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ABSTRACT	  Visual	  information	  plays	  an	  important	  role	  in	  second	  language	  (L2)	  listening	  comprehension	  (Anderson	  &	  Lynch,	  1988;	  Field,	  2008;	  Rost,	  2011),	  yet	  visuals	  have	  seen	  limited	  use	  in	  the	  assessment	  of	  L2	  listening.	  The	  limited	  use	  of	  visuals	  in	  listening	  tests	  can	  be	  partially	  attributed	  to	  the	  lack	  of	  solid	  empirical	  evidence	  about	  how	  visuals	  are	  viewed	  during	  such	  tests	  and	  what	  impact	  they	  have	  on	  test	  performance.	  In	  particular,	  existing	  research	  has	  produced	  mixed	  results	  regarding	  the	  effect	  of	  visual	  information	  on	  media-­‐enhanced	  L2	  listening	  test	  performance	  of	  language	  learners,	  whereas	  their	  viewing	  behavior	  during	  such	  assessment	  has	  not	  been	  explored	  in	  detail	  (Ockey,	  2007;	  Wagner,	  2007,	  2010a).	  To	  address	  this	  gap,	  the	  present	  study	  employed	  eye-­‐tracking	  technology	  to	  investigate	  the	  extent	  to	  which	  L2	  learners	  view	  context	  and	  content	  videos	  during	  a	  Video-­‐based	  L2	  Academic	  Listening	  Test	  (VALT),	  learners’	  self-­‐reported	  perceptions	  and	  use	  of	  the	  two	  video	  types,	  and	  the	  effect	  of	  these	  visuals	  on	  their	  test	  performance.	  This	  mixed-­‐methods	  study	  was	  based	  on	  Creswell	  and	  Plano	  Clark’s	  (2007)	  data	  transformation	  model	  of	  the	  triangulation	  design	  and	  addressed	  five	  research	  questions	  that	  investigated	  (a)	  the	  appropriateness	  of	  statistical	  properties	  of	  test	  scores	  for	  norm-­‐referenced	  decisions,	  (b)	  differences	  between	  scores	  on	  the	  subtests	  associated	  with	  different	  video	  types	  and	  between	  scores	  on	  the	  video	  and	  audio-­‐only	  versions	  of	  the	  test,	  (c)	  learners’	  viewing	  patterns	  with	  regard	  to	  context	  and	  content	  videos,	  (d)	  learners’	  use	  of	  visual	  information	  when	  watching	  the	  two	  video	  types,	  and	  (e)	  learners’	  use	  of	  visual	  information	  when	  answering	  individual	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test	  questions.	  Three	  sets	  of	  data	  were	  collected	  and	  analyzed	  in	  the	  study.	  Test	  performance	  data	  consisted	  of	  L2	  learners’	  scores	  on	  the	  Video-­‐based	  Academic	  Listening	  Test	  (n	  =	  75)	  and	  its	  audio-­‐only	  version	  called	  the	  AALT	  (n	  =	  46),	  which	  were	  analyzed	  using	  paired-­‐samples	  and	  independent	  samples	  t	  tests,	  as	  well	  as	  descriptive	  statistics,	  reliability	  analysis,	  item	  analysis,	  and	  distractor	  analysis.	  Eye-­‐tracking	  data	  were	  collected	  using	  eye-­‐tracking	  technology	  and	  included	  the	  recordings	  of	  the	  participants’	  eye	  movements	  (n	  =	  33),	  which	  were	  analyzed	  using	  descriptive	  statistics,	  paired-­‐samples	  t	  tests,	  and	  correlation	  analysis.	  Retrospective	  verbal	  data	  obtained	  via	  cued	  retrospective	  reporting	  were	  composed	  of	  33	  participants’	  verbalizations	  regarding	  their	  use	  of	  visual	  information	  when	  watching	  the	  two	  types	  of	  videos	  and	  their	  perceptions	  of	  the	  helpfulness	  of	  this	  information	  for	  answering	  individual	  test	  questions.	  The	  results	  demonstrated	  that	  scores	  on	  the	  VALT	  and	  on	  the	  AALT,	  which	  were	  developed	  for	  this	  study,	  were	  appropriate	  for	  making	  norm-­‐referenced	  decisions.	  While	  the	  analysis	  of	  test	  performance	  data	  found	  no	  effect	  of	  visuals	  on	  L2	  learners’	  test	  scores,	  the	  use	  of	  eye-­‐tracking	  technology	  was	  instrumental	  in	  detecting	  the	  different	  effects	  of	  the	  context	  and	  content	  visuals.	  Moreover,	  the	  results	  revealed	  differences	  between	  context	  and	  content	  videos	  in	  terms	  of	  their	  perceived	  use	  during	  the	  test-­‐taking	  process	  and	  their	  perceived	  helpfulness	  for	  answering	  questions	  on	  the	  VALT.	  This	  study	  has	  valuable	  practical	  and	  theoretical	  implications	  with	  regard	  to	  the	  use	  of	  visuals	  for	  L2	  listening	  instruction	  and	  assessment.	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CHAPTER	  1	  
INTRODUCTION	  
Statement	  of	  the	  Problem	  With	  the	  rapid	  pace	  of	  globalization,	  international	  standardized	  language	  tests—such	  as	  the	  International	  English	  Language	  Testing	  System	  (IELTS),	  the	  Internet-­‐based	  Test	  of	  English	  as	  a	  Foreign	  Language	  (TOEFL	  iBT),	  and	  Pearson	  Test	  of	  English	  Academic	  (PTE	  Academic)—have	  high	  stakes	  for	  millions	  of	  prospective	  students	  and	  professionals	  from	  all	  over	  the	  world	  who	  seek	  university	  education	  and	  employment	  in	  English-­‐speaking	  countries	  every	  year.	  To	  meet	  the	  growing	  demands	  of	  test-­‐takers,	  many	  leading	  language-­‐testing	  companies	  have	  moved	  from	  paper-­‐and-­‐pencil	  tests	  to	  computer-­‐assisted	  tests	  and	  adopted	  technology	  for	  more	  efficient	  test	  administration	  (Suvorov	  &	  Hegelheimer,	  2013).	  It	  is,	  therefore,	  not	  surprising	  that	  computer-­‐assisted	  language	  testing	  (CALT)	  has	  gained	  increasing	  attention	  and	  advanced	  as	  a	  field	  over	  the	  past	  two	  decades	  (Winke	  &	  Fei,	  2008).	  	  	  One	  of	  the	  main	  advantages	  of	  CALT,	  as	  argued	  by	  many	  scholars	  (e.g.,	  Douglas	  &	  Hegelheimer,	  2007;	  Jamieson,	  2005),	  is	  its	  potential	  for	  multimedia	  input,	  which	  is	  believed	  to	  result	  in	  a	  greater	  level	  of	  authenticity	  of	  test	  tasks	  and	  to	  create	  testing	  conditions	  that	  closely	  resemble	  situations	  from	  the	  target	  language	  use	  domain.	  Considering	  that	  visual	  information	  is	  an	  indispensable	  component	  of	  multimedia	  (Mayer,	  2009),	  the	  use	  of	  visuals	  in	  CALT	  has	  generated	  significant	  interest	  among	  applied	  linguists	  and	  language	  assessment	  specialists.	  Of	  particular	  interest	  for	  CALT	  is	  the	  use	  of	  visuals	  for	  assessing	  second	  language	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(L2)	  listening,	  a	  widely	  used	  skill	  that	  is	  indispensible	  for	  effective	  communication	  and	  overall	  language	  proficiency	  (Ockey,	  2009).	  	  Although	  visuals	  are	  believed	  to	  play	  an	  important	  role	  in	  L2	  listening	  comprehension	  (Anderson	  &	  Lynch,	  1988;	  Field,	  2008;	  Rost,	  2011),	  they	  have	  seen	  limited	  use	  in	  L2	  listening	  tests.	  Until	  recently,	  their	  integration	  in	  language	  assessment	  might	  have	  been	  hampered	  by	  the	  limitations	  of	  technology—for	  example,	  slow	  Internet	  connection,	  low	  quality	  of	  media	  resources,	  limited	  opportunities	  for	  integrating	  media	  in	  test	  delivery	  platforms—which	  would	  make	  the	  creation	  and	  delivery	  of	  multimedia	  computer-­‐assisted	  language	  tests	  problematic.	  Despite	  the	  fact	  that	  most	  of	  these	  limitations	  do	  not	  exist	  anymore,	  visuals	  are	  still	  not	  ubiquitous	  in	  L2	  listening	  tests	  for	  two	  main	  reasons.	  	  First,	  there	  is	  a	  lack	  of	  agreement	  among	  researchers	  about	  what	  construct—or	  ability—visually	  enhanced	  L2	  listening	  tests	  should	  assess	  (Alderson	  &	  Banerjee,	  2002;	  Buck,	  2001;	  Ockey,	  2007;	  Taylor	  &	  Geranpayeh,	  2011).	  On	  one	  hand,	  some	  language	  testing	  experts	  (e.g.,	  Ockey,	  2007;	  Wagner,	  2007,	  2008)	  contend	  that	  a	  construct	  measured	  by	  media-­‐based	  L2	  listening	  tests	  should	  include	  the	  ability	  to	  understand	  both	  the	  verbal	  and	  the	  visual	  information	  because	  in	  most	  real-­‐life	  situations—including	  academic	  contexts—oral	  information	  is	  accompanied	  by	  visual	  information.	  These	  researchers	  highlight	  the	  importance	  of	  authenticity	  in	  L2	  listening	  tests—that	  is,	  making	  the	  test	  tasks	  and	  testing	  conditions	  as	  similar	  to	  the	  situations	  in	  the	  target	  language	  use	  domain	  as	  possible.	  On	  the	  other	  hand,	  the	  opponents	  of	  including	  visuals	  in	  L2	  listening	  tests	  argue	  that	  the	  ability	  to	  utilize	  information	  from	  visuals	  should	  not	  be	  part	  of	  the	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listening	  construct	  because	  “we	  are	  usually	  interested	  in	  the	  test-­‐takers’	  language	  ability,	  rather	  than	  the	  ability	  to	  understand	  subtle	  visual	  information”	  (Buck,	  2001,	  p.	  172).	  It	  is	  likely	  that	  this	  opposition	  to	  the	  use	  of	  visuals	  is	  caused	  by	  the	  adherence	  to	  the	  traditional	  definitions	  of	  language	  constructs,	  which	  revolved	  around	  four	  separate	  language	  skills:	  listening,	  speaking,	  reading,	  and	  writing.	  Thus,	  scholars	  who	  oppose	  the	  use	  of	  visuals	  seem	  to	  believe	  that	  adding	  the	  ability	  to	  use	  visual	  information	  to	  the	  construct	  will	  render	  such	  a	  listening	  test	  into	  the	  test	  that	  assesses	  more	  than	  just	  listening	  per	  se.	  This	  perspective,	  however,	  ignores	  recent	  developments	  in	  construct	  definitions	  in	  integrated	  language	  assessment,	  which	  suggest	  that	  the	  constructs	  assessed	  by	  language	  tests	  may—and	  should—include	  a	  range	  of	  different	  abilities	  (Cumming,	  2013;	  Gebril	  &	  Plakans,	  2013;	  Wolfersberger,	  2013).	  	  Second,	  visuals	  are	  not	  widely	  used	  in	  L2	  listening	  assessment	  due	  to	  inconclusive	  research	  on	  the	  effect	  of	  images	  and	  videos	  on	  L2	  learners’	  performance	  on	  media-­‐enhanced	  L2	  listening	  tests.	  Specifically,	  these	  studies	  showed	  that	  while	  in	  some	  cases	  the	  use	  of	  visuals	  helped	  L2	  learners	  perform	  better	  on	  L2	  listening	  tests	  (Ginther,	  2002;	  Wagner,	  2010b),	  in	  other	  cases	  visuals	  had	  a	  detrimental	  effect	  (Suvorov,	  2009)	  or	  no	  effect	  on	  the	  participants’	  performance	  (Coniam,	  2001;	  Gruba,	  1993).	  Without	  knowing	  what	  kind	  of	  effect	  visuals	  produce	  in	  L2	  listening	  tests,	  many	  test	  developers	  are	  likely	  to	  avoid	  integrating	  visuals	  in	  their	  tests.	  Moreover,	  if	  visuals	  do	  not	  make	  any	  impact	  on	  test	  scores,	  there	  is	  no	  need	  to	  spend	  extra	  time	  and	  money	  for	  creating	  visual	  stimuli	  and	  including	  them	  in	  listening	  tests	  since	  cheaper	  audio-­‐only	  tests	  can	  
 
 
 
4 
yield	  the	  same	  information	  about	  L2	  listeners’	  linguistic	  abilities.	  These	  inconclusive	  results	  indicate	  an	  urgent	  need	  to	  continue	  exploring	  the	  precise	  effect	  of	  visuals	  on	  L2	  test-­‐takers’	  performance.	  To	  identify	  the	  exact	  direction	  for	  the	  future	  studies	  and	  to	  justify	  their	  research	  designs,	  it	  is	  important	  to	  analyze	  the	  factors	  that	  might	  have	  led	  to	  mixed	  results	  in	  existing	  studies.	  First,	  the	  inconclusive	  results	  regarding	  the	  effect	  of	  visuals	  on	  L2	  learners’	  test	  performance	  can	  be	  partially	  attributed	  to	  the	  types	  of	  visuals	  that	  were	  used	  in	  L2	  listening	  tests.	  Traditionally,	  researchers	  have	  differentiated	  between	  two	  types	  of	  visuals:	  context	  visuals	  and	  content	  visuals	  (Bejar,	  Douglas,	  Jamieson,	  Nissan,	  &	  J.	  Turner,	  2000;	  Ginther,	  2002).	  Context	  visuals	  are	  those	  that	  provide	  visual	  information	  about	  the	  environment	  in	  which	  communication	  takes	  place	  (e.g.,	  a	  picture	  of	  a	  professor	  talking	  in	  front	  of	  the	  classroom).	  Content	  visuals,	  on	  the	  other	  hand,	  contain	  visual	  information	  that	  is	  related	  to	  the	  verbally	  delivered	  information	  (e.g.,	  a	  picture	  of	  a	  professor	  showing	  and	  explaining	  a	  diagram).	  Interestingly,	  researchers	  rarely	  specify	  whether	  their	  listening	  tests	  include	  context	  or	  content	  visuals.	  The	  review	  of	  literature,	  however,	  allows	  for	  concluding	  that	  most	  of	  the	  existing	  studies	  seem	  to	  have	  used	  context	  visuals,	  whereas	  content	  visuals	  have	  not	  been	  implemented	  in	  research	  much.	  To	  the	  author’s	  knowledge,	  Ginther’s	  (2002)	  study	  is	  the	  only	  one	  that	  employed	  both	  types	  of	  visuals	  (namely,	  context	  and	  content	  images).	  Since	  the	  effect	  of	  visuals	  on	  L2	  learners’	  test	  performance	  can	  depend	  on	  the	  types	  of	  visuals	  used	  in	  the	  test,	  it	  is	  paramount	  to	  conduct	  further	  investigations	  that	  would	  compare	  the	  effects	  of	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context	  and	  content	  visuals	  on	  test-­‐takers’	  performance	  on	  visually	  enhanced	  L2	  listening	  tests.	  	  	  Another	  factor	  that	  might	  have	  led	  to	  mixed	  results	  is	  related	  to	  research	  designs	  used	  in	  the	  studies.	  In	  particular,	  most	  of	  the	  existing	  studies	  that	  investigated	  how	  visuals	  affect	  L2	  listeners’	  test	  performance	  entailed	  the	  comparison	  of	  test-­‐takers’	  scores	  on	  media-­‐based	  L2	  listening	  tests	  with	  their	  scores	  on	  the	  audio-­‐only	  versions	  of	  the	  same	  tests	  (e.g.,	  Coniam,	  2001;	  Gruba,	  1993;	  Suvorov,	  2009;	  Wagner,	  2010b).	  Such	  research	  was	  based	  on	  the	  following	  general	  assumption:	  If	  there	  is	  a	  statistically	  significant	  difference	  between	  L2	  test-­‐takers’	  scores	  on	  a	  visually	  enhanced	  L2	  listening	  test	  and	  their	  scores	  on	  an	  audio-­‐only	  listening	  test,	  then	  this	  difference	  can	  be	  attributed	  to	  the	  effect	  of	  visuals.	  The	  main	  problem	  with	  this	  assumption,	  however,	  is	  that	  it	  does	  not	  take	  into	  account	  L2	  test-­‐takers’	  viewing	  behavior	  during	  the	  assessment	  of	  their	  L2	  listening	  skills.	  Since	  the	  test-­‐takers	  are	  not	  forced	  to	  watch	  a	  screen	  during	  visually	  enhanced	  listening	  tests,	  they	  vary	  in	  the	  extent	  to	  which	  they	  use	  visual	  information,	  with	  some	  of	  them	  not	  looking	  at	  the	  visuals	  whatsoever	  (Wagner,	  2007).	  If	  those	  L2	  test-­‐takers	  who	  do	  not	  watch	  the	  visuals—or	  watch	  them	  to	  a	  small	  extent—obtain	  different	  scores	  on	  the	  two	  tests,	  the	  difference	  in	  their	  scores	  cannot	  be	  attributed	  to	  the	  effect	  of	  visuals.	  	  Surprisingly,	  researchers	  have	  mostly	  ignored	  the	  viewing	  behavior	  of	  L2	  learners	  during	  listening	  tests	  accompanied	  by	  visuals.	  The	  only	  exceptions	  are	  the	  studies	  done	  by	  Ockey	  (2007)	  and	  Wagner	  (2007,	  2010a),	  in	  which	  the	  researchers	  used	  a	  video	  camera	  to	  record	  their	  participants	  during	  a	  visually	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enhanced	  L2	  listening	  test,	  and	  then	  measured	  the	  amount	  of	  time	  the	  participants	  made	  eye	  contact	  with	  the	  screen	  while	  taking	  the	  test.	  	  Hence,	  what	  appears	  to	  be	  really	  missing	  in	  research	  on	  how	  visuals	  affect	  L2	  learners’	  performance	  on	  L2	  listening	  tests	  is	  the	  investigation	  of	  the	  learners’	  viewing	  behavior	  during	  the	  tests	  enhanced	  by	  different	  types	  of	  visuals.	  Without	  knowing	  how,	  why,	  and	  to	  what	  extent	  the	  test-­‐takers	  use	  the	  visual	  input	  provided	  to	  them	  during	  a	  visually	  enhanced	  L2	  listening	  assessment,	  it	  is	  impossible	  to	  draw	  any	  reliable	  conclusions	  about	  the	  effect	  that	  different	  types	  of	  visual	  information	  can	  have	  on	  their	  L2	  listening	  comprehension	  and	  performance	  on	  such	  tests.	  	  
Purpose	  of	  the	  Study	  Taking	  into	  account	  (a)	  the	  inconclusive	  results	  of	  existing	  studies	  that	  have	  analyzed	  the	  effect	  of	  visuals	  on	  L2	  learners’	  test	  performance,	  (b)	  the	  lack	  of	  research	  comparing	  the	  effects	  of	  context	  and	  content	  videos	  on	  L2	  listening	  test	  performance,	  and	  (c)	  a	  surprising	  dearth	  of	  research	  examining	  the	  actual	  viewing	  behavior	  of	  L2	  learners	  during	  visually	  enhanced	  L2	  listening	  tests,	  the	  overall	  purpose	  of	  this	  study	  was	  to	  address	  these	  gaps.	  More	  specifically,	  this	  study	  had	  three	  main	  objectives.	  First,	  the	  study	  intended	  to	  determine	  whether	  context	  videos	  and	  content	  videos	  had	  a	  differential	  effect	  on	  L2	  learners’	  performance	  on	  a	  video-­‐based	  L2	  academic	  listening	  test.	  Second,	  the	  study	  aimed	  to	  investigate	  L2	  learners’	  viewing	  behavior	  during	  a	  visually	  enhanced	  L2	  listening	  assessment.	  The	  third	  objective	  of	  this	  study	  was	  to	  explore	  how	  L2	  listeners	  use	  visual	  information	  from	  context	  and	  content	  videos	  during	  the	  test.	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The	  design	  of	  the	  present	  study	  was	  based	  on	  Creswell	  and	  Plano	  Clark’s	  (2007)	  data	  transformation	  model	  of	  the	  triangulation	  design	  that	  involved	  the	  concurrent	  collection	  of	  quantitative	  data	  sets	  (i.e.,	  test	  performance	  data	  and	  eye-­‐tracking	  data),	  followed	  immediately	  by	  the	  collection	  of	  qualitative	  data	  (i.e.,	  retrospective	  verbal	  data)	  that	  were	  subsequently	  quantified.	  This	  model	  enabled	  the	  researcher	  to	  use	  inferential	  statistics	  for	  analyzing	  the	  data	  obtained	  from	  121	  L2	  learners,	  thus	  allowing	  for	  generalizing	  the	  results	  to	  a	  larger	  population.	  To	  achieve	  the	  first	  objective,	  test	  performance	  data	  were	  collected	  using	  a	  Video-­‐based	  Academic	  Listening	  Test	  (VALT)	  that	  was	  developed	  for	  this	  study.	  The	  VALT	  contained	  two	  types	  of	  visual	  stimuli:	  context	  videos	  and	  content	  videos.	  An	  L2	  academic	  listening	  construct	  that	  the	  test	  was	  designed	  to	  measure	  was	  operationalized	  as	  the	  ability	  to	  process	  and	  understand	  verbal	  and	  visual	  information	  from	  an	  academic	  lecture	  in	  an	  English-­‐medium	  university	  setting.	  The	  overall	  purpose	  of	  the	  test	  was	  to	  distinguish	  among	  non-­‐native	  English	  speakers	  who	  aspire	  to	  become	  undergraduate	  students	  in	  the	  USA	  based	  on	  their	  transactional	  academic	  listening	  skills.	  Test	  performance	  data	  gathered	  using	  the	  VALT	  were	  analyzed	  using	  a	  paired-­‐samples	  t	  test	  to	  determine	  the	  difference	  between	  the	  effects	  of	  context	  and	  content	  videos	  on	  L2	  learners’	  test	  performance.	  	  To	  achieve	  the	  second	  objective,	  the	  researcher	  employed	  eye-­‐tracking	  technology	  (Duchowski,	  2007;	  Holmqvist	  et	  al.,	  2011)	  to	  gather	  eye-­‐tracking	  data	  from	  33	  L2	  learners.	  The	  eye-­‐tracking	  data	  comprised	  the	  recordings	  of	  the	  participants’	  eye	  movements	  while	  they	  were	  taking	  the	  VALT.	  The	  analysis	  of	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these	  data,	  which	  included	  the	  calculation	  and	  comparison	  of	  the	  eye-­‐tracking	  measures	  that	  represent	  the	  viewing	  behavior	  of	  L2	  test-­‐takers	  when	  they	  were	  watching	  context	  and	  content	  videos,	  helped	  the	  researcher	  determine	  the	  extent	  of	  L2	  learners’	  use	  of	  both	  types	  of	  visuals	  during	  the	  test.	  Finally,	  to	  achieve	  the	  third	  objective,	  the	  researcher	  used	  cued	  retrospective	  reporting	  (Van	  Gog,	  Paas,	  Van	  Merriënboer,	  &	  Witte,	  2005),	  which	  is	  a	  method	  for	  collecting	  retrospective	  verbalizations	  by	  showing	  the	  participants	  the	  recording	  of	  their	  eye	  movements	  and	  asking	  them	  to	  verbalize	  their	  cognitive	  processes	  during	  the	  initial	  visual	  examination	  of	  the	  stimulus.	  Retrospective	  verbal	  data	  were	  collected	  by	  showing	  the	  33	  L2	  learners	  the	  recordings	  of	  their	  eye	  movements	  and	  asking	  them	  to	  share	  their	  perceptions	  regarding	  their	  use	  of	  different	  aspects	  of	  visual	  information	  while	  they	  were	  completing	  the	  VALT.	  The	  analysis	  of	  retrospective	  verbal	  data,	  which	  included	  the	  identification	  of	  emergent	  themes	  and	  the	  count	  of	  their	  instances,	  yielded	  details	  about	  L2	  learners’	  use	  of	  visual	  information	  when	  watching	  the	  videos	  and	  answering	  the	  questions	  on	  the	  test.	  	  
Significance	  of	  the	  Study	  This	  study	  presents	  an	  innovative	  approach	  to	  exploring	  second	  language	  learners’	  viewing	  behavior	  during	  a	  video-­‐enhanced	  L2	  academic	  listening	  test	  with	  the	  help	  of	  a	  remote	  eye-­‐tracking	  system.	  The	  use	  of	  eye-­‐tracking	  technology	  produced	  valuable	  empirical	  evidence	  of	  how,	  and	  to	  what	  extent,	  L2	  learners	  watched	  context	  and	  content	  videos	  when	  working	  on	  the	  test.	  Furthermore,	  by	  comparing	  the	  effects	  of	  context	  and	  content	  videos	  on	  the	  participants’	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performance	  on	  the	  video-­‐mediated	  L2	  academic	  listening	  test,	  this	  study	  is	  the	  first	  in	  the	  field	  of	  CALT	  to	  elucidate	  how	  different	  types	  of	  videos	  affect	  L2	  test-­‐takers’	  performance	  on	  such	  listening	  tests.	  Finally,	  the	  use	  of	  cued	  retrospective	  reporting	  in	  combination	  with	  eye	  tracking	  offered	  valuable	  insights	  about	  L2	  learners’	  cognitive	  processes	  that	  are	  helpful	  for	  understanding	  what	  aspects	  of	  visual	  information,	  and	  why,	  these	  learners	  use	  during	  a	  video-­‐enhanced	  L2	  listening	  assessment.	  Overall,	  this	  dissertation	  makes	  an	  important	  contribution	  to	  the	  field	  of	  computer-­‐assisted	  language	  testing	  and	  provides	  practical	  and	  theoretical	  implications	  for	  media-­‐enhanced	  L2	  listening	  assessment.	  
Outline	  of	  the	  Dissertation	  This	  dissertation	  is	  organized	  into	  five	  chapters.	  The	  first	  chapter	  introduces	  the	  issues	  in	  research	  on	  visuals	  in	  L2	  listening	  assessment	  that	  fostered	  the	  conception	  of	  the	  study,	  and	  outlines	  the	  overall	  purpose	  and	  significance	  of	  this	  dissertation.	  	  Chapter	  2	  consists	  of	  four	  main	  parts.	  The	  first	  part,	  Listening	  as	  a	  Language	  Skill,	  reviews	  existing	  research	  on	  visuals	  in	  L2	  listening	  assessment	  and	  examines	  theoretical	  views	  on	  the	  definition	  of	  listening,	  models	  of	  listening	  comprehension,	  types	  of	  listening	  and	  visuals,	  and	  issues	  related	  to	  an	  L2	  academic	  listening	  construct.	  The	  second	  part,	  Eye	  Tracking,	  explores	  theoretical	  perspectives	  on	  eye	  movements	  and	  visual	  attention;	  introduces	  major	  eye-­‐tracking	  measures;	  and	  provides	  a	  review	  of	  eye-­‐tracking	  research	  on	  auditory	  language	  processing,	  cognitive	  processes,	  dynamic	  stimuli,	  as	  well	  as	  L2	  learning	  and	  assessment.	  The	  third	  part	  of	  Chapter	  2	  contains	  a	  brief	  discussion	  of	  existing	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methodological	  approaches	  to	  video-­‐based	  L2	  listening	  assessment,	  and	  proposes	  a	  research	  design	  that	  employs	  eye	  tracking	  to	  investigate	  the	  effect	  of	  context	  and	  content	  videos	  on	  L2	  learners’	  performance	  during	  a	  video-­‐based	  L2	  academic	  listening	  assessment.	  Finally,	  the	  last	  part	  of	  Chapter	  2	  outlines	  five	  research	  questions	  addressed	  by	  this	  study.	  	  The	  third	  chapter,	  Methodology,	  presents	  the	  research	  design	  of	  the	  study,	  describes	  three	  groups	  of	  participants	  (i.e.,	  a	  video	  group,	  an	  audio	  group,	  and	  an	  eye-­‐tracking	  group),	  and	  discusses	  materials	  and	  instruments	  that	  were	  used	  for	  data	  collection	  (namely,	  the	  Video-­‐based	  Academic	  Listening	  Test	  and	  its	  audio-­‐only	  version,	  a	  post-­‐test	  questionnaire,	  an	  eye-­‐tracking	  system	  used	  in	  the	  study,	  and	  a	  cued	  retrospective	  reporting).	  Furthermore,	  Chapter	  3	  covers	  the	  procedures	  for	  collecting	  three	  types	  of	  data:	  test	  performance	  data,	  eye-­‐tracking	  data,	  and	  retrospective	  verbal	  data.	  The	  chapter	  ends	  with	  a	  detailed	  discussion	  elucidating	  the	  types	  of	  data	  analyses	  that	  were	  conducted	  to	  answer	  each	  of	  the	  five	  research	  questions	  in	  this	  study.	  	  	  Chapter	  4	  reports	  the	  results	  of	  data	  analyses	  outlined	  in	  the	  previous	  chapter.	  Specifically,	  it	  provides	  the	  results	  of	  the	  analyses	  that	  were	  conducted	  to	  examine	  the	  appropriateness	  of	  the	  statistical	  properties	  of	  test	  scores	  for	  making	  norm-­‐referenced	  decisions.	  In	  addition,	  it	  reveals	  the	  results	  of	  tests	  comparing	  L2	  test-­‐takers’	  scores	  on	  the	  subtest	  enhanced	  by	  context	  videos	  versus	  the	  subtest	  enhanced	  by	  content	  videos.	  Moreover,	  this	  chapter	  presents	  evidence	  pertaining	  to	  L2	  learners’	  viewing	  behavior	  and	  their	  interaction	  with	  context	  and	  content	  videos	  from	  the	  test,	  as	  well	  as	  the	  findings	  regarding	  L2	  learners’	  use	  of	  visual	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information	  when	  watching	  the	  videos	  and	  answering	  the	  questions	  during	  the	  VALT.	  Chapter	  4	  also	  discusses	  and	  explicates	  the	  meaning	  of	  the	  findings	  for	  each	  of	  the	  five	  research	  questions.	  	  Finally,	  Chapter	  5	  summarizes	  and	  highlights	  the	  main	  findings	  of	  this	  study,	  discusses	  their	  practical	  and	  theoretical	  implications	  regarding	  the	  use	  of	  context	  and	  content	  videos	  in	  video-­‐enhanced	  L2	  listening	  tests,	  and	  proposes	  recommendations	  for	  a	  new	  taxonomy	  of	  visuals.	  In	  addition,	  it	  analyzes	  the	  limitations	  of	  the	  study,	  provides	  directions	  for	  future	  research,	  and	  draws	  an	  overall	  conclusion.	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CHAPTER	  2	  
	  
LITERATURE	  REVIEW	  	  
What	  we	  learn	  only	  through	  the	  ears	  makes	  less	  impression	  upon	  our	  minds	  
than	  what	  is	  presented	  to	  the	  trustworthy	  eye	  	   Horace	  	   In	  the	  age	  of	  globalization,	  multimedia,	  and	  visually	  mediated	  communication,	  this	  statement,	  which	  was	  made	  over	  2,000	  years	  ago,	  still	  holds	  true.	  It	  highlights	  the	  powerful	  impact	  that	  visual	  information	  has	  on	  our	  perceptions	  of	  reality,	  suggesting	  that	  we	  tend	  to	  believe	  what	  is	  presented	  to	  us	  visually	  more	  readily	  than	  what	  we	  hear.	  Horace’s	  statement	  also	  implies	  that	  people	  can	  learn	  visually	  presented	  information	  better	  than	  the	  information	  presented	  to	  them	  orally.	  Indeed,	  the	  idea	  that	  visuals	  can	  have	  a	  beneficial	  effect	  on	  the	  pedagogical	  processes	  and	  help	  learners	  retain	  new	  information	  is	  now	  widely	  acknowledged.	  The	  beneficial	  effects	  of	  visuals	  and	  multimedia	  have	  been	  heavily	  exploited	  in	  the	  development	  of	  language	  learning	  materials	  to	  provide	  comprehensible	  input,	  facilitate	  meaningful	  interaction,	  and	  elicit	  comprehensible	  output	  (Plass	  &	  Jones,	  2005).	  Enabled	  by	  the	  affordances	  of	  technology	  and	  the	  Internet,	  visuals	  have	  become	  an	  indispensible	  attribute	  of	  many	  language	  courses,	  textbooks,	  and	  web-­‐based	  materials	  for	  language	  learning.	  Despite	  their	  widespread	  use	  in	  language	  learning	  materials	  and	  resources,	  visuals	  have	  not	  been	  used	  extensively	  in	  language	  testing—especially	  in	  the	  assessment	  of	  L2	  listening—even	  though	  most	  listening	  tests	  are	  developed	  with	  an	  intention	  to	  measure	  L2	  learners’	  abilities	  to	  perform	  in	  target	  language	  use	  situations	  that	  abound	  with	  visual	  information.	  One	  reason	  why	  the	  assessment	  of	  L2	  listening	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has	  been	  limited	  mostly	  to	  audio-­‐only	  tests	  might	  be	  related	  to	  a	  lack	  of	  systematic	  scientific	  evidence	  regarding	  how,	  why,	  and	  to	  what	  extent	  L2	  listeners	  use	  visual	  information	  during	  a	  media-­‐enhanced	  L2	  listening	  assessment—the	  evidence	  this	  study	  seeks	  to	  yield.	  	  To	  build	  a	  conceptual	  framework	  and	  basis	  for	  the	  study,	  this	  chapter	  presents	  a	  literature	  review	  that	  is	  organized	  in	  the	  following	  way.	  First,	  the	  review	  tackles	  the	  main	  issues	  related	  to	  the	  definitions	  of	  L2	  listening,	  models	  of	  listening	  comprehension,	  types	  of	  listening	  and	  visuals,	  and	  constructs	  of	  L2	  academic	  listening,	  followed	  by	  the	  discussion	  of	  existing	  research	  on	  visually	  enhanced	  L2	  listening	  assessment.	  Next,	  the	  literature	  review	  focuses	  on	  the	  topics	  pertaining	  to	  eye	  tracking,	  including	  theoretical	  perspectives	  on	  eye	  movements,	  eye-­‐tracking	  measures,	  and	  the	  use	  of	  eye	  tracking	  for	  research	  on	  auditory	  language	  processing,	  cognitive	  processes,	  and	  L2	  learning	  and	  assessment.	  In	  addition,	  this	  chapter	  analyzes	  existing	  methodological	  approaches	  to	  media-­‐based	  L2	  listening	  assessment	  and	  proposes	  a	  research	  design	  that	  uses	  eye	  tracking	  to	  investigate	  L2	  learners’	  use	  of	  visual	  information	  during	  a	  video-­‐mediated	  L2	  academic	  listening	  test.	  Finally,	  the	  chapter	  concludes	  with	  the	  statement	  of	  five	  research	  questions	  addressed	  in	  this	  dissertation.	  	  	  	  
Listening	  as	  a	  Language	  Skill	  Listening	  is	  a	  vital	  language	  skill	  that	  is	  indispensible	  for	  overall	  language	  proficiency.	  Although	  listening	  has	  long	  been	  considered	  a	  passive	  skill	  that	  would	  develop	  on	  its	  own	  (Call,	  1985),	  this	  perspective	  started	  to	  change	  in	  the	  late	  1960s	  and	  early	  1970s	  when	  listening	  comprehension	  was	  recognized	  as	  an	  active	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and	  fundamental	  skill	  (Field,	  2008;	  Morley,	  2001;	  J.	  Rubin,	  1995).	  The	  important	  role	  of	  this	  skill	  is	  illustrated	  by	  the	  fact	  that,	  according	  to	  research,	  people	  dedicate	  over	  40	  percent	  (Burley-­‐Allen,	  1995)	  or	  even	  45	  percent	  of	  their	  total	  language	  communication	  time	  to	  listening	  (Feyten,	  1991).	  Considering	  the	  role	  that	  listening	  plays	  in	  everyday	  life,	  it	  is	  not	  surprising	  that	  numerous	  language	  researchers	  and	  practitioners	  underscore	  the	  importance	  of	  explicitly	  teaching	  this	  skill	  to	  second	  language	  (L2)	  learners	  (Anderson	  &	  Lynch,	  1988;	  Field,	  2008;	  Mendelsohn	  &	  J.	  Rubin,	  1995;	  Peterson,	  2001;	  Rost,	  2011;	  M.	  Underwood,	  1989;	  Ur,	  1984).	  At	  the	  same	  time,	  listening	  remains	  undervalued	  (Field,	  2008),	  under-­‐researched	  (Harding,	  2012),	  most	  neglected	  (Wolvin	  &	  Coakley,	  1996),	  least	  understood	  (Morley,	  2001;	  Vandergrift,	  2010),	  and	  difficult	  to	  assess	  (Buck,	  2001;	  Wagner,	  2006)	  mostly	  due	  to	  the	  ephemeral	  nature	  of	  this	  skill	  that	  cannot	  be	  directly	  observed	  (Flowerdew	  &	  Miller,	  2005).	  In	  fact,	  listening	  “is	  not	  simply	  a	  linear	  process	  of	  recording	  strings	  of	  language	  as	  they	  are	  transmitted	  to	  our	  brains”	  (H.	  Brown	  &	  Abeywickrama,	  2010,	  cited	  in	  Rost,	  2011,	  p.	  209),	  but	  a	  complex	  phenomenon	  with	  a	  plethora	  of	  factors	  that	  influence	  L2	  listening	  comprehension	  and	  make	  it	  difficult	  (Wagner,	  2002).	  According	  to	  Bloomfield	  et	  al.	  (2010)	  and	  J.	  Rubin	  (1994),	  such	  factors	  may	  include	  (a)	  characteristics	  of	  the	  listener	  (e.g.,	  working	  memory,	  anxiety,	  metacognitive	  strategies,	  and	  L2	  proficiency),	  (b)	  characteristics	  of	  the	  interlocutor	  (e.g.,	  accent,	  speech	  rate),	  (c)	  text	  characteristics	  (e.g.,	  text	  length	  and	  complexity,	  text	  type	  and	  organization,	  pauses	  and	  hesitations,	  and	  visual	  support),	  and	  (d)	  task	  characteristics	  (e.g.,	  associated	  response,	  time	  limits,	  note-­‐taking,	  number	  of	  and	  
 
 
 
15 
control	  over	  hearings).	  Furthermore,	  Rost	  (2011)	  describes	  listening	  as	  a	  combination	  of	  neurological,	  linguistic,	  semantic,	  and	  pragmatic	  processing,	  once	  again	  underscoring	  the	  complex	  nature	  of	  this	  skill.	  Due	  to	  the	  number	  and	  complexity	  of	  these	  factors,	  the	  assessment	  of	  L2	  listening	  poses	  significant	  challenges	  for	  language	  testers	  and	  has	  received	  little	  attention	  compared	  to	  the	  assessment	  of	  other	  language	  skills	  (Alderson	  &	  Banerjee,	  2002).	  To	  better	  understand	  the	  types	  of	  challenges	  related	  to	  the	  assessment	  of	  L2	  listening,	  it	  is	  first	  necessary	  to	  take	  a	  closer	  look	  at	  how	  listening	  is	  defined	  (i.e.,	  What	  is	  listening?)	  and	  how	  it	  occurs	  (i.e.,	  What	  is	  the	  process	  of	  listening	  comprehension?).	  	  
Definition	  of	  listening.	  In	  second	  language	  teaching	  and	  applied	  linguistics,	  listening	  has	  traditionally	  been	  considered	  one	  of	  the	  four	  language	  skills,	  along	  with	  reading,	  writing,	  and	  speaking.	  Although	  listening	  has	  been	  defined	  in	  various	  ways	  in	  applied	  linguistics,	  there	  exists	  no	  generally	  accepted	  and	  comprehensive	  definition	  of	  first	  or	  second	  language	  listening	  (Wagner,	  2002;	  Wolvin	  &	  Coakley,	  1996)	  despite	  multiple	  attempts	  to	  do	  so	  (Olson,	  2003).	  Several	  extensive	  reviews	  of	  prior	  research	  on	  listening	  have	  also	  concluded	  that	  this	  skill	  still	  needs	  to	  be	  adequately	  conceptualized	  and	  defined	  (Devine,	  1978;	  Glenn,	  1989;	  Witkin,	  1990;	  Witkin	  &	  Trochim,	  1997)	  before	  it	  can	  be	  effectively	  studied.	  McKenzie	  and	  Clark	  (1995),	  for	  instance,	  note	  that	  “listening	  research	  is	  still	  focused	  on	  the	  process	  of	  identifying	  constructs	  that	  make	  up	  the	  phenomenon”	  (p.	  31).	  While	  some	  researchers	  suggest	  that	  a	  global	  definition	  of	  listening	  is	  elusive,	  and	  may	  even	  be	  impossible,	  due	  to	  the	  large	  number	  of	  processes	  and	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factors	  involved	  in	  listening	  (Wagner,	  2002),	  others	  argue	  that	  if	  listening	  is	  multidimensional	  and	  multipurpose,	  then	  “it	  is	  more	  desirable	  to	  have	  multiple	  definitions	  as	  a	  reflection	  of	  this	  assumption”	  (Bodie,	  Janusik,	  &	  Välikoski,	  2008,	  	  p.	  7).	   A	  perusal	  of	  research	  on	  L1	  and	  L2	  listening	  indicates	  that	  earlier	  definitions	  have	  focused	  primarily	  on	  the	  aural	  aspects	  of	  this	  skill	  (e.g.,	  Lado,	  1961),	  while	  ignoring	  non-­‐verbal	  elements	  involved	  in	  the	  listening	  process.	  For	  instance,	  in	  her	  content	  analysis	  of	  50	  definitions	  of	  L1	  listening	  from	  research	  literature	  since	  1925,	  Glenn	  (1989)	  found	  only	  eight	  definitions	  that	  mentioned	  visual	  aspects.	  More	  contemporary	  researchers,	  in	  general,	  appear	  to	  acknowledge	  the	  important	  role	  of	  visual	  information	  in	  the	  process	  of	  L1	  and	  L2	  listening	  comprehension	  (Gruba,	  1997;	  Ockey,	  2007;	  Progosh,	  1996;	  J.	  Rubin,	  1995;	  Wagner,	  2002,	  2008;	  Wolvin	  &	  Coakley,	  1996).	  J.	  Rubin	  (1995),	  for	  instance,	  describes	  listening	  as	  “processing	  information	  which	  listeners	  get	  from	  visual	  and	  auditory	  clues	  in	  order	  to	  define	  what	  is	  going	  on	  and	  what	  the	  speakers	  are	  trying	  to	  express”	  (p.	  151).	  Wolvin	  and	  Coakley	  (1996)	  define	  listening	  as	  “the	  process	  of	  receiving,	  attending	  to,	  and	  assigning	  meaning	  to	  aural	  and	  visual	  stimuli”	  (p.	  69),	  thus	  contending	  that	  listening	  is	  not	  limited	  to	  verbal	  aspects	  only.	  In	  addition,	  the	  working	  definition	  of	  listening	  formulated	  by	  the	  International	  Listening	  Association	  (ILA)	  in	  1995	  also	  acknowledges	  both	  verbal	  and	  non-­‐verbal	  elements	  involved	  in	  the	  listening	  process,	  stating	  that	  “listening	  is	  the	  process	  of	  receiving,	  constructing	  meaning	  from,	  and	  responding	  to	  spoken	  and/or	  non-­‐verbal	  messages”	  (ILA	  Listening	  Post,	  1995,	  p.	  4),	  although	  it	  leaves	  the	  interpretation	  of	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the	  word	  “non-­‐verbal”	  open	  to	  the	  reader.	  Notwithstanding	  the	  growing	  consensus	  among	  researchers	  that	  visual	  stimuli	  play	  an	  important	  role	  in	  listening,	  there	  are	  situations	  when	  listening	  is	  based	  exclusively	  on	  auditory	  stimuli,	  such	  as	  listening	  during	  a	  phone	  conversation,	  listening	  to	  a	  radio,	  or	  listening	  used	  by	  blind	  people	  (Olson,	  2003;	  Wagner,	  2007).	  
Models	  of	  listening	  comprehension.	  In	  an	  attempt	  to	  better	  understand	  the	  process	  of	  listening	  comprehension,	  numerous	  models	  of	  listening	  comprehension	  have	  been	  proposed.	  The	  following	  section	  describes	  several	  models	  that	  are	  most	  frequently	  discussed	  and	  referenced	  in	  research	  literature	  on	  both	  L1	  and	  L2	  listening	  comprehension.	  	  According	  to	  Flowerdew	  and	  Miller	  (2010),	  there	  are	  three	  main	  cognitive	  models	  of	  the	  listening	  process:	  the	  bottom-­‐up	  model,	  the	  top-­‐down	  model,	  and	  the	  interactive	  model.	  The	  bottom-­‐up	  model	  suggests	  that	  listeners	  de-­‐construct	  the	  meaning	  of	  an	  acoustic	  signal	  by	  starting	  with	  individual	  phonemes	  and	  words,	  and	  then	  moving	  to	  phrases	  and	  sentences.	  The	  top-­‐down	  model,	  on	  the	  other	  hand,	  underscores	  the	  importance	  of	  the	  listeners’	  reliance	  on	  their	  previous	  contextual	  knowledge	  rather	  than	  on	  individual	  sounds	  and	  words	  when	  interpreting	  the	  meaning	  of	  the	  received	  acoustic	  input.	  Finally,	  the	  interactive	  model	  combines	  the	  ideas	  from	  the	  first	  two	  models	  and	  considers	  listening	  to	  be	  a	  process	  of	  simultaneous	  interpretation	  of	  the	  auditory	  input	  at	  different	  levels	  using	  phonological,	  syntactic,	  semantic,	  and	  pragmatic	  information.	  Using	  the	  evidence	  obtained	  from	  the	  analysis	  of	  electrophysiological	  and	  brain-­‐imaging	  data,	  Friederici	  (2002)	  proposed	  a	  neurocognitive	  model	  of	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auditory	  sentence	  comprehension,	  according	  to	  which	  the	  processing	  of	  syntax	  precedes	  the	  processing	  of	  semantic	  information.	  This	  model	  holds	  that	  the	  comprehension	  of	  spoken	  sentences	  consists	  of	  three	  temporal	  phases:	  (a)	  phase	  1	  (100-­‐300	  ms),	  during	  which	  the	  syntactic-­‐phrase	  structure	  is	  build;	  (b)	  phase	  2	  (300-­‐500	  ms),	  which	  is	  characterized	  by	  the	  occurrence	  of	  lexical-­‐semantic	  and	  morphosyntactic	  processes;	  and	  (c)	  phase	  3	  (500-­‐1000	  ms),	  when	  syntactic	  and	  semantic	  information	  are	  integrated.	  In	  other	  words,	  this	  model	  suggests	  that	  listening	  comprehension	  entails	  three	  main	  cognitive	  processes:	  word	  recognition,	  parsing,	  and	  semantic	  integration	  (Hu	  &	  Jiang,	  2011).	  	  	  	  	  The	  model	  presented	  by	  Bejar	  et	  al.	  (2000)	  suggests	  that	  listening	  comprehension	  is	  a	  two-­‐stage	  process	  that	  includes	  a	  listening	  stage	  and	  a	  response	  stage.	  The	  listening	  stage	  involves	  the	  processing	  of	  the	  auditory	  input	  using	  situational	  knowledge	  (context),	  linguistic	  knowledge	  (grammar,	  discourse,	  and	  pragmatics),	  and	  background	  knowledge.	  At	  the	  next	  stage,	  the	  processed	  input	  transformed	  into	  a	  set	  of	  propositions	  is	  used	  to	  produce	  a	  written	  or	  an	  oral	  response.	  	  Nagle	  and	  Sanders	  (1986)	  propose	  a	  model	  of	  adult	  L2	  listening	  comprehension,	  in	  which	  arousal,	  attention,	  monitoring,	  and	  controlled	  and	  automatic	  processing	  of	  the	  audio	  input	  are	  interconnected	  by	  a	  general	  control	  mechanism.	  According	  to	  this	  model,	  the	  arousal	  triggered	  by	  the	  acoustic	  signal	  that	  is	  briefly	  stored	  in	  the	  short-­‐term	  memory	  activates	  the	  listener’s	  attention	  and	  sends	  the	  signal	  to	  the	  working	  memory.	  The	  working	  memory,	  in	  its	  turn,	  uses	  both	  automatic	  and	  controlled	  processes	  to	  send	  the	  signal	  to	  the	  long-­‐term	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memory	  (storage),	  where	  the	  information	  from	  the	  signal	  is	  mapped	  to	  explicit	  linguistic	  knowledge	  (using	  controlled	  processes)	  and	  implicit	  linguistic	  knowledge	  (using	  automatic	  processes),	  as	  well	  as	  other	  types	  of	  knowledge	  such	  as	  background	  knowledge.	  The	  mapped	  information	  is	  then	  synthesized	  and	  used	  to	  interpret	  the	  meaning	  of	  the	  acoustic	  signal.	  Although	  Nagle	  and	  Sanders’s	  (1986)	  model	  appears	  to	  be	  more	  comprehensive	  than	  the	  cognitive	  models	  discussed	  by	  Flowerdew	  and	  Miller	  (2010)	  and	  provides	  a	  clear	  demonstration	  of	  how	  L2	  listening	  processing	  occurs	  by	  differentiating	  between	  automatic	  and	  controlled	  processes	  involved	  in	  the	  listening	  comprehension,	  the	  former	  model,	  according	  to	  Buck	  (2001),	  fails	  to	  explicate	  “how	  the	  meaning	  of	  the	  text	  is	  built	  up	  in	  the	  memory”	  (p.	  27).	  	  	  Such	  explication	  can	  be	  found	  in	  the	  mental	  models	  of	  listening	  comprehension	  (Buck,	  2001).	  According	  to	  these	  models,	  the	  information	  received	  from	  the	  auditory	  input	  can	  be	  represented	  as	  a	  set	  of	  discursive	  propositions	  or	  as	  mental	  models.	  A	  proposition	  is	  a	  simple	  concept	  or	  idea,	  whereas	  a	  mental	  model	  is	  a	  mental	  representation	  of	  “the	  structure	  of	  the	  corresponding	  state	  of	  affairs	  in	  the	  world—as	  we	  perceive	  or	  conceive	  it”	  (Johnson-­‐Laird,	  1983,	  p.	  156).	  Since	  propositions	  can	  place	  a	  heavy	  cognitive	  load	  on	  the	  memory,	  Johnson-­‐Laird	  (1983)	  has	  theorized	  that	  people	  avail	  themselves	  of	  mental	  models	  instead.	  Thus,	  when	  processing	  the	  auditory	  input,	  the	  listener	  tends	  to	  construct	  a	  mental	  representation,	  rather	  than	  a	  linguistic	  representation,	  of	  the	  received	  information	  (Buck,	  2001).	  As	  a	  result,	  the	  listener	  usually	  remembers	  the	  overall	  meaning	  or	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content	  of	  the	  message,	  not	  the	  exact	  language	  that	  was	  used	  to	  convey	  the	  message	  (Olson,	  2003).	  	  	  Another	  model	  of	  listening	  comprehension	  that	  attempts	  to	  explain	  how	  the	  meaning	  is	  assigned—and	  that	  also	  takes	  into	  account	  not	  only	  the	  acoustic	  information,	  but	  also	  the	  visual	  information—has	  been	  developed	  by	  Wolvin	  and	  Coakley	  (1996).	  Based	  on	  this	  model,	  the	  process	  of	  listening	  involves	  “receiving,	  attending	  to,	  and	  assigning	  meaning	  to	  aural	  and	  visual	  stimuli”	  (Wolvin	  &	  Coakley,	  1996,	  p.	  69).	  “Receiving,”	  which	  is	  the	  principal	  component	  of	  the	  Wolvin-­‐Coakley	  (1996)	  model,	  involves	  “the	  physiological	  process	  of	  hearing	  and/or	  seeing	  aural	  and/or	  visual	  stimuli”	  (p.	  72).	  Next,	  “attending	  to”	  pertains	  to	  “focused	  perception	  on	  selected	  stimuli”	  (Wolvin	  &	  Coakley,	  1996,	  p.	  79).	  Finally,	  the	  “assigning	  meaning”	  component	  deals	  with	  construing	  the	  aural	  and/or	  visual	  stimuli,	  which	  is	  explained	  through	  several	  theories	  such	  as	  the	  image	  theory,	  classical	  conditioning,	  human	  information-­‐processing,	  meaning	  as	  an	  implicit	  response,	  meaning	  as	  a	  mediating	  response,	  and	  meaning	  as	  a	  behavioral	  disposition	  (Wolvin	  &	  Coakley,	  1996).	  	  As	  evidenced	  from	  some	  earlier	  reviews	  of	  research	  on	  listening,	  the	  existing	  models	  of	  listening	  comprehension	  “are	  not	  only	  contradictory	  but	  mutually	  exclusive”	  (Witkin,	  1990,	  p.	  19),	  and	  this	  problem	  seems	  to	  persist	  nowadays	  as	  well.	  Therefore,	  it	  is	  not	  surprising	  that	  currently	  there	  is	  no	  generally	  accepted	  theory	  or	  model	  explaining	  the	  process	  of	  listening	  comprehension	  (Ockey,	  2007).	  While	  some	  of	  these	  models	  (e.g.,	  Friederici,	  2002)	  focus	  on	  temporal	  aspects	  of	  listening	  comprehension	  (i.e.,	  when	  listening	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comprehension	  occurs),	  others	  (e.g.,	  Nagle	  &	  Sanders,	  1986;	  Wolvin	  &	  Coakley,	  1996)	  appear	  to	  be	  concerned	  with	  functional	  aspects	  (i.e.,	  how	  listening	  comprehension	  occurs).	  The	  diversity	  of	  existing	  models	  seems	  to	  represent	  different	  views	  on	  the	  process	  of	  listening	  comprehension	  and	  on	  the	  ways	  to	  define	  listening.	  Some	  researchers	  attribute	  this	  diversity	  to	  different	  purposes	  of	  listening	  (Olson,	  2003),	  which	  are	  used	  as	  the	  basis	  of	  several	  existing	  classifications	  of	  the	  types	  of	  listening.	  	  	  	  
Classifications	  of	  the	  types	  of	  listening.	  Part	  of	  the	  problem	  with	  providing	  a	  clear	  definition	  of	  listening	  and	  developing	  a	  universal	  model	  or	  theory	  of	  listening	  comprehension	  is	  that	  listening	  is	  not	  a	  universally	  agreed	  upon	  unitary	  concept.	  In	  fact,	  different	  listening	  experts	  distinguish	  among	  different	  types	  of	  listening	  using	  the	  main	  purposes	  of	  listening	  as	  the	  basis	  for	  their	  classifications.	  For	  example,	  Wolvin	  and	  Coakley	  (1996)	  identify	  five	  types	  of	  listening:	  discriminative,	  comprehensive,	  therapeutic,	  critical,	  and	  appreciative	  listening.	  Field	  (2008)	  classifies	  listening	  into	  two	  main	  categories	  according	  to	  the	  listener’s	  goals:	  global	  (e.g.,	  skimming,	  conversational	  listening,	  close	  listening,	  listening	  for	  plot,	  etc.)	  and	  local	  (e.g.,	  search	  listening,	  message	  listening,	  focused	  and	  unfocused	  scanning,	  etc.).	  In	  addition,	  King	  and	  Behnke	  (1989)	  identify	  three	  types	  of	  listening:	  (a)	  comprehensive	  listening	  (i.e.,	  listening	  to	  understand	  a	  message	  and	  use	  this	  information	  in	  the	  future),	  (b)	  interpretive	  listening	  (i.e.,	  listening	  to	  construe	  the	  inferred	  meaning),	  and	  (c)	  short-­‐term	  listening	  (i.e.,	  listening	  to	  receive	  and	  process	  small	  amounts	  of	  information	  over	  a	  short	  period	  of	  time).	  Listening	  purposes	  are	  also	  used	  as	  the	  basis	  of	  Bejar	  et	  al.’s	  (2000)	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classification,	  which	  distinguishes	  among	  (a)	  listening	  for	  specific	  information,	  (b)	  listening	  for	  basic	  comprehension,	  (c)	  listening	  to	  learn,	  and	  (d)	  listening	  to	  integrate	  information.	  	  Some	  researchers,	  however,	  use	  the	  term	  “skill”	  to	  refer	  to	  what	  the	  above-­‐mentioned	  scholars	  call	  “types	  of	  listening.”	  Brindley	  (1998),	  for	  instance,	  distinguishes	  among	  the	  skills	  of	  listening	  for	  specific	  information,	  understanding	  main	  ideas,	  and	  inferring	  the	  speaker’s	  meaning.	  Richards’	  (1983)	  use	  of	  the	  terms	  appears	  to	  be	  even	  more	  convoluted.	  In	  his	  classification,	  he	  identifies	  two	  main	  types	  of	  listening,	  each	  of	  which	  consists	  of	  a	  number	  of	  “micro-­‐skills:”	  conversational	  listening	  (33	  micro-­‐skills)	  and	  academic	  listening	  (18	  micro-­‐skills).	  The	  name	  of	  each	  micro-­‐skill,	  in	  its	  turn,	  contains	  the	  word	  “ability”	  (e.g.,	  ability	  to	  infer	  links	  and	  connections	  between	  events,	  ability	  to	  identify	  topic	  of	  lecture,	  ability	  to	  recognize	  the	  communicative	  functions	  of	  utterances,	  etc.).	  Thus,	  in	  Richards’	  (1983)	  classification	  the	  terms	  “ability”	  and	  “skill”	  seem	  to	  have	  the	  same	  meaning	  and	  constitute	  the	  types	  of	  listening.	  Furthermore,	  Richards’	  (1983)	  distinction	  between	  conversational	  and	  academic	  listening	  is	  not	  clear,	  as	  academic	  listening	  can	  also	  be	  conversational	  (for	  instance,	  a	  conversation	  between	  a	  student	  and	  a	  professor	  during	  office	  hours).	  More	  importantly,	  taking	  into	  account	  that	  the	  types	  of	  listening	  identified	  by	  Bejar	  et	  al.	  (2000),	  Field	  (2008),	  King	  and	  Behnke	  (1989),	  and	  Wolvin	  and	  Coakley	  (1996)	  can	  occur	  in	  academic	  contexts,	  it	  seems	  reasonable	  to	  conclude	  that	  academic	  listening	  is	  more	  than	  just	  a	  type	  of	  listening.	  Instead,	  one	  can	  argue	  that	  academic	  listening	  is	  a	  specific	  register	  of	  language,	  which	  can	  be	  defined	  as	  “the	  instantiation	  of	  a	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conventionalised,	  functional	  configuration	  of	  language	  tied	  to	  certain	  broad	  societal	  situations,	  that	  is,	  variety	  according	  to	  use”	  (D.	  Lee,	  2001,	  p.	  46).	  	  	  	  	  	  Table	  2.1	  summarizes	  existing	  classifications	  of	  the	  types	  of	  listening.	  Table	  2.1	  
Classifications	  of	  the	  Types	  of	  Listening	  Authors	   Types	  of	  Listening	  Bejar,	  Douglas,	  Jamieson,	  Nissan,	  and	  J.	  Turner	  (2000)	   listening	  for	  specific	  information,	  listening	  for	  basic	  comprehension,	  listening	  to	  learn,	  and	  listening	  to	  integrate	  information	  *Brindley	  (1998)	   listening	  for	  specific	  information,	  listening	  to	  understand	  main	  ideas,	  and	  listening	  to	  infer	  the	  speaker’s	  meaning	  Field	  (2008)	   global	  listening	  (e.g.,	  skimming,	  conversational	  listening,	  close	  listening,	  listening	  for	  plot)	  and	  local	  listening	  (e.g.,	  search	  listening,	  message	  listening,	  focused	  and	  unfocused	  scanning)	  King	  and	  Behnke	  (1989)	   comprehensive,	  interpretive,	  and	  short-­‐term	  listening	  Richards	  (1983)	   conversational	  listening	  and	  academic	  listening	  (with	  numerous	  micro-­‐skills)	  Wolvin	  and	  Coakley	  (1996)	   discriminative,	  comprehensive,	  therapeutic,	  critical,	  and	  appreciative	  listening	  	  *Note.	  Brindley	  (1998)	  uses	  the	  term	  “listening	  skills”	  instead	  of	  “types	  of	  listening.”	  	  As	  can	  be	  seen	  from	  these	  taxonomies,	  researchers	  seem	  to	  disagree	  about	  the	  types	  of	  listening	  and	  use	  different	  approaches	  to	  classifying	  listening.	  In	  addition,	  there	  appears	  to	  be	  some	  confusion	  related	  to	  the	  use	  of	  the	  terms	  “type	  of	  listening,”	  “listening	  skill,”	  and	  “ability.”	  As	  a	  matter	  of	  fact,	  in	  their	  white	  paper	  on	  priorities	  of	  listening	  research,	  the	  research	  committee	  of	  the	  International	  Listening	  Association	  (ILA)	  acknowledges	  that	  the	  ILA	  is	  unable	  to	  report	  “whether	  (a)	  each	  listening	  type	  has	  a	  unique	  set	  of	  skills,	  (b)	  particular	  skills	  are	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necessary	  for	  effective	  listening	  of	  particular	  types,	  or	  (c)	  engaging	  in	  different	  types	  of	  listening	  in	  different	  situations	  leads	  to	  different	  outcomes”	  (Bodie	  et	  al.,	  2008,	  p.	  5).	  Thus,	  in	  order	  to	  develop	  a	  comprehensive	  and	  universally	  accepted	  taxonomy	  of	  the	  types	  of	  listening,	  it	  is	  first	  necessary	  to	  resolve	  the	  terminological	  problem.	  	  	  
Academic	  listening.	  The	  problem	  with	  classifying	  the	  types	  of	  listening	  is	  further	  compounded	  by	  the	  fact	  that	  listening	  can	  occur	  in	  different	  registers	  (i.e.,	  varieties	  of	  language	  used	  for	  a	  specific	  purpose)	  and	  genres	  of	  language	  (i.e.,	  categories	  of	  texts	  in	  language	  that	  are	  based	  on	  certain	  criteria;	  D.	  Lee,	  2001).	  As	  noted	  above,	  one	  such	  register	  of	  language	  is	  academic	  listening.	  Academic	  listening,	  which	  has	  received	  much	  attention	  in	  L2	  literature	  (Chaudron,	  Loschky,	  &	  Cook,	  1994;	  Flowerdew,	  1994;	  King,	  1994;	  Littlemore,	  2001;	  Smidt	  &	  Hegelheimer,	  2004),	  can	  refer	  to	  a	  one-­‐way	  (i.e.,	  transactional)	  listening	  to	  academic	  texts	  such	  as	  lectures	  (Flowerdew,	  1994),	  as	  well	  as	  to	  a	  two-­‐way	  (i.e.,	  interactional)	  listening	  that	  involves	  interactions	  among	  students	  and	  professors	  in	  academic	  settings	  (Lynch,	  2011).	  For	  English	  language	  learners,	  this	  register	  of	  listening—and	  especially	  transactional	  listening	  to	  academic	  lectures—is	  particularly	  important	  because	  many	  of	  them	  study	  at	  the	  university	  level	  with	  English	  as	  a	  medium	  of	  instruction,	  either	  in	  their	  home	  countries	  or	  abroad	  (Flowerdew,	  1994).	  It	  is	  generally	  agreed	  that	  transactional	  academic	  listening	  poses	  a	  number	  of	  challenges	  for	  L2	  learners	  due	  to	  its	  non-­‐interactional	  nature	  (Smidt	  &	  Hegelheimer,	  2004),	  the	  use	  of	  academic	  vocabulary	  and	  extended	  listening	  input	  (Flowerdew,	  1994),	  the	  need	  for	  note-­‐taking	  (Chaudron	  et	  al.,	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1994;	  King,	  1994),	  and	  other	  micro-­‐skills	  required	  for	  real-­‐time	  processing	  of	  the	  information	  (Richards,	  1983).	  Moreover,	  unlike	  L1	  academic	  listening	  where	  language	  comprehension	  is	  typically	  not	  an	  issue,	  L2	  academic	  listening	  comprehension	  starts	  with	  linguistic	  processing	  of	  the	  input	  and	  proceeds	  to	  the	  subsequent	  “application	  of	  the	  results	  of	  this	  linguistic	  processing	  to	  background	  knowledge	  and	  context”	  (Flowerdew,	  1994,	  p.	  9).	  	  	  Another	  important	  aspect	  of	  academic	  listening	  is	  the	  audio-­‐visual	  aspect	  (Smidt	  &	  Hegelheimer,	  2004).	  Scholars	  (e.g.,	  Ockey,	  2007;	  Picou,	  Ricketts,	  &	  Hornsby,	  2011;	  Sueyoshi	  &	  Hardison,	  2005;	  Wagner,	  2007,	  2010b)	  generally	  agree	  that	  both	  audio	  and	  visuals	  are	  important	  for	  academic	  listening	  because	  in	  most	  real-­‐life	  academic	  situations,	  such	  as	  class	  lectures,	  students	  integrate	  information	  from	  two	  modalities:	  (a)	  the	  aural	  modality,	  which	  provides	  information	  from	  acoustic	  signals	  (such	  as	  the	  lecturer’s	  speech);	  and	  (b)	  the	  visual	  modality,	  which	  provides	  visual	  information	  presented	  in	  the	  form	  of	  the	  lecturer’s	  gestures,	  facial	  cues,	  body	  language,	  as	  well	  as	  PowerPoint	  slides,	  charts	  and	  diagrams	  drawn	  on	  the	  board,	  or	  handouts.	  	  While	  academic	  listening	  appears	  to	  be	  an	  important	  register	  of	  language	  for	  many	  L2	  learners,	  its	  assessment	  poses	  a	  number	  of	  challenges	  for	  L2	  language	  testing	  experts.	  One	  of	  these	  challenges	  is	  related	  to	  the	  definition	  of	  the	  L2	  academic	  listening	  construct.	  	  
L2	  listening	  construct	  in	  language	  assessment.	  Whereas	  many	  applied	  linguists	  are	  concerned	  with	  defining	  listening	  comprehension,	  language	  testing	  experts	  approach	  the	  problem	  with	  a	  concern	  for	  the	  construct	  definition	  that	  can	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be	  used	  as	  basis	  for	  test	  development	  and	  validation.	  Language	  testers	  consider	  listening	  to	  be	  a	  multidimensional	  construct	  (Bodie	  et	  al.,	  2008;	  Rhodes,	  Watson,	  &	  Barker,	  1990)	  that	  can	  be	  viewed	  from	  either	  the	  realist	  or	  the	  constructivist	  perspectives.	  According	  to	  realism,	  there	  exists	  a	  true	  construct	  that	  is	  independent	  of	  human	  conceptualization	  (Borsboom,	  Cramer,	  Kievit,	  Scholten,	  &	  Franić,	  2009).	  Constructivism,	  on	  the	  other	  hand,	  posits	  that	  all	  phenomena	  in	  the	  world	  and	  their	  meanings	  are	  constructed	  and	  conceptualized	  by	  humans	  (Colliver,	  2002)	  and,	  therefore,	  a	  construct	  is	  created	  by	  humans	  on	  the	  basis	  of	  the	  claims	  that	  are	  believed	  to	  be	  true.	  While	  some	  realists	  propound	  the	  idea	  of	  a	  true	  listening	  construct,	  such	  as	  Buck’s	  (2001)	  competency-­‐based,	  context-­‐independent	  default	  listening	  construct,	  other	  researchers,	  who	  appear	  to	  take	  the	  constructivist	  position,	  contend	  that	  different	  assessment	  contexts	  would	  typically	  necessitate	  different	  listening	  constructs	  (Olson,	  2003).	  Chapelle	  (1998)	  discusses	  three	  main	  approaches	  to	  construct	  definition:	  (a)	  a	  trait-­‐oriented	  approach,	  which	  is	  based	  on	  specifying	  the	  knowledge	  and	  skills	  that	  test-­‐takers	  should	  be	  required	  to	  demonstrate	  during	  the	  assessment;	  (b)	  a	  behaviorist	  approach,	  which	  involves	  outlining	  the	  characteristics	  of	  the	  context,	  such	  as	  context-­‐relevant	  tasks	  that	  test-­‐takers	  should	  be	  able	  to	  perform;	  and	  (c)	  an	  interactionalist	  approach	  that	  combines	  the	  first	  two	  approaches	  and	  entails	  the	  identification	  of	  metacognitive	  strategies	  that	  mediate	  the	  interaction	  between	  traits	  and	  context.	  According	  to	  Buck	  (2001),	  the	  interactionalist	  approach	  to	  defining	  an	  L2	  listening	  construct	  can	  account	  for	  all	  factors	  that	  are	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responsible	  for	  L2	  listening	  performance:	  underlying	  knowledge	  and	  skills,	  situational	  factors,	  and	  the	  interaction	  among	  them.	  There	  are	  several	  types	  of	  knowledge	  and	  skills	  pertinent	  to	  L2	  listening	  performance	  that	  can	  be	  included	  in	  the	  definition	  of	  an	  L2	  listening	  construct.	  Flowerdew	  and	  Miller	  (2005),	  for	  example,	  identify	  five	  general	  types	  of	  such	  knowledge:	  (a)	  phonological	  (i.e.,	  the	  knowledge	  of	  the	  sound	  system	  including	  phonemes,	  stress,	  tone	  groups,	  and	  assimilation	  and	  elision),	  (b)	  syntactic	  (i.e.,	  the	  knowledge	  of	  syntax	  including	  syntactic	  categories	  and	  rules),	  (c)	  semantic	  (i.e.,	  the	  knowledge	  about	  the	  meaning	  of	  the	  words	  and	  the	  relations	  among	  them),	  (d)	  pragmatic	  (i.e.,	  the	  knowledge	  about	  the	  meaning	  of	  utterances	  and	  their	  use	  in	  specific	  situations),	  and	  (e)	  kinesic	  (i.e.,	  the	  knowledge	  about	  the	  meaning	  of	  non-­‐verbal	  cues	  such	  as	  facial	  expressions	  and	  body	  movements).	  The	  inclusion	  of	  kinesic	  knowledge	  in	  the	  listening	  construct	  would	  thus	  presuppose	  the	  ability	  to	  use	  information	  received	  through	  visual	  channels.	  Although	  there	  appears	  to	  be	  a	  general	  consensus	  among	  scholars	  that	  visuals	  play	  an	  important	  role	  in	  L2	  listening	  comprehension	  (Baltova,	  1994;	  Harris,	  2003;	  Rost,	  2011;	  Sueyoshi	  &	  Hardison,	  2005),	  there	  is	  no	  unanimous	  recognition	  that	  the	  ability	  to	  understand	  visual	  information	  is	  important	  for	  the	  construct	  definition	  and	  should	  be	  part	  of	  it	  (Buck,	  2001).	  Some	  scholars	  in	  language	  testing	  still	  adhere	  to	  earlier	  views	  on	  construct	  definition,	  which	  were	  shaped	  by	  the	  idea	  that	  language	  is	  composed	  of	  four	  separate	  skills—listening,	  speaking,	  reading,	  and	  writing—that	  should	  be	  measured	  separately	  and	  singly.	  Recently,	  however,	  more	  and	  more	  language	  testing	  experts,	  who	  appear	  to	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support	  the	  constructivist	  position,	  have	  been	  emphasizing	  the	  need	  to	  revise	  and	  enlarge	  the	  construct	  of	  L2	  academic	  listening	  by	  including	  this	  ability	  (e.g.,	  Ockey,	  2007;	  Wagner,	  2006,	  2008).	  Using	  Messick’s	  (1989)	  ideas	  pertaining	  to	  construct	  validity,	  Wagner	  (2006,	  2008),	  for	  instance,	  contends	  that	  ignoring	  visuals	  in	  the	  L2	  listening	  construct	  would	  pose	  a	  threat	  to	  the	  assumptions	  and	  inferences	  that	  can	  be	  made	  on	  the	  basis	  of	  scores	  obtained	  from	  an	  L2	  listening	  test,	  mostly	  because	  of	  construct	  underrepresentation	  (even	  though	  it	  can	  be	  argued	  that	  the	  latter	  will	  depend	  on	  what	  the	  inferences	  are).	  To	  avoid	  this	  threat,	  he	  suggests	  integrating	  in	  the	  L2	  listening	  construct	  the	  ability	  to	  use	  non-­‐verbal	  information	  that	  can	  be	  operationalized	  as	  a	  component	  of	  pragmatic	  knowledge	  in	  Bachman	  and	  Palmer’s	  (1996)	  model	  of	  communicative	  language	  ability.	  Ockey	  (2007),	  on	  the	  other	  hand,	  avers	  that	  the	  decision	  about	  revising	  an	  L2	  listening	  construct	  should	  depend	  on	  the	  type	  of	  visuals	  used	  in	  L2	  listening	  assessment.	  Based	  on	  the	  results	  of	  his	  study	  that	  examined	  L2	  learners’	  engagement	  with	  context	  images	  and	  video	  in	  an	  academic	  listening	  test,	  he	  concludes	  that	  because	  context	  images	  do	  not	  provide	  test-­‐takers	  with	  any	  information	  about	  the	  meaning	  of	  the	  oral	  input,	  construct	  irrelevant	  variance	  that	  might	  result	  from	  such	  visuals	  is	  most	  likely	  minimal	  and,	  therefore,	  there	  is	  no	  need	  to	  enlarge	  the	  construct	  of	  L2	  listening.	  In	  the	  meantime,	  the	  use	  of	  context	  video	  “may	  result	  in	  measuring	  test-­‐takers’	  abilities	  to	  use	  visual	  cues	  to	  aid	  comprehension”	  (Ockey,	  2007,	  p.	  532)	  and,	  therefore,	  in	  video-­‐mediated	  L2	  listening	  the	  construct	  should	  be	  re-­‐defined	  to	  include	  such	  abilities	  (for	  example,	  the	  ability	  to	  interpret	  gestures	  or	  to	  lipread).	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Fundamental	  reconsideration	  of	  an	  L2	  academic	  listening	  construct	  by	  including	  in	  it	  the	  ability	  to	  understand	  and	  use	  visual	  information	  appears	  to	  be	  critical	  for	  at	  least	  four	  reasons.	  First,	  with	  language	  testing	  experts’	  concern	  for	  situational	  and	  interactional	  authenticity	  of	  L2	  tests	  (Bachman,	  1991;	  Bachman	  &	  Palmer,	  1996;	  Chapelle	  &	  Douglas,	  2006;	  Lewkowicz,	  2000),	  the	  inclusion	  of	  the	  ability	  to	  use	  visuals	  in	  the	  construct	  of	  L2	  academic	  listening	  seems	  mandatory	  as	  it	  will	  result	  in	  the	  development	  of	  test	  stimuli	  and	  tasks	  resembling	  those	  encountered	  by	  students	  in	  real-­‐life	  academic	  situations	  (Taylor	  &	  Geranpayeh,	  2011;	  Wagner,	  2007).	  A	  video-­‐enhanced	  academic	  lecture	  in	  an	  L2	  listening	  test,	  for	  instance,	  would	  provide	  visual	  cues	  and	  authentically	  represent	  what	  students	  would	  see	  in	  a	  typical	  classroom	  environment	  (Ockey,	  2007),	  thus	  better	  reproducing	  the	  characteristics	  of	  the	  “target	  language	  use”	  (TLU)	  domain	  (Bachman	  &	  Palmer,	  1996;	  Shin,	  1998).	  	  Second,	  the	  traditional	  separate	  testing	  of	  reading,	  writing,	  speaking,	  and	  listening	  seems	  to	  be	  declining,	  whereas	  integrated	  skills	  assessment	  is	  becoming	  more	  mainstream	  and	  implemented	  in	  popular	  large-­‐scale	  tests	  such	  as	  TOEFL	  iBT	  and	  PTE	  Academic	  (Jamieson,	  2005;	  Ockey,	  2009;	  Suvorov	  &	  Hegelheimer,	  2013).	  This	  trend	  suggests	  a	  growing	  need	  for	  multidimensional	  and	  non-­‐isomorphic	  language	  constructs	  that	  would	  include	  not	  only	  the	  ability	  to	  comprehend	  a	  verbal	  input,	  but	  also,	  for	  example,	  the	  ability	  to	  interpret	  non-­‐verbal	  information	  (such	  as	  the	  interlocutor’s	  gestures	  and	  facial	  expressions),	  take	  lecture	  notes,	  and	  provide	  an	  appropriate	  oral	  or	  written	  response	  (Ockey,	  2009).	  In	  fact,	  note-­‐taking	  appears	  to	  play	  a	  crucial	  role	  in	  academic	  listening,	  especially	  in	  the	  lecture	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comprehension	  process	  (Dunkel,	  1988;	  Dunkel	  &	  Davy,	  1989;	  Flowerdew,	  1994;	  King,	  1994).	  Although	  the	  findings	  of	  prior	  studies	  that	  investigated	  the	  effect	  of	  note-­‐taking	  on	  L2	  academic	  listening	  comprehension	  (e.g.,	  Carrell,	  2007;	  Carrell,	  Dunkel,	  &	  Mollaun,	  2004;	  Chaudron	  et	  al.,	  1994;	  Song,	  2012)	  have	  been	  somewhat	  inconclusive,	  overall	  the	  ability	  to	  take	  notes	  has	  been	  found	  to	  be	  beneficial	  for	  L2	  listening	  comprehension	  (Bloomfield	  et	  al.,	  2010).	  Additionally,	  listening	  and	  vision	  are	  closely	  interrelated	  because	  typically	  aural	  input	  is	  significantly	  enriched	  with	  visual	  information.	  In	  fact,	  neurobiologists	  contend	  that	  the	  human	  brain	  receives	  approximately	  60%	  of	  information	  through	  the	  visual	  channel	  and	  spends	  about	  30%	  of	  its	  capacity	  to	  process	  it	  (Zielinski,	  2006).	  Moreover,	  vision	  is	  considered	  to	  be	  part	  of	  “multisensoriality”	  (Grasseni,	  2004,	  p.	  41)	  and	  operates	  in	  combination	  with	  other	  senses,	  including	  smell,	  hearing,	  and	  tactility.	  	  The	  final	  reason	  for	  including	  the	  ability	  to	  understand	  visual	  information	  in	  the	  L2	  academic	  listening	  construct	  is	  related	  to	  the	  surging	  interest	  in	  multimedia	  learning	  (Mayer,	  2009)	  and	  studying	  multimodal	  communication	  competence,	  which	  demonstrates	  that	  language	  competence	  is	  increasingly	  viewed	  as	  a	  synergy	  of	  verbal	  and	  visual	  modes	  (Royce,	  2007).	  Such	  synergy	  implies	  that	  in	  L2	  academic	  listening	  assessment	  visuals	  should	  be	  conceived	  as	  part	  of	  a	  metalanguage	  that	  is	  characterized	  by	  the	  “intersemiotic	  complementarity	  between	  the	  modes”	  (Royce,	  2007,	  p.	  374).	  	  	  To	  better	  understand	  the	  ontological	  status	  that	  the	  ability	  to	  understand	  visuals	  can	  potentially	  hold	  in	  the	  construct	  of	  L2	  academic	  listening,	  it	  is	  essential	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to	  examine	  the	  types	  of	  visuals	  and	  the	  existing	  body	  of	  research	  on	  the	  effect	  of	  visual	  information	  on	  L2	  learners’	  listening	  comprehension	  and	  performance	  on	  L2	  listening	  tests.	  	  	  
Types	  of	  visuals.	  Second	  language	  listening	  assessment	  experts	  distinguish	  between	  two	  main	  types	  of	  visuals—content	  and	  context	  (or	  situation)	  visuals—that	  can	  be	  included	  in	  test	  tasks	  (Bejar	  et	  al.,	  2000;	  Ginther,	  2002;	  Ockey,	  2007).	  Content	  visuals	  are	  visuals	  that	  carry	  information	  relevant	  to	  the	  content	  of	  the	  spoken	  stimulus	  (Ginther,	  2002).	  Using	  Levin’s	  (1989)	  taxonomy	  of	  the	  functions	  of	  pictures	  in	  the	  text,	  Bejar	  et	  al.	  (2000)	  classify	  content	  visuals	  into	  four	  types	  according	  to	  their	  functions	  in	  relation	  to	  the	  oral	  stimulus:	  (a)	  visuals	  that	  replicate	  the	  oral	  stimulus	  (i.e.,	  when	  the	  visual	  information,	  such	  as	  a	  word	  written	  on	  the	  board,	  exactly	  matches	  the	  oral	  information);	  (b)	  visuals	  that	  illustrate	  the	  oral	  stimulus	  (i.e.,	  when	  the	  visual	  information,	  such	  as	  a	  picture,	  depicts	  the	  oral	  information);	  (c)	  visuals	  that	  organize	  information	  in	  the	  oral	  stimulus	  (i.e.,	  when	  the	  visual	  information,	  such	  as	  a	  diagram,	  is	  presented	  differently	  from	  the	  way	  the	  oral	  information	  is	  presented);	  and	  (d)	  visuals	  that	  supplement	  the	  information	  from	  the	  oral	  stimulus	  (i.e.,	  when	  the	  visual	  contains	  additional	  information	  that	  is	  not	  part	  of	  the	  oral	  input).	  The	  authors	  of	  this	  classification	  hypothesize	  that	  the	  first	  three	  types	  of	  content	  visuals	  aid	  L2	  listening	  comprehension,	  whereas	  the	  last	  type	  of	  content	  visuals	  makes	  it	  more	  difficult	  (Bejar	  et	  al.,	  2000).	  	  The	  second	  type	  of	  visuals—context,	  or	  situation,	  visuals—provides	  information	  about	  the	  context	  in	  which	  the	  spoken	  stimulus	  takes	  place.	  Context	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visuals	  are	  generally	  used	  to	  either	  set	  the	  scene	  or	  signal	  turn-­‐taking	  in	  a	  non-­‐monologic	  speech	  (Ginther,	  2002).	  Bejar	  et	  al.	  (2000)	  identify	  three	  types	  of	  context	  visuals	  according	  to	  the	  type	  of	  information	  that	  they	  provide:	  (a)	  visuals	  with	  information	  about	  the	  setting	  (e.g.,	  a	  visual	  of	  an	  auditorium	  where	  a	  lecture	  takes	  place),	  which	  can	  be	  either	  relevant	  or	  irrelevant	  to	  the	  oral	  information;	  (b)	  visuals	  with	  information	  about	  the	  participants	  who	  can	  play	  either	  a	  specific	  role	  (e.g.,	  a	  professor	  of	  Chemistry	  giving	  a	  lecture)	  or	  a	  general	  role	  (e.g.,	  two	  friends	  in	  the	  library)	  in	  the	  oral	  stimulus;	  and	  (c)	  visuals	  with	  information	  about	  text	  type,	  which	  can	  be	  either	  cued	  or	  not	  cued	  by	  visuals	  (e.g.,	  a	  visual	  of	  a	  lab	  assistant	  demonstrating	  a	  chemical	  reaction	  in	  a	  lab).	  	  In	  addition	  to	  the	  content-­‐context	  distinction,	  visuals	  can	  also	  be	  classified	  according	  to	  the	  mode	  of	  delivery	  and	  format.	  Ockey	  (2007),	  for	  example,	  distinguishes	  among	  single	  still	  images,	  a	  series	  of	  still	  images,	  and	  videos.	  In	  addition,	  Ginther	  (2002)	  mentions	  diagrams	  and	  drawings	  as	  examples	  of	  visuals	  that	  can	  be	  used	  in	  L2	  listening	  assessment.	  It	  is	  also	  common	  to	  divide	  the	  visuals	  into	  static,	  such	  as	  pictures	  and	  photographs,	  and	  dynamic,	  such	  as	  video	  and	  animation	  (McCuistion,	  1991).	  	  Using	  the	  iterative	  analysis	  of	  visuals	  commonly	  used	  by	  scientists,	  Desnoyers	  (2011)	  created	  a	  detailed	  taxonomy	  of	  visuals	  in	  science	  communication.	  In	  this	  taxonomy,	  visuals	  are	  divided	  into	  the	  following	  three	  main	  classes	  based	  on	  their	  information	  and	  sign	  content:	  cosmograms,	  typograms,	  and	  analograms.	  Cosmograms	  are	  composed	  of	  photographic	  and	  pictographic	  visuals	  that	  represent	  objects,	  places,	  and	  environments	  (e.g.,	  a	  map,	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a	  drawing	  of	  building,	  a	  photograph	  of	  an	  object,	  etc.).	  Typograms	  refer	  to	  symbolic	  signs	  that	  consist	  of	  text	  and	  numbers	  (i.e.,	  language-­‐based	  visuals),	  such	  as	  a	  table,	  a	  flow	  chart,	  or	  a	  Venn	  diagram.	  Finally,	  analograms	  are	  “inscriptions	  of	  data	  that	  are	  presented	  through	  graphic	  symbols	  or	  signs	  arranged	  in	  a	  calibrated	  area”	  (Desnoyers,	  2011,	  p.	  124),	  such	  as	  Cartesian	  space.	  Examples	  of	  analograms	  include	  scatterplots,	  line	  charts,	  circle	  diagrams,	  bar	  graphs,	  and	  pie	  charts.	  	  A	  somewhat	  different	  approach	  has	  been	  proposed	  by	  Rost	  (2011),	  who	  uses	  the	  types	  of	  visual	  signals	  as	  the	  basis	  of	  his	  classification.	  In	  particular,	  Rost	  (2011)	  differentiates	  between	  exophoric	  and	  kinesic	  signals.	  Exophoric	  signals	  function	  as	  references	  to	  the	  oral	  input	  (for	  instance,	  an	  outline	  of	  the	  lecturer’s	  presentation	  written	  on	  the	  board).	  Kinesic	  signals,	  on	  the	  other	  hand,	  consist	  of	  body	  movements	  that	  may	  include	  (a)	  baton	  signals,	  which	  are	  head	  and	  hand	  movements	  used	  to	  emphasize	  the	  verbal	  message;	  (b)	  directional	  gaze,	  such	  as	  eye	  movements	  and	  eye	  contact	  with	  the	  audience;	  and	  (c)	  guide	  signals,	  which	  are	  “systematic	  gestures	  and	  movements	  of	  any	  part	  of	  the	  body”	  (Rost,	  2011,	  p.	  51)	  used	  by	  the	  speaker	  to	  draw	  attention	  to	  a	  specific	  point	  in	  the	  oral	  message.	  Kinesic	  signals	  were	  also	  the	  focus	  of	  Zhang,	  Guo,	  Herwana,	  and	  Kender’s	  (2010)	  study,	  in	  which	  the	  researchers	  used	  a	  gesture	  annotation	  tool	  to	  develop	  a	  taxonomy	  of	  nine	  semantic	  classes	  of	  gestures	  used	  in	  lecture	  videos.	  	  As	  evidenced	  from	  the	  existing	  classifications	  of	  visuals,	  visuals	  can	  be	  classified	  according	  to	  different	  criteria.	  Hence,	  depending	  on	  the	  criteria	  used	  for	  classification,	  one	  and	  the	  same	  visual	  can	  be	  classified	  in	  multiple	  ways	  (Pettersson,	  1989,	  p.	  174).	  Interestingly,	  none	  of	  the	  existing	  classifications	  of	  
 
 
 
34 
visuals	  appears	  to	  be	  comprehensive.	  Although	  the	  content-­‐context	  distinction	  is	  commonly	  recognized	  by	  language	  assessment	  specialists,	  it	  is	  rather	  crude	  and	  ambiguous.	  For	  example,	  content	  videos	  can	  provide	  information	  not	  only	  about	  the	  content,	  but	  also	  about	  the	  context	  of	  the	  verbal	  message,	  thus	  overlapping	  with	  the	  functions	  of	  context	  videos.	  In	  fact,	  Pettersson’s	  (2002)	  analysis	  of	  visual	  languages	  and	  assertion	  that	  any	  visual	  possesses	  both	  content	  and	  context	  (namely,	  internal	  and	  external	  contexts)	  would	  raise	  serious	  questions	  about	  the	  context-­‐content	  classification	  of	  visuals.	  Moreover,	  many	  classifications	  of	  visuals	  appear	  to	  be	  developer-­‐centric,	  as	  they	  have	  been	  created	  without	  exploring	  the	  listeners’	  actual	  use	  of	  visuals.	  Hence,	  specific	  guidelines	  for	  selecting	  and	  labeling	  each	  particular	  visual	  need	  to	  be	  developed	  on	  the	  basis	  of	  research	  on	  the	  listeners’	  interaction	  with	  visuals.	  	  	  
Empirical	  and	  theoretical	  perspectives	  on	  the	  role	  of	  visuals	  in	  L2	  
listening	  comprehension.	  Supported	  by	  empirical	  findings,	  there	  appears	  to	  be	  a	  general	  consensus	  among	  researchers	  in	  applied	  linguistics	  that	  visuals	  influence	  the	  listening	  comprehension	  process	  (Buck,	  2001;	  Gruba,	  1997;	  Kellerman,	  1992;	  Ockey,	  2007,	  2009;	  Progosh,	  1996;	  Rost,	  2011;	  Wagner,	  2008,	  2010b).	  Studies	  in	  L1	  acquisition	  have	  shown,	  for	  instance,	  that	  children	  rely	  heavily	  on	  non-­‐verbal	  cues	  when	  developing	  their	  L1	  speech	  perception	  (Ochs	  &	  Schieffelin,	  2009).	  Similarly,	  research	  on	  L2	  listening	  comprehension	  has	  evinced	  that	  visuals	  can	  aid	  in	  the	  development	  of	  L2	  listening	  skills	  (Baltova,	  1994;	  Chung,	  1994;	  J.	  Rubin,	  1995;	  Secules,	  Herron,	  &	  Tomasello,	  1992).	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Arguably,	  the	  use	  of	  visuals	  in	  L2	  listening	  tasks	  can	  have	  a	  number	  of	  benefits	  for	  L2	  listeners	  that	  include	  (a)	  authenticity	  of	  L2	  listening	  tasks	  (Buck,	  2001;	  Jamieson,	  2005;	  Ockey,	  2007;	  Wagner,	  2007);	  (b)	  positive	  effect	  of	  non-­‐verbal	  cues,	  such	  as	  gestures,	  body	  language,	  and	  facial	  expressions,	  that	  can	  help	  L2	  listeners	  fill	  the	  gaps	  in	  listening	  comprehension	  (Rost,	  2011;	  Kellerman,	  1992;	  Sueyoshi	  &	  Hardison,	  2005;	  Von	  Raffler-­‐Engel,	  1980);	  (c)	  help	  with	  identification	  of	  the	  context	  and/or	  the	  speaker’s	  role	  (Bejar	  et	  al.,	  2000;	  Ginther,	  2002;	  Pettersson,	  2002;	  Picou	  et	  al.,	  2011;	  J.	  Rubin,	  1995);	  (d)	  activation	  of	  the	  listeners’	  background	  knowledge	  (Ockey,	  2007;	  J.	  Rubin,	  1995);	  and	  (e)	  positive	  impact	  on	  L2	  listeners’	  attitudes	  towards	  L2	  listening	  tasks	  (Progosh,	  1996;	  Sueyoshi	  &	  Hardison,	  2005;	  Wagner,	  2010b).	  	  Meanwhile,	  some	  researchers	  hypothesize	  that	  visuals	  can	  also	  limit	  L2	  listening	  comprehension.	  J.	  Rubin	  (1995),	  for	  instance,	  suggests	  that	  visuals	  can	  be	  confusing	  when	  they	  do	  not	  fit	  into	  L2	  listeners’	  cultural	  expectations.	  Context	  visuals	  can	  also	  impede	  L2	  listening	  comprehension	  when	  they	  contain	  information	  that	  is	  not	  related	  to	  the	  verbal	  stimulus	  (Bejar	  et	  al.,	  2000).	  More	  importantly,	  visuals	  can	  increase	  the	  cognitive	  load	  and,	  consequently,	  interfere	  with	  the	  L2	  listening	  comprehension	  (Buck,	  2001;	  Vanderplank,	  2010).	  Finally,	  the	  deleterious	  effect	  of	  visuals	  on	  L2	  listening	  comprehension	  can	  be	  precipitated	  by	  how	  visuals	  are	  executed.	  According	  to	  Pettersson	  (2002),	  factors	  related	  to	  execution	  of	  visuals	  can	  include—but	  not	  be	  limited	  to—size,	  shape,	  color,	  light	  and	  shadows,	  composition,	  perspective	  (for	  example,	  a	  close-­‐up	  or	  a	  long	  shot),	  quality,	  format,	  pace,	  and	  editing	  (p.	  113).	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Visually	  enhanced	  L2	  listening	  comprehension	  can	  be	  better	  understood	  through	  the	  lens	  of	  the	  following	  two	  theoretical	  perspectives	  and	  their	  underlying	  assumptions:	  the	  cognitive	  theory	  of	  multimedia	  learning	  (Mayer,	  2005)	  and	  an	  integrated	  model	  of	  text	  and	  picture	  comprehension	  (Schnoltz,	  2005).	  Mayer’s	  (2005)	  cognitive	  theory	  of	  multimedia	  learning	  is	  based	  on	  three	  assumptions:	  (a)	  visual	  information	  and	  auditory	  information	  are	  processed	  by	  learners	  through	  two	  different	  channels,	  namely	  the	  visual	  channel	  and	  the	  auditory	  channel	  (dual-­‐channels	  assumption);	  (b)	  each	  channel	  can	  process	  only	  a	  limited	  amount	  of	  information	  at	  a	  time	  (limited	  capacity	  assumption);	  and	  (c)	  learning	  occurs	  when	  learners	  engage	  in	  active	  cognitive	  processing	  of	  incoming	  information	  (active	  processing	  assumption).	  	  Mayer’s	  (2005)	  theory	  serves	  as	  the	  cornerstone	  of	  Schnoltz’s	  (2005)	  integrated	  model	  of	  text	  and	  picture	  comprehension.	  Although	  this	  model	  is	  based	  on	  similar	  assumptions,	  it	  differs	  from	  the	  cognitive	  theory	  of	  multimedia	  learning	  in	  two	  important	  respects.	  More	  specifically,	  Schnoltz’s	  (2005)	  model	  differentiates	  between	  sensory	  modality	  and	  representational	  format.	  Sensory	  modality	  refers	  to	  sensory	  channels	  at	  the	  perceptual	  level—auditory	  channel	  (ears)	  and	  visual	  channel	  (eyes)—through	  which	  visual	  and	  auditory	  information	  enter	  working	  memory.	  Representational	  format,	  on	  the	  other	  hand,	  pertains	  to	  representational	  channels	  at	  the	  cognitive	  level—verbal	  channel	  and	  pictorial	  channel—through	  which	  mental	  models	  are	  constructed	  in	  a	  cognitive	  system.	  Unlike	  Mayer’s	  (2005)	  theory	  that	  merges	  auditory-­‐verbal	  and	  visual-­‐pictorial	  channels,	  Schnoltz’s	  (2005)	  model	  suggests	  that	  visual	  information	  can	  be	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obtained	  not	  only	  through	  the	  visual	  modality,	  but	  also	  auditorily	  (e.g.,	  from	  sound	  images).	  Furthermore,	  while	  Mayer’s	  (2005)	  theory	  postulates	  the	  construction	  of	  two	  mental	  models—a	  verbal	  and	  a	  pictorial	  model—that	  are	  subsequently	  integrated	  in	  the	  cognitive	  system,	  the	  integrated	  model	  presupposes	  the	  construction	  of	  one	  mental	  model	  that	  combines	  information	  from	  both	  channels.	  Figure	  2.1	  illustrates	  the	  above-­‐mentioned	  differences	  between	  Mayer’s	  (2005)	  cognitive	  theory	  of	  multimedia	  learning	  and	  Schnoltz’s	  (2005)	  integrated	  model	  of	  text	  and	  picture	  comprehension.	  	  
Figure	  2.1.	  Schematic	  diagrams	  of	  aurally	  and	  visually	  processed	  input	  in	  Mayer’s	  (2005)	  cognitive	  theory	  of	  multimedia	  learning	  and	  Schnoltz’s	  (2005)	  integrated	  model	  of	  text	  and	  picture	  comprehension	  (adapted	  from	  Mayer,	  2005,	  p.	  37,	  and	  Schnoltz,	  2005,	  p.	  57).	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These	  two	  theoretical	  perspectives	  provide	  the	  following	  caveats	  regarding	  visually	  enhanced	  L2	  listening	  comprehension.	  First,	  the	  perception	  of	  visual	  and	  auditory	  information	  occurs	  via	  different	  channels,	  but	  both	  types	  of	  information	  are	  integrated	  during	  processing	  or	  after	  being	  processed.	  Such	  integration	  suggests	  that	  L2	  learners	  can	  construct	  the	  meaning	  of	  the	  input	  through	  cross-­‐channel	  representations	  (for	  instance,	  by	  processing	  visually	  the	  information	  that	  was	  presented	  orally).	  Second,	  one	  sensory	  channel	  is	  able	  to	  convey	  different	  types	  of	  information,	  both	  visual	  and	  auditory.	  This	  demonstrates	  that	  L2	  learners	  are	  able	  to	  perceive	  verbal	  and	  visual	  information	  during	  L2	  listening	  comprehension	  employing	  one	  sensory	  modality.	  Finally,	  each	  channel	  can	  process	  only	  a	  limited	  amount	  of	  information,	  suggesting	  that	  the	  large	  amount	  of	  presented	  information	  can	  have	  a	  negative	  impact	  on	  L2	  listeners’	  comprehension	  of	  the	  input.	  	  	  	  While	  the	  important	  role	  that	  visuals	  play	  in	  L2	  listening	  comprehension	  is	  generally	  acknowledged	  by	  researchers,	  the	  effect	  of	  visuals	  on	  L2	  learners’	  performance	  on	  L2	  listening	  tests	  is	  not	  fully	  understood,	  as	  evidenced	  from	  the	  following	  review	  of	  research	  in	  this	  area.	  	  
Research	  on	  visuals	  in	  L2	  listening	  assessment.	  The	  effect	  that	  visuals	  have	  on	  test-­‐takers’	  performance	  on	  L2	  listening	  tests	  has	  been	  investigated	  in	  a	  number	  of	  studies	  over	  the	  past	  several	  decades	  (Brett,	  1997;	  Coniam,	  2001;	  Ginther,	  2002;	  Gruba,	  1993,	  1997,	  1999;	  Londe,	  2009;	  Ockey,	  2007;	  Progosh,	  1996;	  Shin,	  1998;	  Suvorov,	  2009;	  Wagner,	  2006,	  2010b).	  In	  some	  studies,	  researchers	  have	  found	  that	  visuals	  can	  help	  test-­‐takers	  during	  an	  L2	  listening	  test	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(Ginther,	  2002;	  Wagner,	  2010b).	  Meanwhile,	  the	  results	  of	  other	  research	  have	  demonstrated	  that	  the	  inclusion	  of	  visuals	  in	  L2	  listening	  tests	  has	  no	  effect	  (Coniam,	  2001;	  Gruba,	  1993;	  Londe,	  2009;	  Shin,	  1998)	  or	  can	  even	  have	  a	  negative	  effect	  on	  L2	  students’	  performance	  (Suvorov,	  2009).	  	  Gruba	  (1993),	  for	  instance,	  conducted	  a	  study	  that	  compared	  the	  performance	  of	  91	  intermediate-­‐level	  ESL	  students	  on	  14	  multiple-­‐choice	  questions	  on	  an	  audio-­‐only	  version	  of	  an	  academic	  lecture	  and	  a	  video-­‐based	  version	  of	  the	  same	  lecture	  that	  was	  displayed	  on	  a	  video	  screen.	  No	  statistically	  significant	  difference	  was	  discovered	  between	  the	  scores	  on	  the	  two	  tests,	  but	  the	  results	  could	  have	  been	  affected	  by	  the	  low	  reliability	  of	  the	  test	  scores	  (.45).	  	  Similarly	  to	  Gruba	  (1993),	  Coniam	  (2001)	  administered	  an	  audio-­‐only	  version	  and	  a	  video	  version	  of	  the	  same	  test	  to	  a	  group	  of	  104	  English	  language	  teachers	  in	  Hong	  Kong,	  and	  found	  no	  statistically	  significant	  difference	  in	  their	  performance	  on	  the	  questions	  associated	  with	  each	  version	  of	  the	  listening	  test.	  The	  results	  of	  the	  post-­‐test	  questionnaire	  indicated	  that	  82	  percent	  of	  the	  participants	  did	  not	  find	  video	  to	  be	  helpful	  for	  their	  L2	  listening	  comprehension.	  	  Another	  study,	  which	  compared	  L2	  test-­‐takers’	  performance	  on	  audio	  and	  video	  versions	  of	  a	  listening	  comprehension	  test,	  was	  conducted	  by	  Londe	  (2009).	  In	  her	  investigation	  that	  involved	  101	  ESL	  participants,	  Londe	  (2009)	  used	  a	  one-­‐way	  analysis	  of	  variance	  (ANOVA)	  to	  compare	  three	  formats	  of	  the	  same	  academic	  lecture:	  two	  video	  formats	  (i.e.,	  a	  close-­‐up	  view	  of	  the	  lecturer’s	  head	  and	  the	  full-­‐body	  view	  of	  the	  lecturer),	  and	  an	  audio-­‐only	  format.	  The	  analysis	  of	  the	  obtained	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scores	  revealed	  that	  the	  input	  format	  had	  no	  impact	  on	  the	  test-­‐takers’	  performance.	  	  	  Unlike	  the	  results	  of	  the	  previous	  three	  studies,	  Ginther	  (2002)	  and	  Wagner	  (2010b)	  found	  that	  the	  use	  of	  visuals	  did	  have	  an	  effect	  on	  the	  learners’	  performance	  on	  L2	  listening	  comprehension	  tests.	  Ginther	  (2002),	  for	  instance,	  used	  the	  scores	  from	  160	  participants	  who	  completed	  the	  listening	  section	  of	  the	  Test	  of	  English	  as	  a	  Foreign	  Language	  (TOEFL)	  to	  examine	  the	  influence	  of	  context	  and	  content	  static	  visuals	  (i.e.,	  photos,	  graphs,	  and	  drawings)	  on	  their	  test	  performance.	  The	  ANOVA	  results	  showed	  that	  while	  the	  use	  of	  context	  visuals	  did	  not	  affect	  the	  participants’	  test	  scores,	  content	  visuals	  that	  contained	  complementary	  information	  facilitated	  the	  participants’	  performance	  on	  the	  listening	  section	  of	  the	  TOEFL.	  Specifically,	  Ginther	  (2002)	  discovered	  that	  the	  participants	  who	  listened	  to	  mini-­‐talks	  accompanied	  by	  content	  static	  visuals	  obtained	  scores	  (M	  =	  4.03,	  SD	  =	  1.21)	  that	  were	  statistically	  significantly	  higher	  than	  the	  scores	  of	  the	  participants	  who	  listened	  to	  the	  same	  mini-­‐talks	  without	  any	  visual	  support	  (M	  =	  3.79,	  SD	  =	  1.35).	  Similarly,	  Wagner	  (2010b)	  found	  that	  the	  ESL	  students	  in	  the	  video	  group	  (103	  participants)	  performed	  statistically	  significantly	  better	  on	  an	  L2	  listening	  test	  enhanced	  by	  context	  videos	  than	  the	  ESL	  students	  who	  took	  the	  audio-­‐only	  version	  of	  the	  test	  (99	  participants),	  with	  an	  adjusted	  mean	  difference	  of	  6.5	  percent	  between	  the	  scores.	  	  	  In	  addition,	  Suvorov	  (2009)	  investigated	  the	  effect	  of	  context	  images	  and	  context	  videos	  vs.	  the	  audio-­‐only	  format	  on	  ESL	  students’	  performance	  on	  an	  L2	  academic	  listening	  test.	  His	  findings	  showed	  that	  while	  there	  was	  no	  statistically	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significant	  difference	  between	  the	  scores	  from	  34	  participants	  for	  the	  audio-­‐only	  part	  of	  the	  listening	  test	  and	  the	  scores	  for	  the	  part	  mediated	  by	  context	  images,	  the	  scores	  for	  the	  video-­‐enhanced	  section	  of	  the	  test	  were	  significantly	  lower,	  which	  indicated	  a	  negative	  effect	  of	  context	  videos	  on	  the	  test-­‐takers’	  performance	  on	  the	  L2	  listening	  test.	  	  	  As	  evidenced	  from	  these	  studies,	  video	  appears	  to	  be	  the	  most	  commonly	  used	  type	  of	  visuals	  in	  L2	  listening	  assessment.	  Notwithstanding	  the	  popularity	  of	  this	  medium,	  video-­‐based	  language	  assessment	  remains	  a	  relatively	  unexplored	  path	  (Brindley,	  1998;	  Wagner,	  2008,	  2010b).	  In	  her	  review	  of	  the	  recent	  trends	  in	  computer-­‐assisted	  second	  language	  assessment,	  Jamieson	  (2005)	  provides	  three	  main	  reasons	  why	  the	  use	  of	  video	  has	  been	  avoided	  in	  computer-­‐based	  tests:	  (a)	  high	  production	  costs,	  (b)	  the	  need	  for	  advanced	  technological	  capabilities	  for	  its	  transmission,	  and	  (c)	  the	  equivocal	  effect	  of	  video	  on	  the	  language	  construct.	  An	  additional	  problem,	  as	  suggested	  by	  Gruba	  (2006),	  is	  related	  to	  the	  fact	  that	  there	  is	  no	  established	  definition	  of	  video-­‐mediated	  listening	  comprehension.	  	  Most	  of	  the	  existing	  research	  compared	  test-­‐takers’	  performance	  on	  audio-­‐only	  listening	  tests	  with	  their	  performance	  on	  video-­‐mediated	  tests	  (e.g.,	  Coniam,	  2001;	  Gruba,	  1993,	  1999;	  Londe,	  2009;	  Progosh,	  1996;	  Shin,	  1998;	  Wagner,	  2010b).	  The	  three	  notable	  exceptions	  include	  (a)	  Ginther’s	  (2002)	  research,	  in	  which	  scores	  for	  audio-­‐only	  listening	  passages	  were	  compared	  with	  scores	  for	  passages	  accompanied	  by	  static	  visuals	  (i.e.,	  photographs,	  graphs,	  and	  drawings),	  (b)	  Ockey’s	  (2007)	  study	  of	  still	  images	  and	  video,	  and	  (c)	  Suvorov’s	  (2009)	  comparative	  study	  where	  all	  three	  conditions	  (i.e.,	  video,	  photographs,	  and	  audio-­‐
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only)	  were	  employed.	  Furthermore,	  all	  existing	  studies	  used	  verbal	  stimuli	  that	  varied	  in	  length	  and	  difficulty	  levels,	  different	  groups	  of	  participants,	  and	  different	  procedures	  (Wagner,	  2010b).	  Hence,	  inconsistent	  findings	  of	  research	  on	  visuals	  in	  L2	  listening	  assessment	  might	  be	  due,	  at	  least	  partially,	  to	  dissimilarities	  among	  the	  listening	  tests	  and	  research	  designs	  that	  were	  used	  for	  data	  collection	  and	  analysis.	  The	  results	  might	  have	  been	  affected	  by	  such	  factors	  as	  the	  types	  of	  texts	  used	  as	  stimuli	  (e.g.,	  lectures,	  mini	  talks,	  dialogues,	  etc.),	  the	  length	  of	  stimuli	  (e.g.,	  one-­‐minute	  conversations	  vs.	  five-­‐minute	  excerpts	  from	  academic	  lectures),	  item	  types	  (e.g.,	  open-­‐ended	  questions,	  multiple-­‐choice	  questions,	  and	  true/false	  questions),	  and	  the	  overall	  test	  reliability.	  While	  most	  studies	  investigating	  the	  effect	  of	  visuals	  on	  L2	  listening	  comprehension	  have	  been	  concerned	  with	  the	  visual–non-­‐visual	  distinction,	  the	  content-­‐context	  distinction	  has	  been	  primarily	  disregarded,	  with	  an	  exception	  of	  Ginther’s	  (2002)	  study.	  Although	  not	  all	  researchers	  report	  the	  types	  of	  visuals	  they	  used	  in	  their	  listening	  tests,	  it	  appears	  that	  most	  of	  the	  existing	  studies	  have	  utilized	  context	  visuals	  only	  (e.g.,	  Coniam,	  2001;	  Ockey,	  2007;	  Suvorov,	  2009;	  Wagner,	  2007,	  2008,	  2010a,	  2010b).	  More	  interestingly,	  researchers’	  focus	  has	  been	  locked	  on	  test	  performance	  data	  and	  on	  implementing	  the	  comparative	  method	  to	  compare	  test-­‐takers’	  scores	  on	  the	  audio-­‐only	  part	  of	  the	  listening	  test	  with	  their	  scores	  on	  the	  part	  accompanied	  by	  visuals.	  Although	  a	  number	  of	  researchers	  have	  called	  for	  abandoning	  comparative	  studies	  and	  carrying	  out	  more	  qualitative	  research	  (Douglas	  &	  Hegelheimer,	  2007;	  Gruba,	  1997),	  comparative	  studies	  still	  seem	  to	  prevail.	  Meanwhile,	  the	  examination	  of	  test-­‐
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takers’	  viewing	  behavior	  during	  L2	  listening	  tests	  has	  been	  almost	  completely	  ignored.	  Intriguingly,	  there	  appears	  to	  be	  an	  established	  assumption	  that	  if	  L2	  learners	  perform	  differently	  on	  video-­‐mediated	  listening	  tests	  than	  they	  perform	  on	  audio-­‐only	  listening	  tests,	  this	  difference	  in	  performance	  should	  automatically	  be	  attributed	  to	  the	  effect	  of	  visuals.	  The	  problem	  with	  this	  assumption,	  however,	  is	  that	  a	  number	  of	  L2	  test-­‐takers	  do	  not	  even	  watch	  the	  computer	  screen	  with	  visuals	  during	  such	  media-­‐enhanced	  listening	  comprehension	  tests,	  or	  watch	  it	  to	  a	  very	  limited	  extent,	  as	  reported	  in	  previous	  studies	  (e.g.,	  Brett,	  1997;	  Coniam,	  2001;	  Gruba,	  1993;	  Ockey,	  2007).	  Hence,	  if	  test-­‐takers	  do	  not	  use	  the	  visual	  support,	  or	  use	  it	  only	  to	  a	  limited	  extent,	  then	  comparative	  studies	  cannot	  shed	  light	  on	  the	  proposed	  interpretation	  of	  test	  scores.	  Wagner	  (2007)	  acknowledges	  this	  problem	  and	  suggests	  that	  it	  would	  be	  “premature	  to	  advocate	  for	  or	  argue	  against	  the	  use	  of	  video	  texts	  on	  L2	  listening	  tests”	  (p.	  69)	  without	  exploring	  the	  extent	  to	  which	  test-­‐takers	  actually	  use	  the	  visual	  information	  and	  the	  amount	  of	  time	  they	  orient	  towards	  the	  screen.	  	  To	  the	  author’s	  knowledge,	  there	  exist	  only	  three	  studies	  that	  attempted	  to	  explicitly	  address	  this	  issue.	  Specifically,	  Ockey	  (2007)	  and	  Wagner	  (2007,	  2010a)	  used	  a	  video	  camera	  to	  record	  their	  participants	  and	  to	  measure	  the	  amount	  of	  time	  that	  the	  latter	  spent	  watching	  the	  screen	  during	  the	  visually	  enhanced	  L2	  listening	  assessment.	  The	  researchers	  discovered	  significant	  individual	  differences	  among	  L2	  test-­‐takers	  regarding	  the	  amount	  of	  time	  they	  looked	  at	  the	  screen	  while	  taking	  the	  test.	  The	  average	  viewing	  rate	  also	  differed	  among	  the	  studies:	  While	  the	  36	  participants	  in	  Wagner’s	  (2007)	  study	  spent	  69	  percent	  of	  the	  time	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looking	  at	  the	  screen,	  the	  56	  participants	  in	  his	  2010	  study	  watched	  it	  only	  47.9	  percent.	  	  While	  the	  use	  of	  video	  recordings	  can	  be	  useful	  for	  learning	  about	  L2	  test-­‐takers’	  interaction	  with	  visuals,	  this	  type	  of	  data	  can	  generally	  yield	  information	  about	  how	  long	  the	  test-­‐takers	  look	  at	  the	  screen,	  not	  what	  exactly	  they	  look	  at,	  
how	  long	  they	  focus	  on	  certain	  elements	  of	  the	  visual,	  or	  why	  they	  look	  at	  them.	  Although	  videotaping	  can	  supply	  some	  information	  about	  test-­‐takers’	  gaze,	  the	  obtained	  data	  give	  only	  a	  “crude	  indication”	  (Boraston	  &	  Blakemore,	  2007,	  p.	  894)	  of	  their	  gaze	  duration	  and	  gaze	  direction.	  More	  specialized	  technology	  such	  as	  an	  eye-­‐tracking	  system	  can	  provide	  much	  more	  precise	  and	  detailed	  data	  that	  include	  not	  only	  the	  information	  about	  test-­‐takers’	  gaze	  duration	  and	  gaze	  direction,	  but	  also	  about	  their	  eye	  movements	  during	  visually	  enhanced	  L2	  listening	  assessment.	  	  Therefore,	  if	  the	  construct	  of	  L2	  academic	  listening	  comprehension	  is	  to	  include	  the	  ability	  to	  understand	  and	  use	  the	  information	  from	  visuals,	  as	  suggested	  by	  multiple	  researchers	  (e.g.,	  Ockey,	  2007;	  Wagner,	  2006,	  2008),	  then	  new	  types	  of	  validity	  evidence—derived	  not	  only	  from	  test-­‐takers’	  test	  scores,	  but	  also	  from	  their	  viewing	  behavior	  and	  verbalizations	  of	  their	  cognitive	  processes—should	  be	  collected:	  Evidence	  based	  on	  response	  processes	  generally	  comes	  from	  analyses	  of	  individual	  responses.	  Questioning	  test	  takers	  about	  their	  performance	  strategies	  or	  responses	  to	  particular	  items	  can	  yield	  evidence	  that	  enriches	  the	  definition	  of	  a	  construct.	  .	  .	  .	  Documentation	  of	  other	  aspects	  of	  
 
 
 
45 
performance,	  like	  eye	  movements	  or	  response	  items,	  may	  also	  be	  relevant	  to	  some	  constructs.	  (AERA,	  APA,	  &	  NCME	  Standards,	  1999,	  p.	  12)	  To	  the	  author’s	  knowledge,	  there	  exists	  no	  research	  that	  employed	  eye-­‐tracking	  methodology	  to	  investigate	  the	  viewing	  behavior	  of	  L2	  test-­‐takers	  during	  a	  video-­‐mediated	  listening	  comprehension	  test.	  Therefore,	  the	  following	  section	  provides	  an	  overview	  of	  eye	  tracking	  in	  an	  attempt	  to	  elucidate	  how	  this	  methodology	  can	  be	  applied	  to	  research	  on	  visuals	  in	  L2	  listening	  assessment.	  	  	  
Eye	  Tracking	  	   Eye-­‐tracking	  research	  allows	  an	  investigator	  to	  record	  and	  examine	  the	  participants’	  eye	  movements.	  Such	  research	  requires	  an	  eye-­‐tracker,	  which	  is	  an	  electronic	  device	  capable	  of	  recording	  eye	  movements,	  and	  software	  for	  recording	  and	  analyzing	  the	  data	  obtained	  with	  the	  help	  of	  such	  a	  device.	  Eye	  movements	  can	  be	  recorded	  using	  invasive	  eye-­‐tracking	  systems	  that	  require	  the	  user	  to	  attach	  or	  wear	  some	  part	  of	  the	  device	  (e.g.,	  head-­‐mounted	  systems),	  or	  non-­‐invasive	  (remote)	  eye-­‐trackers	  that	  do	  not	  presuppose	  any	  physical	  contact	  with	  the	  user	  (Duchowski,	  2007;	  Holmqvist	  et	  al.,	  2011).	  According	  to	  Duchowski	  (2007)	  and	  Veneri,	  Federighi,	  Rosini,	  Federico,	  and	  Rufa	  (2010),	  an	  eye-­‐tracker	  can	  function	  as	  a	  diagnostic	  system	  to	  obtain	  data	  about	  the	  viewers’	  visual	  behavior	  and	  attention	  processes,	  or	  as	  an	  interactive	  system	  to	  respond	  to	  the	  visual	  behavior	  and	  actions	  of	  the	  viewers	  by	  allowing	  them,	  for	  example,	  to	  control	  a	  computer	  mouse	  with	  their	  gaze.	  	  Over	  the	  past	  two	  decades,	  eye-­‐tracking	  studies	  have	  witnessed	  a	  surge	  of	  interest	  among	  researchers	  from	  various	  disciplines,	  including	  cognitive	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psychology,	  neurophysiology,	  human-­‐computer	  interaction,	  and	  usability	  testing	  (Rayner,	  2009).	  This	  surge	  has	  mostly	  been	  triggered	  by	  advances	  in	  computer	  hardware	  and	  software	  that	  have	  allowed	  for	  the	  development	  of	  sophisticated	  eye-­‐tracking	  systems	  capable	  of	  capturing	  a	  plethora	  of	  eye	  movement	  data	  (Duchowski,	  2007).	  The	  rationale	  for	  conducting	  eye-­‐tracking	  studies	  is	  oftentimes	  based	  on	  the	  assumption	  that	  by	  tracking	  the	  movements	  of	  eyes,	  one	  can	  better	  understand	  what	  the	  viewers	  draw	  their	  visual	  attention	  to	  (Duchowski,	  2007).	  The	  major	  research	  areas	  in	  eye	  tracking	  include	  visual	  search	  (Bertera	  &	  Rayner,	  2000;	  Kato	  &	  Fukuda,	  2002;	  Wolfe,	  1998),	  scene	  perception	  (Henderson,	  2003,	  2011;	  Rayner,	  T.	  Smith,	  Malcolm,	  &	  Henderson,	  2009),	  usability	  (Goldberg	  &	  Wichansky,	  2003;	  Jacob	  &	  Karn,	  2003;	  Poole	  &	  Ball,	  2006),	  and	  reading	  (Engbert,	  Longtin,	  &	  Kliegl,	  2002;	  Rayner,	  1998;	  Slattery	  &	  Rayner,	  2010;	  Warren	  &	  McConnell,	  2007;	  White,	  2008),	  with	  the	  latter	  being	  the	  most	  studied	  area	  (Rayner,	  2009).	  
Theoretical	  perspectives	  on	  eye	  movements,	  visual	  attention,	  and	  
perception.	  Eye	  movements	  have	  been	  studied	  since	  the	  19th	  century	  both	  as	  a	  psychological	  and	  as	  a	  physiological	  phenomenon	  (Duchowski,	  2007).	  The	  physiological	  perspective	  deals	  with	  exploring	  neural	  mechanisms	  of	  the	  human	  visual	  system	  that	  are	  responsible	  for	  the	  generation	  of	  eye	  movements,	  and	  investigating	  how	  the	  brain	  processes	  visual	  information.	  The	  psychological	  perspective,	  on	  the	  other	  hand,	  is	  concerned	  with	  examining	  the	  viewer’s	  attentional	  behavior,	  or	  visual	  attention	  (Duchowski,	  2007).	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To	  explain	  the	  notion	  of	  visual	  attention,	  two	  main	  concepts	  have	  been	  proposed	  in	  psychology:	  Von	  Helmholtz’s	  (1925)	  “where”	  of	  visual	  attention	  and	  James’s	  (1981)	  “what”	  of	  visual	  attention.	  According	  to	  Von	  Helmholtz	  (1925),	  visual	  attention	  has	  a	  selective	  nature	  and	  can	  be	  oriented,	  either	  consciously	  or	  voluntarily,	  towards	  a	  specific	  area	  of	  interest	  in	  the	  visual	  field.	  Sometimes	  this	  selection	  can	  be	  done	  via	  peripheral	  vision	  without	  the	  fovea	  of	  the	  eyes	  being	  directly	  aimed	  at	  that	  area.	  Thus,	  the	  “where”	  concept	  is	  concerned	  primarily	  with	  the	  location	  towards	  which	  visual	  attention	  is	  directed.	  James	  (1981),	  on	  the	  other	  hand,	  considers	  visual	  attention	  to	  be	  a	  more	  voluntary	  process	  that	  involves	  a	  detailed	  inspection	  of	  a	  particular	  spatial	  region	  using	  the	  fovea.	  Hence,	  the	  “what”	  of	  visual	  attention	  focuses	  on	  the	  actual	  object	  of	  visual	  inspection.	  Both	  of	  these	  concepts	  appear	  to	  present	  a	  dichotomous	  view	  of	  visual	  attention	  and	  constitute	  a	  bottom-­‐up	  model	  of	  visual	  attention	  (Duchowski,	  2007).	  However,	  since	  the	  “where”	  and	  “what”	  concepts	  are	  limited	  to	  feature-­‐based	  aspects	  of	  attention	  (i.e.,	  location	  and	  inspection	  of	  an	  area	  of	  interest	  in	  the	  visual	  field),	  they	  fail	  to	  take	  into	  consideration	  higher-­‐level	  cognitive	  processes	  involved	  in	  voluntary	  attention	  (i.e.,	  the	  viewer’s	  intent	  and	  decision	  to	  focus	  his	  or	  her	  attention	  on	  a	  specific	  object).	  To	  account	  for	  this,	  Gibson	  (1941)	  proposed	  the	  “how”	  concept,	  according	  to	  which	  attentional	  behavior	  is	  dependent	  upon	  the	  viewer’s	  reaction	  and	  attitude	  towards	  the	  object	  of	  visual	  attention.	  So,	  what	  is	  the	  relationship	  between	  visual	  attention	  and	  eye	  movements?	  As	  evidenced	  from	  the	  proposed	  concepts,	  visual	  attention	  is	  engaged	  during	  the	  foveal	  direction	  of	  gaze	  (i.e.,	  when	  the	  fovea	  is	  focused	  on	  a	  specific	  object	  after	  the	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eyes	  have	  completed	  their	  movement).	  However,	  Posner,	  Snyder,	  and	  Davidson	  (1980)	  found	  that	  people	  are	  able	  to	  pay	  attention	  to	  an	  object	  or	  area	  of	  interest	  while	  their	  foveal	  gaze	  is	  directed	  elsewhere	  (although	  this	  seems	  to	  apply	  only	  to	  simple	  viewing	  tasks,	  as	  suggested	  by	  Posner,	  1980).	  The	  possible	  incongruity	  between	  attention	  and	  gaze	  direction	  poses	  a	  major	  problem	  for	  eye-­‐tracking	  studies	  because	  “an	  eye	  tracker	  can	  only	  track	  the	  overt	  movements	  of	  the	  eyes,	  however,	  it	  cannot	  track	  the	  covert	  movement	  of	  visual	  attention”	  (Duchowski,	  2007,	  p.	  12).	  Hence,	  although	  many	  eye-­‐tracking	  researchers	  implicitly	  assume	  that	  participants’	  eye	  movements	  are	  indicative	  of	  their	  visual	  attention	  (i.e.,	  the	  so-­‐called	  eye-­‐mind	  hypothesis	  proposed	  by	  Just	  and	  Carpenter	  in	  1980),	  this	  assumption	  does	  not	  appear	  to	  be	  always	  true,	  as	  indicated	  by	  empirical	  evidence	  from	  some	  studies	  (e.g.,	  Anderson,	  Bothell,	  &	  Douglass,	  2004;	  Deubel,	  2008).	  Consequently,	  when	  eye-­‐tracking	  data	  suggest	  that	  a	  participant,	  for	  instance,	  fixated	  the	  gaze	  on	  object	  X,	  his	  or	  her	  visual	  attention,	  in	  the	  meantime,	  could	  have	  been	  directed	  to	  another	  area	  of	  the	  visual	  field.	  	  Another	  crucial	  point	  concerns	  the	  relationship	  between	  eye	  movements	  and	  perception.	  In	  particular,	  eye	  movements	  recorded	  with	  an	  eye-­‐tracking	  system	  contain	  raw	  data	  about	  the	  viewer’s	  interaction	  with	  a	  visual	  stimulus,	  but	  provide	  no	  information	  about	  visual	  perception—the	  meaning	  concluded	  by	  the	  viewer	  after	  receiving	  the	  visual	  stimulus	  (Pettersson,	  2002).	  According	  to	  the	  perceptual	  theories	  of	  visual	  communication—namely,	  semiotics	  and	  the	  cognitive	  approach	  to	  visual	  perception—viewers	  assign	  complex	  meanings	  to	  what	  they	  see	  using	  mental	  operations	  such	  as	  analysis	  and	  synthesis	  (Lester,	  2003).	  Thus,	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visual	  perception	  occurs	  at	  the	  level	  of	  higher-­‐order	  cognition,	  whereas	  eye	  movements	  emerge	  at	  the	  level	  of	  visual	  sensation.	  To	  sum	  up,	  an	  eye-­‐tracking	  system	  can	  only	  record	  explicit	  information	  about	  vision	  (i.e.,	  what	  area	  of	  the	  visual	  field	  the	  viewer’s	  eyes	  are	  directed	  at),	  but	  not	  attention	  (i.e.,	  what	  area	  of	  the	  visual	  field	  the	  viewer	  concentrates	  on	  cognitively)	  or	  perception	  (i.e.,	  how	  the	  viewer	  encodes	  and	  interprets	  the	  information	  from	  the	  visual	  field).	  The	  ensuing	  implication	  is	  that	  eye-­‐tracking	  data	  should	  not	  be	  taken	  for	  their	  face	  value	  and	  interpreted	  in	  isolation,	  but	  should	  be	  included	  in	  methodological	  triangulation	  when	  explicating	  the	  obtained	  results.	  When	  combined	  with	  other	  types	  of	  data,	  such	  as	  performance	  data	  (Bojko,	  2006)	  or	  self-­‐reported	  data,	  eye-­‐tracking	  measures	  can	  provide	  insights	  into	  the	  viewers’	  visual	  and,	  potentially,	  cognitive	  processes.	  	  
Eye-­‐tracking	  measures.	  To	  analyze	  the	  versatility	  of	  data	  obtained	  from	  an	  eye-­‐tracker,	  it	  is	  necessary	  to	  understand	  the	  key	  eye-­‐tracking	  measures.	  According	  to	  Holmqvist	  et	  al.	  (2011),	  eye-­‐tracking	  measures	  can	  be	  defined	  as	  “precisely	  quantifiable	  data	  which	  can	  be	  calculated	  taking	  [qualitative]	  events	  and/or	  representations	  as	  input”	  (p.	  299).	  Based	  on	  their	  extensive	  review	  of	  published	  research,	  Holmqvist	  et	  al.	  (2011)	  identified	  over	  120	  eye-­‐tracking	  measures	  that	  they	  divided	  into	  four	  classes:	  (a)	  movement	  measures	  (i.e.,	  measures	  and	  properties	  of	  eye	  movements	  in	  space),	  (b)	  position	  measures	  (i.e.,	  measures	  and	  properties	  of	  gaze	  at	  certain	  spatial	  locations),	  (c)	  numerosity	  measures	  (i.e.,	  measures	  of	  any	  countable	  event	  involving	  eye	  movements),	  and	  (d)	  latency	  measures	  (i.e.,	  measures	  of	  duration	  between	  eye-­‐movement	  events).	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While	  the	  choice	  of	  eye-­‐tracking	  measures	  for	  research	  greatly	  depends	  on	  the	  type	  of	  stimuli	  and	  research	  questions,	  as	  well	  as	  the	  type	  of	  eye-­‐tracking	  hardware	  and	  software,	  the	  common	  measures	  reported	  in	  eye-­‐tracking	  studies	  are	  saccades,	  fixations,	  and	  smooth	  pursuits.	  Saccades	  are	  “rapid	  eye	  movements	  used	  in	  repositioning	  the	  fovea	  to	  a	  new	  location	  in	  the	  visual	  environment”	  (Duchowski,	  2007,	  p.	  42)	  and	  can	  range	  from	  10	  milliseconds	  (ms)	  to	  100	  ms.	  Although	  fixations	  are	  defined	  as	  “eye	  movements	  that	  stabilize	  the	  retina	  over	  a	  stationary	  object	  of	  interest”	  (Duchowski,	  2007,	  p.	  46),	  they	  are	  not	  absolutely	  static,	  but	  entail	  miniscule	  tremors,	  drifts,	  and	  microsaccades	  that	  are	  believed	  to	  occur	  due	  to	  physiological	  peculiarities	  of	  the	  human	  visual	  system.	  The	  mean	  duration	  of	  fixations	  ranges	  between	  180	  ms	  and	  330	  ms,	  depending	  on	  the	  type	  of	  visual	  activity	  and	  task	  (Rayner,	  2009).	  Figure	  2.2	  presents	  an	  example	  of	  two	  fixations	  (represented	  by	  two	  circles)	  and	  a	  saccade	  (represented	  by	  a	  curved	  line)	  produced	  by	  a	  viewer	  watching	  a	  YouTube	  video.	  Note	  that	  the	  circle	  sizes	  in	  Figure	  1	  are	  dependent	  on	  fixation	  durations	  (i.e.,	  the	  longer	  the	  fixation,	  the	  larger	  is	  the	  circle).	  Finally,	  smooth	  pursuits	  are	  movements	  of	  the	  eyes	  that	  follow	  a	  moving	  object,	  such	  as	  a	  passing	  car	  (Holmqvist	  et	  al.,	  2011).	  These	  three	  eye-­‐tracking	  measures	  are	  normally	  reported	  as	  evidence	  of	  overt	  visual	  attention	  and	  are	  used	  by	  researchers	  as	  “indirect	  measures	  of	  cognitive	  processes	  that	  cannot	  be	  directly	  assessed”	  (Holmqvist	  et	  al.,	  2011,	  p.	  65),	  although	  it	  is	  only	  during	  fixations	  that	  the	  viewer	  is	  believed	  to	  actually	  acquire	  new	  information	  (Rayner,	  2009).	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Figure	  2.2.	  Example	  of	  two	  fixations	  (represented	  by	  circles)	  and	  a	  saccade	  (represented	  by	  the	  curved	  line	  between	  the	  circles).	  	  In	  addition	  to	  fixations,	  saccades,	  and	  smooth	  pursuits,	  Jacob	  and	  Karn	  (2003)	  include	  area	  of	  interest	  (AOI)	  in	  the	  list	  of	  traditional	  eye-­‐tracking	  measures,	  even	  though	  one	  can	  argue	  that	  AOIs	  are	  not	  actual	  measures	  based	  on	  Holmqvist	  et	  al.’s	  (2011)	  definition	  of	  a	  “measure.”	  More	  precisely,	  AOIs	  are	  particular	  regions	  in	  the	  visual	  field	  that	  are	  defined	  by	  researchers	  during	  the	  analysis	  of	  eye-­‐tracking	  data.	  Typically,	  associated	  measures,	  such	  as	  the	  number	  of	  fixations	  per	  AOI	  and	  time	  to	  first	  fixation	  (TTFF),	  are	  also	  calculated	  and	  reported	  in	  eye-­‐tracking	  studies.	  	  	  Eye-­‐tracking	  data	  can	  be	  visually	  displayed	  in	  two	  main	  ways.	  One	  type	  of	  such	  visual	  representation	  is	  called	  a	  heat	  map	  (see	  Figure	  2.3).	  Heat	  maps	  can	  provide	  a	  quick	  static	  overview	  of	  all	  the	  data	  by	  displaying	  the	  spatial	  distribution	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of	  eye-­‐tracking	  measures	  over	  time	  and	  over	  participants	  (Holmqvist	  et	  al.,	  2011).	  Another	  visual	  representation	  of	  eye	  movements	  is	  a	  scanpath,	  which	  is	  a	  path	  of	  the	  viewer’s	  eye	  movements	  in	  space	  and	  time.	  Scanpaths	  can	  be	  either	  static,	  such	  as	  an	  image	  of	  an	  eye-­‐movement	  trajectory	  over	  a	  certain	  period	  of	  time,	  or	  dynamic,	  such	  as	  gaze	  replays	  (Holmqvist	  et	  al.,	  2011).	  Figure	  2.4	  provides	  an	  example	  of	  a	  static	  scanpath	  that	  shows	  the	  eye	  movements	  of	  a	  viewer	  who	  watched	  a	  YouTube	  video.	  In	  this	  example,	  circles	  represent	  fixations	  and	  lines	  represent	  saccades.	  	  	  
	  
	  
Figure	  2.3.	  Example	  of	  a	  heat	  map.	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Figure	  2.4.	  Example	  of	  a	  static	  scanpath	  with	  multiple	  fixations	  and	  saccades.	  	   Both	  heat	  maps	  and	  scanpaths	  can	  be	  generated	  by	  major	  types	  of	  software	  for	  eye-­‐tracking	  data	  analysis.	  It	  should	  be	  noted,	  however,	  that	  such	  eye-­‐tracking	  data	  visualizations	  provide	  only	  the	  information	  about	  the	  observer’s	  viewing	  patterns,	  whereas	  cognitive	  processes	  associated	  with	  these	  patterns	  are	  not	  explicitly	  evident	  (Hayhoe,	  2004).	  	  
Eye	  movements	  and	  cognitive	  processes.	  Since	  the	  19th	  century,	  various	  methods	  for	  measuring	  eye	  movements	  have	  been	  proposed	  and	  used	  in	  research	  (Aslin	  &	  McMurray,	  2004).	  One	  of	  the	  most	  dominant	  methods	  employed	  by	  current	  eye-­‐trackers	  is	  based	  on	  the	  pupil	  and	  corneal	  reflection	  (see	  Duchowski,	  2007;	  D.	  Hansen	  &	  Ji,	  2009;	  Holmqvist	  et	  al.,	  2011).	  The	  use	  of	  this	  method	  enables	  researchers	  to	  determine	  the	  direction	  of	  the	  viewer’s	  gaze	  with	  a	  high	  precision	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(Duchowski,	  2007)	  and	  record	  eye	  movement	  measures	  such	  as	  fixations	  and	  saccades.	  Multiple	  attempts	  have	  been	  made	  to	  establish	  a	  connection	  between	  cognitive	  processes	  and	  fixation	  patterns	  (e.g.,	  Viviani,	  1990;	  Yarbus,	  1967)	  or	  saccadic	  eye	  movements	  (e.g.,	  Noton	  &	  Stark,	  1971).	  Viviani	  (1990),	  for	  instance,	  concluded	  that	  defining	  an	  “informative”	  area	  in	  a	  picture	  and	  linking	  it	  to	  fixations	  was	  not	  an	  effective	  approach	  because	  such	  areas	  were	  task-­‐specific.	  Similarly,	  Yarbus	  (1967)	  in	  his	  study	  of	  fixation	  patterns	  on	  pictures	  discovered	  that	  the	  patterns	  differed	  depending	  on	  the	  questions	  that	  the	  viewers	  were	  asked	  about	  the	  pictures.	  Other	  studies	  of	  fixation	  durations	  and	  saccade	  lengths	  during	  reading,	  visual	  search,	  and	  scene	  perception	  have	  found	  no	  significant	  correlations	  between	  these	  measures	  within	  and	  across	  the	  tasks	  (Andrews	  &	  Coppola,	  1999;	  Castelhano	  &	  Henderson,	  2008).	  Overall,	  the	  viewing	  process	  seems	  to	  vary	  tremendously	  among	  individuals	  and	  to	  be	  highly	  dependent	  on	  the	  person’s	  cognitive	  goals	  (Snowden,	  Thompson,	  &	  Toscianko,	  2006;	  Yarbus,	  1967),	  the	  nature	  of	  the	  given	  tasks	  (Rayner,	  2009),	  and,	  in	  case	  of	  scene	  perception,	  the	  saliency	  of	  the	  scene	  (Parkhurst	  &	  Niebur,	  2003).	  	  Despite	  existing	  problems	  related	  to	  the	  use	  of	  eye-­‐tracking	  measures	  for	  exploring	  cognition,	  many	  researchers	  aver	  that	  there	  is	  a	  direct	  link	  between	  the	  viewing	  behavior	  and	  cognitive	  processes	  (e.g.,	  Ehmke	  &	  Wilson,	  2007;	  Rayner,	  1977;	  Salvucci,	  1999;	  Yarbus,	  1967).	  According	  to	  Yarbus	  (1967):	  	  Eye	  movements	  reflect	  the	  human	  thought	  process;	  so	  the	  observer’s	  thought	  may	  be	  followed	  to	  some	  extent	  from	  records	  of	  eye	  movements	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(the	  thought	  accompanying	  the	  examination	  of	  the	  particular	  object).	  It	  is	  easy	  to	  determine	  from	  these	  records	  which	  elements	  attract	  the	  observer’s	  eye	  (and,	  consequently,	  his	  thought),	  in	  what	  order,	  and	  how	  often.	  (p.	  190)	  Indeed,	  results	  from	  some	  eye-­‐tracking	  studies	  reveal	  that	  eye	  movements	  are,	  to	  a	  certain	  extent,	  indicative	  of	  cognitive	  processes	  that	  take	  place	  in	  the	  viewer’s	  mind	  (Just	  &	  Carpenter,	  1980;	  Rayner,	  1998).	  For	  instance,	  there	  is	  empirical	  evidence	  that	  cognitive	  processing	  is	  possible	  during	  saccadic	  eye	  movements,	  even	  though	  new	  information	  is	  not	  acquired	  (Rayner,	  2009).	  In	  particular,	  saccadic	  eye	  movements	  have	  been	  linked	  to	  the	  processing	  of	  isolated	  words	  during	  reading	  (Irwin,	  1998),	  especially	  in	  the	  case	  of	  longer	  saccades	  (Yatabe,	  Pickering,	  &	  McDonald,	  2009).	  It	  is	  also	  believed	  that	  eye	  movements	  can	  perform	  an	  information-­‐seeking	  role	  (Hayhoe,	  2004).	  The	  idea	  that	  eye	  movements	  demonstrate	  a	  quest	  for	  information	  is	  corroborated	  by	  Hunnius	  and	  Geuze’s	  (2004)	  research	  on	  infants’	  visual	  scanning	  patterns	  of	  dynamic	  stimuli,	  which	  consisted	  of	  short	  videos	  of	  naturally	  moving	  and	  talking	  faces	  of	  their	  mothers.	  Interestingly,	  it	  was	  discovered	  that	  infants	  looked	  primarily	  at	  their	  mothers’	  mouths	  and	  eyes.	  This	  finding	  suggests	  that	  focusing	  on	  eyes	  and	  a	  talking	  mouth	  can	  provide	  linguistic	  cues	  and	  non-­‐verbal	  information	  that	  facilitate	  communication	  and	  auditory	  language	  processing.	  	  Overall,	  even	  though	  there	  appears	  to	  be	  some	  consensus	  that	  eye-­‐tracking	  measures	  can	  reflect	  certain	  information	  about	  the	  viewer’s	  cognitive	  processes,	  a	  number	  of	  researchers	  argue	  that	  the	  problem	  related	  to	  the	  use	  of	  these	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measures	  for	  studying	  cognition	  is	  that	  they	  can	  generally	  reveal	  only	  what	  the	  viewer	  attended	  to	  in	  the	  visual	  field,	  and	  not	  what	  exact	  cognitive	  processes	  might	  have	  caused	  a	  specific	  viewing	  behavior	  (Hayhoe,	  2004).	  To	  unravel	  the	  complexity	  of	  cognition	  associated	  with	  the	  viewing	  behavior,	  some	  researchers	  suggest	  supplementing	  eye-­‐tracking	  measures	  with	  other	  methods	  that	  allow	  for	  examining	  cognitive	  processes	  of	  the	  viewers	  occurring	  during	  their	  eye	  movements	  (Duchowski,	  2007;	  Guan,	  S.	  Lee,	  Cuddihy,	  &	  Ramey,	  2006).	  	  One	  such	  method	  is	  called	  “cued	  retrospective	  reporting”	  (Van	  Gog,	  Paas,	  Van	  Merriënboer,	  &	  Witte,	  2005).	  This	  method	  involves	  showing	  the	  participants	  the	  recording	  of	  their	  eye	  movements	  immediately	  after	  data	  collection	  and	  asking	  them	  to	  verbalize	  their	  cognitive	  processes	  during	  the	  initial	  visual	  examination	  of	  the	  stimulus.	  According	  to	  Van	  Gog,	  Paas,	  Van	  Merriënboer,	  and	  Witte	  (2005),	  cued	  retrospective	  reporting	  combines	  the	  advantages	  of	  concurrent	  reporting	  methods	  (such	  as	  think-­‐alouds	  that	  yield	  primarily	  action	  information)	  and	  retrospective	  reporting	  (such	  as	  stimulated	  recalls	  that	  provide	  more	  metacognitive	  information	  and	  help	  answer	  the	  “how”	  and	  “why”	  questions).	  The	  results	  of	  eye-­‐tracking	  studies	  that	  employed	  this	  method	  revealed	  that	  cued	  retrospective	  verbalizations	  were	  superior	  to	  other	  retrospective	  reporting	  methods	  and	  tended	  to	  generate	  a	  larger	  number	  of	  metacognitive	  comments	  (J.	  Hansen,	  1991;	  Hyrskykari,	  Ovaska,	  Majaranta,	  Räihä,	  &	  Lehtinen,	  2008;	  Van	  Gog,	  Paas,	  &	  Van	  Merriënboer,	  2005).	  The	  use	  of	  methods	  such	  as	  cued	  retrospective	  reporting	  in	  conjunction	  with	  eye	  tracking	  can	  allow	  for	  investigating	  language	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comprehension	  and	  processing	  of	  linguistic	  information	  (Frenck-­‐Mestre,	  2005),	  including	  auditory	  language	  processing.	  
Eye-­‐tracking	  research	  on	  auditory	  language	  processing.	  Auditory	  language	  processing	  has	  been	  the	  focus	  of	  eye-­‐tracking	  studies	  for	  at	  least	  several	  decades	  (Tanenhaus,	  2007).	  It	  has	  been	  argued	  that	  the	  direct	  causal	  link	  between	  eye	  movements	  and	  listening	  is	  not	  clear	  because	  “listening	  paradigms	  share	  the	  lack	  of	  an	  explicit	  model	  linking	  sentence	  comprehension	  to	  eye	  movements”	  (Boland,	  2004,	  p.	  69).	  Therefore,	  suggestions	  have	  been	  made	  to	  shift	  attention	  to	  the	  existing	  research	  on	  scene	  perception	  that	  might	  provide	  some	  evidence	  about	  temporal	  and	  spatial	  aspects	  of	  eye	  movements	  (Boland,	  2004).	  According	  to	  Rayner	  (2009),	  the	  results	  of	  such	  research	  indicate	  that	  eye	  movements	  in	  scene	  perception	  and	  visual	  search	  are	  influenced	  by	  the	  difficulty	  of	  the	  stimulus:	  When	  the	  visual	  stimulus	  (for	  instance,	  a	  video)	  gets	  more	  complex,	  fixations,	  which	  are	  traditionally	  considered	  to	  be	  “indicators	  of	  cognitive	  load”	  (Duchowski,	  2007,	  p.	  168),	  get	  longer	  and	  saccades	  tend	  to	  be	  shorter.	  Furthermore,	  there	  is	  a	  growing	  body	  of	  research	  involving	  the	  visual	  world	  paradigm,	  which	  combines	  elements	  of	  visual	  search,	  scene	  perception,	  and	  language	  processing,	  and	  focuses	  on	  the	  interaction	  of	  visual	  and	  linguistic	  information.	  This	  research	  reveals	  a	  direct	  relationship	  between	  what	  the	  viewers	  hear	  in	  the	  auditory	  input	  and	  where	  their	  eyes	  move	  in	  the	  visual	  field	  (Allopenna,	  Magnuson,	  &	  Tanenhaus,	  1998;	  Altmann,	  2004;	  Altmann	  &	  Kamide,	  1999;	  Cooper,	  1974;	  Salverda	  &	  Altmann,	  2011;	  Spivey,	  Tanenhaus,	  Eberhard,	  &	  Sedivy,	  2002).	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In	  one	  such	  study,	  Cooper	  (1974)	  introduced	  a	  method	  for	  testing	  oral	  language	  comprehension,	  in	  which	  L1	  test-­‐takers’	  visual	  selection	  of	  objects	  from	  slides	  was	  correlated	  with	  the	  spoken	  input	  that	  they	  heard.	  His	  findings	  indicated	  that	  when	  presented	  with	  an	  audio	  stimulus	  and	  a	  picture	  that	  was	  semantically	  related	  to	  the	  auditory	  information,	  participants	  directed	  their	  gaze	  towards	  those	  elements	  of	  the	  picture	  that	  were	  most	  closely	  associated	  with	  the	  information	  from	  the	  oral	  input.	  In	  addition,	  Cooper	  (1974)	  detected	  three	  types	  of	  visual	  behavior	  during	  auditory	  language	  processing:	  (a)	  a	  visual-­‐oral	  interaction	  mode	  (when	  eye	  fixations	  on	  images	  were	  correlated	  with	  the	  semantically	  relevant	  oral	  information	  presented	  at	  the	  moment	  of	  fixation),	  (b)	  a	  free-­‐scanning	  mode	  (when	  eye	  movements	  were	  independent	  of	  the	  presented	  oral	  information),	  and	  (c)	  a	  point-­‐fixation	  mode	  (when	  participants’	  eyes	  fixated	  on	  a	  certain	  area	  of	  the	  image	  that	  was	  not	  associated	  with	  the	  presented	  oral	  information).	  The	  results	  of	  verbal	  reports	  conducted	  after	  the	  collection	  of	  eye-­‐tracking	  data	  suggested	  that	  these	  three	  types	  of	  visual	  behavior	  “may	  be	  related	  to	  their	  distribution	  of	  attention	  between	  the	  visual	  and	  auditory	  modalities”	  (Cooper,	  1974,	  p.	  103).	  	  	  Allopenna	  et	  al.	  (1998)	  initiated	  a	  line	  of	  eye-­‐tracking	  research	  that	  examined	  spoken	  word	  recognition.	  In	  their	  study,	  the	  researchers	  recorded	  eye	  movements	  of	  the	  L1	  adult	  participants	  who	  were	  given	  oral	  instructions	  on	  how	  to	  manipulate	  the	  pictures	  of	  four	  objects	  on	  the	  screen.	  Similarly	  to	  Cooper’s	  (1974)	  findings,	  they	  discovered	  that	  eye	  fixations	  on	  objects	  were	  closely	  time-­‐locked	  to	  the	  semantic	  representations	  of	  those	  objects	  in	  the	  auditory	  input.	  These	  findings	  suggest	  a	  linking	  assumption,	  according	  to	  which	  “the	  probability	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of	  looking	  at	  an	  object	  increases	  when	  the	  object	  is	  mentioned”	  in	  the	  oral	  speech	  (Boland,	  2004,	  p.	  64).	  The	  linking	  assumption,	  however,	  is	  not	  the	  only	  assumption	  that	  underlies	  the	  use	  of	  eye-­‐tracking	  methodology	  to	  investigate	  auditory	  language	  processing.	  Sedivy	  (2010)	  outlines	  five	  such	  assumptions.	  The	  first	  assumption	  suggests	  a	  connection	  between	  what	  the	  viewers	  look	  at	  (i.e.,	  their	  gaze)	  and	  what	  they	  attend	  to	  (i.e.,	  their	  attention).	  According	  to	  the	  second	  assumption,	  eye	  movements	  are	  linguistically	  mediated,	  which	  reiterates	  the	  gist	  of	  the	  linking	  assumption	  mentioned	  in	  the	  previous	  paragraph.	  Third,	  unlike	  other	  methods,	  eye	  tracking	  can	  be	  used	  to	  examine	  “the	  moment-­‐by-­‐moment	  processes	  underlying	  language	  comprehension”	  (Sedivy,	  2010,	  p.	  117),	  implying	  that	  language	  processing	  is	  incremental.	  In	  addition,	  eye	  movements	  are	  believed	  to	  demonstrate	  “deep	  interpretive	  processes	  rather	  than	  shallow	  associations	  between	  words	  and	  related	  visual	  representations”	  (Sedivy,	  2010,	  p.	  117),	  underscoring	  the	  complex	  nature	  of	  auditory	  language	  processing.	  The	  final	  assumption	  suggests	  that	  eye	  movements	  provide	  a	  developmental	  measure	  of	  linguistic	  representations	  and	  processes	  (also	  see	  Trueswell,	  2008).	  	  More	  recent	  eye-­‐tracking	  studies	  of	  auditory	  language	  processing	  are	  included	  in	  a	  special	  issue	  of	  the	  Journal	  of	  Memory	  and	  Language	  (2007,	  Volume	  57,	  Issue	  4)	  dedicated	  to	  language-­‐vision	  interaction.	  In	  general,	  these	  studies,	  as	  well	  as	  the	  above-­‐mentioned	  previous	  research,	  suggest	  that	  eye	  tracking	  can	  be	  a	  useful	  methodology	  for	  investigating	  auditory	  language	  processing.	  For	  instance,	  the	  most	  common	  finding	  of	  the	  studies	  investigating	  audio-­‐visual	  language	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perception	  indicates	  that	  the	  inclusion	  of	  visuals	  substantially	  improves	  information	  processing	  (Massaro	  &	  Jesse,	  2007).	  However,	  it	  appears	  that	  most	  of	  this	  research	  focuses	  on	  spoken	  word	  (or	  sentences)	  recognition	  (see,	  for	  example,	  Altmann	  &	  Kamide,	  2007)	  rather	  than	  continuous	  speech,	  even	  though	  Allopenna	  et	  al.	  (1998)	  claim	  that	  eye	  fixations	  on	  objects	  that	  are	  time-­‐locked	  to	  the	  corresponding	  words	  in	  the	  unfolding	  speech	  stream	  can	  be	  used	  as	  “a	  sensitive	  and	  nondisruptive	  measure	  of	  spoken	  language	  comprehension	  during	  continuous	  speech”	  (p.	  421).	  Although	  this	  might	  be	  the	  case,	  more	  research	  seems	  to	  be	  warranted	  to	  obtain	  more	  compelling	  evidence	  about	  how	  eye	  movements	  are	  related	  to	  the	  processing	  and	  comprehension	  of	  continuous	  speech	  rather	  than	  individual	  words.	  In	  addition,	  most	  of	  the	  existing	  eye-­‐tracking	  studies	  of	  auditory	  language	  processing	  seem	  to	  be	  limited	  to	  static	  images,	  whereas	  research	  involving	  dynamic	  stimuli	  is	  clearly	  lacking	  and	  much	  needed.	  	  
Eye-­‐tracking	  and	  dynamic	  stimuli.	  As	  discussed	  in	  the	  previous	  section,	  most	  of	  the	  existing	  eye-­‐tracking	  research	  deals	  with	  stationary	  stimuli,	  including	  text,	  images,	  and	  static	  web	  pages.	  Dynamic	  stimuli,	  such	  as	  videos,	  pose	  significantly	  more	  problems	  for	  data	  analysis	  because	  of	  the	  issues	  related	  to	  the	  synchronization	  of	  eye-­‐tracking	  measures	  with	  the	  dynamic	  content	  viewed	  by	  study	  participants	  (Duchowski,	  2007,	  p.	  179).	  However,	  recent	  developments	  in	  eye-­‐tracking	  data	  analysis	  software	  have	  resulted	  in	  products	  capable	  of	  analyzing	  dynamic	  stimuli	  and	  led	  to	  research	  involving	  non-­‐static	  content.	  One	  such	  study	  was	  conducted	  by	  Balk,	  Moore,	  Steele,	  Spearman,	  and	  Duchowski	  (2006),	  who	  investigated	  the	  viewing	  behavior	  of	  students	  while	  they	  were	  driving	  and	  talking	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on	  a	  cell	  phone.	  To	  collect	  the	  data,	  the	  authors	  created	  a	  desktop	  driving	  simulator	  that	  was	  configured	  to	  record	  eye	  movements	  during	  simulations.	  In	  their	  analysis,	  Balk	  et	  al.	  (2006)	  counted	  the	  number	  of	  fixations	  in	  the	  areas	  of	  interest	  that	  contained	  moving	  vehicles.	  Another	  study	  involving	  dynamic	  stimuli	  examined	  gaze	  positions	  of	  human	  observers	  who	  were	  exposed	  to	  two	  types	  of	  treatments:	  continuous	  and	  scene-­‐shuffled	  video	  clips	  (Carmi	  &	  Itti,	  2006).	  The	  results	  indicated	  that	  eye-­‐movement	  patterns	  during	  continuous	  video	  were	  significantly	  different	  from	  those	  reported	  during	  the	  exposure	  to	  more	  static	  stimuli.	  	  Overall,	  it	  appears	  that	  the	  use	  of	  dynamic	  stimuli	  such	  as	  video	  is	  an	  under-­‐investigated	  area	  in	  eye-­‐tracking	  research.	  What	  seems	  to	  be	  an	  issue	  is	  not	  only	  the	  lack	  of	  eye-­‐tracking	  studies	  that	  employ	  dynamic	  stimuli,	  but	  also	  the	  absence	  of	  robust	  techniques	  and	  refined	  methodologies	  for	  analyzing	  eye-­‐tracking	  measures	  obtained	  in	  such	  studies.	  Although	  new	  techniques	  such	  as	  dynamic	  AOIs	  have	  been	  developed	  and	  implemented	  in	  some	  of	  the	  most	  recent	  commercial	  software	  for	  eye-­‐tracking	  data	  analysis,	  they	  typically	  require	  a	  lot	  of	  manual	  adjustments	  (Papenmeier	  &	  Huff,	  2010).	  Notwithstanding	  these	  current	  limitations,	  dynamic	  AOIs,	  which	  are	  capable	  of	  moving	  in	  sync	  with	  an	  object	  of	  interest	  in	  a	  dynamic	  stimulus	  (Holmqvist	  et	  al.,	  2011),	  appear	  to	  be	  a	  useful	  affordance	  in	  eye-­‐tracking	  research	  involving	  video.	  	  
Eye	  tracking	  in	  second	  language	  research.	  Exploring	  vision	  and	  eye	  movements	  during	  L2	  processing	  tasks	  is	  a	  relatively	  new	  area	  in	  L2	  research	  (Dussias,	  2010)	  and	  the	  number	  of	  such	  eye-­‐tracking	  studies	  is	  limited	  (Winke,	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Gass,	  &	  Sydorenko,	  2013;	  Winke,	  Godfroid,	  &	  Gass,	  2013).	  Most	  of	  the	  existing	  eye-­‐tracking	  studies	  have	  focused	  on	  examining	  L2	  spoken	  language	  processing	  at	  the	  word	  level	  (e.g.,	  Blumenfeld	  &	  Marian,	  2007;	  Cutler,	  Weber,	  &	  Otake,	  2006;	  Ju	  &	  Luce,	  2004;	  Marian,	  Spivey,	  &	  Hirsch,	  2003;	  Spivey	  &	  Marian,	  1999;	  Weber	  &	  Cutler,	  2004)	  and	  L2	  sentence	  processing	  during	  reading	  (Dussias,	  2003;	  Felser,	  Sato,	  &	  Bertenshaw,	  2009;	  Frenck-­‐Mestre,	  2005;	  Keating,	  2009;	  Roberts,	  Gullberg,	  &	  Indefrey,	  2008),	  although	  some	  L2	  studies	  have	  also	  looked	  into	  noticing	  (Godfroid,	  2010;	  Godfroid,	  Boers,	  &	  Housen,	  in	  press;	  Godfroid,	  Housen,	  &	  Boers,	  2010;	  B.	  Smith,	  2010,	  2012).	  Interestingly,	  participants	  in	  the	  majority	  of	  these	  studies	  appear	  to	  be	  bilinguals	  or	  advanced	  L2	  learners,	  whereas	  lower-­‐level	  students	  have	  not	  yet	  been	  investigated.	  Moreover,	  there	  is	  a	  noticeable	  dearth	  of	  eye-­‐tracking	  research	  on	  L2	  learners’	  scene	  perception	  and	  visual	  intake	  patterns	  (P.	  Winke,	  personal	  communication,	  September	  19,	  2011),	  which	  appears	  to	  mirror	  overall	  trends	  in	  eye-­‐tracking	  research	  across	  various	  disciplines	  (Rayner,	  2009).	  	  	  	  	  There	  seems	  to	  be	  no	  research	  in	  applied	  linguistics	  that	  has	  used	  eye	  tracking	  to	  explore	  auditory	  L2	  processing	  and	  comprehension	  of	  language	  learners	  exposed	  to	  dynamic	  stimuli	  such	  as	  videos.	  Furthermore,	  the	  author	  is	  aware	  of	  only	  one	  L2	  study	  that	  employed	  eye-­‐tracking	  methodology	  to	  examine	  L2	  learners’	  interaction	  with	  a	  dynamic	  stimulus.	  In	  this	  study,	  Winke,	  Gass,	  and	  Sydorenko	  (2013)	  investigated	  the	  reading	  of	  captions	  in	  video-­‐based	  activities	  by	  the	  learners	  of	  different	  foreign	  languages.	  The	  results	  of	  this	  research	  revealed	  that	  time	  spent	  on	  captions	  differed	  among	  participants,	  with	  the	  Arabic	  language	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learners	  spending	  significantly	  more	  time	  reading	  captions	  than	  the	  learners	  of	  Spanish	  and	  Russian.	  It	  was	  also	  found	  that	  familiarity	  with	  the	  video	  content	  was	  a	  factor	  that	  had	  different	  effects	  on	  caption-­‐reading	  behavior	  of	  the	  learners	  of	  different	  languages,	  with	  the	  Chinese	  learners	  being	  more	  erratic	  in	  their	  caption-­‐reading	  patterns	  (Winke,	  Gass,	  &	  Sydorenko,	  2013).	  	  Interestingly,	  the	  perusal	  of	  the	  top	  two	  journals	  in	  language	  assessment	  (namely,	  Language	  Testing	  and	  Language	  Assessment	  Quarterly)	  has	  also	  evinced	  that	  eye	  tracking	  has	  not	  yet	  been	  used	  in	  research	  on	  L2	  listening	  assessment.	  Consequently,	  there	  appears	  to	  be	  a	  limited	  knowledge	  base	  in	  L2	  research	  regarding	  the	  use	  of	  eye-­‐tracking	  methodology.	  	  	  Of	  greater	  concern,	  however,	  is	  the	  lack	  of	  methodological	  rigor	  of	  eye-­‐tracking	  studies	  in	  L2	  research.	  Although	  methodologies	  for	  analyzing	  eye-­‐tracking	  data	  collected	  during	  the	  completion	  of	  L2	  tasks	  are	  emerging	  or	  being	  borrowed	  from	  other	  disciplines	  (e.g.,	  the	  E-­‐Z	  Reader	  model;	  Rayner,	  Reichle,	  &	  Pollatsek,	  2005),	  some	  of	  them	  appear	  to	  be	  questionable	  or	  even	  spurious.	  For	  instance,	  two	  eye-­‐tracking	  studies	  on	  L2	  noticing	  conducted	  by	  B.	  Smith	  (2010,	  2012)	  are	  based	  on	  flawed	  research	  designs	  and	  disregard	  empirical	  evidence	  and	  eye-­‐tracking	  research	  traditions	  that	  have	  been	  established	  in	  other	  disciplines.	  	  In	  his	  2010	  study,	  B.	  Smith	  used	  eye	  fixations	  of	  500	  ms	  or	  longer	  as	  evidence	  of	  L2	  learners’	  noticing	  of	  recasts	  in	  synchronous	  computer-­‐mediated	  communication	  without	  giving	  any	  adequate	  justification	  for	  his	  choice	  of	  this	  specific	  duration.	  This	  arbitrary	  500-­‐ms	  threshold	  appears	  to	  be	  too	  high,	  based	  on	  the	  results	  from	  previous	  eye-­‐tracking	  studies	  that	  investigated	  fixation	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durations.	  For	  example,	  Yarbus	  (1967)	  found	  that	  during	  visual	  inspection	  of	  stationary	  objects	  fixations	  lasted	  from	  200	  to	  800	  ms,	  with	  300	  ms	  being	  the	  most	  common	  fixation	  duration;	  whereas	  during	  reading	  this	  range	  was	  shorter	  (200-­‐400	  ms),	  with	  a	  mean	  of	  300	  ms.	  Similarly,	  Viviani	  (1990)	  discovered	  that	  the	  average	  duration	  of	  a	  typical	  fixation	  was	  250-­‐300	  ms.	  Furthermore,	  Rayner	  and	  Castelhano	  (2007)	  reported	  typical	  mean	  fixation	  durations	  for	  silent	  reading	  (225-­‐250	  ms),	  oral	  reading	  (275-­‐325	  ms),	  scene	  perception	  (260-­‐330	  ms),	  and	  visual	  search	  (180-­‐275	  ms)	  that	  are	  all	  well	  beyond	  the	  500-­‐ms	  threshold	  used	  in	  B.	  Smith’s	  (2010)	  study.	  Although	  the	  reported	  mean	  durations	  can	  be	  affected	  by	  participants’	  individual	  characteristics	  (for	  example,	  the	  level	  of	  their	  reading	  skills)	  and	  task	  difficulty	  (Rayner,	  2009),	  it	  is	  reasonable	  to	  assume	  that	  if	  a	  reader	  needs	  on	  average	  250-­‐300	  ms	  to	  make	  a	  fixation	  while	  reading	  a	  text,	  then	  noticing	  (in	  the	  sense	  of	  either	  attention	  or	  awareness)	  should	  typically	  occur	  within	  that	  time	  frame;	  otherwise,	  we	  would	  be	  compelled	  to	  conclude	  that	  the	  reader	  has	  not	  noticed	  (and	  consequently	  comprehended)	  any	  information	  during	  the	  reading	  process.	  It	  should	  be	  noted	  that	  B.	  Smith’s	  500-­‐ms	  threshold	  for	  noticing	  has	  also	  been	  criticized	  by	  other	  researchers	  (e.g.,	  Godfroid,	  Boers,	  &	  Housen,	  in	  press).	  	  The	  methodological	  flaws	  of	  B.	  Smith’s	  (2012)	  study	  published	  in	  Language	  
Learning	  &	  Technology	  are	  even	  more	  notable.	  First	  and	  foremost,	  the	  eye-­‐tracking	  system	  used	  in	  this	  study	  to	  explore	  L2	  learners’	  noticing	  while	  reading	  from	  the	  screen	  during	  computer-­‐mediated	  communication	  is	  not	  adequate	  because	  of	  the	  very	  low	  data	  sampling	  rate	  of	  55	  Hz.	  As	  argued	  by	  many	  cognitive	  psychologists,	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eye-­‐tracking	  research	  on	  reading	  requires	  precise	  eye	  calibration	  and	  high	  quality	  of	  eye-­‐tracking	  data,	  which	  can	  be	  achieved	  only	  by	  using	  an	  eye-­‐tracker	  with	  the	  data	  sampling	  rate	  of	  500	  Hz	  (Collewijn,	  1999;	  Poole	  &	  Ball,	  2006;	  Rayner	  &	  Pollatsek,	  1989),	  or	  at	  least	  250	  Hz	  (Jacob	  &	  Karn,	  2003).	  	  Second,	  although	  B.	  Smith’s	  (2012)	  idea	  of	  using	  heat	  maps	  for	  measuring	  noticing	  appears	  to	  be	  innovative,	  he	  does	  not	  adequately	  explain	  how	  a	  heat	  map	  is	  operationalized	  in	  the	  Mangold	  software	  employed	  for	  generating	  heat	  maps,	  nor	  does	  he	  provide	  a	  clear	  rationale	  for	  selecting	  some	  colors	  on	  a	  heat	  map	  as	  indicators	  of	  noticing	  and	  ignoring	  others.	  Similar	  to	  heat	  maps,	  fixations	  are	  also	  not	  operationalized	  in	  the	  study.	  Since	  heat	  maps	  are	  generated	  on	  the	  basis	  of	  fixation	  durations,	  it	  is	  essential	  to	  know	  how	  exactly	  the	  Mangold	  software	  system	  detects	  and	  calculates	  a	  fixation.	  Omitting	  this	  information	  is	  a	  fundamental	  methodological	  limitation	  because	  different	  software	  applications	  for	  analyzing	  eye-­‐tracking	  data	  use	  different	  algorithms	  for	  capturing	  and	  calculating	  eye-­‐tracking	  measures	  (including	  heat	  maps)	  and,	  therefore,	  operationalize	  these	  measures	  differently.	  Not	  justifying	  how	  the	  eye-­‐tracking	  measures	  were	  operationalized	  in	  the	  study	  leaves	  open	  questions	  about	  the	  validity	  of	  the	  interpretation	  of	  the	  results.	  Finally,	  B.	  Smith	  (2012)	  makes	  a	  specious	  assumption	  that	  heat	  maps	  indicate	  “an	  increased	  amount	  of	  attention	  to	  that	  specific	  part	  of	  the	  computer	  screen”	  (p.	  63).	  By	  making	  this	  assumption,	  B.	  Smith	  (2012)	  seems	  to	  ignore	  the	  following	  two	  well-­‐established	  facts:	  (a)	  that	  visual	  attention	  can	  be	  overt	  and	  covert,	  and	  (b)	  that	  visual	  attention	  is	  not	  necessarily	  linked	  to	  foveal	  gaze	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direction.	  The	  assumption	  also	  demonstrates	  that	  B.	  Smith	  (2012)	  fails	  to	  differentiate	  among	  vision,	  attention,	  and	  perception—a	  paramount	  distinction	  for	  eye-­‐tracking	  research	  (Duchowski,	  2007).	  	  This	  brief	  overview	  of	  the	  status	  of	  eye	  tracking	  in	  L2	  research	  indicates	  that	  despite	  the	  growing	  number	  of	  L2	  studies	  that	  use	  this	  technology,	  eye-­‐tracking	  research	  is	  still	  in	  its	  incipient	  stages	  and	  requires	  the	  development	  of	  a	  more	  solid	  theoretical	  and	  methodological	  foundation.	  Thus,	  when	  employing	  eye-­‐tracking	  data,	  L2	  researchers	  should	  avoid	  making	  arbitrary	  design	  decisions	  and,	  whenever	  possible,	  take	  into	  account	  empirical	  evidence	  from	  prior	  eye-­‐tracking	  research	  and	  strive	  for	  methodological	  rigor.	  The	  choice	  of	  a	  methodological	  approach	  should	  be	  grounded	  in	  a	  coherent	  theoretical	  framework	  and	  based	  on	  a	  clear	  research	  design.	  	  
Methodological	  Approaches	  to	  the	  Investigation	  of	  Video-­‐Enhanced	  L2	  
Listening	  Assessment	  	  The	  main	  question	  that	  research	  on	  video-­‐based	  L2	  listening	  assessment	  attempted	  to	  address	  was	  to	  what	  extent	  visuals	  affect	  L2	  learners’	  performance	  on	  such	  listening	  tests.	  As	  discussed	  in	  the	  section	  on	  listening,	  most	  researchers	  who	  explored	  the	  effect	  of	  visuals	  on	  test-­‐takers’	  performance	  during	  an	  L2	  listening	  assessment	  have	  used	  a	  comparative	  method,	  in	  which	  they	  measured	  the	  differences	  between	  test-­‐takers’	  scores	  for	  audio-­‐only	  versions	  and	  visually	  enhanced	  versions	  of	  L2	  listening	  tests	  (e.g.,	  Coniam,	  2001;	  Ginther,	  2002;	  Londe,	  2009;	  Progosh,	  1996;	  Suvorov,	  2009;	  Wagner,	  2010b).	  The	  use	  of	  qualitative	  methods,	  such	  as	  interviews,	  think-­‐alouds,	  and	  retrospective	  verbal	  reports,	  has	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been	  proposed	  as	  an	  alternative	  to	  comparative	  studies	  (Gruba,	  1997;	  Ockey,	  2007;	  Wagner,	  2007).	  Furthermore,	  some	  researchers	  (Ockey,	  2007;	  Wagner,	  2007)	  have	  contended	  that	  research	  on	  video-­‐enhanced	  L2	  listening	  assessment	  should	  explore	  how	  L2	  test-­‐takers	  actually	  interact	  with	  visuals	  during	  such	  listening	  tests.	  	  	  Interestingly,	  qualitative	  methods	  have	  largely	  been	  ignored	  in	  research	  on	  L2	  listening	  (Purdy,	  2010),	  even	  though	  they	  can	  “provide	  alternative	  interpretations	  of	  language	  assessment	  phenomena”	  (Purpura,	  2011,	  p.	  732).	  Despite	  the	  merits	  of	  qualitative	  methods,	  using	  them	  instead	  of	  comparative	  methods	  in	  video-­‐enhanced	  L2	  listening	  assessment,	  as	  suggested	  by	  Gruba	  (1997),	  seems	  to	  be	  problematic	  and	  unjustifiable.	  The	  main	  reason	  why	  abandoning	  comparative	  methods	  and	  replacing	  them	  with	  qualitative	  methods	  might	  not	  be	  a	  good	  idea	  is	  related	  to	  the	  fact	  that	  listening	  is	  an	  implicit,	  multidimensional	  phenomenon	  (Bodie	  et	  al.,	  2008;	  Rhodes	  et	  al.,	  1990)	  and,	  as	  such,	  it	  should	  be	  explored	  using	  multivariate	  approaches	  (Olson,	  2003)	  and	  “multi-­‐method	  assessment	  to	  collect	  convergent	  data”	  (Vandergrift,	  2010,	  p.	  168).	  	  The	  use	  of	  eye	  tracking,	  which	  is	  “a	  useful	  methodology	  in	  language	  processing	  research”	  (Dussias,	  2010,	  p.	  149),	  can	  provide	  an	  innovative	  way	  to	  investigate	  how	  L2	  learners	  use	  visuals	  during	  media-­‐enhanced	  L2	  listening	  comprehension	  tests.	  Although	  eye-­‐tracking	  methodology	  can	  be	  used	  complementarily	  with	  the	  traditional	  comparative	  method,	  it	  cannot	  explicitly	  reveal	  L2	  learners’	  cognitive	  processes	  during	  their	  interaction	  with	  visuals.	  To	  complement	  eye-­‐tracking	  data	  with	  the	  data	  about	  language	  learners’	  cognition,	  it	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is	  necessary	  to	  use	  other	  methods	  that	  allow	  for	  examining	  L2	  learners’	  thinking	  processes	  in	  addition	  to	  their	  viewing	  behavior	  (Duchowski,	  2007;	  Guan	  et	  al.,	  2006).	  	  Hence,	  what	  seems	  to	  be	  needed	  for	  studying	  visuals	  and	  their	  effect	  on	  L2	  listeners’	  test	  performance	  is	  a	  multi-­‐dimensional	  research	  design,	  in	  which	  one	  specific	  methodology	  would	  be	  supplemented,	  rather	  than	  supplanted,	  with	  other	  methodologies.	  Such	  multi-­‐dimensional	  research	  design	  can	  involve	  triangulation,	  which	  is	  “the	  most	  common	  and	  well-­‐known	  approach	  to	  mixing	  methods”	  (Creswell	  &	  Plano-­‐Clark,	  2007,	  p.	  62).	  Of	  particular	  interest	  for	  research	  on	  video-­‐enhanced	  L2	  listening	  assessment	  is	  Creswell	  and	  Plano-­‐Clark’s	  (2007)	  data	  transformation	  model	  of	  the	  triangulation	  design,	  which	  entails	  the	  concurrent	  collection	  of	  quantitative	  data	  (for	  instance,	  test	  performance	  data	  and	  eye-­‐tracking	  data),	  followed	  immediately	  by	  the	  collection	  of	  qualitative	  data	  (such	  as	  retrospective	  verbal	  data)	  that	  are	  subsequently	  quantified.	  The	  use	  of	  this	  model	  can	  allow	  for	  corroborating	  the	  results	  of	  the	  comparative	  analysis	  of	  test-­‐takers’	  scores	  with	  the	  results	  of	  the	  eye-­‐tracking	  data	  analysis	  and	  the	  analysis	  of	  the	  verbal	  data	  (e.g.,	  test-­‐takers’	  verbalizations	  of	  their	  cognitive	  processes	  during	  video-­‐enhanced	  L2	  listening	  assessment).	  The	  quantified	  data	  sets	  can	  also	  enable	  the	  researcher	  to	  use	  inferential	  statistics	  and	  generalize	  the	  findings	  to	  the	  larger	  population.	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Research	  Questions	  The	  present	  study,	  which	  is	  based	  on	  Creswell	  and	  Plano	  Clark’s	  (2007)	  data	  transformation	  model	  of	  the	  triangulation	  design,	  investigates	  how	  L2	  test-­‐takers	  use	  visual	  information	  from	  context	  and	  content	  videos	  during	  the	  Video-­‐based	  Academic	  Listening	  Test	  (VALT)	  and	  what	  effect	  visual	  information	  from	  the	  videos	  has	  on	  their	  test	  performance.	  Specifically,	  this	  study	  aims	  to	  provide	  answers	  to	  the	  following	  five	  research	  questions.	  	  
Research	  Question	  1:	  To	  what	  extent	  are	  the	  statistical	  properties	  of	  the	  scores	  on	  the	  VALT	  and	  on	  the	  AALT	  appropriate	  for	  making	  norm-­‐referenced	  decisions?	  	  Since	  the	  Video-­‐based	  Academic	  Listening	  Test	  (VALT)	  is	  a	  new	  test	  that	  was	  developed	  specifically	  for	  this	  study,	  it	  is	  important	  to	  ensure	  that	  the	  scores	  obtained	  by	  L2	  learners	  on	  this	  test	  are	  appropriate,	  accurate,	  and	  reliable	  measures	  of	  their	  L2	  academic	  listening	  abilities.	  This	  research	  question,	  therefore,	  tackles	  this	  issue	  by	  investigating	  statistical	  properties	  of	  the	  scores	  on	  the	  VALT	  and	  the	  AALT	  (which	  is	  an	  audio-­‐only	  version	  of	  the	  VALT)	  to	  ensure	  that	  they	  are	  appropriate	  for	  making	  norm-­‐referenced	  decisions.	  
Research	  Question	  2:	  To	  what	  extent	  do	  L2	  test-­‐takers	  perform	  differently	  on	  the	  subtest	  enhanced	  by	  context	  videos	  versus	  the	  subtest	  enhanced	  by	  content	  videos	  in	  the	  VALT	  and	  in	  the	  AALT?	  To	  what	  extent	  do	  L2	  test-­‐takers	  perform	  differently	  on	  the	  VALT	  versus	  the	  AALT?	  Some	  researchers	  have	  suggested	  that	  different	  types	  of	  visuals	  can	  affect	  L2	  test-­‐takers’	  performance	  on	  visually	  enhanced	  listening	  tests	  differently	  (e.g.,	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Ginther,	  2002;	  Ockey,	  2007;	  Suvorov,	  2009;	  Wagner,	  2007,	  2008).	  To	  the	  author’s	  knowledge,	  there	  appears	  to	  be	  only	  one	  study	  that	  compared	  the	  effect	  of	  content	  and	  context	  still	  photos	  on	  participants’	  performance	  on	  the	  listening	  comprehension	  section	  of	  the	  TOEFL	  (Ginther,	  2002),	  whereas	  no	  research	  has	  compared	  the	  effect	  of	  content	  and	  context	  videos	  on	  L2	  listeners’	  test	  performance.	  Hence,	  Research	  Question	  2	  aims	  at	  addressing	  this	  gap	  by	  exploring	  whether	  there	  is	  a	  statistically	  significant	  difference	  between	  the	  L2	  test-­‐takers’	  scores	  on	  the	  subtest	  with	  context	  videos	  and	  their	  scores	  on	  the	  subtest	  with	  content	  videos	  within	  the	  VALT	  and	  the	  AALT.	  In	  addition,	  this	  research	  question	  seeks	  to	  determine	  if	  there	  is	  any	  statistically	  significant	  difference	  between	  the	  L2	  learners’	  scores	  on	  the	  VALT	  and	  their	  scores	  on	  the	  AALT.	  	  
Research	  Question	  3:	  To	  what	  extent	  do	  L2	  test-­‐takers	  watch	  context	  videos	  differently	  from	  content	  videos	  in	  the	  VALT,	  as	  indicated	  by	  eye-­‐tracking	  measures?	  To	  what	  extent	  do	  L2	  test-­‐takers’	  viewing	  patterns,	  as	  indicated	  by	  eye-­‐tracking	  measures,	  correlate	  with	  their	  scores	  on	  the	  subtest	  enhanced	  by	  context	  videos	  and	  on	  the	  subtest	  enhanced	  by	  content	  videos?	  Recently,	  several	  researchers	  have	  called	  for	  exploring	  L2	  test-­‐takers’	  viewing	  behavior	  when	  studying	  the	  effect	  of	  visuals	  on	  the	  test-­‐takers’	  listening	  comprehension	  and	  test	  performance	  (e.g.,	  Ockey,	  2007;	  Wagner,	  2007,	  2010a).	  To	  respond	  to	  this	  call,	  this	  study	  has	  utilized	  eye-­‐tracking	  technology	  to	  investigate	  the	  viewing	  patterns	  of	  L2	  test-­‐takers	  during	  their	  interaction	  with	  content	  and	  context	  videos	  in	  the	  VALT.	  The	  answer	  to	  Research	  Question	  3	  will	  contribute	  to	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our	  understanding	  of	  how	  L2	  test-­‐takers	  interact	  with	  context	  and	  content	  videos,	  and	  how	  they	  use	  visual	  information	  during	  a	  visually	  enhanced	  L2	  listening	  assessment.	  	  
Research	  Question	  4:	  How	  do	  L2	  test-­‐takers	  use	  visual	  information	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT,	  as	  indicated	  by	  cued	  retrospective	  reporting?	  In	  particular,	  	  
4.1.	  What	  aspects	  of	  visual	  information,	  and	  why,	  do	  L2	  test-­‐takers	  focus	  on	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT?	  	  
4.2.	  What	  aspects	  of	  visual	  information	  in	  the	  VALT,	  and	  why,	  do	  L2	  test-­‐takers	  find	  helpful	  and/or	  distracting?	  	  Although	  the	  verbal	  report	  methodology	  is	  believed	  to	  have	  several	  inherent	  limitations,	  it	  has	  been	  widely	  used	  in	  L2	  research,	  including	  research	  on	  L2	  listening	  (Ockey,	  2007;	  Wagner,	  2008;	  Wu,	  1998).	  One	  of	  the	  main	  advantages	  for	  this	  methodology	  is	  that	  it	  can	  provide	  valuable	  information	  about	  L2	  learners’	  cognitive	  processes,	  for	  instance,	  their	  processing	  of	  verbal	  and	  visual	  input	  during	  L2	  listening	  assessment	  (Wagner,	  2008).	  In	  this	  study,	  a	  particular	  type	  of	  verbal	  report	  methodology	  called	  cued	  retrospective	  reporting	  has	  been	  used	  to	  elicit	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  in	  context	  and	  content	  videos	  in	  the	  VALT.	  In	  Research	  Question	  4,	  analysis	  will	  focus	  on	  the	  data	  obtained	  via	  cued	  retrospective	  reporting	  to	  explore	  the	  types	  of	  visual	  information	  used	  by	  L2	  test-­‐takers	  and	  the	  extent	  to	  which	  they	  use	  this	  visual	  information	  when	  watching	  context	  and	  content	  videos.	  The	  answer	  to	  this	  question	  will	  help	  identify	  (a)	  the	  aspects	  of	  visual	  information	  that	  L2	  test-­‐takers	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focus	  on	  when	  watching	  context	  and	  content	  videos,	  and	  their	  reasons	  for	  focusing	  on	  those	  aspects;	  and	  (b)	  the	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  that	  L2	  test-­‐takers	  perceive	  as	  helpful	  and	  as	  distracting	  for	  their	  test	  performance,	  and	  their	  reasons	  for	  finding	  these	  aspects	  helpful	  or	  distracting.	  
Research	  Question	  5:	  How	  do	  L2	  test-­‐takers	  use	  visual	  information	  when	  answering	  individual	  questions	  on	  the	  VALT,	  as	  indicated	  by	  cued	  retrospective	  reporting?	  In	  particular,	  
5.1.	  What	  is	  the	  difference	  between	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  of	  the	  VALT?	  	  
5.2.	  To	  what	  extent	  are	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  each	  individual	  question	  associated	  with	  their	  scores	  on	  individual	  questions?	  	  Similarly	  to	  Research	  Question	  4,	  Research	  Question	  5	  will	  be	  answered	  by	  using	  cued	  retrospective	  reporting	  to	  elicit	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  in	  context	  and	  content	  videos	  in	  the	  VALT.	  However,	  the	  last	  research	  question	  will	  focus	  on	  examining	  how	  L2	  test-­‐takers	  use	  visual	  information	  when	  answering	  individual	  questions	  on	  the	  test,	  rather	  than	  
when	  watching	  videos.	  Specifically,	  the	  answer	  to	  this	  question	  will	  help	  (a)	  determine	  whether	  L2	  test-­‐takers	  perceive	  context	  videos	  differently	  from	  content	  videos	  in	  terms	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  individual	  questions,	  and	  (b)	  discover	  the	  strength	  of	  the	  association	  between	  L2	  test-­‐takers’	  perceptions	  of	  helpfulness	  of	  visual	  information	  and	  their	  test	  performance.	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Chapter	  Summary	  This	  chapter	  presented	  a	  review	  of	  literature	  relevant	  to	  the	  topic	  of	  this	  dissertation—the	  use	  of	  visuals	  in	  L2	  listening	  tests.	  In	  particular,	  the	  review	  focused	  on	  two	  main,	  broad	  aspects:	  L2	  listening	  and	  eye	  tracking.	  The	  section	  on	  L2	  listening	  introduced	  the	  issues	  related	  to	  the	  definition	  of	  L2	  listening	  and	  an	  L2	  listening	  construct,	  the	  models	  of	  listening	  comprehension,	  and	  the	  types	  of	  listening,	  with	  an	  emphasis	  on	  academic	  listening.	  It	  also	  examined	  the	  types	  of	  visuals,	  discussed	  empirical	  and	  theoretical	  perspectives	  on	  the	  role	  of	  visuals	  in	  L2	  listening	  comprehension,	  and	  synthesized	  research	  on	  visuals	  in	  L2	  listening	  assessment.	  The	  main	  conclusion	  drawn	  at	  the	  end	  of	  this	  section	  demonstrated	  that	  in	  order	  to	  better	  understand	  the	  effect	  of	  visuals	  on	  L2	  listeners’	  test	  performance,	  it	  is	  necessary	  to	  investigate	  how	  the	  learners	  interact	  with	  visuals	  during	  L2	  listening	  tests.	  It	  was	  further	  concluded	  that	  such	  investigation	  could	  be	  done	  using	  an	  eye-­‐tracking	  technology.	  	  The	  section	  on	  eye	  tracking	  introduced	  and	  summarized	  the	  key	  aspects	  of	  eye-­‐tracking	  technology	  and	  eye-­‐tracking	  research.	  Specifically,	  it	  provided	  theoretical	  perspectives	  on	  eye	  movements,	  visual	  attention,	  and	  perception;	  presented	  the	  most	  commonly	  used	  eye-­‐tracking	  measures;	  and	  synthesized	  the	  main	  ideas	  regarding	  the	  use	  of	  eye	  tracking	  for	  exploring	  cognition	  and	  auditory	  language	  processing,	  as	  well	  as	  visual	  stimuli.	  Furthermore,	  this	  section	  offered	  an	  overview	  of	  eye-­‐tracking	  studies	  in	  second	  language	  research.	  	  Based	  on	  the	  discussions	  from	  the	  previous	  two	  sections,	  the	  third	  section	  synthesized	  the	  information	  about	  the	  methodological	  approaches	  to	  the	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investigation	  of	  video-­‐enhanced	  L2	  listening	  assessment.	  Creswell	  and	  Plano-­‐Clark’s	  (2007)	  data	  transformation	  model	  of	  the	  triangulation	  design	  was	  proposed	  as	  the	  basis	  for	  the	  research	  design	  of	  this	  study.	  The	  chapter	  concluded	  with	  the	  presentation	  of	  five	  research	  questions	  that	  guided	  the	  present	  study.	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CHAPTER	  3	  	  
	  
METHODOLOGY	  	   This	  chapter	  delineates	  the	  research	  methodology	  of	  the	  study.	  Specifically,	  the	  chapter	  begins	  with	  an	  introduction	  of	  the	  research	  design	  used	  in	  the	  study.	  Next,	  a	  description	  of	  three	  groups	  of	  study	  participants	  is	  provided,	  followed	  by	  a	  detailed	  discussion	  of	  materials	  and	  instruments	  used	  for	  data	  collection:	  the	  Video-­‐based	  Academic	  Listening	  Test	  (VALT),	  the	  Audio-­‐only	  Academic	  Listening	  Test	  (AALT),	  a	  post-­‐test	  questionnaire,	  the	  eye-­‐tracking	  equipment	  with	  iMotions	  Attention	  Tool,	  and	  a	  cued	  retrospective	  reporting.	  In	  addition,	  the	  chapter	  explains	  the	  procedures	  used	  to	  collect	  three	  types	  of	  data:	  test	  performance	  data,	  eye-­‐tracking	  data,	  and	  retrospective	  verbal	  data.	  Finally,	  the	  chapter	  ends	  with	  a	  discussion	  of	  data	  analyses	  that	  were	  carried	  out	  to	  answer	  each	  of	  the	  five	  research	  questions	  in	  this	  study.	  	  
Research	  Design	  The	  overall	  research	  design	  used	  in	  this	  study	  was	  based	  on	  Creswell	  and	  Plano	  Clark’s	  (2007)	  data	  transformation	  model	  of	  the	  triangulation	  design	  (see	  Figure	  3.1).	  The	  use	  of	  this	  model	  involved	  the	  concurrent	  collection	  of	  quantitative	  data	  sets	  (i.e.,	  test	  performance	  data	  and	  eye-­‐tracking	  data),	  followed	  immediately	  by	  the	  collection	  of	  qualitative	  data	  (i.e.,	  retrospective	  verbal	  data)	  that	  were	  subsequently	  quantified.	  This	  research	  design	  was	  chosen	  for	  the	  study	  because	  it	  allowed	  to	  address	  four	  out	  of	  five	  research	  questions	  (namely,	  Research	  Questions	  1,	  2,	  3,	  and	  5)	  using	  inferential	  statistics	  and,	  therefore,	  to	  generalize	  the	  findings	  to	  the	  larger	  population.	  Research	  Question	  4	  was	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answered	  using	  a	  qualitative	  analysis	  of	  retrospective	  verbal	  data	  that	  enabled	  identification	  of	  major	  emergent	  themes,	  followed	  by	  counting	  the	  number	  of	  participants	  who	  commented	  on	  each	  theme.	  	  
	  
	  
Figure	  3.1.	  Data	  transformation	  model	  of	  the	  triangulation	  design	  (based	  on	  Creswell	  and	  Plano	  Clark,	  2007,	  p.	  62).	  Three	  sets	  of	  data	  were	  collected	  for	  this	  study:	  (a)	  test	  performance	  data,	  comprising	  the	  scores	  for	  each	  of	  the	  items	  for	  the	  VALT	  and	  the	  AALT	  from	  all	  participants	  (i.e.,	  quantitative	  data	  set);	  (b)	  eye-­‐tracking	  data,	  consisting	  of	  the	  eye-­‐movement	  recordings	  of	  the	  participants	  in	  the	  eye-­‐tracking	  group	  during	  the	  VALT	  (i.e.,	  quantitative	  data	  set);	  and	  (c)	  retrospective	  verbal	  data,	  consisting	  of	  the	  eye-­‐tracking	  group	  participants’	  verbalizations	  of	  their	  cognitive	  processes	  during	  their	  initial	  completion	  of	  the	  VALT	  (i.e.,	  qualitative	  data	  set).	  In	  particular,	  test	  performance	  data	  were	  gathered	  by	  administering	  the	  VALT	  and	  the	  AALT,	  eye-­‐tracking	  data	  were	  collected	  using	  a	  remote	  eye-­‐tracking	  system,	  and	  retrospective	  verbal	  data	  were	  obtained	  via	  the	  cued	  retrospective	  reporting	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method.	  Table	  3.1	  summarizes	  information	  about	  the	  three	  sets	  of	  data	  that	  were	  collected	  for	  this	  study.	  	  Table	  3.1	  	  
Data	  Sets	  Collected	  for	  the	  Study	  Data	  Set	   Data	  Type	   Data	  Collection	  Method	   Data	  Source	  Test	  performance	  data	  	   Quantitative	   VALT/AALT	  administration	   Participants	  in	  video,	  audio,	  and	  eye-­‐tracking	  groups	  (n	  =	  121)	  Eye-­‐tracking	  data	   Quantitative	   Eye	  tracking	  	   Participants	  in	  eye-­‐tracking	  group	  (n	  =	  33)	  Retrospective	  verbal	  data	   Qualitative	   Cued	  retrospective	  reporting	   Participants	  in	  eye-­‐tracking	  group	  (n	  =	  33)	  	   On	  the	  basis	  of	  the	  three	  data	  sets,	  several	  variables	  were	  identified	  and	  used	  to	  answer	  the	  research	  questions.	  Specifically,	  the	  independent	  variables	  used	  in	  the	  study	  were	  the	  types	  of	  visuals	  (i.e.,	  context	  video	  and	  content	  video).	  In	  addition,	  there	  were	  three	  groups	  of	  dependent	  variables	  in	  the	  study:	  (a)	  the	  participants’	  eye	  movements	  during	  the	  VALT	  represented	  by	  fixation	  rate,	  dwell	  rate,	  and	  the	  total	  dwell	  time;	  (b)	  the	  participants’	  perceptions	  regarding	  the	  helpfulness	  of	  visual	  information	  when	  watching	  each	  video	  and	  when	  answering	  individual	  questions	  on	  the	  VALT;	  and	  (c)	  the	  participants’	  scores	  on	  the	  VALT	  and	  AALT	  items.	  Since	  the	  subsequent	  data	  analyses	  used	  test	  scores	  at	  different	  levels	  of	  granularity,	  these	  scores	  were	  grouped	  to	  form	  the	  following	  three	  dependent	  variables	  (see	  Figure	  3.2):	  (a)	  overall	  test	  scores	  on	  the	  VALT	  and	  on	  the	  AALT	  (hereinafter	  overall	  test	  scores),	  (b)	  scores	  on	  the	  subtests	  within	  the	  VALT	  and	  the	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AALT	  (hereinafter	  context	  subtest	  scores	  and	  content	  subtest	  scores),	  and	  (c)	  scores	  for	  each	  individual	  question	  on	  both	  tests	  (hereinafter	  item	  scores).	  	  	  	  
	  
	  	  
Figure	  3.2.	  Types	  of	  test	  scores	  used	  in	  the	  study.	  	  	  	   Table	  3.2	  summarizes	  how	  each	  variable	  was	  used	  to	  answer	  the	  five	  research	  questions.	  	  	  	  
Overall	  test	  score	  	  (out	  of	  30)	  
Context	  	  	  subtest	  score	  	  (out	  of	  15)	  
Video	  1	   Video	  3	   Video	  5	  
Content	  	  subtest	  score	  	  (out	  of	  15)	  
Video	  2	   Video	  4	   Video	  6	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Table	  3.2	  
Summary	  of	  Variables	  Used	  for	  Answering	  Research	  Questions	  Research	  Question	   Variable	   Data	  Set	  RQ1	   Overall	  test	  scores	  on	  the	  VALT	  and	  the	  AALT,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT,	  item	  scores	  on	  the	  VALT	  and	  the	  AALT,	  video	  type*	  
Test	  performance	  data	  
RQ2	   Overall	  test	  scores	  on	  the	  VALT	  and	  the	  AALT,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT,	  video	  type*	   Test	  performance	  data	  RQ3	   Fixation	  rate,	  dwell	  rate,	  and	  total	  dwell	  time;	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT;	  video	  type*	   Test	  performance	  data,	  eye-­‐tracking	  data	  RQ4	   	   	  	  	  	  	  	  RQ4.1	   Perceptions	  of	  the	  visual	  information	  focused	  on	  at	  the	  video	  level	  in	  the	  VALT,	  video	  type*	   Retrospective	  verbal	  data	  	  	  	  	  	  RQ4.2	   Perceptions	  of	  the	  helpfulness	  of	  visual	  information	  at	  the	  video	  level	  in	  the	  VALT,	  video	  type*	   Retrospective	  verbal	  data	  RQ5	   	   	  	  	  	  	  	  RQ5.1	  	  	   Perceptions	  of	  the	  helpfulness	  of	  visual	  information	  at	  the	  level	  of	  individual	  questions	  in	  the	  VALT,	  video	  type*	   Retrospective	  verbal	  data	  	  	  	  	  	  RQ5.2	   Perceptions	  of	  the	  helpfulness	  of	  visual	  information	  at	  the	  level	  of	  individual	  questions	  in	  the	  VALT,	  item	  scores	  on	  the	  VALT	   Retrospective	  verbal	  data,	  test	  performance	  data	  
*Note.	  Video	  type	  refers	  to	  two	  types	  of	  videos:	  context	  videos	  and	  content	  videos.	  	  
Participants	  	   The	  participants	  in	  this	  study	  were	  121	  international	  undergraduate	  and	  graduate	  students	  (56	  male,	  60	  female,	  5	  unreported)	  at	  Iowa	  State	  University	  (ISU),	  a	  large	  public	  university	  in	  the	  Midwest	  of	  the	  USA.	  Out	  of	  these,	  97	  participants	  were	  undergraduate	  and	  graduate	  students	  enrolled	  in	  English	  99L,	  an	  ESL	  Listening	  course.	  English	  99L	  is	  a	  mandatory	  course	  for	  all	  new	  international	  students	  at	  ISU	  who	  have	  not	  passed	  the	  English	  Placement	  Test,	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which	  is	  a	  placement	  test	  required	  of	  all	  incoming	  students	  whose	  mother	  tongue	  is	  not	  English	  and	  who	  have	  a	  TOEFL	  score	  of	  less	  than	  640	  (paper-­‐based	  TOEFL),	  less	  than	  270	  (computer-­‐based	  TOEFL),	  or	  less	  than	  105	  (internet-­‐based	  TOEFL).	  In	  addition,	  24	  participants	  were	  international	  graduate	  students	  in	  the	  Applied	  Linguistics	  and	  Technology	  (ALT)	  program	  at	  ISU.	  These	  participants	  were	  considered	  to	  be	  more	  advanced-­‐level	  non-­‐native	  speakers	  of	  English	  as	  they	  had	  to	  have	  a	  high	  TOEFL	  score	  (i.e.,	  111	  or	  above	  for	  iBT	  TOEFL	  or	  640	  or	  above	  for	  PBT	  TOEFL)	  to	  be	  enrolled	  in	  the	  above-­‐mentioned	  program.	  	  The	  rationale	  for	  including	  these	  two	  groups	  of	  participants	  in	  the	  study	  was	  related	  to	  the	  researcher’s	  intention	  to	  have	  a	  sample	  that	  would	  be	  representative	  of	  the	  target	  population	  of	  the	  VALT.	  Specifically,	  the	  VALT	  was	  designed	  as	  a	  placement	  test	  for	  non-­‐native	  speakers	  (NNS)	  of	  English	  to	  determine	  whether	  their	  academic	  listening	  skills	  were	  sufficient	  for	  successful	  academic	  performance	  in	  an	  English-­‐medium	  university	  setting.	  Consequently,	  the	  target	  population	  of	  this	  test	  comprised	  NNS	  with	  various	  levels	  of	  English	  proficiency	  (i.e.,	  those	  who	  would	  pass	  the	  VALT	  and	  those	  who	  would	  not	  pass	  it).	  Thus,	  by	  recruiting	  both	  English	  99L	  students	  who	  overall	  had	  a	  less	  advanced	  level	  of	  English	  proficiency	  and	  students	  from	  the	  ALT	  program	  whose	  overall	  English	  proficiency	  was	  more	  advanced,	  the	  researcher	  aimed	  at	  creating	  a	  representative	  sample	  that	  would	  resemble	  the	  characteristics	  of	  the	  target	  population.	  	  Table	  3.3	  provides	  background	  information	  about	  the	  study	  participants	  that	  was	  obtained	  via	  a	  post-­‐test	  questionnaire.	  The	  collected	  background	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information	  included	  the	  participants’	  age,	  native	  language,	  number	  of	  years	  they	  had	  been	  learning	  English,	  and	  student	  status	  at	  the	  time	  of	  the	  study.	  	  Table	  3.3	  
Participants’	  Characteristics	  (n	  =	  121)	  	   Age	   Native	  Language	   Number	  of	  Years	  Learning	  English	   Student	  Status	  18	  (n	  =	  25)	   Chinese	  (n	  =	  82)	   1	  (n	  =	  1)	   English	  99L	  undergraduate	  	  (n	  =	  76)	  19	  (n	  =	  26)	   Korean	  (n	  =	  15)	   2	  (n	  =	  2)	   English	  99L	  graduate	  (n	  =	  16)	  20	  (n	  =	  14)	   Turkish	  (n	  =	  3)	   3	  (n	  =	  7)	   ALT	  graduate	  (n	  =	  24)	  21	  (n	  =	  7)	   Brazilian	  Portuguese	  (n	  =	  2)	   4	  (n	  =	  4)	   Unreported	  English	  99L	  (n	  =	  5)	  22	  (n	  =	  8)	   Malay	  (n	  =	  2)	   5	  (n	  =	  7)	   	  23	  (n	  =	  6)	   Vietnamese	  (n	  =	  2)	   6	  (n	  =	  15)	   	  24	  (n	  =	  2)	   Sinhalese	  (n	  =	  2)	   7	  (n	  =	  2)	   	  25	  (n	  =	  5)	   Arabic	  (n	  =	  2)	   8	  (n	  =	  7)	   	  27	  (n	  =	  1)	   Spanish	  (n	  =	  2)	   9	  (n	  =	  8)	   	  28	  (n	  =	  4)	   Kurdish	  (n	  =	  1)	   10	  (n	  =	  23)	   	  29	  (n	  =	  6)	   Nepali	  (n	  =	  1)	   11	  (n	  =	  3)	   	  30	  (n	  =	  4)	   Indonesian	  (n	  =	  1)	   12	  (n	  =	  14)	   	  32	  (n	  =	  2)	   Italian	  (n	  =	  1)	   13	  (n	  =	  2)	   	  33	  (n	  =	  1)	   Unreported	  (n	  =	  5)	   14	  (n	  =	  3)	   	  34	  (n	  =	  1)	   	   15	  (n	  =	  1)	   	  35	  (n	  =	  3)	   	   16	  (n	  =	  2)	   	  Unreported	  (n	  =	  6)	   	   17	  (n	  =	  1)	   	  	   	   18	  (n	  =	  1)	   	  	   	   19	  (n	  =	  3)	   	  	   	   20	  (n	  =	  6)	   	  	   	   22	  (n	  =	  1)	   	  	   	   25	  (n	  =	  1)	   	  	   	   Unreported	  	  (n	  =	  7)	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Materials	  and	  Instruments	  
	  
Video-­‐based	  Academic	  Listening	  Test	  (VALT).	  	  
	  	   Developing	  the	  VALT.	  The	  Video-­‐based	  Academic	  Listening	  Test	  (VALT)	  was	  developed	  for	  this	  study	  using	  the	  test	  specifications	  provided	  in	  Table	  3.4.	  The	  test	  specifications	  were	  based	  on	  Bachman	  and	  Palmer’s	  (1996)	  approach	  to	  test	  specification	  format.	  Table	  3.4	  
Table	  of	  the	  VALT	  Specifications	  Component	   Description	  Purpose	   To	  measure	  L2	  learners’	  ability	  to	  process	  and	  understand	  verbal	  and	  visual	  information	  from	  academic	  lectures	  enhanced	  by	  context	  and	  content	  videos	  	  	  Definition	  of	  the	  construct	   The	  ability	  to	  process	  and	  understand	  verbal	  and	  visual	  information	  from	  an	  academic	  lecture	  in	  an	  English-­‐medium	  university	  setting	  	  Setting	   A	  lab	  equipped	  with	  computers,	  monitors,	  and	  headphones	  	  	  Time	  allotment	   45	  minutes	  	  Instructions	   If	  necessary,	  adjust	  the	  volume	  while	  listening	  to	  these	  instructions.	  The	  purpose	  of	  this	  listening	  test	  is	  to	  evaluate	  your	  ability	  to	  understand	  spoken	  English	  in	  an	  academic	  environment.	  The	  test	  consists	  of	  six	  parts.	  For	  each	  part,	  you	  will	  watch	  a	  short	  video	  taken	  from	  an	  introductory-­‐level	  university	  lecture.	  Each	  lecture	  will	  be	  played	  only	  one	  time.	  Do	  NOT	  move	  on	  to	  the	  next	  page	  until	  you	  have	  finished	  watching	  each	  lecture!	  After	  watching	  each	  lecture,	  you	  will	  be	  given	  five	  multiple-­‐choice	  questions.	  On	  your	  computer	  screen,	  choose	  the	  best	  answer	  for	  each	  question.	  You	  will	  NOT	  be	  allowed	  to	  go	  back	  and	  change	  your	  answer	  once	  you	  move	  on	  to	  the	  next	  page.	  You	  may	  take	  notes	  while	  listening	  and	  use	  them	  to	  answer	  the	  questions.	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The	  test	  lasts	  45	  minutes,	  so	  use	  this	  time	  wisely	  and	  try	  not	  to	  spend	  more	  than	  20	  seconds	  to	  answer	  each	  question.	  You	  may	  now	  proceed	  to	  the	  next	  page	  to	  start	  the	  test.	  	  Characteristics	  of	  the	  input	  and	  expected	  response	   Six	  video	  clips	  taken	  from	  introductory-­‐level	  undergraduate	  video	  lectures	  and	  30	  multiple-­‐choice	  questions	  related	  to	  each	  video	  clip	  (i.e.,	  five	  multiple-­‐choice	  questions	  per	  video)	  delivered	  via	  Moodle.	  The	  video	  clips	  comprise	  three	  context	  videos	  and	  three	  content	  videos.	  Context	  videos	  contain	  visual	  information	  about	  the	  context	  of	  the	  lecture.	  Content	  videos	  provide	  visual	  information	  that	  is	  semantically	  related	  to	  the	  information	  in	  the	  oral	  input.	  After	  watching	  each	  video	  clip,	  test-­‐takers	  are	  expected	  to	  respond	  to	  questions	  by	  selecting	  the	  best	  answer	  from	  the	  four	  options.	  	  	  Scoring	  method	   Answers	  to	  multiple-­‐choice	  questions	  are	  automatically	  scored	  by	  Moodle	  as	  correct	  or	  incorrect.	  Each	  correct	  answer	  is	  assigned	  a	  value	  of	  1,	  whereas	  each	  incorrect	  answer	  is	  assigned	  0.	  No	  partial	  scoring	  is	  used.	  	   Each	  video	  clip	  was	  taken	  from	  the	  videos	  of	  real-­‐life	  university	  lectures	  posted	  on	  YouTube.	  The	  lectures	  came	  from	  YouTube	  channels	  of	  Yale	  University	  and	  the	  University	  of	  California	  –	  Berkeley.	  All	  professors	  giving	  the	  lectures	  were	  contacted	  to	  receive	  permission	  for	  using	  the	  video	  clips	  from	  their	  lectures	  in	  the	  VALT.	  	  The	  selection	  of	  video	  clips	  for	  the	  VALT	  was	  based	  on	  the	  following	  criteria:	  1. Each	  video	  clip	  must	  come	  from	  an	  introductory-­‐level	  undergraduate	  class	  lecture.	  	  2. Each	  video	  clip	  must	  come	  from	  a	  different	  discipline.	  3. The	  difficulty	  level	  of	  the	  content	  and	  language	  used	  in	  each	  video	  should	  be	  approximately	  the	  same.	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4. The	  length	  of	  each	  video	  clip	  should	  be	  approximately	  three	  or	  four	  minutes.	  	  5. All	  video	  clips	  should	  have	  the	  same	  good	  quality	  of	  the	  sound	  and	  video.	  6. One	  half	  of	  video	  clips	  must	  represent	  content	  visuals	  and	  the	  other	  half	  must	  represent	  context	  visuals.	  7. Video	  clips	  should	  contain	  only	  a	  minimal	  amount	  of	  textual	  information.	  Any	  textual	  information	  (e.g.,	  presented	  in	  a	  PowerPoint	  slide	  or	  on	  a	  board)	  may	  include	  only	  key	  words	  rather	  than	  complete	  sentences	  or	  paragraphs.	  	  8. Each	  video	  clip	  should	  contain	  an	  explanation	  of	  a	  concept,	  phenomenon,	  or	  process	  from	  a	  specific	  discipline.	  	  9. Professors	  giving	  the	  lectures	  must	  be	  native	  speakers	  of	  standard	  American	  English	  and	  not	  have	  any	  salient	  speech	  defects	  that	  could	  potentially	  interfere	  with	  the	  listening	  comprehension	  of	  L2	  test-­‐takers.	  	  Decisions	  as	  to	  whether	  a	  specific	  video	  clip	  was	  context	  or	  content	  (see	  Item	  6	  from	  the	  list	  of	  criteria	  above)	  were	  made	  based	  on	  the	  definitions	  of	  context	  and	  content	  visuals	  provided	  by	  Bejar	  et	  al.	  (2000)	  and	  Ginther	  (2002).	  Each	  context	  video	  clip	  displayed	  a	  professor	  giving	  a	  lecture	  in	  a	  classroom,	  thus	  providing	  visual	  information	  about	  the	  context	  and	  the	  speaker	  (see	  Figure	  3.3).	  Content	  video	  clips	  selected	  for	  the	  VALT	  utilized	  different	  forms	  of	  content	  visuals,	  such	  as	  an	  image	  of	  a	  star	  with	  an	  exoplanet	  (Astrophysics,	  see	  Figure	  3.4);	  a	  graph	  representing	  the	  interaction	  among	  demand,	  supply,	  and	  price	  (Economics);	  and	  a	  drawing	  of	  the	  mushroom	  structure	  on	  a	  blackboard	  (Biology).	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Figure	  3.3.	  A	  screenshot	  of	  a	  webpage	  with	  a	  context	  video	  from	  the	  VALT.	  	  
	  	  
Figure	  3.4.	  A	  screenshot	  of	  a	  webpage	  with	  a	  content	  video	  from	  the	  VALT.	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To	  measure	  the	  difficulty	  level	  of	  the	  language	  used	  in	  each	  video	  clip	  (see	  Item	  3	  from	  the	  list	  of	  criteria	  above),	  the	  researcher	  used	  Flesch	  Reading	  Ease	  and	  Flesch-­‐Kincaid	  Grade	  Levels,	  which	  are	  two	  of	  the	  most	  widely	  used	  readability	  formulas	  for	  predicting	  the	  difficulty	  level	  of	  a	  written	  text.	  Although	  Flesch’s	  readability	  formulas	  were	  designed	  for	  assessing	  “readability”	  defined	  by	  DuBay	  (2007)	  as	  “what	  makes	  some	  texts	  easier	  to	  read	  than	  others”	  (p.	  4),	  many	  researchers	  appear	  to	  rely	  on	  these	  formulas	  to	  also	  evaluate	  “listenability”	  (i.e.,	  external	  factors	  that	  make	  listening	  difficult	  or	  easy,	  see	  Glenn,	  Emmert,	  and	  Emmert,	  1995),	  despite	  some	  concerns	  about	  a	  lack	  of	  “empirical	  validations	  of	  the	  listenability/readability	  equation”	  (D.	  Rubin,	  1993,	  p.	  263).	  Flesch	  Reading	  Ease	  scores	  are	  provided	  on	  a	  100-­‐point	  scale,	  with	  lower	  scores	  indicating	  more	  difficult	  levels	  of	  readability	  and	  vice	  versa.	  Flesch-­‐Kincaid	  Grade	  Levels,	  on	  the	  other	  hand,	  suggest	  estimated	  US	  grade	  levels,	  with	  a	  higher	  grade	  level	  denoting	  a	  more	  difficult	  text	  for	  reading.	  	  Flesch	  Reading	  Ease	  scores	  and	  Flesch-­‐Kincaid	  Grade	  Levels	  that	  were	  obtained	  for	  each	  video	  clip	  in	  the	  VALT	  are	  provided	  in	  Table	  3.5.	  	  Table	  3.5	  
Readability	  Statistics	  for	  the	  Scripts	  of	  Video	  Clips	  in	  the	  VALT	  Video	  Clip	   Visual	  Type	   Word	  Count	   Flesch	  Reading	  Ease	  Score	   Score	  Description	   Flesch-­‐Kincaid	  Grade	  Level	  Video	  1	   Context	   451	   65.2	   Standard	   8.6	  Video	  2	   Content	   550	   68.0	   Standard	   9.4	  Video	  3	   Context	   450	   39.5	   Difficult	   12.0	  Video	  4	   Content	   616	   63.2	   Standard	   9.9	  Video	  5	   Context	   567	   66.6	   Standard	   9.3	  Video	  6	   Content	   563	   65.1	   Standard	   10.8	  
Note.	  Score	  descriptions	  are	  taken	  from	  Flesch	  (1974).	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As	  can	  be	  seen	  in	  Table	  3.5,	  Video	  3,	  which	  is	  classified	  as	  “difficult”	  on	  the	  basis	  of	  a	  low	  Flesch	  Reading	  Ease	  score,	  stands	  out	  in	  relation	  to	  all	  other	  videos	  in	  the	  VALT	  that	  are	  ranked	  as	  “standard”	  in	  terms	  of	  their	  readability.	  It	  should	  be	  noted,	  however,	  that	  these	  values	  should	  be	  interpreted	  with	  caution	  because,	  as	  discussed	  above,	  they	  are	  measures	  of	  readability	  rather	  than	  listenability,	  even	  though	  the	  two	  have	  been	  found	  by	  a	  number	  of	  researchers	  to	  be	  significantly	  correlated	  (DuBay,	  2007).	  Since	  Flesh’s	  formulae	  take	  into	  account	  the	  average	  sentence	  length,	  the	  obtained	  values	  appear	  to	  be	  greatly	  affected	  by	  the	  way	  each	  video	  is	  transcribed.	  In	  particular,	  when	  transcribing	  the	  videos	  in	  the	  VALT,	  the	  researcher	  had	  to	  decide	  whether	  to	  present	  certain	  chunks	  of	  oral	  discourse	  as	  two	  separate	  sentences	  or	  as	  two	  independent	  clauses	  joined	  by	  a	  comma	  in	  one	  sentence.	  Choosing	  the	  latter	  option	  in	  some	  cases	  led	  to	  drastic	  changes	  in	  Flesch-­‐Kincaid	  Grade	  Levels	  (up	  to	  two	  levels).	  With	  regard	  to	  Video	  3,	  its	  low	  Flesch	  Reading	  Ease	  score	  can	  be	  attributed	  to	  the	  length	  of	  the	  sentences	  used	  by	  the	  speaker,	  whose	  talk	  was	  characterized	  by	  the	  use	  of	  multiple	  conjunctions	  and	  clauses.	  	  Each	  video	  clip	  in	  the	  VALT	  was	  followed	  by	  five	  multiple-­‐choice	  questions.	  Every	  multiple-­‐choice	  question	  had	  a	  stem	  and	  four	  options,	  with	  one	  correct	  answer.	  No	  partial	  scoring	  was	  used.	  Multiple-­‐choice	  questions	  were	  designed	  to	  elicit	  both	  the	  main	  idea	  (e.g.,	  What	  is	  the	  main	  purpose	  of	  this	  lecture?)	  and	  details	  pertaining	  to	  the	  content	  of	  each	  video	  clip	  (e.g.,	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about…?	  or	  What	  was	  one	  piece	  of	  information	  given	  about…?).	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The	  VALT	  was	  developed	  using	  the	  Quiz	  module	  in	  the	  Moodle	  course	  management	  system	  version	  1.9.7,	  but	  the	  test	  is	  also	  operational	  in	  Moodle	  version	  2.x.	  The	  test	  was	  limited	  to	  45	  minutes	  and	  an	  online	  timer	  was	  made	  available	  for	  test-­‐takers	  to	  keep	  track	  of	  their	  time.	  Instructions	  on	  how	  to	  complete	  the	  test	  were	  presented	  at	  the	  beginning	  of	  the	  test	  in	  both	  audio	  and	  written	  format.	  A	  secure	  mode	  of	  the	  Quiz	  module	  was	  used	  to	  ensure	  that	  test-­‐takers	  had	  no	  control	  over	  the	  browser	  during	  the	  test.	  All	  responses	  were	  automatically	  scored	  by	  the	  Moodle	  system	  that	  made	  the	  final	  score	  available	  to	  the	  test-­‐takers	  immediately	  after	  they	  had	  completed	  the	  test.	  	  	  The	  Quiz	  module	  in	  Moodle	  was	  customized	  in	  order	  to	  accommodate	  for	  the	  peculiarities	  of	  the	  VALT	  delivery.	  Specifically,	  the	  test	  was	  set	  up	  in	  a	  linear	  way.	  After	  watching	  the	  first	  video	  clip,	  test-­‐takers	  were	  given	  one	  question	  at	  a	  time	  in	  a	  written	  mode	  only	  (see	  Figure	  3.5).	  Upon	  answering	  the	  question,	  test-­‐takers	  could	  move	  only	  forward	  by	  clicking	  on	  the	  “Next”	  button.	  Thus,	  question	  previewing	  and	  changes	  to	  submitted	  answers	  were	  not	  allowed.	  After	  answering	  all	  five	  questions	  related	  to	  the	  first	  video	  clip,	  test-­‐takers	  were	  shown	  the	  next	  video	  clip	  followed	  by	  five	  multiple-­‐choice	  questions,	  and	  so	  on.	  All	  video	  clips	  were	  posted	  on	  a	  YouTube	  private	  channel	  and	  embedded	  in	  the	  Quiz	  module	  in	  Moodle.	  The	  test	  was	  set	  up	  in	  such	  a	  way	  that	  each	  video	  playback	  would	  start	  automatically.	  All	  play	  controls	  were	  disabled	  so	  that	  test-­‐takers	  could	  not	  manipulate	  the	  video.	  Test-­‐takers	  were	  allowed	  to	  watch	  each	  video	  clip	  only	  one	  time.	  This	  decision	  was	  based	  primarily	  on	  practicality	  considerations	  due	  to	  the	  overall	  length	  of	  the	  VALT,	  but	  also	  on	  the	  characteristics	  of	  the	  target	  academic	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classroom	  domain,	  in	  which	  language	  learners	  can	  hear	  and	  see	  the	  professor’s	  lecture	  only	  one	  time.	  	  	  	  
	  	  
Figure	  3.5.	  A	  screenshot	  of	  a	  webpage	  with	  a	  test	  item	  from	  the	  VALT.	  	  	   Piloting	  and	  finalizing	  the	  VALT.	  The	  VALT	  was	  piloted	  and	  revised	  several	  times.	  The	  initial	  version	  of	  the	  VALT	  consisted	  of	  eight	  short	  video	  clips	  from	  academic	  lectures	  and	  40	  multiple-­‐choice	  questions.	  After	  usability	  testing	  with	  three	  near-­‐native	  speakers	  and	  a	  pilot	  test	  run	  with	  a	  group	  of	  19	  students	  enrolled	  in	  an	  ESL	  listening	  class	  at	  Iowa	  State	  University,	  a	  decision	  was	  made	  to	  shorten	  the	  length	  of	  the	  VALT	  to	  six	  video	  clips	  and	  30	  multiple-­‐choice	  questions.	  This	  decision	  was	  based	  on	  practicality	  considerations,	  as	  most	  ESL	  students	  ran	  out	  of	  time	  and	  were	  not	  able	  to	  complete	  the	  original	  version	  of	  the	  test	  during	  a	  50-­‐minute	  class	  period.	  	  The	  revised	  version	  of	  the	  VALT	  was	  piloted	  again	  with	  47	  ESL	  students	  and	  three	  native	  speakers	  of	  English.	  Based	  on	  the	  results	  of	  the	  reliability	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analysis,	  item	  analysis,	  and	  distractor	  analysis,	  it	  was	  concluded	  that	  the	  VALT	  required	  further	  revisions	  due	  to	  relatively	  low	  internal	  consistency	  reliability	  of	  the	  obtained	  scores	  (Cronbach’s	  alpha	  coefficient	  of	  .564).	  Several	  possible	  reasons	  may	  account	  for	  low	  reliability	  of	  the	  test	  scores	  in	  the	  pilot	  study:	  (a)	  the	  poor	  quality	  of	  some	  test	  items,	  (b)	  the	  relative	  lack	  of	  variation	  among	  the	  participants’	  language	  ability	  levels,	  and	  (c)	  the	  presence	  of	  order	  effects	  that	  may	  have	  been	  caused	  by	  a	  non-­‐counterbalanced	  presentation	  of	  stimuli	  in	  the	  VALT.	  	  First,	  the	  results	  of	  item	  analysis	  and	  distractor	  analysis	  indicated	  that	  items	  5,	  12,	  14,	  and	  23	  did	  not	  perform	  well	  as	  they	  had	  very	  high	  or	  very	  low	  item	  facility	  values,	  keys	  with	  negative	  point-­‐biserial	  coefficients,	  and	  distractors	  with	  positive	  point-­‐biserial	  coefficients.	  Therefore,	  most	  of	  the	  distractors	  and	  keys	  for	  these	  four	  items	  were	  changed	  completely.	  Minor	  revisions	  were	  also	  made	  to	  some	  other	  items	  from	  the	  VALT	  using	  the	  feedback	  from	  two	  item	  writers	  who	  worked	  for	  major	  language	  test	  development	  companies	  in	  the	  USA.	  These	  revisions	  consisted	  of	  rephrasing	  some	  prompts,	  keys,	  and/or	  distractors.	  	  Second,	  all	  NNS	  participants	  in	  the	  pilot	  study	  were	  ESL	  students	  from	  several	  sections	  of	  English	  99L	  class	  who	  had	  relatively	  similar	  levels	  of	  English	  language	  proficiency.	  This	  homogeneity	  did	  not	  represent	  the	  variety	  of	  language	  proficiency	  levels	  in	  the	  target	  population	  and	  resulted	  in	  a	  small	  dispersion	  of	  test	  scores.	  Specifically,	  all	  VALT	  scores	  obtained	  in	  the	  pilot	  study	  ranged	  between	  6	  and	  21	  (out	  of	  30),	  with	  no	  scores	  being	  in	  the	  20s	  range.	  This,	  in	  turn,	  led	  to	  a	  low	  value	  of	  Cronbach’s	  alpha	  coefficient.	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Finally,	  some	  researchers	  believe	  that	  the	  administration	  of	  stimuli	  in	  the	  same	  order	  may	  lead	  to	  order	  effects	  such	  as	  a	  practice	  or	  fatigue	  effect	  (Buck,	  2001;	  Ginther,	  2002;	  Gravetter	  &	  Forzano,	  2011;	  H.	  Lee	  &	  Winke,	  2013).	  Since	  all	  six	  video	  clips	  in	  the	  pilot	  study	  were	  administered	  in	  the	  same	  order,	  lower	  scores	  on	  the	  items	  associated	  with	  the	  last	  video	  in	  the	  VALT	  could	  be	  explained	  by	  the	  participants’	  fatigue	  and/or	  lack	  of	  time	  to	  complete	  the	  test.	  As	  a	  matter	  of	  fact,	  the	  researcher	  observed	  several	  instances	  when	  some	  participants	  in	  the	  pilot	  study	  ran	  out	  of	  time	  and	  rushed	  through	  the	  last	  part	  of	  the	  VALT	  by	  randomly	  choosing	  the	  answers	  to	  the	  remaining	  questions	  or,	  in	  some	  cases,	  not	  even	  answering	  the	  last	  questions	  whatsoever.	  To	  control	  for	  order	  effects	  in	  this	  study,	  the	  sequence	  of	  stimuli	  was	  counterbalanced	  by	  creating	  the	  second	  version	  of	  the	  VALT	  with	  stimuli	  presented	  in	  the	  reverse	  order.	  This	  counterbalanced	  version	  of	  the	  test	  was	  called	  Form	  2,	  whereas	  the	  original	  version	  was	  called	  Form	  1.	  The	  final	  version	  of	  the	  VALT	  that	  was	  used	  in	  this	  study	  consisted	  of	  six	  short	  video	  clips	  and	  30	  multiple-­‐choice	  questions	  (see	  Appendix	  A).	  Table	  3.6	  outlines	  the	  structure	  of	  the	  final	  version	  of	  the	  VALT.	  	  Table	  3.6	  
Structure	  of	  the	  Video-­‐Based	  Academic	  Listening	  Test	  (VALT)	  Stimulus	   Items	   Visual	  Type	   Discipline	   Topic	   Stimulus	  Length,	  sec.	  Video	  1	   1-­‐5	   Context	  video	   Psychology	   Neurons	   188	  Video	  2	   6-­‐10	   Content	  video	   Astrophysics	   Exoplanets	   196	  Video	  3	   11-­‐15	   Context	  video	   Political	  Science	   Enlightenment	   212	  Video	  4	   16-­‐20	   Content	  video	   Economics	   Rent	  control	   226	  Video	  5	   21-­‐25	   Context	  video	   Philosophy	   P-­‐functions	   223	  Video	  6	   26-­‐30	   Content	  video	   Biology	   Mushrooms	   234	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Audio-­‐only	  Academic	  Listening	  Test	  (AALT).	  The	  AALT	  is	  the	  audio-­‐only	  version	  of	  the	  VALT.	  It	  was	  created	  by	  converting	  the	  video	  clips	  into	  audio	  files	  in	  an	  mp3	  format,	  all	  other	  features	  being	  the	  same	  as	  in	  the	  VALT.	  Similar	  to	  the	  VALT,	  the	  AALT	  was	  administered	  via	  Moodle	  using	  the	  Quiz	  module	  (see	  Figure	  3.6).	  The	  mp3	  audio	  files	  were	  embedded	  in	  the	  Quiz	  module	  using	  Respondus,	  a	  software	  application	  for	  creating	  and	  managing	  different	  types	  of	  online	  assessment.	  In	  this	  study,	  the	  AALT	  was	  used	  in	  combination	  with	  the	  VALT	  to	  explore	  the	  effect	  of	  visuals	  on	  NNS	  students’	  test	  performance,	  as	  well	  as	  to	  evaluate	  the	  appropriateness	  of	  the	  statistical	  properties	  of	  test	  scores	  for	  making	  norm-­‐referenced	  decisions.	  
	  
	  
Figure	  3.6.	  A	  screenshot	  of	  a	  webpage	  with	  an	  audio	  lecture	  from	  the	  AALT.	  
	  	   Finally,	  for	  the	  purposes	  of	  subsequent	  data	  analyses,	  items	  1-­‐5	  (Video	  1),	  11-­‐15	  (Video	  3),	  and	  21-­‐25	  (Video	  5)	  associated	  with	  context	  video	  clips	  were	  combined	  to	  form	  the	  context	  subtest,	  whereas	  items	  6-­‐10	  (Video	  2),	  16-­‐20	  (Video	  4),	  and	  26-­‐30	  (Video	  6)	  associated	  with	  content	  video	  clips	  were	  combined	  to	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form	  the	  content	  subtest	  in	  the	  VALT	  and	  the	  AALT.	  The	  graphical	  representation	  of	  the	  overall	  structure	  of	  both	  tests	  is	  provided	  in	  Figure	  3.7.	  
	  
Figure	  3.7.	  Graphical	  representation	  of	  the	  VALT/AALT	  structure	  	  
	  
Post-­‐test	  questionnaire.	  A	  post-­‐test	  questionnaire	  was	  created	  in	  Moodle	  to	  collect	  background	  information	  about	  L2	  test-­‐takers.	  The	  questionnaire	  consisted	  of	  seven	  open-­‐ended	  questions	  that	  asked	  participants	  to	  provide	  information	  about	  their	  age,	  gender,	  native	  language,	  country	  of	  origin,	  current	  student	  status,	  current	  or	  expected	  major	  at	  the	  university,	  and	  the	  number	  of	  years	  that	  they	  had	  spent	  studying	  English.	  The	  questions	  selected	  for	  the	  questionnaire	  were	  based	  on	  the	  survey	  used	  in	  previous	  research	  on	  the	  effect	  of	  visuals	  in	  media-­‐enhanced	  L2	  listening	  assessment	  (Suvorov,	  2009).	  A	  copy	  of	  the	  post-­‐test	  questionnaire	  is	  provided	  in	  Appendix	  B.	  	  	  
Eye-­‐tracking	  equipment	  and	  software.	  A	  remote	  eye-­‐tracking	  system	  EyeTech	  Vision	  Tracker	  2	  (0.5°	  accuracy,	  80	  fps	  data	  sampling	  rate,	  65-­‐100	  cm	  operating	  range,	  1680	  ×	  1050	  display)	  was	  employed	  to	  collect	  eye-­‐tracking	  data.	  The	  eye-­‐tracker	  was	  physically	  connected	  to	  a	  computer	  display	  and	  run	  on	  an	  
VALT/AALT	  
Context	  subtest	  
Video/Audio	  1	  Items	  1-­‐5	   Video/Audio	  3	  Items	  11-­‐15	   Video/Audio	  5	  Items	  21-­‐25	  
Content	  subtest	  
Video/Audio	  2	  Items	  6-­‐10	   Video/Audio	  4	  Items	  16-­‐20	   Video/Audio	  6	  Items	  26-­‐30	  
 
 
 
94 
iMac	  station	  (27	  inches,	  3.7	  GHz)	  using	  Windows	  7	  64-­‐bit	  OS.	  The	  display	  was	  also	  equipped	  with	  a	  web	  camera	  Logitech	  Webcam	  Pro	  9000.	  In	  addition,	  the	  second	  display	  was	  used	  by	  the	  researcher	  to	  monitor	  the	  data	  collection	  process.	  Figure	  3.8	  illustrates	  an	  eye-­‐tracking	  system	  set-­‐up	  generously	  provided	  by	  the	  User	  Experience	  (UX)	  Lab	  in	  the	  Human-­‐Computer	  Interaction	  Program	  at	  Iowa	  State	  University.	  
	  
	  
Figure	  3.8.	  Eye-­‐tracking	  system	  set-­‐up	  in	  the	  UX	  Lab.	  	  	   The	  eye-­‐tracking	  data	  were	  recorded	  and	  processed	  using	  Attention	  Tool	  Usability	  Module	  (version	  4.8),	  which	  is	  an	  eye-­‐tracking	  software	  application	  for	  market	  research,	  scientific	  research,	  and	  website	  usability	  developed	  by	  iMotions.	  Dynamic	  Media	  Module,	  which	  is	  an	  add-­‐on	  module	  in	  Attention	  Tool	  for	  analyzing	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dynamic	  media	  such	  as	  videos,	  was	  used	  for	  the	  subsequent	  analysis	  of	  eye-­‐tracking	  data.	  
Cued	  retrospective	  reporting.	  To	  collect	  retrospective	  verbal	  data	  from	  the	  participants	  in	  the	  eye-­‐tracking	  group,	  the	  researcher	  employed	  cued	  retrospective	  reporting,	  which	  is	  a	  method	  for	  examining	  cognitive	  processes	  of	  the	  viewers	  occurring	  during	  their	  eye	  movements	  (Van	  Gog,	  Paas,	  Van	  Merriënboer,	  &	  Witte,	  2005).	  Cued	  retrospective	  reporting	  used	  in	  this	  study	  involved	  showing	  the	  participants	  their	  gaze	  replays	  (i.e.,	  video	  recordings	  of	  their	  eye	  movements)	  recorded	  during	  their	  completion	  of	  the	  VALT	  and	  asking	  them	  to	  verbalize	  their	  cognitive	  processes	  at	  the	  time	  they	  took	  the	  VALT.	  	  To	  facilitate	  the	  participants’	  verbalizations	  of	  their	  cognitive	  processes,	  the	  researcher	  used	  a	  set	  of	  guiding	  questions	  during	  cued	  retrospective	  reporting.	  In	  particular,	  the	  researcher	  asked	  the	  following	  questions	  as	  the	  participants	  were	  watching	  the	  recording	  of	  their	  eye	  movements	  during	  the	  videos	  in	  the	  VALT:	  1. What	  did	  you	  focus	  on	  when	  you	  watched	  this	  video?	  Why?	  2. What	  were	  you	  thinking	  about	  as	  you	  watched	  this	  video?	  	  3. Did	  you	  find	  this	  video	  helpful?	  If	  yes,	  what	  visual	  information	  in	  the	  video	  was	  helpful	  (e.g.,	  lip	  movements,	  gestures,	  hand	  motions,	  facial	  gestures,	  body	  gestures)?	  Why	  was	  it	  helpful?	  	  4. Did	  you	  find	  this	  video	  distracting?	  If	  yes,	  what	  visual	  information	  in	  the	  video	  was	  distracting?	  Why	  was	  it	  distracting?	  5. What	  did	  you	  focus	  on	  more:	  watching	  this	  video	  or	  taking	  notes?	  Why?	  6. What	  was	  more	  helpful	  for	  you:	  taking	  notes	  or	  watching	  this	  video?	  Why?	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Furthermore,	  when	  the	  participants	  were	  watching	  the	  recording	  of	  their	  eye	  movements	  during	  their	  answers	  to	  each	  multiple-­‐choice	  question	  in	  the	  VALT,	  they	  were	  asked	  the	  following	  guiding	  questions:	  	  7. What	  were	  you	  thinking	  about	  as	  you	  were	  answering	  this	  question?	  	  	  8. Why	  did	  you	  choose	  this	  answer?	  Were	  you	  sure	  this	  was	  the	  correct	  answer	  or	  did	  you	  guess	  it?	  	  9. Did	  any	  visual	  information	  in	  the	  video	  help	  you	  answer	  this	  question?	  If	  yes,	  what	  information	  was	  it	  and	  how	  did	  it	  help?	  	  	  10. Did	  your	  notes	  help	  you	  answer	  this	  question?	  If	  yes,	  what	  information	  from	  the	  notes	  did	  you	  use?	  	  
Data	  Collection	  Procedures	  	  	   An	  IRB	  approval	  was	  obtained	  to	  conduct	  the	  study.	  All	  three	  sets	  of	  data	  (i.e.,	  test	  performance	  data,	  eye-­‐tracking	  data,	  and	  retrospective	  verbal	  data)	  were	  collected	  in	  Fall	  2012.	  The	  study	  participants	  were	  recruited	  among	  ESL	  students	  enrolled	  in	  six	  sections	  of	  English	  99L	  class	  and	  among	  international	  students	  enrolled	  in	  the	  ALT	  program	  at	  ISU.	  To	  recruit	  ESL	  students,	  the	  researcher	  made	  a	  10-­‐minute	  visit	  to	  each	  section	  of	  English	  99L	  class.	  During	  this	  visit,	  the	  researcher	  introduced	  the	  study	  to	  students,	  answered	  their	  questions,	  and	  asked	  the	  students	  wishing	  to	  participate	  in	  the	  study	  to	  sign	  informed	  consent	  forms.	  To	  recruit	  international	  students	  from	  the	  ALT	  program,	  the	  researcher	  invited	  them	  via	  email	  to	  participate	  in	  the	  study	  and	  sent	  them	  electronic	  copies	  of	  an	  informed	  consent	  document.	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Out	  of	  132	  students	  who	  were	  invited	  to	  participate	  in	  the	  study,	  121	  students	  (or	  92	  percent)	  agreed	  to	  participate	  and	  signed	  informed	  consent	  documents.	  These	  participants	  were	  divided	  into	  three	  groups:	  a	  video	  group,	  an	  audio	  group,	  and	  an	  eye-­‐tracking	  group.	  The	  video	  group	  consisted	  of	  42	  participants,	  including	  36	  lower-­‐level	  ESL	  students	  enrolled	  in	  two	  sections	  of	  English	  99L	  and	  six	  advanced-­‐level	  international	  graduate	  students	  from	  the	  ALT	  program.	  The	  audio	  group	  consisted	  of	  46	  participants,	  including	  36	  lower-­‐level	  ESL	  students	  enrolled	  in	  two	  sections	  of	  English	  99L	  and	  ten	  advanced-­‐level	  international	  students	  from	  the	  ALT	  program.	  Finally,	  the	  eye-­‐tracking	  group	  comprised	  33	  participants,	  including	  25	  lower-­‐level	  ESL	  students	  from	  two	  sections	  of	  English	  99L	  and	  eight	  advanced-­‐level	  international	  students	  from	  the	  ALT	  program	  at	  ISU.	  Table	  3.7	  summarizes	  information	  about	  the	  three	  groups	  of	  participants	  involved	  in	  this	  study.	  	  Table	  3.7	  
Three	  Groups	  of	  Participants	  (n	  =	  121)	  	  Recruitment	  Source	   Groups	   Total	  Number	  of	  Participants	  Video	   Audio	   Eye-­‐tracking	  English	  99L	   36	   36	   25	   97	  ALT	  program	   6	   10	   8	   24	  Total	   42	   46	   33	   121	  	   The	  following	  section	  delineates	  the	  procedures	  that	  were	  used	  to	  collect	  data	  from	  the	  three	  groups	  of	  the	  participants.	  	  
Video	  group.	  The	  video	  group	  comprised	  lower-­‐level	  ESL	  students	  from	  two	  sections	  of	  English	  99L	  and	  advanced-­‐level	  international	  graduate	  students	  from	  the	  ALT	  program	  who	  were	  invited	  to	  complete	  the	  VALT	  and	  the	  post-­‐test	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questionnaire.	  Thus,	  only	  the	  VALT	  performance	  data	  and	  post-­‐test	  questionnaire	  data	  were	  collected	  from	  the	  participants	  in	  this	  group.	  The	  VALT	  performance	  data	  from	  36	  ESL	  students	  were	  collected	  with	  one	  section	  of	  English	  99L	  at	  a	  time	  during	  one	  of	  the	  50-­‐minute	  class	  meetings.	  To	  control	  for	  order	  effects,	  the	  students	  in	  one	  section	  of	  English	  99L	  (17	  participants)	  were	  administered	  the	  VALT	  with	  the	  video	  clips	  and	  associated	  test	  items	  in	  the	  order	  from	  1	  to	  6	  (Form	  1),	  whereas	  the	  students	  in	  the	  other	  section	  of	  English	  99L	  (19	  participants)	  were	  administered	  Form	  2	  of	  the	  VALT	  with	  the	  video	  clips	  and	  associated	  test	  items	  presented	  in	  the	  reverse	  order	  (i.e.,	  from	  6	  to	  1).	  Data	  collection	  took	  place	  in	  a	  computer	  lab	  equipped	  with	  20	  Mac	  computers.	  Each	  participant	  was	  given	  an	  individual	  headset,	  several	  sheets	  of	  paper	  for	  note-­‐taking,	  and	  printed	  step-­‐by-­‐step	  instructions	  on	  how	  to	  access	  and	  complete	  the	  VALT	  and	  the	  post-­‐test	  questionnaire	  in	  Moodle.	  When	  the	  students	  logged	  into	  Moodle,	  they	  were	  prompted	  to	  start	  the	  test.	  The	  participants	  were	  allowed	  to	  take	  notes	  during	  the	  test	  and	  use	  them	  when	  answering	  the	  questions.	  After	  finishing	  the	  VALT,	  the	  students	  were	  also	  instructed	  to	  complete	  the	  post-­‐test	  questionnaire	  in	  Moodle.	  This	  procedure	  was	  the	  same	  in	  both	  sections	  of	  English	  99L.	   The	  six	  international	  students	  from	  the	  ALT	  program,	  who	  agreed	  to	  participate	  in	  the	  study	  and	  signed	  informed	  consent	  documents,	  received	  the	  same	  step-­‐by-­‐step	  instructions	  on	  how	  to	  access	  and	  complete	  the	  VALT	  and	  the	  post-­‐test	  questionnaire	  in	  Moodle	  as	  the	  students	  from	  two	  sections	  of	  English	  99L.	  Because	  it	  was	  difficult	  to	  get	  all	  ALT	  students	  together	  in	  a	  computer	  lab	  due	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to	  their	  busy	  schedules,	  they	  were	  asked	  to	  complete	  the	  VALT	  and	  the	  post-­‐test	  questionnaire	  individually.	  Similarly	  to	  English	  99L	  students,	  each	  ALT	  student	  was	  administered	  one	  of	  the	  two	  forms	  of	  the	  VALT	  to	  control	  for	  order	  effects.	  Specifically,	  two	  ALT	  students	  completed	  Form	  1	  of	  the	  VALT	  with	  the	  video	  clips	  and	  associated	  test	  items	  in	  the	  order	  from	  1	  to	  6,	  whereas	  the	  other	  four	  ALT	  students	  completed	  Form	  2	  of	  the	  VALT	  with	  the	  video	  clips	  and	  associated	  test	  items	  presented	  in	  the	  reverse	  order	  (i.e.,	  from	  6	  to	  1).	  Figure	  3.9	  summarizes	  the	  data	  collection	  procedures	  for	  all	  42	  participants	  in	  the	  video	  group.	  	  	  
	  	  
Figure	  3.9.	  Data	  collection	  procedures	  for	  the	  researcher	  (in	  blue	  boxes)	  and	  participants	  in	  the	  video	  group	  (in	  white	  boxes).	  	  	  
Audio	  group.	  The	  audio	  group	  comprised	  lower-­‐level	  ESL	  students	  from	  two	  sections	  of	  English	  99L	  and	  advanced-­‐level	  international	  graduate	  students	  from	  the	  ALT	  program	  who	  were	  invited	  to	  complete	  the	  AALT	  and	  the	  post-­‐test	  questionnaire.	  Thus,	  only	  the	  AALT	  performance	  data	  and	  post-­‐test	  questionnaire	  data	  were	  collected	  from	  the	  participants	  in	  this	  group.	  
Study	  introduction	  (5-­‐10	  min.	  in	  class	  or	  by	  email)	  
• Signing	  consent	  forms	  for	  video	  group	  
Collection	  of	  the	  VALT	  performance	  data	  in	  a	  computer	  lab	  (50	  min.)	  • Completing	  the	  VALT	  • Completing	  the	  post-­‐test	  questionnaire	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The	  AALT	  performance	  data	  from	  36	  ESL	  students	  were	  collected	  with	  one	  section	  of	  English	  99L	  at	  a	  time	  during	  one	  of	  the	  50-­‐minute	  class	  meetings.	  To	  control	  for	  order	  effects,	  the	  students	  in	  one	  section	  of	  English	  99L	  (20	  participants)	  were	  administered	  Form	  1	  of	  the	  AALT	  with	  the	  audio	  lectures	  and	  associated	  test	  items	  in	  the	  order	  from	  1	  to	  6,	  whereas	  the	  students	  in	  the	  other	  section	  of	  English	  99L	  (16	  participants)	  were	  administered	  Form	  2	  of	  the	  AALT	  with	  the	  audio	  lectures	  and	  associated	  test	  items	  presented	  in	  the	  reverse	  order	  (i.e.,	  from	  6	  to	  1).	  Data	  collection	  took	  place	  in	  a	  computer	  lab	  equipped	  with	  20	  Mac	  computers.	  Each	  participant	  was	  given	  an	  individual	  headset,	  several	  sheets	  of	  paper	  for	  note-­‐taking,	  and	  printed	  step-­‐by-­‐step	  instructions	  on	  how	  to	  access	  and	  complete	  the	  AALT	  and	  the	  post-­‐test	  questionnaire	  in	  Moodle.	  When	  the	  students	  logged	  into	  Moodle,	  they	  were	  prompted	  to	  start	  the	  test.	  The	  participants	  were	  allowed	  to	  take	  notes	  during	  the	  test	  and	  use	  them	  when	  answering	  the	  questions.	  After	  finishing	  the	  AALT,	  the	  students	  were	  also	  instructed	  to	  complete	  the	  post-­‐test	  questionnaire	  in	  Moodle.	  This	  procedure	  was	  the	  same	  for	  both	  sections	  of	  English	  99L.	  The	  ten	  international	  students	  from	  the	  ALT	  program,	  who	  agreed	  to	  participate	  in	  the	  study	  and	  signed	  informed	  consent	  documents,	  received	  the	  same	  step-­‐by-­‐step	  instructions	  on	  how	  to	  access	  and	  complete	  the	  AALT	  and	  the	  post-­‐test	  questionnaire	  in	  Moodle	  as	  the	  students	  from	  two	  sections	  of	  English	  99L.	  Because	  it	  was	  difficult	  to	  get	  all	  ALT	  students	  together	  in	  a	  computer	  lab	  due	  to	  their	  busy	  schedules,	  they	  were	  asked	  to	  complete	  the	  AALT	  and	  the	  post-­‐test	  questionnaire	  individually.	  Similarly	  to	  English	  99L	  students,	  the	  ALT	  students	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were	  administered	  two	  forms	  of	  the	  AALT	  to	  control	  for	  order	  effects.	  Specifically,	  five	  ALT	  students	  completed	  Form	  1	  of	  the	  AALT	  with	  the	  audio	  lectures	  and	  associated	  test	  items	  in	  the	  order	  from	  1	  to	  6,	  whereas	  the	  other	  five	  ALT	  students	  completed	  Form	  2	  of	  the	  AALT	  with	  the	  audio	  lectures	  and	  associated	  test	  items	  presented	  in	  the	  reverse	  order	  (i.e.,	  from	  6	  to	  1).	  Figure	  3.10	  summarizes	  the	  data	  collection	  procedures	  for	  all	  46	  participants	  in	  the	  audio	  group.	  	  	  
	  	  
Figure	  3.10.	  Data	  collection	  procedures	  for	  the	  researcher	  (in	  blue	  boxes)	  and	  participants	  in	  the	  audio	  group	  (in	  white	  boxes).	  	  	  
Eye-­‐tracking	  group.	  Similarly	  to	  the	  other	  two	  groups,	  the	  eye-­‐tracking	  group	  consisted	  of	  lower-­‐level	  ESL	  students	  from	  two	  sections	  of	  English	  99L	  and	  advanced-­‐level	  international	  graduate	  students	  from	  the	  ALT	  program.	  The	  participants	  in	  the	  eye-­‐tracking	  group	  were	  invited	  to	  complete	  the	  VALT,	  the	  post-­‐test	  questionnaire,	  and	  the	  cued	  retrospective	  reporting	  in	  an	  eye-­‐tracking	  lab.	  Thus,	  three	  sets	  of	  data	  were	  collected	  from	  the	  participants	  in	  this	  group:	  the	  VALT	  score	  data,	  the	  eye-­‐tracking	  data,	  and	  the	  retrospective	  verbal	  data.	  Each	  participant	  in	  the	  eye-­‐tracking	  group	  was	  offered	  25	  dollars	  to	  compensate	  for	  his	  
Study	  introduction	  (5-­‐10	  min.	  in	  class	  or	  by	  email)	  
• Signing	  consent	  forms	  for	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  group	  
Collection	  of	  the	  AALT	  performance	  data	  in	  a	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  min.)	  • Completing	  the	  AALT	  • Completing	  the	  post-­‐test	  questionnaire	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or	  her	  time.	  The	  monetary	  compensation	  was	  provided	  by	  Educational	  Testing	  Service	  (ETS)	  as	  part	  of	  the	  TOEFL	  Small	  Grant	  for	  Doctoral	  Research	  in	  Second/Foreign	  Language	  Assessment	  awarded	  to	  the	  researcher	  to	  complete	  this	  study.	   Twenty-­‐five	  ESL	  students	  from	  two	  sections	  of	  English	  99L	  who	  agreed	  to	  participate	  in	  the	  study	  as	  part	  of	  the	  eye-­‐tracking	  group	  by	  signing	  informed	  consent	  documents	  were	  given	  a	  sign-­‐up	  sheet	  and	  asked	  to	  choose	  a	  date	  and	  time	  when	  they	  would	  be	  able	  to	  come	  to	  the	  eye-­‐tracking	  lab	  to	  complete	  the	  study.	  Similarly	  to	  English	  99L	  students,	  eight	  ALT	  students	  were	  also	  given	  a	  sign-­‐up	  sheet	  that	  was	  sent	  to	  them	  by	  email	  and	  asked	  to	  choose	  a	  date	  and	  time	  when	  they	  would	  be	  able	  to	  come	  to	  the	  eye-­‐tracking	  lab	  for	  the	  study.	  	  	  Data	  collection	  was	  done	  with	  one	  participant	  at	  a	  time	  and	  required	  one	  visit	  to	  the	  eye-­‐tracking	  lab	  that	  lasted	  for	  two	  hours.	  A	  2-­‐hour	  data	  collection	  session	  with	  each	  participant	  consisted	  of	  three	  main	  phases:	  a	  set-­‐up	  phase,	  a	  test	  phase,	  and	  a	  post-­‐test	  phase.	  	  During	  the	  set-­‐up	  phase	  (5-­‐15	  minutes),	  each	  participant	  was	  seated	  approximately	  65	  cm	  from	  the	  display	  with	  the	  eye-­‐tracker	  and	  given	  a	  headset,	  a	  pen,	  and	  several	  sheets	  of	  paper	  for	  note-­‐taking.	  A	  16-­‐point	  eye	  calibration	  was	  used	  to	  ensure	  the	  accuracy	  of	  the	  recorded	  eye-­‐tracking	  measures.	  This	  type	  of	  calibration	  requires	  participants	  to	  look	  at	  16	  different	  reference	  points	  on	  the	  screen	  while	  the	  eye-­‐tracking	  system	  identifies	  individual	  characteristics	  of	  their	  eye	  movements	  and	  calibrates	  their	  eyes.	  Upon	  completing	  the	  calibration,	  each	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participant	  was	  instructed	  to	  log	  into	  Moodle	  and	  proceed	  to	  the	  next	  phase—the	  test.	  	   During	  the	  test	  phase	  (45	  minutes),	  each	  participant	  was	  asked	  to	  complete	  the	  VALT	  in	  Moodle.	  The	  participants	  in	  the	  eye-­‐tracking	  group	  were	  allowed	  to	  take	  notes	  and	  use	  them	  to	  answer	  questions	  in	  the	  test.	  During	  the	  VALT,	  the	  eye-­‐tracking	  system	  was	  employed	  to	  record	  the	  participants’	  eye	  movements,	  and	  the	  web	  camera	  was	  used	  to	  record	  their	  faces.	  After	  finishing	  the	  VALT,	  each	  participant	  moved	  to	  the	  final	  phase	  of	  the	  data	  collection	  session,	  the	  post-­‐test	  phase.	  	  During	  the	  post-­‐test	  phase	  (60-­‐70	  minutes),	  the	  participants	  were	  asked	  to	  fill	  out	  the	  post-­‐test	  questionnaire	  in	  Moodle	  and	  participate	  in	  cued	  retrospective	  reporting.	  Immediately	  after	  completing	  the	  post-­‐test	  questionnaire,	  each	  participant	  was	  shown	  a	  video	  recording	  of	  his	  or	  her	  eye	  movements	  (i.e.,	  gaze	  replay)	  during	  the	  initial	  completion	  of	  the	  VALT,	  and	  was	  instructed	  to	  verbalize	  his	  or	  her	  thoughts	  at	  the	  time	  of	  the	  test.	  To	  facilitate	  the	  participants’	  verbalizations,	  the	  researcher	  asked	  them	  the	  guiding	  questions	  for	  cued	  retrospective	  reporting	  as	  the	  participants	  were	  watching	  their	  gaze	  replays.	  To	  elicit	  additional	  information	  related	  to	  the	  participants’	  comments	  that	  were	  of	  interest	  for	  this	  study,	  the	  researcher	  asked	  follow-­‐up	  questions.	  When	  the	  participants	  provided	  elaborate	  responses,	  the	  researcher	  would	  pause	  the	  gaze	  replay	  to	  ensure	  that	  (a)	  the	  participants	  could	  finish	  their	  answers	  without	  being	  distracted	  by	  their	  gaze	  replay,	  and	  (b)	  the	  participants’	  following	  responses	  would	  be	  synchronized	  with	  the	  visual	  information	  in	  their	  gaze	  replay.	  All	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retrospective	  verbal	  data	  were	  recorded	  using	  Audacity	  version	  1.2.5,	  a	  software	  application	  for	  audio	  recording	  and	  editing,	  and	  Camtasia	  Studio	  version	  8.0,	  a	  software	  application	  for	  screen	  recording	  and	  video	  editing.	  	  Figure	  3.11	  summarizes	  the	  data	  collection	  procedures	  for	  33	  participants	  in	  the	  eye-­‐tracking	  group.	  	  
	  
	  	  
Figure	  3.11.	  Data	  collection	  procedures	  for	  the	  researcher	  (in	  blue	  boxes)	  and	  participants	  in	  the	  eye-­‐tracking	  group	  (in	  white	  boxes).	  	  	  
	  
Data	  Analysis	  This	  mixed	  methods	  study	  was	  based	  on	  the	  analysis	  of	  both	  quantitative	  data	  (i.e.,	  test	  performance	  data	  and	  eye-­‐tracking	  data)	  and	  qualitative	  data	  (i.e.,	  retrospective	  verbal	  reports).	  Table	  3.8	  summarizes	  the	  types	  of	  data	  analyses	  that	  were	  carried	  out	  to	  answer	  each	  research	  question.	  	  	  	  
Study	  introduction	  during	  the	  class	  time	  or	  by	  email	  (10	  min.)	  • Signing	  consent	  forms	  • Signing	  up	  for	  date	  and	  time	  to	  participate	  in	  the	  study	  
Collection	  of	  three	  sets	  of	  data	  in	  the	  eye-­‐tracking	  lab	  (2	  hours)	  
• Set-­‐up	  phase	  (5-­‐15	  min.):	  Receiving	  instructions	  and	  completing	  eye	  calibration	  • Test	  phase	  (45	  min.):	  Completing	  the	  VALT	  and	  having	  eye	  movements	  recorded	  • Post-­‐test	  phase	  (60-­‐70	  min.):	  Completing	  the	  post-­‐test	  questionnaire,	  watching	  gaze	  replay,	  and	  verbalizing	  cognitive	  processes	  during	  the	  VALT	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Table	  3.8	  
Types	  of	  Data	  Analyses	  Used	  for	  Answering	  Research	  Questions	  Research	  Question	   Data	   Analysis	  RQ1:	  Statistical	  properties	  of	  test	  items	   Item	  scores,	  context	  subtest	  scores	  and	  content	  subtest	  scores,	  and	  overall	  test	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  AALT	  (n	  =	  46)	  
Descriptive	  statistics,	  reliability	  analysis,	  item	  analysis,	  and	  distractor	  analysis	  
RQ2:	  Difference	  between	  context	  subtest	  scores	  and	  content	  subtest	  scores	  within	  the	  VALT	  and	  the	  AALT;	  difference	  between	  overall	  VALT	  scores	  and	  overall	  AALT	  scores	  
Context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  AALT	  (n	  =	  46),	  overall	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
Two	  paired-­‐samples	  t	  tests	  comparing	  subtest	  scores	  within	  the	  VALT	  and	  within	  the	  AALT,	  an	  independent-­‐samples	  t	  test	  comparing	  overall	  VALT	  scores	  and	  overall	  AALT	  scores	  
RQ3:	  Difference	  between	  patterns	  of	  viewing	  context	  videos	  and	  patterns	  of	  viewing	  content	  videos;	  correlation	  between	  viewing	  patterns	  and	  context/content	  subtest	  scores	  
Eye-­‐tracking	  data	  (n	  =	  33),	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  33)	  
Descriptive	  statistics	  for	  eye-­‐tracking	  measures,	  three	  paired-­‐samples	  t	  tests	  comparing	  eye-­‐tracking	  measures	  for	  content	  and	  context	  videos,	  Pearson	  product-­‐moment	  correlation	  coefficient	  	  RQ4:	  Use	  of	  visual	  information	  when	  watching	  context	  and	  content	  videos	  	  
Retrospective	  verbal	  data	  (n	  =	  33)	   Transcribing	  cued	  retrospective	  reports,	  coding	  for	  emergent	  themes,	  and	  counting	  instances	  of	  the	  themes	  and	  the	  number	  of	  participants	  who	  commented	  on	  each	  theme	  RQ5:	  Difference	  between	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  of	  the	  VALT;	  association	  between	  perceptions	  of	  the	  helpfulness	  of	  visuals	  and	  item	  scores	  
Retrospective	  verbal	  data	  (n	  =	  33),	  item	  scores	  (n	  =	  33)	  
Quantification	  of	  perceptions	  regarding	  the	  helpfulness	  of	  visual	  information;	  paired-­‐samples	  t	  test	  comparing	  perceptions	  of	  the	  helpfulness	  of	  visuals	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest;	  Cochran-­‐Mantel-­‐Haenszel	  chi-­‐square	  statistic	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   Research	  Question	  1.	  To	  answer	  the	  first	  research	  question	  (i.e.,	  To	  what	  extent	  are	  the	  statistical	  properties	  of	  the	  scores	  on	  the	  VALT	  and	  on	  the	  AALT	  appropriate	  for	  making	  norm-­‐referenced	  decisions?),	  four	  types	  of	  analyses—namely,	  descriptive	  statistics,	  reliability	  analysis,	  item	  analysis,	  and	  distractor	  analysis—were	  carried	  out	  using	  item	  scores;	  context	  subtest	  scores	  and	  content	  subtest	  scores;	  and	  overall	  test	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  AALT	  (n	  =	  46).	  The	  AALT	  performance	  data	  were	  included	  in	  these	  analyses	  to	  determine	  whether	  the	  statistical	  characteristics	  and	  configuration	  of	  the	  same	  test	  items	  in	  an	  audio-­‐only	  format	  make	  these	  items	  appropriate	  for	  norm-­‐referenced	  decisions	  when	  the	  effect	  of	  visuals	  is	  not	  a	  factor.	  	  	  	   To	  obtain	  descriptive	  statistics,	  means,	  standard	  deviations,	  and	  values	  of	  skewness	  and	  kurtosis	  were	  calculated	  for	  overall	  test	  scores,	  as	  well	  as	  for	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT.	  Reliability	  analysis	  was	  performed	  by	  calculating	  the	  internal-­‐consistency	  reliability	  using	  Cronbach’s	  alpha	  coefficient	  and	  the	  standard	  error	  of	  measurement	  (SEM).	  Specifically,	  internal-­‐consistency	  reliability	  was	  calculated	  for	  overall	  test	  scores,	  as	  well	  as	  for	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT.	  The	  purpose	  of	  this	  analysis	  was	  to	  measure	  how	  much	  the	  observed	  scores	  were	  attributable	  to	  the	  true	  scores	  and	  not	  to	  error,	  as	  well	  as	  to	  determine	  whether	  the	  reliability	  estimates	  for	  the	  two	  subtests	  within	  the	  VALT	  and	  the	  AALT	  were	  similar.	  	  Since	  reliability	  is	  partially	  affected	  by	  the	  quality	  and	  number	  of	  items	  (Bachman,	  2004;	  Carr,	  2011),	  item	  analysis	  was	  also	  carried	  out.	  Specifically,	  item	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analysis	  consisted	  of	  calculating	  item	  difficulty	  and	  item	  discrimination	  for	  all	  30	  multiple-­‐choice	  questions	  from	  the	  VALT	  and	  the	  AALT.	  Item	  difficulty	  expressed	  in	  terms	  of	  item	  facility	  (IF)	  was	  used	  to	  indicate	  the	  proportion	  of	  test-­‐takers	  who	  provided	  the	  correct	  answer	  to	  each	  individual	  multiple-­‐choice	  question,	  whereas	  item	  discrimination	  yielded	  information	  about	  how	  well	  each	  specific	  item	  was	  able	  to	  discriminate	  among	  test-­‐takers	  with	  different	  levels	  of	  L2	  academic	  listening	  ability.	  Item	  difficulty	  was	  calculated	  by	  tallying	  the	  proportion	  of	  test-­‐takers	  who	  answered	  each	  item	  correctly,	  while	  item	  discrimination	  was	  calculated	  by	  using	  a	  point-­‐biserial	  correlation	  coefficient	  (rp-­‐bis).	  	  Finally,	  distractor	  analysis	  for	  all	  30	  multiple-­‐choice	  questions	  was	  conducted	  using	  item	  scores	  on	  the	  VALT	  and	  the	  AALT.	  This	  analysis	  helped	  to	  examine	  how	  attractive	  each	  item	  option	  was	  for	  test-­‐takers	  and	  to	  identify	  any	  keys	  and/or	  distractors	  that	  still	  needed	  to	  be	  revised.	  These	  four	  types	  of	  analyses	  allowed	  for	  determining	  whether	  the	  statistical	  characteristics	  of	  test	  items	  were	  appropriate	  for	  making	  norm-­‐referenced	  decisions.	  In	  particular,	  descriptive	  statistics	  yielded	  information	  about	  the	  normality	  of	  score	  distribution	  in	  the	  VALT	  and	  the	  AALT.	  Next,	  reliability	  analysis	  allowed	  estimation	  of	  the	  extent	  to	  which	  observed	  scores	  could	  be	  attributed	  to	  true	  scores	  and	  not	  to	  errors,	  which	  is	  crucial	  for	  “assuring	  that	  a	  test	  is	  consistent”	  (Davidson	  &	  Lynch,	  2002,	  p.	  61).	  Item	  analysis	  enabled	  the	  researcher	  to	  evaluate	  the	  difficulty	  of	  test	  questions	  and	  their	  ability	  to	  discriminate	  among	  test-­‐takers’	  levels	  of	  the	  targeted	  language	  ability.	  Finally,	  distractor	  analysis	  indicated	  whether	  individual	  distractors	  were	  capable	  of	  
 
 
 
108 
attracting	  test-­‐takers	  with	  lower	  levels	  of	  the	  L2	  ability	  measured	  by	  the	  test,	  rather	  than	  more	  proficient	  test-­‐takers.	  	  Table	  3.9	  provides	  an	  overview	  of	  variables	  and	  the	  types	  of	  analyses	  that	  were	  used	  to	  answer	  the	  first	  research	  question.	  	  Table	  3.9	  
Variables	  and	  Types	  of	  Analyses	  Used	  to	  Answer	  Research	  Question	  1	  	  	  	  Variables	  
Types	  of	  Analyses	  Descriptive	  Statistics	   Reliability	  Analysis	   Item	  Analysis	   Distractor	  Analysis	  Overall	  test	  scores,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
Overall	  test	  scores,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
Item	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
Item	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
	  
Research	  Question	  2.	  To	  answer	  the	  first	  part	  of	  Research	  Question	  2	  (i.e.,	  To	  what	  extent	  do	  L2	  test-­‐takers	  perform	  differently	  on	  the	  subtest	  enhanced	  by	  context	  videos	  versus	  the	  subtest	  enhanced	  by	  content	  videos	  in	  the	  VALT	  and	  in	  the	  AALT?),	  two	  analyses	  were	  conducted.	  First,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  obtained	  from	  the	  video	  and	  eye-­‐tracking	  groups	  (n	  =	  75)	  were	  compared	  using	  a	  paired-­‐samples	  t	  test.	  Second,	  in	  order	  to	  interpret	  the	  results	  of	  the	  comparison	  between	  the	  subtest	  scores	  on	  the	  VALT,	  a	  similar	  comparison	  was	  made	  on	  the	  corresponding	  subtests	  of	  the	  AALT.	  Specifically,	  a	  paired-­‐samples	  t	  test	  was	  run	  to	  compare	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  AALT	  obtained	  from	  the	  audio	  group	  (n	  =	  46).	  The	  results	  of	  the	  analysis	  of	  the	  subtest	  scores	  on	  the	  AALT	  obtained	  from	  the	  audio	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group	  were	  used	  to	  determine	  whether	  any	  difference	  found	  between	  the	  context	  subtest	  scores	  and	  the	  content	  subtest	  scores	  on	  the	  VALT	  from	  the	  video	  and	  eye-­‐tracking	  groups	  was	  due	  to	  the	  effect	  of	  different	  types	  of	  visuals,	  and	  not	  due	  to	  different	  difficulty	  levels	  of	  items	  in	  the	  subtests.	  	  	  To	  answer	  the	  second	  part	  of	  Research	  Question	  2	  (i.e.,	  To	  what	  extent	  do	  L2	  test-­‐takers	  perform	  differently	  on	  the	  VALT	  versus	  the	  AALT?),	  an	  independent-­‐samples	  t	  test	  was	  carried	  out	  to	  compare	  the	  overall	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  overall	  scores	  on	  the	  AALT	  (n	  =	  46).	  The	  results	  of	  this	  analysis	  were	  used	  to	  determine	  whether	  the	  use	  of	  videos	  had	  any	  effect	  on	  L2	  learners’	  test	  performance.	  	  
Research	  Question	  3.	  To	  answer	  the	  first	  part	  of	  the	  third	  research	  question	  (i.e.,	  To	  what	  extent	  do	  L2	  test-­‐takers	  watch	  context	  videos	  differently	  from	  content	  videos	  in	  the	  VALT,	  as	  indicated	  by	  eye-­‐tracking	  measures?),	  eye-­‐tracking	  data	  that	  comprised	  the	  video	  recordings	  of	  33	  participants’	  eye	  movements	  during	  the	  VALT	  were	  used	  to	  calculate	  eye-­‐tracking	  measures	  for	  content	  and	  context	  videos,	  which	  were	  then	  compared	  using	  a	  paired-­‐samples	  t	  test.	  	   The	  analysis	  of	  the	  eye-­‐tracking	  data	  from	  the	  Attention	  Tool	  consisted	  of	  three	  steps:	  (a)	  segmentation	  of	  eye-­‐tracking	  data	  into	  scenes,	  (b)	  identification	  of	  an	  area	  of	  interest	  (AOI)	  in	  each	  scene,	  and	  (c)	  calculation	  of	  eye-­‐tracking	  measures	  per	  each	  AOI	  (see	  Figure	  3.12).	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Figure	  3.12.	  Three-­‐step	  analysis	  of	  eye-­‐tracking	  data.	  	  	   During	  the	  first	  step,	  the	  Usability	  Module	  in	  Attention	  Tool	  was	  used	  to	  divide	  eye-­‐movement	  recordings	  for	  each	  participant	  into	  six	  scenes,	  with	  each	  scene	  containing	  the	  participants’	  eye	  movements	  during	  one	  of	  the	  six	  video	  clips	  in	  the	  VALT.	  Each	  of	  the	  six	  scenes	  had	  the	  same	  length	  across	  all	  the	  participants	  and	  was	  labeled	  to	  describe	  the	  video	  it	  contained	  (see	  Figure	  3.13).	  	  
	  
	  
Figure	  3.13.	  A	  screenshot	  of	  scenes	  created	  in	  Attention	  Tool.	  	   During	  the	  second	  step	  of	  the	  eye-­‐tracking	  data	  analysis,	  the	  Dynamic	  Media	  Module	  in	  Attention	  Tool	  was	  used	  to	  identify	  an	  area	  of	  interest	  (AOI)	  for	  
Segmentation	  of	  eye-­‐tracking	  data	   Identi}ication	  of	  AOIs	  per	  scene	   Calculation	  of	  eye-­‐tracking	  measures	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each	  scene.	  This	  AOI	  contained	  the	  area	  of	  the	  screen	  in	  which	  each	  video	  was	  played	  during	  the	  VALT.	  Since	  the	  video	  clips	  in	  the	  VALT	  occupied	  only	  about	  a	  quarter	  of	  the	  computer	  screen,	  using	  a	  video	  AOI	  per	  each	  scene	  enabled	  the	  researcher	  to	  calculate	  eye-­‐tracking	  measures	  associated	  with	  the	  participants’	  viewing	  of	  the	  actual	  videos	  in	  the	  VALT	  (see	  the	  red	  border	  of	  the	  AOI	  drawn	  around	  a	  video	  in	  Figure	  3.14)	  as	  opposed	  to	  eye-­‐tracking	  measures	  associated	  with	  their	  looking	  at	  the	  computer	  screen	  in	  general.	  Overall,	  six	  video	  AOIs	  (one	  AOI	  per	  video)	  were	  created	  for	  each	  participant.	  	  
	  
	  
Figure	  3.14.	  A	  screenshot	  of	  a	  video	  AOI	  for	  Video	  2	  created	  using	  Dynamic	  Media	  Module	  in	  Attention	  Tool.	  Table	  3.10	  provides	  an	  overview	  of	  all	  scenes	  and	  video	  AOIs	  that	  were	  created	  in	  Attention	  Tool	  during	  the	  process	  of	  eye-­‐tracking	  data	  segmentation.	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Table	  3.10	  
Overview	  of	  Scenes	  and	  AOIs	  Created	  in	  Attention	  Tool	  Scene	  Label	   Scene	  Duration,	  sec.	   Area	  of	  Interest	  (AOI)	   Associated	  Video	  Video1_context	   188	   Video1_AOI	   Video	  1	  Video2_content	   196	   Video2_AOI	   Video	  2	  Video3_context	   212	   Video3_AOI	   Video	  3	  Video4_content	   226	   Video4_AOI	   Video	  4	  Video5_context	   223	   Video5_AOI	   Video	  5	  Video6_content	   234	   Video6_AOI	   Video	  6	  	   During	  the	  final	  step	  of	  the	  eye-­‐tracking	  data	  analysis,	  a	  series	  of	  eye-­‐tracking	  measures	  associated	  with	  each	  scene	  and	  AOI	  per	  participant	  were	  automatically	  generated	  in	  Attention	  Tool.	  Taking	  into	  consideration	  that	  all	  six	  scenes	  varied	  in	  length	  (as	  indicated	  in	  Table	  3.10),	  it	  was	  decided	  to	  base	  the	  eye-­‐tracking	  data	  analysis	  on	  relative	  eye-­‐tracking	  measures	  (i.e.,	  measures	  that	  use	  relative	  measurement	  units	  such	  as	  percentage,	  unit	  per	  second,	  etc.)	  rather	  than	  on	  absolute	  eye-­‐tracking	  measures	  (i.e.,	  measures	  that	  use	  absolute	  measurement	  units	  such	  as	  the	  number	  of	  fixations	  or	  the	  number	  of	  milliseconds,	  see	  Borsboom,	  Mellenbergh,	  and	  Van	  Heerden,	  2002).	  In	  particular,	  three	  relative	  eye-­‐tracking	  measures	  were	  selected	  for	  the	  analysis:	  (a)	  fixation	  rate,	  (b)	  dwell	  rate,	  and	  (c)	  the	  percentage	  of	  total	  dwell	  time.	  Only	  one	  of	  these	  measures	  (i.e.,	  the	  percentage	  of	  total	  dwell	  time)	  was	  automatically	  generated	  by	  Attention	  Tool,	  whereas	  fixation	  rate	  and	  dwell	  rate	  had	  to	  be	  manually	  calculated	  by	  the	  researcher	  based	  on	  the	  absolute	  eye-­‐tracking	  measures	  provided	  by	  Attention	  Tool.	  The	  following	  section	  provides	  a	  brief	  summary	  of	  each	  eye-­‐tracking	  measure	  and	  an	  explanation	  of	  how	  these	  measures	  were	  calculated.	  
 
 
 
113 
Fixation	  rate	  (also	  known	  as	  fixation	  frequency)	  can	  be	  defined	  as	  “the	  number	  of	  fixations	  divided	  by	  a	  period	  such	  as	  the	  duration	  of	  a	  trail	  in	  seconds,	  giving	  the	  unit	  per	  second	  s–1”	  (Holmqvist	  et	  al.,	  2011,	  p.	  416).	  Fixation	  rate	  was	  chosen	  for	  this	  analysis	  because	  this	  eye-­‐tracking	  measure	  can	  indicate	  semantic	  importance	  of	  a	  visual	  area	  or	  an	  object	  that	  participants	  look	  at.	  Previous	  research	  has	  indicated	  that	  the	  more	  important	  an	  object	  is,	  the	  more	  it	  will	  be	  fixated	  on	  (Henderson,	  Weeks,	  &	  Hollingworth,	  1999;	  Jacob	  &	  Karn,	  2003;	  Yarbus,	  1967).	  In	  this	  study,	  the	  fixation	  rate	  was	  calculated	  using	  the	  following	  formula:	  
	   𝐹!"#$ =    𝑁!𝐷𝑡!!!!! 	  	  where	  𝐹!"#$ 	  is	  the	  fixation	  rate	  per	  second	  (s–1),	  𝑁! 	  is	  the	  number	  of	  fixations,	  and	  𝐷𝑡!!!!! 	  is	  the	  total	  dwell	  time	  in	  seconds.	  	  
Dwell	  rate	  (also	  known	  as	  gaze	  rate)	  can	  be	  defined	  as	  “the	  number	  of	  entries	  (or	  visits)	  into	  a	  specific	  AOI	  per	  minute”	  (Holmqvist	  et	  al.,	  2011,	  p.	  419).	  Dwell	  rate	  was	  chosen	  for	  this	  analysis	  because	  this	  measure	  can	  reflect	  the	  importance	  of	  a	  specific	  AOI	  to	  the	  task	  (Jacob	  &	  Karn,	  2003).	  In	  this	  study,	  the	  dwell	  rate	  was	  calculated	  using	  the	  following	  formula:	  	  	   𝐷!"#$ =    𝑁!𝐷𝑡!!!!! 	  	  where	  𝐷!"#$ 	  is	  the	  dwell	  rate	  per	  minute	  (m–1),	  𝑁!	  is	  the	  number	  of	  dwells,	  and	  𝐷𝑡!!!!! 	  is	  the	  total	  dwell	  time	  in	  minutes.	  	  	  	  Finally,	  the	  percentage	  of	  total	  dwell	  time	  is	  the	  percentage	  of	  time	  that	  a	  viewer	  spent	  looking	  at	  a	  specific	  AOI	  (Holmqvist	  et	  al.,	  2011).	  In	  this	  study,	  a	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dwell	  time	  measure	  comprised	  the	  durations	  of	  all	  eye	  movements,	  including	  fixations,	  non-­‐fixations	  (e.g.,	  blinks,	  saccades,	  and	  glissades),	  as	  well	  as	  fixations	  that	  are	  shorter	  than	  the	  algorithmic	  operational	  definition	  of	  a	  fixation	  in	  Attention	  Tool	  (i.e.,	  100	  milliseconds).	  According	  to	  Holmqvist	  et	  al.	  (2011),	  dwell	  time	  can	  indicate	  interest	  in	  the	  visual	  or	  higher	  informativeness	  of	  the	  visual.	  It	  has	  also	  been	  discovered	  that	  objects	  with	  lower	  probability	  of	  occurrence	  in	  a	  visual	  field	  have	  higher	  informativeness,	  and	  as	  such	  they	  are	  looked	  at	  longer	  than	  objects	  that	  are	  more	  common	  (e.g.,	  Friedman	  &	  Liebelt,	  1981;	  Pieters,	  Rosbergen,	  &	  Hartog,	  1996).	  Fixation	  rate,	  dwell	  rate,	  and	  the	  percentage	  of	  total	  dwell	  time	  were	  calculated	  for	  each	  participant	  per	  each	  individual	  video	  AOI,	  as	  well	  as	  per	  combined	  three	  video	  AOIs	  associated	  with	  context	  videos	  and	  combined	  three	  video	  AOIs	  associated	  with	  content	  videos	  (see	  Table	  3.11).	  Additionally,	  for	  each	  eye-­‐tracking	  measure	  the	  researcher	  calculated	  descriptive	  statistics,	  which	  included	  means,	  standard	  deviations,	  skewness,	  and	  kurtosis.	  	  	  Table	  3.11	  
Overview	  of	  Eye-­‐Tracking	  Measures	  Calculated	  for	  Each	  Participant	  Type	  of	  Video	   AOI	  Labels	   Fixation	  Rate,	  s–1	   Dwell	  Rate,	  m–1	   Total	  Dwell	  Time,	  %	  Context	  videos	  	   Video1_AOI	   	   	   	  Video3_AOI	   	   	   	  Video5_AOI	   	   	   	  Total	  context	  video	  AOIs	   	   	   	  Content	  videos	  	   Video2_AOI	   	   	   	  Video4_AOI	   	   	   	  Video6_AOI	   	   	   	  Total	  content	  video	  AOIs	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The	  three	  eye-­‐tracking	  measures	  for	  the	  total	  context	  video	  AOIs	  and	  the	  total	  content	  video	  AOIs	  were	  compared	  using	  three	  paired-­‐samples	  t	  tests.	  This	  analysis	  made	  it	  possible	  to	  determine	  whether	  there	  was	  any	  statistically	  significant	  difference	  between	  the	  extent	  to	  which	  the	  participants	  in	  the	  eye-­‐tracking	  group	  watched	  context	  videos	  and	  the	  extent	  to	  which	  they	  watched	  content	  videos	  in	  the	  VALT.	  	  To	  answer	  the	  second	  part	  of	  Research	  Question	  3	  (i.e.,	  To	  what	  extent	  do	  L2	  test-­‐takers’	  viewing	  patterns,	  as	  indicated	  by	  eye-­‐tracking	  measures,	  correlate	  with	  their	  scores	  on	  the	  subtest	  enhanced	  by	  context	  videos	  and	  on	  the	  subtest	  enhanced	  by	  content	  videos?),	  each	  of	  the	  three	  eye-­‐tracking	  measures	  was	  correlated	  with	  context	  subtest	  scores	  and	  with	  content	  subtest	  scores	  using	  Pearson	  product-­‐moment	  correlation	  coefficient	  (r).	  The	  use	  of	  this	  correlation	  coefficient	  was	  appropriate	  because	  both	  variables	  were	  interval	  and	  had	  relatively	  normal	  distributions.	  	  
Research	  Question	  4.	  To	  answer	  the	  overall	  fourth	  research	  question	  (i.e.,	  How	  do	  L2	  test-­‐takers	  use	  visual	  information	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT,	  as	  indicated	  by	  cued	  retrospective	  reporting?),	  the	  researcher	  carried	  out	  qualitative	  analysis	  of	  retrospective	  verbal	  data	  that	  consisted	  of	  the	  responses	  of	  the	  eye-­‐tracking	  group	  participants	  (n	  =	  33)	  regarding	  their	  use	  of	  visual	  information	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT.	  In	  particular,	  this	  qualitative	  analysis	  was	  conducted	  to	  explore	  (a)	  the	  aspects	  of	  visual	  information	  that	  the	  participants	  focused	  on	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT,	  and	  the	  reasons	  why	  they	  concentrated	  their	  attention	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on	  these	  aspects	  (Research	  Question	  4.1),	  and	  (b)	  the	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  that	  the	  participants	  found	  helpful	  and/or	  distracting,	  and	  the	  reasons	  why	  they	  were	  helpful	  or	  distracting	  (Research	  Question	  4.2).	  	  To	  answer	  Research	  Question	  4,	  the	  analysis	  of	  the	  retrospective	  verbal	  data	  consisted	  of	  three	  steps:	  (a)	  data	  transcription,	  (b)	  data	  coding,	  and	  (c)	  manual	  analysis	  of	  coded	  data	  that	  consisted	  of	  identifying	  major	  emergent	  themes,	  counting	  instances	  of	  the	  themes	  and	  the	  number	  of	  participants	  who	  commented	  on	  each	  theme,	  selecting	  representative	  examples	  from	  the	  coded	  data	  that	  manifest	  these	  themes,	  and	  interpreting	  their	  meanings.	  
Data	  transcription.	  During	  this	  initial	  step	  of	  the	  analysis,	  33	  Camtasia	  Studio	  files	  with	  the	  recordings	  of	  the	  participants’	  verbalizations	  of	  their	  cognitive	  processes	  during	  the	  VALT	  were	  compressed	  and	  converted	  to	  video	  files	  in	  an	  mp4	  format.	  These	  33	  video	  files	  with	  retrospective	  verbal	  reports	  were	  then	  exported	  to	  and	  transcribed	  in	  NVivo	  10,	  which	  is	  a	  qualitative	  data	  analysis	  computer	  software	  package.	  Table	  3.12	  summarizes	  information	  about	  the	  retrospective	  verbal	  data	  that	  were	  transcribed	  for	  each	  participant.	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Table	  3.12	  
Summary	  of	  Transcribed	  Retrospective	  Verbal	  Data	  per	  Participant	  (n	  =	  33)	  Participant	   Duration	  of	  Retrospective	  Verbal	  Reports,	  hh:mm:ss	   Length	  of	  Transcribed	  Retrospective	  Verbal	  Reports,	  in	  words	  Participant	  1	   00:58:33	   5,949	  Participant	  2	   00:57:30	   4,086	  Participant	  3	   00:56:19	   4,868	  Participant	  4	   01:14:20	   5,381	  Participant	  5	   01:10:05	   5,067	  Participant	  6	   01:16:08	   6,021	  Participant	  7	   01:01:44	   5,495	  Participant	  8	   01:08:33	   4,750	  Participant	  9	   01:13:43	   6,024	  Participant	  10	   01:09:49	   4,490	  Participant	  11	   00:56:07	   4,765	  Participant	  12	   01:12:33	   6,731	  Participant	  13	   00:59:17	   5,049	  Participant	  14	   01:05:36	   5,870	  Participant	  15	   01:13:24	   5,408	  Participant	  16	   01:17:59	   6,623	  Participant	  17	   01:05:32	   5,690	  Participant	  18	   00:55:34	   4,477	  Participant	  19	   01:14:32	   6,881	  Participant	  20	   01:08:53	   5,703	  Participant	  21	   01:05:45	   6,750	  Participant	  22	   01:10:27	   7,586	  Participant	  23	   01:26:21	   9,939	  Participant	  24	   01:02:16	   4,796	  Participant	  25	   01:07:27	   6,128	  Participant	  26	   01:17:14	   6,135	  Participant	  27	   01:09:30	   6,911	  Participant	  28	   01:01:35	   8,754	  Participant	  29	   00:45:39	   4,646	  Participant	  30	   00:58:04	   5,774	  Participant	  31	   01:04:56	   4,950	  Participant	  32	   01:03:32	   7,126	  Participant	  33	   00:58:59	   6,751	  Total	   36:27:56	   195,574	  	   As	  shown	  in	  Table	  3.12,	  the	  transcription	  of	  36	  hours	  and	  27	  minutes	  of	  retrospective	  verbal	  reports	  obtained	  from	  33	  participants	  in	  the	  eye-­‐tracking	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group	  yielded	  a	  written	  corpus	  of	  195,574	  words.	  Two	  sample	  transcripts	  for	  Participant	  23	  (ALT	  student)	  and	  Participant	  30	  (English	  99L	  student)	  are	  provided	  in	  Appendix	  C.	  
Data	  coding.	  During	  the	  second	  step	  of	  the	  analysis,	  the	  transcribed	  data	  were	  manually	  coded	  in	  NVivo	  (see	  Figure	  3.15).	  In	  this	  study,	  coding	  was	  viewed	  as	  a	  heuristic,	  or	  “an	  exploratory	  problem-­‐solving	  technique	  without	  specific	  formulas	  to	  follow”	  (Saldaña,	  2009,	  p.	  8).	  As	  such,	  coding	  was	  performed	  as	  a	  cyclical	  process	  that	  entailed	  the	  revision	  of	  the	  initial	  codes	  and	  re-­‐coding	  the	  data	  with	  new	  codes.	  In	  particular,	  data	  were	  coded	  using	  a	  cyclical	  approach	  that	  consisted	  of	  First	  Cycle	  and	  Second	  Cycle	  coding,	  as	  suggested	  by	  Saldaña	  (2009).	  During	  the	  First	  Cycle,	  the	  initial	  coding	  of	  data	  was	  done	  using	  Descriptive	  Coding	  (Wolcott,	  1994).	  This	  coding	  method	  entailed	  assigning	  basic	  labels	  (i.e.,	  descriptive	  codes)	  that	  summarized	  the	  overall	  topic	  or	  idea	  of	  each	  specific	  unit	  of	  data.	  Each	  descriptive	  code	  belonged	  to	  one	  of	  the	  12	  coding	  categories	  that	  were	  created	  on	  the	  basis	  of	  the	  guiding	  questions	  used	  by	  the	  researcher	  during	  cued	  retrospective	  reporting	  to	  facilitate	  the	  participants’	  verbalizations	  of	  their	  cognitive	  processes	  at	  the	  time	  of	  the	  VALT	  (see	  Appendix	  D	  for	  a	  list	  of	  coding	  categories).	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Figure	  3.15.	  A	  screenshot	  of	  the	  NVivo	  interface	  with	  coded	  data.	  	   First	  Cycle	  coding	  resulted	  in	  323	  individual	  descriptive	  codes	  (see	  Appendix	  E),	  which	  were	  applied	  to	  1635	  idea	  units.	  The	  notion	  of	  an	  “idea	  unit”	  was	  adapted	  from	  Kurasaki	  (2000)	  and	  was	  defined	  in	  this	  study	  as	  a	  unit	  of	  text	  in	  the	  transcribed	  data	  that	  contained	  an	  idea	  or	  a	  topic	  and	  could	  be	  assigned	  a	  specific	  code.	  Since	  oral	  speech	  oftentimes	  includes	  “frequent	  tangents,	  digressions,	  backtracks,	  and	  overlaps”	  (Kurasaki,	  2000,	  p.	  180),	  some	  idea	  units—especially	  the	  ones	  coming	  from	  verbose	  participants	  who	  provided	  elaborate	  responses—were	  assigned	  multiple	  codes	  to	  account	  for	  any	  overlapping	  or	  tangential	  topics	  and	  ideas.	  	  It	  should	  be	  noted	  that	  the	  323	  codes	  created	  during	  First	  Cycle	  coding	  were	  associated	  with	  each	  individual	  video	  stimulus	  rather	  than	  with	  all	  videos	  in	  the	  VALT	  to	  provide	  information	  about	  how	  a	  topic	  was	  revealed	  in	  each	  context	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and	  content	  video.	  For	  instance,	  a	  topic	  “seeing	  gestures	  helps	  comprehend	  a	  lecture”	  was	  mentioned	  by	  some	  participants	  in	  relation	  to	  Video	  2,	  Video	  4,	  and	  Video	  5,	  and	  thus	  was	  assigned	  three	  separate	  codes,	  one	  for	  each	  video	  (i.e.,	  V2	  help	  gestures,	  V4	  help	  gestures,	  and	  V5	  help	  gestures).	  Hence,	  multiple	  codes	  could	  refer	  to	  the	  same	  general	  topic	  even	  though	  the	  specific	  visual	  episode	  differed	  across	  videos.	  	  	  During	  the	  Second	  Cycle	  of	  coding,	  the	  initial	  323	  codes	  were	  revised	  using	  the	  Pattern	  Coding	  method,	  which	  required	  combining	  the	  codes	  with	  similar	  topics	  into	  pattern	  codes	  representing	  emergent	  themes	  from	  the	  data	  (Miles	  &	  Huberman,	  1994).	  Appendix	  F	  provides	  a	  list	  of	  45	  Pattern	  Codes	  in	  six	  coding	  categories	  that	  were	  used	  to	  answer	  Research	  Question	  4.	  	  To	  ensure	  the	  clarity	  of	  the	  revised	  codes	  and	  their	  definitions,	  and	  the	  consistency	  of	  their	  interpretation	  and	  application,	  the	  second	  coder	  was	  hired	  to	  code	  the	  data	  for	  this	  project.	  This	  person,	  who	  was	  a	  graduate	  student	  in	  Applied	  Linguistics	  and	  Technology	  and	  had	  had	  prior	  experience	  with	  qualitative	  data	  coding,	  was	  given	  the	  pattern	  codes,	  introduced	  to	  the	  coding	  procedure,	  and	  guided	  initially	  by	  the	  researcher	  during	  practice	  coding	  of	  the	  data	  from	  one	  participant.	  Although	  coding	  10	  percent	  of	  the	  data	  to	  calculate	  intercoder	  reliability	  appears	  to	  be	  a	  common	  practice	  (e.g.,	  J.	  Brown,	  2001;	  Chandler,	  2003;	  H.	  Lee	  &	  Winke,	  2013),	  the	  researcher	  asked	  the	  second	  coder	  to	  code	  18	  percent	  of	  the	  data	  (i.e.,	  data	  from	  six	  participants),	  mostly	  due	  to	  a	  large	  number	  of	  codes	  and	  data	  variability.	  Intercoder	  reliability—which	  is	  the	  percentage	  of	  agreement	  between	  two	  coders	  about	  how	  they	  assign	  codes	  to	  particular	  units	  of	  data	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(Kurasaki,	  2000)—was	  calculated	  in	  NVivo	  using	  Cohen’s	  kappa	  coefficient	  (κ).	  This	  coefficient	  was	  chosen	  for	  calculating	  intercoder	  reliability	  because	  it	  takes	  into	  account	  the	  codes	  that	  raters	  assign	  due	  to	  chance	  and,	  therefore,	  is	  considered	  to	  be	  a	  more	  robust	  measure	  than	  the	  simple	  percentage	  of	  agreement,	  which	  in	  this	  study	  was	  found	  to	  be	  99.77%.	  Although	  NVivo	  calculated	  Cohen’s	  kappa	  for	  each	  code	  (see	  an	  example	  in	  Figure	  3.16),	  the	  obtained	  individual	  values	  were	  averaged	  to	  calculate	  overall	  intercoder	  reliability	  (κ	  =	  .85).	  This	  value	  was	  within	  the	  benchmark	  of	  the	  .85-­‐.9	  range	  proposed	  by	  many	  qualitative	  researchers	  (e.g.,	  Miles	  &	  Huberman,	  1994;	  Nastasi,	  1999;	  Saldaña,	  2009)	  and	  provided	  evidence	  for	  the	  validity	  of	  the	  developed	  codes	  and	  the	  coding	  procedure.	  	  
	  
	  
Figure	  3.16.	  A	  screenshot	  of	  the	  Nvivo	  interface	  with	  the	  results	  of	  intercoder	  reliability	  for	  a	  sample	  of	  pattern	  codes.	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   Manual	  analysis	  of	  coded	  data.	  During	  the	  final	  step,	  the	  researcher	  analyzed	  coded	  data	  from	  those	  coding	  categories	  that	  were	  relevant	  for	  answering	  Research	  Question	  4.1	  (i.e.,	  What	  aspects	  of	  visual	  information,	  and	  why,	  do	  L2	  test-­‐takers	  focus	  on	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT?)	  and	  Research	  Question	  4.2	  (i.e.,	  What	  aspects	  of	  visual	  information	  in	  the	  VALT,	  and	  why,	  do	  test-­‐takers	  find	  helpful	  and/or	  distracting?).	  More	  specifically,	  the	  following	  six	  coding	  categories	  were	  analyzed	  to	  answer	  the	  fourth	  research	  question:	  V	  visual	  focus	  aspects,	  V	  visual	  focus	  reasons,	  V	  visual	  help	  aspects,	  V	  visual	  Y	  help	  reasons,	  V	  visual	  distract	  aspects,	  and	  V	  visual	  distract	  reasons	  (see	  Appendix	  D).	  The	  analysis	  involved	  identifying	  major	  emergent	  themes	  in	  the	  coded	  data,	  counting	  instances	  of	  the	  themes	  and	  the	  number	  of	  participants	  who	  commented	  on	  each	  theme,	  selecting	  representative	  examples	  from	  the	  coded	  data	  that	  manifest	  these	  themes,	  interpreting	  their	  meanings,	  and	  integrating	  these	  themes	  into	  arguments	  that	  address	  this	  research	  question.	  	  	  
Research	  Question	  5.	  To	  answer	  the	  overall	  fifth	  research	  question	  (i.e.,	  How	  do	  L2	  test-­‐takers	  use	  visual	  information	  when	  answering	  individual	  questions	  on	  the	  VALT,	  as	  indicated	  by	  cued	  retrospective	  reporting?),	  retrospective	  verbal	  data,	  which	  comprised	  responses	  from	  the	  eye-­‐tracking	  group	  participants	  (n	  =	  33)	  regarding	  their	  use	  of	  visual	  information	  for	  answering	  questions	  from	  the	  VALT,	  were	  transformed	  into	  quantitative	  data	  (as	  part	  of	  the	  data	  transformation	  model	  of	  the	  triangulation	  design	  used	  in	  this	  study)	  and	  analyzed	  using	  inferential	  statistics.	  Specifically,	  these	  data	  were	  analyzed	  to	  explore	  (a)	  the	  extent	  to	  which	  the	  participants	  perceived	  visual	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information	  helpful	  for	  answering	  individual	  questions	  on	  the	  context	  video	  subtest	  vs.	  the	  questions	  on	  the	  content	  video	  subtest	  (Research	  Question	  5.1),	  and	  (b)	  the	  association	  between	  the	  participants’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  each	  individual	  question	  and	  their	  item	  scores	  on	  the	  VALT	  (Research	  Question	  5.2).	  	  	  To	  answer	  Research	  Question	  5.1	  (i.e.,	  What	  is	  the	  difference	  between	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  of	  the	  VALT?),	  the	  researcher	  quantified	  the	  participants’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  from	  each	  subtest	  and	  analyzed	  the	  quantified	  data	  using	  a	  paired-­‐samples	  t	  test.	  In	  particular,	  for	  each	  individual	  question,	  the	  researcher	  counted	  the	  number	  of	  participants	  who	  claimed	  that	  visual	  information	  helped	  them	  answer	  the	  specific	  question,	  and	  the	  number	  of	  participants	  who	  reported	  not	  using	  any	  visual	  information	  for	  answering	  the	  question.	  Next,	  each	  response	  was	  coded	  as	  1	  when	  the	  participants	  claimed	  that	  visual	  information	  had	  helped	  them	  answer	  a	  particular	  question,	  and	  as	  0	  when	  they	  reported	  not	  using	  or	  not	  finding	  visual	  information	  helpful	  for	  answering	  a	  particular	  question	  from	  the	  VALT	  (see	  Appendix	  G).	  Once	  the	  perceptions	  of	  visual	  information	  for	  answering	  the	  questions	  were	  quantified,	  the	  obtained	  scores	  were	  combined	  into	  two	  groups:	  the	  scores	  representing	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  video	  subtest	  (out	  of	  15)	  and	  the	  scores	  representing	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  content	  video	  subtest	  (out	  of	  15).	  The	  two	  groups	  of	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scores	  were	  subsequently	  compared	  using	  a	  paired-­‐samples	  t	  test.	  This	  comparison	  enabled	  the	  researcher	  to	  determine	  whether	  there	  was	  any	  statistically	  significant	  difference	  between	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  and	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  content	  subtest	  within	  the	  VALT.	  	  Finally,	  to	  answer	  Research	  Question	  5.2	  (i.e.,	  To	  what	  extent	  are	  L2	  test-­‐takers	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  each	  individual	  question	  associated	  with	  their	  scores	  on	  individual	  questions?),	  the	  researcher	  used	  quantified	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  individual	  VALT	  questions	  and	  analyzed	  their	  association	  with	  item	  scores	  using	  the	  Cochran-­‐Mantel-­‐Haenszel	  chi-­‐square	  statistic.	  The	  use	  of	  the	  Cochran-­‐Mantel-­‐Haenszel	  chi-­‐square	  statistic	  allowed	  for	  determining	  the	  strength	  of	  the	  association	  between	  the	  participants’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  test	  and	  their	  item	  scores,	  while	  controlling	  for	  the	  participant	  effect.	  	  
Chapter	  Summary	  This	  chapter	  laid	  out	  the	  methodology	  of	  the	  study	  that	  was	  used	  to	  answer	  five	  research	  questions.	  The	  overall	  research	  design	  used	  in	  this	  study	  was	  a	  mixed	  methods	  design.	  In	  particular,	  the	  study	  employed	  the	  data	  transformation	  model	  of	  the	  triangulation	  design	  that	  presupposed	  the	  concurrent	  collection	  of	  two	  sets	  of	  quantitative	  data	  (i.e.,	  test	  performance	  data	  and	  eye-­‐tracking	  data)	  followed	  by	  the	  collection	  of	  qualitative	  data	  (i.e.,	  retrospective	  verbal	  data),	  some	  of	  which	  were	  subsequently	  quantified	  and	  used	  in	  the	  statistical	  analyses	  to	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answer	  the	  last	  research	  question.	  In	  addition,	  this	  chapter	  provided	  detailed	  descriptions	  of	  the	  participants,	  materials	  and	  instruments	  used	  to	  collect	  the	  data,	  and	  the	  data	  collection	  procedures.	  Finally,	  the	  researcher	  expounded	  the	  types	  of	  data	  analyses	  that	  were	  employed	  for	  answering	  each	  research	  question	  in	  this	  study.	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CHAPTER	  4	  
	  	  
RESULTS	  AND	  DISCUSSION	  	   This	  chapter	  provides	  answers	  to	  research	  questions	  (RQ)	  using	  the	  results	  of	  multiple	  analyses	  outlined	  in	  the	  Methodology	  Chapter.	  Specifically,	  the	  discussion	  in	  this	  chapter	  covers	  such	  topics	  as	  the	  appropriateness	  of	  statistical	  properties	  of	  test	  scores	  for	  making	  norm-­‐referenced	  decisions,	  the	  effects	  of	  context	  and	  content	  videos	  on	  the	  participants’	  test	  performance,	  the	  viewing	  behavior	  of	  the	  participants	  during	  the	  VALT,	  and	  the	  participants’	  perceptions	  of	  helpfulness	  of	  visual	  information	  in	  the	  VALT.	  Three	  types	  of	  data—namely,	  test	  performance	  data,	  eye-­‐tracking	  data,	  and	  retrospective	  verbal	  data—were	  analyzed	  to	  answer	  the	  five	  research	  questions	  and	  sub-­‐questions.	  The	  first	  two	  research	  questions	  were	  answered	  by	  analyzing	  the	  VALT	  and	  the	  AALT	  performance	  data.	  Research	  Question	  3	  was	  answered	  by	  analyzing	  eye-­‐tracking	  data,	  whereas	  Research	  Question	  4	  was	  answered	  by	  analyzing	  retrospective	  verbal	  data	  both	  qualitatively	  and	  quantitatively.	  Finally,	  to	  answer	  Research	  Question	  5,	  retrospective	  verbal	  data	  were	  quantified	  and	  analyzed	  using	  inferential	  statistics.	  The	  presentation	  and	  discussion	  of	  the	  results	  in	  this	  chapter	  are	  structured	  around	  each	  individual	  research	  question.	  	  
RQ1:	  Appropriateness	  of	  Statistical	  Properties	  of	  Test	  Scores	  for	  Norm-­‐
Referenced	  Decisions	  	  Research	  Question	  1	  investigated	  the	  extent	  to	  which	  the	  statistical	  properties	  of	  the	  test	  scores	  were	  appropriate	  for	  making	  norm-­‐referenced	  decisions.	  This	  investigation	  was	  done	  by	  examining	  the	  score	  distribution,	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scoring	  consistency,	  item	  difficulty,	  and	  item	  discrimination	  of	  items	  from	  the	  VALT	  and	  the	  AALT.	  In	  total,	  four	  types	  of	  analyses	  (i.e.,	  descriptive	  statistics,	  reliability	  analysis,	  item	  analysis,	  and	  distractor	  analysis)	  were	  carried	  out	  using	  the	  performance	  data	  from	  the	  VALT	  (n	  =	  75)	  and	  the	  AALT	  (n	  =	  46).	  The	  following	  sections	  describe	  the	  results	  of	  each	  analysis.	  	  
Descriptive	  statistics.	  Descriptive	  statistics,	  which	  included	  means,	  standard	  deviations,	  skewness,	  and	  kurtosis,	  were	  calculated	  for	  the	  overall	  test	  scores,	  as	  well	  as	  for	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT.	  Table	  4.1	  provides	  summarized	  results	  of	  descriptive	  statistics.	  	  Table	  4.1	  
Descriptive	  Statistics	  for	  Overall	  Scores	  and	  Subtest	  Scores	  on	  the	  VALT	  (n	  =	  75)	  and	  
the	  AALT	  (n	  =	  46)	  Type	  of	  Scores	   Number	  of	  Test	  Items	   Mean	   SD	   Skewness	   Kurtosis	  	   Overall	  VALT	  scores	   30	   16.81	   5.54	   .179	   -­‐.426	  Overall	  AALT	  scores	   30	   16.65	   5.29	   .335	   -­‐.750	  
VALT	   Context	  subtest	  scores	   15	   8.21	   3.28	   .205	   -­‐.654	  Content	  subtest	  scores	   15	   8.60	   2.81	   .079	   -­‐.406	  
AALT	   Context	  subtest	  scores	   15	   8.50	   2.90	   .421	   -­‐.919	  Content	  subtest	  scores	   15	   8.15	   2.79	   .132	   -­‐.545	  	   As	  shown	  in	  Table	  4.1,	  the	  mean	  and	  standard	  deviation	  (M	  =	  16.81,	  SD	  =	  5.54)	  of	  the	  overall	  VALT	  scores	  were	  slightly	  higher	  than	  the	  mean	  and	  standard	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deviation	  of	  the	  overall	  AALT	  scores	  (M	  =	  16.65,	  SD	  =	  5.29).	  In	  addition,	  the	  mean	  of	  the	  context	  subtest	  scores	  (M	  =	  8.21)	  was	  slightly	  lower	  than	  the	  mean	  of	  the	  content	  subtest	  scores	  (M	  =	  8.6),	  whereas	  the	  opposite	  was	  true	  for	  standard	  deviations	  (SD	  =	  3.28	  for	  the	  context	  subtest	  scores	  and	  SD	  =	  2.81	  for	  the	  content	  subtest	  scores).	  In	  the	  audio	  group,	  however,	  the	  means	  and	  standard	  deviations	  of	  the	  participants’	  scores	  on	  the	  context	  subtest	  (M	  =	  8.5,	  SD	  =	  2.90)	  were	  marginally	  higher	  than	  the	  means	  and	  standard	  deviations	  of	  their	  scores	  on	  the	  content	  subtest	  (M	  =	  8.15,	  SD	  =	  2.79).	  Despite	  these	  slight	  observed	  differences,	  these	  findings	  evinced	  that	  overall	  scores	  for	  both	  tests	  were	  very	  similar,	  and	  so	  were	  the	  scores	  on	  the	  subtests	  within	  the	  VALT	  and	  the	  AALT.	  	  Finally,	  for	  all	  types	  of	  scores,	  absolute	  values	  for	  skewness	  and	  kurtosis	  were	  less	  than	  two,	  which,	  according	  to	  Bachman	  (2004),	  indicated	  a	  reasonably	  normal	  distribution.	  Visual	  evidence	  of	  a	  reasonably	  normal	  distribution	  of	  item	  scores	  in	  both	  tests	  can	  be	  seen	  in	  histograms	  provided	  in	  Figure	  4.1	  (for	  item	  scores	  on	  the	  VALT)	  and	  Figure	  4.2	  (for	  item	  scores	  on	  the	  AALT).	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Figure	  4.1.	  Histogram	  of	  a	  distribution	  of	  item	  scores	  on	  the	  VALT.	  	  	  
	  
	  
Figure	  4.2.	  Histogram	  of	  a	  distribution	  of	  item	  scores	  on	  the	  AALT.	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Reliability	  analysis.	  Reliability	  analyses	  were	  carried	  out	  by	  calculating	  internal	  consistency	  reliability	  coefficients	  and	  standard	  errors	  of	  measurement	  (SEM)	  for	  the	  overall	  test	  scores,	  as	  well	  as	  for	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT.	  The	  results	  of	  reliability	  analyses	  shown	  in	  Table	  4.2	  revealed	  relatively	  high	  internal	  consistency	  reliability	  estimates	  both	  for	  the	  overall	  VALT	  scores	  (Cronbach’s	  alpha	  of	  .811	  and	  a	  standard	  error	  of	  measurement	  of	  2.39)	  and	  for	  the	  overall	  AALT	  scores	  (Cronbach’s	  alpha	  of	  .791	  and	  a	  standard	  error	  of	  measurement	  of	  2.39).	  	  Table	  4.2	  
Results	  of	  Reliability	  Analysis	  of	  the	  Overall	  Scores	  and	  Subtest	  Scores	  on	  the	  VALT	  (n	  
=	  75)	  and	  the	  AALT	  (n	  =	  46)	  Type	  of	  Scores	   Number	  of	  Test	  Items	   Cronbach’s	  Alpha	  (α)	   Standard	  Error	  of	  Measurement	  (SEM)	  	   Overall	  VALT	  scores	   30	   .81	   2.39	  Overall	  AALT	  scores	   30	   .79	   2.39	  VALT	   Context	  subtest	  scores	   15	   .72	   1.71	  Content	  subtest	  scores	   15	   .65	   1.67	  AALT	   Context	  subtest	  scores	   15	   .64	   1.72	  Content	  subtest	  scores	   15	   .63	   1.68	  	   Considering	  that	  scores	  with	  a	  reliability	  value	  of	  .80	  or	  greater	  should	  be	  deemed	  reliable	  (Carr,	  2011),	  it	  can	  be	  argued	  that	  overall	  scores	  on	  the	  VALT	  and	  the	  AALT	  had	  adequate	  and	  similar	  values	  for	  reliability	  (α	  =	  .81	  for	  the	  overall	  VALT	  scores	  and	  α	  =	  .79	  for	  the	  overall	  AALT	  scores),	  with	  approximately	  one-­‐fifth	  of	  the	  score	  variance	  in	  both	  tests	  being	  due	  to	  measurement	  error	  (SEM	  =	  2.39	  for	  the	  overall	  scores	  on	  both	  tests).	  These	  findings	  suggested	  that	  observed	  overall	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scores	  on	  the	  VALT	  and	  the	  AALT	  were	  reliable	  estimates	  of	  the	  test-­‐takers’	  L2	  language	  ability	  measured	  by	  each	  test.	  	  In	  addition,	  internal	  consistency	  reliability	  of	  the	  scores	  on	  the	  context	  subtest	  (α	  =	  .724,	  SEM	  =	  1.710)	  was	  found	  to	  be	  higher	  than	  internal	  consistency	  reliability	  of	  the	  scores	  on	  the	  content	  subtest	  (α	  =	  .645,	  SEM	  =	  1.665)	  within	  the	  VALT.	  The	  same	  finding	  was	  true	  for	  the	  scores	  on	  the	  corresponding	  subtests	  of	  the	  AALT	  (α	  =	  .642	  and	  SEM	  	  =	  1.719	  for	  the	  context	  subtest	  and	  α	  =	  .630	  and	  SEM	  =	  1.678	  for	  the	  content	  subtest	  within	  the	  AALT),	  even	  though	  this	  difference	  was	  smaller.	  These	  results	  indicate	  that	  the	  scores	  on	  context	  subtests	  within	  the	  VALT	  and	  the	  AALT	  were	  somewhat	  more	  reliable	  than	  the	  scores	  on	  content	  subtests,	  which	  appeared	  to	  be	  more	  affected	  by	  measurement	  error.	  Compared	  to	  the	  values	  of	  internal	  consistency	  reliability	  for	  the	  overall	  VALT	  scores	  and	  the	  overall	  AALT	  scores,	  internal	  consistency	  reliability	  of	  the	  scores	  on	  the	  subtests	  was	  lower	  due	  to	  the	  smaller	  number	  of	  items	  in	  each	  subtest	  (i.e.,	  15	  items	  in	  each	  subtest	  compared	  to	  30	  items	  in	  each	  test).	  
Item	  analysis.	  To	  explore	  the	  quality	  of	  each	  item	  in	  the	  VALT	  and	  in	  the	  AALT,	  item	  analyses	  were	  carried	  out	  using	  item	  scores	  on	  both	  tests.	  Table	  4.3	  presents	  the	  estimates	  of	  item	  difficulty	  expressed	  in	  terms	  of	  item	  facility	  (IF)	  and	  item	  discrimination	  calculated	  by	  using	  a	  point-­‐biserial	  correlation	  coefficient	  	  	  	  (rp-­‐bis)	  for	  the	  VALT	  and	  the	  AALT.	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Table	  4.3	  
Item	  Facility	  and	  Point-­‐biserial	  Correlations	  for	  Each	  Item	  on	  the	  VALT	  (n	  =	  75)	  and	  
the	  AALT	  (n	  =	  46)	  Item	   VALT	   AALT	  IF	   rp-­‐bis	   IF	   rp-­‐bis	  1	   .787	   .444	   .717	   .475	  2	   .773	   .462	   .848*	   .018**	  3	   .600	   .309	   .733	   .190**	  4	   .520	   .506	   .522	   .644	  5	   .427	   .465	   .578	   .125**	  6	   .440	   .001**	   .435	   .008**	  7	   .387	   .554	   .435	   .427	  8	   .640	   .328	   .543	   .440	  9	   .413	   .584	   .261	   .371	  10	   .680	   .481	   .717	   .244**	  11	   .480	   .469	   .478	   .297**	  12	   .467	   .381	   .478	   .446	  13	   .467	   .547	   .413	   .495	  14	   .360	   .404	   .304	   .514	  15	   .440	   .430	   .435	   .394	  16	   .680	   .455	   .804*	   .512	  17	   .573	   .593	   .644	   .609	  18	   .267	   .251**	   .217	   .357	  19	   .840*	   .441	   .822*	   .419	  20	   .373	   .332	   .391	   .275**	  21	   .573	   .196**	   .667	   .286**	  22	   .581	   .550	   .522	   .452	  23	   .653	   .347	   .644	   .603	  24	   .427	   .259**	   .522	   .219**	  25	   .667	   .475	   .696	   .372	  26	   .893*	   .177**	   .733	   .478	  27	   .608	   .304	   .652	   .309	  28	   .653	   .291**	   .674	   .300	  29	   .800	   .183**	   .478	   .388	  30	   .360	   .429	   .391	   .411	  Mean	  values	   .56	   .39	   .56	   .37	  
Note.	  Test	  items	  with	  IF	  values	  above	  .80	  are	  marked	  with	  an	  asterisk	  (*);	  test	  items	  with	  a	  discrimination	  index	  (rp-­‐bis)	  of	  less	  than	  .30	  are	  marked	  with	  a	  double	  asterisk	  (**).	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Bachman	  (2004)	  advises	  that	  for	  an	  item	  to	  contribute	  to	  the	  overall	  reliability	  of	  the	  test,	  IF	  values	  should	  fall	  between	  .20	  and	  .80	  and	  discrimination	  indices	  should	  be	  greater	  than	  .30	  (p.	  138).	  As	  shown	  in	  Table	  4.3,	  two	  items	  in	  each	  test	  (i.e.,	  items	  19	  and	  26	  in	  the	  VALT	  and	  items	  16	  and	  19	  in	  the	  AALT,	  marked	  with	  an	  asterisk)	  had	  IF	  values	  greater	  than	  .80,	  which	  suggests	  that	  they	  were	  easy	  for	  the	  majority	  of	  the	  L2	  test-­‐takers.	  Meanwhile,	  no	  items	  had	  item	  facility	  values	  below	  .20,	  indicating	  that	  there	  were	  no	  extremely	  difficult	  items	  in	  either	  test.	  With	  regard	  to	  item	  discrimination,	  seven	  items	  in	  the	  VALT	  and	  nine	  items	  in	  the	  AALT	  (marked	  with	  a	  double	  asterisk	  in	  Table	  4.3)	  were	  found	  to	  have	  low	  point-­‐biserial	  correlation	  coefficients.	  These	  items	  were	  not	  capable	  of	  separating	  lower-­‐level	  test-­‐takers	  from	  test-­‐takers	  with	  more	  advanced	  L2	  listening	  skills,	  and	  therefore	  did	  not	  contribute	  much	  to	  the	  overall	  reliability	  of	  the	  test.	  At	  the	  same	  time,	  it	  should	  be	  noted	  that	  none	  of	  the	  items	  in	  either	  test	  had	  a	  negative	  discrimination	  index,	  which	  means	  that	  neither	  the	  VALT	  nor	  the	  AALT	  contained	  any	  items	  that	  would	  be	  hurting	  the	  test	  reliability.	  Overall,	  the	  results	  of	  item	  analysis	  evinced	  that	  the	  difficulty	  level	  and	  the	  ability	  of	  most	  items	  in	  the	  VALT	  and	  the	  AALT	  to	  discriminate	  between	  test-­‐takers’	  with	  different	  L2	  listening	  ability	  levels	  were	  appropriate	  for	  contributing	  to	  scores	  used	  for	  norm-­‐referenced	  decisions.	  	  
Distractor	  analysis.	  Distractor	  analysis	  of	  all	  30	  items	  in	  both	  tests	  was	  carried	  out	  using	  item	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  AALT	  (n	  =	  46).	  This	  type	  of	  analysis	  was	  employed	  to	  identify	  any	  potential	  problems	  with	  distractors,	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as	  well	  as	  keys	  (i.e.,	  correct	  answers).	  Table	  4.4	  presents	  the	  results	  of	  distractor	  analysis	  for	  item	  scores	  on	  the	  VALT,	  whereas	  Table	  4.5	  reports	  the	  findings	  of	  the	  same	  analysis	  for	  item	  scores	  on	  the	  AALT.	  Table	  4.4	  
Results	  of	  Distractor	  Analysis	  of	  Item	  Scores	  on	  the	  VALT	  (n	  =	  75)	  	  Item	   Response	  Frequencies	   Option	  Point-­‐biserials	  %	  A	   %	  B	   %	  C	   %	  D	   A	  rp-­‐bis	   B	  rp-­‐bis	   C	  rp-­‐bis	   D	  rp-­‐bis	  1	   78.7	   2.7	   17.3	   1.3	   .444	   -­‐.024	   -­‐.426	   -­‐.144	  2	   5.3	   77.3	   4.0	   13.3	   -­‐.078	   .462	   -­‐.327	   -­‐.329	  3	   5.3	   60.0	   33.3	   1.3	   -­‐.164	   .309	   -­‐.248	   .025*	  4	   25.3	   12.0	   52.0	   10.7	   -­‐.248	   -­‐.286	   .506	   -­‐.169	  5	   42.7	   6.7	   22.7	   28.0	   .465	   -­‐.020	   -­‐.161	   -­‐.351	  6	   5.3	   42.7	   8.0	   44.0	   -­‐.057	   .206*	   -­‐.329	   .001	  7	   13.3	   38.7	   22.7	   25.3	   -­‐.293	   .544	   -­‐.178	   -­‐.209	  8	   14.7	   0.0	   64.0	   21.3	   -­‐.383	   -­‐*	   .328	   -­‐.053	  9	   20.0	   41.3	   18.7	   20.0	   -­‐.389	   .584	   -­‐.046	   -­‐.286	  10	   68.0	   6.7	   22.7	   2.7	   .481	   -­‐.205	   -­‐.381	   -­‐.085	  11	   26.7	   48.0	   2.7	   22.7	   -­‐.336	   .469	   -­‐.024	   -­‐.196	  12	   5.3	   17.3	   46.7	   30.7	   -­‐.089	   -­‐.093	   .381	   -­‐.293	  13	   36.0	   9.3	   8.0	   46.7	   -­‐.318	   -­‐.289	   -­‐.133	   .547	  14	   36.0	   26.7	   30.7	   6.7	   .404	   -­‐.204	   -­‐.203	   -­‐.039	  15	   6.7	   44.0	   18.7	   30.7	   -­‐.020	   .430	   -­‐.133	   -­‐.340	  16	   68.0	   20.0	   9.3	   2.7	   .455	   -­‐.395	   -­‐.197	   .021*	  17	   25.3	   57.3	   16.0	   1.3	   -­‐.281	   .593	   -­‐.454	   -­‐.038	  18	   36.0	   21.3	   16.0	   26.7	   -­‐.171	   .006*	   -­‐.084	   .251	  19	   2.7	   84.0	   4.0	   9.3	   -­‐.130	   .441	   -­‐.191	   -­‐.356	  20	   30.7	   6.7	   25.3	   37.3	   -­‐.308	   -­‐.001	   -­‐.042	   .332	  21	   4.0	   18.7	   57.3	   20.0	   -­‐.166	   -­‐.301	   .196	   .132*	  22	   58.1	   2.7	   18.9	   20.3	   .550	   -­‐.180	   -­‐.231	   -­‐.378	  23	   6.7	   5.3	   65.3	   22.7	   -­‐.146	   -­‐.046	   .347	   -­‐.283	  24	   1.3	   42.7	   37.3	   18.7	   .067*	   .259	   -­‐.074	   -­‐.257	  25	   5.3	   66.7	   10.7	   17.3	   -­‐.294	   .475	   -­‐.184	   -­‐.266	  26	   2.7	   6.7	   89.3	   1.3	   -­‐.115	   -­‐.039	   .177	   -­‐.228	  27	   60.8	   13.5	   12.2	   13.5	   .304	   -­‐.300	   -­‐.142	   .002*	  28	   2.7	   8.0	   65.3	   24.0	   .021*	   -­‐.088	   .291	   -­‐.276	  29	   80.0	   5.3	   12.0	   2.7	   .183	   -­‐.111	   -­‐.084	   -­‐.130	  30	   29.3	   36.0	   24.0	   10.7	   -­‐.063	   .429	   -­‐.157	   -­‐.357	  
Note.	  Keys	  are	  in	  bold.	  Distractors	  with	  a	  positive	  point-­‐biserial	  coefficient	  are	  marked	  with	  an	  asterisk	  (*).	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Table	  4.5	  
Results	  of	  Distractor	  Analysis	  of	  Item	  Scores	  on	  the	  AALT	  (n	  =	  46)	  Item	   Response	  Frequencies	   Option	  Point-­‐biserials	  %	  A	   %	  B	   %	  C	   %	  D	   A	  rp-­‐bis	   B	  rp-­‐bis	   C	  rp-­‐bis	   D	  rp-­‐bis	  1	   71.7	   2.2	   26.1	   0	   .475	   -­‐.218	   -­‐.415	   -­‐*	  2	   4.3	   84.8	   0	   10.9	   -­‐.108	   .018	   -­‐*	   .050*	  3	   2.2	   73.3	   22.2	   2.2	   .095*	   .190	   -­‐.229	   -­‐.019	  4	   17.4	   26.1	   52.2	   4.3	   -­‐.222	   -­‐.481	   .644	   -­‐.128	  5	   57.8	   8.9	   20.0	   13.3	   .125	   -­‐.158	   .126*	   -­‐.198	  6	   15.2	   30.4	   10.9	   43.5	   -­‐.053	   .152*	   -­‐.177	   .008	  7	   19.6	   43.5	   6.5	   30.4	   -­‐.344	   .427	   .236*	   -­‐.290	  8	   19.6	   4.3	   54.3	   21.7	   -­‐.240	   -­‐.108	   .440	   -­‐.247	  9	   32.6	   26.1	   21.7	   19.6	   -­‐.140	   .371	   .035*	   -­‐.282	  10	   71.7	   13.0	   8.7	   6.5	   .244	   -­‐.320	   .227*	   -­‐.269	  11	   21.7	   47.8	   2.2	   28.3	   -­‐.318	   .297	   -­‐.218	   .033*	  12	   15.2	   8.7	   47.8	   28.3	   -­‐.192	   -­‐.171	   .446	   -­‐.235	  13	   39.1	   10.9	   8.7	   41.3	   -­‐.355	   -­‐.003	   -­‐.245	   .495	  14	   30.4	   32.6	   23.9	   13.0	   .514	   -­‐.282	   -­‐.167	   -­‐.098	  15	   17.4	   43.5	   17.4	   21.7	   -­‐.123	   .394	   -­‐.156	   -­‐.217	  16	   80.4	   10.9	   8.7	   0	   .512	   -­‐.337	   -­‐.348	   -­‐*	  17	   15.6	   64.4	   17.8	   2.2	   -­‐.334	   .609	   -­‐.459	   .035*	  18	   45.7	   13.0	   19.6	   21.7	   -­‐.231	   -­‐.073	   -­‐.020	   .357	  19	   2.2	   82.2	   11.1	   4.4	   -­‐.226	   .419	   -­‐.300	   -­‐.158	  20	   34.8	   6.5	   19.6	   39.1	   -­‐.126	   -­‐.067	   -­‐.145	   .275	  21	   2.2	   13.3	   66.7	   17.8	   -­‐.225	   -­‐.359	   .286	   .053*	  22	   52.2	   2.2	   17.4	   28.3	   .452	   -­‐.161	   .052*	   -­‐.494	  23	   4.4	   4.4	   64.4	   26.7	   -­‐.252	   -­‐.190	   .603	   -­‐.447	  24	   6.5	   52.2	   28.3	   13.0	   -­‐.235	   .219	   -­‐.069	   -­‐.061	  25	   4.3	   69.6	   15.2	   10.9	   .096*	   .372	   -­‐.261	   -­‐.311	  26	   2.2	   17.8	   73.3	   6.7	   -­‐.217	   -­‐.295	   .478	   -­‐.267	  27	   65.2	   4.3	   23.9	   6.5	   .309	   -­‐.190	   -­‐.080	   -­‐.302	  28	   8.7	   13.0	   67.4	   10.9	   -­‐.245	   -­‐.085	   .300	   -­‐.137	  29	   47.8	   10.9	   26.1	   15.2	   .388	   -­‐.364	   .030*	   -­‐.261	  30	   13.0	   39.1	   26.1	   21.7	   .223*	   .411	   -­‐.244	   -­‐.408	  
Note.	  Keys	  are	  in	  bold.	  Distractors	  with	  a	  positive	  point-­‐biserial	  coefficient	  are	  marked	  with	  an	  asterisk	  (*).	  	  Bachman	  (2004)	  claims	  that	  an	  effective	  distractor	  should	  possess	  a	  negative	  discrimination	  index	  (e.g.,	  a	  point-­‐biserial	  coefficient),	  whereas	  a	  positive	  discrimination	  index	  indicates	  that	  a	  distractor	  needs	  to	  be	  revised	  because	  it	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attracts	  test-­‐takers	  who	  tend	  to	  receive	  higher	  overall	  scores	  on	  the	  test.	  The	  results	  of	  distractor	  analysis	  for	  the	  VALT	  (see	  Table	  4.4)	  revealed	  eight	  test	  items,	  each	  of	  which	  contained	  a	  distractor	  with	  a	  positive	  point-­‐biserial	  coefficient.	  In	  addition,	  one	  distractor	  for	  item	  8	  in	  the	  VALT	  was	  not	  chosen	  by	  any	  test-­‐taker.	  Regarding	  the	  AALT,	  distractor	  analysis	  identified	  14	  items	  containing	  distractors	  with	  positive	  discrimination	  indices.	  Moreover,	  items	  1,	  2,	  and	  16	  contained	  a	  distractor	  that	  none	  of	  the	  participants	  selected.	  A	  larger	  number	  of	  distractors	  with	  a	  positive	  point-­‐biserial	  coefficient	  in	  the	  AALT	  can	  be	  partially	  attributed	  to	  the	  smaller	  number	  of	  participants	  who	  took	  this	  test	  compared	  to	  the	  number	  of	  participants	  who	  took	  the	  VALT.	  	  In	  sum,	  although	  ten	  percent	  of	  the	  total	  number	  of	  distractors	  in	  the	  VALT	  and	  15.3	  percent	  of	  the	  total	  number	  of	  distractors	  in	  the	  AALT	  had	  positive	  discrimination	  indices,	  overall	  the	  distractors	  in	  both	  tests	  were	  found	  to	  perform	  relatively	  well.	  These	  findings	  suggest	  that	  distractors	  in	  the	  VALT	  and	  the	  AALT	  tend	  to	  be	  chosen	  by	  test-­‐takers	  with	  lower	  levels	  of	  L2	  listening	  ability	  and,	  as	  such,	  are	  appropriate	  for	  contributing	  to	  scores	  used	  for	  norm-­‐referenced	  decisions.	  	  
Summary	  of	  RQ1.	  To	  address	  Research	  Question	  1,	  four	  types	  of	  analyses	  were	  conducted	  using	  different	  types	  of	  scores	  on	  the	  VALT	  and	  the	  AALT.	  The	  obtained	  results	  indicated	  that	  statistical	  properties	  of	  the	  VALT	  scores	  were	  appropriate	  for	  making	  norm-­‐referenced	  decisions	  about	  L2	  learners’	  target	  language	  ability.	  The	  analyses	  of	  the	  AALT	  scores	  revealed	  similar	  results:	  psychometric	  qualities	  of	  test	  scores	  on	  the	  audio-­‐only	  version	  of	  the	  test	  were	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appropriate	  for	  making	  norm-­‐referenced	  decisions	  regarding	  test-­‐takers’	  L2	  listening	  ability.	  More	  specifically,	  the	  results	  of	  descriptive	  statistics	  showed	  that	  the	  distribution	  of	  scores	  in	  the	  VALT	  and	  the	  AALT	  was	  relatively	  normal,	  as	  indicated	  by	  measures	  of	  central	  tendency	  (i.e.,	  means)	  and	  dispersion	  (i.e.,	  standard	  deviations),	  as	  well	  as	  skewness	  and	  kurtosis.	  Based	  on	  the	  results	  of	  reliability	  analyses,	  internal	  consistency	  reliability	  estimates	  of	  the	  scores	  on	  both	  tests	  were	  found	  to	  be	  adequate	  (i.e.,	  α	  =	  .81	  for	  the	  overall	  scores	  on	  the	  VALT	  and	  α	  =	  .79	  for	  the	  overall	  scores	  on	  the	  AALT).	  Furthermore,	  item	  analyses	  and	  distractor	  analyses	  provided	  evidence	  that	  items	  on	  both	  tests	  were	  of	  an	  appropriate	  level	  of	  difficulty	  for	  the	  target	  population	  and	  discriminated	  among	  test-­‐takers’	  with	  different	  levels	  of	  the	  targeted	  L2	  abilities.	  Finally,	  these	  findings	  also	  revealed	  considerable	  similarities	  between	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  overall	  scores	  on	  the	  AALT.	  The	  following	  section	  provides	  an	  in-­‐depth	  examination	  of	  the	  effect	  of	  different	  types	  of	  visuals	  on	  the	  participants’	  L2	  listening	  test	  performance	  by	  comparing	  their	  scores	  on	  the	  subtests	  associated	  with	  context	  and	  scores	  on	  the	  subtests	  associated	  with	  content	  videos,	  as	  well	  as	  their	  overall	  scores	  on	  the	  VALT	  and	  the	  AALT.	  	  	  
RQ2:	  Difference	  Between	  Scores	  on	  Context	  vs.	  Content	  Subtests	  and	  
Between	  Overall	  Scores	  on	  the	  VALT	  vs.	  the	  AALT	  The	  analysis	  for	  Research	  Question	  2	  examined	  the	  extent	  to	  which	  L2	  test-­‐takers	  performed	  differently	  on	  the	  subtest	  enhanced	  by	  context	  videos	  versus	  the	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subtest	  enhanced	  by	  content	  videos.	  Additionally,	  this	  research	  question	  sought	  to	  determine	  if	  there	  was	  any	  statistically	  significant	  difference	  between	  the	  test-­‐takers’	  overall	  scores	  on	  the	  VALT	  and	  their	  overall	  scores	  on	  the	  AALT.	  
Difference	  between	  context	  subtest	  scores	  and	  content	  subtest	  scores.	  To	  measure	  the	  difference	  between	  the	  participants’	  performance	  on	  the	  two	  subtests	  within	  the	  VALT,	  the	  researcher	  compared	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  75)	  using	  a	  paired-­‐samples	  t	  test.	  The	  results	  of	  this	  analysis	  are	  provided	  in	  Table	  4.6.	  Table	  4.6	  
Results	  of	  a	  Paired-­‐Samples	  T	  Test	  Comparing	  Context	  Subtest	  Scores	  and	  Content	  
Subtest	  Scores	  on	  the	  VALT	  (n	  =	  75)	  VALT	  Scores	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  	   	   	   74	   1.30	   .20	   .02	  Context	  Subtest	  	   8.21	   3.28	   	   	   	   	  Content	  Subtest	  	   8.60	   2.81	   	   	   	   	  	   The	  results	  of	  the	  paired-­‐samples	  t	  test	  revealed	  that	  while	  the	  mean	  for	  the	  participants’	  content	  subtest	  scores	  (M	  =	  8.6,	  SD	  =	  2.81)	  was	  slightly	  higher	  than	  the	  mean	  for	  their	  scores	  on	  the	  context	  subtest	  (M	  =	  8.21,	  SD	  =	  3.28),	  this	  difference	  was	  not	  statistically	  significant,	  t(74)	  =	  1.30,	  p	  =	  .20.	  The	  magnitude	  of	  this	  difference	  was	  also	  negligible,	  as	  indicated	  by	  a	  small	  effect	  size	  (eta	  squared	  =	  .02).	  	   To	  examine	  the	  difference	  between	  the	  participants’	  performance	  on	  the	  two	  subtests	  within	  the	  AALT,	  a	  paired-­‐samples	  t	  test	  was	  carried	  out	  to	  compare	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context	  subtest	  scores	  and	  context	  subtest	  scores	  on	  the	  AALT	  (n	  =	  46).	  Table	  4.7	  presents	  the	  results	  of	  this	  analysis.	  Table	  4.7	  
Results	  of	  a	  Paired-­‐Samples	  T	  Test	  Comparing	  Context	  Subtest	  Scores	  and	  Content	  
Subtest	  Scores	  on	  the	  AALT	  (n	  =	  46)	  AALT	  Scores	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  	   	   	   45	   -­‐1.12	   .27	   .03	  Context	  Subtest	  	   8.50	   2.90	   	   	   	   	  Content	  Subtest	  	   8.15	   2.79	   	   	   	   	  	   Similarly	  to	  the	  results	  of	  the	  paired-­‐samples	  t	  test	  conducted	  to	  compare	  the	  two	  subtest	  scores	  on	  the	  VALT,	  no	  statistically	  significant	  difference	  was	  found	  between	  the	  context	  subtest	  scores	  (M	  =	  8.5,	  SD	  =	  2.90)	  and	  the	  content	  subtest	  scores	  (M	  =	  8.15,	  SD	  =	  2.79)	  within	  the	  AALT,	  t(45)	  =	  -­‐1.12,	  p	  =	  .27.	  The	  effect	  size	  for	  this	  t	  test	  was	  small	  (eta	  squared	  =	  .03),	  indicating	  the	  non-­‐significant	  magnitude	  of	  the	  difference	  between	  the	  scores	  on	  the	  subtests	  in	  the	  AALT.	  	  	  	  	  
Difference	  between	  overall	  scores	  on	  the	  VALT	  and	  overall	  scores	  on	  
the	  AALT.	  To	  measure	  the	  difference	  between	  the	  participants’	  performance	  on	  the	  VALT	  and	  the	  AALT,	  an	  independent-­‐samples	  t	  test	  was	  carried	  out	  to	  compare	  the	  overall	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  overall	  scores	  on	  the	  AALT	  (n	  =	  46).	  The	  results	  of	  this	  analysis	  are	  provided	  in	  Table	  4.8.	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Table	  4.8	  
Results	  of	  an	  Independent-­‐Samples	  T	  Test	  Comparing	  Overall	  Scores	  on	  the	  VALT	  (n	  
=	  75)	  and	  Overall	  Scores	  on	  the	  AALT	  (n	  =	  46)	  Overall	  Scores	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  	   	   	   98.8	   .160	   .87	   .001	  VALT	  	   16.81	   5.54	   	   	   	   	  AALT	  	   16.65	   5.29	   	   	   	   	  	   As	  shown	  in	  Table	  4.8,	  the	  results	  of	  the	  independent-­‐samples	  t	  test	  that	  was	  carried	  out	  to	  compare	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  overall	  scores	  on	  the	  AALT	  evinced	  that	  the	  mean	  for	  the	  VALT	  scores	  (M	  =	  16.81,	  SD	  =	  5.54)	  was	  not	  statistically	  significantly	  higher	  than	  the	  mean	  for	  the	  AALT	  scores	  (M	  =	  16.65,	  
SD	  =	  5.29),	  t(98.8)	  =	  .160,	  p	  =	  .87,	  and	  the	  magnitude	  of	  the	  difference	  in	  the	  means	  was	  very	  small	  (eta	  squared	  =	  .001),	  with	  visuals	  explaining	  only	  .1	  percent	  of	  the	  variance	  in	  test-­‐takers’	  scores.	  Thus,	  these	  results	  show	  that	  the	  visuals,	  whether	  they	  be	  context	  or	  content	  visuals,	  had	  no	  statistically	  significant	  effect	  on	  L2	  test-­‐takers’	  performance	  on	  the	  video-­‐enhanced	  L2	  listening	  test.	  	  One	  can	  hypothesize	  that	  such	  results	  might	  have	  been	  caused	  by	  a	  possible	  difference	  between	  the	  groups	  of	  participants	  who	  took	  the	  VALT	  versus	  the	  AALT.	  Specifically,	  there	  was	  a	  difference	  in	  the	  number	  of	  participants	  who	  took	  the	  two	  tests:	  75	  participants	  completed	  the	  VALT	  and	  46	  participants	  completed	  the	  AALT.	  Additionally,	  even	  though	  the	  participants	  selected	  for	  each	  group	  were	  recruited	  from	  the	  same	  source	  (i.e.,	  English	  99L	  classes	  and	  the	  ALT	  program),	  it	  might	  be	  possible	  that	  the	  groups	  somewhat	  differed	  with	  regard	  to	  their	  L2	  abilities.	  However,	  there	  is	  no	  empirical	  evidence	  suggesting	  that	  this	  was	  the	  case.	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Furthermore,	  there	  is	  no	  reason	  to	  expect	  any	  systematic	  difference	  between	  the	  groups	  based	  on	  the	  way	  the	  samples	  of	  participants	  were	  selected	  for	  each	  group.	  	  
Discussion	  of	  the	  findings.	  Contrary	  to	  expectations,	  the	  findings	  of	  the	  analyses	  conducted	  to	  answer	  Research	  Question	  2	  revealed	  that	  context	  videos	  and	  content	  videos	  did	  not	  differ	  in	  terms	  of	  their	  effect	  on	  L2	  test-­‐takers’	  performance	  on	  the	  VALT.	  Moreover,	  these	  findings	  also	  suggested	  that	  both	  types	  of	  videos	  appeared	  to	  have	  no	  effect	  on	  the	  participants’	  test	  performance,	  as	  no	  statistically	  significant	  difference	  was	  discovered	  between	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  overall	  scores	  on	  the	  AALT.	  	  There	  are	  five	  possible	  reasons	  for	  the	  obtained	  results.	  First,	  the	  lack	  of	  a	  statistically	  significant	  difference	  between	  the	  content	  subtest	  scores	  and	  the	  context	  subtest	  scores	  might	  be	  due	  to	  a	  possible	  similarity	  and	  some	  overlap	  between	  the	  characteristics	  of	  context	  and	  content	  videos.	  Since	  there	  exist	  no	  specific	  guidelines	  for	  determining	  whether	  a	  visual	  should	  be	  labeled	  as	  context	  or	  as	  content,	  the	  researcher’s	  categorization	  of	  the	  videos	  in	  the	  VALT	  into	  content	  and	  context	  was	  made	  on	  the	  basis	  of	  relatively	  crude	  criteria	  proposed	  by	  Bejar	  et	  al.	  (2000)	  and	  Ginther	  (2002).	  Following	  Bejar	  et	  al.’s	  (2000)	  classification	  of	  content	  and	  context	  visuals,	  one	  can	  argue	  that	  all	  content	  video	  lectures	  in	  the	  VALT	  are	  also	  examples	  of	  context	  videos	  because	  they	  were	  recorded	  in	  a	  classroom	  with	  a	  professor	  talking	  in	  front	  of	  the	  students	  and,	  therefore,	  provide	  visual	  information	  not	  only	  about	  the	  content	  (for	  example,	  a	  drawing	  on	  the	  blackboard	  related	  to	  the	  content	  of	  the	  professor’s	  talk),	  but	  also	  about	  the	  context	  (i.e.,	  the	  setting	  and	  the	  speaker’s	  role).	  Consequently,	  such	  overlaps	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between	  the	  features	  of	  content	  and	  context	  videos	  might	  have	  blurred	  the	  differences	  between	  the	  effects	  that	  content	  and	  context	  visual	  information	  might	  have	  on	  the	  participants’	  test	  performance.	  	  Second,	  it	  may	  be	  that	  context	  and	  content	  videos	  had	  little,	  if	  any,	  effect	  on	  L2	  test-­‐takers’	  performance	  on	  the	  VALT	  because	  of	  a	  weak	  semantic	  congruity—or	  semantic	  relationship—between	  the	  visual	  input	  and	  the	  audio	  input	  (Hu	  &	  Jiang,	  2011).	  Specifically,	  it	  is	  unknown	  how	  exactly	  visual	  information	  is	  related	  to	  auditory	  information	  in	  each	  of	  the	  VALT	  videos.	  Shriver	  (1997)	  suggests	  five	  possible	  types	  of	  relationship	  between	  visual	  and	  textual	  information	  that	  can	  be	  applicable	  to	  the	  discussion	  of	  semantic	  congruity:	  (a)	  redundant	  (i.e.,	  when	  words	  and	  visuals	  convey	  identical	  meaning),	  (b)	  complementary	  (i.e.,	  when	  words	  and	  visuals	  provide	  different	  content,	  but	  both	  modes	  are	  required	  for	  understanding	  the	  main	  idea),	  (c)	  supplementary	  (i.e.,	  when	  words	  and	  visuals	  provide	  different	  content,	  with	  one	  mode	  presenting	  the	  primary	  information	  and	  another	  mode	  supplementing	  it),	  (d)	  juxtapositional	  (i.e.,	  when	  words	  and	  visuals	  provide	  semantically	  discordant	  ideas,	  with	  a	  need	  for	  both	  modes	  to	  be	  presented	  simultaneously	  in	  order	  to	  infer	  the	  main	  idea),	  and	  (e)	  stage-­‐setting	  (i.e.,	  when	  words	  and	  visuals	  present	  different	  content,	  with	  one	  mode	  providing	  the	  content	  and	  another	  mode	  giving	  the	  main	  idea)	  (pp.	  412-­‐413).	  Thus,	  even	  a	  very	  good	  content	  visual	  can	  be	  useless	  if	  it	  fulfills	  a	  purely	  decorative	  function	  in	  a	  video	  stimulus,	  and	  the	  effect	  of	  content	  and	  context	  videos	  on	  L2	  listening	  test	  performance	  might	  vary	  substantially	  depending	  on	  the	  extent	  of	  semantic	  congruity	  between	  visual	  and	  auditory	  modalities.	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Third,	  the	  findings	  imply	  that	  the	  types	  of	  questions	  included	  in	  the	  VALT	  did	  not	  require	  the	  use	  of	  any	  visual	  information	  and	  could	  be	  answered	  solely	  on	  the	  basis	  of	  the	  auditory	  input.	  In	  fact,	  Ockey	  (2007,	  also	  G.	  Ockey,	  personal	  communication,	  February	  10,	  2012)	  has	  suggested	  that	  the	  effect	  of	  visuals	  on	  L2	  listening	  comprehension	  and	  test	  performance	  might	  depend	  on	  the	  types	  of	  questions	  included	  in	  the	  test;	  however,	  there	  appears	  to	  be	  no	  existing	  research	  that	  has	  investigated	  this	  relationship.	  Thus,	  the	  results	  of	  the	  paired-­‐samples	  t	  test	  comparing	  the	  participants’	  scores	  on	  the	  context	  subtest	  with	  their	  content	  subtest	  scores	  on	  the	  VALT	  might	  have	  been	  different,	  had	  the	  task	  type	  factor	  been	  taken	  into	  account	  during	  the	  test	  development	  process.	  	  Fourth,	  it	  is	  possible	  that	  the	  obtained	  results	  might	  have	  been	  affected	  by	  the	  use	  of	  multiple-­‐choice	  items	  in	  the	  VALT	  and	  the	  AALT.	  In	  particular,	  compared	  to	  open-­‐ended	  questions,	  multiple-­‐choice	  questions	  are	  generally	  considered	  to	  be	  less	  sensitive	  in	  terms	  of	  their	  ability	  to	  provide	  information	  about	  the	  test-­‐takers’	  L2	  proficiency	  because	  they	  do	  not	  elicit	  the	  types	  of	  more	  in-­‐depth	  responses	  that	  the	  test-­‐takers	  would	  provide	  to	  open-­‐ended	  questions	  (Currie	  &	  Chiramanee,	  2010).	  More	  importantly,	  existing	  research	  suggests	  that	  multiple-­‐choice	  items	  are	  typically	  easier	  than	  items	  that	  require	  constructed	  responses	  (e.g.,	  Cheng,	  2004;	  Shohamy,	  1984)	  as	  the	  test-­‐takers	  have	  the	  possibility	  of	  randomly	  guessing	  the	  correct	  answer,	  or	  selecting	  the	  correct	  answer	  via	  elimination	  of	  all	  incorrect	  options	  (Mackey,	  2001).	  	  The	  final	  reason	  why	  L2	  test-­‐takers’	  scores	  on	  the	  context	  subtest	  were	  similar	  to	  their	  scores	  on	  the	  content	  subtest	  in	  the	  VALT	  might	  be	  related	  to	  the	  
 
 
 
144 
participants’	  interaction—or	  lack	  thereof—with	  the	  visual	  information.	  In	  other	  words,	  it	  is	  possible	  that	  the	  test-­‐takers	  might	  not	  have	  watched	  the	  videos	  to	  the	  extent	  that	  would	  have	  allowed	  them	  to	  benefit	  from	  the	  visual	  information	  and,	  instead,	  might	  have	  directed	  their	  attention	  to	  other	  tasks	  such	  as	  note-­‐taking.	  Hence,	  an	  examination	  of	  the	  participants’	  viewing	  patterns	  during	  the	  VALT	  may	  provide	  evidence	  about	  the	  extent	  of	  their	  interaction	  with	  visuals	  in	  the	  test.	  It	  may	  also	  shed	  light	  on	  why	  no	  difference	  was	  found	  between	  the	  effect	  of	  content	  and	  context	  videos	  on	  the	  participants’	  test	  performance.	  	  
Summary	  of	  RQ2.	  To	  address	  the	  first	  part	  of	  Research	  Question	  2,	  two	  paired-­‐samples	  t	  tests	  were	  run	  to	  compare	  the	  context	  subtest	  scores	  and	  the	  content	  subtest	  scores	  within	  the	  VALT	  and	  the	  AALT.	  According	  to	  the	  results	  of	  this	  analysis,	  no	  statistically	  significant	  difference	  at	  p	  <	  .05	  was	  found	  between	  the	  scores	  on	  the	  subtests,	  indicating	  that	  the	  video	  type	  had	  no	  effect	  on	  L2	  test-­‐takers’	  performance.	  Similarly,	  the	  results	  of	  the	  independent-­‐samples	  t	  test,	  which	  was	  carried	  out	  to	  answer	  the	  second	  part	  of	  Research	  Question	  2,	  revealed	  no	  statistically	  significant	  difference	  between	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  overall	  scores	  on	  the	  AALT.	  Several	  reasons	  were	  proposed	  in	  an	  attempt	  to	  explain	  why	  there	  was	  no	  statistically	  significant	  difference	  between	  the	  scores	  on	  the	  subtests,	  as	  well	  as	  between	  the	  overall	  scores	  on	  both	  tests.	  To	  address	  one	  of	  these	  reasons,	  the	  following	  section	  will	  provide	  the	  results	  of	  the	  eye-­‐tracking	  data	  analysis	  and	  report	  the	  findings	  regarding	  the	  participants’	  viewing	  behavior	  while	  watching	  context	  and	  content	  videos	  during	  the	  VALT.	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RQ3:	  Viewing	  Patterns	  in	  Regard	  to	  Context	  and	  Content	  Videos	  	  Research	  Question	  3,	  which	  consisted	  of	  two	  parts,	  investigated	  the	  viewing	  patterns	  of	  the	  participants	  in	  the	  eye-­‐tracking	  group	  who	  took	  the	  VALT	  (n	  =	  33).	  In	  particular,	  the	  first	  part	  of	  this	  research	  question	  addressed	  the	  difference	  between	  L2	  test-­‐takers’	  viewing	  of	  context	  videos	  vs.	  content	  videos	  in	  the	  VALT,	  as	  indicated	  by	  eye-­‐tracking	  measures.	  The	  second	  part	  of	  Research	  Question	  3	  aimed	  at	  measuring	  the	  correlation	  between	  L2	  test-­‐takers’	  viewing	  patterns,	  as	  indicated	  by	  eye-­‐tracking	  measures,	  and	  their	  scores	  on	  the	  context	  and	  content	  subtests	  of	  the	  VALT.	  	  Before	  answering	  this	  research	  question,	  descriptive	  statistics	  were	  calculated	  to	  provide	  information	  about	  the	  distribution	  of	  the	  three	  eye-­‐tracking	  measures—namely,	  the	  fixation	  rate,	  the	  dwell	  rate,	  and	  the	  percentage	  of	  total	  dwell	  time—associated	  with	  each	  video	  area	  of	  interest	  (AOI)	  (see	  Table	  4.9).	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Table	  4.9	  
Descriptive	  Statistics	  for	  Three	  Eye-­‐Tracking	  Measures	  for	  Each	  Video	  AOI	  (n	  =	  33)	  	  Video	  Type	   Video	  AOI	   M	   SD	   Skewness	   Kurtosis	  	   	   Fixation	  rate,	  s–1	   	   	  Context	  videos	   Video	  1	   .70	   .48	   .463	   -­‐.334	  Video	  3	   .60	   .37	   .558	   .404	  Video	  5	   .82	   .46	   -­‐.122	   -­‐1.093	  Content	  videos	   Video	  2	   .76	   .37	   .212	   .434	  Video	  4	   .89	   .50	   .481	   .253	  Video	  6	   .94	   .50	   .412	   .438	  Average	   	   .79	   .45	   .334	   .017	  	  	   	   Dwell	  rate,	  m–1	   	   	  Context	  videos	   Video	  1	   29.22	   17.85	   .495	   -­‐.794	  Video	  3	   29.69	   19.84	   .870	   -­‐.322	  Video	  5	   28.30	   16.83	   .635	   -­‐.412	  Content	  videos	   Video	  2	   30.91	   17.69	   .693	   -­‐.679	  Video	  4	   29.16	   16.91	   1.032	   .399	  Video	  6	   28.14	   14.00	   .539	   -­‐.787	  Average	   	   29.24	   17.19	   .711	   -­‐.433	  	  	   	   Total	  dwell	  time,	  %	   	   	  Context	  videos	   Video	  1	   50.06	   25.38	   -­‐.247	   -­‐.896	  Video	  3	   45.39	   21.86	   .076	   -­‐.771	  Video	  5	   56.64	   24.92	   -­‐.428	   -­‐.924	  Content	  videos	   Video	  2	   55.48	   19.35	   -­‐.649	   .000	  Video	  4	   56.03	   21.92	   -­‐.648	   .045	  Video	  6	   62.45	   21.53	   -­‐.576	   -­‐.238	  Average	   	   54.34	   22.49	   -­‐.412	   -­‐.464	  	   The	  results	  of	  descriptive	  statistics	  presented	  in	  the	  table	  above	  revealed	  that	  on	  average	  the	  participants	  fixated	  their	  eyes	  on	  the	  videos	  at	  the	  rate	  of	  .79	  per	  second,	  re-­‐visited	  them	  at	  the	  rate	  of	  29.24	  per	  minute,	  and	  watched	  the	  videos	  54.34	  percent	  of	  the	  total	  time	  they	  were	  played.	  However,	  high	  values	  of	  standard	  deviation	  for	  each	  eye-­‐tracking	  measure	  suggested	  the	  existence	  of	  substantial	  variations	  among	  the	  participants	  in	  terms	  of	  their	  viewing	  patterns.	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Overall,	  the	  distribution	  of	  eye-­‐tracking	  data	  was	  reasonably	  normal,	  as	  indicated	  by	  the	  values	  of	  skewness	  and	  kurtosis,	  all	  of	  which	  were	  less	  than	  two.	  	  
Comparison	  of	  L2	  test-­‐takers’	  viewing	  of	  context	  videos	  and	  content	  
videos.	  To	  address	  the	  first	  part	  of	  Research	  Question	  3,	  three	  paired-­‐samples	  t	  tests	  were	  run	  to	  compare	  the	  three	  eye-­‐tracking	  measures	  associated	  with	  the	  total	  context	  video	  areas	  of	  interest	  (AOIs)	  and	  with	  the	  total	  content	  video	  AOIs.	  The	  results	  of	  these	  three	  paired-­‐samples	  t	  tests	  are	  provided	  in	  Table	  4.10.	  Table	  4.10	  
Results	  of	  Three	  Paired-­‐Samples	  T	  Tests	  Comparing	  Three	  Eye-­‐Tracking	  Measures	  
for	  Context	  Videos	  and	  Content	  Videos	  (n	  =	  33)	  T	  Test	   Eye-­‐tracking	  Measures	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  1	   Fixation	  rate	   	   	   32	   4.73	   .01*	   .41	  	   	  	  	  Context	  Videos	   .71	   .40	   	   	   	   	  	   	  	  	  Content	  Videos	   .87	   .42	   	   	   	   	  2	   Dwell	  rate	   	   	   32	   .38	   .71	   .01	  	   	  	  	  Context	  Videos	   29.07	   17.26	   	   	   	   	  	   	  	  	  Content	  Videos	   29.40	   15.49	   	   	   	   	  3	   Total	  dwell	  time	   	   	   32	   5.02	   .01*	   .44	  	   	  	  	  Context	  Videos	   50.70	   22.49	   	   	   	   	  	   	  	  	  Content	  Videos	   57.99	   19.79	   	   	   	   	  
Note.	  Statistically	  significant	  p	  values	  of	  <	  .05	  are	  marked	  with	  an	  asterisk	  (*).	  	   The	  results	  of	  the	  first	  paired-­‐samples	  t	  test	  revealed	  that	  the	  fixation	  rate	  for	  content	  videos	  (M	  =	  .87,	  SD	  =	  .42)	  was	  higher	  than	  the	  fixation	  rate	  for	  context	  videos	  (M	  =	  .71,	  SD	  =	  .40),	  and	  this	  difference	  was	  statistically	  significant,	  t(32)	  =	  4.73,	  p	  <	  .01.	  As	  shown	  by	  a	  large	  effect	  size	  (eta	  squared	  =	  .41),	  the	  magnitude	  of	  the	  difference	  in	  the	  means	  was	  large,	  with	  the	  video	  type	  explaining	  about	  41	  percent	  of	  the	  variation	  in	  the	  fixation	  rate.	  Similarly,	  the	  results	  of	  the	  third	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paired-­‐samples	  t	  test	  demonstrated	  that	  the	  percentage	  of	  the	  total	  dwell	  time	  for	  content	  videos	  (M	  =	  57.99,	  SD	  =	  19.79)	  was	  higher	  than	  the	  percentage	  of	  the	  total	  dwell	  time	  for	  context	  videos	  (M	  =	  50.70,	  SD	  =	  22.49),	  with	  the	  difference	  also	  being	  statistically	  significant,	  t(32)	  =	  5.02,	  p	  <	  .01.	  A	  large	  effect	  size	  (eta	  squared	  =	  .44)	  signaled	  that	  the	  magnitude	  of	  the	  difference	  in	  the	  means	  was	  substantial,	  as	  44	  percent	  of	  the	  variation	  in	  the	  percentage	  of	  the	  total	  dwell	  time	  could	  be	  attributed	  to	  the	  video	  type.	  	  On	  the	  other	  hand,	  no	  statistically	  significant	  difference	  was	  detected	  between	  the	  dwell	  rate	  for	  content	  videos	  (M	  =	  29.40,	  SD	  =	  15.49)	  and	  the	  dwell	  rate	  for	  context	  videos	  (M	  =	  29.07,	  SD	  =	  17.26),	  as	  shown	  by	  the	  results	  of	  the	  second	  paired-­‐samples	  t	  test,	  t(32)	  =	  .38,	  p	  =	  .71.	  A	  very	  small	  effect	  size	  (eta	  squared	  =	  .01)	  suggested	  that	  the	  magnitude	  of	  the	  difference	  between	  the	  means	  was	  negligible,	  with	  the	  video	  type	  explaining	  less	  than	  one	  percent	  of	  the	  variance	  in	  dwell	  rate.	  	  Overall,	  the	  results	  of	  the	  eye-­‐tracking	  data	  analysis	  demonstrated	  that	  the	  participants	  in	  the	  eye-­‐tracking	  group	  spent	  statistically	  significantly	  more	  time	  watching	  content	  videos	  (58%	  of	  the	  total	  time	  the	  videos	  were	  shown)	  than	  context	  videos	  (51%)	  during	  the	  VALT.	  Since	  dwell	  time	  is	  believed	  to	  indicate	  interest	  in	  the	  visual	  or	  higher	  informativeness	  of	  the	  visual	  (Holmqvist	  et	  al.,	  2011),	  these	  findings	  suggest	  that	  the	  L2	  test-­‐takers	  in	  this	  study	  were	  more	  interested	  in	  content	  videos	  and	  found	  them	  more	  informative	  than	  context	  videos	  in	  the	  VALT.	  The	  amount	  of	  time	  that	  the	  participants	  spent	  watching	  context	  videos	  in	  this	  study	  (51%)	  appears	  to	  be	  similar	  to	  the	  amount	  of	  time	  the	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participants	  viewed	  context	  videos	  in	  Wagner’s	  (2010a)	  study	  (48%),	  but	  smaller	  than	  in	  his	  2007	  study	  that	  used	  the	  same	  L2	  listening	  test	  (69%).	  It	  should	  be	  noted,	  however,	  that	  while	  in	  Wagner’s	  (2007,	  2010a)	  studies	  the	  participants	  had	  access	  to	  test	  questions	  when	  the	  stimuli	  were	  being	  played,	  no	  previewing	  of	  test	  items	  was	  allowed	  in	  the	  present	  study.	  	  Furthermore,	  a	  statistically	  significant	  difference	  between	  the	  fixation	  rate	  means	  for	  content	  and	  context	  videos	  evinced	  that	  the	  participants	  fixated	  their	  eyes	  on	  content	  videos	  more	  frequently	  than	  on	  context	  videos	  in	  the	  VALT	  (i.e.,	  .87	  s–1	  for	  content	  videos	  vs.	  .71	  s–1	  for	  context	  videos).	  Considering	  that	  the	  fixation	  rate	  can	  indicate	  semantic	  importance	  of	  a	  visual	  (Henderson	  et	  al.,	  1999;	  Jacob	  &	  Karn,	  2003),	  the	  higher	  fixation	  rate	  for	  content	  videos	  suggested	  that	  the	  participants	  found	  content	  videos	  more	  important	  than	  context	  videos.	  	  With	  respect	  to	  the	  dwell	  rate,	  the	  number	  of	  the	  participants’	  revisits	  of	  the	  context	  and	  content	  video	  AOIs	  during	  the	  VALT	  did	  not	  depend	  on	  the	  video	  type.	  Given	  that	  the	  dwell	  rate	  can	  reflect	  the	  importance	  of	  a	  specific	  AOI	  to	  the	  task	  (Jacob	  &	  Karn,	  2003),	  these	  results	  imply	  that	  the	  participants	  found	  both	  the	  context	  video	  AOI	  and	  the	  content	  video	  AOI	  equally	  important.	  In	  light	  of	  the	  fact	  that	  revisits	  occur	  when	  participants	  move	  their	  eyes	  outside	  an	  area	  of	  interest	  and	  then	  return	  back,	  there	  are	  two	  possible	  interpretations	  of	  this	  finding.	  First,	  the	  participants	  revisited	  context	  and	  content	  video	  AOIs	  a	  similar	  number	  of	  times	  because	  there	  were	  no	  other	  semantically	  important	  areas	  of	  interest	  on	  the	  screen	  for	  them	  to	  attend	  to	  while	  they	  were	  watching	  each	  video.	  Second,	  based	  on	  the	  researcher’s	  observations	  during	  the	  data	  collection	  process,	  most	  of	  the	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revisits	  appeared	  to	  occur	  due	  to	  note-­‐taking,	  as	  the	  participants	  would	  look	  back	  and	  forth	  between	  the	  computer	  screen	  and	  their	  note-­‐taking	  sheets	  of	  paper	  when	  taking	  notes.	  Consequently,	  a	  similar	  number	  of	  revisits	  of	  the	  context	  and	  content	  video	  AOIs	  might	  imply	  that	  for	  each	  video	  the	  participants	  took	  approximately	  the	  same	  amount	  of	  notes.	  To	  confirm	  whether	  this	  was	  the	  case,	  a	  detailed	  investigation	  of	  the	  participants’	  notes	  and	  note-­‐taking	  behavior	  would	  be	  needed.	  	  	  	  	  	  When	  interpreting	  the	  results	  of	  the	  three	  t	  tests	  that	  were	  carried	  out	  to	  compare	  the	  eye-­‐tracking	  measures	  for	  context	  video	  and	  content	  video	  AOIs,	  it	  is	  also	  indispensable	  to	  consider	  a	  large	  amount	  of	  variation	  among	  the	  participants’	  viewing	  patterns,	  as	  indicated	  by	  large	  values	  of	  standard	  deviation	  for	  all	  three	  eye-­‐tracking	  measures.	  Large	  standard	  deviation	  values	  suggest	  that	  the	  data	  were	  widely	  spread	  and	  that	  the	  participants	  varied	  considerably	  in	  terms	  of	  (a)	  the	  amount	  of	  time	  they	  spent	  watching	  content	  and	  context	  videos	  during	  the	  VALT,	  (b)	  the	  number	  of	  times	  they	  revisited	  the	  context	  and	  content	  video	  AOIs	  per	  minute,	  and	  (c)	  the	  number	  of	  times	  they	  fixated	  on	  the	  context	  and	  content	  video	  AOIs	  per	  second.	  For	  example,	  the	  values	  of	  the	  total	  dwell	  time	  indicate	  that	  Participants	  5	  and	  11	  spent	  less	  than	  20%	  of	  the	  time	  watching	  context	  and	  content	  videos	  during	  the	  VALT,	  whereas	  Participants	  1,	  29,	  and	  31	  watched	  both	  types	  of	  videos	  for	  more	  than	  80%	  of	  the	  time.	  Regarding	  the	  amount	  of	  time	  spent	  for	  watching	  video	  stimuli,	  the	  obtained	  results	  appear	  to	  be	  in	  line	  with	  the	  findings	  of	  previous	  research	  by	  Ockey	  (2007)	  and	  Wagner	  (2007,	  2010a),	  who	  also	  found	  substantial	  variations	  in	  the	  viewing	  rates	  of	  the	  participants.	  However,	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unlike	  the	  present	  study	  that	  employs	  eye	  tracking	  to	  record	  L2	  learners’	  eye	  movements	  and	  calculate	  eye-­‐tracking	  measures,	  in	  the	  previous	  studies	  the	  viewing	  rates	  were	  based	  on	  the	  crude	  data	  gathered	  by	  videotaping	  L2	  learners	  during	  media-­‐enhanced	  L2	  listening	  assessment.	  	  The	  variations	  among	  the	  viewing	  patterns	  of	  the	  participants	  in	  the	  present	  study	  should	  be	  interpreted	  with	  caution,	  as	  they	  might	  have	  been	  partially	  affected	  by	  the	  quality	  of	  eye	  calibration	  (see	  Appendix	  H)	  and	  the	  quality	  of	  the	  eye-­‐tracking	  data	  (see	  Appendix	  I),	  which	  differed	  slightly	  among	  the	  participants.	  The	  quality	  of	  eye	  calibration	  depended	  to	  some	  extent	  on	  certain	  physical	  characteristics	  of	  the	  L2	  test-­‐takers’	  eyes.	  For	  example,	  the	  robustness	  of	  the	  eye-­‐tracking	  system	  deteriorated	  when	  it	  was	  exposed	  to	  the	  eyes	  with	  very	  dark	  pupils	  or	  very	  narrow	  eyes	  with	  eyelids	  obscuring	  part	  of	  the	  pupils,	  as,	  for	  example,	  was	  the	  case	  with	  the	  calibration	  of	  eyes	  for	  Participant	  11	  (see	  Appendix	  H).	  Consequently,	  when	  recording	  the	  eye	  movements	  of	  participants	  with	  such	  types	  of	  eyes,	  the	  eye-­‐tracking	  system	  would	  occasionally	  fail	  to	  recognize	  their	  eyes.	  Furthermore,	  the	  quality	  of	  the	  eye-­‐tracking	  data	  was	  also	  slightly	  diminished	  for	  those	  participants	  who	  spent	  a	  great	  deal	  of	  time	  taking	  notes	  during	  the	  test,	  as	  the	  eye-­‐tracking	  system	  had	  to	  keep	  re-­‐discovering	  and	  re-­‐capturing	  the	  participants’	  eyes	  every	  time	  they	  moved	  their	  gaze	  from	  the	  note-­‐taking	  paper	  back	  to	  the	  screen.	  It	  should	  be	  noted,	  however,	  that	  the	  magnitude	  of	  this	  problem	  was	  not	  large	  as	  the	  average	  quality	  of	  the	  eye-­‐tracking	  data	  for	  all	  participants	  was	  94%,	  with	  the	  lowest	  quality	  of	  85%	  for	  Participant	  11.	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Apart	  from	  the	  minor	  issues	  with	  calibration	  and	  the	  quality	  of	  some	  eye-­‐movement	  recordings,	  the	  variations	  among	  the	  viewing	  patterns	  can	  largely	  be	  attributed	  to	  the	  participants’	  individual	  differences.	  To	  understand	  the	  origins	  and	  the	  intrinsic	  nature	  of	  these	  differences,	  it	  is	  paramount	  to	  probe	  into	  L2	  test-­‐takers’	  perceptions	  regarding	  the	  helpfulness	  of	  visual	  information	  in	  context	  and	  content	  videos,	  and	  to	  explore	  how	  they	  use	  this	  visual	  information	  during	  video-­‐enhanced	  L2	  listening	  assessment.	  	  
Correlations	  between	  subtest	  scores	  and	  eye-­‐tracking	  measures.	  To	  address	  the	  second	  aspect	  of	  Research	  Question	  3,	  the	  Pearson	  product-­‐moment	  correlation	  coefficient	  (r)	  was	  calculated	  to	  measure	  the	  degree	  of	  relationship	  between	  the	  three	  eye-­‐tracking	  measures	  and	  the	  participants’	  scores	  on	  the	  two	  subtests	  within	  the	  VALT.	  The	  results	  of	  this	  analysis	  are	  presented	  as	  the	  correlation	  matrix	  in	  Table	  4.11.	  Table	  4.11	  
Correlations	  Between	  Three	  Eye-­‐Tracking	  Measures	  and	  VALT	  Subtest	  Scores	  	  	  	  	  	  	  	  	  	  	  
(n	  =	  33)	  Scores	   Fixation	  Rate	   Dwell	  Rate	   Total	  Dwell	  Time	  
r	   p	   r	   p	   r	   p	  Context	  Subtest	   .32	   .07	   .04	   .81	   .23	   .21	  Content	  Subtest	   .02	   .93	   .15	   .41	   -­‐.01	   .96	  	   The	  results	  of	  the	  correlation	  analysis	  revealed	  a	  weak	  relationship	  between	  the	  context	  subtest	  scores	  and	  the	  fixation	  rate	  for	  context	  videos	  (r	  =	  .32),	  but	  this	  relationship	  was	  not	  statistically	  significant	  at	  p	  <	  .05.	  An	  even	  weaker	  relationship	  was	  found	  between	  the	  context	  subtest	  scores	  and	  the	  total	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dwell	  time	  for	  context	  videos	  (r	  =	  .23),	  and	  it	  was	  also	  not	  statistically	  significant	  (p	  =	  .21).	  All	  other	  Pearson	  product-­‐moment	  correlation	  coefficients	  were	  close	  to	  0,	  demonstrating	  no	  relationship	  between	  the	  participants’	  viewing	  patterns	  and	  their	  scores	  on	  the	  two	  subtests	  within	  the	  VALT.	  	  These	  findings	  show	  that	  the	  L2	  test-­‐takers’	  scores	  on	  the	  context	  subtest	  and	  on	  the	  content	  subtest	  were	  not	  related	  to	  their	  viewing	  patterns—namely,	  the	  amount	  of	  time	  they	  spent	  watching	  the	  videos,	  the	  number	  of	  times	  they	  fixated	  on	  the	  videos,	  and	  the	  number	  of	  times	  they	  revisited	  each	  video	  during	  the	  video-­‐mediated	  L2	  listening	  test.	  In	  other	  words,	  it	  appears	  that	  the	  amount	  and	  the	  nature	  of	  the	  test-­‐takers’	  interaction	  with	  video	  stimuli	  were	  not	  associated	  with	  their	  scores	  on	  the	  subtests	  (for	  example,	  those	  L2	  learners	  who	  received	  higher	  scores	  on	  the	  VALT	  subtests	  varied	  significantly	  in	  terms	  of	  the	  amount	  of	  time	  they	  spent	  watching	  the	  videos,	  as	  did	  the	  learners	  who	  received	  lower	  scores	  on	  the	  two	  subtests).	  The	  lack	  of	  any	  statistically	  significant	  relationship	  between	  L2	  learners’	  subtest	  scores	  and	  their	  viewing	  behavior	  corroborated	  the	  results	  of	  the	  independent-­‐samples	  t	  test	  that	  found	  no	  statistically	  significant	  difference	  between	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  overall	  scores	  on	  the	  AALT,	  indicating	  that	  visuals	  had	  no	  effect	  on	  the	  L2	  learners’	  listening	  test	  performance.	  	  	  Although	  visuals	  did	  not	  influence	  L2	  learners’	  scores	  on	  the	  VALT,	  they	  nonetheless	  might	  have	  influenced	  their	  test-­‐taking	  processes.	  In	  order	  to	  understand	  how	  the	  learners	  used	  visual	  information	  during	  the	  test,	  it	  is	  necessary	  to	  explore	  their	  perceptions	  regarding	  the	  helpfulness	  of	  visual	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information	  for	  answering	  questions	  on	  the	  VALT	  and	  their	  rationales	  for	  watching	  or	  not	  watching	  different	  aspects	  of	  context	  and	  content	  videos	  during	  the	  test.	  	  	  	  	  	  
Summary	  of	  RQ3.	  To	  answer	  Research	  Question	  3,	  three	  paired-­‐samples	  t	  tests	  were	  carried	  out	  to	  compare	  the	  three	  eye-­‐tracking	  measures	  (i.e.,	  the	  fixation	  rate,	  the	  dwell	  rate,	  and	  the	  percentage	  of	  the	  total	  dwell	  time)	  for	  context	  videos	  and	  for	  content	  videos.	  The	  results	  showed	  that	  the	  participants	  (a)	  spent	  significantly	  more	  time	  watching	  content	  videos	  than	  context	  videos,	  and	  (b)	  fixated	  their	  eyes	  more	  frequently	  on	  content	  videos	  than	  on	  context	  videos	  (and	  these	  differences	  were	  statistically	  significant	  at	  p	  <	  .01).	  Meanwhile,	  no	  statistically	  significant	  difference	  was	  found	  between	  the	  participants’	  rates	  of	  revisiting	  context	  and	  content	  videos.	  Furthermore,	  the	  correlation	  analysis	  revealed	  no	  relationship	  between	  the	  participants’	  viewing	  patterns	  and	  their	  scores	  on	  the	  context	  and	  content	  subtests	  within	  the	  VALT.	  The	  obtained	  results	  indicated	  a	  need	  for	  exploring	  how	  L2	  learners	  use	  visual	  information	  when	  watching	  context	  and	  content	  videos	  and	  when	  answering	  test	  questions.	  Hence,	  this	  need	  is	  addressed	  in	  the	  last	  two	  sections	  of	  this	  chapter.	  	  	  	  
RQ4:	  Participants’	  Use	  of	  Visual	  Information	  When	  Watching	  Context	  and	  
Content	  Videos	  The	  overall	  purpose	  of	  Research	  Question	  4	  was	  to	  explore	  how	  the	  L2	  learners	  in	  the	  eye-­‐tracking	  group	  (n	  =	  33)	  use	  visual	  information	  when	  watching	  context	  and	  content	  videos	  during	  the	  VALT	  based	  on	  the	  evidence	  from	  the	  retrospective	  verbal	  data.	  This	  research	  question	  consisted	  of	  two	  main	  sub-­‐
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questions.	  The	  first	  sub-­‐question	  (i.e.,	  Research	  Question	  4.1)	  examined	  (a)	  L2	  test-­‐takers’	  perceptions	  with	  regard	  to	  the	  aspects	  of	  visual	  information	  that	  they	  focused	  on	  when	  watching	  context	  and	  content	  videos	  during	  the	  VALT,	  and	  (b)	  L2	  test-­‐takers’	  reasons	  for	  focusing	  on	  specific	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos.	  The	  second	  sub-­‐question	  (i.e.,	  Research	  Question	  4.2)	  investigated	  (a)	  the	  aspects	  of	  visual	  information	  that	  the	  L2	  test-­‐takers	  found	  helpful	  and	  the	  aspects	  they	  found	  distracting,	  and	  (b)	  L2	  test-­‐takers’	  reasons	  why	  certain	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  were	  helpful	  and	  distracting	  for	  them.	  	  
Visual	  information	  in	  context	  videos	  and	  content	  videos	  focused	  on	  by	  
participants.	  This	  section	  presents	  the	  results	  of	  the	  analysis	  of	  the	  coded	  retrospective	  verbal	  data	  that	  were	  used	  to	  address	  Research	  Question	  4.1.	  To	  answer	  this	  question,	  the	  researcher	  asked	  L2	  learners	  questions	  about	  (a)	  aspects	  of	  visual	  information	  that	  they	  focused	  on	  when	  watching	  context	  and	  content	  videos	  during	  the	  VALT,	  and	  (b)	  reasons	  why	  they	  focused	  on	  certain	  aspects	  of	  visual	  information	  in	  the	  videos.	  The	  analysis	  of	  L2	  learners’	  responses	  entailed	  identifying	  and	  coding	  themes	  pertaining	  to	  the	  research	  questions	  in	  the	  gathered	  data,	  and	  counting	  the	  number	  of	  participants	  whose	  comments	  revealed	  these	  themes,	  as	  well	  as	  the	  number	  of	  comments.	  	  
Aspects	  of	  visual	  information	  in	  context	  videos	  and	  content	  videos	  
focused	  on	  by	  participants.	  The	  data	  that	  were	  coded	  and	  analyzed	  to	  answer	  the	  first	  part	  of	  RQ	  4.1	  consisted	  of	  L2	  test-­‐takers’	  responses	  about	  the	  aspects	  of	  visual	  information	  that	  they	  focused	  on	  when	  watching	  context	  and	  content	  videos	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during	  the	  VALT	  (i.e.,	  data	  included	  in	  the	  coding	  category	  called	  “V	  visual	  focus	  aspects”	  in	  Appendix	  D).	  The	  results	  of	  the	  qualitative	  analysis	  evinced	  two	  primary	  types	  of	  visual	  information—speaker-­‐related	  aspects	  and	  lecture-­‐related	  aspects—in	  three	  context	  videos	  (i.e.,	  Video	  1,	  Video	  3,	  and	  Video	  5)	  and	  three	  content	  videos	  (i.e.,	  Video	  2,	  Video	  4,	  Video	  6).	  Since	  the	  participants	  were	  asked	  to	  comment	  on	  each	  of	  the	  six	  videos	  separately,	  the	  “Number	  of	  Comments”	  columns	  in	  Tables	  4.12	  and	  4.13	  present	  the	  number	  of	  comments	  about	  each	  individual	  video	  that	  were	  combined	  together	  into	  the	  comments	  about	  context	  and	  content	  videos.	  Furthermore,	  the	  “Number	  of	  Participants	  Who	  Commented”	  columns	  contain	  the	  number	  (and	  percentage)	  of	  participants	  who	  mentioned	  a	  specific	  aspect	  of	  visual	  information	  in	  relation	  to	  at	  least	  one	  of	  the	  three	  context	  or	  content	  videos.	  Table	  4.12	  summarizes	  the	  major	  aspects	  of	  visual	  information	  that	  the	  participants	  reported	  focusing	  on	  when	  watching	  the	  three	  context	  videos.	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Table	  4.12	  
Visual	  Aspects	  of	  Three	  Context	  Videos	  Focused	  on	  During	  the	  VALT	  (n	  =	  33)	  Type	   Aspect	   Examples	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker’s	  appearance	  	   Speaker’s	  mouth,	  face,	  head,	  hands,	  eyes	   74	   29	  (88%)	  	   Speaker’s	  movements	  and	  actions	   Speaker’s	  body	  movements,	  gestures	   26	   19	  (58%)	  Lecture-­‐related	   Contextual	  visual	  aids	   PowerPoint	  slide	  with	  a	  picture	  of	  a	  person	   13	   13	  (40%)	  	   Textual	  information	   Words	  on	  a	  PowerPoint	  slide	   2	   2	  (6%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  As	  indicated	  in	  Table	  4.12,	  the	  results	  of	  the	  qualitative	  analysis	  in	  NVivo	  revealed	  four	  main	  aspects	  of	  visual	  information	  in	  context	  videos.	  First,	  the	  speaker’s	  appearance	  was	  the	  most	  frequently	  mentioned	  aspect	  (74	  comments	  from	  88	  percent	  of	  the	  participants)	  that	  included	  references	  to	  the	  speaker’s	  mouth,	  face,	  head,	  hands,	  and	  eyes.	  In	  addition,	  the	  speaker’s	  movements	  and	  actions	  also	  appeared	  to	  attract	  L2	  test-­‐takers’	  attention,	  with	  26	  comments	  made	  by	  58	  percent	  of	  the	  participants	  found	  in	  the	  data.	  The	  speaker’s	  movements	  and	  actions	  included	  examples	  such	  as	  walking	  back	  and	  forth	  in	  front	  of	  the	  audience,	  using	  gestures,	  and	  sitting	  on	  the	  desk	  while	  talking.	  Next,	  contextual	  visual	  aids,	  which	  consisted	  of	  a	  PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke	  in	  Video	  3,	  were	  mentioned	  in	  13	  comments	  by	  40	  percent	  of	  L2	  test-­‐takers	  in	  the	  eye-­‐
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tracking	  group.	  Finally,	  there	  were	  two	  comments	  from	  two	  participants	  who	  reported	  concentrating	  on	  the	  words	  in	  the	  above-­‐mentioned	  PowerPoint	  slide.	  	  	  The	  obtained	  results	  demonstrated	  that	  L2	  test-­‐takers	  focused	  their	  attention	  on	  speaker-­‐related	  aspects	  a	  lot	  more	  than	  on	  lecture-­‐related	  aspects	  of	  visual	  information	  in	  context	  visuals.	  This	  finding	  is	  consistent	  with	  the	  way	  that	  context	  visuals	  are	  defined.	  In	  this	  study,	  two	  of	  the	  three	  context	  videos	  in	  the	  VALT	  contained	  no	  visual	  aids,	  but	  only	  a	  speaker	  giving	  a	  lecture	  to	  students.	  Video	  3	  was	  the	  only	  context	  video	  that	  contained	  some	  visual	  aids—namely,	  a	  PowerPoint	  slide	  with	  a	  picture	  of	  a	  philosopher	  John	  Locke—and	  several	  words;	  however,	  these	  visual	  aids	  were	  not	  directly	  related	  to	  the	  content	  of	  the	  lecture,	  but	  provided	  only	  contextual	  information.	  Table	  4.13	  contains	  a	  summary	  of	  the	  aspects	  of	  visual	  information	  that	  the	  participants	  focused	  on	  when	  watching	  the	  three	  content	  videos	  when	  they	  were	  taking	  the	  VALT.	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Table	  4.13	  
Visual	  Aspects	  of	  Three	  Content	  Videos	  Focused	  on	  During	  the	  VALT	  (n	  =	  33)	  Type	   Aspect	   Examples	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker’s	  appearance	  	   Speaker’s	  mouth,	  face,	  head,	  hands	   28	   18	  (55%)	  	   Speaker’s	  movements	  and	  actions	   Speaker’s	  body	  movements,	  gestures,	  pointing	  to	  visual	  aids	  
12	   10	  (30%)	  
	   Speaker’s	  presentation	  of	  visual	  content	   Speaker’s	  writing	  notes,	  showing	  a	  mushroom,	  drawing	  the	  structure	  of	  a	  mushroom	  on	  the	  board	  
20	   17	  (52%)	  
Lecture-­‐related	   Content-­‐based	  visual	  aids	   Image,	  graph	  on	  a	  PowerPoint	  slide,	  drawing	  on	  the	  board	  
94	   32	  (97%)	  
	   Textual	  information	   Notes	  on	  the	  board,	  titles	  of	  PowerPoint	  slides,	  picture	  title	  	   15	   13	  (43%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  According	  to	  the	  results	  presented	  in	  Table	  4.13,	  a	  total	  of	  five	  aspects	  were	  identified	  for	  content	  videos,	  with	  most	  of	  the	  aspects	  being	  the	  same	  as	  those	  for	  context	  videos.	  The	  most	  commonly	  reported	  aspect	  of	  visual	  information	  in	  content	  videos	  was	  content-­‐based	  visual	  aids	  (94	  comments	  from	  97	  percent	  of	  the	  test-­‐takers),	  which	  consisted	  of	  an	  image	  of	  a	  star	  projected	  on	  the	  screen,	  a	  floor	  plan	  of	  an	  apartment	  and	  a	  graph	  on	  a	  PowerPoint	  slide,	  and	  a	  drawing	  of	  a	  mushroom	  on	  the	  board.	  Next,	  55	  percent	  of	  L2	  test-­‐takers	  made	  28	  comments	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claiming	  that	  their	  attention	  was	  drawn	  to	  the	  speaker’s	  appearance	  (namely,	  to	  the	  speaker’s	  mouth,	  face,	  head,	  or	  hands).	  Slightly	  over	  one	  half	  of	  the	  participants	  (52%)	  also	  reported	  concentrating	  their	  attention	  on	  the	  speaker’s	  presentation	  of	  visual	  content	  (20	  comments),	  which	  included	  writing	  the	  notes,	  showing	  a	  mushroom,	  and	  drawing	  the	  structure	  of	  a	  mushroom	  on	  the	  board.	  Moreover,	  the	  speaker’s	  movements	  and	  actions	  were	  found	  to	  be	  the	  center	  of	  attention	  for	  30	  percent	  of	  the	  test-­‐takers	  (12	  comments).	  The	  examples	  of	  participants’	  comments	  about	  this	  aspect	  of	  visual	  information	  in	  content	  videos	  include	  the	  speaker’s	  gestures,	  body	  movements,	  and	  pointing	  to	  a	  visual	  aid.	  Finally,	  the	  researcher	  counted	  15	  comments,	  in	  which	  43	  percent	  of	  the	  participants	  claimed	  to	  have	  focused	  on	  the	  textual	  information,	  which	  included	  some	  notes	  written	  by	  the	  speaker	  on	  the	  board	  during	  one	  of	  the	  content	  video	  lectures	  (Video	  6),	  as	  well	  as	  the	  titles	  of	  some	  PowerPoint	  slides	  in	  Video	  4	  and	  the	  title	  of	  the	  picture	  in	  Video	  2.	  	  Contrary	  to	  context	  videos,	  in	  which	  the	  participants	  focused	  primarily	  on	  speaker-­‐related	  aspects	  of	  visual	  information,	  content	  videos	  were	  found	  to	  be	  attractive	  to	  the	  L2	  test-­‐takers	  in	  terms	  of	  both	  speaker-­‐related	  aspects	  and	  lecture-­‐related	  aspects	  of	  visual	  information.	  	  
Participants’	  reasons	  for	  focusing	  on	  visual	  aspects	  of	  context	  videos	  
and	  content	  videos.	  In	  order	  to	  get	  a	  more	  comprehensive	  understanding	  of	  why	  some	  aspects	  of	  visual	  information	  attracted	  L2	  test-­‐takers’	  attention	  more	  than	  other	  aspects,	  the	  researcher	  explored	  L2	  test-­‐takers’	  reasons	  for	  focusing	  on	  those	  aspects	  while	  watching	  context	  and	  content	  videos.	  The	  data	  that	  were	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coded	  and	  analyzed	  to	  answer	  the	  second	  part	  of	  RQ	  4.1	  consisted	  of	  L2	  test-­‐takers’	  responses	  regarding	  their	  reasons	  for	  focusing	  on	  visual	  aspects	  of	  context	  videos	  and	  content	  videos	  during	  the	  VALT	  (i.e.,	  data	  included	  in	  the	  coding	  category	  called	  “V	  visual	  focus	  reasons”	  in	  Appendix	  D).	  The	  results	  of	  this	  analysis	  revealed	  two	  principal	  types	  of	  reasons—namely,	  speaker-­‐related	  reasons	  and	  lecture-­‐related	  reasons—for	  both	  types	  of	  videos.	  Since	  the	  participants	  were	  asked	  to	  comment	  on	  each	  of	  the	  six	  videos	  separately,	  the	  “Number	  of	  Comments”	  columns	  in	  Tables	  4.14	  and	  4.15	  present	  the	  number	  of	  comments	  about	  the	  reasons	  for	  watching	  each	  individual	  video	  that	  were	  combined	  together	  into	  the	  comments	  about	  the	  reasons	  for	  watching	  context	  and	  content	  videos.	  Furthermore,	  the	  “Number	  of	  Participants	  Who	  Commented”	  columns	  contain	  the	  number	  (and	  percentage)	  of	  participants	  who	  mentioned	  a	  specific	  reason	  in	  relation	  to	  at	  least	  one	  of	  the	  three	  context	  or	  content	  videos.	  Table	  4.14	  lists	  the	  main	  reasons	  for	  focusing	  on	  the	  aspects	  of	  context	  videos	  that	  were	  identified	  during	  the	  data	  analysis.	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Table	  4.14	  
Participants’	  Reasons	  for	  Focusing	  on	  Visual	  Aspects	  of	  Three	  Context	  Videos	  (n	  =	  33)	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Seeing	  the	  speaker’s	  mouth	  helps	  comprehension	  	   10	   6	  (18%)	  	   Seeing	  the	  speaker	  helps	  focus	   9	   6	  (18%)	  	   Nothing	  to	  look	  at	  except	  the	  speaker	   14	   11	  (33%)	  	   Speaker’s	  personality	  attracts	  attention	   8	   7	  (21%)	  	   Speaker	  is	  moving	   5	   5	  (15%)	  Lecture-­‐related	   Expecting	  to	  see	  visual	  content	   25	   17	  (52%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  Out	  of	  the	  six	  reasons	  listed	  in	  Table	  4.14,	  the	  most	  frequently	  mentioned	  one	  was	  the	  participants’	  expectation	  to	  see	  visual	  content	  (25	  comments	  from	  52	  percent	  of	  the	  test-­‐takers).	  More	  specifically,	  these	  L2	  test-­‐takers	  reported	  watching	  context	  videos	  because	  they	  were	  expecting	  the	  speaker	  to	  show	  some	  content-­‐based	  visual	  aids	  that	  would	  provide	  information	  about	  the	  lecture.	  The	  following	  examples	  demonstrate	  how	  the	  participants	  expressed	  this	  reason:	  
I	  thought	  maybe	  he	  will	  be	  showing	  some	  slide,	  the	  diagram	  or	  something	  
while	  he	  was	  explaining…	  hoping	  that	  he	  will	  show	  something	  on	  the	  
blackboard	  or	  slide.	  (Participant	  13,	  Video	  1)	  
	  
Hm,	  because	  I	  want	  to	  know	  he	  was	  speaking	  about	  what…	  Maybe	  I	  think	  he	  
will	  put	  something	  on	  the	  blackboard	  or	  the	  screen,	  so	  I	  see…	  (Participant	  26,	  Video	  1)	  
	  
And	  in	  this	  part	  I	  focused	  on	  the	  video	  because	  I	  guessed	  there	  could	  be	  some	  
information	  on	  the	  blackboard	  or	  screen.	  (Participant	  27,	  Video	  1)	  
	  
Actually,	  I	  think	  he	  has	  a	  PowerPoint	  about	  this	  lecture,	  but	  it	  doesn’t	  show,	  
so…	  I	  want	  to	  see,	  but	  it	  doesn’t	  show…	  (Participant	  3,	  Video	  1)	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I	  focus	  on	  the	  professor	  and	  I	  want	  him	  to	  show	  something…	  He	  do	  this	  act	  
[he	  pointed],	  but	  I	  didn’t	  see	  anything.	  (Participant	  8,	  Video	  1)	  
	  
I	  focus	  on	  the	  screen.	  I	  think	  the	  professor	  would	  show	  some	  information	  on	  
the	  screen.	  I	  think	  that	  information	  can	  be	  helpful.	  (Participant	  16,	  Video	  3)	  
	  
Because	  when	  I	  listen	  to	  the	  video,	  I	  think	  he	  will	  show	  the	  graph	  on	  the	  
screen.	  And	  I	  just	  wait	  here	  [hoping	  that]	  he	  is	  showing	  something…	  (Participant	  19,	  Video	  3)	  
	  
Yeah,	  because	  I	  hope	  that	  at	  some	  point	  he	  will	  show	  a	  PowerPoint.	  (Participant	  3,	  Video	  3)	  
	  
I	  hope	  he	  will	  write	  some	  key	  words,	  especially	  on	  the	  blackboard.	  (Participant	  3,	  Video	  5)	  
	  
I	  always	  want	  the	  instructor	  to	  draw	  something…	  so	  I	  can	  catch	  more	  
information.	  But	  he	  didn’t…	  (Participant	  8,	  Video	  5)	  
	  
At	  first	  I	  focus	  on	  this	  professor.	  And	  then	  I	  found	  that	  actually	  it	  is	  not	  
helpful.	  He	  did	  not	  write	  something	  on	  the	  blackboard,	  so	  I	  decided	  to	  just	  
take	  notes.	  (Participant	  9,	  Video	  5)	  	   There	  were	  also	  14	  comments,	  in	  which	  one	  third	  of	  the	  participants	  in	  the	  eye-­‐tracking	  group	  reported	  focusing	  on	  the	  speaker	  because	  there	  was	  nothing	  meaningful	  to	  look	  at	  in	  context	  videos.	  Below	  are	  some	  representative	  examples	  of	  this	  reason:	  
Because	  there	  is	  nothing	  else	  I	  can	  focus	  on.	  Focus	  on	  the	  teacher,	  he	  is	  the	  
only	  one	  who	  was	  talking	  in	  this	  video.	  (Participant	  2,	  Video	  1)	  
	  
Mostly	  you	  look	  at	  the	  professor,	  not	  the	  other	  things,	  because	  he	  didn't	  use	  
any	  pictures,	  he	  didn't	  show	  us	  visuals.	  Because	  of	  that,	  that	  was	  the	  reason	  
why	  he	  was	  like	  talking	  body,	  and	  I	  thought	  I	  should	  give	  attention	  to	  him.	  
Because	  these	  things	  around	  him,	  the	  chalkboard,	  these	  wooden	  things	  are	  
not	  related	  to	  the	  things	  that	  he	  was	  talking	  about.	  And	  they	  are	  like	  classic,	  
traditional	  classroom	  situation,	  so	  I	  thought	  I	  needed	  to	  look	  at	  the	  professor	  
rather	  than	  the	  things	  that	  seem	  to	  be	  trivial.	  (Participant	  22,	  Video	  1)	  
	  
His	  face,	  his	  gestures…	  I	  don’t	  know,	  mainly	  because	  there	  is	  nothing	  else	  to	  
look	  at.	  (Participant	  25,	  Video	  1)	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Because	  there	  is	  no	  other	  things	  I	  can	  see.	  (Participant	  18,	  Video	  3)	  
	  
Focus	  on	  the	  professor.	  What	  else	  can	  I	  look?	  (Participant	  4,	  Video	  3)	  
	  
It’s	  no	  other	  place	  I	  can	  watch,	  so	  I	  focus	  on	  him.	  (Participant	  17,	  Video	  5)	  
	  
I	  tried	  to	  look	  at	  the	  instructor	  mostly	  because	  there	  was	  no	  other	  place	  that	  I	  
could,	  that	  could	  give	  me	  a	  little	  hint	  about	  what	  he	  was	  asking	  or	  talking	  
about.	  (Participant	  22,	  Video	  5)	  
	  
Hm,	  there	  was	  nothing	  else	  to	  look	  at…	  (Participant	  27,	  Video	  5)	  	   Next,	  18	  percent	  of	  the	  participants	  claimed	  that	  seeing	  the	  speaker’s	  mouth	  facilitated	  their	  comprehension	  of	  the	  lecture	  (ten	  comments).	  The	  following	  examples	  illustrate	  this	  reason:	  
Mouth,	  it	  can	  help	  me	  to	  understand	  more	  words.	  (Participant	  10,	  Video	  1)	  
	  
Yeah,	  look	  at	  his	  mouth,	  it’s	  the	  information…	  [I	  looked	  at	  his	  mouth]	  to	  get	  
the	  information,	  how	  many	  [words]	  did	  he	  say	  twice	  or	  more	  than	  twice.	  
When	  I	  didn’t	  see	  his	  mouth,	  I	  will	  think	  which	  word	  [he	  said].	  (Participant	  15,	  Video	  1)	  
	  
Just	  look	  at	  his	  mouth,	  because	  maybe	  I	  like	  to	  watch	  the	  teacher	  when	  he	  
talk	  because	  his	  lip	  can	  move.	  So	  maybe	  I	  can	  remember	  the	  word	  or	  
something	  like	  that.	  (Participant	  21,	  Video	  1)	  
	  
Since	  there	  is	  no	  information	  here	  that	  can	  help	  me	  with	  answering	  any	  
question,	  I	  think	  I	  just	  did	  what	  a	  normal	  human	  would	  do,	  which	  is	  focus	  on	  
the	  mouth,	  because	  that's	  what	  we	  usually	  do	  when	  we	  talk	  to	  somebody,	  like	  
focus	  on	  the	  face	  and	  the	  mouth...	  His	  mouth	  might	  help	  me	  in	  case	  I	  don't	  
understand	  the	  word	  he	  pronounces,	  lip	  reading	  might	  be	  useful.	  (Participant	  23,	  Video	  1)	  
	  
I	  was	  trying	  to	  look	  at	  him	  himself,	  like	  I	  was	  listening	  to	  a	  professor	  in	  a	  
class.	  Because	  still	  we	  are	  non-­‐natives	  and	  we	  are	  trying	  to	  understand	  from	  
the	  mouth.	  It	  helps,	  I	  mean	  when	  I	  see	  a	  person.	  (Participant	  32,	  Video	  1)	  
	  
Because	  he	  is	  not	  talk	  too	  clearly,	  so	  I	  really	  have	  to	  see	  maybe	  his	  expression	  
or	  his	  mouth,	  so	  I	  become	  more	  understandable.	  (Participant	  14,	  Video	  3)	  
	  
It	  helped…	  Um,	  when	  I	  see	  his	  mouth,	  I	  can	  guess	  some	  words.	  (Participant	  10,	  Video	  5)	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Seeing	  the	  speaker	  also	  helped	  18	  percent	  of	  the	  L2	  test-­‐takers	  to	  concentrate	  on	  the	  lecture,	  as	  demonstrated	  by	  the	  following	  quotes:	  
I	  think	  it	  make	  me	  to	  concentrate	  on	  what	  he	  says.	  (Participant	  11,	  Video	  1)	  
	  
Because	  I	  think	  if	  I	  look	  at	  the	  professor,	  I	  can	  concentrate	  on	  video,	  and	  
concentrate	  on	  what	  he	  said.	  (Participant	  16,	  Video	  1)	  
	  
Topic	  is	  kind	  of	  very	  abstract	  for	  me,	  so	  I	  had	  to	  make	  sure	  I	  didn’t	  lose	  track	  
of	  what	  was	  going	  on.	  So	  I	  kept	  my	  eyes	  on	  his	  face.	  (Participant	  33,	  Video	  1)	  
	  
I	  just	  look	  at	  him.	  I	  think	  I	  can	  focus	  on	  the	  lecture	  by	  looking	  at	  him.	  (Participant	  11,	  Video	  3)	  
	  
If	  I	  focus	  on	  someone,	  I	  don’t	  drift	  away,	  so	  keeping	  my	  eyes	  on	  his	  face	  I	  was	  
inside	  the	  lecture.	  (Participant	  33,	  Video	  3)	  
	  
Watching	  video	  maybe	  make	  you	  more	  focused	  on	  the	  teacher	  and	  the	  
content	  what	  he	  was	  talking.	  (Participant	  2,	  Video	  5)	  	   Another	  reason	  that	  prompted	  seven	  (or	  21	  percent	  of)	  L2	  test-­‐takers	  to	  focus	  on	  the	  speaker	  was	  the	  speaker’s	  personality.	  Most	  of	  the	  examples	  of	  this	  reason	  were	  related	  to	  the	  speaker	  from	  Video	  5:	  
The	  professor,	  he	  was	  active…	  I	  will	  have	  interested	  to	  listen	  to	  what	  he	  was	  
talking	  about.	  (Participant	  15,	  Video	  5)	  
	  
The	  professor,	  because	  I	  think	  he	  is	  very	  funny.	  (Participant	  20,	  Video	  5)	  
	  
I	  thought	  this	  guy	  has	  a	  very	  different	  style.	  First	  of	  all,	  he	  is	  sitting	  on	  the	  
table.	  And	  I	  think	  I	  was	  wondering	  like,	  'Huh,	  do	  students	  like	  professors	  who	  
are	  more	  relaxed	  and	  all?'	  I	  was	  just	  examining	  the	  guy,	  I	  think,	  his	  
personality,	  his	  style.	  (Participant	  23,	  Video	  5)	  
	  
He	  was	  funny	  too…	  You	  don’t	  see	  many	  teachers	  wearing	  sneakers	  like	  that.	  
So	  I	  liked	  him.	  (Participant	  25,	  Video	  5)	  
	  
I	  focused	  on	  the	  professor	  because	  I	  liked	  his	  way.	  He	  was	  so	  funny	  and	  cute!	  
He	  was	  just	  moving	  all	  the	  time,	  taking	  his	  legs	  under	  his	  ass	  and	  on	  the	  table.	  
He	  was	  so	  funny!	  I	  thought	  maybe	  for	  some	  students	  they	  could	  not	  maybe	  
listen	  to	  the	  lecture	  because	  he	  was	  so	  energetic.	  You	  want	  to	  look	  at	  him	  
instead	  of	  listening	  to	  the	  topic.	  But	  somehow	  he	  was	  just	  emphasizing	  
everything	  really	  good	  with	  both	  by	  his	  voice	  and	  gestures	  because	  he	  was	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just	  classifying	  things:	  and	  this	  side,	  and	  that	  side.	  So	  it	  was	  kind	  of	  full	  of	  
energy,	  and	  he	  was	  directing	  his	  energy	  to	  the	  correct	  places.	  Actually,	  I	  really	  
liked	  listening	  to	  him;	  I	  could	  just	  listen	  to	  him	  during	  the	  whole	  day.	  (Participant	  28,	  Video	  5)	  
	  
He	  was	  fun,	  he	  is	  very	  clear,	  very	  interesting,	  the	  way	  he	  talks.	  So	  I	  was	  
focused	  on	  his	  face	  and	  sometimes	  where	  he	  sits…	  I	  was	  very,	  very	  focused	  on	  
his	  face,	  how	  he	  was	  explaining	  things	  in	  a	  very	  clear	  way.	  (Participant	  33,	  Video	  5)	  	   Finally,	  there	  were	  five	  comments,	  in	  which	  five	  out	  of	  33	  participants	  (or	  15	  percent)	  reported	  focusing	  on	  the	  speaker	  because	  of	  his	  body	  movements.	  The	  following	  four	  comments	  demonstrate	  this	  reason:	  	  
Yeah,	  because	  he	  is	  the	  only	  movement	  object	  in	  [the	  video].	  So	  I	  look	  at	  
professor,	  because	  he	  is	  move	  in	  the	  video,	  other	  things	  are	  staying…	  (Participant	  12,	  Video	  1)	  
	  
The	  professor,	  because	  he	  was	  moving.	  (Participant	  20,	  Video	  1)	  
	  
Because	  I	  think	  the	  professor	  move,	  it’s	  a	  little	  interesting.	  (Participant	  19,	  Video	  5)	  
	  
Hm,	  I	  just…	  because	  his	  gestures	  have	  many	  kinds	  of…	  Maybe	  I	  think	  he	  will	  
use	  the	  gestures	  to	  describe	  something	  he	  is	  speaking.	  (Participant	  26,	  Video	  5)	  	   Table	  4.15	  summarizes	  the	  participants’	  reasons	  for	  focusing	  on	  the	  aspects	  of	  visual	  information	  in	  content	  videos	  (i.e.,	  Video	  2,	  Video	  4,	  and	  Video	  6).	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Table	  4.15	  
Participants’	  Reasons	  for	  Focusing	  on	  Visual	  Aspects	  of	  Three	  Content	  Videos	  
(n	  =	  33)	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker	  is	  pointing	  to	  a	  visual	  aid	   8	   6	  (18%)	  Lecture-­‐related	   Visual	  aids	  help	  comprehension	   22	   15	  (45%)	  	   Visual	  aids	  help	  note-­‐taking	   3	   3	  (9%)	  	   Visual	  aids	  are	  related	  to	  the	  talk	  	   21	   18	  (55%)	  	   Topic	  is	  interesting	   4	   3	  (9%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  The	  results	  of	  the	  analysis	  provided	  in	  Table	  4.15	  evinced	  four	  main	  lecture-­‐related	  reasons	  why	  the	  participants	  concentrated	  their	  attention	  on	  content	  videos	  during	  the	  VALT.	  The	  most	  common	  reason	  that	  was	  mentioned	  by	  55	  percent	  of	  the	  participants	  concerned	  the	  relevance	  of	  visual	  aids	  to	  the	  content	  of	  the	  lecture	  given	  by	  the	  speaker.	  Some	  representative	  examples	  of	  this	  reason	  are	  provided	  below:	  	  
Because	  he	  was	  talking	  about	  the	  structure	  of	  the	  star,	  so	  I	  tried	  to	  relate	  to	  
it,	  like	  what	  this,	  through	  the	  picture.	  (Participant	  13,	  Video	  2)	  
	  
He	  showed	  the	  star.	  I	  focused	  on	  the	  star	  and	  looked	  at	  this	  arrow,	  because	  
the	  first	  professor	  introduced	  about	  the	  light,	  about	  the	  star.	  And	  then	  
introduced	  something	  about	  in	  the	  middle	  of	  the	  star,	  it’s	  a	  point.	  Then	  I	  listen	  
to	  this	  star	  is	  brightest,	  and	  then	  he	  introduced	  the	  arrow,	  it’s	  pointing	  to	  the	  
point	  up	  here.	  He	  told	  something	  about	  this,	  why	  it’s	  arrow...	  (Participant	  19,	  Video	  2)	  
	  
Because	  the	  professor	  was	  introducing	  the	  picture.	  (Participant	  20,	  Video	  2)	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Because	  he	  talked	  something	  about	  in	  this	  picture,	  so	  I	  just	  focused	  on	  what	  
he	  is	  talking	  and	  the	  picture,	  and	  I	  can	  understand.	  (Participant	  24,	  Video	  2)	  
	  
He	  was	  saying	  things	  related	  directly	  to	  the	  picture.	  He	  was	  describing	  the	  
picture…	  It	  made	  total	  sense	  to	  listen	  and	  make	  connection	  between	  what	  I	  
saw	  and	  what	  I	  heard.	  (Participant	  29,	  Video	  2)	  
	  
I	  did	  focus	  on	  the	  lecture,	  but	  the	  picture	  actually	  helped	  me	  a	  lot	  because	  he	  
described	  it	  as	  he	  was	  going	  on.	  So	  the	  lecture	  was	  actually	  a	  little	  about	  the	  
picture	  that	  he	  had.	  (Participant	  7,	  Video	  2)	  
	  
Because	  in	  his	  talking	  about	  the	  price	  control	  and	  rent	  control,	  and	  he	  give	  
me	  the	  pictures	  to	  show	  to.	  (Participant	  17,	  Video	  4)	  
	  
Because	  I	  think	  he’s	  talking	  about	  price	  control.	  It’s	  more	  connect	  with	  the	  
graph	  rather	  than	  the	  picture	  of	  the	  room.	  (Participant	  3,	  Video	  4)	  
	  
Because	  he	  was	  talking	  about	  those	  things	  [drawings	  on	  the	  board].	  (Participant	  22,	  Video	  6)	  
	  
I	  would	  say	  this	  out	  of	  all	  the	  videos	  was	  the	  one	  where	  the	  visuals	  were	  the	  
most	  important…	  In	  contrast	  to	  the	  economics	  video	  where	  he	  shows	  the	  price	  
and	  everything,	  his	  words	  are	  very	  much	  aligned	  with	  his	  drawing.	  So	  I	  could	  
make	  sense	  of	  everything.	  I	  could	  interpret	  the	  drawing.	  And	  because	  he	  talks	  
about	  structures,	  it’s	  nice	  to	  be	  able	  to	  visualize	  when	  you	  are	  talking	  about	  
parts	  of	  something…	  (Participant	  23,	  Video	  6)	  	   Another	  common	  lecture-­‐related	  reason	  mentioned	  by	  45	  percent	  of	  L2	  test-­‐takers	  was	  that	  visual	  aids	  in	  content	  videos	  facilitated	  comprehension	  of	  the	  lecture.	  The	  following	  quotes	  illustrate	  this	  reason:	  	  
It	  [the	  image]	  helped	  me	  a	  lot	  just	  to	  understand	  a	  little	  bit	  better.	  (Participant	  22,	  Video	  2)	  
	  
And	  the	  visual	  that	  he	  showed	  was	  really	  nice,	  this	  one,	  and	  this	  really	  helped	  
me.	  And	  I	  tried	  to	  focus	  on	  the	  things	  and	  also	  this	  arrow,	  because	  I	  knew	  he	  
was	  gonna	  talk	  about	  that…	  (Participant	  28,	  Video	  2)	  
	  
When	  I	  listened	  to	  the	  lecture,	  I	  just	  used	  the	  graph	  to	  help	  me	  understand	  it.	  (Participant	  5,	  Video	  4)	  
	  
Because	  it	  [the	  drawing	  on	  the	  board]	  helped	  me	  to	  understand	  what	  the	  
professor	  talk	  about.	  (Participant	  15,	  Video	  6)	  
	  
 
 
 
169 
I	  think	  when	  he	  write	  on	  the	  blackboard,	  he	  was	  introduced	  the	  mushroom	  
and	  he	  introduced	  the	  structure	  of	  the	  mushrooms,	  and	  he	  write	  down	  
something	  on	  blackboard.	  So	  I	  think	  this	  may	  be	  help	  me	  to	  understand	  the	  
structure	  of	  mushroom	  well.	  (Participant	  26,	  Video	  6)	  
	  
His	  drawing,	  because	  it’s	  very	  useful.	  Because	  he	  is	  speaking	  when	  he	  was	  
drawing,	  it	  can	  help	  me	  to	  understand	  what	  he	  is	  saying.	  (Participant	  3,	  Video	  6)	  	   For	  the	  following	  three	  participants	  (or	  nine	  percent	  of	  the	  total	  number	  of	  the	  participants),	  the	  interest	  in	  the	  topic	  served	  as	  a	  motivation	  to	  focus	  on	  content	  videos:	  
Because	  I	  think	  it’s	  interesting,	  so	  I	  just	  focus	  on	  the	  object	  [image	  of	  a	  star].	  (Participant	  14,	  Video	  2)	  
	  
[I	  watched]	  not	  only	  the	  professor,	  but	  also	  some	  screen,	  the	  screen	  in	  the	  
video,	  because	  I	  am	  a	  little	  more	  interested	  in	  physics.	  (Participant	  20,	  Video	  2)	  
	  
Because	  it’s	  interesting.	  I	  think	  I	  like	  this	  subject,	  and	  I	  know	  about	  
mushrooms…	  (Participant	  14,	  Video	  6)	  
	  
Yeah,	  because	  I	  think	  it’s	  interesting	  and	  I	  don’t	  know	  about	  the	  mushroom	  
underground	  and	  nutrition,	  mass,	  or	  something.	  (Participant	  19,	  Video	  6)	  	   There	  were	  also	  three	  participants	  who	  focused	  their	  attention	  on	  content	  videos	  because	  seeing	  the	  visual	  aids	  helped	  them	  with	  note-­‐taking.	  Two	  of	  their	  comments	  are	  provided	  below:	  	  	  	  
So	  my	  strategy	  was	  I	  did	  exactly	  the	  same	  drawing	  that	  he	  did	  on	  the	  video	  
when	  I	  was	  taking	  my	  notes.	  I	  was	  just	  repeating	  everything	  that	  he	  did,	  yeap,	  
basically	  copying	  from	  the	  board.	  Because	  I	  was	  pretty	  sure	  the	  questions	  
would	  ask	  about	  individual	  parts.	  (Participant	  23,	  Video	  6)	  
	  
I	  was	  kind	  of	  listening	  to	  both	  what	  he	  was	  talking	  about,	  but	  a	  little	  more	  on	  
the	  board,	  because	  he	  mentioned	  some	  terms	  that	  I	  never	  heard	  before.	  Like	  I	  
was	  taking	  notes,	  I	  don’t	  know	  what	  to	  write,	  so	  he	  would	  write	  those	  words	  
and	  I	  know	  what	  they	  were.	  (Participant	  7,	  Video	  6)	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Finally,	  there	  were	  six	  L2	  test-­‐takers	  (or	  18	  percent	  of	  the	  total	  number	  of	  the	  test-­‐takers)	  who	  focused	  their	  attention	  on	  content	  videos	  because	  of	  a	  speaker-­‐related	  reason,	  namely	  because	  the	  speaker	  was	  pointing	  to	  some	  visual	  aids	  during	  the	  lecture.	  Below	  are	  several	  examples	  of	  this	  reason	  found	  in	  the	  data:	  	  
One	  of	  the	  reasons	  that	  the	  guy	  is	  pointing	  at	  it,	  so	  if	  I	  don't	  look	  at	  that,	  I	  
won't	  know	  exactly	  what	  he	  is	  talking	  about.	  So	  he	  is	  talking	  about	  these	  
spikes,	  he	  is	  talking	  about	  the	  bumps.	  So	  the	  moment	  the	  teacher	  points	  at	  
something,	  I	  would	  follow	  that	  gaze,	  I	  would...	  like	  in	  a	  real	  class:	  if	  he	  is	  
pointing	  at	  something,	  it's	  because	  it's	  important	  information.	  	  (Participant	  23,	  Video	  2)	  
	  
Because	  he	  has	  some	  behavior.	  I	  think	  it’s	  easier	  for	  me	  to	  understand…	  The	  
different	  parts	  of	  mushrooms,	  he	  points.	  (Participant	  24,	  Video	  6)	  
	  
Everything	  he	  said	  he	  was	  pointing	  at	  something,	  the	  actual	  mushroom.	  Then	  
he	  drew	  something	  on	  the	  board	  and	  it	  was	  always	  clear.	  He	  was	  talking	  
about	  something	  and	  he	  was	  pointing.	  (Participant	  29,	  Video	  6)	  	   Overall,	  the	  results	  indicated	  that	  the	  L2	  test-­‐takers’	  reasons	  for	  focusing	  on	  various	  aspects	  of	  visual	  information	  in	  context	  videos	  were	  primarily	  speaker-­‐related.	  Such	  results	  could	  be	  due	  to	  the	  fact	  that	  context	  videos	  in	  the	  VALT	  had	  no	  content-­‐related	  visual	  information	  and	  contained	  primarily	  video	  recordings	  of	  the	  speakers	  giving	  the	  lectures	  and,	  in	  the	  case	  of	  Video	  3,	  some	  visual	  aids	  supplying	  the	  information	  about	  the	  context	  of	  the	  lecture.	  	  Consistent	  with	  the	  design	  of	  the	  videos,	  the	  participants’	  reasons	  for	  concentrating	  their	  attention	  on	  various	  visual	  aspects	  of	  content	  videos	  were	  mostly	  lecture-­‐related.	  These	  findings	  imply	  that	  when	  watching	  content	  videos	  L2	  test-­‐takers	  tend	  to	  focus	  their	  attention	  not	  as	  much	  on	  the	  speaker,	  but	  on	  the	  visual	  aspects	  that	  are	  rich	  in	  semantic	  information	  and	  can	  facilitate	  listening	  
 
 
 
171 
comprehension,	  as	  well	  as	  note-­‐taking.	  Interestingly,	  semantically	  rich	  visual	  information	  was	  also	  the	  most	  frequently	  mentioned	  reason	  why	  the	  participants	  watched	  context	  videos	  as	  they	  were	  hoping	  to	  find	  this	  type	  of	  information	  in	  them	  too.	  	  
Helpful	  and	  distracting	  aspects	  of	  visual	  information	  in	  context	  videos	  
and	  content	  videos.	  This	  section	  presents	  the	  results	  of	  the	  analysis	  of	  the	  coded	  retrospective	  verbal	  data	  that	  were	  used	  to	  address	  Research	  Question	  4.2.	  To	  answer	  this	  question,	  the	  researcher	  asked	  L2	  learners	  questions	  about:	  (a)	  aspects	  of	  visual	  information	  that	  they	  found	  helpful	  when	  watching	  context	  and	  content	  videos,	  (b)	  reasons	  why	  they	  found	  certain	  aspects	  of	  visual	  information	  helpful,	  (c)	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  that	  they	  learners	  found	  distracting,	  and	  (d)	  reasons	  why	  they	  found	  certain	  aspects	  of	  visual	  information	  distracting.	  The	  analysis	  of	  L2	  learners’	  responses	  entailed	  identifying	  and	  coding	  major	  themes	  in	  the	  gathered	  data,	  and	  counting	  the	  number	  of	  participants	  whose	  comments	  revealed	  these	  themes,	  as	  well	  as	  the	  number	  of	  comments.	  
Helpful	  aspects	  of	  visual	  information	  in	  context	  videos	  and	  content	  
videos.	  The	  data	  that	  were	  coded	  and	  analyzed	  to	  answer	  the	  first	  part	  of	  Research	  Question	  4.2	  consisted	  of	  L2	  test-­‐takers’	  responses	  regarding	  the	  aspects	  of	  visual	  information	  that	  they	  found	  helpful	  when	  watching	  three	  context	  and	  three	  content	  videos	  during	  the	  VALT	  (i.e.,	  data	  included	  in	  the	  coding	  category	  called	  “V	  visual	  help	  aspects”	  in	  Appendix	  D).	  The	  results	  of	  the	  qualitative	  analysis	  revealed	  
 
 
 
172 
both	  speaker-­‐related	  and	  lecture-­‐related	  types	  of	  visual	  aspects	  that	  the	  test-­‐takers	  described	  as	  helpful.	  	  Table	  4.16	  presents	  the	  results	  showing	  the	  helpful	  aspects	  of	  visual	  information	  in	  context	  videos,	  as	  reported	  by	  the	  L2	  learners.	  	  Table	  4.16	  
Helpful	  Aspects	  of	  Visual	  Information	  in	  Three	  Context	  Videos	  (n	  =	  33)	  Type	   Aspect	   Examples	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker	  (in	  general)	   	   7	   6	  (18%)	  	   Speaker’s	  gestures	   	   5	   5	  (15%)	  	   Speaker’s	  mouth	   	   7	   4	  (12%)	  Lecture-­‐related	   Contextual	  visual	  aid	  	   PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke	   7	   5	  (15%)	  	   Textual	  information	  	   Words	  on	  a	  PowerPoint	  slide	   16	   12	  (36%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  As	  indicated	  in	  Table	  4.16,	  five	  main	  aspects	  reported	  by	  the	  participants	  as	  useful	  were	  found	  in	  the	  data,	  three	  of	  which	  were	  speaker-­‐related	  and	  two	  of	  which	  were	  lecture-­‐related.	  Specifically,	  the	  study	  participants	  believed	  that	  it	  was	  helpful	  for	  them	  to	  see	  the	  speaker	  in	  general	  (18	  percent	  of	  the	  participants),	  the	  speaker’s	  gestures	  (15	  percent	  of	  the	  participants),	  and	  the	  speaker’s	  mouth	  (12	  percent	  of	  the	  participants).	  In	  terms	  of	  lecture-­‐related	  aspects,	  the	  helpful	  visual	  aspects	  comprised	  a	  PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke	  (as	  noted	  by	  15	  percent	  of	  the	  participants)	  and	  the	  words	  “Enlightenment”	  and	  “John	  Locke”	  on	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the	  same	  slide,	  which	  was	  the	  most	  frequently	  mentioned	  helpful	  aspect	  of	  context	  videos	  (16	  comments	  from	  36	  percent	  of	  the	  test-­‐takers).	  	  With	  regard	  to	  content	  videos,	  three	  main	  aspects	  of	  visual	  information	  were	  found	  to	  be	  helpful	  (see	  Table	  4.17).	  	  Table	  4.17	  
Helpful	  Aspects	  of	  Visual	  Information	  in	  Three	  Content	  Videos	  (n	  =	  33)	  Type	   Aspect	   Examples	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker’s	  gestures	   	   6	   6	  (18%)	  Lecture-­‐related	   Content-­‐based	  visual	  aids	  	   Image	  of	  a	  star,	  graph	  on	  a	  PowerPoint	  slide,	  drawing	  of	  a	  mushroom	  structure	  on	  the	  board	  
86	   33	  (100%)	  
	   Textual	  information	  	   Notes	  on	  the	  board	   14	   13	  (39%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  Content-­‐based	  visual	  aids	  were	  the	  most	  frequently	  mentioned	  visual	  aspect	  of	  content	  videos:	  All	  33	  participants	  averred	  that	  they	  had	  found	  this	  aspect	  helpful	  when	  watching	  content	  videos.	  These	  content-­‐based	  visual	  aids	  that	  were	  mentioned	  by	  the	  L2	  learners	  consisted	  of	  an	  image	  of	  a	  star	  in	  Video	  2,	  a	  graph	  on	  a	  PowerPoint	  slide	  in	  Video	  4,	  and	  a	  drawing	  of	  a	  mushroom	  structure	  in	  Video	  6.	  In	  addition,	  the	  notes	  containing	  some	  key	  words	  written	  by	  the	  professor	  on	  the	  board	  in	  Video	  6	  were	  also	  considered	  helpful	  by	  39	  percent	  of	  the	  test-­‐
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takers.	  Finally,	  the	  speaker’s	  gestures	  were	  another	  helpful	  visual	  aspect	  in	  content	  videos	  (six	  comments	  from	  18	  percent	  of	  the	  L2	  learners).	  
Participants’	  reasons	  for	  considering	  visual	  aspects	  of	  context	  videos	  
and	  content	  videos	  helpful.	  The	  data	  that	  were	  coded	  and	  analyzed	  to	  answer	  this	  part	  of	  Research	  Question	  4.2	  consisted	  of	  L2	  test-­‐takers’	  responses	  regarding	  the	  reasons	  why	  some	  aspects	  of	  visual	  information	  were	  helpful	  for	  them	  when	  they	  watched	  context	  and	  content	  videos	  during	  the	  VALT	  (i.e.,	  data	  included	  in	  the	  coding	  category	  called	  “V	  visual	  Y	  help	  reasons”	  in	  Appendix	  D).	  The	  results	  of	  the	  data	  analysis	  revealed	  both	  speaker-­‐related	  reasons	  and	  lecture-­‐related	  reasons.	  	  Table	  4.18	  presents	  a	  summary	  of	  the	  participants’	  reasons	  explaining	  why	  visual	  information	  in	  the	  three	  context	  videos	  was	  helpful.	  	  Table	  4.18	  
Participants’	  Reasons	  for	  Finding	  Visual	  Aspects	  of	  Three	  Context	  Videos	  Helpful	  	  
(n	  =	  33)	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Seeing	  the	  speaker’s	  mouth	  helps	  comprehension	   3	   3	  (9%)	  	   Seeing	  the	  speaker	  helps	  focus	   11	   7	  (21%)	  	   Speaker’s	  movements	  attract	  attention	  and	  aid	  comprehension	   14	   7	  (21%)	  Lecture-­‐related	   Textual	  information	  helps	  comprehension	   6	   5	  (15%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	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The	  results	  in	  Table	  4.18	  indicate	  that	  one	  of	  the	  most	  common	  reasons	  why	  the	  participants	  found	  context	  videos	  helpful	  was	  because	  the	  speaker’s	  movements	  drew	  their	  attention	  and,	  in	  some	  cases,	  facilitated	  comprehension	  of	  the	  lecture	  (14	  comments	  from	  21	  percent	  of	  the	  L2	  test-­‐takers).	  Below	  are	  some	  of	  the	  most	  representative	  quotes	  from	  the	  participants	  who	  expressed	  this	  reason:	  
Maybe	  it’s	  [the	  speaker’s	  hand	  gestures]	  helpful	  just	  because	  he	  alerts	  me,	  like	  
he	  is	  going	  to	  talk	  about	  something	  important.	  (Participant	  22,	  Video	  1)	  
	  
Because	  I	  won’t	  be	  distracted	  if	  I	  watch	  him	  talk	  about	  the	  content.	  If	  I	  just	  
listen	  to	  him,	  if	  I	  can’t	  understand,	  I	  will	  be	  distracted.	  If	  I	  am	  listening	  to	  
something	  but	  the	  contents	  I	  don’t	  understand,	  I	  will	  be	  distracted.	  But	  if	  I	  am	  
watching	  professor’s	  movements,	  it	  will	  be	  easier	  for	  me	  to	  understand	  the	  
contents.	  (Participant	  4,	  Video	  1)	  
	  
Make	  me	  relaxed,	  because	  he	  was	  not	  standing	  still	  and	  move	  a	  lot,	  and	  
emotion	  I	  can	  feel	  a	  lot	  of	  these	  things.	  I	  found	  it’s	  funny,	  he	  is	  very	  relaxed,	  so	  
I	  am	  relaxed.	  (Participant	  12,	  Video	  5)	  
	  
I	  think	  it	  depends	  on	  the	  professor’s	  actions.	  I	  think	  he	  was	  quite	  good	  at	  
absorbing	  you	  to	  the	  video,	  to	  what	  he	  was	  talking.	  He’s	  quite	  attracting.	  (Participant	  22,	  Video	  5)	  
	  
When	  he	  was	  just	  classifying	  things,	  he	  was	  just	  turning	  to	  his	  right-­‐	  or	  left-­‐
hand	  side,	  trying	  to	  show	  that	  this	  thing	  belongs	  to	  this	  part,	  this	  
classification	  belongs	  to	  that	  part,	  they	  are	  different.	  So,	  his	  body	  movements,	  
sometimes	  his	  directions	  helped	  me	  to	  understand	  that	  there	  was	  a	  
distinction	  between	  two	  things.	  (Participant	  28,	  Video	  5)	  
	  
I	  thought	  that	  it	  was	  funny	  that	  he	  sits	  on	  top	  of	  the	  desk	  and	  he	  moves	  a	  lot.	  
That	  was	  like,	  you	  know,	  a	  relaxing	  lecture.	  (Participant	  33,	  Video	  5)	  
	  
I	  think	  it’s	  helpful	  because	  if	  a	  person	  sits	  rigidly,	  it	  will	  be	  distraction	  because	  
you	  will	  think,	  “Why	  he	  will	  do	  that?”…	  If	  people	  use	  more	  gestures,	  you	  think	  
their	  personality	  is	  enthusiastic,	  full	  of	  passion.	  So	  sometimes	  the	  professor’s	  
personality	  influence	  if	  you	  have	  the	  interest	  about	  the	  lecture	  or	  not.	  (Participant	  4,	  Video	  5)	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In	  addition,	  the	  same	  number	  of	  the	  participants	  (21	  percent)	  mentioned	  that	  seeing	  the	  speaker	  also	  helped	  them	  better	  concentrate	  on	  the	  lecture,	  as	  illustrated	  by	  the	  following	  examples:	  
Yeap,	  it	  helps	  to	  concentrate	  on	  what	  he	  said,	  what	  he	  taught.	  	  (Participant	  12,	  Video	  1)	  
	  
I	  think	  it	  helps.	  As	  I	  mentioned,	  it	  can	  help	  me	  to	  concentrate	  on	  video.	  If	  I	  
look	  at	  the	  professor,	  I	  won’t	  just	  try	  to…	  my	  mind	  will	  focus	  on	  video	  and	  I	  
can	  try	  to	  grasp	  some	  key	  words,	  which	  will	  help	  me	  a	  lot	  to	  understand	  the	  
video.	  (Participant	  16,	  Video	  1)	  
	  
I	  can	  focus	  more	  on	  what	  the	  professor	  is	  saying.	  When	  I	  don’t	  see	  the	  
professor,	  then	  I	  get	  more	  distracted.	  (Participant	  32,	  Video	  1)	  
	  
Because	  I	  think	  if	  we	  watch	  a	  person	  while	  listening,	  it	  will	  be	  helpful	  to	  let	  us	  
to	  focus	  on	  the	  content.	  (Participant	  4,	  Video	  1)	  
	  
Just	  not	  thinking	  about	  other	  things.	  (Participant	  11,	  Video	  3)	  
	  
I	  think	  for	  me	  having	  the	  physical	  thing	  helps	  me	  focus…	  Because	  if	  I	  have	  
only	  the	  listening,	  it’s	  very	  easy	  for	  me	  sometimes	  to	  wander	  away	  a	  little	  bit.	  
But	  then	  with	  the	  video	  I	  treated	  it	  as	  I	  am	  sitting	  in	  a	  class,	  and	  I	  am	  paying	  
attention	  to	  the	  instructor.	  So	  looking	  at	  him	  is	  a	  point	  for	  me	  not	  to	  get	  
distracted	  and	  start	  thinking	  about	  something	  else.	  (Participant	  33,	  Video	  5)	  	   Another	  speaker-­‐related	  reason	  concerned	  seeing	  the	  speaker’s	  mouth,	  which	  three	  L2	  test-­‐takers	  (or	  nine	  percent)	  considered	  helpful	  for	  understanding	  the	  lecture.	  Below	  are	  the	  examples	  of	  this	  reason:	  
I	  think	  it	  [the	  mouth]	  will	  be	  more	  clearly	  to	  see	  what	  he	  talks	  about.	  (Participant	  14,	  Video	  1)	  
	  
Maybe	  some	  of	  people	  when	  they	  talk,	  their	  face…	  Maybe	  I	  cannot	  remember	  
when	  I	  listen,	  but	  when	  they	  talk,	  I	  know	  what	  the	  words,	  what	  he	  said.	  Like	  
you	  speak	  a	  word—I	  cannot	  listen	  very	  clearly.	  But	  when	  you	  talk,	  your	  
mouth	  was	  move,	  your	  lip	  was	  move,	  so	  I	  can	  say	  it.	  (Participant	  21,	  Video	  1)	  
	  
It	  [the	  mouth]	  does	  because	  it	  helps	  me	  see,	  visualize	  the	  pronunciation	  of	  the	  
words.	  (Participant	  33,	  Video	  5)	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Finally,	  there	  were	  five	  participants	  (15	  percent)	  who	  claimed	  that	  seeing	  the	  word	  “Enlightenment”	  on	  the	  PowerPoint	  slide	  in	  Video	  3	  helped	  them	  comprehend	  the	  information	  better.	  The	  following	  examples	  from	  the	  data	  illustrate	  this	  reason:	  
Yeah,	  because	  I	  don’t	  know	  “Enlightenment,”	  so	  I	  can	  see	  this	  word	  and	  guess	  
it.	  (Participant	  10,	  Video	  3)	  
	  
Because	  first	  when	  he	  referred	  to	  the	  Enlightenment,	  I	  am	  not	  sure	  which	  
word	  it	  is.	  And	  then	  the	  PowerPoint	  shows	  and	  I	  know	  this	  word,	  and	  I	  tried	  to	  
think	  what	  this	  word	  means.	  (Participant	  2,	  Video	  3)	  
	  
In	  his	  first	  sentence	  he	  mentioned	  Enlightenment,	  and	  then	  when	  the	  picture	  
appears,	  I	  see	  the	  “early	  Enlightenment,”	  so	  I	  understand	  his	  purpose	  about	  
this	  lecture.	  (Participant	  26,	  Video	  3)	  
	  
This	  lecture	  about	  Enlightenment,	  so	  yeah,	  just	  that	  word.	  I	  think	  it’s	  the	  key	  
word,	  the	  main	  idea,	  yeah.	  (Participant	  5,	  Video	  3)	  	   The	  results	  containing	  the	  participants’	  explanations	  regarding	  why	  they	  found	  some	  aspects	  of	  visual	  information	  in	  three	  content	  videos	  helpful	  are	  provided	  in	  Table	  4.19.	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Table	  4.19	  
Participants’	  Reasons	  for	  Finding	  Visual	  Aspects	  of	  Three	  Content	  Videos	  Helpful	  	  
(n	  =	  33)	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker	  is	  pointing	  at	  the	  visual	   10	   9	  (27%)	  Lecture-­‐related	   Visual	  aids	  help	  comprehension	   92	   32	  (97%)	  	   Textual	  information	  helps	  comprehension	   8	   8	  (24%)	  	   Visual	  aids	  help	  note-­‐taking	   4	   3	  (9%)	  	   Visual	  aids	  help	  answer	  questions	   12	   10	  (30%)	  	   Textual	  information	  helps	  answer	  questions	   3	   3	  (9%)	  	   Visual	  aids	  are	  related	  to	  the	  talk	   33	   17	  (52%)	  	   Topic	  is	  familiar/not	  familiar	   11	   10	  (30%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  These	  results	  revealed	  one	  speaker-­‐related	  and	  seven	  lecture-­‐related	  reasons	  explaining	  why	  the	  L2	  test-­‐takers	  found	  visual	  aspects	  helpful	  when	  watching	  content	  videos	  during	  the	  VALT.	  The	  only	  speaker-­‐related	  reason	  expressed	  by	  nine	  test-­‐takers	  (or	  27	  percent)	  was	  that	  it	  was	  helpful	  for	  them	  to	  see	  the	  speaker	  in	  Video	  2	  because	  he	  was	  pointing	  at	  the	  visual	  while	  giving	  the	  lecture.	  Some	  representative	  examples	  of	  this	  reason	  are	  provided	  below:	  	  
It’s	  helpful	  than	  I	  thought	  because	  the	  professor	  later	  on,	  when	  he	  began	  to	  
talk	  about	  the	  key	  points,	  he	  pointed	  out,	  use	  his	  hand.	  (Participant	  1,	  	  Video	  2)	  
	  
If	  he	  point	  to	  stars	  in	  this	  picture	  and	  said	  something	  about	  the	  stars,	  it	  helps.	  (Participant	  12,	  Video	  2)	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Professor	  point	  at	  some	  structure	  of	  this	  star	  and	  it’s	  really,	  I	  think	  it’s	  really	  
important	  because	  his	  topic	  is	  about	  the	  structure	  of	  the	  star	  and	  he	  point	  at	  
something	  that	  I	  think	  it	  will	  be	  more	  clear	  for	  me	  to	  understand.	  (Participant	  16,	  Video	  2)	  
	  
Because	  in	  this	  video	  the	  professor	  use	  his	  hands,	  point	  some	  places	  in	  the	  
graph.	  And	  meanwhile	  he	  explains	  something	  about	  what	  he	  is	  pointing.	  So	  I	  
think	  this	  is	  more	  helpful	  to	  my	  listening.	  (Participant	  19,	  Video	  2)	  
	  
Like	  he,	  when	  talk	  about	  something	  brightest,	  he	  just	  point	  this	  one,	  so	  I	  know	  
what	  that	  he	  talk	  about.	  (Participant	  21,	  Video	  2)	  
	  
He	  mentions	  it,	  he	  goes	  there,	  and	  he	  points	  to	  the	  center	  saying	  that	  the	  star	  
would	  be	  right	  here.	  (Participant	  33,	  Video	  2)	  	   In	  terms	  of	  lecture-­‐related	  reasons,	  an	  overwhelming	  majority	  of	  L2	  learners	  (97	  percent)	  said	  that	  content-­‐based	  visual	  aids	  were	  helpful	  because	  they	  facilitated	  comprehension	  of	  the	  lecture.	  Below	  are	  some	  of	  the	  most	  vivid	  examples	  from	  the	  92	  comments	  found	  in	  the	  data:	  	  
If	  he	  didn’t	  show	  this	  picture,	  I	  must	  to	  imagine	  the	  picture	  about	  that,	  so	  it	  
may	  be	  waste	  of	  the	  time	  to	  listen	  this	  lecture.	  If	  he	  didn’t	  show,	  I	  must	  take	  
this	  time	  to	  imagine	  this	  picture.	  (Participant	  10,	  Video	  2)	  
	  
Because	  if	  he	  didn't	  show	  this	  thing	  [image],	  even	  though	  I	  would	  understand	  
the	  content	  a	  little	  bit,	  I	  wouldn't	  completely	  understand	  what	  he	  was	  talking	  
about.	  Because	  I	  knew	  it	  was	  something	  about	  space,	  like	  a	  star	  or	  something,	  
but	  probably	  I	  wouldn't	  understand	  what	  he	  meant	  by	  saying	  “bump”	  and	  
“spikes,”	  so	  this	  picture	  really	  helped	  me.	  (Participant	  28,	  Video	  2)	  
	  
I	  think	  that	  without	  this	  video	  it	  would	  have	  been	  hard	  to	  understand	  what	  he	  
was	  talking	  about	  because	  he	  keeps	  referring,	  basically	  describing	  the	  
picture.	  (Participant	  29,	  Video	  2)	  
	  
If	  I	  had	  not	  had	  a	  picture,	  I	  wouldn’t,	  I	  think	  I	  wouldn’t	  understand	  anything	  
at	  all.	  (Participant	  32,	  Video	  2)	  
	  
Because	  it	  [image]	  illustrates	  everything	  he	  is	  talking	  about.	  He	  mentions	  the	  
image	  being	  distorted,	  the	  spikes,	  and	  he	  explains	  why	  the	  image	  is	  distorted,	  
because	  of	  the	  distortion	  by	  atmosphere	  and	  then	  by	  the	  optics	  of	  the	  
telescope.	  So	  it’s	  easy	  for	  me	  to	  understand	  what	  he	  is	  talking	  about.	  (Participant	  33,	  Video	  2)	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It	  [graph]	  showed	  when	  the	  price	  change,	  it’s	  the	  equilibrium.	  And	  when	  the	  
price	  change,	  what’s	  the	  demand,	  and	  what’s	  the	  supply.	  It’s	  helpful	  me	  to	  
understand.	  (Participant	  15,	  Video	  4)	  
	  
If	  I	  didn’t	  see	  this	  graph,	  I	  will	  be	  more	  confused.	  (Participant	  19,	  Video	  4)	  
	  
Even	  though	  some	  words	  of	  professor	  I	  can’t	  understand,	  I	  can	  guess	  what	  he	  
said	  by	  this	  picture.	  (Participant	  20,	  Video	  4)	  
	  
It	  [graph]	  was	  useful	  in	  the	  sense	  that	  he	  was	  showing	  when	  something	  goes	  
up,	  like	  when	  the	  price	  goes	  up,	  you	  don’t	  have	  enough	  units.	  So	  then	  the	  
quantity	  of	  units	  goes	  down.	  So	  as	  he	  is	  explaining,	  the	  graph	  is	  helping	  me	  
understand	  this	  relationship	  between	  one	  and	  the	  other.	  (Participant	  33,	  Video	  4)	  
	  
According	  to	  the	  graph,	  I	  can	  understand	  well	  about	  he	  said,	  like	  if	  the	  supply	  
rises,	  what	  will	  change	  about	  the	  price	  and	  quality.	  (Participant	  4,	  Video	  4)	  
	  
It	  [drawing]	  gives	  a	  clearer	  picture	  of	  what	  he	  meant	  by	  what	  he	  was	  
delivering	  the	  message	  to	  us.	  (Participant	  13,	  Video	  6)	  
	  
Because	  from	  this	  graph	  you	  know	  the	  mushroom	  is	  underground	  and	  on	  the	  
ground,	  there	  is	  something	  like	  some	  cells.	  [The	  drawing	  helped]	  to	  
understand	  what	  he	  said.	  (Participant	  19,	  Video	  6)	  
	  
It	  [drawing]	  helped	  me	  to	  understand	  the	  knowledge	  the	  professor	  said,	  even	  
though	  I	  don’t	  know	  what	  does	  this	  mean	  and	  some	  other	  words.	  	  (Participant	  20,	  Video	  6)	  
	  
I	  found	  it	  pretty	  interesting	  while	  I	  was	  listening	  to	  his	  lecture,	  because	  the	  
graph	  he	  showed	  us,	  the	  picture	  he	  drew	  to	  us,	  it	  helped	  me	  to	  understand	  
more	  about	  the	  concept.	  (Participant	  4,	  Video	  6)	  
	  
Usually	  we	  use	  language	  to	  communicate,	  so	  people	  can	  understand	  what	  you	  
want	  to	  express.	  But	  image,	  graph,	  notes,	  they	  can,	  they	  are	  more.	  Sometimes	  
the	  language	  is	  a	  little	  abstract,	  but	  this	  graph,	  they	  are	  easy	  to	  understand.	  (Participant	  6,	  Video	  6)	  	  	   Another	  prevalent	  reason	  why	  52	  percent	  of	  the	  participants	  found	  visual	  aspects	  in	  content	  videos	  helpful	  was	  that	  visual	  aids	  used	  in	  content	  videos	  were	  related	  to	  the	  speaker’s	  talk.	  The	  following	  quotes	  illustrate	  this	  reason:	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Because	  all	  the	  things	  he	  taught	  is	  related	  to	  the	  picture.	  And	  he	  talk	  to	  the	  
students	  and	  then	  point	  to	  the	  picture,	  so	  maybe	  help	  more.	  (Participant	  12,	  Video	  2)	  
	  
I	  think	  this	  picture	  about	  exoplanet	  is	  helpful	  because	  this	  picture	  shows	  what	  
the	  teacher	  was	  talking	  about,	  kind	  of	  planet.	  So	  I	  think	  it’s	  helpful.	  (Participant	  2,	  Video	  2)	  
	  
He	  was	  talking	  about	  these	  sharp	  edges	  in	  the	  picture,	  and	  there	  was	  another	  
like	  coming	  out.	  Yeah,	  the	  arrow.	  So	  it	  helped	  because	  he	  was	  talking	  about	  
that	  point	  and	  he	  was	  referring	  to	  the	  arrow.	  (Participant	  32,	  Video	  2)	  
	  
For	  starters,	  the	  lecture	  was	  about	  the	  picture.	  But	  as	  he	  was	  mentioning	  the	  
star	  about	  its	  qualities,	  I	  could	  look	  at	  the	  picture	  and	  when	  he	  mentioned	  the	  
dot,	  I	  mainly	  imagined	  this	  guy	  just	  a	  little	  dot.	  He	  talked	  about	  spikes,	  that	  
was	  actually	  an	  illusion,	  and	  I…	  But	  I	  never	  noticed	  the	  arrow	  until	  he	  
actually	  mentioned	  it.	  (Participant	  7,	  Video	  2)	  
	  
The	  professor	  taught	  things	  are	  all	  related	  to	  this	  picture,	  so	  it’s	  help	  a	  lot.	  (Participant	  12,	  Video	  4)	  
	  
I	  think	  the	  video	  it’s	  really	  helpful	  because	  I	  can	  see	  most	  of	  the	  information	  
that	  the	  professor	  said	  based	  on	  the	  picture	  he	  draw	  and	  the	  words	  he	  wrote.	  (Participant	  16,	  Video	  6)	  
	  
Because	  he	  is	  just	  showing	  what	  he	  is	  talking	  about.	  It	  makes	  sense	  to	  see.	  (Participant	  32,	  Video	  6)	  
	  
He	  speaks	  very	  clearly	  and	  his	  articulation	  is	  really	  good,	  so	  that	  helps.	  
Combined	  with	  the	  visual,	  I	  could	  get	  the	  entire	  lecture	  and	  I	  was	  able	  to	  
connect,	  I	  didn’t	  miss	  part	  of	  it.	  (Participant	  33,	  Video	  6)	  	   Furthermore,	  content-­‐based	  visual	  aids	  were	  deemed	  helpful	  because	  they	  helped	  almost	  a	  third	  of	  test-­‐takers	  (i.e.,	  30	  percent)	  answer	  the	  questions	  on	  the	  VALT,	  as	  evidenced	  from	  these	  statements:	  	  
It’s	  helpful	  because	  when	  I	  answer	  the	  questions,	  he	  mention	  two	  questions	  
about	  this	  picture.	  The	  professor	  introduced	  this	  picture,	  introduced	  many	  
information	  about	  this	  picture,	  so	  I	  think	  this	  is	  useful.	  (Participant	  26,	  	  Video	  2)	  
	  
I	  remember	  there	  is	  a	  question	  I	  use	  the	  information	  of	  this	  star.	  I	  think	  the	  
professor	  say	  there	  is	  something	  in	  there,	  something	  in	  there	  [where	  the	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arrow	  points	  to	  on	  the	  image].	  So	  I	  use	  this	  information	  to	  answer	  one	  
question.	  (Participant	  8,	  Video	  2)	  
	  
I	  just	  understand	  this	  graph,	  the	  picture,	  and	  I	  didn’t	  focus	  more	  on	  what	  the	  
professor	  said.	  Because…	  I	  think	  all	  the	  professor’s	  main	  idea	  is	  just	  displayed	  
on	  the	  blackboard,	  so	  I	  think	  I	  need	  to	  understand	  the	  information	  on	  the	  
blackboard,	  and	  I	  think	  it	  helped	  me	  to	  do	  the	  questions.	  (Participant	  16,	  Video	  6)	  
	  
When	  I	  watching	  he	  write	  down	  something	  [drawing	  of	  the	  mushroom],	  I	  
learn	  more	  about	  the	  structure	  of	  the	  mushroom	  and	  I	  write	  down	  some	  notes	  
in	  my	  paper.	  And	  I	  think	  this	  must	  be	  helpful	  to	  answer	  the	  questions	  for	  this	  
video.	  (Participant	  26,	  Video	  6)	  
	  
I	  think	  he	  draw	  the	  picture;	  the	  picture	  is	  helpful	  to	  me	  answer	  the	  questions.	  (Participant	  8,	  Video	  6)	  
	  
I	  think	  that	  it	  [drawing]	  can	  help	  me	  to	  answer	  the	  questions.	  (Participant	  9,	  Video	  6)	  	   A	  similar	  number	  of	  participants	  (i.e.,	  30	  percent)	  considered	  visual	  information	  in	  content	  videos	  helpful	  because	  of	  their	  familiarity—or	  lack	  thereof—with	  the	  topics	  of	  content	  videos.	  The	  first	  two	  quotes	  are	  from	  the	  participants	  who	  considered	  the	  visuals	  in	  content	  videos	  helpful	  because	  they	  were	  not	  familiar	  with	  the	  topic,	  whereas	  the	  last	  two	  quotes	  are	  from	  the	  participants	  who	  found	  visual	  information	  in	  content	  videos	  helpful	  because	  they	  had	  some	  background	  knowledge	  about	  the	  topic	  and	  could	  connect	  what	  they	  saw	  with	  what	  they	  already	  knew:	  	  
Yes,	  [the	  image	  of]	  the	  planet,	  because	  I	  didn’t	  see	  it	  before,	  so	  I	  think	  it’s	  
helpful.	  (Participant	  11,	  Video	  2)	  
	  
Because	  this	  is	  a	  really	  important	  visual	  to	  me.	  I	  didn’t	  have	  much	  
background	  information	  about	  mushroom,	  so	  yes	  [the	  visual	  is	  helpful].	  (Participant	  27,	  Video	  6)	  	  
	  
Of	  course	  [visuals]	  helped.	  When	  I	  see	  this	  picture,	  I	  will	  connect	  with	  my	  
background	  knowledge	  and	  that	  so	  easy	  to	  understand.	  (Participant	  15,	  Video	  4)	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Because	  I	  take	  economics	  class	  last	  year.	  I	  try	  to	  recall	  some	  things	  from	  my	  
courses,	  because	  I	  think	  I	  learn	  this	  picture	  from	  my	  course…	  Because	  in	  one	  
year	  ago	  I	  think	  I	  just	  recall	  it	  a	  little,	  about	  this	  picture.	  (Participant	  8,	  	  Video	  4)	  	   There	  were	  also	  three	  participants	  (nine	  percent)	  who	  found	  content-­‐based	  visual	  aids	  helpful	  because	  the	  visuals	  facilitated	  their	  note-­‐taking	  process.	  Below	  are	  three	  quotes	  that	  reveal	  this	  reason:	  	  
Because	  maybe	  he	  can	  use	  the	  picture	  and	  say	  what	  this	  or	  that,	  so	  I	  can	  write	  
down.	  (Participant	  21,	  Video	  2)	  
	  
If	  the	  professor	  didn’t	  show	  up	  the	  pictures,	  I	  might	  not	  draw	  by	  myself,	  like	  
this	  kind	  of	  equilibrium	  about	  the	  demand,	  supply,	  price.	  (Participant	  4,	  Video	  4)	  
	  
I	  think	  like	  he	  draw	  something	  and	  write	  down	  the	  word,	  and	  I	  take	  notes	  the	  
same	  thing,	  I	  take	  the	  same	  words.	  (Participant	  21,	  Video	  6)	  	   Content-­‐based	  visual	  aids,	  however,	  were	  not	  the	  only	  lecture-­‐related	  visual	  aspect	  of	  content	  videos	  that	  the	  participants	  considered	  helpful.	  Another	  such	  aspect	  was	  textual	  information	  (namely,	  notes	  in	  Video	  6),	  which	  helped	  24	  percent	  of	  the	  participants	  in	  the	  eye-­‐tracking	  group	  with	  comprehending	  the	  lecture	  and	  nine	  percent	  of	  them	  with	  answering	  some	  of	  the	  questions	  on	  the	  VALT.	  The	  following	  examples	  illustrate	  the	  participants’	  arguments	  about	  the	  helpfulness	  of	  textual	  information	  for	  lecture	  comprehension:	  
I	  think	  the	  video	  it’s	  really	  helpful	  because	  I	  can	  see	  most	  of	  the	  information	  
that	  the	  professor	  said	  based	  on	  the	  picture	  he	  draw	  and	  the	  words	  he	  wrote.	  (Participant	  16,	  Video	  6)	  
	  
In	  this	  case	  the	  visuals	  were	  helpful	  because	  there	  were	  words	  there	  that	  he	  
used	  that	  I	  haven’t	  heard	  before.	  Well,	  for	  example,	  “filaments”	  I	  could	  relate	  
to	  Spanish	  “filamentos,”	  so	  I	  could	  guess	  that	  one.	  But	  he	  used	  other	  words	  
that	  I	  didn’t	  know,	  and	  he	  wrote	  them	  on	  the	  board.	  (Participant	  25,	  Video	  6)	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I	  think	  he	  wrote	  down	  the	  “large	  mycelium,”	  so	  I	  got	  the	  idea	  of	  the	  size.	  (Participant	  27,	  Video	  6)	  
	  
Because	  I	  wanted	  to	  write	  down	  these	  words,	  I	  was	  like	  “Should	  I	  take	  notes	  
or	  not?”	  But	  then	  I	  didn’t	  know	  how	  to	  spell	  them,	  but	  then	  I	  saw	  them	  on	  the	  
board	  and	  then	  I	  realized	  that	  first	  of	  all	  now	  I	  knew	  how	  to	  spell.	  I	  didn’t	  
have	  to	  write	  down	  anymore	  because	  I	  think	  I	  could	  make	  the	  connection	  
easily.	  (Participant	  29,	  Video	  6)	  	   The	  following	  are	  two	  examples	  of	  the	  participants’	  talking	  about	  textual	  information	  being	  helpful	  for	  answering	  questions:	  
Yes,	  it	  [notes	  on	  the	  board]	  helps.	  I	  can	  answer	  some	  questions.	  	  (Participant	  11,	  Video	  6)	  
	  
Mostly	  the	  words	  he	  wrote	  [were	  helpful].	  If	  I	  didn’t	  know	  how	  to	  say	  them,	  
then	  I	  wouldn’t	  know	  what	  they	  would	  look	  like	  on	  the	  questions.	  	  (Participant	  7,	  Video	  6)	  	   The	  results	  presented	  in	  Tables	  4.18	  and	  4.19	  revealed	  an	  interesting	  pattern	  and	  suggested	  that	  L2	  learners’	  perceptions	  of	  the	  helpfulness	  of	  context	  and	  content	  videos	  differed.	  More	  specifically,	  when	  watching	  context	  videos	  that	  were	  void	  of	  any	  content-­‐based	  visual	  information,	  a	  number	  of	  L2	  test-­‐takers	  appeared	  to	  consider	  speaker-­‐related	  visual	  aspects—namely,	  the	  speaker’s	  mouth,	  the	  speaker’s	  movements	  (including	  gestures),	  and	  the	  speaker	  in	  general—helpful	  because	  they	  believed	  that	  seeing	  those	  visual	  aspects	  could	  aid	  them	  in	  concentrating	  on	  and	  understanding	  the	  speaker	  better.	  When	  some	  key	  words	  were	  present	  in	  context	  videos,	  five	  out	  of	  33	  test-­‐takers	  viewed	  them	  as	  helpful,	  even	  though	  the	  words	  provided	  only	  contextual	  information	  about	  the	  lecture.	  	  Conversely,	  when	  watching	  content	  videos,	  the	  participants	  shifted	  their	  attention	  from	  the	  speaker	  to	  lecture-­‐related	  visual	  aspects	  such	  as	  content-­‐based	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visual	  aids	  and	  textual	  information.	  They	  found	  these	  lecture-­‐related	  visual	  aspects	  helpful	  because	  they	  helped	  the	  test-­‐takers	  comprehend	  the	  stimuli,	  take	  notes,	  and	  answer	  the	  questions	  on	  the	  VALT.	  These	  findings	  suggested	  that	  the	  visual	  information	  that	  was	  semantically	  congruent	  with	  the	  orally	  presented	  information	  was	  perceived	  to	  be	  more	  helpful	  than	  the	  visual	  information	  that	  provided	  only	  contextual	  clues.	  	  
Distracting	  aspects	  of	  visual	  information	  in	  context	  videos	  and	  content	  
videos.	  While	  a	  number	  of	  visual	  aspects	  in	  context	  and	  content	  videos	  were	  reported	  to	  be	  helpful,	  L2	  test-­‐takers	  also	  contended	  that	  some	  visual	  aspects	  distracted	  them.	  To	  determine	  which	  aspects	  of	  visual	  information	  were	  considered	  distracting,	  the	  researcher	  analyzed	  and	  coded	  the	  data	  consisting	  of	  L2	  test-­‐takers’	  responses	  regarding	  the	  aspects	  of	  visual	  information	  that	  they	  found	  distracting	  when	  watching	  three	  context	  videos	  and	  three	  content	  videos	  during	  the	  VALT	  (i.e.,	  data	  included	  in	  the	  coding	  category	  called	  “V	  visual	  distract	  aspects”	  in	  Appendix	  D).	  The	  results	  of	  the	  analysis	  revealed	  both	  speaker-­‐related	  and	  lecture-­‐related	  types	  of	  visual	  aspects	  that	  the	  test-­‐takers	  described	  as	  distracting.	  	  Table	  4.20	  summarizes	  the	  main	  aspects	  of	  three	  context	  videos	  that	  L2	  test-­‐takers	  found	  distracting.	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Table	  4.20	  
Distracting	  Aspects	  of	  Visual	  Information	  in	  Three	  Context	  Videos	  (n	  =	  33)	  Type	   Aspect	   Examples	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker’s	  movements	   Gestures,	  pointing	  aimlessly,	  walking	  back	  and	  forth,	  sitting	  with	  legs	  on	  the	  desk	  	  
31	   24	  (73%)	  
Lecture-­‐related	   Contextual	  visual	  aid	   PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke	   8	   7	  (21%)	  	   Lights	  	   Lights	  going	  out	  during	  the	  lecture	   7	   7	  (21%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  As	  shown	  in	  Table	  4.20,	  one	  speaker-­‐related	  and	  two	  lecture-­‐related	  visual	  aspects	  in	  context	  videos	  were	  identified	  as	  distracting.	  Specifically,	  73	  percent	  of	  the	  L2	  test-­‐takers	  believed	  that	  the	  speaker’s	  movements—namely,	  the	  use	  of	  gestures,	  pointing	  at	  something	  that	  was	  outside	  the	  video	  frame,	  walking	  back	  and	  forth	  during	  the	  lecture,	  and	  sitting	  with	  legs	  on	  the	  desk—distracted	  them	  as	  they	  were	  watching	  context	  videos	  during	  the	  VALT.	  With	  regard	  to	  lecture-­‐related	  visual	  aspects,	  21	  percent	  of	  the	  participants	  reported	  that	  seeing	  a	  contextual	  visual	  aid	  (i.e.,	  a	  PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke)	  in	  Video	  3	  distracted	  their	  attention.	  Finally,	  the	  same	  number	  of	  participants	  was	  distracted	  by	  the	  lights	  going	  out	  for	  several	  seconds	  during	  the	  lecture	  in	  Video	  1.	  	  With	  regard	  to	  content	  videos,	  the	  results	  of	  the	  data	  analysis	  revealed	  only	  one	  distracting	  aspect	  of	  visual	  information:	  content-­‐based	  visual	  aids.	  Specifically,	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13	  L2	  test-­‐takers	  (i.e.,	  39	  percent)	  reported	  that	  the	  graph	  and	  the	  floor	  plan	  of	  an	  apartment	  from	  the	  PowerPoint	  slides	  shown	  in	  Video	  4	  were	  distracting	  for	  them.	  These	  findings	  are	  intriguing	  because	  content-­‐based	  visual	  aids	  were	  also	  found	  to	  be	  helpful	  by	  all	  33	  participants,	  as	  indicated	  in	  Table	  4.17.	  Thus,	  it	  appears	  that	  the	  same	  visual	  aspects	  were	  perceived	  by	  some	  L2	  test-­‐takers	  as	  both	  helpful	  and	  distracting.	  In	  order	  to	  explicate	  these	  results,	  it	  is	  necessary	  to	  examine	  why	  some	  participants	  considered	  visual	  aspects	  of	  context	  and	  content	  videos	  to	  be	  distracting.	  
Participants’	  reasons	  for	  considering	  visual	  aspects	  of	  context	  videos	  
and	  content	  videos	  distracting.	  The	  data	  that	  were	  coded	  and	  analyzed	  to	  answer	  the	  last	  part	  of	  Research	  Question	  4.2	  consisted	  of	  L2	  test-­‐takers’	  responses	  regarding	  their	  reasons	  why	  they	  found	  some	  aspects	  of	  visual	  information	  distracting	  when	  they	  watched	  context	  and	  content	  videos	  during	  the	  VALT	  (i.e.,	  data	  included	  in	  the	  coding	  category	  called	  “V	  visual	  distract	  reasons”	  in	  Appendix	  D).	  The	  results	  of	  this	  analysis	  for	  both	  types	  of	  videos	  are	  provided	  in	  Table	  4.21.	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Table	  4.21	  
Participants’	  Reasons	  for	  Finding	  Visual	  Aspects	  of	  Three	  Context	  Videos	  and	  Three	  
Content	  Videos	  Distracting	  (n	  =	  33)	  Video	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Context	  videos	   Speaker’s	  body	  movements	  distract	  from	  listening	  and/or	  note-­‐taking	   26	   19	  (58%)	  	   Problems	  with	  interpreting	  contextual	  visual	  aids	   4	   3	  (9%)	  Content	  videos	   Problems	  with	  interpreting	  content-­‐based	  visual	  aids	   14	   10	  (30%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  According	  to	  Table	  4.21,	  two	  major	  reasons	  were	  found	  in	  the	  data	  with	  regard	  to	  the	  visual	  aspects	  of	  context	  videos	  that	  the	  participants	  considered	  distracting.	  The	  first	  reason	  was	  related	  to	  the	  speaker’s	  body	  movements,	  as	  they	  distracted	  the	  participants’	  attention	  from	  concentrating	  on	  the	  lecture,	  and	  in	  some	  cases	  from	  note-­‐taking.	  This	  reason	  was	  mentioned	  by	  58	  percent	  of	  the	  test-­‐takers,	  with	  some	  of	  their	  quotes	  provided	  below:	  	  
I	  think	  he	  walk	  around	  and	  may	  distract	  because	  he	  walks	  around	  and	  it	  
makes	  me	  feel	  sleep.	  (Participant	  11,	  Video	  1)	  
	  
Yeah,	  I	  think	  [it	  was	  distracting].	  I	  don’t	  know	  how	  to	  describe	  it…	  I	  think	  the	  
professor	  did	  the	  movement,	  like	  walk	  around,	  turn	  around,	  point	  at	  
something…	  I	  think	  the	  most	  distracting	  thing	  is	  that	  he	  pointed	  at	  
something.	  If	  he	  point	  at	  something,	  I	  will	  try	  to	  think	  what	  he	  point	  at.	  (Participant	  16,	  Video	  1)	  
	  
Because	  sometimes	  when	  I	  don't	  see	  any	  information	  from	  the	  visuals,	  if	  the	  
only	  thing	  that	  I	  see	  is	  the	  man	  moving	  around,	  and	  he	  doesn't	  give	  any	  
information	  by	  using	  visuals,	  then	  if	  I	  just	  close	  my	  eyes	  I	  think	  I	  can	  focus	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better	  because	  his	  movements	  sometimes	  distract	  my	  attention.	  (Participant	  28,	  Video	  1)	  
	  
Because	  it	  [gestures]	  make	  me	  not…	  pay	  attention	  to	  what	  he	  said.	  (Participant	  20,	  Video	  5)	  
	  
Yeah,	  his	  gesture	  made	  me	  to	  focus	  some	  mind	  on	  his	  gesture	  and	  miss	  some	  
taking	  notes	  on	  the	  paper.	  (Participant	  26,	  Video	  5)	  	   The	  second	  reason	  why	  some	  L2	  test-­‐takers	  found	  visual	  aspects	  of	  context	  videos	  distracting	  was	  because	  they	  had	  to	  focus	  their	  attention	  on	  interpreting	  the	  contextual	  visual	  aid—namely,	  a	  PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke	  and	  the	  words	  “Early	  Enlightenment”	  and	  “John	  Locke”—in	  Video	  3.	  There	  were	  three	  test-­‐takers	  who	  mentioned	  this	  reason,	  with	  two	  quotes	  from	  the	  data	  given	  below:	  
Because	  you	  see	  that	  the	  camera	  focus	  more	  on	  this	  [slide]…	  And	  this	  is	  really	  
not	  a	  simple	  picture,	  it	  very	  detailed,	  so	  it	  was	  kind	  of	  disorienting.	  (Participant	  7,	  Video	  3)	  
	  
Yeah,	  those	  kinds	  of	  words	  [on	  the	  slide	  were	  distracting].	  I	  just	  tried	  to	  guess	  
what	  these	  words	  mean.	  At	  first	  I	  think	  this	  word	  will	  be	  helpful,	  and	  I	  just	  
tried	  to	  understand	  those	  words…	  Because	  these	  words	  just	  attract	  my	  
curiosity	  and	  I	  just	  try	  to	  guess	  the	  meaning	  of	  the	  words,	  and	  sometimes	  I	  
can’t	  concentrate	  on	  the	  information	  that	  the	  professor	  said.	  (Participant	  16,	  Video	  3)	  	   In	  terms	  of	  content	  videos,	  the	  researcher	  discovered	  that	  watching	  content-­‐based	  visuals	  aids	  was	  distracting	  for	  30	  percent	  of	  the	  L2	  test-­‐takers	  because	  they	  had	  problems	  interpreting	  these	  visuals.	  Most	  of	  the	  test-­‐takers’	  comments	  about	  this	  reason	  were	  related	  to	  visual	  aids	  in	  Video	  4,	  as	  illustrated	  by	  the	  following	  examples:	  
I	  didn’t	  understand,	  but	  I	  had	  to	  look	  at	  this	  image,	  which	  reminded	  me	  from	  
time	  to	  time	  that	  I	  didn’t	  understand.	  This	  is	  hard…	  I	  didn’t	  understand	  
anything	  about	  this	  graph,	  except	  for	  the	  words,	  the	  title.	  (Participant	  1,	  Video	  4)	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Distracting	  is,	  as	  I	  said	  before,	  there	  are	  lots	  of	  lines.	  And	  then	  I	  couldn’t	  
understand	  what	  they	  meant.	  There	  is	  no	  something	  like	  guide	  to	  understand	  
that	  picture	  or	  diagram.	  (Participant	  22,	  Video	  4)	  
	  
I	  would	  say	  it	  [the	  graph]	  was	  distracting	  because	  I	  didn’t	  get	  anything	  out	  of	  
it,	  but	  I	  was	  trying	  to	  understand,	  but	  I	  didn’t.	  And	  if	  I	  really	  wanna	  focus,	  I	  
would	  close	  my	  eyes.	  When	  I	  am	  really	  trying	  to	  understand	  something,	  I	  close	  
my	  eyes.	  But	  since	  I	  was	  trying	  to	  make	  sense	  of	  that	  [graph],	  it	  prevented	  me	  
from	  using	  a	  100	  percent	  of	  my	  brain	  power.	  (Participant	  23,	  Video	  4)	  
	  
It	  [the	  graph]	  is	  distracting	  because	  I	  did	  spend	  some	  time	  looking	  at	  this	  
graph	  and	  trying	  to	  figure	  out…	  Because	  the	  professor	  explained	  this	  graph,	  I	  
guess,	  and	  he	  talked	  about	  when	  you	  set	  up	  a	  maximum	  rent	  price,	  there	  
could	  be	  some	  kind	  of	  effect.	  So	  I	  spent	  some	  time	  on	  it.	  (Participant	  27,	  Video	  4)	  
	  
It	  was	  [distracting]	  because	  all	  those	  arrows	  going	  down	  and	  up,	  and	  then	  the	  
things	  that	  he	  was	  adding.	  I	  always	  thought	  that	  he	  could	  use	  something	  else,	  
something	  more	  simple.	  Maybe	  the	  students	  in	  that	  department	  really	  
understand	  those	  dots	  and	  arrows.	  But	  to	  me	  the	  arrows	  coming	  from	  the	  air	  
all	  of	  a	  sudden,	  they	  don’t	  really	  add	  anything	  to	  my	  understanding.	  (Participant	  28,	  Video	  4)	  
	  
I	  mean	  for	  me	  to	  understand	  the	  graph	  I	  need	  to	  tune	  him	  out…	  Yeah,	  I	  feel	  
like	  I’ve	  missed	  a	  lot	  of	  things	  he	  said	  because	  I	  was	  trying	  to	  understand	  how	  
the	  graph	  works.	  (Participant	  29,	  Video	  4)	  
	  
I	  couldn’t	  understand	  the	  picture,	  and	  I	  always	  focus	  on	  the	  picture	  and	  
maybe	  I	  lost	  some	  point	  from	  the	  professor.	  Because	  I	  want	  to	  try	  to	  
understand	  the	  picture	  and	  then	  lost.	  (Participant	  31,	  Video	  4)	  
	  
Just	  the	  first	  picture	  [was	  distracting].	  It	  take	  me	  long	  time	  to	  think	  about	  
what	  does	  that	  picture	  mean.	  I	  cannot	  understand	  that,	  so	  I	  need	  to	  spend	  
time	  to	  think	  about	  that	  picture.	  But	  I	  also	  need	  to	  listen	  carefully	  about	  his	  
lecture	  and	  take	  notes.	  (Participant	  9,	  Video	  4)	  	   The	  results	  revealed	  distracting	  aspects	  of	  visual	  information	  in	  both	  context	  and	  content	  videos;	  however,	  these	  aspects	  differed	  across	  the	  video	  types.	  More	  interestingly,	  some	  of	  the	  aspects	  that	  were	  reported	  to	  be	  helpful	  were	  also	  found	  to	  be	  distracting.	  For	  instance,	  when	  watching	  context	  videos,	  some	  test-­‐takers	  perceived	  the	  speaker’s	  gestures	  helpful	  (as	  indicated	  in	  Table	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4.16),	  but	  other	  L2	  test-­‐takers	  found	  them—as	  well	  as	  other	  movements	  of	  the	  speaker—distracting	  because	  the	  movements	  drew	  their	  attention	  away	  from	  listening	  and	  note-­‐taking.	  Similarly,	  while	  some	  test-­‐takers	  found	  the	  PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke	  helpful,	  others	  considered	  it	  to	  be	  distracting.	  Such	  discrepancies	  in	  perceptions	  might	  be	  due	  to	  individual	  differences	  among	  L2	  test-­‐takers	  and	  can	  be	  explained	  in	  the	  following	  way:	  Those	  test-­‐takers	  who	  perceived	  the	  speaker’s	  movements	  in	  context	  visuals	  helpful	  and	  facilitative	  for	  their	  listening	  comprehension	  were	  the	  ones	  who	  could	  multitask	  and	  attend	  to	  two	  or	  more	  input	  channels	  (e.g.,	  auditory	  and	  visual)	  simultaneously.	  On	  the	  other	  hand,	  those	  L2	  test-­‐takers	  who	  reported	  that	  the	  speaker’s	  movements	  in	  context	  videos	  prevented	  them	  from	  concentrating	  on	  listening	  and/or	  note-­‐taking	  were	  the	  ones	  who	  were	  not	  able	  to	  multitask	  and	  divide	  their	  attention	  between	  or	  among	  different	  modalities.	  	  	  	  It	  should	  be	  noted	  that	  since	  the	  data	  used	  to	  answer	  this	  research	  question	  were	  analyzed	  at	  the	  level	  of	  context	  videos	  vs.	  content	  videos,	  some	  differences	  might	  have	  existed	  among	  the	  videos	  within	  the	  same	  video	  type.	  For	  instance,	  because	  the	  results	  were	  not	  reported	  at	  the	  level	  of	  each	  individual	  video,	  but	  at	  the	  video	  type	  level,	  it	  is	  possible	  that	  the	  same	  participants,	  for	  example,	  could	  have	  found	  the	  use	  of	  gestures	  in	  context	  Video	  1	  helpful,	  but	  the	  gestures	  in	  context	  Video	  5	  distracting.	  On	  a	  deeper	  level,	  there	  might	  also	  have	  been	  some	  differences	  within	  the	  videos.	  For	  instance,	  content	  Video	  4	  contained	  PowerPoint	  slides	  with	  two	  main	  examples	  of	  content-­‐based	  visual	  aids:	  the	  graph	  and	  the	  floor	  plan	  of	  an	  apartment.	  Since	  both	  visual	  aids	  were	  part	  of	  the	  same	  video,	  
 
 
 
192 
some	  L2	  learners	  found	  one	  of	  them	  to	  be	  helpful	  and	  another	  one	  to	  be	  distracting.	  Thus,	  these	  differences	  among	  and	  within	  the	  videos	  should	  be	  taken	  into	  account	  when	  interpreting	  the	  results	  for	  this	  research	  question.	  	  The	  results	  also	  showed	  that	  visual	  aids	  might	  be	  deemed	  by	  some	  L2	  learners	  to	  be	  distracting	  because	  they	  require	  interpretation.	  For	  instance,	  it	  was	  found	  that	  those	  L2	  test-­‐takers	  who	  were	  able	  to	  interpret	  the	  graph	  in	  Video	  4	  perceived	  it	  as	  helpful,	  whereas	  the	  test-­‐takers	  who	  were	  not	  able	  to	  interpret	  the	  graph	  found	  it	  distracting.	  Consequently,	  these	  findings	  imply	  that	  whether	  a	  specific	  visual	  aid	  is	  perceived	  as	  helpful	  or	  distracting	  may	  depend	  on	  the	  L2	  learners’	  ability	  to	  interpret	  it.	  	  	  There	  is	  one	  possible	  reason	  that	  can	  account	  for	  L2	  test-­‐takers’	  problems	  with	  interpreting	  visual	  aids.	  With	  respect	  to	  contextual	  visual	  aids,	  it	  is	  possible	  that	  the	  test-­‐takers	  were	  not	  able	  to	  interpret	  them	  because	  they	  were	  semantically	  deficient	  and,	  in	  some	  cases,	  not	  relevant	  to	  the	  content	  of	  the	  lectures.	  For	  example,	  those	  contextual	  visual	  aids	  that	  were	  considered	  distracting	  were	  the	  ones	  that	  did	  not	  provide	  any	  meaningful	  information	  and,	  as	  mentioned	  by	  Participant	  23,	  were	  not	  aligned	  with	  the	  content	  of	  the	  lecture:	  
I	  think	  it	  was	  distracting	  to	  the	  point	  that	  I	  was	  waiting	  for	  it	  to	  change,	  and	  
it	  never	  did.	  So	  I	  was	  just	  looking	  at	  it,	  hoping	  that	  it	  would	  change	  and	  be	  
aligned	  with	  something	  the	  guy	  was	  saying,	  but	  it	  was	  not.	  (Participant	  23,	  Video	  3)	  	   Conversely,	  in	  content	  videos,	  the	  difficulties	  with	  interpreting	  visual	  aids	  seemed	  to	  be	  caused	  by	  semantic	  overload.	  Unlike	  contextual	  visual	  aids	  (such	  as	  a	  picture	  of	  John	  Locke)	  that	  did	  not	  bear	  much	  meaning,	  content-­‐based	  visual	  aids	  (e.g.,	  a	  graph	  depicting	  an	  equilibrium	  between	  the	  supply	  and	  the	  demand)	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required	  mental	  processing	  of	  semantically	  more	  complex	  visual	  information,	  which	  placed	  an	  additional	  sensory	  and	  informational	  load	  on	  the	  L2	  test-­‐takers	  and	  distracted	  them	  from	  focusing	  on	  listening	  to	  the	  lecture	  and/or	  taking	  notes.	  	  
Summary	  of	  RQ4.	  To	  answer	  Research	  Question	  4,	  the	  researcher	  coded	  and	  analyzed	  the	  responses	  from	  33	  L2	  learners	  about	  their	  use	  of	  visual	  information	  when	  watching	  context	  and	  content	  videos	  during	  the	  VALT.	  The	  results	  of	  this	  qualitative	  analysis	  indicated	  that	  the	  L2	  learners	  focused	  on	  similar	  aspects	  of	  visual	  information	  in	  both	  types	  of	  video;	  however,	  the	  extent	  to	  which	  they	  focused	  on	  each	  specific	  aspect	  seemed	  to	  vary	  depending	  on	  the	  type	  of	  visual.	  Specifically,	  the	  participants	  reported	  that	  in	  context	  videos	  they	  concentrated	  primarily	  on	  speaker-­‐related	  visual	  aspects	  (and	  the	  speaker’s	  appearance	  in	  particular),	  whereas	  in	  content	  videos	  their	  attention	  was	  drawn	  to	  both	  speaker-­‐related	  aspects	  and	  lecture-­‐related	  aspects	  such	  as	  content-­‐based	  visuals	  aids.	  The	  participants’	  reasons	  for	  focusing	  on	  visual	  aspects	  of	  context	  and	  content	  videos	  also	  differed	  based	  on	  the	  type	  of	  visual:	  While	  speaker-­‐related	  reasons	  prevailed	  for	  context	  videos,	  lecture-­‐related	  reasons	  were	  more	  commonly	  expressed	  for	  watching	  content	  videos.	  	  With	  regard	  to	  the	  helpful	  aspects	  of	  visual	  information,	  the	  results	  showed	  that	  when	  watching	  context	  videos,	  L2	  test-­‐takers	  found	  both	  speaker-­‐related	  (e.g.,	  the	  speaker’s	  gestures	  and	  mouth)	  and	  lecture-­‐related	  aspects	  (i.e.,	  contextual	  visual	  aid	  and	  textual	  information)	  helpful.	  However,	  for	  content	  videos,	  the	  helpful	  aspects	  were	  predominantly	  lecture-­‐related	  and	  included	  content-­‐based	  visuals	  aids	  and	  textual	  information.	  Furthermore,	  the	  participants’	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reasons	  for	  considering	  visual	  aspects	  of	  context	  videos	  helpful	  also	  differed	  from	  their	  reasons	  explaining	  the	  helpfulness	  of	  visual	  information	  in	  content	  videos.	  In	  particular,	  while	  speaker-­‐related	  reasons	  were	  more	  prevalent	  for	  context	  videos,	  the	  participants	  provided	  mostly	  lecture-­‐related	  reasons	  when	  explaining	  why	  they	  considered	  visual	  aspects	  of	  content	  videos	  helpful.	  	  Furthermore,	  different	  visual	  aspects	  were	  found	  to	  be	  distracting	  in	  the	  two	  types	  of	  video.	  With	  respect	  to	  context	  videos,	  the	  distracting	  aspects	  were	  both	  speaker-­‐related	  (namely,	  the	  speaker’s	  movements)	  and	  lecture-­‐related	  (i.e.,	  contextual	  visual	  aid	  and	  light).	  When	  watching	  content	  videos,	  some	  participants	  were	  distracted	  only	  by	  lecture-­‐related	  aspects	  (namely,	  content-­‐based	  visual	  aids	  in	  Video	  4).	  In	  terms	  of	  the	  reasons,	  some	  participants	  had	  problems	  with	  interpreting	  visual	  aids	  in	  both	  context	  and	  content	  videos.	  In	  addition,	  the	  speaker’s	  body	  movements	  in	  context	  videos	  were	  perceived	  to	  be	  distracting	  because	  the	  movements	  prevented	  the	  participants	  from	  listening	  to	  the	  lecture	  and/or	  taking	  notes.	  	  Finally,	  the	  results	  revealed	  that	  some	  aspects	  of	  visual	  information	  were	  found	  to	  be	  both	  helpful	  and	  distracting.	  While	  these	  results	  provided	  valuable	  information	  about	  the	  L2	  test-­‐takers’	  use	  of	  visual	  information	  when	  watching	  context	  and	  content	  videos	  during	  the	  VALT,	  they	  did	  not	  explain	  how	  the	  test-­‐takers	  used	  visual	  information	  from	  the	  two	  types	  of	  video	  when	  answering	  individual	  questions	  on	  the	  test.	  The	  last	  research	  question	  addresses	  this	  topic.	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RQ5:	  Participants’	  Use	  of	  Visual	  Information	  When	  Answering	  Questions	  on	  
the	  VALT	  The	  overall	  purpose	  of	  Research	  Question	  5	  was	  to	  examine	  how	  the	  L2	  learners	  in	  the	  eye-­‐tracking	  group	  (n	  =	  33)	  used	  visual	  information	  from	  context	  and	  content	  videos	  when	  answering	  individual	  questions	  on	  the	  VALT.	  This	  last	  research	  question	  consisted	  of	  two	  main	  sub-­‐questions.	  The	  first	  sub-­‐question	  (i.e.,	  Research	  Question	  5.1)	  explored	  the	  difference	  between	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  of	  the	  VALT.	  The	  second	  sub-­‐question	  (i.e.,	  Research	  Question	  5.2)	  investigated	  the	  association	  between	  L2	  test-­‐takers’	  item	  scores	  and	  their	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  the	  same	  questions	  on	  the	  VALT.	  	  
Difference	  between	  participants’	  perceptions	  of	  the	  helpfulness	  of	  
visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  the	  
content	  subtest	  within	  the	  VALT.	  To	  answer	  Research	  Question	  5.1,	  the	  researcher	  quantified	  L2	  test-­‐takers’	  responses	  about	  their	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  each	  question	  on	  the	  context	  subtest	  and	  each	  question	  on	  the	  content	  subtest	  within	  the	  VALT.	  Specifically,	  each	  question	  that	  the	  test-­‐takers	  reported	  to	  answer	  using	  visual	  information	  was	  assigned	  a	  score	  of	  1,	  and	  each	  question	  that	  was	  reported	  to	  be	  answered	  without	  using	  any	  visual	  information	  was	  assigned	  a	  score	  of	  0.	  Thus,	  two	  groups	  of	  scores	  were	  computed:	  the	  scores	  representing	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  video	  subtest	  (out	  of	  15)	  and	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the	  scores	  representing	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  content	  video	  subtest	  (out	  of	  15).	  A	  paired-­‐samples	  t	  test	  was	  used	  to	  compare	  these	  quantified	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  the	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  within	  the	  VALT.	  The	  results	  of	  this	  test	  are	  presented	  in	  Table	  4.22.	  Table	  4.22	  
Difference	  Between	  Participants’	  Perceptions	  of	  the	  Helpfulness	  of	  Visual	  
Information	  for	  Answering	  Questions	  on	  the	  Context	  Subtest	  vs.	  the	  Content	  Subtest	  
(n	  =	  33)	  Subtest	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  	   	   	   32	   12.66	   .01	   .83	  Context	  Subtest	  	   .76	   1.06	   	   	   	   	  Content	  Subtest	   5.58	   2.09	   	   	   	   	  
	   As	  evidenced	  by	  the	  results	  of	  the	  paired-­‐samples	  t	  test	  in	  Table	  4.22,	  the	  participants	  perceived	  the	  visual	  information	  from	  content	  videos	  (M	  =	  5.58,	  SD	  =	  2.09)	  to	  be	  more	  helpful	  than	  the	  visual	  information	  from	  context	  videos	  (M	  =	  .71,	  
SD	  =	  1.06)	  for	  answering	  questions	  on	  the	  subtests,	  and	  this	  difference	  was	  statistically	  significant,	  t(32)	  =	  12.66,	  p	  <	  .01.	  A	  very	  large	  effect	  size	  (eta	  squared	  =	  .83)	  indicated	  that	  the	  magnitude	  of	  the	  difference	  between	  the	  means	  of	  scores	  of	  visual	  helpfulness	  was	  large,	  with	  the	  video	  type	  accounting	  for	  about	  83	  percent	  of	  the	  variation	  in	  the	  participants’	  perceptions.	  	  The	  results	  suggest	  that	  the	  participants	  deemed	  the	  visual	  information	  from	  content	  videos	  to	  be	  overwhelmingly	  more	  helpful	  for	  answering	  questions	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on	  the	  content	  subtest	  compared	  to	  the	  helpfulness	  of	  the	  visual	  information	  from	  context	  videos	  for	  answering	  questions	  on	  the	  context	  subtest	  of	  the	  VALT.	  These	  findings	  corroborate	  the	  idea	  that	  content	  videos	  convey	  visual	  information	  that	  is	  semantically	  richer	  than	  the	  visual	  information	  in	  context	  videos.	  	  
Association	  between	  participants’	  perceptions	  of	  the	  helpfulness	  of	  
visual	  information	  for	  answering	  individual	  questions	  and	  their	  item	  scores.	  To	  answer	  Research	  Question	  5.2,	  two	  dependent	  variables	  were	  used:	  item	  scores	  and	  the	  scores	  representing	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  each	  question	  on	  the	  VALT.	  The	  Cochran-­‐Mantel-­‐Haenszel	  chi-­‐square	  statistic	  was	  used	  to	  determine	  the	  strength	  of	  the	  association	  between	  these	  two	  variables,	  while	  controlling	  for	  the	  participant	  effect	  (namely,	  that	  for	  each	  participant	  there	  were	  30	  observations	  of	  their	  item	  scores	  and	  the	  scores	  representing	  their	  perceptions	  of	  the	  helpfulness	  of	  visual	  information).	  Table	  4.23	  is	  a	  2	  x	  2	  contingency	  table	  showing	  the	  percent	  of	  the	  total	  number	  of	  L2	  test-­‐takers	  who	  answered	  individual	  items	  on	  the	  VALT	  correctly	  and	  incorrectly	  when	  they	  found	  the	  visual	  information	  unhelpful,	  and	  the	  percent	  of	  the	  total	  number	  of	  L2	  test-­‐takers	  who	  answered	  the	  items	  correctly	  and	  incorrectly	  when	  the	  visual	  information	  was	  helpful.	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Table	  4.23	  
Percentage	  of	  Participants	  Who	  Answered	  Items	  Correctly	  and	  Incorrectly	  When	  
Visual	  Information	  Was	  Helpful	  and	  Unhelpful	  (k	  =	  30,	  n	  =	  33)	  	  Visual	  Information	   Item	  Scores	  incorrect	   correct	  unhelpful	   45.33%	   54.67%	  helpful	   28.71%	   71.29%	  	   According	  to	  Table	  4.23,	  among	  the	  test	  items,	  for	  answering	  which	  the	  participants	  found	  visual	  information	  to	  be	  helpful,	  71.29%	  of	  the	  items	  were	  answered	  correctly	  and	  28.71%	  were	  answered	  incorrectly.	  On	  the	  other	  hand,	  among	  the	  test	  items,	  for	  answering	  which	  the	  participants	  perceived	  visual	  information	  to	  be	  unhelpful,	  54.67%	  of	  the	  items	  were	  answered	  correctly	  and	  45.33%	  of	  the	  items	  were	  answered	  incorrectly.	  	  The	  results	  of	  the	  Cochran-­‐Mantel-­‐Haenszel’s	  test	  indicated	  that	  there	  was	  a	  statistically	  significant	  positive	  association	  between	  the	  test-­‐takers’	  item	  scores	  and	  their	  perceptions	  of	  visuals	  being	  helpful,	  χ2	  =	  13.72,	  p	  <	  .01.	  These	  results	  suggested	  that	  when	  the	  L2	  test-­‐takers	  believed	  that	  the	  visual	  information	  was	  helpful	  for	  answering	  specific	  questions	  on	  the	  VALT,	  they	  tended	  to	  answer	  those	  questions	  correctly.	  On	  the	  other	  hand,	  their	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  tended	  to	  be	  the	  opposite	  for	  those	  questions	  that	  they	  answered	  incorrectly.	  	  
Summary	  of	  RQ5.	  The	  results	  of	  the	  analyses	  conducted	  to	  answer	  Research	  Question	  5	  indicated	  that	  the	  L2	  test-­‐takers	  perceived	  the	  visual	  information	  from	  content	  videos	  to	  be	  significantly	  more	  helpful	  for	  answering	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questions	  on	  the	  content	  subtest	  than	  the	  visual	  information	  from	  context	  videos	  for	  answering	  questions	  on	  the	  context	  subtest	  of	  the	  VALT.	  Furthermore,	  the	  results	  also	  revealed	  that	  there	  was	  a	  statistically	  significant	  positive	  association	  between	  the	  test-­‐takers’	  item	  scores	  and	  their	  perceptions	  of	  the	  helpfulness	  of	  the	  visual	  information	  for	  answering	  the	  VALT	  questions.	  These	  results	  suggest	  the	  importance	  of	  visuals	  at	  the	  level	  of	  students’	  perceptions	  of	  their	  listening	  process	  during	  test	  taking.	  Moreover,	  if	  their	  perceptions	  are	  to	  be	  interpreted	  as	  reflecting	  test-­‐taking	  processes,	  the	  results	  also	  indicate	  that	  L2	  test-­‐takers’	  processing	  of	  visual	  information	  also	  affects	  their	  test	  performance	  at	  the	  item	  level.	  	  
Chapter	  Summary	  This	  chapter	  presented	  the	  results	  of	  the	  analyses	  that	  were	  performed	  to	  answer	  each	  of	  the	  five	  research	  questions.	  In	  particular,	  the	  results	  obtained	  to	  answer	  Research	  Question	  1	  demonstrated	  that	  statistical	  properties	  of	  the	  VALT	  scores	  and	  the	  AALT	  scores	  were	  appropriate	  for	  making	  norm-­‐referenced	  decisions	  about	  the	  test-­‐takers’	  L2	  listening	  ability.	  Next,	  the	  analysis	  for	  Research	  Question	  2	  found	  no	  statistically	  significant	  difference	  between	  the	  scores	  on	  the	  subtests	  within	  the	  VALT	  and	  the	  AALT,	  and	  also	  between	  the	  overall	  scores	  on	  the	  two	  tests.	  Furthermore,	  the	  results	  of	  the	  eye-­‐tracking	  data	  analysis	  conducted	  to	  answer	  Research	  Question	  3	  evinced	  that	  the	  L2	  learners	  spent	  statistically	  significantly	  more	  time	  watching	  content	  videos	  than	  context	  videos	  and	  fixated	  their	  eyes	  on	  content	  videos	  more	  frequently.	  In	  the	  meantime,	  no	  difference	  was	  found	  between	  the	  participants’	  rates	  of	  revisiting	  context	  and	  content	  videos,	  and	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no	  relationship	  was	  discovered	  between	  their	  viewing	  patterns	  represented	  by	  the	  three	  eye-­‐tracking	  measures	  and	  their	  scores	  on	  the	  subtests	  from	  the	  VALT.	  Moreover,	  the	  analysis	  of	  the	  coded	  retrospective	  verbal	  data	  that	  were	  used	  to	  answer	  Research	  Question	  4	  revealed	  a	  variety	  of	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  that	  the	  participants	  focused	  on,	  and	  their	  reasons	  for	  focusing	  on	  these	  visual	  aspects.	  Additionally,	  this	  analysis	  provided	  information	  about	  the	  aspects	  of	  visual	  information	  in	  both	  types	  of	  videos	  that	  the	  L2	  learners	  found	  helpful	  and	  distracting,	  as	  well	  as	  the	  reasons	  explicating	  why	  these	  aspects	  were	  helpful	  or	  distracting.	  Finally,	  the	  findings	  for	  the	  last	  Research	  Question	  indicated	  that	  compared	  to	  the	  visual	  information	  from	  context	  videos,	  the	  visual	  information	  from	  content	  videos	  was	  perceived	  by	  L2	  test-­‐takers	  to	  be	  statistically	  significantly	  more	  helpful	  for	  answering	  individual	  questions	  on	  the	  VALT.	  It	  was	  also	  discovered	  that	  those	  test-­‐takers	  who	  regarded	  visual	  information	  to	  be	  helpful	  for	  answering	  these	  questions	  tended	  to	  answer	  them	  correctly,	  and	  vice	  versa.	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CHAPTER	  5	  
	  
CONCLUSION	  	   The	  overall	  purpose	  of	  the	  study	  was	  to	  investigate	  how	  L2	  learners	  use	  context	  and	  content	  videos	  during	  a	  visually	  enhanced	  L2	  academic	  listening	  assessment,	  and	  how	  these	  visuals	  affect	  their	  test	  performance.	  This	  mixed-­‐methods	  study,	  which	  was	  based	  on	  Creswell	  and	  Plano	  Clark’s	  (2007)	  data	  transformation	  model	  of	  the	  triangulation	  design,	  entailed	  the	  collection	  and	  analysis	  of	  three	  datasets:	  test	  performance	  data,	  eye-­‐tracking	  data,	  and	  retrospective	  verbal	  data.	  The	  analysis	  yielded	  three	  main	  types	  of	  results	  regarding	  L2	  learners’	  (a)	  test	  performance,	  (b)	  viewing	  behavior,	  and	  (c)	  self-­‐perceived	  use	  and	  helpfulness	  of	  visuals.	  While	  the	  test	  performance	  results	  did	  not	  reveal	  any	  effect	  of	  visuals	  on	  L2	  learners’	  performance	  on	  the	  Video-­‐based	  Academic	  Listening	  Test,	  the	  results	  of	  the	  analysis	  of	  eye-­‐tracking	  data	  and	  retrospective	  verbal	  data	  demonstrated	  two	  important	  findings,	  namely	  that	  (a)	  L2	  learners	  viewed	  content	  visuals	  significantly	  more	  than	  context	  visuals,	  and	  (b)	  L2	  learners	  perceived	  content	  visuals	  as	  being	  more	  helpful	  than	  context	  visuals	  for	  answering	  questions	  on	  the	  VALT.	  Thus,	  the	  use	  of	  eye	  tracking	  and	  cued	  retrospective	  reporting	  in	  this	  study	  allowed	  for	  detecting	  the	  essential	  role	  that	  content	  visuals	  play	  in	  a	  visually	  enhanced	  L2	  academic	  listening	  assessment.	  These	  results	  have	  important	  implications	  for	  the	  next	  generation	  of	  L2	  academic	  listening	  tests,	  which,	  as	  argued	  later	  in	  this	  chapter,	  should	  integrate	  visuals—especially	  content	  visuals—so	  that	  such	  tests	  would	  represent	  and	  reflect	  target	  language	  use	  (TLU)	  situations.	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This	  chapter	  begins	  with	  a	  concise	  summary	  of	  the	  results	  provided	  in	  the	  context	  of	  each	  research	  question.	  Second,	  it	  outlines	  theoretical	  and	  practical	  implications	  for	  L2	  listening	  instruction	  and	  assessment,	  provides	  recommendations	  for	  a	  multidimensional	  taxonomy	  of	  visuals,	  and	  examines	  the	  principal	  limitations	  of	  the	  study.	  Finally,	  the	  chapter	  ends	  with	  a	  discussion	  of	  the	  directions	  for	  future	  research	  on	  the	  use	  of	  visuals	  in	  L2	  listening	  assessment	  and	  draws	  overall	  conclusions.	  	  
Summary	  of	  the	  Main	  Findings	  The	  study	  was	  based	  on	  five	  research	  questions.	  The	  first	  examined	  the	  extent	  to	  which	  the	  quality	  of	  test	  items	  created	  a	  test	  that	  was	  appropriate	  for	  making	  norm-­‐referenced	  decisions.	  The	  results	  of	  four	  types	  of	  analyses—namely,	  descriptive	  statistics,	  reliability	  analysis,	  item	  analysis,	  and	  distractor	  analysis—that	  were	  conducted	  using	  the	  performance	  data	  from	  the	  VALT	  (n	  =	  75)	  and	  from	  the	  AALT	  (n	  =	  46)	  indicated	  that	  the	  statistical	  properties	  of	  the	  VALT	  scores	  and	  the	  AALT	  scores	  were	  overall	  appropriate	  for	  making	  norm-­‐referenced	  decisions	  regarding	  the	  test-­‐takers’	  L2	  listening	  ability.	  Specifically,	  the	  results	  of	  descriptive	  statistics	  showed	  that	  the	  distribution	  of	  scores	  was	  relatively	  normal.	  Next,	  the	  results	  of	  reliability	  analyses	  revealed	  that	  internal	  consistency	  reliability	  estimates	  of	  the	  overall	  scores	  on	  both	  tests	  were	  adequate:	  α	  =	  .81	  for	  the	  VALT	  and	  α	  =	  .79	  for	  the	  AALT.	  Finally,	  item	  analyses	  and	  distractor	  analyses	  provided	  empirical	  evidence	  that	  items	  on	  both	  tests	  were	  of	  an	  appropriate	  level	  of	  difficulty	  for	  the	  target	  population	  and	  discriminated	  among	  test-­‐takers’	  with	  different	  levels	  of	  the	  targeted	  L2	  abilities.	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The	  second	  research	  question	  addressed	  the	  difference	  between	  L2	  test-­‐takers’	  performance	  on	  the	  context	  subtest	  and	  their	  performance	  on	  the	  content	  subtest	  of	  the	  VALT	  (n	  =	  75),	  as	  well	  as	  the	  difference	  between	  the	  performance	  on	  the	  VALT	  (n	  =	  75)	  and	  that	  on	  the	  AALT	  (n	  =	  46).	  The	  results	  of	  the	  paired-­‐samples	  
t	  test	  that	  was	  carried	  out	  to	  compare	  the	  context	  subtest	  scores	  with	  the	  content	  subtest	  scores	  within	  the	  VALT	  revealed	  no	  statistically	  significant	  difference	  at	  p	  <	  .05,	  indicating	  no	  variation	  between	  the	  effects	  of	  the	  two	  video	  types	  on	  L2	  learners’	  test	  performance.	  In	  addition,	  the	  results	  of	  the	  independent-­‐samples	  t	  test	  showed	  no	  difference	  between	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  AALT,	  which	  implies	  that	  both	  types	  of	  videos	  in	  the	  VALT	  did	  not	  have	  any	  effect	  on	  L2	  learners’	  test	  performance.	  	  The	  third	  research	  question	  (a)	  investigated	  the	  viewing	  patterns	  of	  the	  L2	  learners	  when	  they	  were	  watching	  context	  and	  content	  videos	  in	  the	  VALT	  (n	  =	  33)	  and	  (b)	  explored	  the	  relationship	  between	  the	  three	  eye-­‐tracking	  measures	  and	  the	  scores	  on	  the	  two	  subtests	  of	  the	  VALT.	  The	  results	  of	  the	  three	  paired-­‐samples	  t	  tests	  that	  were	  carried	  out	  to	  compare	  each	  of	  the	  three	  eye-­‐tracking	  measures	  (i.e.,	  the	  fixation	  rate,	  the	  dwell	  rate,	  and	  the	  total	  dwell	  time)	  for	  context	  videos	  and	  for	  content	  videos	  demonstrated	  that	  L2	  learners	  fixated	  their	  eyes	  on	  content	  videos	  more	  frequently	  than	  on	  context	  videos	  (with	  the	  difference	  being	  statistically	  significant	  at	  p	  <	  .05)	  and	  spent	  statistically	  significantly	  more	  time	  watching	  content	  videos	  (58%)	  than	  context	  videos	  (51%).	  In	  contrast,	  no	  statistically	  significant	  difference	  was	  found	  between	  the	  L2	  test-­‐takers’	  dwell	  rates	  for	  context	  videos	  and	  for	  content	  videos.	  In	  terms	  of	  the	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relationship	  between	  the	  three	  eye-­‐tracking	  measures	  and	  the	  scores	  on	  the	  two	  subtests	  of	  the	  VALT,	  the	  results	  of	  the	  Pearson	  product-­‐moment	  correlation	  analysis	  revealed	  no	  statistically	  significant	  relationship	  between	  the	  participants’	  viewing	  patterns	  represented	  by	  the	  three	  eye-­‐tracking	  measures	  and	  their	  scores	  on	  the	  context	  and	  content	  subtests	  within	  the	  VALT.	  The	  focus	  of	  Research	  Question	  4	  was	  on	  the	  L2	  test-­‐takers’	  use	  of	  visual	  information	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT	  (n	  =	  33).	  This	  research	  question	  comprised	  two	  sub-­‐questions.	  Research	  Question	  4.1	  inquired	  into	  the	  aspects	  of	  visual	  information	  that	  the	  test-­‐takers	  focused	  on	  when	  watching	  context	  and	  content	  videos,	  and	  their	  reasons	  for	  focusing	  on	  these	  aspects.	  The	  results	  of	  the	  qualitative	  analysis	  of	  retrospective	  verbal	  data	  revealed	  that	  when	  watching	  context	  videos,	  the	  participants	  in	  the	  eye-­‐tracking	  group	  focused	  primarily	  on	  speaker-­‐related	  aspects	  that	  include	  the	  speaker’s	  appearance	  (i.e.,	  mouth,	  face,	  head,	  eyes,	  and	  hands,	  focused	  on	  by	  88	  percent	  of	  the	  total	  number	  of	  participants)	  and	  body	  movements	  and	  gestures	  (58%).	  They	  also	  focused—although	  to	  a	  lesser	  extent—on	  lecture-­‐related	  aspects	  such	  as	  a	  contextual	  visual	  aid	  (i.e.,	  a	  PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke,	  40%)	  and	  some	  textual	  information	  presented	  as	  several	  key	  words	  (6%).	  When	  watching	  content	  videos,	  however,	  the	  participants	  concentrated	  a	  lot	  of	  attention	  on	  both	  speaker-­‐related	  aspects	  and	  lecture-­‐related	  aspects.	  The	  lecture-­‐related	  aspects	  of	  visual	  information	  in	  content	  videos	  comprised	  content-­‐based	  visual	  aids	  (i.e.,	  a	  picture	  of	  a	  star	  projected	  on	  the	  screen,	  a	  graph	  on	  a	  PowerPoint	  slide,	  and	  a	  drawing	  of	  a	  mushroom	  on	  the	  board,	  focused	  on	  by	  97%	  of	  the	  total	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number	  of	  participants)	  and	  textual	  information	  (i.e.,	  notes	  on	  the	  board	  and	  titles	  of	  the	  PowerPoint	  slides	  and	  the	  picture,	  43%).	  The	  speaker-­‐related	  aspects	  of	  content	  visuals	  included	  the	  speaker’s	  appearance	  (i.e.,	  mouth,	  face,	  and	  hands,	  55%),	  movements	  and	  actions	  (e.g.,	  body	  movements,	  gestures,	  and	  pointing	  to	  visual	  aids,	  30%),	  and	  presentation	  of	  visual	  content	  (e.g.,	  writing	  notes,	  showing	  a	  mushroom,	  and	  drawing	  the	  structure	  of	  a	  mushroom	  on	  the	  board,	  52%).	  	  With	  regard	  to	  the	  reasons	  for	  focusing	  on	  the	  visual	  aspects,	  the	  findings	  demonstrated	  that	  L2	  test-­‐takers	  focused	  on	  context	  videos	  mostly	  due	  to	  speaker-­‐related	  reasons,	  as	  well	  as	  one	  lecture-­‐related	  reason	  (i.e.,	  52	  percent	  of	  the	  participants	  claimed	  that	  they	  were	  hoping	  to	  see	  visual	  content).	  In	  terms	  of	  speaker-­‐related	  reasons,	  the	  participants	  reported	  focusing	  on	  context	  videos	  because	  they	  had	  no	  visual	  information	  to	  look	  at	  other	  than	  the	  speaker	  (33%),	  they	  believed	  that	  seeing	  the	  speaker’s	  mouth	  facilitated	  their	  comprehension	  of	  the	  lecture	  (18%),	  that	  seeing	  the	  speaker	  helped	  them	  focus	  (18%),	  that	  the	  speaker’s	  personality	  attracted	  their	  attention	  (21%),	  and	  because	  the	  speaker	  was	  moving	  (15%).	  With	  respect	  to	  content	  videos,	  the	  results	  evinced	  one	  speaker-­‐related	  reason	  (namely	  that	  the	  speaker	  was	  pointing	  to	  a	  visual	  aid)	  expressed	  by	  18%	  of	  the	  total	  number	  of	  participants,	  and	  four	  lecture-­‐related	  reasons	  explaining	  why	  the	  L2	  learners	  focused	  on	  this	  video	  type.	  In	  terms	  of	  lecture-­‐related	  reasons,	  the	  participants	  claimed	  that	  visual	  aids	  in	  content	  videos	  helped	  them	  comprehend	  the	  lecture	  (45%),	  facilitated	  their	  note-­‐taking	  (9%),	  and	  were	  related	  to	  the	  speaker’s	  talk	  (55%).	  Likewise,	  nine	  percent	  of	  the	  total	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number	  of	  participants	  focused	  on	  these	  videos	  because	  they	  found	  the	  topic	  of	  the	  lectures	  interesting.	  Research	  Question	  4.2	  investigated	  the	  aspects	  of	  visual	  information	  that	  the	  L2	  learners	  found	  helpful	  and	  the	  aspects	  that	  they	  found	  distracting.	  Additionally,	  this	  sub-­‐question	  probed	  into	  the	  reasons	  why	  L2	  test-­‐takers	  found	  these	  aspects	  to	  be	  helpful	  and/or	  distracting.	  	  There	  were	  several	  aspects	  of	  visual	  information	  that	  were	  found	  to	  be	  helpful	  in	  context	  videos.	  In	  particular,	  the	  following	  three	  speaker-­‐related	  aspects	  were	  considered	  helpful:	  the	  speaker’s	  gestures	  (15%	  of	  the	  total	  number	  of	  participants),	  the	  speaker’s	  mouth	  (12%),	  and	  the	  speaker	  in	  general	  (18%).	  Regarding	  lecture-­‐related	  aspects	  of	  context	  videos,	  15	  percent	  of	  the	  participants	  claimed	  that	  it	  was	  helpful	  to	  see	  a	  contextual	  visual	  aid	  (namely,	  a	  PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke)	  and	  36	  percent	  of	  the	  participants	  expressed	  similar	  remarks	  about	  seeing	  textual	  information	  (i.e.,	  words	  on	  a	  PowerPoint	  slide).	  As	  far	  as	  content	  videos	  are	  concerned,	  all	  33	  participants	  unanimously	  reported	  that	  the	  most	  helpful	  aspect	  was	  content-­‐based	  visual	  aids	  (e.g.,	  an	  image	  of	  a	  star,	  a	  graph	  on	  a	  PowerPoint	  slide,	  and	  a	  drawing	  of	  a	  mushroom	  structure	  on	  the	  board),	  although	  some	  participants	  also	  claimed	  to	  have	  benefited	  from	  seeing	  textual	  information	  (i.e.,	  notes	  on	  the	  board,	  39%)	  and	  the	  speaker’s	  gestures	  (18%).	  	  A	  number	  of	  reasons	  explain	  why	  L2	  test-­‐takers	  found	  these	  aspects	  of	  visual	  information	  helpful.	  For	  context	  videos,	  most	  reasons	  were	  speaker-­‐related:	  The	  test-­‐takers	  believed	  that	  seeing	  the	  speaker’s	  mouth	  facilitated	  their	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comprehension	  of	  the	  lecture	  (nine	  percent	  of	  the	  total	  number	  of	  participants),	  that	  seeing	  the	  speaker	  helped	  them	  focus	  (21%),	  and	  that	  the	  speaker’s	  movements	  attracted	  their	  attention	  and	  facilitated	  their	  comprehension	  (21%).	  In	  addition,	  15	  percent	  of	  the	  test-­‐takers	  reported	  that	  seeing	  textual	  information	  facilitated	  their	  comprehension.	  With	  respect	  to	  content	  videos,	  the	  results	  revealed	  one	  speaker-­‐related	  and	  seven	  lecture-­‐related	  reasons	  that	  the	  participants	  provided	  to	  explain	  why	  the	  specific	  aspects	  of	  visual	  information	  from	  this	  video	  type	  were	  helpful.	  The	  three	  most	  common	  reasons	  were	  that	  content-­‐based	  visuals	  aids	  facilitated	  L2	  learners’	  comprehension	  of	  the	  lecture	  (reported	  by	  97	  percent	  of	  the	  total	  number	  of	  participants),	  visual	  aids	  helped	  the	  participants	  answer	  the	  questions	  on	  the	  VALT	  (30%),	  and	  visual	  aids	  were	  related	  to	  the	  content	  of	  the	  lecture	  (52%).	  The	  last	  reason	  was	  also	  found	  in	  Ginther’s	  (2002)	  study.	  	  	  In	  addition	  to	  the	  visual	  aspects	  that	  the	  participants	  found	  helpful,	  the	  results	  yielded	  from	  investigation	  of	  Research	  Question	  4.2	  also	  showed	  that	  some	  aspects	  of	  visual	  information	  in	  both	  types	  of	  video	  were	  distracting.	  In	  context	  videos,	  the	  speaker’s	  movements	  were	  found	  by	  73	  percent	  of	  the	  participants	  to	  be	  the	  most	  distracting	  aspect,	  followed	  by	  contextual	  visuals	  aids	  (21%)	  and	  lights	  going	  out	  during	  one	  of	  the	  lectures	  (21%).	  In	  content	  videos,	  the	  only	  aspect	  that	  distracted	  39	  percent	  of	  the	  test-­‐takers	  was	  content-­‐based	  visual	  aids	  from	  Video	  4	  (namely,	  the	  floor	  plan	  of	  an	  apartment	  and	  the	  graph	  showing	  the	  relationship	  among	  the	  demand,	  the	  supply,	  and	  the	  price).	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The	  results	  of	  the	  retrospective	  verbal	  data	  analysis	  evinced	  two	  reasons	  why	  context	  videos	  were	  distracting.	  The	  first	  reason	  was	  that	  the	  speaker’s	  body	  movements	  distracted	  from	  listening	  and/or	  note-­‐taking	  (reported	  by	  58%	  of	  the	  total	  number	  of	  participants),	  whereas	  the	  second	  reason	  was	  related	  to	  the	  problems	  with	  interpreting	  contextual	  visual	  aids	  (9%).	  As	  far	  as	  content	  videos	  are	  concerned,	  30	  percent	  of	  the	  L2	  test-­‐takers	  deemed	  content-­‐based	  visuals	  aids	  distracting	  due	  to	  the	  problems	  with	  their	  interpretation.	  Interestingly,	  it	  was	  also	  found	  that	  some	  aspects	  of	  visuals	  were	  regarded	  as	  both	  helpful	  and	  distracting.	  Lastly,	  Research	  Question	  5	  aimed	  at	  investigating	  how	  the	  L2	  learners	  in	  the	  eye-­‐tracking	  group	  (n	  =	  33)	  used	  visual	  information	  from	  context	  and	  content	  videos	  when	  answering	  individual	  questions	  on	  the	  VALT.	  This	  research	  question	  consisted	  of	  two	  sub-­‐questions.	  The	  first	  (i.e.,	  Research	  Question	  5.1)	  focused	  on	  studying	  the	  difference	  between	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  of	  the	  VALT.	  A	  paired-­‐samples	  t	  test	  was	  utilized	  to	  compare	  the	  scores	  representing	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  video	  subtest	  and	  the	  scores	  representing	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  content	  video	  subtest.	  The	  results	  of	  the	  paired-­‐samples	  t	  test,	  which	  was	  used	  to	  compare	  these	  scores,	  indicated	  that	  the	  L2	  learners	  perceived	  the	  visual	  information	  from	  content	  videos	  to	  be	  significantly	  more	  helpful	  than	  the	  visual	  information	  from	  context	  video	  for	  answering	  questions	  on	  the	  two	  subtests	  of	  the	  VALT	  (p	  <	  .01).	  Coupled	  with	  the	  findings	  for	  Research	  Question	  4,	  these	  results	  suggest	  that	  unlike	  context	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videos,	  content	  videos	  that	  contain	  semantically	  rich	  visual	  information	  are	  perceived	  by	  L2	  learners	  as	  helpful	  for	  answering	  questions	  on	  the	  listening	  test.	  The	  last	  sub-­‐question	  in	  Research	  Question	  5	  explored	  the	  association	  between	  L2	  test-­‐takers’	  item	  scores	  on	  the	  VALT	  and	  their	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  from	  each	  individual	  video	  (i.e.,	  both	  context	  and	  content	  videos)	  for	  answering	  each	  individual	  test	  item.	  The	  results	  of	  the	  Cochran-­‐Mantel-­‐Haenszel	  chi-­‐square	  statistic	  showed	  a	  statistically	  significant	  positive	  association	  between	  the	  L2	  test-­‐takers’	  item	  scores	  and	  their	  perceptions	  regarding	  the	  helpfulness	  of	  visuals	  (p	  <	  .01),	  demonstrating	  that	  those	  test-­‐takers	  who	  considered	  visual	  information	  from	  the	  videos	  to	  be	  helpful	  for	  answering	  individual	  questions	  on	  the	  test	  had	  a	  tendency	  to	  answer	  those	  questions	  correctly.	  	  	  
Implications	  and	  Recommendations	  The	  findings	  of	  this	  study	  have	  several	  important	  practical	  and	  theoretical	  implications	  for	  language	  instructors,	  researchers,	  and	  test	  developers.	  Practical	  implications	  are	  discussed	  in	  relation	  to	  the	  use	  of	  context	  and	  content	  visuals	  in	  media-­‐enhanced	  L2	  listening	  tests	  and	  for	  L2	  listening	  instruction,	  as	  well	  as	  the	  use	  of	  eye-­‐tracking	  technology	  for	  research	  in	  this	  area.	  Theoretical	  implications	  pertain	  to	  the	  construct	  of	  L2	  listening,	  the	  development	  of	  interpretive	  and	  validity	  arguments	  for	  the	  next	  generation	  of	  media-­‐enhanced	  L2	  listening	  tests,	  and	  the	  context-­‐content	  classification	  of	  visuals.	  In	  addition,	  recommendations	  for	  a	  new	  multidimensional	  taxonomy	  of	  visuals	  are	  proposed.	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Practical	  implications.	  The	  results	  of	  this	  study	  have	  practical	  implications	  both	  for	  the	  assessment	  and	  for	  teaching	  of	  L2	  listening.	  Although	  neither	  context	  nor	  content	  videos	  in	  this	  study	  were	  found	  to	  have	  a	  facilitative	  effect	  on	  L2	  test-­‐takers’	  performance	  on	  the	  VALT,	  none	  of	  these	  videos	  was	  detrimental	  to	  their	  performance	  either,	  as	  shown	  by	  the	  results	  of	  the	  two	  t	  tests	  that	  were	  run	  to	  compare	  the	  test-­‐takers’	  scores	  on	  the	  subtests	  of	  the	  VALT,	  and	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  AALT.	  Echoing	  Ginther’s	  (2002)	  claim	  that	  visuals	  should	  be	  included	  if	  their	  presence	  causes	  no	  harm	  to	  the	  test-­‐takers,	  the	  findings	  of	  this	  study	  suggest	  that	  both	  types	  of	  videos	  should	  be	  considered	  by	  test	  developers	  for	  the	  integration	  in	  L2	  listening	  tests.	  	  While	  this	  study	  detected	  no	  effect	  of	  visuals	  on	  test	  performance,	  evidence	  obtained	  from	  the	  analysis	  of	  the	  eye-­‐tracking	  and	  retrospective	  verbal	  data—namely	  that	  L2	  test-­‐takers	  perceived	  content	  videos	  to	  be	  significantly	  more	  helpful,	  spent	  more	  time	  watching	  them,	  and	  fixated	  their	  gaze	  on	  them	  more	  frequently	  than	  on	  context	  videos—shows	  that	  L2	  test-­‐takers	  do	  use	  visual	  information	  from	  content	  videos	  during	  the	  L2	  listening	  assessment.	  This	  evidence	  suggests	  that	  content	  videos	  play	  an	  important	  role	  in	  the	  L2	  learners’	  test-­‐taking	  process.	  Additional	  evidence	  supporting	  the	  importance	  of	  content	  visuals	  comes	  from	  the	  analysis	  of	  retrospective	  verbal	  data:	  97	  percent	  of	  the	  participants	  in	  the	  eye-­‐tracking	  group	  reported	  that	  they	  found	  content	  videos	  in	  the	  VALT	  helpful	  because	  the	  visual	  aids	  in	  these	  videos	  facilitated	  their	  L2	  listening	  comprehension.	  The	  major	  implication	  of	  this	  finding	  is	  that	  in	  addition	  to	  their	  integration	  in	  L2	  listening	  tests,	  content	  videos	  can	  also	  be	  implemented	  in	  L2	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listening	  classes	  and	  used	  by	  language	  instructors	  to	  provide	  additional	  important	  scaffolding	  for	  language	  learners	  to	  help	  them	  develop	  their	  L2	  listening	  comprehension	  skills.	  	  With	  regard	  to	  context	  videos,	  the	  results	  of	  the	  retrospective	  verbal	  data	  analysis	  in	  this	  study	  demonstrated	  that	  21	  percent	  of	  the	  total	  number	  of	  participants	  stated	  that	  seeing	  the	  speaker	  in	  context	  videos	  helped	  them	  focus	  on	  listening	  and	  facilitated	  their	  comprehension.	  This	  finding	  suggests	  that	  the	  integration	  of	  context	  visuals	  such	  as	  a	  talking	  head	  in	  L2	  listening	  tests	  and	  tasks	  may	  also	  have	  a	  positive	  effect	  on	  the	  listening	  comprehension	  of	  some	  language	  learners.	  In	  particular,	  the	  implication	  of	  this	  finding	  is	  that	  L2	  learners	  may	  benefit	  from	  seeing	  non-­‐verbal	  cues	  such	  as	  the	  speaker’s	  mouth	  and	  gestures	  because	  face	  and	  gesture	  visibility	  can	  allow	  them	  to	  employ	  lipreading	  and	  speechreading,	  which	  have	  also	  been	  found	  to	  be	  helpful	  for	  human	  speech	  perception	  in	  previous	  studies	  (e.g.,	  Massaro	  &	  Stork,	  1998;	  Summerfield,	  1992).	  The	  evidence	  obtained	  from	  the	  analysis	  of	  retrospective	  verbal	  data	  also	  corroborates	  the	  results	  of	  research	  in	  the	  emerging	  field	  of	  visual	  speech	  recognition,	  which	  reveal	  that	  the	  performance	  of	  audio-­‐visual	  speech	  recognition	  systems	  can	  be	  augmented	  by	  complementing	  the	  acoustic	  modality	  with	  the	  visual	  modality	  via	  gesture	  visibility	  (Petajan,	  2009)	  and	  face	  visibility	  (Aleksic	  &	  Katsaggelos,	  2009;	  Lucey,	  Potamianos,	  &	  Sridharan,	  2009).	  Overall,	  even	  though	  context	  videos	  did	  not	  appear	  to	  be	  as	  helpful	  as	  content	  videos,	  their	  use	  in	  L2	  listening	  classes	  may	  help	  L2	  learners	  identify	  the	  contextual	  dimensions	  of	  the	  verbal	  input.	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Another	  practical	  implication	  of	  this	  study	  is	  that	  eye-­‐tracking	  technology	  can	  be	  a	  viable	  tool	  for	  exploring	  how	  language	  learners	  interact	  with	  different	  types	  of	  visuals.	  More	  specifically,	  eye	  tracking	  can	  provide	  new	  opportunities	  for	  gathering	  information	  about	  the	  extent	  to	  which	  L2	  learners	  watch	  visuals,	  the	  aspects	  of	  visuals	  they	  look	  at,	  and	  the	  nature	  of	  their	  eye	  movements.	  In	  addition,	  the	  recording	  of	  L2	  test-­‐takers’	  eye	  movements	  can	  be	  used	  as	  prompts	  in	  cued	  retrospective	  reporting	  to	  elicit	  information	  about	  the	  test-­‐takers’	  cognitive	  processes	  during	  their	  interaction	  with	  visuals.	  These	  types	  of	  evidence	  can	  help	  both	  researchers	  and	  language	  practitioners	  better	  understand	  how,	  why,	  and	  to	  what	  extent	  L2	  learners	  use	  visual	  information	  during	  L2	  listening,	  and,	  consequently,	  help	  make	  informed	  decisions	  about	  the	  integration	  of	  visuals	  in	  L2	  listening	  tasks,	  both	  in	  high-­‐stakes	  listening	  assessment	  and	  in	  classroom-­‐based	  teaching	  of	  listening	  skills.	  In	  particular,	  knowing	  what	  aspects	  of	  visual	  information	  L2	  learners	  look	  at	  and	  find	  particularly	  useful	  for	  listening	  comprehension	  can	  help	  test	  developers	  and	  language	  instructors	  select	  the	  visuals	  that	  would	  be	  most	  appropriate	  and	  effective	  both	  for	  teaching	  and	  for	  assessing	  L2	  listening	  skills.	  	  	  	  In	  summary,	  while	  the	  results	  of	  this	  study	  have	  important	  implications	  for	  both	  teaching	  and	  assessing	  L2	  listening,	  their	  implications	  are	  particularly	  important	  for	  the	  L2	  listening	  assessment.	  Specifically,	  while	  the	  test	  performance	  results	  did	  not	  reveal	  any	  effect	  of	  visuals	  on	  the	  participants’	  subtest	  scores	  and	  overall	  test	  scores,	  the	  results	  of	  the	  eye-­‐tracking	  data	  analysis	  and	  the	  retrospective	  verbal	  data	  analysis	  provided	  evidence	  that	  (a)	  L2	  learners	  viewed	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content	  visuals	  statistically	  significantly	  more	  than	  context	  visuals,	  and	  (b)	  L2	  learners	  perceived	  content	  visuals	  as	  being	  more	  helpful	  than	  context	  visuals	  for	  answering	  questions	  on	  the	  VALT.	  These	  findings	  suggest	  that	  incorporating	  content	  visuals	  in	  the	  next	  generation	  of	  L2	  listening	  tests	  is	  justified	  because	  visuals	  appear	  to	  play	  an	  important	  role	  in	  the	  test-­‐taking	  process.	  	  
Theoretical	  implications.	  The	  findings	  of	  this	  study	  also	  have	  three	  main	  theoretical	  implications	  for	  the	  L2	  listening	  assessment.	  First,	  the	  findings	  suggest	  that	  the	  constructs	  of	  L2	  academic	  listening	  should	  include	  the	  ability	  to	  process	  visual	  information	  in	  addition	  to	  auditory	  information.	  The	  inclusion	  of	  this	  ability	  in	  the	  construct	  definition	  is	  essential	  if	  the	  future	  L2	  listening	  tests	  are	  to	  incorporate	  content	  visuals.	  	  Reconsidering	  the	  constructs	  of	  L2	  listening	  ability	  is	  justifiable	  for	  two	  main	  reasons.	  Firstly,	  as	  shown	  by	  the	  results	  of	  the	  retrospective	  verbal	  data	  analysis,	  all	  33	  test-­‐takers	  considered	  content-­‐based	  visual	  aids	  in	  content	  videos	  to	  be	  helpful.	  Even	  when	  watching	  context	  videos,	  one-­‐fifth	  of	  L2	  test-­‐takers	  (or	  21%)	  asserted	  that	  they	  benefited	  from	  seeing	  the	  speaker-­‐related	  aspects	  of	  visual	  information	  such	  as	  the	  speaker’s	  mouth,	  head,	  gestures,	  and	  body	  movements—and	  these	  findings	  were	  in	  line	  with	  the	  results	  of	  previous	  research	  in	  this	  area	  (e.g.,	  Burgoon,	  1994;	  Wagner,	  2008,	  2010a).	  Thus,	  it	  can	  be	  argued	  that	  integrating	  multimedia	  with	  such	  types	  of	  visual	  information	  in	  L2	  listening	  tests	  would	  introduce	  differences	  in	  test-­‐taking	  processes	  and	  “allow	  test	  users	  to	  make	  more	  valid	  inferences	  about	  the	  abilities	  of	  the	  test-­‐takers	  in	  a	  particular	  domain”	  (Wagner,	  2010a,	  p.	  290),	  assuming	  that	  visuals	  accompany	  aural	  input	  in	  those	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domains.	  The	  second	  reason	  is	  that	  the	  revised	  construct	  would	  provide	  a	  more	  authentic	  representation	  of	  the	  target	  language	  use	  domain	  (Bachman	  &	  Palmer,	  1996),	  as	  students	  in	  most	  academic	  classroom	  situations	  rely	  not	  only	  on	  their	  listening,	  but	  also	  on	  the	  visual	  information	  that	  they	  receive	  from	  seeing	  the	  lecturer,	  the	  audience,	  visual	  aids	  (e.g.,	  a	  screen	  with	  PowerPoint	  slides	  or	  a	  board	  with	  drawings	  and	  notes),	  and	  the	  overall	  context	  of	  the	  stimulus.	  	  In	  addition,	  the	  results	  obtained	  in	  this	  study	  have	  theoretical	  implications	  for	  validating	  the	  next	  generation	  of	  media-­‐based	  L2	  listening	  tests.	  Kane	  (2006)	  defines	  validation	  as	  “the	  process	  of	  evaluating	  the	  plausibility	  of	  proposed	  interpretations	  and	  uses”	  (p.	  17)	  of	  measurements.	  His	  argument-­‐based	  approach	  to	  validation	  postulates	  that	  in	  order	  to	  validate	  the	  proposed	  interpretations	  and	  uses	  of	  test	  scores,	  two	  types	  of	  arguments	  must	  be	  built:	  (a)	  an	  interpretive	  argument,	  which	  “specifies	  the	  proposed	  interpretations	  and	  uses	  of	  test	  results	  by	  laying	  out	  the	  network	  of	  inferences	  and	  assumptions	  leading	  from	  the	  observed	  performances	  to	  the	  conclusions	  and	  decisions	  based	  on	  the	  performances”	  (Kane,	  2006,	  p.	  23);	  and	  (b)	  a	  validity	  argument,	  which	  evaluates	  the	  extent	  to	  which	  test	  interpretations	  and	  uses	  can	  be	  justified	  (Chapelle,	  1999).	  The	  results	  of	  this	  study	  showed	  that	  L2	  learners	  watched	  content	  videos	  more	  frequently	  and	  perceived	  them	  as	  being	  more	  helpful	  than	  context	  videos,	  which	  suggests	  that	  different	  types	  of	  visuals	  should	  be	  considered	  when	  building	  interpretive	  arguments	  for	  future	  L2	  listening	  tests.	  For	  example,	  the	  ability	  to	  understand	  visual	  information	  can	  be	  included	  in	  the	  assumptions	  about	  the	  construct	  of	  L2	  listening	  that	  underlie	  the	  explanation	  inference.	  Furthermore,	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visuals	  can	  be	  considered	  in	  the	  domain	  description	  inference,	  which	  specifies	  how	  the	  test	  tasks	  should	  represent	  the	  target	  language	  use	  domain	  (Chapelle,	  Enright,	  &	  Jamieson,	  2008).	  	  The	  third	  main	  theoretical	  implication	  is	  related	  to	  the	  classification	  of	  visuals.	  In	  this	  study,	  the	  videos	  selected	  for	  the	  VALT	  were	  classified	  into	  context	  and	  content	  using	  relatively	  crude	  criteria	  proposed	  by	  Bejar	  et	  al.	  (2000)	  and	  Ginther	  (2002).	  In	  particular,	  the	  videos	  with	  visual	  aids	  that	  provided	  information	  complementary	  to	  the	  audio	  content	  of	  the	  lecture	  were	  classified	  as	  content	  videos,	  whereas	  the	  videos	  that	  contained	  contextual	  visual	  aids—or	  no	  visual	  aids	  whatsoever—were	  labeled	  as	  context	  videos.	  The	  problem	  that	  the	  researcher	  encountered	  when	  applying	  this	  classification	  to	  the	  selection	  of	  videos	  for	  the	  VALT	  concerned	  the	  overlap	  between	  the	  two	  types	  of	  visuals.	  Specifically,	  it	  appeared	  that	  all	  content	  videos	  also	  contained	  visual	  information	  about	  the	  context	  (e.g.,	  the	  speaker	  or	  the	  setting	  of	  the	  lecture),	  and	  this	  overlap	  was	  inherent	  and	  unavoidable.	  Thus,	  the	  context-­‐content	  distinction	  was	  found	  to	  be	  somewhat	  inadequate,	  which	  was	  in	  line	  with	  the	  views	  of	  other	  researchers	  (e.g.,	  Pettersson,	  2002)	  who	  argue	  that	  all	  visuals	  possess	  the	  elements	  related	  to	  both	  context	  and	  content.	  Furthermore,	  although	  the	  test	  performance	  results	  showed	  no	  distinction	  between	  L2	  test-­‐takers’	  scores	  on	  the	  context	  video	  subtest	  and	  their	  scores	  on	  the	  content	  video	  subtest,	  the	  results	  of	  the	  eye-­‐tracking	  data	  analysis	  and	  retrospective	  verbal	  data	  analysis	  did	  reveal	  a	  difference	  between	  content	  and	  context	  videos	  in	  the	  way	  they	  were	  viewed	  by	  L2	  learners	  and	  perceived	  in	  terms	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	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questions	  on	  the	  test.	  These	  findings	  suggest	  that	  the	  context-­‐content	  classification	  can	  enable	  researchers	  to	  detect	  a	  difference	  in	  the	  way	  L2	  learners	  use	  the	  two	  types	  of	  visuals,	  but	  it	  might	  be	  not	  subtle	  enough	  for	  identifying	  differences	  in	  performance.	  Hence,	  the	  main	  implication	  of	  these	  findings	  is	  that	  the	  current	  classification	  should	  be	  refined	  and	  further	  developed	  to	  include	  other	  dimensions	  of	  visuals.	  	  The	  following	  section	  provides	  recommendations	  for	  refining	  and	  expanding	  the	  context-­‐content	  classification	  by	  embracing	  a	  more	  eclectic	  approach	  that	  considers	  different	  dimensions	  of	  visuals.	  Using	  the	  findings	  of	  the	  present	  study,	  this	  section	  outlines	  three	  dimensions	  of	  visuals	  that	  are	  combined	  in	  a	  multidimensional	  taxonomy	  of	  visuals.	  	  
Recommendations	  for	  a	  multidimensional	  taxonomy	  of	  visuals.	  There	  are	  three	  main	  dimensions	  that	  can	  be	  added	  to	  the	  taxonomy	  of	  visuals,	  with	  each	  dimension	  representing	  the	  types	  of	  visuals	  on	  a	  continuum	  and,	  thereby,	  suggesting	  the	  absence	  of	  distinct	  boundaries	  among	  them.	  The	  first	  dimension	  should	  consider	  the	  extent	  of	  semantic	  congruity	  between	  the	  visual	  information	  and	  the	  auditory	  information.	  In	  this	  study,	  semantic	  congruity	  was	  found	  to	  have	  an	  effect	  on	  the	  L2	  learners’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  their	  comprehension	  of	  the	  stimuli.	  In	  particular,	  52	  percent	  of	  L2	  test-­‐takers	  in	  the	  eye-­‐tracking	  group	  found	  content-­‐based	  visual	  aids	  to	  be	  helpful	  because	  they	  were	  related	  to	  the	  talk.	  Based	  on	  the	  ideas	  from	  Hu	  and	  Jiang’s	  (2011)	  cross-­‐modal	  priming	  study	  of	  semantic	  integration	  in	  L2	  listening	  comprehension	  that	  employed	  three	  conditions	  representing	  the	  semantic	  relationship	  between	  the	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prime	  and	  the	  target	  (i.e.,	  congruent,	  neutral,	  and	  incongruent),	  visuals	  in	  this	  dimension	  can	  be	  classified	  according	  to	  the	  extent	  of	  semantic	  congruity	  into	  semantically	  congruent,	  semantically	  neutral,	  and	  semantically	  incongruent.	  	  The	  second	  dimension	  should	  take	  into	  account	  the	  amount	  of	  dynamism	  
and	  movement	  in	  the	  visual	  content,	  both	  from	  the	  temporal	  and	  from	  the	  spatial	  perspectives.	  It	  should	  be	  noted	  that,	  traditionally,	  visuals	  have	  been	  divided	  into	  dynamic	  and	  static	  based	  on	  the	  media,	  with	  static	  visuals	  being	  associated	  with	  images	  and	  dynamic	  visuals	  pertaining	  to	  videos.	  However,	  the	  results	  of	  the	  retrospective	  verbal	  data	  analysis	  in	  this	  study	  suggest	  that	  dynamism	  and	  movement	  do	  not	  depend	  on	  the	  delivery	  media,	  but	  on	  the	  visual	  content.	  Specifically,	  based	  on	  the	  analysis	  of	  L2	  learners’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information,	  it	  was	  found	  that	  videos	  where	  a	  professor	  was	  standing	  or	  moving	  for	  several	  minutes	  around	  the	  classroom,	  or	  showing	  and	  talking	  about	  a	  PPT	  slide	  for	  several	  minutes	  (as	  in	  Video	  3),	  were	  viewed	  by	  L2	  learners	  as	  static	  because	  the	  content	  did	  not	  change,	  even	  though	  the	  videos	  were	  “dynamic”	  in	  the	  sense	  that	  the	  video	  frames	  were	  changing	  every	  fraction	  of	  a	  second.	  On	  the	  other	  hand,	  it	  can	  be	  argued	  that	  a	  set	  of	  “static”	  pictures	  with	  content-­‐based	  visual	  aids	  changing	  every	  10-­‐15	  seconds	  can	  provide	  content	  that	  is	  occasionally	  dynamic	  in	  the	  sense	  that	  it	  changes	  at	  short	  intervals.	  	  According	  to	  this	  dimension,	  the	  three	  main	  types	  of	  visuals	  can	  be	  static,	  dynamic,	  and	  liminal.	  In	  static	  visuals,	  the	  visual	  content	  does	  not	  undergo	  any	  major	  locational	  or	  temporal	  transformations.	  It	  should	  be	  reiterated	  that	  “staticity”	  in	  such	  visuals	  refers	  to	  semantic	  content	  rather	  than	  delivery	  media.	  As	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such,	  static	  visuals	  can	  include	  both	  images	  (e.g.,	  a	  picture	  of	  an	  object	  on	  a	  PowerPoint	  slide)	  and	  videos	  (e.g.,	  a	  video	  of	  a	  talking	  head).	  Moving	  the	  eye	  gaze	  away	  from	  a	  static	  visual	  does	  not	  result	  in	  the	  L2	  learner’s	  missing	  any	  content-­‐based	  visual	  information	  because	  the	  semantic	  content	  stays	  the	  same	  for	  the	  duration	  of	  time	  when	  such	  visual	  is	  displayed.	  	  Unlike	  static	  visuals,	  dynamic	  visuals	  are	  characterized	  by	  continuous	  temporal	  and	  spatial	  changes	  of	  the	  content-­‐based	  information.	  Taking	  into	  account	  that	  the	  visual	  content	  is	  constantly	  evolving	  in	  dynamic	  visuals,	  the	  viewers	  can	  miss	  some	  content	  information	  if	  they	  move	  their	  gaze	  away	  when	  watching	  such	  visuals.	  An	  example	  of	  a	  dynamic	  visual	  would	  be	  a	  video	  of	  a	  professor	  demonstrating	  a	  chemistry	  experiment	  and	  explaining	  how	  it	  works.	  	  The	  name	  of	  the	  last	  type	  of	  visuals—liminal	  visuals—stems	  from	  V.	  Turner’s	  (1969)	  concept	  of	  liminality	  used	  in	  cultural	  anthropology	  in	  the	  context	  of	  rites	  of	  passage.	  Liminality	  can	  be	  defined	  as	  a	  transitional	  or	  “interstructural”	  situation,	  in	  which	  the	  entities	  are	  “neither	  here	  nor	  there;	  they	  are	  betwixt	  and	  between	  the	  positions	  assigned	  and	  arrayed	  by	  law,	  custom,	  convention	  and	  ceremonial”	  (V.	  Turner,	  1969,	  p.	  95).	  According	  to	  V.	  Turner	  (1969),	  liminal	  entities	  are	  characterized	  by	  ambiguity,	  transition,	  and	  blurred	  boundaries.	  In	  the	  context	  of	  visual	  information,	  liminal	  visuals	  can	  combine	  the	  elements	  of	  both	  immutable	  and	  transformational	  visual	  content	  and,	  as	  such,	  represent	  a	  transitional	  phase	  between	  static	  and	  dynamic	  visuals.	  An	  example	  of	  a	  liminal	  visual	  can	  be	  a	  narrated	  PowerPoint	  presentation	  with	  a	  talking	  head	  of	  the	  speaker	  in	  the	  corner	  of	  the	  screen	  and	  content	  slides	  changing	  at	  certain	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intervals.	  Such	  visuals	  possess	  the	  features	  of	  static	  visuals	  in	  the	  sense	  that	  the	  semantic	  content	  remains	  static	  for	  t1	  seconds	  when	  the	  first	  slide	  is	  being	  shown,	  but	  then	  changes	  at	  t1+1	  when	  the	  next	  slide	  with	  a	  different	  content	  is	  displayed.	  In	  other	  words,	  liminal	  visuals	  are	  not	  completely	  static,	  yet	  they	  are	  not	  fully	  dynamic	  both	  from	  the	  spatial	  and	  from	  the	  temporal	  perspectives.	  Finally,	  the	  third	  dimension	  should	  take	  into	  account	  the	  degree	  of	  
rhetorical	  effectiveness	  of	  visuals	  and	  their	  elements	  (namely,	  textual,	  spatial,	  and	  graphic	  elements).	  Rhetorical	  effectiveness	  refers	  to	  the	  ability	  of	  visuals	  to	  convey	  information	  in	  a	  persuasive	  and	  accessible	  manner.	  As	  indicated	  by	  the	  results	  of	  this	  study,	  L2	  learners	  focused	  on	  and/or	  found	  visual	  information	  helpful	  because	  certain	  elements	  of	  the	  videos	  attracted	  their	  attention.	  For	  instance,	  21	  percent	  of	  the	  total	  number	  of	  participants	  in	  the	  eye-­‐tracking	  group	  were	  attracted	  by	  the	  speaker’s	  personality	  and	  use	  of	  gestures	  in	  Video	  5,	  whereas	  nine	  percent	  of	  them	  reported	  focusing	  their	  attention	  on	  Videos	  2	  and	  6	  because	  of	  the	  interesting	  topics.	  	  	  	  According	  to	  this	  dimension,	  visuals	  can	  be	  classified	  into	  rhetorically	  effective,	  rhetorically	  ineffective,	  and	  rhetorically	  neutral.	  Kostelnick	  and	  Roberts	  (2011)	  maintain	  that	  the	  rhetorical	  effectiveness	  of	  visuals	  is	  based	  on	  the	  following	  six	  visual	  strategies,	  or	  cognates,	  all	  of	  which	  are	  interdependent:	  (a)	  arrangement	  (i.e.,	  how	  visual	  elements	  are	  organized),	  (b)	  emphasis	  (i.e.,	  which	  visual	  elements	  are	  more	  important	  and	  prominent),	  (c)	  clarity	  (i.e.,	  how	  easily	  visual	  elements	  can	  be	  understood),	  (d)	  conciseness	  (i.e.,	  how	  detailed	  and	  intricate	  visual	  elements	  are),	  (e)	  tone	  (i.e.,	  how	  serious	  and	  formal	  visual	  
 
 
 
220 
elements	  are),	  and	  (f)	  ethos	  (i.e.,	  how	  credible	  and	  compelling	  visual	  elements	  appear	  to	  be).	  Furthermore,	  the	  rhetorical	  effectiveness	  of	  visuals	  is	  determined	  by	  the	  rhetorical	  situation—comprised	  of	  audience,	  purpose,	  and	  context—in	  which	  the	  visuals	  are	  used	  (Kostelnick	  &	  Roberts,	  2011).	  Depending	  on	  the	  degree	  of	  their	  rhetorical	  effectiveness,	  visuals	  can	  evoke	  different	  emotional	  responses	  (Baumgartner,	  Esslen,	  &	  Jäncke,	  2006),	  influence	  the	  viewers’	  attention	  and	  interest	  (Leshin,	  Pollock,	  &	  Reigeluth,	  1992),	  and	  activate	  their	  background	  knowledge	  about	  the	  topic	  (Ockey,	  2007;	  J.	  Rubin,	  1995),	  which,	  in	  turn,	  can	  affect	  how	  visuals	  are	  perceived	  by	  the	  viewers	  and	  what	  impact	  they	  make	  on	  them.	  	  The	  proposed	  three	  dimensions	  of	  visuals—namely,	  semantic	  congruity,	  content	  dynamism	  and	  movement,	  and	  rhetorical	  effectiveness—are	  related	  to	  each	  other	  in	  the	  sense	  that	  they	  can	  be	  considered	  part	  of	  a	  visual	  language.	  Following	  Pettersson’s	  (2002)	  ideas	  about	  the	  structure	  and	  meaning	  of	  visual	  languages	  (pp.	  110–115),	  it	  can	  be	  argued	  that	  similar	  to	  verbal	  languages,	  visual	  languages	  are	  constructed,	  perceived,	  and	  used	  to	  convey	  meanings.	  Similarly	  to	  a	  verbal	  language	  that	  is	  governed	  by	  semantics	  (i.e.,	  meaning),	  syntax	  (i.e.,	  structure),	  and	  pragmatics	  (i.e.,	  context	  of	  use),	  a	  visual	  language	  also	  carries	  a	  meaning	  that	  can	  be	  pertinent	  to	  a	  verbal	  message	  (i.e.,	  the	  semantic	  congruity	  dimension),	  possesses	  a	  structure	  that	  is	  partially	  affected	  by	  the	  locational	  and	  temporal	  transformations	  of	  the	  visual	  content	  (i.e.,	  the	  content	  dynamism	  and	  movement	  dimension),	  and	  functions	  in	  a	  specific	  context,	  the	  elements	  of	  which	  can	  have	  an	  impact	  on	  how	  visual	  information	  is	  conveyed	  and	  perceived	  (i.e.,	  the	  rhetorical	  effectiveness	  dimension).	  Despite	  these	  similarities	  between	  verbal	  and	  
 
 
 
221 
visual	  languages,	  it	  should	  be	  noted	  that	  the	  analogy	  between	  the	  three	  domains	  of	  a	  verbal	  language	  (i.e.,	  semantics,	  syntax,	  and	  pragmatics)	  and	  the	  proposed	  dimensions	  of	  a	  visual	  language	  is	  rather	  tenuous.	  Figure	  5.1	  illustrates	  the	  three	  dimensions	  for	  the	  taxonomy	  of	  visuals	  represented	  on	  three	  continua,	  one	  for	  each	  dimension.	  	  
	  
Figure	  5.1.	  Three	  dimensions	  of	  visuals	  proposed	  for	  a	  multidimensional	  taxonomy	  of	  visuals.	  
Limitations	  This	  study	  has	  four	  main	  limitations	  that	  need	  to	  be	  mentioned.	  These	  limitations	  are	  related	  to	  the	  use	  of	  eye-­‐tracking	  technology	  and	  cued	  retrospective	  reporting	  to	  collect	  data	  for	  this	  research	  project,	  as	  well	  as	  the	  effect	  of	  note-­‐taking	  on	  the	  eye-­‐tracking	  data.	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The	  first	  limitation	  concerns	  the	  eye-­‐tracking	  equipment	  used	  in	  this	  study.	  In	  particular,	  the	  eye-­‐tracking	  data	  were	  collected	  using	  an	  entry-­‐level	  eye-­‐tracker	  with	  the	  data	  sampling	  rate	  of	  80	  Hz.	  Cognitive	  psychologists	  generally	  contend	  that	  eye-­‐tracking	  systems	  with	  such	  low	  data	  sampling	  rates	  are	  adequate	  only	  for	  usability	  studies,	  whereas	  for	  research	  on	  reading—or	  other	  types	  of	  eye-­‐tracking	  research	  that	  require	  more	  precise	  and	  accurate	  data—the	  sampling	  rate	  must	  be	  500	  Hz	  (Collewijn,	  1999;	  Poole	  &	  Ball,	  2006;	  Rayner	  &	  Pollatsek,	  1989)	  or	  at	  least	  250	  Hz	  (Jacob	  &	  Karn,	  2003).	  Although	  the	  research	  design	  and	  research	  questions	  posed	  in	  this	  study	  did	  not	  necessitate	  high	  precision	  and	  accuracy	  of	  eye-­‐tracking	  data,	  the	  low	  data	  sampling	  rate	  of	  the	  eye-­‐tracking	  system	  that	  was	  used	  in	  this	  study	  triggered	  one	  minor	  issue.	  This	  issue	  pertained	  to	  the	  calibration	  of	  the	  participants’	  eyes,	  which	  had	  to	  be	  completed	  before	  collecting	  eye-­‐tracking	  data	  from	  each	  participant	  to	  ensure	  that	  the	  eye-­‐tracking	  system	  would	  accurately	  capture	  each	  point	  in	  the	  coordinate	  plane	  of	  the	  screen	  watched	  by	  the	  participants.	  Because	  the	  accuracy	  of	  lower-­‐end	  eye-­‐trackers	  can	  be	  greatly	  affected	  by	  factors	  such	  as	  eye	  shape	  and	  color	  (with	  very	  dark	  eyes	  and	  eyes	  of	  Asian	  descent	  being	  most	  problematic	  for	  tracking),	  glasses,	  contact	  lenses,	  and	  levels	  of	  light	  (Holmqvist	  et	  al.,	  2011;	  Nyström,	  Andersson,	  Holmqvist,	  &	  Van	  de	  Weijer,	  2013),	  the	  quality	  of	  eye	  calibration	  for	  several	  participants	  (especially	  Participants	  5	  and	  11)	  was	  somewhat	  lower	  than	  the	  average,	  which	  subsequently	  led	  to	  a	  slightly	  lower	  quality	  of	  their	  eye-­‐movement	  recordings	  and	  the	  overall	  quality	  of	  the	  eye-­‐tracking	  data,	  which	  was	  94	  percent.	  Although	  the	  severity	  of	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this	  issue	  was	  minimal,	  the	  use	  of	  a	  higher-­‐end	  eye-­‐tracking	  system	  would	  have	  allowed	  for	  collecting	  more	  precise	  eye-­‐tracking	  data.	  	  	  Second,	  present-­‐day	  eye-­‐tracking	  technology	  has	  a	  major	  inherent	  limitation:	  It	  provides	  eye-­‐tracking	  data	  only	  about	  the	  participants’	  foveal	  vision,	  not	  peripheral	  vision.	  Even	  though	  the	  eye-­‐mind	  hypothesis—which	  postulates	  that	  what	  a	  person	  looks	  at	  indicates	  what	  the	  person	  attends	  to	  or	  thinks	  about—is	  common	  in	  eye-­‐tracking	  research,	  the	  results	  of	  multiple	  studies	  (e.g.,	  Griffin	  &	  Spieler,	  2006;	  Hyrskykari	  et	  al.,	  2008;	  G.	  Underwood,	  Chapman,	  Berger,	  &	  Crundall,	  2003)	  demonstrate	  that	  this	  hypothesis	  does	  not	  always	  hold	  true:	  Viewers	  can	  recall	  elements	  of	  the	  visual	  field	  that	  were	  never	  fixated	  or	  looked	  at,	  and	  vice	  versa.	  Therefore,	  it	  is	  paramount	  to	  maintain	  the	  distinction	  between	  vision,	  attention,	  and	  perception,	  and	  recognize	  that	  eye-­‐tracking	  technology	  can	  only	  record	  explicit	  information	  about	  vision	  (i.e.,	  what	  area	  of	  the	  visual	  field	  the	  viewer’s	  eyes	  are	  directed	  at),	  but	  not	  mental	  attention	  (i.e.,	  what	  area	  of	  the	  visual	  field	  the	  viewer	  concentrates	  on	  cognitively)	  or	  perception	  (i.e.,	  how	  the	  viewer	  encodes	  the	  information	  from	  the	  visual	  field).	  Considering	  this	  inherent	  limitation	  of	  eye-­‐tracking	  technology,	  the	  eye-­‐tracking	  data	  gathered	  for	  this	  study	  should	  be	  regarded	  only	  as	  evidence	  of	  what	  the	  participants’	  eyes	  looked	  at,	  not	  what	  their	  attention	  was	  focused	  on.	  Furthermore,	  as	  suggested	  by	  Holmqvist	  et	  al.	  (2011),	  eye-­‐tracking	  data	  cannot	  provide	  information	  about	  the	  reasons	  why	  the	  viewers	  watched	  a	  specific	  area	  or	  object	  in	  a	  visual.	  In	  some	  cases,	  the	  viewers	  might	  have	  directed	  their	  eyes	  at	  the	  object	  because	  it	  was	  interesting	  and	  familiar;	  in	  other	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cases,	  their	  eyes	  might	  have	  been	  drawn	  to	  the	  object	  because	  it	  was	  confusing	  and	  unfamiliar.	  	  The	  third	  limitation	  pertains	  to	  the	  use	  of	  cued	  retrospective	  reporting	  for	  collecting	  retrospective	  verbal	  data.	  Because	  the	  elicitation	  of	  this	  type	  of	  data	  required	  verbal	  interaction,	  the	  data	  obtained	  from	  the	  participants	  with	  lower-­‐level	  speaking	  skills	  were	  limited.	  In	  particular,	  due	  to	  their	  limited	  oral	  proficiency	  in	  English,	  some	  participants	  provided	  relatively	  superficial	  responses	  that	  were	  affected	  by	  their	  lack	  of	  knowledge	  of	  the	  English	  grammar	  and	  vocabulary.	  Thus,	  conducting	  cued	  retrospective	  reporting	  in	  the	  participants’	  native	  languages	  would	  have	  allowed	  for	  eliciting	  more	  in-­‐depth	  comments	  about	  their	  cognitive	  processes	  during	  the	  VALT.	  In	  addition,	  it	  is	  possible	  that	  some	  participants	  might	  have	  misunderstood	  some	  of	  the	  questions.	  For	  instance,	  when	  asked	  about	  their	  perceptions	  of	  the	  helpfulness	  of	  visuals,	  several	  participants	  reported	  not	  knowing	  the	  exact	  meaning	  of	  the	  word	  “distracting.”	  Finally,	  based	  on	  the	  researcher’s	  observations,	  a	  few	  participants	  might	  have	  given	  random	  answers,	  as	  they	  appeared	  to	  be	  hurrying	  to	  finish	  the	  study	  due	  to	  boredom	  or	  fatigue,	  or	  both.	  	  The	  final	  limitation	  is	  related	  to	  note-­‐taking	  and	  its	  effect	  on	  the	  eye-­‐tracking	  data.	  Specifically,	  when	  taking	  notes	  during	  the	  VALT,	  the	  L2	  test-­‐takers	  moved	  their	  eyes	  away	  from	  the	  screen	  to	  look	  at	  their	  note-­‐taking	  paper.	  At	  this	  point,	  the	  eye-­‐tracking	  system	  would	  lose	  their	  eyes	  and	  resume	  recording	  only	  when	  the	  participants	  would	  look	  back	  at	  the	  screen.	  Thus,	  note-­‐taking	  had	  a	  direct	  impact	  on	  the	  viewing	  behavior	  of	  L2	  listeners.	  It	  is	  reasonable	  to	  assume,	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for	  instance,	  that	  those	  test-­‐takers	  who	  watched	  some	  videos	  to	  a	  lesser	  extent	  than	  other	  videos	  did	  so	  not	  because	  they	  found	  the	  visual	  information	  in	  the	  videos	  unhelpful,	  but	  because	  they	  were	  busy	  taking	  notes.	  At	  the	  same	  time,	  it	  should	  not	  be	  assumed	  that	  the	  participants	  were	  taking	  notes	  every	  time	  their	  eye	  movements	  were	  not	  recorded	  by	  the	  eye-­‐tracking	  system.	  In	  addition,	  one	  can	  hypothesize	  that	  had	  note-­‐taking	  not	  been	  allowed	  during	  the	  test,	  the	  results	  of	  the	  eye-­‐tracking	  data	  analysis	  would	  have	  been	  different.	  Hence,	  because	  the	  effect	  of	  note-­‐taking	  was	  not	  taken	  into	  consideration	  during	  the	  analysis	  of	  the	  eye-­‐tracking	  data,	  the	  results	  of	  this	  analysis	  and	  the	  conclusions	  about	  the	  viewing	  behavior	  of	  L2	  learners	  in	  this	  study	  should	  be	  interpreted	  with	  caution.	  	  	  
Directions	  for	  Future	  Research	  The	  findings	  and	  limitations	  of	  this	  study	  suggest	  several	  directions	  for	  future	  research	  on	  the	  use	  of	  visuals	  in	  L2	  listening	  assessment.	  The	  ideas	  for	  these	  directions	  can	  be	  organized	  into	  three	  general	  groups:	  comparative	  studies	  of	  test	  performance,	  eye-­‐tracking	  research,	  and	  research	  on	  new	  dimensions	  of	  visuals.	  	  
Comparative	  studies	  of	  test	  performance.	  Considering	  the	  fact	  that	  in	  this	  study	  differences	  were	  found	  between	  content	  and	  context	  videos	  in	  the	  way	  they	  were	  viewed	  by	  L2	  learners	  and	  perceived	  in	  terms	  of	  their	  helpfulness,	  there	  appears	  to	  be	  a	  need	  for	  replication	  comparative	  studies	  of	  test	  performance	  to	  confirm	  whether	  content	  and	  context	  visuals	  indeed	  do	  not	  differ	  in	  their	  effect	  on	  L2	  learners’	  test	  scores.	  When	  comparing	  the	  effects	  of	  content	  and	  context	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visuals,	  researchers	  should	  also	  take	  into	  account	  other	  variables,	  such	  as	  formats	  of	  stimuli,	  task	  formats,	  and	  question	  types.	  	  While	  the	  VALT	  used	  in	  this	  study	  consisted	  of	  short	  academic	  lectures	  accompanied	  by	  multiple-­‐choice	  questions,	  it	  is	  possible	  that	  the	  findings	  would	  have	  been	  different,	  had	  the	  study	  used	  other	  types	  of	  question	  formats	  (e.g.,	  short	  written	  and/or	  oral	  response	  questions,	  extended	  written	  and/or	  oral	  response	  questions,	  etc.)	  and	  stimuli	  (e.g.,	  academic	  dialogues	  or	  group	  discussions).	  In	  fact,	  some	  researchers	  contend	  that	  multiple-­‐choice	  tests	  are	  less	  effective	  than	  short-­‐answer	  tests	  because	  they	  “lend	  themselves	  to	  test-­‐taking	  strategies,	  which	  do	  not	  evaluate	  the	  student’s	  understanding	  of	  the	  question”	  (Hirschman,	  Breck,	  Light,	  Burger,	  &	  Ferro,	  2000,	  p.	  31).	  Furthermore,	  the	  multiple-­‐choice	  format	  appears	  to	  “elicit	  a	  greater	  proportion	  of	  format-­‐related	  ‘noise’”	  (Currie	  &	  Chiramanee,	  2010,	  p.	  487),	  raising	  concerns	  regarding	  the	  objectivity	  of	  this	  format.	  Another	  issue	  related	  to	  the	  use	  of	  multiple-­‐choice	  items	  is	  that	  they	  have	  been	  found	  to	  result	  in	  higher	  scores	  compared	  to	  constructed-­‐response	  items,	  leading	  some	  researchers	  to	  include	  that	  different	  question	  formats	  might	  be	  measuring	  different	  L2	  constructs	  (Cheng,	  2004;	  Shohamy,	  1984).	  Thus,	  developing	  video-­‐mediated	  L2	  listening	  tests	  that	  employ	  different	  and	  more	  complex	  types	  of	  task	  formats	  and	  stimuli,	  and	  comparing	  the	  effects	  of	  different	  visual	  types	  on	  L2	  learners’	  performance	  on	  such	  tests	  would	  make	  an	  important	  contribution	  to	  research	  in	  this	  area.	  Depending	  on	  the	  characteristics	  of	  the	  target	  language	  use	  domain,	  the	  use	  of	  other	  types	  of	  question	  formats	  can	  be	  particularly	  apposite	  for	  creating	  test	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tasks	  that	  are	  intended	  for	  measuring	  not	  only	  the	  L2	  learners’	  ability	  to	  listen,	  but	  also	  their	  ability	  to	  interact	  with	  an	  interlocutor.	  	  	  In	  addition,	  future	  comparative	  studies	  should	  explicitly	  investigate	  the	  types	  of	  information	  elicited	  by	  questions,	  as	  well	  as	  the	  relationship	  between	  the	  visual	  information	  and	  the	  questions	  used	  in	  media-­‐enhanced	  L2	  listening	  tests.	  As	  suggested	  by	  Ockey	  (2007;	  also	  G.	  Ockey,	  personal	  communication,	  February	  10,	  2012),	  the	  effect	  of	  visuals	  on	  L2	  learners’	  listening	  test	  performance	  may	  greatly	  depend	  on	  the	  types	  of	  questions	  included	  in	  the	  test.	  For	  instance,	  if	  a	  stimulus	  contains	  a	  specific	  visual	  (e.g.,	  a	  graph)	  that	  many	  test-­‐takers	  find	  useful,	  but	  none	  of	  the	  questions	  on	  the	  test	  is	  asking	  about	  this	  visual	  information,	  then	  it	  is	  reasonable	  to	  surmise	  that	  such	  a	  visual	  might	  not	  have	  any	  direct	  impact	  on	  test	  scores.	  Thus,	  this	  is	  an	  important	  factor	  that	  needs	  to	  be	  considered	  in	  future	  research.	  	  
Eye-­‐tracking	  research.	  There	  are	  many	  directions	  in	  which	  eye-­‐tracking	  technology	  could	  be	  integrated	  in	  research	  on	  the	  use	  of	  visuals	  in	  L2	  listening	  assessment.	  Eye	  tracking	  could	  be	  used,	  for	  instance,	  to	  compare	  L2	  learners’	  viewing	  patterns	  during	  transactional	  academic	  listening	  (e.g.,	  a	  lecture)	  with	  their	  viewing	  patterns	  during	  interactional	  listening	  (i.e.,	  a	  dialogue).	  In	  addition	  to	  research	  on	  the	  use	  of	  visual	  information	  from	  video	  stimuli,	  eye	  tracking	  could	  also	  be	  employed	  in	  studies	  examining	  L2	  test-­‐takers’	  eye	  movements	  during	  their	  interaction	  with	  test	  items.	  For	  example,	  this	  technology	  could	  be	  used	  to	  probe	  into	  L2	  learners’	  interaction	  with	  visuals	  when	  question	  previewing	  is	  enabled	  (e.g.,	  in	  tests	  where	  questions	  are	  displayed	  on	  the	  screen	  next	  to	  the	  visual	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stimulus).	  For	  media-­‐enhanced	  L2	  listening	  tests	  that	  use	  multiple-­‐choice	  questions,	  researchers	  could	  also	  explore	  what,	  and	  for	  how	  long,	  L2	  test-­‐takers	  focus	  on	  while	  reading	  and/or	  listening	  to	  the	  prompts	  and	  options,	  how	  many	  times	  they	  re-­‐read	  them	  (when	  prompts	  and	  options	  are	  provided	  in	  a	  written	  format),	  whether	  they	  read	  all	  options	  before	  or	  after	  choosing	  the	  correct	  answer,	  and	  so	  on.	  In	  fact,	  similar	  uses	  of	  eye-­‐tracking	  technology	  have	  already	  been	  attempted	  in	  research	  on	  item	  validation	  in	  L2	  reading	  tests	  (e.g.,	  McCray,	  Alderson,	  &	  Brunfaut,	  2012).	  	  Considering	  the	  important	  role	  of	  note-­‐taking	  in	  many	  academic	  situations,	  eye	  tracking	  could	  also	  be	  used	  to	  explore	  the	  effect	  of	  note-­‐taking	  on	  L2	  learners’	  performance	  on	  visually	  enhanced	  L2	  academic	  listening	  tests,	  and	  the	  relationship	  between	  their	  note-­‐taking	  patterns	  and	  their	  interaction	  with	  visuals	  during	  the	  test.	  Insights	  about	  such	  relationship	  could	  be	  gained	  from	  eye-­‐tracking	  studies	  that	  provide	  test-­‐takers	  with	  an	  option	  to	  take	  notes	  on	  a	  computer	  screen	  during	  media-­‐enhanced	  L2	  listening	  assessment.	  Implementing	  computer-­‐based	  note-­‐taking	  in	  test	  design	  would	  most	  likely	  result	  in	  fewer	  interruptions	  in	  the	  recordings	  of	  the	  participants’	  eye	  movements,	  but	  it	  should	  be	  done	  only	  if	  note-­‐taking	  on	  a	  computer	  reflects	  the	  target	  language	  use	  situation.	  	  Furthermore,	  the	  use	  of	  more	  advanced	  and	  robust	  eye-­‐tracking	  systems	  would	  allow	  for	  gathering	  not	  only	  the	  data	  about	  L2	  learners’	  viewing	  of	  visuals	  in	  general,	  but	  also	  the	  data	  about	  their	  eye	  movements	  pertaining	  to	  particular	  aspects	  of	  visuals	  such	  as	  the	  speaker’s	  face,	  hand	  gestures,	  or	  specific	  elements	  of	  visual	  aids	  displayed	  on	  the	  screen.	  Such	  detailed	  information	  about	  L2	  learners’	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viewing	  patterns	  can	  enable	  researchers	  to	  scrutinize	  how	  the	  learners	  use	  specific	  aspects	  of	  visual	  information—rather	  than	  visuals	  in	  general—during	  media-­‐enhanced	  L2	  listening	  assessment.	  It	  should	  be	  noted	  that	  obtaining	  eye-­‐tracking	  data	  at	  such	  a	  fine	  level	  of	  granularity	  would	  require	  eye-­‐trackers	  with	  the	  data	  sampling	  rate	  of	  at	  least	  250-­‐500	  Hz	  and	  software	  for	  creating	  areas	  of	  interest	  in	  dynamic	  media	  (e.g.,	  Dynamic	  Media	  Module	  developed	  by	  iMotions).	  	  Finally,	  future	  research	  should	  consider	  exploring	  L2	  learners’	  use	  of	  visuals	  by	  combining	  eye	  tracking	  with	  electroencephalography	  (EEG),	  functional	  magnetic	  resonance	  imaging	  (fMRI),	  or	  galvanic	  skin	  responses	  (GSR).	  These	  technologies	  can	  glean	  valuable	  data	  about	  L2	  learners’	  emotions,	  neural	  activity,	  and	  other	  biometrics.	  Synchronizing	  neurophysiological	  measures	  obtained	  via	  the	  above-­‐mentioned	  technologies	  with	  eye-­‐tracking	  measures	  and	  analyzing	  them	  in	  a	  triangulation	  design	  can	  create	  new	  affordances	  for	  research	  in	  this	  area	  and	  yield	  information	  not	  only	  about	  the	  participants’	  eye	  movements,	  but	  also	  about	  their	  neural,	  subconscious	  responses	  to	  visual	  stimuli.	  	  
Research	  on	  new	  dimensions	  of	  visuals.	  The	  last	  group	  of	  ideas	  for	  future	  research	  suggests	  that	  scholars	  should	  move	  beyond	  the	  limitations	  of	  the	  context-­‐content	  distinction	  and	  consider	  exploring	  other	  dimensions	  of	  visuals.	  For	  example,	  research	  is	  needed	  to	  explore	  how,	  and	  if,	  visuals	  with	  different	  levels	  of	  rhetorical	  aptness	  affect	  L2	  learners’	  test	  performance	  and	  viewing	  behavior.	  Should	  researchers	  decide	  to	  use	  the	  multidimensional	  taxonomy	  of	  visuals	  proposed	  in	  this	  chapter,	  they	  would	  first	  need	  to	  validate	  and	  verify	  it.	  Depending	  on	  the	  types	  of	  listening	  tests	  used	  in	  the	  future,	  the	  classification	  of	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visuals	  might	  require	  further	  extension	  to	  include	  new	  dimensions,	  such	  as	  the	  
degree	  of	  interaction	  between	  the	  test-­‐taker	  and	  the	  visual	  input,	  as	  well	  as	  the	  operationalization	  of	  the	  new	  types	  of	  visuals.	  Although	  fully	  operational	  interactive	  media-­‐enhanced	  L2	  listening	  tests	  do	  not	  seem	  to	  exist	  yet,	  future	  advances	  in	  technology	  may	  create	  affordances	  for	  L2	  test-­‐takers	  to	  interact	  with	  the	  visual	  content	  during	  L2	  listening	  assessment.	  This	  can	  be	  achieved	  by	  enhancing	  L2	  listening	  tests	  with	  technology	  that	  would	  enable	  each	  test-­‐taker	  to	  liaise	  with	  others.	  For	  instance,	  in	  an	  online	  webinar,	  L2	  learners	  can	  not	  only	  watch	  dynamic	  visual	  content	  delivered	  via	  a	  combination	  of	  PowerPoint	  slides	  interspersed	  with	  short	  video	  clips	  and	  images,	  but—depending	  on	  the	  way	  the	  course	  is	  set	  up—they	  can	  also	  see	  the	  talking	  head	  of	  the	  speaker,	  chat	  with	  the	  speaker	  and	  other	  participants,	  and	  perform	  various	  mini	  tasks	  provided	  by	  the	  speaker.	  The	  inclusion	  of	  such	  webinar-­‐like	  formats	  in	  L2	  listening	  tests	  would	  discourage	  passive	  listening	  and	  promote	  active,	  or	  rather	  interactive,	  listening.	  Combined	  with	  integrated	  assessment	  tasks,	  interactive	  listening	  can	  contribute	  to	  the	  authenticity	  of	  tasks	  that	  are	  designed	  to	  measure	  L2	  learners’	  ability	  to	  listen	  and	  respond	  in	  the	  target	  language	  use	  situation.	  	  
Conclusion	  This	  dissertation	  introduces	  an	  innovative	  approach	  that	  employs	  eye-­‐tracking	  technology	  for	  exploring	  L2	  learners’	  interaction	  with	  visuals	  during	  video-­‐mediated	  L2	  academic	  listening	  assessment.	  By	  triangulating	  eye-­‐tracking	  data	  with	  retrospective	  verbal	  data	  and	  test	  performance	  data,	  the	  study	  presents	  evidence	  about	  how,	  why,	  and	  to	  what	  extent	  L2	  learners	  use	  visual	  information	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from	  the	  videos	  in	  the	  test.	  It	  is	  also	  the	  first	  study	  that	  compares	  the	  effects	  of	  two	  types	  of	  videos—namely,	  context	  videos	  and	  content	  videos—on	  L2	  learners’	  listening	  test	  performance.	  	  The	  results	  of	  this	  study	  make	  an	  important	  contribution	  to	  the	  field	  of	  language	  testing	  and,	  in	  particular,	  to	  the	  body	  of	  research	  on	  the	  use	  of	  visuals	  in	  L2	  listening	  assessment.	  In	  particular,	  the	  results	  revealed	  differences	  in	  the	  way	  L2	  learners	  viewed	  context	  and	  content	  videos	  while	  taking	  the	  VALT,	  even	  though	  in	  this	  study	  the	  differences	  in	  viewing	  did	  not	  result	  in	  a	  detectable	  difference	  in	  scores	  on	  the	  two	  subtests.	  In	  other	  words,	  the	  use	  of	  eye-­‐tracking	  technology	  was	  essential	  for	  detecting	  the	  different	  effects	  of	  the	  content	  and	  context	  visuals.	  The	  study	  also	  provides	  novel	  insights	  into	  L2	  learners’	  emic	  perspectives	  regarding	  the	  aspects	  of	  visual	  information	  that	  they	  find	  helpful	  and	  the	  aspects	  that	  they	  find	  distracting,	  as	  well	  as	  the	  reasons	  why	  they	  find	  them	  helpful	  and/or	  distracting.	  Notwithstanding	  some	  of	  the	  methodological	  limitations	  of	  this	  study,	  the	  obtained	  results	  offer	  important	  practical	  and	  theoretical	  implications	  for	  teaching	  and	  assessing	  L2	  listening,	  and	  outline	  directions	  for	  future	  research	  on	  media-­‐enhanced	  L2	  listening	  assessment.	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APPENDIX	  A	  
	  
Lecture	  Transcripts	  and	  Test	  Items	  from	  the	  Video-­‐based	  Academic	  
Listening	  Test	  	  	  
Part	  1:	  Psychology	  (Context	  video)	  URL:	  http://www.youtube.com/watch?v=vg01Q1BI4WM	  	  Yale	  University,	  Psychology	  110,	  Lecture	  2,	  Foundations:	  This	  Is	  Your	  Brain	  Taught	  by	  Professor	  Paul	  Bloom	  in	  Spring	  2007	  Time	  in	  the	  video:	  19:28-­‐22:35	  (total	  3:07)	  Topic	  of	  the	  video	  clip:	  Neurons	  	  So,	  one	  of	  the	  discoveries	  of	  psychology	  is	  that	  the	  basic	  unit	  of	  the	  brain	  appears	  to	  be	  the	  neuron.	  The	  neuron	  is	  the	  specific	  sort	  of	  cell,	  and	  the	  neuron	  has	  three	  major	  parts,	  as	  you	  could	  see	  illustrated	  here.	  Neurons	  actually	  look	  quite	  different	  from	  one	  another,	  but	  this	  is	  the	  typical	  one.	  There	  are	  the	  dendrites,	  these	  little	  tentacles	  here,	  and	  the	  dendrites	  get	  signals	  from	  other	  neurons.	  Now	  these	  signals	  can	  be	  either	  excitatory,	  which	  is	  that	  they	  raise	  the	  likelihood	  that	  the	  neuron	  will	  fire,	  or	  inhibitory,	  in	  that	  they	  lower	  the	  likelihood	  that	  the	  neuron	  will	  fire.	  The	  cell	  body	  sums	  it	  up,	  and	  you	  can	  view	  it	  arithmetically:	  the	  excitatory	  signals	  are	  pluses,	  the	  inhibitory	  ones	  are	  minuses,	  and	  then	  if	  you	  get	  a	  certain	  number,	  plus	  60	  or	  something,	  the	  neuron	  will	  fire.	  And	  it	  fires	  along	  the	  axon,	  the	  thing	  to	  the	  right.	  The	  axon	  is	  much	  longer	  than	  the	  dendrites,	  and	  in	  fact	  some	  axons	  are	  many	  feet	  long.	  There	  is	  an	  axon	  leading	  from	  your	  spinal	  cord	  to	  your	  big	  toe,	  for	  instance.	  It	  is	  so	  shocking	  the	  lights	  go	  out…	  Surrounded,	  surrounding—to	  complete	  a	  mechanical	  metaphor	  that	  would	  have	  led	  Descartes	  to	  despair,	  thank	  you,	  Colin—surrounding	  the	  axon	  is	  a	  Myelin	  sheath,	  which	  is	  actually	  just	  insulation—it	  helps	  the	  firing	  work	  quicker.	  So	  here	  is	  some	  facts	  about	  neurons:	  there	  are	  a	  lot	  of	  them,	  about	  a	  thousand	  billion	  of	  them,	  and	  each	  neuron	  can	  be	  connected	  to	  around	  thousands,	  perhaps	  tens	  of	  thousands	  other	  neurons.	  So,	  it’s	  an	  extraordinarily	  complicated	  computing	  device.	  	  	  Neurons	  come	  in	  three	  flavors.	  There	  are	  sensory	  neurons,	  which	  take	  information	  from	  the	  world.	  So	  as	  you	  see	  me,	  for	  instance,	  there	  are	  neurons	  firing	  from	  your	  retina	  sending	  signals	  to	  your	  brain.	  There	  are	  motor	  neurons.	  If	  you	  decide	  to	  raise	  your	  hand,	  those	  are	  motor	  neurons	  telling	  the	  muscles	  what	  to	  do.	  And	  there	  are	  interneurons,	  which	  connect	  the	  two,	  and	  basically	  the	  interneurons	  do	  the	  thinking.	  They	  make	  the	  connection	  between	  sensation	  and	  action.	  It	  used	  to	  be	  believed	  -­‐	  and	  this	  is	  sort	  of	  thing	  I	  would,	  when	  I	  taught	  this	  course	  many	  years	  ago,	  I	  would	  lecture	  on	  –	  that	  neurons	  do	  not	  grow	  back	  once	  you	  lose	  them,	  you	  never	  get	  them	  back.	  This	  is	  actually	  not	  true.	  There	  are	  parts	  of	  the	  brain	  in	  which	  neurons	  can	  re-­‐grow.	  	  	  One	  interesting	  thing	  about	  neurons	  is	  a	  neuron	  is	  like	  a	  gun:	  it	  either	  fires	  or	  it	  doesn’t,	  it’s	  all	  or	  nothing.	  If	  you	  squeeze	  the	  trigger	  of	  a	  gun	  really	  hard	  and	  really	  fast,	  it	  doesn’t	  fire	  any	  faster	  or	  harder	  than	  if	  you	  just	  squeezed	  it	  gently.	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Questions	  for	  Part	  1	  	  Question	  1:	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  
a) To	  describe	  the	  structure	  and	  functions	  of	  neurons1.	  b) To	  argue	  that	  neurons	  can	  change	  their	  length	  and	  quantity.	  c) To	  explain	  the	  importance	  of	  neurons	  in	  the	  body	  signals.	  d) To	  demonstrate	  that	  neurons	  are	  similar	  to	  other	  brain	  cells.	  	  Question	  2:	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  neurons?	  a) Neurons	  send	  sixty	  types	  of	  signals	  to	  the	  body.	  
b) Neurons	  consist	  of	  three	  major	  components.	  c) Neurons	  do	  not	  affect	  the	  work	  of	  muscles.	  d) Neurons	  do	  not	  regrow	  in	  the	  brain	  once	  they	  are	  lost.	  	  Question	  3:	  What	  was	  one	  piece	  of	  information	  given	  about	  the	  dendrites?	  a) They	  can	  insulate	  a	  Myelin	  sheath.	  
b) They	  receive	  excitatory	  or	  inhibitory	  signals.	  c) They	  can	  connect	  sensation	  and	  action.	  d) They	  have	  the	  same	  length	  as	  axons.	  	  Question	  4:	  	  The	  professor	  compares	  a	  neuron	  to	  a	  gun	  to	  show	  that	  ___________	  a) neurons	  rely	  on	  quick	  chemical	  reactions.	  b) neurons	  can	  fire	  as	  fast	  as	  guns.	  
c) neurons	  either	  fire	  or	  they	  do	  not.	  d) neurons	  are	  as	  powerful	  as	  guns.	  	  Question	  5:	  	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  axons?	  	  
a) Axons	  are	  surrounded	  by	  a	  Myelin	  sheath.	  b) Axons	  look	  similar	  to	  the	  dendrites.	  c) Axons	  can	  be	  sensory	  and	  motor.	  d) Axons	  grow	  when	  neurons	  are	  inactive.	  
	  
	  
	  
	  
	  
	  
	  
                                                
1 Note.	  Keys	  (i.e.,	  correct	  answers)	  are	  in	  bold.	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Part	  2:	  Astrophysics	  (Content	  video)	  URL:	  http://www.youtube.com/watch?v=ZiK4lg3Tzfs	  	  	  Yale	  University,	  Astrophysics	  160:	  Frontiers/Controversies	  in	  Astrophysics,	  Lecture	  2:	  Planetary	  orbits	  Taught	  by	  Professor	  Charles	  Bailyn	  in	  Spring	  2007	  Time	  in	  the	  video:	  6:15-­‐9:30	  (total	  3:15)	  Topic	  of	  the	  video	  clip:	  Exoplanets	  	  Let	  me	  remind	  you	  what	  we	  had	  started	  to	  talk	  about.	  The	  class	  is	  organized	  into	  three	  fairly	  specific	  topics,	  the	  first	  of	  which	  is	  extrasolar	  planets,	  planets	  around	  stars	  other	  than	  the	  Sun,	  exoplanets	  so	  called,	  that’s	  our	  topic.	  And	  one	  of	  the	  things	  that	  I	  pointed	  out	  last	  time	  is	  that	  surprisingly	  enough,	  until	  ten	  years	  ago	  none	  of	  these	  were	  known,	  and	  it’s	  only	  a	  very	  recent	  development	  that	  there	  is	  any	  actual	  evidence	  that	  these	  things	  exist.	  And	  so	  one	  question	  you	  might	  ask	  is	  why	  are	  these	  things	  so	  hard	  to	  find?	  The	  science	  fiction	  folks	  seem	  to	  have	  no	  trouble,	  they	  just	  sort	  of	  go	  around	  in	  their	  spaceships	  and	  find	  these	  things	  all	  over	  the	  place.	  And	  to	  consider	  that	  question,	  let	  me	  show	  you	  a	  picture.	  Here	  is	  a	  picture	  of	  a	  star,	  this	  is	  the	  star	  Sirius.	  It’s	  the	  brightest—it’s	  a	  blowup	  obviously	  of	  a	  photograph	  plus	  a	  little	  photoshopped	  arrow,	  that’s	  not	  a	  celestial	  object.	  Um,	  um,	  yeah,	  so	  this	  is	  a	  blowup	  of	  a	  photograph	  of	  the	  star	  Sirius.	  Sirius	  is	  the	  brightest	  star	  in	  the	  sky,	  easily	  visible	  with	  a	  naked	  eye,	  in	  fact	  as	  I	  say	  the	  brightest	  star.	  It’s	  one	  of	  the	  closest	  stars,	  it’s	  a	  little	  bit	  brighter	  than	  the	  Sun	  intrinsically,	  but	  you	  know	  it’s	  ten	  light	  years	  away	  or	  so.	  And	  let	  me	  comment	  on	  a	  couple	  features	  of	  this	  picture.	  First	  of	  all,	  you	  can	  see	  the	  star	  covers	  a	  fair	  amount	  of	  area	  on	  this	  blown-­‐up	  picture,	  but	  that	  has	  nothing	  to	  do	  with	  the	  actual	  size	  or	  shape	  of	  the	  star	  itself.	  It’s	  not	  like	  it’s	  a	  big	  round	  ball	  with	  spikes	  coming	  off	  it,	  that’s	  not	  what’s	  happening.	  In	  fact,	  if	  you	  had	  perfect	  optics	  and	  perfect	  vision,	  the	  star	  would	  be	  a	  point	  basically	  so	  small	  you	  couldn’t	  resolve	  it	  right	  in	  the	  middle	  here.	  That’s	  the	  physical	  extent	  of	  the	  star	  at	  this	  scale	  is	  something	  like	  this,	  and	  you	  wouldn’t	  be	  able	  to	  see	  it	  at	  all.	  The	  reason	  it’s	  extended	  is	  for	  two	  reasons.	  First	  of	  all,	  the	  atmosphere	  distorts	  –	  this	  was	  a	  ground-­‐based	  picture	  –	  the	  atmosphere	  distorts	  how	  you	  see	  the	  star,	  and	  in	  particular	  it’s	  like	  looking	  up	  from	  the	  bottom	  of	  the	  swimming	  pool.	  There’s	  distortion	  in	  the	  atmosphere	  and	  it	  makes	  the	  star	  seem	  to	  jump	  around,	  and	  so	  if	  you	  take	  a	  long	  photographic	  exposure	  of	  something,	  the	  star	  has	  been	  jumping	  around	  during	  the	  exposure	  and	  it	  smears	  out	  the	  image.	  Plus	  also	  the	  optics	  of	  the	  telescope	  aren’t	  perfect	  and	  these	  spiky	  things	  here	  are	  due	  to	  the	  optics	  of	  the	  telescope.	  This	  sort	  of,	  there	  are	  all	  these	  spikes	  and	  that	  has	  to	  do	  with	  how	  one	  of	  the	  mirrors	  of	  the	  telescope	  is	  held	  up,	  and	  so	  the	  combination	  of	  optics	  and	  atmosphere	  sort	  of	  spreads	  out	  the	  light	  by	  a	  whole	  bunch.	  This	  is	  always	  the	  case,	  even	  when	  you	  are	  doing	  observations	  from	  space.	  	  	  Now	  the	  little	  arrow	  here	  is	  pointing	  at	  a	  little	  bump	  off	  on	  the	  side,	  which	  you	  might	  not	  have	  thought	  anything	  more	  of	  than	  you	  did	  about	  these	  spikes.	  But	  in	  fact,	  that’s	  not	  a	  property	  of	  optics,	  there’s	  actually	  something	  there-­‐-­‐that’s	  an	  object	  in	  orbit	  around	  Sirius.	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Questions	  for	  Part	  2	  	  Question	  6:	  	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  	  a) To	  argue	  that	  it	  is	  impossible	  to	  see	  exoplanets	  from	  telescopes.	  b) To	  describe	  the	  size	  and	  shape	  of	  an	  exoplanet.	  c) To	  explain	  the	  large	  number	  of	  exoplanets	  in	  science	  fiction	  stories.	  
d) To	  show	  an	  exoplanet	  in	  orbit	  around	  a	  nearby	  star.	  	  Question	  7:	  	  What	  was	  one	  piece	  of	  information	  given	  about	  exoplanets?	  a) Exoplanets	  are	  different	  from	  planets	  in	  our	  galaxy.	  
b) Exoplanets	  were	  discovered	  only	  a	  decade	  ago.	  c) Exoplanets	  are	  visible	  with	  a	  naked	  eye.	  d) Exoplanets	  were	  first	  found	  near	  the	  star	  Sirius.	  	  Question	  8:	  According	  to	  the	  lecture,	  which	  of	  the	  following	  is	  true	  about	  Sirius?	  	  a) It	  is	  a	  unique	  star	  because	  of	  the	  spikes.	  b) It	  is	  the	  largest	  star	  in	  our	  galaxy.	  
c) It	  is	  the	  brightest	  star	  in	  the	  sky.	  d) It	  is	  believed	  to	  have	  an	  atmosphere.	  	  Question	  9:	  	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  the	  spikes	  around	  Sirius?	  a) The	  spikes	  can	  predict	  the	  size	  and	  shape	  of	  an	  exoplanet’s	  orbit.	  
b) The	  spikes	  are	  caused	  by	  the	  optics	  of	  the	  telescope.	  c) The	  spikes	  indicate	  that	  there	  is	  an	  exoplanet	  near	  Sirius.	  d) The	  spikes	  show	  that	  Sirius	  has	  a	  bright	  atmosphere.	  	  Question	  10:	  	  For	  what	  reason	  did	  the	  professor	  mention	  a	  swimming	  pool	  in	  his	  lecture?	  
a) To	  illustrate	  how	  an	  atmosphere	  can	  distort	  what	  we	  see.	  b) To	  argue	  that	  water	  and	  the	  atmosphere	  are	  related	  to	  each	  other.	  c) To	  explain	  how	  the	  lenses	  in	  a	  telescope	  bend	  light.	  d) To	  show	  how	  bodies	  in	  water	  can	  appear	  distorted.	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Part	  3:	  Political	  Science	  (Context	  video)	  URL:	  http://www.youtube.com/watch?v=fS16-­‐tI5Zxk	  	  Yale	  University,	  Political	  Science	  118:	  Moral	  Foundations	  of	  Politics,	  Lecture	  3:	  Natural	  law	  roots	  of	  the	  social	  contract	  tradition	  Taught	  by	  Professor	  Ian	  Shapiro	  in	  Spring	  2010	  Time	  in	  the	  video:	  0:00-­‐3:32	  (total	  3:32)	  Topic	  of	  the	  video	  clip:	  Enlightenment	  	  	  We	  are	  going	  to	  start	  today	  by	  talking	  about	  the	  Enlightenment.	  And	  I	  wanna	  offer	  one	  prefatory	  caution	  about	  any	  way	  of	  dividing	  the	  history	  of	  ideas,	  any	  way	  of	  periodizing,	  if	  you	  like,	  the	  history	  of	  ideas,	  which	  is	  that	  there’s	  no	  single	  right	  way	  to	  do	  that.	  And	  indeed	  any	  way	  you	  do	  it	  obscures	  in	  some	  ways	  important	  things.	  So,	  for	  example,	  sometimes	  people	  divide	  up	  the	  history	  of	  Western	  political	  thought	  into	  the	  ancients	  and	  the	  moderns.	  And	  the	  ancients	  are	  thought	  to	  have	  certain	  characteristic	  preoccupations	  that	  changed	  around,	  sometime	  around	  the	  16th	  century	  with	  Machiavelli	  laws	  or	  in	  the	  17th	  century	  with	  some	  of	  the	  folks	  we	  are	  gonna	  be	  talking	  about	  today.	  And	  so	  we	  get	  this	  picture	  presented	  that	  there	  is	  a	  fundamental	  difference	  between	  ancients	  and	  moderns.	  On	  the	  other	  hand,	  another	  way	  of	  dividing	  up	  the	  history	  of	  the	  tradition	  is	  between	  naturalists	  and	  antinaturalists.	  So,	  naturalists	  are	  people	  who	  think	  that	  understanding	  nature	  and	  understanding	  human	  nature	  is	  the	  key	  to	  political	  theorizing;	  whereas	  antinaturalists	  look	  for	  something	  else	  whether	  it’s	  God’s	  law	  or	  transcendental	  Platonic	  forms	  or	  something	  like	  that.	  And	  so	  we	  can	  have	  a	  division	  of	  the	  tradition	  between	  naturalists	  who	  generally	  trace	  all	  the	  way	  back	  to	  Aristotle	  and	  antinaturalists	  who	  trace	  all	  the	  way	  back	  to	  Plato.	  It’s	  not	  that	  the	  distinction	  between	  naturalists	  and	  antinaturalists	  is	  better	  or	  more	  accurate	  than	  the	  distinction	  between	  ancients	  and	  moderns.	  It’s	  just	  a	  different	  kind	  of	  distinction	  that	  highlights	  different	  features	  of	  these	  thinkers	  for	  different	  purposes.	  So,	  I	  just	  say	  that	  as	  a	  caution	  because	  now	  we	  are	  focusing	  on	  the	  Enlightenment	  as	  a	  characteristic	  move	  in	  Western	  political	  thinking	  that	  really	  starts	  in	  the	  17th	  century	  and	  comes	  in	  to	  its	  own	  in	  the	  18th	  century.	  But	  I	  don’t	  want	  you	  to	  reify	  that	  idea.	  These	  Enlightenment	  thinkers	  we	  are	  talking	  about	  do	  in	  fact	  have	  important	  points	  of	  continuity	  with	  medieval	  and	  ancient	  thinkers,	  some	  of	  which	  will	  come	  up	  in	  our	  discussions.	  Nonetheless,	  I	  think	  it’s	  useful	  to	  focus	  on	  the	  Enlightenment	  as	  a	  distinctive	  turn	  in	  Western	  political	  thinking,	  and	  that’s	  gonna	  structure	  our	  discussion	  going	  forward.	  And	  the	  first	  three	  traditions	  we	  are	  gonna	  consider	  in	  this	  course,	  namely	  Utilitarianism,	  Marxism,	  and	  the	  social	  contract	  are	  all	  variants	  of	  Enlightenment	  thinking.	  But	  before	  we	  get	  into	  the	  nitty-­‐gritty	  of	  those	  traditions,	  I	  want	  us	  today	  to	  take	  a	  step	  back	  and	  think	  more	  generally	  about	  what	  the	  Enlightenment	  was,	  what	  this	  Enlightenment	  move	  is	  that	  I	  am	  pointing	  to	  as	  setting	  the	  outer	  philosophical	  boundaries	  of	  these	  first	  three	  traditions	  that	  we	  are	  going	  to	  be	  considering	  starting	  next	  Wednesday.	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Questions	  for	  Part	  3	  	  Question	  11:	  	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  a) To	  analyze	  the	  differences	  between	  the	  naturalists	  and	  the	  antinaturalists.	  
b) To	  argue	  that	  the	  history	  of	  political	  theory	  can	  be	  divided	  in	  multiple	  
ways.	  c) To	  describe	  philosophies	  that	  can	  be	  traced	  back	  to	  Plato.	  d) To	  evaluate	  the	  philosophical	  boundaries	  of	  Western	  political	  thinking.	  	  	  Question	  12:	  What	  was	  one	  piece	  of	  information	  given	  about	  naturalists?	  a) They	  were	  supporters	  of	  Machiavelli	  laws.	  b) They	  believed	  that	  God	  created	  everything.	  
c) They	  based	  their	  views	  on	  Aristotle’s	  ideas.	  	  d) They	  started	  to	  appear	  in	  the	  17th	  century.	  	  	  	  	  Question	  13:	  	  According	  to	  the	  lecture,	  which	  of	  the	  following	  is	  true	  about	  the	  division	  of	  thought	  into	  naturalists-­‐antinaturalists	  versus	  ancients-­‐moderns?	  a) Both	  were	  displaced	  by	  Enlightenment	  thinking.	  b) Neither	  has	  proven	  to	  be	  accurate.	  c) Both	  have	  similar	  purposes	  
d) Neither	  is	  better	  than	  the	  other.	  	  Question	  14:	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  the	  Enlightenment	  thinkers?	  	  
a) Their	  views	  evolved	  from	  the	  views	  of	  ancient	  thinkers.	  b) They	  reconciled	  the	  differences	  between	  naturalists	  and	  antinaturalists.	  c) They	  distinguished	  themselves	  from	  Western	  political	  thinkers.	  d) Their	  purpose	  was	  to	  understand	  human	  nature	  and	  God.	  	  Question	  15:	  According	  to	  the	  lecture,	  which	  of	  the	  following	  is	  true	  about	  Utilitarianism?	  a) It	  traces	  all	  the	  way	  back	  to	  Plato	  and	  Aristotle.	  	  
b) It	  was	  part	  of	  the	  Enlightenment	  movement.	  c) It	  advocated	  the	  ideas	  and	  traditions	  of	  Marxism.	  d) It	  set	  the	  boundaries	  of	  Western	  political	  thinking.	  	  	  
	  
	  
	  
	  
	  
 
 
 
268 
Part	  4:	  Economics	  (Content	  video)	  URL:	  http://www.youtube.com/watch?v=iLpeK-­‐gQ_I8	  	  University	  of	  California	  -­‐	  Berkeley,	  Economics	  1:	  Introduction	  to	  Economics,	  Lecture	  3:	  Demand	  and	  supply	  Taught	  by	  Professor	  Kenneth	  Train	  in	  Fall	  2011	  Time	  in	  the	  video:	  9:24-­‐13:10	  (total	  3:46)	  Topic	  of	  the	  video	  clip:	  Rent	  control	  	  OK,	  so	  now	  we	  are	  gonna	  use	  these	  ideas	  for	  two	  types	  of	  intervention.	  One	  is	  price	  intervention.	  We	  are	  gonna	  use	  rent	  control	  as	  the	  example.	  What	  I	  want	  to	  show	  here,	  kind	  of	  an	  overview,	  is	  the	  reasons	  that	  economists	  are	  generally	  against	  any	  form	  of	  price	  control.	  This	  is	  one	  thing	  that	  economists	  are	  pretty	  clear	  about	  that	  price	  control	  actually	  hurts	  markets,	  and	  hurts	  consumers	  and	  producers,	  it’s	  not	  a	  good	  idea.	  However,	  I	  also	  want	  you	  to	  realize	  that	  there	  are	  no	  absolutes	  in	  this	  field,	  there	  is	  just	  better	  understanding.	  And	  there	  can	  be	  conditions	  under	  which	  you	  might	  think	  legitimately,	  knowing	  everything	  that	  could	  be	  wrong	  with	  price	  controls,	  that	  you	  still	  think	  in	  certain	  circumstances	  they	  should	  be	  there.	  I	  am	  gonna	  go	  through	  the	  arguments	  where	  those	  might	  be	  the	  case.	  I	  am	  gonna	  start	  with	  a	  standard	  argument	  against	  price	  control.	  	  	  OK,	  so,	  if	  we	  have	  rent	  control,	  I	  am	  sorry,	  a	  market	  that	  is	  a	  freely	  operating	  market,	  no	  intervention	  to	  prevent	  price	  from	  moving,	  whatever	  it	  would	  do.	  We	  would	  have	  a	  demand	  for	  housing	  and	  a	  supply	  for	  housing,	  say	  this	  is	  housing	  in	  Berkeley,	  rental	  units	  in	  Berkeley,	  and	  there	  would	  be	  some	  price	  that’s	  established	  within	  that	  market.	  The	  problem	  that	  many	  people	  would	  see	  in	  this	  situation	  that	  would	  give	  rise	  to	  rent	  control	  is	  that	  we	  think	  that	  the	  price	  is	  too	  high,	  that	  it’s	  unfairly	  too	  high,	  or	  it’s	  bad	  because	  it	  hurts	  low-­‐income	  people	  or	  whatever.	  For	  some	  reason,	  we	  feel	  that	  we	  don’t	  think	  the	  price	  is	  right,	  the	  price	  is	  good.	  However,	  what	  I	  want	  to	  show	  you	  is	  that	  actually	  the	  problems	  that	  give	  rise	  to	  this	  high	  price	  are	  exacerbated	  as	  soon	  as	  you	  try	  to	  place	  the	  price	  control	  to	  prevent	  the	  price	  from	  being	  that	  high.	  	  	  OK,	  suppose	  we’ve	  now	  instead	  passed	  a	  law	  that	  said	  you	  can’t	  charge	  more	  than	  a	  certain	  amount	  for	  rental	  units,	  ok?	  So,	  this	  is	  a	  very	  stylized	  form	  of	  rent	  control.	  Obviously,	  different	  cities	  have	  different	  kinds	  of	  rent	  control.	  In	  San	  Francisco,	  you	  can’t	  raise	  the	  rent	  after	  people	  moved	  in,	  but	  you	  can	  raise	  it	  after,	  you	  know,	  when	  a	  new	  tenant	  comes	  in.	  In	  Berkeley,	  you	  can’t	  raise	  it	  except	  under	  circumstances	  at	  all.	  So,	  it’s	  different	  things,	  but	  stylized	  you	  can	  think	  of	  it,	  we	  are	  setting	  a	  price	  that’s	  below	  what	  the	  equilibrium	  was.	  What	  is	  going	  to	  be	  the	  impact	  of	  this	  on	  the	  quantity	  transacted?	  Recall	  that	  you	  always	  have	  to	  have	  two	  parties	  to	  make	  a	  transaction,	  and	  so	  the	  quantity	  transacted	  is	  actually	  gonna	  go	  down.	  This	  is	  the	  main	  reason	  to	  feel	  that	  rent	  control	  is	  actually	  not	  a	  good	  idea.	  The	  problem	  that	  generally	  gives	  rise	  to	  rent	  control	  is	  that	  there’s	  not	  enough	  units	  available	  for	  the	  number	  of	  people	  who	  wanna	  buy	  them,	  and	  so	  the	  price	  gets	  astronomical.	  But	  what	  happens	  as	  soon	  as	  you	  apply	  rent	  control	  is	  you	  make	  that	  problem	  even	  worse:	  you	  reduce	  the	  number	  of	  units	  that	  are	  available	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on	  the	  market.	  What	  happens	  here	  is	  some	  people	  who	  are	  willing	  to	  supply	  rental	  units,	  as	  grandmother	  units	  or	  whatever,	  in	  their	  apartments	  or	  whatever,	  at	  lower	  rent,	  they	  are	  just	  not	  willing	  to	  –	  it’s	  not	  profitable,	  it’s	  not	  worth	  the	  hassle,	  and	  they	  take	  their	  units	  off	  the	  market.	  And	  so	  you	  have	  actually	  fewer	  markets,	  fewer	  units	  available	  to	  this	  mass	  of	  people	  that	  wanna	  have	  them.	  So	  the	  basic	  problem	  is	  not	  enough	  units,	  and	  by	  putting	  on	  this	  rent	  control,	  you	  make	  that	  problem	  even	  worse	  by	  having	  fewer	  units	  available.	  	  
	  
Questions	  for	  Part	  4	  Question	  16:	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  	  
a) To	  argue	  against	  using	  price	  control	  to	  regulate	  the	  economy.	  b) To	  discuss	  the	  reasons	  why	  prices	  change	  on	  a	  regular	  basis.	  	  c) To	  analyze	  the	  impact	  of	  price	  control	  on	  people	  with	  low	  income.	  d) To	  investigate	  why	  there	  is	  a	  lack	  of	  rental	  units	  in	  Berkeley.	  	  Question	  17:	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  price	  control?	  a) It	  is	  regularly	  used	  to	  reduce	  rising	  prices.	  
b) It	  can	  be	  harmful	  to	  consumers.	  	  c) It	  can	  be	  effective	  for	  regulating	  the	  housing	  market.	  	  d) It	  is	  only	  called	  for	  during	  a	  crisis.	  	  Question	  18:	  What	  was	  one	  piece	  of	  information	  given	  about	  rent	  prices	  in	  a	  freely	  operating	  market?	  a) Rent	  prices	  can	  rise	  or	  fall	  depending	  on	  a	  city	  and	  location.	  b) The	  lack	  of	  cheap	  housing	  can	  negatively	  affect	  the	  rental	  market.	  c) Rent	  prices	  can	  be	  raised	  without	  permission	  from	  the	  government.	  	  
d) The	  cost	  of	  rent	  may	  be	  unfair	  for	  people	  with	  low	  incomes.	  	  Question	  19:	  According	  to	  the	  professor,	  which	  of	  the	  following	  will	  most	  likely	  happen	  if	  the	  rental	  market	  comes	  under	  price	  control?	  a) Finding	  cheap	  apartments	  will	  be	  an	  easy	  process.	  
b) The	  number	  of	  available	  rental	  units	  on	  the	  market	  will	  decrease.	  c) Rental	  business	  will	  further	  develop	  and	  become	  more	  profitable.	  d) More	  rental	  properties	  will	  be	  constructed.	  	  	  Question	  20:	  	  According	  to	  the	  lecture,	  how	  are	  demand,	  supply,	  and	  price	  related	  in	  a	  price-­‐controlled	  market?	  	  a) When	  the	  supply	  rises,	  the	  price	  and	  the	  demand	  fall.	  b) When	  the	  demand	  falls,	  the	  price	  and	  the	  supply	  rise.	  c) The	  demand	  is	  affected	  by	  the	  supply	  but	  not	  by	  the	  price.	  
d) The	  supply	  is	  affected	  by	  the	  price	  but	  not	  by	  the	  demand.	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Part	  5:	  Philosophy	  (Context	  video)	  URL:	  http://www.youtube.com/watch?v=GR63MMAi-­‐fs	  	  Yale	  University,	  Philosophy	  176:	  Death,	  Lecture	  3:	  Arguments	  for	  the	  existence	  of	  the	  soul	  Taught	  by	  Professor	  Shelly	  Kagan	  in	  Spring	  2007	  Time	  in	  the	  video:	  0:00-­‐3:42	  (total	  3:42)	  Topic	  of	  the	  video	  clip:	  The	  P-­‐functioning	  body	  	  	  Today	  we	  are	  going	  to	  take	  up	  the	  discussion	  where	  we	  left	  it	  last	  time.	  We	  were	  talking	  about	  two	  main	  positions	  with	  regard	  to	  the	  question	  “What	  is	  a	  person?”	  On	  one	  hand,	  we	  have	  the	  dualist	  view	  -­‐	  that’s	  the	  view	  that	  we	  spent	  a	  fair	  bit	  of	  time	  sketching	  last	  meeting	  –	  the	  dualist	  view,	  according	  to	  which	  a	  person	  is	  a	  body	  and	  a	  soul,	  or	  perhaps	  strictly	  speaking	  what	  we	  should	  say	  is	  the	  only	  part	  that’s	  essential	  to	  the	  person	  is	  the	  soul,	  though	  it’s	  got	  a	  rather	  intimate	  connection	  to	  a	  particular	  body.	  That’s	  the	  dualist	  view.	  And	  in	  contrast	  to	  that	  we’ve	  got	  the	  physicalist	  view,	  according	  to	  which	  there	  are	  just	  bodies.	  A	  person	  is	  just	  a	  body,	  as	  we	  might	  put	  it.	  Now	  the	  crucial	  point	  here,	  the	  point	  that	  I	  was	  turning	  to	  as	  we	  ended	  last	  time,	  is	  that	  although	  a	  person	  on	  the	  physicalist	  view	  is	  just	  a	  body,	  a	  person	  isn’t	  just	  any	  old	  body,	  a	  person	  is	  a	  body	  that	  can	  do	  a	  certain	  array	  of,	  has	  a	  certain	  set	  of	  abilities,	  can	  do	  a	  certain	  array	  of	  activities.	  People	  are	  bodies	  that	  can	  think,	  that	  can	  communicate,	  that	  are	  rational,	  that	  can	  plan,	  that	  can	  feel	  things,	  that	  can	  be	  creative,	  and	  so	  forth	  and	  so	  on.	  Now	  we	  might	  argue	  about	  what’s	  the	  exact	  best	  list	  of	  those	  abilities.	  For	  our	  purposes	  I	  think	  that	  won’t	  be	  crucial.	  And	  so	  I’ll	  sometimes	  talk	  about	  this	  set	  of	  abilities	  without	  actually	  having	  a	  canonical	  list.	  You	  know,	  just	  think	  of	  them	  as	  the	  set	  of	  abilities	  that	  people	  have,	  the	  things	  that	  we	  can	  do	  that,	  well,	  other	  physical	  objects,	  you	  know,	  chalk,	  radios,	  cars,	  those	  things	  can’t	  do.	  Call	  those	  the	  abilities	  that	  make	  something	  a	  person.	  To	  just	  introduce	  a	  piece	  of	  jargon,	  we	  could	  call	  those	  the	  “p”	  abilities,	  p	  for	  person.	  Or	  we	  could	  talk	  about	  the	  various	  kinds	  of	  ways…	  This	  is	  the	  physicalist	  way	  of	  thinking	  about	  it,	  according	  to	  physicalist,	  a	  person	  is	  just	  a	  body	  that	  has	  the	  ability	  to	  fulfill	  the	  various	  p	  functions.	  And	  we	  can	  talk	  then	  about	  a	  person	  as	  a	  p-­‐functioning	  body.	  Or	  we	  could	  say	  that	  a	  person	  is	  a	  body	  that	  is	  p-­‐functioning.	  It’s	  important	  to	  see	  that	  the	  idea	  is,	  although	  it’s	  a	  body,	  it’s	  not	  just	  any	  old	  body,	  and	  indeed	  it’s	  not	  just	  any	  old	  human	  body.	  After	  all,	  you	  rip	  out	  your	  gun,	  shoot	  me	  in	  the	  heart,	  I	  bleed	  to	  death.	  Well,	  we	  still	  have	  a	  human	  body	  in	  front	  of	  us,	  but	  we	  don’t	  have	  a	  p-­‐functioning	  body,	  we	  don’t	  have	  a	  body	  that’s	  able	  to	  think,	  a	  body	  that’s	  able	  to	  plan,	  to	  communicate,	  to	  be	  creative,	  to	  have	  goals.	  So,	  the	  crucial	  thing	  about	  having	  a	  person	  is	  having	  a	  p-­‐functioning	  body.	  	  	  Now	  what’s	  a	  mind	  on	  this	  view?	  On	  the	  physicalist	  view	  –	  it’s	  still	  perfectly	  legitimate	  to	  talk	  about	  minds.	  The	  point	  though	  is	  that	  from	  the	  physicalist	  perspective	  the	  best	  thing	  to	  say	  is	  talk	  about	  a	  mind	  is	  a	  way	  of	  talking	  about	  these	  various	  mental	  abilities	  of	  the	  body,	  a	  way…	  um	  we,	  we	  nominalize	  it,	  we	  talk	  about	  using	  a	  noun,	  the	  mind.	  But	  talk	  of	  the	  mind	  is	  just	  a	  way	  of	  talking	  about	  these	  abilities	  that	  the	  body	  has,	  when	  it’s	  functioning	  properly.	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Questions	  for	  Part	  5	  	  Question	  21:	  	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  a) To	  imply	  that	  the	  physicalist	  view	  is	  inferior	  to	  the	  dualist	  view.	  b) To	  analyze	  various	  abilities	  of	  a	  human	  body	  and	  mind.	  
c) To	  introduce	  the	  physicalist’s	  view	  on	  what	  a	  person	  is.	  	  d) To	  contrast	  the	  dualist	  and	  the	  physicalist	  views	  of	  mind.	  	  	  Question	  22:	  	  According	  to	  the	  professor,	  from	  the	  dualist	  perspective	  what	  is	  a	  person?	  
a) A	  person	  is	  a	  soul	  that	  is	  connected	  with	  a	  body.	  b) A	  person	  is	  a	  physical	  object	  that	  can	  talk	  .	  c) A	  person	  is	  a	  body	  capable	  of	  rational	  thinking.	  d) A	  person	  is	  a	  soul	  that	  performs	  various	  functions.	  	  	  	  Question	  23:	  What	  was	  one	  piece	  of	  information	  given	  about	  the	  physicalists?	  a) They	  support	  the	  existence	  of	  a	  human	  soul.	  b) They	  expand	  the	  findings	  of	  cognitive	  science.	  
c) They	  believe	  a	  person	  has	  mental	  abilities.	  d) They	  perceive	  any	  physical	  object	  as	  a	  person.	  	  Question	  24:	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  a	  p-­‐functioning	  body?	  a) A	  p-­‐functioning	  body	  can	  refer	  to	  any	  existing	  human	  body.	  
b) A	  p-­‐functioning	  body	  is	  a	  human	  body	  that	  can	  talk	  and	  think.	  	  c) A	  p-­‐functioning	  body	  can	  be	  described	  by	  a	  canonical	  hierarchy	  of	  p	  functions.	  d) In	  a	  p-­‐functioning	  body,	  mind	  is	  an	  illusion	  that	  emerges	  from	  p	  functions.	  	  Question	  25:	  	  What	  was	  one	  piece	  of	  information	  given	  about	  a	  mind?	  a) A	  mind	  differs	  from	  a	  soul	  in	  several	  important	  ways.	  
b) A	  mind	  performs	  the	  p	  functions	  of	  a	  body.	  c) A	  mind	  analyzes	  the	  information	  received	  from	  a	  body.	  d) A	  mind	  functions	  as	  a	  link	  between	  a	  body	  and	  a	  soul.	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Part	  6:	  Biology	  (Content	  video)	  URL:	  http://www.youtube.com/watch?v=B6Z1Trj369E	  	  University	  of	  California	  -­‐	  Berkeley,	  Biology	  1B:	  General	  Biology,	  Lecture	  1:	  Introduction/Fungi	  Taught	  by	  Professor	  Lewis	  Feldman	  in	  Spring	  2010	  Time	  in	  the	  video:	  46:05-­‐49:59	  (total	  3:54)	  Topic	  of	  the	  video	  clip:	  Mushroom	  structure	  	  This	  structure,	  which	  most	  of	  you	  know	  of	  as	  a	  mushroom,	  is	  a	  fungus.	  And	  if	  we	  cut	  the	  mushroom	  down	  the	  center,	  and	  we	  could	  take	  a	  microscope	  and	  look	  at	  what	  the	  mushroom	  is	  made	  up	  of,	  we	  would	  find	  that	  this	  stock	  and	  this	  cap	  and,	  indeed,	  most	  of	  the	  fungus	  is	  made	  up	  of	  filaments,	  hyphae,	  which	  are	  compressed	  together,	  and	  which	  make	  up	  this	  entire	  structure,	  which	  we	  call	  a	  mushroom—many-­‐many	  hyphae,	  many-­‐many	  filaments.	  So,	  let’s	  look	  a	  little	  bit	  at	  this	  mushroom	  in	  the	  soil,	  let’s	  look	  at	  what	  it	  is	  attached	  to	  and	  what	  forms	  it.	  And	  if	  we	  look	  at	  the	  typical	  mushroom,	  here	  is	  the	  structure	  I	  just	  showed	  you,	  the	  mushroom.	  And	  I	  said	  that	  it	  is	  made	  up	  of	  lots	  of	  filaments,	  lots	  of	  hyphae,	  and	  that	  makes	  up	  the	  entire	  body.	  And	  it’s	  connected	  to	  the	  ground.	  And	  if	  we	  look	  a	  little	  more	  closely	  at	  this	  particular	  mushroom,	  it’s	  just	  not	  sitting	  on	  the	  ground,	  it	  is	  connected	  to	  many-­‐many,	  in	  fact	  to	  a	  large	  mycelium,	  a	  large	  mycelium	  in	  the	  ground.	  And	  indeed,	  most	  of	  the	  mass,	  most	  of	  the	  biomass,	  most	  of	  the	  organism	  that	  we	  call	  a	  mushroom	  is	  below	  ground.	  We	  only	  see	  the	  top	  portion	  of	  the	  mushroom	  when	  it	  is	  produced	  from	  the	  mycelium,	  and	  we’ll	  talk	  about	  that	  a	  little	  more	  next	  time.	  So,	  when	  you	  remove	  a	  mushroom,	  when	  you	  harvest	  it,	  you	  are	  leaving	  most	  of	  the	  organism	  in	  the	  ground,	  and	  that	  same	  spot	  would	  make	  more	  mushrooms	  presumably	  as	  long	  as	  it	  wasn’t	  killed	  next	  year.	  This	  mycelium,	  what	  is	  it	  doing?	  It	  is	  sitting	  in	  the	  ground,	  and	  it	  is	  absorbing,	  it	  is	  secreting	  enzymes,	  and	  it	  is	  absorbing	  nutrients	  from	  the	  soil,	  and	  transferring	  those	  nutrients	  presumably	  up	  to	  the	  structure	  that	  we	  call	  a	  mushroom.	  	  	  Now,	  I	  want	  to	  just	  introduce	  you	  to	  looking	  at	  one	  of	  these	  mycelia	  under	  a	  high,	  one	  of	  these	  hyphae	  under	  a	  high	  power.	  We	  are	  gonna	  just	  take	  one	  of	  these	  filaments	  now,	  and	  we	  are	  gonna	  look	  at	  it	  under	  a	  high	  power,	  and	  I	  wanna	  introduce	  you	  to	  a	  particular	  point.	  If	  we	  could	  look	  at	  the	  cells	  in	  this	  particular	  mycelium,	  we	  would	  find	  that	  each	  cell	  has	  a	  nucleus,	  nucleus.	  And	  if	  we	  look	  at	  this	  nucleus,	  measure	  its	  DNA,	  we	  would	  say	  that	  this	  cell	  –	  and	  this	  will	  take	  you	  back	  to	  probably	  a	  high-­‐school	  biology,	  you	  may	  have	  to	  look	  up	  your	  biology	  in	  a	  textbook,	  -­‐	  we	  would	  say	  that	  these	  cells	  are	  haploid—that’s	  an	  expression	  of	  how	  much	  DNA	  is	  in	  this	  cell,	  and	  it’s	  a	  relative	  number.	  And	  we	  define	  haploid,	  we	  say	  when	  a	  cell	  is	  haploid,	  we	  say	  its	  nucleus	  is	  N.	  Now	  the	  important	  term	  that	  I	  want	  to	  introduce	  you	  to	  with	  regard	  to	  the	  nucleus	  in	  the	  fungi	  –	  and	  this	  will	  take	  us	  back	  next	  time	  –	  is	  that	  in	  this	  particular	  filament	  we	  see	  each	  cell	  has	  one	  nucleus.	  And	  this	  might	  indicate	  to	  you	  that	  there	  are	  some	  cells	  with	  more	  than	  one	  nucleus.	  And	  in	  this	  particular	  state	  with	  one	  haploid	  nucleus,	  we	  call	  this	  a	  monokaryon	  –	  one	  nucleus,	  a	  monokaryon.	  And	  next	  time	  on	  Friday	  we	  will	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continue	  talking	  about	  the	  life	  cycle	  of	  the	  fungi	  beginning	  with	  this	  monokaryon	  state.	  
	  
Questions	  for	  Part	  6	  	  Question	  26:	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  	  a) To	  summarize	  the	  life	  cycle	  of	  a	  mushroom.	  b) To	  classify	  different	  types	  of	  cells	  in	  mushrooms.	  
c) To	  describe	  the	  structural	  elements	  of	  mushrooms.	  	  d) To	  introduce	  methods	  for	  analyzing	  mushrooms.	  	  Question	  27:	  	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  mushrooms?	  
a) Most	  of	  the	  mass	  of	  mushrooms	  is	  underground.	  b) Only	  certain	  mushrooms	  can	  develop	  mycelia.	  	  c) Typical	  mushrooms	  can	  have	  only	  one	  nucleus.	  d) Mushrooms	  decrease	  enzyme	  activity	  in	  the	  soil.	  	  Question	  28:	  	  What	  was	  one	  piece	  of	  information	  given	  about	  the	  life	  cycle	  of	  mushrooms?	  	  a) Large	  mushrooms	  can	  reproduce	  without	  a	  mycelium.	  b) The	  life	  cycle	  of	  mushrooms	  can	  last	  only	  for	  one	  year.	  	  c) A	  healthy	  mycelium	  can	  produce	  many	  mushrooms.	  d) Mushrooms	  can	  grow	  faster	  in	  a	  monokaryon	  state.	  	  Question	  29:	  What	  was	  one	  piece	  of	  information	  given	  about	  a	  mycelium?	  	  
a) It	  provides	  nourishment	  for	  a	  mushroom.	  b) It	  is	  killed	  when	  mushrooms	  are	  harvested.	  c) It	  connects	  the	  mushroom’s	  stock	  to	  a	  cap.	  d) It	  reduces	  the	  number	  of	  filaments	  in	  a	  mushroom.	  	  	  Question	  30:	  What	  does	  the	  professor	  suggest	  is	  true	  about	  cells	  in	  mushrooms?	  a) They	  are	  relatively	  independent	  of	  each	  other.	  
b) They	  can	  have	  more	  than	  one	  nucleus.	  c) They	  separate	  DNA	  from	  the	  filaments.	  	  d) They	  can	  grow	  with	  a	  limited	  supply	  of	  nutrients.	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APPENDIX	  B	  
	  
Post-­‐test	  Questionnaire	  	  
Instructions:	  Please	  answer	  the	  following	  questions.	  	  	   1. Your	  age:	  ______	  2. Gender:	  	  Female	  ____	  	  	  	  	  	  	  	  	  	  	  	  	  	  Male	  ____	  3. Home	  country:	  ________________________________________________________________	  4. Native	  language(s):	  _______________________________________________________________	  5. Your	  current	  student	  status:	  	  Undergraduate	  99L	  ___	  	  	  	  	  Graduate	  99L	  ___	  	  	  	  	  	  	  TESL/ALT	  ___	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  6. Your	  current	  or	  expected	  major	  at	  Iowa	  State	  University:	  _______________________________________________________________________________	  7. How	  many	  years	  have	  you	  been	  studying	  English:	  _____________	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APPENDIX	  C	  
	  
Sample	  Transcripts	  of	  Retrospective	  Verbal	  Data	  from	  Two	  Participants	  	  Participant	  23	  (ALT	  student)	  	  
Timespan	   Transcript2	  0:00.0	  -­‐	  1:20.0	  	   V1:	  What	  did	  you	  focus	  on	  when	  you	  were	  watching	  this	  video?	  1:20.0	  -­‐	  2:10.3	  	   Since	  there	  is	  no	  information	  here	  that	  can	  help	  me	  with	  answering	  any	  question,	  I	  think	  I	  just	  did	  what	  a	  normal	  human	  would	  do,	  which	  is	  focus	  on	  the	  mouth,	  because	  that's	  what	  we	  usually	  do	  when	  we	  talk	  to	  somebody,	  like	  focus	  on	  the	  face	  and	  the	  mouth,	  because	  his	  clothes	  don't	  help	  me	  at	  all.	  His	  mouth	  might	  help	  me	  in	  case	  I	  don't	  understand	  the	  word	  he	  pronounces,	  lip	  reading	  might	  be	  useful.	  	  2:10.3	  -­‐	  2:16.2	  	   V1:	  why	  do	  you	  think	  focusing	  on	  the	  lips	  is	  useful?	  How	  is	  it	  useful?	  2:16.2	  -­‐	  2:51.5	  	   Well,	  because	  if	  I	  don't	  understand	  a	  word,	  for	  example,	  when	  you	  are	  in	  a	  party,	  where	  is	  a	  lot	  of	  background	  noise	  and	  you	  can't	  exactly	  hear	  what	  the	  person	  says,	  focusing	  on	  the	  mouth	  is	  another	  clue	  to	  what	  the	  person	  said.	  So,	  if	  the	  audio	  input	  is	  not	  good	  enough,	  lip	  reading	  can	  give	  you	  a	  clue	  to	  what	  a	  person	  says.	  Or	  even	  their	  face,	  the	  expression,	  to	  see	  if	  it's	  ironic,	  you	  know,	  where	  he	  emphasizes	  the	  words,	  we	  think	  that's	  the	  question	  that's	  gonna	  pop	  up	  in	  the	  exam.	  	  2:51.5	  -­‐	  2:55.1	  	   V1:	  helpful?	  2:55.0	  -­‐	  3:07.9	  	   Not	  at	  all.	  I	  mean	  I	  like	  looking	  at	  a	  human,	  so	  that's	  the	  only	  thing.	  	  3:07.9	  -­‐	  3:10.1	  	   V1:	  comprehending	  video	  vs.	  audio?	  3:10.1	  -­‐	  3:47.9	  	   I	  personally	  prefer	  watching	  a	  video	  because	  it's	  more	  realistic.	  Since	  I	  am	  a	  student,	  that's	  what	  I	  am	  used	  to,	  like	  looking	  at	  teachers	  as	  they	  are	  explaining.	  And	  some	  teachers,	  they	  really	  move	  their	  hands	  a	  lot	  and	  their	  movements	  are	  interesting,	  so	  it's	  another	  reason	  for	  me	  to	  
                                                
2 Note.	  Each	  turn	  starting	  with	  Q	  (question)	  or	  V	  (video)	  indicates	  the	  researcher’s	  questions.	  Because	  the	  researcher	  was	  asking	  each	  participant	  similar	  questions,	  many	  of	  these	  questions	  were	  transcribed	  using	  key	  phrases	  rather	  than	  full,	  verbatim	  sentences	  to	  save	  time	  during	  the	  transcription	  process.	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pay	  attention,	  instead	  of	  just	  listening	  to	  somebody.	  It's	  somehow	  keeps	  me	  awake,	  if	  I	  watch	  somebody	  doing	  stuff	  instead	  of	  just	  listening.	  	  3:47.9	  -­‐	  3:53.0	  	   V1:	  so	  you	  find	  this	  type	  of	  video	  engaging?	  3:52.9	  -­‐	  3:55.7	  	   Something	  like	  that.	  I	  would	  say	  it's	  a	  little	  better.	  	  3:55.6	  -­‐	  4:00.6	  	   V1:	  do	  you	  think	  it	  affects	  your	  listening	  comprehension	  or	  not?	  This	  specific	  video...	  4:00.6	  -­‐	  4:04.2	  	   Not	  really.	  	  4:04.2	  -­‐	  4:07.7	  	   V1:	  distracting?	  4:07.7	  -­‐	  4:13.2	  	   No,	  I	  wouldn't	  say.	  	  4:13.2	  -­‐	  4:18.0	  	   V1:	  focus	  video	  vs.	  notes?	  4:18.0	  -­‐	  4:28.8	  	   Definitely	  taking	  notes,	  so	  you	  might	  notice	  that	  my	  eyes	  were	  not	  on	  the	  screen	  for	  a	  lot	  of	  time.	  	  4:28.8	  -­‐	  4:29.8	  	   V1:	  why	  focus	  on	  taking	  notes	  rather	  than	  watching	  the	  video?	  4:29.7	  -­‐	  4:35.4	  	   Because	  it's	  a	  test.	  4:35.4	  -­‐	  4:36.4	  	   V1:	  so	  notes	  help	  you?	  	  4:36.3	  -­‐	  5:21.3	  	   The	  thing	  is	  that	  if	  somebody	  is	  talking	  about	  very	  run	  of	  the	  mill	  things,	  day-­‐to-­‐day	  things,	  you	  know,	  they	  just	  make	  sense	  naturally,	  I	  don't	  really	  have	  to	  take	  notes.	  But	  since	  he	  is	  talking	  something	  more	  academic,	  and	  he	  says,	  for	  example,	  'there	  are	  three	  parts	  to	  X',	  the	  moment	  he	  says	  'there	  are	  three	  parts'	  I	  start	  taking	  notes	  and	  I	  need	  the	  names	  of	  those	  parts,	  what	  are	  the	  three	  parts.	  But	  some	  of	  the	  other	  videos,	  where	  it's	  more	  talking	  about	  natural	  things,	  like	  philosophy	  or	  how	  people	  behave,	  I	  don't	  have	  to	  take	  many	  notes	  about	  that	  because	  it's	  more	  intuitive.	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5:21.3	  -­‐	  5:33.0	  	   V1:	  so	  when	  there	  are	  some	  details,	  academic	  type	  of	  info,	  you	  need	  your	  notes	  because...	  it's	  something	  you	  can't	  rely	  on	  in	  terms	  of	  your	  memory?	  	  5:32.9	  -­‐	  6:09.9	  	   Of	  my	  memory,	  yeah.	  So	  it's	  basically	  not	  trusting	  my	  short	  memory	  much.	  On	  the	  other	  hand,	  taking	  notes	  distracts	  me	  from	  really	  trying	  to	  understand	  a	  100%	  of	  what	  a	  person	  is	  saying,	  because	  what	  matters	  the	  most	  is	  my	  notes,	  and	  it's	  hard	  to	  concentrate	  and	  really	  make	  sense	  of	  everything	  a	  100%	  while	  you	  are	  also	  taking	  notes.	  But	  since	  this	  is	  a	  test,	  I	  prefer	  to	  have	  the	  notes	  that	  I	  can	  go	  back	  to,	  than	  understand	  a	  100%.	  	  6:09.9	  -­‐	  6:13.8	  	   V1:	  so	  the	  notes	  here	  were	  more	  helpful	  for	  you	  than	  watching	  the	  video?	  6:13.8	  -­‐	  6:16.9	  	   Than	  looking	  at	  the	  screen?	  Yeah,	  for	  sure.	  	  6:16.9	  -­‐	  6:25.4	  	   Q1:	  thoughts?	  You	  chose	  [a]	  very	  quickly.	  Why	  choice	  [a]?	  	  6:25.4	  -­‐	  6:55.6	  	   Well,	  structure	  for	  sure,	  because	  I	  have	  it	  written	  down	  'three	  parts',	  that's	  the	  structure,	  right?	  And	  when	  he	  talks	  about	  sensory,	  motor,	  and	  inter,	  those	  are	  the	  functions.	  So	  that's	  why	  I	  chose	  [a]	  as	  the	  key.	  	  6:55.6	  -­‐	  6:57.5	  	   Q1:	  notes?	  6:57.5	  -­‐	  7:09.1	  	   The	  notes,	  I	  don't	  think	  they	  helped	  much.	  That	  one	  was	  sort	  of	  easier	  [just	  based	  on	  what	  he	  heard].	  7:09.1	  -­‐	  7:11.0	  	   Q1:	  visuals?	  7:11.0	  -­‐	  7:21.0	  	   For	  this	  video,	  no	  visual	  information	  at	  all	  is	  gonna	  help	  me	  with	  any	  of	  the	  questions.	  	  7:21.0	  -­‐	  7:26.2	  	   Q2:	  thoughts?	  choice?	  	  7:26.2	  -­‐	  8:45.6	  	   I	  chose	  [b]	  because	  [b]	  is	  supported	  by	  the	  lecture,	  and	  because	  all	  the	  others	  are	  not	  supported	  at	  all.	  	  8:45.6	  -­‐	  8:47.0	  	   Q2:	  so	  you	  heard	  the	  professor	  saying	  [b]?	  8:47.0	  -­‐	   Yeah,	  and	  I	  have	  the	  notes,	  like	  the	  'three	  components'.	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8:50.1	  	  8:50.1	  -­‐	  8:54.5	  	   Q2:	  notes?	  8:54.5	  -­‐	  8:56.4	  	   Nope,	  this	  one	  I	  didn't	  have	  to	  [use	  the	  notes].	  8:56.4	  -­‐	  8:57.4	  	   Q2:	  so	  you	  just	  relied	  on	  your	  memory?	  	  8:57.1	  -­‐	  9:07.9	  	   Yeap,	  yeah...	  And	  [d],	  he	  actually	  says	  the	  opposite	  of	  [b].	  But	  [a]	  and	  [c],	  he	  doesn't	  say	  anything	  about	  body	  or	  muscles.	  	  9:07.9	  -­‐	  9:17.6	  	   Q3:	  thoughts?	  9:17.6	  -­‐	  9:59.1	  	   The	  thing	  is,	  pretty	  much	  all	  the	  options,	  there	  was	  something	  said	  about	  those	  during	  the	  lecture.	  So	  it	  took	  me	  a	  little	  bit	  longer	  to	  answer	  that	  question	  because	  I	  could	  not	  simply	  eliminate	  the	  distractors.	  So	  all	  of	  those	  are	  somehow	  mentioned,	  I	  just	  have	  to	  make	  sure	  which	  one	  connects	  to	  dendrites.	  And	  that's	  where	  my	  notes	  were	  very	  important.	  	  9:59.1	  -­‐	  10:00.3	  	   Q3:	  notes?	  10:00.2	  -­‐	  10:21.8	  	   Yeah,	  if	  I	  hadn't	  taken	  the	  notes,	  probably	  I	  would	  have	  mixed	  up	  dendrites,	  axons,	  and	  Myelin	  sheath.	  So	  I	  had	  to	  check	  my	  notes,	  and	  my	  notes	  say	  that	  the	  dendrites	  have	  excitatory	  and	  inhibitory	  signals.	  So	  the	  notes	  helped	  here.	  	  10:21.7	  -­‐	  10:26.4	  	   Q4:	  thoughts?	  	  10:26.4	  -­‐	  10:43.9	  	   That	  one	  was	  easy,	  because	  I	  think	  it	  was	  the	  last,	  it	  was	  one	  of	  the	  very	  last	  things	  he	  said	  in	  the	  video,	  so	  the	  notes	  were	  not	  really	  helpful	  because	  the	  information	  was	  fresh	  in	  my	  mind.	  	  10:43.9	  -­‐	  10:45.9	  	   Q4:	  so	  you	  heard	  the	  professor	  saying	  [c]?	  10:45.8	  -­‐	  11:04.1	  	   Yeah,	  I	  remember	  what	  he	  said	  about	  the	  trigger.	  I	  mean,	  either	  it's	  gonna	  trigger	  or	  not,	  and	  if	  you	  pull	  it	  really	  strong,	  it	  doesn't	  make	  a	  difference.	  There	  is	  a	  threshold,	  if	  you	  pass	  that	  threshold,	  something	  is	  gonna	  happen,	  otherwise	  it	  won't.	  	  11:04.1	  -­‐	  11:09.6	  	   Q5:	  thoughts?	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11:09.6	  -­‐	  11:40.8	  	   That	  one	  was	  also	  a	  little	  more	  difficult,	  and	  I	  am	  not	  even	  sure	  I	  got	  it	  right.	  I	  think	  I	  did.	  	  11:40.8	  -­‐	  11:41.8	  	   Q5:	  why	  choice	  [c]?	  11:41.5	  -­‐	  12:22.4	  	   Hm,	  [d]	  the	  guys	  doesn't	  say	  anything	  to	  do	  with	  being	  active	  or	  inactive	  in	  terms	  of	  the	  axons.	  [a]	  couldn't	  be	  the	  answer	  because	  these	  are	  two	  different	  parts	  of	  the	  neuron,	  because	  I	  have	  them	  at	  the	  same	  level	  of	  my	  notes.	  So	  it	  says	  there	  are	  three	  parts	  to	  the	  neuron:	  one	  is	  the	  dendrites,	  the	  other	  is	  the	  axon,	  the	  other	  is	  the	  Myelin	  sheath,	  right?	  	  12:22.4	  -­‐	  12:25.8	  	   Q5:	  so	  if	  these	  are	  three	  parts,	  why	  one	  of	  them	  cannot	  be	  surrounded	  by	  another	  one?	  	  12:25.8	  -­‐	  12:57.5	  	   Oh	  yeah,	  it	  could.	  So,	  [a]	  might	  have	  been	  the	  answer	  if	  I	  got	  it	  wrong.	  [b]	  he	  doesn't	  say	  anything	  about	  looking	  similar	  or	  not.	  Hm,	  I	  do	  have	  something	  about	  sensory	  and	  motor,	  but	  that's	  about	  the	  types	  of	  neurons,	  so	  probably	  I	  got	  that	  one	  wrong.	  	  12:57.5	  -­‐	  12:58.5	  	   Q5:	  so	  which	  one	  do	  you	  think	  is	  right?	  	  12:58.2	  -­‐	  13:02.9	  	   I	  would	  say	  [a].	  	  13:02.9	  -­‐	  13:17.0	  	   Q5:	  and	  you	  are	  right!	  	  13:17.0	  -­‐	  13:43.4	  	   But	  it	  was	  interesting	  because	  here	  even	  though	  I	  didn't	  think	  [a]	  could	  be	  the	  answer,	  I	  didn't	  find	  support	  for	  [c]	  in	  my	  notes.	  I	  was	  left	  with	  two	  options:	  [a]	  and	  [c].	  So	  elimination	  was	  more	  important	  than	  finding	  the	  answer.	  So,	  first	  I	  eliminate	  [a]	  and	  choose	  [c],	  instead	  of	  trying	  to	  find	  the	  answer	  to	  [c]	  in	  my	  notes,	  which	  I	  didn't.	  	  13:43.4	  -­‐	  13:45.6	  	   Q5:	  so	  you	  were	  not	  sure	  that	  [c]	  was	  the	  correct	  one?	  13:45.6	  -­‐	  14:04.8	  	   Exactly.	  So,	  not	  finding	  the	  notes	  for	  [c]	  should	  lead	  me	  to	  choose	  [a],	  but	  my	  strategy	  is	  usually	  elimination:	  if	  [a]	  is	  incorrect,	  [c]	  is	  therefore	  correct.	  	  14:04.8	  -­‐	  14:05.8	  	   Q5:	  so	  the	  reason	  why	  you	  thought	  that	  [a]	  is	  incorrect	  because...	  14:05.6	  -­‐	  14:36.3	  	   It's	  because	  for	  me,	  in	  my	  mind	  and	  in	  my	  notes,	  axons,	  Myelin	  sheath,	  and	  dendrites,	  they	  are	  at	  the	  same	  structural	  level,	  so	  one	  cannot	  surround	  the	  other.	  Which	  is	  wrong,	  I	  now	  understand	  it's	  wrong.	  But	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it's	  just	  the	  way	  the	  things	  are	  structured,	  you	  think	  of	  a	  hierarchy,	  if	  something	  is	  gonna	  surround	  something,	  it's	  gonna	  be	  something	  else,	  at	  a	  different	  level	  of	  the	  hierarchy.	  	  14:36.3	  -­‐	  14:37.3	  	   Q5:	  notes?	  14:37.2	  -­‐	  14:54.2	  	   They	  helped	  me	  make	  the	  choice,	  but	  they	  also...	  well,	  yeah,	  let's	  say	  yeah.	  I	  mean	  it	  would	  have	  been	  worse	  had	  I	  not	  taken	  any	  notes.	  So	  yeah,	  the	  notes	  did	  help...	  But	  my	  strategy	  is	  basically	  I	  choose	  a	  correct	  answer	  once	  I	  manage	  to	  eliminate	  three	  distractors,	  not	  once	  I	  see	  the	  correct	  answer.	  	  14:54.2	  -­‐	  15:13.9	  	   V2:	  focus	  what?	  15:13.9	  -­‐	  16:14.6	  	   Hm,	  I	  was	  just	  waiting	  for	  something	  to	  happen,	  like	  the	  guy	  shows	  something	  on	  the	  screen	  since	  there	  is	  a	  screen	  there.	  It	  did	  [eventually	  happen],	  yeah.	  But	  I	  think	  I	  was	  basically,	  if	  I	  have	  no	  reason	  to	  take	  notes,	  I	  am	  gonna	  look	  at	  the	  video.	  But	  the	  moment	  I	  have	  a	  reason	  to	  take	  notes,	  I	  am	  gonna	  look	  down	  at	  my	  notes,	  unless	  the	  visuals	  are...	  If	  the	  person	  is	  like	  drawing,	  I	  wanna	  see,	  I	  don't	  wanna	  miss	  the	  drawing.	  But	  in	  many	  cases	  of	  the	  videos	  we	  saw,	  pretty	  much	  all	  of	  them,	  except	  for	  the	  mushroom,	  it	  was	  a	  fixed	  picture	  that	  didn't	  change.	  So	  looking	  at	  the	  picture	  for	  a	  few	  seconds	  was	  enough,	  and	  then	  I	  could	  take	  notes	  because	  I	  know	  it's	  not	  gonna	  change.	  But	  the	  mushroom	  [Video	  6],	  I	  know	  that	  if	  I	  take	  notes,	  when	  I	  look	  back	  it's	  gonna	  be	  at	  a	  different	  point	  of	  the	  drawing.	  16:14.8	  -­‐	  16:18.7	  	   V2:	  so	  it's	  static	  visual	  vs.	  dynamic	  visual...	  16:18.7	  -­‐	  16:33.0	  	   Exactly!	  So,	  the	  static	  ones	  I	  feel	  more	  comfortable	  looking	  away,	  because...	  unless	  the	  guy	  is	  talking	  about	  something	  very	  specific,	  very...	  pointing,	  like	  here,	  then	  I	  will	  have	  to	  look.	  	  16:33.0	  -­‐	  16:49.1	  	   V2:	  in	  this	  video	  I	  see	  you	  focused	  on	  the	  image	  and	  you	  looked	  at	  the	  professor.	  Why	  did	  you	  look	  at	  this	  visual,	  the	  picture?	  16:49.1	  -­‐	  17:28.4	  	   One	  of	  the	  reasons	  that	  the	  guy	  is	  pointing	  at	  it,	  so	  if	  I	  don't	  look	  at	  that,	  I	  won't	  know	  exactly	  what	  he	  is	  talking	  about.	  So	  he	  is	  talking	  about	  these	  spikes,	  he	  is	  talking	  about	  the	  bumps.	  So	  the	  moment	  the	  teacher	  points	  at	  something,	  I	  would	  follow	  that	  gaze,	  I	  would...	  like	  in	  a	  real	  class:	  if	  he	  is	  pointing	  at	  something,	  it's	  because	  it's	  important	  information.	  But	  if	  it's	  a	  static	  picture,	  like	  the	  one	  of	  John	  Locke	  [Video	  3],	  it	  was	  there	  like	  for	  three	  minutes	  and	  it	  didn't	  change.	  So	  like	  after	  10	  seconds,	  I	  am	  like,	  'I	  don't	  have	  to	  look	  at	  that	  picture	  again'.	  	  17:28.4	  -­‐	   V2:	  helpful?	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17:32.2	  	  17:32.2	  -­‐	  18:06.6	  	   A	  little.	  I	  found	  this	  lecture	  and	  the	  visual	  a	  little	  confusing...	  The	  whole	  time,	  to	  be	  quite	  honest,	  I	  was	  like,	  'What	  the	  heck	  is	  that	  arrow?'	  But	  he	  only	  talks	  about	  the	  arrow	  and	  the	  bump	  at	  the	  very	  end,	  so	  I	  was	  just	  very	  eager	  to	  know	  what	  the	  bump	  was,	  because	  that	  seems	  to	  be	  the	  important	  information.	  If	  there	  is	  an	  arrow,	  I	  think	  there's	  gonna	  be	  a	  question	  about	  whatever	  the	  arrow	  is	  pointing	  to.	  	  18:06.6	  -­‐	  18:15.9	  	   V2:	  so	  in	  general,	  was	  seeing	  this	  picture	  and	  the	  professor	  was	  helpful	  for	  you	  or	  not?	  18:15.8	  -­‐	  18:26.0	  	   The	  visual	  information	  was	  helpful,	  for	  sure.	  But	  it	  was	  not	  the	  most	  clear	  visual,	  I	  would	  say.	  	  18:26.0	  -­‐	  18:29.5	  	   V2:	  distracting?	  	  18:29.5	  -­‐	  18:47.8	  	   Not	  distracting	  exactly,	  but	  most	  of	  the	  time	  I	  was	  listening,	  I	  was	  like,	  'What	  is	  the	  star?	  What	  exactly	  is	  the	  star?	  Is	  it	  the	  bump?	  Is	  the	  star	  in	  the	  middle	  of	  that	  thing?'	  18:47.8	  -­‐	  18:51.7	  	   V2:	  so	  you	  were	  not	  sure	  where	  the	  star	  was,	  which	  part	  of	  the	  image	  the	  star	  was?	  18:51.7	  -­‐	  18:55.2	  	   Yeah.	  	  18:55.2	  -­‐	  19:02.4	  	   V2:	  comprehending	  video	  vs.	  audio?	  Would	  the	  absence	  of	  video	  affect	  your	  listening	  comprehension?	  19:02.4	  -­‐	  19:21.1	  	   I	  think	  so...	  Negative,	  the	  lack	  of	  visual	  would	  affect	  it	  negatively,	  because	  he	  talks	  about	  the	  spikes,	  and	  here	  I	  can	  see	  the	  spike	  and	  the	  shape.	  So	  yeah,	  the	  visual	  does	  help.	  	  19:21.1	  -­‐	  19:24.5	  	   V2:	  focus	  video	  vs.	  notes?	  19:24.5	  -­‐	  19:48.1	  	   For	  pretty	  much	  all	  of	  the	  videos,	  I	  focused	  more	  on	  taking	  notes,	  because	  I	  know	  it's	  a	  test	  and	  I	  wanna	  score	  as	  high	  as	  possible.	  So	  yeah,	  for	  every	  single	  video	  you	  can	  see	  I	  took	  quite	  a	  few	  notes.	  	  19:48.1	  -­‐	  19:49.4	  	   V2:	  were	  the	  notes	  more	  helpful	  than	  the	  video?	  19:49.3	  -­‐	  20:28.0	  	   For	  this	  one?	  The	  notes	  were	  more	  important,	  because	  the	  visual	  information	  is	  basically	  just	  where	  he	  talks	  about	  the	  spikes	  and	  the	  bump.	  Apart	  from	  spikes	  and	  bump	  I	  think	  all	  the	  other	  information	  would	  have	  been	  as	  clear	  as	  if	  I	  had	  not	  watched	  any	  videos,	  pretty	  much.	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20:28.0	  -­‐	  20:42.1	  	   Q6:	  thoughts?	  	  20:42.1	  -­‐	  21:10.1	  	   I	  was	  in	  doubt	  between	  [d]	  and	  [b].	  I	  really,	  really	  wanted	  to	  choose	  [d],	  and	  that's	  what	  I	  did	  choose,	  right?	  21:10.1	  -­‐	  21:12.5	  	   Q6:	  so	  why	  were	  you	  hesitating	  between	  [d]	  and	  [b]?	  21:12.4	  -­‐	  22:05.4	  	   So	  [c]	  could	  easily	  be	  thrown	  out	  because	  he	  doesn't	  say	  anything	  about	  science	  fiction	  stories	  much.	  He	  says	  'science	  fiction'	  at	  the	  beginning,	  but	  he	  doesn't	  say	  anything	  about	  'large	  number'.	  [a]	  doesn't	  make	  sense	  because	  that's	  a	  telescope	  image,	  so	  it	  can't	  be	  impossible	  to	  see	  them	  from	  telescopes.	  Hm,	  now	  he	  doesn't	  describe	  the	  size,	  and	  he	  doesn't	  really	  talk	  about	  the	  shape.	  He	  talks	  about	  the	  bump,	  he	  talks	  about	  the	  spikes,	  which	  is	  kind	  of	  like	  shape.	  I	  don't	  think	  he	  really	  talked	  about	  the	  size,	  but	  the	  thing	  is	  that	  I	  didn't	  like	  the	  word	  'show'	  in	  [d],	  so	  that	  threw	  me	  off	  a	  little	  as	  choosing	  [d]	  as	  an	  answer.	  	  22:05.4	  -­‐	  22:08.6	  	   Q6:	  why	  didn't	  you	  like	  'show'?	  why	  did	  it	  throw	  you	  off?	  22:08.6	  -­‐	  23:05.5	  	   Because	  usually	  show	  something	  is	  not	  a	  purpose	  of	  a	  lecture.	  Somebody	  has	  a	  purpose	  which	  is	  usually	  a	  function,	  like	  'describe',	  'explain',	  'argue'.	  It	  needs	  time:	  in	  order	  to	  create	  an	  argument,	  you	  need	  three	  minutes;	  in	  order	  to	  explain	  something,	  you	  need	  three	  minutes;	  to	  describe	  you	  need	  time.	  But	  to	  show	  a	  picture,	  a	  second	  is	  enough	  to	  show	  something.	  But	  still,	  even	  though	  the	  verb	  threw	  me	  off	  because	  it	  was	  different	  from	  the	  other	  three,	  I	  chose	  it	  without	  really	  being	  sure.	  That	  one	  was	  sort	  of	  a	  guess.	  So	  I	  knew	  there	  was	  the	  Sirius	  star...	  So,	  to	  be	  quite	  honest,	  I	  would	  have	  to	  watch	  that	  lecture	  again.	  I	  wasn't	  sure	  if	  the	  exoplanet	  is	  a	  star	  or	  if	  it	  was	  near	  a	  star.	  It	  was	  a	  little	  confusing.	  	  23:05.5	  -­‐	  23:11.3	  	   Q6:	  so	  you	  didn't	  understand	  the	  different	  between	  an	  exoplanet	  and	  a	  star,	  whether	  it	  was	  one	  and	  the	  same	  thing	  or	  whether	  those	  were	  two	  different	  things?	  23:11.3	  -­‐	  23:16.2	  	   Yeah.	  That	  was	  a	  little	  difficult.	  	  23:16.1	  -­‐	  23:18.7	  	   Q6:	  notes?	  23:18.7	  -­‐	  23:26.3	  	   Hm,	  I	  don't	  think	  the	  notes	  helped	  me	  much	  there.	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23:26.3	  -­‐	  23:27.3	  	   Q6:	  visuals?	  23:26.8	  -­‐	  24:02.4	  	   The	  visual	  information	  would	  probably	  put	  me	  in	  the	  direction	  of	  [d]	  because	  the	  bump	  would	  be	  X	  and	  whatever	  was	  around	  it	  would	  be	  Y.	  So	  there	  were	  two	  things.	  So	  when	  you	  say	  'exoplanet	  around	  a	  nearby	  star',	  I	  would	  think,	  'Oh,	  the	  thing	  with	  an	  arrow	  could	  be	  a	  nearby	  star	  and	  the	  exoplanet	  is	  the	  thing	  in	  the	  middle'.	  I	  think.	  	  24:02.3	  -­‐	  24:07.3	  	   Q6:	  when	  you	  were	  choosing	  this	  option,	  did	  you	  think	  about	  the	  visual	  or	  not?	  24:07.3	  -­‐	  24:14.8	  	   Hm,	  I	  think	  I	  did,	  yes.	  	  24:14.8	  -­‐	  24:16.0	  	   Q6:	  do	  you	  think	  the	  visual	  affected	  your	  choice	  or	  not?	  24:16.0	  -­‐	  24:20.6	  	   I	  guess	  so,	  to	  show	  there	  were	  two	  things,	  there	  were	  different	  things.	  	  24:20.6	  -­‐	  24:22.2	  	   Q6:	  so	  can	  you	  say	  the	  visual	  helped	  you?	  	  24:22.2	  -­‐	  24:28.0	  	   It	  either	  helped	  or	  it	  put	  me	  in	  the	  wrong	  direction.	  24:28.0	  -­‐	  24:50.4	  	   Q7:	  thoughts?	  choice?	  24:50.4	  -­‐	  25:45.1	  	   It	  doesn't	  say	  anything	  related	  to	  [d].	  The	  one	  he	  shows	  is	  near	  Sirius,	  but	  he	  doesn't	  say	  they	  were	  first	  found	  there	  [d].	  [c],	  he	  does	  talk	  about	  a	  naked	  eye,	  but	  I	  think	  he	  says	  Sirius	  is	  visible	  through	  a	  naked	  eye,	  but	  not	  exoplanets.	  But	  here	  my	  notes,	  and	  also	  my	  memory,	  helped	  me	  choose	  [b]	  because	  he	  says	  that	  these	  extrasolar	  planets	  were	  not	  known	  until	  ten	  years	  ago.	  So,	  they	  were	  discovered	  only	  a	  decade	  ago.	  So,	  it	  was	  almost	  like	  scanning	  information...	  	  25:45.1	  -­‐	  25:47.6	  	   Q7:	  notes?	  25:47.6	  -­‐	  25:53.2	  	   Yeap,	  and	  my	  memory	  to	  some	  extent.	  But	  the	  notes	  give	  me	  the	  confirmation.	  	  25:53.2	  -­‐	  25:55.7	  	   Q7:	  visuals?	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25:55.7	  -­‐	  25:57.0	  	   No,	  not	  at	  all.	  	  25:57.0	  -­‐	  26:04.6	  	   Q8:	  thoughts?	  You	  chose	  [c]	  quickly...	  	  26:04.6	  -­‐	  26:20.2	  	   Yeah,	  because	  my	  notes	  say	  "it's	  the	  brightest	  in	  the	  sky".	  So	  that	  was	  very	  extracted	  from	  the	  lecture.	  	  26:20.2	  -­‐	  26:23.2	  	   Q8:	  notes?	  26:23.2	  -­‐	  26:30.3	  	   Yeah,	  but	  also	  distractor	  elimination	  and	  memory.	  	  26:30.3	  -­‐	  26:31.8	  	   Q8:	  visuals?	  26:31.7	  -­‐	  26:35.9	  	   Nope.	  	  26:35.9	  -­‐	  26:39.1	  	   Q9:	  thoughts?	  26:39.1	  -­‐	  27:00.6	  	   I	  think	  I	  chose	  that	  [b]	  pretty	  quickly.Well,	  he	  does	  say	  that	  the	  spikes	  are	  caused	  by	  the	  optics	  of	  the	  telescope.	  Yeah,	  that	  came	  directly	  from	  the	  lecture.	  	  27:00.5	  -­‐	  27:01.5	  	   Q9:	  notes?	  27:01.1	  -­‐	  27:21.0	  	   I	  kind	  of	  used	  the	  notes,	  because	  it	  says	  'the	  atmosphere	  distorts	  the	  star'.	  So,	  that's	  about	  the	  shape.	  And	  the	  'optics	  of	  the	  telescope',	  'spikes	  of	  stars'.	  So	  telescope	  optics	  were	  related	  to	  the	  spikes.	  [So	  the	  notes	  helped].	  	  27:21.0	  -­‐	  27:23.6	  	   Q9:	  visuals?	  27:23.6	  -­‐	  27:28.3	  	   Nope.	  	  27:28.3	  -­‐	  27:33.8	  	   Q10:	  thoughts?	  	  27:33.8	  -­‐	   I	  took	  a	  while	  to	  answer	  that	  one.	  I	  remember	  clearly	  the	  swimming	  pool...	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27:39.7	  	  27:39.7	  -­‐	  27:42.4	  	   Q10:	  actually,	  you	  did	  answer	  it	  quickly.	  	  27:42.4	  -­‐	  27:48.7	  	   I	  did?	  But	  it	  took	  me,	  I	  think,	  a	  little	  longer	  than	  some	  of	  the	  others.	  	  27:48.7	  -­‐	  27:49.7	  	   Q10:	  choice?	  27:49.4	  -­‐	  28:38.2	  	   It	  can't	  be	  [d]	  because	  he	  was	  making	  an	  analogy,	  so	  he	  was	  not	  talking	  about	  'in	  water',	  it	  was	  just	  to	  help	  people	  understand.	  [b],	  he	  didn't	  say	  anything	  about	  being	  related	  to	  each	  other.	  [c],	  he	  does	  say	  that	  the	  spikes	  have	  to	  do	  with	  the	  optics,	  but	  he	  doesn't	  explain	  how	  it	  happens,	  so	  it	  couldn't	  be	  [c].	  So	  I	  went	  for	  [a],	  and	  that's	  supported	  by	  my	  notes	  because	  the	  atmosphere	  distorts	  the	  star.	  	  28:38.2	  -­‐	  28:41.2	  	   Q10:	  so	  the	  notes	  were	  helpful?	  28:41.1	  -­‐	  28:57.2	  	   Yes.	  But	  as	  you	  might	  have	  figured	  out,	  my	  test-­‐taking	  strategy	  is	  I	  eliminate	  the	  three	  wrong	  options.	  So	  if	  there	  are	  two	  keys,	  it's	  gonna	  be	  hard.	  	  28:57.2	  -­‐	  28:58.4	  	   Q10:	  visuals?	  28:58.4	  -­‐	  29:01.9	  	   Nope,	  it	  was	  just	  what	  he	  said.	  	  29:01.9	  -­‐	  29:08.5	  	   V3:	  focus	  what?	  	  29:08.5	  -­‐	  29:31.8	  	   I	  was	  just	  randomly	  looking	  at	  the	  person,	  but	  I	  found	  this	  guy	  funny.	  He's	  got	  a	  funny	  face.	  I	  was	  just	  like,	  'Where	  is	  he	  from?'	  Yeah,	  I	  was	  just	  randomly	  looking	  and	  I	  might	  have	  been	  checking	  like	  his	  tie	  and...	  29:31.7	  -­‐	  29:39.0	  	   V3:	  it	  looks	  like	  you	  were	  taking	  some	  notes	  at	  this	  point	  because	  there	  is	  no	  [eye	  movements].	  OK,	  here	  you	  looked	  at	  him	  finally.	  	  29:39.0	  -­‐	  29:46.4	  	   Yeap,	  so	  I	  was	  already	  writing	  the	  stuff.	  	  29:46.4	  -­‐	  30:07.8	  	   V3:	  so	  here	  this	  slide	  comes	  to	  our	  view.	  What	  did	  you	  focus	  on	  in	  this	  part	  of	  the	  video?	  30:07.7	  -­‐	   If	  I	  remember,	  at	  this	  point	  he	  was	  talking	  about	  the	  ancients	  and	  two	  ways	  of	  dividing	  philosophy.	  Hm,	  the	  ancients	  vs.	  the	  moderns,	  and	  I	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30:40.0	  	   think	  I	  was	  most	  of	  the	  time	  wondering	  why	  is	  he	  showing	  John	  Locke.	  It	  was	  not	  really	  synchronized	  with	  whatever	  he	  was	  saying,	  which	  is	  true	  because	  this	  was	  there	  the	  whole	  lecture,	  whereas	  he	  talked	  about	  many	  other	  things.	  	  30:40.0	  -­‐	  30:43.6	  	   V3:	  helpful?	  30:43.6	  -­‐	  30:49.8	  	   That	  was	  not	  helpful	  at	  all,	  I	  would	  say,	  because	  he	  does	  not	  even	  talk	  about	  John	  Locke.	  Or	  does	  he?	  No.	  I	  just	  wrote	  down	  'Locke,	  early	  Enlightenment',	  because	  that's	  what	  was	  on	  the	  screen.	  But	  he	  doesn't	  talk	  about	  Locke,	  which	  was	  funny.	  	  30:57.9	  -­‐	  31:03.3	  	   V3:	  distracting?	  31:03.3	  -­‐	  31:29.2	  	   I	  think	  it	  was	  distracting	  to	  the	  point	  that	  I	  was	  waiting	  for	  it	  to	  change,	  and	  it	  never	  did.	  So	  I	  was	  just	  looking	  at	  it,	  hoping	  that	  it	  would	  change	  and	  be	  aligned	  with	  something	  the	  guy	  was	  saying,	  but	  it	  was	  not.	  	  31:29.2	  -­‐	  31:42.2	  	   V3:	  so	  you	  are	  saying	  there	  was	  nothing	  distracting	  except	  for	  John	  Locke	  and	  that	  the	  slide	  didn't	  change...	  31:42.2	  -­‐	  32:02.0	  	   Yeah,	  the	  only	  thing	  that	  this	  helped	  is	  that	  at	  some	  point	  here	  he	  talks	  about	  early	  Enlightenment	  and	  Western	  politics,	  and	  he	  says	  it's	  basically	  the	  17th	  and	  18th	  century.	  So	  I	  used	  the	  numbers	  to	  clarify	  that	  this	  is	  17th	  and	  this	  is	  18th	  century.	  	  32:02.0	  -­‐	  32:03.0	  	   V3:	  so,	  John	  Locke's	  date	  of	  birth...	  32:03.0	  -­‐	  32:13.7	  	   Oh,	  that's	  his	  date	  of	  birth?	  OK,	  yes.	  Now	  it	  makes	  sense.	  	  32:13.7	  -­‐	  32:16.0	  	   V3:	  so	  that	  was	  helpful	  or	  distracting?	  	  32:15.9	  -­‐	  32:24.5	  	   At	  this	  point	  it	  was	  somewhat	  helpful,	  a	  little.	  But	  at	  the	  other	  times	  it	  might	  have	  been	  distracting.	  	  32:24.5	  -­‐	  32:30.7	  	   V3:	  in	  general,	  was	  the	  visual	  info	  helpful	  or	  not?	  Did	  it	  help	  you	  with	  listening	  comprehension?	  	  32:30.6	  -­‐	  32:32.3	  	   No.	  	  32:32.3	  -­‐	  32:34.6	  	   V3:	  and	  it	  didn't	  really	  distract	  you	  much,	  right?	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32:34.6	  -­‐	  32:44.0	  	   Much,	  yeah,	  not	  much,	  but	  somehow	  it	  might	  have	  distracted	  a	  little.	  	  32:44.0	  -­‐	  32:45.8	  	   V3:	  if	  there	  were	  no	  video,	  would	  you	  understand	  the	  same	  amount	  of	  info?	  32:45.7	  -­‐	  32:51.1	  	   I	  think	  so,	  yeah.	  	  32:51.1	  -­‐	  32:53.2	  	   V3:	  focus	  video	  vs.	  notes?	  32:53.2	  -­‐	  32:55.1	  	   Taking	  notes.	  	  32:55.1	  -­‐	  32:57.6	  	   V3:	  were	  the	  notes	  more	  helpful?	  32:57.6	  -­‐	  33:04.6	  	   Than	  the	  visuals?	  Oh,	  for	  sure!	  The	  visuals	  were	  not	  helpful	  at	  all.	  	  33:04.6	  -­‐	  33:11.7	  	   Q11:	  thoughts?	  You	  chose	  [b]...	  	  33:11.7	  -­‐	  34:32.3	  	   [d],	  it	  doesn't	  really	  say	  much	  about	  that,	  even	  though	  he	  uses	  those	  words,	  it's	  not	  a	  distractor	  that	  you	  can	  just	  throw	  away	  instantly.	  [a]	  is	  interesting	  because	  he	  does	  do	  that,	  but	  it's	  not	  the	  main	  purpose.	  So	  that's	  why	  I	  didn't	  choose	  [a].	  [b],	  so	  I	  chose	  that	  because	  at	  the	  very	  beginning	  he	  says,	  'There	  are	  many	  ways,	  there	  is	  no	  right	  way	  to	  divide	  history,	  but	  there	  are	  some	  agreed	  upon	  ways'.	  And	  as	  a	  test	  taker,	  when	  they	  say,	  'What	  is	  the	  main	  purpose	  of	  the	  lecture?'	  I	  hope	  to	  find	  the	  main	  purpose	  at	  the	  beginning	  of	  the	  video	  always,	  because	  that's	  where	  you	  state	  what	  you	  are	  talking	  about,	  that's	  where	  the	  answer	  is	  gonna	  come	  from,	  not	  from	  the	  middle,	  not	  from	  the	  end.	  	  34:32.4	  -­‐	  34:34.0	  	   Q11:	  so	  that's	  how	  you	  chose	  [b]?	  34:34.0	  -­‐	  34:36.9	  	   Yeap,	  by	  elimination.	  	  34:36.8	  -­‐	  34:40.6	  	   Q11:	  notes?	  or	  you	  relied	  on	  your	  memory?	  34:40.6	  -­‐	   Mostly	  memory.	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34:47.8	  	  34:47.8	  -­‐	  34:51.3	  	   Q11:	  because	  I	  see	  you	  took	  notes	  about	  the	  division	  of	  history...	  34:51.3	  -­‐	  35:08.9	  	   Yes,	  just	  in	  case	  some	  of	  the	  questions	  were,	  'What	  is	  the	  naturalist	  view	  in	  philosophy',	  then	  it's	  the	  one	  that	  talks	  about	  human	  nature	  and	  Aristotle	  is	  connected	  to	  it.	  Whereas	  is	  the	  other	  one	  is	  Plato,	  who	  is	  the	  main	  person.	  	  35:08.9	  -­‐	  35:09.9	  	   Q11:	  so	  did	  you	  use	  the	  notes	  here?	  	  35:09.7	  -­‐	  35:13.7	  	   Not	  much,	  not	  for	  that	  question,	  more	  like	  memory.	  	  35:13.7	  -­‐	  35:15.0	  	   Q11:	  visuals?	  35:15.0	  -­‐	  35:23.7	  	   Nope.	  For	  this	  video	  no	  visual	  information	  will	  help	  me	  at	  all.	  	  35:23.7	  -­‐	  35:28.6	  	   Q12:	  thoughts?	  	  35:28.6	  -­‐	  35:33.7	  	   That	  one	  was	  a	  little	  tricky.	  It	  took	  me	  a	  while	  to	  choose	  [c].	  	  35:33.7	  -­‐	  35:37.6	  	   Q12:	  choice?	  35:37.6	  -­‐	  36:29.3	  	   [d],	  this	  is	  where	  common	  knowledge	  comes	  into	  play.	  I	  know	  Aristotle	  was	  pretty	  old	  and	  he	  was	  definitely	  before	  the	  17th	  century.	  And	  since	  I	  have	  Aristotle	  connected	  to	  the	  naturalists,	  it	  cannot	  have	  been	  in	  the	  17th	  century	  because	  he	  lived	  way	  before.	  [a],	  I	  remember	  listening	  to	  Machiavelli,	  so	  that	  one	  was	  not	  an	  instant	  throw-­‐out,	  but	  I	  didn't	  find	  anything	  in	  my	  notes	  about	  Machiavelli	  and	  the	  naturalists,	  so	  that	  gave	  me	  the	  confirmation	  that	  [a]	  could	  not	  be	  the	  answer.	  [b]	  was	  discarded	  because	  God	  is	  related	  to	  antinaturalists,	  according	  to	  my	  notes.	  	  36:29.3	  -­‐	  36:31.7	  	   Q12:	  so	  you	  used	  your	  notes	  here?	  36:31.7	  -­‐	  37:10.1	  	   Yeah,	  even	  though	  I	  didn't	  completely	  agree	  with	  [c],	  because	  I	  know	  Artistotle	  is	  connected	  to	  naturalists.	  So	  I	  would	  say	  Aristotle	  is	  one	  of	  the	  naturalists,	  but	  I	  didn't	  remember	  listening	  to	  anything	  saying	  other	  people	  based	  their	  views	  on	  his	  ideas.	  From	  what	  I	  remember	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and	  from	  my	  notes,	  he	  was	  one	  of	  the	  naturalists,	  but	  I	  don't	  remember	  anybody	  saying	  that	  they	  based	  their	  views	  on	  Aristotle's	  ideas.	  	  37:10.1	  -­‐	  37:16.0	  	   Q12:	  yeah,	  in	  the	  lecture	  I	  think	  in	  the	  lecture	  it's	  something	  like	  'naturalists	  trace	  all	  the	  way	  back	  to	  Aristotle'...	  37:16.0	  -­‐	  37:29.6	  	   Yeah,	  but	  that	  to	  me	  didn't	  mean	  that	  they	  based	  their	  views,	  it	  just	  means	  he	  is	  the	  very	  first	  one.	  So,	  he	  was	  the	  first	  naturalists,	  but	  it	  doesn't	  mean	  people	  were	  following	  him.	  But	  I	  still	  chose	  [c],	  yeah.	  	  37:29.6	  -­‐	  37:35.4	  	   Q12:	  so	  notes	  helped	  you,	  and	  you	  also	  said	  common	  knowledge?	  37:35.3	  -­‐	  37:39.5	  	   Yeah,	  common	  knowledge	  to	  eliminate	  [d]	  and	  notes	  for	  the	  other	  three...	  I	  wouldn't	  even	  say	  common	  knowledge,	  just	  what	  I	  studied.	  Because	  not	  everybody	  would	  know	  Aristotle,	  you	  need	  to	  have	  studied	  history.	  	  37:39.5	  -­‐	  38:01.9	  	   Q13:	  thoughts?	  	  38:01.9	  -­‐	  38:39.5	  	   [b],	  he	  doesn't	  say	  anything	  about	  accuracy.	  [c],	  he	  doesn't	  say	  anything	  about	  purposes.	  [a],	  he	  doesn't	  say	  anything	  about	  one	  replacing	  the	  other.	  But	  he	  does	  say	  at	  the	  very	  beginning	  that	  neither	  is	  better	  than	  the	  other,	  these	  divisions,	  none	  of	  the	  divisions	  is	  better	  than	  the	  other.	  	  38:39.5	  -­‐	  38:40.5	  	   Q13:	  notes?	  38:40.2	  -­‐	  38:49.1	  	   I	  did	  [use	  notes]	  for	  confirmation,	  but	  it	  was	  pretty	  clear	  in	  my	  mind.	  	  38:49.1	  -­‐	  38:54.9	  	   Q14:	  thoughts?	  So	  you	  chose	  [a].	  	  38:54.8	  -­‐	  39:32.3	  	   Yes,	  I	  didn't	  have	  that	  on	  my	  notes,	  but	  I	  remember	  the	  guy	  saying	  that	  even	  though	  we	  talk	  about	  the	  Enlightenment,	  it	  was	  kind	  of	  a	  progression	  from	  the	  ancients	  to	  the	  enlighted	  ones.	  	  39:32.2	  -­‐	  39:33.2	  	   Q14:	  so	  you	  just	  relied	  on	  what	  you	  heard?	  39:32.8	  -­‐	  39:45.0	  	   Yeah.	  And	  there	  are	  reasons	  for	  not	  choosing	  the	  distractors.	  	  39:45.0	  -­‐	  40:11.2	  	   Q15:	  thoughts?	  choice?	  	  40:11.2	  -­‐	   Basically	  because	  of	  my	  notes,	  where	  I	  have	  that	  there	  are	  three	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40:31.4	  	   traditions	  of	  Enlightenment:	  Utilitarianism,	  Marxism,	  and	  social	  contract...	  I	  have	  that	  in	  my	  notes,	  yeah.	  	  40:31.4	  -­‐	  40:34.6	  	   Q15:	  notes?	  	  40:34.6	  -­‐	  40:38.1	  	   Yeah.	  	  40:38.1	  -­‐	  40:45.2	  	   V4:	  focus	  what?	  	  40:45.2	  -­‐	  40:53.9	  	   I	  was	  just	  trying	  to	  imagine	  the	  rooms.	  	  40:53.9	  -­‐	  40:55.8	  	   V4:	  was	  this	  visual	  [map]	  helpful?	  40:55.7	  -­‐	  41:27.3	  	   It	  wasn't	  helpful,	  but	  I	  thought	  it	  would	  be	  relevant	  to	  whatever	  he	  talks	  about.	  It	  wasn't	  helpful,	  because	  he	  doesn't	  talk	  about	  bedroom,	  bath,	  living	  room	  or	  kitchen.	  So	  I	  thought	  it	  would	  be	  some	  spatial	  thing,	  so	  that's	  why	  I	  started	  looking	  at	  it.	  	  41:27.3	  -­‐	  41:39.0	  	   V4:	  did	  you	  find	  the	  graph	  helpful	  or	  not?	  41:39.0	  -­‐	  42:21.7	  	   To	  be	  quite	  honest,	  that	  graph	  didn't	  help	  me	  at	  all,	  because	  I	  couldn't	  understand	  the	  graph	  so	  much	  in	  real	  time.	  I	  would	  have	  paused	  if	  I	  was	  at	  home	  watching	  that.	  So	  you	  might	  see	  that	  my	  eye	  was	  just	  like,	  'well,	  that	  doesn't	  help	  much'...	  But	  I	  was	  probably	  trying	  to	  figure	  out	  what	  Q	  stood	  for,	  and	  P...	  So,	  P	  is	  price,	  and	  Q	  I	  thought	  it	  was	  quality,	  it	  might	  be	  quality.	  I	  don't	  know.	  	  42:21.7	  -­‐	  42:25.1	  	   V4:	  so	  this	  visual	  didn't	  really	  help	  you	  understand...	  42:25.1	  -­‐	  42:33.7	  	   Yeah,	  in	  other	  similar	  cases	  it	  would.	  But	  I	  didn't	  find	  this	  graph	  particularly	  was	  very	  good.	  But	  it	  might	  be	  my...	  42:33.7	  -­‐	  42:36.7	  	   V4:	  so	  it	  wasn't	  helpful	  because	  you	  couldn't	  interpret	  it?	  	  42:36.7	  -­‐	  42:48.9	  	   Yes.	  The	  information	  coming	  from	  the	  graph,	  it	  didn't	  help	  me	  at	  all,	  because	  what	  he	  said	  was	  clear.	  	  42:48.9	  -­‐	  42:54.8	  	   V4:	  in	  general,	  was	  visual	  info	  in	  this	  video	  helpful	  or	  not?	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42:54.8	  -­‐	  43:23.7	  	   I	  would	  say	  it	  was	  distracting,	  because	  I	  didn't	  get	  anything	  out	  of	  it,	  but	  I	  was	  trying	  to	  understand,	  but	  I	  didn't.	  And	  if	  I	  really	  wanna	  focus,	  I	  would	  close	  my	  eyes.	  When	  I	  am	  really	  trying	  to	  understand	  something,	  I	  close	  my	  eyes.	  But	  since	  here	  I	  was	  trying	  to	  make	  sense	  of	  that,	  it	  prevented	  me	  from	  using	  a	  100%	  of	  my	  brain	  power.	  	  43:23.7	  -­‐	  43:26.1	  	   V4:	  focus	  video	  vs.	  notes?	  43:26.0	  -­‐	  43:51.8	  	   I	  think	  this	  one,	  well,	  I	  did	  both.	  I	  always	  took	  notes	  for	  all	  the	  videos,	  but	  this	  one	  I	  was	  more	  unwilling	  to	  spend	  a	  lot	  of	  time	  without	  looking	  at	  the	  video,	  because	  I	  thought	  it	  would	  be	  helpful,	  but	  it	  wasn't	  in	  the	  end.	  I	  would	  say	  it	  was	  distracting.	  	  43:51.8	  -­‐	  43:56.0	  	   V4:	  were	  notes	  more	  helpful	  than	  visuals?	  43:56.0	  -­‐	  43:59.6	  	   Definitely!	  43:59.6	  -­‐	  44:13.7	  	   Q16:	  thoughts?	  	  44:13.6	  -­‐	  44:23.5	  	   That	  was	  an	  easy	  one.	  	  44:23.4	  -­‐	  44:24.8	  	   Q16:	  choice?	  44:24.8	  -­‐	  45:32.3	  	   Well,	  that	  was	  an	  easy	  one,	  it	  doesn't	  mean	  that	  was	  the	  correct	  one,	  that	  I	  chose	  the	  correct	  one.	  It	  was	  easy	  to	  choose	  an	  option.	  Hm,	  ok,	  again	  you	  are	  talking	  about	  the	  main	  purpose.	  So	  the	  main	  purpose	  has	  to	  be	  something	  that	  is	  talked	  about	  during	  the	  whole	  lecture,	  something	  that	  is	  at	  the	  very	  core	  of	  the	  topic.	  Rental	  units	  in	  Berkeley	  was	  just	  used	  as	  an	  example	  [d],	  so	  it	  can't	  be	  the	  main	  purpose.	  He	  doesn't	  say	  anything	  about	  [b].	  He	  does	  mention	  the	  impact	  of	  price	  control	  on	  people	  with	  low	  income,	  actually	  I	  think	  he	  mentions	  the	  impact	  of	  NO	  price	  control	  on	  people	  with	  low	  income,	  so	  that	  was	  more	  difficult	  to	  eliminate.	  But	  in	  any	  case	  that	  was	  not	  the	  main	  purpose.	  But	  everything	  that	  he	  talks	  about	  is	  to	  argue	  that	  using	  price	  control	  to	  regulate	  the	  economy	  is	  not	  the	  best	  thing	  because	  he	  talks	  about	  the	  consequences	  and	  so	  on.	  	  45:32.3	  -­‐	  45:39.3	  	   Q16:	  notes?	  45:39.3	  -­‐	   Hm,	  very	  little,	  it	  was	  basically	  my	  memory.	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45:45.1	  	  45:45.1	  -­‐	  45:47.7	  	   Q16:	  so	  the	  notes	  didn't	  really	  help?	  45:47.6	  -­‐	  45:53.1	  	   Not	  much,	  not	  much.	  	  45:53.1	  -­‐	  45:56.8	  	   Q16:	  visuals?	  45:56.8	  -­‐	  46:03.3	  	   Nope.	  For	  this	  video	  no	  visual	  information	  at	  all	  helped	  me.	  	  46:03.3	  -­‐	  46:07.0	  	   Q17:	  thoughts?	  	  46:07.0	  -­‐	  47:30.4	  	   He	  doesn't	  say	  anything	  about	  crisis	  in	  [d].	  [c],	  this	  almost	  contradicts	  my	  previous	  answer,	  because	  he	  is	  against	  price	  control,	  so	  the	  word	  'effective	  for	  regulating'	  doesn't	  go	  together	  with	  that.	  And	  actually,	  it	  says	  'high	  prices	  become	  worse	  with	  price	  control',	  so	  it	  cannot	  be	  really	  effective.	  [a],	  what	  I	  thought	  is	  if	  it's	  price	  control,	  it's	  a	  fixed	  price,	  so	  you	  cannot	  reduce	  it.	  Yeah,	  I	  thought	  those	  don't	  make	  sense	  together.	  If	  you	  are	  controlling	  the	  price,	  they	  cannot	  be	  reduced	  or	  increased.	  So	  it's	  almost	  as	  if	  this	  option	  [a]	  is	  contradicted	  by	  this	  [the	  prompt],	  by	  price	  control,	  for	  somebody	  who	  understood	  the	  lecture.	  I	  am	  not	  sure	  if	  somebody	  would	  eliminate	  [a]	  just	  by	  looking	  at	  that.	  	  47:30.4	  -­‐	  47:32.0	  	   Q17:	  did	  you	  hear	  [b]?	  47:32.0	  -­‐	  47:57.5	  	   Yes,	  it	  was	  something	  I	  heard,	  because	  he	  says	  fewer	  houses	  would	  be	  made	  available	  because	  many	  people	  might	  not	  be	  willing	  to	  rent	  their	  houses	  for	  a	  price	  that's	  dictated	  by	  the	  market.	  Therefore,	  there's	  gonna	  be	  fewer	  houses	  on	  the	  market,	  so	  many	  consumers	  will	  not	  find	  houses.	  There's	  gonna	  be	  a	  shortage	  on	  houses.	  	  47:57.5	  -­‐	  47:58.5	  	   Q17:	  notes?	  47:58.0	  -­‐	  48:20.8	  	   Let	  me	  check.	  I	  don't	  think	  I	  did	  [use	  any	  notes].	  	  48:20.8	  -­‐	  48:24.6	  	   Q18:	  thoughts?	  	  48:24.6	  -­‐	   This	  I	  remember,	  and	  it's	  also	  supported	  by	  my	  notes,	  because	  it	  says	  'we	  feel	  the	  price	  is	  not	  right'.	  If	  anybody	  can	  ask	  for	  any	  price,	  we	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49:10.2	  	   might	  get	  angry	  and	  say,	  'C'mon,	  you're	  asking	  too	  much!'	  So,	  it	  might	  be	  unfair	  for	  people	  with	  low	  incomes.	  	  49:10.2	  -­‐	  49:13.3	  	   Q18:	  notes?	  49:13.3	  -­‐	  49:18.9	  	   I	  used	  my	  notes	  to	  confirm	  [and	  the	  notes	  were	  helpful].	  	  49:18.9	  -­‐	  49:26.1	  	   Q18:	  what	  do	  you	  think	  about	  [a],	  by	  the	  way?	  49:26.1	  -­‐	  50:31.5	  	   He	  does	  say	  that,	  he	  mentions	  Berkeley,	  he	  mentions	  some	  other	  places,	  so	  I	  think	  [a]	  is	  a	  correct	  answer,	  thinking	  now-­‐-­‐I	  don't	  know	  if	  I	  would	  have	  bought	  that	  when	  I	  was	  taking	  the	  question.	  Hm...	  So	  [a]	  might	  be	  the	  correct	  answer...	  It	  seems	  to	  be	  that	  both	  [d]	  and	  [a]	  are	  true,	  but	  that	  [d]	  is	  more	  connected	  to	  the	  idea	  of	  a	  freely	  operating	  market,	  whereas	  [a]	  is	  just	  an	  example	  he	  gave.	  I	  don't	  know,	  did	  I	  get	  that	  wrong?	  	  50:31.4	  -­‐	  51:27.7	  	   Q18:	  no,	  you	  got	  it	  right.	  	  51:27.7	  -­‐	  52:05.7	  	   But	  still	  I	  think	  a	  good	  student	  or	  a	  good	  test	  taker	  would	  eliminate	  it	  because	  [a]	  was	  just	  something	  that	  was	  cited,	  he	  talked	  about	  it	  for	  just	  a	  few	  seconds.	  	  52:05.7	  -­‐	  52:11.4	  	   Q19:	  thoughts?	  	  52:11.4	  -­‐	  52:59.1	  	   He	  doesn't	  say	  anything	  about	  [d],	  as	  far	  as	  I	  remember.	  [a],	  he	  doesn't	  really	  mention	  that	  information,	  he	  doesn't	  say	  anything	  about	  finding	  cheap	  apartments.	  [c],	  I	  don't	  remember	  any	  information	  related	  to	  that.	  But	  he	  did	  spend	  a	  lot	  of	  time	  talking	  about	  the	  number	  of	  rental	  units	  on	  the	  market	  will	  decrease	  [b],	  and	  that's	  supported	  by	  my	  notes.	  	  52:59.1	  -­‐	  53:03.0	  	   Q19:	  so	  did	  your	  notes	  help	  you	  answer	  the	  question?	  53:03.0	  -­‐	  53:26.9	  	   For	  confirmation.	  So	  the	  notes	  are	  helpful	  for	  confirming	  my	  key,	  but	  also	  to	  check	  about	  the	  distractors.	  So	  if	  I	  don't	  find	  any	  information	  about	  the	  distractors,	  I	  have	  a	  good	  reason	  to	  believe	  they	  are	  wrong	  because	  I	  try	  to	  take	  notes	  about	  all	  the	  important	  things.	  	  53:26.9	  -­‐	  53:33.2	  	   Q20:	  thoughts?	  	  53:33.2	  -­‐	   I	  think	  that	  one	  took	  me	  a	  while.	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53:42.9	  	  53:42.9	  -­‐	  53:44.0	  	   Q20:	  choice?	  	  53:43.9	  -­‐	  55:34.4	  	   This	  one	  takes	  a	  while,	  because	  the	  sentences	  are,	  there	  is	  a	  bit	  of	  syntax	  understanding	  here.	  They	  are	  very	  similar	  to	  each	  other,	  so	  you	  really	  wanna	  make	  sure	  you	  don't	  read	  it	  too	  fast.	  [d],	  during	  the	  lecture	  he	  says	  that	  fewer	  units	  are	  gonna	  be	  made	  available	  on	  the	  market	  because	  if	  the	  price	  is	  controlled,	  some	  people	  may	  not	  want	  to	  rent	  their	  houses	  for	  the	  price	  that	  they	  think	  is	  too	  low.	  So	  that	  justifies	  'the	  supply	  is	  affected	  by	  the	  price'.	  They	  don't	  say	  anything	  about	  the	  supply	  being	  driven	  by	  the	  demand,	  even	  though	  that	  is	  true	  in	  the	  world,	  but	  he	  doesn't	  say	  anything	  about	  that.	  [b]	  I	  would	  just	  discard	  because	  my	  common	  sense	  tells	  me	  that	  it	  can't	  be	  true.	  We	  all	  know	  that	  the	  demand	  and	  supply,	  if	  there	  is	  a	  lot	  of	  people	  wanting	  something,	  lots	  of	  people	  wanna	  buy	  the	  iPhone,	  I	  am	  Apple	  and	  I	  am	  gonna	  make	  more	  iPhones	  available	  and	  make	  money.	  [c]	  can't	  be	  true	  because	  we	  just	  saw	  that	  the	  price	  dictates	  how	  many	  houses	  people	  will	  put	  out	  in	  the	  market.	  [a],	  there	  was	  nothing	  to	  support	  that	  in	  the	  lecture.	  	  55:34.4	  -­‐	  55:36.3	  	   Q20:	  so	  you	  chose	  [d]	  based	  on	  what	  you	  heard?	  55:36.3	  -­‐	  55:38.8	  	   Yeah.	  	  55:38.8	  -­‐	  55:39.8	  	   Q20:	  notes?	  55:39.8	  -­‐	  55:48.5	  	   Hm,	  nope.	  	  55:48.5	  -­‐	  56:00.2	  	   V5:	  focus	  what?	  	  56:00.2	  -­‐	  56:44.3	  	   First,	  this	  guy	  looks	  a	  lot	  like	  the	  previous	  professor	  that	  I	  had	  at	  my	  university.	  And	  they	  have	  the	  same	  hand	  movements,	  and	  he	  was	  a	  Greek	  philosophy	  professor.	  Hm,	  I	  just	  found	  it	  interesting,	  his	  movements.	  I	  thought	  this	  guy	  has	  a	  very	  different	  style.	  First	  of	  all,	  he	  is	  sitting	  on	  the	  table.	  And	  I	  think	  I	  was	  wondering	  like,	  'Huh,	  do	  students	  like	  professors	  who	  are	  more	  relaxed	  and	  all?'	  I	  was	  just	  examining	  the	  guy,	  I	  think,	  his	  personality,	  his	  style.	  	  56:44.3	  -­‐	  56:48.2	  	   V5:	  helpful?	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56:48.2	  -­‐	  56:51.7	  	   No.	  	  56:51.7	  -­‐	  56:55.0	  	   V5:	  distracting?	  56:55.0	  -­‐	  57:21.4	  	   Not	  so	  much	  at	  this	  point,	  but	  when	  the	  video	  moves	  on	  to	  show	  that	  he	  had	  his	  feet	  on	  the	  table	  in	  his	  tennis	  shoes,	  then	  I	  was	  kind	  of	  like	  wondering,	  'Huh,	  is	  that	  a	  little	  too	  much?'	  Because	  this	  guy	  is	  a	  professor	  at	  Yale	  University.	  So	  I	  think	  at	  that	  point	  it	  became	  a	  little	  distracting.	  There,	  when	  he	  puts	  his	  foot	  on	  the	  table.	  	  57:21.6	  -­‐	  57:26.5	  	   V5:	  so	  the	  presence	  of	  the	  video	  didn't	  really	  affect	  your	  listening	  comprehension,	  correct?	  	  57:26.5	  -­‐	  57:59.5	  	   Yeah,	  not	  much...	  As	  I	  said,	  I	  like	  watching	  videos,	  I	  like	  seeing	  the	  people	  move	  and	  his	  hands.	  But	  at	  some	  point	  it	  was	  a	  little	  distracting,	  so	  I	  am	  not	  too	  sure.	  I	  think	  I	  would	  rather	  have	  the	  video	  than	  not	  have	  it	  for	  this	  guy.	  	  57:59.5	  -­‐	  58:05.2	  	   V5:	  focus	  video	  vs.	  notes?	  58:05.2	  -­‐	  58:11.2	  	   Much	  more	  on	  taking	  notes,	  because	  it	  was	  packed	  with	  information.	  	  58:11.2	  -­‐	  58:12.6	  	   V5:	  were	  notes	  more	  helpful?	  58:12.5	  -­‐	  58:45.6	  	   Oh,	  for	  sure!	  There	  was	  nothing	  on	  the	  video	  that	  helped	  me	  answer	  any	  of	  the	  questions,	  unless	  the	  questions	  were	  about	  the	  shoe	  color,	  which	  they	  were	  not.	  	  58:45.6	  -­‐	  58:49.5	  	   Q21:	  thoughts?	  choice?	  	  58:49.5	  -­‐	  59:26.8	  	   Well,	  because	  during	  the	  whole	  lecture	  he	  talks	  about	  differences	  between	  the	  dualist	  and	  the	  physicalist.	  He	  talks	  about	  the	  body	  and	  the	  soul	  for	  the	  dualists,	  and	  then	  he	  says	  that	  the	  physicalists,	  they	  interpret	  the	  mind	  as	  just	  being	  the	  set	  of	  all	  those	  abilities	  that	  humans	  possess.	  	  59:26.8	  -­‐	  59:32.3	  	   Q21:	  you	  mentioned	  the	  body,	  but	  this	  one	  says	  'contrast	  the	  dualist	  and	  physicalist	  views	  of	  mind'.	  59:32.3	  -­‐	  1:00:22.1	  	   Hm,	  ok.	  Let	  me	  see...	  I	  think	  that	  still	  holds,	  because	  he	  does	  say	  that	  the	  mind	  for	  the	  dualists	  is	  just	  something	  that	  is	  attached	  to	  the	  body,	  and	  is	  the	  most	  important	  part.	  And	  I	  have	  that	  in	  the	  notes,	  'a	  person	  is	  a	  body	  plus	  a	  soul'.	  Oh,	  yeah,	  ok,	  yeah...	  So	  probably	  I	  got	  that	  wrong.	  
 
 
 
296 
I	  am	  not	  sure,	  when	  I	  answered	  it,	  I	  thought	  about	  everything.	  Um...	  	  1:00:22.1	  -­‐	  1:00:28.4	  	   Q21:	  so	  you	  chose	  [d]	  because	  you	  thought	  that	  most	  of	  the	  lecture	  was	  dedicated	  to	  contrasting	  the	  dualist	  and	  the	  physicalist	  views?	  	  1:00:28.4	  -­‐	  1:01:26.5	  	   Yeap.	  So,	  I	  might	  have	  read	  quickly	  over	  mind,	  thinking	  it	  was	  soul	  or	  something...	  Let	  me	  see.	  Yeah,	  I	  went	  by	  elimination,	  perhaps.	  [c]	  sounds	  good,	  but	  the	  main	  purpose	  I	  think	  was	  not	  to	  introduce,	  because	  he	  is	  always	  talking	  about	  the	  dualist	  is	  this,	  the	  physicalist	  is	  that.	  So	  I	  wouldn't	  say	  that	  the	  main	  purpose	  was	  to	  introduce	  the	  physicalist's	  view,	  even	  thought	  he	  does	  spend	  a	  large	  amount	  of	  time	  there.	  [b],	  it's	  just	  an	  example	  that	  he	  gives,	  so	  I	  wouldn't	  say	  that's	  the	  main	  purpose.	  And	  he	  doesn't	  say	  anything	  about	  one	  being	  better	  than	  the	  other	  [a].	  Was	  [c]	  the	  answer?	  	  1:01:27.1	  -­‐	  1:01:28.1	  	   Q21:	  Yeah,	  actually	  [c]	  was	  the	  answer.	  1:01:27.6	  -­‐	  1:01:56.0	  	   But	  he	  goes	  back	  to	  the	  dualist	  at	  the	  end.	  1:01:56.0	  -­‐	  1:02:08.6	  	   Q21:	  No,	  he	  does	  not.	  He	  doesn't	  say	  anything	  about	  the	  dualists	  at	  the	  end,	  no.	  He	  talks	  about	  mind	  at	  the	  end	  from	  the	  physicalists'	  perspective.	  	  1:02:08.6	  -­‐	  1:02:28.2	  	   Oh,	  yeah...	  So	  yeah,	  I	  think.	  1:02:28.2	  -­‐	  1:02:30.2	  	   Q21:	  so	  I	  guess	  here	  you	  kind	  of	  misinterpreted?	  1:02:30.2	  -­‐	  1:02:34.6	  	   Yeah,	  and	  I	  got	  confused	  with	  body,	  mind,	  soul,	  yeah.	  	  1:02:34.6	  -­‐	  1:02:37.6	  	   Q21:	  notes?	  1:02:37.6	  -­‐	  1:03:00.2	  	   Hm,	  to	  some	  extent	  the	  notes	  were	  useful	  because	  I	  have	  'mind	  are	  the	  mental	  abilities	  of	  the	  body'.	  But	  somehow	  I	  got	  things	  mixed	  up.	  	  1:03:00.2	  -­‐	  1:03:03.1	  	   Q21:	  so	  were	  notes	  helpful	  or	  not?	  1:03:03.1	  -­‐	  1:03:14.0	  	   They	  were,	  yeah.	  For	  this	  question,	  they	  were	  marginally	  helpful.	  	  1:03:14.0	  -­‐	   Q21:	  visuals?	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1:03:15.0	  	  1:03:14.6	  -­‐	  1:03:27.9	  	   Nope,	  not	  for	  any	  of	  the	  questions.	  	  1:03:27.9	  -­‐	  1:03:36.3	  	   Q22:	  thoughts?	  choice?	  	  1:03:36.3	  -­‐	  1:03:49.7	  	   Hm,	  first	  I	  have	  my	  notes	  supporting	  that	  a	  person	  is	  a	  body	  plus	  a	  soul.	  I	  was	  just	  not	  sure	  about	  the	  word	  'connected'	  when	  I	  first	  looked	  at	  it.	  	  1:03:49.7	  -­‐	  1:03:54.1	  	   Q22:	  is	  'plus'	  not	  'connected'?	  1:03:54.1	  -­‐	  1:03:59.0	  	   It	  could	  be,	  I	  was	  just	  wondering	  a	  little	  about	  it.	  	  1:03:59.0	  -­‐	  1:04:00.0	  	   Q22:	  notes?	  1:03:59.6	  -­‐	  1:04:06.1	  	   Yes,	  yes.	  	  1:04:06.1	  -­‐	  1:04:11.7	  	   Q23:	  thoughts?	  	  1:04:11.7	  -­‐	  1:04:54.6	  	   He	  doesn't	  say	  anything	  about	  cognitive	  science,	  as	  far	  as	  I	  remember,	  so	  I	  didn't	  choose	  [b].	  [d],	  he	  didn't	  say	  that,	  and	  that	  sounds	  a	  little	  funny.	  [a],	  it's	  the	  very	  contrary	  because	  it's	  the	  dualist	  one	  that	  talks	  about	  a	  human	  soul.	  And	  he	  does	  spend	  a	  lot	  of	  time	  talking	  about	  the	  mental	  abilities	  that	  a	  person	  has	  [c].	  	  1:04:54.6	  -­‐	  1:04:56.0	  	   Q23:	  notes?	  1:04:56.0	  -­‐	  1:05:04.1	  	   Not	  really,	  it	  was	  more	  like	  memory.	  	  1:05:04.3	  -­‐	  1:05:08.1	  	   Q24:	  thoughts?	  1:05:08.1	  -­‐	  1:05:17.5	  	   During	  this	  whole	  lecture	  I	  studied	  that	  stuff	  in	  logic,	  so	  I	  was	  just	  talking	  about	  functions	  and	  p-­‐values,	  it's	  formal	  logic.	  	  1:05:17.5	  -­‐	  1:05:18.9	  	   Q24:	  so	  this	  is	  the	  topic	  that	  is	  familiar	  to	  you?	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1:05:18.9	  -­‐	  1:05:23.8	  	   Yes,	  I've	  already	  seen	  it	  before.	  	  1:05:23.8	  -­‐	  1:05:27.3	  	   Q24:	  choice?	  1:05:27.3	  -­‐	  1:06:51.6	  	   [c],	  hm,	  ok.	  You	  really	  wanna	  know	  my	  opinion?	  [d]	  couldn't	  be	  because	  he	  doesn't	  talk	  about	  an	  illusion.	  [b]	  can't	  be	  the	  answer	  because	  talking	  and	  thinking	  are	  just	  two	  of	  the	  components	  of	  a	  p-­‐functioning	  body,	  so	  you	  cannot	  say	  that	  the	  whole	  body.	  You	  cannot	  define	  a	  p-­‐functioning	  body	  as	  being	  a	  human	  body	  that	  can	  talk	  and	  think,	  because	  if	  it's	  a	  human	  body	  that	  can	  talk	  and	  think	  and	  fly,	  it's	  not	  gonna	  be	  a	  p-­‐functioning	  body	  anymore,	  because	  fly	  is	  not	  part	  of	  the	  p-­‐functions.	  So,	  he	  mentions	  this	  stuff	  like	  feeling,	  communicating,	  thinking,	  talking.	  	  1:06:51.6	  -­‐	  1:06:57.6	  	   Q24:	  so	  you	  said	  that	  if	  there	  was	  'fly',	  this	  would	  not	  be	  correct...	  1:06:57.5	  -­‐	  1:07:44.9	  	   Exactly.	  It's	  the	  difference	  between	  necessary	  and	  sufficient	  requirements	  in	  logic.	  This	  is	  a	  necessary	  requirement:	  every	  p-­‐functioning	  body	  needs	  to	  talk	  and	  every	  p-­‐functioning	  body	  needs	  to	  be	  able	  to	  think.	  But	  just	  being	  able	  to	  talk	  and	  think	  doesn't	  make	  it	  a	  p-­‐functioning	  body,	  because	  these	  are	  just	  two	  of	  the	  things	  that	  are	  part	  of	  a	  p-­‐functioning	  body.	  Being	  able	  to	  feel	  is	  another	  one,	  so	  if	  it	  talks	  things,	  but	  doesn't	  feel,	  right?	  So,	  think	  of	  somebody	  who	  doesn't	  feel	  anything	  and	  people	  who	  are	  serial	  killers,	  they	  don't	  have	  any	  feelings,	  it	  would	  not	  be	  a	  p-­‐functioning	  body,	  I	  think,	  according	  to	  the	  guy's	  description.	  	  1:07:44.8	  -­‐	  1:07:55.9	  	   Q24:	  from	  what	  you	  are	  saying,	  if	  there	  was	  this	  or	  that,	  then	  this	  wouldn't	  be	  correct.	  But	  you	  agree	  that	  talking	  and	  thinking	  is	  part	  of	  a	  p-­‐functioning	  body?	  1:07:55.9	  -­‐	  1:08:34.2	  	   Yes,	  but	  it's	  not	  enough	  to	  define	  a	  p-­‐functioning	  body,	  because	  here	  you	  are	  defining,	  it's	  a	  human	  body	  that	  can	  talk	  and	  think.	  If	  you	  said	  that...	  it's	  a	  tricky	  one.	  Like	  a	  p-­‐functioning	  body	  can	  talk	  and	  think...	  It's	  tricky,	  it	  has	  two	  interpretations,	  I	  think.	  It	  is	  true,	  [b]...	  1:08:34.2	  -­‐	  1:08:38.3	  	   Q24:	  you	  got	  into	  such	  an	  in-­‐depth	  analysis	  of	  option	  [b],	  so	  I	  just	  got	  curious.	  	  1:08:38.3	  -­‐	  1:08:55.9	  	   It's	  all	  about	  the	  verb	  'to	  be'.	  Is	  this	  a	  whole	  definition	  of	  a	  p-­‐functioning	  body?	  I	  would	  say	  no.	  This	  is	  not	  enough	  to	  define	  a	  p-­‐functioning	  body.	  But	  do	  you	  always	  find	  this	  in	  a	  p-­‐functioning	  body?	  Yes.	  	  1:08:55.9	  -­‐	  1:08:57.5	  	   Q24:	  so	  why	  did	  you	  choose	  [c]?	  
 
 
 
299 
1:08:57.4	  -­‐	  1:09:49.0	  	   Because	  it	  does	  say	  that	  a	  p-­‐functioning	  body	  can	  be	  described	  by	  a	  set	  of	  functions,	  meaning	  a	  person	  is	  a	  body	  because	  a	  person	  can	  do	  X.	  This	  is	  formal	  logic,	  so	  because	  I	  have	  already	  studied	  this	  before,	  the	  functions	  make	  sense.	  The	  'hierarchy'	  is	  the	  word	  I	  didn't	  like	  and	  the	  word	  'canonical',	  because	  canonical	  would	  mean	  that	  there	  is	  a	  limited	  set	  of	  things.	  And	  hierarchy,	  he	  didn't	  say	  anything	  about	  hierarchy	  because	  none	  of	  those	  functions	  are	  more	  important	  than	  the	  other,	  they	  are	  at	  the	  same	  level.	  A	  p-­‐functioning	  body	  needs	  to	  talk,	  feel,	  communicate,	  think.	  	  1:09:49.0	  -­‐	  1:09:51.5	  	   Q24:	  so	  for	  you	  there	  were	  also	  issues	  with	  option	  [c]?	  1:09:51.5	  -­‐	  1:10:28.7	  	   Yes.	  So	  I	  rejected	  [b]	  because	  I	  think	  this	  is	  not	  enough	  to	  define	  a	  p-­‐functioning	  body,	  even	  though	  it	  might	  be	  the	  answer-­‐-­‐and	  I	  would	  understand	  why	  it's	  the	  answer.	  But	  because	  of	  my	  interpretation	  of	  [b],	  which	  I	  did	  go	  into	  depth,	  I	  chose	  [c]	  even	  though	  I	  didn't	  like	  those	  words.	  But	  remember	  I	  told	  you	  that	  my	  test-­‐taking	  strategy	  is	  to	  eliminate	  all	  the	  options	  and	  I	  get	  the	  one	  that	  I	  am	  left	  with,	  so	  that's	  why	  I	  prefer	  to	  go	  for	  [c].	  	  1:10:28.7	  -­‐	  1:10:30.0	  	   Q24:	  notes?	  1:10:29.9	  -­‐	  1:10:43.4	  	   Hm,	  probably	  not,	  apart	  from	  these	  here	  that	  say	  that	  I	  list	  some	  of	  the	  functions.	  But	  it	  didn't	  really	  help	  much.	  	  1:10:43.4	  -­‐	  1:10:45.8	  	   Q24:	  did	  you	  hear	  the	  professor	  saying	  anything	  about	  the	  canonical	  hierarchy?	  	  1:10:45.8	  -­‐	  1:10:56.4	  	   I	  don't	  think	  he	  said	  anything	  about	  canonical	  hierarchy.	  So,	  I	  think	  it's	  wrong,	  [c]	  is	  wrong.	  	  1:10:56.4	  -­‐	  1:11:11.2	  	   Q24:	  actually	  he	  did	  say	  that	  there	  is	  no	  a	  canonical	  hierarchy	  of	  p-­‐functions	  that	  you	  can	  use	  to	  define.	  And	  I	  wonder	  if	  you	  missed	  that	  because	  of	  something	  in	  the	  visual,	  like	  you	  were	  looking	  at	  his	  legs	  or	  something	  that	  distracted	  you.	  	  1:11:11.2	  -­‐	  1:11:16.5	  	   Yeah,	  I	  wouldn't	  be	  able	  to	  say	  now.	  	  1:11:16.5	  -­‐	  1:11:32.0	  	   Q24:	  [b]	  was	  the	  correct	  one.	  	  1:11:32.0	  -­‐	  1:12:01.1	  	   Because	  if	  you	  say...	  Think	  of	  a	  person	  who	  can	  talk,	  think,	  but	  they	  cannot	  communicate.	  Think	  of	  Genie,	  remember	  that	  girl?	  Who	  got	  in	  the	  basement	  for	  13	  years.	  So,	  for	  some	  people	  she	  might	  not	  be	  a	  p-­‐functioning	  body,	  even	  though	  she	  can	  talk	  and	  think,	  but	  she	  doesn't	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do	  it	  in	  a	  way	  that	  we	  normal	  human	  beings	  do.	  	  1:12:01.1	  -­‐	  1:12:04.2	  	   Q24:	  well,	  you	  heard	  his	  example	  about	  the	  dead	  body,	  right?	  	  1:12:04.1	  -­‐	  1:12:16.4	  	   Yes.	  	  1:12:16.4	  -­‐	  1:12:24.5	  	   Q24:	  you	  read	  really	  between-­‐between	  the	  lines.	  So	  I	  guess	  you	  missed	  him	  saying	  about	  canonical	  hierarchy,	  because	  if	  you	  heard	  that,	  I	  am	  sure	  you	  would	  not	  choose	  this	  option.	  	  1:12:24.5	  -­‐	  1:12:52.4	  	   But	  here	  you	  can	  really	  see	  what	  my	  strategy	  is.	  It's	  elimination.	  And	  just	  when	  I	  can	  eliminate	  all	  options	  do	  I	  choose	  the	  one	  I	  think	  is	  correct.	  	  1:12:51.4	  -­‐	  1:12:53.4	  	   Q24:	  and	  so	  visuals	  didn't	  help.	  Actually,	  they	  might	  have	  distracted	  you	  in	  this	  case,	  but	  this	  is	  difficult	  [to	  establish	  at	  this	  point].	  	  1:13:04.8	  -­‐	  1:13:06.1	  	   It	  might	  have	  distracted	  how	  much	  attention	  I	  could	  put	  into	  it.	  	  1:13:06.1	  -­‐	  1:13:07.6	  	   Q25:	  thoughts?	  	  1:13:07.6	  -­‐	  1:13:58.4	  	   He	  doesn't	  say	  anything	  about	  [a],	  and	  if	  he	  said	  'in	  several	  important	  ways',	  he	  would	  have	  mentioned	  those	  ways,	  but	  he	  doesn't	  say	  anything.	  [d],	  I	  don't	  think	  he	  said	  anything	  about	  being	  a	  link.	  [b],	  and	  he	  did	  say	  something	  about	  that,	  which	  is	  when	  he	  explains	  the	  definition	  of	  mind	  for	  the	  physicalists,	  that	  a	  mind	  is	  simply,	  those	  mental	  abilities,	  the	  mind	  makes	  it	  possible	  for	  the	  person	  to	  have	  those	  abilities.	  And	  he	  doesn't	  say	  anything	  about	  [c].	  	  1:13:58.4	  -­‐	  1:14:01.0	  	   Q25:	  notes?	  1:14:01.0	  -­‐	  1:14:09.4	  	   To	  some	  extent,	  to	  confirm,	  because	  I	  have	  'mind	  equals	  mental	  abilities	  of	  a	  body'	  [so	  the	  notes	  were	  helpful].	  1:14:09.3	  -­‐	  1:14:21.3	  	   V6:	  focus	  what?	  1:14:21.3	  -­‐	  1:14:38.8	  	   This	  at	  this	  point	  I	  just	  thought	  to	  myself,	  'Oh	  my	  God,	  it's	  gonna	  be	  so	  boring'.	  Because	  it's	  gonna	  be	  a	  lecture	  about	  a	  mushroom	  for	  three	  minutes...	  But	  anyways.	  	  1:14:38.7	  -­‐	  1:14:40.8	  	   V6:	  so	  what	  did	  you	  look	  at	  in	  the	  lecture?	  	  1:14:40.7	  -­‐	   I	  would	  say	  this	  out	  of	  all	  the	  videos	  was	  the	  one	  where	  the	  visuals	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1:15:57.4	  	   were	  the	  most	  important.	  First,	  because	  it	  was	  not	  static,	  which	  means	  I	  have	  to	  keep	  paying	  attention	  to	  see	  the	  image	  change.	  Second,	  in	  contrast	  to	  the	  economics	  video	  where	  he	  shows	  the	  price	  and	  everything,	  his	  words	  are	  very	  much	  aligned	  with	  his	  drawing.	  So	  I	  could	  make	  sense	  of	  everything.	  I	  could	  interpret	  the	  drawing.	  And	  because	  he	  talks	  about	  structures,	  it's	  nice	  to	  be	  able	  to	  visualize	  when	  you	  are	  talking	  about	  parts	  of	  something	  or...	  It's	  physical	  things,	  because	  you	  can	  talk	  about	  components	  of	  philosophy,	  but	  you	  cannot	  show	  it.	  You	  can	  write,	  but	  that's	  words.	  Here,	  it's	  visual.	  So	  my	  strategy	  was	  I	  did	  exactly	  the	  same	  drawing	  that	  he	  did	  on	  the	  video	  when	  I	  was	  taking	  my	  notes.	  I	  was	  just	  repeating	  everything	  that	  he	  did,	  yeap,	  basically	  copying	  from	  the	  board.	  Because	  I	  was	  pretty	  sure	  the	  questions	  would	  ask	  about	  individual	  parts.	  	  1:15:57.4	  -­‐	  1:16:00.9	  	   V6:	  helpful?	  1:16:00.9	  -­‐	  1:16:01.9	  	   Quite	  helpful,	  yeah.	  	  1:16:01.8	  -­‐	  1:16:05.3	  	   V6:	  distracting?	  1:16:05.3	  -­‐	  1:16:09.7	  	   Distracting	  no.	  	  1:16:09.7	  -­‐	  1:16:14.9	  	   V6:	  focus	  video	  vs.	  notes?	  1:16:14.9	  -­‐	  1:16:30.6	  	   I	  would	  say	  this	  one	  was	  a	  mixture,	  because	  I	  was	  copying	  the	  visual	  to	  some	  extent,	  so	  I	  had	  to	  look-­‐draw-­‐look-­‐draw.	  1:16:30.6	  -­‐	  1:16:33.5	  	   V6:	  helpful	  video	  vs.	  notes?	  1:16:33.4	  -­‐	  1:16:57.8	  	   My	  notes,	  because	  all	  the	  visual	  is	  in	  my	  notes,	  and	  more.	  So,	  my	  notes	  include	  the	  visual,	  but	  it	  also	  includes	  things	  that	  he	  said	  that	  are	  not	  directly	  shown	  in	  the	  drawing.	  1:16:57.9	  -­‐	  1:16:58.9	  	   V6:	  I	  see.	  But	  you	  would	  probably	  not	  get	  this	  level	  of	  notes	  without	  the	  visuals?	  1:16:58.5	  -­‐	  1:17:18.6	  	   Oh,	  yes,	  for	  sure!	  The	  notes	  are	  very	  related	  to	  the	  video.	  	  1:17:18.6	  -­‐	   Q26:	  thoughts?	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1:17:28.1	  	  1:17:28.1	  -­‐	  1:18:17.1	  	   So	  I	  chose	  [c]	  really	  quick.	  Well,	  that's	  what	  he	  does	  the	  whole	  lecture,	  he	  talks	  about	  the	  elements,	  the	  structure	  of	  the	  mushroom,	  and	  he	  draws	  the	  mushroom.	  He	  says	  that's	  the	  cap	  of	  the	  mushroom,	  then	  he	  talks	  about	  mycelium.	  He	  doesn't	  classify	  the	  different	  cells	  [b],	  he	  just	  says	  that	  the	  nucleus	  has	  haploid	  cells.	  He	  doesn't	  say	  anything	  about	  analyzing	  mushrooms	  [d],	  and	  he	  doesn't	  say	  anything	  about	  the	  life	  cycle	  [a].	  	  1:18:17.1	  -­‐	  1:18:21.7	  	   Q26:	  notes?	  1:18:21.7	  -­‐	  1:18:24.3	  	   Nope,	  it	  wasn't	  necessary.	  	  1:18:24.3	  -­‐	  1:18:28.1	  	   Q26:	  visuals?	  1:18:28.1	  -­‐	  1:19:15.0	  	   Kind	  of,	  yeah.	  Well,	  even	  if	  I	  hadn't	  seen	  the	  video,	  what	  he	  did	  was	  describe	  the	  structural	  elements.	  But	  for	  this	  one	  particularly,	  I	  would	  say	  a	  low-­‐level	  students	  might	  be	  able	  to	  get	  this	  question	  correct	  because	  of	  the	  visual.	  Because	  he	  sees	  that	  he	  is	  showing	  this,	  and	  he	  shows	  that,	  and	  he	  makes	  an	  arrow	  about	  this,	  so	  he	  knows	  he	  is	  talking	  about	  elements	  just	  because	  of	  the	  visual.	  Whereas	  if	  he	  only	  had	  listening,	  a	  low-­‐level	  student	  wouldn't	  be	  able	  to	  get	  that	  correct	  just	  with	  the	  audio	  information.	  	  1:19:15.0	  -­‐	  1:19:16.0	  	   Q26:	  provided	  the	  student	  knows	  the	  words	  'structural	  elements'...	  1:19:16.3	  -­‐	  1:19:27.9	  	   Exactly,	  so	  this	  is	  about	  understanding	  the	  question	  and	  the	  words	  here,	  not	  so	  much	  the	  words	  in	  the...	  1:19:27.9	  -­‐	  1:19:28.9	  	   Q26:	  so	  for	  you	  the	  visual	  did	  help	  to	  some	  extent?	  1:19:28.7	  -­‐	  1:19:31.0	  	   Yes.	  	  1:19:31.0	  -­‐	  1:19:43.3	  	   Q27:	  thoughts?	  1:19:43.2	  -­‐	  1:20:01.4	  	   I	  think	  that	  was	  a	  pretty	  fast	  one.	  He	  doesn't	  say	  anything	  about	  enzyme,	  [d],	  so	  that	  wouldn't	  be	  the	  answer.	  	  1:20:01.4	  -­‐	   Q27:	  why	  choice	  [a]?	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1:20:03.4	  	  1:20:03.4	  -­‐	  1:20:16.4	  	   [a]	  definitely	  came	  almost	  verbatim	  from	  the...	  and	  I	  have	  that	  here,	  most	  of	  the	  body	  mass	  comes	  from	  this	  part,	  underground.	  	  1:20:16.4	  -­‐	  1:20:17.4	  	   Q27:	  notes?	  1:20:17.3	  -­‐	  1:20:20.0	  	   Yes,	  [they	  were	  helpful].	  1:20:20.0	  -­‐	  1:20:21.0	  	   Q27:	  visuals?	  1:20:20.7	  -­‐	  1:20:49.4	  	   The	  visuals	  as	  well,	  because	  he	  draws	  the	  ground.	  But	  this	  sentence	  itself,	  'most	  of	  the	  mass',	  that's	  not	  represented	  in	  the	  video	  at	  all,	  that	  comes	  from	  his	  mouth.	  Only	  the	  ground	  is	  represented	  in	  the	  video.	  So,	  partially	  the	  drawing	  helps,	  the	  video	  helps.	  	  1:20:49.4	  -­‐	  1:20:52.7	  	   Q28:	  thoughts?	  	  1:20:52.7	  -­‐	  1:21:24.4	  	   The	  life	  cycle	  of	  mushrooms...	  [c],	  I	  don't	  think	  he	  says	  exactly	  like	  that,	  it's	  not	  verbatim,	  but	  he	  says	  that	  if	  you	  pull	  a	  mushroom	  out	  of	  the	  ground,	  other	  mushrooms	  would	  grow	  in	  its	  place,	  because	  all	  the	  structure	  is	  still	  underground,	  most	  of	  the	  body	  mass	  is	  there.	  So	  that's	  why	  I	  chose	  [c].	  	  1:21:24.4	  -­‐	  1:21:25.9	  	   Q28:	  notes?	  1:21:25.9	  -­‐	  1:21:29.0	  	   No,	  that	  was	  from	  memory.	  	  1:21:29.0	  -­‐	  1:21:31.0	  	   Q28:	  visuals?	  1:21:30.9	  -­‐	  1:21:39.6	  	   No,	  because	  he	  doesn't	  draw	  anything	  like	  that,	  he	  just	  says.	  	  1:21:39.6	  -­‐	  1:21:46.3	  	   Q29:	  thoughts?	  	  1:21:46.3	  -­‐	  1:22:13.6	  	   [a],	  it's	  true,	  he	  says	  that,	  and	  I	  have	  that	  in	  my	  notes,	  'more	  mushrooms	  grow	  to	  mycelium'-­‐-­‐I	  don't	  know	  what	  that	  means-­‐-­‐'which	  absorbs	  nutrients'.	  So	  it	  says	  that	  the	  mycelium	  absorbs	  the	  nutrients	  and	  that's	  the	  nourishment	  for	  the	  mushroom.	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1:22:13.6	  -­‐	  1:22:14.6	  	   Q29:	  notes?	  1:22:14.2	  -­‐	  1:22:18.0	  	   Yes,	  but	  I	  could	  have	  answered	  without	  the	  notes	  as	  well.	  It	  was	  more	  a	  confirmation.	  	  1:22:17.9	  -­‐	  1:22:21.3	  	   Q29:	  visuals?	  1:22:21.3	  -­‐	  1:22:25.2	  	   Nope,	  because	  he	  doesn't	  draw	  nutrients	  or	  anything	  like	  that.	  	  1:22:25.2	  -­‐	  1:22:28.4	  	   Q30:	  thoughts?	  	  1:22:28.4	  -­‐	  1:23:48.5	  	   [d],	  as	  far	  as	  I	  remember,	  he	  doesn't	  mention	  anything	  about	  growing	  with	  a	  limited	  supply.	  I	  don't	  remember	  him	  saying	  about	  them	  being	  independent	  [a].	  [c],	  I	  remember	  he	  says	  something	  about	  DNA.	  [b],	  oh,	  they	  CAN	  have	  more	  than	  one	  nucleus.	  Because	  he	  says	  that	  in	  the	  mushroom...	  Well,	  he	  says	  that	  N	  can	  represent	  the	  number	  of	  nucleus	  that	  a	  cell	  has.	  So,	  if	  they	  always	  have	  just	  one	  cell,	  one	  nucleus,	  why	  would	  you	  need	  N?	  N	  should	  stand	  for	  different	  possibilities.	  Like	  when	  you	  have	  research,	  N	  can	  be	  1,	  2,	  3	  participants,	  right?	  So	  that's	  why	  I	  chose	  [b],	  because	  they	  can	  have	  more	  than	  one	  nucleus.	  1:23:48.5	  -­‐	  1:23:49.5	  	   Q30:	  did	  you	  hear	  him	  saying	  [b]?	  1:23:49.1	  -­‐	  1:23:57.1	  	   Oh,	  hang	  on,	  you	  are	  talking	  about	  MUSHROOM	  cells.	  OK,	  so	  [b]	  is	  wrong,	  I	  probably	  got	  that	  one	  wrong,	  I	  think.	  	  1:23:57.1	  -­‐	  1:23:58.1	  	   Q30:	  why	  is	  it	  wrong?	  	  1:23:58.0	  -­‐	  1:24:43.1	  	   Because	  he	  says	  that	  the	  mushroom	  cells,	  he	  says	  "each	  cell	  has	  one	  nucleus,"	  I	  have	  that	  in	  my	  notes.	  So	  maybe...	  yeah,	  monokaryon.	  I	  think	  I	  read	  the	  prompt	  only,	  I	  forgot	  it	  was	  in	  mushrooms.	  I	  think	  it	  was	  just	  asking	  about	  cells	  in	  general,	  and	  I	  thought,	  'Well,	  mushroom	  cells	  have	  just	  one	  nucleus,	  but	  other	  cells	  can	  have	  more	  nucleus'.	  So	  I	  might	  have	  gotten	  that	  one	  wrong.	  I	  don't	  know.	  Did	  I?	  	  1:24:43.1	  -­‐	  1:24:48.8	  	   Q30:	  you	  actually	  got	  it	  right.	  So	  you	  didn't	  hear	  him	  saying	  that	  there	  can	  be	  cells	  with	  more	  than	  one	  nucleus?	  1:24:48.8	  -­‐	  1:25:02.0	  	   I	  did,	  he	  did	  say	  that	  at	  some	  point.	  But	  I	  thought	  all	  the	  mushroom	  cells	  had	  one.	  And	  I	  have	  my	  drawing	  here	  of	  cells,	  so	  one	  nucleus	  per	  cell.	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1:25:02.0	  -­‐	  1:25:12.5	  	   Q30:	  so	  you	  did	  interpret	  that	  as	  one	  nucleus-­‐one	  nucleus?	  1:25:12.5	  -­‐	  1:25:23.7	  	   Yeah,	  I	  have	  the	  drawing	  for	  one	  cell,	  one	  nucleus	  per	  cell.	  So	  this	  one	  I	  got	  right	  only	  because	  I	  misinterpreted	  the	  prompt.	  But	  now	  I	  wonder	  if...	  1:25:23.7	  -­‐	  1:25:25.3	  	   Q30:	  but	  you	  said	  you	  heard	  him	  saying	  that	  they	  can	  have	  more	  than	  one	  nucleus...	  1:25:25.2	  -­‐	  1:25:35.9	  	   Cells,	  not	  mushroom	  cells.	  And	  because	  I	  ignored	  this	  in	  the	  prompt,	  I	  marked	  [b].	  	  1:25:35.8	  -­‐	  1:26:11.9	  	   We	  are	  done.	  Thank	  you!	  
 
 	  	  Participant	  30	  (English	  99L	  student)	  
 
Timespan	   Transcript	  0:00.0	  -­‐	  0:55.5	  	   V6:	  focus	  what?	  0:55.5	  -­‐	  1:33.8	  	   I	  just	  focused	  on	  the	  mushroom	  and	  the	  instructor	  face.	  Just	  focus	  on	  the	  BB,	  what	  he	  draw	  on	  the	  BB	  and	  that's	  what	  I	  have.	  	  1:33.8	  -­‐	  1:38.1	  	   V6:	  why	  did	  you	  look	  at	  what	  the	  instructor	  was	  writing	  on	  the	  BB?	  	  1:38.1	  -­‐	  2:05.9	  	   Because	  based	  on	  my	  experience,	  what	  the	  instructor	  put	  on	  the	  BB,	  that	  is	  the	  key	  point	  or	  the	  most	  important	  thing	  he	  want	  show	  us.	  And	  maybe	  that	  is	  a	  quick	  way	  for	  us	  to	  understand,	  to	  visualize	  and	  understand	  what	  he	  told	  us.	  	  2:05.9	  -­‐	  2:16.0	  	   V6:	  helpful?	  2:16.0	  -­‐	  3:23.2	  	   Yeah.	  He	  made	  very	  vivid	  description	  for	  us	  to	  understand	  how	  the	  mushroom	  absorbed	  the	  nutritions	  from	  the	  soil	  and	  how	  he,	  and	  to	  know	  the	  data	  also	  about	  the	  mycelium...	  He	  just	  want	  us	  to	  know	  the	  nucleus	  from	  the	  root,	  so	  I	  just	  want	  to	  know	  some	  details	  about	  that.	  	  3:23.2	  -­‐	   V6:	  distracting?	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3:30.1	  	  3:30.1	  -­‐	  3:36.3	  	   No.	  	  3:36.2	  -­‐	  3:41.2	  	   V6:	  focus	  video	  vs.	  notes?	  3:41.2	  -­‐	  4:05.4	  	   Watching	  the	  video,	  because	  I	  just	  can	  memorize	  something	  in	  my	  mind	  and	  I	  just	  don't	  wanna	  lose	  some	  parts	  of	  his	  lecture	  and	  what	  he	  has	  told	  us.	  	  4:05.4	  -­‐	  4:12.5	  	   V6:	  helpful	  video	  vs.	  notes?	  	  4:12.5	  -­‐	  4:15.7	  	   Yeah	  [the	  video	  was	  more	  helpful	  than	  taking	  the	  notes].	  	  4:15.7	  -­‐	  4:19.5	  	   V6:	  so	  are	  you	  saying	  that	  when	  you	  take	  notes,	  you	  can	  lose	  some	  information?	  	  4:19.5	  -­‐	  4:28.1	  	   Yeah,	  I	  may	  lose	  some	  information	  because	  I	  cannot	  do	  something	  together	  at	  one	  time.	  	  4:28.1	  -­‐	  4:31.8	  	   V6:	  so	  when	  you	  take	  notes,	  it	  distracts	  you	  from	  listening	  to	  the	  instructor?	  4:31.8	  -­‐	  4:34.5	  	   Yeah.	  	  4:34.5	  -­‐	  4:36.5	  	   V6:	  how	  much	  did	  you	  understand?	  	  4:36.4	  -­‐	  4:47.1	  	   Hm,	  I	  have	  no	  idea.	  Probably	  more	  than	  half.	  	  4:47.1	  -­‐	  5:03.0	  	   Q26:	  thoughts?	  5:03.0	  -­‐	  5:39.1	  	   I	  just	  want	  to	  analyze	  those	  four	  verbs,	  "summarize,	  classify,	  introduce,	  and	  describe",	  and	  I	  just...	  through	  my	  memory	  and	  to	  think	  about	  what	  that	  he	  do	  in	  the	  lecture.	  So	  to	  answer	  this	  question,	  the	  most	  important	  thing	  is	  to	  understand	  what	  he	  did	  in	  the	  lecture.	  	  5:39.1	  -­‐	  5:42.8	  	   Q26:	  choice?	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5:42.8	  -­‐	  5:44.9	  	   I	  think	  that	  is	  'describe'.	  	  5:44.9	  -­‐	  5:49.3	  	   Q26:	  visuals?	  5:49.3	  -­‐	  5:55.5	  	   Hm,	  no,	  [he	  just	  relied	  on	  what	  he	  heard].	  	  5:55.5	  -­‐	  5:56.9	  	   Q26:	  notes?	  5:56.8	  -­‐	  6:01.1	  	   No.	  	  6:01.1	  -­‐	  6:17.6	  	   Q27:	  thoughts?	  Choice?	  	  6:17.6	  -­‐	  6:57.1	  	   Because	  I	  didn't	  find	  them,	  I	  just	  read	  all	  the	  options,	  and	  I	  just	  use	  my	  notes	  to	  analyze	  and	  use	  my	  memory	  to	  analzyze	  what	  he	  did	  in	  that	  part.	  I	  choose	  [a]	  because	  I	  didn't	  find	  any	  answer	  I	  think	  that	  is	  pretty	  correct,	  but	  I	  think	  I	  just	  inferred	  that	  [a]	  should	  be	  the	  correct	  answer.	  	  6:57.1	  -­‐	  6:58.9	  	   Q27:	  did	  you	  hear	  the	  professor	  saying	  [a]?	  6:58.9	  -­‐	  7:00.8	  	   No,	  no.	  	  7:00.8	  -­‐	  7:03.9	  	   Q27:	  but	  you	  said	  you	  used	  your	  notes.	  So	  were	  your	  notes	  useful?	  7:03.9	  -­‐	  7:06.6	  	   Hm,	  I	  don't	  think	  so.	  7:06.6	  -­‐	  7:09.7	  	   Q27:	  visuals?	  7:09.6	  -­‐	  7:40.2	  	   Uh,	  yes,	  because	  I	  heard	  something	  that	  when	  he	  removed	  the	  stock	  and	  the	  cap	  of	  the	  mushroom,	  I	  think	  the	  roots	  can	  also	  provide	  them,	  can	  also	  help	  the	  mushroom	  to	  grow	  another...	  	  7:38.3	  -­‐	  7:44.4	  	   Q27:	  you	  said	  you	  didn't	  hear	  this,	  so	  why	  did	  you	  choose	  [a]?	  Did	  other	  options	  not	  seem	  right	  to	  you?	  By	  eliminating?	  	  7:44.3	  -­‐	   For	  [d],	  I	  don't	  know	  what	  the	  meaning	  of	  that	  [enzyme].	  But	  I	  think	  the	  mushroom	  can,	  I	  heard	  that	  mushroom	  can	  absorb	  nutritions	  from	  the	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8:27.9	  	   soil.	  So	  I	  just	  [deleted	  a].	  But	  I	  heard	  [c],	  but	  that's	  have	  not	  only	  one	  nucleus.	  They	  have	  each,	  the	  mycelium	  have	  one	  nucleus.	  So	  I	  just	  [c]	  go	  [eliminated].	  	  8:27.9	  -­‐	  8:30.0	  	   Q27:	  so	  you	  eliminated	  other	  options	  and	  you	  chose	  [a]?	  	  8:29.9	  -­‐	  8:33.1	  	   Yeah.	  	  8:33.1	  -­‐	  8:40.2	  	   Q28:	  thoughts?	  Choice?	  	  8:40.2	  -­‐	  9:42.0	  	   Hm,	  because	  based	  on	  the	  understanding	  of	  the	  mushroom	  life	  cycle	  I	  just	  know	  that	  when	  people	  remove	  the	  mushrooms	  away,	  the	  mycelium	  can	  also	  provide	  nutrition	  and	  can	  grow	  another	  mushroom.	  So	  for	  [b],	  that	  is	  not	  correct.	  And	  I	  am	  not	  quite	  sure	  about	  [d],	  because	  in	  the	  last	  part	  he	  mentioned	  and	  he	  emphasized	  the	  monokaryon.	  	  9:42.0	  -­‐	  9:45.8	  	   Q28:	  so	  did	  you	  hear	  the	  professor	  saying	  [c]?	  9:45.8	  -­‐	  9:48.7	  	   No,	  no.	  	  9:48.7	  -­‐	  10:00.8	  	   Q28:	  but	  you	  just	  said	  that	  mycelium	  provides	  nourishment	  to	  the	  mushrooms,	  and	  if	  you	  take	  out	  a	  mushroom,	  it	  can	  grow	  new	  mushrooms...	  10:00.8	  -­‐	  10:13.8	  	   Yeah,	  that	  just	  infer	  from	  the...	  10:13.8	  -­‐	  10:17.1	  	   Q28:	  OK,	  so	  you	  heard	  that	  information...	  Visuals?	  	  10:17.5	  -­‐	  10:44.6	  	   Yeah,	  because	  when	  he	  draw	  the	  myceliums	  on	  the	  BB	  and	  he	  emphasized,	  "When	  we	  moved	  out	  the	  mushrooms,	  the	  myceliums	  can	  also	  provide..."	  	  10:44.6	  -­‐	  10:45.7	  	   Q28:	  so	  you	  saw	  his	  gestures	  and	  that	  helped?	  	  10:45.6	  -­‐	  10:49.3	  	   Yeah.	  	  10:49.3	  -­‐	  10:50.5	  	   Q28:	  notes?	  10:50.4	  -­‐	   No.	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10:53.1	  	  10:53.0	  -­‐	  11:00.8	  	   Q29:	  thoughts?	  You	  chose	  [a]	  very	  quickly.	  Why?	  	  11:00.8	  -­‐	  11:19.9	  	   Hm,	  based	  on	  what	  I	  heard	  before.	  	  11:19.9	  -­‐	  11:20.9	  	   Q29:	  visuals?	  11:20.9	  -­‐	  11:35.1	  	   Yeah,	  what	  he	  drew,	  put	  on	  the	  BB...	  11:35.1	  -­‐	  11:36.8	  	   Q29:	  the	  diagram	  of	  the	  mushroom	  that	  he	  drew?	  That	  was	  helpful?	  	  11:36.7	  -­‐	  11:42.4	  	   Yeah,	  I	  think	  so.	  	  11:42.4	  -­‐	  11:43.5	  	   Q29:	  notes?	  	  11:43.4	  -­‐	  11:47.2	  	   No.	  	  11:47.2	  -­‐	  11:53.6	  	   Q30:	  thoughts?	  Choice?	  	  11:53.6	  -­‐	  12:22.4	  	   Hm,	  for	  the...	  12:22.4	  -­‐	  12:23.4	  	   Q30:	  did	  you	  hear	  the	  professor	  saying	  [d]?	  12:23.2	  -­‐	  12:26.7	  	   No.	  	  12:26.7	  -­‐	  12:27.7	  	   Q30:	  why	  choice	  [d]?	  12:27.6	  -­‐	  13:01.0	  	   Because	  I	  have	  read	  all	  the	  four	  options,	  and	  I	  just	  analyze	  for	  [c]	  that	  is	  not	  correct,	  I	  think	  that	  is	  not	  correct.	  For	  [b],	  they	  have	  only	  one	  nucleus,	  so	  I	  just	  skip	  [b].	  [a],	  I	  don't	  think	  that	  is	  relatively	  independent	  from	  each	  other,	  so	  I	  just	  choose	  [d]	  because	  I	  don't	  think	  the	  other...	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13:00.9	  -­‐	  13:05.7	  	   Q30:	  so	  you	  eliminated	  other	  options...	  Visuals?	  13:05.7	  -­‐	  13:07.3	  	   No.	  	  13:07.3	  -­‐	  13:08.3	  	   Q30:	  notes?	  13:08.1	  -­‐	  13:15.4	  	   No,	  just	  based	  on	  my	  memorize.	  	  13:15.4	  -­‐	  13:23.6	  	   V5:	  focus	  what?	  	  13:23.6	  -­‐	  13:32.1	  	   I	  focus	  on	  the	  instructor	  face	  and	  the	  movement	  of	  his	  mouth.	  	  13:32.1	  -­‐	  13:36.3	  	   V5:	  why	  did	  you	  focus	  on	  the	  movement	  of	  the	  instructor's	  mouth?	  	  13:36.3	  -­‐	  14:06.1	  	   Because	  I	  just	  want	  to	  make	  sure	  to	  quite	  deeply	  understand	  what	  he	  said.	  Because	  for	  those	  topic	  for	  our	  non-­‐native	  speaker,	  that	  is	  a	  little	  bit	  difficult	  for	  us	  to	  understand	  that.	  So	  I	  just	  try	  my	  best	  to	  understand	  what	  he	  said	  in	  his	  lecture.	  	  14:06.1	  -­‐	  14:11.0	  	   V5:	  when	  you	  see	  the	  instructor's	  mouth,	  does	  it	  help	  you	  understand	  better?	  14:11.0	  -­‐	  14:23.9	  	   I	  don't	  think	  so.	  I	  just	  try	  to	  focus	  because	  there	  is	  nothing	  for	  me	  to	  better	  than	  focus	  on	  his	  mouth.	  	  14:23.9	  -­‐	  14:28.0	  	   V5:	  visuals	  helpful?	  14:28.0	  -­‐	  14:52.9	  	   No,	  not	  helpful,	  because	  he	  didn't	  write	  anything	  on	  the	  BB,	  and	  what	  he	  said.	  You	  just	  give	  me	  the	  audio	  of	  his	  lecture,	  I	  can	  do	  what...	  I	  can	  know	  what	  the	  lecture	  is.	  	  14:52.9	  -­‐	  14:57.0	  	   V5:	  so	  if	  there	  was	  just	  audio,	  would	  you	  understand	  the	  same	  amount	  of	  information?	  	  14:56.9	  -­‐	  15:00.0	  	   Yeah.	  	  15:00.0	  -­‐	   V5:	  distracting?	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15:02.6	  	  15:02.6	  -­‐	  15:04.8	  	   No.	  	  15:04.8	  -­‐	  15:14.4	  	   V5:	  focus	  notes	  vs.	  video?	  15:14.4	  -­‐	  15:22.7	  	   Taking	  notes	  on	  this	  video	  because	  I	  think	  that	  is	  useful	  than	  focus	  on	  him.	  	  15:22.7	  -­‐	  15:24.7	  	   V5:	  so	  taking	  notes	  was	  more	  helpful?	  	  15:24.6	  -­‐	  15:44.0	  	   Yeah,	  because	  there	  are	  no	  useful	  visual	  information,	  so...	  15:44.0	  -­‐	  15:45.2	  	   V5:	  how	  much	  did	  you	  understand?	  	  15:45.2	  -­‐	  15:49.2	  	   Maybe	  about	  half.	  	  15:49.2	  -­‐	  15:56.7	  	   V5:	  did	  you	  understand	  about	  the	  same	  amount	  of	  information	  as	  in	  the	  previous	  video	  or	  less,	  or	  more?	  15:56.7	  -­‐	  16:03.4	  	   I	  guess	  like	  the	  same.	  	  16:03.4	  -­‐	  16:09.8	  	   Q21:	  thoughts?	  16:09.8	  -­‐	  16:25.2	  	   The	  same	  as	  the	  last	  video	  the	  first	  question.	  So,	  I	  just	  analyze	  those	  four	  verbs	  and	  think	  about	  what	  he	  did.	  	  16:25.2	  -­‐	  16:30.3	  	   Q21:	  visuals?	  16:30.3	  -­‐	  16:31.3	  	   No.	  	  16:31.1	  -­‐	  16:32.1	  	   Q21:	  notes?	  16:32.0	  -­‐	   No,	  just	  from	  memory.	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16:35.7	  	  16:35.6	  -­‐	  16:42.6	  	   Q22:	  thoughts?	  Choice?	  	  16:42.6	  -­‐	  16:59.7	  	   Because	  based	  on	  what	  he	  said,	  he	  just	  talk	  about	  the	  difference	  between	  body	  and	  the	  soul.	  I	  just	  think	  that	  soul,	  that	  is	  connected	  with	  the	  body.	  	  16:59.7	  -­‐	  17:02.1	  	   Q22:	  so	  that's	  from	  the	  dualist	  perspective?	  	  17:02.0	  -­‐	  17:03.7	  	   Yeah.	  	  17:03.7	  -­‐	  17:05.1	  	   Q22:	  so	  you	  heard	  the	  professor	  saying	  [a]?	  17:05.1	  -­‐	  17:06.1	  	   Yeah.	  	  17:05.7	  -­‐	  17:06.8	  	   Q22:	  visuals?	  17:06.7	  -­‐	  17:08.2	  	   No.	  	  17:08.2	  -­‐	  17:09.2	  	   Q22:	  notes?	  17:08.9	  -­‐	  17:11.0	  	   No.	  	  17:11.0	  -­‐	  17:16.1	  	   Q23:	  thoughts?	  	  17:16.1	  -­‐	  17:24.8	  	   Because	  I	  heard	  that.	  And	  I	  have	  taken	  notes.	  	  17:24.8	  -­‐	  17:25.8	  	   Q23:	  notes?	  17:25.6	  -­‐	  17:28.1	  	   Yeah.	  	  17:28.1	  -­‐	   Q23:	  visuals?	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17:29.1	  	  17:29.1	  -­‐	  17:31.9	  	   No.	  	  17:31.9	  -­‐	  17:37.2	  	   Q24:	  thoughts?	  	  17:37.2	  -­‐	  17:47.5	  	   To	  recall	  what	  I	  heard	  about	  p	  functioning.	  17:47.5	  -­‐	  17:48.5	  	   Q24:	  choice?	  	  17:48.3	  -­‐	  18:06.9	  	   Because	  I	  think,	  I	  took	  notes	  that	  p-­‐function	  body,	  the	  p-­‐function	  is	  to	  think,	  to	  be	  more	  creative,	  so	  I	  just	  choose	  [d].	  	  18:06.9	  -­‐	  18:08.7	  	   Q24:	  visuals?	  18:08.7	  -­‐	  18:10.6	  	   No.	  	  18:10.6	  -­‐	  18:18.4	  	   Q24:	  but	  you	  said	  it's	  about	  being	  more	  creative...	  18:18.4	  -­‐	  18:28.0	  	   To	  think...	  and	  he	  mentioned	  a	  lot	  of	  verbs	  that	  to	  describe	  the	  p	  function.	  	  18:28.0	  -­‐	  18:37.5	  	   Q24:	  but	  [d]	  doesn't	  really	  have	  anything	  about	  being	  creative...	  I	  am	  just	  trying	  to	  understand	  how	  that	  is	  related	  to...	  18:37.4	  -­‐	  18:46.0	  	   Mind,	  mind,	  it	  is	  the	  result	  of	  the	  thinking,	  in	  my	  mind.	  	  18:46.0	  -­‐	  18:48.0	  	   Q24:	  OK,	  so	  mind	  is	  related	  to	  being	  creative?	  	  18:48.0	  -­‐	  18:51.3	  	   Yeah,	  just	  to	  think...	  18:51.2	  -­‐	  18:52.2	  	   Q24:	  visuals?	  18:52.1	  -­‐	   No.	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18:53.9	  	  18:53.9	  -­‐	  18:54.9	  	   Q24:	  notes?	  18:54.5	  -­‐	  19:10.5	  	   Yeah,	  I	  write	  down	  here	  'p-­‐functioning	  body'	  and	  the	  'p-­‐function	  is	  to	  think,	  to	  have	  more	  creative...,	  to	  have	  goals'.	  19:10.4	  -­‐	  19:11.4	  	   Q24:	  do	  you	  know	  the	  meaning	  of	  the	  word	  'illusion'?	  19:11.1	  -­‐	  19:25.0	  	   Hm,	  I	  guess	  I	  know	  the	  'illusion',	  it's	  like...	  I	  don't	  know	  how	  to	  describe	  in	  English.	  	  19:25.0	  -­‐	  19:43.3	  	   Q25:	  thoughts?	  You	  chose	  [b]	  first,	  but	  then	  you	  decided	  to	  switch	  to	  [d].	  Why?	  	  19:43.3	  -­‐	  20:18.5	  	   I	  think	  because	  [d]	  is	  more	  suitable	  and	  more	  correct	  than	  [b].	  I	  don't	  think	  mind	  'performs',	  so	  I	  just	  can't	  consider	  about	  the	  'performs'.	  	  20:18.5	  -­‐	  20:19.6	  	   Q25:	  did	  you	  focus	  on	  the	  verbs	  here	  again?	  	  20:19.5	  -­‐	  20:23.0	  	   Yeah.	  	  20:23.0	  -­‐	  20:24.4	  	   Q25:	  do	  you	  usually	  focus	  on	  the	  verbs	  when	  you	  analyze	  the	  options?	  	  20:24.4	  -­‐	  20:28.7	  	   It	  depends	  on	  the	  question.	  	  20:28.7	  -­‐	  20:36.5	  	   Q25:	  did	  you	  hear	  the	  professor	  saying	  [d]?	  20:36.5	  -­‐	  20:50.5	  	   I	  guess	  I	  heard	  there	  is	  some	  relation	  between	  soul	  and	  body,	  so	  I	  just	  made	  a	  guess,	  because	  I	  think	  that	  is	  pretty	  close	  than	  the...	  20:50.5	  -­‐	  20:54.1	  	   Q25:	  visuals?	  20:54.1	  -­‐	  20:55.2	  	   No.	  	  20:55.2	  -­‐	   Q25:	  notes?	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20:56.2	  	  20:56.1	  -­‐	  21:06.5	  	   Yeah	  [he	  took	  notes,	  but	  they	  were	  not	  helpful]...	  Just	  the	  guess.	  	  21:06.5	  -­‐	  21:34.5	  	   V4:	  focus	  what?	  	  21:34.5	  -­‐	  21:45.9	  	   I	  focus	  on	  the	  demand	  and	  supply	  curve.	  21:45.9	  -­‐	  21:55.2	  	   V4:	  I	  see	  you	  looked	  at	  this	  picture,	  apartment	  plan.	  Was	  it	  useful?	  	  21:55.2	  -­‐	  22:12.9	  	   No,	  because	  there	  is	  nothing	  related	  to	  the	  map	  of	  the	  house.	  	  22:13.0	  -­‐	  22:18.1	  	   V4:	  and	  then	  you	  said	  you	  focused	  on	  the	  graph,	  right?	  Did	  you	  find	  the	  graph	  useful?	  22:18.0	  -­‐	  22:23.2	  	   Of	  couse!	  	  22:23.2	  -­‐	  22:24.2	  	   V4:	  could	  you	  interpret	  what	  the	  graph	  means?	  	  22:24.0	  -­‐	  22:53.6	  	   Yeah,	  yeah.	  The	  yellow	  one	  that	  is	  the	  supply	  curve,	  and	  the	  blue	  one	  is	  demand	  curve.	  And	  the	  intersect	  is	  the	  equilibrium	  point	  for	  the	  whole	  market.	  And	  at	  this	  point	  the	  price	  is	  equilibrium	  price	  and	  at	  that	  point	  that	  is	  equilibrium	  quantity.	  	  22:53.6	  -­‐	  22:56.7	  	   V4:	  is	  this	  topic	  something	  you've	  learned	  in	  some	  classes?	  22:56.6	  -­‐	  23:01.7	  	   Yeah.	  	  23:01.7	  -­‐	  23:06.3	  	   V4:	  do	  you	  think	  the	  background	  knowledge	  helped	  you	  understand	  this	  lecture?	  	  23:06.3	  -­‐	  23:09.1	  	   Of	  course.	  	  23:09.1	  -­‐	  23:15.4	  	   V4:	  did	  this	  visual	  [graph]	  help	  you	  understand	  the	  professor	  better?	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23:15.4	  -­‐	  23:17.2	  	   Yeah.	  	  23:17.2	  -­‐	  23:20.9	  	   V4:	  distracting?	  	  23:20.9	  -­‐	  23:23.4	  	   No.	  	  23:23.4	  -­‐	  23:32.4	  	   V4:	  focus	  video	  vs.	  notes?	  	  23:32.4	  -­‐	  23:47.2	  	   Watching	  the	  video,	  because	  when	  I	  looked	  at	  graph,	  I	  can	  just	  draw	  the	  graph	  down,	  and	  I	  know	  what	  happened	  here.	  	  23:47.2	  -­‐	  23:53.6	  	   V4:	  helpful	  video	  vs.	  notes?	  	  23:53.6	  -­‐	  23:59.3	  	   Yes	  [watching	  the	  video	  was	  more	  helpful].	  	  23:59.3	  -­‐	  24:00.9	  	   V4:	  why	  was	  watching	  the	  video	  more	  helpful	  than	  the	  notes?	  	  24:00.9	  -­‐	  24:40.3	  	   Hm,	  in	  my	  mind,	  economics	  just	  use	  words	  to	  describe	  what	  happened	  in	  the	  market,	  and	  they	  just	  use	  graph	  to	  visualize.	  For	  me	  visualize	  can	  help	  me	  more	  deeply	  understand	  what	  happened	  in	  the	  market.	  So	  I	  think	  the	  graph	  is	  a	  better	  language	  for	  me	  to	  understand	  what	  happened	  in	  the	  market.	  	  24:40.3	  -­‐	  24:43.9	  	   V4:	  how	  much	  did	  you	  understand?	  	  24:43.9	  -­‐	  24:51.7	  	   I	  guess	  90%.	  	  24:51.7	  -­‐	  24:55.1	  	   V4:	  is	  it	  one	  of	  the	  videos	  that	  you	  understood	  best	  of	  all?	  	  24:55.0	  -­‐	  24:57.4	  	   Yeah.	  	  24:57.4	  -­‐	  25:06.9	  	   Q16:	  thoughts?	  Choice?	  	  25:06.9	  -­‐	   Because	  in	  the	  very	  beginning	  of	  the	  lecture	  he	  said	  that	  there	  is	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25:47.7	  	   argument	  about	  what	  I	  just	  focus	  on	  the	  argument.	  And	  I	  just	  analyzed	  all	  the	  four	  options.	  They	  didn't	  mention	  the	  price	  control	  on	  people	  with	  low	  income	  [c],	  they	  didn't	  mention	  that,	  so	  I	  just	  back	  to	  [a].	  	  25:47.7	  -­‐	  25:49.8	  	   Q16:	  so	  you	  heard	  the	  professor	  saying	  that	  was	  an	  argument?	  	  25:49.8	  -­‐	  25:51.4	  	   Yeah,	  I	  heard	  there	  is	  an	  argument...	  25:51.4	  -­‐	  25:52.9	  	   Q16:	  against	  price	  control?	  	  25:52.8	  -­‐	  26:01.3	  	   Just	  the	  argument,	  not	  [against	  price	  control].	  	  26:01.3	  -­‐	  26:04.1	  	   Q16:	  visuals?	  26:04.1	  -­‐	  26:05.1	  	   No.	  	  26:05.0	  -­‐	  26:06.1	  	   Q16:	  notes?	  	  26:06.0	  -­‐	  26:07.7	  	   No.	  	  26:07.7	  -­‐	  26:15.0	  	   Q17:	  thoughts?	  Choice?	  	  26:15.0	  -­‐	  26:56.9	  	   Because	  based	  on	  my	  experience	  in	  economics.	  The	  price	  control	  will	  low	  the	  price	  of	  the	  rent	  price,	  and	  based	  on	  this	  [graph]	  you	  can	  find	  there	  is	  a	  deficit	  between	  demand	  and	  supply.	  So	  the	  demand	  goes	  and	  the	  supply	  goes	  smaller.	  So	  that	  will	  be	  harmful	  to	  consumers.	  	  26:56.9	  -­‐	  26:59.7	  	   Q17:	  did	  you	  hear	  the	  professor	  saying	  [b]	  or	  you	  just	  used	  your	  background	  knowledge?	  26:59.6	  -­‐	  27:09.1	  	   Just	  background	  knowledge.	  	  27:09.1	  -­‐	  27:10.2	  	   Q17:	  visuals?	  27:10.1	  -­‐	   Hm,	  yeah,	  the	  graph.	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27:20.5	  	  27:20.5	  -­‐	  27:22.7	  	   Q17:	  notes?	  27:22.6	  -­‐	  27:25.5	  	   No.	  	  27:25.5	  -­‐	  27:40.8	  	   Q18:	  thoughts?	  Choice?	  	  27:40.8	  -­‐	  28:58.4	  	   I	  just	  analyzed	  all	  the	  options.	  For	  [c],	  I	  heard	  some	  information	  about	  that,	  because	  they	  cannot	  raise	  the	  price	  when	  they	  want,	  they	  can	  raise	  the	  price	  for	  the	  next	  tenant.	  So	  I	  think	  [c]	  is	  probably	  correct,	  but	  I	  am	  not	  sure	  that	  is	  correct	  or	  not.	  For	  [a],	  I	  don't	  think	  that	  is	  correct.	  For	  [b],	  I	  think	  that	  is	  right	  because	  based	  on	  my	  background,	  without	  cheap	  housing	  it	  will	  have	  some	  negative	  effect	  on	  the	  rental	  market	  because	  there	  is...	  28:58.4	  -­‐	  28:59.7	  	   Q18:	  did	  you	  hear	  the	  professor	  saying	  [b]?	  28:59.7	  -­‐	  29:02.2	  	   I	  don't	  think	  I	  heard.	  	  29:02.2	  -­‐	  29:10.3	  	   Q18:	  because	  this	  was	  one	  piece	  of	  information	  from	  the	  lecture,	  not	  from	  what	  you	  know...	  So	  you	  used	  your	  background	  knowledge	  to	  answer	  this	  question?	  	  29:10.3	  -­‐	  29:11.7	  	   Yeah.	  	  29:11.7	  -­‐	  29:13.3	  	   Q18:	  visuals?	  29:13.3	  -­‐	  29:15.5	  	   No.	  	  29:15.5	  -­‐	  29:16.5	  	   Q18:	  notes?	  	  29:16.5	  -­‐	  29:18.4	  	   No.	  	  29:18.4	  -­‐	  29:25.7	  	   Q19:	  thoughts?	  Choice?	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29:25.6	  -­‐	  30:00.5	  	   Based	  on	  the	  graph,	  that	  is	  what	  happened	  here.	  And	  just	  under	  the	  price	  control,	  there	  will	  be	  some...	  the	  available,	  the	  supply	  will	  decrease.	  	  30:00.5	  -­‐	  30:01.5	  	   Q19:	  visuals?	  	  30:01.3	  -­‐	  30:04.0	  	   Yeah.	  	  30:04.0	  -­‐	  30:06.2	  	   Q19:	  did	  you	  hear	  the	  professor	  saying	  [b]?	  	  30:06.2	  -­‐	  30:12.8	  	   No.	  	  30:12.8	  -­‐	  30:16.6	  	   Q19:	  notes?	  30:16.5	  -­‐	  30:25.0	  	   Hm,	  the	  graph	  [the	  notes	  were	  helpful].	  	  30:25.0	  -­‐	  30:36.0	  	   Q20:	  thoughts?	  	  30:36.0	  -­‐	  30:46.2	  	   To	  analyze	  all	  the	  options	  based	  on	  the	  graph.	  	  30:46.2	  -­‐	  30:49.2	  	   Q20:	  so	  you	  also	  used	  the	  info	  from	  the	  graph	  to	  answer	  this	  question?	  	  30:49.2	  -­‐	  30:53.7	  	   Yeah	  [and	  it	  helped].	  30:53.7	  -­‐	  30:56.5	  	   Q20:	  notes?	  	  30:56.4	  -­‐	  31:00.8	  	   Yeah	  [the	  notes	  of	  the	  graph,	  and	  they	  were	  helpful].	  	  31:00.7	  -­‐	  31:14.8	  	   V3:	  focus	  what?	  	  31:14.8	  -­‐	  31:50.6	  	   First	  I	  tried	  to	  focus	  on	  the	  instructor,	  but	  actually	  I	  found	  that	  what	  he	  mentioned	  in	  the	  lecture	  is	  a	  lot	  of	  unfamiliar	  words	  and	  unfamiliar	  topic.	  So	  I	  just	  tried	  to	  focus	  on	  the...	  I	  tried	  to	  read	  the	  'political	  science'...	  to	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understand	  what	  he	  told	  us	  in	  the	  lecture.	  31:50.6	  -­‐	  31:55.7	  	   V3:	  so	  you	  looked	  at	  the	  words	  'Political	  Science'	  on	  top	  in	  the	  title...	  So	  why	  didn't	  you	  look	  at	  the	  instructor?	  	  31:55.6	  -­‐	  32:23.2	  	   Because	  based	  on	  my	  experience,	  he	  cannot	  tell	  some	  more	  information	  from,	  I	  get	  some	  visual	  information	  from	  him.	  So	  I	  just	  try	  to	  look	  at	  the	  slide,	  and	  I	  focus	  on	  the	  slide	  and	  try	  to	  get	  some	  information.	  	  32:23.2	  -­‐	  32:26.7	  	   V3:	  did	  you	  find	  the	  slide	  useful?	  	  32:26.7	  -­‐	  32:43.0	  	   I	  guess.	  The	  dates	  helped	  me	  to	  answer	  one	  question.	  	  32:43.0	  -­‐	  32:54.2	  	   V3:	  in	  general,	  was	  visual	  info	  helpful?	  	  32:54.2	  -­‐	  32:56.9	  	   Not.	  	  32:56.9	  -­‐	  33:00.7	  	   V3:	  if	  you	  just	  heard	  the	  audio,	  do	  you	  think	  you	  would	  understand	  the	  same	  amount	  or	  different?	  	  33:00.6	  -­‐	  33:04.5	  	   Yeah,	  the	  same	  amount.	  	  33:04.4	  -­‐	  33:06.7	  	   V3:	  distracting?	  	  33:06.7	  -­‐	  33:10.4	  	   No.	  	  33:10.4	  -­‐	  33:14.8	  	   V3:	  focus	  video	  vs.	  notes?	  	  33:14.7	  -­‐	  33:42.1	  	   Notes,	  notes,	  but	  actually	  I	  guess	  I	  just	  write	  only	  a	  little	  bit,	  because	  when	  I	  hear	  some	  unfamiliar	  topic,	  or	  there	  is	  the	  saying	  that	  is	  very	  difficult	  for	  a	  non-­‐native	  speaker.	  That	  is	  so	  boring!	  	  33:42.1	  -­‐	  33:44.4	  	   V3:	  helpful	  notes	  vs.	  video?	  	  33:44.4	  -­‐	  33:48.7	  	   Yeah	  [the	  notes	  were	  more	  helpful].	  	  33:48.7	  -­‐	   V3:	  how	  much	  did	  you	  understand?	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33:49.8	  	  33:49.7	  -­‐	  33:54.9	  	   Less	  than	  half.	  	  33:54.9	  -­‐	  34:14.6	  	   Q11:	  thoughts?	  Choice?	  I	  saw	  you	  chose	  it	  really	  quickly.	  	  34:14.5	  -­‐	  34:38.5	  	   Yeah,	  because	  that	  is	  "describe",	  not	  "analyze",	  not	  "evaluate",	  not	  "argue",	  just	  "describe"	  what	  happened	  for	  the	  political,	  the	  Enlightenment.	  	  34:38.5	  -­‐	  34:48.3	  	   Q11:	  did	  you	  hear	  him	  talking	  about	  [c]?	  34:48.3	  -­‐	  34:58.0	  	   I	  guess	  I	  heard	  some	  because	  he	  mentioned	  some	  ancient	  political,	  so	  I	  just...	  34:57.9	  -­‐	  34:59.0	  	   Q11:	  do	  you	  know	  who	  Plato	  is?	  Have	  you	  heard	  this	  name	  before?	  	  34:58.9	  -­‐	  35:06.9	  	   Yeah,	  because	  I	  took	  Philosophy	  course.	  35:06.9	  -­‐	  35:09.0	  	   Q11:	  did	  you	  have	  some	  background	  knowledge	  about	  this	  specific	  topic?	  	  35:09.0	  -­‐	  35:29.3	  	   Yeah,	  I	  know	  what	  is	  Utilitarianism.	  	  35:29.3	  -­‐	  35:33.7	  	   Q11:	  visuals?	  	  35:33.6	  -­‐	  35:35.0	  	   No.	  	  35:35.0	  -­‐	  35:36.0	  	   Q11:	  notes?	  	  35:35.6	  -­‐	  35:37.8	  	   No.	  	  35:37.8	  -­‐	  35:42.6	  	   Q12:	  thoughts?	  	  35:42.6	  -­‐	   Oh,	  that's	  just	  guess,	  because	  I	  have	  no	  idea	  about	  the	  answer.	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35:47.9	  	  35:47.9	  -­‐	  35:53.8	  	   Q12:	  was	  there	  any	  specific	  reason	  why	  you	  chose	  [a]?	  	  35:53.7	  -­‐	  36:05.4	  	   There	  is	  no	  reason	  I	  chose	  [a],	  just	  guess	  [absolutely	  random].	  	  36:05.4	  -­‐	  36:08.6	  	   Q12:	  visuals	  or	  notes?	  36:08.5	  -­‐	  36:11.1	  	   No.	  I	  didn't	  heard	  anything	  about	  that.	  	  36:11.0	  -­‐	  36:18.0	  	   Q13:	  thoughts?	  Choice?	  	  36:18.0	  -­‐	  36:35.1	  	   Because	  I	  heard	  something	  about	  the	  Enlightenment	  and...	  were	  displaced	  by	  both	  of	  them,	  so	  I	  just	  choose	  [a].	  	  36:35.0	  -­‐	  36:46.0	  	   Q13:	  visuals?	  36:46.0	  -­‐	  36:47.0	  	   No.	  	  36:47.0	  -­‐	  36:48.0	  	   Q13:	  notes?	  	  36:47.8	  -­‐	  36:59.3	  	   Yeah,	  because	  I	  have	  some	  notes	  about	  Enlightenment...	  [but	  the	  notes	  didn't	  help	  here].	  	  36:59.2	  -­‐	  37:11.2	  	   Q14:	  thoughts?	  Choice?	  	  37:11.2	  -­‐	  37:40.8	  	   Because	  based	  on	  the	  slide	  of	  that	  PPT,	  they	  said	  that	  'early	  Enlightenment',	  so	  I	  think	  that	  should	  be	  the	  ancient	  thinkers	  help	  to	  the	  Enlightenment.	  	  37:40.8	  -­‐	  37:48.3	  	   Q14:	  so	  you	  used	  'early	  Enlightenment'	  from	  the	  slide	  and	  you	  interpreted	  it	  as	  ancient	  thinkers...	  Visuals?	  	  37:48.3	  -­‐	  37:55.7	  	   Yes.	  	  37:55.7	  -­‐	   Q14:	  notes?	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37:56.9	  	  37:56.9	  -­‐	  37:57.9	  	   No.	  	  37:57.8	  -­‐	  38:05.4	  	   Q14:	  did	  you	  hear	  the	  professor	  saying	  [a]?	  38:05.4	  -­‐	  38:12.7	  	   I	  didn't.	  	  38:12.7	  -­‐	  38:21.2	  	   Q15:	  thoughts?	  Choice?	  	  38:21.2	  -­‐	  38:34.5	  	   Hm,	  because	  I	  have	  a	  note	  that	  tell	  me	  that	  Enlightenment	  will	  have	  some-­‐-­‐I	  missed	  the	  word,	  but	  I	  heard	  some	  'movement'...	  yeah,	  'three	  traditions'	  [in	  the	  notes].	  	  38:34.5	  -­‐	  38:47.3	  	   Q15:	  notes	  helpful?	  38:47.3	  -­‐	  38:48.9	  	   Yeah,	  I	  think	  so.	  	  38:48.9	  -­‐	  38:49.9	  	   Q15:	  visuals?	  38:49.7	  -­‐	  38:58.0	  	   No.	  	  38:58.0	  -­‐	  39:08.6	  	   V2:	  focus	  what?	  	  39:08.5	  -­‐	  39:24.0	  	   I	  tried	  to	  focus	  on	  the	  instructor	  and,	  but	  that	  is	  not	  helpful	  because	  I	  didn't	  get	  some	  visual	  information	  from	  the	  instructor.	  	  39:24.0	  -­‐	  39:26.7	  	   V2:	  so	  looking	  at	  the	  instructor	  was	  not	  helpful...	  Did	  you	  look	  at	  something	  else	  later	  on?	  	  39:26.6	  -­‐	  39:51.6	  	   I	  tried	  to,	  he	  post	  picture,	  and	  I	  tried	  to	  focus	  on	  the	  picture,	  and	  to	  look	  at	  picture	  and	  follow	  what	  he	  said	  to	  understand	  the	  reason	  why	  he	  showed	  that	  picture.	  And	  the	  picture	  can	  tell	  what	  to	  me.	  	  39:51.6	  -­‐	  39:56.4	  	   V2:	  was	  the	  picture	  helpful?	  	  39:56.3	  -­‐	   Yes.	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39:58.9	  	  39:58.9	  -­‐	  40:03.3	  	   V2:	  so	  how	  did	  this	  picture	  help	  you?	  	  40:03.2	  -­‐	  40:30.9	  	   He	  mentioned	  something	  about	  the	  triangle,	  the	  arrow.	  He	  emphasized	  the	  arrow.	  	  40:30.9	  -­‐	  40:33.3	  	   V2:	  did	  seeing	  the	  arrow	  help	  you	  understand	  what	  the	  instructor	  was	  saying?	  	  40:33.2	  -­‐	  40:45.7	  	   No,	  not	  the	  arrow.	  The	  arrow	  just	  tell	  me	  about	  that	  point.	  	  40:45.7	  -­‐	  40:46.7	  	   V2:	  did	  you	  understand	  what	  it	  is	  [the	  point,	  bump]?	  40:46.6	  -­‐	  40:48.7	  	   No.	  	  40:48.6	  -­‐	  40:54.4	  	   V2:	  in	  general,	  was	  the	  visual	  info	  helpful?	  40:54.3	  -­‐	  41:00.6	  	   Not	  really,	  but	  somehow	  it	  helpful.	  	  41:00.6	  -­‐	  41:06.3	  	   V2:	  if	  you	  just	  heard	  the	  audio,	  would	  you	  understand	  the	  same	  amount	  of	  information	  or	  different?	  	  41:06.3	  -­‐	  41:09.9	  	   Probably	  the	  same.	  	  41:09.9	  -­‐	  41:13.6	  	   V2:	  distracting?	  	  41:13.6	  -­‐	  41:16.1	  	   No.	  	  41:16.1	  -­‐	  41:19.1	  	   V2:	  focus	  video	  vs.	  notes?	  	  41:19.1	  -­‐	  41:36.3	  	   Watching	  the	  video	  because	  there	  are	  a	  lot	  of	  the	  professional	  words	  about	  the	  astrophysics.	  So	  I	  don't	  know	  how	  to	  write	  down	  them,	  I	  just	  try	  to	  understand	  what	  happened	  here.	  	  41:36.3	  -­‐	   V2:	  so	  the	  lecture	  was	  difficult	  for	  you?	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41:39.9	  	  41:39.9	  -­‐	  41:40.9	  	   Yeah,	  a	  little	  bit	  difficult.	  	  41:40.8	  -­‐	  41:44.3	  	   V2:	  helpful	  video	  vs.	  notes?	  	  41:44.3	  -­‐	  41:50.9	  	   Notes	  were	  more	  helpful.	  	  41:50.9	  -­‐	  41:53.5	  	   V2:	  did	  you	  write	  lots	  of	  notes	  for	  this	  video?	  	  41:53.5	  -­‐	  42:04.4	  	   No,	  just	  a	  little	  bit	  [but	  they	  were	  more	  helpful	  than	  watching	  the	  video].	  	  42:04.4	  -­‐	  42:06.3	  	   V2:	  why	  do	  you	  think	  this	  video	  was	  not	  helpful	  for	  you?	  	  42:06.2	  -­‐	  42:45.1	  	   Because	  there	  is	  no	  visual	  information	  about	  the	  picture.	  He	  just	  said	  the	  words	  about	  what	  happened	  here,	  what	  happened	  here.	  But	  there	  is	  no	  very	  clear	  information	  about	  that,	  in	  what	  he	  said.	  Because	  the	  quality	  of	  that	  picture	  is	  too	  low...	  42:45.1	  -­‐	  42:46.9	  	   V2:	  did	  you	  understand	  what	  the	  picture	  was	  about?	  	  42:46.9	  -­‐	  43:01.1	  	   I	  guess	  he	  just	  use	  the	  space	  telescope	  to	  make	  a	  picture	  of	  that	  exoplanet.	  	  43:01.1	  -­‐	  43:02.4	  	   V2:	  so	  you	  think	  this	  was	  a	  picture	  of	  an	  exoplanet?	  	  43:02.3	  -­‐	  43:04.4	  	   Yeah.	  	  43:04.4	  -­‐	  43:14.4	  	   Q6:	  thoughts?	  	  43:14.4	  -­‐	  43:21.3	  	   The	  same	  as	  all	  the	  first	  ones.	  	  43:21.3	  -­‐	  43:22.3	  	   Q6:	  did	  you	  again	  focus	  on	  the	  verbs?	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43:22.2	  -­‐	  43:23.9	  	   Yeah.	  	  43:23.8	  -­‐	  43:24.9	  	   Q6:	  choice?	  	  43:24.9	  -­‐	  43:41.7	  	   I	  tried	  to,	  I	  consider	  [c]	  and	  [d].	  	  43:41.7	  -­‐	  43:43.1	  	   Q6:	  when	  you	  focus	  on	  the	  verbs,	  do	  you	  read	  the	  rest?	  	  43:43.0	  -­‐	  44:21.7	  	   Yeah.	  First	  of	  all	  I	  read	  the	  verbs,	  I	  just	  put	  [a]	  away,	  because	  that	  is	  not	  argue	  about.	  And	  'describe'	  [b],	  I	  think	  some	  that	  is	  describe,	  but	  when	  I	  read	  the	  rest	  part,	  'size	  and	  shape',	  no,	  that	  is	  not	  mentioned,	  the	  size	  and	  the	  shape.	  So	  I	  just	  put	  [b]	  away.	  And	  when	  consider	  [c]	  and	  [d],	  I	  guess	  [c]	  is	  more	  clear.	  The	  'number',	  I	  don't	  think	  that	  is	  describe	  the	  number,	  so	  I	  choose	  [d].	  	  44:22.6	  -­‐	  44:27.0	  	   Q6:	  did	  you	  hear	  the	  professor	  saying	  [d]?	  44:27.0	  -­‐	  44:42.2	  	   Yes,	  I	  heard	  some	  at	  the	  very	  beginning	  about	  the	  exoplanet,	  so	  I	  choose	  [d].	  	  44:42.2	  -­‐	  44:44.7	  	   Q6:	  visuals?	  44:44.7	  -­‐	  44:45.7	  	   No.	  	  44:45.4	  -­‐	  44:46.4	  	   Q6:	  notes?	  	  44:46.1	  -­‐	  44:49.5	  	   No.	  	  44:49.5	  -­‐	  45:03.0	  	   Q7:	  thoughts?	  	  45:03.0	  -­‐	  45:19.2	  	   I	  have	  remembered	  that	  professor	  said	  something	  about	  'that	  is	  not	  until	  ten	  years	  ago'.	  	  45:19.2	  -­‐	  45:22.1	  	   Q7:	  visuals?	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45:22.0	  -­‐	  45:23.0	  	   No.	  	  45:22.7	  -­‐	  45:24.0	  	   Q7:	  notes?	  	  45:24.0	  -­‐	  45:25.2	  	   No.	  	  45:25.2	  -­‐	  45:34.9	  	   Q8:	  thoughts?	  Choice?	  	  45:34.9	  -­‐	  45:42.9	  	   Because	  I	  heard	  there	  are	  two	  reasons	  for	  that.	  The	  first	  one	  is	  the	  atmosphere.	  	  45:42.9	  -­‐	  45:46.4	  	   Q8:	  so	  you	  heard	  the	  professor	  saying	  that	  Sirius	  has	  atmosphere?	  	  45:46.4	  -­‐	  45:50.1	  	   Yeah.	  	  45:50.1	  -­‐	  45:53.0	  	   Q8:	  used	  notes?	  45:53.0	  -­‐	  45:56.5	  	   Yeah,	  I	  took	  notes,	  'the	  two	  reasons',	  and	  the	  first	  one	  is	  the	  atmosphere.	  	  45:56.5	  -­‐	  45:57.5	  	   Q8:	  notes	  helpful?	  	  45:57.4	  -­‐	  46:03.0	  	   I	  don't	  think	  so	  because	  I	  don't	  think	  that	  is	  right	  for	  this	  one.	  	  46:03.0	  -­‐	  46:04.0	  	   Q8:	  why	  do	  you	  think	  it's	  not	  right?	  	  46:03.8	  -­‐	  46:26.4	  	   I	  am	  not	  sure	  about	  Sirius.	  I	  don't	  know	  what	  Sirius	  is,	  I	  just	  know	  that	  is	  the	  name	  of...	  I	  guess	  that's	  the	  name	  of	  exoplanet.	  	  46:26.4	  -­‐	  46:31.9	  	   Q8:	  but	  you	  just	  said	  you	  heard	  two	  reasons...	  46:31.8	  -­‐	  46:40.7	  	   I	  am	  not	  quite	  sure	  that	  is	  correct.	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46:40.7	  -­‐	  46:43.2	  	   Q8:	  visuals?	  46:43.2	  -­‐	  46:44.2	  	   No.	  	  46:44.1	  -­‐	  46:48.0	  	   Q8:	  so	  the	  notes	  were	  not	  really	  helpful?	  	  46:47.9	  -­‐	  47:01.6	  	   Yeah,	  they	  were	  helpful.	  	  47:01.6	  -­‐	  47:07.0	  	   Q9:	  thoughts?	  Choice?	  	  47:07.0	  -­‐	  47:25.1	  	   Because	  I	  heard	  that.	  There	  is	  some,	  the	  arrow	  in	  the	  picture,	  and	  he	  mentioned	  that	  is	  some	  optics	  from	  the	  telescope.	  47:25.1	  -­‐	  47:26.2	  	   Q9:	  Arrow	  or	  spikes?	  	  47:26.2	  -­‐	  47:35.8	  	   The	  arrow	  just	  indicate	  the	  spikes.	  	  47:35.8	  -­‐	  47:37.6	  	   Q9:	  do	  you	  know	  what	  spikes	  are?	  	  47:37.6	  -­‐	  47:48.3	  	   Yeah,	  the	  very	  sharp...	  47:48.3	  -­‐	  47:51.4	  	   Q9:	  visuals?	  47:51.3	  -­‐	  47:59.0	  	   Yes,	  and	  also	  I	  heard	  that	  is	  caused	  by	  the	  telescope.	  	  47:59.0	  -­‐	  48:00.3	  	   Q9:	  what	  exactly,	  what	  kind	  of	  visual	  information	  helped	  you?	  	  48:00.3	  -­‐	  48:11.5	  	   The	  spikes.	  	  48:11.5	  -­‐	  48:14.9	  	   Q9:	  notes?	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48:14.8	  -­‐	  48:16.1	  	   No.	  	  48:16.1	  -­‐	  48:26.9	  	   Q10:	  thoughts?	  Choice?	  	  48:26.9	  -­‐	  49:12.1	  	   Because	  I...	  Based	  on	  my	  experience,	  I	  just	  think	  that	  the	  why	  the	  swimming	  pool	  has	  distort	  the	  atmosphere,	  because	  actually	  the	  water	  has	  no	  color,	  but	  in	  the	  swimming	  pool	  we	  see	  that	  that	  is	  blue.	  So	  I	  think	  that	  is	  the	  atmosphere	  distorted.	  	  49:12.1	  -­‐	  49:15.6	  	   Q10:	  did	  you	  hear	  the	  professor	  saying	  [a]?	  49:15.5	  -­‐	  49:24.6	  	   No,	  just	  based	  on	  what	  he	  said	  and	  try	  to	  understand	  why.	  	  49:24.7	  -­‐	  49:30.7	  	   Q10:	  visuals?	  49:30.7	  -­‐	  49:32.9	  	   No.	  	  49:32.9	  -­‐	  49:33.9	  	   Q10:	  notes?	  49:33.6	  -­‐	  49:34.8	  	   No.	  	  49:34.8	  -­‐	  49:41.6	  	   V1:	  focus	  what?	  	  49:41.6	  -­‐	  49:44.4	  	   I	  guess	  we	  have	  seen	  this	  in	  the	  class,	  is	  that	  right?	  	  49:44.4	  -­‐	  49:48.9	  	   V1:	  no,	  we	  haven't.	  Does	  it	  look	  familiar	  to	  you?	  	  49:48.8	  -­‐	  49:59.9	  	   Yeah,	  the	  professor...	  49:59.9	  -­‐	  50:00.9	  	   V1:	  so	  have	  you	  seen	  this	  specific	  lecture	  or	  just	  this	  professor?	  	  50:00.8	  -­‐	   This	  lecture,	  because	  I	  think	  we	  heard	  that	  in	  the	  lecture.	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50:11.3	  	  50:11.3	  -­‐	  50:12.7	  	   V1:	  so	  you	  listened	  to	  this	  lecture	  before?	  Exactly	  the	  same	  lecture?	  	  50:12.6	  -­‐	  50:37.3	  	   I	  guess	  exactly	  the	  same...	  Maybe	  this	  professor?	  He	  is	  really	  familiar.	  	  50:37.3	  -­‐	  50:39.1	  	   V1:	  so	  focus	  what?	  	  50:39.0	  -­‐	  50:44.0	  	   I	  focus	  on	  taking	  notes.	  	  50:44.0	  -­‐	  50:49.0	  	   V1:	  I	  see	  you	  looked	  at	  the	  professor	  too.	  Why?	  	  50:49.0	  -­‐	  51:10.7	  	   Because	  at	  first	  I	  tried	  to	  focus	  on	  him	  and	  to	  know	  what	  he	  will	  put	  some	  information	  on	  the	  BB.	  Actually	  he	  just	  mention...	  so	  I	  just	  try	  to	  take	  notes.	  	  51:10.7	  -­‐	  51:24.1	  	   V1:	  but	  I	  see	  you	  kept	  looking	  at	  the	  professor	  throughout	  the	  lecture,	  because	  these	  are	  your	  eyes	  [movements]...	  Was	  the	  visual	  info	  helpful?	  	  51:24.0	  -­‐	  51:37.7	  	   No,	  because	  they	  didn't	  provide	  me	  some	  useful	  information.	  	  51:37.7	  -­‐	  51:40.8	  	   V1:	  distracting?	  	  51:40.8	  -­‐	  51:43.7	  	   No.	  	  51:43.7	  -­‐	  51:46.8	  	   V1:	  was	  taking	  notes	  more	  helpful	  than	  watching	  the	  video?	  	  51:48.9	  -­‐	  52:03.0	  	   Yes,	  because	  there	  is	  no	  useful	  visualized	  information,	  and	  taking	  notes	  is	  just	  the	  best	  way	  to	  understand	  what	  he	  said.	  	  52:03.0	  -­‐	  52:09.8	  	   V1:	  so	  when	  you	  just	  see	  a	  professor	  talking,	  those	  types	  of	  video	  do	  not	  help	  you?	  	  52:09.8	  -­‐	  52:10.8	  	   Yes,	  yes.	  52:10.5	  -­‐	   V1:	  why	  seeing	  the	  professor	  doesn't	  really	  help?	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52:12.9	  	  52:12.9	  -­‐	  52:36.7	  	   Hm,	  because	  when	  I	  focus	  on	  professor,	  they	  must	  put	  some	  key	  points	  or	  some	  visualized	  help	  for	  us	  to	  understand	  what	  he	  said.	  But	  they	  didn't	  provide	  that	  sort	  of	  things	  to	  me,	  so	  I	  don't	  think	  that	  is	  helpful.	  	  52:40.5	  -­‐	  52:51.0	  	   V1:	  if	  you	  have	  to	  choose	  between	  video	  where	  you	  just	  see	  the	  professor	  talking	  and	  audio,	  which	  one	  would	  you	  choose?	  	  52:51.0	  -­‐	  53:00.7	  	   I	  will	  choose	  the	  professor	  who	  can	  provide	  me	  some	  useful	  visual	  information.	  	  53:00.7	  -­‐	  53:02.5	  	   V1:	  but	  in	  this	  case,	  which	  one	  would	  you	  choose?	  	  53:02.4	  -­‐	  53:14.7	  	   Audio,	  because	  when	  I	  just	  hear	  audio,	  I	  can	  pay	  all	  my	  attention	  to	  write	  down	  the	  information,	  but	  not	  look	  at	  him	  or	  focus	  on	  him.	  53:14.7	  -­‐	  53:19.2	  	   V1:	  so	  if	  you	  just	  listen	  to	  the	  audio,	  you	  focus	  more	  on	  what	  the	  professor	  says?	  	  53:19.1	  -­‐	  53:21.4	  	   Yes.	  	  53:21.4	  -­‐	  53:25.0	  	   V1:	  and	  when	  you	  see	  the	  professor	  talking,	  the	  video	  can	  distract	  you	  a	  little	  bit?	  53:25.0	  -­‐	  53:32.3	  	   Yeah,	  I	  will	  draw	  some	  attention	  to	  watching	  it.	  	  53:32.3	  -­‐	  53:45.0	  	   Q1:	  thoughts?	  Choice?	  	  53:45.0	  -­‐	  53:57.7	  	   Because	  I	  think	  that	  he	  used	  to	  describe	  the	  structure	  and	  functions	  of	  neurons.	  	  53:57.7	  -­‐	  54:01.2	  	   Q1:	  visuals?	  54:01.2	  -­‐	  54:02.2	  	   No.	  	  54:02.1	  -­‐	  54:03.1	  	   Q1:	  notes?	  54:03.0	  -­‐	   Yes,	  because	  I	  made	  some	  notes	  about	  the	  structure	  of	  the	  neurons.	  Yes	  [the	  notes	  helped].	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54:16.2	  	  54:16.2	  -­‐	  54:23.9	  	   Q2:	  thoughts?	  	  54:23.9	  -­‐	  54:29.5	  	   Because	  I	  heard	  that.	  The	  neurons	  have	  three	  flavors,	  and	  that	  is	  three	  components.	  	  54:29.5	  -­‐	  54:34.4	  	   Q2:	  visuals?	  54:34.4	  -­‐	  54:35.4	  	   No.	  	  54:35.3	  -­‐	  54:36.5	  	   Q2:	  notes?	  54:36.4	  -­‐	  54:46.3	  	   Yes,	  'three	  flavors',	  three	  major	  parts	  [and	  it	  was	  helpful].	  	  54:46.2	  -­‐	  54:54.5	  	   Q3:	  thoughts?	  	  54:54.5	  -­‐	  55:04.3	  	   That	  is	  just	  guess	  because	  I	  didn't	  heard	  nothing	  about	  the	  dendrites.	  	  55:04.3	  -­‐	  55:06.9	  	   Q3:	  did	  you	  make	  this	  guess	  randomly?	  	  55:06.8	  -­‐	  55:14.2	  	   Randomly.	  	  55:14.2	  -­‐	  55:15.9	  	   Q3:	  visuals	  or	  notes?	  	  55:15.9	  -­‐	  55:18.9	  	   No.	  	  55:18.9	  -­‐	  55:38.6	  	   Q4:	  thoughts?	  Choice?	  	  55:38.6	  -­‐	  55:52.8	  	   Because	  I	  heard	  what	  he	  said,	  and	  like	  the	  gun,	  neurons	  just	  quickly	  react.	  55:52.8	  -­‐	   Q4:	  so	  you	  heard	  the	  professor	  saying	  that	  neurons	  quickly	  react?	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55:57.1	  	  55:57.1	  -­‐	  56:04.9	  	   Just	  based	  on	  my	  understanding	  of	  that,	  I	  choose	  [a].	  	  56:04.9	  -­‐	  56:10.8	  	   Q4:	  visuals	  or	  notes?	  56:10.8	  -­‐	  56:25.5	  	   No.	  I	  took	  notes	  'like	  a	  gun',	  but	  I	  just	  used	  my	  experience	  to	  understand	  that.	  	  56:25.5	  -­‐	  57:05.3	  	   Q5:	  thoughts?	  Choice?	  Is	  it	  something	  that	  you	  heard?	  	  57:05.3	  -­‐	  57:17.8	  	   Just	  a	  guess.	  	  57:17.8	  -­‐	  57:21.0	  	   Q5:	  is	  it	  a	  random	  guess	  or...?	  57:21.0	  -­‐	  57:41.5	  	   Hm,	  I	  think	  [c]	  is	  not	  the	  correct	  one,	  because	  that	  is	  'sensory',	  I	  didn't	  hear	  that.	  So	  I	  just	  guess	  about	  [a].	  	  57:41.5	  -­‐	  57:43.2	  	   Q5:	  did	  you	  hear	  the	  professor	  talking	  about	  Myelin	  sheath?	  	  57:43.2	  -­‐	  57:46.6	  	   No.	  	  57:46.6	  -­‐	  57:49.6	  	   Q5:	  visuals?	  57:49.6	  -­‐	  57:50.8	  	   No.	  	  57:50.8	  -­‐	  57:51.8	  	   Q5:	  notes?	  57:51.6	  -­‐	  57:53.1	  	   No.	  	  57:53.3	  -­‐	  57:57.7	  	   We	  are	  done.	  Thank	  you!	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APPENDIX	  D	  	  
Coding	  Categories	  Used	  for	  Coding	  Retrospective	  Verbal	  Data	  in	  NVivo	  
	  	   Name	  of	  Coding	  
Category	  
Description	  of	  Coding	  
Category	  
Guiding	  Question	  from	  
Cued	  Retrospective	  
Reporting	  1	   V	  visual	  focus	  aspects	   Aspects	  of	  videos	  that	  the	  participants	  focus	  on	  during	  the	  test	   What	  did	  you	  focus	  on	  when	  you	  watched	  this	  video?	  2	   V	  visual	  focus	  reasons	   Reasons	  why	  the	  participants	  focus	  on	  videos	  during	  the	  test	   Why	  did	  you	  focus	  on	  these	  aspects	  of	  the	  video	  when	  you	  watched	  it?	  3	   V	  visual	  help	  aspects	   Aspects	  of	  videos	  that	  the	  participants	  find	  helpful	   What	  visual	  information	  in	  the	  video	  was	  helpful?	  4	   V	  visual	  Y	  help	  reasons	   Reasons	  why	  the	  participants	  find	  videos	  helpful	   Why	  was	  visual	  information	  in	  the	  video	  helpful?	  5	   V	  visual	  unhelp	  aspects	   Aspects	  of	  videos	  that	  the	  participants	  find	  not	  helpful	   What	  visual	  information	  in	  the	  video	  was	  not	  helpful?	  6	   V	  visual	  N	  help	  reasons	   Reasons	  why	  the	  participants	  find	  videos	  not	  helpful	   Why	  was	  visual	  information	  in	  the	  video	  not	  helpful?	  7	   V	  visual	  distract	  aspects	   Aspects	  of	  videos	  that	  that	  participants	  find	  distracting	   What	  visual	  information	  in	  the	  video	  was	  distracting?	  8	   V	  visual	  distract	  reasons	   Reasons	  why	  the	  participants	  find	  videos	  distracting	   Why	  was	  visual	  information	  in	  the	  video	  distracting?	  	  9	   V	  vs.	  notes	  focus	  reasons	   Reasons	  why	  the	  participants	  focus	  on	  the	  video	  more	  than	  on	  the	  notes,	  or	  vice	  versa	  
What	  did	  you	  focus	  on	  more:	  watching	  this	  video	  or	  taking	  notes?	  Why?	  10	   V	  vs.	  notes	  help	  reasons	   Reasons	  why	  the	  participants	  find	  the	  video	  more	  helpful	  than	  the	  notes,	  or	  vice	  versa	  
What	  did	  you	  find	  more	  helpful:	  watching	  this	  video	  or	  taking	  notes?	  Why?	  11	   V	  no	  notes	  reasons	   Reasons	  why	  the	  participants	  do	  not	  take	  notes	  during	  the	  test	   Why	  did	  you	  not	  take	  any	  notes	  during	  the	  test?	  12	   Memorable	  quotes	   Memorable	  quotes	  from	  the	  coded	  data	   n/a	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APPENDIX	  E	  
	  
Descriptive	  Codes	  in	  12	  Coding	  Categories	  	  	   Coding	  Category	   Descriptive	  Code	  1	   V	  visual	  focus	  aspects	   V1	  focus	  expecting	  PPT	  V1	  focus	  listening	  only	  V1	  focus	  mouth	  V1	  focus	  notetaking	  V1	  focus	  professor	  V1	  focus	  professor	  movements	  V2	  focus	  arrow	  in	  the	  image	  V2	  focus	  BB	  V2	  focus	  expecting	  professor	  to	  write	  notes	  V2	  focus	  image	  on	  the	  screen	  V2	  focus	  mouth	  V2	  focus	  professor	  V2	  focus	  professor	  writing	  on	  paper	  V2	  focus	  word	  on	  the	  slide	  V3	  focus	  expecting	  info	  on	  PPT	  V3	  focus	  listening	  only	  V3	  focus	  mouth	  V3	  focus	  notetaking	  V3	  focus	  PPT	  slide	  V3	  focus	  professor	  V3	  focus	  word	  in	  PPT	  slide	  V4	  focus	  graph	  V4	  focus	  image	  V4	  focus	  professor	  V4	  focus	  words	  on	  PPT	  slide	  V5	  focus	  body	  movements	  V5	  focus	  expecting	  notes	  on	  BB	  V5	  focus	  legs	  on	  the	  desk	  V5	  focus	  listening	  only	  V5	  focus	  mouth	  V5	  focus	  notetaking	  V5	  focus	  professor	  V6	  focus	  professor	  V6	  focus	  professor	  actions	  V6	  focus	  real	  mushroom	  V6	  focus	  writing	  or	  drawing	  on	  BB	  
	  2	   V	  visual	  focus	  reasons	   V1	  focus	  R	  always	  focuses	  on	  face	  V1	  focus	  R	  body	  language	  processing	  V1	  focus	  R	  hoping	  professor	  will	  write	  on	  BB	  V1	  focus	  R	  needs	  to	  look	  elsewhere	  to	  refocus	  
 
 
 
336 
V1	  focus	  R	  no	  content	  in	  video	  to	  focus	  on	  V1	  focus	  R	  nothing	  to	  look	  at	  except	  prof	  V1	  focus	  R	  professor	  is	  moving	  V1	  focus	  R	  seeing	  mouth	  aids	  comprehension	  V1	  focus	  R	  watching	  professor	  to	  focus	  V2	  focus	  R	  image	  aids	  comprehension	  V2	  focus	  R	  image	  has	  an	  arrow	  V2	  focus	  R	  image	  is	  interesting	  V2	  focus	  R	  image	  related	  to	  talk	  V2	  focus	  R	  interested	  in	  this	  topic	  V2	  focus	  R	  professor	  is	  nervous	  speaker	  V2	  focus	  R	  professor	  points	  to	  image	  V2	  focus	  R	  topic	  not	  familiar-­‐needs	  to	  focus	  on	  image	  V3	  focus	  R	  always	  looks	  at	  professor	  in	  class	  V3	  focus	  R	  didn't	  focus	  because	  has	  background	  knowl	  V3	  focus	  R	  didn't	  focus	  because	  no	  content	  V3	  focus	  R	  hoping	  image	  will	  be	  helpful	  V3	  focus	  R	  hoping	  professor	  will	  talk	  about	  PPT	  V3	  focus	  R	  looking	  for	  content	  in	  the	  slide	  V3	  focus	  R	  looking	  not	  to	  miss	  important	  info	  V3	  focus	  R	  nothing	  to	  look	  at	  except	  prof	  V3	  focus	  R	  PPT	  slide	  background	  knowledge	  V3	  focus	  R	  prof	  slow	  speaker,	  easy	  to	  follow	  V3	  focus	  R	  professor	  mentioned	  word	  on	  slide	  V3	  focus	  R	  seeing	  mouth	  aids	  comprehension	  V3	  focus	  R	  visual	  gives	  a	  break	  V3	  focus	  R	  watching	  professor	  to	  focus	  V4	  focus	  R	  expecting	  prof	  to	  talk	  about	  image	  V4	  focus	  R	  graph	  aids	  comprehension	  V4	  focus	  R	  graph	  is	  shown	  for	  a	  long	  time	  V4	  focus	  R	  graph	  related	  to	  talk	  V4	  focus	  R	  hoping	  image	  will	  be	  helpful	  V4	  focus	  R	  hoping	  professor	  will	  write	  on	  image	  V4	  focus	  R	  image	  helps	  take	  notes	  V4	  focus	  R	  image	  related	  to	  talk	  V4	  focus	  R	  new	  lines	  appearing	  on	  graph	  V5	  focus	  R	  active	  professor-­‐interesting	  to	  listen	  V5	  focus	  R	  hoping	  gestures	  will	  be	  helpful	  V5	  focus	  R	  hoping	  seeing	  mouth	  will	  help	  understand	  V5	  focus	  R	  no	  content	  in	  visuals	  to	  focus	  on	  V5	  focus	  R	  nothing	  to	  look	  at	  except	  prof	  V5	  focus	  R	  professor's	  movements	  interesting,	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funny	  V5	  focus	  R	  seeing	  mouth	  helps	  guess	  words	  V5	  focus	  R	  seeing	  professor	  helps	  focus	  on	  talk	  V6	  focus	  R	  drawing	  aids	  comprehension	  V6	  focus	  R	  information	  not	  familiar	  V6	  focus	  R	  notes	  on	  BB	  related	  to	  talk	  V6	  focus	  R	  professor	  pointing	  V6	  focus	  R	  professor	  showing	  content	  V6	  focus	  R	  professor	  uses	  gestures	  V6	  focus	  R	  seeing	  mouth	  helps	  guess	  words	  V6	  focus	  R	  seeing	  mushroom	  helps	  focus	  V6	  focus	  R	  seeing	  professor	  helps	  focus	  on	  talk	  V6	  focus	  R	  seeing	  words	  on	  BB	  aids	  notetaking	  V6	  focus	  R	  topic	  is	  interesting	  V6	  focus	  R	  whatever	  on	  BB	  is	  important	  V6	  focus	  R	  words	  on	  BB	  help	  connect	  ideas	  
	  3	   V	  visual	  help	  aspects	   V1	  help	  mouth	  V1	  help	  professor	  V2	  help	  gestures	  V2	  help	  picture	  of	  star	  V3	  help	  mouth	  V3	  help	  PPT	  slide	  V3	  help	  seeing	  professor	  V3	  help	  seeing	  written	  words	  V4	  help	  gestures	  V4	  help	  graph	  V4	  help	  mouth	  V4	  help	  picture	  V4	  help	  professor	  V5	  help	  gestures	  V5	  help	  mouth	  V5	  help	  seeing	  professor	  V6	  help	  drawing	  on	  BB	  V6	  help	  passionate	  professor	  V6	  help	  pointing	  V6	  help	  writing	  words	  on	  BB	  
	  4	   V	  visual	  Y	  help	  reasons	   V1	  Yhelp	  seeing	  mouth	  aids	  comprehension	  V1	  Yhelp	  seeing	  professor	  aids	  comprehension	  V1	  Yhelp	  seeing	  professor	  helps	  focus	  V1	  Yhelp	  seeing	  professor	  is	  more	  authentic	  V1	  Yhelp	  seeing	  professor	  pointing	  V2	  Yhelp	  didn't	  see	  image	  before-­‐image	  helpful	  V2	  Yhelp	  image	  aids	  comprehension	  V2	  Yhelp	  image	  helps	  answer	  q-­‐s	  V2	  Yhelp	  image	  helps	  memorize	  keywords	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V2	  Yhelp	  image	  helps	  take	  notes	  V2	  Yhelp	  image	  relevant	  to	  talk	  V2	  Yhelp	  pointing	  to	  the	  image	  V2	  Yhelp	  seeing	  visual	  helps	  focus	  V2	  Yhelp	  video	  has	  content	  V3	  Yhelp	  PPT	  aids	  comprehension	  V3	  Yhelp	  PPT	  helped	  answer	  questions	  V3	  Yhelp	  seeing	  professor	  aids	  comprehension	  V3	  Yhelp	  seeing	  professor	  helps	  focus	  V3	  Yhelp	  seeing	  words	  helps	  answer	  q-­‐s	  V3	  Yhelp	  seeing	  written	  word	  aids	  comprehension	  V3	  Yhelp	  words	  on	  PPT	  relevant	  to	  talk	  V4	  Yhelp	  graph	  aids	  comprehension	  V4	  Yhelp	  graph	  helps	  notetaking	  V4	  Yhelp	  graph	  related	  to	  talk	  V4	  Yhelp	  has	  background	  knowledge	  about	  graph	  V4	  Yhelp	  image	  helps	  understand	  the	  topic	  V4	  Yhelp	  visual	  helps	  focus,	  is	  more	  authentic	  V5	  Yhelp	  gestures	  affect	  interest	  V5	  Yhelp	  gestures	  are	  relaxing	  V5	  Yhelp	  gestures	  helpful	  V5	  Yhelp	  professor	  has	  passion-­‐helps	  focus	  V5	  Yhelp	  professor's	  narration	  helped	  visualize	  V5	  Yhelp	  seeing	  mouth	  helps	  visualize	  pronunciation	  V5	  Yhelp	  seeing	  professor	  helps	  focus	  V5	  Yhelp	  seeing	  professor	  helps	  notetaking	  V6	  Yhelp	  has	  background	  knowledge	  V6	  Yhelp	  not	  familiar	  with	  topic	  V6	  Yhelp	  seeing	  written	  words	  aids	  comprehension	  V6	  Yhelp	  seeing	  written	  words	  helps	  answer	  q-­‐s	  V6	  Yhelp	  talk	  followed	  by	  notes	  and	  pic	  V6	  Yhelp	  visual	  aids	  comprehension	  V6	  Yhelp	  visual	  helps	  answer	  q-­‐s	  V6	  Yhelp	  visuals	  aids	  notetaking	  V6	  Yhelp	  visuals	  related	  to	  talk	  V6	  Yhelp	  visuals	  show	  content	  that	  is	  hard	  to	  imagine	  V6	  Yhelp	  written	  words	  related	  to	  picture	  
	  5	   V	  visual	  unhelp	  aspects	   V1	  unhelp	  body	  movements	  V1	  unhelp	  looking	  at	  professor	  V1	  unhelp	  seeing	  mouth	  V2	  unhelp	  looking	  at	  instructor	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V2	  unhelp	  not	  much	  content-­‐only	  one	  image	  V3	  unhelp	  looking	  at	  professor	  V3	  unhelp	  mouth	  V3	  unhelp	  PPT	  slide	  V4	  unhelp	  graph	  V4	  unhelp	  image	  V4	  unhelp	  looking	  at	  professor	  V5	  unhelp	  gestures	  V5	  unhelp	  looking	  at	  professor	  V6	  unhelp	  everything	  except	  BB	  V6	  unhelp	  looking	  at	  professor	  
	  6	   V	  visual	  N	  help	  reasons	   V1	  Nhelp	  can't	  multitask	  V1	  Nhelp	  lights	  off	  confusing	  V1	  Nhelp	  movements	  not	  related	  to	  talk	  V1	  Nhelp	  no	  PPT	  or	  notes	  in	  video	  V1	  Nhelp	  professor	  moving	  around	  V1	  Nhelp	  video	  not	  motivating	  V1	  Nhelp	  visual	  not	  shown	  V3	  Nhelp	  can't	  read	  from	  PPT	  and	  listen-­‐can't	  multitask	  V3	  Nhelp	  can't	  understand	  PPT	  slide	  V3	  Nhelp	  can't	  understand	  professor	  V3	  Nhelp	  content	  on	  PPT	  is	  confusing	  V3	  Nhelp	  content	  on	  PPT	  never	  changed	  V3	  Nhelp	  focusing	  on	  PPT	  distracts	  from	  listening	  V3	  Nhelp	  image	  not	  familiar	  V3	  Nhelp	  looking	  at	  professor	  doesn't	  provide	  content	  V3	  Nhelp	  no	  content	  in	  PPT	  slide	  V3	  Nhelp	  PPT	  slide	  not	  relevant	  to	  talk	  V3	  Nhelp	  professor	  not	  showing	  any	  content	  V4	  Nhelp	  can't	  interpret	  graph	  V4	  Nhelp	  can't	  interpret	  image	  V4	  Nhelp	  can't	  understand	  topic	  of	  lecture	  V4	  Nhelp	  expecting	  professor	  to	  show	  content	  V4	  Nhelp	  graph	  didn't	  help	  answer	  q-­‐s	  V4	  Nhelp	  graphs	  never	  help	  V4	  Nhelp	  image	  confused	  about	  the	  topic	  V4	  Nhelp	  no	  info	  in	  the	  image	  V4	  Nhelp	  professor	  didn't	  show	  any	  content	  V4	  Nhelp	  professor	  didn't	  write	  anything	  V4	  Nhelp	  visual	  not	  related	  to	  talk	  V5	  Nhelp	  can't	  see	  professor's	  mouth	  V5	  Nhelp	  can't	  understand	  professor	  V5	  Nhelp	  doesn't	  pay	  attention	  to	  gestures	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V5	  Nhelp	  gestures	  not	  helpful	  V5	  Nhelp	  no	  content	  in	  video	  V5	  Nhelp	  professor	  not	  putting	  anything	  on	  BB	  V5	  Nhelp	  video	  not	  related	  to	  talk	  V6	  Nhelp	  video	  not	  interesting	  
	  7	   V	  visual	  distract	  aspects	   V1	  distr	  gestures	  V1	  distr	  lights	  go	  off	  V1	  distr	  pointing	  at	  smth	  not	  visible	  V1	  distr	  professor	  walking	  V2	  distr	  image	  of	  star	  V2	  distr	  nervous	  professor	  V2	  distr	  overhead	  projector	  V2	  distr	  watermark	  Yale	  University	  V3	  distr	  PPT	  slide	  V3	  distr	  professor's	  voice	  V4	  distr	  graph	  V4	  distr	  image	  V4	  distr	  professor	  V5	  distr	  legs	  on	  the	  desk	  V5	  distr	  movements	  V5	  distr	  professor's	  appearance	  V6	  distr	  focusing	  on	  listening	  and	  looking	  at	  BB	  V6	  distr	  focusing	  on	  unknown	  words	  
	  8	   V	  visual	  distract	  reasons	   V1	  Ydistr	  prof	  moving	  makes	  feel	  sleepy	  V1	  Ydistr	  professor	  moving	  V1	  Ydistr	  professor's	  pointing	  distracts	  from	  notetaking	  V1	  Ydistr	  video	  makes	  dream	  away	  V1	  Ydistr	  watching	  prof	  distracts	  from	  focus	  on	  listening	  V2	  Ydistr	  can't	  understand	  image	  and	  talk	  V2	  Ydistr	  image	  makes	  dream	  away	  V2	  Ydistr	  image	  makes	  lose	  focus	  V2	  Ydistr	  overhead	  projector	  blocking	  professor	  V2	  Ydistr	  professor	  moving	  V3	  Ydistr	  expecting	  slide	  to	  change-­‐it	  never	  did	  V3	  Ydistr	  PPT	  draws	  attention	  away	  from	  listening	  V3	  Ydistr	  PPT	  slide	  confusing	  V3	  Ydistr	  topic	  is	  not	  interesting	  V4	  Ydistr	  can't	  interpret	  graph	  V4	  Ydistr	  interpreting	  visual	  distracts	  from	  listening	  V5	  Ydistr	  gestures	  distract	  from	  notetaking	  V5	  Ydistr	  judging	  professor	  distracts	  from	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listening	  V5	  Ydistr	  legs	  on	  desk	  not	  appropriate	  V5	  Ydistr	  lost	  focus	  because	  of	  legs	  on	  desk	  V5	  Ydistr	  movements	  distract	  from	  focusing	  V5	  Ydistr	  professor	  different	  from	  previous	  experience	  V5	  Ydistr	  professor	  moving	  V5	  Ydistr	  professor	  too	  lively	  V5	  Ydistr	  video	  draws	  attention	  away	  from	  listening	  V6	  Ydistr	  unknown	  words	  distract	  from	  focusing	  
	  9	   V	  vs.	  notes	  focus	  reasons	   B1	  focus	  needs	  to	  see	  mouth	  and	  take	  notes	  B1	  focus	  needs	  to	  write	  key	  words	  B2	  focus	  get	  info	  from	  video,	  save	  it	  in	  notes	  B2	  focus	  needs	  to	  focus	  on	  taking	  notes	  B3	  focus	  content	  is	  easy	  to	  understand	  B3	  focus	  takes	  notes	  when	  can't	  see	  mouth	  B3	  focus	  trying	  to	  understand	  lecture	  B4	  focus	  hoping	  visual	  will	  be	  helpful	  B4	  focus	  trying	  to	  understand	  lecture	  B4	  focus	  visual	  aids	  compreh,	  notes	  help	  remember	  B5	  focus	  visual	  helpful,	  need	  notes	  to	  remember	  B6	  focus	  can	  multitask	  B6	  focus	  copy	  content	  on	  BB	  into	  notes	  B6	  focus	  needs	  to	  focus	  on	  both	  B6	  focus	  notes	  will	  help	  answer	  q-­‐s	  B6	  focus	  visual	  helpful,	  need	  notes	  to	  remember	  info	  NV1	  focus	  notes	  help	  answer	  q-­‐s	  NV1	  focus	  notes	  help	  remember	  info	  NV1	  focus	  notes	  helpful	  NV1	  focus	  professor	  never	  writes	  anything	  NV1	  focus	  takes	  notes	  because	  it's	  a	  test	  NV1	  focus	  topic	  difficult-­‐need	  to	  take	  notes	  NV1	  focus	  topic	  not	  familiar-­‐need	  to	  take	  notes	  NV1	  focus	  video	  useless	  NV2	  focus	  can't	  multitask	  with	  video	  NV2	  focus	  lecture	  comprehension	  issues	  NV2	  focus	  no	  words	  in	  image	  NV2	  focus	  take	  notes	  because	  it's	  a	  test	  NV3	  focus	  no	  changes	  in	  PPT	  slide-­‐focus	  on	  notes	  NV3	  focus	  notes	  help	  remember	  NV3	  focus	  notes	  helpful	  NV3	  focus	  PPT	  slide	  not	  relevant	  to	  talk	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NV3	  focus	  video	  doesn't	  give	  info	  NV4	  focus	  can't	  understand	  lecture	  NV4	  focus	  problems	  interpreting	  graph	  NV4	  focus	  video	  is	  useless	  NV5	  focus	  gestures	  not	  helpful	  NV5	  focus	  no	  content	  on	  BB	  NV5	  focus	  notes	  provide	  key	  points	  NV5	  focus	  professor	  only	  speaking	  NV5	  focus	  video	  is	  difficult	  NV5	  focus	  visuals	  useless	  NV6	  focus	  need	  to	  take	  notes	  of	  scientific	  terms	  VN1	  focus	  can't	  take	  useful	  notes	  that	  help	  answer	  q-­‐s	  VN1	  focus	  can't	  understand-­‐can't	  take	  notes	  VN1	  focus	  expecting	  professor	  to	  write	  on	  BB	  VN1	  focus	  hoped	  to	  rely	  on	  memory-­‐it	  didn't	  work	  VN1	  focus	  notetaking	  distracts	  from	  listening	  VN1	  focus	  seeing	  mouth	  aids	  comprehension	  VN1	  focus	  uncomfortable	  desk-­‐can't	  take	  notes	  VN1	  focus	  used	  to	  watch	  professor	  talking	  VN2	  focus	  easy	  to	  understand-­‐no	  need	  for	  notes	  VN2	  focus	  image	  helps	  memorize	  info	  VN2	  focus	  image	  relevant	  to	  talk	  VN2	  focus	  many	  terms-­‐can't	  take	  notes	  VN2	  focus	  notetaking	  distracts	  from	  listening	  VN2	  focus	  professor	  pointing	  to	  picture	  VN2	  focus	  takes	  notes	  slowly,	  can't	  follow	  prof	  VN2	  focus	  uncomfortable	  desk-­‐can't	  take	  notes	  VN2	  focus	  video	  has	  important	  picture	  VN2	  focus	  video	  is	  interesting	  VN2	  focus	  video	  more	  useful	  than	  notetaking	  VN3	  focus	  can	  get	  info	  from	  PPT	  slide	  VN3	  focus	  can't	  understand-­‐can't	  take	  notes	  VN3	  focus	  easy	  to	  understand-­‐no	  need	  for	  notes	  VN3	  focus	  hoping	  to	  get	  info	  from	  PPT	  VN3	  focus	  video	  helps	  focus	  on	  listening	  VN4	  focus	  can	  remember-­‐doesn't	  need	  notes	  VN4	  focus	  can't	  multitask	  VN4	  focus	  familiar	  topic-­‐doesn't	  need	  notes	  VN4	  focus	  graph	  is	  like	  notes	  VN4	  focus	  graph	  is	  very	  important	  VN4	  focus	  no	  notes	  when	  PPT	  because	  it's	  available	  VN4	  focus	  understand	  is	  more	  important	  than	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notes	  VN4	  focus	  understanding	  graph	  helps	  answer	  q-­‐s	  VN4	  focus	  video	  illustrates	  talk	  VN5	  focus	  can	  understand-­‐doesn't	  need	  notes	  VN5	  focus	  can't	  multitask	  VN5	  focus	  can't	  understand-­‐focuses	  on	  video	  VN5	  focus	  look	  at	  professor's	  mouth	  VN5	  focus	  lots	  of	  repetition-­‐info	  load	  is	  light	  VN5	  focus	  professor	  is	  interesting	  VN6	  focus	  can	  remember,	  doesn't	  want	  to	  miss	  info	  VN6	  focus	  can't	  multitask	  VN6	  focus	  notes	  are	  in	  video	  already	  VN6	  focus	  notes	  copied	  from	  notes	  on	  BB	  VN6	  focus	  video	  aids	  comprehension	  VN6	  focus	  video	  more	  important	  VN6	  focus	  video	  provides	  content	  X5	  focus	  not	  helpful	  
	  10	   V	  vs.	  notes	  help	  reasons	   B2	  help	  image	  helpful,	  notes	  help	  remember	  B2	  help	  image	  helps	  take	  notes	  B2	  help	  pointing	  to	  image	  when	  explaining	  B3	  help	  watching	  visual	  helps	  focus,	  notes	  helpful	  B6	  help	  notes	  copied	  from	  notes	  on	  BB	  B6	  help	  sees	  notes	  on	  BB,	  writes	  key	  points	  B6	  help	  visuals	  and	  notes	  help	  answer	  q-­‐s	  NV1	  help	  no	  content	  info	  in	  video	  NV1	  help	  notes	  help	  answer	  q-­‐s	  NV1	  help	  notes	  help	  remember	  information	  NV1	  help	  writes	  down	  words	  that	  are	  repeated	  NV2	  help	  key	  words	  help	  answer	  q-­‐s	  NV2	  help	  video	  doesn't	  have	  much	  visual	  info	  NV3	  help	  info	  on	  the	  slide	  never	  changed	  NV3	  help	  many	  terms	  and	  names-­‐notes	  helpful	  NV3	  help	  notes	  help	  answer	  q-­‐s	  NV4	  help	  notes	  more	  clear	  than	  graph	  NV4	  help	  notes	  provide	  more	  info	  NV4	  help	  video	  distracting,	  notes	  useful	  NV5	  help	  no	  content	  in	  video-­‐notes	  more	  helpful	  NV5	  help	  notes	  help	  answer	  q-­‐s	  NV5	  help	  notes	  help	  remember	  info	  NV5	  help	  notes	  provide	  more	  info	  NV5	  help	  pays	  no	  attention	  to	  video	  NV6	  help	  key	  words	  really	  important	  NV6	  help	  notes	  help	  answer	  q-­‐s	  NV6	  help	  notes	  help	  remember	  info	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NV6	  help	  notes	  include	  notes	  from	  BB	  and	  more	  NV6	  help	  professor's	  notes	  and	  explanation	  clear	  VN1	  help	  can	  remember	  info	  without	  notes	  VN1	  help	  lecture	  difficult-­‐can't	  take	  notes	  VN2	  help	  prof's	  pointing	  helps	  guide	  attention	  VN2	  help	  takes	  notes	  only	  when	  info	  is	  important	  VN2	  help	  talk	  related	  to	  the	  picture	  VN2	  help	  video	  easy,	  can	  remember-­‐no	  need	  for	  notes	  VN2	  help	  video	  helps	  guess	  information	  VN3	  help	  can	  understand	  lecture-­‐no	  needs	  for	  notes	  VN3	  help	  lecture	  not	  clear-­‐needs	  to	  focus	  on	  video	  VN4	  help	  can	  understand	  lecture-­‐no	  need	  for	  notes	  VN4	  help	  familiar	  info-­‐no	  need	  for	  notes	  VN4	  help	  graph	  is	  better	  language	  than	  text	  VN4	  help	  graph	  is	  important-­‐focus	  on	  graph	  VN4	  help	  lecture	  easy	  to	  understand	  VN4	  help	  understand	  graph-­‐no	  need	  to	  take	  notes	  VN5	  help	  prof	  speaks	  fast-­‐can't	  take	  notes	  VN5	  help	  professor	  is	  interesting	  VN5	  help	  will	  miss	  info	  if	  takes	  notes	  VN6	  help	  can	  take	  notes	  only	  if	  understands	  talk	  VN6	  help	  drawing	  aids	  comprehension	  VN6	  help	  not	  good	  note-­‐taker	  VN6	  help	  video	  activates	  background	  knowledge	  VN6	  help	  video	  has	  much	  info	  VN6	  help	  video	  helps	  notetaking	  VN6	  help	  visual	  helped	  answer	  q-­‐s	  X3	  help	  can't	  understand	  anything,	  unfamiliar	  major	  X3	  help	  can't	  understand-­‐can't	  take	  notes	  X5	  help	  relies	  on	  audio	  and	  memory	  
	  11	   V	  no	  notes	  reasons	   V	  no	  notes	  can	  rely	  on	  memory	  V	  no	  notes	  can	  understand-­‐no	  need	  for	  notes	  V	  no	  notes	  can't	  multitask	  V	  no	  notes	  can't	  multitask	  in	  English	  V	  no	  notes	  doesn't	  know	  how	  to	  take	  notes	  V	  no	  notes	  doesn't	  understand-­‐doesn't	  take	  notes	  V	  no	  notes	  doesn't	  want	  to	  take	  notes	  V	  no	  notes	  familiar	  topic-­‐no	  need	  for	  notes	  V	  no	  notes	  lecture	  too	  difficult	  V	  no	  notes	  many	  new	  terms-­‐doesn't	  know	  how	  to	  write	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V	  no	  notes	  no	  q-­‐s	  preview-­‐notetaking	  useless	  V	  no	  notes	  note-­‐taking	  distracting	  V	  no	  notes	  professor	  wrote	  notes	  on	  BB-­‐no	  need	  for	  notes	  V	  no	  notes	  short	  lectures	  V	  no	  notes	  talking	  too	  fast	  V	  no	  notes	  topic	  not	  familiar-­‐can't	  take	  good	  notes	  V	  no	  notes	  uncomfortable	  desk	  V	  no	  notes	  video	  distracted	  from	  notetaking	  
	  12	   Memorable	  quotes	   	  	  	  	  	  	  	  n/a	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APPENDIX	  F	  
	  
Pattern	  Codes	  in	  Six	  Coding	  Categories	  	  	   Coding	  Category	   Pattern	  Code	  1	   V	  visual	  focus	  aspects	   V	  focus	  listening	  only	  V	  focus	  note-­‐taking	  V	  focus	  professor's	  appearance	  and	  talk	  V	  focus	  professor's	  movements	  and	  actions	  V	  focus	  professor's	  visual	  content	  delivery	  V	  focus	  textual	  information	  V	  focus	  visual	  aids	  
	  2	   V	  visual	  focus	  reasons	   V	  focus	  R	  expecting	  visual	  content	  to	  be	  shown	  V	  focus	  R	  nothing	  to	  look	  at	  except	  professor	  V	  focus	  R	  professor	  moves	  and	  acts	  V	  focus	  R	  seeing	  mouth	  aids	  comprehension	  V	  focus	  R	  seeing	  professor	  helps	  focus	  V	  focus	  R	  professor's	  personality	  attracts	  attention	  V	  focus	  R	  topic	  is	  interesting	  or	  familiar	  V	  focus	  R	  visual	  helps	  comprehension	  V	  focus	  R	  visual	  is	  related	  to	  the	  talk	  V	  focus	  R	  expecting	  visual	  to	  be	  helpful	  V	  focus	  R	  visual	  helps	  note-­‐taking	  V	  focus	  R	  miscellaneous	  
	  3	   V	  visual	  help	  aspects	   V	  help	  professor	  V	  help	  professor's	  mouth	  V	  help	  gestures	  V	  help	  visual	  aids	  V	  help	  textual	  information	  
	  4	   V	  visual	  Y	  help	  reasons	   V	  Yhelp	  professor's	  actions	  are	  helpful	  V	  Yhelp	  seeing	  mouth	  helps	  comprehension	  V	  Yhelp	  seeing	  professor	  helps	  focus	  V	  Yhelp	  familiarity	  with	  topic	  V	  Yhelp	  seeing	  visual	  helps	  answer	  questions	  V	  Yhelp	  seeing	  visual	  helps	  comprehension	  V	  Yhelp	  seeing	  visual	  helps	  focus	  V	  Yhelp	  seeing	  visual	  helps	  note-­‐taking	  V	  Yhelp	  visual	  is	  related	  to	  the	  talk	  V	  Yhelp	  seeing	  text	  helps	  answer	  questions	  V	  Yhelp	  seeing	  text	  helps	  comprehension	  V	  Yhelp	  text	  is	  relevant	  to	  the	  talk	  V	  Yhelp	  miscellaneous	  
	  5	   V	  visual	  distract	  aspects	   V	  distr	  professor's	  movements	  and	  actions	  V	  distr	  professor's	  individual	  traits	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V	  distr	  visual	  aid	  V	  distr	  miscellaneous	  
	  6	   V	  visual	  distract	  reasons	   V	  Ydistr	  professor's	  movements	  and	  actions	  distracting	  V	  Ydistr	  problems	  with	  interpreting	  visuals	  V	  Ydistr	  watching	  visual	  distracts	  from	  listening	  V	  Ydistr	  miscellaneous	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APPENDIX	  G	  
	  
Scores	  Representing	  the	  Helpfulness	  (1)	  and	  Unhelpfulness	  (0)	  of	  Visual	  
Information	  for	  Answering	  Questions	  on	  the	  VALT	  (n	  =	  33)	  	  1.	  Context	  Video	  Subtest	  (Videos	  1,	  3,	  and	  5),	  k	  =	  15	  	  
Participants	   	  Scores	  for	  Visual	  Helpfulness/Unhelpfulness	  	  
Video	  1	  (Q	  1-­‐5)	   Video	  3	  (Q	  11-­‐15)	   Video	  5	  (Q	  21-­‐25)	  	  
1	   2	   3	   4	   5	   11	   12	   13	   14	   15	   21	   22	   23	   24	   25	  1	   0	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  2	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   0	   0	  3	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  4	   0	   0	   1	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   0	   0	  5	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  6	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  7	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  8	   1	   0	   1	   0	   0	   0	   0	   1	   1	   0	   0	   0	   0	   0	   0	  9	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  10	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   0	  11	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  12	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  13	   0	   0	   0	   0	   0	   0	   0	   1	   0	   1	   0	   0	   0	   0	   0	  14	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  15	   0	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	   0	  16	   0	   1	   0	   1	   0	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	  17	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  18	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  19	   0	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	   0	  20	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  21	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  22	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	  23	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  24	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  25	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   0	  26	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  27	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  28	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  29	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  30	   0	   0	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	  31	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  32	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  33	   0	   0	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   1	   1	   0	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2.	  Content	  Video	  Subtest	  (Videos	  2,	  4,	  and	  6),	  k	  =	  15	  	  
Participants	   Scores	  for	  Visual	  Helpfulness/Unhelpfulness	  
Video	  2	  (Q	  6-­‐10)	   Video	  4	  (Q	  16-­‐20)	   Video	  6	  (Q	  26-­‐30)	  	  
6	   7	   8	   9	   10	   16	   17	   18	   19	   20	   26	   27	   28	   29	   30	  1	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	   0	   1	   1	   1	   1	  2	   1	   0	   0	   1	   1	   0	   0	   0	   0	   0	   1	   0	   1	   1	   1	  3	   0	   0	   0	   0	   0	   0	   0	   0	   1	   0	   1	   1	   0	   1	   1	  4	   1	   0	   0	   0	   0	   0	   0	   0	   0	   1	   1	   1	   0	   0	   1	  5	   0	   0	   0	   0	   1	   0	   0	   0	   0	   1	   1	   1	   0	   1	   1	  6	   0	   0	   0	   1	   1	   0	   0	   0	   1	   0	   1	   0	   1	   0	   0	  7	   1	   0	   0	   1	   1	   0	   0	   0	   0	   0	   1	   1	   0	   1	   0	  8	   0	   0	   1	   0	   0	   0	   1	   0	   0	   0	   1	   1	   0	   0	   1	  9	   0	   1	   1	   0	   1	   1	   1	   0	   0	   1	   1	   1	   0	   1	   0	  10	   0	   0	   0	   0	   0	   1	   1	   0	   1	   1	   1	   0	   1	   0	   0	  11	   1	   0	   1	   0	   0	   1	   0	   0	   1	   1	   1	   0	   1	   0	   1	  12	   1	   0	   1	   0	   0	   1	   0	   1	   1	   0	   1	   1	   0	   1	   0	  13	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	   1	   0	   0	   0	  14	   0	   0	   1	   0	   0	   0	   0	   0	   1	   1	   1	   0	   0	   1	   1	  15	   1	   0	   0	   0	   0	   1	   1	   0	   1	   1	   0	   1	   0	   1	   0	  16	   1	   0	   1	   1	   0	   0	   0	   0	   0	   1	   1	   1	   1	   1	   1	  17	   0	   1	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  18	   1	   0	   1	   0	   0	   0	   1	   0	   1	   1	   1	   1	   0	   0	   0	  19	   1	   0	   1	   0	   0	   1	   0	   0	   0	   0	   1	   1	   0	   0	   1	  20	   0	   0	   1	   0	   0	   0	   0	   0	   0	   1	   1	   1	   0	   0	   0	  21	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	  22	   1	   0	   0	   1	   0	   1	   0	   0	   0	   0	   1	   1	   0	   1	   1	  23	   1	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	   1	   0	   0	   1	  24	   1	   0	   1	   1	   1	   0	   0	   0	   0	   0	   1	   0	   0	   1	   0	  25	   0	   0	   0	   1	   0	   0	   0	   0	   0	   0	   1	   0	   1	   1	   1	  26	   1	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	   0	   0	   0	   0	  27	   1	   0	   0	   1	   1	   0	   0	   0	   1	   0	   1	   1	   1	   0	   0	  28	   0	   0	   0	   1	   1	   0	   0	   0	   1	   0	   1	   1	   1	   0	   1	  29	   0	   0	   0	   1	   1	   1	   0	   0	   1	   0	   1	   1	   0	   0	   0	  30	   0	   0	   0	   1	   0	   0	   1	   0	   1	   1	   0	   1	   1	   1	   0	  31	   0	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	   1	   0	   1	   1	  32	   1	   0	   0	   0	   0	   0	   0	   0	   0	   0	   1	   1	   1	   0	   1	  33	   1	   0	   0	   1	   1	   0	   0	   0	   1	   0	   1	   1	   0	   1	   0	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APPENDIX	  H	  
	  
Results	  of	  Eye	  Calibration	  for	  Each	  Participant	  in	  the	  Eye-­‐tracking	  Group	  	  
(n	  =	  33)	  	  Participant	  1	  
	  Participant	  2	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Participant	  3	  
	  	  	  	  Participant	  4	  
	  	  	  	  	  
 
 
 
352 
Participant	  5	  
	  	  	  	  Participant	  6	  
	  	  	  	  	  
 
 
 
353 
Participant	  7	  
	  	  	  	  Participant	  8	  
	  	  	  	  	  
 
 
 
354 
Participant	  9	  
	  	  	  	  Participant	  10	  
	  	  	  	  	  
 
 
 
355 
Participant	  11	  
	  	  	  	  Participant	  12	  
	  	  	  	  	  
 
 
 
356 
Participant	  13	  
	  	  	  	  Participant	  14	  
	  	  	  	  	  
 
 
 
357 
Participant	  15	  
	  	  	  	  Participant	  16	  
	  	  	  	  	  
 
 
 
358 
Participant	  17	  
	  	  	  	  Participant	  18	  
	  	  	  	  	  
 
 
 
359 
Participant	  19	  
	  	  	  	  Participant	  20	  
	  	  	  	  	  
 
 
 
360 
Participant	  21	  
	  	  	  	  Participant	  22	  
	  	  	  	  	  
 
 
 
361 
Participant	  23	  
	  	  	  	  Participant	  24	  
	  	  	  	  	  
 
 
 
362 
Participant	  25	  
	  	  	  	  Participant	  26	  
	  	  	  	  	  
 
 
 
363 
Participant	  27	  
	  	  	  	  Participant	  28	  
	  	  	  	  	  
 
 
 
364 
Participant	  29	  
	  	  	  	  Participant	  30	  
	  	  	  	  	  
 
 
 
365 
Participant	  31	  
	  	  	  	  Participant	  32	  
	  	  	  	  	  
 
 
 
366 
Participant	  33	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APPENDIX	  I	  
	  
Quality	  of	  Eye-­‐tracking	  Data	  Obtained	  from	  the	  Eye-­‐tracking	  Group	  
Participants	  (n	  =	  33)	  	  
Participant	   Average	  Quality	  of	  Eye-­‐tracking	  Data,	  %	  1	   99	  2	   97	  3	   92	  4	   98	  5	   89	  6	   92	  7	   92	  8	   94	  9	   93	  10	   93	  11	   85	  12	   95	  13	   96	  14	   96	  15	   97	  16	   93	  17	   93	  18	   94	  19	   94	  20	   94	  21	   94	  22	   95	  23	   93	  24	   95	  25	   95	  26	   95	  27	   97	  28	   94	  29	   97	  30	   96	  31	   98	  32	   93	  33	   94	  Average	   94	  	  	  
