The aim of this paper is to study the existence of solutions to a boundary value problem associated to a nonlinear fractional differential equation where the nonlinear term depends on a fractional derivative of lower order posed on the half-line. An appropriate compactness criterion and suitable Banach spaces are used and so a fixed point theorem is applied to obtain fixed points which are solutions of our problem.
Introduction
Boundary value problems associated to ordinary differential equations on unbounded domains have been studied widely. Most of them have studied the case where the nonlinear term does not depend on a lower order fractional derivative and when it depends on it, the domain of the problem is bounded. Among the few articles that have studied boundary value problem associated to fractional differential equations where the nonlinear term depends on a lower order fractional derivative we find the paper of Su and Zhang [5] who have studied the problem D α 0 + u(t) = f (t, u(t), D are the standard Riemann-Liouville fractional derivatives. The authors have obtain existence of sign-changing solutions under a sublinear growth condition by using Schauder's fixed point theorem. Motivated by the work of [5] , the aim of this paper is to obtain existence of positive solutions for the problem (2) below under new growth conditions by using Krasnoselskii's fixed point theorem.
We consider the following boundary value problem −D α 0 + u(t) = a(t)g(u(t), D 
where 1 < α ≤ 2, β > 0, α − β ≥ 1, g ∈ C([0, +∞) × R + , R + ), a(.)(1 + t α−1 ) η ∈ L 1 ([0, +∞[), for some η > 0 and when x, y are bounded, then 1 (1+t α−1 ) η g((1 + t α−1 )x, (1 + t α−β−1 )y) is uniformly bounded with respect to t ∈ R + . We put S R = sup 1 (1 + t α−1 ) η g((1 + t α−1 )y, (1 + t α−β−1 )z), (y, z) ∈ [0, R] 2 for R > 0.
Preliminaries
In this section, we introduce notations, definitions, and preliminary facts which are used throughout this paper. Fore more details, see for example [3] and [4] . 
where n is the smallest integer greater than or equal to α, provided that the right-hand side is pointwise defined. In particular, for α = n, D α a + u = D n u.
where c j ∈ R, j = 1, 2, . . . , n.
We define the spaces
endowed with the norm u X = sup t≥0 |u(t)| 1 + t α−β−1 and
One can prove easily the following lemma. We need also the following lemma which is a compactness criterion called Corduneanu-like compactness criterion. Its proof is easy and similar to the classical one (see [1] ).
Lemma 3. Let Z ⊆ Y be a bounded set. Then Z is relatively compact in Y if the following conditions hold:
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By an easy computation, we obtain
, for t, s ∈ [0, +∞).
We define the operator T by
Existence of positive solutions for ...
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Then, we have
The integral equation (5) indicates that fixed points of the operator T coincide with the solutions of the problem (2). Our arguments will be based on fixed point theory. So let us recall for the sake of completeness the following fixed point theorem.
Theorem 1 ( [2, 6] ). (Krasnoselskii's fixed point theorem) Let E be a Banach space and let P ⊆ E be a cone. Assume that Ω 1 , Ω 2 are two open subsets of E with 0 ∈ Ω 1 ⊂ Ω 1 ⊂ Ω 2 and let T : P ∩ (Ω 2 − Ω 1 ) −→ P be a completely continuous operator such that either
Then T has a fixed point in P ∩ (Ω 2 \ Ω 1 ).
Main results
Let the following quantities be given
and
The proof of the following two lemmas is easy. 
for some σ > 1.
Proof. Indeed, we have
We obtain
and since we have
then the desired result is obtained.
Lemma 8. The Green's function G(t, s) satisfies the following property
, and
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, then the desired result is obtained.
Define the cone P by
We remark that T (P ) ⊂ P. Indeed, we have
Therefore,
In the sequel, we put
where θ = min(θ 1 , θ 2 ).
Proposition 1. The operator T defined in (5) is completely continuous.
Proof. Let V a bounded set in Y , i.e., V ⊂ {u ∈ Y ; u Y < µ} for some µ > 0.
T (V ) is uniformly bounded. Indeed, we have
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Thus we have
T (V ) is equicontinuous.
Indeed, let J ⊂ [0, +∞) be a compact interval, t 1 , t 2 ∈ J with t 1 < t 2 . Then for any u ∈ V, we have
The Lebesgue's dominated convergence theorem asserts the equicontinuous of T.
T (V ) is equiconvergent.
Using Lebesgue's dominated theorem, we obtain lim t→+∞ T u(t)
We know that for a given ε > 0, there exists a constant L > 0 such that
Now choose T 3 > max{T 1 , T 2 }; then for t 1 , t 2 ≥ T 3 and by (9)-(11) we obtain 
< ε.
Choose T 3 > max{T 1 , T 2 }. Then for t 1 , t 2 ≥ T 3 and by (9)-(13) we obtain
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The Lebesgue's dominated convergence theorem asserts the equiconvergency of T (V ). Therefore, Lemma 3 ensures that the set A(V ) is relatively compact.
Claim. Operator T is continuous.
Let u n , u ∈ P ∩ (Ω 2 − Ω 1 ) with u n → u, u n ≤ C and u ≤ C ∀ n ∈ N * . For each t ∈ [0, +∞), we have
,
By the Lebesgue dominated convergence theorem, we conclude that the operator T is continuous. Proof. The proof is based on the Krasnoselskii's fixed point Theorem 1. From the condition (a 1 ), it follows that there exists R 1 > 0 such that
Similarly, we have
On the other hand, by condition (a 2 ), there exists R 2 > 0, such that g(x, y) ≥ δ(x + y) with x + y ≥ R 2 and δ > 0. Then for u ∈ P ∩ ∂Ω 2 , where
with θ = min(θ 1 , θ 2 ). We obtain
If we choose δ such that δN ≥ 1, then T u Y ≥ u Y . Therefore, by Theorem 1, the operator T has at least one fixed point which is a positive solution of the boundary value problem (2). Example 1. Let the following problem be given
where a(t) = 
x + y = +∞, uniformly with respect to
hold. Then the boundary value problem (2) has at least one positive solution.
Therefore, T u Y ≤ u Y . From (b 2 ) it follows that there exists R 1 > 0 such that R 1 < R 2 and g((1 + t α−1 )x, (1 + t α−β−1 )y) > ξ(x + y) with x + y ≤ R 1 for all t ∈ [ 1 σ , σ] and ξ > 0. Then for u ∈ P ∩ ∂Ω 1 with Ω 1 = {u ∈ Y : u Y < R 1 }, we obtain
We choose ξ such that ξN ≥ 1, therefore T u Y ≥ u Y . By Theorem 1, the operator T has at least one fixed point, which is a positive solution of the boundary value problem (2).
Example 2. Let the following problem be given
where α = e −t 1+t 2 and g(x, y) = x α 2 + y α 2 , for all x, y ∈ R + with 0 < α 2 < 1 and η ≥ α 2 . Then the condition (b2) of Theorem 3 is satisfied. By the condition (b1), we obtain
We put p(t) = (1 + t 
Then, the boundary value problem (16) has at least one positive solution. hold. Then the boundary value problem (2) has at least one positive solution.
Proof. From (c 1 ), it follows that for 0 < ε 1 < M −1 , there exists R 1 > 0 such that,
From (c 2 ), it follows that there exists R 2 > 0 and ε 2 > 0 such that g(x, y) Therefore, by Theorem 1, the operator T has at least one fixed point which is a positive solution of the boundary value problem (2).
By the same way, one can prove the following result. Then the boundary value problem (2) has at least one positive solution. If 0 < α 3 < 1 with η ≥ α 3 , then the hypotheses of Theorem 5 are satisfied and the boundary value problem (18) has at one positive solution.
