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In a system with an even number of SU(2) spins, there is an overcomplete set of states—consisting
of all possible pairings of the spins into valence bonds—that spans the S = 0 Hilbert subspace.
Operator expectation values in this basis are related to the properties of the closed loops that
are formed by the overlap of valence bond states. We construct a generating function for spin
correlation functions of arbitrary order and show that all nonvanishing contributions arise from
configurations that are topologically irreducible. We derive explicit formulas for the correlation
functions at second, fourth, and sixth order. We then extend the valence bond basis to include
triplet bonds and discuss how to compute properties that are related to operators acting outside the
singlet sector. These results are relevant to analytical calculations and to numerical valence bond
simulations using quantum Monte Carlo, variational wavefunctions, or exact diagonalization.
I. INTRODUCTION
The traditional way to represent the quantum states
of a system of S = 1/2 spins is to introduce a basis of
Sz eigenstates. Each state corresponds to a particular
assignment of “up” or “down” to each spin in the lattice.
This basis is complete and orthonormal. Another useful
basis, dating back to Rumer and Pauling in the 1930s,1,2
is the so-called valence bond basis, in which the states of
the system are represented by partitions of the spins into
pairs forming singlets. A valence bond (VB) state,
|v〉 =
∏
ij
[i, j], (1)
is a product of singlets,
[i, j] =
1√
2
(|↑i↓j〉 − |↓i↑j〉), (2)
in which each site label appears only once. Pictorially,
a VB state can be represented as a system of hard-core
dimers, where each lattice site (spin) belongs to exactly
one dimer, as illustrated in Fig. 1. The VB basis spans
the singlet sector of the Hilbert space, but is massively
overcomplete. It is also highly nonorthogonal, having the
unusual property that every two states in the basis have
nonzero overlap.
The first important work in this basis was the calcu-
lation of the ground-state energy per spin of the infinite
quantum Heisenberg chain by Hulthe´n3 (building on the
earlier work of Bethe4). Hulthe´n also determined the
eigenvalues and eigenstates of small finite chains of up to
ten sites using the subset of “noncrossing”1 valence bond
states (which form a complete basis). Majumdar and
Ghosh later performed a similar calculation for the one-
dimensional spin chain with nearest- and next-nearest-
neighbour interactions.5
The valence bond basis has a special connection to
the paramagnetic states of interacting antiferromagnets.
Fazekas and Anderson introduced the resonating valence
bond (RVB) picture to describe a possible spin liquid
in frustrated magnets.6 Anderson later proposed that a
FIG. 1: The low-energy singlet sector of quantum antiferro-
magnets can be described in either the Sz or valence bond
basis.
doped RVB state may describe the cuprate supercon-
ductors.7,8 This suggestion spurred wide interest in the
VB description of antiferromagnets and possible exotic
ground states that are naturally described in terms of
VB states. In particular, VB states have proved useful
as variational states, where the variational freedom lies
in the distribution of valence bond lengths9,10,11 or in a
set of projected-BCS coefficients.12,13,14
Since valence bond states have total spin invariance
built in, they are also a natural choice for exact diag-
onalization within the low-energy S = 0 matrix block.
Such calculations have been used to study RVB states
with a restriction of the VB basis to include only a sub-
set of states with short dimers,15,16 which should be a
good approximation for systems with only short-range
spin correlations. A generalization of this procedure—in
which the valence bonds are antisymmetrized products of
individual atomic eigenstates—has been widely adopted
by computational chemists for use in molecular quantum
mechanics.17,18
Variational calculations suggest that the collinear Ne´el
ground state of the d-dimensional (d > 1) Heisenberg
antiferromagnet is well-described by a superposition of
VB configurations whose distribution of bond lengths
exhibits 1/rp powerlaw behaviour, with p < 5 in two
dimensions.9 In two dimensions, it is also believed that
there are magnetically disordered states with energy very
2close to that of the ordered ground state.9 Thus, compet-
ing interactions may favour RVB states with short-ranged
bonds and no long-range magnetic order.19,20 They may
also favour states with valence bond solid (VBS) or-
der,21,22 in which the translational symmetry is broken
but the spin-rotational symmetry remains intact. To
date, the only firm confirmation of an RVB state is in
simplified quantum dimer models,23 in which only the
dimer degrees of freedom are retained and the spin de-
grees of freedom associated with the dimers are neglected.
In most cases, possible exotic spin states24,25,26,27 sim-
ply cannot be studied in detail with unbiased methods
such as quantum Monte Carlo (QMC), because of the
infamous negative-sign problem. QMC simulations of
quantum spin systems have traditionally been carried out
in the standard Sz basis. Although the feasibility of a
Monte Carlo projection for improving a variational VB
state was demonstrated more than fifteen years ago,28
the use of the VB basis in QMC studies has been very
limited so far.29 As it turns out, neither the overcomplete-
ness nor the nonorthogonality of the valence bond basis is
an impediment to carrying out QMC simulations in prin-
ciple. In fact, even without a good variational state as a
trial state, the ground state can be completely projected
out starting with, e.g., an arbitrarily chosen basis state30
using importance sampling and a simple local updating
scheme. This method delivers performance comparable
to the current state of the art for Sz-basis QMC calcula-
tions (i.e., stochastic series expansion31 and world line32
methods with loop-cluster updates). It was also noted in
Ref. 30 that the VB projector method expands the class
of models that are sign-problem-free. A host of isotropic
SU(2) invariant models with multi-spin interactions (in-
volving four, six, etc. spins) can be studied, which in
spite of not being frustrated in the standard sense (an
odd number of antiferromagnetic interactions around a
closed loop on the lattice) do give rise to a sign problem
in standard methods. Thus, VB simulations open new
opportunities to study ground state phases and transi-
tions in quantum spin systems.
In addition to these new opportunities for QMC studies
in the VB basis, we also believe that there is more to do
variationally. There was not much follow-up on the pio-
neering calculations by Liang, Doucot, and Anderson,9
and with the increase in computer performance since
that time, it is now feasible to consider more complex
wave-function optimizations.11 Although frustrated sys-
tems also cause sign problems in variational calculations,
it may still be possible to extract useful information from
them. It may also prove fruitful to study variational VB
wave functions for nonfrustrated multi-spin interactions.
In both QMC and variational calculations, one would
like to study a wide range of physical observables to char-
acterize the ground state. Overlaps and matrix elements
between two VB states |v〉 and |v′〉 can be related to
the structure of the closed loops that are formed when
their corresponding dimer configurations are superim-
posed. There are two standard results: (i) For a system
of 2N spins, 〈v|v′〉 = ±2N	−N where N	 ≤ N is the
number of loops. 〈v|v′〉 is unity when the states |v〉 and
|v′〉 are identical and N	 is a maximum; its magnitude
is halved each time a bond mismatch reduces the loop
count by one.33,34 (ii) 〈v|Si · Sj |v′〉 = ± 34 〈v|v′〉 if i and
j belong to the same loop and vanishes otherwise.9 (In
each case, the overall sign depends on the convention for
assigning directions to the bonds.) We are not aware of
expressions for more complicated matrix elements, e.g.,
those involving more than two spin operators or indi-
vidual components of the spins. Nor are we aware of
expressions for quantities that are associated with triplet
excitations or for quantities, such as the spin stiffness,
that cannot usually be written in terms of an equal-time
correlation function.
The goal of this paper is to provide a formal framework
for organizing calculations in the valence bond basis and
to present several new formulas relating the loop struc-
ture of overlapping valence bond states to a wider range
of physical properties of the system. We do this in a for-
mal way, using bond operators equivalent to those first
derived by Sachdev and Bhatt,35 which in their usual
context are associated with a fixed dimer configuration.
Here, we generalize the creation and annihilation opera-
tors that describe the states of the two-spin system to the
many-spin case, allowing the operators to act between
arbitrary pairs of spins. With one additional anticom-
mutator rule, we find that we can use these operators to
organize calculations in the overcomplete valence bond
basis. As a result, we are then able to address higher-
order spin correlations, such as (Si · Sj)(Sk · Sl), and
demonstrate that their matrix elements are topological
in nature, depending not only on the loop membership
of the various site labels (as is the case for Si · Sj) but
also on the overall connectivity of the loops with respect
to the (i, j) and (k, l) vertices. We introduce a gener-
ating function whose derivatives produce a related class
of cumulant function. A diagrammatic expansion eluci-
dates the structure of these functions and greatly simpli-
fies their calculation. We extend the valence bond basis
to include triplet as well as singlet bonds in an effort
to access the full Hilbert space. This allows us to com-
pute various spin correlation functions component-wise,
including two-spin operators of the form Sxi S
x
j and four-
spin operators such as Sxi S
x
j S
x
kS
x
l and S
x
i S
x
j S
y
kS
y
l . We
also derive an expression for the singlet-triplet gap and
the spin stiffness. These results should be useful in the
context of QMC, variational calculations, and in exact
diagonalization. Our formalism may also find use in ap-
proximate analytical calculations.
The organization of the paper is as follows. In Sec. II,
we introduce the valence bond operator formalism that is
used throughout. The three subsequent sections review
how to construct S = 0 valence bond states (Sec. III),
how to describe their evolution under action by a hamil-
tonian (Sec. IV), and how to compute their overlaps
(Sec. V). In Sec. VI, we begin to derive formulas for
the isotropic spin correlation functions in a somewhat
3naive way. We reproduce these results in Sec. VII using
a more sophisticated diagrammatic approach and then
carry the calculation to higher order. In Sec. VIII, we
develop rules for valence bond states with triplet excita-
tions; these are used in Sec. IX to compute correlation
functions of components of the staggered magnetization.
In Sec. X, we discuss the Ne´el state and how it can be em-
ployed as a reference state to compute the singlet-triplet
gap (Sec. XI) and the spin stiffness (Sec. XII).
II. VALENCE BOND OPERATOR FORMALISM
Two SU(2) spins labelled i and j have a total spin
S = Si+Sj satisfying
1
2S
2 = 34 +Si ·Sj . Thus, the usual
Heisenberg interaction can be written as
Hˆij = Si · Sj − 1
4
=
1
2
S2 − 1. (3)
The eigenstates of Eq. (3) are states of well-defined total
spin, having eigenvalues 12S(S + 1) − 1. We enumerate
them as follows: one (S = 0) singlet |0〉 and three (S = 1)
triplets |1〉, |2〉, |3〉 with energy Eµ = −δµ0.
For bookkeeping purposes, it is helpful to introduce a
boson representation for the spins,
Si =
1
2
∑
ss′
b†isσss′bis′ with
∑
s
b†isbis = 1 (4)
(note the single-occupancy constraint), and to define a
valence bond operator
χµ†ij =
1√
2
∑
ss′
τµss′b
†
isb
†
js′ (5)
that creates eigenstates of Hˆij out of the bosonic vac-
cuum (i.e., |µ〉 = χµ†ij |vac〉 and χµij |vac〉 = 0). The eigen-
value equation Hˆij |µ〉 = Eµ|µ〉, now written as
Hˆijχ
µ†
ij |vac〉 = −δµ0χ0†ij |vac〉, (6)
determines the unknown coefficients τµ. One possible
solution to Eq. (6) is
τµ = (τ0, τ ) = (iσ2, iσ3, 1,−iσ1), (7)
where σµ = (1,σ) denotes the four-vector consisting of
the unit matrix and the three Pauli matrices; the result-
ing states are
|µ〉 = χµ†ij |vac〉 =


1√
2
(|↑i↓j〉 − |↓i↑j〉) if µ = 0
i√
2
(|↑i↑j〉 − |↓i↓j〉) if µ = 1
1√
2
(|↑i↑j〉+ |↓i↓j〉) if µ = 2
−i√
2
(|↑i↓j〉+ |↓i↑j〉) if µ = 3.
(8)
Other linear combinations of the triplet states are
equally valid, but this choice has the advantage that the
labels correspond to real physical directions in the stan-
dard basis of R3. This is true in the sense that Sai |0〉 ∼ |a〉
for a = 1, 2, 3. The key is that Eq. (7) obeys στ0 = iτ ,
which implies that Siχ
0†
ij |vac〉 = (i/2)χ†ij|vac〉.
We emphasize that the χµij operators completely de-
scribe the SU(2) ⊗ SU(2) ≃ SO(4) degrees of freedom of
the two-spin system. These operators obey the complete-
ness relation∑
µ
χµ†ij χ
µ
ij = χ
0†
ij χ
0
ij + χ
†
ij · χij = 1, (9)
which follows from
∑
µ τ
µ
ss′τ
µ†
r′r = 2δsrδs′r′ and the re-
striction to one boson per site. The anticommutation
relation
[χµij , χ
ν†
ij ]|vac〉 = δµν |vac〉 (10)
is inherited from the properties [bis, b
†
js′ ] = δijδss′ and
bis|vac〉 = 0.
Any valid (i.e.,
∑
s b
†
isbis =1 preserving) operation on
one or both of the spins has an SO(4) representation. By
construction, the operator equivalence
Si · Sj = −3
4
χ0†ij χ
0
ij +
1
4
χ
†
ij · χij (11)
holds, and elimination of χ via Eq. (9) yields
−Hˆij = 1
4
− Si · Sj = χ0†ij χ0ij . (12)
For an arbitrary bilinear operator Oˆ =
∑
µν O
µνχµ†ij χ
ν
ij ,
two applications of Eq. (10) will coax out the coefficient
matrix, Oµν = 〈vac|[χµ, [Oˆ, χν†]]|vac〉.
In the case of the spin operators themselves, one finds
(Sai )
µν = 12 tr(τ
µ†σaτν) and (Saj )
µν = 12 tr(τ
νσa∗τµ†).
Evaluation of the traces leads to
Sai − Saj = i
(
χa†ij χ
0
ij − χ0†ij χaij
)
, (13)
Sai + S
a
j = iǫ
abcχb†ijχ
c
ij . (14)
Equations (13) and (14) turn out to be very useful, but
we should not regard them as the fundamental operator
equivalence rules. They seem to suggest that two-spin
operations are always quartic in χµij , which is clearly not
true [cf. Eq. (11)].
There is an alternative to computing the coefficient
matrix directly. For operators that transform in a known
way, we can induce the same transformation in χµij and
equate the corresponding terms. Consider a spin rotation
Sa → Rab(θn)Sb of θ radians about the axis n (|n| =
1). In the boson language, this rotation is equivalent
to the unitary transformation b → Ub with U(θn) =
e(iθ/2)n·σ = 1 cos(θ/2) + in · σ sin(θ/2). Now suppose
that we rotate Si and Sj by two different angles about
the same axis: putting bi → U(θin)bi and bj → U(θjn)bj
4into Eq. (5), we find that the rotation is equivalent to the
valence bond operator transformation
χ0ij → χ0ij cos(θij/2) + n · χij sin(θij/2), (15)
where θij = θi − θj is the relative rotation angle.
If n is directed along the 3 axis, the rotation matrix
Rab = 12 trU
†σaUσb has the form
R(θe3) =

 cos θ sin θ 0− sin θ cos θ 0
0 0 0

 . (16)
Described in terms of raising and lowering operators, the
transformation amounts to
S+ → e−iθS+
S− → eiθS−
S3 → S3,
(17)
and in particular,
S+i S
−
j + S
−
i S
+
j → e−iθijS+i S−j + eiθijS+i S−j . (18)
Consequently, the isotropic Heisenberg interaction, ex-
panded in powers of θij , behaves as
Si · Sj → Si · Sj − i
2
θij
(
S+i S
−
j − S+i S−j
)
− 1
4
θ2ij
(
S+i S
−
j + S
−
i S
+
j
)
. (19)
According to Eq. (15), the same transformation ap-
plied to the valence bond operators gives
χ0†ij χ
0
ij → χ0†ij χ0ij +
θij
2
(
χ0†ij χ
3
ij + χ
3†
ij χ
0
ij
)
+
θ2ij
4
(−χ0†ij χ0ij + χ3†ij χ3ij). (20)
Comparing Eqs. (19) and (20) allows us to make the iden-
tification
i
(
S+i S
−
j − S+i S−j
)
= χ0†ij χ
3
ij + χ
3†
ij χ
0
ij ,
S+i S
−
j + S
+
i S
−
j = −χ0†ij χ0ij + χ3†ij χ3ij .
(21)
We have so far confined our discussion to a system of
two spins. Nonetheless, everything derived up to this
point applies equally well to any two spins of a many-
spin system. In that sense, the results summarized in
Table I are valid generally: we simply assert that there
are operators χµij associated with every pair of sites in the
lattice. The only remaining step is to determine what the
appropriate anticommutator algebra is for operators with
one site index in common. A straightforward calculation
shows that
[χρij , χ
µ†
kjχ
ν†
il ]|vac〉 =
1
2
T λµρν χλ†kl |vac〉, (22)
where T λµρν = 12 tr τ
λ†τµτρ†τν and summation over the
repeated index λ is implied.
TABLE I: Operator equivalence rules
spin basis valence bond basis
Si · Sj −
3
4
χ0†ij χ
0
ij +
1
4
χ
†
ij · χij
Si · Sj −
1
4
−χ0†ij χ
0
ij
Si − Sj i(χ
0†
ijχij − χ
†
ijχ
0
ij)
Si + Sj iχ
†
ij × χij
S+i S
−
j + S
−
i S
+
j −χ
0†
ij χ
0
ij + χ
3†
ij χ
3
ij
i(S+i S
−
j − S
−
i S
+
j ) χ
0†
ij χ
3
ij + χ
3†
ij χ
0
ij
III. S = 0 VALENCE BOND BASIS
For a system of many SU(2) spins, the structure of
the Hilbert space can be determined from the product
rule 12 ⊗ S = (S − 12 ) ⊕ (S + 12 ), where S denotes the
(2S + 1)-degenerate spin-S state. Thus,
1
2 ⊗ 12 = 0⊕ 1
1
2 ⊗ 12 ⊗ 12 = 12 ⊕ 12 ⊕ 32
1
2 ⊗ 12 ⊗ 12 ⊗ 12 = 0⊕ 0⊕ 1⊕ 1⊕ 1⊕ 2
...
1
2 ⊗ 12 ⊗ 12 ⊗ · · · ⊗ 12︸ ︷︷ ︸
2N times
=
N∏
S=0
S ⊕ · · · ⊕ S︸ ︷︷ ︸
C
(N)
S
times
(23)
The number, C
(N)
S , of S-blocks that appears in the
Hilbert space of 2N spins is given in Table II. The num-
ber of states in the singlet sector, C
(N)
0 =
1
N+1
(
2N
N
)
=
(2N)!
N !(N+1)! , represents a small fraction of the total number
of states,
∑N
S=0(2S + 1)C
(N)
S = 2
2N .
TABLE II: Values of the coefficient C
(N)
S , representing the
number of spin-S blocks in the Hilbert space of N pairs of
SU(2) spins.
0 1/2 1 3/2 2 5/2 3 7/2
1
1 1 1
2 1
2 2 3 1
5 4 1
3 5 9 5 1
14 14 6 1
4 14 28 20 7 1
42 48 27 8 1
5 42 90 75 35 9
132 165 120 24 10
6 132 297 285 144 34
To construct a valence bond state in the singlet sector
[as per Eq. (1)], we simply group the spins into N pairs
5and, starting from the bosonic vacuum, act with χ0†ij for
each pair (i, j). The number of such states is
TN =
1
N !
(
2N
2
)(
2N − 2
2
)
· · ·
(
2
2
)
=
(2N)!
2N(N !)
. (24)
This dwarfs the number of independent states in the sin-
glet sector for large N (TN ≫ C(N)0 ).
As a consequence of the overcompleteness, linear
combinations of valence bond states are generally not
unique—an ambiguity related to the fact that linear in-
dependence fails even at the level of two singlets:
χ0†il χ
0†
jk + χ
0†
ij χ
0†
kl + χ
0†
lj χ
0†
ik = 0. (25)
In the case of two spins (N = 1), there is a single
tiling (T1 = 1) corresponding to the unique singlet state
(C
(1)
0 = 1). In the case of four spins (N = 2), the number
of tilings (T2 = 3) exceeds the number of physical singlet
states (C
(2)
0 = 2) by one. It is useful to eliminate this
superfluous state. For concreteness, let us suppose that
the lattice of 2N spins is described as the union A∪B of
sites A = {i1, i2, . . . , iN} and B = {j1, j2, . . . , jN}. This
is simply a labelling trick and does not depend on the
lattice being bipartite. We restrict the basis to include
only those valence bonds that connect A sites to B sites.
This is possible since any unwanted AA and BB bonds
can be replaced by two AB bonds via Eq. (25).
The AB valence bond basis is intimately related to SN ,
the symmetric group of degree N . There is a one-to-one
correspondence between the bond tilings and the permu-
tations that are the elements of SN . This correspondence
holds because every bond tiling can be thought of as a
rearrangement of the B labels. That is, for each P ∈ SN ,
there is a state
|P 〉 = Pˆ †|vac〉 =
N∏
n=1
χ0†in,jPn |vac〉. (26)
It follows that there are T˜N = N ! such states. For exam-
ple, Fig. 2 shows the 3! = 6 AB bond configurations for
N = 3. These states are indexed by the permutations
P = (1)(2)(3) P = (1)(2 3) P = (1 2)(3)
P = (1 2 3) P = (3 2 1) P = (1 3)(2),
written here in cycle notation.
The restriction to the AB basis is useful in that it gives
us a systematic way to fix the phase of each state. This
is an issue because the singlet is a directed bond: χ0ji =
−χ0ij and χji = χij . We adopt the convention that the
canonical form of the operator χµij has i ∈ A and j ∈ B,
as in Eq. (26). As we shall see in Sect. V, all overlaps
of AB valence bond states are positive definite, which is
not true in the unrestricted basis.
One disadvantage to the AB basis is that the identity
operator in the S = 0 subspace has a complicated form.
FIG. 2: The set of all possible bond tilings, TN = (2N)!/2
NN !
in number, is shown for N = 1, 2, 3. The restricted set of
AB tilings (blue) numbers T˜N = N !, which still exceeds the
number of true singlet states. A and B sites are shown as
filled and open circles, respectively.
In the unrestricted basis, it is diagonal,
1ˆ0 =
2N
(N + 1)!
∑
v
|v〉〈v|, (27)
with a normalization TN/C
(N)
0 , but the process of elim-
inating all AA and BB bonds from Eq. (27) introduces
offdiagonal terms. For N = 2 and N = 3, the identity
operators are
1ˆ0 =
2
3
∑
P,Q
|P 〉
(
2 −1
−1 2
)
P,Q
〈Q| (28)
and
1ˆ0 =
1
3
∑
P,Q
|P 〉


4 −1 −1 0 0 −1
−1 4 0 −1 −1 0
−1 0 4 −1 −1 0
0 −1 −1 4 0 −1
0 −1 −1 0 4 −1
−1 0 0 −1 −1 4


P,Q
〈Q|. (29)
6In these examples, the rows and columns of the coefficient
matrices are arranged to match the ordering of the per-
mutations in Fig. 2. The entries are (2N)!/2N−1(N !)2−1
along the main diagonal and 0 or −1 elsewhere, which is
a consequence of there being at most one AA/BB set to
unravel. For N > 3, the situation is more complicated,
and we do not know of a simple general expression for
1ˆ0. In most practical applications, however, such an ex-
pression is not needed.
It is possible to construct basis sets that are still more
restrictive (i.e., having fewer states than the AB basis).
There is a hierarchy of linear dependence relations [sim-
ilar to Eq. (25)] for groups of three, four, and higher
numbers of singlet bonds, which can be used to further
eliminate unwanted states. When carried out to its fullest
extent, this elimination procedure leaves a set of valence
bond configurations equal in number to the actual num-
ber of S = 0 states. Explicit construction of the ba-
sis in this limit can be accomplished by arranging the
lattice sites i1, j1, i2, j2, · · · , iN , jN on a ring and keep-
ing only the AB tilings that produce no bond crossings.
Note that even this minimal set contains long bonds con-
necting sites that are macroscopically separated, which
suggests that bonds on all length scales are required for
completeness.
IV. EVOLUTION OF VALENCE BOND STATES
Now suppose that we have a hamiltonian of the form
Hˆ =
∑
ij
JijHˆij −
∑
ijkl
KijklHˆijHˆkl + · · · (30)
with second-, forth-, and potentially higher-order spin
interations.36 Here, Hˆij is defined as in Eq. (12). In order
to understand how an arbitrary state evolves under Hˆ,
we need to know how a given valence bond state evolves
under repeated applications of −Hˆij .
Depending on the circumstances, −Hˆij is either a di-
agonal operation that leaves the overall configuration
unchanged or an off-diagonal operation that maps two
bonds to their complementary tiling:(1
4
− Si · Sj
)
[i, j] = [i, j], (31)(1
4
− Si · Sj
)
[l, i][j, k] = [i, j][k, l]. (32)
This result, which is true in the unrestricted basis, has
long been known.3 It will be instructive to see how it
emerges within our formalism and how it is modified to
accommodate the restriction to AB bonds.
Let us start with the state |P 〉 = Pˆ †|vac〉, where Pˆ † is
the operator string defined in Eq. (26). Then,
−Hˆij |P 〉 = χ0†ij χ0ijPˆ †|vac〉 = χ0†ij [χ0ij , Pˆ †]|vac〉. (33)
There are two possibilities to consider in evaluating the
anticommutator: (i) If there is already a bond connecting
the active sites (i.e., Pˆ † = · · ·χ0†ij · · · ), then only two
operators play a role in the anticommutator. In this case,
Eq. (10) is the appropriate rule to apply, and Eq. (33)
simplifies to
χ0†ij χ
0
ij |P 〉 = |P 〉. (34)
(ii) If the active sites are each connected elsewhere (i.e.,
Pˆ † = · · ·χ0†il · · ·χ0†kj · · · for some k ∈ A, l ∈ B), then
three operators are involved. This necessitates the use of
Eq. (22) and leads to
χ0†ij χ
0
ij |P 〉 =
1
2
χ0†i1jP1 · · ·χ
0†
ij · · ·χ0†kl · · ·χ0†iN jPN |vac〉. (35)
The new state on the right-hand side is itself a valence
bond state (different from |P 〉), since it consists of N
operators and none of its 2N indices are repeated. If
i ∈ A and j ∈ B, then this state contains only AB bonds.
A reconfiguration of the bonds manifests itself as
change in the permutation indexing the state. If i = in
and j = jm are in opposite sublattices, then Eqs. (34)
and (35) are summarized by the compact update rule
−Hˆinjm |P 〉 =
(
1
2
)1−δPn,m
|(Pn m)P 〉, (36)
where the term (Pn m) inside the ket is a 2-cycle acting
on P (the effect of which is to swap the labels jPn and
jm). Equation (36) makes clear that the hamiltonian is
an identity operation whenever it acts on a preexisting
bond; otherwise it induces a single transposition and a
multiplicative factor 12 . Note that the transposition itself
depends on P .
If, however, i and j are in the same sublattice, then
the χ0†ij χ
0†
kl operators in Eq. (35) have to be eliminated in
favour of AB bonds. This leads to
−Hˆinim |P 〉 =
1
2
|P 〉 −
(
1
2
)1−δn,m
|(Pn Pm)P 〉 (37)
and
−Hˆjnjm |P 〉 =
1
2
|P 〉 −
(
1
2
)1−δn,m
|(n m)P 〉. (38)
These “frustrating” interactions create a linear super-
position of states, rather than just a rearrangement of
bonds. They also introduce bond configurations with
negative weight, violating the conditions of the Marshall
sign theorem.37 Figure 3 illustrates the frustrating and
nonfrustrating bond flips that can occur.
If there are no frustrating interactions in the hamilto-
nian then the ground state can be written as a superpo-
sition of valence bond states |ψ〉 = ∑P cP |P 〉 with all
cP ≥ 0. In that special case, Monte Carlo simulation is
sign-problem-free.
7FIG. 3: AB valence bonds obey a simple set of update rules
when acted on with an isotropic spin interaction term. Here
the update rules for 1/4−Si ·Sj are summarized. The red bar
denotes the interaction between the spins at sites i and j. The
site labels follow the notation in Eqs. (36) and (37). Of the
terms that involve a reconfiguration of the bonds (dashed out-
lines indicate the previous bond locations), one corresponds
to an exchange of jPn and jm and the other jPn and jPm.
V. OVERLAPS AND MATRIX ELEMENTS OF
VALENCE BOND STATES
It follows from Eq. (26) that the overlap of any two
valence bond states is equal to the vacuum-state expec-
tation value of a length-2N operator string:
〈Q|P 〉 = 〈vac|χ0iN ,jQN · · ·χ0i2,jQ2χ0i1,jQ1
× χ0†i1,jP1χ
0†
i2,jP2
· · ·χ0†iN ,jPN |vac〉. (39)
The creation and annihilation operators can be shuffled
past one another so long as they share no indices in com-
mon. The maximal such rearrangement leaves the string
grouped into several linked chains of operators; these are
related to the disjoint cycles of the composite permuta-
tion Q¯P (we use the notation Q¯ = Q−1 to denote the
inverse permutation of Q) and define a set of directed
loops (with Q¯P defining the proper order), e.g.,
i1 → jP1 → iQ¯P1 → jPQ¯P1
→ iQ¯PQ¯P1 → · · · → i(Q¯P )k1 = i1. (40)
Figure 4 illustrates the construction. Each of these loops
is even in length—constituting a chain with equal num-
bers of links from P and Q. The cycle decomposition is
related to the loop membership of the site indices by
n
Q¯P∼ P¯m ⇔ in and jm in same loop
n
Q¯P∼ m ⇔ in and im in same loop
P¯ n
Q¯P∼ P¯m ⇔ jn and jm in same loop
(41)
We use the notation x
Q¯P∼ y to indicate that x and y are
in the same cycle of Q¯P . All the loops taken together
form a set of closed paths covering the lattice. Hence,
N∑
k=1
2k · nk = 2N, (42)
where nk is the number of loops of length 2k (or the
number of k-cycles in Q¯P ).
The value of the overlap can be computed by way of a
simple decimation scheme.33,34 Each loop can be elimi-
nated by repeated application of Eqs. (10) and (22), spe-
cialized to the case of ρ = ν = µ = 0:
[χ0ij , χ
0†
ij ]|vac〉 = |vac〉 (43)
and
[χ0ij , χ
0†
kjχ
0†
il ]|vac〉 =
1
2
χ0†kl |vac〉. (44)
For a loop of length 2k, k − 1 applications of Eq. (44)
removes 2k− 2 links and yields k− 1 factors of 1/2. The
final two operators are removed with a single application
of Eq. (43), leaving 〈vac|vac〉 = 1. Hence,
〈Q|P 〉 =
N∏
l=1
(
1
2k−1
)nk
=
2
∑N
l=1 nk
2
∑
N
l=1 k·nk
= 2N	−N , (45)
where we have used Eq. (42) and defined the total number
of loops N	 =
∑N
k=1 nk.
Similar arguments can be used to compute the ma-
trix elements of a spin-rotation-invariant operator Oˆ. In
general, such an operator acting on a valence bond state
produces a linear superposition of states with modified
bond configurations:
Oˆ|P 〉 =
∑
P ′
OP,P ′ |P ′〉. (46)
(The situation is more complicated if Oˆ generates states
outside the S = 0 sector; this is discussed further in
Sect. VIII.) Since the basis is overcomplete, the coef-
ficients OP,P ′ are not unique and OP,P ′ 6= 〈P |Oˆ|P ′〉,
as would be the case in an orthonormal basis. Equa-
tions (45) and (46) imply that matrix elements are re-
lated to changes in the loop number:
〈Q|Oˆ|P 〉
〈Q|P 〉 =
∑
P ′
OP,P ′2
N ′	−N	 . (47)
8FIG. 4: The top-left and top-right panels illustrate valence
bond states |P 〉 and |Q〉 corresponding to the permutations
P = (1 2)(3)(4)(5) · · · and Q = (1)(2 4 5 3) · · · ; the sites
i1, i2, . . . , i5 (filled circles) and j1, j2, . . . , j5 (open circles) are
numbered accordingly (in no particular order). The over-
lap 〈Q|P 〉 between these states is literally that: a superpo-
sition of the two bond configurations. Since the end point
of one bond is always the starting point of another, a set of
closed bond paths is formed. These are in one-to-one corre-
spondence with the disjoint cycles of Q¯P . In this example,
Q¯P = (1 2 4 5 3) · · · has a cycle of length 5 and a correspond-
ing bond loop of length 10.
Here, N	 is the number of cycles in Q¯P and N
′
	 the
number in Q¯P ′.
Evaluation of Eq. (47) requires some general rules for
how the number of cycles changes as P → P ′. Since the
permutation P ′P¯ can always be decomposed into a prod-
uct of transpositions, it suffices to consider the situation
where the two states differ by a single transposition. In
that case, N ′	 − N	 = ±1 (see the Appendix A), since
a transposition (n m) either merges the two cycles that
each contain one of P¯n and P¯m or splits the single cycle
that contains them both. This can be expressed formally
as
〈Q|(n m)P 〉
〈Q|P 〉
(
1
2
)1−δn,m
=
{
1 if P¯ n
Q¯P∼ P¯m
1
4 otherwise.
(48)
Here, the delta function takes care of the possibility that
n = m, which corresponds to no transposition at all.
Applying this result to Eqs. (36)–(38) [with the right-
hand side of Eq. (48) interpreted according to (41)] gives
FIG. 5: The operator χ0†ij χ
0
ij = 1/4 − Si · Sj causes a re-
arrangement of bonds, as shown in Fig. 3. Thus, its matrix
element can be understood in terms of joining or splitting
loops.
〈Q|χ0†ij χ0ij |P 〉
〈Q|P 〉 =
1
4
(
1− 3ǫijδαiαj
)
, (49)
where αi and αj are unique labels for the loops passing
through sites i and j. We have introduced the notation
ǫij =
{
−1 if i, j are in different sublattices
+1 otherwise.
(50)
To clarify, let us rederive Eq. (49) by considering ex-
plicitly the effect of χ0†ij χ
0
ij acting to the right on |P 〉
and how the overlap of the resulting state with 〈Q| dif-
fers from the loop structure of 〈Q|P 〉. We distinguish
between the AB case, in which the sites i and j are in
different sublattices, and the AA/BB case, in which they
are in the same sublattice. For AB operators, the pos-
sibilities are illustrated in Fig. 5(a–c). If the two sites
belong to the same loop then either an offdiagonal oper-
ation splits the loop, giving a contribution (1/2)(21) = 1
[following Eq. (47)] or a diagonal operation leaves the
loop unchanged, also giving (1)(20) = 1. If the two sites
9belong to different loops then the offdiagonal operation
joins the two loops, giving (1/2)(2−1) = 1/4. Combining
these results gives
〈Q|χ0†ij χ0ij |P 〉
〈Q|P 〉 = δ
αiαj +
1
4
(
1− δαiαj
)
=
3
4
δαiαj +
1
4
,
(51)
For AA/BB operators, the possible bond reconfigurations
are illustrated in Figs. 5(d) and 5(e). The two sites are
either in the same loop, giving (1/2)(20 − 21) = −1/2,
or in different loops, giving (1/2)(20 − 2−1) = 1/4. The
result,
〈Q|χ0†ij χ0ij |P 〉
〈Q|P 〉 = −
1
2
δαiαj +
1
4
(
1− δαiαj
)
= −3
4
δαiαj +
1
4
,
(52)
differs from Eq. (51) by only a sign. Using ǫij to account
for the difference in sign yields Eq. (49).
The same formal manipulations that lead from Eq. (48)
to Eq. (49) can be chained together to evaluate a long op-
erator sequence one transposition at a time. For example,
taking i = in ∈ A and j = jm ∈ B, we get
〈Q|Oˆχ0†ij χ0ij |P 〉
〈Q|P 〉 =
〈Q|Oˆ|(Pn m)P 〉
〈Q|P 〉
(
1
2
)1−δPn,m
=
〈Q|Oˆ|P ′〉
〈Q|P ′〉
〈Q|P ′〉
〈Q|P 〉
(
1
2
)1−δPn,m
=
〈Q|Oˆ|P ′〉
〈Q|P ′〉
1
4
(
1 + 3δαiαj
)
,
(53)
where P ′ = (Pn m)P describes the new bond configu-
ration after one transposition. For arbitrary site indices,
the expression reads
〈Q|Oˆχ0†ij χ0ij |P 〉
〈Q|P 〉 =
1
4
(1 + ǫij)
〈Q|Oˆ|P 〉
〈Q|P 〉
− ǫij 〈Q|Oˆ|P
′〉
〈Q|P ′〉
1
4
(
1 + 3δαiαj
)
. (54)
VI. SPIN CORRELATION FUNCTIONS
So long as the ground state of the spin system is a
global singlet, its wavefunction can be written as a linear
superposition of valence bond states: |ψ〉 = ∑P cP |P 〉.
Accordingly, operator expectation values have the form
〈Oˆ〉 = 〈ψ|Oˆ|ψ〉〈ψ|ψ〉 =
∑
P,QW (P,Q)
〈Q|Oˆ|P 〉
〈Q|P 〉∑
P,QW (P,Q)
, (55)
with P,Q ∈ SN and Oˆ some operator of interest. The
quantityW (P,Q) = cQcP 〈Q|P 〉 may be determined vari-
ationally11 or it may arise as a sampling weight in the
context of a Monte Carlo projection scheme.30 The ma-
trix element 〈Q|Oˆ|P 〉/〈Q|P 〉 is related to the properties
of the loops that are formed when the singlet tilings of
the two states are superimposed. In fact, since its value
depends only on the properties of the loops, the individ-
ual valence bond states can be abstracted away entirely,
leaving what is essentially a loop estimator for Oˆ; we de-
note this function OL. In this way of thinking, Eq. (55)
can best be understood as 〈Oˆ〉 = 〈OL〉W , an ensemble
average of OL in the gas of fluctuating loops.38,39
In this section, we want to determine the loop estima-
tors for the spin operators Si ·Sj and (Si ·Sj)(Sk ·Sl). All
the work to compute the second order result has already
been done. Since Si · Sj = 14 − χ0†ij χ0ij , comparison with
Eq. (49) immediately yields
(
Si · Sj
)
L =
3
4
ǫijδ
αiαj . (56)
For the fourth order result, we begin by specializing
Eq. (54) to the case Oˆ = χ0†klχ
0
kl, which gives
〈Q|χ0†ij χ0ijχ0†klχ0kl|P 〉
〈Q|P 〉 =
1
16
(
1−ǫij3δα
′
iα
′
j
)(
1−ǫkl3δαkαl
)
+
3
16
(1 + ǫij)ǫkl
(
δα
′
iα
′
j − δαiαj). (57)
Here, α labels the loops in Q¯P and α′ labels the loops in
Q¯P ′ where P ′ is the modified configuration after χ0†klχ
0
kl
has acted on |P 〉. Making use of
χ0†ij χ
0
ijχ
0†
klχ
0
kl =
1
16
− 1
4
Si · Sj − 1
4
Sk · Sl
+ (Si · Sj)(Sk · Sl) (58)
and Eq. (56), we arrive at[(
Si · Sj
)(
Sk · Sl
)]
L
= ǫijǫkl
[
3
16
(
δα
′
iα
′
j − δαiαj)+ 9
16
δα
′
iα
′
j δαkαl
]
. (59)
There is no contribution when δα
′
iα
′
j = δαiαj = 0. Hence,
the estimator is nonzero only if all four site indices belong
to the same loop or if there are two indices in each of two
loops. The possible configurations are shown in Fig. 6.
Note that if the vertices (i, j) and (k, l) reside in different
loops or if they are in the same loop but remain unlinked
(i.e., there is a path along the loop from i to j that
does not encounter k or l) then δα
′
iα
′
j = δαiαj . This
equality holds because the operation on (k, l) does not
disrupt the loop structure at sites i and j. In this case,
the bracketed term on the right-hand side is 916δ
αiαj .
Otherwise, δα
′
iα
′
j = 1 − δαiαj and the bracketed term
is 316 (1 − 2δαiαj ).
The undesirable aspect of Eq. (59) is that it is history-
dependent. There are several cases to consider because α′
references the loop configuration as it exists after applica-
tion of the (k, l) vertex. Ideally, we want to reexpress the
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FIG. 6: The expectation value of ǫijǫkl
(
Si · Sj
)(
Sk · Sl
)
is nonzero only if (i, j) and (k, l) connect one or two loops.
For one loop, the value is either 9/16 or −3/16 depending
on whether k and l are in the (a) same or (b) different loop
segments connecting i and j. For two loops, the value is either
9/16 or 3/16 depending on whether the interactions leave the
loops (c) disjoint or (d) connected.
estimator in a way that eliminates the α′ labels. This
can be accomplished—at the expense of introducing a
new quantity A—as follows:[(
Si · Sj
)(
Sk · Sl
)]
L
= ǫijǫkl
[
− 3
8
(
1 + 2A
)
δαiαjδαjαkδαkαl
+
9
16
δαiαj δαkαl
+
3
16
(
δαiαkδαjαl + δαiαlδαjαk
)]
.
(60)
A = 0, 1 is a topological term whose value is nonzero
when traversal of the loop reveals an antisymmetric per-
mulation of the site labels i, j, k, l. It distinguishes the
Fig. 6(b) configuration (A = 1) from that of Fig. 6(a)
(A = 0). For spin correlations of order four and above,
the loop estimator is no longer simply a function of the
loop labels αi.
We can make use of Eqs. (56) and (60) to calculate
powers of Mˆ =
∑
i∈A Si−
∑
j∈B Sj , which on a bipartite
lattice corresponds to the staggered magnetization. At
second order, we have Mˆ2 =
∑
ij ǫijSi ·Sj and hence, via
Eq. (56),
M2L =
〈Q|Mˆ2|P 〉
〈Q|P 〉 =
3
4
N	∑
α=1
L2α. (61)
This follows because there are L2α ways to choose two
sites from a loop of length Lα. In the same way,
Mˆ4 =
∑
ijkl ǫijǫkl
(
Si ·Sj
)(
Sk ·Sl
)
can be computed using
Eq. (60). The only complication is the case where i, j, k, l
are all in the same loop α. Of the L4α such configurations,
Lα
Lα∑
j=1
[
2j(Lα − j)− 1
]
=
1
3
L4α −
4
3
L2α (62)
have weight −3/16. The counting reflects the fact that
there are Lα ways to fix i and, as j ranges over the loop,
2j(Lα − j) − 1 ways to place k and l in opposite loop
segments. (This includes mixed cases of the form i = k,
j 6= l which are A = 1 in nature, but omits those of the
form i = k, j = l, which are A = 0.) The remainder have
weight 9/16. Thus, the total contribution is
∑
α
[
9
16
(
2
3
L4α +
4
3
L2α
)
− 3
16
(
1
3
L4α −
4
3
L2α
)]
+
(
2× 3
16
+
9
16
)∑
α6=β
L2αL
2
β, (63)
which simplifies to
M4L =
∑
α
(
−5
8
L4α + L
2
α
)
+
15
16
(∑
α
L2α
)2
. (64)
VII. CUMULANT GENERATING FUNCTION
Calculating spin correlation functions as we did in
the previous section involves keeping track of all pos-
sible ways that a given number of site index pairs,
(i, j), (k, l), . . . , can be assigned to a set of valence bond
loops. For each such assignment, we then have to deter-
mine the contribution to the correlation function based
on how the loops are reconfigured by the valence bond op-
erators χ0†ij χ
0
ij , χ
0†
klχ
0
kl, . . . . This brute force approach be-
comes increasingly cumbersome (and errorprone) as the
order of the correlation function becomes large. At sec-
ond and fourth order, the problem is manageable. For
Si ·Sj , there are are two distinct configurations—one that
contributes (when i and j are in the same loop) and one
that does not (when i and j are in different loops)—and
for (Si · Sj)(Sj · Sl), there are eight configurations—four
that contribute (those shown in Fig. 6) and four that do
not. But at sixth order, there are already 33 configura-
tions to consider—an intractable nightmare.
In this section, we present a vastly more simple ap-
proach that emerges from a deeper understanding of the
relationship between correlation functions and loops. To
start, we introduce a new operator
γˆij =
1
4
+ ǫijSi · Sj = 1
4
(
1 + ǫij
)− ǫijχ0†ij χ0ij , (65)
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FIG. 7: Two examples of the correlation function defined in
Eq. (71) acting at third order.
which is designed to have a positive definite matrix ele-
ment, irrespective of the sublattice membership of i and
j. What motivates this definition is a desire to compen-
sate for the asymmetry between Eq. (36) and Eqs. (37)
and (38), which describe the effect of χ0†ij χ
0
ij on a valence
bond state. In the AB case (ǫij = −1), the operator
γˆij = χ
0†
ij χ
0
ij produces only a rearrangement of bonds
and leaves the phase of the state unchanged, which is
the desired state of affairs; in the AA/BB case (ǫij = 1),
the operator γˆij =
1
2 − χ0†ij χ0ij is engineered to behave in
exactly the same way, by cancelling the first term and
changing the sign of the second term on the right-hand
side of Eqs. (37) and (38). Pictorially, this amounts to
removing the identity part and changing the sign of the
transposition part from − 12 to 12 on the right-hand side
of the third (bottom) update rule in Fig. 3. The rear-
rangement of individual singlets is governed by
γˆij [i, j] = γˆii[i, j] = [i, j] (66)
γˆij [i, l][k, j] = γˆik[i, l][k, j] =
1
2
[i, j][k, l] (67)
for sites i, k ∈ A and j, l ∈ B. Hence,
γˆinjm |P 〉 = 2δPn,m−1|(Pn m)P 〉, (68)
γˆinim |P 〉 = 2δn,m−1|(Pn Pm)P 〉, (69)
γˆjnjm |P 〉 = 2δn,m−1|(n m)P 〉. (70)
Since γˆij involves only the transposition of bond pairs,
its effect on loops is limited to splitting one loop into two
(when i and j belong to the same loop) and joining two
loops into one (when i and j belong to different loops).
Its correlation function obeys the simple rule
Cijkl · · ·︸ ︷︷ ︸
2n indices
=
〈Q|γˆij γˆkl · · ·|P 〉
〈Q|P 〉 = 2
∆N	−n > 0, (71)
where ∆N	 represents the change in loop number after
the loops have been split or joined at (i, j), (k, l), etc.
Two examples are given in Fig. 7.
We now introduce a generating function
F [a] = log〈Q|exp
(∑
ij
aij γˆij
)
|P 〉. (72)
Its diagramatic expansion in powers of the coupling aij ,
shown in Fig. 8, is completely analogous to the Gold-
stone diagrams familiar from standard many-body the-
ory. (There are only connected diagrams because of the
linked-cluster theorem.) The nth order derivatives of F
are the cumulants of the correlators defined in Eq. (71),
C˜ ijk · · ·︸ ︷︷ ︸
2n indices
=
∂nF
∂aij∂akl · · ·
∣∣∣∣
a=0
, (73)
and are related to them by
C˜ij = Cij , (74)
C˜ijkl = Cijkl − C˜ijC˜kl, (75)
C˜ijklmn = Cijklmn − C˜ijC˜klmn
− C˜klC˜ijmn − C˜mnC˜ijkl
− C˜ijC˜klC˜mn.
(76)
What is important about the cumulants is that their sub-
tractive terms lead to perfect cancellation (e.g., Cijkl =
CijCkl so that C˜ijkl = 0) whenever the γˆ-vertices connect
the loops into a network that cannot be disentangled by
cutting it along two loop segments. The exact statement
is that a cumulant vanishes unless its configuration is ir-
reducible in the standard many-body diagram sense. See
Fig. 9.
The cumulants, in turn, are related to the physical spin
correlation functions by
C˜ij = Sijkl +
1
4 (77)
C˜ijkl = Sijkl − SijSkl (78)
C˜ijklmn = Sijklmn − SijSklmn
− SklSijmn − SmnSijkl
+ 2SijSklSmn.
(79)
Here, we have used the shorthand
Sijkl··· = (ǫijǫkl · · · ) 〈Q|(Si · Sj)(Sk · Sl) · · ·|P 〉〈Q|P 〉 . (80)
Thus, computing spin correlation functions at any order
is just a matter of determining the relevant irreducible
diagrams, computing the corresponding cumulants, and
then solving for the desired term in Eqs. (77)–(79). By
this means, we recover the loop estimators Eq. (56) and
Eq. (60).
It is also possible to compute even powers of the stag-
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FIG. 8: The diagrammatic expansion of the cumulant generating function F [from Eq. (72)] is shown to third order in the
coupling aij . The black lines denote valence bond loops and the red lines γˆ operators.
gered magnetization by summing over all the site indices:∑
ij
C˜ij = M
2
L +N
2, (81)
∑
ijkl
C˜ijkl = M
4
L −
(
M2L
)2
, (82)
∑
ijklmn
C˜ijklmn = M
6
L − 3M2LM4L + 2
(
M2L
)3
. (83)
At second order in Mˆ (first order in γˆij), there are two
irreducible diagrams: a one-loop configuration of weight
1 and a two-loop configuration of weight 1/4. Since there
are L2α ways to select two sites in loop α and LαLβ ways
to select one site in loop α and one in loop β, we have
M2L = 1
∑
α
L2α +
1
4
∑
α6=β
LαLβ −N2
=
3
4
∑
α
L2α +
1
4
(∑
α
Lα
)2
−N2
=
3
4
∑
α
L2α.
(84)
A glance at Eq. (61) confirms that this method produces
the correct result.
At fourth order in Mˆ (second order in γˆij), there are
again only two irreducible diagrams: a one-loop (cross)
configuration of weight −3/4 and a two-loop configura-
tion of weight 3/16. We have already worked out the
counting in Eq. (62). Hence,
M4L = −
3
4
∑
α
(1
3
L4α −
4
3
L2α
)
+
3
16
∑
α6=β
2L2αL
2
β +
(
M2L
)2
=
∑
α
(
−5
8
L4α + L
2
α
)
+
3
8
(∑
α
L2α
)2
+
(
3
4
∑
α
L2α
)2
=
∑
α
(
−5
8
L4α + L
2
α
)
+
15
16
(∑
α
L2α
)2
,
(85)
which is the result of Eq. (64).
At sixth order in Mˆ (third order in γˆij), there are five
irreducible diagrams. The diagrams of weight 3/32 and
−3/32 both number ∑α6=β 2L3αL3β and thus cancel each
other, so we only need to consider the other three: a
one-loop (asterisk) configuration of weight 3/2, a one-
loop (railway tie) configuration of weight 3/4, and a two-
loop configuration of weight −3/16. Counting the num-
ber of site index arrangements for these three cases re-
quires some work, but it is no different in principle from
what we did in Eq. (62). We skip the details and simply
report the result:
M6L =
3
2
∑
α
( 1
15
L6α −
16
15
L2α
)
+
3
4
∑
α
(1
5
L6α −
4
3
L4α +
32
15
L2α
)
− 3
16
2
∑
α6=β
L2αL
2
β
(
L2α + L
2
β − 4
)
+ 3M2LM
4
L − 2
(
M2L
)3
.
(86)
This simplifies to
M6L =
∑
α
(
L6α −
5
2
L4α
)
+
81
64
(∑
α
L2α
)3
− 69
32
(∑
α
L4α
)(∑
α
L2α
)
.
(87)
In terms of the Q¯P cycle lengths (Lα → 2kα), the
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FIG. 9: At each order, the contributions to F can be classified
according to their irreducibility. Nonirreducible diagrams are
those that can be stitched together from self-energy parts of
lower order in γ. The self-energy parts, shown as shaded arcs,
are built by removing a single loop segment from the diagrams
in Fig. 8. The values listed next to each diagram represent the
C˜ cumulant value associated with that configuration. C˜ = 0
for the composite terms.
magnetization formulas are
M2L = 3
∑
α
k2α, (88)
M4L =
∑
α
(−10k4α + 4k2α)+ 15
(∑
α
k2α
)2
, (89)
M6L =
∑
α
(
64k6α − 40k4α
)
+ 81
(∑
α
k2α
)3
− 138
(∑
α
k4α
)(∑
α
k2α
)
.
(90)
Recall that in Sect. V we used nk =
∑N	
α=1 δ(k − kα),
the cycle length distribution function, to derive an ex-
pression for the overlap 〈Q|P 〉. It is easy to see that the
second moment of nk is related to the presence of long-
range antiferromagnetic order in the system: a loop av-
erage of Eq. (88) gives 〈Mˆ2〉 =∑k 3k2〈nk〉W . Similarly,
the fourth and sixth powers of the staggered magneti-
TABLE III: Asymptotic behaviour of the loop density and
staggered magnetization in the thermodynamic limit as a
function of the loop distribution tail.
〈nk〉W ∼ k
−p O(〈N	〉/N) O(〈Mˆ
2〉/N2)
0 ≤ p < 1 1
N
1
p = 1 logN
N
1
1 < p < 2 1
N2−p
1
p = 2 1
logN
1
logN
2 < p < 3 1 1
Np−2
p ≥ 3 1 1
N
short-ranged 1 1
N
zation have terms involving the cycle-length correlations
〈nknk′〉W and 〈nknk′nk′′〉W .
The key feature is the tail of the cycle-length distribu-
tion. If it is too weak, then the loop gas is characterized
by a macroscopic number of small loops. In the oppo-
site limit, the system has a vanishing number density of
loops, although each loop contains a nonvanishing frac-
tion of all the spins. These system-spanning loops are
the foundation of the long-range order. As an exam-
ple, suppose that 〈nk〉W ∼ k−p, with the normalization
set by the constraint N =
∑N
k=1 k〈nk〉W . The standard
large-N summation rules are
N∑
k=1
k−p =


1
1−pN
1−p +O(N−p) if p < 1
logN +O(1) if p = 1
ζ(p) +O(N1−p) if p > 1,
(91)
where ζ(p) is the Reimann Zeta function. These can
be used to derive the asymptotic behaviour listed in Ta-
ble III. Figure 10 depicts the N → ∞ behaviour of the
loop number density and the average staggered moment:
〈N	〉
N
=
1
N
N∑
k=1
〈nk〉W → ζ(p)
ζ(p− 1)θ(p− 2), (92)
〈Mˆ2〉
(2N)2
=
3
4N2
N∑
k=1
k2〈nk〉W → 3(2− p)
4(3− p)θ(2 − p). (93)
Clearly, long-range order exists for a range of exponents
0 ≤ p < 2. The phase transition at the critical value
pc = 2 should be visible as a sharp step in the function
〈Mˆ2〉/〈N	〉2 and in the Binder ratios40 〈Mˆ4〉/〈Mˆ2〉2 and
〈Mˆ6〉/〈Mˆ2〉3.
In the p → ∞ limit, the cycle-length distribution be-
comes sharply peaked at the minimum length, 〈nk〉W =
Nδk,1, which is the result for a fixed dimer configura-
tion. More generally, a generic VBS state will have
〈nk〉W ∼ θ(N0 − k), where N0 is the size of the pla-
quet (the basic unit of translational symmetry breaking).
When the distribution is short-ranged—having either an
upper cutoff or an exponentially suppressed tail—there
is no magnetic order.
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FIG. 10: The squared staggered magnetization and the loop
density are plotted as a function of the exponent p for a cycle-
length distribution of the form 〈nk〉W ∼ k
−p. The two quan-
tities are complementary indicators of the long range order
below p = 2.
VIII. VALENCE BOND COVERINGS OF THE
FULL HILBERT SPACE
In previous sections, we discussed the properties of the
S = 0 valence bond states. We now turn our attention
to the full Hilbert space and consider extended valence
bond states of the form
|P ; ~µ〉 =
N∏
n=1
χµn†in,Pjn |vac〉. (94)
Here, ~µ = (µ1, µ2, . . . , µN) ∈ ZN4 is a vector of indices
describing the singlet/triplet character of each bond. The
set of such states is overcomplete with respect to the full
Hilbert space (4NN ! ≫ 22N). The restriction to AB
bonds is still meaningful in the extended basis since for
every index pair µ′′, ν′′ there is at least one set of indices
µ, ν, µ′, ν′ (in fact there are exactly four) such that the
equation
c1χ
µ†
il χ
ν†
jk + c2χ
µ′†
ij χ
ν′†
kl + c3χ
µ′′†
lj χ
ν′′†
ik = 0 (95)
has a nontrivial solution. This is the singlet/triplet gen-
eralization of Eq. (25).
To understand how triplet states evolve under the
Heisenberg hamiltonian, we must reproduce the analysis
of Sec. IV but now with Eqs. (10) and (22) specialized to
[χ0ij , χ
µ†
ij ]|vac〉 = δ0µ|vac〉 (96)
and
[χ0ij , χ
µ†
kjχ
ν†
il ]|vac〉 =
1
2
T λµ0ν χλ†kl |vac〉. (97)
As before, the operator −Hˆij has both a diagonal and
offdiagonal part. If there is a pre-existing singlet bond
across the active sites, the bond configuration is left un-
changed. If there is a pre-existing triplet bond, however,
the state is annihilated. Otherwise, the bonds are re-
arranged and the singlet/triplet labels reassigned in a
spin-conserving fashion. The update rule for −Hˆij with
i ∈ A and j ∈ B, illustrated in Fig. (11), is given by
−Hˆinjm |P ; ~µ〉 =
{
δµn0|P ; ~µ〉 if Pm = n
1
2T
λµn0µP¯m |(Pn m)P ; (µ1, . . . , µn−1, 0, µn+1, . . . , µP¯m−1, λ, µP¯m+1, . . . , µN)〉 otherwise
(98)
There are some important differences from the purely
singlet-bond case. There is now the possibility of anihi-
lating a state by acting directly on a triplet bond, unlike
in the singlet sector, where (HˆijHˆi′j′Hˆi′′j′′ · · · )|P 〉 6= 0
always. Also, when bonds of different species interact,
the weight T λµ0ν is potentially negative: the τ operators
obey the identity
τµτ0†τν =


τ0 τ1 τ2 τ3
τ1 τ0 τ3 −τ2
τ2 −τ3 τ0 τ1
τ3 τ2 −τ1 τ0


µν
(99)
and hence
T λµ0ν = δλ0δµν + ǫµνλ, (100)
where ǫµνλ is the alternating symbol.
Overlaps of extended valence bond states can be com-
puted as before, only now we must use the most general
form of the anticommutation relationship in Eq. (22). We
find that
〈Q;~ν|P ; ~µ〉 = 2N	−N
N	∏
α=1
Kα. (101)
Here, N	 is the number of cycles in Q¯P and Kα is a
chirality factor whose value is given by the trace of the
product of τνn†τµn in proper order around each cycle.
The form of Kα follows from the “boxcar” property∑
λ
tr
(· · · τν†τλ)T λµν′µ′ = tr(· · · τν†τµτν′†τµ′). (102)
15
FIG. 11: Summary of the update rules for triplet bonds.
The number of cross hatches on each bond indicates its triplet
character.
For example, the loop Q¯P = (1 2 4 5 3) · · · , highlighted
in Fig. 4, has associated with it a factor
Kα =
1
2
tr
(
τν1†τµ1τν2†τµ2τν4†τµ4τν5†τµ5τν3†τµ3
)
.
(103)
Since Kα takes the values 0 or ±1, the overlap is no
longer guaranteed to be positive definite, as it was in
the case of only singlet bonds. If we do not mix triplet
species, however, positive definiteness is preserved. In
that case, Kα = 1 if the loop contains an even number of
triplets and Kα = 0 if the loop contains an odd number.
More generally, if we move around a given loop in proper
order, encountering triplets of species a, b, c, . . . along the
way, then Kα takes the value
0 one triplet
(−1)1+|~µ|δab two triplets
(−1)1+|~µ|ǫabc three triplets
(−1)|~µ|(δabδcd + δadδbc − δacδbd) four triplets
(104)
where |~µ| counts the number of nonzero entries (triplets)
in ~µ that belong to the loop in question. In other words,
the overall sign depends on how many triplets arise from
|P ; ~µ〉 and how many from |Q;~ν〉.
IX. STAGGERED MAGNETIZATION
COMPONENTS
The staggered magnetization operator has the special
property that it can always be written so as to induce
no rearrangement of bonds. This is simply a matter of
grouping its terms to match the particular bond tiling of
the state it is acting on. That is, for any P ∈ SN ,
Mˆa =
∑
i∈A
Sai −
∑
j∈B
Saj =
N∑
n=1
(
Sain − SajPn
)
. (105)
Since the bracketed term behaves according to Eq. (13),
we see that the effect of Mˆa on an S = 0 valence bond
state is to create a superposition of states, each of which
has one bond promoted to an a-triplet:
Mˆa|P 〉 = i
N∑
n=1
|P ; an〉. (106)
Here, |P ; an〉 denotes the state |P ; ~µ〉 with ~µ having all
zero entries except for a in the nth slot. Since lone triplets
always produce zero-contribution loops, we find that
MaL =
〈Q|Mˆa|P 〉
〈Q|P 〉 = i
N∑
n=1
〈Q|P ; an〉
〈Q|P 〉 = 0, (107)
which is the expected result for rotationally invariant
states |P 〉 and |Q〉. Two triplets of the same species,
however, if they originate in different states, give unit
weight whenever they lie in the same loop. Thus,
(MaM b)L =
N∑
m=1
N∑
n=1
〈Q; am|P ; bn〉
〈Q|P 〉 = δ
ab
∑
α
k2α. (108)
The final equality holds because, in a cycle of length kα,
there are kα ways to place the m
th Q link and kα ways
to place the nth P link.
Correlation functions at fourth order can be computed
in much the same way. Two applications of Mˆa to a
valence bond state yields
(Mˆa)2|P 〉 = N |P 〉 −
∑
m 6=n
|P ; am, an〉, (109)
and the overlap of two such states is
〈Q|(Mˆa)2(Mˆ b)2|P 〉
〈Q|P 〉 = N
2 −
∑
m 6=n
( 〈Q; am, an|P 〉
〈Q|P 〉 +
〈Q|P ; bm, bn〉
〈Q|P 〉
)
+
∑
m 6=n
∑
m′ 6=n′
〈Q; am, an|P ; bm′ , bn′〉
〈Q|P 〉 . (110)
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The bracketed terms in Eq. (110) each take the value
−1 if the two triplets are in the same loop and vanish
otherwise. In the case of one triplet species (a = b),
the final term contributes if there is either a single loop
containing all four triplets or a pair of loops containing
two triplets each. These configurations all have weight
+1. Applying the appropriate counting arguments yields
(Ma)4L = N
2 + 2N
∑
α
kα(kα − 1) +
∑
α
k2α(kα − 1)2
+
∑
α6=β
kα(kα − 1)kβ(kβ − 1) + 2
∑
α6=β
k2αk
2
β . (111)
Note that the m 6= n and m′ 6= n′ constraints have no
effect when m and m′ (m and n′) are in one cycle and
n and n′ (n and m′) are in another. Equation (111)
simplifies considerably to give
(Ma)4L = −2
∑
α
k4α + 3
(∑
α
k2α
)2
. (112)
If there are two triplet species (a 6= b), the situation is
slightly more complicated. When all four triplets are in
the same loop, there are
2kα
kα∑
n=3
(n− 1)(n− 2) = 2
3
k4α − 2k3α +
4
3
k2α (113)
configurations, having weight +1, in which the a and
b triplets appear in consecutive order around the loop
(aabb) and
2kα
kα∑
n=2
(n− 1)(k − n+ 1) = −1
3
k2α +
1
3
k4α (114)
configurations, having weight −1, in which they appear
in alternating order (abab). [Note that Eqs. (113) and
(114) sum to k2α(kα − 1)2, as required.] There is also a
positive contribution when the a and b triplets are paired
(aa)(bb) in two different loops, but none when they are
paired (ab)(ab). Hence,
[
(Ma)2(M b)2
]
L = N
2 + 2N
∑
α
kα(kα − 1)
+
∑
α
(2
3
k4α − 2k3α +
4
3
k2α
)
−
∑
α
(1
3
k4α −
1
3
k2α
)
+
∑
α6=β
kα(kα − 1)kβ(kβ − 1), (115)
which simplifies to
[
(Ma)2(M b)2
]
L =
∑
α
(2
3
k2α−
2
3
k4α
)
+
(∑
α
k2α
)2
. (116)
It is important to verify that these expressions are
compatible with those of Sects. VI and VII. First, spin
isotropy demands that 〈(Mˆa)2〉 = 13 〈Mˆ2〉, which is con-
firmed by comparing Eqs. (88) and (108). Second, the
identity
Mˆ4 =
∑
a
(Mˆa)4 +
∑
a 6=b
(Mˆa)2(Mˆ b)2 (117)
requires that 3 × Eq. (112) and 6 × Eq. (116) sum to
Eq. (89), which is indeed true. In summary, the loops es-
timators for components of the staggered magnetization
at second and fourth order are
(MaM b)L = δab
∑
α
k2α, (118)
[
(Ma)2(M b)2
]
L =
2
3
∑
α
[(
1− δab)k2α − (1 + 2δab)k4α)]
+
(
1 + 2δab
)(∑
α
k2α
)2
.
(119)
X. THE NE´EL STATE
For a bipartite spin system, in which the A and B site
labels designate genuine sublattices, the Ne´el state can be
written in terms of any AB valence bond configuration.
This freedom exists because the staggered moments can
be organized into spin-up/spin-down pairs such that
|R〉 =
∏
i∈A
b†i↑
∏
j∈B
b†j↓|vac〉 =
N∏
n=1
b†in↑b
†
jPn↓|vac〉 (120)
for any P ∈ SN . Since b†i↑b†j↓ = 1√2 (χ
0†
ij + iχ
3†
ij ), the Ne´el
state can be viewed as a superposition of states with a
fixed (but arbitrary) bond configuration and total triplet
number ranging from 0 to N :
|R〉 = 1
2N/2
[
|P 〉+ i
N∑
n=1
|P ; 3n〉 −
∑
m<n
|P ; 3m, 3n〉+ · · ·
]
.
(121)
If we define ta(~µ) =
∑N
n=1 δµn,a, which counts the num-
ber of a-triplets in the index vector ~µ, then the overlap
of |R〉 with an extended valence bond state |P ; ~µ〉 can be
written as
〈R|P ; ~µ〉 = δt1,0δt2,0ei(π/2)t32−N/2. (122)
The overlap vanishes if the state |P ; ~µ〉 contains any
1- or 2-triplets. Otherwise it is independent of P and
constant up to an overall phase factor with an angle
given by π/2 × the number of 3-triplets. The derivation
of Eq. (122) relies on nothing more than the (species)
orthogonality of bonds that connect the same two sites
[expressed in Eq. (10)]. There is no need to account for
bond-configurational mismatch because the permutation
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FIG. 12: Matrix elements of γˆ taken between a valence bond
state and the reference Ne´el state. Closed loops containing
one triplet do not contribute, whereas open strings with one
triplet contribute the same value as their singlet-bond-only
counterpart.
P in Eq. (121) can be chosen equal to the permutation
in |P ; ~µ〉.
Matrix elements taken between the Ne´el state and a
valence bond singlet state are particularly easy to com-
pute. For example, applying Eq. (68), we find that
〈R|γˆinjm |P 〉
〈R|P 〉 =
(
1
2
)1−δPn,m 〈R|(Pn m)P 〉
〈R|P 〉 , (123)
where the ratio of overlaps on the right-hand side is 1
since both 〈R|P 〉 and 〈R|(Pn m)P 〉 have the value 2−N/2.
In general, the matrix element picks up a factor of 12
for each offdiagonal γˆ operation (keeping in mind that
subsequent operations act on the reconfigured bonds).
The evaluation rule can be expressed as
〈R|
n operators︷ ︸︸ ︷
γˆij γˆkl · · · |P 〉
〈R|P 〉 = 2
N	−n, (124)
where N	 now refers to the number of closed loops that
are formed by the bonds and γˆ vertices.
In analogy with Eq. (101), the rules can be extended
to cover states with arbitrary numbers of triplets:
〈R|
n operators︷ ︸︸ ︷
γˆij γˆkl · · · |P ; ~µ〉
〈R|P 〉 = 2
N	−n
N	+N"∏
α=1
Kα. (125)
In this case, the index α ranges over both the closed loops
and the open strings (N" in number) that are formed.
A closed loop involving k ≤ n operators and bonds num-
bered 1, 2, . . . , k has associated with it a factor
Kα =
1
2
tr
(
τ0†τµ1τ0†τµ2 · · · τ0†τµk). (126)
An open string involving k ≤ n operators and bonds
numbered 1, 2, . . . , k + 1 has a factor
Kα =
i
2
tr
(
τ3†τµ1τ0†τµ2 · · · τ0†τµk+1). (127)
Note that any lone triplet in a closed loop gives Kα = 0,
whereas a lone 3-triplet in an open string gives Kα = i.
See Fig. 12.
XI. SINGLET-TRIPLET GAP
Consider a quantum spin system whose hamiltonian Hˆ
has a global singlet ground state |ψ0〉. Starting from an
arbitrary singlet trial state
|ψtrial0 〉 =
∑
P
ctrialP |P 〉, (128)
the true ground state wavefunction can be obtained by
projection:
|ψ0〉 = lim
τ→∞ e
−τHˆ |ψtrial0 〉 =
∑
P
cP |P 〉. (129)
From the eigen-equation Hˆ |ψ0〉 = E0|ψ0〉, the ground
state energy can be isolated by acting from the left with
an appropriate reference state:
E0 =
〈R|Hˆ |ψ0〉
〈R|ψ0〉 . (130)
For our purposes, it is most convenient to use a Ne´el
reference state |R〉, since it has a constant-magnitude
overlap with all states in the full Hilbert space. Thus,
E0 =
〈R|Hˆ |ψ0〉
〈R|ψ0〉 =
∑
P W (P )
〈R|Hˆ|P 〉
〈R|P 〉∑
P W (P )
(131)
with W (P ) = cP 〈R|P 〉 = 2−N/2cP . This formulation is
similar to that of Eq. (55), except that here the basic
objects of interest are bonds rather than loops. We can
view the ground state energy E0 = 〈HB〉W as the expec-
tation value of the bond estimator for the hamiltonian,
HB, in a fluctuating gas of valence bonds.
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Similarly, by constructing a trial wavefunction in the
triplet sector,
|ψtrial1 〉 = Mˆ3|ψtrial0 〉 = i
N∑
n=1
∑
P
ctrialP |P ; 3n〉, (132)
we can project onto the lowest-energy triplet state:
|ψ1〉 = lim
τ→∞
e−τHˆMˆ3|ψtrial0 〉. (133)
The structure of this projection is closely related to that
of Eq. (129). In the singlet case, the evolution operator
consists of a long string of −Hˆij operators that succes-
sively reconfigure the bond configuration |P 〉 of the trial
state. Here, we simply need to compute the result of
the same strings operating on |P ; 3n〉. We know, how-
ever, that the update rules for singlet and triplet bonds
are identical except that a direct diagonal operation kills
a triplet. It is straightforward to reinterpret the opera-
tor string by designating one bond of the trial state as a
triplet and tracing its evolution. As shown in Fig. 13, the
triplet will either run the gauntlet or die in the attempt.
Accordingly, we can write
|ψ1〉 = i
N∑
n=1
∑
P
gn(P ) cP |P ; 3n〉, (134)
where gn(P ) counts the number of surviving triplets
whose final destination is the nth bond of configuration
P . By definition,
0 ≤
N∑
n=1
gn(P ) ≤ N. (135)
The energy of the low-lying triplet state is
E1 =
〈R|Hˆ |ψ1〉
〈R|ψ1〉 =
∑
P W (P )
∑N
n=1 gn(P )
〈R|Hˆ|P ;3n〉
〈R|P ;3n〉∑
P W (P )
∑N
n=1 gn(P )
.
(136)
Here we have made use of the fact that 〈R|P ; 3n〉 =
i〈R|P 〉. Alternatively, E1 can be expressed as
E1 =
〈∑
n gnHB
〉
W〈∑
n gn
〉
W
(137)
since 〈R|Hˆ |P ; 3n〉/〈R|P ; 3n〉 and 〈R|Hˆ |P 〉/〈R|P 〉 differ
only when gn = 0. Combining Eqs. (131) and (137) gives
E1 − E0 =
〈∑
n gnHB
〉
W
− 〈∑n gn〉W 〈HB〉W〈∑
n gn
〉
W
. (138)
A numerical measurement of the singlet-triplet gap via
Eq. (138) has the advantage that it can be carried out
during a simulation of the S = 0 ground state properties.
This gives a substantial error cancellation in stochastic
FIG. 13: (Top) The evolution operator (in series expansion)
involves long series of−Hˆij operator strings that map VB con-
figurations in the trial state to VB configurations in the true
ground state through sequential reordering of the bonds. In
the figure, the propagation index41 increases from right to left
along the horizontal axis. A set of singlet valence bonds are
arranged along the vertical spatial axis. The red bars denote
nearest neighbour interactions. (Middle) The same operator
string can be reinterpreted as acting on a trial state with one
triplet, marked here in purple. (Bottom) A triplet state that
is acted on directly by a diagonal operation is annihilated.
methods over techniques where E0 and E1 are computed
individually and subtracted. In some systems, however,
the lowest-energy singlet and triplet states may differ so
substantially that the reweighting of the operator string
becomes inefficient. In that case, so few triplets survive
the projection that 〈∑n gn〉 ≈ 0.
XII. SPIN STIFFNESS
Again, let us imagine that the S = 0 ground state is
obtained via projection:
|ψ〉 = lim
τ→∞
e−τHˆ |ψtrial〉. (139)
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Now suppose that we introduce a twist field φ(r) repre-
senting a local rotation of the spins about the 3 axis. We
will be concerned with the limit in which the field gra-
dient ∇φ(r) is small with respect to the lattice spacing.
For concreteness, we endow the field with a single long-
wavelength mode φ(r) = φ0 + r · q. As a consequence,
the relative spin rotation angles satisfy θij = (ri− rj) ·q.
Equation (20) then suggests that the hamiltonian—
assuming it has the form of Eq. (30)—transforms as
−Hˆ → −Hˆ [q] = −Hˆ + qaTˆ a + 1
2
qaqbGˆab, (140)
where the gradient and Hessian are given by
Tˆ a =
1
2
∑
〈ij〉
Jij(ri−rj) ·ea
(
χ0†ij χ
3
ij+χ
3†
ij χ
0
ij
)
+ · · · (141)
and
Gˆab =
1
2
∑
〈ij〉
Jij(ri − rj) · ea(ri − rj) · eb
×
(
−χ0†ij χ0ij + χ3†ij χ3ij
)
+ · · · (142)
Here, + · · · represents additional interaction terms in
Kijkl and beyond. Equation (141) is a spin current op-
erator that changes the number of triplet bonds by ±1.
(See Fig. 14.) It does so in proportion to the interaction
strength and the projection of the bond length onto the
axis of propagation. Equation (142), on the other hand,
changes the triplet count by 0 or ±2.
Under the influence of the twist field, the ground state
energy is
E[q] = lim
τ→∞
〈R|Hˆ [q]e−τHˆ[q]|ψ0〉
〈R|e−τHˆ[q]|ψ0〉
. (143)
By virtue of the variational principle, E[q] must be sta-
tionary with respect to variation. Its convexity at q = 0
is a measure of the spin stiffness. Derivatives ∂a = ∂/∂q
a
can be handled using the identity∫ τ
0
dτ ′ e−(τ−τ
′)Hˆ∂aHˆe
−τ ′Hˆ = −∂a
(
e−τHˆ
)
. (144)
Hence,
∂E[q]
∂qa
∣∣∣∣
q=0
=
〈R|Tˆ a|ψ〉
〈R|ψ〉 +
〈R|(Hˆ − E)|ψa〉
〈R|ψ〉 = 0, (145)
with |ψa〉 = ∂a|ψ〉
∣∣
q=0
given by
|ψa〉 =
∫ τ
0
dτ ′ e−(τ−τ
′)Hˆ Tˆ ae−τ
′Hˆ |ψtrial〉. (146)
The state |ψa〉 evolves from the singlet trial state but
differs from the projected ground state in that it is con-
structed with an ea-directed triplet injected at all times
τ ′ < τ .
Making use of Eq. (145), we can show that the spin
stiffness is given by
ρabs =
∂2E[q]
∂qa∂qb
∣∣∣∣
q=0
=
〈R|Gˆab|ψ〉
〈R|ψ〉 +
〈R|Tˆ a|ψb〉
〈R|ψ〉 +
〈R|Tˆ b|ψa〉
〈R|ψ〉 +
〈R|(Hˆ − E)|ψab〉
〈R|ψ〉 , (147)
where
|ψab〉 =
∫ τ
0
dτ ′
∫ τ
τ ′
dτ ′′ e−(τ−τ
′′)Hˆ Tˆ ae−(τ
′′−τ ′)Hˆ Tˆ be−τ
′Hˆ |ψtrial〉
+
∫ τ
0
dτ ′
∫ τ
τ ′
dτ ′′ e−(τ−τ
′′)Hˆ Tˆ be−(τ
′′−τ ′)Hˆ Tˆ ae−τ
′Hˆ |ψtrial〉
+
∫ τ
0
dτ ′ e−(τ−τ
′)HˆGˆabe−τ
′Hˆ |ψtrial〉.
(148)
The state |ψab〉 evolves from the singlet trial state |ψtrial〉
with two ea- and eb-directed triplets injected at times τ ′
and τ ′′.
Equation (147) can be evaluated using the reweighting
trick introduced in Sect. XI. The same operator sequence
used to generate the singlet ground state can be reinter-
preted to include all possible triplet pairs (at all possible
starting locations, not simply at the τ = 0 end as was the
case for the singlet-triplet gap measurement). The spin
stiffness is related to the fluctuations in energy of the fi-
nal bond configuration arising from operator sequences
in which neither triplet is annihilated.
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FIG. 14: Several possible bond reconfigurations are shown, corresponding to action by each term in Tˆ a. The relevant prefactors
are suppressed.
XIII. SUMMARY
We have presented in detail a formal framework for
organizing calculations in the valence bond basis. This
approach is based on manipulations of valence bond cre-
ation and annihilation operators, χµ†ij and χ
µ
ij , that act
between any two sites of the spin lattice. These operators
are similar to those introduced in Ref. 35 for fixed dimer
configurations but are endowed with an expanded oper-
ator algebra that is compatible with the overcomplete
basis of all possible dimer configurations.
We have focused on what we call the AB valence bond
basis, in which half the lattice sites are assigned the la-
bel A and the other half B and only dimers connecting
sites with different labels are allowed. (The use of AB
bonds only is routine in the literature, especially when
the hamiltonian of interest does not contain explicitly
frustrating AA/BB interactions.) The states in this re-
stricted basis are uniquely characterized by permutations
of the B site labels. Overlaps and matrix elements of such
states are related in a systematic way to the cycle struc-
ture of the permutations. We have shown, for example,
that the presence of antiferromagnetism in a bipartite
system is related to the long tail behaviour of the cycle
length distribution 〈nk〉W .
Correlation functions of the isotropic spin interaction
Si · Sj are related to the cumulants of the operator
γˆij =
1
4
(
1 + ǫij
) − ǫijχ0†ij χ0ij . The various contributions
can thus be computed in a straightforward way from the
set of connected Goldstone diagrams—albeit with the di-
agrams interpreted quite differently than they are in the
usual quantum many-body physics context. (Moreover,
there is no need to worry about which of i and j are A or
B sites. The different cases are all handled automatically
by the sign factor ǫij .) As an example of this approach,
we have derived explicit expressions for second-, fourth-,
and sixth-order expectation values of the staggered mag-
netization.
We have also emphasized that, when triplet bonds are
fully accounted for, the valence bond basis spans the en-
tire Hilbert space, not merely the S = 0 subspace. The
valence bond operators carry an index µ that specifies
the singlet (µ = 0) or triplet (µ = 1, 2, 3) nature of each
bond. We have extended the rules for computing over-
laps and matrix elements to include states with triplet
bonds. As an example of how this can be useful, we
have derived expressions for the singet-triplet gap and
the spin stiffness that can be interpreted a reweightings
of the operator string in a projected singlet ground state.
The reweighting formulation is ideally suited for use in
valence bond projector Monte Carlo.
This material is based upon work supported by the
National Science Foundation under Grant No. DMR-
0513930.
APPENDIX A:
A permutation P ∈ SN is a bijective map that takes n
to Pn (and P¯ n to n) for every 1 ≤ n ≤ N :
P =


1 P1
2 P2
...
...
N PN

 . (A1)
An alternative notation for Eq. (A1) involves cycles of the
form (1 2 3), which expresses the functional relationship
1 → 2, 2 → 3, and 3 → 1. Every permutation can be
decomposed into a product of disjoint cycles
P =
#(P )∏
α=1
(ξα Pξα P
2ξα · · · P kα−1ξα), (A2)
where #(P ) is the number of cycles in P , ξα is a repre-
sentative number (the lowest, say) in a particular cycle,
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and kα is its length. Two numbers n and m are in the
same cycle of P iff there is some integer power k ≥ 0 such
that P kn = m, which we denote n
P∼ m. It follows that
n is in the cycle labelled α iff n
P∼ ξα.
The cycle decomposition given in Eq. (A2) is unique
and requires the fewest possible number of cycles. One
can, however, further decompose each term into several
smaller cycles that are no longer disjoint (i.e., they may
have elements in common). This process can always be
carried further until the permutation is expressed entirely
as a product of transpositions (cycles of length 2). Ac-
cordingly, to understand how the cycle structure of Q¯P ′
differs from that of Q¯P , we need only consider the se-
quence of changes induced by the chain of transpositions
that separates P ′ from P .
The result of a single transposition acting on P is
(n m)P =


1 P1
2 P2
...
...
P¯ n m
...
...
P¯m n
...
...
N PN


. (A3)
Hence,
Q¯(n m)P =


1 Q¯P1
2 Q¯P2
...
...
P¯ n Q¯m
...
...
P¯m Q¯n
...
...
N PQ¯N


. (A4)
As to how this differs from Q¯P , there are three possi-
bilities to consider. First, when n = m, the 2-cycle is
just an identity element; the equalities Q¯P = Q¯(n m)P
and #(Q¯P ) = #(Q¯(n m)P ) follow trivially. Otherwise,
the outcome depends on whether P¯ n and P¯m are in the
same cycle. If they are, the transposition splits one cycle
into two,
Q¯P = (1 8 3 P¯ n 2 7 4 P¯m 6 5) · · · (A5)
Q¯(n m)P = (1 8 3 P¯m 6 5)(2 7 4 P¯ n) · · · , (A6)
and #(Q¯(n m)P )−#(Q¯P ) = +1. If P¯ n and P¯m are in
different cycles, the transposition merges two cycles into
one,
Q¯P = (1 3 7 P¯ n 4 6)(2 8 P¯m 5) · · · (A7)
Q¯(n m)P = (1 3 7 P¯m 5 2 8 P¯m 4 6) · · · , (A8)
and #(Q¯(n m)P )−#(Q¯P ) = −1. These three cases can
be summarized by
#(Q¯(n m)P )−#(Q¯P ) + δn,m =
{
+1 if P¯ n
Q¯P∼ P¯m
−1 otherwise
(A9)
or, equivalently,
〈Q|(n m)P 〉
〈Q|P 〉
(
1
2
)1−δn,m
=
{
1 if P¯ n
Q¯P∼ P¯m
1
4 otherwise.
(A10)
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