An intercomparison of three line-by-line (lbl) codes developed independently for atmospheric radiative transfer and remote sensing -ARTS, GARLIC, and KOPRA -has been performed for a thermal infrared nadir sounding application assuming a HIRS-like (High resolution Infrared Radiation Sounder) setup. Radiances for the 19 HIRS infrared channels and a set of 42 atmospheric profiles from the "Garand dataset" have been computed.
Introduction
Radiative transfer plays an important role in atmospheric science. For the analysis of an increasing number of high resolution microwave and infrared (IR) spectroscopic observations of Earth's or planetary atmospheres as well as for the generation and verification of low resolution models, line-by-line (lbl) models are indispensable. Clearly, the quality of remote sensing products critically depends on the accuracy of the radiative transfer codes used as a forward model in the inversion process. Accordingly, verification and validation [1] of these codes is crucial, and several code intercomparisons were performed in the past, e.g. Fischer et al. [2] , Ellingson and Fouquart [3] , Glatthor et al. [4] , Soden et al. [5] , Garand et al. [6] , von Clarmann et al. [7, 8] , Tjemkes et al. [9] , Kratz et al. [10] , Melsheimer et al. [11] , Buehler et al. [12] , Saunders et al. [13] . Further intercomparisons in the context of planetary science and climate modeling were presented by, e.g., Sromovsky et al. [14] , Yang et al. [15] .
To our knowledge, in most of these studies one of the participating models has been selected as reference code in case difference spectra were shown. This is clearly a natural approach when the number of models to be analyzed is "large". For example, five independent radiative transfer codes have been intercompared against the Karlsruhe Optimized & Precise Radiative transfer Algorithm (KOPRA) [16] in the AMIL2DA (Advanced MIpas Level 2 Data Analysis; MIPAS = Michelson Interferometer for Passive Atmospheric Sounding) forward model intercomparison experiment [7] . Likewise, the Atmospheric Radiative Transfer Simulator (ARTS) [17, 18] served as the "truth" in the intercomparison of microwave codes [11] in the context of the "Third International Radiative Transfer Modeling Workshop" (IRTMW3).
Some years later Milz [19] presented a comparison of the ARTS and KOPRA models in the IR spectral range. Here we extend this intercomparison with GARLIC, the Generic Atmospheric Radiation Line-by-line Infrared Code [20] , whose Fortran 77 predecessor "MIRART-SQuIRRL" (Modular InfraRed Atmospheric Radiative TransferSchwarzschild Quadrature IR Radiation Lbl) had been participating in both the AMIL2DA and IRTMW3 studies. First results of the intercomparison have been presented at the International Radiation Symposium 2012 [21] . This paper is organized in five sections: In the next section, we introduce the essentials of infrared radiative transfer with high spectral resolution (i.e., lbl modeling) and continue with a brief review of the three codes con-sidered here. The setup of the intercomparison study is described in Section 3, and the results are presented in Section 4. A summary and conclusions are given in Section 5.
Theory and Methods

Atmospheric infrared radiative transfer
In a gaseous, non-scattering atmosphere in local thermodynamic equilibrium radiative transfer [22] is described by the Schwarzschild equation [23] [24] [25] , and the intensity (radiance) I at wavenumber ν is given by the integral along the line-of-sight
where B denotes Planck's function for a black-body with temperature T and I b (ν) describes a background contribution (e.g., due to the surface in case of a nadir-viewing observer). The optical depth τ (measured relative to the observer at position s = 0, equivalent to τ = 0) is closely related to the monochromatic transmission
= exp
where p is the atmospheric pressure and the integrand constitutes the absorption coefficient, essentially determined by the sum of the absorption cross sections k m scaled by the molecular number densities n m . Note that the contribution of the pressure and temperature dependent continuum absorption [26] , slowly varying with wavenumber, has not been included in Eq. (2) . In high resolution lbl models, the absorption cross section of molecule m is given by the superposition of many lines l with line center positionsν l , each described by the product of a temperature-dependent line strength S l and a normalized line shape function g describing the broadening mechanism(s) (for brevity the subscript m is omitted),
For the infrared and microwave spectral regime, the combined effect of pressure broadening (corresponding to a Lorentzian line shape g L ) and Doppler broadening (corresponding to a Gaussian line shape g G ) can be represented by a convolution of both, i.e. the Voigt line profile [27] 
where the Lorentz width γ L is depending on pressure and temperature and the Gaussian width γ G depends on temperature and the molecular mass. It should be noted that the increasing quality of ground-based and, more recently, space-based spectrometers has indicated the approximative nature of the Voigt (and Lorentz) profile, i.e. effects due to Dicke narrowing, speed-dependent broadening, or line mixing have to be taken into account by more sophisticated line profiles [e.g. 28, 29] and a corresponding extension of the line parameter databases [e.g. 30] .
Instrumental effects are modeled by convolution of the monochromatic intensity (1) or transmission (2) with appropriate spectral response functions (SRF) S(ν). The equivalent brightness temperatures shown below are computed from the convolved radiancesÎ using the inverse of Planck's function T B ≡ B −1 (ν,Î) with the wavenumber given by the (tabulated) SRF center position. Furthermore, the effect of the finite aperture can be simulated by numerical integration of the radiances over the finite instantaneous field of view.
ARTS -Atmospheric Radiative Transfer Simulator
ARTS is a publicly available radiative transfer code published under the GNU license agreement (see also http: //www.radiativetransfer.org/). It is an open-source project driven by the University of Hamburg, Germany and Chalmers University, Gothenburg, Sweden [17, 18, 31] . ARTS was originally developed for applications in the microwave range but is also suitable for applications in the mid-and far-infrared range [see e.g. 32, 33] . In this study we used the stable version 2.2 [18] . ARTS was included in intercomparisons for microwave radiative transfer (up, down, and limb) [11] as well as infrared radiative transfer models simulating AIRS (Atmospheric Infrared Sounder) radiances [13] . It is able to treat clear sky conditions with lbl and continuum absorption as well as different scattering schemes for hydrometeors. For this study, the MlawerTobin-Clough-Kneizys-Davies (MT-CKD) 1.0 continua for O 2 , N 2 , H 2 O, and CO 2 have been used [34, 35] .
Absorption in ARTS is level based. For efficiency, the lbl absorption can be stored in a frequency, pressure, temperature, and water vapor dependent lookup table and reused for many subsequent radiative transfer simulations [36] . Besides, for instrument simulation as in this study, ARTS can also be used to compute atmospheric radiative energy fluxes and heating rates [37, 38] .
GARLIC -Generic Atmospheric Radiation Line-byline Infrared Code
GARLIC [20, 39] has been developed for high resolution infrared-microwave atmospheric radiative transfer modeling with a modular approach appropriate for simulation and retrieval in Earth [40, 41] and planetary science [42] . Unlike ARTS, GARLIC is not open source, however, Py4CAtS -Python for Computational Atmospheric Spectroscopy [43] a lightweight implementation of GAR-LIC, is publically available at https://atmos.eoc.dlr. de/tools/Py4CAtS/.
In addition to the lbl absorption, the "CKD" continua [34] and collision-induced absorption (CIA) [44] are implemented. For the computation of the Voigt function GARLIC uses a combination of the Humlíček [45] and the Weideman [46] rational approximations [47] . For further speed-up of the lbl calculation a multigrid algorithm is used [48] . In contrast to most other lbl codes treating the inhomogeneous atmosphere in a layer-by-layer approach, GARLIC is level-oriented and employs numerical quadrature techniques to solve the path integrals. More specifically, the Planck function is assumed to vary either linearly or exponentially with optical depth between two adjacent levels and the Schwarzschild integral (1) is approximated by the trapezoid rule (the linear in τ mode was termed "trapezoid-Laguerre quadrature" in [20] ). Note that in contrast to KOPRA and ARTS no intermediate levels are introduced for the path integration along the line-of-sight.
KOPRA -Karlsruhe Optimized & Precise Radiative transfer Algorithm
KOPRA [16] is a line-by-line, layer-by-layer model for forward calculation of infrared atmospheric transmittance and radiance spectra for various geometries and was initially developed for the analysis of MIPAS mid infrared limb emission sounder data [49] . It is also applicable to upward and nadir looking instruments using thermal emission as well as solar and lunar absorption modes for high resolution spectroscopic and radiometer applications with dedicated spectral response functions. Furthermore, non-LTE radiative transfer is supported [cf. 8, 50] . KOPRA uses a layering scheme, and within each layer a CurtisGodson weighting scheme is applied [51, 52] .
For this study we used KOPRA version 4.1.54 with HI-TRAN (HIgh resolution atmospheric TRANsmission) 2004 spectroscopic data. Like ARTS, the evaluation of the Voigt line shape uses a computationally efficient algorithm by Kuntz [53] of the Humlíček [45] complex error function algorithm. Continuum absorption for H 2 O was based on the CKD 2.4 continuum. The continuum-like far-wing signal of CO 2 is using pretabulated absorption cross sections where the relevant chi-factors are considered. N 2 and O 2 continua follow the models by Lafferty et al. [54] and Thibault et al. [55] , respectively. [For more information see 56].
Setup
In this intercomparison we consider a thermal infrared nadir sounding application and model the upwelling radiation seen by a spaceborne downlooking observer (viewing angle 180
• from zenith). In particular we use a HIRS (High resolution Infrared Radiation Sounder) setup and compute radiances for the 19 HIRS infrared channels of NOAA 17. Fig. 1 shows the upwelling radiation as seen by an observer form space assuming a US Standard atmosphere [58] . Furthermore, the middle and bottom plots indicate the total transmission and the individual molecular contributions. Channels 1 to 7 and 13 to 16 are located in the CO 2 ν 2 and ν 3 bands relevant for atmospheric temperature sounding, whereas channels 8 and 10 and 17 to 19 are in atmospheric window regions and hence should be sensitive to the lowest atmospheric layers. Note that the equivalent brightness temperatures shown in Section 4 correspond to the high resolution radiances convolved with the HIRS response functions; the convolution of brightness temperatures with the response functions would lead to significantly different results.
Radiance spectra were calculated for a set of 42 atmospheric profiles (the Garand et al. [6] dataset, comprising pressure, temperature, and molecular concentrations, Fig. 2 ) representative of most meteorological cloud-free situations: The first six atmospheres correspond to the AFGL (Air Force Geophysics Laboratory) atmospheres [58] , atmospheres 7 -18, 19 -30, and 31 -42 are ranked by increasing mean temperature, water content, and total ozone, respectively (see also Tab. 2). The data are given on 43 levels with a common pressure grid in the range 0.1 to 1013.25 mb and slightly varying altitudes up to about 61 to 67 km. Note that for two third of the atmospheres the maximum temperature is at the bottom of the atmosphere and for two atmospheres (# 7 and 31) the maximum temperature exceeds the surface temperature by more than 30 K.
Absorption of the main molecular absorbers in the infrared is considered (H 2 O, CO 2 , O 3 , CH 4 , N 2 O, CO, O 2 , and N 2 , compare Fig. 1c ) with line spectroscopic data (transition wavenumber, strength, broadening parameters) taken from the HITRAN 2004 database [59] . Continuum contributions, namely the CKD or MT-CKD continuum, were also taken into account for water vapor, carbon dioxide, nitrogen, and oxygen.
Results
In the following we present our results essentially in the chronological order as the experiments have been conducted. Recalling the AMIL2DA [7] and IRTMW3 [11] intercomparisons we note that a series of increasingly more complex exercises or cases had been defined by the KO-PRA and ARTS teams, respectively, whereas here we started with a single task, i.e. brightness temperature for the 19 HIRS channels and 42 Garand atmospheres. Furthermore, note that all runs have been performed using the codes as is, i.e., only input data and job configurations have been changed. In particular, we have not implemented any changes in the codes.
A distinct feature of most lbl codes is their approach to tackle the computational challenges of line-by-line modelling. Whereas GARLIC and KOPRA use highly optimized Voigt function algorithms [47, 53, 60] along with multigrid techniques, ARTS relies on lookup tables [36] . Furthermore, the most time consuming code segments Table 1 : Statistics of the Garand atmospheres. T 0 denotes the temperature at altitude z = 0, ∆T = Tmax − T min , and columns # 6 -8 characterize the level-to-level temperature difference δT . Emphasized numbers indicate extreme values. With the optimized ARTS using predefined representative frequencies the computation of the 19 channel radiances for a single 43 level atmosphere takes about 10 minutes (CPU time for a single processor), whereas a truely monochromatic evaluation with a frequency grid similar to KOPRA requires more than 500 hours. On a multicore Intel-based machine, GARLIC needs about half a minute for this run. KOPRA executes this job in about 50 seconds on a single processor. Fig. 3 shows the equivalent brightness temperatures for the six AFGL atmospheres and for the extreme atmospheres with the lowest and highest mean temperature, water and ozone content. The large variety of atmospheres is clearly translated into significantly different brightness temperature spectra. Note that the driest atmosphere as well as both extreme ozone atmospheres are very cold; in particular the ozone richest atmosphere # 42 has a maximum temperature less than 260 K. Furthermore, the data confirm that the first seven channels (as well as channels 13 -16) indicate the atmospheric temperatures as prescribed by a weighting function analysis.
The comparison of equivalent brightness temperatures in Fig. 3 suggests a "perfect" agreement of the three codes. Indeed, the initial analysis [21] of temperature differences showed that for most (11 of 19) channels deviations are in the sub-Kelvin range, however, larger deviations of up to some Kelvin were found for some channels between GAR-LIC and ARTS or KOPRA. Later on, it was recognized that the contributions of N 2 and O 2 (lines and continua) have not been considered in the original GARLIC job setup.
The spectra shown in Fig. 3 have been generated running the codes in their default setting, i.e. with both lbl and continuum absorption contributions. However, one the main lessons learned from previous intercomparison studies, esp. [7, 11] , has been the importance of consistent input data. However, apart from differences in the numerics, different continua implementations were recognized early on as a potential source of discrepancies. 4 depicts the pairwise differences of the equivalent brightness temperatures obtained by ARTS, GARLIC, and KOPRA as a function of the atmosphere number. First, note that except for a few channels the differences are less than 1 K. There are only three channels (# 3, 9 to 10) where all codes agree within half of a Kelvin for all atmospheres. ARTS and GARLIC also agree well in channels 1, 2, 4, and 9, GARLIC is close to KOPRA in channels 3, 9, and 10, and KOPRA and ARTS match in channels 8, 11, 13 -15, and 18 -19. However, GARLIC has some substantial differences to ARTS and KOPRA for channel # 11 centering at 1366 cm −1 . On the other hand, KO-PRA has the largest deviations to ARTS and GARLIC in channel # 1, and large differences to ARTS in channel 6.
There appear to exist no common characteristics between the channels which would serve as explanation of the observed discrepancies. Channel #1 at 669 cm −1 is in the center of the CO 2 ν 2 band with significant absorption also by H 2 O and the corresponding weighting function peaking in the mid stratosphere (about 20 mb). Channels 13 and 17 are at the left and right flank of the CO 2 ν 3 band with little absorption due to H 2 O and weighting function peaks in the lower troposphere.
Potential causes discussed comprise:
• Different line strength conversion schemes: In contrast to ARTS and KOPRA using the TIPS (Total Internal Partition Sum) [61] scheme, GARLIC evaluates the partition function according to the recipe utilized in the ATMOS data processing software [62] . This issue has already been discussed in the context of the IRTMW3 intercomparison [11] , indicating that small discrepancies (up to 10%) between line strengths converted by the TIPS and ATMOS methods exist for a few molecules. Verdes et al. [63] have studied the impact of partition function data for the mm/sub-mm range; for the molecules considered there, the difference between the HITRAN-TIPS partition sums and the JPL partition sums [64] at 150 and 225 K was well less than one percent.
• Various lbl optimization schemes (wing truncation, weak line rejection, . . . ): In view of the large discrepancies in channel 11, the GARLIC radiance has been recalculated using a "brute force" lbl algorithm instead of the "default" optimized multigrid code [48] . KOPRA uses an optimized irregular altitude dependent frequency grid for calculation of absorption cross sections and integration of the radiative transfer equation [see also 60] . However, for all atmospheres the changes were well below one Kelvin and did not have any impact on the brightness temperature differences.
• Evaluation of path integrals: As noted in Section 2, the three codes use different approaches to evaluate the optical depth (2) and Schwarzschild (1) [52] . These representative averages are calculated as mass-weighted averages along the actual ray path segment through a layer. The related numerical integration involves sublayering.
• Continua (H 2 O, CO 2 , . . . ): the different versions of the continua implemented in the three codes were identified as the most likely reason for the discrepancies. This assumption is further supported by Fig. 5 showing that the brightness temperature differences are roughly increasing with the atmosphere's water content. In particular, the GARLIC and KOPRA (old CKD continuum) vs. ARTS (newer MT-CKD continuum) deviations are large and increasing in channel # 11 at the left end of the H 2 O 6.3 µm band where the two continua differ substantially (see also, e.g. [65, Fig. 1]) . Thus, a recalculation of the radiances without continua contributions was initiated.
For an assessment of the discrepancies a comparison of high resolution monochromatic spectra appeared to be an option. However, for technical/practical reasons it is difficult to run the three radiation codes with numerically identical frequency grids. Even small differences in the exact grid points cause large local radiance deviations, due to the highly structured spectra. A high resolution monochromatic view of the results is therefore misleading. Additionally, the nature of the different models make it difficult (if not impossible) to calculate on a common grid as it would no longer be the original model as used here: ARTS uses an optimized coarse grid with a weighted mean of representative frequencies [33] , whereas GARLIC uses a uniform dense grid [20, Section 3.2] , and the automatically determined non-equidistant grid is a typical feature of KOPRA. 
Second round: 43 level atmosphere without continua
A comparison of Fig. 6 with Fig. 4 clearly indicates the large impact of the continua. Except for one channel (# 17) the mutual differences are now well below 1 K for all atmospheres. At 2419 cm −1 (the short wavelength edge of the CO 2 ν 3 band) KOPRA shows somewhat larger differences around one Kelvin to ARTS and GARLIC that are attributed to the different treatment of CO 2 line wings. For the channels 1, 2, 5, 6, and 12 differences for some of the atmospheres exceed 0.5 K, whereas in the window channels # 8 (around 900 cm −1 ) and 18 and 19 (2521 and 2660 cm −1 ) differences are smaller than 0.1 K. The two channels on the long wavelength edge of the CO 2 band also show good agreement of the three codes. In all channels (except # 17) where ARTS and KOPRA already agreed well with continuum, the differences were further reduced. As shown at http://rtweb.aer.com/continuum_frame. html, the H 2 O foreign and self continua have a maximum around 1500 -1700 cm −1 , however, the change from the CKD to the MT-CKD continuum is more prominent in the left and right flanks. Accordingly, the large discrepancy of GARLIC to ARTS and KOPRA in channel # 11 around 1366 cm −1 (Fig. 4) is significantly reduced without continua, whereas the 1529 cm −1 region is not much affected. Likewise, the reduction of the ARTS vs. KOPRA differences (e.g. channels 4 to 6) could indicate different (MT-)CKD versions. Recalling the discussion of possible causes for the discrepancies in the previous subsection suggests that the different path integration schemes might be responsible for some of the observed differences. As a first test we compared the two schemes for the Schwarzschild integral implemented in GARLIC: The change from the "linear in optical depth" to the "exponential in optical depth" quadrature scheme results in brightness temperature differences up to 0.16 K. The largest difference is for channel 1 and the Garand atmosphere # 13 characterized by the second largest δT /δz; channel 12 has large differences for atmospheres # 17, 26, and 29. Note that for all channels and all atmospheres the radiance computed by the "linear τ " approximation is larger than for "exponential τ ". For the 85 level atmospheres discussed below the two integration schemes result in differences up to 0.08 K. These differences can be interpreted as an inherent uncertainty of about 0.1 K due to path integration. ARTS uses the altitude levels of the input profiles for layering as long as the level distance along the line-of-sight is smaller than a given (layer) path length. For level distances longer than that given path lengths, the calculation will be done on the finer path length. Tests with finer level spacing of 250 m and 50 m, respectively, showed that the results slightly changed for the narrow altitude grids but differences between the models remained within the range of the observed results. This issue was also reduced by the use of the higher resolved input profiles with 85 and 169 levels, respectively.
Another way to assess the treatment of the inhomogeneous atmosphere is to plot the differences vs. some measure of the temperature variability. Fig. 8 indicates that increasing temperature differences tend to larger brightness temperature differences. In order to judge this conjecture better, a dense "copy" of the Garand atmospheric profile with 85 levels has been generated, where the additional 42 levels were obtained by piecewise cubic Hermite interpolation [66] with new altitude grid points halfway between the original ones. Fig. 9 indicates that for a given model the change from 43 to 85 levels can result in differences up to half a Kelvin, with KOPRA showing the smallest sensitivity to the number of levels. The mutual brightness temperature differences in channels 1, 2, 3, and 12 shown in Fig. 10 are clearly smaller than those in Fig. 6 , whereas the differences in channels 4, 6 -8, and 15 are slightly smaller, and changes can also be seen in channels 9 -11. In channels 11 and 13 the differences to KOPRA are somewhat larger, and in channel 9 the KOPRA-ARTS residuum increases. Except for channel # 17 the differences are smaller than half a Kelvin, and in the three window channels (8, 18 , and 19) they are less than 0.1 K.
Third round: 85 and 169 level atmosphere without continua
A further bisection of the layers does not further reduce the differences significantly. Apparently other issues beyond the numerics of path integration become important, in particular, the different approximations used to speed up the time critical lbl computation.
Final round: 85 level atmosphere with continua
Having demonstrated the importance of consistent continua data and the impact of the altitude discretization on smaller residuals, the 85 levels Garand atmospheres are finally used to evaluate spectra with the continuum "switched on" again. Fig. 11 demonstrates that the changes from 43 to 85 levels for "continuum on" are largely consistent with those for "continuum off". Channels 5, 6, 18, and 19 are only minimally affected by the change of the atmospheric layering, whereas some channels show reduced differences with the fine grid, most prominently channel 1 (as in the "continuum off" case). The largest difference of slightly more than 2 K can be observed between ARTS and GARLIC in channel 11, consistent with the results discussed in subsection 4.1.
Discussion and Conclusions
An intercomparison of thermal infrared spectra modeled by the three independent lbl codes ARTS, GARLIC, and KOPRA has been presented assuming a nadir viewing HIRS-like instrument with 19 channels from 670 to 2700 cm −1 . To capture the wide variety of atmospheric conditions, the 42 Garand atmospheres have been considered. Except for a few channels and/or atmospheres, the codes generally agree quite well with deviations less than one Kelvin. Averaging over all atmospheres (Fig. 12) , discrepancies are smaller than half a Kelvin except for a few channels, mostly due to the choice of the continuum model used. Figure 2 of Garand et al. [6] indicates the largest spread of brightness temperature differences in channel 9 at 1028 cm −1 , and the smallest spread for channel 10 at 796 cm −1 . In contrast, for the six channels similar to Garand's our Fig. 6 reveals the largest spread for channel 5 and the smallest spread for channel 10.
In contrast to previous intercomparisons none of the participating codes has been selected as the reference. Obviously a mutual comparison becomes infeasible for a large number of codes, i.e. even for four codes there would be six combinations. On the other hand, with only two codes under investigation [as in 19] , there is no way to "decide who is correct". The objective of this comparison has not been to identify any "superior" code. The analysis has clearly indicated that there are not two perfectly agreeing codes for all channels and atmospheres, and none of the codes appears as an outlier relative to the other two. In some cases ARTS and GARLIC agreed nicely with KOPRA being offside, in other cases GARLIC and KOPRA were consistent or ARTS and KOPRA. Note that the agreement of two or even three codes does not necessarily imply their correctness. With the continuum switched on, some of the differences were as large as a few Kelvin, whereas without continuum the maximum difference were mostly in the sub-Kelvin range. In some of the window channels the three codes had an agreement better than 0.1 K.
One of the lessons learned in previous intercomparisons has been the importance of consistent/common input data. Accordingly, the discrepancies between ARTS, GARLIC, and KOPRA due to the different continua did not come as a surprise and one can argue the value of this particular comparison. However, running the codes with their default setting has been the very first exercise of this project. This was intentionally done so, invoking that for the user it is important to know how the codes perform in their nominal setup. Nevertheless, the comparison clearly showed that despite different continua the codes agree remarkably well except for a few channels, indicating that these data variants do not necessarily produce different radiance spectra. Esposito et al. [67] noted that "typical differences introduced by the two H 2 O continuum models are of one order of magnitude less than typical differences arising from different line parameters." Efficient yet accurate lbl modeling of molecular absorption is a big challenge for high resolution models in view of the million to billions of line transitions [68, 69] and the terabyte to petabyte of remote sensing data to be processed. Hence, lbl models in general and the three codes considered here differ substantially in their approach of lbl optimization (see subsections 2.2 -2.4). However, if a certain line profile such as Voigt is adopted (i.e. ignoring effects to collisional narrowing, line mixing, or speeddependence of the relaxation rate [cf., e.g. 29]), any optimization can be easily checked against a brute-force reference calculation. Thus, implementation of lbl absorption can be considered as a kind of well-defined recipe with only a few physics-related free parameters such as line wing cutoff wavenumber. Furthermore, the correct modeling of lbl cross sections can be validated by comparison with laboratory spectra recorded in an absorption cell with well defined pressure, temperature, and composition. Likewise, laboratory studies could help to characterize the continuum appropriately [e.g. 35, 65, 70] .
The results of the calculations presented in subsections 4.2 and 4.3 suggest that the details of the lbl implementation have a small impact on the consistency of the models. We interpret these differences up to a few tenths of a Kelvin as a result of the various lbl optimizations. However, an in depth assessment of these differences would have required editing of the codes and has been considered as beyond the scope of this study. Note that in the IRTMW3 intercomparison [11] the radiative transfer calculations have been performed in two stages: In "exercise 3" all participating models used absorption coefficients provided by ARTS, and the resulting differences were much smaller compared to "exercise 4" where both absorption and radiative transfer were calculated individually.
In contrast to the lbl absorption modeling, the discretization of the atmospheric profiles and the evaluation of the integrals (1) and (2) are more subtle, and the "correct" methodology cannot easily be determined by model intercomparisons. Obviously, the path integration schemes used by the three codes are all approximations; when sublayers are introduced as in ARTS and KOPRA, assumptions on the "correct" / appropriate interpolation of the integrand and/or absorption cross sections or coefficients have to be made. Sophisticated closure experiments [e.g. 71, 72] would be required. Nevertheless, doubling or even quadrupling of the atmospheric layers (see subsection 4.3) can be used for an assessment of this issue, i.e. despite the different approaches used by the three codes the differences are generally reduced to some tenths of a Kelvin.
In conclusion, the analysis has clearly indicated that none of the codes is "perfect". However, a perfect (lbl) atmospheric radiative transfer code is probably impossible for a variety of reasons: The Voigt line profile (4) adopted here for convenience is clearly an approximation, and despite the recent consensus with respect to a more sophisticated line shape (the Hartmann-Tran profile [cf. 29] ) it is likely that further subtleties will show up with even more sensitive instruments. Even with a perfectly well known line shape the numerical treatment is far from clear, e.g. the cutoff in the line wings [e.g. 73]. Moreover, a proper description of the continuum [70] and collision-induced absorption [74] is far from satisfactory. (Multiple) scattering [23] [24] [25] and non-LTE [8, 50, 75] further complicate matters. For the modeling of spectral observations a precise knowledge of the instrumental line shape function and calibration can also be a limiting factor. Uncertainties due to the instrument's field-of-view (a.k.a. point spread function) and the horizontal variability of the atmosphere are especially important for limb sounding observations. Finally, because of the ever increasing amount of data (line data, observations, . . . ) approximations are mandatory.
This study has shown that with respect to the numerical implementation of radiative transfer schemes a level of maturity has been gained that subtle differences of the underlying physical models become relevant. In view of the large range of equivalent brightness temperature observed in Earth's atmosphere (roughly 215 ≤ T B ≤ 300 K), compare Fig. 3 ), an agreement within one Kelvin (or a tenth of a Kelvin for some channels) is equivalent to about one percent discrepancies and is considered as satisfactory.
