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AbstrAct
Emerging wireless sensor networking (WSN) and modern machine learning techniques have encouraged 
interest in the development of vehicle health monitoring (VHM) systems that ensure secure and reliable 
operation of the rail vehicle. The performance of rail vehicles running on railway tracks is governed by 
the dynamic behaviours of railway bogies especially in the cases of lateral instability and track irregu-
larities. In order to ensure safety and reliability of railway in this chapter, a forecasting model has been 
developed to investigate vertical acceleration behaviour of railway wagons attached to a moving locomo-
tive using modern machine learning techniques. Initially, an energy-efficient data acquisition model has 
been proposed for WSN applications using popular learning algorithms. Later, a prediction model has 
been developed to investigate both front and rear body vertical acceleration behaviour. Different types 
of models can be built using a uniform platform to evaluate their performances and estimate different 
attributes’ correlation coefficient (CC), root mean square error (RMSE), mean absolute error (MAE), 
root relative squared error (RRSE), relative absolute error (RAE) and computation complexity for each 
of the algorithm. Finally, spectral analysis of front and rear body vertical condition is produced from 
the predicted data using Fast Fourier Transform (FFT) and used to generate precautionary signals and 
system status which can be used by the locomotive driver for deciding upon necessary actions.
DOI: 10.4018/978-1-60566-908-3.ch016
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IntroductIon
Recent advances in wireless communications and machine learning techniques have jointly encouraged 
interest in the development of VHM systems to reduce the maintenance and inspection requirements 
of railway systems while maintaining safety and reliability. In this chapter, the design and possible de-
ployment of an energy-efficient railway health condition monitoring systems has been investigated that 
monitor’s typical dynamic behaviour of railway wagons. If a security-related incident has occurred, this 
system may support the operator in taking the appropriate action, communicating to the right authorities, 
checking the availability of rescue teams and providing all necessary information (Shafiullah, Gyasi-
Agyei & Wolfs, 2007), (Smith, Russel & Looi, 2003).
Typical dynamic behaviours of railway wagons are responsible for the safe and reliable operation of 
freight railways. The dynamic performance is determined by the characteristics of the wagon and the 
irregularities in the track. Railway track irregularities need to be kept within safe operating margins by 
undertaking appropriate maintenance programs. Railway wagons are intended to guide the load along 
the track safely with minimal damage to the track and the load. Railway track is designed to interface 
with railway vehicles to support the load while providing a permanent path of travel. It is identified that 
the performance of rail vehicles running on a track is limited by 1) the lateral instability inherent to the 
design of the steering of a railway wagon, and 2) the response of the railway wagon to individual or 
combined track irregularities.
Collection of acceleration signals from the track and sending meaningful signals to the locomotive 
is the challenging research area. In this chapter, an energy-efficient data acquisition model has been 
investigated for railway applications using modern machine learning techniques. A team of Engineers 
from CQUniversity, Australia developed a Health Card (Bleakley, 2006), (Wolfs, Bleakley, Senini & 
Thomas, 2006a) system to monitor every wagon in fleet using low cost intelligent device. Bleakley 
(Bleakley, 2006) collected necessary field data by using dual axis accelerometers fitted to each corner 
of the wagon body and to the bogie side frame. Same data were collected in this study by placing three 
sensor nodes in each wagon body and three sensor nodes in wagon side frame. Average weighted per-
formance measure and rule-based learning approach were used to select a suitable algorithm for this 
application (Garg & Dukkipati, 1984), (Wolfs, Bleakley, Senini & Thomas, 2006a), (Bleakley, 2006), 
(Shafiullah, Thompson, Wolfs & Ali, 2008).
To monitor lateral instability and track irregularities in this study, train wagon body acceleration 
signals, i.e., six degrees of freedom (DOF) or six modes of vehicle body motion: roll, pitch, yaw, lateral, 
vertical and longitudinal are investigated using machine learning techniques. Ten popular regression 
algorithms are used to predict vehicle vertical acceleration motion of the wagon body. The performance 
of different models are assessed and the most suitable algorithm for forecasting vertical displacement 
behaviour of railway wagons proposed based on the selected performance attributes. Finally, instead of 
sending or storing the collected or predicted data, only necessary events those cross the safety limits are 
transmitted to the driver for necessary actions in coded format using the FFT approximation technique as 
used in Reference (Bleakley, 2006), (Shafiullah, Simson, Thompson, Wolfs & Ali, 2008). This chapter 
is organized as follows: Section II discusses the existing literature. Section III presents an overview of 
the regression algorithms. The development of the data acquisition model is discussed in Section IV. 
Forecasting of vertical acceleration of railway wagons is presented in Section V. Section VI concludes 
the article with future directions.
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lIterAture reVIeW
Monitoring of vertical vehicle accelerations to measure track irregularities and lateral instability are current 
research topics. Generally, specialised track geometry measurement vehicles are used to determine track 
conditions. However, this alone is not a good predictor of railway vehicle response (Garg & Dukkipati, 
1984), (Bleakley, 2006). Predicting vehicle response characteristics online from track measurement 
data has been addressed by various research organisations (Esveld, 2001), (Wolfs, Bleakley, Senini & 
Thomas, 2006),(McClanachan, Dhanasekar, Skerman & Davey, 2002),(Ackroyd, Angelo, Nejikovsky 
& Stevens, 2002),(Cole & Roach, 1996),(McClanachan, Scown, Roach, Skermen & Payne, 2001), 
(Palese, Bonaventura, & Zarembski, 2000). Bonaventura et al. (Bonaventura, Palese, & Zarembski, 
2000) introduced the ZTLMM (ZETA-TECH Lumped Mass Model) system for predicting the response 
of rail vehicles to measure track geometry in real time. Car body vertical displacement (bounce), car 
body roll and pitch angles, vertical wheel/rail forces and vertical car body accelerations are predicted 
with this system. These characteristics are used to assess the safe behaviour of the vehicle (Bonaventura, 
Palese, & Zarembski, 2000). Freight wagon instrumentation studies have shown that severe dynamic 
forces occur when irregular track defect wavelengths and train speeds combine to excite a resonant 
mode in the vehicle (McClanachan, Dhanasekar, Skerman & Davey, 2002), (Cole & Roach, 1996). An 
autonomous ride monitoring system (ARMS) developed by Amtrak (Ackroyd, Angelo, Nejikovsky & 
Stevens, 2002) monitors peak and RMS acceleration on the 10 Hz low pass filtered signal in accordance 
with standard requirements outlined by the FRA (Federal Railroad Administration, 1998). This system 
measures wagon body and bogie motions, detects various acceleration events, and tags them with GPS 
time and location information. The established wireless communication techniques for the ARMS are 
not energy-efficient and features of its GPS system have made application difficult (Ackroyd, Angelo, 
Nejikovsky & Stevens, 2002). Machine learning techniques may be able to provide more efficient his-
torical patterns than the existing system.
To improve the current track geometry inspection practices and standards, the Transportation Tech-
nology Center, Inc. (TTCI), USA (Li, Salahifar, Malone, & Kalay, 2001) developed performance based 
track geometry (PBTG) inspection technology. This system helps to prioritise track geometry mainte-
nance in order to reduce the probability of derailment and is used as a new add-on to conventional track 
geometry inspection vehicles. This technology is developed by using a neural networks (NN) approach 
and many NNs have been developed (trained) from actual geometry and vehicle performance test results. 
Through implementation of this performance-based system in the future, railway can expect to reduce 
track geometry-caused train derailments and improve prioritisation of track geometry maintenance.
CQUniversity, in association with the Centre for Railway Engineering (CRE), has been investigating a 
health card device for railways—an autonomous device for on-line analysis of card body motion signals 
to detect track condition and derailment monitoring. To resolve car body motions into six degrees of 
freedom, the Health Card uses accelerometer and angular rate sensors with a coordinate transform. The 
Health Card uses FFT to efficiently convert the signal into a time-frequency spectrograph so that events 
can be detected according to their short-term modal content, which relates to the natural vibration modes 
of the vehicle system such as bounce, roll, and pitch behaviours. A detection method has been developed 
that provides a set of coefficients to scale the calculation according to the frequencies of interest. These are 
selected to match the vehicle modal responses in various degrees of freedom (Wolfs, Bleakley, Senini & 
Thomas, 2006a), (Wolfs, Bleakley, Senini & Thomas, 2006b). However, the absence of energy-efficient 
features especially for data collection, and computational load makes this system inefficient.
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Hamersley Iron Pty Ltd (Trotman & Sillaots, n.d.) monitors the rail surface condition, alignment, and 
other track characteristics at 0.5 m intervals throughout its length using a track recording vehicle (TRV). 
This vehicle continuously monitors the condition of the track in order to optimally schedule track main-
tenance activities. These systems deal with a huge volume of data provided by the TRV which presents 
a difficult task as it is labour intensive as the data have to be analysed manually. To overcome these 
problems an intelligent track condition monitoring system has been proposed by Parkinson and Iwnicki 
(Parkinson & Iwnicki, 2004), to forecast track condition using NNs. This system uses statistical records 
of derailment and computer modelling techniques to train the NN and predicts track state for derailment 
risk or passenger comfort. Predicted results have been verified with the actual derailments observed. 
The model is developed in an iterative manner until an acceptable performance level is achieved. This 
system allows greater levels of confidence in the safe operation of railway vehicles at all speed.
Nefti and Oussalah (Nefti & Oussalah, 2004) used artificial NNs architecture to predict malfunction-
ing of railway systems due to track irregularities. Different NN structures are created to find out the 
best structure for predicting railway safety. Experimental analysis showed that the model performed 
satisfactorily and can predict the desired output with a very low error factor. In general, NN requires 
more computational time than other algorithms and it requires a huge amount of memory. Li et al. (Li, 
Stratman, & Mahadevan, 2007) investigated a machine learning approach to automate the identification 
process of rail wheel defects using collected data from wheel inspections. Decision tree and Support 
Vector Machine (SVM) based classification schemes were used to analyse the railroad wheel inspection 
data. The experimental results indicate that the proposed approach is very efficient, producing a classifier 
ensemble that has high sensitivity, specificity and gMeans values during classification.
Linear regression analysis was used to predict dynamic characteristics of worn rail pads. The curve 
fitting approach showed the maximum correlation of dynamic stiffness and damping of worn rail pads 
under preloads while achieving less than 4% error for all pads. Linear regression analysis was used 
to predict the deterioration rate with age of dynamic stiffness and damping coefficients (Kaewunruen 
& Remennikov, 2007). Duarte et al. (Duarte & Hu, 2004) have introduced a data set extracted from a 
real-life vehicle tracking sensor network using popular classification algorithms. This data set has been 
extracted based on the sensor data collected during a real world wireless distributed sensor network 
(WDSN) experiment carried out at Twenty-nine Palms, CA. The WDSN vehicle classification problem 
comprises local classification and global decision fusion. Maximum Likelihood, k-Nearest Neighbour, 
and SVM algorithms were used in this experiment. It has been seen that although the classification rates 
for the available modalities are only acceptable, methods used in multisensor networks such as data 
fusion will enhance the performance of these tasks.
Some problems identified in the current literature includes: absence of energy-efficient features, 
computation load, installation and maintenance cost and communication between wagons to the loco-
motive, which needs to be improved to ensure safe and secure operation of the railway industry. In this 
chapter, an energy-efficient condition monitoring system has been proposed that reduces computational 
load and overall energy consumption of the system using machine learning techniques.
reGressIon AlGorItHMs
Regression analysis is the most significant and popular machine learning area for future decision making 
or forecasting of data or any incidents. Researchers already have introduced different types of regression 
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algorithms, including popular regression analysis for time series data forecasting, tree based algorithm, 
rule-based learning, meta-based learning, lazy learning, neural network, and statistical learning. Currently 
various statistical forecasting and regression approaches are used to monitor railway wagons to ensure 
safety and security. This section describes the popular regression algorithms that have used to develop 
a forecasting model to predict front and rear body vertical acceleration of railway wagons. Rule-based 
learning algorithm M5Rules, PART, OneR and Decision Table, Tree-based learning M5Prime, Decision 
Stump, and RepTree, Meta-based learning Random Sub Space, Lazy-based learning IBK, Statistical 
learning based algorithm Support Vector Machine (SVM) regression, Neural Network based Multilayer 
Perceptron (MLP) and Simple Linear Regression (SLR) and Linear Regression (LR) have been considered 
in this chapter for various stages of the experiment (Witten & Frank, 2000), (Linear Regression, 2008), 
(Sykes, n.d.), (Regression Analysis, n.d.), (Cunninghham & Holmes, n.d.), (Aha, 1992), (Ali & Smith, 
2006), (Magoulas, Plagianakos & Vrahatis, 2004), (Vapnik, 1999) (John & Kohavi, 1997). WEKA release 
3.5.7 (Weka 3, 2008) learning tools have been used for experimental analysis with default parameter 
settings. WEKA includes a comprehensive set of data pre-processing tools, learning algorithms, and 
evaluation methods, graphical user interfaces and environment for comparing learning algorithms.
Linear Regression: Regression analysis (Linear Regression, 2008), (Sykes, n.d.), (Regression Analy-
sis, n.d.) is a statistical forecasting model that addresses and evaluates the relationship between a given 
variable (dependent) and one or more independent variables. The major goal in regression analysis is to 
create a mathematical model that can be used to predict the values of a dependent variable based upon 
the values of independent variables. This method is called ‘linear’ because the relation of the dependent 
variable Y to the independent variables Xi is assumed to be a linear function of the parameters. The re-
gression model is used to predict the value of Y from the known value of X and to find the line that best 
predicts Y from X. Linear regression does this by finding the line that minimises the sum of the squares 
of the vertical distances of the points from the line. The goodness of fit and the statistical significance 
of the estimated parameters are a matrix of regression analysis. The coefficient of determination r2 is the 
proportion of variability in a data set and the value of r2 is a fraction between 0.0 and 1.0. If r2 equals 
1.0, all points lie exactly on a straight line with no scatter; this is called best-fit situation.
RepTree: RepTree is a fast regression tree that uses information gain/variance reduction and prunes 
it using reduced-error pruning. It is also used as a classification tree. RepTree deals with missing values 
by splitting instances into pieces. Optimised for speed, it only sorts values for numeric attributes once. 
Pruning is used to find the best sub-tree of the initially grown tree with the minimum error for the test 
set (Witten & Frank, 2000).
M5Prime: The original algorithm M5 was developed by Ross J. Quinlan (1992). Later, Yong Wang’s 
contribution improved the original model. M5Prime is useful for numeric prediction. It is a rational re-
construction of Quinlan’s M5 model tree inducer. Decision trees were designed for assigning nominal 
categories. M5Prime extended decision trees by adding numeric prediction by modifying the leaf nodes 
of the tree (Witten & Frank, 2000), (Cunninghham & Holmes, n.d.).
IBK: In 1991, Aha et al. (Aha, Kibler & Albert, 1991) proposed an instance-based learning algorithm 
that generates classification/regression predictions using only specific instances. Instance-based learning 
algorithms are derived from the nearest neighbour machine learning philosophy. IBK is an implementa-
tion of the k-nearest neighbour’s algorithm. The number of nearest neighbours (k) can be set manually, or 
determined automatically. Each unseen instance is always compared with existing ones using a distance 
metric. WEKA’s default setting is k = 1. This algorithm performs well in application to artificial and 
real-world domains (Witten & Frank, 2000), (Aha, 1992).
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SVM Regression: SVM is a powerful tool for classification and regression, which is based on the 
structural risk minimisation principle and enjoys excellent success in many real-world applications. It 
is a statistical based learning algorithm which has been used for binary classification in the first time. 
The SVM model can usually be expressed in terms of support vectors and applied to nonlinear problems 
using different kernel function. Based on the support vector’s information, SVM regression produces 
the final output function. WEKA by default considers sequential minimal optimisation (SMO) for SVM 
and polynomial kernel with degree 1(Witten & Frank, 2000), (Ali & Smith, 2006).
Multilayer Perceptron (MLP): ANN is an information processing intelligence system that is inspired 
by a biological nervous system such as the brain. The most common neural network model is the MLP, 
known as a supervised network because it requires a desired output in order to learn. The goal of this 
type of network is to create a model that correctly maps the input to the output using historical data so 
that the model can then be used to produce the output when the desired output is unknown. WEKA uses 
the back propagation (BP) algorithm to train the model, though it is slower than some other learning 
techniques (Ali & Smith, 2006), (Magoulas, Plagianakos & Vrahatis, 2004), (Vapnik, 1999).
M5Rules: Holmes et al. (Holmes, Hall & Frank, 1999) have presented an algorithm for inducing simple 
accurate decision lists from model trees. Model trees are built repeatedly and the best rule is selected at 
each iteration. M5Rules create rule sets on continuous data and produce propositional regression rules as 
the IF-THEN rule format. This dictates that an attribute is considered as a class, examines the attribute 
and begins to construct rules that will produce the specific class value (Witten & Frank, 2000).
Decision Stump: Decision Stump is a weak learning algorithm that consists of a decision tree with 
only a single branch. This algorithm builds simple binary decision “stumps” (1-level decision trees) 
for numeric and nominal regression problems. It deals with missing values by treating “missing” as a 
separate attribute value. Decision stump is often used as components in ensemble learning techniques 
like Bagging and Boosting (Cunninghham & Holmes, n.d.).
Random Sub Space: Tin K. Ho (Ho, 1998) proposed an algorithm to construct a decision tree based 
classifier whose capacity can be arbitrarily expanded for increases in accuracy for both training and 
unseen data. The algorithm comprises of multiple trees constructed systematically by pseudo-randomly 
selecting subsets of components of the feature vector, that is, trees constructed in randomly chosen sub-
spaces. Random subsets are selected from the training set and a classifier is trained using each subset.
PART: PART is a separate-and-conquer rule learner proposed by Frank and Witten (Witten & Frank, 
2000). It is a comparatively new algorithm for producing sets of rules called “decision lists”, which are 
ordered sets or rules. PART is developed by combining the C4.5 and RIPPER algorithms and is also 
called a partial decision tree algorithm. However, unlike C4.5 and RIPPER, PART does not have to 
perform global optimisation in order to generate rules. This algorithm works by forming pruned partial 
decision trees (built using C4.5’s heuristics), and immediately converting them into a corresponding 
rule. It generates simple rules, which are easily understandable (Cunninghham & Holmes, n.d.), (Ali 
& Smith, 2006).
The prediction accuracy of the above mentioned algorithms, have evaluated using WEKA learning 
tools with classical data splitting option. In this study, a set of attributes to measure the estimation tech-
niques performance rather than a single attribute have been considered. Prediction attributes considered 
in this study are given in Table 1 with their mathematical notations.
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enerGy-eFFIcIent dAtA AcQuIsItIon Model
Raw data collection, data pre-processing, and formatting are essential parts of developing any monitor-
ing systems. In this section, an energy-efficient data acquisition model has been investigated for railway 
monitoring system using six popular regression algorithms. Initially performances of different models 
have been assessed based on performance attributes and relative weighted performance. Rules have 
been generated with the help of ranking performance and statistical analysis to select a unique classifier 
for the application. This newly developed model reduces the requirement to two sensor nodes in each 
wagon, one for the wagon body and one for the wagon side frame. This reduces energy consumption 
and hardware cost significantly.
background of the study
Health Cards (Wolfs, Bleakley, Senini & Thomas, 2006(1)), (Wolfs, Bleakley, Senin & Thomas, 2006(2)) 
monitor every wagon in the fleet using low cost intelligent devices. An algorithm was developed to 
analyse signals from accelerometers mounted on the wagon body, to identify the dynamic interaction 
of the track and the rail vehicle. The algorithm has been validated using collected field data including 
accelerations measured at strategic points on the wagon body and the bogies.
Each prototype Health Card incorporates a 27 MHz microcontroller with 256kB of onboard RAM, 
four dual-axis accelerometers, a GPS receiver, two low power radios, lithium ion batteries and a solar 
panel. Data were collected from a ballast wagon and dual axis accelerometers were fitted to each corner 
of the body and each side frame. The test run was a normal ballast laying operation, starting with a full 
load of ballast, travelling to the maintenance site, dropping the ballast on the track, and returning empty 
via the same route. A PC based data acquisition system was used to store data. The main purpose of the 
Table 1. Performance metrics attributes with their mathematical notations (Witten & Frank, 2000) 
Correlation Coefficient (CC)
CC n
Y Y Y Y
i ii i i
Y Yi i
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data acquisition was to provide real data that represented to the Health Card device. Data have been 
used to validate and demonstrate the effectiveness of signal analysis techniques and finally to develop a 
model to monitor typical dynamic behaviour and track irregularities (Wolfs, Bleakley, Senini & Thomas, 
2006), (Wolfs, Bleakley, Senin & Thomas, 2006).
Both the vertical and lateral conditions of the railway wagon have been measured by each accelerom-
eter. The aim of the sensing arrangement was to capture roll, pitch, yaw, vertical and lateral accelerations 
of the wagon body. The ADXL202/10 dual-axis acceleration sensor measured 16 channel acceleration 
data in g units, with 8 channels for the wagon body and 8 for the wagon side frame (Bleakley, 2006).
Four sensor nodes were placed in each wagon body and the locations of the sensors were front left 
body, front right body, rear left body and rear right body. Data collected from these four sensors are 
front left body vertical (FLBZ), front left body lateral (FLBY), front right body vertical (FRBZ), front 
right body lateral (FRBY), rear left body vertical (RLBZ), rear left body lateral (RLBY), rear right body 
vertical (RRBZ), rear right body lateral (RRBY).
Four sensor nodes were placed in each wagon’s side fame data collected from these four sensors are 
front left side fame vertical (FLSZ), front left side fame lateral (FLSY), front right side frame vertical 
(FRSZ), front right side frame lateral (FRSY), rear left side frame vertical (RLSZ), rear left side frame 
lateral (RLSY), rear right side frame vertical (RRSZ), rear right side frame lateral (RRSY) (Bleakley, 
2006). Sensor locations and naming convention are illustrated in Figure 1.
data Acquisition Model
A data acquisition model has been developed for a sensor network application that reduces overall energy 
consumption of the existing Health Card system using six popular regression algorithms. This newly 
developed model can measure the same amount of data using only three sensor nodes in each wagon body. 
Figure 1. Accelerometer locations and Axis naming convention (Bleakley, 2006)
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The model predicted the vertical and lateral conditions of the fourth sensor node, i.e., the sensor node 
located at the rear right corner of the wagon body and wagon side frame. The prediction model replaces 
the use of sensor nodes placed in the rear right corner of the wagon body and the wagon side fame.
Each sensor node collected both the lateral and vertical condition data. Therefore, both the rear right 
body vertical (RRBZ) and rear right body lateral (RRBY) conditions have been predicted using the col-
lected data in reference (Bleakley, 2006). The rear right side frame vertical (RRSZ) and rear right side 
frame lateral (RRSY) have been predicted using the same data sets. After the necessary pre-processing 
and formatting, data have been passed into the learning algorithms. For initial data pre-processing and 
formatting, MATLAB (The Math Works, n.d.) and WEKA (Weka 3, 2008) learning tools have been used. 
Initially, six models have been developed using RepTree, IBK, M5Prime, linear regression, SVM and 
MLP regression algorithms to predict RRBZ condition and RRBY condition. Correlation Coefficient, 
RMSE, MAE, RRSE, RAE and computational complexity have been measured to evaluate the predic-
tion accuracy. Classical data splitting options were considered to evaluate the datasets for each of the 
algorithms and 90 percent of the data was used for training and the remaining 10 percent for testing. The 
computational complexity includes both the model train period and the test set evaluation time. Later the 
wagon side frame condition has been predicted with the stated six learning algorithms i.e., RRSZ and 
the RRSY condition. With the estimated attributes’ performances, the relative weighted performance 
has been measured for a given algorithm and suitable algorithm for the data acquisition method has 
been proposed. Finally, rules have been generated to select a unique classifier with the help of ranking 
performance and statistical descriptive analysis. WEKA release 3.5.7 with a unified platform has been 
used for all of the experiments. The configuration of the PC used in the experiments was Pentium IV, 
3.0 GHz Processor, 1GB RAM.
For experiments, necessary data have been borrowed from the collected data of Reference (Bleakley, 
2006). To cover a large experimental area, data sets were selected considering:
train track condition• 
number of data records• 
train location and time• 
loaded and unloaded train• 
From initial experiments it has been observed that the accuracy of the above mentioned metrics var-
ies based on algorithms, data quality and number of records. Experimental results showed that all the 
models were close in performance and had minor to negligible error. However, no algorithm predicted 
the data sets with the highest accuracy for all of the performance metrics. Computational complexity 
also differed with the learning techniques. A few of the algorithms needed more time to classify the test 
set than training the model. It has been shown that IBK performs better than other algorithms in terms 
of correlation coefficient for few data sets. MLP and RepTree also predicted the data sets with better 
accuracy. The model developed with linear regression performs the best in terms of computational com-
plexity; however, MLP and SVM required higher computational time. From the experimental results it 
was very difficult to come to a conclusion and to decide on the most suitable algorithm to predict rear 
right body wagon conditions. Therefore, the ranking performance, classifier performance and compu-
tational complexity as stated in Reference (Ali & Smith, 2006) has been estimated to select the most 
regression algorithm.
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The ranking performance for a given algorithm is estimated based on the selected attributes. The best 
performing algorithm on each of these measures is assigned the rank of 1 and the worst is 0. Thus, the 
rank of the jth algorithm on the ith dataset is calculated as stated in Reference (Ali & Smith, 2006):
R
e e
e eij
ij i
i i
= -
-
-
1
max( )
min( ) max( )
       (1)
where for example, eij is the correlation coefficient for the jth algorithm on dataset i, and ei is a vector 
accuracy for dataset i. A detailed comparison of algorithm performance can be evaluated from this equa-
tion. Table 2 represents the ranked performance of correlation coefficient. The best performing algorithm 
on each of these measures was assigned the rank of 1 and the worst was 0.
The performances of all the classifiers have been evaluated using the total number of best and worst 
performances. The total number of the best and worst ranking for correlation coefficient, RMSE, MAE, 
RRSE, RAE and computational complexity for all the algorithms were evaluated by using the following 
equation (Ali & Smith, 2006):
C
s f
ni
i i=
-
+1 1r r( )        (2)
where ρ = 2 is the weight shifting parameter, si is the total number of success or best cases for the 
ith algorithm, fi is the total number of failure or worst cases for the same algorithm, and n is the total 
number of datasets. Algorithm performances were calculated from the total number of best (1.0) and 
worst (0.0) rankings. Performances for all of the algorithms are given in Table 3. It has been observed 
that for correlation coefficients measure IBK was the best performing algorithm, while it was the worst 
to measure MAE. For MAE and RAE measurement, MLP was the best performing algorithm. Linear 
regression is the second choice to measure RAE and best performing to measure RRSE. Both IBK and 
MLP are the first choice to measure RMSE. Based on various accuracy measures it is observed that 
MLP is the best choice. Figure 2 represents the performance of different algorithms to predict rear right 
body wagon condition.
To select the most suitable regression algorithm, relative weighted performance have been measured 
for all of the algorithms with considering two different weights for ranking average accuracy and com-
putational complexity using the following equation (Ali & Smith, 2006):
Table 2. Ranked algorithm performance based on correlation coefficient for the six algorithms 
Algorithm Data set 1 Data set 2 Data set 3 Data set 4 Data set 5
IBK 1.0 1.0 1.0 1.0 0.0
REPTree 0.0 0.42212 0.22889 0.75505 1.0
MLP 0.62318 0.47068 0.07833 0.09888 0.69632
SVM 0.65098 0.01653 0.00610 0.00376 0.65406
M5Prime 0.65336 0.32327 0.06815 0.64754 0.67515
Linear Reg. 0.65761 0.0 0.0 0.0 0.64293
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Z = αai + βti       (3)
here, α and β are the weight parameters for ranking average accuracy against computational complexity. 
The average accuracy and computational complexity are denoted by ai and ti respectively. The effect 
of the relative importance of accuracy and computational complexity was observed by changing the 
values of β.
Relative weighted performance was calculated by assuming α = 1 and β is from 0.4 to 2. The aver-
age accuracy of the regression algorithms was very close to each other; however, MLP was the best 
and IBK was the worst. With respect to computational time SVM was the worst algorithm. Consider-
ing computational complexity and average accuracy, linear regression was the best choice and SVM 
performed the worst to predict the rear right body wagon condition. Figure 3 represents the relative 
weighted performances of the selected algorithms. However, from the above experimental analysis, it 
is shown that no individual algorithm performs best for all of the attributes and the performances of the 
Table 3. Ranking average across test set classification problems based on different performance met-
rics 
Algorithm IBK REPTree MLP SVM M5P Linear Reg.
CC 0.8 0.5 0.5 0.5 0.5 0.2
MAE 0.1 0.4 0.8 0.5 0.5 0.7
RMSE 0.6 0.5 0.6 0.5 0.3 0.5
RAE 0.2 0.4 0.8 0.5 0.5 0.6
RRSE 0.4 0.5 0.5 0.5 0.4 0.7
Figure 2. Regression algorithm performances
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algorithms were closely related. It is also seen that computational complexity plays a significant role 
and greatly affects the performance of the algorithms. However, computational time is not always a vital 
attribute for all types of application. For this reason, both the options have been considered in this study 
for experimental analysis. Therefore, in the next section a rule-based learning approach using classifier 
approach has been introduced to select the most suitable algorithm for a particular problem.
rule-based learning Approach
A rule-based learning approach using statistical analysis and ranking performance measures is proposed 
in this section to select a unique classifier. The selected algorithm works more efficiently and improves 
the overall performance of the railway monitoring systems. This study is conducted using the same 
regression algorithms with a large data volume. Twenty-five datasets were selected considering track 
condition, loaded and empty wagon condition, data record etc. This model selects a unique regression 
algorithm to predict sensor data of railway wagons without considering computational complexity. Twelve 
descriptive statistical measures were considered which are stated in Table 4. Descriptive statistics are 
used to summarise the relevant characteristics of any large data set and details of descriptive statistics 
are available in statistical books and MATLAB statistics toolbox (The Math Works, n.d.).
Rules have been generated to select the unique classifier with the help of ranking performance and 
statistical descriptive analysis. A data matrix has been constructed using statistical analysis and perfor-
mance ranking of the algorithms. Initially, correlation coefficients have been measured for each of the 
twenty-five data sets with the developed six models discussed in the previous section. Data splitting test 
options were used to evaluate datasets in which 90 percent of the data has been used for training and 10 
percent for testing. Measured correlations coefficient for the developed model with the six algorithms 
is stated in Table 5. The ranking performance for a given algorithm has been estimated as discussed in 
the previous section using equation (1) for each of the data sets. Based on the ranked performance the 
Figure 3. Overall performance of the algorithms with respect to β, assuming α =1
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algorithms have been classified into six classes. The algorithm that achieved rank 1 for the maximum 
number of data sets is classified as class 1, and so on. For this experiment, IBK achieved rank 1, i.e., 
best performed, for a maximum 11 data sets, and so IBK is classified as class 1. RepTree has rank 1 for 
4 datasets and rank 0, i.e., worst performance, for 3 data sets. On the other hand, M5 Prime has rank 1 
for 5 datasets and rank 0 for 5 data sets. Therefore, RepTree and M5 Prime are classified respectively 
as class 2 and class 3. MLP, linear regression and SVM are classified respectively as class 4, class 5 and 
class 6. Classifier ranking performances for the developed models are presented in Figure 4.
Next, descriptive statistical information has been measured for each of the 25 data sets. A data matrix 
has been constructed with the results of statistical analysis and ranking of classifiers. Finally using the 
same dataset for training and testing rules has been generated to select a unique classifier for this ap-
plication with the help of PART (Cunninghham & Holmes, n.d.) algorithm, which is built into WEKA 
learning tools.
PART has two significant parameters: confidence factor and minimum number of objects. The confi-
dence factor is used for pruning the tree. The smaller values of confidence factor resolution more pruning 
and higher values require less pruning. A minimum number of objects represent the minimum number 
of instances per rule. The default values used in WEKA for confidence factor and minimum number of 
objects are 0.25 and 2 respectively. Default parameters have been tuned to select the suitable regression 
algorithm. Accuracy of the classifier has been evaluated based on confusion matrix. The generated rules 
and percentage of accuracy are summarised in Table 6. Experimental results have shown the percentage 
of rule accuracy for RepTree, M5 Prime and MLP has 100%; however, IBK has 91% accuracy.
Proposed model reduces power consumption of the railway monitoring systems as it requires only 
three sensor nodes instead of four in an existing system to collect required data from railway wagons. 
Data received from this newly developed model has been used to develop VHM system for monitoring 
vertical acceleration of railway wagons which is presented in the next section.
Table 4. Descriptive statistics for characterization of each dataset 
Statistical Name Symbolic Name
Geometric mean GM
Harmonic mean HM
Trim mean trimmean
Mean mean
Median median
Inter quartile range iqr
Mad mad
Range range
Standard deviation std
Variance var
Kurtosis k
Skewness s
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MonItorInG VertIcAl AccelerAtIon oF rAIlWAy WAGons
To monitor typical dynamic behaviour of railway wagons due to track irregularities and lateral stability, 
in this section vertical acceleration behaviour of railway wagons is investigated using modern machine 
learning techniques. To investigate vertical acceleration, initially bounce and pitch mode behaviours 
are identified for railway wagons. Later, models are developed with regression algorithms and predict 
vertical acceleration characteristics of railway wagons.
Vertical Acceleration Measurements
A three-dimensional coordinate system is normally used to describe dynamic behaviours of railway 
wagons having six DOF. Linear motion along the X, Y and Z axes are termed as longitudinal, lateral, 
and vertical translations respectively. Rotary motions about the X, Y and Z axes are termed as roll, pitch 
and yaw respectively as illustrated in Figure 5.
Table 5. Correlation coefficient for the six selected algorithms on each dataset 
IBK RepTree MLP SVM M5Prime LR
DT1 0.92045 0.87715 0.87335 0.82435 0.79465 0.79225
DT2 0.8113 0.68905 0.7027 0.7037 0.70621 0.708
DT3 0.62715 0.711 0.73015 0.72015 0.69865 0.61025
DT4 0.56225 0.7477 0.7674 0.76235 0.789 0.6384
DT5 0.8051 0.80085 0.79055 0.71735 0.7428 0.72765
DT6 0.89425 0.74715 0.76925 0.71745 0.82055 0.74015
DT7 0.7508 0.46195 0.7342 0.7531 0.73535 0.7394
DT8 0.7626 0.6864 0.68485 0.6606 0.67875 0.6771
DT9 0.40885 0.56715 0.52575 0.4772 0.522 0.2958
DT10 0.7494 0.68515 0.686 0.66385 0.74515 0.63495
DT11 0.73235 0.71155 0.65125 0.6526 0.67005 0.6503
DT12 0.82945 0.82835 0.761 0.76695 0.7671 0.7671
DT13 0.797 0.797 0.77315 0.75475 0.80615 0.75455
DT14 0.6901 0.7307 0.72545 0.7201 0.72935 0.72045
DT15 0.67545 0.5988 0.5334 0.35015 0.36495 0.3514
DT16 0.4588 0.42515 0.35585 0.4132 0.36985 0.39845
DT17 0.01855 0.019 0.0555 0.07545 0.0774 0.0623
DT18 0.2077 0.2111 0.1464 0.08675 0.07135 0.16615
DT19 -0.0088 0.08795 0.09935 0.0081 -0.06965 0.13345
DT20 0.03605 0.0281 -0.0079 -0.03265 -0.07965 0.04675
DT21 0.124 0.1494 0.02015 0.0455 -0.01675 0.10755
DT22 0.10625 0.10375 0.05105 0.0294 0.0956 0.0251
DT23 0.15615 0.15655 0.1572 0.08425 0.1245 0.1136
DT24 0.17455 0.1154 0.1451 0.14745 0.2003 0.15045
DT25 0.4 0.4466 0.3315 0.3286 0.30415 0.3565
410
Application of Machine Learning Techniques for Railway Health Monitoring
The purely vertical displacements of the wagon, i.e., deflections up and down, are called bounce mode. 
The rotation around the side-to-side axis of the wagon or tilting up and down is called pitch mode. The 
Health Card system developed by Central Queensland University (Bleakley, 2006), (Wolfs, Bleakley, 
Senini & Thomas, 2006a) used solid-state transducers including accelerometers and angular rate sensors 
with a coordinate transform were used to resolve car body motions into six degrees of freedom.
Wolfs et al. (Wolfs, Bleakley, Senini & Thomas, 2006a), (Wolfs, Bleakley, Senini & Thomas, 2006b) 
placed dual-axis accelerometers at each corner of the wagon body and each side frame. The aim of the 
sensing arrangement was to capture roll, pitch, yaw, vertical and lateral accelerations of the wagon body. 
ADXL202/10 dual-axis acceleration sensors measured 16 channel acceleration data in g units. Data was 
Figure 4. Classifier best performance with number of best and worst performed data sets for each 
algorithm
Table 6. Generated rule-set 
IBK Classifier: 
IF mad > 0.0466 AND iqr > 0.1022 AND trimmean ≤ 2.4292, THEN select IBK 
IF geomean > 2.4281, THEN select IBK 
OR, 
IF mad > 0.0466 AND iqr > 0.1022 AND trimmean ≤ 2.4292, OR geomean > 2.4281, THEN select IBK 
Rule Accuracy 91%
Rules for RepTree Classifier: 
IF s > 0.1302 AND mad > 0.0466 AND range ≤ 0.1117, 
THEN select RepTree 
Rule Accuracy 100%
M5 Prime Classifier: 
mad > 0.0466 AND geomean > 2.428 AND s >0.1351, 
THEN we should select M5 Prime 
Rule Accuracy 100% 
MLP Classifier: 
IF mean > 2.4282 AND range ≤ 0.1118, 
THEN select MLP 
Rule Accuracy 100%
411
Application of Machine Learning Techniques for Railway Health Monitoring
collected from a ballast wagon which had conventional three piece bogies spaced lb = 10.97m apart. The 
accelerometers were spaced l = 14.4m apart. The test run was a normal ballast laying operation, start-
ing with a full load of ballast, travelling to the maintenance site, dropping the ballast on the track, and 
returning empty via the same route. A PC based data acquisition system was used to store data (Bleakley, 
2006), (Wolfs, Bleakley, Senini & Thomas, 2006a).
To inquire into dynamic behaviours of railway wagons, vertical or bounce and pitch mode charac-
teristics of railway wagons are investigated, with both front and rear wagon body movements being 
considered for this analysis. For this experiment to calculate bounce and pitch modes of the wagon body, 
3 channels of data have used out of the 16 collected, i.e., ‘front left vertical, FLZ’, ‘rear left vertical, 
RLZ’, and ‘front right vertical, FRZ’. AFLZ, ARLZ and AFRZ are respectively the averages of FLZ, 
RLZ, and FRZ. Sensor locations and naming conventions are given in Figure 6.
To calculate vertical or bounce mode behaviour of railway wagons stated below equation is used:
VERT = [FRZ -AFRZ + RLZ -ARLZ]/2       (4)
Figure 5. Six degrees of freedom of wagon movement
Figure 6. Accelerometer locations and Axis naming convention (Bleakley, 2006)
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In addition to Bleakley’s analysis (Bleakley, 2006), in this study lb (the distance between bogies) and 
l (the distance between transducers) has been considered to calculate pitch mode acceleration. Calculated 
pitch mode acceleration is:
PITCHACC = [(FLZ - AFLZ - RLZ + ARLZ)/l] * lb /2     (5)
Therefore, front body vertical acceleration has been measured finally using:
FVertACC = VERT + PITCHACC       (6)
Rear body vertical acceleration has been measured finally using:
RVertACC = VERT – PITCHACC       (7)
In the next section, the experimental procedure is discussed to setup the model using selected regres-
sion algorithms to predict vertical acceleration with the help of Equations (4 - 7) stated above.
Prediction Model with regression Algorithm
In this section, experimental procedures are discussed to develop the prediction model for monitoring 
of vertical accelerations of railway wagons. Models are developed both for the front and rear end of the 
railway wagon body using ten popular regression algorithms. A set of attributes to measure the estimation 
techniques’ performance rather than a single attribute are considered. After necessary pre-processing and 
formatting, by adopting the regression method algorithms are developed to predict front and rear body 
vertical displacement behaviour of a railway ballast wagon with the help of WEKA learning tools. Five 
sets of data were used to provide a large experimental variety.
M5Rules (Witten & Frank, 2000), M5Prime (Witten & Frank, 2000), (Cunninghham & Holmes, n.d.), 
RepTree (Witten & Frank, 2000) and decision stump (Cunninghham & Holmes, n.d.), random sub space 
(Ho, 1998), IBK (Witten & Frank, 2000), (Aha, 1992), simple linear regression and linear regression 
(Sykes, n.d.), (Linear Regression, n.d.), (Regression Analysis, n.d.), SVM regression (Witten & Frank, 
2000), (Ali & Smith, 2006), and MLP (Ali & Smith, 2006), (Magoulas, Plagianakos & Vrahatis, 2004), 
(Vapnik, 1999) are considered in this section for developing the model to forecast vertical acceleration 
behaviour of railway wagons. Initially models are developed to predict front body vertical acceleration 
for five data sets. After that, models for forecasting rear body vertical acceleration are developed with 
the same data sets and learning algorithms.
A set of attributes to measure the estimation techniques’ performance rather than a single attribute are 
considered, including: CC, RMSE, MAE, RRSE, RAE and computational complexity. The classical data 
splitting option was considered to evaluate the datasets in which 70 percent of data are used for training 
and the remaining 30 percent for testing. This proposed method is very simple; initially it prepares input 
using the above formulation (Equations 4 – 7) and then feeds the input into the regression model. From 
the results the most suitable algorithm is proposed for this application.
Experimental results for the various algorithms showed that prediction accuracy is closely related 
to each other; however no algorithm performs the best for all of the estimated attributes. For the front 
body of railway wagons, CC is the least for the model developed with the decision stump. M5Rules, 
413
Application of Machine Learning Techniques for Railway Health Monitoring
M5 Prime, and linear regression predicted with almost similar accuracy, and the performances of these 
algorithms were better than for the remaining algorithms. However, they differ only in terms of compu-
tational complexity, and linear regression requires the least computational time. The model train period 
and the test set evaluation time also differ based on algorithms and data sets. Computational complexity 
of different algorithms for the front body of wagons is highlighted in Figure 7. Correlation coefficient of 
M5Rules, M5 Prime, and linear regression were one, i.e., actual value and predicted value were identical. 
Correlation coefficient of SVM regression is one, though it has higher RAE, RRSE and computational 
time. Considering performance attributes, it has seen that the model developed with the decision stump 
is the worst model to forecast front body vertical acceleration of railway wagons, though it is a good 
predictor in terms of computational complexity. Figure 8 describes the prediction results for the model 
developed with decision stump. Compare to other algorithms, MLP needs the highest computational time, 
though it predicted with a better correlation coefficient of 0.9975 on an average. Therefore, considering 
the performance metrics and execution time from this analysis, it appears the model developed with 
linear regression is the most suitable to forecast the front body vertical acceleration.
Models were developed with the selected regression algorithms for rear body vertical acceleration 
data. Model results are summarised in Table 7. It is shown that correlation coefficient is the least for 
decision stump. Correlation coefficients of simple linear regression, IBK, and MLP are below 1.0 but 
above 0.8. Results show that for M5Rules, M5 Prime and linear regression, output of all performance 
metrics except computational complexity is the same. However, linear regression requires the least 
computational time. Correlation coefficient of M5Rules, M5 Prime, linear regression and SVM is 1.0, 
i.e., actual value and predicted value is the same. Figure 9 represents the performance metrics of differ-
ent algorithms. Therefore, considering the measured metrics from this analysis it is concluded that the 
model developed with linear regression is the most suitable to forecast rear body vertical acceleration 
data. Figure 10 describes the prediction accuracy of the model developed with linear regression.
Figure 7. Computational complexity of different algorithms for data set 1 for prediction of front body 
vertical acceleration
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Finally, from this experiments stated above, it is observed that accuracy of the measured performance 
metrics varies based on algorithms, data quality and number of records. No algorithm could predict the 
datasets with the highest accuracy for all of the performance metrics. However, all the models performed 
closely and with negligible error. In terms of correlation coefficient, MAE, RMSE, RAE and RRSE, the 
M5Rules, M5P, linear regression, SVM, MLP and IBK performed similarly and with negligible error. 
Decision Stump, RepTree, and RSS predicted with less accuracy. MLP requires the highest and linear 
regression requires the lowest computational time. From this analysis, it has been decided that the model 
Figure 8. Prediction of front body vertical acceleration using decision stump, the worst algorithm
Table 7. Average prediction results for different data sets of rear body vertical acceleration using re-
gression algorithms 
Performance 
Metrics
M5Rules M5P Decision 
Stump
REPTree RSS IBK LR SLR SVM MLP
Correlation 
Coefficient
1.0 1.0 0.49878 0.7079 0.71468 0.9453 1.0 0.8245 1.0 0.99926
MAE 0.0 0.0 0.017 0.00828 0.00882 0.00256 0.0 0.01116 0.00008 0.00016
RMSE 0.0 0.0 0.05686 0.01684 0.01744 0.0095 0.0 0.01788 0.00012 0.00012
RAE 0.0 0.0 77.5617 38.5844 41.84734 12.02534 0.0 50.34626 0.37232 0.6549
RRSE 0.0 0.0 81.89062 49.81472 53.06156 28.07964 0.0 55.90768 0.34306 3.31986
Time (s) 24.48 23.132 1.776 1.714 5.682 15.84 1.366 2.404 2.554 61.764
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developed with linear regression is the most suitable to predict both front and rear wagon body vertical 
acceleration characteristics.
spectral Analysis
Vehicle monitoring systems enable reduction of maintenance and inspection requirements of railway 
systems while maintaining safety and reliability. Monitoring the wagon body for instances of vertical 
acceleration and lateral instability has promising implications. The existing ride monitoring systems 
and associated standards apply peak to peak and RMS measures to detect an exception. The RMS value 
gives a positive valued measure of the magnitude of cyclic variation in the signal and peak to peak (PK-
PK) values gives a positive valued measure of the magnitude of the extremities of the signal (Bleakley, 
2006), (Wolfs, Bleakley, Senini & Thomas, 2006a).
The Federal Railroad Association (FRA) specifies safety standards for vehicle track interaction in 
North America. FRA specifies two levels for ride acceleration limits: level 2 (maintenance limits) and 
Level 1 (safety limits). For body vertical acceleration, 0.40-0.59g PK-PK is the Level 2 range and greater 
than 0.60g PK-PK is the Level 1 limit (Ackroyd, Angelo, Nejikovsky & Stevens, 2002). The Australian 
Railway Standards specify lateral and vertical accelerations for new and modified rolling stock. In this 
standard, measurements were to be taken from the floor level of the rail wagon, as close as possible to 
the bogie centre. According to the Australian ride performance standards, the peak to peak body vertical 
acceleration limit is 0.80g and average peak to peak body vertical acceleration is 0.50g. All acceleration 
signals in the Australian railway standards are to be filtered to below 10Hz (UIC leaflet 518, testing and 
approval..., 2003), (Queensland Rail Safety Standard..., n.d.).
Figure 9. Comparisons of performance metrics with different algorithms
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For this study the Australian Standard RMS limits according to existing ride monitoring systems 
have been used to monitor the signal condition. Instead of sending or storing the collected or predicted 
data, an FFT approximation technique with Hanning window as used in (Bleakley, 2006) generates the 
required signal in coded format. It extracts only necessary events of the acceleration properties of track 
conditions that cross the safety limits for transmission to the driver for further actions. This feature re-
duces data storage and communication cost, hence reduces power consumption by sending less amount 
of information to the driver or base station. The code has been developed in MATLAB platform (The 
Math Works, n.d.) to read predicted data; pre-process the data, perform the spectral analyses, and provide 
graphical representation to the locomotive. In this stage, data sets were used from the predicted results 
for the model building using linear regression, since it was selected as the most suitable algorithm dur-
ing the experiment.
The filtering has been done in the frequency domain by using the FFT with Hanning window as 
used in (Bleakley, 2006). Wolfs et al. (Wolfs, Bleakley, Senini & Thomas, 2006a) investigated train 
wagon movements, and it was seen that the significant physical moments of the wagons that need to be 
monitored generally occur below 10 Hz. Beyond this range, extremely high accelerations can be expe-
rienced but only for very short periods to time with very little wagon movement. Therefore, the signal 
has been band-pass filtered to remove the low frequency content below 0.5 Hz and the high frequency 
content above 10 Hz. Experimental results show that typical vertical displacement has been observed 
some places both for front and rear wagon body. Figure 11 represents the front body vertical accelera-
tion behaviour of railway wagons. Measured RMS values from the filtered signal for front body are 
represented in Figure 12. The RMS values are calculated over two second periods in steps of one sample. 
Typical vertical displacements observed and the RMS outputs are beyond the safety limits. Based on the 
measured RMS signal, a precautionary signal must be generated to send to train drivers. Signals sent 
to the driver through wireless communications systems for informed forward-looking decisions and 
initiation of suitable actions would prevent disastrous accidents from happening.
Figure 10. Prediction results with linear regression model for rear body vertical acceleration
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dIscussIons
Machine learning techniques play a key role in developing monitoring systems for both freight and pas-
senger railway systems to ensure safety and security, both inside the wagon and on the rail track. In this 
study an energy-efficient VHM system has been developed for railway that monitors typical dynamic 
behaviour of railway wagons due to track irregularities and lateral instability.
Initially, a data acquisition method for WSN applications was investigated using popular regression 
algorithms that reduce power consumption as it reduces the requirement of one sensor node in each 
wagon body and one sensor node for wagon side frame. Considering average ranking performance 
measures and computational complexity, linear regression algorithm was the algorithm best suited to 
predict rear right wagon body conditions; however, MLP was the most suitable considering only average 
accuracy of performance metrics. To select a unique classifier for the application a rule-based learning 
approach has been developed. All generated rules show higher accuracy except for the IBK algorithm. 
Rule accuracy could be increased by considering more classification problems. This research will help 
to reduce computational complexity, development and maintenance cost both in hardware and human 
inspection.
Later, a forecasting model has been developed to investigate vertical acceleration behaviour of railway 
wagons attached to a moving locomotive. Both front and rear body vertical acceleration phenomenon 
are predicted using ten popular regression algorithms. From experimental results it is shown that the 
approach is very effective and has predicted front and rear body vertical movement characteristics with 
Figure 11. Front body vertical acceleration characteristics (0.5-10Hz filtered)
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negligible errors. Metrics comprising correlation coefficient, RMSE, MAE, RRSE, RAE and compu-
tational complexity are measured from the developed model. From the performance metrics analyses 
it is proven that linear regression performs more efficiently than any other algorithms for this problem. 
Finally, with the predicted front and rear body vertical acceleration data, waveforms are developed for 
RMS values to monitor railway wagons using FFT.
This useful tool can be used to monitor railway systems, particularly railway track irregularities 
and derailment potential with integrity and reliability which reduces maintenance costs and inspection 
requirements of railway systems. It reduces computational cost, power consumption of the system and 
increases the sensor’s lifetime. This is the first time that modern machine learning techniques have been 
used in this context which still requires verification in different areas. Therefore, it deserves further 
investigation that will focus on these specific areas:
Develop • data acquisition method to improve the classification and regression methods’ 
performances
Develop an algorithm to forecast railway health condition by integrating vertical and lateral ac-• 
celeration condition.
Investigate wireless communication system to communicate individual wagons to locomotive or • 
driver end.
Integrate the model with SQL database to send warning signal to driver.• 
Figure 12. Measured RMS value for front body
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