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We present a novel derivation of resonant inelastic x-ray scattering (RIXS) which yields an ex-
pression for the RIXS cross section in terms of emission pathways between intermediate and final
many-body states. Thereby electron-hole interactions are accounted for, as obtained from full di-
agonalization of the Bethe-Salpeter equation within an all-electron first-principles framework. We
demonstrate our approach with the emission spectra of the fluorine K edge in LiF, and provide an
in-depth analysis of the pathways that determine the spectral shape. Excitoninc effects are shown
to play a crucial role in both the valence and core regime.
Resonant inelastic x-ray scattering (RIXS) spec-
troscopy is an important tool to unravel the nature of el-
ementary excitations. RIXS has been measured to study
excitations in a wide range of crystalline materials [1–4]
and molecules [5–7]. Theoretically, the microscopic RIXS
process is commonly described in a two-step model [1, 2]:
In the first step, an incoming x-ray photon with energy ω
is absorbed, leading to the excitation of a tightly bound
core electron to the conduction band. Subsequently, a
valence electron fills the core hole by emitting an x-ray
photon with smaller energy ω′. The system thus reaches
a many-body state with a hole in a valence state and an
excited electron in a conduction state. This final state
is similar to a final state of optical absorption. The two
processes within RIXS occur coherently, i.e. the entire
process cannot simply be considered as an absorption fol-
lowed by an emission [8, 9]. Rather, the final state of the
absorption process determines the possible emission pro-
cesses. Through this coherence, RIXS spectroscopy offers
an element- and orbital-selective probe of elemental elec-
tronic excitations, because the absorption edge can be
selected such to allow for emission from specific valence
states only.
The rich information contained in RIXS spectra has
stimulated ab initio descriptions of the microscopic pro-
cesses. First-principles approaches for RIXS in solids
have been derived with various levels of sophistication,
starting with the independent-particle approximation
(IPA) within density functional theory (DFT) [8, 10–13].
Treatment of the electron-hole interaction in the core-
hole approximation led to an improvement [14] but still
does not capture the full picture. Electron-hole correla-
tion plays a crucial role in RIXS even in weakly correlated
materials, as both the intermediate and the final excited
state of the process contain an electron-hole pair. This
situation demands a more accurate approach as provided
within many-body perturbation theory by the solution of
the Bethe-Salpeter equation (BSE)[15–19]. This method
is the state-of-the-art for the calculation of optical and
x-ray absorption spectroscopy of condensed matter [20–
FIG. 1. Scheme of the RIXS process: A core excitation yields
the intermediate many-body |λc〉, where blue circles represent
the distribution of the core hole (open circles) and the excited
electron (full circles). Cyan arrows indicate dipole transitions.
The de-excitation from |λc〉 yields the final many-body state
|λo〉. The final state is represented by green circles, where the
valence hole distribution is shown in open green circles, the
distribution of the excited electron in full ones.
26]. Furthermore, the process requires not only an ac-
curate treatment of both the intermediate state, which
comprises the core hole and an excited electron, as well
as the final state, containing the valence hole and an ex-
cited electron, but also for the the x-ray emission that
connects the two many-body states in the RIXS process.
In this Letter, we propose a novel compact analytical
expression for the RIXS cross section that combines the
oscillator strength of the x-ray absorption with the ex-
citation pathways from all possible intermediate to all
possible final many-body states. These pathways deter-
mine how the intermediate many-body states relax to
the final one, and yield an intuitive interpretation of the
RIXS process, while still including excitonic effects. To
derive explicit expressions for the corresponding oscilla-
tor strength and the coherent emission pathway, we make
use of the eigenstates Acv,λ of the BSE Hamiltonian, i.e.
HBSEAλ = EλAλ.
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2The RIXS process is described by the second-order
term in a perturbative expansion of the electron-photon
interaction. The double differential cross section (DDCS)
dσ
dΩdω′ of scattering an x-ray photon with energy ω and
polarization e1, such that an x-ray photon with energy ω
′
and polarization e2 is emitted, is given by the Heisenberg-
Kramers formula [27] as
d2σ
dΩdω′
∝
∑
F
∣∣∣∣∑
I
〈F |Dˆ†(e2)|I〉〈I|Dˆ(e1)|0〉
ω − EI + iηI
∣∣∣∣2×
×δ(EF − E0 + ω′ − ω),
(1)
where the initial absorption leads to the excitation from
the many-body groundstate |0〉 with energy E0 to an in-
termediate state |I〉 with energy EI . The emission of
an x-ray photon leads to the de-excitation into the fi-
nal state |F 〉 with energy EF . Here, Dˆ(e) describes the
dipole transition operator for a given polarization e.
Employing the eigenstates Acµ,λc with excitation en-
ergy Eλc of the core-level BSE, we define the oscillator
strength of core absorption t
(1)
λc
as
t
(1)
λc
=
∑
cµk
[Acµk,λc ]
∗
dcµk, (2)
where c are the conduction states of the system, µ the
core states, and dcµk(e) = e · 〈ck|p|µk〉 the momentum
matrix elements. With t
(2)
λo,λc
we define the excitation
pathway from the core-level excitation λc to the valence
excitation λo as
t
(2)
λo,λc
=
∑
cvk
∑
µ
[Acvk,λo ]
∗
d′µvkAcµk,λc . (3)
This definition allows us to finally write the RIXS cross
section as
d2σ
dΩdω′
∝Im
∑
λo
∣∣∣∣∑λc t(2)λo,λc t(1)λcEλc−ω+iη ∣∣∣∣2
Eλo − (ω − ω′)− iη = (4)
= Im
∑
λo
∣∣∣t(3)λo (ω)∣∣∣2
Eλo − (ω − ω′)− iη , (5)
where we have introduced the RIXS oscillator strength
t
(3)
λo
(ω).
This compact expression of the DDCS has two advan-
tages: First, it neatly separates terms that depend on
either the excitation energy ω or the energy loss ω − ω′
from those that are independent of energy. This al-
lows for an efficient numerical evaluation since the most-
involved term, t
(2)
λo,λc
, is frequency independent. More
importantly, the expression yields an intuitive interpre-
tation of the RIXS spectra in terms of excitonic pathways
as shown in Fig. 1. In essence, the rate of the initial x-ray
absorption event is given by t
(1)
λc
, together with the energy
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FIG. 2. Calculated (red) and experimental (black)[28] RIXS
spectrum of the fluorine K edge in LiF. Both spectra are nor-
malized for each absorption energy. A Lorentzian broadening
of 0.15 eV is employed in the calculated spectra.
conservation enforced by the denominator Eλo − ω + iη
in Eq. 4. The absorption leads to an intermediate state
|λc〉 [31] containing a core hole, schematically shown in
Fig. 1. The final RIXS spectrum is given by the rate
of the first event combined with the pathway t
(2)
λo,λc
that
connects the excited state |λc〉 with the final state |λc〉
shown in Fig. 1. The pathways t
(2)
λo,λc
depend strongly
on the intermediate state |λo〉 due to the coherence of
the absorption and emission processes, and the mixing
between t
(1)
λc
and t
(2)
λo,λc
can result in destructive or con-
structive interference, attesting the many-body character
of such processes. Another way to look at the DDCS is
provided by Eq. 5 which tells that the overall RIXS sig-
nal is given by the combination of the energy loss and
the oscillator strength t
(3)
λo
(ω) of the whole process. The
oscillator strength t
(3)
λo
(ω) thus solely depends on the ex-
citation energy, while the dependence on the energy loss
is given by the denominator Eλo − (ω − ω′) + iη.
Following the equations above, the determintation of
the RIXS DDCS requires the output of two BSE calcu-
lations: The first BSE calculation is performed to ob-
tain the core excitations at a specific edge, which yields
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FIG. 3. F K edge RIXS cross section calculated from the BSE (center top) and within the IPA (center bottom), together with
the optical (top left) and the F K edge (right) absorption spectrum. The calculated spectra (red BSE, gray IPA) are compared
to experimental results (black) for the optical [29] and core [30] excitations. The excitation pathways |t(2)|2 between the first
500 core and 1000 optical excitations are shown on the top right.
Eλc , Acµk,λc as well as the momentum matrix elements
dcµk and d
′
µvk. A second BSE calculation determines
the valence excitations yielding Eλo , Acvk,λo . Subse-
quently, the absorption oscillator strength t
(1)
λc
and the
pathway t
(2)
λo,λc
are calculated. Finally, all intermediate
quantities are combined to construct the RIXS oscillator
strength t
(3)
λ (ω) and the DDCS of Eq. 4. For a con-
sistent treatment of the BSE eigenstates in the optical
and x-ray region, we perform the calculations using the
all-electron many-body implementation in the exciting
code [32, 33]. The all-electron implementation also di-
rectly yields the momentum matrix elements dcµk and
d′µvk between core states and conduction and valence
states, respectively.
To illustrate our approach, we present in the follow-
ing results for the F K edge of LiF. Due to its large
bandgap, strong effects of electron-hole interaction are
observed, as indicated by the presence of bound excitons
in both the valence and the core regimes. The calculated
RIXS spectra as a function of the emission energy are
shown in Fig. 2 for selected excitation energies. For an
excitation energy of 690.8 eV, below the absorption on-
set of approximately 691.8 eV, the calculated spectrum
has a peak at 676.8 eV, which slowly decays at lower
emission energies, i.e. the maximum of the scattering
occurs at a loss of 14 eV, with considerable contributions
at higher energy loss. With increasing excitation energy,
4the peak becomes narrower and moves to slightly higher
emission energy. The broad feature at lower emission
energy is strongly suppressed for excitations of approxi-
mately 691.8 eV, while a shoulder in the emission appears
for even higher excitations. The calculated spectra at a
given excitation energy, as well as the change as a func-
tion of the excitation energy are in good agreement with
their experimental counterparts [28].
Our approach allows for a deeper analysis of the RIXS
spectra, the results of which are shown in Fig. 3. For ex-
citation energies below the absorption onset of the core
edge, i.e., at approximately 691.8 eV, the cross section
is small, since the F 1s states are not excited resonantly.
This case is discussed in the Supplementary Information.
When the excitation energy is in resonance with the ab-
sorption onset, the spectrum changes abruptly. The os-
cillator strength increases tremendously and is shifted to
a distinct loss peak at 14.6 eV. For higher absorption en-
ergies, this peak shows a linear dispersion. It corresponds
to the strong emission observed for absorption energies of
691.8, 692.8 ,and 701 eV in Fig. 2. Furthermore, this fea-
ture loses oscillator strength and widens with increasing
excitation energy, thus introducing a shoulder at higher
loss with increasing relative intensity.
As the shape of the RIXS spectrum is determined by
the excitation pathways, we now have a closer look at the
t(2)-matrix. The top right of Fig. 3 shows this matrix for
the first 500 core and 1000 valence excitations, which de-
termine the RIXS cross sections for excitation energies
between 680.1 and 696.7 eV and energy losses between
12.8 and 18.3 eV. It shows a pronounced band-matrix
form, i.e. the largest contributions are observed along
the diagonal. From Eq. 3, two factors can be inferred that
lead to large pathway matrix elements. First, the transi-
tion from the valence hole distribution of the final state
to the core hole has to be dipole-allowed, and second, the
distributions of the excited electron of the intermediate
and final state have to be similar. For core excitations
with increasing energy, the excited electron is distributed
farther from the band gap, and the same holds true for
optical excitations with increasing energy. This similar-
ity leads to the band-matrix form of t(2). Moreover, we
find that for core excitations at higher energies, path-
ways to more and more valence excitations are possible,
and therefore the shoulder at higher loss is getting more
pronounced.
Although the elements of t(2) yield insight into the ori-
gin of the features in the RIXS spectrum, they do not
solely define it. While the pathway between the low-
est excitations in the optical and core spectrum is very
strong, surprisingly, the excitonic peak that dominates
the optical absorption spectrum at 12.7 eV is not ob-
served in the RIXS spectrum. This strongly bound exci-
ton is formed by a complicate interplay of the bottom of
the conduction band, dominated by the Li s states, and
the top of the valence band, formed by the F p states.[34]
In the corresponding RIXS spectrum, the core excitation
into the Li s states at the bottom of the conduction band
is not possible, as s→ s transitions are dipole-forbidden.
While the t(2) matrix element between the dark exciton
in the F K edge and the bound exciton in the optical
spectrum is considerable, the t(1) entries are zero, as the
initial excitation of the dark exciton is prohibited.
Finally, we demonstrate the importance of electron-
hole interaction by comparing in Fig. 2 the RIXS spectra
obtained by the BSE with those from the independent-
particle approximation (IPA). For low excitation ener-
gies, a broad emission spectrum is predicted within the
IPA, missing the pronounced peak found in both the ex-
perimental spectra and our BSE calculations. At an exci-
tation energy of 701 eV, the agreement between the IPA
and BSE spectra improves, because the effect of electron-
hole interaction decreases with increasing excitation en-
ergy. Comparing in Fig. 3 the RIXS cross sections ob-
tained from the two calculations, one notices that the
strong peak at the excitation energy of 691.8 eV and
the loss of 14.8 eV is completely missing within the IPA.
This comparison demonstrates that the renormalization
of the RIXS spectra at low excitation energies and low
energy loss due to electron-hole interaction is consider-
able, which contributes the dominant feature in the RIXS
cross section. We note that in the literature, this peak
has been ascribed to an excitonic peak [28]. Our first-
principles approach shows that RIXS spectrum at the
core onset is more complex and requires in-depth analy-
sis to be unraveled.
In conclusion, we have presented in this Letter a
novel many-body expression for the RIXS cross sec-
tion in condensed-matter systems. Our all-electron full-
potential approach to RIXS treats the electron-hole inter-
action in both core and valence excitations consistently,
and we show that this careful treatment of this interac-
tion is paramount to accurately predict the RIXS cross
section. Our results for the wide-gap insulator LiF are
in good agreement with experiment. Importantly, our
approach represents a new powerful analysis tool that al-
lows us to track spectral features back to the coherent
pathways between core and valence excitations, a cru-
cial step to explain and interpret the richness of RIXS
spectra.
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