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Abstract
Kendall transformation is a conversion of an ordered feature into a vector of
pairwise order relations between individual values. This way, it preserves rank-
ing of observations and represents it in a categorical form.
Such transformation allows for generalisation of methods requiring strictly
categorical input, especially in the limit of small number of observations, when
discretisation becomes problematic. In particular, many approaches of infor-
mation theory can be directly applied to Kendall-transformed continuous data
without relying on differential entropy or any additional parameters. Moreover,
by filtering information to this contained in ranking, Kendall transformation
leads to a better robustness at a reasonable cost of dropping sophisticated in-
teractions which are anyhow unlikely to be correctly estimated.
In bivariate analysis, Kendall transformation can be related to popular non-
parametric methods, showing the soundness of the approach. The paper also
demonstrates its efficiency in multivariate problems, as well as provides an ex-
ample analysis of a real-world data.
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1. Introduction
Information theory [14] is a powerful framework utilised in many branches
of statistics and machine learning. It is used, among others, for association
testing [15], feature selection [2], network reconstruction [11] and clustering [12].
The known deficiency of the theory is that it is well defined for discrete
probability distributions, yet there is no unequivocally proper generalisation
over continuous distributions which would retain important properties without
causing substantial theoretical or practical issues.
A common approach here is to simply discretise data before information-
theoretic analysis, and treat it as discrete afterwards; this process is lossy and
can be done in numerous ways, however, bringing additional burden of heuristics
and hyper-parameters which can critically influence the conclusion, especially in
the small data limit. On the other hand, the natural theoretical generalisation is
differential entropy; unfortunately, while very useful on it own, it violates many
useful properties of discrete Shannon entropy and related quantities, seriously
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impacting applicability of more sophisticated methods developed for discrete
case. Moreover, on a practical side, this approach requires estimation of contin-
uous distributions underlying analysed data, which may easily become a highly
non-trivial task relying on cumbersome heuristics, indifferent from the discreti-
sation way. Henceforth, it is desirable to look for more robust and generic
approaches.
In this paper, I will follow the idea behind Kendall correlation [8], namely
to represent a continuous variable as a graph of greater-than relations between
each pair of its values, and to measure association of variables in terms of their
similarity in such representation. Still, the said graph can be thought of not just
as an intermediate artefact, but an useful concept on its own. In particular, the
list of its edges, when ordered in some arbitrary yet common way, can be written
using at most three states, hence can be treated as a categorical encoding of the
ranking of an original variable.
I will argue that such a variable is a faithful representation of its original
in many information-based inquiries into the data. Therefore such conversion,
later called Kendall transformation, is a reliable, parameter-less alternative to
both discretisation and elaborate continuous entropy estimators.
2. Kendall transformation
Let us assume some way of ordering all m = n(n − 1) possible 2-element
combinations from a set 1..n, and (aj , bj 6= aj) denotes j-th such combination,
called pair. For a vector xi ∈ Xn, where X is a set with total order, we define
Kendall transformation as
K(xi)j :=

4 if xaj < xbj
5 if xaj > xbj
 if xaj = xbj
∈ {4,5,}m. (1)
By extension, we say that Kendall transformation of an information system is an
information system which every attribute has been Kendall-transformed. As an
useful intuition, we may consider objects as vertices in a graph; transformation
of a given feature corresponds to a layer of directed edges representing the fact
the its value for a source object is smaller than for the target one. Although
we cannot restore original values from such edges, topological sort allows for
reconstruction of their ranks.
2.1. Bivariate analysis
Let us further assume for a moment that there are not ties between values,
hence that the equal state does not occur. With two attributes xi and yi, we
say that pair j is concordant if K(~x)j = K(~y)j and discordant otherwise. The
Kendall correlation coefficient τ is then the difference between the number of
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concordant and discordant pairs, normalised by m.1 Furthermore, the entropy
of a Kendall-transformed vector is log(2), and the mutual information (MI)
between two transformed variables IK is a function of a Kendall correlation τ
between them, namely
IK(τ) = τ log
√
1 + τ
1− τ + log
√
1− τ2. (2)
It is an even function, strictly increasing for τ > 0. Moreover, it can be also
considered as an extension of a simple, commonly used formula connecting MI
and correlation coefficient ρ,
IG(ρ) = − log
√
1− ρ2. (3)
It is derived by subtracting differential entropy of a bivariate normal distribu-
tion from a sum of differential entropies of its marginals, with a constant factor
log
√
2pie omitted, and, although valid only for the Pearson correlation, it is of-
ten used with other coefficients, usually Spearman’s [4]. Both functions behave
similarly in |ρ| → 0 limit; when |ρ| → 1 IK achieves maximum, while IG di-
verges, causing problems in certain use cases, especially when highly correlated
features are of interest.
As with Pearson or Spearman [16] correlation, on Kendall-transformed in-
formation systems we can only detect monotonic relationships; if, say, x ∼
U(−1, 1), the relation between x and x2 will be lost. I will argue that it is well
justified constraint in small-n problems, however. Under the null hypothesis of
interaction testing, independence between variables, the probability of an each
joint state is a product of its marginal probabilities. It is very unlikely to get
a small sample of such symmetry, though, hence the agreement with null may
easily become more likely than with the alternative hypothesis. Obviously, we
may apply corrections for this phenomenon, but for a cost of severely hindered
sensitivity. On the other hand, even among short sequences, the probability of
randomly getting a sorted one is minimal, hence the null of non-monotonicity
is much more robust.
Let us empirically investigate the properties of IK on a synthetic data drawn
from bivariate normal distribution; we set the marginal distributions to N (0, 1),
and covariance to r. For a comparison, we will use five other methods of estimat-
ing MI: discretisation into three or five bins of equal width, Pearson correlation
coefficient with Equation 3, finally two versions of k-NN estimator, variant 2
of the Kraskov estimator [9] with k = 5 (KSG) and its extension corrected for
local non-uniformity [5] with k = 10 and α = 0.65 (LNC). When not noted
otherwise, maximal likelihood estimator of entropy is used. The results of this
experiment, repeated for four values of r, various sample sizes n and over 100
random replicates, are collected on Figure 1.
1One should note that τ is quantised into m/2 + 1 states; in particular, τ = 0 is only
possible for n or n− 1 divisible by 4.
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Figure 1: Mutual information between two variables drawn from a bivariate normal distri-
bution with correlation c, calculated with different methods. The lines show 5th, 25th, 50th,
75th and 95th percentile over 100 replications.
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We can see that discretisation approach leads to a very poor convergence,
which makes such estimators unsuitable for low n cases; this is especially pro-
nounced for r = 0, which in practice would lead to many false positives in
association sweeps. In contrast, IK provides nearly unbiased results even for
smallest values of n, as well as a relatively small variance.
The remaining methods estimate differential MI, so − log√1− r2. The one
based on Pearson correlation, which behaviour closely resembles this of IK, yet
with a smaller variance. Still, this is due to the fact that we have fully satisfied
strong assumptions this estimator relies on; it won’t be nearly as effective in
a general case. The KSG estimator has a very low variance, and provides a
bell-shaped distribution for estimates of r = 0, which is handy for independence
testing. Still, in a highly correlated cases it exhibits its known deficiency of a
very slow convergence. The LNC estimator, on the other hand, converges fast
for any r; it is visibly biased in the independence case, however, which is likely
to hurt specificity.
Clearly, Kendall transformation is the most versatile and robust solution; it
works reliably over entire scope of investigated cases, takes no parameters and
is never substantially inferior to the best method.
2.2. Ties
As mentioned earlier, the entropy of a Kendall-transformed variable is log(2)
if there are no ties, regardless of the distribution of the original. This becomes
intuitive given that this transformation, similarly to ranking, wipes scale infor-
mation and retains only order; hence, it effectively converts any input distribu-
tion into an uniform one. Tied values cannot be separated by a such process,
hence the resulting effective distribution in a general case is a mixture of an
uniform distribution and Dirac deltas located over tied values, which is a richer,
more complex structure. In a similar fashion, the introduction of ties generate 
states in the transformed variable which first increases its entropy, up to log(3),
when the complexity contributions of an uniform and discrete components be-
come balanced.
Additional ties effectively convert the distribution into a discrete one, de-
creasing the entropy of the transformation. Finally, due to coalescence of values,
only one state remains both in the original variable and its Kendall transforma-
tion, and entropies of both become 0.
Naturally, the correspondence between actual entropy of a discrete variable
and the entropy of a Kendall transformation of its numerical encoding holds only
in a constant and binary case; otherwise the order in which states are encoded
becomes important. Henceforth, Kendall transformation is directly applicable
to numeric, ordinal and binary features, and can provides a viable representation
of ties when they are not numerous enough to dominate the ordinal nature of
a feature. The proper handling of arbitrary categorical data in such framework
is a subject for further research, though, by a simple extension, we may analyse
such features by breaking them into a set of category-vs-other indicator features.
One should note, though, that the above reasoning applies to actual ties, i.e.,
pairs of values that are indistinguishable, like two days without rain; as opposed
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Figure 2: Values of certain information scores for a Kendall-transformed system of three
features a, b and y engaged in a simple interaction, y = aλ+b(1−λ) (left) or y = max{aλ, b(1−
λ)} (right), for a range of realisations with a different λ parameter.
to two days with such a similar amount of precipitation that the resolution of
the sensor is insufficient to differentiate them. In the latter case it is better to
break such artificial ties using random jitter or to treat comparisons between
them within the Kendall-transformed variable as missing observations.
Interestingly, when x is ordered and contains no ties and y is binary, IK also
corresponds to a popular measure of association. Namely, it is a function of A
defined as the area under the receiver operating characteristic (ROC) curve,
IK(A; a; b) =
2ab
n(n− 1)
(
A log
A
1−A + log(2− 2A)
)
, (4)
normalised by sizes of both classes, a and b = n − a. This way, Kendall trans-
formation is also connected with the Mann-Whitney-Wilcoxon test [10], as its
statistic U = ab(1−A).
2.3. Multivariate analysis
The important gain of Kendall transformation is that transformed features
can be used in more complex considerations that just bivariate ones. In partic-
ular, we can calculate joint, conditional or multivariate mutual information and
use it to investigate relationships between features.
For example of such an analysis, let us consider an information system
composed of three independent, random features a, b, c ∼ U(0, 1) and a de-
cision which is either a linear y = aλ + b(1 − λ) or an example non-linear
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y = max(aλ, b(1 − λ)) function of a and b. It is worth noticing that although
linear relation seems pretty basic, Kendall transformation makes it invariant to
monotonic transformations of a, b and y, hence this case covers more complex
functions, for instance y = sinhµ(a) · (b− b0)ν . Let us also denote the Kendall-
transformed features with upper-case letters, i.e., A = K(a) and so on. Figure 2
contains the maximum likelihood estimates of certain information scores in such
system, for n = 200 and a selection of realisations for a range of λ values.
We can see that for most realisations the joint mutual information I(A,B;Y )
is larger than either marginal mutual information, signifying that considering
both features allows for a better prediction of Y . Their interaction can be
directly measured with conditional mutual information I(A;B|Y ); we can also
compare it to a baseline of I(A;C|Y ), which is asymptotically zero as C is
irrelevant. This score substantially dominates baseline for almost full range of
λ in the linear case, and at least half of it in the much harder non-linear case,
confirming the previous conclusion of the presence of interaction. Moreover, it
reaches maximum for λ = 1/2, i.e., balanced impacts of a and b, and decreases
as either of them dominates, which is a reasonable outcome.
In a yet another view, we can analyse the three-feature mutual information
I(A;B;Y ). Because of the independence of A and B, it is approximately equal
to −I(A;B|Y ), hence has a negative minimum for λ = 0, which also signifies
synergy between the three features. Similarly, the marginal MIs I(A;Y ) and
I(B;Y ) behave as a reasonable measures of relative impact, akin weights in
linear regression, yet generalisable over many non-linear relationships.
The other important aspect of using Kendall transformation for multivariate
analysis is how well we can estimate the joint distribution, which generally
depends on how many states are there, and how many observations of each can
we count. The number of states increases exponentially with the dimension
of the analysis, yet the base of said exponent is usually 2 when using Kendall
transformation and 5 − 10 in case of discretisation. Also, due to the nature of
the Kendall transformation, the effective number of observations is squared and
marginal distributions are well balanced, reducing the noise in counts and the
risk of spuriously unobserved states.
Kendall-transformed information systems can also be used as an input for
sophisticated machine learning methods. Some approaches can operate in a
straightforward way, like many feature selection methods which may be used
for explanatory analysis, others may require appropriate adaptations. The par-
ticular caveat is that the transformation generates artificial correlation structure
between pairs, hence methods which relay on them being independent may be-
come biased.
2.4. Inverse transformation
A Kendall-transformed feature can be transformed back using a following
method. First, for each object i we extract values of pairs (i, ·), and score
each 4 with 1 and each 5 with −1. Then, we order objects according to the
decreasing score, which recovers the ranking. Such algorithm is equivalent to
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the Copeland’s election method [3], and it is trivial to see that it will always
correctly reverse a valid result of a Kendall transformation.
No every sequence of4,5 and  is a valid one, however; and we can stumble
upon such invalid features easily, for instance when applying machine learning
methods on Kendall-transformed data. Furthermore, sometimes we can also
expect to posses fuzzy predictions, i.e., probabilities or weights of each state.
While there is no universal solution covering such cases, Copeland method can
be easily adapted and used as one of possible heuristic solutions. We can also
reach out deeper into the social choice theory for a more sophisticated approach,
like the Schulze’s [13] or Tideman’s [17] method.
To facilitate machine learning regression or classification, we need a way
to estimate accuracy of models built on Kendall-transformed data; here, I will
propose a simple extension of the leave-one-out (LOO) cross-validation method.
In the transformed data, one original object maps to subset of 2n − 2 pairs,
which I will refer to as an image; it is easy to see that altering or removing any
input object only affects its image.
When applied directly, LOO method considers each individual object and
predicts its decision with a model built on all the remaining objects, this way
collecting estimated predictions for all objects. By analogy, its proposed exten-
sion predicts each image with a model built on the rest of pairs, or, equivalently,
on a Kendall-transformed set without the given object. Still, each pair (a, b)
belongs to two images, of the a-th and b-th object, and hence gathers two pre-
dictions; for a sake of simplicity, we retain a random one. These predictions can
be now fed to an inverse Kendall transformation to get a prediction of ranking.
3. Example
For an example analysis using the Kendall transformation, let us consider
the morphine withdrawal data set from [6]. It collects concentrations of 15 neu-
rotransmitters in 6 brain structures, measured in four groups of rats: subject to
either a morphine or saline treatment, as well as measured directly after treat-
ment or after 14 day withdrawal period and re-exposure to the administration
context. Additionally, ultrasonic vocalisation (USV) intensity of rats was also
quantified as a number of episodes during a 20 minute recording session. In
contrast to the original, in the data used here one record has been rejected due
to missing data.
Overall, the set is composed of 37 objects and 90 continuous features, dis-
tributions of which are predominantly not normal, as well as three separate de-
cision features, continuous USV episode count, and two categorical: morphine
treatment and withdrawal period. Such structure is typical to many biomedical
studies.
3.1. Feature ranking
In the original paper, a standard, bivariate non-parametric statistical anal-
ysis was used to identify compounds significantly connected with each of deci-
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USV Morphine Withdrawal
Kendall transformation 1.00 1.00 1.00
Three equal-width bins 0.71 0.50 0.56
Five equal-width bins 0.83 0.50 0.62
Three equal-frequency bins 0.44 1.00 0.86
Five equal-frequency bins 0.40 0.17 0.64
Random Forest importance 0.80 1.00 0.86
Table 1: Agreement of mutual information feature rankings obtained using different data
transformations with significant results of a standard non-parametric statistical analysis ap-
plied to the morphine withdrawal data set, given as a maximal value of the Jaccard index.
Random Forest importance ranking added for comparison.
sion features. Namely, categorical decisions were analysed with Mann-Whitney-
Wilcoxon U test [10], while continuous one with a Sperman ρ test [18]. Such
analysis, combined with a multiple comparisons correction, yields 5 significant
features for the episode count problem, 1 for morphine and 13 for withdrawal.
Let us compare such outcome with the mutual information rankings of features
obtained on either Kendall-transformed or binned data, as well as with the Ran-
dom Forest importance [1] applied directly. Table 1 collects the results of the
said experiment; agreement is quantified by the maximal value of Jaccard index
[7] over all possible cut-offs in the respective ranking.
We see a perfect agreement in case of Kendall transformation, which is unsur-
prising given the aforementioned equivalence relations, as well as the fact that
Spearman and Kendall correlation coefficients are usually highly correlated.
The rankings on discretised data are substantially influenced by the binning
method; even though all predictors are the same, different method is optimal
for each decision. Perfect agreement with baseline is only achieved once, and
the agreement is pretty poor on average. The much more elaborated approach,
RF importance, achieves a relatively high average agreement of 0.89, given that
it also considers multivariate relations. Overall, the results support the notion
that simple discretisation is susceptible of exaggerating spurious interactions
inherent to small sample data. Kendall transformation not only helps to avoid
this phenomenon, but also requires no hyper-parameters, which have a critical
impact on binning.
3.2. Prediction
Let us now compare the accuracy of selected classifiers applied to the mor-
phine data directly and after Kendall transformation. The accuracy is estimated
using the LOO cross-validation, as proposed in Section 2.4. We apply inverse
transformation either to strict classification into states (KT class), or to scores
of the 4 state (KT score). In case of the regression USV problem, the resulting
ranking is assessed by its Spearman correlation with the decision, while in case
of classification problems it is treated as a score of one class and measured as
an area under the ROC curve (AUROC). The three investigated methods are
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USV [Spearman cc.] Morphine [AUROC] Withdrawal [AUROC]
Direct KT class KT score Direct KT class KT score Direct KT class KT score
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Figure 3: Comparison of leave-one-out cross-validation estimates of the accuracy of various
classifiers executed directly and on Kendall-transformed data, for one regression and two
classification problems in the morphine withdrawal data set.
Naive Bayes (NB), Random Forest (RF) and Support Vector Machine (SVM);
for simplicity, the NB is not applied directly due to non-trivial distributions of
continuous features.
The result of this analysis, repeated over 30 random replications, is reported
on Figure 3. We see that the transformation reliably improves accuracy of
both RF and SVM in all three problems. Moreover, sophisticated methods
substantially outperform Naive Bayes, which suggest that they take advantage
of multivariate interactions. Also the stability of the classification has improved.
Again, this is likely due to the fact that Kendall transformation lowered the
chance for the classifier to pick up spurious correlations as real ones, henceforth
counterbalanced the impact of the small sample size.
4. Conclusions
Kendall transformation is a novel way to represent continuous data in a cat-
egorical form, as well as to apply discrete methods and approaches on such data.
While standard discretisation procedures sacrifice precision, Kendall transfor-
mation precisely preserves raking, sacrificing original distribution instead. This
approach is common to non-parametric statistical methods, though, and it is
proved effective in many use-cases, in particular in small sample size conditions.
In fact, I show that Kendall transformation is tightly connected with certain
popular methods of this class on a theoretical level.
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Moreover, Kendall transformation is reversible into ranking, has no param-
eters and imposes no additional restrictions on the input. It offers consistent
behaviour regardless of the characteristics of the input. The method is also very
versatile, as its output can be used both to calculate some simple coefficient and
to train an elaborate machine learning model. The transformed data also has
many desired properties, which may contribute to an improved robustness of
the downstream analysis.
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