Excitation Waves on a Minimal Small-World Model by Isele, Thomas et al.
EPJ manuscript No.
(will be inserted by the editor)
Excitation Waves on a Minimal Small-World Model
Thomas Isele1, Benedikt Hartung1, Philipp Ho¨vel1,2,a, and Eckehard Scho¨ll1
1 Institut fu¨r Theoretische Physik, Technische Universita¨t Berlin, Hardenbergstraße 36, 10623 Berlin, Germany
2 Bernstein Center for Computational Neuroscience, Humboldt-Universita¨t zu Berlin, Philippstraße 13, 10115 Berlin, Germany
Received: date / Revised version: date
Abstract. We examine traveling-wave solutions on a regular ring network with one additional long-range
link that spans a distance d. The nodes obey the FitzHugh-Nagumo kinetics in the excitable regime. The
additional shortcut induces a plethora of spatio-temporal behavior that is not present without it. We
describe the underlying mechanisms for different types of patterns: propagation failure, period decreasing,
bistability, shortcut blocking and period multiplication. For this purpose, we investigate the dependence
on d, the network size, the coupling range in the original ring and the global coupling strength and present
a phase diagram summarizing the different scenarios. Furthermore, we discuss the scaling behavior of the
critical distance by analytical means and address the connection to spatially continuous excitable media.
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1 Introduction
In recent years, dynamical systems coupled in complex
network architectures have become an important paradigm
for studying phenomena in many areas of applications [1,
2,3,4,5,6,7]. Patterns originally related to reaction-diffusion
systems have been studied on complex networks as well.
Examples are Turing patterns in general network topolo-
gies [8] as well as traveling-fronts and pulses on regular
trees [9,10].
Regular lattices are simple networks that exhibit a pe-
riodic structure. Excitable systems on regular lattices cou-
pled by the corresponding Laplacian can be understood as
discrete approximations of excitable media. The study of
waves on discrete systems is of interest in itself, as prop-
agation properties on these can differ from those on con-
tinuous media [11,12,13,14].
The influence of non-local coupling on wave propa-
gation in excitable media has received much attention
recently [15,16,17,18,19]. A possible non-local modifica-
tion of regular lattices is a so-called small-world topol-
ogy [20,21], where long-range links change the architec-
ture of the network by introducing shortcuts through the
network. Wave propagation on these has also been inves-
tigated [22,23,24]. Under certain circumstances, it is pos-
sible to summarize the effect these small-world topologies
have in a mean-field approximation of a modified contin-
uous reaction-diffusion system [22].
a Corresponding author: Philipp Ho¨vel (e-mail:
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In this work we are interested in modifications of the
topology and their effects that are genuine to the network
structure and cannot be transferred to a continuous sys-
tem. This is in contrast to studies of dynamics on small-
world topologies where there is inherent randomness in
the construction of the topology and thus, most results
are given for an ensemble of small-world networks, e.g.
with the same long-range link density [22,23,24]. It is the
purpose of this paper to separate the specific geometric
effects of the long-range links from the randomness intro-
duced by the small-world topology and study systemati-
cally the spatio-temporal patterns that arise through the
modification. A minimal version of the Newman-Watts
small-world model [3] serves these purposes. It consists
of a one-dimensional regular lattice with one additional
long-range link. If the distance d, which this link spans, is
systematically varied, no randomness is involved in con-
structing the topology. This long-range link is an exclu-
sive feature of the combination of regular structure, which
provides a notion of distance and which supports traveling
waves, and the network nature of the system that allows
to simply link two arbitrary nodes.
We will show that this small modification of the net-
work topology facilitates an abundance of spatio-temporal
patterns which are not present in the system without it.
Furthermore, we demonstrate that – in order to control
the selection of patterns – changing the distance d of the
long-range link or changing the overall coupling strength
κ is sufficient.
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The rest of this paper is structured as follows: In Sec. 2,
we introduce our network model and the dynamics under
consideration. In Sec. 3.1, we present the different spatio-
temporal patterns for varying d and κ, and illustrate the
mechanisms of their generation. In Sec. 3.2, we give a sur-
vey plot of all spatio-temporal behavior for fixed network
size N and coupling range k. There, we also investigate
how the pattern selection with respect to d and κ de-
pends on N and k and extract the scaling behavior for
three different dynamical regimes. In Sec. 3.3 we present
some analytic calculation which deepens the understand-
ing of the mechanisms explained before. Section 4 finally
concludes this manuscript.
2 Model
In the present study we will examine excitable activator-
inhibitor dynamics on a network that consists of a regular
ring with N nodes. In this regular ring, each node is cou-
pled to its k neighbors to the left and to the right. Further-
more, one additional link is inserted between one pair of
nodes that are a distance d ∈ {k+ 1, k+ 2, ..., N/2} apart.
We are considering only unweighted, undirected links. The
adjacency matrix thus reads as follows
Aij =
k∑
µ=1
(δi,j+µ + δi,j−µ) + δi,0δj,d + δi,dδj,0 , (1)
where all indices are to be understood modulo N , δi,j is
the Kronecker symbol and the additional link connects
nodes 0 and d.
A scheme of such a network is given in Fig. 1(a) for
N = 25, k = 2 and d = 8. Note that this network is
invariant with respect to reversing the order of the nodes
and subsequently shifting the node indices by d. Also, a
network with an additional link between nodes 0 and d >
N/2 can be tranformed to a network with an additional
link from node 0 to node d˜ = N − d < N/2 using only the
shift symmetry operation. This is the reason for restricting
d ∈ {k+1, k+2, ..., N/2}. The shift symmetry is also used
in all space-time plots to place the additional link between
nodes that do not lie at the edges of the plot. See, for
instance, Fig. 2(b), which will be discussed in detail later.
There, the shortcut is added between nodes 20 and 70
instead of nodes 0 and 50.
Note that any unidirectionally traveling wave solution
breaks the symmetry i→ d− imodN and thus allows us
to distinguish the ‘first’ and ‘second’ end of the additional
link. Additionally, in Sec. 3.1.5 we will present a mecha-
nism breaking the symmetry d → d˜ = N − d such that
spatio-temporal patterns for d and d˜ are different. We will
also present a second mechanism in Sec. 3.1.6 that rein-
stalls the symmetry between spatio-temporal patterns for
d and d˜.
The considered network model is a minimal version
of the Newman-Watts small-world model [3,21], in which
a certain number of additional random links is inserted
into such a regular ring network. Wave propagation in
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Fig. 1. (a) Scheme of a network with N = 25, k = 2, d = 8.
(b) Phase portrait of the FitzHugh-Nagumo system, including
nullclines (solid, blue), canard trajectory (dash-dotted, red), a
sub-threshold excitation (dashed, green) and a super-threshold
excitation (dotted, green). The inset shows a blow-up of the
region near the fixed point. Parameters: ε = 0.04, β = −1.1 .
Newman-Watts small-world networks has been studied in
Ref. [22] with focus on the collective effects of a large
number of such links, where that configuration can be ap-
proximated by a mean-field. The reason for choosing the
network with just one additionally inserted link is to study
in more detail and systematically the effect of shortcuts
through the ring.
The nodes of the network follow the FitzHugh-Nagumo
dynamics [25,26] and are diffusively coupled via the acti-
vator. Thus, the full equations for the dynamics read as
follows:
u˙i = ui − u
3
i
3
− vi + κ
N∑
j=1
Aij (uj − ui) (2a)
v˙i = ε(ui − β), i = 0, ..., N − 1 (2b)
where ε and β are the time-scale separation and threshold
parameter, respectively, κ is the coupling strength, u is
the (fast) activator and v is the (slow) inhibitor variable.
Throughout this work, we will fix the values for these pa-
rameters at β = −1.1 and ε = 0.04. In this regime, the
dynamics has one stable fixed point. The so-called canard
trajectory serves as a threshold trajectory that separates
initial conditions which perform a small excursion in phase
space from those that induce a large excursion along both
stable branches of the u-nullcline. A phase plane plot is
shown in Fig. 1(b) for illustration. The red (dash-dotted),
green dashed and green dotted curves depict trajectories
of three difference initial conditions leading to the ca-
nard trajectory, a sub-threshold excitation and a super-
threshold excitation, respectively.
Note also that due to the coupling being only in the
activator, the stable fixed point of the local dynamics be-
comes a stable homogeneous fixed point of the entire sys-
tem. This follows from a simple calculation of the eigen-
values of the system Eqs. (2), for details see [22].
3 Results
3.1 Spatio-Temporal Patterns
In this section we systematically discuss and analyze the
emerging patterns by varying d and κ. On the regular ring
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k κmin κ1 κ2
1 0.0324 0.0339 0.0359
2 0.0233 0.0235 0.0481
3 0.0169 0.0170 0.5890
Table 1. Approximate transition values κmin, κ1 and κ2
for different nearest neighbor numbers k. Parameters: ε =
0.04, β = −1.1. See also [22].
without the additional link, successive mutual excitation
of the nodes leads to the emergence of a stable traveling
wave. By choosing the initial conditions carefully, a pre-
scribed direction of propagation can be chosen. We choose
the initial conditions such that a single excitation pulse
traveling in direction of ascending node indices is gener-
ated.
Depending on the global coupling strength κ in Eqs. (2),
the propagation speed of the pulse, as well as the pulse
width differ. For each combination of N and k, there is a
maximum coupling strength, given by κmax =
N2
q(k)Lmin(ε,β)2
with q(k) = 16k(k + 1)(2k + 1) and the minimum do-
main size Lmin allowing for stable wave propagation in
the spatially continuous reaction-diffusion system ∂tu =
u − u33 − v + ∆u, ∂tv = ε(u − β), where ∆ denotes
the diffusion operator (second derivative with respect to
space, ∆ = ∂xx) subject to periodic boundary conditions
u(t, 0) = u(t, L), v(t, 0) = v(t, L). For our choice of param-
eters, we find Lmin(ε = 0.04, β = −1.1) ≈ 30.756. At this
maximum coupling strength, the branch of stable travel-
ing waves is destabilized by a torus bifurcation. This has
been discussed in [22].
Due to the discrete nature of the system, there is also
a minimum value of the coupling strength κmin that only
depends on k, ε and β but not on the system size N . At
this value, the branch of stable traveling waves meets the
branch of unstable traveling waves in a saddle-node bifur-
cation. A more detailed account on these matters includ-
ing values of κmin(k) is provided in Ref. [22] (cf. Table 1).
Based on network Eq. (1), we will examine the ef-
fects of one additional link on the traveling wave solu-
tion present on the regular ring. To this end, we choose as
initial conditions the snapshot of a stable traveling pulse
from the regular ring with the peak before the first end
of the additional link. Then, we numerically integrate the
initial value problem on the system including that addi-
tional shortcut link. We use a Runge-Kutta Fehlberg 4(5)
scheme with adaptive stepsize.
A traveling wave solution on the network without the
additional link is a periodic solution that has a well-defined
period T0(κ). In the following, we discuss changes of this
periodic solution for networks including the additional
link. In short, we observe either (a) an ongoing spatio-
temporal activity or (b) relaxation into the stable ho-
mogeneous steady state (propagation failure). In almost
all cases where ongoing spatio-temporal activity emerges,
we are able to measure the period of the emerging so-
lution Td, where d is the distance which the additional
link spans. To quantify the spatio-temporal behavior of
these solutions, we measure the relative period defined by
ϑd(κ) := Td(κ)/T0(κ).
For this purpose, we will present examples for typ-
ical spatio-temporal patterns. In all examples, we con-
sider N = 150 and k = 2, which yields κmax ≈ 4.75 and
κmin ≈ 0.0233. Next we will discuss the observed scenar-
ios in greater detail one by one and then summarize our
findings in a phase diagram of ϑd vs. κ).
3.1.1 Unperturbed wave, additional link has no influence
If the additional link covers a distance that is only slightly
larger than the coupling range of the regular ring, i.e., d &
k, it has no significant influence on the traveling wave. An
example for this case is shown in Fig. 2(a) for a coupling
strength κ = 0.03.
As another example, we show the solution for the net-
work with an additional link with d = 50 between nodes
20 and 70 in Fig. 2 and κ = 0.03. In the timeseries of
u20 and u70, we see that the wave triggers a small sub-
threshold excitation at the respective other node. The pe-
riods are T0(0.03) = 576.2 and T50(0.03) = 577.2 so that
ϑ50(0.03) = 1.001 which indicates that the additional link
slows down the wave a little. The influence is very small
for this particular configuration.
3.1.2 Propagation failure I, low κ: Direct failure
When the coupling strength κ is below a certain value
κ1(k), one additional link, spanning any distance larger
than k, is enough to suppress propagation. Values of κ1(k)
are determined by numerical simulation for k = 1, 2, 3 and
are listed in Table 1. For such low coupling strengths, the
propagation takes place in a ‘saltatory’ way, i.e., the tran-
sitions to excitation of subsequent nodes are well sepa-
rated in time. (See Fig. 3(a)).
In the case of direct failure, the additional coupling of
one node to any other node (which will be in – or very
close to – the fixed point) is enough to prevent its full
excitation. Instead it performs a sub-threshold excitation
in which the activator does not rise high enough to excite
the next node on the ring. This mechanism is depicted in
Fig. 3(a) and has also been described in Ref. [22].
However, the failure can occur a couple of nodes after
the first node in which the additional link ends. In that
case, the times between the excitation peaks of the sub-
sequent node becomes larger. This has been described (in
the context of coupling strengths below κmin) in Ref. [27].
3.1.3 Propagation failure II, low κ: Inhibitor mediated
failure
When the coupling strength κ exceeds κ1(k), propagation
failure can still occur but not at any distance that the
additional link spans.
In passing the node at one end of the additional link,
the high activator level will cause an excitation at the
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Fig. 2. Color-coded activator level ui(t) as space-time plot (lower panel) and timeseries (upper panel) (a) u20(t), u24(t)
and (b) u20(t), u70(t) over one period of a traveling wave solution of Eqs. (2) for (a) κ = 0.03, d = 4, resulting period
T4 = 574.0 (ϑ4(0.03) = 0.996) and (b) κ = 0.03, d = 50, resulting period T50 = 577.2 (ϑ = 1.001) (cf. Sec. 3.1.1). Parameters:
N = 150, k = 2, β = −1.1, ε = 0.04. The additional link is placed in panel (a) between nodes 20 and 24 and in panel (b)
between nodes 20 and 70, marked by horizontal lines in the space-time plot with linestyles corresponding to the respective
timeseries.
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Fig. 3. Color-coded activator level ui(t) as space-time plot (lower panel) and timeseries (upper panel) of u20(t), u27(t), and
v27(t) for (a) κ = 0.02335, d = 7, resulting in direct failure (cf. Sec. 3.1.2) and (b) κ = 0.03, d = 7, resulting in inhibitor-mediated
failure (cf. Sec. 3.1.3). In the very upper right inset, a blow-up of v27 for the encircled region is shown. Other parameters as in
Fig. 2. An additional link is placed between nodes 20 and 27, which are marked by horizontal lines in the space-time plot with
linestyles corresponding to the respective timeseries.
other end of it. Below a certain coupling strength κ2(k)
(determined numerically and listed in Table 1), this exci-
tation stays sub-threshold and does not lead to an excita-
tion of a secondary wave. Nevertheless, the sub-threshold
excitation leads to a rise in inhibitor level at the node at
the other end of the additional link. If the distance the
link spans is small enough such that the wave will arrive
at the other end, when the inhibitor is still excited, the
wave will terminate. If the distance is larger, the inhibitor
level will have relaxed enough to let the wave pass, in this
case the additional link exerts no significant influence (cf.
Sec. 3.1.1). This mechanism is shown in Fig. 3(b) and has
also been described in Ref. [22].
3.1.4 Period decreasing
Above a value κ2(k) of the coupling strength, a super-
threshold excitation can be triggered via the additional
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link. In principle, such an excitation always leads to the
generation of a pair of excitation waves traveling in oppo-
site directions at the second end of the link. One wave of
this pair travels in the opposite direction towards the orig-
inal wave and at some point both collide and annihilate
each other. The other part of this pair continues traveling
along the network until it again reaches the node at the
first end of the link and the pattern repeats.
This pattern leads to a decrease of the effective size of
the regular ring by approximately d, as the pattern repeats
when one half of the secondary wave pair generated at
the second end of the additional link has reached the first
end of the link. Thus, the wave effectively skips the part
of the network where the two counterpropagating pulses
annihilate. As a consequence, the larger d becomes, the
smaller becomes ϑd(κ). Approximately we have ϑd(κ) ≈
1− d/N . becomes red.
3.1.5 Bistability
Linked to the phenomenon of period-decreasing is the
breaking of the symmetry of Eq. (2) that maps an ad-
ditional link with distance d onto one with distance d˜ =
N − d (and shifting the node indices).
If different initial conditions from the ones mentioned
above are chosen, namely when the peak of the wave is
placed before the second end of the additional link, the
part where the counterpropagating pulses annihilate com-
prises N − d nodes instead of d thus making the part
that the wave effectively skips larger and thus ϑd(κ) ≈
1− N−dN = dN < 1− dN .
An example for this behavior is shown in Fig. 4. In that
example, we choose N = 150, k = 2, d = 60, κ = 0.08
and therefore, by the approximation mentioned above, we
expect ϑ60(.008) ≈ 1 − 60150 = 0.6 and ϑ90(0.08) ≈ 60150 =
0.4. The numerically determined values are both a little
larger (0.64 and 0.43), thus accounting for the time it takes
to trigger a wave through the single additional link instead
of locally through two links (k = 2).
3.1.6 Shortcut blocking
After undergoing the excitation, a node is left with in-
creased inhibitor level, which slowly relaxes to the fixed
point on the ‘left’ branch of the u-nullcline (see Fig. 1(b)).
All nodes that are in this state form the refractory tail of
the wave.
The triggering of a super-threshold excitation through
the additional link can be suppressed by the refractory tail
when it extends back to the other end of the additional
link. Then there is an increased inhibitor level which pro-
hibits a super-threshold excitation. For an analytic calcu-
lation to determine the critical value of the inhibitor see
Sec. 3.3.
When shortcut blocking occurs for the link distance d
but not for the link distance N−d, the bistability between
the two distances is lifted and thus the symmetry recov-
ered. The reason is that initial conditions with the wave
peak before either end of the additional link will lead to
a solution with decreasing period (see 3.1.4) in which the
counterpropagating pair annihilates in the smaller part of
the ring. Evaluating all link distances (up to N − k), one
can see this phenomenon at a fixed value of κ as a sudden
transition of ϑd(κ) in d. Note also that the refractory tail
becomes larger as κ increases and thus the transition hap-
pens at lower values of d (because the refractory tail has
to bridge N − d nodes). Therefore, the point of transition
can be regarded as a measure of the size of the wave.
Exemplary timeseries for this behavior are shown in
Fig. 5 at a coupling strength κ = 0.12. The setup is ex-
actly the same as for Fig. 4, except that the overall cou-
pling strength is set to a higher value of κ = 0.12. In both
Fig. 5(a) and (b), the annihilation of the counterpropa-
gating wave pair takes place in the smaller part of the
ring.
For values of d above N/2, the shortcut will always
be blocked. For values of κ higher than a certain thresh-
old, period decreasing does not happen anymore. However,
other interesting phenomena start to occur.
3.1.7 Period multiplication, complex spatio-temporal
behavior
For some network configurations (N, k) there can be com-
plex behavior at certain values of d and κ. The relative pe-
riod ϑ suddenly takes (very close to) integer values larger
than 1, meaning that the spatio-temporal pattern will re-
peat only after multiple passages of the wave through a
fixed node.
We exemplarily choose a period-2 and a period-5 so-
lution in Fig. 6 to illustrate this type of behavior. As we
are still in the shortcut blocking regime and the coupling
strength κ is such that the wave size with respect to short-
cut blocking is larger than N/2, the first end of the addi-
tional link will always be blocked.
These solutions can be regarded as an interplay be-
tween shortcut blocking of the second link end and sec-
ondary wave pair generation. We find that the inhibitor
level at the second end of the additional link –especially
at the times when the activator at the first end reaches
the maximum value– plays a key role in understanding
the behavior.
In the period-2 example, the sequence of events might
be described as follows: (a) Shortcut blocking, no sec-
ondary wave pair but a sub-threshold excitation is trig-
gered at the second end of the additional link. (b) The
wave regularly arrives at the second end of the link, the
peak is a little smaller compared to other nodes because
the inhibitor level is still a little raised from the sub-
threshold excitation. (c) For that reason, the inhibitor
does not rise as much as it would normally. (d) The wave
arrives at the first end of the shortcut again. Because the
inhibitor level at the second end has not reached the usual
maximum level when the wave has passed through, short-
cut blocking does not happen this time. (e) A secondary
wave pair is triggered at the second end of the node. Now
the inhibitor level at this end of the additional link rises
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(a) (b)
Fig. 4. Color-coded activator level ui(t) as space-time plot (bottom panel) and timeseries of activator and inhibitor levels at both
ends of the additional link, marked by horizontal lines in the space-time plot. (a) κ = 0.08, d = 60, initial wave peak placed in the
large part of the ring, leading to annihilation in the small part of the ring, resulting period T60(0.08) = 173.24 (ϑ60(0.08) = 0.64)
and (b) κ = 0.08, d = 60, initial wave peak placed in the small part of the ring, leading to annihilation in the large part of the
ring, resulting period T60(0.08) = 117.41 (ϑ60(0.08) = 0.43) (cf. Sec. 3.1.5). Top panels show one period, middle and bottom
panels show same absolute timespan for both (a) and (b). Other parameters as in Fig. 2.
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Fig. 5. Color-coded activator level ui(t) as space-time plot (bottom panel) and timeseries of activator and inhibitor levels at
both ends of the additional link, marked by horizontal lines in the space-time plot. (a) κ = 0.12, d = 60, initial wave peak placed
in the large part of the ring and (b) κ = 0.12, d = 60, initial wave peak placed in the small part of the ring (cf. Sec. 3.1.6).
Differently from the situation in Fig. 4, the secondary wave pair is always triggered at the same end of the additional link, after
transients are gone. Both solutions have the same period T60(0.12) = 135.42 (ϑ60(0.12) = 0.65). Top panels show one period of
each solution, middle and bottom panels show same absolute timespan for both (a) and (b). Other parameters as in Fig. 2.
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Fig. 6. Color-coded activator level ui(t) as space-time plot (bottom panel) and timeseries of activator and inhibitor levels
at both ends of the additional link, marked by horizontal lines in the space-time plot. (a) κ = 0.37, d = 40, with resulting
period-2 solution, T40(0.37) = 210.2 (ϑ40(0.37) = 1.92) and (b) κ = 0.37, d = 41, with resulting period-5 solution, T41(0.37) =
535.2 (ϑ41(0.37) = 4.89). Top panels show three full periods, middle and bottom panels show one period. In the middle panel
of (a) are marked by lines: Times of peak values of u40 (gray), v80 at the first of these times (green), usual maximum inhibitor
level when the wave passes through a node regularly (red). Detailed description in Sec. 3.1.7. Other parameters as in Fig. 2.
even a little above the usual maximum level. The rea-
son is that the triggering of the secondary wave pair takes
place through only one link as compared to two local links
(k = 2), so v˙ > 0 for a longer time than usually. (f) One
half of the pair cancels out with the original wave, the
other keeps on traveling until it reaches the first end of
the additional link again and the pattern repeats.
A similar but more complicated chain of events leads to
the period-5 behavior also shown in Fig. 6. Other periods
(3,4,6,...) have also been observed in our simulations.
3.1.8 Propagation failure III, intermediate κ: Complex
mechanisms
In the parameter ranges of d and κ where we observe pe-
riod multiplication behavior, regimes of propagation fail-
ure are always close.
The chain of events leading to propagation failure in
this parameter regime, however, is more complex. As we
are still in the shortcut blocking regime, the first end of
the additional link is always blocked and so the failure
always happens at the second end. Like in the inhibitor-
mediated failure for very small coupling strengths, the in-
hibitor level at the second end of the additional link plays
a key role here. In this parameter regime, the wave will
undergo several passages with chains of events similar as
in Sec. 3.1.7. In the end, however, the inhibitor concen-
tration is too high to support passing-through of the wave
and it stops at the second link end.
In Fig. 7, we show two solutions where the wave stops
only after several passages around the network.
3.1.9 Propagation failure IV, high κ
If the coupling strength κ gets close to the maximum value
κmax ≈ 4.75 for N = 150 and k = 2, for the majority of
values d we find propagation failure. In this regime we
identify two mechanisms of propagation failure similar to
the case of very low κ but for different reasons (Fig. 8).
Firstly, shortcut blocking is active in this region of the
coupling strength κ, therefore no secondary wave pairs
are excited at all. If the coupling strength is very high,
the excited part of the wave occupies many nodes. For
the inhibitor there is not enough time or space to relax
completely to the rest value as in the case of low coupling
strengths. Thus, the inhibitor level is above the rest value
everywhere on the ring, making the wave more vulnerable.
For inhibitor-mediated failure (Fig. 8(a)), a subthresh-
old excitation triggered through the additional link leaves
the inhibitor level at the other end of the link even more
elevated. This leads to suppression of the excitation at
this node when the wave arrives and thus to propagation
failure. As in the low-κ case, this mechanism is dependent
on the distance d of the additional link.
When κ comes even closer to the maximum value, the
backcoupling to an unexcited node is enough to suppress
propagation (Fig. 8(b)). The wave will fail to propagate
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Fig. 7. Color-coded activator level ui(t) as space-time plot and timeseries of activator and inhibitor levels at both ends of the
additional link, marked by horizontal lines in the space-time plot. (a) κ = 0.5, d = 27 and (b) κ = 0.5, d = 32. Both solutions
are examples for complex mechanisms of propagation failure at an intermediate value of the coupling strength κ (cf. Sec. 3.1.8
for more details). Other parameters as in Fig. 2.
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Fig. 8. Color-coded activator level ui(t) as space-time plot (bottom panel) and timeseries of activator and inhibitor levels at
both ends of the additional link, marked by horizontal lines in the space-time plot. (a) κ = 1.5, d = 30 and (b) κ = 3.0, d = 60.
Both solutions are examples for quenched propagation at high values of the coupling strength κ (cf. Sec. 3.1.9). Inhibitor-
mediated failure is present in (a), direct failure in (b). Marked with a thin solid red line in the top panel of (a) and (b) is the
steady state value of the inhibitor. Other parameters as in Fig. 2.
at the first end of the additional link that is reached by
the wave. Here, no dependence on d is present except that
it needs to be larger than the width of the excited part of
the wave.
We also observe solutions that show quenched propa-
gation by an intermediate form of these two mechanisms.
Moreover, in inhibitor-mediated failure in this regime of
κ there are also solutions with suppressed propagation in
which the inhibitor level at the second end of the link
builds up over several periods of the wave until the prop-
agation is quenched.
κmax over almost all values of d, direct failure is the
principal mechanism. long-range link distances d around
30.
3.2 Phase Diagrams
As already mentioned in Sec. 3.1, the solutions on the
minimal small-world network either decay to the stable
homogeneous state or show ongoing spatio-temporal ac-
tivity with a well defined period Td(κ). In Sec. 3.1 we have
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defined the relative period as ϑd(κ) ≡ Td(κ)/T0(κ), where
T0(κ) is the period that a traveling pulse on the regular
ring shows for coupling strength κ. From the relative pe-
riod we can directly infer the influence that the additional
link with a distance d has. In order to capture all observed
spatio-temporal behavior in one quantity, we assign the
value −1 to the relative period, when wave propagation is
quenched, or mark the plot of ϑd(κ) with a special color
at these points.
A density plot of ϑd(κ) for fixed N and κ summa-
rizes the occurrence of the spatio-temporal phenomena
described in Sec. 3.1 very clearly. For N = 150 and k = 2,
this ‘phase diagram’ is shown in Fig. 9. The values of the
examples discussed in Sec. 3.1 are marked by Roman nu-
merals. Note that this diagram shows an almost perfect
mirror symmetry with respect to d. An asymmetry occurs
only in the region of period decrease and shortcut block-
ing, that is, the region that becomes increasingly red with
increasing d between κ ≈ 0.05 and κ ≈ 0.2. From now on
we use the term ‘phase diagram’ for a density plot of ϑd(κ)
at fixed values of N and k. Note that the diagram Fig. 9
extends over d ∈ {k+1, ..., N−(k+1)}. Thus, by the shift
symmetry discussed in Sec. 2, the asymmetry between d
and d˜ = N − d is due to different initial conditions for the
same d.
3.2.1 Regimes of the coupling strength
(i) Small κ – discrete regime When the coupling strength
κ is very small, the propagation takes place in a saltatory
way, i.e., only one nodes is fully excited at one instance of
time. In this regime of κ – provided that N is large enough
– we observe no dispersion effects, where the wave reaches
nodes again before they have relaxed into the steady state.
The main effects in this regime are direct failure and
inhibitor-mediated failure (cf. Secs. 3.1.2 and 3.1.3, Fig. 3
and points III and IV in Fig. 9). These effects are purely
local in the sense that the size N of the network has no
influence on the values of d and κ where these phenomena
occur. The values κmin below which no wave propagation
is possible even on the regular ring, κ1 below which any
distance d > 0 of the additional link leads to (direct) fail-
ure, and κ2 below which certain link distances d lead to
(inhibitor mediated) failure and above which the genera-
tion of secondary wave pairs becomes possible are shown
in Table 1.
(ii) High κ – continuum regime At high values of the
coupling strength κ, the propagation takes place in a con-
tinuous fashion, i.e., at one instance of time many nodes
are in the excited state and more than one node is in the
transition regime between excited and non-excited state.
Moreover, for the highest values of κ, dispersion effects
play a role, as, e.g., described in Sec. 3.1.9.
For this reason it is advantageous to take a different
viewpoint. In the limit N →∞, κ→∞ with
N√
κq(k)
= const ≡ L , (3)
the system on the regular ring, Eq. (2) becomes a con-
tinuous reaction-diffusion system with periodic boundary
conditions and domain size L, q(k) = 1/6k(k+ 1)(2k+ 1)
as discussed in Sec. 3.1. Considering a finite regular ring
as the discretization of such a reaction-diffusion system,
we can use d/N instead of d, and L instead of the cou-
pling strength κ as quantities to compare networks with
different N and k at high coupling strengths. coordinates
L and d/N .
Both types of invariance (small κ and high κ) can be
seen in Fig. 10, where for k = 2, the phase diagram is
shown for six different, increasing values of N . The insets
with phase diagrams for k = 3 are discussed in Sec. 3.2.2.
The κ and d values of the horn-like structure in the lower
left of each panel stay the same to a very good approxi-
mation. This is the regime of inhibitor-mediated failure as
described in Sec. 3.1.3. The L and d/N values (shown on
the right vertical and upper horizontal axes) for the left
border of the direct failure regime also remain (approxi-
mately) constant as well as the maximum value of L that
is attained at all. Also here, at the lowest values of L, the
network size N has only very little influence.
(iii) Intermediate κ In the region between the two limit-
ing regimes, the appearance of the phase diagram changes
drastically when N (or k) is changed. Most of the complex
behavior explained in Sec. 3.1, like, e.g., period multiply-
ing takes place in this intermediate regime of the coupling
strength.
The mechanisms behind these phenomena can be re-
garded as a well balanced interplay between (i) the dis-
crete network nature of the system, (ii) the transition to
the continuum regime and (iii) beginning dispersion ef-
fects. The discrete network nature of the system allows for
triggering of secondary wave pairs through the additional
long-range link. Due to the transition to the continuum
regime, where many nodes are excited at the same time,
(a) the node at one end of the additional link is perturbed
longer and thus more strongly when an excitation passes
the other end, and (b) excitation is not lost easily when
one single node is perturbed through the additional link.
Beginning dispersion effects cause the inhibitor level to
be still elevated at the other end of the shortcut from the
previous wave passage.
The network size N has an impact on two out of this
list of three items and thus must clearly influence the ap-
pearance of the phase diagram. This is demonstrated in
Fig. 10. In Fig. 10(f), N = 1000 and period multiplying is
not observed anymore. For even larger N the appeareance
of the phase diagram does not change significantly any
more. Thus for fixed nearest neighbor number k we have
a family of phase diagrams parameterized by the size of
the network N .
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Fig. 9. Color-coded relative period ϑd(κ) in the (d, κ) plane. Right vertical and upper horizontal axes show L and d/N .
Black regimes indicate propagation failure. Yellow dashed line shows analytic approximation of pulse width without corrections,
red solid line shows analytic approximation to pulse width including corrections (cf. Sec. 3.3). The white dotted line gives the
analytically estimated value for κ2. For the points marked by an arrow, timeseries are shown: I,II: Fig. 2(a,b), III,IV: Fig. 3(a,b),
V,VI: Fig. 4(a,b), VII,IIX: Fig. 5(a,b), IX,X: Fig. 6(a,b), XI,XII: Fig. 7(a,b), XIII,XIV: Fig. 8(a,b). Other parameters as in
Fig. 2.
3.2.2 Scaling behavior of the intermediate regime
The nearest neighbor number k changes the balance be-
tween the influence of the local links (those that are present
in the regular ring) and the additional link of the mini-
mal small-world model. Increasing k effectively lowers the
weight of the additional link, by attaching more local links
to every node. Also, in the definition of L, Eq. (3), increas-
ing k has the same effect as increasing κ. Thus it influences
all three items (i)-(iii) of the above list, and thus has an
impact upon the phase diagrams as well as N .
Next, we discuss how the influence of k and N on the
phase diagrams relate to each other. Given a phase dia-
gram for (N, k), it is possible to find higher values (N˜ , k˜)
at which the phase diagram looks very similar. In order
to quantify this, we choose a characteristic point which is
present in the ‘middle phase’ of the evolution of phase di-
agrams. We consider the border between propagation fail-
ure to lower values of d and sustained wave propagation
without influence of the additional link to higher values
of d at intermediate to high coupling strengths. At some
value of κ, this border attains a minimum value of dmin or
(d/N)min, respectively. This point is marked by an arrow
in Figs. 10(c)-(e).
Choosing a fixed k = 1, 2, 3, 4, 5, we confirm the exis-
tence and determine the position (d/N)min of this point
with increasingN . The obtained values are shown in Fig. 11.
The measured data (d/N)min in dependence on N can be
fit to a function gk(N) = akN
2 + bkN + ck + dkN
−1 to
very good approximation. So far we do not have a good
explanation or motivation for this particular form of the
fitting function.
In a second step, we choose a fixed value for (d/N)min
and use the inverse of the fitting functions gk(N) to obtain
the value of N at which this desired value of (d/N)min is
attained for a certain k. This leaves us with (N, k) tuples
(N1, 1), ..., (N5, 5) for which the phase diagrams show the
same value of (d/N)min. Moreover, these phase diagrams
with the same value of (d/N)min also show other similar
features at similar locations (measured in L and d/N),
though the diagrams are not completely identical. The
insets in Figs. 10(c)-(e) show the phase diagrams for net-
works with the same (d/N)min but different N and k = 3
for illustration. The corresponding data points in Fig. 11
are marked by an arrow, as is the data point for Fig. 9.
At the values (d/N)min which we have examined, we
find that the points (N1, 1), ..., (N5, 5) lie on a curve de-
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Fig. 10. Typical evolution of phase diagrams with increasing N . Color-coded ϑd(κ) in the (d, κ) plane. (a) N = 60, k= 2, (b)
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scribed by N/q(k) = const. This is shown exemplarily for
(d/N)min = 0.333 and (d/N)min = 0.239 in Figs. 11(b),(c).
This behavior is interesting because in the limit N →
∞, κ → ∞ with L from Eq. (3), the domain length L
of the limiting continuous system ∂tu = u − u33 − v +
∂xxu, ∂tv = ε(u − β), u(t, 0) = u(t, L), v(t, 0) = v(t, L)
and with it all other length scales depend on N/
√
q(k)
instead of N/q(k). As explained above, the behavior in the
intermediate regime can be viewed as an interplay between
discrete and continuum effects, thus it is surprising that in
the complicated intermediate regime such a simple scaling
law can be found at all.
3.3 Analytics
3.3.1 Approximation of critical distance for shortcut
blocking
The triggering of a secondary wave pair through the addi-
tional link can be prevented by the inhibitor level at this
node being too high from the last passage of the wave. We
make an approximation of the critical distance dcrit up to
which triggering of a secondary wave pair is prevented.
We consider Eqs. (2) at the node at which the sec-
ondary wave pair would be triggered through the addi-
tional link. In the limit of ε → 0, the transition to the
excited state of this node is described by the fast subsys-
tem of Eqs. (2). This is just Eq. (2b) with v acting as a
parameter. This node receives input from its 2k neighbors
on the regular ring and from the excited node at the other
end of the additional link. The neighboring nodes of this
node as well as the neighboring nodes of the node at the
other end of the additional link are approximately in the
same state so that the coupling term in their equation van-
ishes and their u-values can be described by the (stable)
fixed points of u˙ = u − u3/3 − v. We denote those fixed
points by z1(v) < z2(v) < z3(v), where z1 and z3 are sta-
ble. Thus the approximating bistable system for the node
under consideration is
u˙ = u− u
3
3
− v + κ (z3(v0) + 2kz1(v)− (2k + 1)u) , (4)
where v0 = β − β3/3 is the (homogeneous) steady state
value of the inhibitor in Eq. (2).
For v0 ≤ v < vcrit, Eq. (4) possesses only one stable
fixed point which is the excited value. Another stable and
one unstable fixed point appear in a saddle-node bifurca-
tion at v = vcrit so that for v > vcrit the node can remain
at rest. The location of the saddle-node bifurcation is de-
termined by the solution (u∗, vcrit) of
0 = u− u
3
3
− v + κ (z3(v0) + 2kz1(v)− (2k + 1)u)
0 = 1− κ(2k + 1)− u2. (5)
From the second equation we infer that this approximation
can only be used up to κ = 1/(2k + 1). The reason why
this approximation breaks down for larger κ is that the
coupling term in the unexcited neighboring nodes becomes
stronger with increasing κ and thus their state cannot be
approximated by z1(v) any more.
In a second step, we approximate the time tcrit it takes
until a node reaches this critical inhibitor level after be-
coming excited. In this approximation, we neglect the time
that the transitions to and from the excited state take,
only taking into account the time it spends on the slow
manifold (u-nullcline) of Eqs. (2). While on the slow main-
fold, a node has approximately the same u value as its
neighbors and we can again neglect the coupling term.
Performing the transformation t → t˜ = t/ε, and taking
the limit ε→ 0, from Eqs. (2) we get
u˙ = 0 = u− u
3
3
− v
v˙ = u− β.
Inserting the algebraic constraint of the first equation into
the second gives
u˙ =
u− β
1− u2 , (6)
where all derivatives are with respect to t˜. From this equa-
tion we can get tcrit by integrating
tcrit = ε
−1
(∫ 1
z3(v0)
+
∫ z1(vcrit)
−2
)
1− u2
u− β du, (7)
where the boundaries of the integral are the u-values on
the u-nullcline that the system jumps to and from in the
limit ε→ 0.
With that, dcrit/N = tcrit/T0, where we obtain T0 from
the simulations for d = 0. The calculated value for 1 −
dcrit/N is shown as a yellow dashed line in Fig. 9.
The main reason for the deviation is that close to the
saddle-node bifurcation of Eq. (4), it takes a finite time
until u has reached full excitation. The node that triggers
the excitation through the additional link however is only
excited for a finite time which need not be sufficient to
lead to a full excitation of u.
We take this into account by calculating the saddle-
node normal form y˙ = a(v − vcrit) + by2, with y ≡ u− u∗
for Eq. (4) with
a = 1 +
2kκ
1− z1(vcrit)2 , b = −u
∗
Close to the bifurcation point, the time texc until excita-
tion can be estimated by the time, the variable y of the
normal form needs to go from −∞ to +∞.
texc =
pi√
ab(v − vcrit)
. (8)
Setting this equal to the time the excitation lasts that is,
first integral in Eq. (7), we obtain
v = vcrit +
1
ab
 εpi∫ 1
z3(v0)
1−u2
u−β du
2 .
Thomas Isele et al.: Excitation Waves on a Minimal Small-World Model 13
In Fig. 9, 1 − dcrit/N for the solution of this equation is
plotted as a red solid line.
3.3.2 Analytical approximation for κ2
We can use a very similar technique to estimate κ2. This
coupling strength marks the value below which no sec-
ondary wave pairs can be triggered through the additional
link. Instead of treating v as the bifurcation parameter in
Eq. (4), we use κ, fixing v = v0. However, the value κ
∗ for
the saddle-node bifurcation, attained by this calculation
is much too small. As before, the main reason is the finite
time, the excited node can exert its influence through the
additional link. Following the steps of Sec. 3.3.1, we obtain
the estimate
κest2 = κ
∗ +
1
ab
 εpi∫ 1
z3(v0)
1−u2
u−β du
2 ,
where we now have
a = 2kβ + z3(v0)− (2k + 1)u∗ , b = −u∗ .
For k = 2, κest2 ≈ 0.031, which is still too small (cf. Ta-
ble 1). This value is marked by a dotted white line in
Fig. 9.
The deviation of the approximate values for κ2 and
dcrit are in the same direction. Possible reasons include
the following: (i) ε is not exactly zero, and thus the ex-
citation does not happen instantaneously. Therefore, the
inhibitor level at the node that is about to become excited
will rise to some extent. A merely partially excited node
at the other end of the additional link leads to a sub-
threshold excitation. This in turn makes a larger global
coupling strength necessary to trigger a full excitation.
(ii) The backcoupling through the additional link makes
the excitation of the node that triggers the secondary wave
pair smaller.
4 Conclusion
In this paper we have presented a detailed investigation of
spatio-temporal patterns on a minimal case of a Newman-
Watts small-world network model. This minimal case con-
sists of regular ring with one additional long-range link.
When the distance d that this link bridges is taken into
account as a parameter, the topology of this system com-
prises no randomness in contrast to general Newman-Watts
small-world networks that have been studied in Ref. [22].
We have shown that starting from a simple travel-
ing wave solution, introducing the additional link induces
many different intriguing spatio-temporal patterns with
largely varying temporal periods. The specific pattern de-
pends on the global coupling strength κ and the distance
d. We have systematically discussed the mechanisms be-
hind the different patterns. By comparing the period of
each spatio-temporal pattern with the period of a travel-
ing wave on a regular ring, we have provided a compre-
hensive overview of the behavior of a network of given size
N and nearest neighbor number k for varying d and κ in
a single diagram.
We have shown that such a phase diagram changes
significantly when either N or k is varied. However, by
changing N we have identified a general trend of these di-
agrams, which is independent of k. For very low coupling
strengths, only k plays a role for the appearance of these
diagrams whereas in the regime of high coupling strength,
transformed coordinates related to a continuum descrip-
tion provide an invariant description. By systematically
studying points on phase diagrams for different N and
k, we have found that diagrams with the same value of
N/(k(k + 1)(2k + 1) resemble each other very closely for
intermediate coupling strengths. To the best of our knowl-
edge, this scaling behavior has not been reported before.
Our results contribute to a better understanding of
pattern forming dynamic networks. Due to the simplic-
ity of our system, the presented results are expected to
be very useful in the design of networks that can gener-
ate diverse patterns with different periods. The control
of pattern selection in our system can be performed with
very little effort by just modifying either the global cou-
pling strength or the distance of a single link. Therefore,
controlling complex spatio-temporal behavior does not re-
quire complex topologies. A single, well-placed shortcut is
sufficient.
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