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Preface
In January 2003 I was admitted into the PhD-program in the geome-
try section of the Mathematics Department at the Vrije Universiteit.
I began my job in November 2003 under the supervision of professors
J. J. Dijkstra and J. van Mill. After a period of literature studies, my
efforts under their guidance turned towards research with an investiga-
tion of the dimension theoretic properties of almost zero-dimensionality.
The results of this investigation can be found in Chapter 2. The concept
of an almost zero-dimensional space plays a crucial role in the study of
the Erdo˝s spaces, as follows from extensive work by Kawamura, Over-
steegen, Tymchatyn, Dijkstra, and van Mill.
The main idea behind this monograph is to find the right way to extend
the notion of almost zero-dimensionality to higher dimensions, that is,
to develop a dimension theory for this notion. There are a number of
different choices available for the definition of almost n-dimensionality.
The next important step was finding Theorem 4.2.1 which is a topolog-
ical analogue of the classic Kadec Renorming Theorem. This theorem
suggested clearly how the concept of an almost n-dimensional space
should be defined. The choice we made was later confirmed by the
construction of universal spaces in Theorem 5.2.3. In addition, we in-
vestigated one-point connectifications of a space and the behaviour of
explosion points as fixed points for Erdo˝s type spaces. These consider-
ations led to Chapter 3.
I would like to express my cordial thanks and appreciation to my advi-
sors, J. J. Dijkstra and J. van Mill, for their excellent guidance. I am
much indebted to J. J. Dijkstra for his help in writing this monograph
and his many valuable suggestions.
In addition, I would like to thank the members of the reading commit-
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tee: J. M. Aarts, K. P. Hart, L. G. Oversteegen, and M. L. J. van de
Vel.
I would also like to express my special thanks to my wife who is always
supportive of my efforts.
I really enjoyed my time at the Vrije Universiteit and I learned so many
valuable things, not only for my future career but also because of the
companionship and communication with the friendly people who work
there, especially the PhD-students in the geometry section, D. Basile,
W. Rekers, G. J. Ridderbos, K. Valkenburg, D. Visser as well as my
compatriot and friend E. Asadi who provided many memorable mo-
ments as my roommate for my four years at the VU.
Mohammad Abry
Amsterdam, August 06, 2007
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Introduction
In 1940 Paul Erdo˝s [25] introduced two interesting spaces, which are
now known under the names Erdo˝s space and complete Erdo˝s space.
Both spaces were constructed in the Hilbert space `2 of square summa-
ble real sequences. Erdo˝s space E is the subspace of `2 such that all
coordinates are rational and for complete Erdo˝s space Ec every coordi-
nate is chosen from the convergent sequence {0} ∪ {1/n : n ∈ N}. As
Erdo˝s showed both spaces have the peculiar property that they are one-
dimensional but when squared the dimension does not become two but
remains one. This fact makes these spaces important examples in Di-
mension Theory. To study E and Ec Oversteegen and Tymchatyn [45]
introduced the notion of an almost zero-dimensional space. A space
is called almost zero-dimensional (AZD) if every point has arbitrarily
small neighbourhoods that are C-sets, that is, sets that can be written
as an intersection of clopen subsets of the space. Both E and Ec are uni-
versal spaces for the class of almost zero-dimensional spaces; see [45],
[32], and [18, Theorem 5.13]. Useful characterizations of the spaces
were found by Dijkstra and van Mill [17, 18, 19].
The main aim of this monograph is to find the “right” way to extend
almost-zero dimensionality, that is, to develop a dimension theory on
the basis of this notion. A good first step in this direction is to under-
stand almost zero-dimensionality better, in particular, we need to find
out to which extent familiar properties of dimension carry over to al-
most zero-dimensionality. This is the subject of Chapter 2. We are par-
ticularly interested in sum theorems. It is shown that the union of two
closed almost zero-dimensional spaces is not almost zero-dimensional
in general. We look at unions of locally finite collections of AZD C-
sets and we investigate whether almost zero-dimensionality is preserved
under perfect maps among other things. The content of Chapter 2 cor-
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responds to the paper Abry, Dijkstra, and van Mill [4].
Erdo˝s space and complete Erdo˝s space have the interesting property
that clopen subsets are large (unbounded with respect to the Hilbert
norm) despite being totally disconnected. This fact which was observed
by Erdo˝s [25] lead Dijkstra and van Mill [18, Ch. 6] to introduce the
concept of a cohesive space, that is, a space such that every point has a
neighbourhood that does not contain clopen nonempty subsets of the
space. A related fact is that E and Ec can be turned into connected
spaces through the addition of just one point, called a dispersion or
explosion point. In Chapter 3 we investigate the relation between co-
hesion and one-point connectifications. An interesting aspect of dis-
persion point spaces is that they may have the fixed point property
despite being noncompact. This connection was established by Cobb
and Voxman [10] by their proof that the Kaster-Kuratowski fan [35]
has the fixed point property. We also show in this chapter that the
one-point connectifications of E and Ec that are mentioned above in-
deed have the fixed point property. The main results of Chapter 3 have
been published in Abry, Dijkstra, and van Mill [5].
Chapter 4 contains one of the main results of this monograph. We are
talking about a topological analogue of the classic Kadec Renorming
Theorem for Banach spaces. This result is important to us because it
produces an elegant topological characterization of the notion of almost
n-dimensionality that we introduce in Chapter 5. This characterization
is one of our main pieces of evidence in support of our claim that we
have found the right extension of almost zero-dimensionality. But the
theorem is more general than that and of independent interest. The
results of Chapter 4 were published in Abry and Dijkstra [2].
Finally, in the fifth chapter we reach our destination. We define our
concept as follows. A space X is almost n-dimensional if there is a
weaker topology (separable and metrizable) W on X that is at most
n-dimensional and every point in X has a neighbourhood basis consist-
ing of sets that are W-closed. The characterization theorem mentioned
above now states that the almost n-dimensional spaces are precisely the
graphs of lower semi-continuous functions with at most n-dimensional
domains. Recall that a real valued function is lower semi-continuous if
the pre-image of every interval (t,∞) is open. Most of Chapter 5 is ded-
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icated to the construction of higher dimensional analogues of complete
Erdo˝s space that are universal spaces for almost n-dimensionality. Since
Ec is a universal space for the class of AZD spaces we have another indi-
cation that our definition is the right one. Finally, in §5.3 we consider a
couple of alternative definitions for almost n-dimensionality. The main
results of Chapter 5 were published in Abry and Dijkstra [2, 3].
Chapter 1 is devoted to basic theory and prepares the ground for the
proofs in the other chapters. Here we find the basic properties of `2,
E, and Ec, basic dimension theory, some descriptive set theory, and an
introduction to AZD spaces. We also have a section on lower semi-
continuous functions and the Lelek fan [37]. The Lelek fan is crucial
to the study of the Erdo˝s spaces because of the proof by Kawamura,
Overstegen, and Tymchatyn [32] that Ec is topologically equivalent to
the end-point set of the Lelek fan.
CHAPTER 1
Preliminaries
1.1. Separable metric spaces
A topological space containing a countable dense subset is called sepa-
rable, it is said to be metrizable if its topology can be derived from a
metric. A subspace of a separable and metrizable space is separable and
metrizable too. Unless stated otherwise we will assume that the topo-
logical spaces are separable and metrizable. The Urysohn Metrization
Theorem states that a topological space is separable and metrizable if
and only if it is regular and second countable. Also we briefly use the
term of a “complete space” for a “topologically complete space”. It
is well known that a space X is complete if and only if it is homeo-
morphic to a Gδ-subset of a complete space; see [42, Theorem A.6.3.].
Let us to introduce some notations. We use R for the set of real num-
bers, Q for the set of rational numbers, N for the set of the natural
numbers, ω for the non-negative integers, or the first infinite ordinal
as usual, and I for the unit interval [0, 1]. All product spaces in this
monograph, and in particular, Rm = {(x0, x1, . . . ) : xi ∈ R; i < m}
where 1 ≤ m < ω carry the usual product topology. Also for every
i ∈ ω let pii stand for the projection mapping defined by pii(x) = xi for
every x ∈ Rω. Note that a sequence (xn) in Rω converges to x ∈ Rω
if and only if ((xn)i) → xi for all i ∈ ω. It turns out that the product
topology is indeed the weakest topology on the set Rω that makes all
projections pii continuous. The countable infinite product of the copies
of I is denoted by Q and called the Hilbert cube. By a linear space we
mean a topological vector space that is separable and metrizable. Rm
for 1 ≤ m ≤ ω is obviously a linear space. A topological space X is
called homogeneous if for each pair (x, y) of points of X there exists
a homeomorphism h : X → X with h(x) = y. It is clear that every
topological group as well as every linear space is homogeneous. It is
5
6 1. PRELIMINARIES
well known that every space X can be embedded in the Hilbert cube
Q and so Q is a universal for separable and metrizable spaces. This
also shows that every space has a compactification. Let us to recall
that Q is a continuum, that is, a connected compactum. Q has many
nice topological properties, for instance it is a homogeneous absolute
retract (AR), i.e., a retract of every space which contains it as a closed
subset, and it has the fixed point property; see [42, 43, 23, 24].
1.2. Hilbert space
An important and familiar space is the Hilbert space `2, consisting of
square summable sequences of real numbers equiped by the 2-norm
which is defined by ‖x‖ = √∑∞i=0 x2i . This norm generates a complete
metric and so `2 is a Banach space. The topology that the set `2
inherits from Rω is strictly weaker than the norm topology. In the
other words the identity mapping from `2 into Rω is continuous but
not an imbedding. Indeed, every bounded subset of `2 has an empty
interior in Rω because if U is any basic open neighbourhood in Rω with
respect to the product topology then for infinitely many i the projection
pii(U) equals R and hence U ∩ `2 is unbounded.
Observe that `2 as a subset of Rω is both dense and co-dense, since
for every x ∈ Rω the sequence yn = (x0, . . . , xn, 0, 0, . . . ) converges to
x and so x is in the closure of `2. On the other hand if x ∈ `2 is an
arbitrary element then every basic neighbourhood U of x in Rω contains
some points of Rω \`2 because as we observed above, for infinitely many
i the projection pii(U) equals R. Hilbert space is not locally compact
since, say, the unit sphere S = {x ∈ `2 : ‖x‖ = 1} is not compact. It
is enough to observe that the infinite subset E of S consisting of all
points whose coordinates are zero but just one which is equal to one,
has no limit point in S because the distance between each pair of the
elements is
√
2.
Remark 1.2.1. Consider the following set which is actually a subset
of `2.
D = {x ∈ Rω : |xn| ≤ 1
n+ 1
, n ∈ ω} =
∞∏
n=0
[ −1
n+ 1
,
1
n+ 1
]
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Note that D is closed in `2 being closed in Rω. Besides, D is a
nowhere dense subset in `2 because, if we assume that D contains
B = {y ∈ `2 : ‖y − x‖ < 2 ε}, for some x ∈ D and for some ε > 0
then zn = (x0, x1, . . . , xn + ε, xn+1, . . . ) belongs to D being an element
of B, for every n ∈ ω. It follows that ε ≤ |xn| + |xn + ε| ≤ 2/n for all
n ∈ N which is impossible. It is clear that D with the product topology
is homeomorphic to the Hilbert cube . We now prove that the norm
topology and the product topology on D coincide and so D is a homeo-
morphic copy of the Hilbert cube in `2. Let a sequence (xn) tend to x in
D with respect to product topology and let ε > 0 be arbitrary. There
is an integer N with
∑∞
i=N 4/i
2 < ε/2 and then there is an integer M
such that for every M ≤ n we have ∑Ni=0((xn)i − xi)2 < ε/2. Thus
‖xn − x‖2 =
N∑
i=0
((xn)i − xi)2 +
∞∑
i=N+1
((xn)i − xi)2
≤ ε/2 +
∞∑
i=N+1
4/i2 < ε
whenever M < n.
Proposition 1.2.2. A sequence (xn) in `
2 converge to x ∈ `2 if and
only if ((xn)i) → xi for all i ∈ ω and ‖xn‖ → ‖x‖.
Proof. The ’Only if’ part is clear since by the inequality |‖x‖ −
‖y‖| ≤ ‖x− y‖ we find that limn→∞ ‖xn‖ = ‖x‖.
’If’ part: let 0 < ε. Choose a k ∈ N such that ∑∞i=k x2i < ε/9. Now
select an N ∈ N such that simultaneously for every n ≥ N we have
| ‖xn‖2 − ‖x‖2| < ε/9
k−1∑
i=0
((xn)i − xi)2 < ε/9
k−1∑
i=0
|(xn)2i − x2i | < ε/9.
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So∣∣∣∣∣
∞∑
i=k
(xn)
2
i −
∞∑
i=k
x2i
∣∣∣∣∣ =
∣∣∣∣∣ ‖xn‖2 −
k−1∑
i=0
(xn)
2
i +
k−1∑
i=0
x2i − ‖x‖2
∣∣∣∣∣
≤
∣∣∣∣∣ ‖xn‖2 − ‖x‖2|+ |
k−1∑
i=0
((xn)
2
i − x2i )
∣∣∣∣∣ < 2ε/9
and it follows that
∑∞
i=k(xn)
2
i < ε/3. Thus by the inequality (a− b)2 ≤
2a2 + 2b2 for all a, b ∈ R we have that
‖xn − x‖2 =
∞∑
i=0
((xn)i − xi)2
=
k−1∑
i=0
((xn)i − xi)2 +
∞∑
i=k
((xn)i − xi)2
≤
k−1∑
i=0
((xn)i − xi)2 + 2
∞∑
i=k
(xn)
2
i +
∞∑
i=k
x2i < ε.

Remark 1.2.3. An immediate consequence of Proposition 1.2.2 says
that the norm topology and the product topology coincide on each
sphere in `2. Note that by Proposition 1.2.2 the norm topology on `2
is actually the weakest topology on the subset `2 of Rω that makes all
projections pii`
2 and also the norm function continuous. This means
that the 2-norm is a Kadec norm for `2 with respect to the coordinate
projections, cf. §4.1.
As we observed every open ball {x ∈ `2 : ‖x‖ < t} for t > 0 has an
empty interior with respect to product topology, but we now prove that
the closed balls {x ∈ `2 : ‖x‖ ≤ t} are closed with product topology and
therefore the norm actually defines a lower semi-continuous function
on `2 with respect to product topology. It also shows that every open
subset of `2 being a countable union of the closed balls, is an Fσ-subset
of Rω.
Proposition 1.2.4. Every closed ball {x ∈ `2 : ‖x‖ ≤ t}, for t > 0 is
a closed subset with respect to the product topology.
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Proof. Suppose that ‖x‖ = (∑∞i=0 |xi|2)1/2 > t. There exists a
k ∈ N such that (∑ki=0 |xi|2)1/2 > t. Clearly we can find a δ > 0
such that if |yi − xi| < δ for each i ≤ k then (
∑k
i=0 |yi|2)1/2 > t. So∏k
i=0(xi − δ, xi + δ) ×
∏
i>k Ri is an open basic neighbourhood of x in
Rω such that the norm of every point in it is greater than t. 
Notice that Rω is not normable and so Rω and `2 are not linearly
homeomorphic. Fre´chet in 1928 and Banach in 1932 raised the ques-
tion whether they are homeomorphic or not. Anderson answered this
question in the affirmative in 1966 [6]; see also [43] for a complete proof.
1.3. Basic dimension theory
Dimension theory enables us to assign to every space X a number,
dim, in {−1, 0, 1, . . . } ∪ {∞}, in such away that, among other things,
homeomorphic spaces have the same dimension and also dim Rn = n
for every n ∈ N. We do not intend to have an extensive discussion on
the dimension theory and so we only present some basic prperties of
dimension. For more details see [24, 42].
Recall that a partition between two disjoint closed subsets A and B of
a space X is a closed subset S ⊂ X such that X \ S can be written as
the disjoint union of open sets U and V with A ⊂ U and B ⊂ V . Let
X be a space and let Γ be an index set. We say that a family of pairs of
disjoint closed sets {(Ai, Bi) : i ∈ Γ} of X is essential if for every family
{Li : i ∈ Γ}, where Li is an arbitrary partition between Ai and Bi for
every i, we have
⋂
i∈Γ Li 6= ∅. A family that is not essential is called
inessential. It is proved, for instance, applying the Brouwer Fixed-Point
Theorem; see [42, Theorem 2.4.5.], that the family consisting of n pairs
of the opposite faces Ai = {x ∈ In : xi = 0} and Bi = {x ∈ In : xi = 1}
in In is essential. It also turns out that the family consisting of infinitely
many pairs of opposite faces in the Hilbert cube is essential. Note that
every subfamily of an essential family is clearly essential too.
Definition 1.3.1. Let X be a space. We define dimX ≤ n if ev-
ery family of n + 1 pairs of disjoint closed subsets of X is inessen-
tial. dimX = n if dimX ≤ n and dimX  n − 1, besides we define
dim ∅ = −1 and dimX = ∞ if dimX 6= n for every n ≥ −1.
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Obviously, homeomorphic spaces have the same dimension. It can be
proved that a space is zero-dimensional if and only if it has a countable
base consisting of the clopen subsets. The set of rational numbers Q,
the irrational numbers, and also the Cantor set are well known exampels
of zero-dimensional spaces. We observed above that dim In ≥ n and
that dimQ = ∞. It is not so hard to see that dim In ≤ n and so
dim In = n. It turns out that dim Rn = n. A useful and well known
way for describing the notion of dimension is by using covers:
Let U be a cover of a space X and let n ≥ 0. We say that the order
of U is at most n, ord(U) ≤ n, if every collection consisting of n + 2
elements of U has the empty intersection.
Theorem 1.3.1. Let X be a nonempty space and let n ≥ 0. Then
dimX ≤ n if and only if every open cover U of X has an open refine-
ment V with ord(V) ≤ n.
In addition, for a space X the small inductive dimension, indX, is de-
fined as follows:
indX = −1 ⇔ X = ∅,
indX ≤ n ⇔ For every x ∈ X and every neighbourhood U
of x there is an open neighbourhood V of x
with V ⊂ U such that ind FrV ≤ n− 1,
indX = n ⇔ indX ≤ n and indX  n− 1.
indX = ∞ ⇔ indX 6= n for every n ≥ −1.
Also we define the large inductive dimension, IndX, as follows:
IndX = −1 ⇔ X = ∅,
IndX ≤ n ⇔ For every closed set A ⊂ X and every neigh-
bourhood U of A there is an open neighbour-
hood V of A with V ⊂ U such that Ind FrV ≤
n− 1.
IndX = n ⇔ IndX ≤ n and IndX  n− 1.
IndX = ∞ ⇔ IndX 6= n for every n ≥ −1.
It turns out that in realm of separable metric spaces the inductive di-
mensions and the regular dimension coincide and we may use each of
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them with regard to our requirements; see [24]. In the following Propo-
sition we have collected the most important properties of dimension.
Proposition 1.3.2. Let X and Y be spaces and let n be a nonnegative
integer.
(1) (Countable closed Sum Theorem) If X =
⋃∞
i=1Ai where Ai
is a closed subset of X with dimAi ≤ n for every i, then
dimX ≤ n.
(2) If A ⊂ X then dimA ≤ dimX.
(3) dimX × Y ≤ dimX + dimY .
(4) If A and B are subsets of X then dim(A ∪ B) ≤ dimA +
dimB + 1.
(5) If A ⊂ X with dimA ≤ n then there exists a Gδ-subset G in
X that contains A and dimG ≤ n.
(6) If dimX ≤ n then there is a compactification X˜ of X with the
property dim X˜ ≤ n.
(7) The inverse limit of a inverse sequence of spaces with dimen-
tion at most n has a dimension at most n.
(8) dimX ≤ n if and only if X is a union of at most n + 1 of
zero-dimensional subspaces.
We devote the rest of this section to an important embedding theorem.
Some of the properties which are listed in the previous proposition can
be derived as the consequences of this theorem.
Let 1 ≤ m ≤ ω and let n be an integer with 0 ≤ n ≤ m. Denote by
Qmn the subset of R
m consisting of all points that exactly n coordinates
of them are rational . We call
Nmn = {x ∈ Rm : at most n coordinates of x are rational } =
n⋃
k=0
Qmk
the n-dimensional No¨beling space in Rm. Two trivial cases are Nmm =
Rm, Nm0 = (R \Q)m. In particular, N 10 is the set of irrational numbers
that is a complete zero-dimensional space and indeed, a universal space
for the class of zero-dimensional spaces. Note that Nmn ⊂ Nmn′ if n ≤
n′ ≤ m and Qmn is imbeddable into Qm′n if m ≤ m′ ≤ ω. Obviousely
Nmn with n < m is both dense and co-dense in R
m.
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Let k be an integer with 0 < k ≤ m, let r1, r2, . . . , rk be arbitrary real
numbers, and let i1, i2, . . . , ik be integers with 0 ≤ i1 < i2 < · · · < ik <
m. Note that
H = {(x0, x2, . . . , xm−1) ∈ Rm : xi1 = r1, . . . , xik = rk}
is a closed subset of Rm. In the case that ri; (1 ≤ i ≤ k) range only over
rational numbers we will get at most countably many sets such as H
whose union is clearly Rm\Nmk−1. It shows that for every integer n with
0 ≤ n ≤ m we have that Nmn is a complete space being a Gδ-subset of
Rm. Also observe that in this case H ∩Qmk is evidently homeomorphic
to (R\Q)m−k and hence dim Qmk = 0 by applying the Countable Closed
Sum Theorem.
Proposition 1.3.3. dim Nmn = n.
Proof. First observe that dimNmm = dimR
m = m; (m < ω), and
dimNm0 = dim(R \ Q)m = 0. So we assume that 0 < n < m. We just
observed that dim Qmk = 0 for every integer k with 0 ≤ k ≤ m. So an
appeal to Proposition 1.3.2-(8) gives dim Nmn ≤ n. On the other hand
Nmn contains, say {x ∈ Rm : xi =
√
2, for every i with i ≥ n} which is
n-dimensional and thus dim Nmn = n. 
Proposition 1.3.4. Nmn is connected if and only if 1 ≤ n.
Proof. The ’Only if’ part is trivial since Nm0 = (R \ Q)n is zero
dimensional and hence disconnected.
’If’ part: let 1 ≤ n. We prove this part for m < ω and the case m = ω
can be concluded from that because for every m with n ≤ m < ω the
subset Km = {x ∈ Nωn : xi =
√
2 for every i > m} is evidently homeo-
morphic to Nmn and contains the point (
√
2,
√
2, . . . ). Then
⋃∞
m=nKm is
connected and one can easily verify that it is a dense subset of Nωn . So
we assume that 1 ≤ n ≤ m < ω and show that every two distinct points
of Nmn can be joined in N
m
n by a polygonal line, that is a finite union
of some line segments. Let x = (x1, x2, . . . , xm), y = (y1, y2, . . . , ym) be
two distinct points in Nmn . If x, y ∈ (R \Q)m then since 1 ≤ n we can
join x and y by the segments (or maybe points) xz1, z1z2, . . . , zm−1y
where zj = (y1, y2, . . . , yj, xj+1, xj+2, . . . , xm). Otherwise first note that
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the affine subspace Gx consisting of the points whose irrational coordi-
nates coincide with the irrational coordinates of x is contained in Nmn .
Now choose x′ ∈ Gx ∩ (R \Q)m and y′ ∈ Gy ∩ (R \Q)m. It is clear that
x and x′ can be joined by a line segment in Gx ⊂ Nmn and also y and
y′. 
The following embedding theorem is well known; see Engelking [24,
Section 1.11].
Theorem 1.3.5. Let dimX ≤ n. Then X is embeddable in N 2n+1n and
so for every m ≥ 2n + 1 the No¨beling n-dimensional space Nmn is a
universal space for the class of all spaces of dimension at most n.
Remark 1.3.6. Recalling that the Cantor set is universal for the class
of all zero-dimensional spaces, for every n ∈ N there is an compact
n-dimensional analogue of the Cantor set, named Menger’s universal
n-dimensional space Mmn in R
m, n ≤ m ≥ 2n + 1; see Engelking [24,
pp 96]
1.4. Types of disconnectedness
A space containing a proper clopen subset is called disconnected. A
space X is called hereditarily disconnected if each subset with at least
two points is disconnected, in other words if X does not contain any
non-degenerate connected subspace. A space is called totally discon-
nected if each pair of points can be separated by a clopen subset.
Proposition 1.4.1. A space X is totally disconnected if and only if
there exists a weaker topology T such that (X, T ) is zero-dimensional.
Proof. The ’if’ part is trivial.
The ’Only if’ part: let B be a countable base for X and let V =
{(Bi, Bj) : Bi, Bj ∈ B}. For each pair (i, j) we select a clopen set Cij
that contains Bi and misses Bj, if there exists one. Let U be the family
consisting of Cij’s and their complements. Note that for each pair
(x, y) of distinct elements of X there is a clopen C such that contains
x and misses y and so there is a pair (i, j) such that x ∈ Bi ⊂ C
and y ∈ Bj ⊂ X \ C. It means that ∪ U = X and the elements of U
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separate points of X. Suppose that T be the topology on X induced by
the subbase U and note that every element of this subbase is a clopen
subset in (X, T ). It is clear that T is weaker than the original topology
of X, second countable, regular, and zero-dimensional. So (X, T ) is as
required. 
Let x be an element of a space X. The component of x is defined as
the union of all connected subsets of X which contain x. It is easy
to verify that the collection of all components of X form a partition
for X consisting of closed sets. A quasi-component of x is defined as
intersection of all clopen subsets of X that contain x. One can readily
check that the collection of all quasi-components form a partition for
X consisting of closed sets. Note that a space is hereditarily discon-
nected (totally disconnected) if every component (quasi-component) of
the space is singleton. It is clear that the component of x is contained
in the quasi-component of x.
Proposition 1.4.2. If X is a compact space then components and
quasi-components of X coincide.
Proof. We show that each quasi-component K of compact space
X is connected. Let C be a nonempty clopen subset of K. There are
disjoint open subsets V and W of X such that C ⊂ V and K \C ⊂ W .
Let U be a family of clopen subsets ofX with ∩U = K. By compactness
of X there exists a finite number of sets U1, U2, . . . , Uk ∈ U such that
U = U1∩U2∩· · ·∩Uk ⊂ V ∪W . Observe that V ∩U is a clopen subset
of X that contains C. So K ⊂ U ∩V . It implies that C = K and hence
K is connected. 
Note that this result is not even valid in the class of locally compact
spaces, for example, let
X =
∞⋃
n=1
[0, 1]× {1/n} ∪ ([0, 1/2) ∪ (1/2, 1])× {0}
and observe that quasi-component of (0, 0) is ([0, 1/2)∪ (1/2, 1])× {0}
whereas its component is [0, 1/2)× {0}.
A space is called punctiform or discontinuous if does not contain any
non-degenerate continuum. Every hereditarily disconnected space is
1.5. ERDO˝S SPACE 15
punctiform and every compact punctiform is trivially hereditarily dis-
connected. Obviousely all concepts; totally disconnected, hereditarilly
disconnected, and discontinuous are hereditarily with respect to sub-
spaces.
Corollary 1.4.3. Every nonempty compact and discontinuous space
X is zero-dimensional.
Proof. Let x ∈ X be an arbitrary point and let V be an arbitrary
open neighbourhood of x. Take a family U consisting of clopen sets
such that ∩U = {x}. By compactness, there exists a finite number of
sets U1, U2, . . . , Uk ∈ U such that U = U1 ∩ U2 ∩ · · · ∩ Uk ⊂ V . We are
done since U is clopen and x ∈ U ⊂ V . 
An immediate consequence is that every nonempty locally compact and
discontinuous space X is zero-dimensional. Applying the Countable
Closed Sum Theorem we have:
Corollary 1.4.4. Every nonempty σ-compact and discontinuous space
is zero-dimentional.
Remark 1.4.5. It is well known that for each n ≥ 0 there exists an
n-dimensional (complete) totally disconected space, there exists also a
strongly infinite dimensional (complete) one; see [42] for a complete
proof. R. Pol has proved that the class of totally disconnected spaces
does not contain any universal element [46].
1.5. Erdo˝s space
The following subspace of `2 is called Erdo˝s space; see [25].
E = {x ∈ `2 : xi is a rational number for every i ∈ ω}
Note that identity map from E into zero dimensional space Qω is con-
tinuous and so E is a totally disconnected space. It follows from Propo-
sition 1.2.4 that the closed balls {x ∈ E : ‖x‖ ≤ t} for t > 0 are closed
in Qω and so they can be represented as a countable union of the clopen
subsets of Qω. It means that E is an almost zero-dimensinal space; see
§1.8.
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Proposition 1.5.1. Every non-empty clopen subset of Erdo˝s space E
that contains 0 intersects S = {x ∈ E : ‖x‖ = M} for every M > 0.
As a consequence, all nonempty clopen subsets of E are unbounded.
Proof. Let M > 0 be an arbitrary number. It suffices to show
that every open subset U of E with 0 ∈ U ⊂ {x ∈ E : ‖x‖ < M} is
not closed. We construct a convergent sequence of elements of U whose
limit does not belong to U . By induction let x1 = 0 and let xn =
(q0, . . . , qn−1, 0, 0, . . . ) ∈ U be defined. There exists an integer 0 ≤ i
such that (q0, . . . , qn−1, i/n, 0, 0, . . . ) ∈ U but P ′n = (q0, . . . , qn−1, (i +
1)/n, 0, 0, . . . ) /∈ U . Put qn = i/n and xn+1 = (q0, . . . , qn, 0, 0, . . . ).
Note that ‖xn‖ < M for every n, and so ‖x‖ ≤ M . This shows that
x = (q0, q2, . . . ) ∈ E. By virtue of Proposition 1.2.2 we have that x is
the limit of the sequence (xn) in E. But x /∈ U since for every ε > 0 we
may select an integer n such that ‖x− xn+1‖ < ε and 1/n < ε. So for
the point P ′n ∈ E \ U which introduced above we have:
‖P ′n − x‖ ≤ ‖P ′n − xn+1‖+ ‖x− xn+1‖ < 2ε
and hence x belongs to the closed set E \ U . 
Corollary 1.5.2. dim(E) > 0.
Note that dim(E) ≤ 1 since S = {x ∈ E : ‖x‖ = M} for every M > 0,
is a zero-dimensional subspace of E by Proposition 1.2.2. Then
Proposition 1.5.3. dim(E) = 1.
Observe that the mapping f((x, y)) = (x0, y0, x1, y1, . . . ) defines a home-
omorphism between E2 and E which makes E a nice one-dimensional
space X with the property dimXn = 1 for every n ∈ N.
Remark 1.5.4. Let ∞ be a point and consider Y = E ∪ {∞}. We
topologize Y in such a way it contains E as a subspace and that U is
a basic neighbourhood of ∞ if and only if E \ U is a bounded subset
of E. Note that Y is a separable metric space. We assert that Y is
connected. Let V be a clopen subset of Y which contains ∞. Then
Y \ V is clearly a clopen subset of E. But Y \ V is bounded and so it
must be empty by Proposition 1.5.1. Therefore E can be connectified
by one point. We investigate this topic further in Chapter 3.
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Recall that Q is homeomorphic to {x ∈ Q : |x| < 1} as well as {x ∈
Q : |x| ≤ 1} and then Qω is homeomorphic to {x ∈ Qω : |xn| < 1/n}
as well as {x ∈ Qω : |xn| ≤ 1/n}. So an appeal to Remark 1.2.1 shows
that Qω is homeomorphic to the closed subset {x ∈ E : |xn| ≤ 1/n} of
E.
In 1940 Paul Erdo˝s [25] introduced the following closed subspace of `2:
{x ∈ `2 : xi = 0 or 1/xi ∈ N for each i ∈ ω},
which is now called complete Erdo˝s space; cf. [13]. See [1, 19, 21, 32,
40] for numerous other representations of complete Erdo˝s space. One
of the well known representation that we frequently use it throughout
of this monograph is the following:
Ec = {x ∈ `2 : xi is a irrational number for every i ∈ ω}
In most parts of this work, our representation of complete Erdo˝s space
will be Ec. It is clear that the topology of Ec is finer than the topology
that the space inherits from the zero-dimensional and complete space
(R\Q)ω and so Ec is totally disconnected. Similar to Erdo˝s space it can
be proved that all non-empty clopen subsets of Ec are unbounded and
that dim(Ec) = 1. The fact that both Ec and E are universal spaces for
the class of all almost zero-dimensional spaces is implicitly contained in
[45, 32] and was formally established in [18, Theorem 5.13]; see §1.8.
This also can be derived from our results in Chapter 5.
1.6. Borel complexity
Let V be a family of subsets of a space X and let Vδ and Vσ stand
for the families of countable intersections, respective countable unions
of elements of V . Also, let, for instance Vδσ...δσ mean (Vδσ...δ)σ, and so
on. Now assume that G(X) and F (X) stand for the families of open,
respective closed subsets of X. Then the hierarchy of the Borel sets of
X and of any rank can be written as follows.
G(X) Fσ(X) Gδσ(X) Fσδσ(X) . . .
F (X) Gδ(X) Fσδ(X) Gδσδ(X) . . .
Instead of the traditional notations described above, we use the fol-
lowing which is more convenient for higher ranks. Let 1 ≤ α < ω1,
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where ω1 stands for the first uncountable cardinal. We define the
additive (Σ0α(X)) and productive (Π
0
α(X)) Borel class of rank α for
X as follows, cf. Kechris [33]; Σ01(X) = {U : U is open in X},
Π01(X) = {B : X \B ∈ Σ01(X)},
Σ0α(X) = {E : E =
⋃
n
En, En ∈ Π0αn(X), αn < α, n ∈ N} ; if α > 1
and Π0α(X) = {E : X \ E ∈ Σ0α(X)}. So the hierarchy of Borel sets of
the space X corresponds to the followings.
Σ01(X) Σ
0
2(X) Σ
0
3(X) Σ
0
4(X) . . . Σ
0
α(X) . . .
Π01(X) Π
0
2(X) Π
0
3(X) Π
0
4(X) . . . Π
0
α(X) . . .
Note that every open set is an Fσ-set and every closed set is a Gδ-set.
It turns out that
Σ0α(X) ∪ Π0α(X) ⊂ ∆0α+1(X) = Σ0α+1(X) ∩ Π0α+1(X)
Besides, it is easy to verify that if B(X) is the family of Borel sets of
the space X then
B(X) =
⋃
α<ω1
Σα(X) =
⋃
α<ω1
Πα(X) =
⋃
α<ω1
∆α(X)
Each additive (productive) class of a space is closed under countable
(finite) union and finite (countable) intersection. Note that if Y ⊂ X
then Σ0α(Y ) = {A ∩ Y : A ∈ Σ0α(X)} and also Π0α(Y ) = {A ∩ Y : A ∈
Π0α(X)}, (a similar statement is not generally true for ∆0α, for example
consider a subset A of Q which is both dense and co-dense and note that
A ∈ ∆02(Q). But there is no subset B of R with A = B ∩ Q and that
B ∈ ∆02(R) ). It turns out that if Z ⊂ Y ⊂ X, Z ∈ Σ0α(Y ) (∈ Π0α(Y )),
and Y ∈ Σ0α(X) (∈ Π0α(X)) then Z ∈ Σ0α(X) (∈ Π0α(X)). We can
also conclude that if Z ⊂ Y ⊂ X, Z ∈ ∆0α(Y ), and Y ∈ ∆0α(X) then
Z ∈ ∆0α(X).
We say X is an additive (or productive) absolute Borel set of rank 1 ≤ α
if it is a Borel set of the same class in each space in which it is embedded.
It is clear that every compact space is an absolutely closed space. On
the other hand, if X is an absolutely closed set then, in particular it
is a closed subset in the Hilbert cube and hence a compact space. By
the same reasoning, a space is σ-compact if and only if it is an absolute
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Fσ. For every nonempty space X it is always possible to extend to a
space Y such that X is not open in Y . So the empty set is the only
absolutely open space. It is well known that the class of absolute Gδ
sets corresponds to the complete spaces. Let Π0α and Σ
0
α stand for the
productive, respective, additive absolute Borel class of rank α, where
1 ≤ α < ω1. For instance, Π01, Σ01, Π02, and Σ02 correspond to the
empty, compact, complete, and σ-compact spaces, respectively. The
next proposition shows that if a set is a productive (additive) Borel
set of rank 2 ≤ α (3 ≤ α) in a certain complete space X then it is
a productive (additive) Borel set of the same rank in every complete
space which contains it and thus by the fact that every space can be
embedded in the Hilbert cube it is a productive (additive) Borel set of
the same rank in every space which contains it. Note that there are
complete spaces which are not σ-compact and so 3 ≤ α for additive
case is a necessary restriction.
Proposition 1.6.1. Let X, Y be complete spaces. Suppose that E ⊂
X, F ⊂ Y , and let E be homeomorphic to F . Then E ∈ Σ0α(X) if
and only if F ∈ Σ0α(Y ), for α ≥ 3, and E ∈ Π0α(X) if and only if
F ∈ Π0α(Y ), for α ≥ 2.
Proof. Let us to prove only the additive case since the other case
is similar. Let f : E → F be a homeomorphism, α ≥ 3, and let
E ∈ Σ0α(X). By the Lavrentieff Theorem [36] there are Gδ sets G
and H such that E ⊂ G ⊂ X and F ⊂ H ⊂ Y , and there exists a
homeomorphism f˜ : G→ H which extends f . We have that E ∈ Σ0α(G)
becauseG ∈ Π02(X) ⊂ Σ0α(X). It follows that F ∈ Σ0α(H). On the other
hand H ∈ Σ0α(Y ) and hence we obtain F ∈ Σ0α(Y ). 
Corollary 1.6.2. For each 1 ≤ α, if X ∈ Σ0α(Y ) (X ∈ Π0α(Y )) and
Y ∈ Σ0α (Y ∈ Π0α) then X ∈ Σ0α (X ∈ Π0α)
Proof. For α = 1 it is a triviality and the case α = 2 is clear since
every Fσ-subset of a σ-compact is a σ-compact space and also it is well
known that every Gδ-subset of a complete space is complete. Now let
2 < α, Y ∈ Σ0α and X ∈ Σ0α(Y ). Suppose that Z be a complete space
that contains Y . Then Y ∈ Σ0α(Z) and hence X ∈ Σ0α(Z). So an appeal
to Proposition 1.6.1 gives X ∈ Σ0α. The productive case is similar. 
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Let us to recall here some familiar examples. It is well known that Q
is σ-compact but not complete. R \ Q, Rω, and `2 all are complete
but not σ-compact. Each subset F iq = {x ∈ Rω : xi = q} for every
i ∈ ω and every q ∈ Q is obviously closed and thus Qω = ⋂i∈ω ⋃q∈Q F iq
is an Fσδ-subset of Rω. By an analogous argument we have that E
is an Fσδ-subset of `
2. So Qω and E both are absolute Fσδ-spaces.
E is an Fσ-subset of Qω since we can represent E, for instance, as⋃
n∈N{x ∈ Qω : ‖x‖ ≤ n} recalling that {x ∈ Qω : ‖x‖ ≤ n} is a
closed subset of Qω for every n ∈ N. So E is also an absolute Fσδ-space
with respect to product topology. From the paragraph just before the
Proposition 1.2.4 we have that every Gδ-subset of E is an Fσδ-subset of
Qω and hence an absolute Fσδ-space with respect to product topology.
1.7. Semi-continuous functions and the Lelek fan
We call a function f : X → [−∞,∞] lower semi-continuous (LSC) if
for every real number t the set f−1((t,∞]) is open in X. We say that
f : X → R is LSC at a point x0 if for every ε > 0 there is an open
neighbourhood U of x0 such that f(x0)−f(x) < ε for every x ∈ U . It is
clear that a real function f is LSC on X if and only if f is LSC at every
point x ∈ X. The function f is called upper semi-continuous (USC) if
−f is LSC. It is clear that a function f : X → [−∞,∞] is countinuous
if and only if it is both LSC and USC. Because of similarity between
the concepts of lower and upper semi-continuity we often formulate our
results about one of them and one can readily reformulate them for the
other one.
For a sequence {fi}i∈N, consisting of LSC functions, supi∈N(fi) is LSC
as well. Particularly, the supremum function on the Hilbert cube is LSC
since coordinate functions are continuous. We have already shown by
Proposition 1.2.4 that ‖ · ‖ defines an LSC function on `2 with respect
to the topology that is inherited from Rω.
Let f : X → R be a LSC function and let a ∈ R be an arbitrary
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element. Observe that the fibre f−1(a) is a Gδ-set since
f−1(a) =
∞⋂
n=1
f−1((a− 1/n, a])
=
∞⋂
n=1
f−1((a− 1/n,∞)) ∩ f−1((−∞, a])
and that f−1((−∞, a]) is a closed set and ⋂∞n=1 f−1((a− 1/n,∞)) is a
Gδ-set.
We assert that if f is an LSC function on a compact space X then f
attains a minimum on X. First note that the family of the closed sets
{f−1((−∞, f(x)]) : x ∈ X} has the finite intersection property and so
nonempty intersection in X. It is clear that f attains its minimum at
any point in this intersection.
Suppose that d and ρ be admissible metrics on spaces X, respectively
Y . Let A ⊂ X and let f : A→ Y be an arbitrary function. Define the
oscillation of f at a point x ∈ X by oscf (x) = inf{diam(f(Uδ(x))) :
0 < δ} where Uδ(x) = {y ∈ X : d(x, y) < δ}. Note that the metric
on X is mentioned strictly for the sake of convenience and that the
definition of oscf on X does not depend on the choice of d.
Proposition 1.7.1. Let A ⊂ X and let f : A → Y be an arbitrary
function. Then oscf : X → [0,∞] is a USC function. Moreover, f is
continuous at a point x ∈ A if and only if oscf (x) = 0. Consequently,
the set of points of continuity of an arbitrary function is a Gδ-set.
Proof. Let oscf (x) < t. There exists a δ > 0 such that oscf (x) ≤
diam(f(Uδ(x))) < t. For every y ∈ Uδ(x) we have diam(f(Uδ′(y))) ≤
diam(f(Uδ(x))) where δ
′ = δ − d(x, y). Then oscf (y) < t for every
y ∈ Uδ(x). The remaining statements are clear. 
Proposition 1.7.2. Let Y be complete, A ⊂ X, and f : A → Y
continuous. Then there is a Gδ-set G with A ⊂ G ⊂ A and a continuous
extension g : G→ Y of Y .
Proof. Let G = A ∩ {x ∈ X : oscf (x) = 0} and note that G is
a Gδ-set with A ⊂ G ⊂ A. For every x ∈ G let g(x) = limn→∞ f(xn)
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where (xn) is a sequence in A that is convergent to x. It is easy to
verify that g is well-defined and that g extends f . Also for every x ∈ G
we have oscg(x) = 0 and hence g is continuous. 
Corollary 1.7.3. If Y is a completely metrizable subspace of X then
Y is a Gδ-subset of X.
Proof. The identity map iY : Y → Y can be extended to a con-
tinuous map g : G → Y where G is a Gδ with Y ⊂ G ⊂ G. Since Y
is a dense subset of G we have that g(x) = x, for every x ∈ G. But
g(x) ∈ Y and so G = Y . 
Proposition 1.7.4. Let f : X → R be a function. Then f is LSC
if and only if for every sequence (xn)n∈N that converges to some point
x ∈ X we have f(x) ≤ lim infn→∞ f(xn).
Proof. ’If’ part: to the contrary, assume that for some t ∈ R the
subset B = {x : f(x) ≤ t} is not closed. Then there is a sequence
(xn)n∈N in B such that xn → x /∈ B. So lim infn→∞ f(xn) ≤ t < f(x)
which is a contradiction.
’Only if’ part: suppose, to the contrary, f(x) > lim infn→∞ f(xn) = α
for some x ∈ X and some sequence (xn)n∈N which is convergent to x.
So there are a t with α < t < f(x) and a subsequence (xni)i∈N such
that limi→∞ f(xni) < t. Consequentely, there is an N ∈ N such that
if i > N then f(xni) < t < f(x) and hence for all i > N we have
that xni is contained in the closed subset B = f
−1((−∞, t]) and hence
limi→∞ xni = x ∈ B. It follows that f(x) ≤ t which contradicts the
choice of t. 
It is easy to verifty that finite sums of LSC (USC) functions are LSC
(USC) functions.
Proposition 1.7.5. Let fn be an LSC and nonnegative function for
each n ∈ N. Then ∑∞n=1 fn is an LSC function. A similar statement
does not hold for USC functions.
Proof. gN =
∑N
n=1 fn is LSC for every N ∈ N. So
∑∞
n=1 fn =
sup gN is LSC as well. For every n ∈ N define fn : R → R by f(x) =
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0 for every x 6= 1/n and f(1/n) = 1. Obviously fn is a USC and
nonnegative function but h =
∑∞
n=1 fn is not a USC function because
h−1[1,∞) = {1/n : n ∈ N} which is not closed. This example also
shows that the nonnegativity condition is essential since −fn is LSC
for every n ∈ N and −h = ∑∞n=1−fn is not LSC. 
Proposition 1.7.6. If f and g are LSC and nonnegative functions on
X then f · g is an LSC function on X.
Proof. Suppose that f · g(x) > t. By continuity of the product
there exists a δ > 0 such that t1 = f(x)− δ ≥ 0, t2 = g(x)− δ ≥ 0, and
t1t2 > t. Now U = {y ∈ X : f(y) > t1}∩{y ∈ X : g(y) > t2} is an open
set which contains x and we have that U ⊂ {y ∈ X : f · g(y) > t}. 
The nonnegativity assumption is essential in this proposition, for in-
stance, If f : R → R with f(x) = −1 for every x 6= 0 and f(0) = 0
then f 2 is not USC.
Proposition 1.7.7. For every LSC function f : X → (−∞,∞] which
is bounded from below there exists a sequence f1 ≤ f2 ≤ · · · of con-
tinuous real-valued functions on X such that for every x ∈ X we have
limi→∞ fi(x) = f(x).
Proof. Let d be a compatible metric for X. If f is identically ∞
then fn(x) = n for every x ∈ X satisfies our purpose. Otherwise, for
every n ∈ N define fn by fn(x) = inf{f(z)+nd(x, z) : z ∈ X} for every
x ∈ X. fn is an n-Lipschitz function, that is, |fk(x)− fk(y)| ≤ nd(x, y)
for every x, y ∈ X because for every z ∈ X we have fn(x) ≤ f(z) +
nd(x, z) ≤ f(z)+nd(y, z)+nd(x, y) and then fn(x) ≤ fn(y)+nd(x, y).
By the symmetry of the metric we have fn(y) ≤ fn(x) + nd(x, y) and
hence |fk(x)−fk(y)| ≤ nd(x, y). It is clear that fn(x) ≤ fn+1(x) ≤ f(x)
for every x ∈ X and every n ∈ N. So we just need to prove that
limn→∞ fn(x) = f(x) for every x ∈ X. Note that if fn(x) → ∞ then
f(x) = ∞ and we are done. So we assume that fn(x) ≤ N for all n. Let
ε > 0 and let M be a lower bound for f . For every n there is a zn ∈ X
such that f(zn) + nd(x, zn) ≤ fn(x) + ε and so d(x, zn) ≤ N+ε−Mn . It
follows that limn→∞ zn = x and by lower semicontinuity of f we have
f(x) ≤ lim infn→∞ f(zn) ≤ lim infn→∞ fn(x) + ε = limn→∞ fn(x) + ε.
Then limn→∞ fn(x) = f(x). 
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Proposition 1.7.8. Let f : X → R be a mapping. f is LSC if and
only if for every point x ∈ X and every neighbourhood V of the point
(x, f(x)) in G = {(x, f(x)) : x ∈ X} there exist a neighbourhood U of
x and ε > 0 such that U × (−∞, f(x) + ε] ∩G is contained in V .
Proof. If part: let t be a real number and let f(x) > t. Put
δ = f(x) − t. Let U be a neighbourhood of x and let 0 < ε < δ such
that U × (−∞, f(x) + ε] ∩ G is contained in {(y, f(y)) : f(x) − δ <
f(y) < f(x) + δ}. It shows that U ⊂ {y : f(y) > f(x)− δ > t}.
Only if part: let W be a neighbourhood of x and ε > 0 such that
W × [f(x)− ε, f(x) + ε]∩G ⊂ V . Let U = {y ∈ W : f(y) > f(x)− ε}
and note that U is a neighbourhood of x such that U×(−∞, f(x)+ε]∩G
is contained in V . 
Remark 1.7.9. Let f be an LSC function on X, let Y be the graph of f
with the topology that is lifted fromX (so Y andX are homeomorphic),
and let Z be the graph of f with the topology that inherits from the
product spaceX×R. It is obvious that topology of Y is weaker than the
topology of Z and they are homeomorphic if and only if f is continuous.
By Proposition 1.7.8 a basic neighbourhood of the point (x, f(x)) ∈ Z
may have the form B(U, t) = Z ∩ (U × [−∞, t]), where U is a closed
neighbourhood of x in X and t > f(x). Note that B(U, t) is closed in Y
since pi1(B(U, t)) = U ∩f−1([−∞, t]) is a closed subset of X. Therefore
every point of Z has a neighbourhood basis consisting of the elements
which are closed in Y and hence every open subset of Z is a Fσ-set in
Y . In such a case we say that Y is a witness to the topology of Z. (cf.
Definition 1.8.2)
Proposition 1.7.10. Let f : X → R be a mapping. f is LSC if and
only if Lf = {(x, t) : f(x) > t} is an open subset in the space X × R.
As a consequence, the graph of every LSC function f : X → R is a
Gδ-subset of the space X × R.
Proof. Assume that f is LSC and (x′, t′) ∈ Lf . Choose an s with
t′ < s < f(x′) and consider the open set
V = {x ∈ X : f(x) > s} × (−∞, s) ⊂ X × R
Evidently, (x′, t′) ∈ V ⊂ Lf .
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We prove the converse, let t′ be an arbitrary real number. The subset
{(x, t) : t′ < t < f(x)} is open in the space X × R and hence its
projection on X, that is {x ∈ X : t′ < t < f(x) for some t ∈ R} =
f−1((t′,∞)) is open in X.
We prove the last part of proposition, for each i ∈ N define the LSC
function fi by fi(x) = f(x) + 1/i for every x ∈ X. Let Uf be the com-
plement of Lf as above. Observe that the graph of f can be represented
as Uf ∩
⋂∞
i=1 Lfi which is obviously a Gδ- set in X × R. 
Corollary 1.7.11. The graph of an LSC function that is defined on
a complete space is a complete space.
A function ϕ : X → [0,∞) is called a Lelek function if X is zero-
dimensional, ϕ is USC, X ′ = {x ∈ X : 0 < ϕ(x)} is dense in X, and
Gϕ0 = {(x, ϕ(x)) : x ∈ X ′} is dense in {(x, t) : x ∈ X ′ and 0 ≤ t ≤
ϕ(x)}. Observe that a USC function ϕ : X → [0,∞) with dimX = 0
is a Lelek function if and only if Gϕ0 is dense in L
ϕ
0 = {(x, t) : x ∈
X and 0 ≤ t ≤ ϕ(x)}. Also the domain of a Lelek function ϕ is dense
in itself andM(ϕ) = sup{φ(x) : x ∈ X} > 0. Lelek functions with com-
pact domain exist; see [37]. If ϕ is a Lelek function with a compact do-
main C then the domain C must be a Cantor set and ϕ(C) = [0,M(ϕ)].
We obtain a Lelek fan by identifying the base C×{0} to a point in Lϕ0 .
Bula and Oversteegen [8], and Charatonik [9] proved the uniqeness of
the Lelek fan. As a well known example of a Lelek function let us define
the function η : Qω → I by η(x) = 1/1 + ‖x‖ if ‖x‖ <∞, where ‖ · ‖ is
the 2-norm mapping, and η(x) = 0 otherwise. Observe that η is USC
and that η(x) = 0 if and only if x /∈ E. By the fact that in each open
subset of Qω there is a sequence of elements of E whose norm tends to
∞ we find that Gη0 is a dense subset of Lη0. So η is a Lelek function.
Note that {(x, η(x)) : η(x) > 0} with the topology that inherits from
Qω × R is homeomorphic to E.
Remark 1.7.12. Let ϕ : X → [0,∞) be a Lelek function and let O
be an open subset of Gϕ0 . We assert that pi1(O) is of the first category
in itsef, where pi1 : X × R → X is the projection mapping. By an
appeal to Remark 1.7.9 we can cover O with countably many sets of
the form B(U, t) = Gϕ0 ∩ (U × [t,∞)) such that there is an s < t with
B(U, s) ⊂ O. Let (x, ϕ(x)) be an element of such a B(U, t) and let V be
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a neighbourhood of x in X. Since ϕ is a Lelek function there must be
a y ∈ U ∩ V such that s < ϕ(y) < t and hence y ∈ pi1(O) \ pi1(B(U, t))
because pi1(B(U, t)) = U ∩ ϕ−1([t,∞)). So (x, ϕ(x)) is not an interior
point of B(U, t).
The following proposition and its proof is taken from [18, Proposition
5.4]. The projection from X × R to R is denoted by pi2.
Proposition 1.7.13. Let X be a complete space, let ϕ : X → [0,∞) be
a Lelek function, and let C be a nonempty clopen subset of Gϕ0 . Then
C is not closed in the full graph of ϕ and hence pi2(C) is an interval
that contains 0 as one of its endpoints.
Proof. Put Z = X \pi1(Gϕ0 \C) and note by the previous observa-
tion that Z is a Gδ-subset of X and hence topological complete. Also,
pi1(C) is a first category Fσ-subset of Z. Thus pi1(C) is not closed in Z
and we can find an x ∈ Z ∩ (pi1(C) \ pi1(C)). Since Z \ pi1(C) = ϕ−1(0)
we have ϕ(x) = 0. Recalling that ϕ is continuous at x we find that
(x, 0) is a cluster point of C. Now let (x, ϕ(x)) ∈ C such that there is a
t /∈ pi2(C) with 0 < t < ϕ(x). Then C∩ (X× [t,∞)) = C∩ (X× (t,∞))
is a nonempty clopen subset of Gϕ0 that is closed in the graph of ϕ, a
contradiction. 
1.8. Almost zero-dimensional spaces
A subset of a space is called a C-set if it can be written as an inter-
section of clopen subsets of the space. The concept of an almost zero-
dimensional space is originally introduced by Oversteegen and Tym-
chtyn [45] and they used the statement (2) of Theorem 1.8.1 to express
it. We use the followings which is equivalent by Theorem 1.8.1.
Definition 1.8.1. A space X is called almost zero-dimensional if for
every x ∈ X and every neighbourhood U of x there exists a C-set
neighbourhood V of x with V ⊂ U .
It is clear that every AZD space is totally disconnected and every zero-
dimensional space is AZD. By virtue of Proposition 1.2.4 and Proposi-
tion 1.5.3 we find E as well as Ec is a one-dimensional and AZD space.
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In Chapter 2 we investigate to which extent familiar properties of di-
mension carry over to almost zero-dimensionality and here we attend
to some basic property of them.
Definition 1.8.2. Let X be a space and let T be a weaker topology
on X. We say (X, T ) witnesses the almost zero-dimensionality of X if
dim(X, T ) ≤ 0 and every point of X has a neighbourhood basis in X
consisting of sets that are closed in (X, T ).
Note that the product topology witnesses almost zero dimensionality
of E as well as Ec.
Theorem 1.8.1. The following statements are equivalent:
(1) X is an almost zero-dimensional space.
(2) There exists a (open) basis B for X such that B is a C-set for
every B ∈ B.
(3) X is homeomorphic to the graph of a lower semi-continuous
function with a domain of dimension at most zero.
(4) There exists a zero dimensional topology T on X that witnesses
the almost zero-dimensionality of X.
(5) There is a collection B of closed subsets of X such that for
every point x ∈ X and every neighbourhood U of x there exists
a B ∈ B with x ∈ intB ⊂ B ⊂ U and moreover, for each pair
G,H of disjoint elements of B there is a clopen set W in X
with G ⊆ W ⊆ X \H.
Proof. For (1)⇔ (2) see [20, Proposition 6.1].
(1)⇔ (3) is in essence contained in [32, 45] and formally proved in [18,
Theorem 5.13].
(4)⇒(1) is trivial.
We prove (1)⇒ (4): first note that we may select a countable family C of
C-sets so that Definition 1.8.1 is satisfied by them. Also every C-set in
X can be represented as a countable intersection of clopen sets because
X is hereditarily Lindelo˝f. So there is a countable collection consisting
of clopen subsets of X which induce C. This collection of clopen sets
along with their complements can be considered as a subbase for a
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topology T on X. We claim that T is (zero-dimensional) separable
metric and hence obviously, a witness to the almost zero-dimensionality
of X. Let x ∈ X and y 6= x. There is a C-set in C that contains x
and misses y and so there is an element in the subbase with the same
property. It follows that T is T1. Regularity is a consequence of this
fact and of the fact that each element of the subbase is clopen.
For (4)⇒(5) let B consist of all T -closed subsets of X and note that
(5) is satisfied because Ind = ind for separable metric spaces.
(5)⇒(1) is trivial.

Note that (3)⇔ (4) can also be derived as a special case of Theorem
4.2.1 by substituting n = 0. It was proved in [45] that every AZD space
is at most one-dimensional. This fact also follows from statement (3)
of Theorem 1.8.1.
Proposition 1.8.2. Every AZD space X is a splintered space, that is,
every open cover for X has a countable refinement consisting of pairwise
disjoint closed subsets.
Proof. Let U be an arbitrary open covering for X and let B =
{B1, B2, . . . } be a countable family consisting of C-sets that refines U .
For every n ∈ N we can represent X \ ⋃j=nj=1 Bj as a countable union
of pairwise disjoint clopen subsets of X, say,
⋃∞
i=1 Cn,i. So the family
Dn = {Bn+1 ∩Cn,i : i ∈ N} consisting of pairwise disjoint C-sets covers
Bn+1 \
⋃i=n
i=1 Bi. Putting D0 = {B1}, the collection
⋃∞
n=0Dn forms a
countable refinement for U consisting of pairwise disjoint C-sets. 
CHAPTER 2
Sums of almost zero-dimensional spaces
2.1. Introduction
This chapter was published in Abry, Dijkstra, van Mill [4]. Note that
a space is zero-dimensional if and only if every closed subset is a C-
set. Recall that a space is almost zero-dimensional if every point has
a neighbourhood basis consisting of C-sets. We also observed that the
dimension of these spaces is at most one and that the standard example
of an AZD space that is not zero-dimensional is the Erdo˝s space.
It appears that almost zero-dimensionality is a dimension theoretic con-
cept that fits neatly between zero- and one-dimensionality. In this
chapter we investigate to which extent familiar properties of dimension
carry over to almost zero-dimensionality.
2.2. Similarities between zero-dimensionality and almost
zero-dimensionality
In this section we list properties of almost zero-dimensionality that
correspond to familiar properties of zero-dimensionality.
Let us to recall that every zero-dimensional space is AZD, every AZD
space is totally disconnected, and every totally disconnected space is
hereditarily disconnected; see §1.
Clearly, almost zero-dimensionality is hereditary. Also, countable prod-
ucts of AZD spaces are AZD and hence inverse limits of AZD spaces
are AZD. The class of zero-dimensional spaces has universal elements –
the Cantor set for instance. Since AZD spaces are totally disconnected
every σ-compact AZD space is zero-dimensional so the class of AZD
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spaces cannot have a compact universal element. However, there is a
complete universal space, for instance complete Erdo˝s space. This fact
is implicitly contained in [32] and [45]; see also [18, Theorem 5.13].
Thus every AZD space has an AZD completion and hence every AZD
subspace of a space can be enlarged to a Gδ-subspace that is AZD
(use Lavrentieff [36]). Another consequence is that every AZD space
is imbeddable in R2, which makes that AZD spaces fit nicely between
zero-dimensional and one-dimensional spaces which can be imbedded
in R, respectively R3.
If X = E ∪ F , where dimE ≤ 0 and dimF < n, then dimX ≤ n;
see [24, Lemma 1.5.2]. Levin and Tymchatyn [39] proved that the
union of an AZD space with a zero-dimensional space is at most one-
dimensional. We have the following extension:
Theorem 2.2.1. Let n ∈ N. If X = E ∪ F , where E is AZD and
dimF < n, then dimX ≤ n.
Proof. We use induction. The base case n = 1 is the Levin-
Tymchatyn result. Assume that the theorem is valid for some n ∈ N.
Let X = E ∪ F where E is AZD and dimF ≤ n. Then we can write
F = F ′∪Z, where dimF ′ < n and dimZ ≤ 0; see [24, Theorem 1.5.7].
By induction we have dim(E ∪ F ′) ≤ n thus dimX ≤ n+ 1. 
Using Theorem 2.2.1 inductively on finite unions of AZD spaces we
obtain:
Theorem 2.2.2. Let n ∈ N. If a space X can be covered by n AZD
subspaces, then dimX ≤ n.
Recall that a space X can be covered by n zero-dimensional subspaces
if and only if dimX < n; see [24, Theorem 1.5.8]. In contrast, the
converse of Theorem 2.2.2 is not valid – the following result shows that
for instance Rn cannot be covered by n AZD subspaces.
Theorem 2.2.3. Let n ∈ N. If X is σ-compact then dimX < n if and
only if X can be covered by n AZD subspaces.
Proof. The ‘only if’ part follows from the partition into zero-
dimensional spaces. We prove the ‘if’ part by induction. In the base
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case n = 1 X is a σ-compact AZD space thus dimX ≤ 0. Assume that
the ‘if’ part is valid for some n ∈ N. Let X = E1 ∪ · · · ∪ En+1, where
each Ei is AZD. As remarked above we may assume that En+1 is a Gδ-
set in X. So X \ En+1 is a σ-compact space that can be covered by n
AZD subspaces. Thus by induction dim(X \En+1) < n. Theorem 2.2.1
now guarantees that dimX ≤ n and the proof is complete. 
Theorem 2.2.2 is sharp – Ec × [0, 1]n−1 is an n-dimensional complete
space (see [28] or [24, Problem 1.9.E(b)]) that can be partitioned into
n AZD subsets because the (n− 1)-cell can be partitioned into n zero-
dimensional spaces. This example was presented in [39] for the case
n = 2.
In a zero-dimensional space the retracts are precisely the nonempty
closed subsets. This result was extended to AZD spaces by Dijkstra
and van Mill [18, Theorem 5.16] as follows.
Theorem 2.2.4. A non-empty subset of an AZD space is a C-set if
and only if it is a retract of the space.
This theorem and the following corollary are the main tools in our
proofs in the remaining part of this work.
Corollary 2.2.5. Let A be a C-set in an AZD space X. Every clopen
subset of A can be extended to a clopen subset of X and every C-set in
A is also a C-set in X.
2.3. Finite sums of closed sets
In this section we show that almost zero-dimensionality is rather poorly
behaved with respect to sums of closed sets.
Lemma 2.3.1. Let X = E∪F , where E and F are closed subsets of X.
(1) E is a C-set in X if and only if E ∩ F is a C-set in F .
(2) If E is a nonempty C-set in X and if F is AZD then E is a
retract of X and hence every C-set in E is a C-set in X.
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Proof. For statement (1) note that the ‘only if’ part is trivial. For
the ‘if’ part note that if C is a clopen subset of F that does not meet E
then C is open in X because E is closed and C is closed in X because
F is closed.
Statement (2). If E ∩ F = ∅ then (2) is a trivial statement so assume
that E ∩F 6= ∅. Since E ∩F is a C-set in F we have by Theorem 2.2.4
that there is a retraction r : F → E ∩ F . Extend r to an r˜ : X → E
by using the identity on E. Since E and F are closed we have that
r˜ is continuous and a retraction. Let A be a C-set of E. Clearly,
A = E ∩ r˜−1(A) and hence A is a C-set in X as an intersection of two
C-sets. 
Theorem 2.3.2. Let X = E ∪ F , where E and F are AZD closed
subsets of X. If E is a C-set in X then X is AZD.
Proof. Let x ∈ X and let V be an arbitrary neighbourhood of x
in X. We consider three cases.
Case I: x ∈ E \F . Let U be a C-set neighbourhood of x in E such that
U ⊆ V . Since F is closed U is also a neighbourhood of x in X. By
Lemma 2.3.1 U is a C-set in X.
Case II: x ∈ F \E. Since E is a C-set there exists a clopen subset C of
X that contains x and misses E. Now there is a C-set neighbourhood
U of x in F that is contained in V ∩C. Thus U is a C-set in the clopen
set C and hence a C-set in X.
Case III: x ∈ E ∩F . We select with Lemma 2.3.1 a retraction r : X →
E. Let U1 ⊆ V be a C-set neighbourhood of x in E. Then r−1(U1) is a
(C-set) neighbourhood of x in X. Let U2 be a C-set neighbourhood of x
in F that is contained in V ∩r−1(U1). We claim that the neighbourhood
U = U1∪U2 of x is a C-set of X. Let y ∈ X \U . If y ∈ F \E then there
is a clopen subset C of X that contains y and misses E and there is a
clopen subset C ′ of F that contains y and does not intersect U2. Note
that the intersection C ∩C ′ is a clopen subset of C and hence a clopen
subset of X that contains y and misses U . If y ∈ E then there exists
a clopen set C in E that contains y that does not intersect U1. Thus
the clopen set r−1(C) misses r−1(U1) and its subset U2. We have that
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r−1(C) is a clopen neighbourhood of y that misses U . In conclusion, U
is a C-set in X. 
Corollary 2.3.3 (Finite C-set Sum Theorem). If X can be covered
by finitely many C-sets that are AZD then X is AZD.
Example 2.3.1. Erdo˝s [25] proved in essence that the empty set is the
only clopen and bounded subset in Ec; see [13] and also Proposition
1.5.1. (The term bounded refers to the standard norm on `2 that is given
by ‖x‖ = (∑∞i=1 x2i )1/2.) Consequently, if we add a new point ∞ to Ec
whose neighbourhoods are the complements of bounded sets then the
resulting space E+c = Ec ∪{∞} is a connected space; see Remark 1.5.4.
Let Rn = {x ∈ Ec : n ≤ ‖x‖ ≤ n+ 1} for each n ∈ N∪ {0}. Define the
closed subsets Eeven =
⋃∞
k=0R2k∪{∞} and Eodd =
⋃∞
k=0R2k+1∪{∞} of
E
+
c . The space Eeven is AZD because each R2n is a clopen AZD subspace
of Eeven and Eeven is clearly zero-dimensional at the point ∞. Eodd is
AZD for the same reason and we have E+c = Eeven ∪ Eodd.
By the example we have that in Theorem 2.3.2 we cannot delete the
requirement that E be a C-set.
Proposition 2.3.4. There exists a non-trivial connected complete space
X such that X can be written as a union of two AZD closed subsets.
In the next example we show that the closedness of the subspace F in
Theorem 2.3.2 is essential.
Example 2.3.2. Let N be the convergent sequence {0} ∪ { 1
n
: n ∈ N}.
Consider the product space E+c ×N and its subspace
P = (Ec × { 1n : n ∈ N}) ∪ {(∞, 0)}.
Since every Ec×{ 1n} is clopen in P we have that {(∞, 0)} is a C-set in
P , that P \ {(∞, 0)} is AZD, and that P is totally disconnected.
Let a be a fixed point in Ec and consider the closed subset A = {(a, 1n) :
n ∈ N} of P . We claim that for every C-set neighbourhood U of
(∞, 0) in P the set A \ U is finite (thus P is not AZD and A is no
C-set). Let U be a C-set neighbourhood of (∞, 0) in P . Then there is
a neighbourhood V of ∞ in E+c and an n ∈ N such that V × { 1k : k ≥
n} ⊂ U . Assume that (a, 1
k
) /∈ U for k ≥ n. Select a clopen set C such
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that (a, 1
k
) ∈ C ⊂ P \ U . Note that C ′ = {x ∈ Ec : (x, 1k ) ∈ C} is a
clopen subset of Ec that is disjoint from V and hence C
′ is bounded.
Since a ∈ C ′ we have a contradiction with Erdo˝s [25].
Let P+ stand for the space P ∪{(a, 0)}. Then P+ is not totally discon-
nected because (∞, 0) cannot be separated from (a, 0) by a clopen set.
For if there is a clopen set C that contains (∞, 0) but not (a, 0) then
C∩P is a C-set neighbourhood of (∞, 0) in P such that A∩C is finite,
contradicting the result above. Note that these two points are the only
points that cannot be separated thus P+ is hereditarily disconnected.
Proposition 2.3.5. There exists a complete space X that is totally
disconnected but not AZD with a C-subset E such that E is zero-
dimensional and X \ E is AZD.
Proof. X = P and E = {(∞, 0)}. 
The following proposition shows that we still do not have a closed
sum theorem for AZD spaces even if we know that the union is totally
disconnected.
Proposition 2.3.6. There exists a complete space X that is totally
disconnected but not AZD and that can be written as a union of two
closed AZD subsets E and F .
Proof. We combine the Examples 2.3.1 and 2.3.2 as follows: X =
P , E = P ∩ (Eeven ×N) and F = P ∩ (Eodd ×N). 
We also have:
Proposition 2.3.7. There exists a complete space X that is hereditar-
ily disconnected but not totally disconnected and that can be written as
a union of two closed AZD subsets E and F .
Proof. X = P+, E = P+ ∩ (Eeven × N), and F = P+ ∩ (Eodd ×
N). 
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2.4. Countable sums of C-sets
In view of Corollary 2.3.3 it is natural to ask whether a countable sum
of AZD C-sets is AZD.
Proposition 2.4.1. There are complete spaces X and Y that can be
written as a countable union of AZD C-subsets such that
(1) X is totally disconnected but not AZD and
(2) Y is hereditarily disconnected but not totally disconnected.
Proof. Let X = P and Y = P+ as in Example 2.3.2. 
Note that every union of hereditarily disconnected C-sets is trivially
hereditarily disconnected.
We show that there is a sum theorem for locally finite collections of C-
sets. We say that the space X is locally finitely coverable by a collection
C of subsets of X if each point of X has a neighbourhood that can be
covered by finitely many elements from C. Obviously, if C is a locally
finite cover for X then X is locally finitely coverable by C.
Lemma 2.4.2. Let X be locally finitely coverable by a collection C con-
sisting of C-sets and let C be a nonempty element of C. If each element
of C \ {C} is AZD then C is a retract of X and hence every C-set in
C is a C-set in X.
Proof. Without loss of generality we may assume that C is count-
able and represent it as {Xn : n ∈ N} with C = X1. By Lemma 2.3.1
we can find a retraction r′n :
⋃n+1
k=1 Xk →
⋃n
k=1Xk for each n ∈ N. De-
fine rn = r
′
1 ◦ r′2 ◦ · · · ◦ r′n note that it is a retraction from
⋃n+1
k=1 Xk to
C. Observe that rn+1
⋃n+1
k=1 Xk = rn for each n thus r =
⋃∞
n=1 rn is
a well-defined function from X to C that restricts to the identity on
C. For each x ∈ X there is an n ∈ N such that U = ⋃n+1k=1 Xk is a
neighbourhood of x. Since rU = rn and rn is continuous we have that
r is continuous. 
Theorem 2.4.3. Let X be locally finitely coverable by a collection C
which consists of AZD C-sets. Then X is an AZD space.
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Proof. Let V be a arbitrary neighbourhood of x ∈ X. We may
assume that V is a subset of
⋃F for some finite subcollection F of
C. By Corollary 2.3.3 the set ⋃F is AZD so we can select a C-set
neighbourhood U of x in
⋃F with U ⊂ V . Applying Lemma 2.4.2 to
the cover {⋃F} ∪ C we find that U is a C-set in X that is obviously a
neighbourhood of x. 
2.5. Closed mappings and retractions
Concerning totally disconnected spaces we have the following observa-
tion.
Proposition 2.5.1. For a space X the following statements are equiv-
alent:
(1) X is totally disconnected,
(2) every singleton in X is a C-set in X, and
(3) every retract of X is a C-set in X.
Proof. The equivalence of (1) and (2) is a triviality. Since single-
tons are retracts we have (3) ⇒ (2).
(1) ⇒ (3). Let r : X → A be a retraction and let x be an arbitrary
point in X \ A. Thus r(x) 6= x and hence by (1) there is a clopen C
in X with x ∈ C and r(x) /∈ C. Consider the clopen neighbourhood
D = C \ r−1(C) of x and note that D ∩ A = ∅. 
In view of Proposition 2.5.1 a natural question would be whether The-
orem 2.2.4 and Corollary 2.2.5 are valid in the class of totally discon-
nected spaces. The following result shows that the answer is no.
Proposition 2.5.2. There exists a totally disconnected complete space
X with a C-subset E such that E contains a clopen subset C that is no
C-set in X (and hence E is no retract of X).
Proof. Consider Example 2.3.2. We let X = P , E = A∪{(∞, 0)},
and C = A. 
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Question 2.5.3. Does there exist a space that is not AZD such that
the nonempty C-sets are precisely the retracts of the space?
A closed map with a zero-dimensional range and zero-dimensional fibres
has a zero-dimensional domain; see [24, Theorem 1.12.4]. Again we see
that almost zero-dimensionality is poorly behaved in this respect:
Proposition 2.5.4. There exists a perfect and open retraction from a
complete space that is not totally disconnected onto an AZD subspace
such that each fibre is finite.
The proof is contained in the following example:
Example 2.5.1. Let B = {x ∈ Ec : ‖x‖ ≤ 1} and let S = {x ∈ Ec :
‖x‖ = 1}. Every nonempty clopen subset of B intersects S. Because
if C is a nonempty clopen set of B with C ∩ S = ∅ then C is clopen
and bounded in Ec, in violation of Erdo˝s [25]. Consider the following
equivalence relation on the space B × {0, 1}:
(x, ε) ∼ (y, δ) ⇔ x = y ∧ (ε = δ ∨ ‖x‖ = 1).
Let B = (B×{0, 1})/∼ be the quotient space with quotient map q. Let
Bε = q(B×{ε}) for ε = 0, 1 and let S˜ = B0∩B1 = q(S×{0, 1}). Thus
B consists of two closed copies of B which are attached to each other by
their unit spheres. Let h be the homeomorphism of B × {0, 1} that is
given by the rule h(x, ε) = (x, 1− ε) and let h˜ be the homeomorphism
of B that is defined by q ◦ h = h˜ ◦ q. Note that ρ = idB0 ∪ (h˜B1) is a
retraction of B onto B0. The map ρ is easily seen to be both open and
closed.
Let C be a clopen subset of B. Since h˜ restricts to the identity on S˜
we have that C \ h˜(C) is a clopen subset of B that is disjoint from S˜.
By the remark above this means that C \ h˜(C) = ∅. Since h˜ = h˜−1
we have that h˜(C) = C for every clopen set C in B. Consequently, no
x ∈ B \ S˜ can be separated from the distinct point h˜(x) and hence B is
not totally disconnected. Since B0 is AZD and the fibres of ρ contain
at most two points we have that B is hereditarily disconnected. Note
that we have found another proof of Proposition 2.3.7.
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Example 2.5.1 shows that a space that is not totally disconnected may
be the union of two of its AZD retracts. The following observations
show that our example can not be strengthened, meaning that the
union of two AZD retracts is either AZD or a hereditarily disconnected
space that is not totally disconnected. It follows from Corollary 2.3.3
and Proposition 2.5.1 that if X is a totally disconnected space that can
be written as a finite union of AZD retracts of the space, then it is
AZD.
Proposition 2.5.5. If X =
⋃
i∈I Fi, where each Fi is a totally discon-
nected retract of X and |I| < 2ℵ0, then X is hereditarily disconnected.
Proof. Let C be a connected subset of X and let i ∈ I. If C ∩ Fi
consists of at least two points then we can separate these points in
X by a clopen set because Fi is a totally disconnected retract. Thus
|C| < 2ℵ0 and hence |C| ≤ 1. 
2.6. Sums of open sets
We conclude this work by considering the following problem:
Question 2.6.1. Is the union of two open AZD subspaces an AZD
space?
Note that the answer is negative if we substitute totally disconnected
for AZD:
Proposition 2.6.2. There exists a complete space X that is not totally
disconnected and that contains two distinct points x and y such that
X \ {x} is totally disconnected and X \ {y} is AZD.
Proof. Consider Example 2.3.2 and let X = P+, x = (a, 0), and
y = (∞, 0). 
According to the next theorem such a simple counterexample does not
exist for AZD spaces. Moreover, this theorem gives a partial answer to
our question. Note that compacta in totally disconnected spaces are
C-sets.
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Theorem 2.6.3. Let X = O1 ∪ O2, where O1 and O2 are open AZD
subsets. If X \ O1 is a C-set in O2 and X \ O2 is compact, then X is
AZD.
Proof. Let K = X \O2. Let U be an open subset of X such that
K ⊂ U ⊂ U ⊂ O1. By compactness there exists a C-set V1 in O1 such
that K ⊂ intV1 ⊂ V1 ⊂ U . We put V2 = X \ O1 and we claim that
V = V1 ∪ V2 is a C-set in X. Let x ∈ X \ V and select for i = 1, 2 a
clopen subset Ci of Oi such that x ∈ Ci and Ci ∩ Vi = ∅. Then Ci and
Oi \Ci are open in X. Thus C1 ∩C2 = X \ ((O1 \C1)∪ (O2 \C2)) is a
clopen neighbourhood of x in X that misses V . Note that V is AZD as
a topological sum of the AZD spaces V1 and V2. Observe that X \ V
is contained in X \ intV1 ⊂ O2 and hence the set is AZD. Applying
Theorem 2.3.2 to X = V ∪X \ V we find that the space is AZD. 
CHAPTER 3
On one-point connectifications
3.1. Introduction
The main results in this chapter were published in Abry, Dijkstra, and
van Mill [5]. We call a space X connectible if the space has a one-point
connectification, that is, there is a connected space Y that contains X
such that Y \ X is a singleton. In Remark 1.5.4 we observed that E
and also Ec are connectible. Both E and Ec belong to (and are even
universal elements of) the class of almost zero-dimensional spaces; see
[18, Theorem 5.13]. A space is called cohesive if it has an open covering
no element of which contains a nonempty clopen subset of the space.
Proposition 1.5.1 shows that Erdo˝s space E and also complete Erdo˝s
space Ec are important examples of cohesive spaces (see also[25]) and
the concept plays a crucial role in characterizing E, Ec, and E
ω
c ; see
Dijkstra and van Mill [17, 18, 19] and Dijkstra [15]. This concept lies
between zero-dimensionality and total disconnectedness. It is shown
in [18, Lemma 6.5] that every connectible space is cohesive and that
for almost zero-dimensional spaces the concepts coincide. In §3.4 we
give a useful intrinsic characterization of connectibility and we explore
the relationship between connectible and cohesive spaces further. In
particular, we show that there exists a totally disconnected space that
is cohesive but not connectible. We also introduce the concept of strong
cohesion which fits between cohesion and connectibility. We show that
strong cohesion is equivalent to cohesion for discontinuous spaces and
equivalent to connnectibility for locally compact or locally connected
spaces.
If Y is a one-point connectification of a hereditarily disconnected space
X then we say that the point p ∈ Y \X is a dispersion point of Y . If X
is totally disconnected then we call p an explosion point. A connectible
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and totally disconnected space is called pulverized ; see [22] and [32].
A space Y is said to have the fixed point property if every continuous
map f : Y → Y has a fixed point. The issue of the connection between
dispersion points and the fixed point property was raised by Cobb and
Voxman [10]. They proved that the original example of a dispersion
point space, the Knaster-Kuratowski fan [35], has the fixed point prop-
erty; see Section 3.3. In §3.5 we consider a class of explosion point
spaces that have the fixed point property. More specific, we show that
the canonical one-point connectification of a space E of ‘Erdo˝s type’ has
the fixed point property. In particular, both E and Ec have one-point
connectifications with the fixed point property and also the end-point
set plus the base point of the Lelek fan [37] has this property; see §1.7.
3.2. Preliminaries
It is clear that a cohesive space is at least one-dimensional at every point
but the converse is not true, for instance, X = R \ {1/n : n ∈ N} is
one-dimensional at every point but every neighbourhood of 0 contains
nonempty clopen subsets; see also [14]. However, every topological
group with dimension ≥ 1 as well as every complete homogeneous space
with dimension ≥ 1 is cohesive, although there exists a one-dimensional
space that is homogeneous but not cohesive; see [18, Proposition 6.3]
and [14]. The following observation from [18, Remark 6.2] shows that
cohesiveness is open hereditary and that the product of an arbitrary
space with a cohesive space is also cohesive. Let X be a cohesive
space and let A be an open subset of X. Let a ∈ A be an arbitrary
point and let U be a closed neighbourhood of a in X which does not
contain any nonempty clopen subset of X. Note that every clopen
subset of A that is contained in U is a clopen subset of X and hence
U does not contain any nonempty clopen subset of A. Now let Y
be an arbitrary space and let (x, y) ∈ X × Y be an arbitrary point.
Assume that U is a neighbourhood of x in X such that does not contain
any nonempty clopen set and consider U × Y . Let C ⊂ U × Y be
a nonempty clopen subset and take a point (a, b) ∈ C. Notice that
{x ∈ X : (x, b) ∈ C ∩ (X × {b})} is a nonempty clopen subset of X
that is contained in U , contradicts to the property of U .
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Every connectible space is cohesive and every almost zero-dimensional
and cohesive space is connectible; see [18, Lemma 6.5]. The spaces E
and Ec show that cohesive spaces can be almost zero-dimensional.
Let X be connectible and let Y = X ∪ {p} be connected. If Z is an
arbitrary space then X × Z is connectible. To prove this fact first
identify {p} × Z with a point q. Let {Un : n ∈ N} be a neighbourhood
basis at p in Y and put Vn = ((Un \ {p}) × Z) ∪ {q}. Consider {Vn :
n ∈ N} as a neighbourhood basis at q in W = (X × Z) ∪ {q} and use
the product topology on X × Z. One can readily verify that W is a
connected space.
It is easy to see that connectibility is open hereditary; see also Theorem
3.4.1. If X is a non-compact and connected space then X is connectible
since we can select a point p from any compactification K of X and
put Y = X ∪ {p}. Also note that no nonempty compact space can be
connectible. So a connected space X is connectible if and only if X is
not compact. It is clear that every non-degenerate connected space is
cohesive.
3.3. The Knaster-Kuratowski fan
The results in this section were taken from [35] and [10]. Let C be
the Cantor middle-third set in the interval [0, 1] × {0} ⊂ R2 and let
p = (1/2, 1). Let E be the subset of all end-points of removed intervals
in the process of constructing of C, and let F = C \E. For every c ∈ C
suppose that Lc denote the segment that join points p and c in R2. Let
Sc = {(x, y) ∈ Lc : y is rational if c ∈ E and y is irrational if c ∈ F}.
The Knaster-Kuratowski fan is defined the subspace X =
⋃
c∈C Sc in
the plane. Note that X is a dense subset of the cone
⋃
c∈C Lc over C.
Proposition 3.3.1. X \ {p} is hereditarily disconnected.
Proof. Let K be a connected subset of X \ {p}. The projection
mapping from K into C along the lines Lc, is continuous and so we get
a subcontinua of C that is necessarily a singleton. This implies that
K is a connected subset of zero-dimensional subset Sc \ {p} for some
c ∈ C and hence a singleton. 
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Proposition 3.3.2. Every nonempty clopen subset of X \ {p} is a
union of Sc \ {p} for some c ∈ C. Consequently, we have
(a) X is connected and so a dispersion point space.
(b) X\{p} is not totally disconnected and so X is not an explosion
point space.
Proof. Put Y = X \ {p} and S ′c = Sc \ {p} for every c ∈ C. Let
A be a clopen subset of Y and let V = {c ∈ C : A∩S ′c 6= ∅}. We prove
A =
⋃
c∈V S
′
c. Note that V is a nonempty open subset of C. Let A
′ and
B′ be closed subsets of R2 such that A = Y ∩A′ and Y \A = Y ∩B′. Let
r1, r2, . . . be a sequence consisting of all rational numbers in I and let Pi
denote the horizontal line {(t, ri) : t ∈ R}. Consider the closed subsets
Ki = {c ∈ C : Lc ∩ Pi ∩ A′ ∩ B′ 6= ∅} and note that (A′ ∩ B′) ∩X = ∅
and so if the intersection of lines Lc and Pi lies in A
′ ∩ B′ then c ∈ F .
So
⋃∞
i=1Ki ⊂ F . Observe that F \
⋃∞
i=1Ki is a dense subset of C by
the Baire category theorem. If c ∈ F \ ⋃∞i=1Ki then Lc ∩ A′ ∩ B′ = ∅
and hence either Lc ⊂ A′ or Lc ⊂ B′. It follows that Lc ⊂ A′ for every
c ∈ V ∩ (F \ ⋃∞i=1Ki). So A′ contains Lc where c is any point in the
dense subset V ∩ (F \⋃∞i=1Ki) of V . Thus A = ⋃c∈V S ′c.
We prove (a). Suppose that A is a clopen subset of X which contains p.
Then U = A ∩ Y is clearly a nonempty clopen subset of Y that meets
every S ′c for c ∈ C. So U =
⋃
c∈C S
′
c and hence A = X.
For (b) we assert that the quasi-components of Y are exactly the sets
S ′c. Let (c, t) ∈ S ′c be an arbitrary point of Y . The quasi-component of
(c, t) in Y does contain S ′c by our result. On the other hand if U is a
clopen subset of C then
⋃
c∈U S
′
c is a clopen subset of Y . Therefore we
can infer that U = S ′c since the intersection of all clopen subsets in C
which contain the point c is equal to {c}. 
Proposition 3.3.3. Every dispersion point space X is discontinuous.
Consequently, the Knaster-Kuratowski fan is discontinuous.
Proof. Let K be a nondegenerate subcontinuum of X. If p /∈ K
then K is a nondegenerate connected subset of X \ {p} which violates
the hereditary disconnectedness of X \ {p}. Now let p ∈ K and let
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p 6= x ∈ K. Take a neighbourhood U of x in K such that U misses
p, and note that U is a compactum with the property FrU 6= ∅ since
otherwise U is a clopen subset of K and p /∈ U which contradicts
the connectedness of K. Suppose that A is the component of x in U
and observe that it is a nondegenerate continuum because it can be
verify that A has a nonempty intersection with FrU ; see [42, Corollary
A.10.5]. This is a contradiction with the first part of the proof. 
The following proposition was proved by Cobb and Voxman [10]. They
also raised the question whether for every dispersion point space we
have this property or not. Later it was answered in negative [27, 31].
We investigate this topic in §3.5.
Proposition 3.3.4. Let X be the Knaster-Kuratowski fan. If f : X →
X is a non-constant continuous function then f(p) = p.
Proof. Suppose that f(p) = q 6= p and let U be a neighbourhood
of q that misses p. Let ε > 0 be such that f(V ) ⊂ U where V =
{(c, t) ∈ X : t ≥ 1 − ε}. Note that V is homeomorphic to X and
so f(V ) = {q} because f(V ) is connected and X \ {p} is hereditarily
disconnected. Since f is a nonconstant continuous function, there is
a point (c0, t0) ∈ X with t0 > 0 and there are a clopen subset K0
of C which contains c0 and a δ with t0 > δ > 0 such that {(c, t) ∈
X : x ∈ K0, |t0 − t| < δ} ⊂ f−1(X \ {p, q}). For each point w =
(c, t∗) ∈ X, and every clopen set K in C which contains c we define
a sliver about w as S(K, t∗) = {(c, t) : c ∈ K, t ≥ t∗}. Observe
that slivers are connected. For each c ∈ C, let tc = inf{t : (x, t) ∈
Lc and there is a sliver S about (x, t) such that f(S) = {q}}. Observe
that if c ∈ K0 then 0 < t0 − δ < tc < 1− ε < 1.
Claim 3.3.5. If c ∈ K0 then wc = (c, tc) ∈ Lc does not belong to X.
Proof. Suppose that wc ∈ X for some c ∈ K0. Assume that d
stands for the standard metric in the plane. For each n ∈ N, there is
a clopen subset Kn such that c ∈ Kn ⊂ K0 and diamKn < 1/n, and
also there is an sn with tc < sn < tc + 1/n such that for the sliver
Sn = S(Kn, sn) about (c, sn) we have f(Sn) = {q}. On the other hand,
for every qn with tc − 1/n < qn < tc the sliver S˜n = S(Kn, qn) about
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(c, qn) contains Sn and we have that p ∈ f(S˜n). Thus for every n ∈ N
there are points wn ∈ Sn and w˜n ∈ S˜n \ Sn such that d(wn, wc) <
1/n, d(w˜n, wc) < 2/n, f(wn) = q, and f(w˜n) = p. This contradicts the
continuity of f because the sequences (wn) and (w˜n) both converge to
the point wc. 
It follows that c ∈ K0 ∩ F if and only if tc is a rational number. Let
r1, r2, . . . be a sequence consisting of all rational numbers in I and let
Ki = {c ∈ K0 : tc = ri} ⊂ F . Observe that K0 = (K0 ∩ E) ∪
⋃∞
i=1Ki
and so by the Baire Category Theorem there exists an i such that the
closure of Ki has a nonempty interior and so we can choose a point c
of E in it. Then notice that z = (c, ri) is an element of X. There is a
sequence (cn) in Ki that converges to c and so the sequence zn = (cn, ri)
converges to the point z. For every n if we substitute zn for w in the
above claim and follow the same argument to get the points wn and w˜n
inX with the same properties then we will have that the sequences (wn)
and (w˜n) both converge to the point z. This contradicts to continuity
of f . 
3.4. Connectible and cohesive spaces
Knaster [34] gives an intrinsic characterization of connectibility as an
answer to a question asked by P. Alexandroff. We have the following
characterization of connectibility. If U is a collection of subsets of X
and A ⊂ X then we say that A is finitely coverable by U if there exists
a finite U ′ ⊂ U such that A ⊂ ⋃U ′.
Theorem 3.4.1. The following statements are equivalent.
(1) X is connectible.
(2) X can be embedded in a connectible space Y as an open subset.
(3) X can be embedded in a connected space Y as a proper open
subset.
(4) There exists a metric ρ on X such that all nonempty clopen
subsets of X are unbounded with respect to ρ.
(5) There exists an open covering U of X such that any nonempty
clopen subset of X is not finitely coverable by U .
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Note that criterion (5) gives an intrinsic characterization that high-
lights the connection with cohesion, in partiqular, shows that every
connectible space is cohesive. Also observe that (2) implies that con-
nectibility is open hereditary. The equivalence of (1) and (3) is already
contained in [34].
Proof. (1) ⇒ (2) ⇒ (3) is trivial and (3) ⇒ (4) is easy; use, for
instance, a cover consisting of open 1-balls. (3) ⇒ (4). Assume (3) and
let d be an admissible metric on Y . Put A = Y \ X and define the
following metric on X,
ρ(x, y) = d(x, y) +
∣∣∣∣ 1d(x,A) − 1d(y, A)
∣∣∣∣ for x, y ∈ X.
ρ is an admissible metric on X since d(x,A) defines a continuous map
on X into R+ and so for every x ∈ X and for every ε > 0 there exists a
δ > 0 such that for every y ∈ X if d(x, y) < δ then | 1
d(x,A)
− 1
d(y,A)
| < ε/2 .
So if d(x, y) < min{δ, ε/2} then ρ(x, y) < ε. Now let C be a nonempty
clopen subset of X. Then C is open in Y but C is not closed in Y
because C 6= Y and so the closure of C in Y meets A. Thus d(C,A) = 0
and hence C has infinite ρ-diameter. (5) ⇒ (1). Let U be an open
covering of X that satisfies condition (5) and let B be a countable basis
of X that refines U . Consider the countable set D = {(B1, B2) ∈ B2 :
B1 ⊂ B2} and select for every D = (B1, B2) ∈ D a continuous function
fD : X → [0, 1] such that fD(B1) ⊂ {1} and fD(X\B2) ⊂ {0}. Let h be
the Alexandroff-Urysohn imbedding of X into the Hilbert cube [0, 1]D,
given by h(x)D = fD(x). Let Y = h(X) ∪ {0}, where 0 represents
the element of [0, 1]D with all coordinates equal to 0. Let C be a
clopen subset of Y that does not contain 0. Then there exist a finite
subset {D1, . . . , Dn} of D such that the set h−1(C) is contained in⋃n
i=1 f
−1
Di
((0, 1]). Thus the clopen set h−1(C) is contained in the union
of n elements of B and must be empty. Consequently, C = ∅ and Y is
connected, which means that X is connectible. 
It is easily seen that the implication (3) ⇒ (5) is valid for regular spaces
and that (5) ⇒ (1) is true for Tychonoff spaces (use a hypercube instead
of a Hilbert cube.)
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Since in the class of almost zero-dimensional spaces connectibility and
cohesion coincide it is a natural question whether they also coincide in
the class of totally connected spaces. The following result shows that
the answer is no.
Proposition 3.4.2. There exists a totally disconnected space that is
cohesive but not connectible.
Proof. Consider the compact space Y = ∆×I where ∆ is a Cantor
set and I denotes the interval [0, 1]. Let ψ1 : Y → ∆ and ψ2 : Y → I
be the projections. Consider the collection C of all closed subsets C
of Y such that |ψ1(C)| = |∆| = c. Noting that |C| = c we can write
C = {Cα : α < c}. We construct by transfinite recursion subsets Xα of
Y such that for each α ≤ c we have,
(1) Xβ ⊂ Xα for each β < α,
(2) Cβ ∩Xα 6= ∅ for each β < α,
(3) |Xα| ≤ |α|, and
(4) ψ1Xα is one-to-one.
For the basis step put X0 = ∅. We note that the hypotheses are trivial
or void for α = 0. Assume now that Xβ has been found for all β < α.
If α is a limit ordinal then we put Xα =
⋃
β<αXβ and we note that the
hypotheses are satisfied. If α = γ + 1 then we note that |ψ1(Xγ)| ≤
|γ| < c = |ψ1(Cγ)|. Select a y ∈ Cγ such that ψ1(y) /∈ ψ1(Xγ). If we
put Xα = Xγ ∪ {y} then the hypotheses are trivially satisfied.
The induction being complete we consider the space Xc. Since ψ1Xc
is one-to-one and ∆ is a Cantor set we have that Xc is totally discon-
nected. Let U be a closed neighbourhood of a point x ∈ ∆ and let
t ∈ I. Note that U × {t} ∈ C so this set intersects Xc by property (2).
We may conclude that Xc is dense in Y .
We show that ψ2(U) is dense in I for any nonempty clopen subset U of
Xc so that ∆× [0, 2/3) and ∆× (1/3, 1] form a cover that proves that
Xc is cohesive. To this end let U be a nonempty clopen subset of X and
let U ′ and V ′ be two (disjoint) open sets in Y such that U = U ′ ∩ X
and X \ U = V ′ ∩X. So the compactum B = Y \ (U ′ ∪ V ′) is disjoint
from Xc and hence |ψ1(B)| < c. This implies that ψ1(B) is nowhere
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dense in ∆. Since ψ1(U
′) is open and nonempty in ∆ we may select an
x ∈ ψ1(U ′) \ ψ1(B). Thus the connected set {x} × I is covered by the
disjoint open sets U ′ and V ′ which means that {x} × I ⊂ U ′. We have
that ψ2(U
′) = I and hence ψ2(U) is dense in I because Xc is dense in
Y .
We now prove that Xc is not connectible by showing that the space
does not satisfy condition (4) of Theorem 3.4.1. Let U be an arbitrary
open covering of Xc and put U ′ = {O : O open in Y , O ∩Xc ∈ U}. So
the set B = Y \⋃U ′ is disjoint from Xc thus ψ1(B) is a proper closed
subset of ∆. Select a nonempty clopen subset C of ∆ that is disjoint
from ψ1(B). Then the compactum C × I can be covered by finitely
many elements of U ′. So the clopen subset C ′ = Xc ∩ (C × I) in Xc is
finitely coverable by U . Note that C ′ is nonempty since Xc is dense in
Y . 
Let us say that a space X is strongly cohesive if it has an open covering
U such that for every nonempty clopen subset C and every U ∈ U
the set C \ U is not compact. Clearly every strongly cohesive space is
cohesive and by (4) of Theorem 3.4.1 we have that every connectible
space is strongly cohesive. It is easily seen that the example in Propo-
sition 3.4.2 is strongly cohesive; cf. Theorem 3.4.9. As with cohesion
and connectibility we have:
Proposition 3.4.3. Strong cohesion is open hereditary and stable un-
der products with arbitrary spaces.
Proof. Let O be open in a strongly cohesive space X as witnessed
by the cover U . Let V consist of all open subsets V of O such that the
closure V in X is contained in O and in some element of U . Note that
V covers O. Let C be a clopen nonempty subset of O and let V ∈ V
be such that C \ V is compact. Note that C is open in X. Also C ∩ V
is closed in X thus C = (C ∩ V ) ∪ (C \ V ) is clopen in X. Let U ∈ U
be such that V ⊂ U and thus C \ U is compact, a contradiction.
Let X be strongly cohesive (with witnessing cover U) and let Y be
an arbitrary space. Put V = {U × Y : U ∈ U}. Let C be a clopen
nonempty subset of X × Y and let U ∈ U be such that C \ (U × Y ) is
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compact. Select an (x, y) ∈ C and note that C ′ = {z ∈ X : (z, y) ∈ C}
is a nonempty clopen subset of X such that C ′ \ U is compact. 
Remark 3.4.4. Let X =
∏∞
i=1Xi be a product of non-cohesive spaces.
So for each i ∈ N there is xi ∈ Xi such that every neighbourhood
of xi contains a nonempty clopen subset. Let x = (x1, x2, . . . ) ∈ X
and let U =
∏∞
i=1 Ui be an arbitrary basic neighbourhood of x where
for some n ∈ N, and for every i > n we have Ui = Xi. For every
i ≤ n suppose that Ci be a nonempty clopen subset that is contained
in Ui and put Ci = Xi for each i > n. Observe that
∏∞
i=1Ci is a
nonempty clopen subset of X which is contained in U . Therefore the
product of non-cohesive spaces is non-cohesive and hence we can say
that a product is cohesive if and only if at least one of the factors is
cohesive; cf. [19, Proposition 8]. An analogous statement is not valid
for strong cohesion: the space Q× I is clearly a strongly cohesive space
(cf. Proposition 3.4.7) but neither Q nor I is strongly cohesive. These
observations lead us to the following question.
Question 3.4.5. Is the product of non-connectible spaces always non-
connectible?
The following proposition gives a partial answer.
Proposition 3.4.6. Let X be a non-connectible space. If Y is non-
cohesive then X×Y is non-connectible. If Y contains a nonempty open
and compact subset then X × Y is non-connectible.
Proof. First, let Y be non-cohesive and select a y ∈ Y such that
every open neighbourhood of y contains a non-empty clopen subset of
Y . Let U be an open covering for X × Y such that every element has
the form U × V . We have that V = {U : U × V ∈ U and y ∈ V
for some V } is an open cover of X. Since X is not connectible there
is a nonempty clopen subset C of X such that C ⊂ ⋃ni=1 Ui for some
Ui × Vi ∈ U with y ∈ Vi; see Theorem 3.4.1. There is a non-empty
clopen subset C ′ ⊂ ⋂ni=1 Vi in Y and hence C ′ × C is a non-empty
clopen subset of X × Y that is covered by finitely many elements of U .
By Theorem 3.4.1 we have that X × Y is not connectible.
Now let Y contain a nonempty open and compact subset, say K. Let U
be an arbitrary open covering for X×Y . With the Tube Lemma select
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for every x ∈ X an open neighbourhood Ux of x such that Ux ×K is
covered by finitely many elements of U and let C be a nonempty clopen
subset in X that is finitely coverable by the elements of the open cover
{Ux : x ∈ X}. So C ×K is finitely coverable by the elements of U . 
Note that a strongly cohesive space cannot contain a nonempty open
compactum. However, every nontrivial connected space is cohesive.
Thus every non-degenerate continuum is cohesive but not strongly co-
hesive.
Proposition 3.4.7. Let X be a space such that every compact subset
is nowhere dense. If X is cohesive then it is strongly cohesive.
Proof. Let x ∈ X and U be an open neighbourhood of x that
does not contain any nonempty clopen subset of X. Let V be an open
neighbourhood of x such that V ⊂ U . Let C be a nonempty clopen
subset of X with C \ V compact. By our assumption int(C \ V ) = ∅
and so C ⊂ V ⊂ U which contradicts the cohesion assumption. 
Proposition 3.4.8. There exists a cohesive space that is not strongly
cohesive and that has no nonempty open and compact subset.
Proof. Consider the subspace
X =
⋃
n∈N
((0, 1]× {1/n}) ∪ {(0, 0)}
of the plane which clearly has no nonempty open compact subset. Note
that the projection of every nonempty clopen subset onto the x-axis
contains the interval (0, 1] and hence the space is cohesive. For every
open neighbourhood U of (0, 0) we find that there is an n ∈ N such
that ((0, 1] × ({1/n}) \ U is compact thus X is not strongly cohesive
(and not connectible). 
The example in this proposition contains non-degenerate continua. The
following result shows that this feature is necessary. Recall that X is
said to be punctiform or discontinuous if X does not contain non-
degenerate continua. We have that in realm of discontinuous spaces
the concepts cohesive and strongly cohesive are equivalent.
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Theorem 3.4.9. Suppose that X is discontinuous. If X is cohesive
then X is strongly cohesive because it has an open cover U such that
for every nonempty clopen set C and every U ∈ U the set C \ U is not
σ-compact.
Proof. Let V be an open cover of X such that for every nonempty
clopen set C and every V ∈ V we have C \ V 6= ∅. Let U be an open
cover of X such that {U : U ∈ U} refines V . Let C be a nonempty
clopen set in X and let U ∈ U and assume that C \ U is σ-compact.
Since X is discontinuous we have that C \U is zero-dimensional. Thus
the space X is zero-dimensional at every point of the open set C \ U .
Since X is cohesive we must have that C \U = ∅. Since U is contained
in an element V of V we have C \ V = ∅, a contradiction. 
An example as in Proposition 3.4.8 cannot be locally connected as
follows from the next result.
Proposition 3.4.10. For a space X such that all components are open
the following statements are equivalent.
(1) No component of X is compact.
(2) X has no nonempty open and compact subset.
(3) X is strongly cohesive.
(4) X is connectible.
Proof. The implications (4) ⇒ (3) ⇒ (2) ⇒ (1) are obvious.
Assume (1) and select for each component an open cover without a finite
subcover. The union U of all these covers form an open cover of the
space. Now, every nonempty clopen subset of X must contain at least
one component thus it is not finitely coverable and X is connectible by
Theorem 3.4.1. 
Every cohesive space is obviously dense in itself. For locally connected
spaces that condition is also sufficient:
Proposition 3.4.11. A space such that all components are open is
cohesive if and only if it is dense in itself.
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Proof. If every component is open and there are no isolated points
then {C \ {x} : x ∈ X, C the component of x} is the required open
cover of X. 
In analogy to Fedeli and Le Donne [26] we have the following charac-
terization. This result togather with Proposition 3.4.10 imply that a
subset of real line is connectible if and only if it is strongly cohesive
and also a subset of real line which is cohesive but non-connectible
must contain a nonempty open and compact subset. So an example as
Proposition 3.4.8 can not appear in the real line.
Proposition 3.4.12. A subset of real line is cohesive if and only if it
is locally connected and dense in itself.
Proof. In view of Proposition 3.4.11 it suffices to show that co-
hesive subsets of R are locally connected. Assume that X ⊂ R is not
locally connected. Then there is a component C of X that is not open.
Let x ∈ C be a point that is not an interior point. So for each ε > 0
the open interval (x− ε, x+ ε) should meet R \X. Let α ∈ R \X and
without loss of generality we assume that x − ε < α < x. There is a
point y ∈ X \C such that α < y < x+ ε. Then x and y lie in different
components of X and so there is a point β ∈ R\X between them. Thus
(α, β) ∩ X is a nonempty clopen set that contained in (x − ε, x + ε).
We have that X is not cohesive. 
An example as in Proposition 3.4.8 also cannot be locally compact by
the next result.
Proposition 3.4.13. For a locally compact space X the following state-
ments are equivalent.
(1) No component of X is compact.
(2) X has no nonempty open and compact subset.
(3) X is strongly cohesive.
(4) X is connectible.
(5) The one-point compactification of X is connected.
Proof. The implications (5) ⇒ (4) ⇒ (3) ⇒ (2) are obvious.
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(2) ⇒ (1). Let A ⊂ X be a component that is compact. Since X is
locally compact there is an open neighbourhood U of A such that U is
compact. Clearly A is a component of U and so there exists a clopen
subset W in U such that A ⊂ W ⊂ U ; see [23, Theorem 6.2.24]. W
is compact and open in X since it is clopen in U and contained in the
open set U .
(1) ⇒ (5). Assume that the one-point compactification αX = X∪{∞}
is disconnected. Then there is a nonempty clopen subset C of αX that
does not contain ∞. Note that C is clopen and compact in X. Thus
the components of C are compact components of X. 
In view of the space Q× I of Remark 3.4.4 and the example of Proposi-
tion 3.4.8 we have that Proposition 3.4.13 does not admit an extension
over the class of σ-compact spaces. Indeed Q×I satisfies the conditions
2 and 3 but 1 and 4 and the example of Proposition 3.4.8 just satisfies
the condition 2.
3.5. Fixed explosion points
Let p be a point in a space X. We say that p is a fixed point of X if for
every non-constant continuous function f : X → X we have f(p) = p.
It is clear that if a space contains a fixed point then it has the fixed
point property. On the other hand every non-degenerate compact AR
is an example of a space with the fixed point property but without a
fixed point. Katsuura [31] constructed a dispersion point space such
that the dispersion point is not a fixed point and Gutek [27] showed the
existence of a dispersion point space without the fixed point property.
The spaces in their examples are based on the Knaster-Kuratowski fan
and consequently the dispersion points are not explosion points; see
§3.3. Dijkstra [16] constructed an explosion point space without the
fixed point property. Recall that the issue of fixed dispersion points
was originally raised by Cobb and Voxman [10] who proved that the
dispersion point in the Knaster-Kuratowski fan is a fixed point; see
Proposition 3.3.4.
Lemma 3.5.1. Let p be a point in a space X such that X \ {p} is
hereditarily disconnected. If for every open neighbourhood U of p with
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U 6= X the component of p in U is not closed in X, then p is a fixed
point of X.
Proof. First note that X is connected because every clopen neigh-
bourhood of p has only components that are closed in X thus it must be
the whole space. Assume that f : X → X is a non-constant continuous
function and that f(p) = q 6= p. Note that f(X) is a non-degenerate
connected subspace of X and thus cannot be contained in X \ {p}.
Thus U = X \ f−1(p) is an open neighbourhood of the point p that is
not equal to X. Let C be the component of p in U and hence a closed
subset of U . Then f(C) is a connected subset of X \ {p} and thus
f(C) = {q}. So C ⊂ f−1(q) ⊂ U . It follows that C is a closed subset
of the fibre f−1(q) and hence C is closed in X in contradiction to the
assumptions. 
Lemma 3.5.1 corresponds to Theorem 2 in Katsuura [31]. We give the
lemma and its proof because [31, Theorem 2] is misformulated (the
condition U 6= X is missing which makes the statement void).
Let p > 0 and consider the (quasi-)Banach space `p. This space
consists of all sequences z = (z1, z2, . . . ) of real numbers such that∑∞
i=1 |zi|p < ∞. The topology on `p is generated by the (quasi-)norm
‖z‖ = (∑∞i=1 |zi|p)1/p. We extend the p-norm over RN by putting ‖z‖ =
∞ for each z ∈ RN\`p. If A ⊂ RN then we put ‖A‖ = sup{‖z‖ : z ∈ A}.
For the remainder of this work let E1, E2, . . . be a fixed sequence of
zero-dimensional subsets of R and let the ‘Erdo˝s type’ space E be given
by
E = {z ∈ `p : zn ∈ En for every n ∈ N}
as a subspace of some fixed `p. If we choose p = 2 and En = Q for
every n we get the Erdo˝s space. We shall use the following result of
Dijkstra [13].
Theorem 3.5.2. If E 6= ∅ then the following statements are equivalent.
(1) There exists an x ∈ ∏∞n=1En with ‖x‖ = ∞ and limn→∞ xn =
0.
(2) Every nonempty clopen subset of E is unbounded.
(3) E is cohesive.
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(4) dim E > 0.
Compare item (2) of Theorem 3.5.2 with (3) in Theorem 3.4.1.
Let the space E+ = E ∪ {∞} be an extension of E such that for every
neighbourhood U of ∞ in E+ we have that ‖E \ U‖ <∞.
Theorem 3.5.3. The following statements about E+ are equivalent.
(1) ∞ is a fixed point of E+.
(2) E+ has the fixed point property.
(3) E+ is connected.
(4) dim E 6= 0.
Proof. The implications (1) ⇒ (2) ⇒ (3) are trivial and (3) ⇒ (4)
follows from [24, Corollary 1.5.6].
(4) ⇒ (1). Assume that dim E 6= 0. Since every En is zero-dimensional
we have that E is totally disconnected. In view of Lemma 3.5.1 let
U be an open neighbourhood of ∞ in E+ such that A = E \ U 6=
∅. By assumption ‖A‖ < ∞. Let C be the component of ∞ in U .
We introduce some notation. Let ξk : RN → `p be given by ξk(x) =
(x1, . . . , xk, 0, 0, . . . ) for k ∈ ω and x ∈ RN. If y ∈
∏∞
n=1En and k ∈ ω
then we define Yk(y) = {z ∈ E : ξk(z) = ξk(y)}. Note that if E satisfies
condition (1) of Theorem 3.5.2 then so does Yk(y) because changing
finitely many coordinates of x does not affect the properties ‖x‖ = ∞
and limi→∞ xi = 0. Since dim E > 0 we have that every nonempty
clopen subset of every Yk(y) is unbounded.
We construct inductively a sequence of points x0, x1, . . . in A and nat-
ural numbers n0 < n1 < · · · such that for i ∈ N,
(a) xi ∈ Yni−1(xi−1) and
(b) ‖ξni(xi)‖ > si − 2−i, where si = ‖A ∩ Yni−1(xi−1)‖.
For the basis step choose x0 ∈ A and n0 = 1 and note that the
properties (a) and (b) do not apply to this case. Suppose that xi
and ni have been found. Choose an x
i+1 ∈ A ∩ Yni(xi) such that
‖xi+1‖ > ‖A ∩ Yni(xi)‖ − 2−i−1 = si+1 − 2−i−1. Let ni+1 > ni be such
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that ‖ξni+1(xi+1)‖ > si+1 − 2−i−1 and note that the properties (a) and
(b) are satisfied.
By property (a) we can now define x ∈ ∏∞n=1En by ξni(x) = ξni(xi) for
each i ∈ ω. Note that ‖x‖ = limi→∞ ‖ξni(x)‖ ≤ supi∈ω ‖xi‖ ≤ ‖A‖ <
∞ thus x ∈ E . As is well known `p comes equipped with a Kadec
norm, which means that the norm topology is the weakest topology that
makes the coordinate projections and the norm function ‖·‖ continuous.
Since ‖x‖ = limi→∞ ‖ξni(xi)‖ and clearly xj = limi→∞(ξni(xi))j for
each j ∈ N, we have that x = limi→∞ ξni(xi) in `p. Note that for i ∈ N,
‖xi‖ ≥ ‖ξni(xi)‖ > si − 2−i ≥ ‖xi‖ − 2−i by properties (a) and (b)
thus with the same argument we have x = limi→∞ ξni(x
i) = limi→∞ x
i.
Since A is closed we have x ∈ A.
For each i ∈ N select a yi ∈ Yni−1(xi−1) such that ‖yi‖ = ‖xi‖ +
2−i. This is possible because if such a yi does not exist, then {z ∈
Yni−1(x
i−1) : ‖z‖ < ‖xi‖+2−i} is a bounded clopen subset of Yni−1(xi−1)
that contains xi. Note that x = limi→∞ y
i again by the Kadec norm
argument. We have ‖yi‖ ≥ ‖ξni(xi)‖ + 2−i > si. Select a k > ni−1
such that ‖ξk(yi)‖ > si and note that Yk(yi) ⊂ Yni−1(xi−1) \ A ⊂ U .
Consider the space B = Yk(y
i)∪{∞}. If K is a clopen subset of B that
does not contain ∞ then K is a clopen and bounded subset of Yk(yi).
Thus K = ∅ and we may conclude that B is connected. Since B ⊂ U
we have yi ∈ B ⊂ C for every i ∈ N. We now have that x is a point
in the closure of C that is not in U which means that we can apply
Lemma 3.5.1 to obtain that ∞ is a fixed point of E+. 
If dim E > 0 then we call E+ the canonical one-point connectification
of E if the neighbourhoods of ∞ are precisely the complements of the
bounded subsets of E .
Corollary 3.5.4. The canonical one-point connectification of Erdo˝s
space E has the fixed point property.
Cobb and Voxman claim this result (without proof) in [10] using the
representation of Roberts [48]. However, they [11] have withdrawn
that claim.
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In [13] it is shown that the space
{x ∈ `1 : xi ∈ {0, 1/i} for i ∈ N}
is a representation of complete Erdo˝s space such that the canonical
one-point connectification corresponds to the end-point set plus the
base point of the Lelek fan which leads to:
Corollary 3.5.5. The end-point set together with the base point of
the Lelek fan has the fixed point property.
The next example shows that in some cases we need a more efficient
criterion than Lemma 3.5.1 to be able to decide if an specific connectible
space has fixed point property or not.
Example 3.5.1. Let E be such that dim E > 0 and let E+ denote the
canonical one-point connectification. Define
E+sin = {(x, sin ‖x‖) : x ∈ E} ∪ {(∞, 0)} ⊂ E+ × [−1, 1].
Note that E+sin \ {p} for p = (∞, 0) is homeomorphic to E . We verify
that E+sin is connected. Let C be a clopen subset of E+sin that contains
p. Then C contains the set {(x, 0) : ‖x‖ > n, sin ‖x‖ = 0} for some
n ∈ N. Assume that C 6= E+sin and select an a ∈ E \ C. Let k ∈ N be
such that pik > max{‖a‖, n}. Then {x ∈ E \ C : ‖x‖ < pik} = {x ∈
E \ C : ‖x‖ ≤ pik} is a clopen bounded subset of E that contains a.
This fact contradicts Theorem 3.5.2 and we may conclude that E+sin is
connected. Thus p is an explosion point of E+sin.
However, the proof of Theorem 3.5.3 does not work for E+sin because
Lemma 3.5.1 does not apply to E+sin. Consider the open neighbourhood
U = E+sin ∩ (E+ × (−1, 1)) of p. Note that for every k ∈ ω the set
{(x, t) ∈ U : ‖x‖ < pik + pi
2
} is clopen in U . Thus we have that the
component of p in U is {p}.
Question 3.5.6. Does the space E+sin in Example 3.5.1 have the fixed
point property, in particular when E = E or E = Ec?
Dijkstra [16] has constructed a one-point connectification of a totally
disconnected space that does not have the fixed point property. Since
that example is not almost zero-dimensional one may ask:
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Question 3.5.7. Is there a one-point connectification of an almost
zero-dimensional space without the fixed point property?
Note that a negative answer to Question 3.5.6 is also a positive answer
to Question 3.5.7.
CHAPTER 4
On topological Kadec norms
4.1. Introduction
The main results in this chapter have been published in Abry and
Dijkstra [2]. Let (B, | · |) be a separable Banach space and let A be a
countable total (that is, point separating) collection of linear functionals
on B. Let us call the weakest topology on B that makes every element
of A continuous the A-topology. A norm ‖ · ‖ on B is called a Kadec
norm for A if it is topologically equivalent to | · | and if it has the
property that the norm topology on B is generated by A together with
the function ‖ ·‖, that is, the norm topology is the weakest topology on
B that makes the elements of A and the function ‖ · ‖ continuous. The
set A is called norming if there is an equivalent norm on B that is LSC
with respect to the A-topology or, equivalently, there is a bounded
neighbourhood U of 0 in B that is closed in the A-topology. Every
Kadec norm for A is LSC with respect to the A-topology; see [7, p.
176]. Conversely, the Kadec Renorming Theorem (see Kadec [29, 30]
and Davis and Johnson [12]) states that if A is norming, then A admits
a Kadec norm. (Observe that a norm ‖·‖ for B is LSC in the A-topology
if and only if ‖x‖ = sup{f(x) : f in the linear hull of A with ‖f‖ < 1}
for each x ∈ B.)
4.2. Main result
We present the following insight into the nature of semi-continuous
functions:
Theorem 4.2.1. If Xw = (X,W) and Xs = (X,S) are topological
spaces on the same set X then the following statements are equivalent.
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(1) W ⊂ S and every point in Xs has a neighbourhood basis con-
sisting of sets that are closed in Xw.
(2) There is an LSC (or USC ) function ϕ : Xw → R such that the
natural map from Xs to the graph of ϕ is a homeomorphism.
Note that the statement that the natural map fromXs to the graph of ϕ
is a homeomorphism means precisely that the topology S is generated
by W and the function ϕ. That is, S is the weakest topology on X
that contains W and that makes ϕ continuous or, equivalently,
{{x ∈ O : ϕ(x) < t} : O ∈ W and t ∈ R}
is a basis for S (in the case that ϕ is LSC).
Let B and A be as above. Let S be the norm topology and let W be
the A-topology on B. Observe that condition (1) of Theorem 4.2.1 is
equivalent to the statement that A is norming and that if we let ϕ be
a norm ‖ · ‖ on B then (2) is satisfied precisely if ‖ · ‖ is a Kadec norm
for A.
For the special case n = 0 this result can be extracted from results in
[45, 32] and it was formally established in [17, Theorem 5.13]. Inter-
esting is that the proofs in those papers are far from straightforward
and based on R-tree Theory. The proof of the more general Theo-
rem 4.2.1 is much simpler and self-contained, using only the Urysohn
Metrization Theorem and the Weierstraß M-test. In addition to the
papers just mentioned we derived inspiration for the proof of Theorem
4.2.1 from Mayer, Mohler, Oversteegen, and Tymchatyn [41].
Proof of Theorem 4.2.1. The implication (2) ⇒ (1) is con-
tained in Remark 1.7.9.
Assume statement (1). Consider the set Y = X × T where T is the
convergent sequence {0}∪{2−i : i ∈ N}. Let Tk = {t ∈ T : t ≤ 2−k} for
k ∈ N. Let d be a metric for Xw and define Uε(x) = {y ∈ X : d(x, y) <
ε} for x ∈ X and ε > 0. For A ⊂ X and k ∈ N we define
∆k(A) = (A× {0}) ∪ {(x, t) ∈ X × Tk : d(x,A) < t2−k}.
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Note that ∆k(A) ∩ (X × {0}) = A × {0}, ∆k(A) \ (X × {0}) is open
in Xw × T , and ∆max{k,m}(A1 ∩A2) ⊂ ∆k(A1) ∩∆m(A2). Consider the
following collection of subsets of Y :
B = {∆k(O) : O ∈ S and k ∈ N} ∪ {O : O open in Xw × T}.
We claim that B is a basis for a topology on Y . By the properties of
∆k noted above it suffices to consider a point (x, 0) that is contained
in Uε(x) × Tk, where k ∈ N and ε > 0. Choose an m ∈ N such that
m > k and 2−m < ε/2 and note that ∆m(Uε/2(x)) ⊂ Uε(x) × Tk and
that Uε/2(x) ∈ W ⊂ S. So B is a basis which we use to topologize Y .
Since this topology contains the product topology of Xw × T we have
that Y is Hausdorff. Since Xs and Xw × T are separable metric it is
obvious that Y is second countable. To show that Y is separable metric
it now suffices to verify regularity. To this end it is enough to consider
a point (x, 0) ∈ Y and a basic neighbourhood ∆k(O) where k ∈ N and
O ∈ S. By (1) we can find a neighbourhood B of x in Xs such that
B ⊂ O and B is closed in Xw. Consider the following set
V = {(y, t) ∈ X × Tk+1 : d(y,B) ≤ t2−k−1}.
By the definition we have that V is closed in Xw × T and hence also
in Y . We clearly have that ∆k+1(B) is a neighbourhood of (x, 0) in Y .
Since B is closed in Xw we have V ∩ (X × {0}) = B × {0} and then
∆k+1(B) ⊂ V ⊂ ∆k(O) follows easily. Thus Y is separable metric.
Note that the subspace X × {0} carries the topology S and that the
complement carries the same topology as Xw × (T \ {0}).
Let ρ be a metric for Y that is bounded by 1 and let diamA denote
the diameter of A ⊂ Y with respect to ρ. Let n ∈ N and define
ϕn : X → [0, 1] by
ϕn(x) = diam({x} × Tn) for x ∈ X.
Claim 4.2.2. ϕn : Xw → [0, 1] is LSC and ϕn : Xs → [0, 1] is continu-
ous.
Proof. Let x ∈ X and let ε > 0. Let B be a neighbourhood of x
in Xs and let k ∈ N be such that k > n and diam(∆k(B)) < ε/3. Since
{x}×Tk ⊂ ∆k(B) we have ϕk(x) < ε/3. For each i ∈ N with n ≤ i ≤ k
select an Oi ∈ W such that x ∈ Oi and diam(Oi × {2−i}) < ε/3,
recalling that ρ generates the topology W on X × {2−i}. Define the
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open neighbourhood O =
⋂k
i=nOi of x in Xw. Let y ∈ O and let (x, t)
and (x, s) be arbitrary elements of {x} × (Tn \ Tk+1). We have
ρ((x, s), (x, t)) ≤ ρ((x, s), (y, s)) + ρ((y, s), (y, t)) + ρ((y, t), (x, t))
≤ ϕn(y) + 2ε/3.
Consequently, we have
ϕn(y) ≥ diam({x} × (Tn \ Tk+1))− 2ε/3
≥ ϕn(x)− ϕk(x)− 2ε/3
> ϕn(x)− ε,
because Tn \ Tk+1 and Tk are non-disjoint sets with Tn as their union.
Thus we have that ϕn : Xw → [0, 1] is LSC.
Now let y be an arbitrary element of O ∩ B. Since {y} × Tk ⊂ ∆k(B)
we now have ρ((x, s), (y, s)) < ε/3 for all s ∈ Tn and hence ϕn(y) ≤
ϕn(x) + 2ε/3. This means that ϕn : Xs → [0, 1] is USC and hence
continuous because W ⊂ S. 
Let ϕ : X → [0, 1] be defined by
ϕ =
∞∑
n=1
2−nϕn.
By uniform convergence of the series we have that ϕ : Xw → [0, 1] is
LSC and that ϕ : Xs → [0, 1] is continuous. Let G be the graph of ϕ as
a subspace of Xw × [0, 1] and let the continuous bijection h : Xs → G
be given by the rule h(x) = (x, ϕ(x)).
Claim 4.2.3. h is a homeomorphism.
Proof. It suffices to show that h is open. Let U be a neigh-
bourhood of a point x in Xs and let ε > 0 be such that {y ∈ X :
ρ((y, 0), (x, 0)) < ε} ⊂ U . Select a neighbourhood B of x in Xs and a
k ∈ N such that diam(∆k(B)) < ε/5 and hence ϕk(x) < ε/5. Let V be
a neighbourhood of x in Xw such that diam(V × {2−k}) < ε/5. Note
that also ϕ− 2−kϕk =
∑k−1
n=1 2
−nϕn +
∑∞
n=k+1 2
−nϕn is LSC on Xw and
we can find a neighbourhood W of x in Xw such that W ⊂ V and
(∗) ϕ(y)− 2−kϕk(y) > ϕ(x)− 2−kϕk(x)− 2−kε/5 for each y ∈W.
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Let y ∈ W be such that
ϕ(y)− ϕ(x) < 2−kε/5,
that is, h(y) is an arbitrary element of the neighbourhood
(W × [0, ϕ(x) + 2−kε/5)) ∩G
of h(x) in G. We show that y ∈ U , which proves that h is open.
Rewriting (∗) we find
ϕk(y) < ϕk(x) + 2
k(ϕ(y)− ϕ(x)) + ε/5 < 3ε/5.
Thus we have
ρ((y, 0), (x, 0))
≤ ρ((y, 0), (y, 2−k)) + ρ((y, 2−k), (x, 2−k)) + ρ((x, 2−k), (x, 0))
≤ ϕk(y) + diam(V × {2−k}) + ϕk(x) < ε.
This result means that y ∈ U and the proof is complete. 
Statement (2) has been proved. 
4.3. Corollaries
Corollary 4.3.1. Let X be a subset of a set Y and let TX and TY
be topologies on X, respectively, Y . Then the following statements are
equivalent.
(1) {O ∩ X : O ∈ TY } ⊂ TX and every point in (X, TX) has a
neighbourhood basis consisting of sets that are closed in (Y, TY ).
(2) There is a USC function ϕ : (Y, TY ) → [0, 1] such that X =
{y ∈ Y : ϕ(y) > 0} and the natural map from X to the graph of
ϕX when seen as a subspace of Y ×[0, 1] is a homeomorphism.
This corollary was proved for the special case that TY is zero-dimensional
in Dijkstra and van Mill [18, Lemma 5.9] and plays an important role
in [17, 18, 19]. The argument that derives Corollary 4.3.1 from The-
orem 4.2.1 is analogous to [18, Lemmas 2.4 and 5.7–5.9]. We prove it
by virtue of a number of lemmas that follow.
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Let X be a subset of the metric space (Y, d) and let f : X → [0,∞] be
an arbitrary function. We define f¯ : Y → [0,∞] by f¯(y) = inf{fε(y) :
ε > 0} where fε(y) = sup{f(x) : x ∈ X, d(x, y) < ε} (with the
convention sup ∅ = 0). Observe that for every y ∈ Y \ X we have
f¯(y) = 0 and f(x) ≤ f¯(x), for every x ∈ X. Note that the metric on Y
is mentioned strictly for the sake of convenience and that the definition
of f¯ on Y does not depend on the choice of d. A similar argument to
what is given in Proposition 1.7.1 implies that f¯ is a USC function.
Also note that if x¯ is an arbitrary point in X then for every ε > 0 there
clearly exists a δ with 0 < δ ≤ ε such that fδ(x¯) < f¯(x¯) + ε. Then we
may select a point x ∈ X with d(x, x¯) < δ such that fδ(x¯) − ε < f(x)
and hence we have |f¯(x¯) − f(x)| < ε. It shows that the closure of the
graph of f in Y × [0,∞] contains f¯X and therefore it is a dense subset
of the graph of f¯X. Besides, we have:
Lemma 4.3.2. Let X ⊂ Y and let f : X → [0,∞] be a USC function.
Then f¯ : Y → [0,∞] extends f .
Proof. Let x0 ∈ X and let ε > 0. There is a δ > 0 such that
f(x) < f(x0) + ε for every x ∈ X with d(x, x0) < δ and hence fδ(x0) ≤
f(x0) + ε. Thus f(x0) ≤ f¯(x0) ≤ f(x0) + ε for every ε > 0 which
implies f(x0) = f¯(x0). So f¯ extends f . 
Let f : X → [0, 1] be a USC function and let A be a subset of {(x, t) :
0 ≤ t ≤ f(x)} with the property that (x, t) ∈ A implies (x, s) ∈ A
for every s with 0 ≤ s ≤ t. Let ρ be the metric defined on X × [0, 1]
by ρ((x, t), (y, s)) = max{d(x, y), |t − s|} where d is a metric on X
which is bounded by 1. Defined the function ξ : X → [0, 1] by ξ(x) =
ρ((x, f(x)), A).
Lemma 4.3.3. Let f, A, and ξ be as just described. Then ξ is a USC
function and moreover, ξ(x) = 0 if and only if (x, f(x)) ∈ A.
Proof. Let ξ(x) < t and put ε = (t− ξ(x))/2. Select an (a, s) ∈ A
such that
ρ((x, f(x)), (a, s)) = max{d(x, a), |f(x)− s|} < ξ(x) + ε
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Since f is USC there is a 0 < δ < ε such that for every y with d(x, y) < δ
we have f(y) < f(x) + ε and so
(∗) d(a, y) ≤ d(a, x) + d(x, y) < ξ(x) + ε+ δ < t
Now if s ≥ f(y) then ρ((y, f(y)), (a, f(y)) = d(y, a) < t and since
(a, f(y)) ∈ A we get ξ(y) < t. If s < f(y) then 0 < f(y) − s =
f(y)− f(x) + f(x)− s < ε + h(x) + ε = t and so by (∗) we have that
ξ(y) ≤ ρ((y, f(y)), (a, s)) < t. 
Lemma 4.3.4. Assume that X is a subset of Y and TX and TY be
topologies on X, respectively, Y with the following properties
(1) {O ∩X : O ∈ TY } ⊂ TX
(2) Every point in (X, TX) has a neighbourhood basis consisting of
sets that are closed in (Y, TY ).
Then TX ∪ TY is a basis for a topology T on Y such that every y ∈ Y
has a neighbourhood basis consisting of sets that are closed in TY .
Proof. Let B1 and B2 be countable bases for the topologies TX and
TY , respectively and let B = B1 ∪ B2. It follows from (1) that B is a
countable basis for (Y, T ) which is Hausdorff because T is finer than TY .
Let y ∈ Y and let U be an arbitrary neighbourhood of y with respect to
T . If y ∈ Y \X then there is a closed neighbourhood B of (Y, TY ) such
that y ∈ B ⊂ U . Otherwise by property (2) there is a neighbourhood
V of y in (X, TX) which is closed in (Y, TY ) and contained in U . It also
shows that (Y, T ) is regular and hence separable metric. 
Lemma 4.3.5. If ϕ, ψ : X → [0, 1] are USC functions such that ψ(x) ≤
ϕ(x) for every x ∈ X, then there exists a USC function χ : X → [0, 1]
such that χ ≤ ϕ, the natural bijection h from the graph of ϕ to the graph
of χ is continuous, and the restriction h to G = {(x, ϕ(x)) : ψ(x) <
ϕ(x)} is a homeomorphism onto {(x, χ(x)) : 0 < χ(x)}.
Proof. For every x ∈ X let us to define χ(x) = ϕ(x)ξ(x) where
ξ(x) = ρ((x, ψ(x)), A) is coming from Lemma 4.3.3 by letting A =
{(x, t) : 0 ≤ t ≤ ψ(x)}. Note that χ is a USC function by Proposition
1.7.6 and Lemma 4.3.3. A is a closed subset of X × [0, 1] because ψ is
USC. Observe that χ(x) ≤ ϕ(x) for each x ∈ X and ϕ(x) = ψ(x) if
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and only if χ(x) = 0. So X ′ = {x ∈ X : χ(x) > 0} = {x ∈ X : ϕ(x) >
ψ(x)}. It is clear that h(x, ϕ(x)) = (x, χ(x)) defines a continuous
bijection from {(x, ϕ(x)) : x ∈ X} to {(x, χ(x)) : x ∈ X}. We prove
that hG is a homeomorphism. Let x ∈ X ′ and let B = (Uε(x)×(t, 1))∩
{(x, ϕ(x)) : x ∈ X} be an open basic neighbourhood of (x, ϕ(x)). Put
s =
√
t/ϕ(x). Since ξ is USC there exists a δ ∈ (0, ε) such that for each
y ∈ Uδ(x) we have ξ(y) < ξ(x)/s. Now let (y, χ(y)) be an arbitrary
point of the open neighbourhood V = (Uδ(x)× (sχ(x), 1))∩{(x, χ(x)) :
χ(x) > 0} of (x, χ(x)). We have
ϕ(y) =
χ(y)
ξ(y)
>
sϕ(y)ξ(x)
ξ(y)
> s2ϕ(x) = t
and hence V ⊂ h(B). 
proof of Corollary 4.3.1. We prove (2) ⇒ (1) : Suppose that
G stand for the graph of ϕX when seen as a subspace of Y × [0, 1]. Let
pi1 : Y × I → Y be the projection mapping and observe that for every
O ∈ TY we have O ∩X = h−1(pi−11 (O)) which is open in X. Let x ∈ X
and U be a neighbourhood of x in X. Then h(U) is a neighbourhood
of h(x) in G. There are a (closed) neighbourhood V of x in Y and
0 < ε < ϕ(x) such that V × [ϕ(x)− ε,∞) ∩G ⊂ h(U) by Proposition
1.7.8. Note that W = {y ∈ V : ϕ(y) ≥ ϕ(x)− ε} is closed in Y since ϕ
is USC and it is clearly a neighbourhood of x with respect to TX which
is contained in U .
We prove (1)⇒ (2): By Lemma 4.3.4 we consider the space Y˜ = (Y, T ),
where T is generated by TX and TY . So we can use Theorem 4.2.1 to
conclude that there is a USC function ϕ : (Y, TY ) → (0, 1] such that
h : Y˜ → {(x, ϕ(x)) : x ∈ Y } is a homeomorphism. Consider ϕ(Y \X)
and according to Lemma 4.3.2 let ψ = extY (ϕ(Y \ X)). For every
x ∈ X we have ψ(x) < ϕ(x) since there is a neighbourhood U of x in
Y and a t ∈ (0, ϕ(x)) such that U × (t,∞)∩G ⊂ h(X). It implies that
if y ∈ U ∩ (Y \ X) then ϕ(y) ≤ t and so ψ(x) ≤ t < ϕ(x). Therefore
h(X) = {(x, ϕ(x)) : x ∈ Y, ψ(x) < ϕ(x)}. By Lemma 4.3.5 there exists
a USC map χ : Y → I such that {x ∈ Y : χ(x) > 0} = {x ∈ Y : ψ(x) <
ϕ(x)} = X and g(x, ϕ(x)) = (x, χ(x)) defines a homeomorphism g
from h(X) = {(y, ϕ(y)) : ψ(y) < ϕ(y)} to {(x, χ(x)) : χ(x) > 0}. Let
4.3. COROLLARIES 69
f = g◦h and note that f(x) = (x, χ(x)) is a homeomorphism from X to
{(x, χ(x)) : χ(x) > 0} as a composition of two homeomorphisms. 
Remark 4.3.6. Let Xw = (X,W) and Xs = (X,S) be topological
spaces on the same set X such that W ⊂ S and every point in Xs
has a neighbourhood basis consisting of sets that are closed in Xw.
Every open subset of Xs can be represented as a countable union of
neighbourhoods which are closed in Xw and hence is a Fσ-subset of
Xw. It follows that each closed subset of Xs is a Gδ-subset of Xw. Thus
by an induction argument we have that if A ∈ Σα(Xs) (∈ Πα(Xs))
then A ∈ Σα+1(Xw) (∈ Πα+1(Xw)) for every 1 ≤ α < ω; see §1. It
is just enough to note that if A ∈ Σα+1(Xs) then A =
⋃
i∈N Ui where
Ui ∈ Πα(Xs), for every i ∈ N and so Ui ∈ Πα+1(Xw), for every i ∈ N
by induction assumption. It means that A ∈ Σα+2(Xw). Observe that
for α ≥ ω if A ∈ Σα(Xs) (∈ Πα(Xs)) then A ∈ Σα(Xw) (∈ Πα(Xw)).
As a cosequence of Proposition 1.6.1, ifX, Y ∈ Σ0α (∈ Π0α) thenX×Y ∈
Σ0α (∈ Π0α). Particularly, If X ∈ Σ0α (∈ Π0α); for 2 ≤ α then X×R ∈ Σ0α
(∈ Π0α).
Corollary 4.3.7. Let Xw = (X,W) and Xs = (X,S) be topological
spaces on the same set X such that W ⊂ S and every point in Xs has a
neighbourhood basis consisting of sets that are closed in Xw. We have
the following properties:
(1) Xs is homeomorphic to a Gδ-subspace of Xw × R.
(2) If Xw ∈ Π0α then Xs ∈ Π0α.
(3) If α ≥ 3 and Xw ∈ Σ0α then Xs ∈ Σ0α.
(4) If Xs ∈ Π0α then Xw ∈ Π0α+1.
(5) If Xs ∈ Σ0α then Xw ∈ Σ0α+1.
(6) If α ≥ ω and Xs ∈ Π0α then Xw ∈ Π0α.
(7) If α ≥ ω and Xs ∈ Σ0α then Xw ∈ Σ0α.
Proof. (1) is immediately obtained from Theorem 4.2.1 and Propo-
sition 1.7.10. (2) If Xw ∈ Π0α then Xw × R ∈ Π0α and therefore (1)
among with the Corollary 1.6.2 imply that Xs ∈ Π0α. (3) Let α ≥ 3 and
Xw ∈ Σ0α. By (1) we have that Xs ∈ Σ0α(Xw×R). So by Corollary 1.6.2
and that Xw ×R ∈ Σ0α we have Xs ∈ Σ0α. (4): Let Xs ∈ Σα and let X ′w
be a compactification of Xw. By Lemma 4.3.2 there is a space X
′
s which
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is an extention of Xs to a graph of a LSC function defined on X
′
w. So
Xs ∈ Σα(X ′s) which means Xs =
⋃
i∈N Ui such that Ui ∈ Πα−1(X ′s) for
every i ∈ N. Then we get Ui ∈ Πα(X ′w) for every i ∈ N by Remark
4.3.6. So we get Xw ∈ Σα+1(X ′w) which implies that Xw ∈ Σα+1. (5),
(6), and (7) can be proved by an analoguos argument of (4). 
We should mention that the proof of Corollary 4.3.7 is analogous to
[18, Remark 5.10] where the same results were established under the
additional assumption that Xw is zero-dimensional.
CHAPTER 5
Almost n-dimensional spaces
5.1. Introduction
The main results in this chapter have been published in Abry and Di-
jkstra [3, 2]. Here we present our definition of an almost n-dimensional
space that extends almost zero-dimensionality. We present with Theo-
rem 5.1.4 a charectrization of almost n-dimensionality. The main part
of this chapter is devoted to the construction of an universal object
for the class of all almost n-dimensional spaces. Both results strongly
suggest that Definition 5.1.1 is the “right” way to extend almost zero-
dimensionality.
Definition 5.1.1. Let n be a nonnegative integer. We say that a
space X is almost n-dimensional , AdimX ≤ n, if there exists a
(separable metric) topology W on X such that dim(X,W) ≤ n, W
is weaker than the given topology on X, and every point of X has a
neighbourhood basis in X consisting of sets that are closed in (X,W).
We write AdimX = n when AdimX ≤ n and AdimX  n − 1. Also
we put Adim ∅ = −1.
Notice that according to the definition if X is almost n-dimensional
then X is almost m-dimensional, for every m ≥ n. By Theorem 1.8.1
we clearly have that a space X is almost zero-dimensional if and only
if AdimX ≤ 0. As in Definition 1.8.2 we may say that the space
(X,W) in the above definition witnesses the almost n-dimensionality
of X. Note that AdimX ≤ dimX because for every integer n ≥ 0
if dimX ≤ n then X obviously witnesses the almost n-dimensionality
of X. Observe that our definition of almost n-dimensionality differs
from the extension of almost zero-dimensionality that is featured in
Levin and Tymchatyn [39], which they show to be equivalent to regular
dimension. The definition clearly satisfies the following two properties.
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Proposition 5.1.1. Let X be a space.
(I) If Y be a subspace of X then AdimY ≤ AdimX.
(II) If Y be a space then AdimX × Y ≤ AdimX + AdimY .
Some properties of regular dimension which are listed in Proposition
1.3.2 are not satisfied for Adim. For example in Proposition 2.3.4 we
saw that the Countable Closed Sum Theorem does not hold for almost
zero-dimensionality. In this context we have the following questions
Question 5.1.2. Is the inverse limit of an inverse sequence of almost
n-dimensional spaces almost n-dimensional?
Question 5.1.3. Does the inequality
Adim(A ∪B) ≤ AdimA+ AdimB + 1
hold, where A and B are subsets of X?
As an immediate consequence of Theorem 4.2.1 we can present the
following useful characterization, which is our “exhibit A” in support
of our contention that Adim is the right way to extend the notion of
almost zero-dimensionality.
Theorem 5.1.4. A space is almost n-dimensional if and only if it is
homeomorphic to the graph of some LSC function with a domain of
dimension at most n.
This theorem for n = 0, plays an important role in finding intrinsic
topological characterizations for Erdo˝s space E and complete Erdo˝s
space Ec in Dijkstra and van Mill [17, 18, 19].
Corollary 5.1.5. Every almost n-dimensional space is at most (n+1)-
dimensional and so for every space X we have:
AdimX ≤ dimX ≤ AdimX + 1
.
We reach these inequlities by other arguments in Corollary 5.3.9. This
result was proved for the special case n = 0 by Oversteegen and Tym-
chatyn [45] by imbedding the spaces in R-trees. A simpler and more
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direct proof for the case n = 0 was subsequently given by Levin and
Pol [38]. Corollary 5.1.5 for arbitrary n follows also from Theorem 2.2.2
which states that any union of n + 1 almost zero-dimensional spaces
is at most (n + 1)-dimensional. §2 also features the space Ec × [0, 1]n
which is an example of an almost n-dimensional space that is (n+ 1)-
dimensional.
Since every n-dimensional space is imbeddable in R2n+1 (see Theorem
1.3.5 and [23, Theorem 1.11.4]) we have:
Corollary 5.1.6. Every almost n-dimensional space is imbeddable in
R2n+2.
5.2. The universal space theorem
Theorem 5.1.4 implies that we can prove a universal space theorem
for Adim by constructing universal LSC functions with n-dimensional
domains.
The following result by van Mill and Pol [44] establishes the supremum
function on the Hilbert cube [0, 1]ω as universal for the LSC functions.
Theorem 5.2.1. If ϕ : X → [ε, 1] is an LSC function for some ε > 0,
then there exists an imbedding h : X → [0, 1]ω such that supi∈ω hi(x) =
ϕ(x) for each x ∈ X.
We define σ : Rω → (−∞,∞] by σ(x) = supi∈ω xi for x = (x0, x1, . . . ) ∈
Rω. Note that σ is LSC. For n ∈ ω let us to recall the definition of the
n-dimensional No¨beling space in Rω:
Nωn = {x ∈ Rω : |{i : xi ∈ Q}| ≤ n}.
It is well known that a space X is imbeddable in Nωn if and only if
dimX ≤ n; see Theorem 1.3.5. The following theorem shows that
σNωn is universal for LSC functions with an n-dimensional domain.
Theorem 5.2.2. If ϕ : X → (−∞,∞] is an LSC function with dimX ≤
n, then there exists an imbedding h : X → Nωn such that σ ◦ h = ϕ.
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Let for n ∈ ω,
Ec(n) = {(x, σ(x)) : x ∈ Nωn , σ(x) <∞}
with the topology inherited from the product Nωn ×R. Theorems 5.1.4
and 5.2.2 combine to:
Theorem 5.2.3. A space is almost n-dimensional if and only if it is
imbeddable in Ec(n).
This is our “exhibit B” in support of our contention that Adim is the
right way to extend the notion of almost zero-dimensionality; see also
Proposition 5.2.10.
For technical reasons we find it convenient to prove Theorem 5.2.2 for
positive functions first.
Theorem 5.2.4. If ϕ : X → (0,∞] is an LSC function with dimX ≤ n,
then there exists an imbedding h : X → Nωn ∩(0,∞)ω such that σ◦h = ϕ.
Since α(t) = (1 − t)−1 for t < 0 and α(t) = t + 1 for t ≥ 0 defines a
homeomorphism α : (−∞,∞] → (0,∞] such that α(Q) = Q ∩ (0,∞)
we have that Theorem 5.2.2 follows immediately from Theorem 5.2.4.
Proof. Let K be a compactification of X with dimK ≤ n (see
Proposition 1.3.2 and [24, Theorem 1.7.2]) and define
ϕ(x) = sup{inf{ϕ(y) : y ∈ X ∩ U} : U is open in K with x ∈ U}}
for x ∈ K. Note that ϕ : K → [0,∞] is an LSC function that extends ϕ;
see Lemma 4.3.2. Note that the fibre ϕ−1(0) is closed in K and we may
replace K by the quotient space K/ϕ−1(0) if ϕ−1(0) 6= ∅. If ϕ−1(0) = ∅
then we add an isolated point to K where ϕ assumes the value 0. In
conclusion, we may assume that ϕ has been extended over a compact
space K so that dimK ≤ n and ϕ−1(0) = {z} for some z ∈ K \ X.
We may assume that K is a subspace of some normed vector space
(E, ‖ · ‖) such that z is the zero vector. Put Kk = {x ∈ K : ‖x‖ ≥ 2−k}
for k ∈ ω.
If Z is a space then C(K,Z) denotes the space of continuous functions
from K to Z with the usual compact-open topology, which coincides
with the topology of uniform convergence with respect to any metric
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on Z. Put Y = {0} ∪ (0,∞)ω ⊂ Rω, where 0 denotes the zero vector.
Since Y is a Gδ-subset of Rω we have that C(K,Y ) is also a Gδ-subset
of C(K,Rω). We now define
Cz(K,Y ) = {f ∈ C(K,Y ) : f−1(0) = {z}}
and note that it is a Gδ-subset of C(K,Y ) because
Cz(K,Y ) = {f ∈ C(K,Y ) : f(z) = 0 and f(Kk) ∩ {0} = ∅ for k ∈ ω}.
Let {Hk : k ∈ ω} enumerate all planes in Rω of the form {x ∈ Rω : xi0 =
q0, xi1 = q1, . . . , xin = qn}, where i0 < i1 < · · · < in and qj ∈ (0,∞)∩Q
for j = 0, 1, . . . , n. We assume that {j : Hj = Hk} is infinite for each
k ∈ ω. Note that (0,∞)ω ∩Nωn = (0,∞)ω \
⋃{Hk : k ∈ ω}. If (Z, d) is
a metric space and ε > 0, then we call a function f with domain Z an
ε-mapping if f(x) 6= f(y) for all x, y ∈ Z with d(x, y) ≥ ε. We define
for k ∈ ω,
Ok = {f ∈ Cz(K,Y ) : fKk is a 2−k-mapping with f(Kk) ∩Hk = ∅}.
According to [24, Lemmas 1.11.1 and 1.11.2] the set Ok is an open
subset of Cz(K,Y ). We define the following metric on Rω:
ρ(x, y) = min{1, sup{2i|xi − yi| : i ∈ ω}}; x, y ∈ Rω
Subsequently, we let ρˆ(f, g) = sup{ρ(f(x), g(x)) : x ∈ Z} define the
corresponding metric of uniform convergence on C(Z,Rω) for every
space Z. We denote C(K,Z) with the ρˆ-topology by Cρ(K,Z) for
Z ⊂ Rω.
Claim 5.2.5. Both (Rω, ρ) and Cρ(K,Rω) are complete (nonseparable)
spaces with topologies that are stronger than the topologies on Rω and
C(K,Rω), respectively.
Proof. We only prove the completeness of (Rω, ρ) and note that
the completeness of Cρ(K,Rω) follows easily. Let (xn) be a Cauchy
sequence in (Rω, ρ). Obviously, (xni )n is a Cauchy sequence in R for
every i ∈ ω and hence convergent to some xi in R. We show that (xn)
is convergent to x = (x0, x1, . . . ) in (Rω, ρ). Suppose that 0 < ε < 1.
There is an integer N ∈ ω such that for every m, n > N we have
2i|xmi − xni | < ε, for every i ∈ ω. Thus we get 2i|xi − xni | ≤ ε for every
i ∈ ω when m tends to infinity, and consequently, ρ(x, xn) ≤ ε.
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Finally, consider the subspace D = {0, 1}ω of the (Rω, ρ) and note that
ρ(x, y) = 1 for every x, y ∈ D. So (Rω, ρ) is not separable as well as
D. 
Since Cz(K,Y ) is a Gδ-subset of C(K,Rω) we have that it is also a Gδ-
subset of Cρ(K,Rω). Thus Cρz (K,Y ) is a topologically complete space.
Similarly, every Ok is open in C
ρ
z (K,Y ).
We define the partial order ≤ on Rω by x ≤ y if xi ≤ yi for each i ∈ ω.
This produces also a partial order on C(K,Rω): f ≤ g if f(x) ≤ g(x)
for each x ∈ K.
Claim 5.2.6. If k ∈ ω, ε > 0, and f ∈ Cρz (K,Y ), then there is a g ∈ Ok
such that ρˆ(f, g) < ε and g ≤ f .
Proof. Let Hk = {x ∈ Rω : xi0 = q0, xi1 = q1, . . . , xin = qn},
where i0 < i1 < · · · < in and qj ∈ (0,∞) ∩Q for j = 0, 1, . . . , n. Select
a set of 2n + 1 coordinates A ⊂ ω that contains {i0, . . . , in} and let
p : Rω → RA be the projection map given by pi(x) = xi for i ∈ A and
x ∈ Rω. Define the following admissible metric on RA:
ρA(x, y) = max{2i|xi − yi| : i ∈ A}
for x, y ∈ RA. Let ρˆA denote the corresponding metric of uniform
convergence.
Let m ≥ k be such that for x ∈ K, ‖x‖ ≤ 2−m implies ρA(0, p(f(x))) <
ε. Let
δ = inf{fi(x) : i ∈ A, x ∈ Km}
and note that δ > 0 because f(K \ {z}) ⊂ (0,∞)ω and Km is compact.
Let δ′ = 1
2
min{ε, δ} and define f ′ : Km → RA by f ′i(x) = fi(x)− δ′2−i
for i ∈ A and x ∈ Km thus ρˆA(f ′, p ◦ fKm) = δ′. By [24, Lemma
1.11.3] there exists a continuous 2−k-mapping α : Km → RA such that
α(Km)∩ p(Hk) = ∅ and ρˆA(α, f ′) < δ′. Observe that α(Km) ⊂ (0,∞)A
and αi(x) ≤ pi(f(x)) for i ∈ A and x ∈ Km. Also
ρˆA(α, p ◦ fKm) ≤ ρˆA(α, f ′) + ρˆA(f ′, p ◦ fKm) < 2δ′ ≤ ε.
Consider the compactum S = {x ∈ K : ‖x‖ = 2−m} and note that if
x ∈ S then
ρA(0, α(x)) ≤ ρA(0, p(f(x))) < ε.
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Thus α(S) is a subset of
P =
∏
i∈A
(0, ε2−i) = {y ∈ (0,∞)A : ρA(0, y) < ε}
and by Tietze we may extend αS to a continuous β : E → P . We
define the continuous extension γ : K → RA of α by
γ(x) =

0, if x = z;
2m‖x‖β(2−m‖x‖−1x), if 0 < ‖x‖ < 2−m;
α(x), if x ∈ Km.
Observe that γ(K \ (Km ∪ {z}) ⊂ P . Define the continuous map
α : K → RA by αi(x) = min{γi(x), fi(x)} for i ∈ A and x ∈ K. Observe
that α−1(0) = {z}, α(K \ (Km ∪ {z}) ⊂ P , and αKm = α because
γi(x) = αi(x) ≤ fi(x) for x ∈ Km and i ∈ A. If x ∈ K \ (Km ∪ {z})
then α(x) ∈ P and by the choice of m, p(f(x)) ∈ P . Thus we have
ρA(α(x), p(f(x))) < ε. Since αKm = αKm and α(z) = 0 this leads
to ρˆA(α, p ◦ f) < ε.
Define g ∈ Cρz (K,Y ) by
gi(x) =
{
αi(x), if i ∈ A;
fi(x), if i ∈ ω \ A;
for x ∈ K. Note that g ≤ f and ρˆ(g, f) ≤ ρˆA(p◦g, p◦f) = ρˆA(α, p◦f) <
ε. Since Kk ⊂ Km and p ◦ gKm = α we have g ∈ Ok. 
By Proposition 1.7.7 there exists a sequence of continuous functions
fi : K → [0,∞) such that fi ≤ fi+1 for each i ∈ ω and limi→∞ fi(x) =
ϕ(x) for each x ∈ K. Note that the function g = supi∈ω min{2−i, fi}
is a continuous function on K such that g ≤ ϕ and g−1(0) = ϕ−1(0) =
{z}. We may therefore assume that f−1i (0) = {z} for i ∈ ω. Putting
f(x) = (f0(x), f1(x), . . . ) for x ∈ K we find that f ∈ Cρz (K,Y ). The
Baire Category Theorem now guarantees that there is an h ∈ ⋂i∈ω Oi
such that ρˆ(f, h) < 1. In fact, if we follow the standard proof of Baire’s
Theorem and we obtain h as a limit of a Cauchy sequence of functions
gk ∈
⋂k
i=0Oi, then it is clear that with Claim 5.2.6 we can arrange that
f ≥ g0 ≥ g1 ≥ · · · . So we may assume that h ≤ f . Since hKk is a
2−k-map for every k ∈ ω we have that hK \ {z} is one-to-one. Since
h−1(0) = {z} we have that h is one-to-one and hence an imbedding. If
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x ∈ K \ {z} and k ∈ ω then there is a j ∈ ω such that x ∈ Kj and
Hj = Hk. Since h ∈ Oj we have that h(x) /∈ Hk and we may conclude
that h(K \ {z}) ⊂ (0,∞)ω ∩ Nωn . Thus we have that h imbeds X in
(0,∞)ω ∩Nωn and K in {0} ∪ ((0,∞)ω ∩Nωn ).
Let x ∈ K. Since ρˆ(f, h) < 1 and h ≤ f we have fi(x)− 2−i ≤ hi(x) ≤
fi(x) for every i ∈ ω. Consequently,
σ(h(x)) = sup
i∈ω
hi(x)
≥ lim
i→∞
hi(x) = lim
i→∞
fi(x) = ϕ(x) = σ(f(x)) ≥ σ(h(x)).
We may conclude that σ ◦ h = ϕ and that the proof is complete. 
We observed in the paragraph before Proposition 1.3.3 that the No¨beling
spaces are complete. The graphs of LSC functions are Gδ-subsets of
the product of domain and co-domain by virtue of Proposition 1.7.10
and hence the graph G(σ) is a Gδ-subset of Rω × (−∞,∞]. Thus
Ec(n) = G(σ) ∩ (Nωn × R) is a Gδ-subspace of Nωn × R and a complete
space. With Theorem 5.2.3 we have:
Corollary 5.2.7. Every almost n-dimensional space has an almost
n-dimensional completion.
By the Lavrentieff Theorem [36] we have:
Corollary 5.2.8. Every almost n-dimensional subspace of a space can
be enlarged to a Gδ-subspace that is also almost n-dimensional.
Since complete Erdo˝s space Ec is an almost zero-dimensional and one-
dimensional space, the space Ec× [0, 1]n is an (n+1)-dimensional space
(see [28]) that is clearly almost n-dimensional. Since Ec(n) contains a
copy of Ec×[0, 1]n and is contained inNωn×R we have dim Ec(n) = n+1.
If X is almost n-dimensional then there exists a weaker topology W
that is at most n-dimensional. If X is moreover compact then the two
topologies must be identical. Using the Countable Sum Theorem we
find that a σ-compact space X is almost n-dimensional if and only
if dimX ≤ n. Thus finding complete universal spaces is the optimal
result for the class of almost n-dimensional spaces.
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The following characterization theorem has been found by Dijkstra and
van Mill [19].
Theorem 5.2.9. A non-empty space E is homeomorphic to Ec if and
only if there is a zero-dimensional topology W on E that is coarser than
the given topology on E such that for every x ∈ E and neighbourhood
U of x in E there is a neighbourhood V of x in E with V closed in
(E,W), (V,W) topologically complete, and V a nowhere dense subset
of (U,W).
Theorem 5.2.3 and the next result suggest that we may think of the
spaces Ec(n) as higher dimensional analogues of complete Erdo˝s space.
Proposition 5.2.10. Ec(0) is homeomorphic to Ec.
Proof. Note thatNω0 = (R\Q)ω thus it is a zero-dimensional topo-
logically complete space. The weak topology W on Ec(0) is given by
W = {Ec(0)∩(O×R) : O open in Nω0 }. Thus (Ec(0),W) is homeomor-
phic to the zero-dimensional space {x ∈ Nω0 : σ(x) <∞}. Let (x, σ(x))
be a point in Ec(0) and consider a neighbourhood U of (x, σ(x)). Since
σ is LSC we may assume that U has the form Ec(0) ∩ (O × (−∞, r))
for some clopen subset O of Nω0 and r > σ(x). Select an s ∈ (σ(x), r)
and consider the neighbourhood
V = Ec(0) ∩ (O × (−∞, s]) = {(y, σ(y)) : y ∈ O with σ(y) ≤ s}
of (x, σ(x)). Note that {y : y ∈ O with σ(y) ≤ s} is a closed subset of
Nω0 because σ is LSC. Hence V is closed in (Ec(0),W) and topologically
complete in the topology W . Let (y, σ(y)) be a point in V and let W
be a neighbourhood of y in Nω0 = (R \ Q)ω. We may assume that
W ⊂ O and that by the product topology W contains the set {y0} ×
· · ·×{yk}×(R\Q)×(R\Q)×· · · for some k ∈ ω. Select a t ∈ (s, r)\Q
and note that y′ = (y0, . . . , yk, t, t, . . . ) is such that (y
′, σ(y′)) = (y′, t) ∈
(W×R)∩U \V . Thus V is a nowhere dense subset of U in the topology
W . Theorem 5.2.9 now guarantees that Ec(0) ≈ Ec. 
Note that in Theorem 5.2.1 the LSC functions are bounded below by ε
where as there is no lower bound in Theorem 5.2.4. It turns out that
the bound is not essential:
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Theorem 5.2.11. If ϕ : X → (0,∞] is an LSC function, then there
exists an imbedding h : X → (0,∞)ω such that σ ◦ h = ϕ.
Proof. Let fi : X → (0,∞) for i ∈ ω be a sequence of continuous
functions such that supi∈ω fi(x) = ϕ(x) for each x ∈ X. We may
assume that X is a subspace of the Hilbert cube [ 1
2
, 1]ω. Define α : X →
(0,∞)ω by
αi(x) =
{
fi/2(x), if i is even;
x(i−1)/2f0(x), if i is odd;
for i ∈ ω and x = (x0, x1, . . . ) ∈ X. It is clear that σ ◦ α = ϕ. Note
that the formula β(y) = (y1/y0, y3/y0, y5/y0, . . . ) for y ∈ α(X) defines
the inverse of α so α is an imbedding. 
Of course, Theorem 5.2.11 can also be formulated as follows. If ϕ : X →
(−∞,∞] is an LSC function, then there exists an imbedding h : X →
Rω such that σ ◦ h = ϕ.
5.3. Other notions of almost n-dimensionality
There are other ways of extending the notion of almost zero-dimensionality.
We have already mentioned Levin and Tymchatyn [39]. In this section
we consider two extentions that are related to the definition of ind and
Ind.
Definition 5.3.1. For a space X we define the almost small inductive
dimension AindX as follows:
AindX = −1 ⇔ X = ∅,
AindX ≤ n ⇔ For every x ∈ X and every neighbourhood U
of x there is a closed neighbourhood V of x
with V ⊂ U such that V is an intersection of
closed sets W with the property Aind FrW ≤
n− 1,
AindX = n ⇔ AindX ≤ n and AindX  n− 1.
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Definition 5.3.2. For a space X we define the almost large inductive
dimension AIndX as follows:
AIndX = −1 ⇔ X = ∅,
AIndX ≤ n ⇔ There exists a collection B of closed sets such
that for every point x ∈ X and every neigh-
bourhood U of x there is a B ∈ B such that
x ∈ intB ⊂ B ⊂ U and moreover for each
two disjoint elements B1 and B2 of B there is
a subset V with the property AIndV ≤ n− 1
that separates B1 and B2.
AIndX = n ⇔ AIndX ≤ n and AIndX  n− 1.
Remark 5.3.1. By comparing between new definitions and regular di-
mension function dim we observe that for every spaceX, AindX, AIndX,
and AdimX do not exceed dimX. Moreover, Theorem 1.8.1 shows that
X is an almost zero dimensional space if and only if
AindX = 0 ⇔ AIndX = 0 ⇔ AdimX = 0.
Note that if Y is a subspace of X and AdimX ≤ n (AindX ≤ n) then
we clearly have that AdimY ≤ n (AindY ≤ n) but for AInd we have
the followings.
Question 5.3.2. If AIndX ≤ n and Y ⊂ X then AIndY ≤ n?
Theorem 5.3.3. AindX ≤ AIndX.
Proof. First note that by Remark 5.3.1, AInd = 0 if and only if
Aind = 0. Let n > 0 and assume that AindX ≤ AIndX, whenever
AIndX < n. Suppose that AIndX = n. We prove AindX ≤ n. There
exists a collection B of closed set such that for every point x ∈ X and
every neighbourhood U of x there is a B ∈ B such that x ∈ intB ⊂
B ⊂ U and moreover for each two disjoint elements B1 and B2 of B
there is a subset V with the property AIndV ≤ n − 1 that separates
B1 and B2. Let x ∈ X, U be an arbitrary open neighbourhood of x
and B1 ∈ B such that x ∈ intB1 ⊂ B1 ⊂ U . For every y /∈ B1 there is
B2 ∈ B that contains y and misses B1. Thus there exists a closed set
Cy with the property B1 ⊂ Cy ⊂ X \ B2, where, AInd Fr(Cy) ≤ n− 1.
Moreover, B1 =
⋂
y/∈B1
Cy. By induction Aind Fr(Cy) ≤ n − 1 and we
may conclude that AindX ≤ n. 
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Theorem 5.3.4. AIndX ≤ AdimX.
Proof. By Remark 5.3.1 AInd = 0 if and only if Adim = 0. Let
n > 0 and suppose that AIndX ≤ AdimX, whenever AdimX <
n. Assume that AdimX = n. We prove that AIndX ≤ n. Let
T be a topology on X which satisfies the assumption, regarding the
definition. Let B consist of all T -closed subsets of X. Every pair of
disjoint elements of this collection can be separated by a subspace V
in (X, T ) with the dimension at most (n− 1). Note that AdimV < n
and so AIndV ≤ n− 1. This means that AIndX ≤ n. 
Corollary 5.3.5. For every space X we have
AindX ≤ AIndX ≤ AdimX ≤ dimX
.
Now one may ask whether the functions AindX, AIndX, and AdimX
coincide?
Lemma 5.3.6. If X is compact then AindX = dimX.
Proof. Let X be a compact space. Since the spaces are sepa-
rable metric it suffices to prove that AindX = indX. By Corollary
1.4.3 and Remark 5.3.1 we have AindX = 0 if and only if indX = 0.
Let n > 0 and let AindX = indX, whenever AindX < n. Assume
that AindX = n. We prove that indX = n. Let x ∈ X and U be
an open neighbourhood of x. There is a closed set V =
⋂W where
each element W of W is a closed set with Aind(FrW ) ≤ n − 1, and
we have x ∈ intV ⊂ V ⊂ U . By the inductive assumption we have
ind(FrW ) ≤ n − 1 and by compactness there exist finitely many el-
ements W1,W2, . . . ,Wn in W that V1 =
⋂i=k
i=1 Wi ⊂ U . If we put
U1 = intV1 then x ∈ U1 ⊂ U and FrU1 ⊂ FrV1 ⊂
⋃i=k
i=1 FrWi. It
follows that ind(FrU1) ≤ n− 1. Thus indX ≤ n. 
Theorem 5.3.7. In realm of σ-compact spaces the functions Aind, AInd, Adim
and dim coincide.
Proof. Let X be a σ-compact space. By Corollary 5.3.5 it is
enough to prove that dimX ≤ AindX. Let X = ⋃∞i=1Xi where Xi
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is a compact space for each i ∈ N, and let AindX = n. So indXi =
AindXi ≤ n, for each i ∈ N. Thus dimX = indX ≤ n by the
Countable Closed Sum Theorem. 
Theorem 5.3.8. dimX ≤ AindX + 1.
Proof. Let AindX ≤ n and prove that dimX ≤ n + 1; for each
n ≥ −1. It is trivial for n = −1 and also for n = 0 it has already
been proved in Theorem 1.8.1. Using induction, let n > 0 and let
dimX ≤ AindX+1, whenever AindX < n. Assume that AindX = n.
Suppose that B = {Bi : i ∈ N} is a collection of subsets in X such that
for each i ∈ N; Bi =
⋂j=∞
j=1 Wij where Aind Fr Wij ≤ n − 1 for every
i, j ∈ N and moreover for every x ∈ X and every neighbourhood U
of x there exists an integer i such that x ∈ int Bi ⊂ Bi ⊆ U . Put
F =
⋃i=∞
i=1
⋃j=∞
j=1 Fr Wij and E = X \ F . By the inductive assumption
and by applying the Countable Closed Sum Theorem we obtain that
dimF ≤ n. Also E is an AZD subspace since Wij ∩E is a clopen set in
E; for each i, j ∈ N and hence for every i ∈ N, E ∩ Bi is a C-set in E.
Thus by an appeal to Theorem 2.2.1 it follows that dimX ≤ n+1. 
Corollary 5.3.9. For every space X we have
dimX − 1 ≤ AindX ≤ AIndX ≤ AdimX ≤ dimX
.
Question 5.3.10. AindX = AIndX = AdimX?
Example 5.3.1. We have already observed that X = In × Ec is an al-
most n-dimensional and n+ 1-dimensional. So dimX − 1 = AindX =
AIndX = AdimX = n. Note that each component ofX is n-dimensional.
Example 5.3.2. We present an example of a connected (n+1)-dimensional
space that is almost n-dimensional. Let X = In−1×Ec and let ∆(X) =
(X × [0, 1)) ∪ {∞} be the metric cone over X. A basic neighbour-
hood of ∞ has the form (X × (t, 1)) ∪ {∞}, where 0 < t < 1. It
is a triviality that ∆(X) is a connected (n + 1)-dimensional space.
Let Z be a zero-dimensional witness to the almost zero-dimensionality
of Ec. Put Xw = In−1 × Z. It is easily seen that the metric cone
∆(Xw) is n-dimensional. Since ∆(Xw) is a witness to ∆(X) we have
Adim(∆(X)) = n.
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Similar to Question 5.1.3 we may raise the followings:
Question 5.3.11. Does any of the following inequalities
Aind(A ∪B) ≤ AindA+ AindB + 1
AInd(A ∪B) ≤ AIndA+ AIndB + 1
hold, where A and B are subsets of X?
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Samenvatting
Over bijna n-dimensionale ruimten
In 1940 introduceerde Paul Erdo˝s twee interessante topologische ruimten
die nu bekend staan als de Erdo˝sruimte E en de volledige Erdo˝sruimte
Ec. Deze ruimten hebben de merkwaardige eigenschap dat ze eendimen-
sionaal zijn maar dat hun kwadraat niet tweedimensionaal maar ook
eendimensionaal is. Om deze reden zijn de Erdo˝sruimten beroemde
tegenvoorbeelden in de dimensietheorie. Oversteegen en Tymchatyn
hebben in 1994 deze ruimten geplaatst in een nieuwe klasse van ruimten
– de bijna nuldimensionale ruimten. De ruimten E en Ec zijn zelf uni-
versele elementen van de klasse, dat wil zeggen een ruimte is bijna
nuldimensionaal dan en slechts als dan de ruimte topologisch equiva-
lent is met een deelruimte van E of Ec.
In dit proefschrift breiden we het begrip van bijna nuldimensionaliteit
uit naar hogere dimensies zodat er een dimensietheorie ontstaat die
gebaseerd is op de Erdo˝s ruimten en die afwijkt van de gebruikelijke di-
mensietheorie. Daartoe onderzoeken we eerst in Hoofdstuk 2 hoe bijna
nuldimensionaliteit zich gedraagt met betrekking tot de de gebruikelijke
eigenschappen die men verwacht van een dimensiebegrip.
Hoofdstuk 3 komt voort uit het feit dat de Erdo˝sruimten, die totaal
onsamenhangend zijn, samenhangend gemaakt kunnen worden door to-
evoeging van slechts e´e´n punt, resulterend in een zogenaamde e´e´npunts-
connectificatie. Wij onderzoeken hoe deze eigenschap gerelateerd is aan
cohesie. Informeel is cohesie de eigenschap dat alle losse deelverza-
melingen van de ruimte “grote verzamelingen” zijn. Deze eigenschap
was door Erdo˝s ontdekt voor E en Ec en impliceert dat de ruimten niet
nuldimensionaal kunnen zijn. Wij onderzoeken ook e´e´npuntsconnectifi-
caties van E en Ec die de dekpuntseigenschap hebben, dat wil zeggen
elke continue afbeelding van de ruimte naar zichzelf heeft een vast punt.
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Een van de belangrijkste stellingen in dit proefschrift is bewezen in
Hoofdstuk 4. Het gaat om een topologische variant op de klassieke
renormeringsstelling van Kadec voor Banachruimten. Deze stelling is
van speciaal belang omdat hij een elegante karakterisering produceert
voor het begrip bijna n-dimensionaliteit dat we introduceren in Hoofd-
stuk 5.
In Hoofdstuk 5 breiden wij het begrip bijna nuldimensionaliteit als
volgt uit: een ruimte X is bijna n-dimensionaal als er een zwakkere
topologie W op X bestaat die hoogstens n-dimensionaal is en met de
eigenschap dat elk punt in X willekeurig kleine omgevingen heeft die
gesloten zijn met betrekking tot W . Het hoofdresultaat van Hoofd-
stuk 5 is de constructie van n-dimensionale varianten op de volledige
Erdo˝sruimte die functioneren als universele elementen van de klasse van
bijna n-dimensionale ruimten. In combinatie met de eerder genoemde
karakteriseringsstelling vormt dit resultaat een zeer sterke aanwijzing
dat onze definitie van bijna n-dimensionaliteit de juiste is.
