Imagine that an alien lands on Earth, hears about something called a ''bicycle,'' and wants to understand how it works, how to ride it, and how to fix it when it breaks. Figuring this out given just a picture of a bicycle would be challenging. Watching a movie of someone riding a bicycle would help. Even better, the alien would experiment with an actual bicycle-for example, by turning a pedal and seeing how the wheels respond.
A molecular biologist trying to understand how a protein or other biomolecule works faces a similar challenge. An atomiclevel structure is tremendously helpful and typically generates substantial insight about how the biomolecule functions. The atoms in a biomolecule are in constant motion, however, and both molecular function and intermolecular interactions depend on the dynamics of the molecules involved. One would like not just a static snapshot but the ability to watch these biomolecules in action, to perturb them at the atomic level, and to see how they respond. Unfortunately, watching the motions of individual atoms and perturbing them in a desired fashion is difficult. An attractive alternative is to work with an atomic-level computer simulation of the relevant biomolecules.
Molecular dynamics (MD) simulations predict how every atom in a protein or other molecular system will move over time based on a general model of the physics governing interatomic interactions (Karplus and McCammon, 2002) . These simulations can capture a wide variety of important biomolecular processes, including conformational change, ligand binding, and protein folding, revealing the positions of all of the atoms at femtosecond temporal resolution. Importantly, such simulations can also predict how biomolecules will respond-at an atomic level-to perturbations such as mutation, phosphorylation, protonation, or the addition or removal of a ligand. MD simulations are often used in combination with a wide variety of experimental structural biology techniques, including X-ray crystallography, cryoelectron microscopy (cryo-EM), nuclear magnetic resonance (NMR), electron paramagnetic resonance (EPR), and Fö rster resonance energy transfer (FRET).
MD simulations are not new. The first MD simulations of simple gasses were performed in the late 1950s (Alder and Wainwright, 1957) . The first MD simulation of a protein was performed in the late 1970s (McCammon et al., 1977) , and the groundwork that enabled these simulations was among the achievements recognized by the 2013 Nobel Prize in Chemistry (Levitt and Lifson, 1969; Lifson and Warshel, 1968) . MD simulations have, however, become substantially more popular and visible in recent years, particularly from the perspective of experimental molecular biologists ( Figure 1 ). Simulations have begun to appear frequently in experimental structural biology papers, where they are used both to interpret experimental results and to guide experimental work. This trend is particularly noticeable in neuroscience; simulations have been used to study proteins critical to neuronal signaling (Dawe et al., 2016; Delemotte et al., 2011; Dror et al., 2013; Jensen et al., 2012; Shi et al., 2008) , to assist in the development of drugs targeting the nervous system (Manglik et al., 2016; McCorvy et al., 2018; Spahn et al., 2017) , to reveal mechanisms of protein aggregation associated with neurodegenerative disorders (Khandogin and Brooks, 2007; Wu and Shea, 2013) , and to provide a foundation for the design of improved optogenetics tools (Kato et al., 2018; Takemoto et al., 2015) .
The increasing attention to MD simulations has at least two underlying drivers. First, the last few years have seen an explosion in experimental structures of certain classes of molecules that are critical in neuroscience, including molecular families that represent the targets of most neuroscience medications (Coleman et al., 2016; Hilger et al., 2018; Minor, 2007) . Many of these-for example, ion channels, neurotransmitter transporters, and G protein-coupled receptors (GPCRs)-are membrane proteins. Crystallographic structure determination for membrane proteins has historically been difficult, but recent breakthroughs in crystallography have delivered dozens of such structures (recognized by Nobel Prizes in 2003 and 2012) , and breakthroughs in cryo-EM (recognized by a Nobel Prize in 2017) are now further accelerating the solution of such structures (Fernandez-Leiro and Scheres, 2016) . These experimental structures provide a starting point for MD simulations and have also focused more attention on structural questions simulation can help address: how key neuronal proteins function, why proteins aggregate pathologically under certain conditions, how one can best carry out structure-based drug design, and how one can best engineer proteins that serve as tools for studying neuronal function (e.g., by optogenetics and imaging).
Second, MD simulations themselves have become much more powerful and accessible over the past few years. Until recently, most high-impact work performed using MD simulations required a supercomputer. Recently introduced computer hardware, particularly graphics processing units (GPUs), allows powerful simulations to be run locally at a modest cost (Salomon-Ferrer et al., 2013; Stone et al., 2016) . Software packages for performing MD simulations have also become easier to use, with better support for non-experts. Finally, although the physical models underlying MD simulations are inherently approximations, they have become substantially more accurate.
Our goal in this review is to explain how MD may be useful from the perspective of an experimental structural or molecular biologist. We explain the types of studies one can undertake by simulation and the types of information they are likely to yield. We also discuss how simulations can generate new experimentally testable hypotheses and thus influence further experimental work. Finally, we provide a basic primer on MD simulations, explain some practical details of using them, and discuss their limitations.
What Is an MD Simulation: The Basics The basic idea behind an MD simulation is straightforward. Given the positions of all of the atoms in a biomolecular system (e.g., a protein surrounded by water and perhaps a lipid bilayer), one can calculate the force exerted on each atom by all of the other atoms. One can thus use Newton's laws of motion to predict the spatial position of each atom as a function of time. In particular, one steps through time, repeatedly calculating the forces on each atom and then using those forces to update the position and velocity of each atom. The resulting trajectory is, in essence, a three-dimensional movie that describes the atomic-level configuration of the system at every point during the simulated time interval.
These simulations are powerful for several reasons. First, they capture the position and motion of every atom at every point in time, which is very difficult with any experimental technique. Second, the simulation conditions are precisely known and can be carefully controlled: the initial conformation of a protein, which ligands are bound to it, whether it has any mutations or post-translational modifications, which other molecules are present in its environment, its protonation state, the temperature, the voltage across a membrane, and so on. By comparing simulations performed under different conditions, one can identify the effects of a wide variety of molecular perturbations.
The forces in an MD simulation are calculated using a model known as a molecular mechanics force field, which is fit to the results of quantum mechanical calculations and, typically, to certain experimental measurements. For example, a typical force field incorporates terms that capture electrostatic (Coulombic) interactions between atoms, spring-like terms that model the preferred length of each covalent bond, and terms capturing several other types of interatomic interactions. Such force fields are inherently approximate. Comparison of simulations with a variety of experimental data indicates that force fields have improved substantially over the past decade (Lindorff-Larsen et al., 2012) , but they remain imperfect, and the uncertainty introduced by these approximations should be considered when analyzing simulation results. Moreover, in a classical MD simulation, no covalent bonds form or break. Quantum mechanics/molecular mechanics (QM/MM) simulations, in which a small part of the system is modeled using quantum mechanical calculations and the remainder by MD simulation, are frequently employed to study reactions that involve changes to covalent bonds or that are driven by the absorption of light (Senn and Thiel, 2009) .
To ensure numerical stability, the time steps in an MD simulation must be short, typically only a few femtoseconds (10 À15 s) each. Most of the events of biochemical interest-for example, functionally important structural changes in proteins-take place on timescales of nanoseconds, microseconds, or longer. A typical simulation thus involves millions or billions of time steps. This fact, combined with the millions of interatomic interactions typically evaluated during a single time step, causes simulations to be very computationally demanding. Over the past several decades, improvements in computing hardware and in the algorithms and software used for MD have allowed longer and cheaper simulations. Recent improvements have been particularly remarkable. Highly specialized hardware (Shaw et al., 2008 (Shaw et al., , 2014 ) has led to a major increase in maximum achievable speed, allowing certain simulations to reach millisecond timescales. Perhaps more importantly, GPUs have allowed simulations running on one or two inexpensive computer chips to outperform those previously performed on most supercomputers (Salomon-Ferrer et al., 2013) . These GPUs have made simulations on biologically meaningful timescales accessible to far more researchers than ever before.
Indeed, performing simulations is now relatively straightforward (see Practical Considerations in Using MD Simulations), and the computational resources to perform useful amounts of simulation are increasingly widely accessible. What requires expertise is figuring out which questions can be addressed by simulations, designing simulations to address these questions, and interpreting the simulation results. Interpreting simulation results-gaining biological insight from a large amount of trajectory data describing a mass of jiggling atoms-can be particularly challenging. In addition, a wide variety of advanced simulation techniques are available to address questions that are intractable by simple ''brute force'' simulation.
What Information Can MD Simulations Provide? MD simulations can be used to answer many types of questions (Figure 2 ). Here we survey some of the most common, with an emphasis on how simulations typically complement experimental molecular biology investigations. Figures 3, 4 , and 5 illustrate several of our recent simulation-based studies.
Perhaps the most basic and intuitive application of simulation is to assess the mobility or flexibility of various regions of a biomolecule. Experimental structure determination methods such as X-ray crystallography and cryo-EM generally yield an average structure. By simply examining a simulation of such a structure, one can quantify how much various regions of the molecule move at equilibrium and what types of structural fluctuations they undergo. Such simulations can also reveal the dynamic behavior of water molecules and salt ions, which are often critical for protein function and ligand binding (Bernè che and Roux, 2001; Khafizov et al., 2012; Li et al., 2013) .
Simulation can also be used to test the accuracy of a modeled structure or even to refine it. For example, a crystal structure may suffer from artifacts because of crystal lattice packing or, for a membrane protein, because of the absence of a lipid bilayer. One can often correct such artifacts by performing a simulation starting from the crystal structure but in an appropriate solvated environment and allowing the structure to relax to a more favorable conformation, if one exists (Burg et al., 2015) . A similar approach is often used to test modeled binding poses of ligands; a pose that is stable in simulation is more likely to be accurate than one that is unstable (Clark et al., 2016) . Such efforts have proven effective in determining ligand poses in cryo-EM structures with ambiguous ligand density (Koehl et al., 2018) . MD simulations are sometimes useful in refining protein homology models, but many attempts to do this have not been successful (Mirjalili and Feig, 2013; Raval et al., 2012) .
On the other hand, MD simulations are widely used to build or refine structural models based on experimental structural biology data. X-ray crystal structures, for example, are frequently refined by an MD-based simulated annealing protocol that fits the model to the experimental data while maintaining a physically reasonable structure (Afonine et al., 2012; Brunger and Adams, 2002) . This approach has been shown to overcome model errors that least-squares regression cannot. An MD-based protocol is often used to build atomic-level molecular models from low-resolution cryo-EM density maps, particularly when high-resolution structures of individual components of a complex are separately available (Trabuco et al., 2008; Zhao et al., 2013) . MD simulations have also been used to recover ensembles of conformationsas opposed to a single structure-from NMR data (Lindorff- . In each of these cases, the molecular mechanics force field is supplemented by terms that depend on the experimental data and that result in a lower energy for structures (or structural ensembles) that agree better with the experimental data.
A particularly important application of MD simulation is to determine how a biomolecular system will respond to some perturbation. For example, one might do any of the following: remove a bound ligand from an experimentally determined protein structure and then simulate to see how the ligand's removal affects protein conformation (Dror et al., 2013; Wacker et al., 2017b ; Figure 3) ; replace a bound ligand by a different ligand or add a ligand where none was present in the experimental structure (McCorvy et al., 2018; Provasi et al., 2011) ; mutate one or more amino acid residues in the protein-for example, to explain or predict the functional effect of a mutation or to recover the wild-type structure in cases where the experimentally resolved construct differed from the wild-type (Cordero-Morales et al., 2007) ; phosphorylate an amino acid or add some other post-translational modification (Fields et al., 2017; Groban et al., 2006) ; change the protonation state of an acidic or basic amino acid (Liu et al., 2015) ; apply external forces to simulated atoms to capture the effect of transmembrane voltage or of mechanical strain (Delemotte et al., 2011) ; or change the molecular environment of a simulated protein, such as the salt concentration or the composition of lipids in a membrane. In each of these cases, one should generally perform several simulations of both the perturbed and unperturbed systems to identify consistent differences in the results.
Many MD simulation studies aim to observe biomolecular processes in action, particularly important functional processes such as ligand binding, ligand-or voltage-induced conformational change, protein folding, or membrane transport. This can allow one to answer questions about the structural basis for events that are difficult to address experimentally. In what order do substructures form during protein folding (Lindorff-Larsen et al., 2011; Snow et al., 2002) ? How does binding of a ligand to a GPCR's extracellular surface cause changes on the intracellular side, where the G protein binds (Dror et al., 2011a) ? More generally, what is the structural basis for allostery in proteins (Hertig et al., 2016; Figure 5 )? How do alternating access transporters ensure that their outer and inner gates will not open simultaneously (Gu et al., 2009; Latorraca et al., 2017; Stelzl et al., 2014; Figure 4) ? What are the factors controlling ligand binding and dissociation kinetics (Buch et al., 2011; Dror et al., 2011b; Gonzá lez et al., 2011; Wacker et al., 2017b) ? What is the structural basis for water and ion transport across a membrane (Liang et al., 2016; Suomivuori et al., 2017; Tajkhorshid et al., 2002; Watanabe et al., 2010) ? How do intrinsically disordered proteins assemble to form fibrils (Dedmon et al., 2005; Nguyen and Hall, 2004) ?
In some cases, a single, unguided simulation can capture such a process in its entirety. When this is not possible-for example, because the relevant timescales are too long or because reactive chemistry is involved-one can often still reconstruct the process by simulating parts of it separately or by using a variety of enhanced sampling simulation methods (Bernardi et al., 2015; Harpole and Delemotte, 2018; Hertig et al., 2016; Schwantes et al., 2014) . Understanding how MD simulation can influence experimental work is complicated by the fact that much of the value of MD lies in its ability to probe molecular properties that are difficult or impossible to access through wet-lab experiments. In certain applications to ligand and protein design, simulations are used simply as a relatively inexpensive, although rough, filter for binding energy or stability to winnow down a large pool of candidates to a smaller one that can be tested experimentally (Chevalier et al., 2017; Hou et al., 2011; Wang et al., 2015) . More frequently, however, simulations are used to generate a qualitative understanding of how a biomolecule or drug works. Usually, in such cases, no experiment is available that could provide all of the same information as the simulations. Experiments can, however, be designed to test specific predictions from these simulations to more broadly validate the simulation results. Perhaps even more importantly, simulations can generate hypotheses that lead to new experimental work. Table 1 lists a number of examples of simulations that influenced experimental work in various ways.
Experiments motivated by MD simulations generally take one of two forms. The first, and perhaps most obvious, involves experiments that directly probe structural properties. The experiments might involve actually solving a new structure (for example, of a protein with a different ligand bound or of a mutant protein). Alternatively, the experiments might involve biophysical techniques that provide information regarding the structural ensemble or dynamics of a biomolecule, such as EPR spectroscopy, NMR spectroscopy, fluorescence quenching (Figure 5 ), or hydrogen-deuterium exchange. These biophysical methods all report on changes in the chemical environment of a labeled residue. Some-such as double electron-electron resonance (DEER) spectroscopy, a form of EPR-can be used to derive probability distributions (histograms) of distances between two labeled residues.
A second-and more common-approach for experiments motivated by simulations involves non-structural techniques such as binding or functional assays. For example, if simulations indicate that a particular protein-ligand interaction is important We used MD simulations to determine how allosteric modulators bind to a GPCR, the M2 muscarinic acetylcholine receptor, and how these allosteric modulators increase or decrease the binding affinity of orthosteric ligands. (A) The conformations of the orthosteric and allosteric binding sites in the presence or absence of different ligands, as determined by MD simulations. The orthosteric ligand N-methyl scopolamine (NMS) favors an enlarged allosteric site. Binding of the positive allosteric modulator (PAM) alcuronium requires a larger allosteric site to bind whereas the negative allosteric modulator (NAM) C 7 /3-phth does not.
(B) To validate the proposed mechanism of allostery, we designed a modified version of the NAM that would require a larger allosteric pocket to bind and is thus predicted to have less negative cooperativity. Indeed, radioligand binding experiments revealed that the cooperativity of the designed modulator is 4-fold less negative than that of the original NAM, even though the affinity of the designed modulator is higher. Data are plotted as mean ± SEM. Adapted from Dror et al. (2013) with permission.
for binding, one might mutate the relevant residue of the protein or alter the relevant moiety of the ligand and then examine the effect of these changes on ligand binding or ligand-induced protein activity (Dror et al., 2013; Hollingsworth et al., 2016; McCorvy et al., 2018;  Figure 3 ). If simulations indicate that a residue plays a particular mechanistic role in a protein's function, then one might mutate it and measure the effect on the protein's functional properties (Fields et al., 2015; Latorraca et al., 2017;  Figure 4 ).
How Can MD Contribute to Drug Discovery?
Drug discovery provides a particularly interesting example of an area in which simulations can drive experiments Durrant and McCammon, 2011) . Recent advances in structural biology have led to structures for many key neuroscience drug discovery targets (e.g., GPCRs, ion channels, transporters, etc.). Fully exploiting the power of structure-based drug design for these and other targets requires taking into account the dynamic properties of these proteins.
MD simulation is particularly valuable in lead optimization, where one modifies a ligand to improve its efficacy or other properties. At a qualitative level, simulations can provide a variety of information to guide the ligand optimization process. Simulations can be used to identify the key interactions a ligand makes with the binding pocket to predict rearrangements of the binding pocket induced by a ligand or to test and refine potential ligand poses (Spahn et al., 2017; Udier-Blagovi c et al., 2003) . In some cases, simulations of the full ligand-binding process can reveal the binding site and pose of a ligand (Dror et al., 2011b (Dror et al., , 2013 Kappel et al., 2015; Shan et al., 2011) . At a quantitative level, simulation-based methods provide substantially more accurate estimates of ligand binding affinities (free energies) than other computational approaches such as docking (Perez et al., 2016) . Free energy perturbation and other ''alchemical'' methods, in which one ligand is gradually ''transformed'' into another through a series of simulations, generally offer the most accurate estimates of binding energies (Chodera et al., 2011) . These methods are computationally expensive, however, and generally only reliable when computing relative binding energies between ligands that share a similar scaffold (Mobley and Dill, 2009; Wang et al., 2015) . The MM/generalized Born surface area (GBSA) and MM/ Poisson-Boltzmann surface area (PBSA) methods, which also use MD simulation but rely on continuum solvent models rather than an explicit representation of water, are substantially faster but less accurate (Hou et al., 2011) .
MD may also be useful for virtual screening, where one selects an initial set of ligands predicted to bind a target. Traditional virtual screening is performed with docking software using a single structure of a target protein (Shoichet, 2004) . In reality, the binding pocket may be highly flexible, and docking to a single structure will thus lead to identification of only a subset of binders. Considering multiple possible structures identified by simulation can increase the diversity of binding ligands identified (Amaro et al., 2008; Lin et al., 2002) .
The goal of many drug design projects-particularly for those targeting signaling receptors-is to find a ligand that not only binds to the target but achieves a particular signaling profile. One might wish to find a full agonist that strongly stimulates receptor activation and signaling, a partial agonist that stimulates signaling to a lesser degree, a neutral antagonist that does not signal on its own but blocks the body's native agonists from binding, or an inverse agonist that reduces signaling below the basal (unliganded) levels. Achieving a given signaling profile requires that the drug stabilize specific conformational states of the receptor and thus specific conformational states of the binding pocket. An agonist, for example, stabilizes active states over inactive states. Designing such a ligand with confidence requires an understanding of how subtle conformational changes in the binding pocket lead to different signaling profiles. MD relative to the N domain. (C) Distributions of the interdomain twist angles under different simulation conditions. Simulations indicate that binding of either the receptor core or the R P tail is sufficient to activate arrestin, with binding of both the core and R P tail leading to an even larger activation effect. (D and E) Site-directed fluorescence spectroscopy experiments support these computational results. These experiments probe conformational change in arrestin at either the core interface (D) or the R P tail interface (E) and show that receptor constructs that bind only at the core interface or only at the R P tail cause conformational changes at both interfaces. Data are plotted as mean ± SEM. Adapted from Latorraca et al. (2018) with permission. proposes a mechanism for hydrophobic gating in ion channels -electrophysiology (Birkner et al., 2012) de Groot and Grubm€ uller, 2001; Tajkhorshid et al., 2002 describes the mechanism of water permeation through aquaporin mutagenesis and activity assays X-ray crystallography (Gonen et al., 2004 isothermal titration calorimetry (ITC) resonance Raman spectroscopy, mutagenesis and activity assays, DEER Batabyal et al., 2017; Liou et al., 2017) (Continued on next page)
simulations may provide such information (Dror et al., 2011a; Huang et al., 2015) . An area of great current interest in GPCR drug discovery is the design of biased ligands that selectively stimulate certain signaling pathways but not others controlled by the same receptor (Kenakin and Christopoulos, 2013; Violin et al., 2014; Wacker et al., 2017a) . Rational design of such ligands is even more of a challenge, requiring an understanding of the receptor conformations associated with different signaling pathways. MD simulations have proven useful in this regard as well McCorvy et al., 2018; Nivedha et al., 2018) . Simulations may be particularly helpful in the design of allosteric drugs, which bind to a target at a site different from the native ligand. Such drugs are greatly sought after because they offer the potential to increase selectivity between closely related receptor subtypes, modulate the body's natural signaling patterns, and achieve efficacy at targets otherwise deemed undruggable (Conn et al., 2009) . Allosteric binding sites are often not evident from experimental structures because their formation may depend on the presence of an appropriate ligand. Simulations have proven capable of both capturing such ''cryptic'' binding pockets in various proteins and discovering binding sites of known allosteric modulators, facilitating the design of new allosteric modulators (Bowman et al., 2015; Dror et al., 2013; Newman et al., 2012; Schames et al., 2004; Tan et al., 2012) . Moreover, the effects of an allosteric drug generally depend on the manner in which it alters its target's conformation. Enabling the rational design of allosteric drugs with desired effects requires deciphering the coupling of allosteric and orthosteric sites. Simulation has proven useful in this regard as well. In a recent proof-of-concept study, for example, we used a simulation-based approach to design chemical modifications that substantially altered an allosteric ligand's functional effects at a GPCR (Dror et al., 2013;  Figure 3) .
Simulations may also assist in the design of drugs with desired binding and dissociation kinetics, properties that have recently come to be recognized as critical for drug effectiveness and safety. The efficacy of ligands at certain targets, for example, correlates better with residence time than with binding affinity. A number of simulation studies have elucidated the factors that control binding and dissociation kinetics at various targets (Dror et al., 2011b; Schmidtke et al., 2011; Wacker et al., 2017b) , providing a foundation for the rational design of ligands with faster or slower kinetics. Several recent studies have also demonstrated the use of MD-based methods to rank related ligands according to their dissociation rates (Dickson et al., 2017) .
Practical Considerations in Using MD Simulations
Actually performing an MD simulation is relatively straightforward. It requires a few choices. Which computing hardware to use? GPUs have become a particularly attractive choice because they perform fast simulations at modest cost, but simulations are also run on supercomputers, which may be faster, as well as on traditional central processing units (CPUs), which may be more readily available. Which force field to use? The most common choices are various versions of AMBER, CHARMM, and OPLS (Harder et al., 2016; Huang et al., 2017; Robustelli et al., 2018) . These force fields all rely on similar functional forms, but each has certain strengths and weaknesses. For example, Dawe et al., 2016 determination of a structural mechanism of activation for AMPA neurotransmitter-gated ion channels electrophysiology, X-ray crystallography cryo-EM (Twomey et al., 2016; Zhao et al., 2016) Bae et al., 2016 identifies a hydrophobic region of TRPV1 that functions as a heat sensor NMR, electrophysiology, mutagenesis and activity assays chimeric channel and activity assays Bethel and Grabe, 2016 proposes a mechanism of lipid scrambling by TMEM16 scramblase -cryo-EM, mutagenesis, electrophysiology (Jiang et al., 2017; Paulino et al., 2017) Latorraca et al., 2017 determines the structural mechanism of substrate translocation in an alternating access transporter X-ray crystallography, mutagenesis and activity assays - Latorraca et al., 2018 reveals that arrestin can be activated through binding of the GPCR core, the GPCR phosphorylated tail, or both fluorescence spectroscopy mutagenesis, cellular imaging (Eichel et al., 2018) Neuron (Huang et al., 2017; Klauda et al., 2010; Vanommeslaeghe and MacKerell, 2012) ; the recently introduced A99SB-disp force field models disordered proteins particularly well (Robustelli et al., 2018) , and OPLS3 may have the most extensively optimized ligand parameters, although their proprietary nature has generally precluded third-party evaluation (Harder et al., 2016) . Which software to use? Common choices include GROMACS, NAMD, AMBER, CHARMM, Desmond, and OpenMM (Abraham et al., 2015; Bowers et al., 2006; Brooks et al., 2009; Case et al., 2017; Eastman et al., 2017; Phillips et al., 2005) . The AMBER and CHARMM software should not be confused with the AMBER and CHARMM force fields; most modern simulation software packages support multiple force fields. These software packages all perform similar computations but differ in how efficiently they map to various hardware and in supported features (e.g., enhanced sampling methods, temperature and pressure control schemes, and support for coarse-grained simulations). Before performing the simulation, one needs to prepare the molecular system by building in missing atoms (including hydrogen atoms, which are generally not resolved in crystal structures), adding in ''solvent'' molecules such as water, salt ions, and (for a membrane protein) lipids, and assigning force field parameters. Most of the common simulation software packages include some software for system preparation, and a number of recently introduced or improved software packages simplify the preparation process (Betz, 2017; Jo et al., 2008; Sastry et al., 2013) .
The greater challenge is in deciding which simulations to perform (including which enhanced sampling techniques to use, if any) and, especially, in analyzing the results. Analyzing MD simulation results can be challenging for several reasons. These simulations produce a large amount of data; a typical simulation might track the positions and velocities of 100,000 atoms over billions of time steps. Identifying the most relevant and biologically important aspects of that data is challenging. In some cases, one is interested only in a particular well-defined quantity, such as the interaction energy between a ligand and a protein. However, in many cases-for example, when deciphering a functional mechanism-the most informative quantities and events are difficult to specify in advance.
Extracting maximally useful information from simulations requires interpreting them in light of all available experimental data for the molecular system under study (and, often, related systems as well). The analysis process generally demands a careful combination of visual analysis using molecular rendering software and quantitative analysis. A number of common analyses are ''pre-packaged'' in readily available software, but most simulation projects benefit substantially from writing customized analysis programs or scripts, a task simplified by several analysis software frameworks (Abraham et al., 2015; McGibbon et al., 2015; Roe and Cheatham, 2013; Skjaerven et al., 2014) .
When analyzing simulation results, one should keep in mind that the molecular systems being simulated-not only in simulation but also in real life-are chaotic, meaning that tiny perturbations in initial simulation conditions (e.g., the velocity of one water molecule) will often lead to substantially different simulation trajectories. One thus generally needs to perform multiple simulations under each condition. Often these simulations are initiated from the same atomic coordinates but with randomized initial velocities. To identify statistically significant differences in simulation results between conditions, one must compare variation between trajectories under different conditions to variation between trajectories under the same condition.
Both the design of MD simulations and the interpretation of their results should take into account the limitations of these simulations, several of which we highlight here. First, although the force fields employed in MD have improved substantially in recent years, they are inherently approximate (Lindorff-Larsen et al., 2012) . Second, covalent bonds do not break or form during typical MD simulations, meaning that the protonation states of titratable amino acid residues are fixed and must be set carefully at the beginning of a simulation, unless constant pH simulation approaches are employed (Goh et al., 2014) , typically with a substantial increase in computational cost; the same is true for disulfide bonds. Third, an accurate simulation generally depends on the availability of an accurate experimental protein structure or a good homology model for use as an initial condition. The design of simulation studies is thus heavily influenced by the availability of experimental structures.
Finally, important biomolecular processes, including ligand binding and conformational change, often take place on timescales longer than those accessible by classical all-atom MD simulation. For systems with about 50,000 atoms (typical for a moderately sized, solvated protein), one GPU can currently simulate a microsecond in a few days. Specialized computing hardware that can parallelize a simulation effectively across many computer chips can increase the simulation speed by at least an order of magnitude, although at substantially higher cost (Shaw et al., 2014) . Using many GPUs to accelerate a single simulation is challenging, but Markov state modeling techniques can exploit many independent simulations to capture events that take place on longer timescales (Schwantes et al., 2014) . Note that, regardless of the specific simulation methods employed, the study design has a major effect on simulation timescale requirements; for example, many equilibrium processes occur much more quickly in one direction than in the other, and one can exploit the principle of microscopic reversibility to study the forward process using simulations of the reverse process (Hertig et al., 2016) .
In addition, a wide variety of enhanced sampling techniques allow simulations to capture longer-timescale events. These techniques employ a wide variety of strategies, such as pulling a biomolecule from a desired initial conformation to a desired final conformation (e.g., targeted MD; Schlitter et al., 1994) , pushing a simulation away from regions of conformational space it has already visited (e.g., metadynamics; Laio and Gervasio, 2008) , raising the effective temperature associated with certain degrees of freedom (e.g., replica exchange and temperatureaccelerated MD; Maragliano and Vanden-Eijnden, 2006; Sugita and Okamoto, 1999) , or altering the force field to reduce the height of energetic barriers (e.g., accelerated MD; Hamelberg et al., 2004). These techniques often prove very useful, particularly when certain reaction coordinates of interest can be specified in advance, but no single technique is a panacea for timescale limitations; different techniques are useful in different situations (Bernardi et al., 2015; Harpole and Delemotte, 2018) . Enhanced sampling techniques can typically be tuned to access arbitrarily long timescales but with an associated loss in accuracy (de Oliveira et al., 2006) . Coarse-grained MD simulations, in which one particle represents a group of atoms rather than a single atom, can also extend accessible timescales by orders of magnitude (Marrink and Tieleman, 2013) .
It is important to note that, although performing MD simulations has become relatively straightforward in recent years, using MD simulations to reach sound, high-impact conclusions remains decidedly nontrivial. To do high-quality, reliable work by MD, one must identify important biological questions that can be addressed by MD; design appropriate simulations to answer these questions; set up these simulations carefully, taking into account the relevant experimental and computational literature; analyze the simulations meticulously, considering various sources of error that might affect the results as well as expected statistical fluctuation from one simulation to the next; and compare the results with available experimental data and, when possible, design follow-up experiments to further validate the results. This requires a solid understanding of both the biological system of interest and the theoretical basis for MD simulations. It also typically requires a substantial amount of iteration, with one round of simulation and analysis often suggesting additional simulations and further analysis.
Conclusion
We believe that the careful application of MD simulations in concert with complementary experimental methods currently represents an area of great opportunity in neuroscience and beyond. This opportunity will only grow as simulations become faster, cheaper, more widely accessible, and more accurate. Effectively applying simulations to molecular biology and drug discovery requires careful thinking about both experimental and computational data available and thus benefits from both broad expertise and interdisciplinary collaborations.
