A tour of stable reduction with applications by Casalaina-Martin, Sebastian
ar
X
iv
:1
20
7.
10
48
v2
  [
ma
th.
AG
]  
25
 M
ar 
20
13
A TOUR OF STABLE REDUCTION WITH APPLICATIONS
SEBASTIAN CASALAINA-MARTIN
To Joe Harris.
Abstract. The stable reduction theorem for curves asserts that for
a family of stable curves over the punctured disk, after a finite base
change, the family can be completed in a unique way to a family of
stable curves over the disk. In this survey we discuss stable reduction
theorems in a number of different contexts. This includes a review of
recent results on abelian varieties, canonically polarized varieties, and
singularities. We also consider the semi-stable reduction theorem and
results concerning simultaneous stable reduction.
Introduction
The stable reduction theorem for curves [48, 101] asserts that given a
family of stable curves over the punctured disk, after a finite base change,
the family can be completed in a unique way to a family of stable curves over
the disk. In particular, the central fiber of the new family is determined,
up to isomorphism, by the original family. This theorem plays a central
role in the study of curves. A consequence is the fundamental result that
the moduli space of stable curves is compact. Qualitatively, the theorem
provides control over degenerations of smooth curves: when studying one-
parameter degenerations, one may restrict to the case where the limit has
normal crossing singularities.
In [72, §3.C] Harris–Morrison give a beautiful treatment of the stable
reduction theorem from a computational perspective. They outline a proof
of the theorem that provides the reader with a method of completing this
process in particular examples, and importantly, of identifying the central
fiber of the new family. The aim of this survey is to complement [72, §3.C]
with stable reduction problems in other settings.
Roughly speaking, by a stable reduction problem we mean the problem
of determining a class of degenerations so that a family over the punctured
disk can, after a finite base change, be extended in a unique way to a family
over the disk.
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Typically the motivation will be a moduli problem, where one is given
a particular class of geometric or algebraic objects that determine a non-
compact moduli space. The stable reduction problem can be viewed as
providing a modular compactification of the moduli space. In the language of
stacks, stable reduction is equivalent to the valuative criterion of properness
for the moduli stack (see §2). In §1, we work out an explicit motivating
example. The main cases we will consider in the survey are stable reduction
for abelian varieties §5, curves §6, and canonically polarized varieties §7.
Determining a class of degenerations that will provide a stable reduction
theorem is often difficult. In this situation one can begin with the qualitative
goal of obtaining some level of control over degenerations. For instance, one
may focus on restricting the singularities of the central fiber, or controlling
invariants such as monodromy §4.
In this direction, semi-stable reduction is the problem of filling in (possibly
after a finite base change) a smooth family of schemes over the punctured
disk to a family where the total space is smooth, and the central fiber is a
reduced scheme with simple normal crossing singularities. Unlike the case of
stable reduction, such a completion will not be unique. On the other hand,
the singularities (and topology) of a semi-stable reduction will typically be
much simpler than that of a stable reduction.
The main result in this context is a theorem of Mumford et al. [82] stating
that semi-stable reductions exist in complete generality in characteristic 0
(see §3). This plays a central role in many stable reduction theorems. In
particular, Kolla´r–Shepherd-Barron–Alexeev have developed an approach
to the stable reduction problem using log canonical models of semi-stable
reductions. We use the case of curves §6 and canonically polarized varieties
§7.3 to discuss this.
One can also consider the question of extending families over higher di-
mensional bases. Given a stable reduction theorem one can then ask whether
families over a dense open subset of a scheme of dimension 2 or more can
be extended after a generically finite base change. We call this a simultane-
ous stable reduction problem. For moduli spaces that are proper Deligne–
Mumford stacks, it is well known that simultaneous stable reductions always
exist (Theorem 8.2, [54], [50]). However, in general, this is a delicate prob-
lem. Explicitly describing such a generically finite base change can be quite
difficult.
We review simultaneous stable reduction in §8, where we focus on the
cases of abelian varieties and curves. One recent motivation for considering
this type of problem has to do with resolving birational maps between moduli
spaces. The cases arising in the Hassett–Keel pogram for the moduli space
of curves have received a great deal of attention recently; we review this in
§8.5.
In light of the breadth of the topic, to prevent this survey from becoming
too lengthy, we have chosen to focus on a few cases that have a historic
connection to the stable reduction theorem for curves, capture the flavor
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of the topic in general, and which point to some of the recent progress in
the field. We also include a number of examples. In the end, the material
chosen reflects the author’s exposure to the subject, and he apologizes to
those people whose work was not included.
Acknowledgements. It is a pleasure to thank J. Achter, J. Alper, J. de
Jong, M. Fedorchuk, D. Grant, C. Hall, D. Jensen, J. Kass, J. Kolla´r,
S. Kova´cs, R. Laza, M. Lieblich, Z. Patakfalvi, R. Smith, R. Virk and J. Wise
for discussions about various topics covered in the survey that have greatly
improved the exposition. Special thanks are also due to J. Achter, J. Alper,
D. Jensen, J. Kass, J. Kolla´r, R. Laza, Z. Patakfalvi, R. Smith, R. Virk and
the referee for detailed comments on earlier drafts.
Notation and conventions.
1. A family of schemes f : X → B will be a flat, surjective, finite type
morphism of schemes, of constant relative dimension. The scheme B will be
called the base of the family and X the total space of the family. For a
point b ∈ B, we denote by Xb the fiber of f over b.
2. We will typically use the following notation for spectrums of discrete
valuation rings (DVRs). For a DVR R we will use the notation K = K(R)
for the fraction field, and κ = κ(R) for the residue field. We will set S =
SpecR, with generic point η = SpecK and closed point s = Specκ.
3. If B is noetherian, and the family f : X → B is of constant relative
dimension d, the discriminant, denoted ∆, is the 0-th Fitting scheme of
the push-forward of the structure sheaf of the d-th Fitting scheme of the
coherent sheaf ΩX/B . The discriminant parameterizes the singular fibers of
the family. Typically, we consider this in the case where either the d-th
fitting scheme of ΩX/B is finite over B, or f is proper; in these cases ∆ is a
closed subscheme of B.
4. Let X be a scheme over an algebraically closed field k, which is regular
in codimension one, and let D be an effective Weil divisor on X. We say D
is in e´tale (resp. Zariski or simple) normal crossing position if X is
regular along the support of D and for each closed point x ∈ Supp(D) there
exists an e´tale morphism (resp. an open inclusion) f : U → X such that for
any u ∈ U with f(u) = x, there is a local system of parameters u1, . . . , un for
OU,u so that the pull-back of D via the composition SpecOU,u → U → X, is
defined by a product un11 · · · unrr , for some 0 ≤ r ≤ n and some non-negative
integers n1, . . . , nr. We will say a divisor is nc, (resp. snc) if it is in e´tale
normal crossing (resp. simpe normal crossing) position.
5. A modification is a proper, birational morphism. An alteration is a
generically finite, proper, surjective morphism.
6. A germ will be the spectrum of a complete local ring A and we will
use the notation (X,x) with X = SpecA and x the maximal idea of A. A
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(germ of a) singularity will be a germ that is singular at x. We will
typically focus on hypersurface singularities; by this we mean the case
where X = Spec k[[x1, . . . , xn]]/(f), f ∈ k[[x1, . . . , xn]] and k is a field. We
will say a singularity is isolated if OX,x′ is a regular local ring for all x
′ ∈ X
with x′ 6= x.
1. An example via elliptic curves
In this section we start by briefly reviewing a stable reduction for a 1-
parameter family of elliptic curves degenerating to a cuspidal cubic, as de-
scribed in Harris–Morison [72, Ch. 3.C]. We then turn to the case of simulta-
neous stable reduction, and give an explicit computation of a simultaneous
stable reduction for a versal deformation of a cuspidal cubic. In other words,
we analyze all 1-parameter degenerations at once. The presentation we give
is a special case of a larger example described by Laza and the author in
[39] (related to well known work of Brieskorn [32] and Tyurina [121, §3]; see
also the recent work of Fedorchuk [53, §5], [54]) and can be viewed as an
extension of the discussion in Harris–Morrison [72, p.129-30].
1.1. Stable reduction for a pencil of cubics. Stable reduction concerns
one parameter degenerations. In this subsection we briefly review a stable
reduction for a family of non-singular plane cubics degenerating to a plane
cubic with a cusp. For brevity, we will leave out any computations. The
reader is encouraged to read [72, Ch. 3.C], where this example is worked out
in detail (see also §1.3 and §4.1.2).
Fix an algebraically closed field k with characteristic not equal to 2 or 3
and consider the family X → B = A1k given by:
x22 + x
3
1 + t3 = 0,
where t3 is the parameter on A
1
k. The family is smooth away from t3 = 0,
and the central fiber has a cusp.
Figure 1. A degenerate family
The goal of stable reduction for curves is to replace the central fiber of
X → B with a stable curve. We will see via the theory of monodromy,
and by a direct computation, that this is not possible without a degree six
base change. So let B′ = Speck[t′3] → A1k be the degree six map given by
t′3 7→ (t′3)6. After base change we obtain a new family X ′ = B′ ×B X → B′,
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which is also smooth away from the central fiber, and has a cuspidal cubic
as the central fiber. Let U = Speck[t′3]t′3 .
By an appropriate sequence of birational transformations of the surface
X ′ (e.g. [72, p.122-129] for a slight variation), one can obtain a new family
X̂ → B′ that is isomorphic to X ′ over U , and such that the central fiber X̂0
of X̂ is a non-singular curve. The family X̂ → B′ is called a stable reduction
Figure 2. The stable reduction
of the family X → B. For an explicit computation with equations, see §4.1.2
(and also §1.3).
1.2. A 2-parameter family of cubics. We will next consider a concrete
example of simultaneous stable reduction. While in general this is a more
delicate question than that of stable reduction, in this example we will be
able to make the simultaneous stable reduction completely explicit. We
start by describing the family of curves, which can be viewed as a versal
deformation of a cuspidal cubic.
Fix an algebraically closed field k with characteristic not equal to 2 or 3.
Consider the family of curves
x22 + x
3
1 + t2x1 + t3 = 0
with parameters t2 and t3. We denote the family by X → B. One can easily
check that the curve defined by the point (t2, t3) is non-singular if and only
if 4t32 − 27t23 6= 0. The curve has a unique singularity, which is a node, if
4t32 − 27t23 = 0 and (t2, t3) 6= (0, 0), and the curve has a unique singularity,
which is a cusp, if (t2, t3) = (0, 0). Despite the family technically being none
of the following, we will view it simultaneously as a family of projective
curves of arithmetic genus one, a degenerate family of abelian varieties, and
a deformation of a cusp.
Remark 1.1. To make this discussion precise we should take
X = ProjA2
k
(
k[t2, t3][X0,X1,X2]
(X0X
2
2 +X
3
1 + t2X
2
0X1 +X
3
0 t3)
)
⊆ P2k × A2k,
B = A2k = Speck[t2, t3], π : X → A2k the morphism induced by the second
projection P2k ×A2k → A2k, and σ∞ : A2k → X the section at infinity given by
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Figure 3. A degenerate family
the ring homomorphism
k[t2, t3][X0,X1,X2]
(X0X22 +X
3
1 + t2X
2
0X1 +X
3
0 t3)
→ k[t2, t3][X0]
defined by the ideal (X1,X2). We then obtain a diagram
(1.1) X 

//
π
""❋
❋❋
❋❋
❋❋
❋❋
❋ P
2 × A2k
π2

A2k.
σ∞
RR
The morphism π : X → A2k is a flat family of projective curves of arith-
metic genus one. The section σ∞ defines a group scheme structure and
polarization on the generic fiber. This makes the generic fiber a principally
polarized abelian scheme of dimension one. Restricting to germs, we obtain
a deformation of a cusp.
Let us make a few more informal observations. Set
G = X − {(0, 0, t2, t3) : 4t32 − 27t23 = 0}
(where here we are taking X to be the projective family). Then π : G→ A2k
is a family of commutative groups. The group parameterized by (t2, t3) is a
copy of Gm, if 4t
3
2 − 27t23 = 0 and (t2, t3) 6= (0, 0). The group is a copy of
Ga, if (t2, t3) = (0, 0). These are the groups of line bundles of degree zero on
the corresponding fibers. In fact G/A2k is the relative (connected component
of the) Picard scheme Pic0X/A2
k
, and X/A2k is the compactified (connected
component of the) Picard scheme Pic
0
X/A2
k
(see Altman–Kleiman [18]).
For the purpose of this discussion, we view it as pathological that the
central fiber of the family π : X → A2k has a cusp (and the central fiber of
the family Pic0X/A2
k
→ A2k is an additive group). Our goal will be to modify
the family so that we may replace the central fiber with a nodal curve (or
a copy of Gm in the case of the family of groups, or a collection of smooth
components meeting transversally in the case of a singularity).
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The problem can also be stated in stack-theoretic language. LetM1,1 be
the moduli stack of Deligne–Mumford stable, one-pointed curves of arith-
metic genus one, and letM1,1 be the coarse moduli space. The family X/A
2
k
defines a rational map A2k 99K M1,1 and we would like to give a resolution
of this map.
1.3. Explicit simultaneous stable reduction. We now construct an ex-
plicit simultaneous stable reduction of the family. We will do this in several
steps, and then discuss a monodromy computation that sheds light on the
problem.
1.3.1. Step 1: pulling back by a Weyl (group) cover. Consider the map
{a1 + a2 + a3 = 0} → A2k
(a1, a2, a3) 7→ (a1a2 + a1a3 + a2a3,−a1a2a3).
The families obtained are given by the diagram below.
(1.2)
{a1 + a2 + a3 = x22 +
∏3
i=1(x1 − ai) = 0}

// {x22 + x31 + t2x1 + t3 = 0}

{a1 + a2 + a3 = 0} // A2k.
Figure 4. The Weyl cover
There is still a unique fiber that is cuspidal, but the discriminant has been
replaced by a hyperplane arrangement of type A2, given by the equation
{(a2 − a3)2(a1 − a3)2(a1 − a2)2 = 0}.
Set B′ → B to be the finite (Weyl) cover defined above, and set X ′ → B′
to be the family obtained by pull-back. The Weyl group in this case is the
group of type A2; i.e. the permutation group Σ3.
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1.3.2. Step 2: a wonderful blow-up. It is a general principle that putting
the discriminant locus into normal crossing position is beneficial (not only
is a normal crossing divisor easier to understand, there is also the Borel
Extension Theorem [29] for abelian varieties and the work of de Jong–Oort
[47] and Cautis [40] for stable curves, all of which will be discussed in more
detail in §5 and §6).
We put the discriminant in this example into nc position by blowing up
the point that is the intersection of its three components. Explicitly, on one
coordinate patch, we consider the map
{1 + b2 + b3 = 0} → {a1 + a2 + a3 = 0}
(b1, b2, b3) 7→ (b1, b1b2, b1b3).
Pulling the family back by this map gives the new family:
(1.3) {1 + b2 + b3 = x22 + (x1 − b1)
∏2
i=1(x1 − b1bi) = 0}

// . . .
{1 + b2 + b3 = 0} // . . . .
Figure 5. The wonderful blow-up
Denote the space obtained by this blow-up as B˜ → B′. We call this the
wonderful blow-up. Let X˜ → B˜ be the family obtained by pull-back. This
restricts to a family of cuspidal curves over the exceptional curve {b1 = 0}.
Note that the generic point of each irreducible component of the discriminant
now parameterizes curves with a unique singularity of type A1 or A2.
Remark 1.2. We will see below in §1.4 that over B˜ we can not replace the
cuspidal curves with stable curves. In other words, there does not exist a
morphism extending the rational map B˜ 99KM1,1. However, we can extend
the map to the moduli scheme (see §1.3.6); i.e. there is a morphism extending
the rational map B˜ 99KM1,1.
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1.3.3. Step 3: a double cover. In order to obtain a family of stable curves, we
will need to take a double cover of the base, branched along the exceptional
locus. The double cover is not possible globally (the exceptional divisor does
not admit a square root), so we proceed locally. Consider the map
{1 + c2 + c3 = 0} → {1 + b2 + b3 = 0}
(c1, c2, c3) 7→ (c21, c2, c3).
Pulling the family back by this map gives the new family:
(1.4) {1 + c2 + c3 = x22 + (x1 − c21)
∏2
i=1(x1 − c21ci) = 0}

// . . .
{1 + c2 + c3 = 0} // . . . .
Let us denote this finite cover by B˜′ → B˜ and let X˜ ′ → B˜′ be the family
obtained by pull-back.
1.3.4. Step 4: blowing up the cusp locus in the total space. There is a family
of cuspidal curves lying over the locus {c1 = 0}. In the total space X˜ ′, the
locus of cusps in the fibers is given as {c1 = x1 = x2 = 0}. Our goal will be
to perform a blow-up supported on this locus that will provide a family of
semi-stable curves.
To do this, blow-up X˜ ′ along the ideal
I =
(
(c21, x1)
3, (c31, c1x1) · (x2), x22
)
.
Let us denote the resulting family as BlI X˜
′ → B˜′. The blow-up replaces the
cuspidal curves with nodal curves consisting of two irreducible components:
the desingularization of the cuspidal curve, which is a copy of P1 sitting
inside of the blow-up Bl(x3
1
,x2
2
)A
2
k, and a stable elliptic curve sitting inside
of the weighted projective space P(1, 2, 3). We mention here that Hassett
[73, §6.2] has determined the tails arising from a much more general class of
singularities; we will discuss these results later in §10.
In short, we have locally (on the base) constructed an explicit semi-stable
reduction of the cuspidal family, which is stable except in the fibers over the
locus {c1 = 0}, where it is nodal, but not stable.
1.3.5. Step 5: the relative dualizing sheaf. Finally, one can take the relative
canonical model (obtained via the relative dualizing sheaf) for the family of
nodal curves. Concretely, this will contract the extraneous P1s in the fibers,
giving a family of stable curves. Let us denote this family by X̂ → B˜′.
1.3.6. Summary. We now have a family X̂ → B˜′ of stable curves extending
the pull-back of the original family, where B˜′ is an alteration of B. By
definition, we obtain a morphism
B˜′ →M1,1 →M1,1.
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Figure 6. The simultaneous stable reduction
The map B˜′ → B˜ is finite, so in fact there is a map B˜ → M1,1 (e.g. [40,
Lem. 2.4]). The locus {c1 = 0} can be identified with the λ-line, with
corresponding family given by y2 = x(x− 1)(x− λ). The points λ = 0, 1,∞
correspond to the intersections of the strict transforms of the hyperplane
arrangement (the discriminant after the Weyl cover). The restricted map
{c1 = 0} → M1,1 can be identified with the map from the λ-line to the
j-line.
1.4. Obstructions. We have seen that there exists an extension of the ra-
tional map B˜ 99K M1,1 to the moduli scheme B˜ →M1,1. We now show the
rational map B˜ 99K M1,1 to the moduli stack does not extend; i.e. there
is no family of stable curves over B˜ extending the pull-back of the original
family.
We do this in the following way. Let S be the spectrum of a DVR with
closed point s and generic point η. We will find a morphism S → B˜ sending
s to a closed point of the exceptional divisor (i.e. {c1 = 0}, parameterizing
the cuspidal locus) and sending η to the generic point of B˜′ (i.e. the smooth
locus). Then we will show that the induced family of curves XS → S does
not extend to a family of stable curves; i.e. the composition S → B˜ 99KM1,1
does not extend to a morphism.
We will show in two ways that the general S → B˜ 99KM1,1 as above does
not extend to a morphism. The first is via a monodromy computation. The
second method is via a computation following an argument of Fedorchuk
[54].
1.4.1. The monodromy obstruction. Consider the family X ′ → B′ obtained
via the Weyl cover, and the restriction (X ′)|L → L of this family to a generic
line L through the origin in B′. To show that there is no extension B˜ →M1,1
to the moduli stack, it suffices to show that the restriction (X ′)|L → L does
not extend to a stable family of curves. To show this, observe that in the
notation of §1.3.2, the restriction (X ′)|L → L is a surface Zb2 with equation
(locally near the A2 singularity):
(1.5) x22 + x
3
1 − (b22 + b2 + 1)b21x1 − b2(1 + b2)b31 = 0,
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where b1 is a parameter for L and b2 is a (generic) fixed slope.
The surface Zb2 has a D4 singularity at the origin. This is also a cusp
singularity for X0, the central fiber of Zb2 viewed as a family of curves. Re-
call that the standard resolution of a D4 surface singularity x
2 = f3(y, z)
is given by 4 blow-ups: First blow-up the D4 singularity. This gives an ex-
ceptional divisor E0. The D4 singularity “splits” into three A1 singularities
corresponding to the three roots of f3. Then blow-up each A1 singularity.
This introduces exceptional divisors E1, E2, E3, giving the desired resolu-
tion. We associate to this a D˜4 graph (consisting of E0 the central vertex,
to which one attaches edges connecting the 4 vertices corresponding to the
curves X0, E1, E2 and E3).
The monodromy obstruction can be identified via the theory of elliptic fi-
brations. From the D˜4 graph, we conclude that this is a type I
∗
0 degeneration
in Kodaira’s classification (see [24, §V.7, p.201]). It follows that the mon-
odromy is − Id (see [24, p.210]). We also direct the reader to the discussion
of the elliptic involution in [72, Ch. 2A], and to the monodromy computa-
tion made in §4.1.2. In conclusion, the monodromy not being unipotent, the
family does not extend to a family of stable curves (this fact is reviewed in
§5 and §6).
1.4.2. An obstruction via a direct computation. Again, our goal is to show
that the general map S → B˜ 99KM1,1 with closed point sent to the cuspidal
locus, and generic point sent to the smooth locus, does not extend to a
morphism.
We follow an observation of Fedorchuk [54, Prop. 7.4]. Let S′ be the
spectrum of a DVR, which is a branched double cover of S admitting a
morphism to B˜′. Pulling back the family X̂ → B˜′ we obtain a family of
stable curves X̂S′ → S′. Fedorchuk’s observation is that it suffices to show
that the total space X̂S′ is smooth. Indeed, if there were a family of stable
curves X̂S → S extending the pull-back of the original family, then it would
follow that X̂S′ was equal to S
′×S X̂S . But then the total space X̂S′ would
have a singular point, giving a contradiction (the point of X̂S at the node
of the central fiber, locally given by xy − tn with n ≥ 1, would be replaced
with a singular point xy − t2n of X̂S′).
Fedorchuk’s approach is to construct a particular one-parameter family
of genus two curves degenerating to a cusp (his argument implies the result
for families of curves of arbitrary genus [54, Prop. 7.4]). Alternatively, with
the work we have done here in coordinates, one can show that the blow-up
in the fourth step gives a smooth total space when restricted to the general
S′. Since the total space is a smooth surface, and all of the curves blown
down in the fifth step are (−1)-curves, this does not introduce singularities
in the total space.
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2. Stable reduction and the valuative criterion for properness
We now consider stable reduction more abstractly, in terms of the valua-
tive criterion for properness for stacks. For readers not familiar with stacks,
this is not strictly necessary for the material in the subsequent sections. The
main focus here will be to review the fact that stable reduction is equiva-
lent to the properness of a moduli stack, and that for separated, finite type
Deligne–Mumford stacks, the properness of the coarse moduli space is equiv-
alent to the properness of the stack. In order to return quickly to a more
concrete setting, we postpone a discussion of simultaneous stable reduction
in the language of stacks until §8.1.
2.1. The valuative criterion for properness of an algebraic stack.
Fix once and for all a scheme Z, and consider the e´tale site Sche´tZ (e.g. [52,
Exa. 2.3.1, p.27]). By a Z-sheaf, (resp. algebraic Z-space, resp. Z-stack),
we will mean a sheaf (resp. algebraic space, resp. stack) on Sche´tZ (e.g. [94,
Def. 1.1, Def. 3.1]).
An algebraic (or Artin) Z-stackM over Sche´tZ is a Z-stack such that
the diagonal 1-morphism of Z-stacks ∆ : M→M×Z M is representable,
separated and quasi-compact, and there exists an algebraic Z-space U and
a 1-morphism of Z-stacks U → M that is surjective and smooth (e.g. [94,
Def. 4.1]). Note that the diagonal ∆ is in fact of finite type (e.g. [94,
Lem. 4.2]). An algebraic Z-stack M is a Deligne–Mumford (DM) Z-
stack if there is a an algebraic Z-space U ′ and a 1-morphism of Z-stacks
U ′ →M that is surjective and e´tale (e.g. [94, Def. 4.1]).
Example 2.1. For a concrete example we will consider Mg, the DM C-
stack of genus g ≥ 2 curves over Sche´tC . This is a category whose objects are
familiesX → B of Deligne–Mumford stable, genus g curves, over a C-scheme
B (see §6), and whose morphisms are given by pull-back diagrams. Recall
that the moduli stack “represents the moduli problem” in the following way:
for a C-scheme B, a morphism B → Mg is equivalent to a family X → B
of stable, genus g curves, over C.
We now state the valuative criteria for separateness and properness. We
refer the reader to [94, Def. 7.6, Def. 7.11] (see also [48, Def. 4.7, Def. 4.11],
[123, Def. 1.1]) for the respective definitions of separateness and properness,
and we note only that separated and finite type are assumed in the definition
of properness.
Theorem 2.2 (Valuative Criterion for Separatedness). Let F :M→ B be
a 1-morphism of algebraic Z-stacks. Then F is separated if and only if for
every valuation ring R, with field of fractions K, and every 2-commutative
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diagram
(2.1) M
F

SpecR //
x1
;;✈
✈
✈
✈
✈ x2
;;✈
✈
✈
✈
✈ B
any isomorphism between x1|SpecK and x2|SpecK can be extended to an iso-
morphism between x1 and x2. If moreover B is locally noetherian and F is
locally of finite type, then one need only consider discrete valuation rings R.
We direct the reader to [94, Prop. 7.8] (see also [48, Thm. 4.18]).
Remark 2.3. The criterion, and in particular the 2-commutivity, can be
made more explicit as follows. For all x1, x2 ∈ obMSpecR, all isomorphsims
β : F (x1) → F (x2) in BSpecR, and all isomorphisms α : (x1)|SpecK →
(x1)|SpecK in MSpecK such that F (α) = β|SpecK , there exists at least one
(and in fact a single) isomorphism α˜ : x1 → x2 in MSpecR extending α
(i.e. α˜|SpecK = α) and such that F (α˜) = β. We also note that it suffices to
take valuation rings that are complete, and have algebraically closed residue
field (see [94, Prop. 7.8]).
Theorem 2.4 (Valuative Criterion for Properness). Let F : M → B be a
separated, finite type 1-morphism of algebraic Z-stacks. Then F is proper
if and only if for every discrete valuation ring R, with field of fractions K,
and every 2-commutative diagram
SpecK //

M
F

SpecR // B
there exists a finite extension K ′ of K, so that taking R′ to be the integral
closure of R in K ′, there is a 2-commutative diagram
(2.2) SpecK ′ //

SpecK //

M
F

SpecR′ //
44❥❥❥❥❥❥❥❥❥❥
SpecR // B
extending the original diagram.
We direct the reader to [94, Thm. 7.10] (see also [48, Thm. 4.19]).
Remark 2.5. It suffices to consider DVRs that are complete, and have al-
gebraically closed residue field (see [94, Thm. 7.10]). If one removes the
hypothesis that F be separated, then the criterion (2.2) is equivalent to F
being universally closed (e.g. [94, Thm 7.10]).
Example 2.6. Let us make these criteria more concrete in the example
of Mg, g ≥ 2. We will use the fact that Mg is of finite type over C [48,
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Thm. 5.2] together with the fact that C is noetherian to conclude that we
need only consider DVRs. Then using the fact that a morphism from a
scheme to Mg is the same as family of stable curves over the scheme, we
may reinterpret the valuative criteria as follows.
Separatedness: Let R be a DVR with fraction field K. Set S = SpecR.
Suppose X → S (resp. Y → S) is a family of stable, genus g curves over
S, with restriction XK → SpecK (resp. YK → SpecK). Then the valua-
tive criterion for separateness requires that any K-isomorphism XK → YK
extend to an S-isomorphism of X/S → Y/S.
Properness: Let R be a DVR with fraction field K. Let XK → SpecK be
a family of stable, genus g curves. Then the valuative criterion for properness
requires that there exist a finite extension K ′ of K such that setting R′ to
be the integral closure of R in K ′, there exists a family of stable curves
X ′ → SpecR′ extending the family XK ′ = XK ×SpecK SpecK ′ → SpecK ′
(in the sense that X ′|K ′ ∼= XK ′).
In conclusion, the properness ofMg is equivalent to the fact that any fam-
ily of stable curves over the generic point of a DVR can be extended, possibly
after a generically finite base change, to a family of stable curves, and this
extension is unique up to isomorphism. This is exactly the statement of the
Deligne–Mumford stable reduction theorem, which we will review in §6.
Remark 2.7. In practice, a natural moduli problem (over a scheme Z) will
often lead to a separated, non-proper, algebraic Z-stack M of finite type
over Z. A stable reduction theorem for the moduli problem then consists of
finding a proper algebraic Z-stackM, containingM (ideally as a dense open
substack). In general, finding such stacks has proven to be quite difficult.
One approach is to use GIT to determine a (GIT-)stability condition, with
the hope that the stable objects will provide the correct class to define M;
we discuss this further in §11. Another approach, due to Kolla´r–Shepherd-
Barron–Alexeev, which uses the Minimal Model Program (MMP), has had
a great deal of success lately; we discuss this further in §7.
Remark 2.8. It may also happen that there are many such proper stacksM
from which to choose. Following Smyth (e.g. [119]), who has investigated
this question extensively for the moduli of curves, a useful way to frame
the problem is as follows. By considering all “degenerations” of objects in
M, one may obtain a “highly non-separated” algebraic Z-stack U , which
contains M as an open substack. Essentially by construction, the stack U
should satisfy the valuative criterion (2.2). One is then in the situation of
identifying proper substacks M of U that contain M. We direct the reader
to Smyth [119] for more on this, especially for the case of curves (see also
[17],[16] where a notion weaker than properness is considered).
2.2. Moduli spaces. A moduli space for a stack is an algebraic space or
scheme that is as close as possible to the stack. More precisely, a categorical
moduli space for an algebraic Z-stackM is a Z-morphism π :M→M to
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an algebraic Z-space such that π is initial for Z-morphisms to algebraic Z-
spaces. This means that given any Z-morphism Φ :M→ Y to an algebraic
Z-space, there is a unique Z-morphism η : M → Y making the following
diagram commute
M Φ //
π

Y
M
∃!η
>>⑤
⑤
⑤
⑤
We will call M a categorical moduli scheme if M is a Z-scheme.
A coarse moduli space (resp. scheme) is a categorical moduli space
(resp. scheme) satisfying the additional condition that for every algebraically
closed field k, the induced map |M(k)| → M(k) is a bijection, where
|M(k)| is the set of isomorphism classes of the groupoidMSpec k. For stacks
with finite inertia there is the following theorem of Keel–Mori. Recall that
for an algebraic Z-stack M, the inertia stack IZ(M) is the fiber product
M×M×ZMM, where both morphisms M → M×Z M are the diagonal.
An algebraic Z-stack is said to have finite inertia if IZ(M) is finite over M.
Note that by pull-back, a stack with finite diagonal, and hence a separated,
finite type DM stack (e.g. [123, Lem. 1.13]), has finite inertia.
Theorem 2.9 (Keel–Mori [81, Cor. 1.3]). Let M be an algebraic Z-stack,
locally of finite presentation, with finite innertia. Then there exists a coarse
moduli space π : M→ M , with π proper. If M/Z is separated, then M/Z
is separated. If Z is locally notherian, then M/Z is locally of finite type. If
Z is locally noetherian and M/Z is of finite type with finite diagonal, then
M/Z is proper if and only if M/Z is proper.
For a proof, we direct the reader to Keel–Mori [81] (see also Conrad [44,
Thm. 1.1] and Olsson [110, Rem. 1.4.4]). We also direct the reader to the
definition of a tame stack in Abramovich–Olsson–Vistoli [4, Def. 3.1].
Remark 2.10. As a consequence of the theorem, one can prove a stable
reduction theorem for a moduli problem (with a reasonable moduli stack) by
showing that the moduli stack admits a proper moduli space. One standard
approach to constructing a proper moduli space is via GIT (§11), where one
will in fact typically obtain the stronger statement that the moduli space is
projective. Note that alternatively, for a proper moduli space, one can use
positivity results of Kolla´r [84] to establish the projectivity of the moduli
space directly.
Example 2.11. As Mg is a proper DM C-stack, the Keel–Mori theorem
implies there is proper coarse moduli space Mg →Mg. In fact, the moduli
space is a projective variety over C. In §11, we will sketch a GIT construction
of Mg due to Gieseker [63]. By the valuative criteria, the existence of a
projective coarse moduli space provides another proof of stable reduction.
Note also, that as an application of the techniques in [84], Kolla´r gives an
independent proof that Mg is projective ([84, Thm. 5.1]).
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For more on algebraic stacks with positive dimensional stabilizers, the
reader is directed to Alper [15]. See especially the definition [15, Def. 4.1]
of a good moduli space. We point out that (under mild hypotheses) a good
moduli space is a categorical moduli space ([15, Thm. 6.6, Thm. 4.16(vi)]).
If π : M → M is a good moduli space, then π may fail to be separated,
but it does satisfy the valuative criterion (2.2); i.e. it is universally closed
([15, Thm. 4.16(ii)], see also [17, Prop. 2.17]). An illustrative example is
the morphism π : [A1k/Gm]→ Spec k, for an algebraically closed field k (see
e.g. [15, Exa. 8.6]). This is a good (categorical) moduli space, which is not
coarse, and such that π is universally closed, but not separated.
3. Semi-stable reduction
Semi-stable reduction is the process of filling in the central fiber of a
family of smooth varieties over the punctured disk with a reduced scheme
with normal crossing singularities. This is the natural generalization of
filling in the central fiber in a family of smooth curves with a nodal curve.
A semi-stable reduction provides a simple special fiber, which is useful from
many points of view, such as Hodge theory, period maps, and monodromy.
On the other hand, unlike a stable reduction, a semi-stable reduction is not
unique.
In this section we discuss a theorem of Mumford et al. [82] that estab-
lishes the existence of semi-stable reductions in characteristic zero. In the
next section, we will discuss the connection with monodromy, which plays
a central role in the stable reduction theorem for abelian varieties. In §7.3
we will use the semi-stable reduction theorem in discussing an approach of
Kolla´r–Shepherd-Barron–Alexeev to establishing stable reduction theorems.
3.1. Semi-stable Reduction Theorem. We begin by stating the semi-
stable reduction theorem of Kempf–Knudsen–Mumford–Saint-Donat [82].
Theorem 3.1 (Semi-stable Reduction Theorem [82, Thm. p.53]). Assume
that char(k) = 0 and k = k. Let B be on open subset of a non-singular
curve over k, fix a point o ∈ B, and set U = B − {o}. Suppose that
π : X → B
is a surjective morphism of a variety X onto B such that the restriction
πU : X|U → U is smooth. Then there is a finite base change f : B′ → B,
with B′ non-singular and f−1(o) a single point o′, a non-singular variety X ′
and a diagram
(3.1) X ′ p
//
π′
$$■
■■
■■
■■
■■
■
))
B′ ×B X //

X
π

B′
f
// B
satisfying the properties below.
(1) Setting U ′ = B′ − {o′}, p is an isomorphism over U ′.
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(2) (π′)−1(o′) is a reduced scheme, which is an snc divisor on X ′.
(3) The morphism p is projective, and given as a blow-up of an ideal
sheaf I that is trivial away from the fiber over o′.
This result is used so frequently in stable reduction arguments, and parts
of the proof are so constructive, that it is worthwhile to sketch the outline
here. One of the key points is the following example.
Example 3.2. Consider the variety X in Spec k[x, t] = Ar+1k defined by
t− xa11 · · · xarr .
We view X as a family π : X → B := Spec k[t], with central fiber D =
π−1(0). For each d ∈ N, set Bd = Spec k[t], and fd : Bd → B to be the map
given by t 7→ td. We define Xd to be the normalization of the pull-back of
X via the map Bd → B. In other words, we have a diagram
Xd νd
//
πd
$$❏
❏❏
❏❏
❏❏
❏❏
❏
))
Bd ×B X //

X

Bd
fd
// B
In this example, we will assume that
d = lcm(a1, . . . , ar) and gcd(d, a1, . . . , ar) = gcd(a1, . . . , ar) = 1,
and we will describe Xd and π
−1
d (0). First, XBd := Bd ×B X is defined by
td − xa11 · · · xarr .
The assumption gcd(d, a1, . . . , ar) = gcd(a1, . . . , ar) = 1 implies that XBd is
the image of the morphism
(3.2) Speck[y] = Ark → Ar+1k = Speck[x, t]
given by (y1, . . . , yr) 7→ (yd1 , . . . , ydr , ya11 · · · yarr ). The map (3.2) factors as
Ark → Ark = Speck[z]→ Ar+1k
where the first map is given by (y1, . . . , yr) 7→ (ya11 , . . . , yarr ) and the second
map is given by (z1, . . . , zr) 7→ (zd/a11 , . . . , zd/arr , z1 · · · zr). In short we have
Speck[y]→ Spec k[z]→ XBd = Spec
(
k[x, t]/(td − xa11 · · · xarr )
)
and the associated morphisms of rings are the inclusions:
(3.3) k[y1, . . . , yr] ⊇ k[ya11 , . . . , yarr ] ⊇ k[yd1 , . . . , ydr , ya11 · · · yarr ].
Let us consider for a moment the special case where Spec k[z] → XBd
is birational. This will be the case, for instance, if either r = 2, or, more
generally, if a3 = · · · = ar = a1a2 (but will fail in general; e.g. the case
X = V (t− x21x2x3)). Then it follows from Zariski’s main theorem that
Speck[z]→ XBd
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is the normalization νd : Xd → XBd . The divisor D corresponds to (t) in
k[x, t]/(td−xa11 · · · xarr ), which corresponds to z1 · · · zr in k[z]. In conclusion,
in this special case, Xd is smooth and π
−1
d (0) is a reduced, nc divisor.
In general, describing the normalization νd : Xd → XBd is more com-
plicated. From the ring on the right in (3.3), one readily obtains a toric
description of XBd . The normalization can then be described in terms of as-
sociated semi-groups (see [82, p.101]). Using this approach, it is established
in [82, Lem. 1, p.102, Lem. 2, p.103] that π−1d (0) is reduced, and the pair
Xd and π
−1(0) give rise to a toroidal embedding without self-intersection.
We discuss toroidal embeddings briefly in §9. In the case where Xd is non-
singular, we point out that this implies that π−1d (0) is nc.
Example 3.3. Again consider the variety X in Spec k[x, t] defined by t −
xa11 · · · xarr . Using the same notation as in the previous example, we will
keep the assumption that d = lcm(a1, . . . , ar), but will discard the assump-
tion that gcd(d, a1, . . . , ar) = gcd(a1, . . . , ar) = 1. The fibered product
XBd := Bd×BX is defined by td−xa11 · · · xarr . Setting e = gcd(d, a1, . . . , ar),
this family decomposes as
∏
ζe=1
(
td/e − ζ∏ri=1 xa1/e1 · · · xar/er ). Since d/e =
lcm(a1/e, . . . , ar/e), and gcd(d/e, a1/e, . . . , ar/e) = 1, we see that we can re-
duce to the case of (e copies of) the previous example.
Example 3.4. Again consider the variety X in Spec k[x, t] defined by t −
xa11 · · · xarr . Using the same notation as above, set ℓ = lcm(a1, . . . , ar), as-
sume that d = n · ℓ for some n ∈ N, and again discard the assumption that
gcd(d, a1, . . . , ar) = gcd(a1, . . . , ar) = 1. One can show (see e.g. [82, Lemma
2, p.103]) that Xd = Bd ×Bℓ Xℓ.
Remark 3.5. In summary, for the variety X ⊆ Spec k[x, t] defined by t −
xa11 · · · xarr , in the notation above if d = n · lcm(a1, . . . , ar) for some n ∈ N,
then Xd consists of e = gcd(a1, . . . , ar) connected components. On each of
these components, π−1d (0) gives rise to a toroidal embedding without self-
intersection. For surfaces, the singularities appearing on Xd will be at worst
of type A (the definition of a type A singularity is recalled in §10).
We now briefly outline the Mumford et al. proof of the Semi-stable Re-
duction Theorem (see [82, pp.98-108] for more details).
Sketch of the proof of the Semi-stable Reduction Theorem. Let π : X →
B be a morphism as in the statement of the theorem. Using the character-
istic zero assumption, perform a log resolution of the pair (X,π−1(o)). We
obtain a new family π˜ : X˜ → B, where π˜−1(o) is normal crossing (although
it may not be reduced). Setting ℓ to be the lcm of the multplicities of the
components of π˜−1(o), make a base change of degree ℓ, and then normalize
the total space.
Call the space obtained Xν → Bℓ. The claim is that Xν satisfies the
conditions of the theorem, with the possible exception that Xν may fail
to be smooth (in which case the central fiber may only induce a toroidal
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embedding without self intersection, rather than being nc). Indeed, the
question is e´tale local, so to describe Xν we may reduce to the examples we
have already considered, where X˜ is defined by
t−
r∏
i=1
xa11 · · · xarr .
The remaining issue is to resolve the singularities of the total space of
Xν (while retaining the property that the central fiber induces a toroidal
embedding without self-intersection). This is done in [82, pp.104-108]; note
that a further base change may be required (see [82, p.107]). 
Remark 3.6. For the case of families of curves (where X is a surface), the
total space of Xν has type A singularities, and one can achieve the resolution
in the final step above by a sequence of blow-ups introducing chains of
rational curves.
4. Monodromy
The monodromy representation is a topological invariant associated to a
family over a punctured disk. It is the essential invariant in the context
of period maps (see Remark 4.6), as well as for abelian varieties. In this
section, we briefly review the definition of monodromy, and then compute
a few examples. We then state the monodromy theorem. While there is an
algebraic monodromy representation for families over DVRs, for simplicity,
we restrict to the case of monodromy in the analytic setting.
4.1. Preliminaries on monodromy. Let X◦ → S◦ be a smooth family
of complex, projective varieties over the punctured disk. It is well known
that for each t1, t2 ∈ S◦, the fiber Xt1 is diffeomorphic to the fiber Xt2 (see
e.g. [83, Thm. 2.3, p.61]). In particular, the fibers are all homeomorphic, and
the cohomology groups H•(Xt,C) are isomorphic for all t ∈ S◦. Fix a base
point ∗ ∈ S◦ and consider a path γ : [0, 1] → S◦ that generates π1(S◦, ∗).
The family of groups H•(Xγ(τ),C), τ ∈ [0, 1], determines an automorphism
of H•(X∗,C). The induced homomorphism
π1(S
◦, ∗)→ AutH•(X∗,C)
is called the (analytic) monodromy representation of the family.
For a family that extends to a smooth family over S, the monodromy
representation is trivial. In this sense, monodromy is an invariant that is
meant to detect something about the singularities of the central fiber of a
degeneration. For instance, ordinary double points (A1 singularities) give
rise to the so called Picard–Lefschetz transformations (see the example in
§4.1.1). On the other hand, we note that it is not the case that trivial
monodromy implies that a family can be extended to a smooth family over
the disk. For an elementary example, see Remark 6.4. For a more interesting
example, see Friedman [56].
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Figure 7. Monodromy
Recall that an endomorphism T of a finite-dimensional vector space V is
said to be unipotent (resp. quasi-unipotent) if there exist M ≥ 1 (resp.
M,N ≥ 1) such that (T − IdV )M = 0 (resp. (TN − IdV )M = 0).
4.1.1. A family of stable curves. Consider the family
x22 − (x21 − t)(x1 − 1);
i.e. a family of smooth elliptic curves degenerating to a nodal cubic. Set ∗ =
1/2 and let γ : [0, 1]→ S◦ be a parameterization of the circle of radius 1/2.
The family of varieties lying over γ is a family of elliptic curves determined
by the branch locus {−√t,√t, 1,∞}. There is a basis of H1(X∗,C) for
which the monodromy representation is given by
MA1 =
(
1 1
0 1
)
.
See Carlson–Mu¨ler-Stach–Peters [35, p.18] for a detailed exposition of this.
Note that this matrix is unipotent. This transformation is in fact a special
case of the Picard–Lefschetz theorem describing the monodromy transfor-
mations for degenerations to A1 singularities (see e.g. [19, Ch.2, §1.5]).
4.1.2. A family of cuspidal curves. Consider the family
x22 − x31 − t;
i.e. a family of smooth elliptic curves degenerating to a cuspidal cubic.
Again, set ∗ = 1/2 and let γ : [0, 1] → S◦ be a paramaterization of the
circle of radius 1/2. There is a basis of H1(X∗,C) for which the monodromy
representation is given by
MA2 =
(
0 −1
1 1
)
.
Figure 8 shows the transformation of cycles on the copy of P1 lying below
the elliptic curve, with respect to the branch locus, for t = γ(0) = 1/2,
t = γ(1/2) = −1/2 and t = γ(1) = 1/2, respectively. Considering lifts of
these cycles, one arrives at the matrix above.
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Figure 8. Monodromy for a cuspidal family
In this example, the monodromy representation is quasi-unipotent, but
not unipotent. Note additionally that M3A2 = − Id. This implies that after
pulling the family back by a triple cover, the monodromy will be given by
− Id. This new family gives a special case of the monodromy obstruction
computation made in §1.4.1; in the notation of that section, this is the family
given by taking t2 = 0.
Note further that since M6A2 = Id, if we pull the family back by a six-fold
cover, the monodromy becomes trivial. This can be seen directly in the
following way. The family obtained after a six-fold cover is
x22 − x31 − t6.
Changing coordinates by x1 7→ x1t2 and x2 7→ x2t3 gives the family
x22 − x31 − 1.
In other words, after the degree six base change, the family can be extended
to a trivial family over S. (Note the j-invariant of the original family was
equal to zero for all t ∈ S◦.)
Remark 4.1. More generally, Kodaira has classified the degenerations of
elliptic curves, and their associated monodromy representations. We direct
the reader to [24, §V.7] for more details.
4.2. The monodromy theorem. The monodromy theorem is a general
statement about the monodromy representation of a family of projective
manifolds over the punctured disk. This will play an important role in
regards to an extension theorem of Grothedieck for abelian varieties, which
we discuss in §5.
Theorem 4.2 (Monodromy Theorem). Let π◦ : X◦ → S◦ be a family of
smooth, complex, projective manifolds of dimension n over the punctured
disk. For each integer 0 ≤ k ≤ 2n, the monodromy representation
π1(S
◦, ∗)→ AutHk(X∗,C)
is quasi-unipotent.
The reader is directed to Griffiths [64, Rem. 3.2, p.236] for references,
including a discussion of the history of the theorem and a description of the
many different methods of proof (see also Grothendieck [68, Thm. 1.2, p.6]
for the algebraic statement).
Remark 4.3. The monodromy theorem implies that for a family of smooth,
complex, projective manifolds over the punctured disk, after a finite base
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change the monodromy can be made unipotent. Indeed, if the generator
of the monodromy representation is given by the automorphism T , then
(TN − Id)M = 0 for some N,M . Thus after the base change given by
t 7→ tN , the monodromy will be unipotent. We note that many of the proofs
of the monodromy theorem provide bounds on N and M .
Remark 4.4. If π : X → S is a generically smooth family of complex pro-
jective varieties, such that X0 := π
−1(0) is an snc divisor in X, then the
monodromy representation is unipotent (see the references in [64]). One can
deduce the Monodromy Theorem from this using the Semi-Stable Reduction
Theorem [82] (Theorem 3.1).
Remark 4.5. As is evident in the previous remark, if π : X → S is a gener-
ically smooth family of complex projective varieties, the topology of X0
is related to the monodromy of the family. The Clemens–Schmid exact
sequence makes this precise (e.g. Morrison [100, p.109]). There is also a
notion of vanishing cohomology for isolated singularities on X0. There is a
monodromy operator on the vanishing cohomology, which is related to the
monodromy of the family by an exact sequence. We direct the reader to [68,
p.V, 79] and [120, (1.4)] for more details.
Remark 4.6. Monodromy is the essential invariant in the context of period
maps. In particular, given a family X◦ → S◦ of smooth, projective varieties,
then via Hodge theory one obtains a period map S◦ → D/Γ, where D is the
period domain and Γ is an arithmetic group. The period map extends to a
morphism S → D/Γ if and only if the monodromy representation is finite;
i.e. generated by a root of the identity (e.g. [35, Thm. 13.4.5, p.355]).
5. Abelian varieties
In this section we return to the question of stable reduction, and consider
the case of abelian varieties. Historically, this was one of the first places
where questions about stable reduction were considered. The monodromy
theorem discussed in the previous section plays a central role, essentially
due to the equivalence of categories between abelian varieties and Hodge
structures of weight 1.
Further motivation comes from the connection with the original proof of
the stable reduction theorem for curves in positive characteristic, which we
discuss further in the next section. In this section we also consider stable
reduction in the context of Alexeev’s moduli space of stable semiabelic pairs
[9].
5.1. An example of stable reduction for a family of abelian vari-
eties. The family described in §1, viewed as a family of abelian varieties,
gives a concrete example of stable reduction. Historically, however, one
of the motivations for the development of the theory was to study abelian
schemes over Q by reducing modulo a prime p. Viewing the abelian scheme
over Q as a family over the generic point of SpecZ, problems concerning
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reduction modulo a prime can be translated into problems about extending
abelian schemes over Q to schemes over SpecZ.
While a well known theorem of Fontaine [55, Cor., p.517] states there
are no abelian schemes over SpecZ, so there can not be an extension to an
abelian scheme over every prime, the stable reduction theorem addresses the
question of extending over a particular prime after a finite base change.
With this as motivation, we consider the following example, which is
closely related to the previous geometric examples, and emphasizes the con-
nection between the two settings. We will use the terminology of group
schemes, which we review in the next subsection.
Let X → SpecZ be the projective scheme defined by
y2 − x3 − 25αx − 125β = 0,
with α and β integers such that 4α3 + 27β2 is not divisible by 5. Let XQ
be the scheme obtained by base change to SpecQ. There is the usual group
law on XQ induced by the point at infinity (0 : 1 : 0). We are interested
in understanding how this fails to extend to a group law on X over SpecZ,
and how one might attempt to rectify this at a particular prime by taking
a finite cover.
Concerning the group law, one can check directly that X → SpecZ fails
to be smooth over (at least) the primes 2, 3 and 5, so that XQ does not
extend to a group scheme over those points. In this example, we focus on
the issue of extension over (5). Let
X(5) → SpecZ(5)
be the scheme obtained from X by base change. The fiber over the generic
point (0) is XQ and we are interested in extending XQ to an abelian scheme
over SpecZ(5).
Let XF5 be the fiber of X(5) over the closed point. Then XF5 is given by
the equation
y2 − x3 = 0,
which is singular at (0 : 0 : 1). We would like to describe a finite base change
and a modification of the family that is smooth.
Consider the finite, degree 2 morphism
B′ := SpecZ(5)[ζ]/(ζ
2 − 5)→ SpecZ(5)
induced by the extension Q( 2
√
5)/Q. Pulling back X(5) we obtain a family
X ′ → B′ defined by the equation
y2 − x3 − αζ4x− βζ6 = 0.
Making the change of coordinates x 7→ ζ2x, y 7→ ζ3y, we arrive at a family
X˜ → B′ defined by
y2 − x3 − αx− β = 0.
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This is smooth over the closed point (ζ) ∈ B′, and in fact there is a group
law over B′. Thus, after a finite, degree two, base change, we have modified
our family to give an abelian scheme over the base.
Remark 5.1. It is interesting to note the connection with the geometric case.
The example above was constructed to be the analogue of the linear family
over the Weyl cover (§1.4.1):
y2 + x3 − (b22 + b2 + 1)b21x− b2(1 + b2)b31 = 0,
where, roughly speaking, we replaced x2 with y, x1 with −x, set b1 = 5 and
took b2 general. We had seen that a degree two base change for the analytic
family would allow for stable reduction, and this is exactly what we have
found here in the arithmetic setting.
Remark 5.2. For completeness, we mention that the discriminant ∆ and
j-invariant of X are
∆ = −16(4α3 + 27β2)(56) 6= 0 and j = −1728(4α)356/∆.
Note that j has non-negative valuation at 5. It is well known that from
this data one can deduce that the family does not have abelian reduction
at 5, but does have potentially abelian reduction there (see e.g. [118, VII
Prop. 5.1, 5.5]).
5.1.1. Monodromy. Recall that the analytic monodromy representation of
the analogous family was given by the negative of the identity (§1.4.1).
Although we have not introduced the algebraic monodromy operator, we
make the following observation. Since there is abelian reduction after a
degree two base change, one can immediately conclude that the algebraic
monodromy operator is a square root of the identity. One can then show
the action on non-trivial, torsion points of sufficiently high order (relatively
prime to 2 and 5) is non-trivial. Thus the monodromy operator is the
negative of the identity, similar to the analogous analytic case. For more on
degenerations of elliptic curves and monodromy, we direct the reader to the
discussion of the Kodaira–Ne´ron classification in [118, App. C.15].
5.2. Group scheme terminology. We now review some of the basic ter-
minology of group schemes, directing the reader to [31, §4.1] and [105, Ch.6]
for more details. For a scheme B, a B-group scheme is a group object
in the category of B-schemes (Sch /B). A standard example, which we will
use frequently, is Gm = SpecZ[t, t
−1], with group law induced by the map
Z[t, t−1]→ Z[t, t−1]⊗Z Z[t, t−1] given by t 7→ t⊗ t.
For an arbitrary scheme B, we define Gm,B by base extension, and the
induced group law makes Gm,B a group object in the category of B-schemes.
An (affine) split B-torus T is a B-group scheme that is isomorphic as a B-
group scheme to a finite fibered product Gm,B×B . . .×BGm,B. An (affine)
B-torus T is a B-group scheme that is e´tale locally on B a split torus. We
define B-subgroup schemes in the obvious way (see e.g. [31, p.98]).
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An abelian scheme over B is a B-group scheme that is smooth and
proper over B with connected fibers. It follows from the Rigidity Lemma
that the group law of an abelian scheme is commutative (see e.g. [105,
Pro. 6.1, Cor. 6.4, p.115-6]). It is a well known result that an abelian
scheme over a field is projective ([124]).
Remark 5.3. In order to use the term variety consistently (within this paper),
we reserve the term abelian variety for an abelian group scheme over an
algebraicaly closed field. (This is not standard, in that one usually does not
require the field to be algebraically closed.)
The best understood abelian schemes are Jacobians of curves. Recall that
associated to a smooth curve X over an algebraically closed field, there is
an abelian variety JX, called the Jacobian of X, parameterizing degree zero
line bundles onX. We note in addition that associated to a family of smooth
curves X → B, there is an associated abelian scheme JXB over B, called
the (relative) Jacobian of XB , with geometric fibers that are the Jacobians
of the associated curves.
A semi-abelian scheme GB over B is a smooth, separated, commutative
B-group scheme such that each fiber GB,b over b ∈ B is an extension of an
abelian scheme Ab by an affine torus Tb:
0→ Tb → GB,b → Ab → 0.
We direct the reader to [51, Cor. 2.11] for a statement on the global structure
of a semi-abelian scheme. Extensions of an abelian variety A/k by a torus
T/k are classified (up to isomorphism as extensions) by Hom
(
X(T ), Â
)
,
where X(T ) = Hom(T,Gm,k) is the character group and Aˆ = Pic
0(A) is the
group of line bundles on A algebraically equivalent to zero (see e.g. [115,
Thm. 6, p.184]).
We now come to the topic of reduction. Let R be a DVR, let K be its
field of fractions, and let S = SpecR. Let AK be an abelian scheme over
SpecK. We say that AK has abelian (or good) reduction (resp. semi-
abelian reduction) if AK can be extended to a smooth, separated S-group
scheme GS of finite type over S such that the the fiber over the closed point
s ∈ S is an abelian (resp. semi-abelian) scheme over s. We will say that
AK has potentially abelian (or good) reduction (resp. potentially
semi-abelian reduction) if there is a finite extension K ′ of K, so that the
abelian scheme AK ′ obtained by base change has abelian (resp. semi-abelian)
reduction.
5.3. Ne´ron models. Ne´ron models provide a natural context for discussing
the stable reduction theorem for abelian varieties. While the theory can be
developed in more generality over Dedekind domains, we focus on the case
of DVRs for simplicity.
As above, let S = SpecR be the spectrum of a DVR with fraction field
K. Let XK be a smooth, separated K-scheme of finite type. A Ne´ron
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model of XK is an extension XS of XK over S that is a smooth, separated
scheme of finite type, satisfying the following universal property: for any
smooth S-scheme YS and any K-morphism fK : YK → XK there is a unique
S-morphism fS : YS → XS extending fK .
XK // XS

YK //
##❍
❍❍
❍❍
❍❍
❍❍
fK
;;✈✈✈✈✈✈✈✈✈

YS
!!❇
❇❇
❇❇
❇❇
❇
fS
∃!
==⑤
⑤
⑤
⑤
SpecK // S.
If a Ne´ron model exists, it is unique up to unique isomorphism. While Ne´ron
models do exist in a more general setting, we will focus here on the case of
abelian schemes. The main theorem in this situation is:
Theorem 5.4 (Ne´ron [108]). Let AK be an abelian scheme over the field
of fractions K of a DVR R. Then AK admits a Ne´ron model XS over
S = SpecR.
We direct the reader also to [31, Cor. 2, p.16, Pro. 6, p.14] and Artin [21].
Remark 5.5. From the universal property of the Ne´ron model, it follows that
the K-group scheme structure on AK extends uniquely to a commutative
S-group scheme structure on XS . For group schemes, the condition that the
Ne´ron model be of finite type and separated is superfluous (e.g. [31, p.12,
Rem. 7, p.14]). Finally, it is a result of Raynaud that the Ne´ron model of
an abelian scheme is quasi-projective [112, Thm. VIII.2, p.120].
Remark 5.6. The special fiber of a Ne´ron model of an abelian scheme need
not be connected. One such example is given by a smooth plane cubic
degenerating to a nodal plane cubic that is the union of a line and a smooth
conic. The special fiber XS,s of the Ne´ron model can be computed using a
result of Raynaud discussed in the remark below. One can show XS,s fits
into an exact sequence
0→ Gm → XS,s → Z/2Z→ 0
(see e.g. Kass [80, §4.3]). There is always, however, an open S-subgroup
scheme of a Ne´ron model of an abelian scheme AK that extends AK and
has connected central fiber. We will denote this by X◦S .
Remark 5.7. As with abelian varieties, the best understood Ne´ron models
are those associated to curves. One of the main tools is a theorem of Ray-
naud’s, relating the Ne´ron model of a Jacobian to the Picard functor. The
following is a weaker version of the theorem, given in Deligne–Mumford [48,
Thm. 2.5], which is used in the proof of the stable reduction theorem for
curves. Assume the residue field of R is algebraically closed. In the notation
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above, let CS be a generically smooth family of nodal curves over S, with
non-singular total space, and let AK be the Jacobian of the generic fiber.
Then the open S-subgroup scheme X◦S of the Ne´ron model XS of AK , de-
scribed above, represents the relative (connected component of the) Picard
functor.
Example 5.8. Assume the residue field of R is algebraically closed. Con-
sider a family C → S of smooth curves degenerating to an irreducible,
stable curve Cs with a single node. Let C
ν
s be the normalization of Cs,
and assume that Cs is obtained from C
ν
s by attaching points p, q ∈ Cνs .
The family of curves CK over K determines a principally polarized abelian
scheme XK = JCK , the Jacobian of the curve. The special fiber of the open
S-subgroup scheme X◦S of the Ne´ron model of XK is an extension
0→ Gm → X◦S,s → JCνs → 0
determined by the data of the line bundle OCνs (p− q).
5.3.1. The group structure of the central fiber of the Ne´ron model. In the
notation above, we have seen that the Ne´ron model of an abelian scheme
AK is a commutative group scheme over S. To get a handle on how Ne´ron
models are connected to the question of semi-abelian reduction, we will
investigate the group structure on the central fiber of the Ne´ron model using
a few basic facts from the theory of algebraic groups (see also Serre [115]).
To begin, we recall Chevalley’s theorem [41, 113] (see esp. [31] and [43,
Thm. 1.1]): Let K be a field and let G be a smooth, connected algebraic
K-group. Then there exists a smallest (not necessarily smooth) connected
linear subgroup L of G such that the quotient G/L is an abelian scheme over
K. Moreover, if K is perfect, L is smooth and its formation is compatible
with change of base field.
In other words, if XS is the Ne´ron model of AK , then the connected
component of the identity in the central fiberX◦S,s fits into an exact sequence
over s
0→ L→ X◦S,s → A→ 0,
where L is a connected, commutative, linear s-group scheme and A is an
abelian s-group scheme.
We now turn our attention to the structure of linear algebraic groups.
Let us pull-back to the algebraic closure k¯ = κ(s), and denote the resulting
group schemes by L¯, X
◦
S,s and A¯ respectively. L¯ being commutative, it is
solvable (see e.g. [30, Def., p.59]). There is the following standard theorem
(e.g. [30, Thm. 10.6, p.137]): For a connected, solvable, linear algebraic
group L¯ over an algebraically closed field k¯, the subset of unipotent elements
L¯u is a (closed) connected, normal k¯-subgroup, and the quotient is an affine
torus. In the situation of the Ne´ron model, this torus can be obtained by
pull-back from a torus over κ(s). Thus the (subgroup X◦S,s of the) Ne´ron
model is a semi-abelian scheme, if and only if L¯u is trivial.
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Remark 5.9. The standard way to assert that L¯u is trivial is to assert that
the unipotent radical of L¯ is trivial. Indeed, for a connected, solvable group
G over an algebraically closed field, the radical RG is equal to the group
G (the radical is the largest connected, solvable, normal subgroup; e.g. [30,
p.157]). Thus in this case the unipotent radical (RG)u =: RuG (the set of
unipotent elements of the radical) is equal to the set Gu.
5.4. The stable reduction theorem. The stable reduction theorem plays
a central role in the study of abelian varieties, and also in the study of
algebraic curves. In light of the results of Ne´ron, and the basic structure
theorems for algebraic groups, the stable reduction theorem states that after
a generically finite base change, the unipotent radical of the central fiber of
the Ne´ron model can be made trivial.
As described in the introduction to [48], the stable reduction theorem
was first proved independently by Grothendieck and Mumford in character-
istic zero. Grothendieck’s proof used the theory of e´tale cohomology, while
Mumford’s proof was derived from a stable reduction theorem for curves (in
characteristic zero). Grothendieck then extended his proof to all character-
istics in [68, Thm. 6.1, p.21] and Mumford provided an independent proof
in characteristics other than 2 using the theory of theta functions.
Theorem 5.10 (Grothendieck–Mumford Stable Reduction Theorem). Let
S = SpecR be the spectrum of a DVR with fraction field K. An abelian
variety AK over K has potential semi-abelian reduction over R.
In fact the theorem can be stated more generally for the case where AK
is a semi-abelian scheme. We refer the reader also to [31, Thm. 1, p.180],
and to [51, Thm. 2.6, p.9]. Grothendieck’s proof relies on the following
frequently cited result, which was the basis of the monodromy obstruction
computation in §1.
Proposition 5.11 (Grothendieck [68, Prop. 3.5, p.350]). In the notation
above, AK has abelian (resp. semi-abelian) reduction if and only if the mon-
odromy representation is trivial (resp. unipotent).
We direct the reader also to [31, Thm. 5, p.183]. The Grothendieck–
Mumford Stable Reduction Theorem follows from the proposition and the
Monodromy Theorem after the observation (see Remark 4.3) that quasi-
unipotent monodromy can be made unipotent after a finite base change.
5.5. Alexeev’s space of stable semiabelic pairs. One would like to de-
rive from the Grothendieck–Mumford Stable Reduction Theorem a proper-
ness statement for a moduli space. This serves as motivation to introduce
Alexeev’s compactification [9] of the moduli space of principally polarized
abelian varieties, where such a statement holds.
Let us recall some definitions from [9] (we also direct the reader to Olsson
[110] for a related moduli problem). First a reduced scheme X is said to
be semi-normal if given any proper, bijective morphism f : X ′ → X from
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a reduced scheme X ′ satisfying the property that κ(f(x′)) → κ(x′) is an
isomorphism for all x′ ∈ X, then f is an isomorphism (see e.g. [85, §7.2], [9,
1.1.6]). For instance, a nodal curve is semi-normal, while a cuspidal curve
is not.
A stable semiabelic variety ([9, 1.1.5]) is a semi-normal, equidimen-
sional, reduced scheme X over an algebraically closed field k, together with
an action of a connected semi-abelian scheme G/k of the same dimension,
such that there are only finitely many orbits for the G-action, and the sta-
bilizer group scheme of every point of X is connected, reduced and lies in
the toric part of G.
A polarized stable semiabelic variety ([9, 1.1.8]) is a projective stable
semiabelic variety together with an ample invertible sheaf L. The degree of
the polarization is defined as h0(L). A stable semiabelic pair (X,Θ)
consists of a polarized stable semiabelic variety X with ample invertible
sheaf L together with a section θ ∈ H0(X,L) that does not vanish on any G-
orbits. So in total, for a stable semiabelic pair, we have the data (X,G,L, θ).
We take Θ to be the zero set of θ, and use the shorter notation (X,Θ) to
indicate the connection to polarized abelian varieties.
We now make the relative definition. For a scheme B, a stable semia-
belic pair over B, denoted (XB ,ΘB), is the data
(XB , GB , LB , θB)
where XB
πB→ B is a projective, flat morphism, GB is a semi-abelian scheme
over B acting on XB , LB is a relatively ample line bundle on XB , θB ∈
H0(B,π∗LB), and the restriction of this data to every geometric point b¯→ B
is a stable semiabelic pair over b¯. ([9, p.617]). One can show that π∗LB is
locally free and that this push forward commutes with arbitrary base change.
The degree is defined to be the rank of π∗LB .
For brevity, we do not give a precise definition of Alexeev’s stack A¯Ag , and
say only that it is a substack of the stack of all stable semiabelic pairs of
degree 1 and dimension g. The stack A¯Ag contains a component that has Ag,
the moduli stack of principally polarized abelian varieties of dimension g, as
a dense open substack. Alexeev proves [9, Thm 5.10.1] that A¯Ag is a proper,
algebraic (Artin) stack over Z with finite diagonal. Moreover, the stack
admits a coarse moduli space, with a component that has normalization
isomorphic to the second voronoi compactification A¯V org [9, Thm. 5.11.6, p.
701]. To establish properness, Alexeev proves the following stable reduction
theorem for semiabelic pairs.
Theorem 5.12 (Alexeev [9, Thm. 5.7.1, p.692]). Let S = SpecR be the
spectrum of a DVR with fraction field K. Let (XK ,ΘK) be a stable semia-
belic pair over K. Then there is a finite extension K ′ of K, so that taking R′
to be the integral closure of R in K ′ and setting S′ = SpecR′, there exists a
stable semiabelic pair (XS′ ,ΘS′) over S
′ extending the pull-back (XK ′ ,ΘK ′).
Morover, the extension (XS′ ,ΘS′) is unique up to isomorphism.
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Remark 5.13. As a consequence, the central fiber (Xs′ ,Θs′) of (XS′ ,ΘS′) is
determined up to isomorphism by (XK ,ΘK).
Example 5.14. Assume the residue field of R is algebraically closed. Con-
sider a family C → S of smooth curves degenerating to an irreducible,
stable curve Cs with a single node. Let C
ν
s be the normalization of Cs, and
assume that Cs is obtained from C
ν
s by attaching points p, q ∈ Cνs . The fam-
ily of curves CK over K determines a principally polarized abelian scheme
(XK ,ΘK), where XK = JCK is the Jacobian of the curve. Let (XS′ ,ΘS′)
be a stable reduction of XK .
The central fiber can be described as follows. The degree zero Picard
functor applied to CS determines a semi-abelian scheme over S. The central
fiber is the semi-abelian scheme
0→ Gm → G→ JCνs → 0
determined by the data of the line bundle OCνs (p− q). The group G can be
completed to a P1-bundle over JCνs , with sections σ0 and σ∞. The fiber Xs′
is obtained from this projective bundle by gluing the sections transversally,
after shifting by OCνs (p− q). Note that G acts on this space. We direct the
reader to [10] for more details, as well as a description of the polarization
(see also [104]).
6. Curves
In this section we consider stable reduction for curves. We begin with the
Deligne–Mumford Stable Reduction Theorem. The main focus is on review-
ing the connection between stable reduction for curves and stable reduction
for abelian varieties. We also review a well known proof in characteristic
zero using the semi-stable reduction theorem, to motivate work of Kollar–
Shepherd-Barron–Alexeev, discussed later. Finally, we consider some recent
“alternate” stable reduction theorems for curves, which have connections to
the Hassett–Keel program.
6.1. Deligne–Mumford stable reduction. Recall that a stable curve X
over an algebraically closed field is a pure dimension 1, reduced, connected,
complete scheme of finite type, with at worst nodes as singularities, and
with finite automorphism group. The genus is defined as g = h1(X,OX ).
For a scheme B, a stable curve X/B is a proper, flat morphism X → B
whose geometric fibers are stable curves.
Theorem 6.1 (Deligne–Mumford Stable Reduction [48]). Let S = SpecR
be the spectrum of a DVR with fraction field K. Let XK be a stable curve
over K. Then there is a finite extension K ′ of K, so that taking R′ to be
the integral closure of R in K ′ and setting S′ = SpecR′, there exists a stable
curve XS′ over S
′ extending the pull-back XK ′ . Morover, the extension XS′
is unique up to isomorphism.
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Remark 6.2. As a consequence, the central fiber Xs′ of XS′ is determined
up to isomorphism by XK .
In characteristic 0, the theorem is due to Mayer–Mumford [101]. It ap-
pears that semi-stable reduction for curves in characteristic 0 was well known
for some time (e.g. [82, p.VIII]). The class of stable curves was then defined
in [101, Def., p.7] (see also [105, p.228]), and the properness of the associated
moduli space was asserted there. The properness is equivalent to the stable
reduction theorem, which one establishes from the existence of a semi-stable
reduction, and the birational geometry of surfaces (we outline a well known
argument below).
In positive characteristic, the first proof was due to Deligne–Mumford
[48], and was made via the stable reduction theorem for abelian varieties.
The outline of this proof is as follows. Take XK smooth for simplicity and
consider the Jacobian JK/K. The Grothendieck–Mumford Stable Reduction
theorem implies this extends to a family of semi-abelian varieties, at least
after a finite base change. To complete the proof, it is then shown:
Theorem 6.3 (Deligne–Mumford [48, Thm. 2.4]). A family of stable curves
XK/K extends to a family of stable curves over S if and only if the associated
family of Jacobians JK/K has semi-abelian reduction over S.
A key point of the proof is the result of Raynaud’s mentioned in Remark
5.7. The fact that stable reduction for the family of curves implies stable
reduction for the family of Jacobians essentially follows directly from Ray-
naud’s result. Using this half of Theorem 6.3, Mumford observed [48, p.75]
that the stable reduction theorem for abelian varieties can be deduced from
the stable reduction theorem for curves.
We direct the reader to [31, p.182] for a more detailed discussion. The
outline of the argument is as follows. An abelian scheme AK can be viewed
as the quotient of a product of Jacobians; i.e.
0→ A′K → JK → AK → 0
where A′K is an abelian scheme, and JK is a product of Jacobians (e.g. Serre
[115, Cor. p.180]). One then shows that in general, for such an extension of
abelian schemes, JK has semi-abelian reduction if and only if AK and A
′
K
do, completing the proof. Finally, we note that Artin–Winters have given
another proof of stable reduction for curves in positive characteristic, which
does not rely on the stable reduction theorem for abelian varieties [22].
Remark 6.4. While unipotent monodromy for a one-parameter family of
smooth curves implies the family extends to a family of stable curves, triv-
ial monodromy does not necessarily imply that the central fiber of the ex-
tension is smooth. For instance, a one-parameter family of smooth curves
degenerating to a singular, stable curve of compact type will have asso-
ciated Jacobian that is an abelian scheme over the base. Grothendieck’s
theorem implies that the monodromy of the family will be trivial. We direct
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the reader to Oda [109, Thm. 10] for a statement concerning a related mon-
odromy invariant that detects when a one-parameter family can be extended
to a smooth curve.
Remark 6.5. There is a stable reduction theorem for pointed curves as well.
Pointed curves provide a natural introduction to the important topic of
moduli spaces of pairs. For the sake of brevity, we have generally avoided
this topic in the presentation here. It will, however, be of central importance
in §7.3 on slc models, and it is worth noting this example as a precursor.
6.1.1. Stable reduction in characteristic 0. To motivate some of the other ex-
amples considered in this survey (following the approach of Kolla´r–Shepherd-
Barron–Alexeev), it is instructive to sketch a proof of a special case of the
stable reduction theorem for curves in characteristic 0, using the semi-stable
reduction theorem. The goal is to emphasize the role of semi-stable reduc-
tion and relative canonical models.
Sketch of stable reduction for curves in characteristic 0. For simplicity
we consider the case of a smooth family of curves
πK : XK → SpecK
(of genus g) over the generic point of S = SpecR, the spectrum of a DVR.
Complete this to a family of schemes π : X → S. Applying the semi-stable
reduction theorem, one obtains after a finite base change a family of nodal
curves π′ : X ′ → S′. The relative canonical model
ProjS′
⊕
n
π′∗
(
ω⊗nX′/S′
)
→ S′
is a family of stable curves extending the pull back of XK . Let us denote
this by πc : Xc → S′. Note that the relative canonical model of Xc/S′ is
again Xc/S′. (In short, we established the valuative criterion (2.2).)
Let us now show that the extension is unique up to isomorphism (i.e. that
the valuative criterion of separateness (2.1) holds). To do this, suppose there
were two stable reductions πc1 : X
c
1 → S′ and πc2 : Xc2 → S′. The surfaces
Xc1 and X
c
2 are birational by construction. The claim is they are in fact
isomorphic over S′. We outline the following standard proof of this in order
to motivate similar statements in other settings.
Resolving the singularities of the surfaces, resolving the resulting bira-
tional map of smooth surfaces, and applying the Semi-stable Reduction
Theorem again if necessary, we may assume there is a diagram:
Z
φ1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ φ2
  ❆
❆❆
❆❆
❆❆
❆
Xc1
πc
1   ❆
❆❆
❆❆
❆❆
Xc2
πc
2~~⑥⑥
⑥⑥
⑥⑥
⑥
S′
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where φ1, φ2 are sequences of blow-ups, Z is a smooth surface, and Z/S
′ is
a family of nodal curves. One can show that (πc1)∗ω
⊗n
Xc
1
/S′
∼= (πc1 ◦ φ1)∗ω⊗nZ/S′
(see e.g. [72, Ex. 3.108, p.156, p.84]) and similarly for the other side of the
diagram. It follows that
(πc1)∗ω
⊗n
Xc
1
/S′
∼= (πc1 ◦ φ1)∗ω⊗nZ/S′ ∼= (πc2 ◦ φ2)∗ω⊗nZ/S′ ∼= (πc2)∗ω⊗nXc
2
/S′ .
Thus the relative canonical models of Xc1/S
′ and Xc2/S
′ agree, so in fact Xc1
and Xc2 are isomorphic over S
′. 
6.2. Other stable reduction theorems for curves. Recently, especially
in connection with the Hassett–Keel program (see §8.5), there has been
interest in understanding alternate compactifications of (open subsets of)
Mg. From the perspective of stacks, this is the question of determining
alternate proper stacks MAltg that contain (open substacks of) Mg as an
open substack. From the perspective of stable reduction, this is the problem
of defining classes of curves for which a stable reduction theorem holds. We
direct the reader to Smyth [119] for more details (see also [17],[16] where a
notion weaker than properness is considered). Here we consider Schubert’s
space of pseudo-stable curves.
We recall the definitions from [114] (see also [75]). A pseudo-stable curve
X over an algebraically closed field k is a pure dimension 1, reduced, con-
nected, complete scheme of finite type, with at worst nodes and cusps as
singularities, such that the canonical line bundle is ample and every sub-
curve of genus 1 meets the rest of the curve in at least two points ([114,
Def. p.297], [75, p.4473]). We note that for g ≥ 3, pseudo-stable curves
have finite automorphism groups ([114, p.312]). The genus is defined as
g = h1(X,OX ). For a scheme B, a pseudo-stable curve X/B is a proper,
flat morphism X → B whose geometric fibers are pseudo-stable curves.
There is the following stable reduction theorem for this class of curves.
Theorem 6.6 (Pseudo-Stable Reduction [114]). Let S = SpecR be the
spectrum of a DVR with fraction field K. Let XK be a genus g ≥ 3, pseudo-
stable curve over K. Then there is a finite extension K ′ of K, so that taking
R′ to be the integral closure of R in K ′ and setting S′ = SpecR′, there exists
a pseudo-stable curve XS′ over S
′ extending the pull-back XK ′. Morover,
the extension XS′ is unique up to isomorphism.
For details we refer the reader to [75, §2] where the results in [114] are
translated into the language of stacks. To be precise, for each g ≥ 3, define
a stack Mpsg whose objects are families of genus g, pseudo-stable curves,
and whose morphisms are given by pull-back diagrams. The results in [114]
establish that Mpsg is a proper DM stack.
7. Stable reduction in higher dimensions
We now consider the problem of stable reduction for higher dimensional
varieties. In general, determining a proper moduli stack, or even a separated
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moduli stack, is quite difficult. The literature on this topic is vast, and we
direct the reader to Viehweg [122], Alexeev [7, 8], Kolla´r–Shepherd-Baron
[91] and Kolla´r [84, 87, 88].
The focus of this section is to outline the approach of Kolla´r–Shepherd-
Barron–Alexeev (KSBA). The basic idea is to utilize relative log-canonical
models of the semi-stable reduction to obtain the “stable” reduction. We
discuss recent results of Kolla´r [87] in §7.3 that extend the results cited
above to give a stable reduction theorem for canonically polarized varieties
of any dimension. In §7.1 we discuss an example indicating a few of the
difficulties that arise for varieties with negative kodaira dimension, and in
§7.2 we discuss the case of K3 surfaces, for which a stable reduction theorem
is not known.
7.1. Negative Kodaira dimension. It has long been understood that
moduli spaces of non-canonically polarized schemes are in general, poorly
behaved. In particular, in this subsection, we consider the case of varieties
with negative Kodaira dimension.
One of the immediate problems that arises is the existence of varieties
with non-discrete, affine automorphism groups. This immediately precludes
the separateness of any moduli stack containing such varieties (since the
diagonal of the stack could not be proper). We direct the reader to Kova´cs
[92, §5.D] for a number of examples and for further discussion.
For the convenience of the reader, we recall the following elementary ex-
ample ([92, Exa. 5.10]). Let us show in concrete terms, that any moduli stack
containing P1k will fail the valuative criterion for separatedness. Let X =
Y = Projk[t] k[X0,X1, t] =
(
P1k × A1k
)
/A1k. Over the open set U = Spec k[t]t,
there is an isomorphism XU → YU given by ([a0 : a1], b) 7→ ([ba0 : a1], b).
This clearly does not extend to an isomorphism over A1k. Passing to the
DVR R = k[t](t), one sees the valuative criterion for separateness fails. In
fact, one can show that the valuative criterion for separateness fails in this
example even if one considers polarizations (see [92, Exa. 5.10]).
For contrast, we direct the reader to Matsusaka–Mumford [98, Thm. 2]
for a general result on separateness of moduli spaces of polarized manifolds
that are not uni-ruled. Finally, we point out that there do exist separated
moduli spaces of certain uni-ruled varieties. For instance, there are separated
moduli spaces of Fano hypersurfaces of degree at least 3 ([105, Prop. 4.2,
p.79]), and we direct the reader to Benoist [26, Thm. 1.6] for some recent
results on separateness of moduli stacks of Fano complete intersections.
7.2. K3 surfaces. As another indication of the difficulties in establishing
stable reduction theorems, we briefly discuss the case of K3 surfaces. We
work over C. Recall a K3 surface is a smooth, complex, projective surface
X with KX ∼= OX and q := h1(OX) = 0. A polarized K3 surface is a
pair (X,L) with L an ample line bundle. The degree of the polarization is
defined to be d := L.L. Via Hodge theory, one can construct a moduli space
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of polarized K3 surfaces of degree d, which we will denote by F ◦d , together
with a period map
F ◦d → Dd/Γd,
where Dd is a 19-dimensional, symmetric homogeneous domain of type IV ,
and Γd is an arithmetic group. The morphism is injective (see [96]) and has
image equal to the complement of the quotient of an arithmetic hyperplane
arrangement. Note that including K3 surfaces with ADE singularities, one
obtains a moduli space Fd isomorphic to Dd/Γd [93, 111]. We refer the
reader to [65, §2.5, Thm. 2.9], which includes a concise overview of these
results (and determines the Kodaira dimension of these spaces), and [24,
VIII] for more details and references.
The Satake–Bailly–Borel compactification F ∗d := (Dd/Γd)∗, as well as the
toroidal compactifications F d := Dd/Γd, provide projective compactifica-
tions of the moduli of K3 surfaces. It is not known whether any of these
are the coarse moduli space for some proper stack of degenerations of K3
surfaces.
The first step towards constructing such a proper moduli space would be
a stable reduction theorem. A result in this direction is a refined semi-stable
reduction theorem due to Kulikov and Persson–Pinkham.
Theorem 7.1 (Kulikov [93], Persson–Pinkham [111, Thm., p.45]). A fam-
ily of K3 surfaces over the punctured disk X◦ → S◦ admits a semi-stable
reduction X → S with central fiber X0 (a reduced, snc scheme) such that
KX0 ≡ 0.
An algebraic version due to Shepherd–Barron [117, Thm. 2, p.136] for
families of polarizedK3 surfaces provides a projective completion of the fam-
ily, where the central fiber has slc (rather than snc) singularities. Some re-
sults due to Shah [116] using GIT constructions have provided some “weak”
forms of stable reduction in some specific cases (in the sense of GIT; see
§11). Unfortunately, none of these provide a stable reduction theorem for
K3 surfaces, even in the polarized case. We refer the reader to [58] for a
more extensive discussion of the topic.
Remark 7.2. Recently, combining the Shepherd–Barron result [117, Thm. 2,
p.136] with the KSBA strategy, Laza [95, Thm. 2.11] has constructed a
proper moduli space of stable (slc) K3 pairs (X,∆). Essentially, rigidifying
the moduli problem further by choosing sections of the polarizations with
mild singularities, a stable reduction theorem is possible. We refer the reader
to Laza [95] for more details.
7.3. Canonically polarized varieties. We now consider stable reduction
for canonically polarized varieties. The main result is a recent theorem of
Kolla´r [87], which states that stable reduction holds for slc models. We
begin by recalling some of the definitions.
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7.3.1. Preliminaries. In this section, all schemes will be taken to be reduced,
of finite type over C, and all points will be taken to be closed points, unless
otherwise stated. Recall a node of an equidimensional schemeX of dimension
n is a point x ∈ X such that ÔX,x ∼= C[[x1, . . . , xn+1]]/(x1x2) as C-algebras.
X is said to have at worst nodes in codimension 1 if there exists an open
subset V ⊆ X with codimX(X − V ) ≥ 2, with the property that for all
x ∈ V , x is either a non-singular point, or a node. For scheme X that is S2,
X is nodal in codimension one if and only if, in codimension one, it is both
semi-normal and Gorenstein (see Kolla´r [89, §5.1, p.196]).
We will want to discuss divisors on reducible, equidimensional, reduced
schemes X. A Weil divisor D on such a scheme is a finite, formal, integral,
linear combination of (not necessarily closed) points E ∈ X such that OX,E
is a DVR. There is a notion of linear equivalence for such divisors obtained
via Weil divisorial subsheaves; we direct the reader to Corti [45, (16.1.1),
(16.2.2), p.171-2]. A Q-divisor is defined similarly, with Q-coefficients. A
Q-divisor D on X is said to be Q-Cartier if there exists an m ∈ N such that
mD is the Weyl divisor associated to a Cartier divisor.
For X a projective scheme, we denote by ω•X the dualizing complex. We
set ωX := h
−n(ω•X), and call this the canonical sheaf ofX. IfX is Gorenstein
in codimension one, then associated to ωX is a linear equivalence class of
Weil divisors (see e.g. [45, (16.3.3), p.173]). We denote this equivalence class
by KX and call it the canonical divisor (class). We direct the reader also to
[90, §5.5] and [89, Def. 1.6, p.14] for more discussion.
Remark 7.3. In order to limit the length of this survey, we have suppressed
the notion of a pair in most of the topics covered. However, the utility
of parameterizing varieties together with a distinguished divisor goes back
at least to the case of principally polarized abelian varieties, where the
canonical bundle is trivial, and one substitutes the theta divisor in its place
to provide a natural rigidity to the problem. Recently it has become clear
that in many other situations it can be beneficial to consider pairs (X,∆)
where X is a variety, and ∆ is an effective divisor so that KX +∆ is ample
(see especially the work of Kolla´r and Alexeev cited above). The notion of
pairs will be central in what follows.
7.3.2. Semi log canonical models. We start by recalling the definition of log
canonical pairs. Let X be a projective, reduced, equidimensional, S2 scheme
and let ∆ be an effective Q-divisor on X such that KX + ∆ is Q-Cartier.
With these assumptions, we say that the pair (X,∆) is log canonical (lc)
if X is smooth in codimension one (or equivalently X is normal) and there
exists a log resolution f : Y → X of (X,∆) such that
(7.1) KY = f
∗(KX +∆) +
∑
i
aiEi,
where the Ei are f -exceptional divisors and ai ≥ −1 for every i. Note that
the equality in (7.1) is Q-equivalence of Q-Cartier divisors. We say that X
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is lc if the pair (X, 0) is lc, where 0 is the trivial divisor (see e.g. [90] for
more discussion).
With the assumptions above (in italics), we say that the pair (X,∆) is
semi log canonical (slc) if X is nodal in codimension one (or equivalently,
in codimension one X is seminormal and Gorenstein), KX +∆ is Q-Cartier,
and if ν : Xν → X is the normalization of X and Θ is the Q-Weil divisor
on X given by
(7.2) KXν +Θ = ν
∗(KX +∆),
then the pair (Xν ,Θ) is lc. Note that the equality in (7.2) is an equiv-
alence, for which we refer the reader to [89, (5.7.5), Def.-Lem. 5.10]. We
say that X is slc if the pair (X, 0) is slc, where 0 is the trivial divisor (see
e.g. Abramovich–Fong–Kolla´r–McKernen [2], Fujino [61], Kolla´r [87] and
Kolla´r [89, §5.2] for more discussion).
A semi log canonical model (slc model) is an slc scheme X such that
KX is ample ([87, Def. 15]). In particular, if X is smooth, then it is an
slc model if and only if it is canonically polarized. A motivation for this
definition also comes from the cases of curves and surfaces. A semi log
canonical model of dimension one is a stable curve of genus g ≥ 2. A result of
Kolla´r–Shepherd-Barron [91, Cor. 5.7], Kolla´r [84, Cor. 5.6] and Alexeev [6]
establishes that there is a proper moduli space of semi log canonical models
of dimension two (with fixed invariants K2X and χ(OX)). The valuative
criterion for properness of the moduli space can be established with an
appropriate stable reduction theorem.
7.3.3. Kolla´r’s stable reduction theorem. Recently Kolla´r has established a
stable reduction theorem for semi log canonical models of any dimension.
The full statement would require introducing the notion of relative semi log
canonical models (and in particular the notion of reflexive hulls on non-
normal schemes), which we omit (see [87, Def. 28, 29]). Below we state a
weaker version of this stable reduction theorem, where the generic fiber of
the family is lc. We sketch the parts of the proof that are formally similar
to the proof of the stable reduction theorem that we sketched in the case of
curves.
Theorem 7.4 (Kolla´r [87, 5.38]). Let B be on open subset of a non-singular
curve over C, fix a point o ∈ B, and set U = B − {o}. Suppose that
π : X → B
is a flat, projective, morphism with connected fibers, such that the restriction
πU : XU = X|U → U has lc fibers, and has πU -ample relative dualizing sheaf
ωXU/U . Then there is a finite base change f : B
′ → B, with B′ non-singular
and f−1(o) a single point o′, and a scheme
πc : Xc → B′
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such that Xc and B′ ×B X are isomorphic over U ′ := B′ − o′, and the fiber
Xco′ = (π
c)−1(o′) is an slc model. Moreover, the extension Xc/B′ is unique
up to isomorphism.
Sketch of the proof. Let π : X → B be as in the statement of Theorem 7.4.
From the Semi-stable Reduction Theorem we obtain a diagram as in (3.1)
including a morphism π′ : X ′ → B′ satisfying the conclusions of Theorem
7.4, except that the central fiber of the morphism π′ : X ′ → B′, which is
normal crossing, may not have ample canonical class (see Hacon–Xu [71] for
the case where the general fiber is lc, rather than smooth). From this point,
motivated in part by the case of curves, one considers
Xc := ProjB′
(
∞⊕
k=0
π′∗
(
ω⊗kX′/B′
))
.
A result of Birkar–Cascini–Hacon–McKernan [28, Thm. 1.2 (3)] implies that
the sheaf
⊕∞
k=0 π
′
∗(ω
⊗k
X′/B′) is finitely generated as an OB′-algebra (see also
Hacon–Xu [71] for the case where the general fiber is lc). In other words
the projection πc : Xc → B′ is a projective morphism that agrees with
π′ : X ′ → B′ over U ′. One can show that the central fiber of πc is an slc
model ([87]).
It remains to show that πc : Xc → B′ is unique up to isomorphism. One
does this by establishing that any other projective morphism πˆc : Xˆc → B′
with KXˆc a Q-Cartier divisor, which agrees with π
c : Xc → B′ over U ′,
and which has central fiber an slc model, is isomorphic to πc : Xc → B′
over B′. The proof in the case where the generic fiber is smooth is formally
similar to the proof we sketched in the case of curves. We direct the reader
to Kolla´r [Pro. 6, Def. 7, Def. 15, and pp.8-9] for more details (see also [27,
Lem. 2.7]). 
Remark 7.5. It is well known that a smooth, projective variety of general
type has a finite automorphism group (positive dimensional automorphism
groups give rise to rational curves or abelian varieties covering the variety).
More generally, it is a result of Iitaka that smooth, projective varieties of log
general type have finite automorphism groups [77, Lem. 1, p.87, Def. p.71].
Consequently, considering log resolutions of each irreducible component of
the normalization, one would expect from (7.1) and Iitaka’s result that an
slc model would have a finite automorphism group; this is in fact the case
[91, p.328], [89, Cor. 10.69], [27, Lem. 2.5].
Example 7.6. It is interesting to note the importance of having a condition
such as slc in the remark above. For instance, a plane quartic C consisting of
two smooth conics meeting in a single point, which is a tacnode, has ample
canonical bundle OC(1). However, the automorphism group of the curve is
not finite (see §11.3 below).
Remark 7.7. Fix a Hilbert function H : Z→ Z, and let MH be the associ-
ated category fibered in groupoids (over Sche´tC ), with objects that are families
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of slc models with Hilbert function H, as defined in [87, Def. 29], and with
morphisms given by pull-back diagrams. It is shown in [27, Thm. 2.8] (using
recently announced results of Hacon–McKernan–Xu) that MH is a proper
Deligne–Mumford C-stack.
8. Simultaneous stable reduction
Simultaneous stable reduction can be viewed as the problem of stable
reduction over bases other than a DVR; i.e. extending families over higher
dimensional bases. In the language of stacks, it is the problem of resolving
rational maps from schemes to stacks. Typically a generically finite base
change is needed to do this. The problem is in general quite delicate, and
closely related to the problem of resolving period maps to coarse moduli
schemes.
We discuss some well known results of Faltings–Chai [51] for abelian va-
rieties, and some more recent results of de Jong, de Jong–Oort, and Cautis
for curves. An explicit example of simultaneous stable reduction was given
in §1, and we start this section by discussing simultaneous stable reduction
in the language of stacks.
8.1. Simultaneous stable reduction in the language of stacks. For
a separated, finite type, algebraic Z-stack M, the valuative criterion for
properness can be viewed as a question about resolving rational maps from
the spectrums of DVRs into M. More precisely, M is proper if and only if
for every DVR R, every rational map S = SpecR 99K M can be resolved
after a generically finite base change.
Simultaneous stable reduction is the problem of resolving rational maps
from higher dimensional schemes into the stack. Let us make this more
precise. Given a Z-scheme B, a dense open subset B◦ ⊆ B, and a Z-
morphism
B◦ →M
(which we will refer to loosely as a rational Z-map B 99K M) we will say
B◦ → M (or B 99K M) admits a simultaneous stable reduction if
there exists a Z-alteration B˜ → B and a Z-morphism B˜ → M extending
the original morphism from B◦ in the sense that the following diagram is
2-commutative:
(8.1) B˜

oo ? _
((
B˜ ×B B◦

//M
B oo ? _B◦
::✉✉✉✉✉✉✉✉✉✉
Example 8.1. Let us review the example in §1 in this language. Recall we
were given a family X → B = A2k of plane cubics (with a section), and an
open set U ⊆ B, so that the restriction XU → U was a family of elliptic
curves. Such a family induces a morphism U →M1,1 (which we think of as
a rational map B 99KM1,1). We explicitly described an alteration B˜′ → B
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with the property that setting U˜ ′ = U ×B B˜′ to be the preimage, the pull-
back XU ×U U˜ ′ extended to a family of stable marked curves X̂ → B˜′. This
gives a morphism B˜′ → M1,1 extending the original morphism U → M1,1
(in the sense of (8.1)).
For proper, algebraic Z-stacks over a noetherian scheme Z, with finite
diagonal, simultaneous stable reductions exist quite generally. The following
result, which seems to be well known, was pointed out to the author by
Fedorchuk ([54, Rem. 7.3]).
Theorem 8.2 ([54, Rem. 7.3], [50, Thm. 2.7]). Let Z be a noetherian
scheme, and letM be a proper, algebraic Z-stack with finite diagonalM ∆−→
M×ZM. Then any rational Z-map B 99KM from a quasi-compact, quasi-
separated Z-scheme B (or Noetherian Z-scheme B) admits a simultaneous
stable reduction; i.e. it can be resolved by an alteration.
Remark 8.3. Recall that the diagonal morphism of an algebraic Z-stack is
quasi-compact by assumption, and an algebraic Z-stack is Deligne–Mumford
if and only if the diagonal is unramified (e.g. [94, Thm. 8.1]). A quasi-
compact, unramified morphism of schemes is quasi-finite. In other words,
Deligne–Mumford Z-stacks have quasi-finite diagonal (see also [123, Lemma
1.13 (i)], and [50, Rem. 2.5] for a converse in characteristic 0). Recall also
that an algebraic Z-stack locally of finite type has diagonal that is locally
of finite presentation (e.g. [66, Cor. 1.4.3.1]). Finally, note that a separated
stack has proper diagonal by definition; thus, since a proper, quasi-finite
morphism, locally of finite presentation, is finite ([67, Thm. 8.11.1]), a sepa-
rated, locally finite type algebraic Z-stack with quasi-finite diagonal in fact
has finite diagonal. In particular a separated, finite type, Deligne–Mumford
stack M/Z has finite diagonal (see also [123, Lem. 1.13 (ii)]).
The theorem is an immediate consequence of the following lemma of Fe-
dorchuk [54] and a theorem of Edidin–Hassett–Kresch–Vistoli [50].
Lemma 8.4 (Fedorchuk [54, Rem. 7.3]). Let Z be a noetherian scheme. Let
M be an algebraic Z-stack, proper over Z, that admits a finite, surjective
Z-morphism
V →M
from a scheme V . Then any rational Z-map B 99KM from a quasi-compact,
quasi-separated Z-scheme B (or Noetherian Z-scheme B) admits a simul-
taneous stable reduction; i.e. it can be resolved by an alteration.
Proof. The proof (following Fedorchuk [54]) is short and we include it here.
Consider the finite morphism V → M assumed in the statement of the
lemma. Note we obtain that V is proper over Z, since V is finite (and hence
proper) over M and we have assumed that M is proper over Z.
STABLE REDUCTION 41
Let B◦ →M be the morphism inducing the rational map B 99KM. From
the definition of an algebraic stack, the diagonal is representable. Conse-
quently, B◦ ×M V is a scheme. We then have a commutative diagram
(8.2) B◦ ×M V //
finite

V
finite

B◦ //M.
Let B′ → B be a finite morphism extending B◦ ×M V → B◦; to obtain
this extension one can either use Zariski’s Main Theorem [67, EGA IV.3
Thm. 8.12.6, p.45] or [52, Lem. 5.19, p.131] (in the latter case, one extends
the push forward of the structure sheaf of B◦ ×M V to a coherent sheaf on
B and then takes the relative spectrum). We thus obtain a rational map
B′ 99K V .
Let B˜ be the closure of the graph of B◦ ×M V → V in B′ ×Z V . The
morphism B′×ZV → B′ is proper by base change, and a closed immersion is
proper. It follows that B˜ → B′ is proper, and also birational by construction.
Thus the composition
B˜ → B′ → B
gives an alteration that resolves the map to M. 
Remark 8.5. The assumption that the scheme B be quasi-compact and
quasi-separated, or that it be Noetherian, was used to ensure the existence
of a finite cover of B extending the given finite cover of B◦. Another ap-
proach could be to assume that B is covered by the spectrums of Japanese
rings. In this case, the appropriate integral closures will be finitely gener-
ated, allowing for another construction of a finite cover.
Combining the lemma with the following theorem of Edidin–Hassett–
Kresch–Vistoli [50] establishes Theorem 8.2.
Theorem 8.6 (Edidin et al. [50, Thm. 2.7]). Suppose Z is a noetherian
scheme. Let M be an algebraic Z-stack of finite type over Z. Then the
diagonal
M→M×Z M
is quasi-finite if and only if there exists a finite, surjective Z-morphism
V →M from a (not necessarily separated) Z-scheme V .
From Theorem 8.2 we obtain the following corollary.
Corollary 8.7. Suppose that M is one of the following stacks:
(1) A¯Ag , the moduli of stable semi-abelic pairs degree 1 and dimension g;
(2) Mg (g ≥ 2), the moduli of stable, genus g curves;
(3) Mpsg (g ≥ 3), the moduli of pseudo-stable, genus g curves;
(4) MH , the moduli of slc models associated to a Hilbert function H;
(5) Pd, the moduli of degree d, stable slc K3 pairs.
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Then any rational map B 99K M from a quasi-compact, quasi-separated
scheme B (or Noetherian scheme B) admits a simultaneous stable reduction;
i.e. it can be resolved by an alteration.
Remark 8.8. In concrete terms, the corollary says the following. Given a
dense open subset U ⊆ B, and a family XU → U , there exists an alteration
B˜ → B so that the pull-back of the family can be extended to a family over
all of B˜.
Remark 8.9. Part (2) of the corollary is a special case of a theorem of de
Jong [46, Thm. 5.8]. We direct the reader there for more details, especially
for a discussion of the total space of the family.
In many cases it can be useful to have an explicit description of an alter-
ation giving a stable reduction. We will call this an explicit simultaneous
stable reduction. Along these lines, one of the first questions one can ask
is whether a rational map to a stack can be extended without an alteration.
In particular, when B is non-singular, and ∆ = B −B◦ is an snc divisor, a
theorem giving conditions for the rational map to extend to B will be called
an extension theorem.
Finally, when a stack admits a coarse moduli scheme, it can also be inter-
esting to consider the problem of resolving the induced rational map to the
coarse moduli scheme. One place these types of problems show up naturally
is in resolving rational (period) maps between coarse moduli schemes.
More precisely, suppose M1 and M2 are algebraic Z-stacks admitting
coarse moduli schemesM1 →M1 andM2 →M2. Suppose there is an open
dense subset U1 ⊆ M1, which admits morphisms U1 →M1 and U1 →M2.
This induces a rational map M1 99K M2, and one may be interested in both
a simultaneous stable reduction for U1 →M2 as well as a resolution of the
rational map M1 99K M2. We will consider both types of problems in what
follows.
8.2. Simultaneous stable reduction for abelian varieties. We begin
by considering extension theorems for abelian varieties. That is we consider
the case of extending families of abelian varieties over non-singular bases
other than a DVR. The main result we mention is due to Faltings–Chai [51].
Theorem 8.10 (Faltings–Chai Extension [51, Thm. 6.7, p.185]). Let B be a
regular scheme over a field of characteristic 0. Let ∆ ⊆ B be an nc divisor.
Let AU be an abelian scheme over U = B − ∆, which extends to a semi-
abelian scheme AV over an open subscheme V containing U and the generic
points of ∆. Then AU extends uniquely to a semi-abelian scheme AB over
B.
Remark 8.11. This fails in positive characteristic. A counter example when
the characteristic of the generic points of B are positive is given in [51,
p.192]. A counter example of Raynaud–Ogus–Gabber, when the character-
istic of the generic points of B are zero (but where other points have positive
characteristic), is given in de Jong–Oort [47, §6].
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The Faltings–Chai theorem implies a special case of the Borel Extension
Theorem. Recall that we use the notation Ag for the stack of principally po-
larized abelian varieties of dimension g. A morphism U → Ag corresponds
to a family AU → U of principally polarized abelian varieties. We denote
the coarse moduli space by Ag. We denote by A
∗
g the Satake (Bailly–Borel)
compactification, and by A¯g any one of Mumford’s toroidal compactifica-
tions. The most common toroidal compactification we will use is the second
Voronoi, which we will denote by A¯V org . We direct the reader to [107] for
more details on compactifications of Ag.
Theorem 8.12 (Borel Extension [29, Thm. A]). Let B be a regular scheme
over a field of characteristic 0. Let ∆ ⊆ B be an nc divisor. Setting U =
B−∆, then for any morphism f : U → Ag, the composition U → Ag → Ag
extends to a morphism B → A∗g.
Borel’s proof uses hyperbolic complex analysis and holds more generally
for (locally liftable) holomorphic maps into Baily–Borel compactifications
of arithmetic quotients of bounded symmetric domains. Faltings–Chai [51,
Cor. 6.11, p.191] also prove the related statement for maps into the moduli
space Ag[n] of principally polarized abelian varieties with level n-structure
for n ≥ 3. In this case they can use [105, Thm. 7.9, Thm. 7.10, p.139] to
conclude that the coarse moduli space is quasi-projective and fine. In other
words, in both this situation, as well as under the assumptions of the Borel
extension theorem as stated above, one may assume there is a family of
abelian varieties over U .
The argument from there is short. First, the extension statement is local.
One can also show that it suffices to establish extension after a finite base
change (e.g. [40, Lem. 2.4]). Thus we may take an e´tale base change, and as-
sume we are in the situation where B is regular and ∆ has support defined by
x1 · · · xr, where x1, . . . , xr form part of a system of local parameters. Taking
the finite cover t1 = x
m1
1 , . . . , tr = x
mr
r for appropriate values of m1, . . . ,mr,
one uses the monodromy theorem to get extension over the generic points
of ∆. The result then follows from the Faltings–Chai Extension Theorem.
Remark 8.13. The condition in the Borel Extension Theorem that there is
a family of abelian varieties over U (or more generally that the holomorphic
map is locally liftable to the bounded symmetric domain) is essential. More
precisely, for B and U as in the theorem, given a morphism f : U → Ag, this
need not extend to a morphism B → A∗g. An elementary example comes
from the case of A1 and A
∗
1. We can identify A1 as the quotient H/SL(2,Z)
of the upper half plane by the special linear group in the usual way, and it
is well known that A∗1 is isomorphic to P
1
C. The map (C
∗)2 → P1C given by
(λ1, λ2) 7→ [λ1 : λ2] clearly does not extend to a morphism from C2.
Remark 8.14. It is natural to ask whether a statement like the Borel exten-
sion theorem could hold for the toroidal compactifications of Ag, and indeed
there is an extension theorem due to Ash–Mumford–Rapaport–Tai [23] (see
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also Namikawa [107, Thm. 7.29, p.78]) giving explicit conditions for mor-
phisms to extend over nc boundaries. In concrete examples these extension
conditions can be difficult to establish. We discuss some particular examples
below.
8.3. Examples of period maps to Ag. We now consider the related prob-
lem of resolving period maps into compactifications of the moduli scheme of
abelian varieties. In this section we will work over C. The most well known
example is the Torelli map for curves; i.e. the morphism
T :Mg → Ag
that sends a curve C to its principally polarized Jacobian (JC,ΘC). Let
T :Mg → Ag be the associated morphism of coarse moduli spaces. Torelli’s
theorem states that T is injective.
The boundary ∆ inMg is (up to finite quotient singularities) an nc divisor.
As a consequence of the Borel extension theorem, we obtain a morphism
T ∗ :Mg → A∗g
extending T . For the toroidal compactifications of Ag, there are the general
extension results mentioned above. In practice, these can be difficult to
verify. It is a result of Mumford and Namikawa [107], [106, §18] that T
extends to a morphism
T
V or
:Mg → A¯V org .
Caporaso–Viviani describe the fibers of the morphism in [34]. In addition,
it is shown in Alexeev [10] that there is a morphism T V or : Mg → A¯Ag
extending T . We direct the reader to Alexeev–Brunyate [12] for a proof
that the Torelli map for stable curves extends to a morphism to the first
Voronoi compactification (see also Gibney [62] for more on the image of the
Torelli map to other toroidal compactificiations).
We now turn our attention to the Prym map. We denote by Rg the
moduli stack of connected, e´tale double covers of non-singular curves of
genus g. The Prym map
Pr : Rg → Ag−1
takes a double cover π : C˜ → C to its principally polarized Prym variety
(P,Ξ) (see Mumford [102] for more details). We denote by Pr : Rg → Ag−1
the associated morphism of coarse moduli spaces. It is well known that
the map is dominant for g ≤ 6 (see esp. [25]), and in the other direction,
Friedman–Smith [59] and Kanev [78] have shown that the map is generically
injective for g ≥ 7.
There is a compactification, Rg, due to Beauville [25], consisting of admis-
sible double covers. The coarse moduli space Rg has (up to finite quotient
singularities) an nc boundary. As a consequence, there is an extension
Pr∗ : Rg → A∗g−1.
STABLE REDUCTION 45
On the other hand, Friedman–Smith [60] have shown that the Prym map
does not extend to a morphism to A¯V org−1 (or any reasonable Toroidal com-
pactification). We direct the reader to Alexeev–Birkenhake–Hulek [11] for
more details on the indeterminacy locus of the Prym map to A¯V org−1.
The Clemens–Griffiths [42] period map for cubic threefolds provides an-
other interesting example. Recall that a cubic threefold is a smooth cubic
hypersurface X ⊆ P4. The intermediate Jacobian of X is the five dimen-
sional complex torus JX := H1,2(X)/H3(X,Z). This admits a principal
polarization ΘX , given by the hermitian form h on H
1,2(X) defined by
h(α, β) = 2i
∫
X α∧ β¯. Letting Mcub be the moduli space of cubic threefolds,
one obtains a morphism
J :Mcub → A5.
By virtue of the Clemens and Griffiths Torelli theorem [42] (see also Mum-
ford [102]), J is injective. We denote the image by I, and we direct the
reader to Casalaina-Martin–Friedman [37] for a geometric characterization
of the abelian varieties parameterized by I.
The space Mcub admits a GIT compactification
M cub = PH
0(P4,OP4(3))/ SL(5),
(see Allcock [13], Yokoyama [125]) and it is natural to consider extensions
of the period map J to M cub. Allcock–Carlson–Toledo [14] and Looijenga–
Swierstra [97] have shown that Mcub can be identified with an open dense
subset of a ten dimensional ball quotient B/Γ. They show moreover, that
the rational map M cub 99K (B/Γ)∗ to the Baily–Borel compactification, can
be resolved by blowing up a single point. We call the resulting space M̂cub.
Using the description of M̂cub given in [14, 97], Laza and the author
describe an explicit blow-up M˜cub of M̂cub, with discriminant an nc divisor
[38]. The process used to obtain the resolution is the same as that described
for simultaneous stable reduction for ADE curves below (see §8.5). The
Borel extension theorem then gives a morphism
J∗ : M˜cub → A∗5.
Laza and the author use this extension of the period map together with
results from [102, 25, 37, 36] and the explicit description of M˜cub to describe
the boundary of the image of J∗ [38, Thm. 1.1].
Remark 8.15. An explicit resolution of the map M cub 99K A¯
V or
5 is still not
known. Certain components of the boundary of the (closure of the) image
have been identified by Grushevsky–Salvati Manni [70] and Grushevsky–
Hulek [69] via the theory of theta functions.
8.4. Simultaneous stable reduction for curves. We again begin by con-
sidering extension theorems. In analogy with the Faltings–Chai extension
theorem for abelian varieties, we mention the following extension theorem
of de Jong–Oort [47].
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Theorem 8.16 (de Jong–Oort Extension [47, Thm. 5.1]). Let B be a regular
scheme and ∆ an nc divisor on B. Set U = B − ∆. A family of smooth
curves of genus g ≥ 2 over U extends to a family of stable curves over B
if it extends to a family of stable curves over on open subset V containing
each generic point of ∆.
In fact the theorem is more general, in that one can allow for a generically
stable family, so long as the topological type is locally constant on U . A
similar result was proven by Moret-Bailly [99], where it is required that a
generically smooth family extend to a smooth family over the generic points
of ∆.
A consequence of the de Jong–Oort Extension Theorem is an analogue of
the Borel Extension Theorem for stable curves. Before stating the result,
let us first rephrase the previous theorem in the language of stacks. The
theorem states that given a morphism to the stack U → Mg, there is an
extension B →Mg if and only if there is an open set V ⊆ B containing U
and the generic points of ∆ and an extension V →Mg.
Corollary 8.17 (Cautis [40, Thm. A]). Let B be a regular scheme and ∆
an nc divisor on B. Set U = B −∆. Given a morphism U →Mg, there is
an extension B →Mg.
One obtains this corollary from the previous theorem in the same way
as the analogous statement was proven for semi-abelian varieties (i.e. in the
way the Borel Extension Theorem follows from the Faltings–Chai Extension
Theorem).
An independent proof of the corollary was given by Cautis [40, Thm. A].
By virtue ofMg being a separated Deligne–Mumford stack, it is immediate
to prove the de Jong–Oort Extension Theorem from the corollary using the
Abramovich–Vistoli purity lemma [5, Lemma 2.4.1].
8.5. Explicit simultaneous stable reduction for curves. Having estab-
lished the existence of alterations resolving rational maps to Mg, one can
ask for explicit alterations in specific settings. One place where this type
of question arises naturally is in the Hassett–Keel program for the moduli
space of curves.
We will not discuss the details of the Hassett–Keel program here (see
[75]), but will simply note that in this program, projective varieties Mg(α),
α ∈ [0, 1] ∩ Q arise, which are conjectured to parameterize curves of genus
g with prescribed singularities (for 0 ≪ α ≤ 1 this has been established in
Hassett–Hyeon [75, 74]). For “most” g and α there are birational maps
Mg(α) 99K Mg
to the moduli space of stable curves. It would be of interest to have explicit
resolutions. In general, these birational maps will lift to rational maps to
the stack Mg(α) 99KMg, and in this way we arrive at the related problem
of simultaneous stable reduction.
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With this as motivation, we will consider the following problem. Given
a generically smooth family of curves X → B with fibers having prescribed
singularities, give an explicit description of a resolution of the rational map
B 99KMg.
The specific case we will consider is where the singular fibers have at
worst ADE singularities (we review the definition of ADE singularities in
§10). We call such curves ADE curves, and we will consider the question
(e´tale) locally.
Laza and the author have given a solution to this problem in [39] and
Fedorchuk has given an independent solution for singularities of type AD in
[54]. Fedorchuk’s proof is based on constructions of proper moduli spaces of
hyperelliptic curves H [k, ℓ], where the boundary consists of certain curves
with AD singularities at worst of type Ak and Dℓ. The proof provides
modular descriptions of the spaces arising in the processes described below.
We direct the reader to Fedorchuk [54] for more details.
Below is the version of the result in [39]. Since we consider the resolution
question (e´tale) locally, it suffices to understand the case where X → B
is a mini-versal deformation of an ADE curve X0. The statement of the
theorem uses the notion of a Weyl cover, and wonderful blow-up; these are
explicit maps, which can be determined by the root systems associated to
the singularities. We refer the reader to [39, §2,3] for more details. The
Weyl cover and wonderful blow-up in §1 are examples. For the statement
of the theorem, we note that the wonderful blow-up of the Weyl cover of
B has the property that the pull-back of the discriminant is an nc divisor,
with irreducible components corresponding to curves with fixed singularity
type.
Theorem 8.18 (Casalaina-Martin–Laza [39], Fedorchuk [54]). Let X → B
be a mini-versal deformation of an ADE curve X0 with pa(X0) = g ≥ 2.
The wonderful blow-up of the Weyl cover of B resolves the rational moduli
map to the moduli scheme Mg, but fails to resolve the rational moduli map
to the moduli stack Mg along the A2n locus of the discriminant (n ∈ N).
The addition of a stack structure (generically Z/2Z stabilizers) along this
locus resolves the moduli map to Mg.
Remark 8.19. Let us elaborate on the final statement in the theorem con-
cerning stacks. There is a family of stable curves over the wonderful blow-up
of the Weyl cover, except over the locus parameterizing curves with A2n sin-
gularities. This locus is a collection of divisors, and there is an obstruction to
extending the family over that locus. At the generic points, the obstruction
becomes trivial after taking a branched double cover.
We direct the reader to [39] for the proof.
Remark 8.20. As mentioned above in the section on period maps to the
moduli space of abelian varieties, the method of proof of this theorem has
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applications to other situations including the study of the moduli space of
cubic threefolds [38].
9. Simultaneous semi-stable reduction
The question of extending the Semi-stable Reduction Theorem to higher
dimensional bases is of course very natural, and was asked already in the
introduction of [82]. It has proven to be a difficult question; even the correct
formulation of the problem is not immediately clear. We discuss some recent
progress due to de Jong [46] and Abramovich–Karu [3].
9.1. A result of Abramovich–Karu. The first issue to address is what
is meant by semi-stable reduction for higher dimensional bases. We take
the following modification of the assumptions in the statement of the Semi-
stable Reduction Theorem as the starting point. We set B to be an open
subset of a non-singular variety, set U ⊆ B to be a non-empty open subset
and suppose that π : X → B is a surjective, projective morphism of a variety
X onto B so that the restriction πU : X|U → U is smooth.
Our goal is to find a diagram as in (3.1) with B′ nonsingular, f an alter-
ation, p a projective modification, so that all of the geometric fibers of π′
satisfy some natural conditions. For instance, at the very least, we would
like all of the geometric fibers of π′ to be reduced. Moreover, we could
hope that all of the fibers have singularities that look at worst like smooth
components meeting “transversally”.
For instance, when dim(X) = dim(B) + 1, if one allows the total space
X ′ to be singular, then it is a result of de Jong [46, Thm. 5.8] that such
a semi-stable reduction exists. Moreover, de Jong shows that in this case
if p is permitted to be an alteration, rather than a modification, then X ′
can be taken to be smooth. However, for families with higher dimensional
fibers, it is not possible in general to obtain a “semi-stable reduction” where
the fibers all have singularities that at worst look like smooth components
meeting transversally. For instance, the two parameter family of surfaces
defined by
(9.1) (t1 − x1x2, t2 − x3x4)
precludes this (see Karu [79, Exa. 1.12, p.21]). Thus, in general, one needs
a different definition of “semi-stable reduction” to get a reasonable result.
In light of the presentation in [82], and the family (9.1) above (which has
fibers with at worst toric singularities), it is natural to change the focus to
toroidal structures. Using this language, we state a theorem of Abramovich–
Karu, and then discuss some definitions after the theorem.
Theorem 9.1 (Abramovich–Karu [3, Thm. 0.3]). Assume char(k) = 0 and
k = k¯. Let X → B be a surjective morphism of projective varieties over
k, with geometrically integral generic fiber. There exists a diagram as in
(3.1) with X ′ a projective variety, B′ nonsingular, f a projective alteration,
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p a projective strict modification, π′ a toroidal morphism, and all of the
geometric fibers of π′ equidimensional and reduced.
A toroidal structure on a normal variety X is an open subset UX ⊆ X,
such that for each x ∈ X, there is a toric variety Xσx , a point s ∈ Xσx
and an isomorphism ÔX,x ∼= ÔXσx ,s that maps the ideal of X − UX to the
idea of Xσx − Tσx where Tσx is the torus of Xσx . In other words, it is a
variety together with an open set that e´tale locally looks like a toric variety
together with its embedded torus. A toroidal morphism is defined in the
obvious way (see e.g. [3, Def. 1.3, p.247]). We direct the reader to [3, p.45]
for the definition of a strict modification; we note that in the case that
X → B is flat, p will be a projective modification.
It is mentioned in [3, Rem. 1.1] that it may also be possible to address
simultaneous semi-stable reduction using the language of log-structures,
rather than toroidal morphisms. We also direct the reader to [1], which
addresses the case of schemes over fields that are not algebraically closed.
We conclude with the remark that roughly speaking, the theorem says that
simultaneous semi-stable reduction is possible if one allows for toric singu-
larities.
10. (Semi-)stable reduction for singularities
We now consider the (semi-)stable reduction problem locally and focus
on singularities. The Mumford et al. Semi-stable Reduction Theorem for
one-parameter families ensures the existence of a semi-stable reduction for
(generically smooth) one-parameter families of singularities. The extensions
to higher dimensional bases due to Abramovich–Karu establish a certain
form of existence in the simultaneous case. Consequently, the problem we
will consider here is describing in more detail semi-stable reductions for
specific singularities.
Singularities of type ADE will appear frequently in what follows. Recall
that these are the singularities (of dimension n − 1, n ≥ 2) defined by the
polynomials:
fAk = x
k+1
1 + x
2
2 + . . .+ x
k
n k ≥ 1
fDk = x1(x
k−2
1 + x
2
2) + x
2
3 + . . .+ x
2
n k ≥ 4
fE6 = x
4
1 + x
3
2 + x
2
3 + . . .+ x
2
n
fE7 = x2(x
3
1 + x
2
2) + x
2
3 + . . .+ x
2
n
fE8 = x
5
1 + x
3
2 + x
2
3 + . . .+ x
2
n.
10.1. Local stable reduction for curve singularities. In this section
we discuss some recent work of Hassett [73] on local stable reduction for
isolated, locally planar singularities. The main results are descriptions of
the tails arising in the stable reduction process for curves.
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10.1.1. Preliminaries on local stable reduction. A local stable reduction of
an isolated, plane curve singularity (Xo, x) is defined as follows. We consider
π : X → B
a one-parameter smoothing of (Xo, x), withXo = π
−1(o) for some o ∈ B; one
can obtain such a smoothing by observing that the singularity (Xo, x) will
arise on some plane curve, and the Hilbert scheme containing that curve is a
projective space with generic point parameterizing a smooth curve. We then
perform semi-stable reduction following Mumford et al. to obtain X˜ → B˜,
where the central fiber is in nc position. Set p : X˜ → B˜×B X. Finally, take
the log canonical model of (X˜, X˜o) relative to the morphism p.
We will denote the resulting family by Xc → B˜; this is called the local
stable reduction of the family X → B. Note that Xc agrees with B˜×BX
away from the central fiber. By construction, the local stable reduction
provides a local picture of the stable reduction for a one-parameter family
of curves degenerating to a curve with a singularity (Xo, x).
We now review the definition of the tail of the local stable reduction. The
central fiber of Xc → B˜, which we will denote Xco , can be decomposed as
Xco = X
ν
o ∪XTo , where Xνo is the normalization of Xo and XTo := Xco −Xνo .
To fix notation, setXνo ∩XTo = {p1, . . . .pb} where b is the number of branches
of Xo. The pair (X
ν
o , {p1, . . . , pb}) depends only on Xo and not on the choice
of smoothing. On the other hand, the pair (XTo , {p1, . . . , pb}) may depend
on the smoothing, and we call this the tail of the local stable reduction
of the family X → B.
10.1.2. A result of Hassett. We now mention Hassett’s result that the tails
arising in this process form subvarieties of the moduli space of curves. We
will use the notation Mg,(n) for the moduli space of stable curves of genus
g, with n unordered marked points.
Proposition 10.1 (Hassett [73, Prop. 3.2, p.176]). Let (Xo, x) be a plane
curve singularity with b branches. Let TXo be the set of tails obtained from
the local stable reduction of each smoothing of Xo. The tails are connected,
all of the same arithmetic genus γ, and TXo is naturally a (reduced) sub-
scheme of Mγ,(b).
In order to describe the subscheme TXo in more detail, Hassett consid-
ers the problem of deforming the pairs (SpecC[[x, y]],Xo). He considers
a process similar to that in the construction of the local stable reduction,
performing semi-stable reduction for the pair (SpecC[[x, y]],Xo) and then
taking a log-canonical model. His results give explicit descriptions of tails
that arise in stable reduction for a wide class of singularities, including the
classes known as toric and quasi-toric singularities (which include ADE
singularities). For the sake of space, we restrict to the special case of An
singularities.
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Theorem 10.2 (Hassett [73, Thm. 6.2,6.3, p.185-6]). Suppose that (Xo, x)
is a plane curve singularity of type An. Then the scheme TXo is irreducible.
(1) If n = 2k, then TXo is the closure of the locus of hyperelliptic curves
of genus k, with a marked Weierstrass point in Mk,1.
(2) If n = 2k + 1, then TXo is the closure of the locus of hyperelliptic
curves of genus k with two conjugate marked points (i.e. interchanged
by the hyperelliptic involution) in Mk,(2).
Remark 10.3. One application of these results is to the Hassett–Keel pro-
gram. More precisely, the results can be used to provide a description of
resolutions of rational maps among various moduli spaces that arise in the
program. We direct the reader to [39, §4.2] for more discussion (see also
§8.5 above).
10.2. Simultaneous resolution for simple surface singularities and
the Weyl cover. We now turn our attention to surface singularities, again
over C. While in general one would consider questions of semi-stable reduc-
tion, for surface singularities of type ADE there is a result due to Brieskorn–
Tyurina that one may in fact find simultaneous resolutions of singularities.
First let us recall what is meant by a simultaneous resolution of singu-
larities. Let π : X → B be a flat morphism of schemes. A simultaneous
resolution of singularities of π is a commutative diagram
X ′
p−−−−→ X
π′
y πy
B B
such that p is proper, π′ is smooth, and for every b ∈ B, the induced
morphism X ′b → Xb is birational; i.e. it is a coherent way of resolving the
singularities of the fibers of π.
Let us now make the following observation ([90, Exa. 4.27, p.128]): If B is
a curve, and π is smooth over B−{o} for some o ∈ B, then π does not admit
a simultaneous resolution if Xo is a reduced curve, or dimXo ≥ 3 and Xo
has at worst isolated hypersurface singularities (see also Kolla´r–Shepherd-
Barron [91] for more on surfaces singularities and Friedman [57] for more on
threefolds). With this in mind, Brieskorn’s theorem on surface singularities
becomes quite surprising.
Theorem 10.4 (Brieskorn–Tyurina). Let π : (X,x)→ (B, o) be a flat mor-
phism of germs of singularities such that fiber (Xo, x) is an ADE surface
singularity. Then there is a finite, surjective morphism (B′, o′) → (B, o)
such that π′ : X ′ := B′ ×B X admits a simultaneous resolution of singulari-
ties.
We direct the reader to Kolla´r–Mori [90, p.129] for a discussion of a num-
ber of techniques that can be used to prove the theorem, as well as some
references. Brieskorn’s [33] Weyl group cover of the mini-versal deformation
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space of an ADE singularity plays an important role. We briefly review this
now. Let Xo be an ADE singularity of type T (i.e. T = An, Dn or En). Let
BT be a mini-versal deformation space of Xo with discriminant ∆T . Define
WT to be the Weyl group of type T and RT be the corresponding root sys-
tem. Brieskorn shows there exists a Galois cover f : B′T → BT with covering
group WT and ramification locus ∆T such that f
∗∆T is an arrangement of
hyperplanes determined by the root system RT . The hyperplanes are in
one-to-one correspondence with the roots in RT considered up to ±1. The
morphism f : B′T → BT is called the Weyl (group) cover.
Remark 10.5. For surfaces, ADE singularities are exactly the canonical sin-
gularities (see e.g. [90]). Thus this special case is enough to handle surface
singularities in many circumstances. We direct the reader to [91] for a com-
plete description of slc surface singularities.
11. Geometric invariant theory
One way of determining a class of objects that will provide a stable reduc-
tion theorem for a moduli problem is via GIT. Typically, one will rigidify
the moduli problem to obtain a (projective) fine moduli scheme, and then
take the quotient by a reductive group to return to a (projective) scheme
parameterizing isomorphism classes of interest. The GIT semi-stable points
naturally provide a class of objects where a weak form of stable reduction
holds. We call this GIT semi-stable completion (or weak stable reduction
for GIT) and discuss it in more detail in §11.2.
If there are no strictly semi-stable points, then one typically obtains a
stable reduction theorem. Note also that the stability conditions obtained
in this way will depend on the rigidification, as well as the choice of lineariza-
tion. Different choices may lead to different stable reduction theorems. We
discuss this further in §11.5.
11.1. Preliminaries on GIT. Let X be a projective variety over an alge-
braically closed field k. Let G be a linearly reductive algebraic group over
k [105, Def. 1.4, p.26] acting on X, and let L be an ample G-linearized line
bundle on X [105, Def. 1.6, p.30].
For n ∈ N and a section s ∈ H0(X,L⊗n), we set
Xs = {x ∈ X : s(x) 6= 0}.
Recall from [105, Def. 1.7] that the set of semi-stable (resp. stable, resp.
properly stable) points of X, denoted Xss (resp. Xs, resp. Xs0), is the set of
points x ∈ X such that there exists a natural number n and a G-invariant
section s ∈ H0(X,L⊗n)G with s(x) 6= 0 (resp. s(x) 6= 0 and the action
of G on Xs closed, resp. s(x) 6= 0, the action of G on Xs closed, and the
dimension of the stabilizer of x is equal to 0). We denote the orbit of x by
G · x and the stabilizer of x by Gx [105, p.3].
Mumford’s theorem [105, Theorem 1.10] defines the GIT quotient of X
under the group action. It states that there exists a (surjective) universally
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submersive [67, 15.7.8, p.245], G-invariant morphism of k-schemes
φ : Xss → X/ LG
that is a categorical quotient of Xss by the action of G [105, Def. 0.5, p.3].
This satisfies the additional property that if x1 and x2 are closed points
of Xss, then φ(x1) = φ(x2) if and only if G · x1 ∩ G · x2 ∩ Xss 6= ∅ ([105,
p.40]). In particular, the closed points of X/ LG are in bijection with closed
orbits of closed points in Xss. There is an open subset (X/ LG)
◦ ⊆ X/ LG
with the property that Xs0 = φ
−1(X/ LG)
◦ ([105, (1) p.37]), and the induced
morphism
φ◦ : Xs0 → (X/ LG)◦
is a geometric quotient; in particular the fibers over closed points are exactly
the orbits of the closed points of Xs0 (see [105, Def. 0.6, p.4]). It is also shown
that
X/ LG = Proj
(
∞⊕
n=0
H0(X,L⊗n)G
)
(see [105, p.40], [49, Prop. 8.1, p.120]) so that X/ LG is projective.
11.2. Weak stable reduction for GIT. As X/ LG is projective, any map
from the generic point of a DVR to X/ LG extends to the whole DVR. We
now consider the question of lifting such maps from X/ LG to X
ss.
More precisely, let R be a DVR over k, with fraction field K = K(R),
and with residue field κ(R) = k. Let S = SpecR, let η = SpecK be the
generic point, and let s = Specκ(R) be the special point. We will assume
we are given a morphism
f : S → X/ LG,
and we are interested in lifting f to Xss. The following result is often
referred to as semi-stable completion for GIT (Shah [116, Prop. 2.1, p.488],
Mumford [103, Lem. 5.3, p.57]).
Theorem 11.1 (Weak stable reduction for GIT). Let f : S → X/ LG be
a morphism. There exists a finite extension K ′ of K, so that taking R′
to be the integral closure of R in K ′ and setting S′ = SpecR′, there is a
commutative diagram
(11.1) Xss
φ

S′ //
g
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
S
f
// X/ LG.
Moreover, g may be chosen so that g(s′) lies in a closed orbit, where s′ is
the closed point of S′.
The essential point is the universal submersiveness of φ. Indeed, if one
were only to require that S′ → S be a surjective morphism of spectrums of
DVRs (and not necessarily a finite morphism), then the existence of such
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a lift g would follow immediately from the definition of universal submer-
siveness (see e.g. [86, Rem. 3.7.6, p.50] for a well-known converse). The
additional fact that S′ → S can be taken to be finite follows from the proof
of Mumford [105, Lem., p.14].
Remark 11.2. Let us briefly consider weak stable reduction for GIT in the
context of stacks. The analogous statement is that the natural map from the
quotient stack π : [Xss/G]→ X/ LG is universally closed. While this can be
established by modifying the proof of weak stable reduction for GIT, it is also
a consequence of the more general fact that π : [Xss/G]→ X/ LG is a good
(categorical) moduli space ([15, Thm. 4.16 (ii), §13, Thm. 6.6]). Concretely,
given a map f : S → X/ LG and a generic lift gη : SpecK → [Xss/G],
then after a generically finite base change, there is a lift g : S′ → [Xss/G]
extending the pull back of gη. Moreover, one may choose the lift so that the
closed point of S′ is sent to a closed point of [Xss/G] (corresponding to a
closed orbit), and this point is unique (see [17, §2]).
Remark 11.3. Since X/ LG is projective, it follows that [X
ss/G] is univer-
sally closed and of finite type over k (Remark 11.2). It is not always the case,
however, that [Xss/G] is separated. For instance, this will fail if Xss 6= Xs0 ,
as there will be positive dimensional affine stabilizers preventing the diag-
onal from being proper (see also [17, Exa. 2.15]). On the other hand, if
[Xss/G] is separated, it follows that it is also proper. Consequently, if M
is a separated stack representing a moduli problem andM∼= [Xss/G], then
there is a stable reduction theorem for the moduli problem. (See also [17,
Def. 2.1] for the more general notions of weakly separated and weakly proper
morphisms.)
11.3. GIT stable reduction for plane curves. In this section we con-
sider the example of plane quartic curves, worked out by Mumford [105,
Ch.4 §2]. To do this, we start with the associated Hilbert scheme X =
PH0(P2,OP2(4)). There is a natural action of PGL(3) given by change of
coordinates; as is typical, for the sake of simplicity we consider the action of
G = SL(3) instead via the isogeny SL(3) → PGL(3). The Hilbert scheme,
being a projective space, comes equipped with a polarization L = O(1) and
a natural SL(3)-linearization. We set M
GIT
3 to be the GIT quotient
M
GIT
3 := PH
0(P2,OP2(4))/O(1)SL(3) = X/ LG
Using the Hilbert–Mumford index, the following is worked out in [105, p.81-
2] (see also [20, Lem. 1.4]). Let C be a plane quartic corresponding to a
point x ∈ PH0(P2,OP2(4)) = X.
(1) x ∈ Xs0 if and only if C is non-singular, or C has only nodes and
cusps as singularities.
(2) x ∈ Xss −Xs0 if and only if C is a double conic or C has a tacnode.
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(3) x ∈ Xss −Xs0 and has closed orbit if and only if C is a double conic
or C is the union of two conics, at least one of which is non-singular,
and the conics meet tangentially.
While there is not a universal family of curves over M
GIT
3 , there is a
universal family over X, and the weak stable reduction theorem for GIT
implies the following. Given any one-parameter family of plane quartics
over a punctured disk, with fibers of type (1)-(3) above, after a finite base
change, the family can be filled in to a family over the complete disk, with
central fiber of type (1) or (3). Moreover, the isomorphism class of such a
central fiber is determined by the original family over the punctured disk.
11.4. Deligne–Mumford stable reduction revisited. Gieseker’s con-
struction of the moduli space of stable curves as a GIT quotient of a Hilbert
scheme provides another proof of the Deligne–Mumford stable reduction
theorem [63, p.i].
Let g ≥ 2 and ν ≥ 10. Set Hilbg,ν to be the irreducible component of
the Hilbert scheme containing the locus of ν-canonically embedded, genus g,
non-singular curves. Let Hg,ν ⊆ Hilbg,ν be the locus of (Deligne–Mumford)
stable curves. Set N = (2ν−1)(g−1)−1 to be the dimension of ν-canonical
space. The group SL(N+1) acts on Hilbg,ν by change of basis. Gieseker has
shown ([63, Ch.2]) that there exists an SL(N +1)-linearized polarization Λ
on Hilbg,ν such that
(11.2) Hg,ν = (Hilbg,ν)
s
0 = Hilb
ss
g,ν .
Consequently, one obtains Hilbg,ν /ΛSL(N + 1) ∼= Mg [63, Thm. 2.0.2]. A
key point is the fact that a family X → B of (Deligne–Mumford) stable
curves over a scheme B can (after possibly replacing B by an appropriate
open subset) be embedded in PNB as a flat family parameterized by a mor-
phism B → Hilbg,ν (e.g. [63, p.13]). The Deligne–Mumford stable reduction
theorem (over k, and up to the uniqueness statement) follows from (11.2)
and the weak stable reduction theorem for GIT.
11.5. Comparing stability conditions. We now compare the GIT stable
reduction theorems arising from §11.3 and §11.4, and discuss the connection
with the spaces arising in the Hassett–Keel program.
Let us fix a DVR R, and consider a family X → S = SpecR of smooth
plane quartics degenerating to a quartic with a unique singularity, which is
a tacnode (A3). This is a family of GIT semi-stable curves in the sense of
§11.3. However, the central fiber is not a curve with closed orbit, and the
family is not a GIT semi-stable family in the sense of §11.4. The GIT stable
reduction theorem states that after a generically finite base change S′ → S,
one can complete the family in two different ways. In the sense of §11.3, one
can complete the family so that the central fiber is the union of two plane
conics meeting in two points, which are tacnodes (see [76, §3.4]). In the
sense of §11.4, one can complete the family so that the central fiber consists
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of a reducible stable curve obtained as the union of an elliptic curve (the
normalization of the tacnodal quartic) attached to another elliptic curve
(the tail; also called an elliptic bridge) at two points.
In short, on the one hand, we are requiring the central fiber to be a plane
quartic. On the other, we are requiring the central fiber to be a nodal curve
(with finite automorphisms). Both conditions give a “weak” stable reduction
theorem, albeit with very different central fibers. We direct the reader to
Hassett–Hyeon [75, 74] for more discussion of GIT stability of curves with
respect to different rigidifications, and linearizations. See also Smyth [119],
Alper–Smyth–van der Wyck [17] and Alper–Smyth [16] for a stack theoretic
approach to this type of problem.
In terms of the Hassett–Keel program (see §8.5), the space MGIT3 of
§11.3 is the space M3(17/28) [76] (and M3 = M3(1)). The spaces are
birational, as both contain dense open subsets corresponding to smooth,
non-hyperelliptic curves. In fact, the family of curves over the subset U cor-
responding to non-singular curves with trivial automorphism group induces
a rational map M
GIT
3 99KM3. Resolving this map is closely related to the
simultaneous stable reduction for curves with ADE singularities, discussed
in §8.5 (see [38, §8] and [39, Cor. 3.6]).
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