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A NOTE ON THE BINARY ADDITIVE DIVISOR
PROBLEM
OLGA BALKANOVA AND DMITRY FROLENKOV
Abstract. In this note we show that the methods of Motohashi
and Meurman yield the same upper bound on the error term in
the binary additive divisor problem. With this goal, we improve
an estimate in the proof of Motohashi.
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1. Introduction
Let d(n) =
∑
a|n 1. The additive divisor problem is a statement of
the form
(1.1)
M∑
n=1
d(n)d(n+ f) = MT (M, f) + E(M, f),
where MT (M, f) is the main term defined by [7, Eq. 1] and E(M, f)
is an error term. The problem was studied in [1, 2, 3, 4, 6, 7, 9].
In this note we are mainly interested in results of Motohashi [9] and
Meurman [7]. To estimate E(M, f), they used two different methods.
Motohashi followed Kuznetsov’s approach [6] based on the method of
analytic continuation and on spectral decomposition of the left hand
side of (1.1) via the Kuznetsov trace formula. Let α be defined by [9,
Eq. 2.17]. For any ǫ > 0, Motohashi [9, Eq. 2.18] showed that
(1.2)
E(M, f)≪ (M2 +Mf)1/3+ǫ + f 1/8+α/2(M2 +Mf)1/4+ǫ + f 1/2+αM ǫ
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uniformly for 1 ≤ f ≤M2/(1+2α).
Meurman’s proof is completely different; it makes use of Heath-
Brown’s representation for the divisor function [3], the Kuznetsov trace
formula and large sieve inequalities. As a result, Meurman [7, Eq. 4]
proved that for any ǫ > 0 one has
(1.3) E(M, f)≪ (M2 +Mf)1/3M ǫ+
(M2 +Mf)1/4M ǫmin
(
M1/4, f 1/8+α/2
)
uniformly for 1 ≤ f ≤M2−ǫ.
Note that in the range 1 ≤ f ≤ M2/(1+4α) estimates (1.2) and (1.3)
are the same. However, when f ≥ M2/(1+4α) estimate (1.3) is better
than (1.2).
The two considered methods can be applied to study a wide variety
of problems in analytic number theory. Therefore, it is important to
understand if one approach is better than another.
In case of the binary additive divisor problem, we show that the
methods of Motohashi and Meurman are equally good and yield the
same estimates in all ranges. With this goal, we analyze the proof of
Motohashi and identify steps that can be taken to sharpen (1.2).
2. Analysis of Motohashi’s proof
We keep notations of [9]. According to [9, Eq. 5.3 and Theorem 3]
the error term in the additive divisor problem can be decomposed into
continuous, discrete and holomorphic spectra
E∗(M ; f)−E∗(M/2; f) = e1(M ; f)+e2(M ; f)+e3(M ; f)+O(δM1+ǫ),
where
e1(M ; f) =
√
f
π
∫ ∞
−∞
f−irσ2ir(f)|ζ(1/2 + ir)|4
|ζ(1 + 2ir)|2 Θ(r;W )dr,
e2(M ; f) =
√
f
∞∑
j=1
αjtj(f)H
2
j (1/2)Θ(κj;W ),
e3(M, f) =
√
f
4
∞∑
k=6
∑
j≤θ(k)
(−1)kαj,ktj,k(f)H2j,k(1/2)Ξ0(k − 1/2;W ).
It was proved in [9, Eq. 5.18, 5.19] that for any ǫ > 0 and M ≤ f <
M2−ǫ one has
e1(M ; f), e3(M ; f)≪ f 1/2+ǫ.
The largest contribution to the error term comes from the discrete
spectrum e2(M ; f).
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The main observation is that the estimate of the first summand in
[9, Eq. 5.20] is not sharp. In order to obtain an improvement it is
sufficient to optimize [9, Eq. 5.10] by proving a better estimate for the
following integral
(2.1)
Λ(r, Z) =
Γ2(1/2 + ir)
Γ(1 + 2ir)
∫ ∞
0
g (a/y)
y3/2−ir
F
(
1
2
+ ir,
1
2
+ ir, 1 + 2ir;−y
)
dy,
where a = 1/Z = f/M . Note that g(x) is a smooth characteristic
function of the interval [1/2; 1], see [9, p. 561] for details. Furthermore,
[9, Theorem 3] provides the relation between two functions
(2.2) Θ(r;W ) =
1
2
ℜ
((
1 +
i
sinh(πr)
)
Λ(r, Z)
)
.
3. The main estimate
The main result of this section is the upper bound for Λ(r, Z) .
Lemma 3.1. One has
(3.1) |Λ(r, Z)| ≪ Z(log r + | logZ|) + Z3/2r.
The proof of Lemma 3.1 is based on the following estimate.
Lemma 3.2. For r ≫ 1 one has
(3.2) I :=
1
2πi
∫ +∞
−∞
Γ2(−1/2 + i(r + t))Γ(1− it)
Γ(i(2r + t))
y−1+itdt≪ r
y
.
Proof. We start with estimating the integral I by absolute values. The
first gamma function can be estimated using [10, Eq. 5.5.1, 5.4.4] as
follows
∣∣Γ2(−1/2 + i(r + t))∣∣ = ∣∣∣∣ Γ2(1/2 + i(r + t))(−1/2 + i(r + t))2
∣∣∣∣ =
π
|−1/2 + i(r + t)2|2 cosh π(r + t) ≪
1
(1 + (r + t)2) coshπ(r + t)
.
Furthermore, by [10, Eq. 5.4.3] one has
|Γ(i(2r + t))| =
√
π
(2r + t) sinh π(2r + t)
.
Finally, [10, Eq. 5.5.1, 5.4.3] yield
|Γ(1− it)| = | − itΓ(−it)| = | − it|
√
π
t sinh πt
≪
√
t
sinh πt
.
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To sum up, we proved that
|I| ≪ 1
y
∫ ∞
−∞
√
(2r + t) sinh π(2r + t)
(1 + (r + t)2) cosh π(r + t)
√
t
sinh πt
dt.
The last integral can be decomposed into the sum of seven parts as
follows∫ ∞
−∞
=
∫ ∞
1
+
∫ 1
−1
+
∫ −1
−r+1
+
∫ −r+1
−r−1
+
∫ −r−1
−2r+1
+
∫ −2r+1
−2r−1
+
∫ −2r−1
−∞
so that
|I| ≪ 1
y
7∑
i=1
Ii.
Outside the intervals 2, 4, 6 the hyperbolic functions under the integral
can be majorated by
exp
(π
2
|2r + t| − π|r + t| − π
2
|t|
)
.
Note that
∣∣∣∣r + t2
∣∣∣∣− |r + t| − 12 |t| =


−t t > 0
0 −r < t < 0
2r + 2t −2r < t < −r
t t < −2r
.
The largest contribution to I comes from I2, I3 and I4. Estimating the
integral I2, we find
I2 ≪
∫ 1
−1
|2r + t|1/2|2 + t|1/2
1 + (r + t)2
dt≪ r−3/2.
The integral I3 is bounded by
I3 ≪
∫ −1
−r+1
|2r + t|1/2|t|1/2
1 + (r + t)2
dt≪ r1/2
∫ r−1
1
t1/2
1 + (r − t)2dt≪
r1/2
∫ r−1
1
t1/2
(r − t)2dt = r
1/2
∫ r−1
1
(r − y)1/2
y2
dy ≪
r1/2
(∫ r/2
1
r1/2
y2
dy +
∫ r−1
r/2
(r − y)1/2
y2
dy
)
≪ r.
The integral I4 can be estimated as follows
I4 ≪
∫ −r+1
−r−1
|2r + t|1/2|t|1/2
1 + (r + t)2
dt≪ r.
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Finally,
|I| ≪ 1
y
7∑
i=1
Ii ≪ 1
y
(I2 + I3 + I4)≪ r
y
.

Corollary 3.3. One has
(3.3)
Γ2(1/2 + ir)
Γ(1 + 2ir)
F
(
1
2
+ ir,
1
2
+ ir, 1 + 2ir;−y
)
dy =
y−1/2−ir (log y + 2ψ(1)− 2ψ(1/2 + ir)) +O
(
r
y
)
,
where ψ(s) = Γ′(s)/Γ(s) is the logarithmic derivative of the Gamma
function.
Proof. The Mellin-Barnes representation yields
(3.4)
Γ2(1/2 + ir)
Γ(1 + 2ir)
F
(
1
2
+ ir,
1
2
+ ir, 1 + 2ir;−y
)
dy =
1
2πi
∫
(c)
Γ2(1/2 + ir + s)Γ(−s)
Γ(1 + 2ir + s)
ysds,
where −1/2 < c < 0.
Moving the contour of integration to c = −1 and letting s := −1+it,
one obtains
(3.5) y−1/2−ir (log y + 2ψ(1)− 2ψ(1/2 + ir))+
1
2πi
∫ +∞
−∞
Γ2(−1/2 + i(r + t))Γ(1− it)
Γ(i(2r + t))
y−1+itdt.
The assertion follows by estimating the integral above using Lemma
3.2. 
Since g(x) is not an oscillatory function, Lemma 3.1 is proved by
replacing everything in (2.1) by absolute values and applying Corollary
3.3.
Using inequality (3.1) instead of [9, Eq. 5.10] gives significant im-
provement in estimating e2(M, f) when f > M
2/(1+4α), as we now
show.
Theorem 3.4. For any ǫ > 0 and M2/(1+4α) < f < M2−ǫ one has
(3.6) e2(M, f)≪ f ǫ
(
f 1/4M1/2 + δ−1/2f 1/2
)
.
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Proof. First, we consider the sum over κj ≤
√
f/M = Z−1/2. It follows
from (2.2), (3.1) that for such κj one has
Θ(κj ;W )≪ |Λ(κj, Z)| ≪ Zf ǫ.
There are two ways to obtain an upper bound for the average∑
κj≤
√
f/M
αjtj(f)H
2
j (1/2).
On the one hand, using |tj(f)| ≪ fα and [8, Theorem 2] one has∑
κj≤
√
f/M
αjtj(f)H
2
j (1/2)≪
f 1+α+ǫ
M
.
On the other hand, the Cauchy-Schwarz inequality, Kuznetsov’s bound
[5], [9, Eq. 2.1] and [8, Theorem 5] imply that∑
κj≤
√
f/M
αjtj(f)H
2
j (1/2)≪
√√√√ ∑
κj≤
√
f/M
αjtj(f)2
∑
κj≤
√
f/M
αjH4j (1/2)≪
√
f
M
+ f 1/2+ǫ
√
f
M
f ǫ ≪ f
3/4+ǫ
M1/2
.
Therefore,
A :=
√
f
∑
κj≤
√
f/M
αjtj(f)H
2
j (1/2)Θ(κj;W )≪
Mf ǫ√
f
∑
κj≤
√
f/M
αjtj(f)H
2
j (1/2)≪
Mf ǫ√
f
f
M
min
(
f 1/4, fα
√
f/M
)
.
Note that when f > M2/(1+4α), one has
min
(
f 1/4, fα
√
f/M
)
= f 1/4 and A≪
√
Mf 1/4+ǫ.
For the sum over κj >
√
f/M we apply estimates of Motohashi, prov-
ing that
e2(M, f)≪M1/2f 1/4+ǫ + (Mf)1/4
(
M1/4 + δ−1/2f 1/4M−1/4
)
M ǫ ≪
f ǫ
(
f 1/4M1/2 + δ−1/2f 1/2
)
.

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As a consequence of Theorem 3.4 and [9, Eq 5.3, 5.18, 5.19], for
M2/(1+4α) < f < M2−ǫ one has
E∗(M)− E∗(M/2)≪ f 1/2+ǫ + (δM + δ−1/2f 1/2 + f 1/4M1/2)f ǫ.
By making equal the two summands, the optimal choice of parameter
δ turns out to be
δ =
f 1/3
M2/3
.
Therefore, for M2/(1+4α) < f < M2−ǫ
(3.7) E∗(M)− E∗(M/2)≪ f ǫ(f 1/3M1/3 + f 1/4M1/2).
This implies that bounds (3.7) and (1.3) are equal when f > M2/(1+4α).
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