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Abstract—In this paper, we propose a generalized write
channel model for bit-patterned media recording by considering
all sources of errors causing some extra disturbances during
write process, in addition to data dependent write synchronization
errors. We investigate information-theoretic bounds for this new
model according to various input distributions and also compare
it numerically to the last proposed model.
I. INTRODUCTION
Magnetic recording channels have been one of the most
important media for data recording due to their capability of
high density recording. There are various ways for magnetic
data storage in such channels, particularly two dimensional
magnetic recording (TDMR) [1]–[3], heat assisted magnetic
recording (HAMR) [4], microwave assisted magnetic recording
(MAMR) [5] and bit-patterned media recording (BPMR) [6].
BPMR, as the recent method for this aim, offers some extra
merits to this process such as high density recording as a result
of its improved thermal stability [7]. However, some errors
exclusive to these media are always a matter of concern partic-
ularly in read back process [8]. There are a number of different
factors causing write errors, especially in bit-patterned media
recording. One of these popular factors is the problem of write
synchronization errors [7], which is detrimental during writing
process since it necessitates the write pulses to be synchronized
with the discrete and predetermined position of bits [9].
In [10], write failure analysis was presented based on two
main sources of errors occurring in bit-patterned media, and
was proved that written-in errors could stem from exceeding
shift of writing window due to increasing switching field of
the grain, and the poor head field which is lower than the
switching field. While, the former results in a data-dependent
error, relating to the intended recorded bit, the latter contributes
to a random error without any dependency on the last written
data. Therefore, it is expected to confront an extra failure error
during writing process, which does not just depend on the
last written bit as in the channel proposed in [11], based on
both substitution-like and insertion-deletion errors. In [9] and
[12], the binary symmetric channel was proposed as the write
channel, where inserted random bit is considered as an error
in such media.
Our work: In this paper, we introduce a more general write
channel model by considering a binary noise and attempt to
find information-theoretic bounds for this channel according
to the rule of writing.
The characteristics of magnetic materials necessitate some
special features to be considered. According to the high
coercivity of some magnetic materials, a strong magnetic field
is needed to record data on the disk. When data is recorded,
the amount of magnetization that remains after magnetic field
is removed would be important to ensure the stability of
recording data on the disk.
In pre-patterned media, there is recorded data, before writ-
ing the desired bits on the media. The insufficient head field
is one of the most important factors involved in write errors
[13]. As a matter of fact, the current written bit’s magnetic
field must be large enough to dominate the reversal field of
the bit which is intended to be written on the next place. On
the other hand, the head field must be small enough to avoid re-
magnetization of the last written bit , that is due to the fact that
when the previous written bit is influenced by the head field
of the next bit, its polarity could become reversed and since
adjacent magnetic domains could have opposite polarities, the
flux reversal might occur while moving from one domain to
the next, and may finally result in a few write errors.
The noise in magnetic recording can occurr at any stage of
this process. Important factors contributing to noise creation
are heads, electronics and media. Magnetic head could make
random noise as any other electrically resistive component
does. Another source of error is due to the media and the
impurities in magnetic material and the variation in the particle
size, etc. In addition, during the write process if the magnetic
properties of the material are poor, the permanent errors could
be seen.
To sum up, it seems necessary to consider an extra source
of error. Particularly, when the applied head field is smaller
than the switching field of the current grains , this bit will be
missed and therefore, the prerecorded bit or the last written bit
will be recorded in the current position. Hence, this new write
channel model will be a generalized version of write channel
model in [11]. In a particular case, if we eliminate the effect
of this extra binary noise, the model in [11] will be achieved.
Notations: In this paper, all the random variables are shown
in capital letters X ,Y,Z,W , which are defined as channel
input, output, state and noise, respectively. We also show
random vectors as Y ji =(Yi,Yi+1, ...,Yj), i, j ∈N. The alphabets,
on which the random variables are defined, are shown as
X,Y,Z,W, and we consider the binary set {0,1} for the
alphabet of all random variables. For simplicity, we define
p¯ = 1− p, α¯ = 1−α and ¯β = 1−β as the complements of
real numbers p, α and β , respectively; and h2 (.) denotes the
binary entropy function [14].
Paper organization: The remaining parts of this paper are
organized as follows. The model and main results are explained
in section II. And, section III provides concluding remarks.
II. THE MODEL STATEMENT AND MAIN RESULTS
A. The Model Statement
As it was mentioned before, in [11], a write channel model
was proposed that reflected two main types of errors including
insertion-deletion errors and substitution-like errors. To clarify
these two kinds of errors in one closed relation, the rule of
writing was introduced by the following expression
Yi = Xi−Zi (1)
There are three random variables present in this model, input
(X), output (Y ), and state (Z). It is clear that when Zi = 1 then
Yi = Xi−1 so that the output stems from the previous input,
which might produce an error. In our new model, we add
a binary noise to (1), to describe the extra source of error
explained in (our work). Therefore, the model is expressed as:
Yi = Xi−Zi ⊕Wi, (2)
where Wi shows the binary noise resulting in an extra write
error.
At this stage, we consider the Bernoulli state channel and
attempt to find bounds for the information rate of channel
according to this new proposed model. Here we assume that
state and noise random variables have Bernoulli distributions
with parameter p and α , respectively, and the input Xi, the state
Zi and the noise Wi are mutually independent. Thus, we try to
find some information-theoretical properties of this channel.
Since this channel has memory, we define its capacity as
C (α, p) = lim
n→∞
sup
p{Xn1}
1
n
I (Xn1 ;Y
n
1 ) . (3)
The capacity (3) will be derived in terms of p and α as two
Bernoulli parameters defining the channel. Consider
1
n
I (Xn1 ;Y
n
1 ) =
1
n
H (Y n1 )−
1
n
H (Y n1 | X
n
1 )
(∗)
=
1
n
H (Y n1 )−
1
n
n
∑
i=1
H
(
Yi | X ii−1
)
, (4)
where (∗) is obtained from the rule of writing introduced in
(2). By considering the fact that Yi depends on two random
variables Zi and Wi, with Bernoulli distributions as Zi ∼ B(p)
and Wi ∼ B(α), and by expanding the second term in (4), the
following equation is achieved:
H
(
Yi | X ii−1
)
= H (Yi | Xi−1 = Xi = 0)P(Xi−1 = Xi = 0)
+H (Yi | Xi−1 = Xi = 1)P(Xi−1 = Xi = 1)
+H (Yi | Xi−1 = 0,Xi = 1)P(Xi−1 = 0,Xi = 1)
+H (Yi | Xi−1 = 1,Xi = 0)P(Xi−1 = 1,Xi = 0) (5)
After computing each entropy function in (5), and putting them
in (4), the ultimate expression will be derived as follows
1
n
I (Xn1 ;Y
n
1 )=
1
n
H (Y n1 )−
1
n
[
h2 (α)
n
∑
i=1
P{Xi = Xi−1}
+h2 (p+α− 2α p)
n
∑
i=1
P{Xi 6= Xi−1}
]
. (6)
B. An Information Rate Lower Bound
1) i.i.d Input Process: Lower bounds for information rate
can be found by making an assumption about the probability
distribution for input. Therefore, at this stage we assume that
the input is an i.i.d (independent and identically distributed)
process. So due to the binary alphabet of this system, we
consider input distribution as a uniform distribution called i.u.d
(independent and uniformly distributed). The rate derived with
this assumption is known as symmetric information rate (SIR).
If we ignore the data dependence of the noise in the
previously defined channel we can derive a lower bound for
SIR by considering it as a BSC (binary symmetric channel)
with error probability as
Perror=P(Yi 6= Xi)
=P(Zi = 0,Wi = 1)+P(Zi = 1,Wi = 0,Xi 6= Xi−1)
+P(Zi = 1,Wi = 1,Xi = Xi−1) =
p
2
+(1− p)α. (7)
Using (7), we are able to find a straight lower bound for SIR
as follows
Ciud (α, p)≥ 1− h2
( p
2
+(1− p)α
)
= Liud0 (α, p) . (8)
To find a tighter lower bound, we prove the following lemma.
Lemma 1. For the channel model in (2), the following lower
bound is obtained
h2
(
1− p+ 2α p
2
)
−
h2(α)
2
−
h2 (p+α− 2α p)
2
= Liud1 (α,β )
(9)
Proof: By starting with (6) and conditioning the entropy
of output we have
Ciud (α, p)=lim
n→∞
1
n
n
∑
i=1
H
(
Yi |Y i−11
)
−
h2 (α)
2
−
h2 (p+α −2α p)
2
≥ lim
n→∞
1
n
n
∑
i=1
H
(
Yi |Y i−11 ,Xi−1
)
−
h2(α)
2
−
h2(p+α−2α p)
2
.
(10)
Now according to (2), we use the independence of Yi from
the other variables except Xi and Xi−1. So, when Xi−1 is given,
there is no dependency between Yi and Y i−11 . By computing
P(Yi = 0 | Xi−1 = 0) =
P(Yi = 0,Xi−1 = 0)
P(Xi−1 = 0)
=
1
0.5 [P(Wi = 0,Zi = 0,Xi = 0,Xi−1 = 0)
+P(Wi = 1,Zi = 0,Xi = 1,Xi−1 = 0)
+P(Wi = 0,Zi = 1,Xi−1 = 0)] =
(1+ p− 2α p)
2
,
and the other contributing terms of (10), the lemma will be
proved.
Corollary 1: If we put α = 0 in (9), the lower bound in
[11] is obtained.
Corollary 2: As it is evident in Fig. 1, the lower bound
shown in (9) is smaller than the corresponding lower bound
in [11] with regard to the i.u.d. input. This is because we
add an extra noise to this new model so that the lower bound
decreases. In addition, as α increases, the difference between
these two lower bounds grows.
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Fig. 1: Symmetric information rate lower bounds for the new
and last model, with α = 0.05,0.1,0.15,0.2.
2) First Order Markov Input Process : As is evident,
the channel has memory by nature. So, at this part we
assume a memory for input by considering a symmetric first-
order binary Markov process X ∼ M(2)1 (β ) and define it as
P{Xi = 0 | Xi−1 = 1}= P{Xi = 1 | Xi−1 = 0}= β .
Lemma 2. As a result, by starting with (6) and considering
the first order Markov input, a lower bound for the Symmetric
Markov-1 Rate (M1R) is derived as follows:
CM1 (α,β , p) = H (Y )|X∼M(2)1 −βh2 (p+α−2α p)−
¯β h2 (α)
≥ lim
n→∞
1
n
n
∑
i=1
H
(
Yi |Y i−11 ,Xi−1
)
−βh2(p+α−2α p)− ¯β h2(α)
= h2
(
p¯
(
α¯β +α ¯β)+α p)−βh2 (p+α−2α p)− ¯β h2 (α)
= LM11 (α,β , p) . (11)
Proof: As we mentioned before, there is a type of
independence between Yi and Y i−11 when Xi−1 is known. So,
by starting with (10), we need to compute H (Yi | Xi−1 = 0).
For instance, one of the involved terms in H (Yi | Xi−1 = 0) is
derived as:
P(Yi = 1 | Xi−1 = 0)=P(Wi = 0,Zi = 0,Xi = 1 | Xi−1 = 0)
+P(Wi = 1,Zi = 0,Xi = 0 | Xi−1 = 0)
+P(Wi = 1,Zi = 1,Xi−1 = 0 | Xi−1 = 0)
= p¯
(
α¯β +α ¯β)+α p, (12)
so, the proof is completed.
Corollary 3: By substituting α = 0 in (11), the lower bound
in [11] is obtained.
C. An Information Rate Upper Bound
1) i.i.d Input Process: By using the fact that the value of
entropy function is not higher than unity, we can achieve one
of the straight upper bounds for the SIR, implied by (6) as
follows
Ciud (α, p)≤ 1−
h2(α)
2 −
h2(p+α− 2α p)
2 =U
iud
0 (α, p) (13)
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Fig. 2: Symmetric information rate upper bounds of the new
and last model, with α = 0.05,0.1,0.15,0.2.
Lemma 3. The further upper bound of SIR for channel model
in (2) is obtained as follows:
h2
(
(1− pp¯)(1+ 2α (α− 1))+ (1+ pp¯)(2α (1−α))
2
)
−
h2 (α)
2
−
h2 (p+α− 2α p)
2
=U iud1 (α, p) (14)
Proof: Consider
Ciud(α, p)≤ lim
n→∞
1
n
n
∑
i=1
H(Yi |Yi−1)−
h2(α)
2
−
h2(p+α−2α p)
2
, (15)
one of the involved terms in (15) is P(Yi = 1 | Yi−1 = 1),
therefore, we can expand it as follows:
P(Yi = 1 |Yi−1 = 1) =
1
0.5
×[P(Wi = 0,Zi = 0,Xi = 1,Wi−1 = 0,Zi−1 = 0,Xi−1 = 1)
+P(Wi = 0,Zi = 0,Xi = 1,Wi−1 = 0,Zi−1 = 1,Xi−2 = 1)
+P(Wi = 0,Zi = 0,Xi = 1,Wi−1 = 1,Zi−1 = 0,Xi−1 = 0)
+P(Wi = 0,Zi = 0,Xi = 1,Wi−1 = 1,Zi−1 = 1,Xi−2 = 0)
+P(Wi = 0,Zi = 1,Wi−1 = 0,Zi−1 = 0,Xi−1 = 1)
+P(Wi = 0,Zi = 1,Xi−1 = 1,Wi−1 = 0,Zi−1 = 1,Xi−2 = 1)
+P(Wi = 0,Zi = 1,Xi−1 = 1,Wi−1 = 1,Zi−1 = 1,Xi−2 = 0)
+P(Wi = 1,Zi = 0,Xi = 0,Wi−1 = 0,Zi−1 = 0,Xi−1 = 1)
+P(Wi = 1,Zi = 0,Xi = 0,Wi−1 = 0,Zi−1 = 1,Xi−2 = 1)
+P(Wi = 1,Zi = 0,Xi = 0,Wi−1 = 1,Zi−1 = 0,Xi−1 = 0)
+P(Wi = 1,Zi = 0,Xi = 0,Wi−1 = 1,Zi−1 = 1,Xi−2 = 0)
+P(Wi = 1,Zi = 1,Xi−1 = 0,Wi−1 = 0,Zi−1 = 1,Xi−2 = 1)
+P(Wi = 1,Zi = 1,Wi−1 = 1,Zi−1 = 0,Xi−1 = 0)
+P(Wi = 1,Zi = 1,Xi−1 = 0,Wi−1 = 1,Zi−1 = 1,Xi−2 = 0)]
=
(1+ pp¯)(1+2α (α−1))+(1− pp¯)(2α (1−α))
2
, (16)
therefore, the upper bound in (14) is obtained.
Corollary 4: Choosing α = 0 in (14), the upper bound in
[11] is achieved.
Corollary 5: As a comparison between these two models in
terms of upper bound, Fig. 2 illustrates how the upper bounds
vary by changing the values of α in these models. According to
Fig. 2, it can be observed that this new model offers the smaller
upper bound for SIR. This is mainly because of considering the
extra source of error in this channel. The graph also indicates
that as α increases, the upper bound diminishes. Thus, in
practice the smaller values of α are considered.
2) First Order Markov Input Process: Again, using the fact
that entropy is never higher than unity a straight forward upper
bound is derived as follows:
CM1(α,β , p)≤ 1−β h2(p+α−2α p)− ¯β h2(α)=UM10 (α,β , p) .
(17)
Lemma 4. The further upper bound is as follows:
h2
((
¯β + 2β 2pp¯)(α¯2 +α2)+ 2αα¯β (p2 + p¯2 + 2 ¯β pp¯))
−β h2 (p+α− 2α p)− ¯βh2 (α) =UM11 (α,β , p) . (18)
Proof: Consider
CM1(α,β , p)≤ lim
n→∞
1
n
n
∑
i=1
H(Yi |Yi−1)−βh2(p+α−2α p)− ¯βh2(α) ,
One of the contributing terms in H (Yi | Yi−1) is derived as
follows:
P(Yi = 0 | Yi−1 = 0) =
P(Yi = 0,Yi−1 = 0)
P(Yi−1 = 0)
, (19)
where the nominator of this relation is extended based on the
different states on Table I.
If we assume an arbitrary value such as 0.5 for the
probabilities of assigning initial values (0 or 1) to the input,
and consider Xi, Zi and Wi are independent of one another, we
can find the value of P(Yi = 0) as follows:
P(Yi = 0) = P(Wi = 0,Zi = 0,Xi = 0)
+P(Wi = 0,Zi = 1,Xi−1 = 0)+P(Wi = 1,Zi = 0,Xi = 1)
+P(Wi = 1,Zi = 1,Xi−1 = 1) =
1
2
. (20)
Considering the Markov input process, we have
P(Xi=0,Xi−2=0) = P(Xi−2=0)P(Xi=0 |Xi−2=0) , (21)
TABLE I: Various states resulting in Yi = 0 and Yi−1 = 0.
Yi = 0 Yi−1 = 0
State Wi Zi Xi Xi−1 Wi−1 Zi−1 Xi−1 Xi−2
1 0 0 0 0 0 0
2 0 0 0 0 1 0
3 0 0 0 1 0 1
4 0 0 0 1 1 1
5 0 1 0 0 0 0
6 0 1 0 0 1 0
7 0 1 0 1 0 1
8 0 1 0 1 1 1
9 1 0 1 0 0 0
10 1 0 1 0 1 0
11 1 0 1 1 0 1
12 1 0 1 1 1 1
13 1 1 1 0 0 0
14 1 1 1 0 1 0
15 1 1 1 1 0 1
16 1 1 1 1 1 1
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Fig. 3: Gap between lower and upper bounds for SIR derived in
(9) and (14), and previous write channel model was introduced
in [11].
where
P(Xi = 0 | Xi−2 = 0) = ¯β 2 +β 2. (22)
By substituting the results of TABLE I, (20) and (22) into (19),
the lemma will be proved.
Corollary 6: Choosing α = 0 in (18), the upper bound in
[11] according to Markov-1 input distribution is achieved.
D. The Gap Between Lower and Upper Bounds
The gap between bounds of SIR in the new and the previous
models is introduced as follows:
Gapnew=U iud1 (α, p)−Liud1 (α, p)
=h2
(
(1− pp¯)(1−2α (α− 1))+(1+ pp¯)(2α (1−α))
2
)
−h2
(
1− p+ 2α p
2
)
, (23)
Gapold =h2
(
1− pp¯
2
)
− h2
(
1− p
2
)
. (24)
Since the capacity for such channels is still unknown, it is
worth reaching to a smaller gap between the lower and upper
bounds. As it is evident in Fig. 3, gap is widening as p
increases, this is due to the fact that a larger value of p
results in a higher probability of error, because, this parameter
presents the probability of dependency of each bit on its
previous written bit, which can act as a source of error in such
a channel. To explore the advantages that this new channel
model offers, we can compare the derived gap in (23) with
the gap shown in (24). Fig. 3 illustrates the fact that in spite
of the smaller lower bound, this new write channel model is
closer to the SIR, due to the smaller gap. By using this new
write channel model we are able to estimate an expression for
SIR in terms of lower and upper bounds with lower probability
of error.
III. CONCLUSION
We proposed a new write channel model, which consists
of both media deflections that cause some random errors, and
insertion-deletion, substitution-like errors that come from the
necessity of synchronization. It is evident that this channel is a
generalized version for the model proposed in [11]. As it was
mentioned before, α determines the probability of assigning
1 to Wi, so if α grows to reach 0.5, it would be expected to
encounter a low efficiency channel. Therefore, in practice it is
justified to consider small values for α , in order to achieve the
qualified channel; however, from Fig. 3 it is evident that this
channel can offer the smaller gap even for small values of α .
We also derived some information-theoretic properties for
this Bernoulli state channel according to the i.u.d. and Markov-
1 input process and proved that this new model results are the
generalization of the previous model and ultimately, for the
i.u.d input process, it was shown that although we encounter
the smaller lower bound, which is not desired to come close
to the SIR, this model can bring smaller upper bound in order
to approach the SIR since the gap between these bounds are
smaller in this new model, compared with the previous write
channel model. There is a fact that the source of the phase
mismatch between head field and BPMR dot location may
come from both mechanical and process variations where the
former has been discussed to be like a correlated process,
meaning that once it happens, there will be a higher chance for
it to happen in the subsequent dot stream. Thus, in our future
work, we plan to consider Markov state channel model and
analyze the information rate in order to achieve the desirable
results in solving real problems.
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