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Abstract—Considering a heterogeneous network (HetNet) sys-
tem consisting of a macro tier overlaid with a second tier of
small cells (SCs), this paper studies the mean square error
(MSE) based precoding design to be employed by the macro
base station and the SC nodes for multiple-input multiple-
output (MIMO) downlinks. First, a new sum-MSE of all users
based minimization problem is proposed aiming to design a
set of macro cell (MC) and SC transmit precoding matrices
or vectors. To solve it, two different algorithms are presented.
One is via a relaxed-constraints based alternating optimization
(RAO) realized by efficient alternating optimization and relaxing
non-convex constraints to convex ones. The other is via an un-
constrained alternating optimization with normalization (UAON)
implemented by introducing the constraints into the iterations
with the normalization operation. Second, a separate MSE
minimization based precoding is proposed by considering the
signal and interference terms corresponding to the macro tier and
the SCs separately. Simulation results show that the sum-MSE
based RAO algorithm provides the best MSE performance among
the proposed schemes under a number of system configurations.
When the number of antennas at the macro-BS is sufficiently
large, the MSE of the separate MSE-based precoding is found
to approach that of RAO and surpass that of UAON. Together,
this paper provides a suite of three new precoding techniques
that is expected to meet the need in a broad range of HetNet
environments with adequate balance between performance and
complexity.
I. INTRODUCTION
It is widely acknowledged that further improvements in
network capacity are only possible by increasing the node
deployment density [1, 2]. On the other hand, deploying more
macro tiers in already dense networks may be prohibitively
expensive and result in significantly reduced cell splitting
gains due to severe inter-cell interference [3]. Heterogeneous
networks (HetNets) that embed a large number of low-power
nodes into an existing macro network with the aim of offload-
ing traffic from the macro cell to small cells has emerged as a
viable and cost-effective way to increase network capacity [1–
4].
In a typical HetNet consisting of a macro cell (MC) and
several small cells (SCs), the MC serves its user equipments
(UEs) in a large region by a high-power base station (BS),
while each SC serves its UEs in its own coverage region by a
low-power SC node if there is no cooperative transmission be-
tween the BSs and SCs1. Due to the large number of potential
interfering nodes in the network, properly mitigating both the
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1In this paper, SC is also utilized to denote the SC node for simplicity.
inter-cell and intra-cell multiuser interference is a crucial issue
facing HetNet. Interference control (IC) for the interference
networks recently has been intensively studied and applied
in HetNet [5–9], and the coordinated multi-point (CoMP)
transmission is demonstrated to be an effective approach in [5],
including joint processing (JP) and coordinated beamforming
(CB). When the backhaul among the coordinated tiers is able
to share both user data and channel state information (CSI),
the CoMP-JP transmission is shown to provide high spectral
efficiency [8, 9]. However, JP also introduces limitations for
practical implementation due to its needs for high signaling
overhead. On the other hand, with the BSs and SCs cooperated
in the beamformer or precoder level, CB strategies only
require the share of CSI in order to mitigate the cross-tier
interference between the macro cell and co-channel deployed
SCs. Reference [6] has implemented the cross-tier IC with
CB based on a prioritized user selection scheme. Later, a
joint selection based IC is presented to achieve more balanced
performances between the macro cell UEs and the SC UEs [7].
Nevertheless, these schemes with closed-form expressions are
only available in certain cases, such as a two-user multiple-
input multiple-output (MIMO) interference channel.
In practical systems, the design of specific interference
control schemes is subject to various criteria and constraints.
Typically, interference control is formulated as problems that
optimize certain system utility functions, which are directly
associated with the UE rates or mean square error (MSE).
Since the signal-to-noise ratio (SNR) is not so high in the
practical wireless systems, especially at the cell edge, imper-
ative performance improvement in the low and intermediate
SNR region becomes a motivation in the IC scheme design.
In [10], new MSE-based transceiver schemes are designed
through efficient iterative algorithms for the peer to peer
MIMO interference channel. In addition, source and relay
precoding designs based on the MSE criterion in MIMO two-
way relay systems are investigated in [11, 12]. Unfortunately,
due to their differences in network architecture, they may not
be employed directly into the HetNet systems, where there are
hierarchical nodes including BS and SCs and each of them can
transmit to multiple users.
To the best knowledge of the authors, there are no MSE-
based precoding schemes for HetNet in the literature. In this
paper, we develop three new MSE-based precoding schemes
for MIMO downlinks in HetNet systems consisting of a
macro tier overlaid with a second tier of SCs. Collectively,
the proposed precoding schemes form a design toolbox that
is expected to cover a wide spectrum of system needs
ranging from superior precoding performance for systems
2with sufficient computing power to non-iterative precoder
for systems without the need to exchange CSI among cells.
First, the design of transmit precoding matrices and vectors
is tackled by jointly minimizing a sum-MSE of all users
subject to individual transmit power constraints at each cell.
Based on this formulation, two alternating optimization al-
gorithms named relaxed-constraints based alternating opti-
mization (RAO) and unconstrained alternating optimization
with normalization (UAON) are presented, where the RAO
relaxes the non-convex constraints involved to convex ones
first and then employs an alternating optimization technique
to produce the solution, while the UAON is performed by
embedding the constraints into the optimization process via
a normalization step. Motivated by the techniques aimed at
multi-cell time division duplex (TDD) systems [13, 15], next
we develop a low complexity precoding scheme for HetNet
where the precoder in each cell is designed separately without
the need to exchange user data or CSI over the backhaul.
By employing block diagonalization (BD) techniques at the
node side [16], we derive a two-level precoder by a non-
iterative algorithm where different interference thresholds are
utilized to control the relative weights associated with the
interferences for performance enhancement. Moreover, robust
precoding schemes are presented correspondingly with imper-
fect CSI known at each node. Finally, we present results from
numerical experiments for the proposed precoding strategies
under different system configurations as well as a comparison
study on performance in terms of MSE and bit error rate
(BER).
The rest of the paper is organized as follows. The sys-
tem model for the MIMO downlinks in HetNet systems is
described in Section II. In Section III, a new sum-MSE
based precoding scheme for HetNet is proposed and two
implementation algorithms are elaborated. In Section IV, a
separate MSE based precoding algorithm is developed for the
BS and SCs, respectively, and two-level precoders are derived.
Then, robust precoders are designed based on the estimated
channel knowledge in Section V. Simulation results for several
different system configurations are presented in Section VI
to demonstrate the performance of the proposed precoding
techniques. Finally, we draw our conclusions in Section VII.
Notations: We use tr{X},XT , XH and ‖X‖F to denote the
trace, transpose, Hermitian transpose, and Frobenius norm of
matrix X, respectively. The symbol ‖x‖ denotes the 2-norm
of vector x, diag{x} denotes a diagonal matrix with x being
its diagonal, and bd {X1, . . . ,XK} denotes a block diagonal
matrix with the main diagonal blocks as matricesX1, . . . ,XK .
The N × N identity matrix is denoted by IN . Furthermore,
the expectation of a random variable is denoted by E{·}, and
vec{·} denotes a vector composed of all columns of a matrix
in sequence.
II. SYSTEM MODEL
We consider a two-tier network architecture with one cell
consisting of one macro BS, which is overlaid with a dense
tier of S uniformly distributed SCs as shown in Fig. 1. Assume
that the BS and SCs are respectively equipped with NBS and
Users
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Fig. 1: System model for HetNet with SCs deployment.
NSC antennas, while each user is dropped uniformly in the cell
area and processes NUE antennas. Here, each user is uniformly
dropped in the cell area. Based on the maximum reference
signal received power (RSRP) [1], the users served by the
macro BS are assigned to a macro UE (MUE) set, and those
served by the SCs are assigned to a small cell UE (SUE)
set. Suppose the macro BS serves K MUEs with K ≤ NBS
while s-th SC (s ∈ Ω = {1, 2, . . . , S}) serves Ls ≤ NSC
SUEs, thus the MUE and s-th SUE sets can be denoted by
I = {1, 2, . . . ,K} and Js = {1, 2, . . . , Ls}, respectively.
If the BS and SCs apply linear precoding to serve their UEs
during the downlink transmissions, then the received signals
at the i-th (i ∈ I) MUE and j-th (j ∈ Js) SUE in the s-th SC
are given by
y
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respectively, where PBS and PSC represent the average power
at the macro BS and SCs; H(i)B−M and H
(j)
B−S denote the
NBS × NUE channel vectors from the BS to the i-th MUE
and j-th SUE, respectively; H(s,i)S−M and H
(s,j)
S−S denote the
NSC×NUE channel vectors from s-th SC to the i-th MUE and
3j-th SUE, respectively; x(k)BS ∈ CNS×1 and x(s,j)SC ∈ CNS×1
are the complex-valued Gaussian NS transmitted symbol
streams from BS to its k-th MUE and from s-th SC to its own
SUE; W(k)BS and W
(s,j)
SC are the NBS × NS and NSC × NS
precoding matrices, respectively; and n(i)BS and n
(s,j)
SC are the
additive white Gaussian noise vectors with each element of
variance N0. Besides, WBS =
[
W
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BS ,W
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,
G
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√
PBSH
(i)
B−M, G
(j)
B−S =
√
PBSH
(j)
B−S,
G
(s,i)
S−M =
√
PSCH
(s,i)
S−M and G
(t,s,j)
S−S =
√
PSCH
(t,s,j)
S−S
are defined for analysis simplicity. Moreover, the propagation
factor here is defined as the product of a fast fading factor and
an amplitude factor that accounts for geometric attenuation
and shadow fading. For example, h(m1,n1,i)B−M (the (m1, n1)-th
element of H(i)B−M) and h(m2,n2,s,i)S−M (the (m2, n2)-th element
of H(s,i)S−M) in (1) assume the form
h
(m1,n1,i)
B−M =
√
β
(i)
B−Mυ
(m1,n1,i)
B−M
h
(m2,n2,s,i)
S−M =
√
β
(s,i)
S−Mυ
(m2,n2,s,i)
S−M
(3)
where m1 ∈ {1, 2, . . . , NBS}, m2 ∈ {1, 2, . . . , NSC},
n1, n2 ∈ {1, 2, . . . , NUE}; υ(m1,n1,i)B−M ∼ CN (0, 1) and
υ
(m2,n2,s,i)
S−M ∼ CN (0, 1) denote the fast fading coefficients;
and β(i)B−M and β
(s,i)
S−M are the amplitude factors. Because the
geometric and shadow fading change slowly over space, β(i)B−M
and β(s,i)S−M are treated as constants with respect to the index
of the base station antenna, and we can write
β
(i)
B−M = ζBSθBS
(
d
(i)
B−M
)
, β
(s,i)
S−M = ζSCθSC
(
d
(s,i)
S−M
)
(4)
where ζBS and ζSC denote the corresponding penetration loss
that are independent over all the indices [17], and functions
θBS
(
d
(i)
B−M
)
and θSC
(
d
(s,i)
S−M
)
represent the pathloss model at
the BS and the SCs, respectively, where the arguments d(i)B−M
and d(s,i)S−M are the distance between the BS and the i-th MUE
and the distance between the s-th SC and the i-th MUE,
respectively. Similar expressions for the propagation factors
H
(s,j)
B−S andH
(t,s,j)
S−S in (2) can be obtained. We assume that time
division duplex is adopted with channel reciprocity satisfied,
i.e., the propagation factor is the same for both forward and
reverse links and block fading remains constant for a duration
symbols. Hence, exact CSI for the downlinks can be obtained
for both BS and SCs.
From (1), the signal received at MUEs can be expressed as
yBS = G
H
B−MWBSxBS +
S∑
s=1
(
G
(s)
S−M
)H
W
(s)
SCx
(s)
SC + nBS
(5)
where GB−M =
[
G
(1)
B−M,G
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B−M, . . . ,G
(K)
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]
, G
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G
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(s,K)
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]
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(1)
BS;n
(2)
BS ; . . . ;n
(K)
BS
]
and yBS =
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y
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BS ;y
(2)
BS ; . . . ;y
(K)
BS
]
. Similarly, from (2) the
signal received at SUEs of the s-th SC is
y
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W
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SCx
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where G(s)B−S =
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G
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(s,2)
B−S, . . . ,G
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B−S
]
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G
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G
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]
,
n
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n
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SC ;n
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SC
]
and y(s)SC =[
y
(s,1)
SC ;y
(s,2)
SC ; . . . ;y
(s,Ls)
SC
]
.
Assume that the linear receiver is applied at each user, then
xˆ
(i)
BS = R
(i)
BSy
(i)
BS, xˆ
(s,j)
SC = R
(s,j)
SC y
(s,j)
SC , s ∈ Ω (7)
where R(i)BS ∈ CNS×NUE and R(s,j)SC ∈ CNS×NUE are the
receiving filter matrices of MUE i and SUE j in the s-th
SC, respectively. For simplicity, in the rest of the paper (7) is
rewritten as
xˆBS = RBSyBS, xˆ
(s)
SC = R
(s)
SCy
(s)
SC, s ∈ Ω (8)
where RBS = bd
{
R
(1)
BS, . . . ,R
(K)
BS
}
and R(s)SC =
bd
{
R
(s,1)
SC , . . . ,R
(s,Ls)
SC
}
.
III. SUM-MSE MINIMIZATION BASED PRECODING IN
HETNET
In this section, the design of precoding matrices WBS and
W
(s)
SC (s ∈ Ω) is addressed by minimizing the total MSE
(we call it sum-MSE) where each squared error term involves
its corresponding receiver matrix RBS or R(s)SC that can be
performed by the user. This minimization is carried out subject
to average power constraints on WBS and W(s)SC for s ∈ Ω.
Under these circumstances, the precoding design problem can
be cast as a constrained optimization problem
min
WBS,W
(t)
SC
RBS,R
(t)
SC, t ∈ Ω
E
{
‖xˆBS − xBS‖2 +
S∑
s=1
∥∥∥xˆ(s)SC − x(s)SC∥∥∥2
}
(9a)
subject to tr
{
WHBSWBS
}
= 1 (9b)
tr
{(
W
(t)
SC
)H
W
(t)
SC
}
= 1, for t ∈ Ω (9c)
RBS = bd
{
R
(1)
BS, . . . ,R
(K)
BS
}
(9d)
R
(t)
SC = bd
{
R
(t,1)
SC , . . . ,R
(t,Lt)
SC
}
, for t ∈ Ω. (9e)
Let WSC =
[
W
(1)
SC; W
(2)
SC; . . . ; W
(S)
SC
]
and RSC =[
R
(1)
SC,R
(2)
SC, . . . ,R
(S)
SC
]
, and note that the transmission sym-
bols satisfy E {x} = 0, E {xxH} = I, and ‖x‖2 = tr{xxH},
the objective function in (9a) can be rewritten to make its
dependence on WBS and W(s)SC explicit as
f (WBS,WSC,RBS,RSC) = MSEBS +MSESC (10)
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R
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(12)
From (11) and (12) it follows that the sum-MSE is convex
w.r.t WBS and W(t)SC; and that it is also convex w.r.t. RBS
and the matrices in RSC. An essential technical difficulty in
dealing with problem (9) is that both its objective function
and the constraints on average power are nonconvex. In what
follows, we propose an alternating convex optimization (ACO)
technique which turns out to be well suited for the precoding
design problem at hand. Specifically, a significant advantage of
using ACO-based techniques is that all sub-problems involved
are convex, and fast algorithms for their solutions and reliable
software code for implementations are available [18, 19]. In
what follows we present two alternating-optimization based
techniques. The first technique partitions the design variables
into two subsets such that the objective becomes convex with
respect to each subset of variables, and this variable partition-
ing is done while the constraints on average power are relaxed
to their convex counterparts. The second technique carries
out unconstrained alternating optimization with respect to the
above-mentioned two subsets of design variables alternatively,
followed by a simple norm normalization step to satisfy the
requirement on average power.
A. Relaxed-constraints based Alternating Optimization (RAO)
Here we consider a variant of problem (9) by a natural
convex relaxation of the nonconvex constraints in (9b) and
(9c), namely,
min
WBS,W
(t)
SC
RBS,R
(t)
SC, t ∈ Ω
f (WBS,WSC,RBS,RSC)
(13a)
subject to tr
{
WHBSWBS
} ≤ 1 (13b)
tr
{(
W
(t)
SC
)H
W
(t)
SC
}
≤ 1, for t ∈ Ω (13c)
(9d), (9e) (13d)
As (9b) and (9c) impose conditions on the average power at
the BS and SCs, its convex relaxation as seen in (13b) and
(13c) are well justified as it limits the average power at the
BS and SCs to be within the given values. As will become
transparent shortly, this convex relaxation removes the only
obstacle that would otherwise prevent us from applying an
ACO-based technique to the precoding problem.
To solve problem (13), we begin by partitioning the design
variables into two sets, namely X1 = {WBS,WSC} and
X2 = {RBS,RSC}. Note that f (WBS,WSC,RBS,RSC)
in (13a) is convex w.r.t. variable set X1 while variable set
X2 is fixed, and that it is also convex w.r.t. X2 while X1
is fixed. Therefore, it is natural to apply an ACO approach
for the solution of (13), which is outlined as follows. With
variables in X1 fixed, one minimizes convex objective func-
tion f (WBS,WSC,RBS,RSC) w.r.t. variables {RBS,RSC}.
Clearly this is an unconstrained convex problem because
variables {RBS,RSC} are not involved in (13b) and (13c) and
constraints in (13d) can be removed by substituting it into the
objective function. The solution of the above problem, denoted
by X∗2 = {R∗BS,R∗SC}, are then fixed and one minimizes the
convex objective function f (WBS,WSC,R∗BS,R∗SC) w.r.t.
{WBS,WSC} subject to constraints (13b) and (13c). Obvi-
ously this is a constrained convex problem that can be solved
efficiently. Having obtained its solution {W∗BS,W∗SC}, the
next round of ACO starts, and the procedure continues until
a norm of the variations in both variable sets obtained from
the two current consecutive rounds is less than a prescribed
tolerance and the most current {W∗BS,W∗SC,R∗BS,R∗SC} is
taken as the solution of the problem. The technical details of
solving the two convex sub-problems now follow.
1) With X1 fixed: In this case, WBS and WSC are given
and the optimization problem in (13) assumes the form
min
RBS,RSC
f1 (RBS,RSC) (14a)
subject to (9d), (9e) (14b)
Substituting constraints (9d) and (9e) into eq. (10), it follows
(15), where (16). Hence, the global minimizer RBS∗ and R∗SC
can be found by solving
∂f1 (RBS,RSC)
∂R
(i)
BS
= 0,
∂f1 (RBS,RSC)
∂R
(s,j)
SC
= 0 (17)
which gives
R
(i)∗
BS =
(
W
(i)
BS
)H
G
(i)
B−M
(
Ψ
(i)
BS + σ
2
0INUE
)
−1 (18a)
R
(s,j)∗
SC =
(
W
(s,j)
SC
)H
G
(s,s,j)
S−S
(
Ψ
(s,j)
SC + σ
2
0INUE
)
−1 (18b)
with ∀i ∈ I , j ∈ Js and s ∈ Ω. As we can see, the optimal
linear receivers R∗BS and R
(s,j)∗
SC (s ∈ Ω) depend on the
optimal transmit precoding matrices WBS and W(s,j)SC . In this
way, the optimal solution R∗BS and R
(s)∗
SC (s ∈ Ω) for problem
(14) can be easily obtained by (18) based on the assumption
of X1 being fixed.
2) With X2 fixed: In this case, RBS and RSC are fixed,
and the optimization problem in (9) assumes the form
min
WBS,WSC
f2 (WBS,WSC) (19a)
subject to (13b), (13c). (19b)
5f1 (RBS,RSC) =
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2
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H
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(
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G
(s,i)
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Ψ
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(
G
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B−S
)H
WBSW
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G
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W
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(
W
(t)
SC
)H
G
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S−S (16b)
With λ0 and λs (s ∈ Ω) as the Lagrange multipliers associated
with the power constraints, the Lagrangian of problem (19) is
given by [18]
L (WBS,WSC, λ) = f2 (WBS,WSC) + λ0
[
tr
{
WHBSWBS
}
−1] +
S∑
s=1
λs
[
tr
{(
W
(s)
SC
)H
W
(s)
SC
}
− 1
]
(20)
where for notation simplicity we have defined λ =
[λ0, λ1, . . . , λS ]
T
. Given RBS, RSC, λ0 and λs (s ∈ Ω), the
Lagrangian in (20) is minimized if and only if
∂L (WBS,WSC, λ)
∂WBS
= 0,
∂L (WBS,WSC, λ)
∂W
(s)
SC
= 0, s ∈ Ω
(21)
i.e.,
W∗BS = (ΦBS + λ0INBS)
−1
GB−MR
H
BS (22a)
W
(s)∗
SC =
(
Φ
(s)
SC + λsINSC
)
−1
G
(s,s)
S−S
(
R
(s)
SC
)H
. (22b)
where (23). To obtain non-negative multipliers λ0 and λs (s ∈
Ω) in the above equations, we substitute (22) into (20) and
write L (λ) = L (W∗BS,W∗SC, λ). From the complementarity
equalities in the Karush-Kuhn-Tucker (KKT) conditions for
(19), namely
λ0
(
tr
{
WHBSWBS
}− 1) = 0 (24a)
λs
[
tr
{(
W
(s)
SC
)H
W
(s)
SC
}
− 1
]
= 0, s ∈ Ω (24b)
we see that the optimal Lagrange multipliers are either positive
such that the equality constraints in (9b) hold or zeros such that
the constraints in (13b) hold strictly. Recalling that the equality
constraints in (9b) are relaxed to the convex inequalities, we
first assume that all the multipliers are greater than zero so that
the equalities in constraints (13b) hold. This is the same as
stating that taking partial derivative of L w.r.t. λ0 and λs (s ∈
Ω) yields zero values.
Given that ΦBS can be factorized in the
form SHBSDBSSBS where SHBSSBS = INBS and
DBS = diag
{
d
(1)
BS, d
(2)
BS, . . . , d
(NBS)
BS
}
, and that each Φ(s)SC can
be expressed as
(
S
(s)
SC
)H
D
(s)
SCS
(s)
SC, with
(
S
(s)
SC
)H
S
(s)
SC = INSC
and D(s)SC = diag
{
d
(s,1)
SC , d
(s,2)
SC , . . . , d
(s,NSC)
SC
}
, the
Lagrangian L (λ) can be simplified to an explicit expression
in terms of λ0, λ1, . . . , λS , see (51) in Appendix VIII.
Differentiating L (λ) in (51) w.r.t. λ0 and λs (s ∈ Ω) and
setting the results to zero yield
∂L (λ)
∂λ0
=
NBS∑
n=1
a
(n)
BS(
d
(n)
BS + λ0
)2 − 1 ∆= χ0 (λ0) = 0 (25a)
∂L (λ)
∂λs
=
NSC∑
n=1
a
(s,n)
SC(
d
(s,n)
SC + λs
)2 − 1 ∆= χs (λs) = 0, s ∈ Ω
(25b)
where ABS = SHBSGB−MRHBSRBSGHB−MSBS is defined
with its (n, n)-th entry denoted as a(n)BS , and A
(s)
SC =(
S
(s)
SC
)H
G
(s,s)
S−S
(
R
(s)
SC
)H
R
(s)
SC
(
G
(s,s)
S−S
)H
S
(s)
SC is defined with
its (n, n)-th entry denoted as a(s,n)SC . Based on the equations
in (25), we propose a bisection search algorithm to compute
the numerical values of the optimal Lagrange multipliers λs
(s ∈ {0,Ω}). The reader is referred to Algorithm 1 for a step-
by-step description of the search method.
By substituting the optimal λ∗s (s ∈ {0,Ω}) obtained into
(22), the optimal W∗BS,W(s)∗SC (s ∈ Ω) can be calculated
according to (22), where X2 is assumed to be fixed. As
the alternating convex minimization continues, the objective
function in (13a) monotonically decreases that ensures the
algorithms convergence because the objective function is non-
negative hence it is bounded from below. In practice, the
alternating minimization is run sufficient number of times so
as to reach a steady-state hence practically optimal design. The
reader is referred to Algorithm 2 for a step-by-step summary
of the proposed method.
B. Unconstrained Alternating Optimization with Normaliza-
tion (UAON)
As will be demonstrated later in Section VI, the RAO
algorithm described above offers superior performance, but
at the cost of considerable complexity. Below we present
an alternative solution for the sum-MSE problem based on
unconstrained alternating convex optimization combined with
a simple normalization step. More precisely, by relaxing the
6ΦBS = GB−MR
H
BSRBSG
H
B−M +
S∑
s=1
G
(s)
B−S
(
R
(s)
SC
)H
R
(s)
SC
(
G
(s)
B−S
)H
(23a)
Φ
(s)
SC = G
(s)
S−MR
H
BSRBS
(
G
(s)
S−M
)H
+
S∑
t=1
G
(s,t)
S−S
(
R
(t)
SC
)H
R
(t)
SC
(
G
(s,t)
S−S
)H
, s ∈ Ω. (23b)
equality constraints in (9b) to constraints on average power
which are in turn satisfied by normalizing the W¯BS and
W¯
(s)
SC (s ∈ Ω) obtained by minimizing the objective function
without constraints, optimal precoding can be achieved quickly
with reduced complexity relative to that of the RAO algorithm.
The technical details that materialize this approach are given
as follows.
1) With X1 fixed: The optimal R∗BS and R(s)∗SC (s ∈ Ω)
can be acquired in the same way as the constrained alternating
optimization, which results in (18).
2) With X2 fixed: Given RBS and R(s)SC (s ∈ Ω), the
optimization problem becomes
min
WBS,WSC
f2 (WBS,WSC) (26)
where no constraints are imposed. Consequently, the global
minimizer W∗BS,W
(s)∗
SC (s ∈ Ω) are obtained by solving [18]
∂f2 (WBS,WSC)
∂WBS
= 0,
∂f2 (WBS,WSC)
∂W
(s)
SC
= 0, s ∈ Ω
(27)
which yield
W¯BS = Φ
−1
BSGB−MR
H
BS (28a)
W¯
(s)
SC =
(
Φ
(s)
SC
)
−1
G
(s,s)
S−S
(
R
(s)
SC
)H
, s ∈ Ω. (28b)
Then, the normalized optimal solutions are expressed as
W∗BS =
W¯BS√
tr
{
W¯HBSW¯BS
} (29a)
W
(s)∗
SC =
W¯
(s)
SC√(
W¯
(s)
SC
)H
W¯
(s)
SC
, s ∈ Ω. (29b)
The reader is referred to Algorithm 3 for a step-by-step
summary of the proposed method. We remark that although
UAON is much simpler than RAO, the optimal precoder based
on UAON still requires the knowledge about the channels from
the nodes to both MUEs and SUEs.
IV. SEPARATE MSE MINIMIZATION BASED TWO-LEVEL
PRECODING IN HETNET
In Section III, the precoders at the BS and all the SCs are
jointly designed by minimizing the sum-MSE. However, due
to the non-convexity of the objective functions and constraints,
no non-iterative algorithms are available for the precoder
Algorithm 1: Bisection search algorithm
Decide search region: Calculate χs (0) and decide the search
region. If χs (0) > 0, find a λ˜s satisfying χs
(
λ˜s
)
≥ 0 and
then go to the initialization step. Otherwise, output λ∗s = 0 as
the solution.
Initialize: Set λs,min = 0, λs,max = λ˜s and a tolerance ε.
Repeat:
1) Set λs = (λs,min + λs,max)/2;
2) Calculate χs (λs);
3) Update the search region: If χs (λs) ≥ 0, set lower
bound to λs,min = λs. If χs (λs) < 0, set upper bound
to λs,max = λs.
Until: χs (λs,min)−χs (λs,max) < ε (search error is less than
tolerance).
Output: Output λ∗s = (λs,min + λs,max)/2 as the solution.
Algorithm 2: RAO
Initialize: Input initial R(0)BS , R
(s)(0)
SC (s ∈ Ω) and a maximum
number of iterations Niter. Set k = 1.
Repeat:
1) Calculate optimal λ∗s (s ∈ {0,Ω}) in (25) by Algorithm
1;
2) Calculate W(k)BS and W(s)(k)SC (s ∈ Ω) using (22);
3) Calculate optimal R(k)BS and R(s)(k)SC (s ∈ Ω) by substi-
tuting the W(k)BS and W
(s)(k)
SC (s ∈ Ω) obtained in step
1) into (18);
4) Set k = k + 1.
Until: k = Niter.
Output: Output R(Niter)BS , R
(s)(Niter)
SC (s ∈ Ω), W(Niter)BS and
W
(s)(Niter)
SC (s ∈ Ω) as the solution.
Algorithm 3: UAON
Initialize: Set initial R(0)BS , R
(s)(0)
SC (s ∈ Ω) and a maximum
number of iterations Niter. Set k = 1.
Repeat:
1) Calculate W¯(k)BS and W¯(s)(k)SC (s ∈ Ω) using
(28), and normalize them using (29) to obtain
W
(k)
BS ,W
(s)(k)
SC (s ∈ Ω);
2) Calculate optimal R(k)BS and RSC(k)s (s ∈ Ω) by substi-
tuting the W(k)BS and W
(s)(k)
SC (s ∈ Ω) obtained in step
1) into (18);
3) Set k = k + 1.
Until: k = Niter.
Output: Output R(Niter)BS , R
(s)(Niter)
SC (s ∈ Ω), W(Niter)BS and
W
(s)(Niter)
SC (s ∈ Ω) as the solution.
7designs and intensive computation is required. In this section,
a simplified solution procedure is derived based on separate
MSE minimization where block diagonalization techniques
act in the first-level and the second-level precoders at each
node are designed separately. As shown in what follows, the
separate treatment of individual precoders leads to a non-
iterative algorithm.
A. MSE Minimization at the BS
In order to determine the precoding matrix WBS at the BS,
the signal and interference associated with the BS are taken
into account in a way similar to [13]. This leads to
min
WBS,RBS
E
{
‖xˆBS − xBS‖2
}
(30a)
subject to
∥∥GHB−SWBSxBS∥∥2 ≤ γBS (30b)
tr
{
WHBSWBS
} ≤ 1 (30c)
where γBS > 0 is a threshold parameter set to control the rel-
ative interference involved. The item in the objective in (30a)
is the sum of squares of errors seen by the MUEs assuming no
interferences included, i.e., yBS = GHB−MWBSxBS+nBS; and
the item in (30b) is the sum of squares of the interference seen
by the SUEs. By tuning γBS, the BS trades off the beamform-
ing gains for its target MUEs against interference reduction to
the neighboring SUEs. We stress that the objective function
is not jointly convex with respect to all design variables,
but that the induced interference constraint in (30b) and the
average power constraint in (30c) are convex. Certainly, similar
to the RAO proposed in Section III, an iterative algorithm
could provide an optimal solution for (30). To obtain a non-
iterative algorithm, we further simplify (30) by employing BD
technique at the BS side as a first-level precoder. Thereby,
all the inter-MUE interferences are eliminated and each MUE
perceives an interference-free MIMO channel, which means
that problem in (30) can be divided into K independent sub-
problems of the form
min
W
(i)
BS,R
(i)
BS
E
{∥∥∥xˆ(i)BS − x(i)BS∥∥∥2
}
(31a)
subject to
∥∥∥GHB−SW(i)BSx(i)BS∥∥∥2 ≤ γ(i)BS (31b)
tr
{(
W
(i)
BS
)H
W
(i)
BS
}
≤ α(i)BS (31c)(
G¯
(i)
B−M
)H
W
(i)
BS = 0 (31d)
where G¯(i)B−M =
[
G
(1)
B−M, . . . ,G
(i−1)
B−M ,G
(i+1)
B−M, . . .G
(K)
B−M
]
,
i ∈ I ,
K∑
i=1
γ
(i)
BS = γBS and
K∑
i=1
α
(i)
BS = 1 with γ
(i)
BS > 0 and
α
(i)
BS > 0. Here, the BD constraint of (31d) is imposed to
eliminate all inter-MUE interferences. By applying the SVD,
we have G¯(i)B−M = U
(i)
BSZ
(i)
BS
[
V
(i,1)
BS V
(i,0)
BS
]H
, where Z(i)BS is
the diagonal matrix with non-negative singular values as its
diagonal elements, V(i,1)BS contains the singular vectors corre-
sponding to the nonzero singular values and V(i,0)BS consists
of vectors corresponding to the zero singular values. Hence,
V
(i,0)
BS is an orthogonal basis for the null space of G¯
(i)
B−M. For
simplicity, we suppose that W(i)BS =W
(i)
BS,1W
(i)
BS,2 for ∀i ∈ I
with W(i)BS,1 = V
(i,0)
BS to satisfy the BD constraint of (31d). In
this way, we transform our focus from the design of W(i)BS to
that of W(i)BS,2.
Similar to the RAO algorithm, suppose that W(i)BS are
fixed, then the optimal R(i)BS (i ∈ I) can be expressed
as (32). Substituting (32) into the objective function of
(31a), we obtain (33), which means that minimizing MSE is
equivalent to maximizing the term of
∥∥∥∥(G(i)B−M)HW(i)BS
∥∥∥∥
2
F
.
Since transmission symbols satisfy E {x} = 0 and
E
{
xxH
}
= I, the left-hand in (31c) equals to tr
{
Q
(i)
BS
}
,
where Q(i)BS = B
(i)
BSW
(i)
BS,2
(
W
(i)
BS,2
)H
B
(i)
BS with B
(i)
BS =[
G˜
(i)
B−S
(
G˜
(i)
B−S
)H] 12
, where G˜(i)B−S
∆
=
(
W
(i)
BS,1
)H
GB−S
denotes the equivalent channel matrix. Similarly, suppose
that G˜(i)B−M
∆
=
(
W
(i)
BS,1
)H
G
(i)
B−M, then the objective
function becomes (34), where
(
G˜
(i)
B−M
)H (
B
(i)
BS
)
−1
=
P
(i)
BSΣ
(i)
BS
(
T
(i)
BS
)H
with Σ(i)BS = diag
{
σ
(i,1)
BS , . . . , σ
(i,NUE)
BS
}
is obtained by SVD in order to further simplify the prob-
lem. Using the Hadamards inequality (see, e.g., [20]), the
optimal solution for maximizing (34) is obtained as Q(i)∗BS =
T
(i)
BSΛ
(i)
BS
(
T
(i)
BS
)H
, where Λ(i)BS = diag
{
λ
(i,1)
BS , . . . , λ
(i,NUE)
BS
}
with λ(i,n)BS (n = 1, . . . , NUE) being the only parameters to
be determined. Thus, the objective function in (31) can be
transformed into
NUE∑
n=1
(
σ
(i,n)
BS
)2
λ
(i,n)
BS , the constraint in (31b)
is equivalent to
NUE∑
n=1
λ
(i,n)
BS ≤ γ(i)BS, and (31c) is equivalent
to tr
{
Λ
(i)
BSX
(i)
BS
}
=
NUE∑
n=1
x
(i,n)
BS λ
(i,n)
BS ≤ α(i)BS with X(i)BS ∆=(
T
(i)
BS
)H(
B
(i)
BS
)
−2
T
(i)
BS, where x
(i,n)
BS denotes the (n, n)-th
element of X(i)BS. In this way, the optimization problem (31)
can be formulated as
min
λ
(i)
BS
(
c
(i)
BS
)T
λ
(i)
BS (35a)
subject to eTλ
(i)
BS ≤ γ(i)BS (35b)(
x
(i)
BS
)T
λ
(i)
BS ≤ α(i)BS (35c)
−λ(i)BS ≤ 0 (35d)
where λ(i)BS =
[
λ
(i,1)
BS , . . . , λ
(i,NUE)
BS
]T
, c
(i)
BS =[
−
(
σ
(i,n)
BS
)2
, . . . ,−
(
σ
(i,NUE)
BS
)2]T
and x(i)BS =
[
x
(i,1)
BS ,
. . . , x
(i,NUE)
BS
]T
. Notably, (35) is a standard linear
programming (LP) problem and can easily be solved
by CVX. Upon obtaining the optimal λ(i)∗BS , the optimal
8R
(i)∗
BS =
(
W
(i)
BS
)H
G
(i)
B−M
[(
G
(i)
B−M
)H
W
(i)
BS
(
W
(i)
BS
)H
G
(i)
B−M + σ
2
0INUE
]
−1
. (32)
MSE
(i)
BS = NS − tr


[
σ20
((
G
(i)
B−M
)H
W
(i)
BS
(
W
(i)
BS
)H
G
(i)
B−M
)
−1
+ INUE
]
−1

 (33)
∥∥∥∥(G(i)B−M)HW(i)BS
∥∥∥∥
2
F
= tr
{(
G˜
(i)
B−M
)H (
B
(i)
BS
)
−1
Q
(i)
BS
(
B
(i)
BS
)
−1
G˜
(i)
B−M
}
= tr
{
P
(i)
BSΣ
(i)
BS
(
T
(i)
BS
)H
Q
(i)
BST
(i)
BS
(
Σ
(i)
BS
)H(
P
(i)
BS
)H} (34)
precoder at the BS is found to be
WBSW
H
BS = V
(i,0)
BS
(
B
(i)
BS
)
−1
T
(i)
BSΛ
(i)∗
BS
×
(
T
(i)
BS
)H(
B
(i)
BS
)
−1 (
V
(i,0)
BS
)H (36)
from which the optimal WBS can be obtained by SVD.
From the above solution procedure, it is clear that construct-
ing an optimal precoder at the BS only requires the knowledge
about the channels from BS to both MUEs and SUEs, a less
stringent requirement relative to the sum-MUE minimization
based precoding scheme.
B. MSE Minimization at each SC
Similarly, the design of precoding vector W(s)SC (s ∈ Ω) can
be handled by solving the LP problem for each SUE, given
by
min
λ
(s,j)
SC
(
c
(s,j)
SC
)T
λ
(s,j)
SC (37a)
subject to eTλ
(s,j)
SC ≤ γ(s,j)SC (37b)(
x
(s,j)
SC
)T
λ
(s,j)
SC ≤ α(s,j)SC (37c)
−λ(s,j)SC ≤ 0 (37d)
where j ∈ Js, λ(s,j)SC =
[
λ
(s,j,1)
SC , . . . , λ
(s,j,NUE)
SC
]T
,
c
(s,j)
SC =
[
−
(
σ
(s,j,n)
SC
)2
, . . . ,−
(
σ
(s,j,NUE)
SC
)2]T
and x(s,j)SC =[
x
(s,j,1)
SC , . . . , x
(s,j,NUE)
SC
]T
. Here, the vector elements are cal-
culated accordingly based on the definitions and derivations
in Subsection IV-A.
Like the precoder at the BS, only the knowledge about
channels from the s-th SC to both MUEs and SUEs are
required to construct the optimal precoder at the s-th SC.
V. ROBUST PRECODING DESIGN WITH IMPERFECT CSI IN
HETNET
Since perfect CSI is required in the above precoding design,
it is often not practical due to channel estimation error, feed-
back error and quantization error. In this section, we propose
more practical precoders for the HetNet with imperfect CSI
known at each node.
Assume that the CSI errors of all links are stochas-
tic and modeled as Gˆ∗ = G∗ + Ξ∗, where ∗ ∈
{B−M,B− S, S−M, S− S}, Gˆ∗ is the estimated channel
matrix, and Ξ∗ denotes the channel estimation error matrix
which is assumed to be Gaussian distributed with E {Ξ} = 0
and E
{
vec (Ξ∗) vec(Ξ∗)
H
}
= σ2hI.
A. Robust RAO With Imperfect CSI
With imperfect CSI known at each node, the RAO problem
becomes
min
WBS,W
(t)
SC
RBS,R
(t)
SC, t ∈ Ω
f (WBS,WSC,RBS,RSC)
∣∣∣Gˆ∗
(38a)
subject to (13b), (13c), (13d) (38b)
where
f (WBS,WSC,RBS,RSC)
∣∣∣Gˆ∗ = MSˆEBS +MSˆESC (39)
with (40), (41), and ω¯ =
S∑
t=1
tr
{(
W
(t)
SC
)H
W
(t)
SC
}
+
tr
{
WHBSWBS
}
. Thus, following the step of RAO, key equa-
tions can be derived from the KKT conditions for problem
(38) as
R
(i)∗
BS =
(
W
(i)
BS
)H
Gˆ
(i)
B−M
[
Ψˆ
(i)
BS +
(
σ20 + σ
2
hω¯
)
INUE
]
−1
(42a)
R
(s,j)∗
SC =
(
W
(s,j)
SC
)H
Gˆ
(s,s,j)
S−S
[
Ψˆ
(s,j)
SC +
(
σ20 + σ
2
hω¯
)
INUE
]
−1
(42b)
W∗BS =
[
ΦˆBS +
(
λˆ0 + σ
2
hr¯
)
INBS
]
−1
GˆB−MR
H
BS (42c)
W
(s)∗
SC =
[
Φˆ
(s)
SC +
(
λˆs + σ
2
hr¯
)
INSC
]
−1
Gˆ
(s,s)
S−S
(
R
(s)
SC
)H
(42d)
with i ∈ I , j ∈ Js and s ∈ Ω, where
Ψˆ
(i)
BS =
(
Gˆ
(i)
B−M
)H
WBSW
H
BSGˆ
(i)
B−M +
S∑
s=1
(
Gˆ
(s,i)
S−M
)H
W
(s)
SC(
W
(s)
SC
)H
Gˆ
(s,i)
S−M, Ψˆ
(s,j)
SC =
(
Gˆ
(s,j)
B−S
)H
WBSW
H
BSGˆ
(s,j)
B−S +
S∑
t=1
(
Gˆ
(t,s,j)
S−S
)H
W
(t)
SC
(
W
(t)
SC
)H
Gˆ
(t,s,j)
S−S , ΦˆBS = GˆB−MR
H
BS
9MSˆEBS
∆
=E
{
‖xˆBS − xBS‖2
∣∣∣Gˆ∗} = tr
{
RBS
[
GˆHB−MWBSW
H
BSGˆB−M +
S∑
s=1
(
Gˆ
(s)
S−M
)H
W
(s)
SC
(
W
(s)
SC
)H
Gˆ
(s)
S−M
]
×RHBS − 2RBSGˆHB−MWBS + IKNS + σ20RBSRHBS
}
+ σ2hω¯tr
{
RHBSRBS
} (40)
MSˆESC
∆
=E
{
S∑
s=1
∥∥∥xˆ(s)SC − x(s)SC∥∥∥2 ∣∣∣Gˆ∗
}
=
S∑
s=1
tr
{
R
(s)
SC
[(
Gˆ
(s)
B−S
)H
WBSW
H
BSGˆ
(s)
B−S +
S∑
t=1
(
Gˆ
(t,s)
S−S
)H
W
(t)
SC
(
W
(t)
SC
)H
Gˆ
(t,s)
S−S
]
×
(
R
(s)
SC
)H
− 2R(s)SC
(
Gˆ
(s,s)
S−S
)H
W
(s)
SC + ILsNS + σ
2
0R
(s)
SC
(
R
(s)
SC
)H}
+ σ2hω¯tr
{(
R
(s)
SC
)H
R
(s)
SC
}
(41)
RBSGˆ
H
B−M +
S∑
s=1
Gˆ
(s)
B−S
(
R
(s)
SC
)H
R
(s)
SC
(
Gˆ
(s)
B−S
)H
,
Φˆ
(s)
SC = Gˆ
(s)
S−MR
H
BSRBS
(
Gˆ
(s)
S−M
)H
+
S∑
t=1
Gˆ
(s,t)
S−S
(
R
(t)
SC
)H
R
(t)
SC
(
Gˆ
(s,t)
S−S
)H
, and r¯ = tr
{
RHBSRBS
}
+
S∑
t=1
tr
{(
R
(t)
SC
)H
R
(t)
SC
}
.
Based on (42), a robust RAO algorithm can be constructed
in a way similar to that in Subsection III-A where the RAO
algorithm was developed. The optimal Lagrange in the present
case satisfy
∂L
(
λˆ
)
∂λˆ0
=
NBS∑
n=1
aˆ
(n)
BS(
dˆ
(n)
BS + λˆ0 + σ
2
hr¯
)2 − 1
∆
= χˆ0
(
λˆ0
)
= 0
(43a)
∂L
(
λˆ
)
∂λˆs
=
NSC∑
n=1
aˆ
(s,n)
SC(
dˆ
(s,n)
SC + λˆs + σ
2
hr¯
)2 − 1
∆
= χˆs
(
λˆs
)
= 0, s ∈ Ω
(43b)
where aˆ(n)BS , dˆ
(n)
BS , aˆ
(s,n)
SC and dˆ
(s,n)
SC are defined in an entirely
similar way to their counterparts in Subsection III-A. Evi-
dently, a bisection search is applicable to (43) to identify the
optimal Lagrange multipliers.
B. Robust UAON With Imperfect CSI
As expected, the design of robust UAON with imperfect CSI
can be carried out by steps in parallel to those of Algorithm
3. Specifically, the optimal R∗BS and R
(s)∗
SC (s ∈ Ω) have the
same expressions as (42a) and (42b). Consequently, the global
minimizers W∗BS and W
(s)∗
SC (s ∈ Ω) for robust UAON can
be obtained by first computing
W¯BS =
(
ΦˆBS + σ
2
hr¯INBS
)
−1
GˆB−MR
H
BS (44a)
W¯
(s)
SC =
(
Φˆ
(s)
SC + σ
2
hr¯INSC
)
−1
Gˆ
(s,s)
S−S
(
R
(s)
SC
)H
, s ∈ Ω.
(44b)
followed by a norm normalization step as in (29).
C. Robust Non-iterative Algorithm With Imperfect CSI
With imperfect CSI, there is a robust counterpart of the
non-iterative precoding developed in Subsection IV based on
separate MSE. To see this, note that the optimal R(i)BS (i ∈ I)
with fixed W(i)BS can be expressed as (45), where ω¯(i)BS =
tr
{
W
(i)
BS
(
W
(i)
BS
)H}
. By substituting (45) into the imperfect
CSI based objective function, it is evident that minimiz-
ing MSE can be transformed into maximizing the term of∥∥∥∥(Gˆ(i)B−M)HW(i)BS
∥∥∥∥
2
F
. In this way, the optimization problem
after certain transformations can be rewritten as
min
λˆ
(i)
BS
(
cˆ
(i)
BS
)T
λˆ
(i)
BS (46a)
subject to eT λˆ
(i)
BS ≤ γ(i)BS (46b)(
xˆ
(i)
BS
)T
λˆ
(i)
BS ≤ α(i)BS (46c)
where λˆ(i)BS =
[
λˆ
(i,1)
BS , . . . , λˆ
(i,NUE)
BS
]T
, cˆ
(i)
BS =[
−
(
σˆ
(i,n)
BS
)2
, . . . ,−
(
σˆ
(i,NUE)
BS
)2]T
and xˆ(i)BS =
[
xˆ
(i,1)
BS ,
. . . , xˆ
(i,NUE)
BS
]T
. Notably, (46) is a standard linear
programming (LP) problem and can easily be solved
by CVX. Upon obtaining the optimal λˆ(i)∗BS , the optimal
precoder at the BS is found to be (47), where Bˆ(i)BS, Tˆ(i)BS and
Vˆ
(i,0)
BS are obtained by replacing all involved G∗ with Gˆ∗.
Thus, the optimal imperfect CSI based WBS can be obtained
by applying SVD to eq. (47). Clearly, constructing an optimal
precoder at the BS only requires estimated knowledge about
the channels from BS to both MUEs and SUEs, a less
stringent requirement relative to the sum-MUE minimization
based precoding scheme.
Similarly, the design of precoding vector W(s)SC (s ∈ Ω) can
be handled by solving the LP problem for each SUE, given
by
min
λˆ
(s,j)
SC
(
cˆ
(s,j)
SC
)T
λˆ
(s,j)
SC (48a)
subject to eT λˆ
(s,j)
SC ≤ γ(s,j)SC (48b)(
xˆ
(s,j)
SC
)T
λˆ
(s,j)
SC ≤ α(s,j)SC (48c)
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(i)∗
BS =
(
W
(i)
BS
)H
Gˆ
(i)
B−M
[(
Gˆ
(i)
B−M
)H
W
(i)
BS
(
W
(i)
BS
)H
Gˆ
(i)
B−M +
(
σ20 + σ
2
hω¯
(i)
BS
)
INUE
]
−1
(45)
W
(i)
BS
(
W
(i)
BS
)H
= Vˆ
(i,0)
BS
(
Bˆ
(i)
BS
)
−1
Tˆ
(i)
BSΛˆ
(i)∗
BS
(
Tˆ
(i)
BS
)H(
Bˆ
(i)
BS
)
−1 (
Vˆ
(i,0)
BS
)H
(47)
where j ∈ Js, λˆ(s,j)SC =
[
λˆ
(s,j,1)
SC , . . . , λˆ
(s,j,NUE)
SC
]T
,
cˆ
(s,j)
SC =
[
−
(
σˆ
(s,j,n)
SC
)2
, . . . ,−
(
σˆ
(s,j,NUE)
SC
)2]T
and xˆ(s,j)SC =[
xˆ
(s,j,1)
SC , . . . , xˆ
(s,j,NUE)
SC
]T
. The components of the above vec-
tors are calculated in a way entirely similar to that performed
in Sec. IV.A. Here we omit the details due to limited space.
Like the precoder at the BS, only estimated knowledge about
channels from s-th SC to both MUEs and SUEs are required
to construct the optimal precoder at s-th SC.
VI. SIMULATION RESULTS
Simulations were performed for the three MSE-based pre-
coding strategies in the MIMO HetNet systems to demonstrate
the efficiency and performance of the proposed precoder de-
sign schemes. In the simulations, the bandwidth was 20 MHz,
the cell radiuses for macro-cell and small cell were set to
800 m and 100 m, respectively, and the inter site distance
between MC and SC was set to 700 m, see Table I for
simulation parameters and assumption details. Throughout the
simulations, a total of 1000 sets of channel realizations were
utilized with each set consisting of (K + L × S) BS-to-UE
channels of size NBS×NUE and S× (K +L×S) SC-to-UE
channels of size NSC × NUE, and 10, 000 quadrature-phase-
shift keying (QPSK) symbols were transmitted from the BS
and each SC node under each channel realization to obtain
the BER performance. In all comparisons, unless specified
otherwise, the normalized channel estimation error defined by
σ¯2h
∆
=
σ2h
σ20
was set to be 1.
TABLE I: SIMULATION PARAMETERS
Parameters Setting
Bandwidth 20 MHz
Cell radius MC: 800 m, SC: 100 m
Inter site distance 700 m
Transmit power BS: 46 ∼ 56 dBm, SC: 24 dBm
Noise power density -174 dBm/Hz
Number of Antennas NBS = 36, NSC = 8
Number of UEs K = 8 ∼ 18, L = 4
Pathloss model (BS) θBS(d) = 128.1 + 37.6log10(d), d
(km) [17]
Pathloss model (SC) θSC(d) = 140.7 + 36.7log10(d), d
(km) [17]
Penetration loss ζBS = ζSC = 20 dB [17]
Using the proposed sum-MSE based precoding schemes
with perfect and imperfect CSI respectively, Fig. 2 plots the
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Fig. 2: The average MSE per data stream learning curve over
100 runs (K = 8, PBS = 46 dBm, σ¯2h = 1).
average MSE learning curves over 100 runs via alternating
optimization. For comparison purpose, the red lines in Fig. 2
depict the average MSE per data stream obtained by the non-
iterative algorithm based on separate MSE. From the curves
in the figure, it is observed that between the sum-MSE based
precoding schemes RAO offers a better performance with a
lower average MSE than UAON, but its convergence rate is
always slower than the simpler UAON. Also note that the MSE
performance of the separate MSE based precoding scheme
obtained from the non-iterative algorithm is inferior to that of
RAO. Moreover, the performance curves in Fig. 2 reveal that
when imperfect CSI is utilized, the MSE differences between
the separate MSE based and Sum-MSE based precoding are
more pronounced relative to those in the perfect CSI case, for
all the three proposed schemes, and the convergence of the
robust UAON and robust RAO appears to be slower than their
perfect CSI counterpart.
Efforts were made to investigate how the average MSE is
related to the transmission power. With a fixed PSC = 24
(dBm), Fig. 3 shows that the average MSE for MUEs of
iterative algorithms decreases gradually as the transmit power
at the BS increases with perfect CSI, while the average MSE
for SUEs increases slightly due to the increased inter-cell
interferences. Furthermore, the sum-MSE based RAO offers
the smallest MSE gap between MUE and SUE, indicating
better user fairness, while the separate MSE based precoding
has the largest one under the low transmit power. As for
the separate MSE based non-iterative precoding scheme, the
11
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Fig. 3: The average MSE per data stream for MUE/SUE
versus transmit power at BS (K = 8, Perfect CSI).
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Fig. 4: The BER per data stream for MUE/SUE versus
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Fig. 5: The average MSE per data stream versus the number
of MUEs K (PBS = 46 dBm, σ¯2h = 1).
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Fig. 6: The BER per data stream for MUE/SUE versus the
number of MUEs K (PBS = 46 dBm, σ¯2h = 1).
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Fig. 7: The average MSE per data stream versus normalized
channel estimation error σ¯2h (K = 8, PBS = 46 dBm,
Imperfect CSI).
average MSE for MUEs approaches to that of RAO as the
transmit power at BS increases, while the average MSE curve
for SUEs goes up gradually. Subsequently, Fig. 4 illustrates
the corresponding BER performance of the proposed schemes,
indicating the same relationships as those of the average MSE
performance revealed in Fig. 3.
To further illustrate the factors that affect the MSE and BER
performance, Fig. 5 provides the average MSE curves for the
three different precoding schemes when the number of MUEs
K increases from 8 to 18 under both perfect and imperfect
CSI cases. It can be seen that the average MSE increases
as the number of MUEs gets larger, indicating the higher
interferences from other MUEs, and that the sum-MSE based
RAO always outperforms both the UAON algorithm and the
separate MSE based precoding on the MSE performance under
different configurations. Also note that the MSE performance
gaps between the separate MSE and sum-MSE based schemes
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Fig. 8: The BER per data stream for MUE/SUE versus
normalized channel estimation error σ¯2h (K = 8,
PBS = 46 dBm, Imperfect CSI).
become larger as the number of MUEs increases, i.e., the
macro-BS has more antennas relative to the number of the
MUEs. Furthermore, the BER performances of the proposed
three schemes are given in Fig. 6, showing a consistent trend
with those of Fig. 5. We remark that the BER reported here
was averaged over all users in the MC and SCs.
In Fig. 7, the MSE performance of the three proposed
schemes with imperfect CSI are depicted versus the normal-
ized channel estimation error σ¯2h, where K = 8 and the
transmit power at BS was fixed to PBS = 46 (dBm). From the
figure, it is intuitively clear that the average MSE deteriorates
as channel estimation error increases. Similarly, the obtained
BER curves Fig. 8 are consistent to those in Fig. 7.
In summary, the sum-MSE based precoding scheme RAO
proposed in Section III outperforms the separate MSE based
precoding scheme described in Section IV in terms of the
average MSE per user. On the other hand, RAO requires the
information of all channels in the HetNet and its superior
performance is achieved at the cost of increased computational
complexity relative to that of non-iterative separate MSE
based precoding. Furthermore, when the macro-BS has a large
number of antennas relative to the number of the MUEs, the
performance gap between these two schemes shrinks. As a
tradeoff algorithm, the sum-MSE based UAON is much sim-
pler and faster than RAO, with a performance slightly better
than the separate MSE based scheme in most configurations
with reasonable number of BS antennas.
VII. CONCLUSION
This paper has developed three new MSE-based precoding
schemes for MIMO downlinks in a HetNet architecture con-
sisting of a macro tier overlaid with a second tier of SCs. The
first two are both based on the same sum-MSE minimization
problem focusing on the joint design of a set of BS and SC
transmit precoding matrices or vectors by minimizing the total
user MSE under individual transmit power constraints at each
cell. On the other hand, we have also proposed a separate
MSE minimization based two-level precoder by a non-iterative
algorithm in which BD technique is employed as its first-
level precoder and each cell designs its own second-level
precoder separately without the need to exchange user data or
channel state information over the backhaul. On the basis of
the estimated imperfect CSI, corresponding robust precoding
schemes have been proposed. Simulation results have shown
that the sum-MSE based RAO algorithm always outperforms
UAON and the separate MSE-based precoding on the MSE
performance. When the number of antennas at the macro-BS
is large enough relative to the number of MUEs, the average
MSE of the low complexity separate MSE-based precoding
can come close to those of RAO and UAON. Furthermore,
the UAON algorithm has higher convergence rate and lower
computation complexity compared to RAO, thus is a worthy
trade-off between efficiency and performance.
VIII. PROOF OF EQ. (25)
To obtain the non-negative multipliers λ0 and λs
(s ∈ Ω) in the above equations, we substitute (22) into
(20) and write (49), where κ = σ20tr
{
RBSR
H
BS
}
+
S∑
s=1
σ20tr
{
R
(s)
SC
(
R
(s)
SC
)H}
+ KNS +
S∑
s=1
LsNS is inde-
pendent of λ. Then, we start from the expressions
of ΦBS = SHBSDBSSBS where SHBSSBS = INBS
and DBS = diag
{
d
(1)
BS, d
(2)
BS, . . . , d
(NBS)
BS
}
, and Φ(s)SC =(
S
(s)
SC
)H
D
(s)
SCS
(s)
SC (s ∈ Ω) where
(
S
(s)
SC
)H
S
(s)
SC = INSC
and D(s)SC = diag
{
d
(s,1)
SC , d
(s,2)
SC , . . . , d
(s,NSC)
SC
}
. By sub-
stituting the above two expressions into (49), we ob-
tain (50). Defining ABS = SHBSGB−MRHBSRBSGHB−MSBS
with the (n, n)-th entry denoted as a(n)BS , and A
(s)
SC =(
S
(s)
SC
)H
G
(s,s)
S−S
(
R
(s)
SC
)H
R
(s)
SC
(
G
(s,s)
S−S
)H
S
(s)
SC with the (n, n)-
th entry denoted as a(s,n)SC , we have
L (λ) =−
NBS∑
n=1
a
(n)
BS
d
(n)
BS + λ0
− λ0
−
S∑
s=1
(
NSC∑
n=1
a
(s,n)
SC
d
(s,n)
SC + λs
+ λs
)
+ κ.
(51)
Using (51), computing the partial derivative of L w.r.t. λ0 and
λs (s ∈ Ω) becomes straightforward, hence the proof of (25).
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