Interval routing is a well-known space-efficient routing method for computer networks. For longest routing path analysis, researchers have focused on lower bounds for many years. For any graph, there exists an upper bound of ¾ for using one or more labels, and an upper bound of ¿ ¾ for using Ç´ÔÒ ÐÓ Òµ or more labels, where is the diameter of the graph, and Ò the number of nodes. We present in this paper an upper bound of ¿ for using Ç´ÔÒµ or , where AE ¾´¼ ½ , for Å Ç´ÔÒµ. The latter result implies a lower bound of ª´ÔÒµ on the number of labels needed to acheive optimality.
Introduction
Interval routing as a research topic has been under study for many years. For a detailed survey on results up to 1999, one can refer to [1] . Interval routing is attractive because of its simplicity: 
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every node is assigned a unique integer ID from a cyclicly-ordered set, and every outgoing link is assigned an interval label which is a range of integers from the same set. Message routing is carried out by comparing the destination ID with interval labels as the message moves from node to node in the network. This is the one-label interval routing scheme, or ½-IRS. A valid IRS is one that can route a message from any node to any other node along a deterministic path. There are advantages to attaching more labels to an edge. An Å-label IRS, or Å-IRS, is an IRS where we can attach up to Å labels to any edge.
One way of measuring the quality of interval routing scheme is to look at the longest routing path. In this paper, we say that the an IRS is optimal if the resulting longest path is equal to the diameter, , in length. For arbitrary graphs, there exists a ½-IRS such that the longest path is bounded by ¾ [8] , and an Ç´ÔÒÐÓ Òµ-IRS such that the longest path is bounded by ¿ ¾ [4] .
Comparing with the lower bounds of ¾ ¿ and ¿ ¾ ½ in [13, 2] , the ¾ and ¿ ¾ upper bounds are very close to the optimal for ½-IRS and Ç´ÔÒÐÓ Òµ-IRS, respectively. Between Å ¾ and Å Ç´ÔÒÐÓ Òµ, there has been a lack of upper bound results for years. A trivial upper bound for this range is ¾ based on the fact that the path lengths cannot be longer with using more labels. In this paper, we improve the upper bound to trivial upper bound lower bounds 3 2 D-0.5 [13] [*]
[*]
length of longest path upper bounds [*]---this paper [4] [8]
[*] (∆) We also present an Ç´Ò « µ-IRS of which the longest path is bounded by´½ · «µ , for any « ¾´¼ ½µ. This result is applicable to those graphs with large diameters. If a small constant is 1 The figure describes the case of
chosen for «, this result is close to the lower bound result in [14] : there exists a graph such that for any Å-IRS, if Å Ò ½ Ç´Õ Ò µ, the longest path is no shorter than · ¢ Ô Å µ, where á ¿ Ô Òµ.
As shown in Figure 1 , for the cases of one label, ¢´ÔÒ ÐÓ Òµ to ¢´Ò ÐÓ Ò µ labels, and then more than ¢´Ò µ labels, the upper bounds and the lower bounds are very close to each other. But between two to ¢´ÔÒ ÐÓ Òµ labels, and ¢´Ò ÐÓ Ò µ to ¢´Ò µ labels, there are an appreciable gap between the upper bounds and the lower bounds, such as a gap of ½ from the best known lower bound of ¿ ¾ ½ for the case of ¢´ÔÒµ to ¢´ÔÒ ÐÓ Òµ labels [2] . One could hope for a narrower gap in the future.
Since many graph algorithms perform better in planar graphs than in non-planar graphs, we would like to know how interval routing would perform in planar graphs. Several lower bounds have been proposed for non-planar graphs (e.g., [10, 11] ), but for planar graphs, there exists only one lower-bound result-¿ ¾ ½-which is due to Ružička [7] . 2 His proof is based on a simple planar graph, which he later referred to as a globe graph [4] (see Figure 2 for an example). In [12] , the authors improved the bound to
In the second part of this paper, we present two lower bounds for planar graphs:
1.
¾Å ·½ ¾Å
½ for Å Ç´¿ Ô Òµ, and 2.
¾´½·AEµÅ ·½ ¾´½·AEµÅ
for Å Ç´ÔÒµ, for any constant AE ¾´¼ ½ .
The second bound directly implies a lower bound of ª´ÔÒµ on the number of labels needed to achieve optimality-i.e., where the longest path is at least equal to in length. It also implies a lower bound of ª´ÔÒµ on the number of labels needed to achieve shortest-path routing, coinciding with a result due to Gavoille and Pérennès in [3] .
A spectrum of lower bounds for planar graphs is given as the bottom solid line in Figure 1 . It is smoother than the spectrum of lower bounds for non-planar graphs (the dashed line), although we do have yet have an idea about the optimality of these planar graph lower bounds. As for upper bounds, planar and non-planar graphs share the same spectrum. We cannot conclude that interval routing performs better in planar graphs than in non-planar graphs until there exist some upper bounds for planar graphs.
Definitions and Properties
A graph we consider here for interval routing is an undirected connected graph, Î µ, where Î is the set of nodes and the set of directed edges. An undirected edge is treated as two directed 2 The proof has some minor defects which we corrected in [12] .
edges-i.e.´Ù Úµ Ú Ùµ. There are Ò nodes in Î and each node has a unique label from the set
The node labels are cyclicly ordered, denoted as ¼ ½ ¡ ¡ ¡ Ò ½ ¼.
We further define the expression Ù Ú Û Ü to be two simultaneous relations based on the cyclic order: Ù Ú Ü and Ù Û Ü. We refer to such a set as an interval set. A set Î is not an interval if and only if is a proper subset of every interval set containing it.
Definition 3 Given that is an interval. A set is a sub-interval of an interval if it is an interval and is a subset of . is a proper sub-interval of if is a sub-interval of and the marginal elements of
are non-marginal elements of .
Definition 4 Two intervals and are non-overlapping if .

Definition 5 Two intervals and are disjoint if are not an interval.
Any two disjoint intervals are non-overlapping.
Definition 6
Let Á be the set containing every possible interval subset of Î .
Definition 7
For Å ¾, let Á Å be the set containing every union of Å elements of Á.
Referring to the previous example, It should be noted that these two properties are necessary but not sufficient for a valid IRS for general graphs. Then, we label the remaining nodes in a pre-order fashion based on its spanning tree. 3 For routings inside , we use the edges of the spanning tree only. We assign the edges in the spanning tree with at most two interval labels. For routing downwards, one interval label per downward edge is enough, because with the pre-order numbering, the nodes' labels for a downward edge form an interval. Hence, each downward edge will have one interval label. The upward edge will then have two interval labels. The reason is that for a node Ù, the labels of Ù and its descendants form an interval due to the pre-order numbering; that means that this set's complement forms two intervals in Á . For routings from Ü to Ý, Ü ¾ Î , Ý ¾ Î , Ñ, , we first find a shortest path from Ü to Ê . Let Ü ½ ¾ Ê be the shortest path. If ¾ ½ , are not in the the spanning tree of , we simply assign the directed edges´Ü ½ µ ´ Ê µ ´ ·½ µ, ¾ ½ ½ , an interval Á . If the path Ü ½ ¾ is not disjoint with the spanning tree, we choose the minimum Ö such that Ö is in the spanning tree of . We now label the directed edges´
with an interval Á . We count the maximum number of interval labels used by the edges. A directed edge´Ù Úµ which is not in any spanning tree and Ù ¾ Î , ¾ ½ Ñ , has at most Ñ ½ interval labels which are Á ½ Á ¾ Á ½ Á ·½ Á Ñ . 4 
For a directed edge which is in one of the spanning trees, the edge has two more intervals-i.e., Ñ · ½ interval labels.
We then consider the routing paths' lengths. For routings inside each , ¾ ½ Ñ , the routing paths are at most two times the depth of the spanning tree, which are no longer than ¾ ¼ , which is less than · ¼ . For a routing from Ü to Ý, Ü ¾ Î , Ý ¾ Î , ¾ ½ Ñ , , we have two cases: The routing path will pass through Ê . The path from Ü to Ê takes at most steps, and the path from Ê to Ý takes at most ¼ steps, and so totally the routing path takes less than · ¼ steps.
The routing path will not pass through Ê . It will reach the first node in Î , say Ù. If Ý Ù, the routing path will be Ü Ù Þ Ý , where Þ is the root of the smallest subtree containing Ù and Ý. The path from Ü to Þ takes 3 A similar technique was used in [6, 8] . 4 We can use at most Ñ ¾ interval labels because any two adjacent interval labels can be combined into one.
less than steps, and the path from Þ to Ý takes less than ¼ steps, and so the whole routing path takes less than · ¼ steps. Proof: We find a BFS tree rooted at Ú. At the ¡ -th level of the tree, there must be less than Å nodes; otherwise, Î Ú Å . We assign to be the set containing the nodes at the ¡ -th level. For Û (¾ Î ) above the ¡ -th level in the tree, ´Û µ ¾ ¡ ; for Û below the ¡ -th level in the tree, ´Û µ
, and for any Û ¾ Î ,
Proof: There are at most Ò Å elements of Î forming a subset such that for any distinct Ü Ý ¾ , 
, where ´ · ½ µ ¿ ´ µ, ´¼µ ¿ and is any non-negative integer constant.
Proof: For the case of ¼ ½, by Theorems 1 and 2, the theorem is proved. Consider ½. By Proof: By Lemmas 1 and 6. ¾
Some Remarks
We have presented two results on upper bounds:
1. An Ç´¾ · Ô Òµ-IRS whose longest path is bounded by
, where ´ · ½ µ ¿ ´ µ, ´¼µ ¿, and is any constant non-negative integer. Note that Ñ ¾ · , ¾Ñ ½ and Ñ are relatively prime, meaning that the upper bounds as given here are in their simplest forms.
2. An Ç´Ò µ-IRS whose longest path is bounded by´½ · «µ , for any constant « ¾´¼ ½µ. According to Definition 11, our first result is meaningful if « Ô Ô ½ ¡ ¡ ¡ Ô ½ . This means that if is a constant, we can apply our result to arbitrary graphs of any diameter which can be as small as Ç´½µ. We can easily generate Ç´Ò ¿ µ-time labeling algorithms for each scheme. First, we can use Ç´Ò ¿ µ time to build an Ò ¢ Ò all-to-all distance matrix. Then, using this matrix, we can use Ç´Ò ¾ µ time to build an Ò ¢ matrix, where each cell´ µ stores the number of nodes in Î having distance from node . With the second matrix, we can easily find the set in each case. Then, we can build the disjoint spanning trees rooted at elements in and label the nodes, which will take Ç´Ò ¾ µ time.
Labeling the edges requires constructing the shortest paths from all the nodes to each element in . This will take Ç´ ´ · ÒÐÓ Òµµ Ç´Ò ¾·AE µ time, where AE is some constant in´¼ ½µ. Hence, we have an Ç´Ò ¿ µ-time algorithm for each IRS. We can see that the dominating part is to build the all-to-all distance matrix.
Lower Bounds for Planar Graphs
The Graph
We use the globe graph Ë Ã , as shown in Figure 2 , to prove our lower bounds. We define . . . . 
Basic Lemmas
Our approach is to prove by contradiction. If there is an Å-IRSsuch that the longest path is shorter than ·½ ½, the following lemmas (7 to 9) must hold. Á . For the convenience of discussion, we can restrict the marginal elements of 's to be in . Then, the Õ 's may intersect with Ô £'s only; they cannot have any intersections with any one of 's. Therefore, these Ô · Õ intervals-Ô 's and Õ 's are non-overlapping ( Figure 3 ). All elements of Á can not be in the Ô 's, nor in the Õ 's. They can only be in the "gap" between two 's, or between two 's, or between one and one . There are Ô · Õ such gaps. In We are now going to show that the two sets of intervals will lead to a contradiction. Since there are at most two marginal elements in an interval, there are at most Å ¾ Å rows, each of which having at least one marginal element in any one of 's intervals or in any one of 's intervals.
Assume there is a sufficiently large number of rows. We take a row, say the -th row, which has marginal elements neither in 's intervals nor in 's intervals. Consider Ä £´ØÐ Ü ½ ½ µ. Ä £´ØÐ Ü ½ ½ µ contains Ü ½ ½ Ú ¾ Ú Ú ¾Å ¾ ; otherwise, a routing path from Ø Ð will be longer than ¾Å·½ ¾Å ½. Since these Å elements-Ü ½ ½ Ú ¾ Ú Ú ¾Å ¾ -are not marginal elements of 's intervals, an interval containing any two of them (Ú ¾ Ú , say) will contain the marginal elements (Ú ¼ ¾ Ú ¼¼ , say) of the 's intervals to which the two elements belong (Figure 4) . According to the assump- Proof: (Outline) A sub-file containing Ã objects will contain Ã ½ gaps. ¾
An example is shown in Figure 5 . 
