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Abstract
The approximation of a general d-variate function f by the shifts φ(· − ξ),
ξ ∈ Ξ ⊂ Rd, of a fixed function φ occurs in many applications such as data fit-
ting, neural networks, and learning theory. When Ξ = hZd is a dilate of the integer
lattice, there is a rather complete understanding of the approximation problem
[6, 18] using Fourier techniques. However, in most applications the center set Ξ
is either given, or can be chosen with complete freedom. In both of these cases,
the shift-invariant setting is too restrictive. This paper studies the approximation
problem in the case Ξ is arbitrary. It establishes approximation theorems whose
error bounds reflect the local density of the points in Ξ. Two different settings are
analyzed. The first is when the set Ξ is prescribed in advance. In this case, the
theorems of this paper show that, in analogy with the classical univariate spline ap-
proximation, improved approximation occurs in regions where the density is high.
The second setting corresponds to the problem of non-linear approximation. In that
setting the set Ξ can be chosen using information about the target function f . We
discuss how to ‘best’ make these choices and give estimates for the approximation
error.
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1 Introduction
The mathematical problem of data fitting in the d-variate Euclidean space Rd has vast
applications in science and engineering. Many algorithms address this problem by ap-
proximating the data by a linear combination F =
∑
ξ∈Ξ c(ξ)φ(·− ξ), with Ξ ⊂ Rd, and φ
a carefully-selected, often radial, function defined on Rd. One of the primary motivations
for this approach is that if the data themselves are defined on Ξ and φ is chosen properly,
then there is a unique function related to the above that interpolates the data [23, 29, 30].
For example, if φ is the so-called surface spline (a fundamental solution of the m-fold
iterated Laplacian) and Ξ is a given finite set of points in Rd, then for given data (ξ, yξ),
ξ ∈ Ξ, there is a unique interpolant to the data from the span SΞ(φ) of the φ(· − ξ),
ξ ∈ Ξ.1 We refer to the book [32] for more details on radial basis functions in general,
and their use in interpolation, in particular.
The problem of estimating the interpolation error in the above setting was studied
extensively in the literature. We refer the reader to [21, 33], where the interpolated
function f is assumed to come from the so-called “native space” (this approach originated
in the work of Duchon, [13, 14]) and to the more recent [28, 35, 36, 24], where error
estimates are established for general smooth functions in Sobolev spaces. It should be
noted that the interpolation problem is usually analyzed for functions defined on bounded
subdomains of Rd, and it is well-understood that the interpolation error for this setup
suffers significantly from the so-called “boundary effect”. Typically, the rates of decay of
the error for smooth functions are about half the corresponding decay rates that are valid
in the boundary-free shift-invariant case, [19, 17].
Interpolation is not necessarily the best approach to the data fitting problem for
various reasons including possible noise in the data, the computational overhead, and
possible lack of stability in the algorithms. If the data are given by a function f defined
on Rd, i.e. yξ = f(ξ) (or yξ ≈ f(ξ) in the noisy version of the problem), the primary
question is how well can f be approximated in a given metric (typically Lp-norms) from
the given information. This is governed, and in part determined, by the related question
of how well f can be approximated from the span of the translates φ(· − ξ), ξ ∈ Ξ, in the
given metric.
In this paper, we shall be solely concerned with the latter approximation problem. We
start with a countable set Ξ of points in Rd and define SΞ(φ) to be the set of all functions
which are finite linear combinations of the shifts φ(·− ξ), ξ ∈ Ξ. We are interested in how
well a given function f ∈ Lp(Rd) can be approximated (in the Lp-norm) by the elements
of SΞ(φ) (more precisely by elements in the closure of this space in the given metric).
1The interpolant is actually selected from a space of the form S′Ξ(φ)⊕P , with S′Ξ(φ) a certain subspace
of SΞ(φ), and P a finite dimensional space of polynomials, that depends only on φ.
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Such approximation problems have been well studied, especially in the case that Ξ is a
dilate of the integer lattice (Ξ = hZd with h > 0), [7, 3, 8, 6, 27, 18]. The case where
the centers Ξ are scattered was studied in [1, 15, 2, 20, 34]. The error bounds in all
these references are given in terms of a global mesh density parameter. In contrast, error
bounds that depend on the local density of the scattered centers (i.e., provide improved
error bounds on subdomains that contain dense clusters of centers) are less studied and
less understood, even though it is often the natural setting in applications. The most
notable exception, is, of course, spline approximation in one variable. The fact that
the error bounds in linear approximation by splines reflects the local mesh ratio, [5], is
a key property of spline approximation. Furthermore, the development and analysis of
non-linear approximation schemes for univariate splines [25, 10, 11] presented the first
challenge for the development of the substantial theory of non-linear approximation. In
more than one variable, however, far less is known. We refer to [26], where low-rate
strongly local error estimates are established, and to the approximation scheme based on
the “power function approach” in [33].
We shall consider two types of problems for scattered center approximation. In the
first, we assume that the set Ξ is fixed and we derive results that show improved approx-
imation in regions where the density is high. These results are described in §3 and §5.
The second setting that we consider allows the centers to be chosen dependent on the
function f . The basic goal is to establish error bounds that depend on the cardinality N
of the chosen center set Ξ. This is a form of nonlinear approximation known as N -term
approximation which has been well studied in other settings, primarily for wavelet bases.
Our result here is similar to the results on nonlinear wavelet approximation. We show
that a function can be approximated in Lp(R
d) with error O(N−s/d) once it lies in the
Triebel-Lizorkin space F sτ,q(R
d)) where s, p, and τ are related (as in the Sobolev embed-
ding theorem) by 1
τ
− 1
p
= s
d
and q = (1+ s
d
)−1. From this result and standard embeddings
for Triebel-Lizorkin spaces, we derive corresponding theorems for N -term approximation
in terms of the Besov classes. While our actual results in this direction are close in nature
to the wavelet results, the non-linear approximation algorithm that leads to the above
error bounds differs from its wavelet counterpart: the thresholding algorithm that is em-
ployed in the wavelet case is sub-optimal in the present case; as such, we introduce and
analyse a more sophisticated algorithm. Details of this result are given in §6.
We begin in the following section by describing the assumptions we make about φ and
Ξ. We then give our first results for the linear approximation problem in §3. In §4 we
recall some results about wavelet decompositions and the use of such decompositions in
the characterization of smoothness spaces (Triebel-Lizorkin spaces; they include the more
standard Sobolev spaces). We stress that our paper is not concerned with wavelets: we
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merely use wavelets as a tool for defining our approximation schemes. In §5, we complete
our study of the linear approximation problem. Finally, we prove in §6 our results on
nonlinear approximation.
We shall treat approximation on all of Rd. In most applications, one would be inter-
ested in the case of approximation on a compact domain Ω of Rd. Results on domains
can be derived easily from our results (if the approximand f is defined on a domain that
includes Ω in its interior, and if one agrees to allow centers outside Ω) but we do not
pursue this here.
2 The setting
We describe in this section the setting that will be analyzed in the first part of the paper.
There are two main ingredients in our setting. The first is the set Ξ of centers which can
be allowed. We do not make direct assumptions on the geometry of the set Ξ: almost any
set Ξ will do. Once the set Ξ is given, we associate it with a density function
h : Rd → R+.
The value h(t) of the density function depends strongly on the local density of Ξ around
t: roughly speaking, there should be L centers of Ξ is a ball of radius L′h(t) centered at t,
with L, L′ dependent only on φ and some parameters that we choose for our approximation
scheme (and that we fix throughout). The density h(t) depends also on the geometry of
the centers around t. This dependence is generally mild; also, our assumptions never spell
out this dependence explicitly. It is embedded implicitly in other assumptions.
We assume that our set Ξ of centers is a countable set in Rd and
A1: (i) Any finite ball in Rd contains a finite number of points from Ξ.
(ii) For each integer n, there is an R = R(n) such that each ball of radius R
contains at least n points from Ξ.
Property (i) prevents the occurrence of accumulation points in the set Ξ while property (ii)
prohibits the existence of arbitrarily large regions on which there are no centers. Neither
of the two conditions in A1 is essential, and the entire assumption is adopted merely in
order to simplify the presentation and the analysis.
The first essential ingredient in our setting is the identification of the class of basis
functions φ that our analysis applies to. We will make assumptions on φ that are conve-
nient and make the ensuing analysis as transparent as possible and yet general enough to
be valid for certain (but not all) types of multivariate splines and radial basis functions.
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We assume that φ is a locally integrable function which, when viewed on all of Rd, is
a tempered distribution. We denote by
SΞ(φ)
the finite linear span of the functions φ(· − ξ), ξ ∈ Ξ. We put forward three assumptions:
one on φ, one on Ξ, and one that connects between φ and Ξ. At the end of this section,
we analyse these assumptions for specific choices of φ.
Let C∞0 := C
∞
0 (R
d) denote the set of all functions that are infinitely differentiable with
compact support (test functions) and Ck0 the analogous spaces of k-times continuously
differential functions with compact support (C0 := C
0
0). Our first assumption about φ is:
A2: There is a positive integer κ > 0 and a linear operator T mapping Cκ0 into C0,
such that for all f ∈ Cκ0 ,
f(x) =
∫
Rd
T (f)(t)φ(x− t) dt, x ∈ Rd. (2.1)
Note that the integration is well-defined: since φ is locally in L1, and T (f) ∈ C0, we have
that T (f)φ(x− ·) ∈ L1, for every x ∈ Rd.
The typical example of T is a homogeneous elliptic differential operator of order κ
with constant coefficients. In this case φ is its fundamental solution on Rd. Note that φˆ
is, in this case, a smooth function on Rd\0. It will be sometimes convenient to add this
assumption to A2:
φˆ is smooth on Rd\0.
On the other hand, assumption A2 may appear too strong for certain applications, since
it excludes some interesting examples corresponding to fractional differentiation. Those
who may wish to extend our theory in such directions may allow T (f) to have global
support; it will still need to decay suitably at infinity. All in all, there is some flexibility
in the formulation of A2.
That said, A2, either in its current variant or in some related one, is fundamental: it
determines the maximal decay rate of the error that our approximation scheme can yield
(this is the parameter κ), and determines the space W (Lp(R
d), φ) of smooth functions
that can be approximated at this rate. Let us discuss now this latter issue.
The function space W (Lp(R
d), φ) corresponds to the Sobolev spaceW κ(Lp(R
d)) in the
case T is an elliptic differential operator of order κ (with constant coefficients). For more
general T , the definition is more abstract: Fixing 1 ≤ p ≤ ∞, we define the semi-norm
|f |W (Lp(Rd),φ) := ‖Tf‖Lp(Rd), f ∈ C∞0 , (2.2)
and the norm:
‖f‖W (Lp(Rd),φ) := ‖f‖Lp(Rd) + |f |W (Lp(Rd),φ). (2.3)
Using the above, we define W (Lp(R
d), φ) to be the completion of C∞0 in this topology.
Since the norm in (2.3) is stronger than the Lp-norm,W (Lp, φ) is precisely the space of all
functions f ∈ Lp(Rd) for which there is a sequence (fn)n≥1 ⊂ C∞0 such that fn converges
to f and (T (fn)) converges to a function g ∈ Lp(Rd) both in the sense of Lp(Rd). By
making suitable assumptions on φ we can conclude that g depends on f , but not on the
specific sequence (fn). The operator T , which was initially defined only for test functions,
now extends naturally to a linear operator on W (Lp, φ) by defining Tf := g.
We are guided in the above setup by the following example, [13, 14]: if T is the m-fold
Laplacian, then κ = 2m and the function φ is then the fundamental solution of T :
φ = cm
{ | · |2m−d, d odd,
| · |2m−d log | · |, d even. (2.4)
(Here, | · | stands for the Euclidean norm in Rd.) The function φ is also called a surface
spline. In this case, W (Lp(R
d), φ) is simply the Sobolev space W 2m(Lp(R
d)) equipped
with its usual semi-norm and norm.
Our remaining assumption about φ concerns how well its translates can be approxi-
mated from SΞ(φ). Consider the translate φ(· − t) where t ∈ Rd is fixed for the moment.
We look for a local approximation of the form
K(·, t) =
∑
ξ∈Ξ(t)
A(t, ξ)φ(· − ξ), (2.5)
for suitable t-dependent coefficients A(t, ξ) and a finite set Ξ(t) ⊂ Ξ. A key component in
the success of our approach is the availability of kernels K(·, ·) that are local and bounded
on the one hand, and approximate well the convolution kernel (x, t) 7→ φ(x−t). We break
this assumption into two: A3 deals with basic qualitative properties of the scheme that
is used to define K, viz., the coefficient functions A(·, ξ). The companion property, A4,
deals with the way K approximates the convolution kernel.
A3: There is an integer n′ > 0 and a real number M0 such that for any t ∈ Rd the set
Ξ(t) consists of at most n′ points all lying in the ball of radius M0 centered at t and the
coefficients of the approximation kernel (2.5) satisfy A(·, ξ) ∈ L1(Rd) for all ξ ∈ Ξ.
Similar to condition A1, Condition A3 is secondary, and is formulated and adopted in
order to exclude pathological kernels K. This brings us to our last assumption. As said,
the last assumption is concerned with the way K(·, t) approximates the translate φ(·− t).
This assumption must be dealt with care: the error E(·, t) := φ(· − t) − K(·, t) should
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reflect not only the basic properties of φ, but also the local distribution of the center set
Ξ around t. To this end, we define for each t ∈ Rd
h(t) := inf{ρ : A(t, ξ) ≡ 0, |ξ − t| ≥ ρ}. (2.6)
In other words, for each t ∈ Rd, the only centers from Ξ used in the approximation kernel
K(·, t) lie in a ball Bt(h(t)) of radius h(t) centered at t. In our approach, h(t) measures
the “effective” local density of the set Ξ around the point t. We will discuss this issue in
the sequel. Right now, let us complete our basic assumptions. We define the error kernel
E(x, t) := φ(x− t)−K(x, t), x, t ∈ Rd. (2.7)
Notice that for each t ∈ Rd, E is a finite linear combination of translates of φ using centers
from t ∪ Ξ. We shall assume that
A4: There is a positive real number ν > d and a constant C > 0 depending only on φ
such that
|E(x, t)| ≤ Ch(t)κ−d(1 + |x− t|
h(t)
)−ν , x, t ∈ Rd, (2.8)
where κ is the integer in A2.
As we will see in the examples that follow, the local density h(t) must be chosen to
satisfy two properties: first, the ball Bt(h(t)) := {x ∈ Rd : |x − t| ≤ h(t)} must contain
a minimal number of centers from Ξ. This number is determined by the parameter ν.
However, choosing h(t) at this minimal value leads to error kernel E(·, t) that are too
large, forcing us to select a large constant C. In such a case, it is usually preferable to
increase h(t), so that more centers are captured in the enlarged ball Bt(h(t)). By playing
this game correctly at all points t, we can control the global constant C. Needless to say,
this comes at a price, since the density function h will enter our error bounds as well.
The remainder of this section will discuss two examples where the assumptions A1-4
are satisfied. These examples will provide a better understanding of the assumptions as
well as of the nature of the smoothness spaces W and the density function h.
Example 1: Univariate splines.
We consider the truncated power φ(t) := tκ−1+ defined on R. We have the elementary and
well-known representation
f(x) =
1
(κ− 1)!
∞∫
−∞
f (κ)(t)φ(x− t) dt, (2.9)
which holds for all functions in Cκ0 (R). This means that A2 holds for T := D
κ/(κ− 1)!.
Now given t ∈ R, let Ξ(t) = {ξ1(t), . . . , ξκ(t)} ⊂ Ξ be the set of the κ points in Ξ that are
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closest to t. The divided difference
[t, ξ1(t), . . . , ξκ(t)]φ(x− ·) =: a(t)φ(x− t)−
∑
ξ∈Ξ(t)
A0(t, ξ)φ(x− ξ) (2.10)
is the B-spline x 7→ M(x) associated with the knots {t, ξ1(t), . . . , ξκ(t)}. Thus, we can
take A(t, ξ) = A0(t, ξ)/a(t) for ξ ∈ Ξ(t) and A(t, ξ) = 0 otherwise. It follows that
h(t) = max
j=1,...,κ
|t− ξj(t)|. A well-known property of divided differences (see [12], p. 121)
gives
|a(t)| =
κ∏
j=1
|t− ξj(t)|−1 ≥ h(t)−κ. (2.11)
Since |E(x, t)| = M(x)/|a(t)| ≤ h(t)κM(x), assumption A4 follows from the facts that
M(x) ≤ 1/h(t) and that M(x) vanishes for x /∈ (t − h(t), t + h(t)). As to the constant
C, it can be chosen as C := 4 (for ν := 2). The verification of A3 is straightforward (via
A1).
It is worth stressing the fact that our ability to provide tight error estimates for uni-
variate splines is not only due to the banded structure of the error kernel E. It was also
due to the fact that univariate spline theory tells us that M(x) ≤ 1/h(t): thus, while the
actual coefficient A(·, ξi) of the truncated power (· − ξi)κ−1+ in the representation of M(x)
can be arbitrarily large, the size of this coefficient does not affect ‖M‖∞. Unfortunately,
we are not aware of a multivariate counterpart of this result.
Example 2: Surface splines.
The multivariate analog of the truncated power is the surface spline (see (2.4); it is also
known as the polyharmonic spline.) The best known surface spline is the bivariate thin-
plate spline
φ = | · |2 log | · |,
which is, up to a constant, the fundamental solution for ∆2 when d = 2.
We have noted earlier that property A2 holds for surface splines φ of any dimension.
We will analyse in detail A4, and will briefly discuss A3.
Let ν > d be the number that appears in A4, and define
n := κ− d+ ν.
Let P be the space of all polynomials of degree < n in d variables. Given a finite set
Z ⊂ Rd, we denote by ΛZ the span of the functionals
δz ∈ P ′, z ∈ Z, δz(p) := p(z), p ∈ P.
8
Every λ :=
∑
z∈Z a(z)δz ∈ ΛZ extends to C(Rd)′, with the norm of the extension being
‖λ‖ =
∑
z∈Z
|a(z)|.
Now, for every t ∈ Rd, we select a finite subset Ξ(t) ⊂ Ξ that satisfies the following
properties:
(i) h(t) := max{|t− ξ| : ξ ∈ Ξ(t)} is “as small as possible”.
(ii) There exists λt ∈ ΛΞ(t) such that λt agrees with δt on P .
(iii) ‖λt‖ ≤ C, for some t-independent constant C that we choose in advance.
Let us first remark that there are always sets Ξ(t) satisfying (ii) and (iii).2 We have
said nothing about the size of the constant C in (iii). We do not provide specific algorithms
for choosing optimally C. The general rule of thumb is that by choosing Ξ(t) to contain
the r + dimP points in Ξ that are closest to t, with r a small positive integer, we should
be able to find (with high probability, for a generic distribution of centers) λt that satisfies
the above.
Once we have chosen the functional λt =:
∑
ξ∈Ξ(t)A(t, ξ)δξ, we define
A(t, ξ) = 0, on Ξ\Ξ(t),
and define the kernels
K(·, t) :=
∑
ξ∈Ξ
A(t, ξ)φ(· − ξ), E(·, t) := φ(· − t)−K(·, t).
Next, recall that (up to a constant that depends only on d and κ) φ = | · |κ−dL, with
L = log | · | whenever κ− d is an even integer, and L = 1 otherwise.
We now complete the proof of property A4. Let Ξ and t be given. While we must
verify A4 for every t and every set Ξ satisfying (i-iii), we can (by translating both t and
Ξ) assume without loss of generality that t = 0. Let h := h(t) be as in (i). Suppose first
that |x| > 2h. If R is any polynomial of degree < n, then
|φ(x)−K(x, 0)| = |φ(x)−λ0(φ(x−·))| ≤ |φ(x)−R(x)|+ |λ0(φ(x−·)−R(x−·))|. (2.12)
2A sketch of the argument is as follows. First, the claim is definitely correct when Ξ = Zd. Therefore,
there exists δ > 0, such that the claim is correct, provided that Ξ has non-zero intersection with any
ball Ba(δ), a ∈ Zd. Since ‖λ‖ is invariant under dilation, the claim is thus correct provided that Ξ has
non-zero intersection with any ball Ba(R(1)), a ∈ R(1)δ Zd, and with R(1) as in A1. Thanks to assumption
A1, our Ξ satisfies, indeed, this last property. The argument as here is of mostly theoretical value, since
it employs a localization process that involves only a small subset of Ξ, and results therefore in a density
function that is prohibitively large.
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In particular, choosing R as the Taylor polynomial of degree n−1 at x of φ, the first term
on the right side of (2.12) is zero and we obtain
|φ(x)−K(x, 0)| ≤ C‖φ−R‖L∞(B)
where C is the constant in (iii) and B is the ball of radius h about x. From the Taylor
remainder formula we obtain
|φ(x)−K(x, 0)| ≤ C|φ|Wn(L∞(B))h
n
n!
≤ CC ′|x|κ−d−nhn ≤ CC ′′hκ−d[1 + |x|
h
]−ν , (2.13)
where the constants C ′, C ′′ depend on φ and ν but are independent of Ξ, t, x. Here, we
used the fact that |x| and |x′| are comparable for x′ ∈ B because |x| > 2h.
If |x| ≤ 2h, then |x− ξ| ≤ 3h for every ξ ∈ supp λ0. Assume momentarily that h = 1.
Then we simply estimate
|φ(x)−K(x, 0)| = |φ(x)− λ0(φ(x− ·))| ≤ (1 + ‖λ0‖) ‖φ‖L∞(B) ≤ CC ′′′, (2.14)
where now B is the ball of radius 3 about the origin, C ′′′ depends only on φ and n, and
C is the constant in(iii).
Now, suppose that h := h(0) 6= 1. Then, dilating φ, Ξ and λ0 by h, we note that
φ(x/h)− λ0(φ((x− ·)/h)) = hd−κ(φ(x)− λ0(φ(x− ·))) + (q(x)− λ0(q(x− ·))),
with q a polynomial of degree ≤ κ−d (viz., q = 0 for odd κ−d, and q = −|· |κ−dhd−κ log h
otherwise). Since δ0 − λ0 annihilates all such polynomials, we conclude that
φ(x/h)− λ0(φ((x− ·)/h)) = hd−κ(φ(x)− λ0(φ(x− ·))). (2.15)
Invoking now the analysis of the (h = 1)-case, we have that
|φ(x/h)− λ0(φ((x− ·)/h))| ≤ CC ′′′,
and hence, by (2.15),
|φ(x)− λ0(φ(x− ·))| ≤ CC ′′′hκ−d,
provided that |x| ≤ 2h. Altogether, for x ∈ Rd,
|φ(x)−K(x, 0)| ≤ CC1hκ−d[1 + |x|
h
]−ν , (2.16)
with C as in (iii), and C1 a universal constant.
For general t ∈ Rd, an argument identical to the above leads to
|φ(x− t)−K(x, t)| ≤ CC1h(t)κ−d(1 + |x− t|/h(t))−ν .
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This validates A4. It also shows the constant that appears in A4 is the product of a
constant that is independent of Ξ, x, t by the uniform bound for the norms ‖λt‖, t ∈ Rd.
Concerning property A3, for each fixed ξ, the function A(·, ξ) has compact support
because of assumption A1 and our remarks above about the choice of Ξ(t). Since this
function is also uniformly bounded as we have shown in the discussion of (iii), we see that
A3 is also satisfied.
3 Approximation with a prescribed set Ξ of centers
In this section, we assume that the set Ξ of centers is fixed in advance. We work under
the assumption that Ξ, φ satisfy A1-A4. We shall prove a theorem for the approximation
of a given function f ∈ W (Lp(Rd), φ) by the elements of SΞ(φ). In §5, we will extend the
results of this section to more general functions in Lp(R
d).
Since our goal is to derive error estimates that reflect the local density of Ξ, it may
seem that we can employ our measure of density t 7→ h(t) in such estimates. However,
it turns out that h may change too rapidly to allow effective error analysis (unless one
replaces A4 by the stronger assumption that E(x, t) is supported in the domain {(x, t) :
|x − t| ≤ Ch(t)}. However, the only interesting example that satisfies this stronger
condition is univariate splines). To circumvent this difficulty, we introduce a companion
density function H that varies more slowly than the original h.
Given Ξ, φ and a local density h that satisfy A1-A4, we define
H(x) := sup
t∈Rd
h(t)
(
1 +
|x− t|
h(t)
)−r
, x ∈ Rd, (3.1)
where r is any fixed number satisfying
0 < r <
ν − d
κ
, (3.2)
and with ν as in assumption (2.8). The larger the value of r, the smaller the density
function H and the better the estimates that we shall obtain.3 Notice also that in the
examples in the previous section, the number ν appearing in A4 can be chosen arbitrary
large; however, the constant that appears in A4 and the density function h depend both
on the selection of this ν.
3It is therefore natural to try to take r = ν−d
κ
in the analysis we give below; but this fails to work
(barely). One could introduce logarithmic factors in the definition of H and get slightly improved results
but at the expense of notational complications that we want to avoid.
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We assume that f ∈ W (Lp(Rd), φ) and then derive an error estimate for approximating
f by the elements of SΞ(φ). We first want to enlarge the space SΞ(φ) to include certain
infinite sums. Given 1 ≤ p ≤ ∞, we define
SΞ(φ)p
to be the closure of SΞ(φ) in the topology of convergence in Lp(Ω) for each compact
Ω ⊂ Rd.
To describe the approximation procedure we are going to use, we recall the kernel K
(given by (2.5)) which describes how φ(·− t) is approximated. Also recall the error bound
(2.8) for E := φ(· − t)−K(·, t) which we assume to hold for this approximation.
Given any positive weight function w defined on Rd, we define the norm
‖g‖Lp(w) := ‖wg‖Lp(Rd), 1 ≤ p ≤ ∞, (3.3)
and the approximation error
E(f, SΞ(φ))Lp(w) := inf
S∈SΞ(φ)p
‖f − S‖Lp(w), 1 ≤ p ≤ ∞. (3.4)
Notice that ‖ · ‖Lp(w) differs from the more usual definition of weighted Lp-norms.
Theorem 3.1 Suppose that Ξ, φ satisfy A1-4, and let 1 ≤ p ≤ ∞. If f ∈ W (Lp(Rd), φ)
and w := H−κ , then we have
E(f, SΞ(φ)p)Lp(w) ≤ C0|f |W (Lp(Rd),φ) (3.5)
with C0 = CC
′, C ′ being dependent only on φ, ν and r, and C is the constant that appears
in A4.
The parameter κ (which was introduced in Assumptions A2, A4) determines the rate of
decay of the error. Note that κ appears on both sides of (3.5) (in the definition of Lp(w),
as well as in the definition of W (Lp(R
d), φ)).
The theorem provides local error estimates in terms of the density H . Where H is
small, i.e. Ξ is dense, the approximation bound is better. The local nature of the error
estimates is best captured in the case p =∞:
Corollary 3.2 In the notations and assumptions of Theorem 3.1, the error bound in the
case p = ∞ can be restated as follows: for every compact Ω ⊂ Rd and every ǫ > 0, there
exists g ∈ SΞ(φ), such that, for every x ∈ Ω,
|f(x)− g(x)| ≤ ǫ+ C0H(x)κ|f |W (Lp(Rd),φ). (3.6)
The constant C0 is independent of f, g, ǫ,Ω and x.
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Proof of Theorem 3.1. We begin by assuming that f ∈ Cκ0 (Rd) and later use a
completion argument to derive the general case. We shall establish the estimate (3.5)
for p = 1,∞ and then derive the general case by interpolation. For any function g ∈
L1(R
d) + L∞(R
d), we define
L(g, x) :=
∫
Rd
H(x)−κg(t)E(x, t) dt. (3.7)
Then L is a linear operator and we shall show that it maps Lp boundedly into itself for
p = 1,∞. Once this is established, the Marcinkiewicz interpolation theorem implies that
L maps Lp(R
d) boundedly into itself for all 1 ≤ p ≤ ∞.
First consider the case p = 1. We invoke the estimate (2.8) and the definition of H
given in (3.1) to find
H(x)−κ|E(x, t)| ≤ CH(x)−κh(t)κ−d
(
1 +
|x− t|
h(t)
)−ν
≤ Ch(t)−d
(
1 +
|x− t|
h(t)
)−ν+rκ
.
(3.8)
Thus
‖L‖L1(Rd) = supt∈Rd
∫
Rd
H(x)−κ|E(x, t)| dx
≤ supt∈Rd C
∫
Rd
h(t)−d
(
1 + |x−t|
h(t)
)−ν+rκ
dx
= C
∫
Rd
(1 + |y|)−ν+rκ dy ≤ C ′,
(3.9)
where we used the fact that −ν + rκ < −d.
For the case p =∞, we fix x ∈ Rd and define for each j ∈ Z the set
Ωj := {t ∈ Rd : 2j−1 ≤ h(t)
H(x)
< 2j} (3.10)
Then, ∫
Rd
H(x)−κ|E(x, t)| dt =
∑
j∈Z
∫
Ωj
H(x)−κ|E(x, t)| dt =:
∑
j∈Z
Ij. (3.11)
We can estimate each of the integrals Ij appearing in the sum by using (2.8) to obtain
Ij ≤ C2jκ
∫
Ωj
[2jH(x)]−d
(
1 +
|x− t|
2jH(x)
)−ν
dt = C2jκ
∫
Ω′j
(1 + |y|)−ν dy, (3.12)
where Ω′j = [2
jH(x)]−1(x− Ωj). Since ν > rκ+ d > d, it is clear that
∑
j≤1 Ij ≤ C ′. For
j > 1, we use the definition of H to find(
1 +
2|x− t|
2jH(x)
)r
≥
(
1 +
|x− t|
h(t)
)r
≥ h(t)
H(x)
≥ 2j−1, t ∈ Ωj . (3.13)
13
In other words,
|x− t|
2jH(x)
≥ 2
(j−1)/r − 1
2
=: aj , t ∈ Ωj . (3.14)
This means that
Ij ≤ C2jκ
∫
|y|≥aj
(1 + |y|)−ν dy ≤ C2jκa−ν+dj (3.15)
Since κ < ν−d
r
, we have that
∑
j>1 2
jκa−ν+dj is finite. This, together with (2.13), yields
‖L‖L∞(Rd) = sup
x∈Rd
∫
Rd
H(x)−κ|E(x, t)| dt ≤ C. (3.16)
Consequently, we have proved that L boundedly maps Lp into itself for every 1 ≤ p ≤ ∞.
Now, if f ∈ W (Lp(Rd), φ), then by the definition of this space, Tf ∈ Lp(Rd). Hence,
from what we have already proved,
‖L(Tf)‖Lp(Rd) ≤ C0‖Tf‖Lp(Rd) = C0|f |W (Lp(Rd),φ), (3.17)
with C0 = CC
′, with C ′ an absolute constant, and C the constant that appears in A4.
Assume next that f ∈ Cκ0 (Rd) and define
F :=
∫
Rd
Tf(t)K(·, t) dt. (3.18)
From A1-2 and the fact that supp Tf is compact, we deduce that the sum that defines
K(·, ·) is finite on Rd × supp Tf . It follows then that
F =
∑
ξ∈Ξ
a(ξ)φ(x− ξ), a(ξ) :=
∫
Rd
A(t, ξ)Tf(t) dt. (3.19)
As said, the sum that defines F is actually finite. Thus, F ∈ SΞ(φ).
Continuing under the assumption that f ∈ Cκ0 (Rd), we have
H(x)−κ[f(x)− F (x)] = H(x)−κ
∫
Rd
Tf(t)E(x, t) dt = L(Tf)(x). (3.20)
It follows from what we have already proved that
E(f, SΞ(φ))w,p ≤ ‖f − F‖Lp(w) ≤ C0‖Tf‖Lp(Rd) = C0|f |W (Lp(Rd),φ), 1 ≤ p ≤ ∞. (3.21)
We now want next to extend (3.21) to all of W (Lp(R
d), φ). Fix p ∈ [1,∞], and
let f ∈ W (Lp(Rd), φ). By the definition of W (Lp(Rd), φ) there is a sequence of com-
pactly supported functions fn, n = 1, 2, . . ., from C
κ
0 such that fn → f in the norm of
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W (Lp(R
d), φ). Let Fn be defined by (3.18) for fn. We know that each of these Fn is in
SΞ(φ). For any compact set Ω, we have w(x) ≥ cΩ > 0, x ∈ Ω, and therefore by writing
Fm − Fn = Fm − fm − (Fn − fn) + (fm − fn) we find
‖Fm − Fn‖Lp(Ω) ≤ ‖fm − fn‖Lp(Ω) + c−1Ω ‖fm − fn − (Fm − Fn)‖Lp(w)
≤ ‖fm − fn‖Lp(Rd) + CΩ‖T (fm − fn)‖Lp(Rd), (3.22)
where the last inequality uses (3.21) for f = fm − fn. This shows that (Fn) is a Cauchy
sequence in the topology of Lp-convergence on compact sets. By definition, its limit G is
in SΞ(φ)p. Again, for any compact set Ω in R
d, we have
‖w(f−G)‖Lp(Ω) ≤ lim
n→∞
‖fn−Fn‖Lp(w) ≤ C0 lim
n→∞
‖T (fn)‖Lp(Rd) = C0‖T (f)‖Lp(Rd), (3.23)
with C0 the constant of (3.21). Since Ω is arbitrary, we find
‖w(f −G)‖Lp(Rd) ≤ C0‖T (f)‖Lp(Rd). (3.24)
Since G ∈ SΞ(φ)p, we can replace the left side of (3.24) by E(f, SΞ(φ)p)Lp(w). This com-
pletes the proof of the theorem.
Theorem 3.1 deals with the approximation of functions that are optimally smooth, i.e.,
in the space W (Lp(R
d), φ). In §5, we establish results concerning the approximation of
functions that are less smooth. For such functions, the weight H−κ is too strong. To this
end, we state a counterpart of Theorem 3.1 for mollified versions of the original weight w.
We still assume here that f is optimally smooth. This assumption will be dropped in §5.
Suppose that 0 < s < κ. We continue to work under the assumptions A1-4. If
f ∈ W (Lp(Rd), φ) then
‖hκ−sTf‖Lp(Rd) (3.25)
is finite because h is bounded (see A1 (ii)).
Theorem 3.3 If 0 < s < κ and f ∈ W (Lp(Rd), φ) (for some 1 ≤ p ≤ ∞), then for
w := H−s we have
E(f, SΞ(φ))Lp(w) ≤ C0‖hκ−sTf‖Lp(Rd). (3.26)
with C0 as in Theorem 3.1.
Proof: The proof is very similar to the proof of Theorem 3.1. We first remark that
the two bounds
sup
t∈Rd
∫
Rd
H(x)−s|E(x, t)|h(t)s−κ dx ≤ C, sup
x∈Rd
∫
Rd
H(x)−s|E(x, t)|h(t)s−κ dt ≤ C, (3.27)
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hold with C a constant depending only on d, s. Indeed, thanks to Assumption A4 it is
sufficient to prove the above boundedness with the integrand replaced by
H(x)−sh(t)κ−dh(t)s−κ
(
1 +
|x− t|
h(t)
)−ν
= H(x)−sh(t)s−d
(
1 +
|x− t|
h(t)
)−ν
.
Since we assume ν > κr+ d ≥ sr+ d, the argument as given in the proof of Theorem 3.1
applies here verbatim to yield (3.27) .
The bounds in (3.27) now imply that the linear operator
L(g) := H(x)−s
∫
Rd
g(t)E(x, t)hs−κ(t) dt
is bounded on Lp(R
d) for p = 1,∞. By interpolation, we derive that this operator is
bounded on Lp(R
d) for all 1 ≤ p ≤ ∞. Using this for g = hκ−sT (f), we derive (3.26) for
all f ∈ W (φ, Lp(Rd)) in the same way we have proven Theorem 3.1.
4 Wavelet decompositions
In the remaining sections of this paper, we shall be in need of a local multiscale basis on
R
d. We shall employ a standard multivariate wavelet basis for this purpose. This basis
will be used only as a tool for proving various results. In this section, we recall the form
of such a basis and some of its properties which will be important to us. In particular,
we shall need its characterization of Triebel-Lizorkin spaces. There are several books that
discuss wavelet decompositions and their characterization of these spaces (see e.g. [22]).
We also refer to the article of Daubechies [4] for the construction of wavelet bases of the
type we want to use.
Let D denote the set of dyadic cubes in Rd and Dj the set of dyadic cubes of side
length 2−j (thus D = ∪∞j=−∞Dj). Each I ∈ Dj is of the form
I = 2−j [k1, k1+1]× · · ·× 2−j[kd, kd+1] = 2−j(k+ [0, 1]d), k = (k1, . . . , kd) ∈ Zd. (4.1)
For each such I, we denote its side length by ℓ(I):
ℓ(I) := 2−j , ∀I ∈ Dj.
Finally, let
E := {1, . . . , 2d − 1}, V := D ×E.
Given v = (Iv, ev) (Iv ∈ D, ev ∈ E), we denote
ℓ(v) := ℓ(Iv),
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and by
|v| := ℓ(v)d
the volume of the cube Iv.
A wavelet basis is an orthonormal basis for L2(R
d) with particular structure and prop-
erties. The wavelets are indexed by the set V:
wv, v ∈ V.
Each wavelet wv, with Iv = 2
j(k + [0, 1]d) ∈ D, is supported in a cube I¯v, with
I¯v = 2
j(k + A0[0, 1]
d),
with A0 some fixed constant that depends only on the specifics of the wavelet system we
choose.
We normalized initially the wavelet system in L2(R
d). The Lp-norm of the p-normalized
wavelets, 1 ≤ p ≤ ∞:
ψv,p := |v|
1
2
− 1
pwv (4.2)
depends only on their type, i.e., on the index ev ∈ E. Each locally integrable function f
defined on Rd has a wavelet decomposition
f =
∑
v∈V
fvψv,p, fv := fv,p := 〈f, ψv,p′〉, 1/p+ 1/p′ = 1. (4.3)
Here fv depends on the p-normalization that has been chosen but the product fvψv,p is
independent of p. In this paper, it will be convenient to normalize the wavelets in L∞:
ψv := ψv,∞ = |v| 12wv.
The series (4.3) converges absolutely to f in the Lp-norm in the case f ∈ Lp(Rd) and
1 ≤ p < ∞, with H1(Rd) replacing L1(Rd), and conditionally in the case p = ∞ with
L∞(R
d) replaced by C(Rd).
One of the most important properties of wavelet systems (and the one we need in this
paper) is the characterization of smoothness spaces in terms of the wavelet decomposition.
This means that we can use the wavelet decomposition in order to define those smoothness
spaces. For the definition of Triebel-Lizorkin spaces F sp,q in terms of wavelet coefficients,
we fix s > 0. Then, for 0 < p, q <∞,
|f |F sp,q := ‖Mq(f)‖Lp(Rd), (4.4)
where
Ms(f)(x) :=Ms,q(f)(x) :=
(∑
v∈V
ℓ(v)−qs|fv,∞|qχI¯v(x)
)1/q
. (4.5)
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The definition does not depend on the wavelet system we choose, provided that the
wavelets are m-times differentiable, and have m vanishing moments (viz., their Fourier
transform has a m-fold zero at the origin), for sufficiently large m.4
We should also make some specific remarks about our definition. In our definition we
have defined the maximal function with χI¯v where I¯v the support cube of the ψv. The
usual definition of F sp,q uses χIv instead of χI¯v . It is easy to see that these two definitions
give equivalent norms by using the Fefferman-Stein inequality mentioned in the proof
of Lemma 6.1. We also remark that Triebel-Lizorkin spaces are usually defined using
Littlewood-Paley decompositions. Our definition agrees with the classical definition if
(the wavelet system is chosen appropriately, cf. the above footnote)and the space F sp,q
continuously embeds into L1.
The definition extends naturally to the q =∞ case, with M∞(f) defined by
M∞(f)(x) := Ms,∞(f)(x) := sup
v∈V
ℓ(v)−s|fv,∞|χI¯v(x).
While we followed so far the tradition of of assuming p <∞, we will use the space F s∞,∞,
whose semi-norm is
|f |F s
∞,∞
:= sup
v∈V
ℓ(v)−s|fv,∞|χI¯v(x),
and which usually appears in the literature as the Besov space Bs∞,∞. Notice that B
s
∞,∞
is compactly embedded in C(R).
The quasi-norm in F sp,q(R
d) is defined by
‖f‖F sp,q(Rd) := ‖f‖Lp(Rd) + |f |F sp,q(Rd). (4.6)
5 Approximation of functions with lower smoothness
The estimate (3.26) is unsatisfactory because it can be applied only to a small subset of
functions in Lp. In this section, we shall remove this deficiency. Our method for doing this
is an ‘interpolation of operators’ type argument which decomposes a general function into
a smooth part to which (3.26) can be applied and a second nonsmooth part which is small.
We shall restrict our discussion to the case where the operator T is an elliptic differentiable
operator of order κ with constant coefficients and φ is its fundamental solution (on Rd).
For such T , we can choose the wavelet system in the previous section to satisfy
T (ψv)(x) ≤ C ′ℓ(v)−κχI¯v(x), v ∈ V. (5.1)
4The basic requirement is that m > s. Additional requirements are imposed in case p < 1 or q < 1.
For us, the only thing that matters is the existence of some wavelet system that can be used to define the
Triebel-Lizorkin space F sp,q. In particular, we can, and do, allow the wavelet system to depend on s, p, q.
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We fix 1 ≤ p ≤ ∞ and continue to work under assumptions A1-4. We recall in the
present case W (Lp(R
d), φ)) is the Sobolev space W κ(Lp(R
d)). Then, each f ∈ Lp(Rd) has
a series representation
f =
∑
v∈V
fvψv,
with the sum convergent in Lp(R
d). We shall work in this section exclusively with L∞-
normalized wavelets ψv.
Now, let f be a function in the Triebel-Lizorkin space F sp,∞, s < κ, and let h be the
density function for Ξ. We decompose f = f+h + f
−
h in the following way:
f+h :=
∑
ℓ(v)≥h(v)
ψvfv, f
−
h := f − f+h ,
where
h(v) := ‖h‖L∞(I¯v) .
We shall first estimate how well f+h can be approximated by elements from SΞ(φ).
Lemma 5.1 Let 1 ≤ p ≤ ∞ and 0 < s < κ. If f ∈ F sp,∞, then for w := H−s, we have
dist(f+h ,SΞ(φ))Lp(w) ≤ C(s, d)‖f‖F sp,∞, (5.2)
with a constant C as in Theorem 3.1.
Proof: ¿From (5.1), we obtain for any x ∈ Rd,
|hκ−s(x)T (f+h )(x)| ≤ hκ−s(x)
∑
ℓ(v)≥h(v)
|fv||T (ψv)(x)|
≤ C ′hκ−s(x)
∑
ℓ(v)≥h(v)
ℓ(v)−κ+sℓ(v)−s|fv|χI¯v(x)
≤ C ′Ms,∞(f)(x) h(x)κ−s
∑
ℓ(v)≥h(x)
ℓ(v)−κ+sχI¯v(x)
≤ CMs,∞(f)(x)h(x)κ−sh(x)−κ+s ≤ CMs,∞(f)(x). (5.3)
Here we have used the fact that there is an absolute constant C1 depending only on the
support size of the wavelet such that for any dyadic level j, there are at most C1 I ∈ Dj
which contain the given point x. This means that the above series can be compared with
a geometric series and can be bounded by a fixed multiple of its largest term. Thus, the
constant C depends only s and d. Therefore, by Theorem 3.3,
dist(f+h , SΞ(φ))Lp(H−s) ≤ C
∥∥hκ−sT (f+h )∥∥Lp(Rd) ≤ C ‖Ms,∞(f)‖Lp = C ‖f‖F sp,∞ ,
which completes the proof of the lemma.
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Remark. Formally, the proof given in the lemma does not cover the case p = 1.
The reason is that the wavelet representation of f ∈ L1(Rd) does not always converge
to f . However, the lemma does extend to all f ∈ L1(Rd), provided that we use an
inhomogeneous wavelet representation. Such representation takes the form
f =
∑
ℓ(v)<2J
〈f, ψv〉ψv +
∑
ℓ(v)=2J
〈f, ψ˜v〉ψ˜v =: f1 + f2,
with the modified wavelets ψ˜v supported in exactly the same cube I¯v as their original
wavelet counterparts, and satisfy T (ψ˜v) ≤ C ′2−JκχI¯v . The integer J can be chosen at
will. This modified expansion converges for every f ∈ L1(Rd). We can use the above
inhomogeneous wavelet expansion in the proof of the Lemma, since we know (see the
discussion on surface splines in §2) that the density function is bounded, which implies
that the term f+h in the decomposition of f contains the entire expansion of the above f2
(for a suitable large J that depends on the bound we have on h, but on nothing else.) The
argument in the proof of the lemma can be then repeated verbatim for the case p = 1.
However, the smoothness space that is characterized by the inhomogeneous expansion is
the inhomogeneous Triebel-Lizorkin space. For this reason, we have stated the result with
respect to the full norm ‖f‖F sp,∞. For 1 < p ≤ ∞, the result is also valid with ‖f‖F sp,∞
replaced by |f |F sp,∞.
We are left with bounding the Lp(H
−s)-norm of f−h .
Lemma 5.2 Fix 1 ≤ p ≤ ∞. If 0 < s < κ and w := H−s, then
‖f−h ‖Lp(w) ≤ C(s, d)‖f‖F sp,∞, (5.4)
where C(s, d) depends only on s and d.
Proof: Since f−h =
∑
ℓ(v)<h(v) fvψv(x) and |ψv(x)| ≤ C ′χI¯v(x) for an absolute constant
C ′, we have
|f−h (x)| ≤ CMs,∞(f)(x)
∑
ℓ(v)<h(v)
ℓ(v)sχI¯v(x) (5.5)
Given an x ∈ Rd for which x ∈ I¯v and ℓ(v) < h(v), we know that there is a t ∈ I¯v such
that h(v) = h(t). For this t, we have
H(x) ≥ h(v)(1 + |x− t|
h(v)
)−r. (5.6)
Since, |x − t| ≤ √dℓ(I¯v) ≤
√
dA0ℓ(v) ≤
√
dA0h(v), we find that h(v) ≤ CH(x) with C
depending only on r. Thus,∑
ℓ(v)<h(v)
ℓ(v)sχI¯v(x) ≤
∑
I¯v∋x, ℓ(v)≤CH(x)
ℓ(v)s ≤ C ′H(x)s, (5.7)
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where C ′ depends on s and d. Here, as in the previous lemma we compared the series
in (5.7) with a geometric series and bounded it by a fixed multiple of its largest term.
¿From (5.7), we obtain∥∥H−sf−h ∥∥Lp ≤ C ‖Ms,∞(f)‖Lp = C ‖f‖F sp,∞(Rd) ,
which proves the lemma.
Combining the two lemmas, we arrive at the following result.
Theorem 5.3 Assume that φ and Ξ satisfy the assumptions A1-4 with respect to a ho-
mogeneous differential operator T with constant coefficients (and degree κ). For every
1 ≤ p ≤ ∞, for every 0 < s < κ, and for every f ∈ F sp,∞ we have
dist(f, SΞ(φ))Lp(H−s) ≤ C(s, d) ‖f‖F sp,∞ , (5.8)
where C as in Theorem 3.1, and H is the majorant density function associated with Ξ.
We can also derive results for approximation in Sobolev spaces, as well as in Besov
spaces. For the Sobolev spaceW sp , 1 ≤ p <∞, 0 < s < κ, we have thatW sp = F sp,2 ⊂ F sp,∞,
[31], and hence Theorem 5.3 implies that
dist(f, SΞ(φ))Lp(H−s) ≤ C ‖f‖W sp (Rd) . (5.9)
As to Besov spaces, since Bsp(Lp(R
d)) is continuously embedded into F sp,∞ (see [31]), we
have, by the same theorem, that, for 1 ≤ p <∞ and 0 < s < κ,
dist(f, SΞ(φ))Lp(H−s) ≤ C ‖f‖Bsp(Lp(Rd)) . (5.10)
This latter statement extends trivially to p =∞, since F s∞,∞ = Bs∞(L∞).
Note that we have restricted out attention to a differential operator T . The reason
is that our analysis depends on two properties of the wavelet system. The first is the
characterization of Triebel-Lizorkin spaces in terms of wavelet decompositions, and the
second is (5.1). In order to extend the result of this section to more general T , we will need
a representation system that will satisfy, first and foremost, a bound analogous to (5.1)
with respect to the more general T . We can then define using that system smoothness
spaces that are analogous to the Triebel-Lizorkin spaces from §4, and establish an analog
of Theorem 5.3.
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6 Nonlinear approximation
We shall now turn to a different setting. We assume f ∈ Lp(Rd) is a function that we wish
to approximate using the shifts of φ. In contrast to the problems studied so far where
the set of centers is prescribed in advance, we shall now allow the choice of the centers to
be made dependent on f . We are interested in how well we can approximate f using at
most N such centers.
Let ΣN := ΣN(φ) be the set of all functions S for which there is a set Ξ of cardinality
N such that
S =
∑
ξ∈Ξ
aξφ(· − ξ). (6.1)
We then define the approximation error
σN (f)p := inf
S∈ΣN
‖f − S‖Lp(Rd). (6.2)
This form of nonlinear approximation is known as N-term approximation.
Our setting is different than that considered in previous sections. We begin with a
function φ that satisfies assumption A2. For simplicity, we also suppose that the operator
T is a homogeneous differential operator of order κ. The reader can easily abstract the
conditions we use about T to get a more general theorem.
We do not assume A1, A3, A4 since Ξ is not specified in advance. Rather, we
shall assume that for any dyadic cube there is a collection of points near this cube that
locally satisfyA3-4. To make this assumption precise, we fix the order κ of the differential
operator T and fix a wavelet system {ψv}v∈V of κ-times differentiable compactly supported
wavelets of the form described in §4. As in that section, for each v, we denote by I¯v the
smallest cube which contains the support of ψv. Recall that we know that I¯v has size
comparable to that of Iv, namely ℓ(I¯v) ≤ A0ℓ(v) for a fixed constant A0 that depends
only on κ.
We make the following assumption (about φ) in this section.
A5: Given ν > d, there is an absolute constant C0 and an integer N0 such that for
any N ≥ N0, and any v ∈ V, there is a set Ξv,N ⊂ Rd consisting of N points with the
following property: There is a linear combination
Kv,N(·, t) =
∑
ξ∈Ξv,N
Av,N (t, ξ)φ(· − ξ), t ∈ I¯v,
with Av,N (·, ξ) in L∞(I¯v) such that φ(x− t)−Kv,N(x, t) satisfies
|φ(x− t)−Kv,N(x, t)| ≤ C0hκ−dv,N
(
1 +
|x− t|
hv,N
)−ν
, t ∈ I¯v, x ∈ Rd, (6.3)
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with
hv,n :=
ℓ(v)
N1/d
.
The new assumption A5 can be easily shown to be satisfied for surface splines (Ex-
ample 2 in §2). Indeed, given N , we choose m such that md ≤ N , and choose Ξv,N to
be the vertices of a uniform grid on I¯v with mesh size h˜v,N := ℓ(I¯v)/(m − 1). Assuming
that m ≥ κ− d+ ν (see Example 2), it is then easy to follow the dilation argument given
in Example 2 to conclude that the linear functionals λt, t ∈ I¯v are uniformly bounded,
independently of I¯v and m (hence of N). Also, h˜v,N as above satisfies h˜v,N ≤ Chv,N .
Thus, (6.3) follows from the validity of A4 for surface splines (see Example 2 in §2).
The constant C depends only on d and the number A0, hence is universal for all of our
purposes. Thus, N0 in this case is (κ− d+ ν)d.
To prove theorems about N -term approximation of a function f by shifts of the func-
tion φ, we will first represent f in a wavelet decomposition and approximate the individ-
ual terms in this decomposition. We begin by seeing how well we can approximate the
wavelet ψv (normalized in L∞), by using a budget of Nv centers. Given v, and any integer
Nv ≥ N0, we let Ξv,Nv be the set of points satisfying A5. Let us denote
Sv,Nv :=
∫
Rd
T (ψv)(t)K(·, t) dt, K(x, t) :=
∑
ξ∈Ξv,Nv
A(t, ξ)φ(x− ξ). (6.4)
Notice that since T (ψv) = 0, t /∈ I¯v, the integral in (6.4) only goes over t ∈ I¯v and
therefore by A5, this integral is finite.
Now, an important property of the wavelets that we need here is that ψv satisfies
‖Tψv‖L∞ ≤ C0ℓ(v)−κ. Also, thank to A2, ψv =
∫
Rd
T (ψv)(t)φ(· − t) dt. We use this
together with A5 to derive the following bound
|ψv(x)− Sv,Nv(x)| ≤ C0C1
(
hv,Nv
ℓ(v)
)κ ∫
I¯v
(
1 +
|x− t|
hv,Nv
)−ν
h−dv,Nv dt
≤ CN−κ/dv
(
1 +
dist(x, I¯v)
ℓ(v)
)−ν+d
. (6.5)
Let us describe now our approximation algorithm and analyze its performance. In the
algorithm, we are given a budget N of centers, and invest a nominal amount cv ≥ 0 in
each wavelet ψv, v ∈ V; we refer to cv as cost. We ensure that the total cost
∑
v cv does
not exceed the given budget N . Since cv may not be an integer, and since the minimal
number of centers that we can use is N0, the cost cv allows us to approximate the term
fvψv in the wavelet expansion (4.3) of f by investing
Nv := ⌊cv⌋ (6.6)
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centers, provided cv ≥ N0. In this case, (6.5) gives us the estimate
|ψv(x)− Sv,Nv(x)| ≤ CN−κ/dv
(
1 +
dist(x, I¯v)
ℓ(v)
)−ν+d
≤ C ′c−κ/dv
(
1 +
dist(x, I¯v)
ℓ(v)
)−ν+d
.
(6.7)
If cv < N0, we do not approximate ψv at all, and get then
|ψv(x)− Sv,Nv(x)| = |ψv(x)| ≤ CχI¯v(x), x ∈ Rd, (6.8)
since the wavelets are uniformly bounded.
Now, suppose that we are given a budget of N centers, determine a cost distribution
(cv)v (with
∑
v cv ≤ N), and would like to estimate the Lp-norm of the error when
approximating the term fvψv in the wavelet expansion of f using the designated cost cv.
According to (6.7) and (6.8), our error will be determined, up to a universal constant, by
the p-norm of ∑
v
|fv||ψv − Sv,Nv | =:
∑
v
|fv|Rv. (6.9)
Here, (fv) are the wavelet coefficients of the approximand f .
Lemma 6.1 Let 1 ≤ p ≤ ∞ and suppose that the constant ν appearing in A5 is > 2d.
If Rv is defined as in (6.9), then∥∥∥∥∥∑
v∈V
|fv|Rv
∥∥∥∥∥
Lp(Rd)
≤ C
∥∥∥∥∥∑
v∈V
[max(1, cv)]
−κ/d|fv|χIv
∥∥∥∥∥
Lp(Rd)
. (6.10)
Proof: This inequality can be derived using the method of proof for Fefferman-Stein
inequalities [16]. In fact, for 1 ≤ p <∞, it can be derived directly from these inequalities
as follows. Let M0 be the Hardy-Littlewood maximal operator
M0(g)(x) := sup
Q∋x
1
|Q|
∫
Q
|g(u)| du (6.11)
where the supremum is taken over all cubes Q that contain x. Then, for 1 < p <∞ and
any real numbers (av), the Fefferman-Stein inequality says∥∥∥∥∥∑
v∈V
|av|M0(χIv)
∥∥∥∥∥
Lp(Rd)
≤ C
∥∥∥∥∥∑
v∈V
|av|χIv
∥∥∥∥∥
Lp(Rd)
, (6.12)
where C depends only on p as p gets close to 1 and ∞. Now a direct calculation shows
that for a constant C0 depending only on d we have
M0(χIv)(x) ≥ C0
(
1 +
dist(x, Iv)
ℓ(v)
)−d
≥ C ′0
(
1 +
dist(x, I¯v)
ℓ(v)
)−ν+d
(6.13)
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where, in the last inequality, we used our assumption that ν > 2d and the fact that
1 + dist(x,Iv)
ℓ(v)
≤ C(1 + dist(x,I¯v)
ℓ(v)
) for all x ∈ Rd with a constant C depending only on the
space dimension d. It follows from this and (6.5), (6.8) that
Rv(x) ≤ C[max(1, cv)]−κ/dM0(χIv)(x), x ∈ Rd,
with C again depending only on d. Using this with (6.12) we derive the lemma for
1 < p <∞.
One can derive the lemma in the case p = 1 and also obtain a constant not depending
on p as p→ 1 by using a modified Hardy-Littlewood maximal function
M ′0(g)(x) := sup
Q∋x
 1
|Q|
∫
Q
|g(u)|µ du
1/µ
with µ < 1. The Fefferman-Stein inequality now holds for p = 1 if this new maximal
function is used in place of M0. For M
′
0 one has an analogue of (6.13) where in the first
inequality the exponent d is replaced by d/µ. Thus if µ is sufficiently close to one so that
µ(ν− d) > d, we again arrive at the lemma for p = 1. When p =∞, one can again derive
the lemma using the fact that ν > 2d by an analogous argument to the proof of (6.12).
The following is the main result of this section.
Theorem 6.2 Let 1 ≤ p <∞ be given, and let f ∈ F sτ,q, with s ≤ κ, τ = (1/p+ s/d)−1,
and q := (1 + s/d)−1. Then
σN (f)p ≤ CN−s/d ‖f‖F sτ,q .
The constant C here is independent of f and N .
In the proof of the theorem, we will use the following elementary observation.
Lemma 6.3 Let
∑∞
j=−∞ zj be a non-negative series with limit Z < ∞, and with partial
sum sequence Zk :=
∑k
j=−∞ zj. For any ǫ > 0, there is a Cǫ > 0 depending only on ǫ such
that
∞∑
j=−∞
zj
Z1−ǫj
≤ CǫZǫ.
Proof of the lemma: For each positive integer k, let jk be the minimal integer for
which Zjk ≥ 2−kZ, j0 :=∞. Then
jk−1−1∑
j=jk
zj
Z1−ǫj
≤ 2k(1−ǫ)Zǫ−12−(k−1)Z = 2Zǫ2−ǫk.
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Summing over all positive k, we obtain the stated result.
Proof of the theorem: Fix f ∈ F sτ,q with f not the zero function, and fix a positive
integer N . For any given x ∈ Rd, we consider the set Vx of all v ∈ V such that χIv(x) 6= 0.
We can order the v ∈ Vx as follows. We take any fixed ordering for E and then we say
v > v′ if either |v| > |v′| or |v| = |v′| and ev > ev′ . Given this order, we now define for
each x ∈ Rd and each v′ ∈ V,
Mq,v′(x) :=
( ∑
v∈Vx:v≥v′
|v|−qs/d|fv|qχIv(x)
)1/q
.
Notice that Mq,v′(x) is actually constant on Iv′ and so we denote
Mq,v′ := Mq,v′(x), x ∈ Iv′ . (6.14)
Also, we clearly have
Mq,v′ ≤Mq(f)(x), x ∈ Iv′ . (6.15)
We determine our cost function by the rule
cv = a|v|q|fv|qM τ−qq,v , v ∈ V,
where a will be specified in a moment. Now τ − q ≥ 0 and q = 1− qs/d. Therefore, from
(6.15), we see that
cv =
∥∥a|v|−qs/d|fv|qM τ−qq,v χIv∥∥L1(Rd) ≤ ∥∥a|v|−qs/d|fv|qMq(f)τ−qχIv∥∥L1(Rd) .
Thus,
∑
v∈V
cv ≤ a
∥∥∥∥∥Mq(f)τ−q∑
v∈V
|v|−qs/d|fv|qχIv
∥∥∥∥∥
L1(Rd)
≤ a ‖Mq(f)τ‖L1(Rd) = a ‖f‖
τ
F sτ,q
<∞, (6.16)
where we have used the fact that χIv ≤ χI¯v for all v ∈ V. Thus, we can choose a so that
a ‖f‖τF sτ,q = N , and obtain that
∑
v cv ≤ N .
It remains to estimate the Lp-error produced by the scheme. In view of Lemma 6.1,
we need to estimate the Lp-norm of∑
v∈V
[max(1, cv)]
−κ/d|fv|χIv ≤
∑
v∈V
[max(1, cv)]
−s/d|fv|χIv ≤
∑
v∈V
c−s/dv |fv|χIv =:
∑
v
Ev.
Here we have used the fact that s ≤ k.
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For x ∈ Iv, we have
Ev(x) = a
−s/d|v|−qs/d|fv|1−qs/dM (q−τ)s/dq,v = a−s/d|v|−qs/d|fv|qM τ/p−qq,v .
Here, we have used the fact that 1− qs/d = q. If p = 1, then τ/p− q = 0, and, fixing x,
we obtain ∑
v∈V
Ev(x) ≤ a−s/dM qq (f)(x) = a−sp/dM τq (f)(x).
We can prove a similar estimate when p > 1. Namely, we fix x ∈ Rd and invoke Lemma
6.3 with zv := |v|−qs/d|fv|qχIv(x) using the ordering on Vx introduced earlier. Hence,
M qq,v = Zv and M
τ/p−q
q,v = Zǫ−1v , with ǫ = τ/(pq) > 0. Also, Z ≤ M qq (f)(x) again because
χIv ≤ χI¯v . By the lemma,∑
x∈I¯v
|v|−qs/d|fv|qM τ/p−qq,v ≤ C(τ, p, q)Mq(f)τ/p.
Thus,
(
∑
v∈V
Ev(x))
p ≤ Ca−sp/dMq(f)τ(x),
and we conclude that, with A := ‖f‖F sτ,q∥∥∥∥∥∑
v
Ev
∥∥∥∥∥
Lp(Rd)
≤ Ca−s/dAτ/p = C(aAτ )−s/dA = CN−s/d ‖f‖F sτ,q .
We can derive from the theorem a corresponding result for the Besov space Bsq(Lτ )
(see any of the standard texts for a definition of these spaces.) This Besov space is
continuously embedded in F sτ,q. Hence we obtain
Corollary 6.4 Let 1 ≤ p < ∞ be given, and let f ∈ Bsq(Lτ ), with s ≤ κ, τ = (1/p +
s/d)−1, and q := (1 + s/d)−1. Then
σN (f)p ≤ CN−s/d ‖f‖Bsq (Lτ ) .
The constant C here is independent of f and N .
Finally, we compare this theorem with the classical results on N -term wavelet approx-
imation given in [9]. For wavelet approximation one obtains the same bounds with the
assumption f ∈ Bsτ (Lτ ) = F sτ,τ . Since q < τ , the wavelet assumption is (slightly) weaker
than what is assumed in Theorem 6.2. The two assumptions agree when p = 1. We do
not know if q can be replaced by τ for other values of p. We believe that it cannot, i.e.,
that the value of q in our theorems is the best possible one.
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