Abstract. In line with the technological developments, the current data tends to be multidimensional and high dimensional, which is more complex than conventional data and need dimension reduction. Dimension reduction is important in cluster analysis and creates a new representation for the data that is smaller in volume and has the same analytical results as the original representation. To obtain an efficient processing time while clustering and mitigate curse of dimensionality, a clustering process needs data reduction. This paper proposes an alternative model for extracting multidimensional data clustering based on comparative dimension reduction. We implemented five dimension reduction techniques such as ISOMAP (Isometric Feature Mapping), KernelPCA, LLE (Local Linear Embedded), Maximum Variance Unfolded (MVU), and Principal Component Analysis (PCA). The results show that dimension reductions significantly shorten processing time and increased performance of cluster. DBSCAN within Kernel PCA and Super Vector within Kernel PCA have highest cluster performance compared with cluster without dimension reduction.
Introduction
In line with the technological developments, the current data tends to be multidimensional and high dimension, which is complex than conventional data. Many clustering algorithms have been proposed, but for multidimensional data and high dimensional data, conventional algorithms often produce clusters that are less meaningful. Furthermore, the use of multidimensional data will result in more noise, complex data, and the possibility of unconnected data entities. This problem can be solved by using clustering algorithm. Several clustering algorithms grouped into cell-based clustering, density based clustering, and clustering oriented. To obtain an efficient processing time to mitigate a curse of dimensionality while clustering, a clustering process needs data reduction.
Data reduction techniques create a new representation for the data that is smaller in volume and has the same analytical results as the original representation. There are various strategies for data reduction: aggregation, dimension reduction, data compression, discretization, and concept hierarchy [1] . Dimension reduction is a technique that is widely used for various applications to solve curse dimensionality.
Dimension reduction is important in cluster analysis, which not only makes the high dimensional data addressable and reduces the computational cost, but also can provide users with a clearer picture and visual examination of the data of interest [2] . Many emerging dimension reduction techniques proposed, such as Local Dimensionality Reduction (LDR). LDR tries to find local correlations in the data, and performs dimensionality reduction on the locally correlated clusters of data individually [3] , where dimension reduction as a dynamic process adaptively adjusted and integrated with the clustering process [4] .
Sufficient Dimensionality Reduction (SDR) is an iterative algorithm [5] , which converges to a local minimum of arg | and hence solves the MaxMin problem as well. A number of optimizations can solve this minimization problem, and reduction algorithm based on Bayesian inductive cognitive model used to decide which dimensions are advantageous [6] . Developing an effective and efficient clustering method to process multidimensional and high dimensional dataset is a challenging problem.
The main contribution of this paper is the development of an alternative model to extract data based on density connection and comparative dimension reduction technique. Results of extracting data implemented in DBSCAN cluster, and compare with other clustering method, such as Kernel K-Mean, Super Vector and Random Cluster. This paper is organized into a few sections. Section 2 will present the related work. Section 3 explains the materials and method. Section 4 elucidates the results followed by discussion in Section 5. Section 6 deals with the concluding remarks.
Related Work
Functions of data mining are association, correlation, prediction, clustering, classification, analysis, trends, outliers and deviation analysis, and similarity and dissimilarity analysis. Clustering technique is applied when there is no class to predict but rather when the instances divide into natural groups [7, 8] . Clustering for multidimensional data has many challenges. These are noise, complexity of data, data redundancy, and curse of dimensionality. To mitigate these problems dimension reduction needed. In statistics, dimension reduction is the process of reducing the number of random variables. The process classified into feature selection and feature extraction [9] , and the taxonomy of dimension reduction problems [10] shown in Fig.1 . Dimension reduction is the ability to identify a small number of important inputs (for predicting the target) from a much larger number of available inputs, and is effective in cases when there are more inputs than cases or observations.
