ABSTRACT. The purpose of this paper is to develop an efficient computational model for Abelian categories of coherent sheaves over certain classes of varieties. These categories are naturally described as Serre quotient categories. Hence, our approach relies on describing general Serre quotient categories in a constructive way which leads to an efficient computer implementation.
INTRODUCTION
This paper develops an efficient computational model for Abelian categories of coherent sheaves over certain classes of varieties. The standard approach to constructive mathematics is to require that all disjunctions and all existential quantifiers appearing in defining axioms have to be realized by algorithms. We call an Abelian category for which this holds constructively Abelian or computable (cf. Appendix B, in particular Definition B.1).
Such categories of coherent sheaves are Serre quotient categories A/C of some category A = S-grmod of finitely generated graded S-modules (over a graded Noetherian ring S) modulo a subcategory C of negligible modules, i.e., those with zero sheafification [BLH14a] . Luckily, due to Gröbner bases methods such categories A of modules are constructively Abelian [BLH11] . In the typical case of C not being a zero category one cannot naively model coherent sheaves by f.g. graded S-modules. Taking this discrepancy C into account is unavoidable for the correctness of many homological algorithms, e.g., those computing connecting homomorphisms or spectral sequences, as morphisms that should lift as morphisms of sheaves do not necessarily lift if they are naively modeled by S-module maps. The obstructions to such lifts in A lie in the subcategory C and vanish in A/C (cf. Remark 3.4).
Our main result is to deduce the computability of A/C from that of A.
Theorem 1.3. Let X Σ be a smooth toric variety without torus factors. Then the category Coh X Σ is constructively Abelian.
In Section 2 we introduce the notion of generalized and Gabriel morphisms. They are a 3-arrow formalism for localization, already implicit in [Gro57a, Gab62] , and a computer friendly data structure. In Section 3 we use Gabriel morphisms to provide a constructive description of morphisms in Serre quotient categories. This leads to a proof of Theorem 1.1, which directly describes a computer implementation of Serre quotient categories. In Section 4 we apply the abstract results for Serre quotient categories to categories of sheaves on projective and toric varieties and prove Theorems 1.2 and 1.3. We demonstrate that our approach is practical by a spectral sequence computation in Appendix C using our computer implementation in the homalg project [hpa14] .
Recently, a similar 3-arrow formalism was introduced for Quillen model categories admitting a functorial factorization [DHKS04] , and a more general 3-arrow formalism was developed for uni-fractional categories by S. Thomas . The novelty of our formalism is that it constructs a new category G C (A) and recovers A/C (also treated in [Tho11, Example 7.7.b]) by factoring out a two-sided ideal which we call the zeroid, following Bourne and Zassenhaus. When considered in a constructive setup Thomas verified that his formalism defines a category (with the exception of deciding equality of morphisms), whereas in our proof of Theorem 1.1 we constructively verify all axioms of an Abelian category.
In the above discussion we didn't assume the existence of a section functor S : A/C → A, right adjoint to the exact localization functor Q : A → A/C. In Appendix D we prove alternative versions of Theorem 1.1 once S is computable, for example using computations in the essential image of S or using the Gabriel-Zisman-localization [GZ67, Sim06] . However, computer experiments suggest that these alternative approaches are less efficient than the approach using Gabriel morphisms. Still, the section functor plays a major role in our treatment of the computability of Hom and Ext in Serre quotients categories [BLH14b, BLH14c] .
Convention:
In this paper, we use the postfix notation for the composition, i.e., f g := g • f .
GENERALIZED MORPHISMS AND GABRIEL MORPHISMS
In this section we introduce the 3-arrow calculus of generalized morphisms. This paper uses a subclass of generalized morphisms, called Gabriel morphisms, as the "data structure" for morphisms in a Serre quotient category A/C. These morphisms are the key ingredient to prove the computability of A/C as an Abelian category in Section 3.
There is a second application of generalized morphisms in constructive homological algebra. They provide a simple constructive description of spectral sequences of filtered complexes where the differentials of the successive pages were defined by closed formulas [Bar09] .
Arrow diagrams of morphisms in Abelian categories induce isomorphisms between various subfactors of the involved objects. To visualize these isomorphisms we occasionally display the corresponding Hasse diagrams of modular subobject lattices together with the order-preserving maps induced by the morphisms. The zero subobject is located at the top of each Hasse diagram. Subfactor objects correspond to intervals, subobjects to intervals starting at the top, and factor objects to intervals ending at the bottom. For more details see [Bar09] .
2.1. Generalized morphisms. From now on A denotes an Abelian category.
Definition 2.1 ([Bar09]
). Let M, N be two objects in A. A generalized morphism of A with source M and target N is an equivalence class of triples of A-morphisms
such that the domain ı ψ : M ψ ֒→ M of ψ is a mono and the codomain  ψ : N և N ψ of ψ is an epi. We call ψ the A-morphism associated to ψ. Two such triples are equivalent if
• their sources and targets coincide and 
For such an equivalence class we write more elaborately
The subfactors isomorphic to the image ( ∼ = coimage) of ψ are marked by thick (blue) lines. The cokernel of the domain ı ψ and the kernel of the codomain ı ψ are marked by dotted (red) lines. We call a domain or codomain full if it is an isomorphism 2 , and non-full otherwise. A generalized morphism with full domain and codomain is called honest. Every honest morphism
Conversely, for any A-morphism ϕ :
We write (ı ψ , ψ,  ψ ) : M → N as a shorthand for the triple M Denote by ı and ϕ the pullback morphisms of the cospan (ı, ϕ), as indicated in the commutative diagram below. Analogously, denote the pushout morphisms of the span (, ψ) by  and ψ.
Finally define the composition of the generalized morphisms ϕ, ψ as
i.e., the compositions of the outer left, bottom, and right morphisms in the above diagram.
The four morphisms
ϕ is identified with a subobject of L and N ψ with a factor object of N. The subfactors isomorphic to the image ( ∼ = coimage) of the A-morphism ϕψ are marked by thick (blue) lines. Subfactors of cokernels of domains and subfactors of kernels of codomains are marked by dotted lines.
The associativity of the composition is a tedious but elementary exercise. This composition turns G(A) into a category with the same class of objects as A and with the honest morphism
(induced by 1 M ) as the identity of M.
The composition of two generalized morphisms ϕ and ψ potentially "shrinks" the domain (compared to that of ϕ) and codomain (compared to that of ψ). More precisely:
Remark 2.3. The cokernel of the domain ı ϕψ = ı ı ϕ of the composition is an extension of coker ı ϕ by the subobject im ı ϕ / im( ı ı ϕ ), where the latter is naturally isomorphic to a subfactor of coker ı ψ . Dually, the kernel of the codomain  ϕψ =  ψ  is an extension of ker  ψ by the factor object ker( ψ )/ ker  ψ , where the latter is naturally isomorphic to a subfactor of ker  ϕ . These two claims can, for example, be easily read off from the above Hasse diagram of the composition.
2.3. The category G(A) is enriched over commutative inverse monoids. Now, we introduce the natural (additively written) commutative inverse monoid structure on the Hom-sets of G(A) (cf. Appendix A). In contrast to the addition operation of generalized morphisms, which is somewhat technical since domains and codomains need to be unified, the additive inverse 3 of a generalized morphism ψ = [ı ψ , ψ,  ψ ] is simply
We now come to the definition of the addition. For convenience we allow writing ψ = [ı ψ , ψ,  ψ ] where ψ : L → N/K with L ≥ im ı ψ and K ≤ ker  ψ . Then we automatically replace the morphism ψ by its pre-composition with the natural mono im ı ψ ֒→ L and its postcomposition with the natural epi N/K ։ N/ ker ı ψ . where κ is defined using the pullback below as κ := α β ı β = α γ ı γ .
The common coarsenings of two generalized morphisms β = [ı β , β,  β ] and γ = [ı γ , γ,  γ ] with the same target is defined as the generalized morphisms
where λ is defined using the pushout above as λ :=  β α β =  γ α γ . Obviously, Hom G(A) (M, N) with this addition and the above additive inversion is a commutative inverse semigroup with
the idempotent associated to ψ. The bounded meet-semilattice E(Hom G(A) (M, N)) of idempotents is modular with a terminal object and consists of all generalized morphisms of the form 0(ψ). In fact, Hom G(A) (M, N) is a commutative inverse monoid with the honest morphism
The category G(A) is enriched over commutative inverse monoids equipped with the nonclosed symmetric tensor product of Definition A.5. Note that G(A) is in general not enriched over commutative monoids with their standard tensor product: The additive zeros are in general not absorbing, i.e., not preserved by the composition as the domain of ψ0 is that of ψ and the codomain of 0ϕ is that of ϕ.
Analogous to Remark 2.3 we observe that:
Remark 2.6. The cokernel of the domain of ϕ ± ψ is an extension of coker ı ψ by a factor object of coker ı ϕ , and vice versa. Dually, the kernel of the codomain of ϕ±ψ is an extension of ker  ψ by a subobject of ker  ϕ , and vice versa.
The computability of G(A).
Theorem 2.7. If A is a constructively Abelian category then G(A) is constructively a category enriched over commutative inverse monoids.
Proof. G(A) is a category:
(a) The identity morphism
is constructible since the identity morphism 1 M in A is constructible. (b) All operations involved in Definition 2.2 of the composition are computable in the constructive Abelian category A. (c) A triple (ı ψ , ψ,  ψ ) is a representative of a generalized morphism of A iff ı ψ , ψ,  ψ are A-morphisms, the sources of ı ψ , ψ coincide, the targets of ψ,  ψ coincide, and ı ψ is an A-mono (which can be verified by the vanishing of its kernel) and  ψ is an A-epi (which can be verified by the vanishing of its cokernel).
(d) The equality of two generalized morphisms represented by two triples is decidable, as the conditions describing the equivalence of two representing triples are decidable in the constructively Abeian category A. G(A) is a category enriched over commutative inverse monoids:
(e,f) All operations involved in Definition 2.5 of the addition and subtraction are computable in the constructively Abelian category A.
In [Bar09] the enrichment over commutative inverse monoids plays no role, whereas other properties which we omitted here become more relevant.
2.5. The subcategory G C (A) of Gabriel morphisms. From now on C denotes a thick subcategory of the Abelian category A, i.e., a non-empty full subcategory of A closed under passing to sub-and factor objects and forming extensions.
Definition 2.8. A Gabriel morphism (of A with respect to
Denote by G C (A) the subclass of Gabriel morphisms w.r.t. C in G(A). Remark 2.3 states that G C (A) is a subcategory of G(A) (which is wide, i.e., with the same class of objects), while Remark 2.6 ensures that G C (A) inherits the enrichment of G(A) over the monoidal category of commutative inverse monoids. Note that
For the notions used in following proposition and its proof we refer the reader to Appendix A.
Proposition 2.9. The zeroid of the commutative inverse monoid Hom
Proof. Consider such a ψ and denote by π ψ the cokernel epi of ψ.
Then ker ( ψ π ψ ) ∈ C and ϕ = ϕ + ψ, i.e., ψ belongs to the zeroid by Lemma A.2. Conversely, let ϕ = ϕ + ψ. By replacing ϕ with 0(ϕ) we may assume ϕ an idempotent. And by replacing the idempotent ϕ with ϕ + 0(ψ) we may assume that ϕ ≤ ψ, i.e., that the (co)domain of ψ (co)dominates 4 that of the idempotent ϕ. Since ϕ = ϕ + ψ it now follows that im ψ ∈ C.
The bounded meet-semilattice E(Hom G C (A) (M, N)) of idempotents is a modular sublattice of E(Hom G(A) (M, N)), but in general without a terminal object. Remark 2.11. Let A be a constructively Abelian category and C ⊂ A a thick subcategory for which we can decide 5 the membership problem. It is evident from Definition 2.8 that the membership in the wide subcategory G C (A) ⊂ G(A) becomes decidable as well. Hence, by Theorem 2.7, G C (A) is constructively a category enriched over commutative inverse monoids. 4 A mono κ is said to dominate the mono λ if there exists a (necessarily unique) lift
The notion of codomination is the dual one.
5 By "decide" we always mean "algorithmically decide".
Furthermore, the zeroid Z(G C (A)) is a two-sided ideal in G C (A) (see Remark A.1 for the corresponding statement in the context of semirings) for which membership is decidable by Proposition 2.9.
THE COMPUTABILITY OF SERRE QUOTIENT CATEGORIES
In this section we explicitly verify that Serre quotient categories A/C of an Abelian category A modulo a thick subcategory C are constructively Abelian once A is constructively Abelian and the membership in C is decidable. This proof uses the Gabriel morphisms from last section and underlies our computer implementation shown in Appendix C.
3.1. Preliminaries. The Serre quotient category A/C has the same object class as A and Hom-groups defined by
The canonical functor Q : A → A/C is the identity on objects and maps a morphism ϕ ∈ Hom A (M, N) to its image in Hom A/C (M, N) under the maps
Again, A/C is an Abelian category and the canonical functor Q : A → A/C is exact. 
semigroups induces an isomorphism of Abelian groups
where Z M,N is the zeroid of the commutative inverse monoid Hom G C (A) (M, N). Furthermore, the Serre quotient A/C is equivalent to the factor category
is an Abelian category. In his proof he assumes at the beginning of each construction (e.g., of kernels and cokernels) that the involved A/C-morphism M → N is expressible as an Amorphism M → N (which is the same as an honest Gabriel morphism). By this he allows adapting the models for source and target of such morphisms a priori, which is justifiable by the colimit. This assumption strongly simplifies his proof as it completely hides the colimit process behind a "without loss of generality" statement. Explicitly keeping track of the colimit process 6 Such factor categories appear under the name "quotient category" in [Kel64] . Another example: The homotopy category K ? (A) of an Abelian A is defined as the factor category of chain complexes Ch ? (A) by the two-sided ideal of zero-homotopic chain morphisms. There the outcome is triangulated and in general not Abelian.
by advancing along the corresponding direct system renders Gabriel proof constructive. This is precisely achieved by the Gabriel morphisms which naturally evolved as a data structure for morphisms in Serre quotient categories suitable for a computer implementation.
Proof of Theorem 1.1. Let L, M, and N be objects of A which we also consider as objects of A/C. We go through all disjunctions and all existential quantifiers listed in Appendix B and show how to turn them into constructive ones using Gabriel morphisms in A with respect to C as a model for morphisms in A/C. A/C is a category enriched over commutative inverse monoids 7 : (a-g) Remark 2.11 states that G C (A) is a constructively a category enriched over commutative inverse monoids and that the membership in its zeroid ideal Z(G C (A)) is decidable. All constructions now follow from Corollary 3.1 where two morphisms in A/C are equal if and only if the difference of the representing Gabriel morphisms lies in Z(G C (A)). A/C is a category with zero:
(h) A zero object in A/C can be modeled by a zero object in A ⊂ G C (A). A/C is a pre-additive category:
(i) The definition of the zeroid and Corollary 3.1 imply that Hom A/C (M, N) with the above For the sake of an efficient implementation, we recommend giving direct constructions for the natural embeddings into a coproduct and for the co-pairing morphism.
(h') The embeddings are induced by the A-embeddings. 
3. The Lifting Lemma. We need some language to describe lifts in the context of Gabriel morphisms.
L → M be two Gabriel morphisms; we may assume by a common coarsening that they have equal codomain 8 λ. We define the subobject L := γ −1 (im β) ≤ L γ and call it the (β, γ)-adapted source of γ. We denote its embedding by ı : L ֒→ L γ , and, by abuse of notation, the restriction of γ to L by γ := ı γ : L → M γ . Set K := K β / ker β and call it the (β, γ)-adapted source of β. We denote the natural epi by  : K β ։ K and, again by abuse of notation, the induced morphism 
The proof involves no further constructions. The cokernel of ı ı γ lies in C as the extension of the two objects L/L γ ∼ = coker ı γ and L γ /L ∼ = (im β + im γ)/ im β, both lying in C. The kernel of  β  coincides with ker β and is hence in C.
The rest of the claim can be read off the Hasse diagram where we identify the objects L γ and L = im (ı ı γ ) with their images in L, K β with its image in K, and M β = M γ with M/ ker λ. 
Proof. The two conditions on
Any good computer implementation should immediately profit when domains or codomains are full, since then we get closer to compute in A rather than in A/C. In the language of Hasse diagrams this means that a lot of dotted lines, which stand for subfactors in C, disappear. In our application to coherent sheaves this is indeed very often the case.
COMPUTABILITY OF CATEGORIES OF COHERENT SHEAVES
In this section we apply the framework of Gabriel morphisms and show that categories of coherent sheaves on projective schemes and smooth toric varieties are constructively Abelian. Therefore, we consider the computability of categories of finitely presented graded modules.
4.1. The computability of certain (graded) module categories. In [BLH11] we showed, that categories of finitely presented modules are constructively Abelian if the corresponding ring is computable. In this subsection we formulate the same result in the graded context and describe certain computable graded rings needed for the description of sheaves. We call a (unitial) commutative ring R computable if there exists an algorithm to solve a linear systems over R, i.e., to find an (affine) generating set of all X with B = XA for given matrices A and B over R. The second class of rings describes projective varieties over an affine scheme Spec B.
Definition 4.4 ([AL94, §4.3]).
A ring B is said to have effective coset representatives if for every ideal I we can determine a set T of coset representatives of B/I, such that for every b ∈ B we can compute a unique t ∈ T with b + I = t + I. Proof. There are well-known Gröbner bases techniques for S. Theorem 4.3.3 in [AL94] shows that reduction yields unique elements and its proof shows that the coefficients of the representation of reduced elements are homogeneous. This also implies that the reduced elements are themselves homogeneous. Finally, the syzygies construction above [AL94, Theorem 4.3.15] produces homogeneous syzygies. Proof of Theorem 1.2. First, the category of finitely presented graded S-modules is constructively Abelian by Corollary 4.6. Second, we can decide whether a module is contained in S-grmod 0 by Lemma 4.8. Thus, by Theorem 1.1 the category S-grmod/S-grmod 0 is constructively Abelian. The statement follows from the equivalence of categories in Theorem 4.7.
The category of coherent sheaves over a closed subscheme X of P n B is also constructively Abelian: instead of graded S-modules, one considers finitely presented graded S/I-modules, where I is the homogeneous ideal defining X. Alternatively, one can work with the thick subcategory graded S-modules whose annihilators contain I; the essential image of the sheafification is then Coh X.
Coherent sheaves on toric varieties.
In this subsection we prove Theorem 1.3 establishing the computability of the Abelian category Coh X Σ for a smooth toric variety X Σ with no torus factors (cf. [CLS11] for notation). Let S = C[x ρ | ρ ∈ Σ(1)] be the Cox ring of X Σ . This ring is graded by the divisor class group Cl X Σ . Denote by S-grmod the category of finitely presented graded S-modules. As X Σ is smooth the membership in the subcategory S-grmod 0 ⊂ S-grmod is decidable. Now we can prove Theorem 1.3, i.e., that the category Coh X Σ is constructively Abelian if X Σ is a smooth toric variety without torus factors.
Proof of Theorem 1.3. First, the category of finitely presented graded S-modules is constructively Abelian by Corollary 4.3. Second, the membership in S-grmod 0 is decidable by Proposition 4.10. Thus, by Theorem 1.1 the category S-grmod/S-grmod 0 is constructively Abelian. The statement follows from the equivalence of categories in Theorem 4.9.
In the case where all maximal cones of the smooth fan Σ are full dimensional there is a more efficient way to decide membership in S-grmod 0 . Let σ be a maximal cone, full dimensional by assumption. Consider the inclusions U σ ⊂ X Σ , where For nonsmooth toric varieties (with no torus factor) S. Gutsche outlined in [Gut13] an algorithm to compute the (S x σ ) 0 -module (M x σ ) 0 and hence to decide the membership in S-grmod 0 in the general case.
APPENDIX A. INVERSE SEMIGROUPS
In this section we recall some basic facts about inverse semigroups (cf. [Law98] ). A semigroup H is a set equipped with a associative binary operation
A monoid is a semigroup with a neutral element, i.e., a (necessarily unique) n ∈ H satisfying n • h = h = h • n for all h ∈ H. An element h ∈ H is called regular if it has at least one inverse, i.e., an element y ∈ H satisfying h • y • h = h and y • h • y = y. It immediately follows that the two elements h • y and y • h are idempotents and each idempotent e ∈ H is trivially of this form (set h = y = e). A semigroup is called regular if all its elements are regular. It can be shown that inverses in regular semigroups are unique if and only if all idempotents commute, providing two equivalent definitions of an inverse semigroup. Denote the subset of idempotents by E(H). It is then the largest idempotent inverse (and hence commutative) subsemigroup, or equivalently, a meetsemilattice for the partial order e ≤ f :⇐⇒ e = e∧f defined by the meet e∧f := e•f = f •e. It is bounded when H, and hence E(H), is a monoid. The unique inverse of h is denoted by h −1 (unless the semigroup is written additively then by −h). The mapping h → h −1 is an involution on H, i.e., (h
defines a natural partial order on an inverse semigroup H which extends the one on E(H). The meet-semilattice E(H) is a singleton only if H is a group. A congruence ∼ on an (inverse) semigroup H is an equivalence relation which respects the binary operation:
The set H/ ∼ of equivalence classes (with binary operation induced by •) is again an (inverse) semigroup. A congruence relation is called a group congruence if H/ ∼ is a group. The congruence σ defined by
is the smallest 11 group congruence of the inverse semigroup H. All idempotents are easily seen to be σ-equivalent but their σ-equivalence class Z(H) ⊇ E(H) might contain nonidempotents, otherwise σ is called idempotent pure. In our applications σ is far from being idempotent pure.
Remark A.1. We call Z(H) the zeroid of H following Bourne and Zassenhaus, who first introduced it in [BZ58, Definition 4] as a distinguished two-sided ideal in a semiring with a commutative additive semigroup H. In that context it the smallest strongly closed ideal (or h-ideal) in the sense of [Iiz59] ; an additively inverse semiring 12 modulo its zeroid is a ring.
In the proof of Proposition 2.9 we need the following simple lemma:
Obviously, requiring x ∈ E(H) does not alter the statement.
Proof. For z ∈ Z(H) we have z ∼ σ e ∈ E(H), i.e., ∃x ∈ H :
The first equality implies x ∈ E(H) and hence x = x • z by the second. For the reverse inclusion let
In the rest of this section we consider commutative semigroups which we write additively. A neutral element, in case it exists, will be denoted by 0.
Note that a commutative regular semigroup is the same thing as a commutative inverse semigroup. In this case 0(h) :
is called the idempotent associated to h. More generally we define an action of Z as follows
Hence, a commutative inverse semigroup H defines a direct system of Abelian groups
over the meet-semilattice E(H). In particular, H set-theoretically a disjoint union of Abelian groups H =˙ e∈E(H) H e . The converse also holds as a special case of [CP61, Theorem 4.11]: Any direct system of Abelian groups over a meet-semilattice L defines a commutative inverse semigroup H with E(H) ∼ = L.
Denoting by H ∞ := lim − →e∈E(H) H e the colimit Abelian group we conclude:
Corollary A.3. The zeroid Z(H) of the commutative inverse semigroup H is the kernel of the canonical homomorphism H → H ∞ . In particular, H ∞ ∼ = H/Z(H).
Remark A.4. The tensor product of commutative semigroups introduced in [Gri69] only assumes bilinearity. This is enough for it to restrict to the full subcategory of commutative inverse semigroups:
). However, it does not restrict to the nonfull subcategory of commutative monoids which has its own tensor product, characterizable as follows: The endofunctor − ⊗ H is the left adjoint of the (internal) Hom(H, −) functor, where Hom(H, H ′ ) of two commutative monoids is again a commutative monoid with pointwise multiplication as binary operation and neutral element given by the constant map to the neutral element of H ′ . Compared to the the tensor product for commutative semigroups it additionally satisfies 0 H ′ ⊗ h = 0 H ′ ⊗ 0 H = h ′ ⊗ 0 H , which implies that the latter is the neutral element of the tensor product monoid. The unit object of this closed symmetric monoidal structure is given by the natural numbers (N, +, 0).
There is, however, a nonclosed symmetric monoidal structure on the full subcategory of commutative inverse monoids defined as follows:
Definition A.5. The tensor product of two commutative inverse monoids is the tensor product of their underlying commutative semigroups modulo the extra relations stating that 0 H ′ ⊗0 H is the neutral element. 13 The unit object of this tensor product is the Abelian group Z and the isomorphisms Z ⊗ H ∼ = H ∼ = H ⊗ Z are given by the above described action of Z.
This last tensor product has no right adjoint as it does not preserve the initial object (=zero object=trivial monoid): {0} ⊗ ({0, ∞}, +) ∼ = ({0, ∞}, +) ≇ {0}. Still, restricted to the full subcategory of Abelian groups it yields the standard tensor product, where, again, 0
APPENDIX B. CONSTRUCTIVELY ABELIAN CATEGORIES
In this section we sum up the notation from our previous paper [BLH11] , which introduced the notion of a computable or constructively Abelian category as a constructive setup for homological algebra. If A is a constructively Abelian category then any construction becomes algorithmic if it only depends on A being an Abelian category. See [Bar09] for a non-trivial example, which details a construction of spectral sequences (of filtered complexes) only using the axioms of an Abelian category. However, this approach goes beyond developing algorithms for specific homological constructions; it is rather a framework which automatically turns any construction only relying on the category being Abelian 15 into an algorithm.
Definition B.1. Let A be an Abelian category. We say that A is constructively Abelian (or computable) if all existential quantifiers and disjunctions appearing in the axioms can be turned into constructive ones.
The following list only emphasizes the existential quantifiers and disjunctions of a Abelian category, i.e., the axioms that need to be turned into constructive ones for computability. Thus, we suppress the universal properties needed to correctly formulate some of the points below, as we assume that they are well-known to the reader. 
Example B.2. The category of finitely generated torsion-free Abelian groups is pre-Abelian but not Abelian. This follows as the mono 2 : Z → Z is not the kernel (which is the zero morphism Z → 0) of its cokernel. In particular, 2 : Z → Z is mono and epi but not iso.
APPENDIX C. EXAMPLE OF A SPECTRAL SEQUENCE COMPUTATION FOR SHEAVES
We demonstrate 17 the difference between computations in the categories A = S-grmod and A/C = S-grmod/S-grmod 0 ≃ Coh P n by computing the so-called grade filtration of a graded S-module M ∈ A and of its sheafification F = M ∈ A/C, respectively. Codomains naturally appear in the latter computation.
Below we use the bidualizing spectral sequence to compute the grade filtration following [Bar09, Appendix B]. Quadrat's alternative approach to the grade filtration [Qua13] is also general enough to allow the passage to quotient categories of coherent sheaves.
Consider the graded ring S = Q[x, y, z]. We define a graded S-module M ∈ A = S-grmod on 6 generators satisfying 6 relations given by the rows of the matrix mat below. We define its sheafification F = M over P 2 = Proj(S).
gap> LoadPackage( "Sheaves" ); true gap> F := Sheafify( M ); <A coherent sheaf on some 2-dimensional projective space>
First we compute the grade filtration of the graded module M induced by the (second quadrant) bidualizing spectral sequence 
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Level 1: * * * * * * * * * * * * * * * * * * * * * * * * . . * * . . * * ------------------ Let A be an Abelian category and C ⊂ A a thick subcategory. An object M ∈ A is called C-saturated if Ext i (C, M) = 0 for i = 0, 1 and all C ∈ C. Denote by Sat C (A) the full subcategory of C-saturated objects.
The thick subcategory C is called localizing if the canonical functor Q : A → A/C admits a right adjoint S : A/C → A, called the section functor of Q. It is fully faithful, left exact, and preserves products.
Denote by δ : Q • S → Id A/C and η : Id A → S • Q the counit and unit of the adjunction Q ⊣ S , respectively. The counit δ is a natural isomorphism in our setup. We call such a canonical functor Q a Gabriel localization and the associated monad 19 If (W , η, µ) is computable then we can decide membership in C. If µ : W 2 → W is an isomorphism then ηW = W η is the (unique) inverse of µ by the coherence conditions. In this case the computability of µ follows from that of W and η. 20 We write coker A ϕ for coker A ι(ϕ). 
The natural isomorphism coker Sat C (A) ϕ ∼ = Q(coker A ϕ) now follows from the essential uniqueness of the cokernel. The last assertion follows from the triangle identity (ηι)(ι δ) = Id ι and the commutation rules η ι(N ) W (ǫ A,ϕ ) = ǫ A,ϕ η coker A ϕ , expressing that η is a natural transformation. One can use the 2-arrow calculus of right fractions for the computability of A/C. We suppress the details. For the computability of Sat C (A) we need to saturate the input and all cokernels (taken in A), and in Gabriel-Zisman's calculus of right fractions we need to compute the unit of the adjunction η N : N → W (N) for every object N occurring as target of a morphism. In our applications to coherent sheaves both the saturation and the computation of the unit of the adjunction seem to be expensive. In particular, the approach of Gabriel morphisms seems best suited for an efficient implementation.
For the sake of completeness, we describe how to convert a morphism from one computational model to another.
We can associate to a Gabriel morphism ϕ = [ı ϕ , ϕ,  ϕ ] : M → N in A with respect to C a morphism in Sat C (A) by applying the saturation functor Q : A → Sat C (A) to ϕ which turns ı ϕ and  ϕ into isomorphisms. Thus we can invert them and get
Conversely, any morphism ψ : Q(M) → Q(N) yields a Gabriel morphism from M to N defined as the lift
/ η N of η M ψ along η N , both regarded as honest Gabriel morphisms (cf. Lemma 3.2).
To any morphism M 
