This paper investigates the problem of prediction of stellar parameters, based on the star's electromagnetic spectrum. The knowledge of these parameters permits to infer on the evolutionary state of the star. From a statistical point of view, the spectra of different stars can be represented as functional data. Therefore, a two-step procedure decomposing the spectra in a functional basis combined with a regression method of prediction is proposed. We also use a bootstrap methodology to build prediction intervals for the stellar parameters. A practical application is also provided to illustrate the numerical performance of our approach.
Introduction
In stellar astrophysics, one of the major issues is to obtain information about stars from the observation of their spectra. A spectrum can be mathematically considered as a functional object where the flux (the physical observable quantity) is expressed as function of the wavelength or frequency (see e.g., [Rob07] ). From the spectrum, an astrophysicist can deduce some of the stellar parameters such as the radius, temperature, gravity of the star, as well as the abundances of some of its elements. A standard method (see e.g., [KP00, LPA07] ) consists of modelling (using state-of-the-art numerical codes) many theoretical spectra for each individual star and carefully comparing these by eye with the star's observed spectrum, in order to get the stellar parameters. Due to the growing number of new astronomical facilities and instrumentation, it is now possible to obtain the observed spectra for hundreds of stars simultaneously (e.g., using the Flames, Uves or Fors multi-spectral object instruments in ESO-VLT at Cerro Paranal in northen Chile). Thus, when using all these data to obtain the stellar parameters, it is very important to use novel techniques that significantly reduce the data processing time.
In this context, different approaches have been developed in recent years. On one side [MdKP + 05] implemented a genetic algorithm [Cha95] to develop an automated fitting method for the quantitative spectroscopy of O-and early B-type stars with stellar winds. On the other side [LPA07, SDH14] created a grid of models for the analysis of massive blue supergiant stars. After the grid is completed, one compares some of the observed spectral lines (see below) with each one of the lines from all synthetic models in order to get the stellar parameters. Using a grid of models we want to speed up the process of obtaining the closed synthetic spectra using functional data analysis. Due to the functional form of this type of data, we choose to create prediction methods using the tools developed by the functional data analysis community (see e.g., the monographs of [RS05] and [FV06] ). This adds a new field of application for functional data analysis to the existing ones on others areas, e.g., spectrometry, neuroscience, econometrics. Functional data have been used in several contexts such as classification (see [FV06] , [CFF07] , [BCF11] , [DH12] , [DH13] ) and prediction (see [DHA09] , [SH12] ). To the best of our knowledge, there is only one article that adapts the functional data methodology to astronomy, see [CCF + 14] . In this article, we tackle two problems that are crucial for astrophysics. The first objective is to predict the star's characteristics using synthetic spectra while the second objective is to create prediction intervals for the obtained stellar parameters. In a first step, we decompose the spectrum into a functional basis that can be Fourier or splines. Then we use a prediction method to determine the values of the stellar parameters, specifically linear regression and robust or penalized linear regression. In order to choose the number of bases in the decomposition, we propose to compute the accuracy of our predictions using a cross-validation method. We also develop a method based on the bootstrap principle in order to obtain prediction intervals for the stellar parameters. These two automatic procedures can reduce significantly the number of simulated spectra in order to obtain information about these parameters. This paper is organized as follows: In section 2, we present the dataset used throughout the paper as well as the classical method used by astrophysicists to predict stellar parameters. In section 3, we recall tools developed for functional data analysis and we present methodology for decomposing the spectrum. In section 4, we present the prediction methods and we propose two procedures to evaluate the quality of the prediction and the computation of the prediction intervals. Section 5 is dedicated to explanation of the numerical results and last section discuss our conclusions.
Data
We use a grid of models calculated using the numerical code PoWR, [HG04] . This code calculates the synthetic spectrum by solving the radiative transport equation for a stellar atmosphere. From a physical point of view, the observed spectra measures the flux in the outer layers of a star (photosphere) and has two com-ponents (for details, see [Rob07] ): the continuum (corresponding to the deepest layers of the photosphere) and the spectral lines (interaction of the radiation with non full-ionized atoms). We are interested in comparing some observed spectral lines with the corresponding lines in synthetic spectra to get the information about the stellar parameters. Thus, we divide the observed spectrum by the continuum to get what astronomers call the 'normalized spectrum', which only carries information about the spectral lines. From the PoWR database we will therefore use the normalized line spectrum of a star. All data can be downloaded at the webpage http://www.astro.physik.uni-potsdam.de/~wrh/PoWR/powrgrid2-WNE.html.
There are many variables that describe the evolution of a star; in this case we will use just 2 of them, namely the modified radius, R t , and the effective temperature, T * , (see details in [HG04] ). We downloaded the normalized spectra, each of which contains 10455 data points over the same grid of wavelengths. The spectra were generated for Wolf-Rayet star of type N (WNE). The WNE database contains modelled spectra for 210 parameter pairings, corresponding to T * ∈ [31.6,199.5] and R t ∈ [0,1.5]. As the data are on a grid, several spectra share the same value of T * or R t . We compare ten spectral lines that correspond to Hydrogen and Helium, the most abundant elements. Specifically the lines are at wavelengths in the intervals [ Figures 1 and 2 , we plot the whole spectrum corresponding to point 07-11 in the grid of models. In Figures 3 and 4 , we plot the modelled line spectra in the interval [6500,6600] with one of the parameters fixed, to show the difficulty of the problem. This grid is used to predict the value of T * and R t when observing a star through its spectrum. The usual approach to prediction involves minimizing the L 2 distance between the observed line spectrum and the line spectra generated from the grid of parameters, and choosing the parameters of the minimizer.
Functional linear model
Due to high correlations between two consecutive values of a spectrum, traditional tools for parameter prediction, such as multivariate linear regression, fail. To overcome this problem, we take advantage of the functional nature of the objects. Functional data analysis has become an important field of modern statistics, and now there exists an abundant literature on this topic. We choose in particular the approach of the functional linear model. We have tried nonparametric methods such as in [FV06] in a preliminary study, but it seems that the functional linear model works better. Functional linear regression has been introduced for the case where predictors are curves, which is exactly the case here. In fact, the functional linear model can be seen as a continuous version of the multivariate linear model when the predictor is functional, i.e., where the predictor takes values in a functional space. The functional linear model, due to its simplicity, has been widely studied in the literature; we refer to [CFS99] for a description of the model and an approach to parameter estimation. Furthermore, the functional linear model covers a large range of applications, see [RS05] for examples. Our case corresponds to a functional multivariate setup and we recall here the principle and the notation, see [MAK08] for more details. Suppose we have n observations i.
and Y (2) are scalar responses and X is a functional predictor. Suppose also that X is observed at M locations of interest, such that we have X i, j , j = 1,... , M. In our problem, Y (1) and Y (2) represent the stellar parameters T * and R t , respectively, and the functional variable X represents the spectrum of the considered star, which we observe at M = 10 spectral lines. The model is a multivariate functional linear model with scalar responses and is given by:
where α 1 and α 2 are unknown scalar parameters, β 1, j and β 2, j are unknown functional parameters, and ε i and ε 2). In order to estimate the functional parameters, we use a Fourier basis. We denote the p-length vector of Fourier basis functions (ρ j 1 (t),... ,ρ j p (t)). The functional predictor X i, j then has the following basis function representation:
where
(t)dt and r i j p is an error. We decompose the parameters β 1, j and β 2, j using the same basis with the same notation. Then, we have
The errors in the equations of model (1) are different to the errors in (2), due to the decomposition of the predictors. If we denote by X j the matrix ( 
In the literature, there are few references about the theoretical selection of the numbers of components p, see [HY10] and [LWC13] . This is a challenging issue and in our approach, we choose to minimize the ΓME, see section 5.
Evaluation methods
In this section, we present the statistical methods that we use to predict the stellar parameters, given the data matrix X obtained through the functional models. 
Notations
We denote the l 2 norm by . 2 |β k |. In order to measure the quality of the prediction function, we use the root mean square error i.e
Of course, the goal is to obtained a RMSE as small as possible. We also introduce the covariance matrix Γ = (γ l,p ) 1≤l,p≤2 where
Linear regression and variations
The easiest approach to prediction is to fit a linear model for the parameters. This involves finding the parameter vector β that minimizes X β−Y (l) 2 and classical results show that the required minimizer isβ
. This method suffers from a major drawback, however: it is very unstable when the matrix X T X is ill-conditioned. Moreover, when the number of basis functions becomes large, the matrix X T X is no longer invertible; in our setting we have 126 curves so this is the case when p > 13. In order to obtain more consistent predictions, we explore three variants of this method. The first one is called "robust linear regression", see e.g., [Hub64] . This method consists of solving an M-estimation problem in order to stabilize the linear regression when the noise is heavy-tailed, but this method is not suited for large p. 1+λ . When the number of parameters is larger than the number of observations, the classical approach is to use a lasso procedure, see [Tib96] . This is the third method that we consider, and it consists of minimizing Y (l) − X β 2 + λ β 1 .
Evaluation of the prediction
Here, we describe how to evaluate the accuracy of the presented algorithms through a classical cross validation procedure. We choose to use a 5-fold procedure; 3 folds are used to estimate the parameter vector β (l) . Notice that the functional model depends on the number, p, of basis functions used for the decomposition. To choose this parameter, we use a validation set as described in Algorithm 1. Since we want to use the same parameter p to estimateβ 1 andβ 2 , we choose the parameter p that minimizes the mean Γ error on the validation set. Finally, the performance of an algorithm is evaluated on the test set. In order to get a more stable evaluation of the performances, we circulate the folds and average the results. We notice that the error for each parameter is sensitive with respect to the number of basis functions used, and for this reason we also try to standardize the vector of stellar parameters within each column of the training set.
Prediction intervals
Once we have predicted the parameter values, it is important to say how confident we are about this prediction. To solve this issue we build prediction intervals at level α ∈ [0,1] for the parameters. By definition, a prediction interval I at level α is such that P{Y ∈ I} = 1 − α, where Y is a random variable. Note that there are a large number of intervals that satisfy this condition, so we focus on prediction interval of the following form: I = I l ∩ I r where I l is a left prediction interval (i.e, of the form ] − ∞; M], M ∈ R) at level α/2 and I r is a right prediction interval (i.e, of the form ]m;+∞], m ∈ R) at level α/2. Obviously, such an interval is a prediction interval at level α and is unique. Since the distribution of the parameters Y (k) , k = 1,2, are unknown, the question is how to build a prediction interval. In this paper, we use the bootstrap methodology (described in [Sti85] ) to build a prediction interval for Y = θ(X ) and we recall the procedure in Algorithm 
t ) are the true parameters corresponding to the test set.
2. The idea behind this method is to re-sample from the residuals in order to create the prediction intervals. In order to assess the accuracy of the prediction interval, we estimate the coverage probabilities, i.e., the frequency at which the true parameter falls into the prediction interval. In practice, we run a leave one out procedure to evaluate the coverage probabilities, each a element of the grid is used once as X f and D is the rest of the grid in Algorithm 2.
Numerical results
To implement the experiments in this paper we use several R-packages. The functional decomposition is carried out using the package "fda" , the linear regression (named "LM" in the Tables), the robust linear regression (named "Robust LM" in the Tables) and the ridge regression (named "Ridge" in the Tables) are implemented in the "MASS" library , and finally the lasso is implemented using the "glmnet" library. The standard method used by astrophysicists is named "Astro" in the tables. As explained in 4.3, we run the experiments with the original vectors Y (named "Brut" in the Tables) and with normalised Y (named "Norm" in the Tables). Since the matrix Γ is unknown we evaluate it using the full database and we obtainΓ = (0.2316,−0.1119;−0.1119,0.2184). 
Selection of the number of basis
For each procedure, we use a different range for p. Notice that p is always odd when we use the Fourier base and must be greater than 4 when we use the spline decomposition. For the linear model and for robust regression, we recall that p < 13 due to problems of identification. For ridge regression and the lasso, there are no restrictions and we set p ≤ 31 for the lasso and p ≤ 35 for the ridge regression.
In figures 5, we show the evolution of ΓME as a function of p, the number of Fourier basis functions. Each of the 5 lines corresponds to one validation set and the pink dot corresponds to the mean. For the linear model, the value p = 7, is clearly optimal. For the robust linear model, the use of 5 basis functions appears marginally preferable. The results for ridge regression do not show a clear trend, however high values for p should be preferred. Finally, the lasso should be used with around 11 Fourier basis functions.
Results for prediction
In Tables 1 and 2 , we detail the numerical accuracy of the prediction procedure, calculated using the validation method explained in 4.3. It is clear that all the functional model based methods improve the previous method. For all methods shown, the median number p of basis functions selected (named Nbase in the tables) in the validation step is quite small and is consistent with previous results for functional models [RS02] . The robust linear model always outperforms the linear model however the comparison with ridge regression is not so clear. Furthermore, the use of the standardized output variables is better for the linear model but not for the others. We observe that the linear model and the robust linear model fail when the number of basis functions is greater than 13 because the models have identification problems. Finally, we observe that the results for the decomposition in a Fourier basis are often better than for the spline basis. 
Results for prediction intervals
In Tables 3 and 4 , we present the coverage probabilities of the prediction intervals produced with the procedure explained in 4.4. We can see that the prediction intervals produced by the linear model and the robust linear model are closer to 0.95 than the one build using the classical method. But the prediction intervals are too small when one use the robust regression. This is due to the fact that the robust regression introduce a bias in order to reduce the variance and a bootstrap method using a bias correction should be used is this case. We refer to [CK01] for such methods. Finally, it is not so clear that the Fourier basis is better than the spline one; as in the previous case. It depends of the proposed method: Fourier with ridge regression is better than Spline with ridge regression, on the contrary, Spline-LM is better than Fourier-LM. 
Conclusion
In this work we have implemented a linear functional data model for the prediction of stellar parameters from their spectra. After the observation (and recording) of a spectrum of a star, astronomers want to extract some stellar parameters, such as stellar radius and effective temperature from it. Normally this is a very time consuming process, where many numerical models must be implemented to generate synthetic spectra for comparing against the observed spectra. An alternative method is to run a grid of numerical models and then select the nearest synthetic spectra to the observed one. The approach we propose in this work is to use a linear functional data model to find the nearest grid spectrum to the observed one. This new methodology considerably speeds up the reduction process to obtain stellar parameters and allows us to get the best starting point to perform more numerical calculations in order to get closer synthetic spectra to the observed one. The Genetic Algorithm method [MdKP + 05] takes about one day per spectra, the search in a grid [LPA07, SDH14] takes about 20 -30 minutes, while the method proposed here takes just a few seconds. This article considers a new field of application for functional data analysis. We investigated the accuracy of different functional models for prediction and construction of prediction intervals for astrophysical parameters. We presented a classical cross-validation method in order to select the size of the functional model and to evaluate the performances. We used a bootstrap method to compute the prediction intervals. In the numerical experiments, we saw that these functional-based prediction methods perform far better than the classical method currently used in the astrophysics literature. We noted that the linear regression can be very unstable but this issue is solved both with the robust regression and the ridge regression, improving the prediction performances. As a future work we will look to create our own grid of synthetic spectra and to use this methodology with a larger number of parameters (temperature, radius, gravity, some elements abundances) to better describe the evolutionary stage of a star. 
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