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Цель настоящего практического руководства по курсу «Методы оп-
тимизации» состоит в том, чтобы выработать навыки решения разнооб-
разных задач оптимизации. В этой части пособия рассматриваются за-
дачи линейного программирования. Каждая работа содержит постанов-
ку задачи, алгоритм или схему её решения, снабжена иллюстративными 
решениями типовых примеров, вариантами индивидуальных заданий           
и вопросами.  
В настоящем руководстве рассмотрены аналитические методы реше-
ния задач поиска экстремума линейных функций со многими переменны-
ми c линейными ограничениями, представлены материалы для практиче-
ского выполнения лабораторных работ по курсу «Методы оптимизации».  
В первой работе описан алгоритм решения линейных задач графиче-
ским методом,  причем показано, как можно свести задачу линейного про-
граммирования со многими переменными к эквивалентной задаче с одной 
или двумя переменными. Графический метод для задач с двумя перемен-
ными позволяет  иллюстрировать возможные исходы решения задач. Да-
лее описаны алгоритмы решения линейных задач оптимизации табличны-
ми симплекс-методом и двухфазным симплекс-методом, которые позво-
ляют решить любую линейную задачу. Четвертая работа знакомит студен-
тов с теорией двойственности и возможным ее применением к исследова-
нию задач. Изучение  двойственного симплекс-метода позволяет рацио-
нально исследовать некоторые специальные модели и применять его к 
решению проблем из других более сложных разделов, например, теории 
игр. Наконец, в последней работе рассматривается метод потенциалов для 
решения одного из случаев важнейших транспортных задач. 
 
 













Лабораторная работа 1. Графический метод          
решения задач линейного программирования 
 
1. Постановка задачи оптимизации. 
2. Определение оптимального плана. 
3. Определение локального оптимального плана. 
4. Определение минимизирующей последовательности. 
5. Постановка производственной задачи. 
 



















(1.1)                                               
 
                                                 
(1.2) 
Алгоритм 
1. В декартовой системе координат на плоскости строим множество Х 
планов задачи как пересечение m полуплоскостей, задаваемых линейными 
неравенствами системы (1.2). При этом возможен один из случаев:  
а) Х – пустое множество; 
б) Х – выпуклый многоугольник;  
в) Х – выпуклая неограниченная многоугольная область. 
Если а), то задача не имеет решения; если б) или в) – переходим к п. 2. 











c   (градиент целевой 
функции), через начало координат проводим прямую  Z0  (линию нулевого 
уровня целевой функции):     02211 =+ xcxc . 
3. При решении задачи максимизации (минимизации) прямую Z0 пе-
ремещаем параллельно в направлении вектора c  (вектора –c ) в наиболее 
отдалённую точку А (точку В) множества планов Х. Координаты точки           
А (точки В) и составляют оптимальный план задачи максимизации (мини-
мизации) функции Z на множестве Х.  
Если множество Х ограничено, то задача всегда имеет решение. Если 
же Х – неограниченная многоугольная область, то задача может не иметь 
решения в случае, когда не существует наиболее удалённой точки, т. е. 
целевая функция неограниченно возрастает (убывает) на Х.  
Если задача имеет оптимальный план, то он достигается либо в одной 






Некоторые задачи линейного программирования с числом перемен-
ных n > 2 могут быть сведены к эквивалентным линейным задачам с дву-
мя переменными. Для этого систему ограничений-равенств исходной за-
дачи приводим к единичному базису. Определяем из неё базисные пере-
менные (эти выражения называют уравнениями связи). Подставляем их в 
целевую функцию и ограничения-неравенства задачи. После решения по-
лученной эквивалентной задачи с двумя переменными решение исходной 
задачи (базисные переменные) находят из уравнений связи.  
 



























                                                                  
Решение  
1. Приводим систему ограничений-неравенств к единичному базису 
 











































                                                                              












































































c , линию нулевого уровня u = 0 и линии уровней  u = umax,  u = umin, 
(см. рисунок 1): 
 
 
Рисунок 1 – Графическое решение задачи (1.5) 
 







1,0   







1,0  = –
3




Функция u имеет минимальное значение во всех точках отрезка ВС, 
так как линии уровня функции u параллельны этому отрезку, задача ми-
нимизации имеет альтернативный оптимум.  
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2  – общее решение задачи минимизации функции u. 
 Используя решение задачи (1.5) и уравнения (1.4), получаем решение 
исходной задачи (1.3): 
       х1 = 0,  х2 = 3
1 ,  х3 = 0,  х4 = 3














4321 ∈α=+α=+α=+α−= xxxx  – 
оптимальный план задачи минимизации.  









1,0 ,        zmin =  3 на отрезке. 
 
































































































































































































































































































































































































































































































































































































Лабораторная работа 2. Симплекс-метод             
решения задач линейного программирования 
 
1. Постановка задачи линейного программирования в канонической 
форме. 
2. Определение базисного плана. 
3. Критерий оптимальности  в симплекс-методе. 
4. Достаточное условие неограниченного возрастания целевой функции. 
5. Алгоритм симплекс-метода, правило прямоугольника. 
 
Симплекс-метод применяется к задачам линейного программирова-
ния, которые в канонической форме обладают свойствами: ранг матрицы 
системы основных ограничений равен числу уравнений, ограничения за-




1. Задачу линейного программирования приводим к каноническому 
виду 
0,,max' ≥=→ xbAxxc  




2. Строим начальный базисный план. Для этого исходную задачу пре-
















































Б  – начальный базисный план задачи (2.1).  
 
Вычисляем на нём значение целевой функции и оценки: 
НjjБjjББjБjББ JjcaccaAcJjccbcxcxz ∈−′=−′=∈=′′=′=
− ,,},{,)( 112 ∆
и переходим к пункту 3. 
 
3. Строим начальную симплексную таблицу, задающую базисный 
план 1x . 
 
4. Проверяем выполнение критерия оптимальности плана. Если все 
оценки  Нj Jj∈≥∆ ,0 , то базисный план (2.2) оптимален. Задача решена. 
Если ,,0 Нj Jj∈<∃ ∆  то идём к пункту 5. 
 




* БijНj IiaJj ∈∀≤∈<∃∆  (2.3) 
то задача (2.1) не имеет решения, так как целевая функция не ограни-
чена на множестве планов. Если условие (2.3) не имеет места, то перехо-
дим к пункту 6. 
 
6. Совершаем симплекс-итерацию – переход к новому базисному плану: 
 а) строим новый базис с индексным множеством 
 ,)\( pqJJ ББ ∪=  
 где p и q находят из соотношений: 















==θ (q-й строка – разрешающая), 
а элемент таблицы qpa  – разрешающий; 
б) строим новую симплекс-таблицу, совершая основное симплексное 






















































































7. К новой таблице применяем пункт 4 алгоритма  и т. д. 
  
Замечания 
1. Расчет новой симплекс-таблицы нужно начинать с определения 
значений столбца b  и строки ∆ , так как если для некоторого базисного 
плана выполняется критерий оптимальности (см. пункт 4), то нет необхо-
димости вычислять оставшуюся часть таблицы. 
2. Для проверки правильности вычисления симплекс-таблиц можно 
ввести столбец ∑ , который равен сумме всех столбцов таблицы и также 
вычисляется по правилу прямоугольника. 
 























                                 
 Решение 
1. Приводим задачу (2.4) к каноническому виду: 























1. Из системы ограничений задачи (2.5)  определяем начальный ба-
зисный план: 
}6,5,4{,)5,2,1,0,0,0(1 == БJx . 
 





c    -1 1 3 0 0 0   
Бc  Базис b 1a  2a  3a  4a  5a  6a  Σ  θ  
0 4a  1 2 -1  1 0 0 4 1/1→  
0 5a  2 -4 2 -1 0 1 0 0 – 
0 6a  5 3 0 1 0 0 1 10 5/1 
 ∆  0 1 -1 -3↑  0 0 0 -3  
3a  1 2 -1 1 1 0 0 4 – 
5a  3 -2  0 1 1 0 4 3/1→  
6a  4 1 1 0 -1 0 1 6 4/1 
∆  3 7 -4↑  0 3 0 0 9  
3a  4 0 0 1 2 1 0 8 – 
2a  3 -2 1 0 1 1 0 4 – 
6a  1  0 0 -2 -1 1 2 1/3→  
∆  15 -1↑  0 0 7 4 0 26  
3a  4         
2a  
3
11          
1a  
3
1          
∆  15
3








2   
  
 Последняя таблица  задаёт оптимальный план: задачи (2.4), так как 










1 === xxx   











115max =z  
 
Задание 
Симплекс-методом решить следующие задачи:   
 

























































































































































































































































































































































































































































































































Лабораторная работа 3. Двухфазный  
cимплекс-метод решения задач линейного  
программирования 
 
1. Постановка задачи первой фазы в общем виде. 
2. Три случая, которые возможны в результате решения задачи на 
первой фазе. 
3. Лемма о непустоте множества планов задачи первой фазы. 
 
Дана задача линейного программирования в канонической форме: 
 )0(0,max, ≥≥=→′ bxbAxxc  (3.1)                                              
Предположим, что для неё трудно построить начальный базисный 




Первая фаза. Построение начального базисного плана задачи (3.1). 
1. Составляем задачу первой фазы: 
 0,0,max, ≥≥=+→′− ИИИ xxbxAxxe  (3.2) 
где ( ) ( ) mmnnnnm RxxxxRe ∈=∈=′ +++ ,...,,,1...,,1,1 21  – вектор искус-
ственных переменных. 




{ } bxEAmnnnJJ БmБИБ ==+++== ,,,...,2,1 .  
3. Пусть решение задачи (3.2) – { }** , Иxx   задается таблицей T*               
с множеством базисных индексов  БJ  и элементами   
 ББij JJjJia ∈∈ ,,
** . 
Возможны три случая: 
а) если 0* ≠Иx , то исходная задача не имеет планов. Процесс решения 
окончен; 
б) если 0* =Иx  и  ∅=ИБ JJ 
*  (среди базисных планов нет искусствен-
ных),  то *x  – базисный план задачи (3.1) с базисным множеством *БJ ; 
в) если 0* =Иx , но  ∅≠ИБ JJ 
*  (среди базисных переменных имеют-
ся искусственные), то для  ИБ JJi 
*∈∀  возможны два подслучая: 
1) если в строке, соответствующей переменной  i  таблицы *T    име-
ется элемент Jjaij ∈≠ ,0
* , то, выбирая  *ija  за разрешающий элемент и вы-
полняя с ним симплексное преобразование, исключаем искусственную 
переменную  *ix  из базисных, а jx   вводим в состав базисных переменных; 
 2) если же в этой строке все Jjaij ∈∀= ,0
* , то в системе ограничений 
задачи (3.2)   ( )ni −  уравнение есть следствие остальных уравнений. Его 
нужно из (3.2) удалить, а из  таблицы *T  вычеркнуть указанную i-ю стро-
ку и j-й столбец.  
Выполнение процедур 1) и 2) над всеми элементами множества  
ИБ JJ 
* приведут к б). 
Вторая фаза. Построение оптимального плана исходной задачи              
(3.1)–(3.3). Принимая x* за начальный базисный план, а T* без столбцов  




В конкретных случаях при составлении задачи первой фазы (3.2) ис-
кусственные переменные следует вводить только в те ограничения задачи 
(3.1), в которых нет базисных переменных. Более того, в основных огра-
ничениях задачи (3.1) предварительно с помощью элементарных эквива-
лентных преобразований (умножение ограничений на положительное 
число, сложение ограничений) могут быть построены некоторые легко 





Пример 3.1. Двухфазным симплекс-методом решить задачу: 
Решение  
Первая фаза. Составляем задачу первой фазы. Так как в первой ра-
венстве уже есть базисная переменная x3, то достаточно ввести всего лишь 
две искусственные переменные x5 и x6 во второе и третье равенства. 
( )1,2,0,1,0,01 =x  – начальный базисный план задачи (3.4), 
{ } { }6,5,6,5,3 == ИБ JJ . 




  0 0 0 0 -1 -1  
 Базис b 1a  2a  3a  4a  5a  6a  θ  
0 3a  1 3 -5 1 0 0 0  
-1 5a  2 1 2 0 2 1 0 1 
-1 6a  1 -2  0 -1 0 1 →1  
 F -3 1  0 -1 0 0  
 
3a  6 -7 0 1 -5 0 5  
5a  0  0 0 4 1 -2 →0  
2a  1 -2 1 0 -1 0 1  
F 0 ↑− 5  0 0 -4 0 3  






















F 0 0 0 0 0 1 1  
































6,1,0 =≥ ixi  
 
 




Последняя таблица задаёт оптимальный план задачи (3.4)  
{ } { }0,0,0,6,1,0, ** =Иxx . Искусственные переменные *6*5 , xx  не входят в ба-
зис. Следовательно  ( )0,6,1,0=∗x  – начальный базисный план задачи 
(3.3),  { }3,2,1* =БJ .   
  
Вторая фаза. Используя последнюю таблицу, отбросив в ней столб-
цы 65 , aa  и заменив вектор стоимости с, решаем задачу (3.3) симплексным 
методом в следующей таблице: 
 
с 
   3 1 0 -1  
 Базис b 1a  2a  3a  4a  θ  
0 3a  6 0 0 1 5
8   
3 1a  0 1 0 0 5
4   
1 2a  1 0 1 0 5
3   
 ∆  1 0 0 0 4  
  
Так как все оценки в строке ∆  в этой таблице неотрицательны, то таблица 
задает оптимальный план исходной задачи (3.3). 
 Ответ: ( )0,6,1,00 =x ,  .1max =z   
  
Задание. Двухфазным симплекс-методом решить следующие задачи: 
 














4,1,0 =≥ ixi  
 










4,1,0 =≥ ixi  










4,1,0 =≥ ixi  


























4,1,0 =≥ ixi  










4,1,0 =≥ ixi  
 










4,1,0 =≥ ixi  










4,1,0 =≥ ixi  
 



















6,1,0 =≥ ixi  
 




























3,1,0 =≥ ixi  














3,1,0 =≥ ixi  
 














4,1,0 =≥ ixi  
 










4,1,0 =≥ ixi  
 














3,1,0 =≥ ixi  

































2,1,0 =≥ ixi  


















2,1,0 =≥ ixi  
 










4,1,0 =≥ ixi  










4,1,0 =≥ ixi  
 










4,1,0 =≥ ixi  










4,1,0 =≥ ixi  
 










4,1,0 =≥ ixi  










4,1,0 =≥ ixi  
 










4,1,0 =≥ ixi  














Лабораторная работа 4. Теория двойственности         
в линейном программировании 
 
1. Определение  двойственной задачи к задаче линейного программи-
рования (ЛП) в каноническом виде.  
2. Определение двойственной задачи к задаче ЛП в нормальном виде. 




Все множество задач линейного программирования можно разбить на 
пары взаимодвойственных задач.  
Для канонической формы: 
max,→′= xсz   0, ≥= xbAx ; 
min,→′= ybT    cyA ≥′ . 
Для нормальной формы: 
max,→′= xсz   0, ≥≤ xbAx ; 
min,→′= ybT  0, ≥≥′ ycyA . 
Для общей формы: 































  T = min)2()2()1()1( →′+′ ybyb  




























где x, c lnlmn RxcRcxRbyR −∈∈∈∈ )2()2()1()1( ,,,,,, , 
))((),(,,,, 1211)2()2()1()1( lnSAlSARbyRby
SmS −×−×−∈∈ − , 
)()(),)( 2221 lnSmAlSmA −×−−×−−  – матрицы. 
Связь между любой парой взаимодействующих задач раскрывается 
следующими соотношениями двойственности. 
1. Теорема существования. Для существования задачи линейного 
программирования необходимо и достаточно, чтобы не были пусты мно-
жества её прямых и двойственных планов. 
2. Теорема двойственности. Для существования решения прямой за-
дачи линейного программирования (4.1) необходимо и достаточно суще-
ствования решения 0y  двойственной ей задачи (4.2). На решениях 00 , yx  
значения целевой функций задач (4.1), (4.2) равны: 
 00 ybxc ′=′  (4.3) 
3. Основное неравенство. На каждой паре из прямого x и двойствен-
ного y планов выполняется неравенство:  




4. Достаточное условие несовместности ограничений. Если вдоль 
некоторой последовательности { }ky   ( ),}{ kx  k = 1, 2… двойственных (пря-
мых) планов двойственная (прямая) целевая функция неограниченно убы-
вает (возрастает): 
−∞→′ kyb  ( ∞→′ kxc ),  ∞→k , (4.5) 
то задача (4.1) (задача (4.2)) не имеет планов. 
5. Достаточное условие оптимальности. Если на некоторых прямом 
∗x  и двойственном ∗y  планах выполняется равенство: 
∗∗ ′=′ ybxc , (4.6) 
то ∗x , ∗y  – решение задач (4.1) и (4.2). 
6. Условия дополняющей нежесткости. Планы 00 , yx  задач (4.1), (4.2) 
тогда и только тогда оптимальны, когда  
.0)(,0)( 0/00/0 =−=−′ bAxycyAx  (4.7) 
Из равенств (4.7) и ограничений задач (4.1), (4.2) следует: 
а) если )0(0 00 ≠≠ ji yx , то i-е ограничение задачи (4.2) (j-е ограниче-
ние задачи (4.1)) активно на плане 0y  (на плане 0x ); 
б) если  j-е ограничение прямой задачи (i-е ограничение двойственной 
задачи) пассивно на плане 0х  (на плане 0y ), то )0(0 00 == ij xy ,  
,1 li ≤≤   mjSm ≤≤− . 
Соотношения двойственности позволяют: 
1) установить разрешимость задач; 
2) проверить оптимальность плана этой задачи по свойствам решения 
двойственной; 
3) по оптимальному плану одной задачи найти оптимальный план 
двойственной. 
 










1,00x  для задачи: 
     max32 4321 →+++= xxxxz  






























































                                
2. Приводим задачу (4.8) к виду (4.1): 















































4. Предположим, что 0x  оптимальный план задачи (4.11), тогда из со-
отношения 1 следует, что у задачи (4.12) есть планы, более того существу-
ет 0y  – оптимальный план для (4.12) (соотношение 2). По соотношению 6:     
.0)( 0//0 =− cyAx  



















Так как на 0x  третье ограничение задачи (4.11) пассивно (см.10), то из 
второго равенства соотношения 6:   03 =y . 

























1 == yy . 
































так как все условия выполняются,  0y  – план задачи (4.12). 























Так как 0/ xс = 0/ yb  и 0x , 0y  планы своих задач, то по соотношению 
(4.5) они будут решениями задач (4.8), (4.12). 
 
Задание 1. Определить, является ли вектор 0x  решением соответ-
ствующей задачи. 
 
Задание 2. Используя теорию двойственности, доказать оптималь-
ность задачи минимизации (или максимизации) из лабораторной работы 1. 
 






















     






















































































































































































































































































































































































































































































































































































































Лабораторная работа 5. Двойственный                
симплекс-метод решения задач линейного              
программирования 
 
1. Определение двойственного базисного плана. 
2. Определение коплана. 
3. Определение псевдоплана. 
4. Критерий оптимальности. 
5. Достаточное условие пустоты множества допустимых планов. 
6. Алгоритм двойственного симплекс-метода. 
 
 Метод удобно применять к задачам линейного программирования, 
для которых известен или легко строится начальный двойственный базис-
ный план (или соответствующий ему коплан), а также к уже решенным 
симплекс-методом задачам в случае изменения вектора условий .b  
  
Алгоритм 
Пусть дана задача линейного программирования 
0,)(max, ≥=→′= xbxАAxcz НБ  
(5.1) 
(обозначения те же, что и в лабораторной работе 2, mБ EА = ). 


















 Предположим теперь, что НБН сcA ≥′ , тогда вектор Бcy =  начальный 
двойственный базисный план задачи (5.1). 
 Ему соответствует базисный коплан ),0( НБННБ сcA −′=δ=δ=δ  и ба-
зисный псевдоплан    ).0,( =κ=κ=κ HБ b  
 
1. Строим начальную двойственную симплекс-таблицу. 
2. Проверяем выполнение критерия оптимальности. Если  ,0≥Бκ  то 
вектора y, κ  – оптимальные планы задач (5.2), (5.1), а если ,0<κ∃ j  БIj∈ , 
то идем к пункту 3. 
3. Проверяем достаточное условие отсутствия прямых планов. Если  
0<κ∃ j  , ,,0 IiaиIj ijБ ∈∀≥∈                                       (5.3) 
то ограничения задачи (5.1) несовместимы. Если условие (5.3) не имеет 
места, то переходим к пункту 4. 
4) Совершаем двойственную симплекс-итерацию – переход к новому 
базисному коплану: 
а) строим новый базис с индексным множеством pqII ББ )\(` = ,  



























Элемент таблицы qpa – разрешающий. 
б) строим новую двойственную симплекс-таблицу, совершая основное 








































Расчет новой таблицы нужно начинать с определения значений 
столбца κ   и строки δ , так как если выполняется критерий оптимальности 
(см. пункт 2), то нет необходимости вычислять оставшуюся часть             
таблицы. 
 


























1. Приводим задачу (5.4) к виду (5.1): 
 

































}4,5,1{,0 =≥ БJx  
 
 
                   (5.5) 





























 Вектор ( )0,0,2−== Бcy  является невырожденным двойственным ба-






3. Вычисляем базисный коплан и базисный псевдоплан, составляем 
начальную двойственную симплекс-таблицу и применяем двойственный 
симплекс-метод. 
)0,0,2,3,0(' =−= cyAδ , 
κ  = (-2, 0, 0, -1, 5). 
           
Базис Бκ  1a  2a  3a  4a  5a  
1a  -2 1 -1 -1 0 0 
5a  5 0 2 0 0 1 
4a  -1 0 -2 -1 1 0 
δ   0 3 2 0 0 
σ    3 2    
3a  2 -1 1 1 0 0 
5a  5 0 2 0 0 1 
4a  1 -1 -1 0 1 0 
δ   2 1 0 0 0 
σ        
 
4. Последняя таблица  задает оптимальный план задачи (5.4), так как 
Бκ  ≥ 0.  
Ответ: ),5,1,2,0,0(0 =x   .0' 0 =xc   
 






































































































































































































































































































































































































































































































































































































































Лабораторная работа 6. Решение матричной 
транспортной задачи методом потенциалов 
 
1. Постановка транспортной задачи. 
2. Математическая модель транспортной задачи. 
3. Условие общего баланса. 
4. Метод минимального элемента. 
5. Метод потенциалов. 
 
Постановка задачи. Имеется m  пунктов производства определенно-
го вида продукции с заданным объемом производства miai ,1,0 =≥  и n  




стоимость перевозки, единицы продукции из i-го пункта производства                
в   j-й пункт потребления  –  .,1,,1, njmicij ==  
Требуется найти такой план перевозок   ),1,,1,( njmixx ij === , 








,1,  (6.1) 
 








,1,  (6.2) 










.min  (6.3) 
          
 Здесь ijx – количество продукции, перевозимое из i-го пункта произ-
водства в j-й пункт потребления. Ясно, что  
njmixij ,1,,1,0 ==≥  (6.4) 
         
 Задача (6.1)–(6.4) является специальной задачей линейного програм-
мирования.  
Для существования ее решения необходимо и достаточно выполнения 









(количество производимой продукции 




При решении задач (6.1)–(6.4) используют транспортные таблицы с 
множеством клеток }.,1,,1),,{( njmijiU ===   
 






























1. Построение начального базисного плана перевозок методом мини-
мального элемента. 
Метод минимального элемента. Находим в таблице клетку с мини-
мальной стоимостью перевозки ijUjiji cc ∈= ),(min11 .  
Полагаем перевозку в этой клетке },min{
1111 jiji
ba=∆ . Если 
)(
111111 jjiiji
bxax == , то исключаем из дальнейшего рассмотрения строку 
1i  (столбец 1j ), а число 
1j
b (число  
1i




−  (на 
111 jii





b , то исключаем из рассмотрения либо строку 1i , либо столбец 1j .  
С уменьшенной таблицей поступаем аналогично. Через 1−+ mn  ша-
гов будут построены перевозки ijx , }1,1),,{(),( −+==∈ mnkjiUji kkБ  –  
базисное множество клеток. Полагаем, БНij UUUjix \),(,0 =∈=  –  мно-
жество небазисных клеток. 
2. Решение задачи (6.1)–(6.4) методом потенциалов: 
1) находим потенциалы njv j ,1, = , miui ,1, =  строк и столбцов 
транспортной таблицы, решая систему: 
Бijji Ujicvu ∈=+ ),(, . (6.5) 
 При решении системы (6.5), следует один из потенциалов выбирать 
произвольным. Например, потенциал для строки или столбца, содержа-
щих наибольшее количество базисных клеток, полагать равным нулю; 
2) вычисляем оценки для небазисных клеток: 
Нijjiij Ujicvu ∈−+=∆ ),(, ; 
3) проверяем критерий оптимальности базисного плана: 
а) если Нij Uji ∈∀≤∆ ),(,0 , то базисный план перевозок оптима-
лен. Вычисляем на нем транспортные расходы и записываем ответ; 
б) если Нij Uji ∈>∆∃ ),(,0 , то переходим к пункту 4. 
4) находим максимальную оценку: 
 ijUjiji H ∆∆ ∈= ),(max00 ; 
5)  начиная из клетки ),( 00 ji с использованием клеток БU , строим 
цикл; 
6) помечаем клетки цикла знаками «+» и «−» попарно, начиная               
с клетки   ),( 00 ji ; 







8) строим новую транспортную таблицу с базисным множеством 
)(*))*(\( 00/ jijiUU ББ = . 
 Для нее базисный план получается из предыдущего, если изменить           
в нем лишь перевозки по циклу следующим образом: к перевозкам в клет-
ках, помеченных знаком «+» прибавляем 0θ , а из перевозок, помеченных 
знаком «−» вычитаем 0θ . Переходим к пункту1. 
  
Замечания 




2. Если для оптимального базисного плана Нji Ujix ∈=∃ ),(,0
11
11 , то 
у задачи существует альтернативный оптимум. Его можно найти, совер-
шив еще одну итерацию, считая )( 00 ji = ),( 11 ji . 
 
Пример 6.1. Записать математическую модель и решить транспортную 
задачу методом потенциалов: 
 
    jb  
ia  
150 170 190 210 180 
250 7 9 16 10 16 
350 13 12 18 12 30 
300 19 15 10 13 13 
 
Решение 
1. Математическая модель данной транспортной задачи имеет вид: 


























































так, чтобы стоимость перевозок была минимальной: 










2. Проверяем выполнение условия общего баланса: 
 250 + 350 + 300 = 900  и  150 + 170 + 190 + 210 + 180 = 900,  
значит, задача имеет решение. 
3. Строим начальный базисный план по методу минимального эле-
мента и  решаем задачу методом потенциалов: 
    jb  
ia  





































 -10 -8 -3 -8 0  
Заметим, что 7||)},5,3(),3,3(),5,2(),4,2(),2,2(),2,1(),1,1{( == ББ UU . 
Так как 115 =∆  > 0, то начальный план перевозок не является оптималь-
ным. Для клетки (1,5) строим цикл. Выбираем 70)70,100min(0 ==θ  и пе-



































-9 -7 -3 -7 0  




8770110*13190*10210*12140*1270*1630*9150*7min =++++++=z . 
 















0X , 8770min =z . 
 
 Задание. Написать математическую модель и решить транспортную 
задачу методом потенциалов. 
 
1.  2. 
    jb  
ia  
40 20 20 20     jb  
ia  
10 40 20 30 
25 6 8 14 4 10 12 9 14 7 
30 5 2 2 8 15 11 13 10 8 
35 7 6 7 5 25 4 2 3 5 
10 4 5 12 7 50 2 6 13 3 
 
3.  4. 
    jb  
ia  
10 40 40 10     jb  
ia  
60 65 75 50 
15 2 7 8 4 70 4 7 15 5 
25 3 8 5 1 80 7 6 2 3 
30 5 10 3 9 80 3 4 8 5 
30 1 4 4 10 20 8 2 4 7 
 
5.  6. 
    jb  
ia  
30 70 50 100     jb  
ia  
75 125 60 140 
70 7 5 1 6 80 4 5 2 11 
120 5 3 4 9 40 7 3 2 4 
20 6 8 7 7 160 3 4 3 5 
40 4 3 5 5 120 5 7 9 6 
 
7.  8. 
    jb  
ia  
45 40 5 10     jb  
ia  
25 35 45 35 
30 7 9 9 5 50 6 8 2 4 
15 2 5 8 9 30 7 2 5 4 
35 5 6 4 2 40 8 1 7 2 






9.  10. 
    jb  
ia  
60 40 35 65     jb  
ia  
200 100 80 120 
45 5 4 2 3 60 6 3 3 8 
30 8 7 5 7 140 3 2 7 6 
50 4 2 6 8 150 5 4 2 12 
75 2 5 1 3 140 2 5 8 7 
 
11.  12. 
    jb  
ia  
90 100 70 130 110     jb  
ia  
180 140 190 120 170 
200 12 15 21 14 17 300 12 21 9 10 16 
150 14 8 15 11 21 280 13 15 11 13 21 
150 19 16 26 12 20 220 19 26 12 17 22 
 
13.  14. 
    jb  
ia  
180 120 90 105 105     jb  
ia  
200 170 230 225 175 
250 12 8 21 10 15 400 13 9 5 11 17 
200 13 4 15 13 21 250 14 5 12 14 22 
150 19 16 26 17 20 350 20 17 13 18 21 
 
15.  16. 
    jb  
ia  
160 70 90 80 100     jb  
ia  
170 120 190 140 180 
150 8 20 7 11 16 280 28 12 7 18 7 
200 4 14 12 15 17 300 35 14 12 15 3 
150 15 22 11 12 19 220 30 16 11 25 15 
 
17.  18. 
    jb  
ia  
180 120 90 105 105     jb  
ia  
300 160 220 180 140 
150 14 6 4 4 4 250 9 15 35 20 7 
250 17 10 9 11 5 400 15 35 12 11 6 
200 15 11 6 15 3 350 16 19 40 15 25 
 
19.  20. 
    jb  
ia  
100 70 130 110 90     jb  
ia  
190 140 180 120 170 
150 20 3 9 15 35 280 7 3 9 15 35 
150 14 10 12 20 46 220 3 10 12 20 46 





21.  22. 
jb  
ia  
120 180 105 90 105     jb  
ia  
175 225 230 170 200 
200 9 6 17 11 8 350 5 13 18 17 8 
250 13 4 9 5 7 400 6 10 15 6 3 
150 6 7 14 10 6 250 24 21 9 16 17 
 
23.  24. 
    jb  
ia  
120 110 85 195 190     jb  
ia  
160 120 100 150 170 
250 15 7 16 4 11 250 14 11 9 13 18 
250 20 9 6 10 9 180 6 5 14 4 14 
200 2 4 7 3 6 270 7 19 11 6 13 
 
25.  26. 
    jb  
ia  
160 160 180 220 280     jb  
ia  
40 30 80 40 20 
350 6 11 10 14 19 70 1 3 2 3 1 
300 17 6 4 11 9 50 4 7 5 4 2 
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