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Abstract. Singular limit problems of reaction-diffusion systems have been
studied in cases where the effects of the reaction terms are very large compared
with those of the other terms. Such problems appear in literature in various
fields such as chemistry, ecology, biology, geology and approximation theory.
In this paper, we deal with the singular limit of a general reaction-diffusion
system including many problems in the literature. We formulate the problem,
derive the limit equation and establish a rigorous mathematical theory.
1. Introduction. Reaction-diffusion systems have long attracted a great deal of
attention due to their high expressiveness of spatio-temporal behaviours appearing
in chemistry and biology, and the richness of the structure of their solutions. In some
problems, systems include reaction terms which are very fast comparing with the
other terms. Singular limit of such systems as the reaction rates become extremely
large, that is called a fast reaction limit or a instantaneous reaction limit, has been
extensively studied in many fields of applications, e.g., diffusive irreversible chemi-
cal reactions [7], diffusive reversible chemical reactions [2, 8], spatial segregation of
competing species [6, 9], invasion of bacteria in burn wounds [11], reactive solute
transport in porous media [18], precipitation and dissolution reaction related to ge-
ological disposal of radioactive waste [3], Stefan problem with phase relaxation [27],
reaction-diffusion system approximation to degenerate parabolic equations [23], etc.
Free boundaries appear in the fast reaction limit of all these problems. By analyz-
ing the fast reaction limit and the ensuing free boundaries, we can understand, e.g.,
how biological species segregate their habitats, how the barriers that provide safety
for geological waste disposal are eroded.
The reaction-diffusion systems in all of the above references can be summarized
in the following system:

∂u
∂t
= d1∆u + f1(u, v)− kF (u, v) in QT := Ω× (0, T ),
∂v
∂t
= d2∆v + f2(u, v) + ckF (u, v) in QT ,
(1)
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where d1, d2 are constants satisfying d1 > 0, d2 ≥ 0, and fi (i = 1, 2) and F are
nonlinear functions, a constant c can be positive or negative, k is a large positive
constant, Ω ⊂ Rd (d ∈ N) is a bounded domain with smooth boundary ∂Ω, T
is a positive constant. The unknown functions u = u(x, t), v = v(x, t) stand for
concentrations of chemicals in the cases of chemical reactions and for population
densities of species in the case of population ecology at position x ∈ Ω and time
t ∈ [0, T ).
Let us introduce a typical example briefly. Evans [7] considered the following
system of diffusive irreversible chemical reactions1:

∂u
∂t
= d1∆u− kuv in QT ,
∂v
∂t
= d2∆v − kuv in QT
(2)
with non-negative initial data. Here, u and v denote the concentrations of the two
reacting chemicals which combine to form another product. We are interested in the
behaviours of the chemicals when the reaction rate k is very large. Let (uk, vk) be
the solution of (2). It has been shown that the limit functions of uk and vk as k tends
to infinity are given by positive z+ := max{z, 0} and negative z− := max{−z, 0}
parts of the solution z of the following nonlinear diffusion equation, respectively:
∂z
∂t
= ∆β(z), (3)
where β(z) := d1max{z, 0}+d2min{z, 0}. This equation (3) is a weak form of a free
boundary problem so-called the Stefan problem. The behaviours of the free bound-
ary is well-known and one can estimate the errors between (uk, vk) and (z+, z−) [22].
Therefore, we can understand the behaviours of solutions near the strongly reacting
front. This sort of fast reaction limit, especially, with the logistic type of f1 and f2,
has been widely studied (see, e.g., [6, 9]).
Like this example, if c is negative, initial data are non-negative and F is non-
decreasing in both variables with F (a, b) = 0 iff ab = 0, then (1) is called irre-
versible reaction-diffusion system. If c is positive and F (u, v) is non-decreasing in
u and non-increasing in v, then (1) is called reversible reaction-diffusion system.
The irreversible and the reversible systems have been handled separately because it
has been thought that different techniques are required. However, the irreversible
system can be written as the reversible system formally by replacing v with −v.
Precisely speaking, for F (u, v) = uv as in (2), F (u,−v) does not satisfy the mono-
tonicity assumption. If we replace F (u, v) = uv with
F (u, v) =


uv if u ≥ 0, v ≥ 0,
u if u < 0, u ≤ v,
v if u < 0, u > v,
then F (u,−v) satisfies the monotonicity assumption and this does not change the
dynamics within the invariant set {u, v ≥ 0}. Thus, the reaction-diffusion systems
in all of the above references can be reformulated as the reversible system.
1Here, we set k := 1/ε and v := −vε, where ε and vε are notations used in [7].
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In the present paper, we consider the fast reaction limit of the following general
system: 

∂u
∂t
= d1∆u + f1(u, v)− kF (u, v) in QT ,
∂v
∂t
= d2∆v + f2(u, v) + kF (u, v) in QT ,
∂u
∂ν
=
∂v
∂ν
= 0 on ∂Ω× (0, T ),
u(0) = u0, v(0) = v0 in Ω.
(4)
Here, ν is the outward normal unit vector to ∂Ω and u0, v0 are given initial data.
We derive the limit problem as k tends to infinity and prove the convergence under
a broad framework including all of the above references.
Fast reaction limit of three- or multi-component systems have been studied in
[10, 12, 14, 24, 25]. The structures of these problems are similar to our framework
essentially. In our setting (4), the fast reaction terms in each component u and v are
represented by the same function F . Fast reaction limits of systems with different
fast reaction terms in equations for u and v are still far from being well understood.
There are some researches on such problems, see, e.g., [4, 13]. Quite recently, Iida,
Ninomiya and Yamamoto reviewed the recent development of fast reaction limits
and reaction-diffusion system approximations [15].
The organization of this paper is as follows. In the next section, we state no-
tations and definitions, and give our main results. In Section 3, a priori estimates
are provided in L2 framework. The main result in Lp (p ∈ [1, 2)) space is proved in
Section 4. The L∞ estimate and the main result in Lp (p ≥ 1) space are given in
Section 5. Concluding remarks are made in the final section of the paper.
2. Assumptions and main results. In this paper, we deal with the fast reaction
limit of (4) under the following general setting.
(H1) d1 > 0, d2 ≥ 0.
(H2) For i = 1, 2, fi : R
2 → R is Lipschitz continuous.
(H3) F : R2 → R is Lipschitz continuous.
F (u, v) is non-decreasing in u and non-increasing in v.
There exists a maximal monotone α : R→ 2R such that
F (u, v) = 0⇐⇒ v ∈ α(u) for all u, v ∈ R, (5)
α grows at least and at most linearly at infinity, more precisely, there exist
positive constants Ci (i = 1, 2, 3, 4) such that for all u ∈ R and v ∈ α(u), the
following relation holds.
C1|u| − C2 ≤ |v| ≤ C3|u|+ C4. (6)
Since α is maximal monotone, (5) yields
F (u, v) > 0⇐⇒ v < infα(u),
F (u, v) < 0⇐⇒ v > supα(u)
for all u, v ∈ R. Condition (6) implies
1
C3
|v| −
C4
C3
≤ |u| ≤
1
C1
|v|+
C2
C1
for all v ∈ R and u ∈ α−1(v).
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Let us formally derive the limit functions (u∗, v∗) of the solution (uk, vk) of (4)
as k goes to infinity. It follows from the equation for uk that
F (uk, vk) =
1
k
(
−
∂uk
∂t
+ d1∆u
k + f1(u
k, vk)
)
.
If the term in the right parenthesis is bounded with respect to k (or lower order than
the first order) in a sense, passing to the limit in k yields F (u∗, v∗) = 0, and thus,
v∗ ∈ α(u∗). Setting z = u∗ + v∗, we have u∗ = (I + α)−1z, v∗ = (I − (I + α)−1)z
and d1u
∗ + d2v
∗ = (d2I + (d1 − d2)(I + α)
−1)z. Here and hereafter, I denotes
the identity function. Since α is maximal monotone, (I + α)−1 is a non-decreasing
contraction mapping. On the other hand, we deduce from the equations for uk and
vk that
∂
∂t
(
uk + vk
)
= ∆
(
d1u
k + d2v
k
)
+ f1(u
k, vk) + f2(u
k, vk).
Letting to the limit in k and substituting u∗ and v∗, we have an equation for z. In
summary, we obtain the following assertion.
The limit functions u∗, v∗ of the solutions of (4) as k tends to infinity can be
represented by u∗ = (I + α)−1z and v∗ = (I − (I + α)−1)z using a (weak) solution
z of the following nonlinear diffusion problem.


∂z
∂t
= ∆β(z) + f(z) in QT ,
∂β(z)
∂ν
= 0 on ∂Ω× (0, T ),
z(0) = u0 + v0 in Ω.
(7)
Here, β and f are defined as
β(s) = (d2I + (d1 − d2)(I + α)
−1)s,
f(s) = (f1 + f2)((I + α)
−1s, (I − (I + α)−1)s)
for s ∈ R. (8)
We note that β and f are Lipschitz functions, and β is non-decreasing because
(I +α)−1 is contraction. If d2 = 0, then (7) can be degenerate, and (7) involves the
Stefan or the porous medium type free boundary problems.
Our assertion is that the fast reaction limit of (4) is described by the nonlinear
diffusion problem (7). Conversely, the solution of the nonlinear diffusion problems of
the type (7) can be approximated by a solution of a reaction-diffusion system. In this
context, we consider a general initial datum (u0, v0) for (7) and its approximation
(uk0 , v
k
0 ) as an initial datum of (4). We impose the following assumptions on the
initial data:
(H4)
u0 ∈ L
2(Ω), v0 ∈ L
2(Ω), ∆u0 ∈ C
0
0 (Ω)
∗, d2∆v0 ∈ C
0
0 (Ω)
∗,
F (u0, v0) = 0 a.e. in Ω.
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For all k > 0,
uk0 ∈ H
1(Ω), vk0 ∈ H
1(Ω), ∆uk0 ∈ L
1(Ω), d2∆v
k
0 ∈ L
1(Ω),
∂uk0
∂ν
=
∂vk0
∂ν
= 0 on ∂Ω,
F (uk0 , v
k
0 ) ≤ C5/k a.e. in Ω, (9)∥∥uk0∥∥L2(Ω) + ∥∥vk0∥∥L2(Ω) + ∥∥∆uk0∥∥L1(Ω) + d2 ∥∥∆uk0∥∥L1(Ω) ≤ C6,
uk0 → u0, v
k
0 → v0 in L
2(Ω) as k →∞.
Here C5 and C6 are positive constant independent of k.
Under these assumptions, (4) has the unique solution (u, v) such that u ∈
H1(0, T ;L2(Ω)) ∩ L∞(0, T ;H1(Ω)) and ∆u ∈ L2(QT ), and v has the same reg-
ularities if d2 > 0, v ∈ W
1,∞(0, T ;L2(Ω)) ∩ L∞(0, T ;H1(Ω)) if d2 = 0.
We denote by 〈·, ·〉 the duality pairing between H1(Ω)∗ and H1(Ω) and by (·, ·)
the inner product in L2(Ω).
Problem (7) is understood in the following weak sense.
Definition 2.1. A function z ∈ L∞(0, T ;L2(Ω)) ∩ H1(0, T ;H1(Ω)∗) such that
β(z) ∈ L2(0, T ;H1(Ω)) is said to be a weak solution of (7) if it fulfils
−
∫ T
0
〈
∂ϕ
∂t
, z
〉
+
∫ T
0
(∇β(z),∇ϕ) = (u0 + v0, ϕ(0)) +
∫ T
0
(f(z), ϕ)
for all functions ϕ ∈ L2(0, T ;H1(Ω)) such that ϕ(T ) = 0.
Existence of the weak solution of the nonlinear diffusion equations of type (7)
is well-known (see, e.g., [5, 26]). However, uniqueness of the weak solution is not
known in general. The weak solution is unique if one of the following additional
assumptions holds (see, e.g., [1, 16]):
• d2 > 0,
• β is strictly monotone,
• there is a Lipschitz function f˜ such that f(z) = f˜(β(z)).
The main result in this paper is as follows.
Theorem 2.2. Assume that (H1)–(H4) are satisfied. Let β and f be the func-
tions defined in (8). Let (uk, vk) be the weak solutions of (4) with an initial datum
(uk0 , v
k
0 ). Then, there exist subsequences {u
kn} and {vkn} of {uk} and {vk}, respec-
tively, and a weak solution z of (7) with the initial datum u0 + v0 such that
z ∈ L∞(0, T ;L2(Ω)), β(z) ∈ L2(0, T ;H1(Ω))
(z ∈ L2(0, T ;H1(Ω)) if d2 > 0),
ukn → (I + α)−1z strongly in Ls(QT ) ∀s ∈ [1, 2), a.e. in QT ,
weakly in L2(0, T ;H1(Ω)),
vkn → (I − (I + α)−1)z strongly in Ls(QT ) ∀s ∈ [1, 2), a.e. in QT ,
weakly in L2(QT )
(weakly in L2(0, T ;H1(Ω) if d2 > 0),
as kn →∞.
Moreover, if there exists a positive constant C independent of k such that∥∥uk0∥∥L∞(Ω) + ∥∥vk0∥∥L∞(Ω) ≤ C, (10)
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then z ∈ L∞(QT ) and further subsequences converge strongly in L
p(QT ) for all
p ≥ 1.
Throughout this paper, we denote by C a generic positive constant independent
of the relevant parameters, k here, k, τ and ξ in Lemmas 3.3 and 3.4.
Remark 1. When (10) holds, Assumptions (H2) and (H3) can be weakened. The
global Lipschitz continuities of fi(i = 1, 2) and F can be replaced by local Lipschitz
continuities, and (6) is not required.
Remark 2. If the weak solution of (7) is unique as mentioned above, whole se-
quences converge.
3. A priori estimates. This section is devoted to a priori estimates under As-
sumptions (H1)–(H4).
Lemma 3.1. There exists a positive constant C independent of k such that
‖uk‖L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) + ‖v
k‖L∞(0,T ;L2(Ω)) + d2‖v
k‖L2(0,T ;H1(Ω)) ≤ C.
Proof. We use the following notation for a given nondecreasing Lipschitz continu-
ous function g with a Lipschitz constant Lg:
Φg(s) =
∫ s
0
g(r)dr for s ∈ R.
It is easy to see that Φg is convex and satisfies
1
2Lg
g(s)2 ≤ Φg(s) ≤
Lg
2
s2 for s ∈ R.
Multiplying the equation for uk by uk, integrating both sides in space and using
integration by parts, we have
1
2
d
dt
∥∥uk∥∥2
L2(Ω)
+ d1
∥∥∇uk∥∥2
L2(Ω)
+ k
(
F (uk, vk), uk
)
=
(
f1(u
k, vk), uk
)
. (11)
Let {γδ}δ>0 be a sequence of nondecreasing and Lipschitz continuous functions
and γ0 be a nondecreasing single-valued function such that for all s ∈ R
|γδ(s)| ≤
1
C1
|s|+
C2
C1
, (12)
γ0(s) ∈ α
−1(s),
γδ(s)→ γ0(s) as δ → 0.
Here, we note that α−1 is generally multi-valued, but γδ and γ0 are single-valued,
and one can take such an approximation, e.g., Yosida approximation. Multiply the
equation for vk by γδ(v
k), and integrate both sides in space to get
d
dt
∫
Ω
Φγδ (v
k) + d2
(
∇γδ(v
k),∇vk
)
− k
(
F (uk, vk), γδ(v
k)
)
=
(
f2(u
k, vk), γδ(v
k)
)
.
(13)
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Combining (11) and (13), and integrating the result in time from 0 to t0 ∈ (0, T ),
we obtain
1
2
∥∥uk(t0)∥∥2L2(Ω) + d1 ∥∥∇uk∥∥2L2(0,t0;L2(Ω)) +
∫
Ω
Φγδ(v
k(t0)) + d2
∫ t0
0
(
∇γδ(v
k),∇vk
)
+ k
∫ t0
0
(
F (uk, vk), uk − γδ(v
k)
)
=
1
2
∥∥uk0∥∥2L2(Ω) +
∫
Ω
Φγδ (v
k
0 ) +
∫ t0
0
{(
f1(u
k, vk), uk
)
+
(
f2(u
k, vk), γδ(v
k)
)}
. (14)
Using (12) and Lipschitz continuities of f1 and f2, the second and the third terms
of the right hand side of (14), which are denoted by II and III, respectively, can be
estimated as follows.
II ≤
∫
Ω
(
1
C1
∣∣vk0 ∣∣2 + C2C1
∣∣vk0 ∣∣
)
≤ C
(
1 +
∥∥vk0∥∥2L2(Ω)
)
≤ C,
III ≤ C
(
1 +
∫ t0
0
{∥∥uk∥∥2
L2(Ω)
+
∥∥vk∥∥2
L2(Ω)
})
.
The third and the fourth terms of the left hand side of (14) is positive. Passing to
the limit as δ → 0, we realize that the fifth term of the left hand side of (14) is also
positive. Thus, we have∥∥uk(t0)∥∥2L2(Ω) + ∥∥∇uk∥∥2L2(0,t0;L2(Ω)) + k
∫ t0
0
(
F (uk, vk), uk − γ0(v
k)
)
≤ C
(
1 +
∫ t0
0
{∥∥uk∥∥2
L2(Ω)
+
∥∥vk∥∥2
L2(Ω)
})
. (15)
Let {αδ}δ≥0 be a sequence of nondecreasing functions that approximates to α such
that it has similar properties to γδ. Multiplying the equation for u
k by αδ(u
k) and
the equation for vk by vk, adding the results and using a similar strategy to the
above, we obtain∥∥vk(t0)∥∥2L2(Ω) + d2 ∥∥∇vk∥∥2L2(0,t0;L2(Ω)) + k
∫ t0
0
(
F (uk, vk), α0(u
k)− vk
)
≤ C
(
1 +
∫ t0
0
{∥∥uk∥∥2
L2(Ω)
+
∥∥vk∥∥2
L2(Ω)
})
. (16)
The desired estimate follows from (15), (16) and the Gronwall inequality. Moreover,
we have
0 ≤ k
∫ T
0
(
F (uk, vk), uk − γ0(v
k)
)
≤ C, (17)
0 ≤ k
∫ T
0
(
F (uk, vk), α0(u
k)− vk
)
≤ C. (18)

Set
sgn(s) =


1 if s > 0,
0 if s = 0,
−1 if s < 0.
Define a Lipschitz approximation of sgn by sgnn(s) = min {max {ns,−1} , 1} for
s ∈ R and n ∈ N.
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Lemma 3.2. For all u1, u2, v1, v2 ∈ R, the following estimate holds.
(F (u1, v1)− F (u2, v2)) (sgn(u1 − u2)− sgn(v1 − v2)) ≥ 0.
Proof. If either u1 > u2 and v1 > v2 or u1 < u2 and v1 < v2 hold, then sgn(u1 −
u2) = sgn(v1 − v2). Thus, we have the desired estimate. If u1 ≥ u2 and v1 ≤ v2,
then sgn(u1−u2) ≥ sgn(v1− v2) and F (u1, v1) ≥ F (u2, v2) because of the property
of F . Therefore, the desired estimate holds. In case where u1 ≤ u2 and v1 ≥ v2,
the result is obtained similarly. 
Lemma 3.3. For all s ∈ [1, 2), there is a positive constant C independent of k and
τ such that (∫ T−τ
0
∫
Ω
∣∣uk(x, t+ τ) − uk(x, t)∣∣s dxdt
) 1
s
+
(∫ T−τ
0
∫
Ω
∣∣vk(x, t+ τ)− vk(x, t)∣∣s dxdt
) 1
s
≤ Cτ
2−s
s
for all τ ∈ (0, T ).
Proof. Multiplying the equation for uk by sgnn(u
k−uk0) and integrating the result
in space yield(
∂uk
∂t
, sgnn(u
k − uk0)
)
− d1
(
∆(uk − uk0), sgnn(u
k − uk0)
)
− d1
(
∆uk0 , sgnn(u
k − uk0)
)
+ k
(
F (uk, vk), sgnn(u
k − uk0)
)
=
(
f1(u
k, vk), sgnn(u
k − uk0)
)
,
that is denoted by I + II + III + IV = V. Each term can be estimated as follows.
II =
(
∇(uk − uk0), (sgnn)
′(uk − uk0)∇(u
k − uk0)
)
≥ 0,
III ≤ d1
∥∥∆uk0∥∥L1(Ω) ≤ C,
IV ≤
∥∥f1(uk, vk)∥∥L1(Ω) ∥∥sgnn(uk − uk0)∥∥L∞(Ω) ≤ C.
Note that sgnn(u
k − uk0)→ sgn(u
k − uk0) a.e. as n→∞. Passing to the limit in n,
we have (
∂uk
∂t
, sgn(uk − uk0)
)
+ k
(
F (uk, vk), sgn(uk − uk0)
)
≤ C.
The first term of the left hand side is calculated as follows.(
∂uk
∂t
, sgn(uk − uk0)
)
=
(
∂(uk − uk0)
∂t
, sgn(uk − uk0)
)
=
d
dt
∥∥uk − uk0∥∥L1(Ω) .
Similarly, considering the multiplication of the equation for vk by sgnn(v
k − vk0 )
yields
d
dt
∥∥vk − vk0∥∥L1(Ω) − k (F (uk, vk), sgn(vk − vk0 )) ≤ C.
Therefore, using Lemma 3.2 and (9), we obtain
d
dt
∥∥uk − uk0∥∥L1(Ω) + ddt
∥∥vk − vk0∥∥L1(Ω) ≤ C.
Integrate it in time from 0 to τ ∈ (0, T ) to get∥∥uk(τ) − uk0∥∥L1(Ω) + ∥∥vk(τ)− vk0∥∥L1(Ω) ≤ Cτ. (19)
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For τ ∈ (0, T ), set
u¯k(x, t) = uk(x, t+ τ),
v¯k(x, t) = vk(x, t+ τ)
for x ∈ Ω, t ∈ (0, T − τ).
We deduce from the equations and regularities of uk and vk that
∂
∂t
(u¯k − uk)− d1∆(u¯
k − uk) + k
(
F (u¯k, v¯k)− F (uk, vk)
)
=
(
f1(u¯
k, v¯k)− f1(u
k, vk)
)
, (20)
∂
∂t
(v¯k − vk)− d2∆(v¯
k − vk)− k
(
F (u¯k, v¯k)− F (uk, vk)
)
=
(
f2(u¯
k, v¯k)− f2(u
k, vk)
)
(21)
a.e. in QT−τ . Multiply (20) by sgnn(u¯
k − uk) and (21) by sgnn(v¯
k − vk), add the
results and integrate it over Ω. Then, we have(
∂(u¯k − uk)
∂t
, sgnn(u¯
k − uk)
)
+
(
∂(v¯k − vk)
∂t
, sgnn(v¯
k − vk)
)
− d1
(
∆(u¯k − uk), sgnn(u¯
k − uk)
)
− d2
(
∆(v¯k − vk), sgnn(v¯
k − vk)
)
+ k
(
F (u¯k, v¯k)− F (uk, vk), sgnn(u¯
k − uk)− sgnn(v¯
k − vk)
)
=
(
f1(u¯
k, v¯k)− f1(u
k, vk), sgnn(u¯
k − uk)
)
+
(
f2(u¯
k, v¯k)− f2(u
k, vk), sgnn(v¯
k − vk)
)
. (22)
Integration by parts yields that the third and the fourth terms of the left hand side
are non-negative. In view of the Lipschitz continuities of f1 and f2, and Lemma 3.1,
the right hand side is bounded by C
(
1 +
∥∥u¯k − uk∥∥
L1(Ω)
+
∥∥v¯k − vk∥∥
L1(Ω)
)
for a
positive constant C independent of k and τ . Passing to the limit in n, the fifth term
of the left hand side is non-negative due to Lemma 3.2. Therefore, we obtain
d
dt
(∥∥u¯k − uk∥∥
L1(Ω)
+
∥∥v¯k − vk∥∥
L1(Ω)
)
≤ C
(∥∥u¯k − uk∥∥
L1(Ω)
+
∥∥v¯k − vk∥∥
L1(Ω)
)
.
(23)
We deduce from the Gronwall inequality and (19) that∥∥u¯k − uk∥∥
L1(Ω)
(t) +
∥∥v¯k − vk∥∥
L1(Ω)
(t)
≤ C
(∥∥uk(τ) − uk0∥∥L1(Ω) + ∥∥vk(τ) − vk0∥∥L1(Ω)
)
≤ Cτ.
Hence, ∥∥u¯k − uk∥∥
L1(QT−τ )
+
∥∥v¯k − vk∥∥
L1(QT−τ )
≤ Cτ.
The desired estimate follows from the following Ho¨lder inequality:
‖g‖Ls ≤ ‖g‖
2−s
s
L1 ‖g‖
2s−2
s
L2 (24)
for s ∈ [1, 2) and g ∈ L2. 
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Lemma 3.4. For s ∈ [1, 2) and sufficiently small r > 0, there exists a positive
function σ such that σ(ξ)→ 0 as ξ → 0 and the following estimate holds.
(∫ T
0
∫
Ωr
∣∣uk(x+ ξ, t)− uk(x, t)∣∣s dxdt
) 1
s
≤ σ(ξ),
(∫ T
0
∫
Ωr
∣∣vk(x+ ξ, t)− vk(x, t)∣∣s dxdt
) 1
s
≤ σ(ξ)
for all ξ ∈ RN , |ξ| ≤ 2r. Here, Ωr = {x ∈ Ω : B(x, 2r) ⊂ Ω} and B(x, r) is the
open ball of radius r centered at a point x.
Proof. Define Ω′r = ∪x∈ΩrB(x, r). Remark that Ωr ⊂ Ω
′
r ⊂ Ω. Let us fix a
function ψ ∈ C∞0 (Ω
′
r) dependent only on Ω and r such that
0 ≤ ψ ≤ 1 in Ω′r, ψ = 1 in Ωr.
For ξ ∈ Rd with |ξ| ≤ r, set
u˜k(x, t) = uk(x+ ξ, t),
v˜k(x, t) = vk(x+ ξ, t)
for x ∈ Ω′r, t ∈ (0, T ).
We have (20) and (21) where u¯k and v¯k are replaced by u˜k and v˜k, respectively.
Multiplying the equation for u˜k−uk by sgnn(u˜
k−uk)ψ and the equation for v˜k−vk
by sgnn(v˜
k−vk)ψ, adding the results and integrate it over Ω′r, we get similar equality
to (22). Note that
−
∫
Ωr
∆(u˜k − uk) sgnn(u˜
k − uk)ψ
=
∫
Ωr
∣∣∇(u˜k − uk)∣∣2 sgn′n(u˜k − uk)ψ +
∫
Ωr
sgnn(u˜
k − uk)∇(u˜k − uk) · ∇ψ
≥
∫
Ωr
sgnn(u˜
k − uk)∇(u˜k − uk) · ∇ψ
−−−−→
n→∞
∫
Ωr
∇
∣∣u˜k − uk∣∣ · ∇ψ = − ∫
Ωr
∣∣u˜k − uk∣∣∆ψ ≥ −max
Ωr
|∆ψ|
∫
Ωr
∣∣u˜k − uk∣∣ .
Therefore, using a similar argument to that of Lemma 3.3, we obtain (23) where u¯k
and v¯k are replaced by u˜k and v˜k, respectively, and C is a constant independent of
k and ξ. Thus, we have∥∥u˜k − uk∥∥
L1(Ωr)
(t) +
∥∥v˜k − vk∥∥
L1(Ωr)
(t)
≤ C
(∥∥u˜k0 − uk0∥∥L1(Ω′r) + ∥∥v˜k0 − vk0∥∥L1(Ω′r)
)
.
Integrating this in t yields the desired estimate for s = 1. The estimate for s ∈ (1, 2)
is obtained from (24). 
Lemma 3.5. For all s ∈ [1, 2) and ε > 0, there exists ω ⋐ QT such that
‖u‖Ls(QT \ω) + ‖v‖Ls(QT \ω) < ε.
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Proof. It follows from Ho¨lder’s inequality that
∫
QT \ω
∣∣uk∣∣s ≤
(∫
QT \ω
∣∣uk∣∣s 2s
) s
2
(∫
QT \ω
1
2
2−s
) 2−s
2
≤
∥∥uk∥∥s
L2(QT )
meas(QT \ ω)
2−s
2 .
Lemma 3.1 implies the desired estimate. 
4. Proof of Theorem 2.2 in Lp (p ∈ [1, 2)) space. By virtue of Lemmas 3.1, 3.3,
3.4 and 3.5, and the Riesz-Fre´chet-Kolmogorov theorem, there exist subsequences
{ukn} and {vkn} of {uk} and {vk}, respectively, and functions u∗ ∈ L∞(0, T ;L2(Ω))
∩L2(0, T ;H1(Ω)) and v∗ ∈ L∞(0, T ;L2(Ω)) (v∗ ∈ L2(0, T ;H1(Ω)) if d2 > 0) such
that
ukn → u∗ strongly in Ls(QT ) ∀s ∈ [1, 2), a.e. in QT ,
weakly in L2(0, T ;H1(Ω)), (25)
vkn → v∗ strongly in Ls(QT ) ∀s ∈ [1, 2), a.e. in QT ,
weakly in L2(QT ) (in L
2(0, T ;H1(Ω)) if d2 > 0) (26)
as kn tends to infinity. It follows from (25) and (26) that
fi(u
kn , vkn)→ fi(u
∗, v∗) (i = 1, 2), (27)
F (ukn , vkn)→ F (u∗, v∗)
α0(u
kn)→ α0(u
∗)
a.e. in QT . In view of (27) and
∥∥fi(ukn , vkn)∥∥L2(QT ) ≤ C, fi(ukn , vkn) converges
weakly in L2(QT ). Passing to the limit as kn → ∞ in (18) (or in (17)), we obtain
F (u∗(x, t), v∗(x, t)) = 0 or α0(u
∗(x, t)) = v∗(x, t) for a.e. (x, t) ∈ QT . Both imply
v∗(x, t) ∈ α(u∗(x, t)). Therefore, we have
v∗ ∈ α(u∗). (28)
It follows from the weak form of the equations for uk and vk that
−
∫ T
0
〈
∂ζ
∂t
, uk + vk
〉
+
∫ T
0
(
∇(d1u
k + d2v
k),∇ζ
)
=
(
uk0 + v
k
0 , ζ(0)
)
+
∫ T
0
(
(f1 + f2)(u
k, vk), ζ
)
for all ζ ∈ H1(0, T ;H1(Ω)∗) ∩ L2(0, T ;H1(Ω)). Hence, passing to the limit along
subsequences, we have
−
∫ T
0
〈
∂ζ
∂t
, u∗ + v∗
〉
+
∫ T
0
(∇(d1u
∗ + d2v
∗),∇ζ)
= (u0 + v0, ζ(0)) +
∫ T
0
((f1 + f2)(u
∗, v∗), ζ)
Set z = u∗ + v∗, then u∗ = (I + α)−1z, v∗ = (I − (I + α)−1)z and d1u
∗ + d2v
∗ =
(d2I + (d1 − d2)(I + α)
−1)z by virtue of (28). Therefore, z is a weak solution of
(7), that completes the proof in Ls(QT ) (s ∈ [1, 2)). 
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5. Boundedness and strong Lp (p ≥ 1) convergence.
Lemma 5.1. Assume (H1)–(H3), and u0, v0 ∈ L
p(Ω) for 2 ≤ p ≤ ∞. Let (uk, vk)
be the weak solution of (4) with an initial datum (u0, v0). Then, there exists a
positive constant C independent of k such that
‖uk‖L∞(0,T ;Lp(Ω)) + ‖v
k‖L∞(0,T ;Lp(Ω)) ≤ C.
Proof. The proof is similar to that of Lemma 3.1. Let p ∈ [2,∞) be fixed. We
consider uε0, v
ε
0 ∈ L
p(Ω) ∩ H1(Ω) such that uε0 → u0 and v
ε
0 → v0 in L
p(Ω) as ε
tends to zero. Let (uk,ε, vk,ε) be a solution of (4) with an initial datum (uε0, v
ε
0).
Then, we have
uk,ε → uk, vk,ε → vk in L∞(0, T ;Lp(Ω))
as ε tends to zero.
Define functions ϕp and Φpg for p ∈ [2,∞) and for a given nondecreasing Lipschitz
continuous function g with a Lipschitz constant Lg as follows.
ϕp(s) = |s|p−2s, Φpg(s) =
∫ s
0
ϕp(g(r))dr for s ∈ R.
The following inequality can be obtained easily.
1
pLg
|g(s)|p ≤ Φpg(s) ≤
Lp−1g
p
|s|p for s ∈ R.
We use the same functions γδ and αδ (δ ≥ 0) as those in the proof of Lemma 3.1.
Considering∫ t
0
∫
Ω
{
(eq.uk,ε)× ϕp(uk,ε) + (eq. vk,ε)× ϕp
(
γδ(v
k,ε)
)
+ (eq.uk,ε)× ϕp
(
αδ(u
k,ε)
)
+ (eq. vk,ε)× ϕp(vk,ε)
}
,
and following the same strategy as in the proof Lemma 3.1, we obtain∥∥uk,ε(t)∥∥p
Lp(Ω)
+
∥∥vk,ε(t)∥∥p
Lp(Ω)
≤Cep
(
‖uε0‖
p
Lp(Ω) + ‖v
ε
0‖
p
Lp(Ω) + p
∫
Ω
Φpα0(u
ε
0) + p
∫
Ω
Φpγ0(v
ε
0)
)
.
Note that
Φpα0(s) ≤
1
C3p
{(C3|s|+ C4)
p
− C4
p} for s ∈ R,
Φpγ0(s) ≤
C1
p
{(
1
C1
|s|+
C2
C1
)p
−
(
C2
C1
)p}
for s ∈ R,
where Ci (i = 1, 2, 3, 4) are constants given in (H3). By virtue of the Minkowski
inequality, the following estimate holds.∥∥uk,ε(t)∥∥
Lp(Ω)
+
∥∥vk,ε(t)∥∥
Lp(Ω)
≤ CC1/pp1/p
(
1 + ‖uε0‖Lp(Ω) + ‖v
ε
0‖Lp(Ω)
)
.
Here C is a positive constant independent of k, ε and p. Thus, we can pass to the
limit as ε → 0. Then, the desired estimate for p ∈ [2,∞) holds. The result for
p =∞ is obtained by taking to the limit as p→ +∞. 
Corollary 1. In addition to Assumptions (H1)–(H4), if (10) holds, then the limit
functions u and v belong to L∞(QT ) and subsequences of {u
k} and {vk} converge
strongly in Lp(QT ) for any p ≥ 1.
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Thus, the remaining parts of Theorem 2.2 have been proved.
6. Concluding remarks. In this paper, we have considered the fast reaction limit
of (4) under the general setting. Our setting is so general as to include a lot
of problems in the literature. The key assumption is the existence of a maximal
monotone α which satisfies (5). Thanks to this, (I + α)−1 is a non-decreasing
contraction mapping, and thus, the limit equation (7) is well-defined. The maximal
monotonicity assumption of α might be weakened. If A = {(u, v) | v ∈ α(u)} and
Bc = {(u, v) | u+ v = c} intersect at one point for all c ∈ R, the fast reaction limit
might be considered. For example, if there exist a constant λ < 1 and a multi-valued
function α : R→ 2R such that α satisfies (5) and λI+α is maximal monotone, then
(I+α)−1 = ((1−λ)I+(λI+α))−1 is still non-decreasing and Lipschitz continuous.
Therefore, under this assumption, the limit equation (7) is well-defined and one can
expect the convergence of the solution of the reaction-diffusion system (4). However,
the strategy in this paper can not be applied to this situation. The proof under this
assumption remains an open problem. On the other hand, if A and Bc intersect
at more than two points for some c, the limit equation (7) is a forward-backward
equation, that is, ill-posed. In this case, Turing instability for (4) should occur.
The evidences have been obtained for specific choices of F in (4) [17, 20, 19].
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