Three dimensional cell culture models offer new opportunities for development of computational techniques for segmentation and localization. These assays have a unique signature of a clump of cells that correspond to a functioning colony. Often the nuclear compartment is labeled and then imaged with fluorescent microscopy to provide context for protein localization. These colonies are first delineated from background using the level set method. Within each colony, nuclear regions are then bounded by their center of mass through radial voting, and a local neighborhood for each nucleus is established through Voronoi tessellation. Finally, the level set method is applied again within each Voronoi region to delineate the nuclear compartment. The paper concludes with the application of the proposed method to a dataset of experimental data demonstrating a stable solution when iterative radial voting and level set methods are used synergistically.
Introduction
Current protocol for most biological imaging assays is limited to monolayer cell culture models; however, in the body, cells exist in more complex threedimensional arrangements, in intimate association with each other and components of their microenvironment. These arrangements are critical to the function and maintenance of the differentiated state. The primary rationale for extending a subset of these protocols to 3D cell culture models is that they provide much more faithful replicates of cell behavior in vivo than is possible using 2D substrata. While the information these cultures can provide is undoubtedly more valuable, the experiments are much harder to set up, and require more advanced quantitative tools for phenotypic characterization. Furthermore, efficient and robust computational requirements for these experiments have been a rate limiting issue due to a more complex phenotypic signature. A sample of these 3D colonies, at one focal plane, are shown in Figure 1 . For a certain class of studies, three dimensional cell culture models fill a gap between monolayer and in vivo models [1] . Although the former may be appropriate as an initial step toward discovery and certain aspects of biological studies, the later is more expensive and time-consuming, and as a result cannot scale for high-throughput studies targeting different end points. However, 3D assays introduce significant computational challenges: (i) subcellular compartments often overlap, (ii) staining/labeling may not be uniform, and (iii) that the scale of labeled compartment may have a large variation.
Fig. 1. A slice of a three dimensional cell culture assay indicating variation in size and intensity and overlapping compartments
The first step in most biological imaging assays is to label a subcellular compartment (e.g., nuclear) and to provide context for quantifying protein localization. Labeling the subcellular compartment corresponds to segmentation. Research in the segmentation of subcellular structures spans from traditional ad hoc methods of modeling intensity distribution to geometric techniques [2,3] and surface evolution methods. A key observation is that nuclear regions are often convex and form positive curvature maxima when they overlap each other. This feature was used earlier in 2D segmentation of nuclear regions [3] . However, this method is only applicable to monolayer cell model systems where background is clearly delineated. Our approach is based on constraining the solution to provide seeds corresponding to the nuclear regions and then breaking up local regions based on additional intensity and geometric constraints. The seeding is based on radial voting, where gradient information is projected inward to infer a local center of mass. Once these seeds are established, Voronoi tessellation provides the local neighborhood where each nucleus resides. This local neighborhood is further partitioned based on its intensity distribution using the level set methods.
Organization of the paper is as follows. Section 2 summarized previous methods. Section 3 provides a detailed description of the proposed method. Section 4 provides examples and results on the application of the proposed methods on real data. Section 5 concludes the paper.
