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ABSTRACT	  	  
A	  REPRESENTATION	  OF	  SELECTED	  NONMANUAL	  SIGNALS	  IN	  AMERICAN	  SIGN	  LANGUAGE	  	   Jerry	  Schnepp	  DePaul	  University,	  2011	  	  	   Computer-­‐generated	  three-­‐dimensional	  animation	  holds	  great	  promise	  for	  synthesizing	  utterances	  in	  American	  Sign	  Language	  (ASL)	  that	  are	  not	  only	  grammatical,	  but	  believable	  by	  members	  of	  the	  Deaf	  community.	  	  Animation	  poses	  several	  challenges	  stemming	  from	  the	  massive	  amounts	  of	  data	  necessary	  to	  specify	  the	  movement	  of	  three-­‐dimensional	  geometry,	  and	  there	  is	  no	  current	  system	  that	  facilitates	  the	  synthesis	  of	  nonmanual	  signals.	  	  However,	  the	  linguistics	  of	  ASL	  can	  aid	  in	  surmounting	  the	  challenge	  by	  providing	  structure	  and	  rules	  for	  organizing	  the	  data.	  This	  work	  presents	  a	  first	  method	  for	  representing	  ASL	  linguistic	  and	  extralinguistic	  processes	  that	  involve	  the	  face.	  Any	  such	  representation	  must	  be	  capable	  of	  expressing	  the	  subtle	  nuances	  of	  ASL.	  Further,	  it	  must	  be	  able	  to	  represent	  co-­‐occurrences	  because	  many	  ASL	  signs	  require	  that	  two	  or	  more	  nonmanual	  signals	  be	  used	  simultaneously.	  In	  fact	  simultaneity	  of	  multiple	  nonmanual	  signals	  can	  occur	  on	  the	  same	  facial	  feature.	  	  Additionally,	  such	  a	  system	  should	  allow	  both	  binary	  and	  incremental	  nonmanual	  signals	  to	  display	  the	  full	  range	  of	  adjectival	  and	  adverbial	  modifiers.	  	  	  Validating	  such	  a	  representation	  requires	  both	  the	  affirmation	  that	  nonmanual	  signals	  are	  indeed	  necessary	  in	  the	  animation	  of	  ASL,	  and	  the	  evaluation	  of	  the	  effectiveness	  of	  the	  new	  representation	  in	  synthesizing	  nonmanual	  signals.	  In	  this	  study,	  members	  of	  the	  Deaf	  community	  viewed	  animations	  created	  with	  the	  new	  representation	  and	  answered	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questions	  concerning	  the	  influence	  of	  selected	  nonmanual	  signals	  on	  the	  perceived	  meaning	  of	  the	  synthesized	  utterances.	  Results	  reveal	  that,	  not	  only	  is	  the	  representation	  capable	  of	  effectively	  portraying	  nonmanual	  signals,	  but	  also	  that	  it	  can	  be	  used	  to	  combine	  various	  nonmanual	  signals	  in	  the	  synthesis	  of	  complete	  ASL	  sentences.	  	  In	  a	  study	  with	  Deaf	  users,	  participants	  viewing	  synthesized	  animations	  consistently	  identified	  the	  intended	  nonmanual	  signals	  correctly.	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NOTATION	  CONVENTIONS	  	  	  Symbol	  CAPITAL	  LETTERS	   Example	  SIGN	  	  COME-­‐HERE	  
Explanation	  The	  English	  equivalent	  of	  an	  ASL	  sign	  (typically	  called	  a	  
gloss).	  When	  more	  than	  one	  English	  word	  is	  needed	  to	  gloss	  an	  ASL	  sign,	  the	  English	  words	  are	  separated	  by	  a	  hyphen.	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CHAPTER	  1	  –	  BACKGROUND	  	  
INTRODUCTION	  There	  is	  a	  pressing	  need	  for	  a	  computer-­‐based	  translation	  system	  between	  English	  and	  American	  Sign	  Language	  (ASL)	  to	  provide	  better	  accessibility	  to	  spoken	  and	  written	  English	  for	  those	  born	  without	  hearing.	  	  ASL,	  not	  English,	  is	  the	  first	  language	  of	  the	  Deaf1	  in	  North	  America	  and	  is	  the	  primary	  means	  of	  communication	  for	  more	  than	  500,000	  people	  (Baker	  &	  Cokely,	  1980).	  	  It	  is	  a	  natural	  language	  in	  its	  own	  right	  and	  is	  at	  least	  as	  different	  from	  English	  as	  any	  spoken	  language,	  having	  its	  own	  unique	  phonology,	  morphology,	  syntax,	  and	  semantics	  (Stokoe,	  1960).	  	  It	  is	  also	  as	  expressive	  as	  any	  other	  natural	  language	  and	  capable	  of	  communicating	  the	  same	  range	  of	  thought	  and	  emotion	  that	  is	  expressible	  in	  English	  (Emmorey,	  2003).	  	  
ASL	  relies	  on	  gestural/visual	  modalities,	  in	  contrast	  to	  the	  oral/aural	  modalities	  of	  spoken	  languages	  like	  English.	  	  In	  fact,	  it	  contains	  grammar	  processes	  not	  found	  in	  English.	  	  An	  important	  example	  is	  ASL’s	  usage	  of	  classifiers,	  which	  are	  handshapes	  used	  to	  represent	  nouns	  and	  verbs.	  The	  purpose	  of	  classifiers	  is	  to	  provide	  information	  such	  as	  location,	  kind	  of	  action,	  size	  and	  shape	  (Supalla,	  1978).	  Figure	  1	  demonstrates	  two	  different	  classifiers	  for	  a	  coffee	  cup.	  The	  left	  image	  depicts	  outstretched	  hands	  indicating	  a	  very	  large	  cup.	  The	  right	  image	  demonstrates	  the	  specification	  of	  a	  small	  cup	  by	  using	  a	  small	  pinching	  handshape.	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	  The	  term	  Deaf	  with	  a	  capital	  D	  refers	  to	  people	  who	  use	  ASL	  as	  their	  preferred	  language	  and	  who	  are	  part	  of	  a	  community	  that	  shares	  a	  common	  language	  and	  culture.	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Although	  there	  are	  manual	  coding	  systems	  for	  English,	  commonly	  called	  “Signed	  English”,	  these	  are	  coding	  systems	  and	  are	  distinct	  from	  ASL,	  which	  is	  a	  natural	  language	  in	  its	  own	  right.	  	  Coding	  systems	  for	  English	  lie	  outside	  of	  this	  study.	  
	  
Figure	  1:	  A	  signer	  demonstrating	  large	  and	  small	  classifiers.	  	   Because	  English	  is	  their	  second	  language,	  the	  average	  Deaf	  comprehension	  of	  written	  English	  is	  at	  the	  fourth-­‐grade	  level	  (Erting,	  1992).	  	  Thus,	  neither	  spoken	  nor	  written	  English	  is	  a	  viable	  alternative	  for	  the	  Deaf.	  A	  digital	  English-­‐ASL	  translator	  would	  facilitate	  greater	  communication	  between	  the	  Deaf	  and	  hearing	  communities.	  	  It	  would	  be	  particularly	  useful	  in	  situations	  where	  the	  interaction	  is	  brief,	  specific	  and	  predictable,	  and	  where	  there	  is	  no	  possibility	  of	  obtaining	  the	  services	  of	  a	  human	  interpreter.	  	  For	  example,	  at	  a	  hotel	  reception	  desk,	  an	  automated	  translator	  would	  help	  clarify	  the	  information	  and	  directions	  given	  by	  the	  receptionist	  much	  more	  quickly	  than	  would	  be	  possible	  if	  the	  clerk	  had	  to	  write	  the	  information	  with	  a	  pencil	  and	  paper.	  
A	  computerized	  translation	  would	  also	  enable	  private	  communication	  of	  sensitive	  dialogue,	  such	  as	  one	  typical	  to	  a	  doctor’s	  visit.	  	  A	  Deaf	  patient	  would	  relay	  automatically	  translated	  messages,	  instead	  of	  using	  a	  human	  interpreter.	  While	  certified	  interpreters	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adhere	  to	  a	  strict	  code	  of	  confidentiality,	  the	  absence	  of	  a	  third	  party	  ensures	  the	  patient’s	  privacy.	  
A	  prerequisite	  to	  creating	  an	  effective	  English-­‐ASL	  translator	  is	  a	  method	  for	  automatically	  displaying	  all	  aspects	  of	  the	  language.	  Previous	  efforts	  to	  portray	  ASL	  as	  computer	  animation	  have	  provided	  only	  rudimentary	  support	  for	  nonmanual	  signals	  (Platt	  &	  Badler,	  1981,	  VCom	  2006	  ,	  Wolfe,	  et	  al,	  1999).	  While	  some	  of	  this	  work	  has	  been	  useful	  to	  build	  relatively	  flexible	  learning	  tools,	  it	  is	  simply	  not	  possible	  to	  accurately	  translate	  ASL	  without	  incorporating	  the	  linguistic	  components	  which	  use	  nonmanual	  signals.	  What	  is	  lacking	  is	  a	  system	  of	  representation	  for	  the	  facial	  nonmanual	  signals	  in	  ASL	  amenable	  for	  implementation	  as	  computer	  animation.	  	  This	  work	  focuses	  on	  building	  and	  evaluating	  a	  representation	  of	  facial	  nonmanual	  signals	  to	  fulfill	  this	  need.	  
STRUCTURE	  OF	  AMERICAN	  SIGN	  LANGUAGE	  Just	  as	  in	  spoken	  language,	  the	  structure	  of	  ASL	  can	  be	  viewed	  at	  several	  linguistic	  levels,	  ranging	  from	  phonetic	  to	  the	  prosodic.	  At	  the	  phonemic	  level,	  each	  ASL	  sign	  can	  be	  described	  in	  terms	  of	  five	  parameters,	  which	  are	  hand	  shape,	  position,	  orientation,	  movement,	  and	  nonmanual	  signals.	  
Handshapes	  are	  poses	  that	  the	  digits	  of	  the	  hand	  assume	  when	  producing	  a	  sign	  (Tennant,	  1998).	  	  	  Position	  defines	  the	  spatial	  location	  of	  the	  handshape,	  while	  orientation	  refers	  to	  the	  direction	  in	  which	  the	  palm	  faces.	  Movement	  describes	  the	  change	  of	  position,	  orientation	  and	  handshape	  over	  time.	  Nonmanual	  signals	  are	  all	  aspects	  of	  ASL	  not	  produced	  on	  the	  hands	  and	  arms	  (Valle	  &	  Lucas,	  2000).	  Nonmanual	  signals	  can	  be	  categorized	  as	  either	  facial,	  or	  non-­‐facial.	  Facial	  nonmanual	  signals	  occur	  entirely	  on	  the	  face,	  while	  non-­‐facial	  includes	  such	  changes	  as	  head	  tilt	  and	  posture	  (Neidle,	  et	  al.,	  2006).	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A	  sign’s	  production	  may	  involve	  one,	  several,	  or	  all	  of	  the	  five	  parameters	  of	  ASL.	  For	  example,	  the	  sign	  for	  “who?”	  is	  expressed	  using	  a	  bent	  L	  handshape	  positioned	  with	  the	  thumb	  touching	  the	  chin	  and	  the	  palm	  facing	  the	  nondominant	  side.	  During	  the	  sign	  production,	  the	  index	  finger	  alternately	  bends	  and	  straightens	  in	  a	  hooking	  motion.	  All	  the	  while,	  the	  brows	  are	  furrowed,	  indicating	  a	  WH	  question	  (Figure	  2).	  
	  
Figure	  2:	  The	  ASL	  sign	  for	  "who?"	  (American	  Sign	  Language	  resource	  site	  -­‐	  Lifeprint.com,	  2010)	  	   Some	  signs	  employ	  several	  variations	  of	  each	  parameter	  over	  the	  course	  of	  a	  single	  sign	  production.	  	  Thus	  many	  signs	  have	  a	  sequence	  of	  handshapes,	  locations,	  orientations,	  movements,	  and	  nonmanual	  signals.	  
NONMANUAL	  SIGNALS	  IN	  AMERICAN	  SIGN	  LANGUAGE	  Nonmanual	  signals	  occurring	  on	  the	  face	  comprise	  a	  large	  and	  important	  subset	  of	  ASL’s	  nonmanual	  signals	  (Dively,	  2001).	  	  These	  are	  not	  ancillary	  expressions	  that	  accompany	  syntax	  as	  in	  spoken	  languages,	  (Takeuchi	  &	  Nagao,	  1993),	  but	  are	  essential	  elements	  of	  the	  language.	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Nonmanual	  signals	  play	  a	  role	  at	  all	  linguistic	  levels	  of	  American	  Sign	  Language.	  These	  levels	  are	  phonemic,	  morphemic,	  lexical,	  syntactic,	  and	  prosodic,	  and	  they	  range	  from	  the	  most	  elemental	  language	  unit	  to	  those	  longest	  in	  duration.	  
In	  order	  to	  understand	  these	  linguistic	  levels,	  we	  will	  first	  consider	  examples	  of	  each	  in	  English.	  This	  will	  help	  better	  explain	  their	  analogous	  functions	  in	  ASL.	  	  
Phonemes	  are	  considered	  to	  be	  the	  basic	  distinctive	  elements	  of	  language	  by	  which	  words	  and	  sentences	  are	  represented.	  They	  function	  as	  atomic	  units.	  For	  example,	  the	  phonemes	  /c/,	  /a/,	  and	  /t/	  make	  up	  the	  word	  “cat”.	  The	  phonemes	  /c/	  and	  /b/	  establish	  the	  distinction	  between	  the	  words	  “cat”	  and	  “bat”.	  
Morphemes	  are	  the	  smallest	  meaningful	  parts	  of	  a	  language.	  The	  word	  “teacher”	  contains	  two	  morphemes,	  the	  root	  “teach”,	  and	  suffix	  “er”	  to	  indicate	  a	  person	  who	  performs	  an	  activity.	  	  
A	  lexical	  item	  is	  part	  of	  a	  unique	  element	  of	  the	  language.	  In	  English,	  lexical	  items	  are	  also	  called	  words.	  	  For	  example,	  each	  word	  in	  this	  sentence	  is	  an	  example	  of	  a	  lexical	  item.	  
A	  syntactic	  process	  is	  necessary	  for	  the	  formation	  of	  grammatical	  sentences.	  An	  example	  is	  the	  inversion	  of	  the	  subject	  and	  verb	  when	  asking	  a	  question	  in	  English.	  	  The	  statement	  
I	  am	  graduating.	  
can	  be	  converted	  to	  a	  question	  by	  swapping	  the	  position	  of	  “am”	  and	  the	  subject	  “I”:	  
Am	  I	  graduating?	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  Lastly,	  prosody	  governs	  the	  rhythmic	  timing	  in	  and	  between	  sentences.	  	  In	  spoken	  language,	  pausing	  to	  emphasize	  a	  phrase,	  or	  pausing	  to	  allow	  another	  person	  to	  reply2	  are	  examples	  of	  prosodic	  processes.	  
The	  following	  paragraphs	  describe	  the	  role	  of	  facial	  nonmanual	  signals	  in	  ASL.	  They	  contribute	  to	  the	  language	  on	  all	  linguistic	  levels	  ranging	  from	  phonemic	  to	  prosodic.	  
In	  ASL,	  an	  example	  of	  a	  nonmanual	  signal	  functioning	  at	  the	  phonemic	  level	  is	  the	  nonmanual	  signal	  TH,	  which	  is	  characterized	  by	  the	  tongue	  through	  the	  front	  teeth,	  lips	  rounded,	  and	  cheeks	  slightly	  puffed	  (Bridges	  &	  Metzger,	  1996).	  As	  shown	  in	  Figure	  3,	  the	  only	  phonemic	  difference	  between	  the	  ASL	  signs	  LATE3	  and	  NOT-­‐YET	  is	  the	  presence	  of	  a	  TH	  nonmanual	  signal	  in	  the	  sign	  NOT-­‐YET	  (Valli	  &	  Lucas,	  2000).	  
  
LATE NOT-YET 
Figure	  3:	  The	  nonmanual	  TH	  distinguishes	  between	  LATE	  and	  NOT-­‐YET.	  In	  a	  morphological	  role,	  a	  nonmanual	  signal	  acts	  as	  a	  modifier	  of	  a	  manual	  sign.	  For	  example,	  the	  sign	  for	  “coffee	  cup”	  becomes	  “large	  coffee	  cup”	  when	  accompanied	  by	  the	  nonmanual	  signal	  CHA,	  indicated	  by	  rounded	  lips	  pushed	  forward	  followed	  by	  a	  wide	  open	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2	  In	  theory.	  Locally,	  	  it’s	  never	  been	  observed.	  
3	  A	  gloss	  is	  the	  English	  translation	  of	  an	  individual	  sign	  and	  is	  written	  in	  upper	  case.	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mouth.	  As	  shown	  in	  Figure	  4,	  the	  intensity	  of	  the	  nonmanual	  signal	  indicates	  the	  magnitude	  of	  the	  sign.	  
	   	   	  Medium	  Coffee	   Large	  Coffee	   Extra-­‐Large	  Coffee	  
Figure	  4:	  The	  nonmanual	  signal	  CHA	  indicates	  size.	  Certain	  signs	  are	  incomplete	  without	  the	  inclusion	  of	  the	  nonmanual	  signal.	  In	  these	  instances,	  the	  nonmanual	  signal	  is	  filling	  the	  lexical	  role,	  as	  it	  is	  necessary	  for	  the	  sign	  to	  be	  linguistically	  correct.	  An	  example	  of	  this	  can	  be	  found	  in	  Figure	  5	  where	  the	  nonmanual	  signal	  PAH	  is	  used	  concurrently	  with	  a	  manual	  action	  of	  a	  two-­‐handed,	  symmetric	  twisting	  of	  a	  1-­‐handshape	  from	  palm	  in	  to	  palm	  out	  to	  produce	  the	  sign	  for	  “finally”.	  	  Without	  the	  nonmanual	  signal	  PAH,	  the	  manual	  action	  has	  no	  meaning.	  
	   	  
Figure	  5:	  The	  nonmanual	  signal	  PAH	  is	  used	  as	  part	  of	  the	  sign	  FINALLY.	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At	  the	  syntactic	  level,	  a	  facial	  expression	  is	  required	  to	  ask	  either	  a	  Yes/No	  or	  WH	  question	  (Bridges	  &	  Metzger,	  1996).	  	  The	  nonmanual	  signal	  used	  to	  indicate	  a	  Yes/No	  question	  consists	  of	  raised	  eye	  brows,	  slightly	  widened	  eyes,	  and	  an	  optional	  forward	  tilt	  of	  the	  head.	  This	  nonmanual	  signal	  occurs	  during	  the	  duration	  of	  a	  signed	  question.	  For	  example,	  to	  create	  the	  statement	  “You	  have	  seen	  the	  movie,”	  would	  require	  the	  production	  of	  the	  signs	  	  	  FINISH	  SEE	  MOVIE	  YOU.	  	  As	  demonstrated	  in	  Figure	  6,	  Adding	  the	  Yes/No	  	  nonmanual	  signal	  changes	  the	  meaning	  of	  the	  signed	  utterance	  becomes	  the	  interrogative,	  “Have	  you	  already	  seen	  the	  movie?"	  	  
	  FINISH	   	  SEE	   	  MOVIE	   	  YOU	  
Figure	  6:	  Raised	  eyebrows	  indicate	  a	  Yes/No	  question.	  
	  The	  production	  of	  questions	  beginning	  with	  the	  interrogative	  pronouns	  who,	  what,	  where,	  when,	  why,	  or	  how	  are	  referred	  to	  as	  WH	  questions.	  They	  incorporate	  a	  different	  nonmanual	  signal	  from	  that	  found	  in	  a	  “Yes/No”	  question.	  The	  behavior	  consists	  of	  a	  brow	  squint	  and	  a	  tilting	  of	  the	  head.	  For	  example,	  when	  this	  nonmanual	  signal	  is	  used	  while	  producing	  the	  signs	  	  HOW	  COME-­‐HERE	  HOW,	  	  the	  meaning	  of	  the	  signed	  utterance	  would	  be	  the	  WH	  question	  "How	  did	  you	  get	  here?"	  (Figure	  7).	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  HOW	   	  COME-­‐HERE	   	  HOW	  
Figure	  7:	  The	  nonmanual	  signal	  WH	  is	  used	  in	  questions	  beginning	  with	  interrogative	  pronouns.	  
Consider	  the	  ASL	  sentence	  WOMAN	  KISS-­‐FIST	  FOOTBALL	  (Figure	  6).	  	  With	  a	  neutral	  expression,	  the	  sentence	  is	  “The	  woman	  really	  likes	  football.”	  	  With	  raised	  eyebrows	  and	  a	  head	  tilt,	  the	  meaning	  becomes,	  “Does	  the	  woman	  really	  like	  football?”	  	  With	  furrowed	  brows,	  the	  meaning	  becomes,	  “Which	  woman	  really	  likes	  football?”	  
	  Neutral	   	  YES/NO	   	  WH	  
Figure	  8:	  The	  meaning	  of	  the	  gloss	  WOMAN	  KISS-­‐FIST	  FOOTBALL	  depends	  on	  the	  nonmanual	  signal.	  
Similar	  to	  intonation	  and	  temporal	  pauses	  in	  spoken	  languages,	  facial	  expressions	  in	  ASL	  are	  used	  to	  convey	  prosody	  and	  turn	  taking.	  Although	  present	  in	  both	  signed	  and	  spoken	  languages,	  the	  ways	  that	  prosody	  and	  turn	  taking	  manifest	  themselves	  are	  different.	  	  Prosody,	  or	  the	  structure	  of	  rhythm	  and	  stress	  at	  the	  sentence	  level,	  is	  roughly	  analogous	  to	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meter	  in	  speech.	  Although	  the	  exact	  forms	  that	  an	  ASL	  sentence	  can	  take	  is	  still	  an	  open	  area	  of	  inquiry	  (Alkoby	  2004),	  some	  of	  the	  nonmanual	  signals	  used	  in	  this	  way	  include	  pauses	  between	  sentences,	  dropped	  eye	  gaze	  and	  the	  tilting	  of	  the	  head	  downward.	  	  	  
Turn-­‐taking	  is	  the	  regulation	  of	  language	  production	  between	  two	  or	  more	  participants	  in	  a	  conversation,	  and	  is	  a	  shared	  area	  of	  interest	  between	  linguistics	  and	  sociology.	  	  For	  example,	  at	  the	  end	  of	  a	  sentence,	  a	  signer	  will	  typically	  hold	  gaze	  when	  expecting	  a	  response	  (Baker,	  1977).	  Turn	  taking	  is	  one	  of	  several	  nonmanual	  functions	  that	  are	  affected	  by	  both	  the	  familiarity	  	  between	  signers	  and	  the	  number	  of	  participants	  (Woodcock,	  1997).	  Signs	  are	  produced	  differently	  between	  a	  pair	  of	  friends,	  to	  a	  group	  of	  strangers,	  and	  when	  many	  people	  are	  signing	  at	  once.	  
MOUTHING	  A	  form	  of	  paralinguistic	  information	  is	  the	  mouthing	  of	  English	  words.	  This	  involves	  forming	  the	  mouth	  shapes	  used	  in	  the	  production	  of	  speech	  while	  signing	  the	  ASL	  analogue	  and	  has	  no	  equivalent	  in	  English.	  Unlike	  nonmanual	  signals,	  which	  carry	  distinct	  linguistic	  meaning,	  mouthing	  serves	  to	  reinforce	  the	  manual	  signs.	  	  While	  in	  ASL,	  the	  phenomenon	  of	  mouthing	  is	  not	  universally	  recognized	  as	  part	  of	  the	  language,	  its	  inclusion	  is	  preferred	  by	  some	  populations	  (Nadolske	  &	  Rosenstock,	  2007).	  
AFFECT	  	  In	  addition	  to	  the	  functions	  within	  the	  structure	  of	  the	  language,	  people	  who	  are	  signing	  ASL	  also	  use	  facial	  expressions	  to	  convey	  emotions.	  There	  are	  close	  parallels	  in	  the	  roles	  of	  facial	  expression	  in	  ASL	  and	  spoken	  languages	  in	  conveying	  affect.	  It	  is	  apparent	  when	  a	  signer	  is	  content,	  angry,	  or	  puzzled	  simply	  by	  the	  modification	  of	  the	  facial	  expression	  accompanying	  a	  sign	  (Weisel,	  1985).	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CO-­‐OCCURRENCE	  OF	  NONMANUAL	  SIGNALS	  Nonmanual	  signals	  in	  ASL	  have	  the	  ability	  to	  co-­‐occur	  (Wilber,	  2000).	  	  For	  example,	  the	  nonmanual	  signal	  MM,	  which	  is	  made	  with	  the	  lips	  pressed	  together,	  can	  indicate	  pleasure	  or	  enjoyment	  of	  an	  activity.	  If	  it	  is	  used	  in	  conjunction	  with	  the	  signs	  MAN	  and	  FISH,	  the	  meaning	  is	  “The	  man	  is	  enjoying	  fishing.”	  The	  addition	  of	  raised	  eyebrows	  indicates	  a	  yes/no	  question	  and	  changes	  the	  meaning	  of	  the	  utterance	  to	  “Is	  the	  man	  enjoying	  fishing?”	  As	  shown	  in	  Figure	  9,	  this	  sentence	  cannot	  be	  signed	  without	  the	  co-­‐occurrence	  of	  separate	  nonmanual	  signal.	  
	  FISHING	   	  MM	   	  MM	  with	  YES/NO	  
Figure	  9:	  The	  co-­‐occurrence	  of	  the	  nonmanual	  signals	  MM	  and	  YES/NO	  
Lexical	  and	  morphological	  nonmanual	  signals	  tend	  to	  occur	  in	  the	  lower	  face,	  in	  the	  mouth	  and	  cheeks.	  Likewise,	  syntactic	  nonmanual	  signals	  affect	  the	  eyebrows	  (Wilbur	  &	  Patschke,	  1999).	  Questions	  soliciting	  a	  yes	  or	  no	  answer	  incorporate	  a	  raising	  of	  the	  brows,	  while	  brow	  lowering	  indicates	  a	  WH	  question.	  	  In	  contrast,	  expressions	  of	  affect	  require	  the	  inclusion	  of	  all	  parts	  of	  the	  face.	  	  Not	  only	  do	  mouth	  shapes	  differ	  during	  the	  expression	  of	  anger,	  sadness,	  and	  joy,	  but	  the	  brow	  height,	  furrow,	  and	  eye	  aperture	  are	  also	  varied.	  Additionally,	  the	  characteristic	  movement	  of	  facial	  elements	  varies	  depending	  on	  causation.	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Weast	  (2008)	  presented	  a	  quantitative	  analysis	  of	  eyebrow	  height	  during	  signed	  utterances.	  She	  found	  that	  in	  questions	  signed	  concurrently	  with	  displays	  of	  affect,	  the	  brows	  maintain	  their	  linguistic	  significance.	  PREVIOUS	  FACIAL	  DISPLAY	  TECHNOLOGIES	  	  Although	  nonmanual	  signals	  are	  an	  intrinsic	  part	  of	  ASL,	  some	  are	  similar	  to	  facial	  postures	  seen	  in	  hearing	  people.	  	  Previous	  work	  in	  facial	  animation	  usually	  portrays	  speaking	  actors	  (Pandzic	  &	  Forchheimer,	  2002).	  The	  majority	  of	  	  recent	  work	  in	  facial	  animation	  has	  been	  concerned	  with	  lip	  synching	  to	  an	  audio	  soundtrack	  and	  conveying	  the	  appropriate	  emotion	  (Lewis	  &	  Parke,	  1986).	  The	  impetus	  for	  much	  of	  this	  technology	  has	  been	  in	  the	  areas	  of	  film,	  video	  games,	  low-­‐bandwidth	  telecommunication,	  and	  virtual	  agents	  (Bregler,	  et	  al.,	  1997,	  Pighin,	  et	  al.,	  1998,	  Pandzic	  &	  Forchheimer,	  2002,	  Johnson,	  et	  al.,	  2000).	  
There	  are	  two	  aspects	  to	  consider	  when	  surveying	  current	  approaches	  to	  conventional	  facial	  animation.	  The	  first	  is	  the	  underlying	  mathematics	  and	  data	  representation.	  The	  second	  has	  to	  do	  with	  the	  user	  interface,	  or	  the	  controls	  presented	  to	  the	  artist	  to	  use	  as	  tools	  in	  creating	  the	  animation.	  	  As	  facial	  animation	  technology	  progressed,	  techniques	  used	  in	  each	  successive	  approach	  either	  created	  a	  more	  effective	  mathematical	  model,	  or	  improved	  user	  controls,	  or	  both.	  The	  next	  two	  subsections	  focus	  on	  the	  mathematical	  models	  and	  control	  methods	  respectively.	  
MATHEMATICAL	  MODELS	  The	  oldest	  automated	  technique	  for	  facial	  animation	  is	  morphing	  (Parke	  1972).	  Morphed	  animation	  consists	  of	  interpolating	  vertices	  between	  two	  or	  more	  topologically	  identical	  meshes	  depicting	  key	  frame	  poses.	  This	  technique	  offers	  a	  high	  degree	  of	  fidelity	  for	  static	  expressions	  and	  is	  easy	  to	  implement.	  Portions	  of	  the	  face	  mesh	  form	  the	  appropriate	  expression.	  When	  animated,	  the	  different	  shapes,	  known	  as	  morph	  targets,	  blend	  with	  each	  other	  to	  produce	  a	  smooth	  transition	  from	  one	  expression	  to	  another.	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The	  implementation	  simplicity	  of	  morphing	  is	  appealing.	  However,	  it	  yields	  unrealistic	  facial	  animations.	  Transitions	  between	  facial	  expressions	  are	  complex	  and	  bound	  by	  tissue,	  muscle,	  and	  skull	  constraints.	  The	  simple	  interpolation	  of	  morphing	  does	  not	  adhere	  to	  the	  genuine	  movements	  of	  a	  physiologically	  accurate	  face.	  This	  technique	  also	  involves	  intensive,	  non-­‐extensible	  manual	  labor,	  with	  each	  of	  the	  shapes	  specific	  to	  a	  single	  character	  and	  mesh.	  
In	  1974,	  Parke	  developed	  an	  improvement	  to	  the	  basic	  morph	  method	  by	  developing	  a	  parameterized	  three-­‐dimensional	  facial	  model.	  In	  this	  system,	  the	  3D	  vertex	  positions	  of	  the	  face	  mesh	  are	  controlled	  by	  a	  set	  of	  conformation	  and	  expression	  parameters.	  Conformation	  parameters	  control	  the	  appearance	  of	  the	  facial	  features	  when	  the	  head	  is	  in	  a	  neutral	  pose.	  These	  specify	  such	  characteristics	  as	  whether	  the	  nose	  is	  pinched,	  broad,	  or	  hooked;	  whether	  the	  lips	  are	  thick	  or	  thin	  and	  whether	  the	  cheeks	  are	  high	  or	  low.	  Once	  the	  conformation	  parameters	  determine	  the	  appearance	  of	  the	  neutral	  face,	  expression	  parameters	  manipulate	  facial	  actions	  that	  move	  parts	  of	  the	  face	  such	  as	  stretching	  lips	  or	  closing	  eyes.	  The	  model	  has	  since	  been	  extended	  by	  other	  researchers	  to	  specify	  more	  information	  in	  the	  conformation	  parameters	  and	  to	  add	  more	  flexibility	  in	  the	  expression	  parameters	  (Parke	  &	  Waters,	  1996).	  	  
The	  previously	  mentioned	  techniques	  focused	  exclusively	  on	  the	  appearance	  of	  the	  facial	  animation	  and	  did	  not	  attempt	  to	  represent	  the	  actual	  anatomy	  of	  the	  head.	  	  In	  contrast,	  the	  goal	  of	  physics-­‐based	  models	  is	  to	  simulate	  the	  physical	  and	  anatomical	  characteristics	  of	  bones,	  tissues,	  and	  skin	  to	  produce	  realistic	  actions	  and	  appearances.	  Here,	  affective	  parameters	  control	  the	  position	  of	  mesh	  vertices	  in	  the	  same	  way	  that	  muscles	  pull	  the	  tissue	  and	  skin	  of	  a	  face.	  The	  skin	  can	  be	  modeled	  by	  a	  mass-­‐spring	  system	  to	  simulate	  the	  elastic	  dynamics	  of	  the	  real	  facial	  skin	  (Lee,	  et	  al.1995).	  Facial	  muscles	  are	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modeled	  as	  forces	  deforming	  the	  spring	  mesh.	  Expressions	  can	  be	  generated	  by	  the	  combination	  of	  the	  contractions	  of	  a	  set	  of	  facial	  muscles	  (Waters,	  1987).	  
While	  the	  complexity	  of	  muscle-­‐based	  facial	  structures	  makes	  them	  computationally	  expensive,	  they	  are	  not	  prone	  to	  the	  same	  unexpected	  anomalies	  common	  among	  morphing	  systems.	  Additionally	  they	  can	  be	  extended,	  and	  combined	  to	  produce	  hybrid	  expressions,	  such	  as	  a	  combination	  of	  surprise	  and	  happiness.	  Expressions	  can	  also	  be	  exaggerated	  and/or	  combined	  with	  specified	  mouth	  shapes.	  
ANIMATION	  CONTROLS	  The	  mathematical	  models	  and	  underlying	  data	  representations	  can	  produce	  animations	  with	  varying	  degrees	  of	  fidelity,	  with	  a	  range	  of	  computational	  efficiencies.	  	  However,	  there	  is	  a	  second	  consideration.	  	  Crucial	  to	  time-­‐efficient	  creation	  of	  convincing	  animation	  is	  the	  choice	  of	  controls	  at	  the	  artist’s	  disposal.	  This	  section	  surveys	  the	  approaches	  to	  animation	  interfaces.	  
A	  very	  accurate,	  yet	  tedious	  control	  option	  is	  to	  manually	  manipulate	  vertices	  or	  vertex	  groups.	  This	  method	  is	  usually	  too	  cumbersome	  to	  produce	  large	  animations,	  but	  is	  useful	  when	  initially	  setting	  up	  a	  parameterized	  model.	  
A	  parameterized	  facial	  model	  affords	  the	  animator	  a	  great	  degree	  of	  consistency	  and	  detailed	  control.	  Either	  muscle	  groups	  or	  discrete	  facial	  expressions	  are	  each	  associated	  with	  a	  control,	  which	  can	  be	  incrementally	  manipulated	  to	  produce	  the	  desired	  appearance	  and	  expression.	  
To	  animate	  the	  mouths	  of	  speaking	  characters,	  animators	  have	  identified	  and	  created	  poses	  for	  visemes,	  or	  mouth	  shapes	  that	  correspond	  to	  phonemes	  of	  the	  spoken	  language	  (Osipa,	  2003).	  An	  animation	  system	  driven	  by	  audio	  input	  usually	  involves	  the	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identification	  and	  subsequent	  animation,	  of	  necessary	  visemes	  to	  accompany	  the	  phonemes	  of	  the	  spoken	  input.	  These	  systems	  are	  useful	  for	  low	  bandwidth	  telecommunication,	  because	  animation	  data	  requires	  less	  bandwidth	  than	  streaming	  video	  when	  sent	  over	  the	  network	  (Pandzic	  &	  Forchheimer,	  2002)	  
In	  1978,	  Ekman	  and	  Friesen	  published	  the	  first	  version	  of	  FACS,	  the	  facial	  actions	  coding	  system	  (Ekman,	  et	  al.	  2001).	  This	  framework	  provided	  a	  taxonomy	  of	  human	  facial	  expressions,	  categorizing	  the	  physical	  expression	  of	  emotions.	  FACS	  defines	  66	  action	  units,	  which	  are	  contractions	  or	  relaxations	  of	  one	  or	  more	  muscles.	  The	  combination	  of	  distinct	  action	  units	  results	  in	  different	  facial	  expressions.	  
FACS	  is	  used	  by	  psychologists	  to	  observe	  and	  record	  a	  facial	  expression,	  decomposing	  it	  into	  the	  specific	  action	  units	  that	  produced	  the	  movement.	  The	  attributes	  of	  an	  expression	  can	  be	  recorded	  as	  the	  list	  of	  action	  units	  that	  produced	  it.	  FACS	  also	  accounts	  for	  duration,	  intensity,	  and	  asymmetry.	  
While	  not	  directly	  intended	  for	  use	  with	  computer	  graphics,	  FACS	  provides	  a	  useful	  expression	  parameterization	  scheme.	  When	  Waters	  extended	  Parke’s	  model	  in	  1987,	  he	  used	  FACS	  action	  units	  to	  correspond	  to	  muscle	  vectors.	  His	  model	  is	  a	  more	  physically-­‐based	  representation,	  whose	  goal	  is	  to	  simulate	  synthetic	  soft	  tissue	  through	  embedded	  muscle	  actuators.	  Lee	  et	  al.	  (1995)	  extended	  this	  model	  further	  to	  automatically	  generate	  a	  structured	  facial	  mesh	  from	  laser-­‐scanned	  subjects.	  	  
In	  1991,	  Kalra	  et	  al.	  proposed	  an	  animation	  system	  similar	  to	  FACS	  based	  on	  Minimal	  Perceptible	  Actions	  (MPA).	  	  MPAs	  are	  used	  as	  part	  of	  a	  layered	  approach,	  describing	  facial	  animation	  as	  a	  combination	  of	  values.	  MPAs	  are	  based	  on	  muscle	  movements	  and	  are	  similar	  to	  action	  units	  in	  FACS.	  The	  main	  difference	  between	  the	  two	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approaches	  is	  that	  MPAs	  are	  normalized,	  and	  can	  be	  adjusted	  to	  a	  variety	  of	  intermediary	  poses	  based	  on	  intensity	  values.	  
The	  MPEG-­‐4-­‐FA	  (Motion	  Picture	  Experts	  Group	  –	  Facial	  Animation)	  standard	  was	  established	  to	  create	  a	  high-­‐quality	  model	  independent	  parameterization	  system	  (Pandzic	  &	  Forchheimer,	  2002).	  It	  builds	  on	  the	  discrete	  action	  units	  of	  FACS	  and	  the	  normalized	  parameters	  of	  MPA.	  MPEG-­‐FA	  uses	  facial	  animation	  parameters	  (FAP)	  to	  control	  facial	  animation	  parameter	  units	  (FAPU)	  defined	  for	  each	  model	  to	  abstract	  the	  control	  framework	  so	  that	  the	  same	  command	  set	  can	  be	  used	  across	  a	  wide	  range	  of	  models	  with	  comparable	  outcomes.	  
FAPs	  are	  divided	  into	  two	  groups:	  low	  level	  and	  high	  level.	  Low	  level	  FAPs	  provide	  a	  set	  of	  parameters	  powerful	  enough	  to	  describe	  every	  movement	  that	  can	  be	  perceived	  in	  a	  human	  face.	  They	  are	  closely	  based	  on	  MPA.	  High	  level	  FAPs	  are	  used	  to	  specify	  grouped	  configurations	  of	  low	  level	  FAPs	  to	  provide	  a	  layer	  of	  abstraction.	  High	  level	  FAPs	  are	  designed	  for	  controlling	  speaking	  characters,	  providing	  representations	  of	  visemes	  	  and	  emotions	  (anger,	  disgust,	  fear,	  happiness,	  sadness,	  and	  surprise).	  	  
In	  contrast	  to	  the	  more	  abstract	  animation	  control	  methods	  mentioned	  previously,	  motion	  capture	  involves	  sampling	  real-­‐time	  physical	  movement	  to	  control	  animated	  figures.	  Motion	  capture	  technology	  purports	  to	  facilitate	  natural	  and	  realistic	  control	  for	  facial	  animation.	  The	  data	  acquisition	  process	  involves	  placing	  10	  to	  100	  markers	  on	  an	  actor’s	  face	  and	  tracking	  the	  marker	  movement	  with	  high	  resolution	  cameras	  (Williams,	  1990).	  The	  motion	  capture	  software	  records	  the	  positions	  of	  the	  markers	  over	  time,	  providing	  a	  digital	  representation	  of	  actual	  human	  motion.	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THE	  NEED	  FOR	  A	  REPRESENTATION	  SYSTEM	  FOR	  NONMANUAL	  SIGNALS	  In	  order	  to	  display	  nonmanual	  signals,	  a	  facial	  model	  must	  be	  animatable	  in	  ways	  not	  conceived	  (or	  necessary)	  in	  current	  facial	  animation	  systems.	  For	  example,	  the	  nonmanual	  signal	  for	  LR-­‐LR	  requires	  an	  up	  and	  down	  tongue	  movement	  with	  lips	  protruded	  (Bridges	  &	  Metzger,	  1996).	  While	  necessary	  to	  produce	  linguistically	  correct	  ASL,	  it	  is	  not	  recognized	  as	  an	  English	  viseme,	  and	  is	  not	  used	  in	  traditional	  facial	  animation	  (Osipa,	  2003).	  
	  	   Therefore,	  a	  precursor	  to	  synthesizing	  and	  portraying	  linguistically	  correct	  animations	  of	  ASL	  is	  a	  representation	  system	  for	  nonmanual	  signals.	  Current	  representation	  technology,	  while	  useful	  for	  its	  intended	  purpose,	  has	  been	  primarily	  designed	  to	  depict	  affect	  and	  visemes.	  Although	  the	  facial	  postures	  associated	  with	  emotions	  are	  consistent	  across	  spoken	  and	  signed	  languages	  (Emmorey,	  2003),	  animated	  nonmanual	  signals	  must	  be	  capable	  of	  displaying	  phonemic	  elements	  which	  are	  markedly	  different	  from	  visemes	  associated	  with	  spoken	  language.	  	  	  At	  present,	  no	  system	  exists	  that	  provides	  a	  representation	  of	  nonmanual	  signals	  that	  provides	  sufficient	  support	  to	  synthesize	  grammatical	  ASL.	  
Motion	  captured	  data	  is	  an	  intriguing	  alternative,	  but	  the	  current	  technology	  is	  inadequate	  for	  capturing	  and	  representing	  nonmanual	  signals	  because	  they	  were	  designed	  for	  the	  video	  game	  and	  animated	  film	  industry.	  There	  are	  parts	  of	  the	  face	  that	  current	  motion	  capture	  devices	  cannot	  record,	  including	  the	  teeth	  and	  tongue,	  which	  are	  essential	  for	  nonmanual	  signals.	  	  
Even	  if	  these	  facial	  elements	  were	  able	  to	  be	  tracked,	  the	  data	  collected	  from	  motion	  capture	  requires	  extensive	  manual	  clean-­‐up	  (Williams,	  1990,	  Pighin,	  et	  al.,	  1998).	  Because	  motion	  capture	  is	  simply	  recording	  positions	  over	  time,	  the	  data	  is	  of	  little	  value	  when	  attempting	  to	  synthesize	  new	  facial	  postures,	  as	  there	  is	  no	  way	  to	  attach	  linguistic	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significance	  to	  selected	  portions	  the	  voluminous	  stream	  of	  data	  without	  extensive	  hand	  work	  at	  the	  capture	  interval	  level.	  	  This	  type	  of	  manual	  annotation	  poses	  the	  same	  problems	  as	  working	  directly	  with	  the	  vertex	  data,	  but	  multiplied	  by	  the	  capture	  rate.	  	  Thus	  none	  of	  the	  current	  technologies	  for	  facial	  animation	  are	  adequate	  for	  portraying	  nonmanual	  signals.	  
DESIGN	  GOALS	  FOR	  A	  REPRESENTATION	  SYSTEM	  FOR	  NONMANUAL	  SIGNALS	  So,	  to	  summarize,	  ASL	  synthesis	  requires	  a	  representation	  system	  for	  nonmanual	  signals.	  The	  system	  must	  be	  capable	  of	  specifying	  any	  facial	  pose	  to	  portray	  a	  nonmanual	  signal	  produced	  in	  isolation.	  Particular	  attention	  must	  be	  paid	  to	  both	  the	  subtle	  and	  obvious	  nuances	  that	  differentiate	  nonmanual	  signals	  from	  spoken-­‐language	  visemes.	  Further,	  it	  must	  be	  able	  to	  represent	  co-­‐occurrences	  because	  many	  ASL	  signs	  require	  that	  two	  or	  more	  nonmanual	  signals	  be	  used	  simultaneously	  (Wilbur,	  2000).	  
Additionally,	  such	  a	  system	  should	  allow	  both	  binary	  and	  incremental	  nonmanual	  signals.	  	  A	  binary	  nonmanual	  signal	  has	  only	  two	  states,	  present	  or	  not	  present.	  For	  instance,	  the	  presence	  of	  raised	  eyebrows	  indicates	  a	  yes/no	  question.	  If	  this	  nonmanual	  signal	  is	  absent,	  the	  utterance	  is	  not	  a	  yes/no	  question.	  There	  are	  no	  degrees	  to	  which	  a	  sentence	  is	  a	  question.	  It	  either	  is	  or	  is	  not.	  In	  contrast,	  the	  modifier	  CHA	  is	  an	  example	  of	  an	  incremental	  nonmanual	  signal,	  where	  the	  intensity	  of	  the	  facial	  expression	  is	  proportionate	  to	  the	  extremity	  of	  the	  modifier.	  Variable	  intensity	  is	  necessary	  to	  display	  the	  full	  range	  of	  adjectival	  and	  adverbial	  modifiers.	  To	  promote	  the	  extension	  of	  this	  system,	  it	  should	  be	  geometry	  independent	  and	  amenable	  for	  implementation	  in	  different	  contexts.	  
ORGANIZATION	  OF	  CHAPTERS	  	  Thus,	  the	  goal	  of	  this	  dissertation	  is	  to	  develop	  a	  representation	  system	  for	  representative	  nonmanual	  signals	  in	  American	  Sign	  Language.	  Chapter	  1	  has	  provided	  an	  overview	  of	  nonmanual	  signals	  in	  American	  Sign	  Language,	  as	  well	  as	  a	  description	  of	  facial	  animation	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technologies	  and	  a	  rationale	  for	  devising	  a	  system	  for	  representing	  facial	  nonmanual	  signals.	  Chapter	  2	  describes	  the	  new	  representation,	  detailing	  its	  implementation.	  Chapter	  3	  lays	  out	  the	  test	  procedures	  and	  instruments	  for	  evaluating	  the	  new	  representation.	  Chapter	  4	  details	  the	  results	  of	  the	  user	  test.	  Chapter	  5	  presents	  conclusions	  drawn	  from	  the	  results	  and	  discusses	  future	  work.	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CHAPTER	  2	  –	  DESIGN	  
NONMANUAL	  SIGNAL	  SELECTION	  A	  first	  step	  toward	  the	  design	  of	  such	  a	  representation	  is	  the	  identification	  of	  nonmanual	  signals	  that	  are	  characteristically	  part	  of	  ASL.	  Also,	  since	  this	  study	  focuses	  on	  the	  simultaneous	  interaction	  of	  NMS,	  they	  should	  be	  demonstrable	  in	  co-­‐occurrence.	  	  Once	  identified,	  the	  next	  step	  is	  to	  record	  and	  analyze	  them.	  Doing	  so	  requires	  the	  elicitation	  of	  utterances	  that	  will	  manifest	  the	  nonmanual	  signals	  in	  the	  context	  of	  a	  sentence	  in	  which	  they	  occur	  naturally.	  Of	  particular	  importance	  are	  signed	  sentences	  which	  incorporate	  a	  subset	  of	  nonmanual	  signals	  representative	  of	  morphological,	  lexical,	  syntactic,	  and	  emotive	  roles.	  
Table	  1	  shows	  the	  nonmanual	  signals	  that	  meet	  these	  criteria	  and	  include	  CHA,	  OO,	  Y/N,	  WH,	  NEG,	  as	  well	  as	  the	  facial	  expressions	  associated	  with	  happiness	  and	  anger.	  The	  exemplars	  were	  determined	  through	  interviews	  with	  members	  of	  the	  Deaf	  community	  who	  are	  experts	  in	  ASL.	  	  	  
Nonmanual 
Signal 
Linguistic 
Role 
Type Description Usage 
CHA Morphological Incremental Lips rounded and 
forward followed by 
mouth open wide 
Indicates 
something is 
thick or big 
OO Morphological Incremental Lips are pursed with a 
small opening 
Indicates 
something is thin 
or small 
YES / NO Syntactic Binary Eyebrows raised, head 
tilted forward 
Used to form 
yes/no questions 
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WH Syntactic Binary Eyebrows furrowed, 
head tilted forward 
Used to form 
questions 
beginning with 
interrogative 
pronouns 
Negation Syntactic Incremental Head turns from side to 
side 
Used to negate 
a sentence 
Happy Affect Incremental Corners of mouth raised 
to form a smile 
Indicates 
happiness or joy 
Angry Affect Incremental Corners of mouth 
lowered to form a frown, 
brows lowered, eyes 
winced 
Indicates anger 
or frustration 
Table	  1:	  The	  nonmanual	  signals	  selected	  for	  representation.	  Drawn	  from	  Bridges	  &	  Metzger	  (1996)	  	  
EXEMPLAR	  VIDEO	  ON	  WHICH	  TO	  BASE	  ANIMATIONS	  The	  elicitation	  of	  signed	  references	  required	  a	  series	  of	  video	  gathering	  sessions	  during	  which	  informants	  demonstrated	  nonmanual	  signals.	  Grossman	  and	  Kegl(2006)	  emphasized	  the	  need	  to	  use	  dynamic	  video	  reference	  material,	  as	  opposed	  to	  the	  more-­‐commonly	  used	  photographs	  in	  order	  to	  understand	  the	  way	  in	  which	  hearing	  and	  deaf	  people	  recognize	  and	  categorize	  facial	  expressions.	  These	  videos	  served	  as	  the	  reference	  material	  for	  creating	  the	  representation	  and	  also	  for	  generating	  the	  test	  animations	  used	  in	  in	  subsequent	  user	  tests.	  
	   Capturing	  relevant	  and	  consistent	  signed	  utterances	  involves	  several	  requirements.	  It	  is	  of	  paramount	  importance	  that	  recorded	  signers	  be	  fluent	  in	  ASL.	  Further,	  utterances	  must	  occur	  in	  as	  natural	  a	  context	  as	  possible.	  Lastly,	  the	  presence	  of	  hearing	  people	  should	  be	  minimized,	  as	  it	  tends	  to	  cause	  code	  switching,	  where	  a	  signer	  may	  adjust	  his	  signing	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style	  to	  accommodate	  the	  ASL	  recognition	  skills	  of	  the	  hearing	  people	  in	  the	  room	  (Emmory	  et	  al.	  2005).	  
Eliciting	  natural	  ASL	  utterances	  requires	  stimuli	  that	  are	  both	  free	  of	  English	  language	  and	  void	  of	  extraneous	  details.	  An	  effective	  approach	  is	  the	  creation	  of	  “tiny	  stories”	  which	  would	  elicit	  utterances	  containing	  the	  selected	  nonmanual	  signals.	  Graphical	  portrayals	  of	  the	  stories	  ensure	  there	  is	  no	  influence	  of	  English.	  Storyboards	  depict	  the	  salient	  details	  of	  each	  scenario	  using	  illustrations,	  instead	  of	  photographs,	  to	  reduce	  extraneous	  visual	  influence.	  	  Figure	  10	  shows	  the	  two	  stories	  used	  in	  the	  elicitation.	  	  	  	  
	  
Figure	  10:	  Storyboards	  used	  to	  elicit	  utterances	  
The	  first	  story	  depicts	  a	  character	  walking	  into	  a	  diner.	  He	  pays	  a	  small	  amount	  of	  money	  for	  a	  very	  large	  cup	  of	  coffee	  and	  is	  pleased	  with	  the	  deal.	  The	  story	  is	  intended	  to	  elicit	  an	  example	  of	  the	  CHA	  nonmanual	  signal	  signed	  happily.	  In	  the	  second	  story,	  the	  character	  enters	  a	  bistro	  in	  which	  he	  is	  angry	  because	  a	  small	  cup	  of	  coffee	  costs	  a	  lot	  of	  money.	  The	  purpose	  of	  the	  story	  is	  to	  elicit	  an	  example	  of	  the	  OO	  nonmanual	  signed	  angrily.	  
Deaf	  ASL	  instructors	  in	  the	  interpreting	  program	  of	  Columbia	  College,	  Chicago	  volunteered	  to	  be	  filmed.	  Filming	  took	  place	  in	  a	  reserved	  room	  at	  Columbia	  College	  in	  Chicago.	  All	  six	  informants	  and	  the	  videographer	  were	  Deaf	  and	  fluent	  in	  ASL.	  Prior	  to	  the	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test,	  participants	  viewed	  a	  video,	  signed	  by	  one	  of	  the	  Deaf	  volunteers,	  instructing	  them	  to	  look	  over	  the	  storyboards	  individually,	  and	  sign	  each	  one	  twice;	  once	  as	  if	  they	  were	  telling	  the	  story	  to	  a	  large	  audience,	  and	  once	  as	  if	  they	  were	  telling	  the	  story	  to	  a	  close	  friend.	  This	  provided	  both	  a	  range	  of	  intensities	  and	  a	  more	  natural	  performance	  during	  the	  second	  iteration.	  Hearing	  people	  were	  not	  present	  during	  the	  instructions	  or	  during	  filming.	  
After	  the	  source	  video	  had	  been	  captured,	  video	  sessions	  were	  analyzed	  and	  divided	  into	  clips	  demonstrating	  occurrences	  of	  the	  selected	  nonmanual	  signals.	  The	  comparison	  of	  clips	  depicting	  similar	  nonmanual	  signals	  from	  different	  signers	  identified	  commonalities	  and	  differences.	  This	  data	  guided	  the	  creation	  of	  poses	  used	  to	  generate	  animations	  for	  user	  testing.	  
CHALLENGES	  OF	  A	  REPRESENTATION	  As	  in	  any	  natural	  language	  ASL	  has	  a	  grammatical	  structure,	  yet	  it	  is	  productive,	  meaning	  that	  it	  is	  capable	  of	  creating	  an	  infinite	  number	  of	  novel,	  yet	  grammatical	  utterances.	  	  Any	  representation	  for	  sign	  synthesis	  requires	  more	  than	  a	  simple	  means	  to	  store	  animation	  data.	  It	  needs	  not	  only	  to	  look	  up	  and	  apply	  existing	  data,	  but	  it	  also	  needs	  to	  facilitate	  variations	  in	  the	  intensity.	  	  	  For	  some	  signs,	  a	  simple	  binary	  inclusion	  or	  exclusion	  of	  a	  nonmanual	  signal	  is	  sufficient.	  For	  other	  signs,	  subtle	  variations	  in	  movement	  or	  intensity	  can	  greatly	  vary	  the	  meaning	  of	  a	  sign.	  	  
The	  production	  of	  computer	  generated	  animation	  requires	  data	  that	  specifies	  timing	  and	  geometry.	  However,	  sign	  synthesis	  requires	  additional	  information,	  because	  what	  is	  manifested	  physically	  is	  often	  the	  result	  of	  co-­‐occurring	  linguistic	  and	  extralinguistic	  processes	  (Wilbur,	  2000).	  	  
Figure	  11	  depicts	  the	  gloss	  BOOK	  being	  signed	  in	  a	  yes/no	  question	  with	  happy	  affect.	  The	  brows	  are	  simultaneously	  raised	  while	  the	  sides	  of	  the	  mouth	  curve	  upward,	  forming	  a	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smile.	  These	  co-­‐occurring	  functions	  require	  representation	  as	  independent	  entities	  so	  that	  they	  can	  be	  animated	  concurrently.	  	  
	  
Figure	  11:	  A	  happy	  signer	  asking	  a	  Yes/No	  question.	  
Often	  multiple	  co-­‐occurring	  processes	  will	  influence	  the	  same	  geometry.	  Consider	  a	  WH	  question	  signed	  in	  an	  angry	  fashion,	  as	  seen	  in	  Figure	  12.	  	  The	  eyebrows	  lower	  as	  part	  of	  producing	  a	  WH	  question.	  	  However,	  the	  emotional	  state	  of	  anger	  also	  involves	  lowering	  the	  eyebrows.	  	  The	  synthesis	  of	  this	  sentence	  requires	  not	  only	  that	  these	  two	  be	  depicted	  simultaneously,	  but	  that	  they	  recombine	  and	  thus	  interact	  with	  each	  other.	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Figure	  12:	  An	  angry	  signer	  asking	  a	  WH	  question.	  
An	  additional	  challenge	  is	  the	  incorporation	  of	  paralinguistic	  information,	  such	  as	  mouthing.	  	  Although	  it	  can	  play	  a	  vital	  role	  in	  communication,	  many	  researchers	  do	  not	  consider	  it	  a	  true	  part	  of	  ASL	  (Nadolske	  &	  Rosenstock,	  2007).	  Thus,	  researchers	  should	  have	  the	  option	  to	  include	  or	  exclude	  this	  additional	  data	  when	  generating	  utterances.	  	  Nevertheless,	  when	  present	  it	  will	  interact	  with	  other	  non-­‐manual	  facial	  signals.	  
In	  short,	  the	  synthesis	  of	  ASL	  requires	  a	  representation	  capable	  of	  managing	  massive	  amounts	  of	  data.	  Any	  new	  generative	  representational	  system	  should	  take	  advantage	  of	  the	  framework	  of	  ASL	  linguistics	  as	  a	  way	  to	  cope	  with	  the	  data.	  It	  offers	  a	  concise	  structure	  to	  help	  organize	  and	  codify	  the	  complexity	  of	  ASL.	  	  Thus,	  synthesized	  signs	  arise	  from	  the	  combination	  of	  a	  linguistically-­‐based	  representation	  and	  an	  underlying	  animation	  framework	  that	  abstracts	  geometric	  details	  necessary	  to	  produce	  natural,	  convincing	  motion.	  CURRENT	  SOFTWARE	  Although	  conventional	  animation	  packages	  certainly	  provide	  methods	  to	  specify	  poses	  (geometry)	  and	  timing,	  in	  an	  abstract,	  graphical	  representation	  (Autodesk,	  2011),	  none	  of	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them	  are	  set	  up	  to	  incorporate	  elements	  of	  a	  natural	  language.	  	  However,	  current	  sign	  language	  annotation	  software	  does	  offer	  such	  a	  facility	  (Boston	  University	  American	  Sign	  Language	  Linguistic	  Research	  Project,	  2011,	  Language	  Archiving	  Technology,	  2011).	  	  This	  type	  of	  software	  provides	  a	  useful	  convention,	  following	  linguistic	  notation	  that	  separates	  processes	  into	  layers	  such	  as	  Gloss,	  Left	  Handshape,	  Right	  Handshape,	  Mouth,	  and	  Brows.	  Figure	  13	  demonstrates	  a	  typical	  arrangement	  of	  layers,	  or	  tiers,	  in	  ELAN.	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Figure	  13:	  ELAN	  Annotation	  Software	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   Users	  of	  such	  software	  can	  codify	  multiple	  discrete	  influences	  (Brugman	  &	  Russell,	  2004,	  Crasborn	  et	  al,	  2006).	  However,	  while	  annotation	  software	  is	  designed	  to	  help	  identify	  and	  label	  features	  and	  their	  roles	  in	  a	  signed	  utterance,	  a	  representation	  for	  synthesis	  needs	  to	  encode	  features	  in	  a	  way	  that	  facilitates	  the	  creation	  of	  new	  utterances	  via	  animation.	  	  Having	  linguistic	  labels	  attached	  to	  the	  geometric	  information	  facilitates	  more	  effective	  manipulation	  of	  the	  geometric	  data	  to	  produce	  believable	  and	  natural	  animations	  of	  sign.	  	  It	  also	  follows	  that	  a	  linguistically-­‐based	  notation	  can	  help	  animation	  transcribers	  understand	  the	  salient	  features	  of	  movements	  and	  poses,	  facilitating	  more	  legible	  animations.	  	  	  
DETAILS	  OF	  THE	  REPRESENTATION	  
The new representation uses labeled manual transcription to create detailed and accurate 
animations of sign.  These animations require voluminous data, as they must be realistic enough 
to pass the scrutiny of fluent signers.  However, such detail is organized using a framework that is 
both abstract enough to be compatible with linguistic notation and flexible enough to allow for 
the synthesis of novel utterances. 	  Table	  2:	  Representation	  Structure	  shows the high level structure of the representation 
design, which is based on abstractions used by linguists and is encoded as XML (DuCharme, 
1999).  High level tracks separately control the linguistic functions of gloss, syntax, and 
nonmanual lexical modifiers.  These direct the position and timing of subordinate geometric 
components.  Researchers have the option to add high level tracks for paralinguistic or 
extralinguistic functions such as mouthing and affect.   
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High	  Level	  Tracks	  	   Linguistic:	  	   	   syntax	  	  	   	   gloss	  	   	   lexical	  modifier	  	   Extralinguistic:	  	   	   affect	  	   	   mouthing	  	  
Syntax	  Block	  	   Label	  	   Start	  time	  	   End	  time	  	   Curve	  	   Geometry	  groups	  	   	   Controllers	  	   	   	   Keys	  	  
Gloss	  Block	  	   Label	  	   Start	  time	  	   End	  time	  	   Linguistic	  Component	  Block	  	   	   Left	  Handshape	  	   	   	   Label	  	   	   	   Time	  	   	   	   	   Geometry	  groups	  	   	   	   	   	   Controllers	  	   	   	   	   	   	   Keys	  	   	   Right	  Handshape	  	   	   	   Label	  	   	   	   Time	  	   	   	   	   Geometry	  groups	  	   	   	   	   	   Controllers	  	   	   	   	   	   	   Keys	  	   Geometry	  groups	  	   	   Controllers	  	   	   	   Keys	  
	  
NM	  Lexical	  Modifier	  Block	  	   Label	  	   Start	  time	  	   End	  time	  	   Curve	  	   Viseme	  *(multiple	  possible)	  	   	   Label	  	   	   Time	  	  	   	   Geometry	  groups	  	   	   	   Controllers	  	   	   	   	   Keys	  	  
Affect	  Block	  	   Label	  	   Start	  time	  	   End	  time	  	   Curve	  	   Geometry	  groups	  	   	   Controllers	  	   	   	   Keys	  	  
	  Mouthing	  Block	  	   Label	  	   Start	  time	  	   End	  time	  	   Curve	  	  	   Viseme	  *	  (multiple	  possible)	  	   	   Label	  	   	   Time	  	  	   	   	   Geometry	  groups	  	   	   	   	   Controllers	  	   	   	   	   	   Keys	  
	  
Table	  2:	  Representation	  Structure	  	   Each	  track	  contains	  blocks	  of	  time-­‐based	  information.	  	  Each	  block	  has	  a	  label,	  a	  start	  time,	  an	  end	  time,	  as	  well	  as	  a	  collection	  of	  subordinate	  geometry	  blocks.	  	  Geometry	  blocks	  describe	  joint	  rotations	  necessary	  to	  animate	  parts	  of	  the	  face	  and	  can	  contain	  animation	  keys	  or	  a	  static	  pose	  (Figure	  14).	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Figure	  14:	  High-­‐level	  tracks	  contain	  animation	  or	  pose	  blocks.	  
To	  implement	  co-­‐occurrence,	  for	  each	  joint,	  keys	  are	  found	  from	  relevant	  tracks.	  The	  rotations	  of	  each	  influencing	  track	  are	  combined	  and	  the	  new	  rotation	  is	  applied	  to	  the	  joint.	  	  
The	  block	  structure	  follows	  a	  common	  practice	  in	  animation	  studios	  where	  a	  master	  animator	  creates	  a	  dictionary	  of	  poses	  (Thomas	  &	  Johnston,	  1981).	  	  By	  encapsulating	  minute	  geometric	  arrangements	  in	  concise	  groups,	  a	  master	  animator	  provides	  an	  efficient	  mechanism	  for	  others	  to	  apply	  and	  combine	  poses.	  	  
In	  this	  representation,	  blocks	  can	  contain	  intensity	  curves	  that	  control	  the	  onset	  and	  intensity	  of	  a	  pose,	  allowing	  for	  subtle	  variations.	  Joint	  rotations	  are	  multiplied	  by	  curve	  values	  to	  vary	  the	  degree	  to	  which	  each	  pose	  is	  expressed.	  Figure	  15	  demonstrates	  the	  animation	  curves	  in	  the	  case	  of	  the	  question	  “Do	  you	  want	  a	  book?”	  	  The	  green	  curve	  represents	  the	  movement	  corresponding	  to	  the	  yes/no	  question	  syntactic	  marker.	  	  In	  ASL,	  the	  yes/no	  question	  marker	  is	  binary,	  thus	  the	  animation	  curve	  has	  a	  quick	  onset	  and	  relatively	  quick	  falloff.	  	  	  The	  red	  curve	  represents	  the	  influence	  of	  the	  affect	  “anger”.	  	  Emotive	  states	  are	  maintained	  for	  a	  longer	  period	  of	  time	  and	  are	  subject	  to	  more	  variation	  in	  intensity.	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Figure	  15:	  Intensity	  curves	  and	  the	  corresponding	  sentence.	  
Although	  the	  syntactic	  marker	  co-­‐occurs	  with	  the	  gloss	  BOOK,	  the	  green	  curve	  controlling	  the	  intensity	  of	  the	  corresponding	  pose	  starts	  before	  the	  onset	  of	  the	  syntactic	  marker	  and	  ends	  a	  significant	  amount	  of	  time	  after	  it.	  	  This	  reflects	  a	  commonly-­‐used	  technique	  in	  animation	  whereby	  the	  action	  will	  ease-­‐in	  and	  ease-­‐out	  of	  a	  given	  pose	  (Burtnyk	  &	  Wein,	  1976).	  	  
WANT BOOK
q
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CHAPTER	  3	  –	  VALIDATION	  AND	  EVALUATION	  
EXPERIMENT	  DESIGN	  Toro	  (2004)	  conducted	  user	  testing	  with	  Deaf	  participants	  who	  viewed	  animations	  of	  synthesized	  ASL	  signs.	  While	  the	  study	  focused	  on	  the	  automated	  conjugation	  of	  agreement	  verbs,	  it	  revealed	  that	  Deaf	  viewers	  noticed	  and	  commented	  on	  the	  lack	  of	  nonmanual	  signals.	  Participants	  suggested	  that	  adding	  nonmanual	  signals	  would	  improve	  the	  animations.	  Up	  to	  this	  point,	  there	  has	  been	  no	  formal	  study	  on	  the	  necessity	  of	  nonmanual	  signals,	  and	  there	  were	  also	  no	  studies	  on	  the	  viability	  of	  incorporating	  multiple	  co-­‐occuring	  utterances.	  	  For	  these	  reasons,	  this	  study	  measures	  clarity	  and	  acceptability	  of	  synthesized	  utterances	  using	  the	  new	  representation	  system.	  
Validating	  the	  representation	  requires	  two	  steps.	  	  The	  first	  is	  to	  use	  the	  representation	  to	  create	  animations	  that	  affirm	  that	  nonmanual	  signals	  are	  indeed	  necessary	  to	  the	  animation	  of	  ASL.	  This	  involves	  determining	  the	  influence	  of	  selected	  nonmanual	  signals	  on	  the	  perceived	  meaning	  of	  synthesized	  signs.	  The	  second	  is	  to	  evaluate	  the	  effectiveness	  of	  the	  new	  representation	  to	  determine	  its	  capability	  for	  synthesizing	  signs	  containing	  multiple	  linguistic	  and	  extralinguistic	  functions.	  	  	  
Since	  the	  intention	  is	  to	  represent	  the	  interaction	  of	  both	  linguistic	  and	  extralinguistic	  facial	  movements,	  a	  set	  of	  test	  utterances	  was	  chosen	  that	  combined	  either	  the	  effects	  of	  a	  single	  nonmanual	  signal	  with	  affect	  ,	  or	  single	  nonmanual	  signal	  with	  a	  corresponding	  manual	  sign	  (See	  Table	  3).	  
Animation	  Name	   English	  Translation	  1. WH	  +	  Happy	   How	  many	  books	  do	  you	  want?	  (Happy)	  2. WH	  +	  Angry	   How	  many	  books	  do	  you	  want?	  (Angry)	  3. CHA	  +	  Happy	   A	  large	  Coffee.	  (Happy)	  4. CHA	  +	  Angry	   A	  large	  Coffee.	  (Angry)	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5. OO	  +	  small	  classifier	   A	  small	  Coffee.	  6. Neutral	  +	  small	  classifier	   A	  regular/small	  Coffee.	  7. Neutral	  +	  medium	  classifier	   A	  regular	  Coffee.	  8. Neutral	  +	  large	  classifier	   A	  regular/large	  Coffee.	  9. CHA	  +	  large	  classifier	   A	  large	  Coffee.	  
Table	  3:	  Animations	  combining	  nonmanual	  signals	  with	  affect	  and	  manual	  classifiers	  
The	  purpose	  of	  utterances	  1	  –	  4	  is	  to	  examine	  the	  effectiveness	  of	  the	  new	  representation.	  These	  alternatively	  display	  syntactic	  and	  morphological	  nonmanual	  signals	  in	  combination	  with	  facial	  expressions	  depicting	  affect.	  	  The	  objective	  of	  utterances	  5	  –	  9	  is	  to	  consider	  the	  necessity	  of	  nonmanual	  signals.	  They	  include	  manual	  classifiers	  either	  combined	  with,	  or	  without	  reinforcing	  morphological	  nonmanual	  signals.	  
While	  the	  first	  four	  utterances	  obey	  the	  language	  rules	  of	  properly	  formed	  ASL	  sentences,	  the	  last	  five	  alternatively	  obey	  and	  disobey	  those	  principles	  by	  including	  or	  excluding	  the	  nonmanual	  signal.	  Since	  field	  tests	  have	  indicated	  that	  improperly	  formed	  utterances	  are	  off-­‐putting	  to	  informants,	  the	  utterances	  were	  presented	  in	  the	  order	  displayed	  in	  Table	  3	  to	  avoid	  undue	  stress	  on	  participants	  caused	  from	  dealing	  with	  potentially	  incorrect	  language.	  	  
Computer	  animations	  of	  a	  signing	  avatar	  portrayed	  all	  nine	  utterances.	  	  Creating	  the	  animations	  used	  a	  combination	  of	  a	  commercial	  animation	  package	  and	  custom	  software	  that	  implemented	  the	  new	  representation.	  Deaf	  researchers	  iteratively	  reviewed	  and	  critiqued	  the	  test	  animations	  as	  they	  were	  made,	  providing	  further	  refinement.	  When	  they	  had	  received	  approval,	  the	  animations	  were	  formatted	  to	  fit	  within	  our	  playback	  software	  and	  combined	  into	  the	  test	  material.	  
Twenty	  participants,	  all	  of	  whom	  were	  attending	  the	  2009	  DeafNation	  Expo	  trade	  show	  in	  Palatine,	  Illinois	  volunteered	  to	  participate	  in	  this	  study.	  	  The	  participants	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answered	  background	  questionnaires	  to	  determine	  their	  level	  of	  ASL	  fluency.	  	  They	  were	  informed	  that	  they	  could	  withdraw	  at	  any	  time	  during	  the	  experiment	  and	  they	  were	  naive	  as	  to	  its	  purpose.	  	  This	  work	  was	  reviewed	  and	  approved	  by	  the	  Institutional	  Review	  Board	  (IRB)	  at	  DePaul	  University	  [JS101609CDM].	  	  The	  IRB	  documents,	  information	  sheet	  and	  background	  questionnaire	  are	  in	  Appendices	  C-­‐F.	  
Before	  the	  actual	  experiment	  task,	  all	  participants	  viewed	  a	  familiarization	  video	  signed	  in	  ASL	  which	  outlined	  the	  study	  and	  explained	  the	  instructions	  and	  participant	  rights.	  	  The	  back	  translation	  of	  this	  video	  is	  in	  Appendix	  B.	  
The	  test	  environment	  comprised	  a	  PC	  laptop	  placed	  on	  a	  table	  in	  an	  exhibition	  booth	  (Figure	  16:	  Test	  Environment.).	  	  The	  test	  facilitator	  operated	  the	  laptop	  while	  the	  participant	  watched	  an	  attached	  monitor.	  	  The	  participants	  viewed	  animations	  full-­‐screen	  on	  the	  21”	  LCD	  monitor	  (resolution:	  1280	  x	  1024	  pixels).	  	  They	  were	  seated	  at	  a	  viewing	  distance	  of	  20-­‐40”.	  	  All	  instructions	  were	  signed	  by	  the	  Deaf	  facilitator	  or	  the	  interpreter.	  	  A	  note-­‐taker	  sat	  behind	  both	  the	  participant	  and	  facilitator	  while	  the	  interpreter	  sat	  across	  the	  table.	  The	  interpreter	  voiced	  the	  participants’	  comments	  and	  the	  hearing	  note	  taker	  recorded	  them.	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Figure	  16:	  Test	  Environment.	  
Participants	  tested	  individually	  and	  each	  session	  lasted	  15-­‐30	  minutes.	  	  During	  the	  user	  test,	  participants	  viewed	  animations	  of	  ASL	  signs.	  During	  each	  session	  the	  participant	  watched	  short	  clips	  depicting	  the	  combination	  of	  nonmanual	  signals	  listed	  in	  Table	  3.	  	  Participants	  were	  informed	  that	  they	  should	  watch	  each	  animation	  carefully	  and	  that	  they	  could	  watch	  an	  animation	  as	  many	  times	  as	  they	  wanted.	  	  	  
Field	  tests	  had	  indicated	  that	  a	  sentence	  presented	  in	  isolation	  did	  not	  contain	  enough	  information	  in	  order	  for	  a	  Deaf	  person	  to	  form	  an	  opinion	  (Toro,	  2011).	  	  The	  interpreters	  and	  field	  testers	  suggested	  prefacing	  each	  animation	  with	  a	  short,	  neutral	  sentence	  establishing	  its	  context.	  For	  example,	  the	  first	  animation	  displayed,	  “How	  many	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books	  do	  you	  want?”	  	  	  Before	  playing	  the	  animation	  the	  facilitator	  stated	  that	  the	  character	  is	  the	  owner	  of	  a	  book	  store	  who	  is	  taking	  an	  order	  from	  a	  customer.	  	  	  
After	  watching	  an	  animation,	  each	  participant	  answered	  four	  questions.	  	  The	  first	  question	  asked	  the	  participant	  to	  repeat	  the	  sentence	  to	  confirm	  that	  the	  animation	  had	  communicated	  the	  intended	  meaning.	  Question	  two	  presented	  a	  graphical	  Likert	  scale	  which	  queried	  the	  perceived	  emotional	  state	  of	  the	  signer	  for	  animations	  1-­‐4	  (Figure	  17)	  and	  the	  size	  of	  the	  described	  object	  for	  animations	  5-­‐11(Figure	  18).	  	  The	  third	  question	  employed	  another	  Likert	  scale	  measuring	  the	  animation’s	  clarity,	  from	  unrecognizable	  (1)	  to	  perfectly	  clear	  (5).	  The	  last	  question	  asked	  for	  suggestions	  to	  improve	  the	  animation.	  
	  
Figure	  17:	  Graphical	  Likert	  scale	  measuring	  perceived	  emotional	  state.	  	  
	  
Figure	  18:	  Graphical	  Likert	  Scale	  measuring	  perceived	  size	  of	  a	  coffee	  cup	  	  
	  	  	  A	  copy	  of	  the	  feedback	  form	  is	  included	  in	  Appendix	  G.	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CHAPTER	  4	  –	  RESULTS	  This	  chapter	  gives	  the	  results	  of	  the	  user	  test	  at	  Deaf	  Nation	  Expo.	  	  The	  raw	  data	  from	  the	  experiment	  is	  in	  Appendix	  H.	  	  The	  following	  is	  a	  discussion	  of	  the	  user	  reactions	  to	  each	  of	  the	  nine	  test	  animations.	  
The	  first	  animation	  depicted	  the	  WH	  nonmanual	  signal	  and	  happy	  affect	  (sentence	  1).	  In	  response	  to	  the	  first	  question,	  participants	  were	  able	  to	  replicate	  the	  utterance	  100%	  of	  the	  time.	  Seventy	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear,	  as	  seen	  in	  Table	  4.	  	  Participants	  who	  thought	  the	  animation	  appeared	  happy	  outnumber	  those	  who	  found	  it	  unhappy	  by	  a	  factor	  of	  6	  to	  1	  (Table	  5).	  	  
	  
Table	  4:	  Clarity	  of	  test	  utterance	  1	  
	   	  
Table	  5:	  Emotion	  of	  test	  utterance	  1	  
Test	  participants	  showed	  even	  more	  consensus	  when	  viewing	  the	  animation	  depicting	  the	  WH	  nonmanual	  signal	  and	  angry	  affect.	  	  They	  could	  replicate	  the	  utterance	  100%	  of	  the	  time.	  Fifty-­‐five	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear	  (Table	  6).	  	  Eighty-­‐five	  percent	  correctly	  identified	  the	  intended	  emotional	  state	  (Table	  7).	  	  When	  asked	  to	  comment,	  some	  responses	  were:	  “She	  looks	  mean”,	  “She	  looks	  angry”,	  and	  “Definitely	  not	  nice.”	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Table	  6:	  Clarity	  of	  test	  utterance	  2	  
	   	  
Table	  7:	  Emotion	  of	  test	  utterance	  2	  
The	  second	  pair	  of	  sentences	  displayed	  a	  morphological	  modifier	  in	  combination	  with	  affect.	  The	  first	  of	  this	  pair	  depicted	  the	  CHA	  nonmanual	  and	  happy	  affect.	  	  Participants	  were	  able	  to	  replicate	  the	  utterance	  100%	  of	  the	  time,	  and	  indicated	  that	  the	  depicted	  mouth	  shapes	  represent	  a	  large	  size.	  	  Seventy	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear	  (Table	  8).	  	  80%	  correctly	  identified	  the	  intended	  emotional	  state	  (Table	  9).	  	  Comments	  included	  “looks	  good”,	  “friendly”,	  and	  “mouth	  movement	  is	  right	  on”.	  	  	  
	  
Table	  8:	  Clarity	  of	  test	  utterance	  3	  	  
	   	  
Table	  9:	  Emotion	  of	  test	  utterance	  3	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In	  this	  pair,	  the	  second	  sentence	  depicted	  the	  CHA	  nonmanual	  and	  an	  angry	  affect.	  Participants	  were	  able	  to	  replicate	  the	  utterance	  100%	  of	  the	  time.	  Seventy	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear	  (Table	  10).	  	  While	  some	  were	  confused	  as	  to	  the	  reason	  why	  the	  avatar	  appeared	  angry	  about	  a	  large	  cup	  of	  coffee,	  95%	  correctly	  identified	  the	  intended	  emotional	  state	  (Table	  11).	  	  After	  viewing	  the	  animation,	  participants	  described	  her	  as	  “grumpy”,	  “angry”,	  “disappointed”	  and	  “negative”.	  	  	  
	  
Table	  10:	  Clarity	  of	  test	  utterance	  4	  
	  
Table	  11:	  Emotion	  of	  test	  utterance	  4	  
The	  remaining	  five	  sentences	  each	  contained	  a	  classifier.	  	  Some	  of	  these	  sentences	  also	  contained	  an	  appropriate	  morphological	  nonmanual	  signal,	  but	  the	  remainder	  contained	  a	  nonmanual	  signal	  that	  conflicted	  with	  the	  manual	  classifier.	  
The	  first	  animation	  in	  this	  last	  group	  depicts	  the	  OO	  nonmanual	  and	  a	  small	  manual	  classifier.	  	  In	  this	  case,	  the	  nonmanual	  signal	  and	  the	  manual	  classifier	  were	  in	  agreement.	  	  In	  response	  to	  the	  first	  question,	  participants	  were	  able	  to	  replicate	  the	  utterance	  100%	  of	  the	  time.	  One	  hundred	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear	  (Table	  12).	  	  	  Seventy	  percent	  correctly	  identified	  the	  intended	  size	  (Table	  13).	  	  After	  viewing	  the	  animation,	  three	  participants	  described	  it	  as	  “perfect”.	  	  
0	  
2	  
4	  
6	  
8	  
1	   2	   3	   4	   5	  
0	  
5	  
10	  
15	  
1	   2	   3	   4	   5	  
	   40	  
	  
Table	  12:	  Clarity	  of	  test	  utterance	  5	  
	  
	   	  
Table	  13:	  Size	  of	  test	  utterance	  5	  
	  The	  second	  animation	  of	  the	  last	  group	  depicts	  a	  small	  manual	  classifier	  but	  without	  the	  nonmanual	  signal.	  In	  response	  to	  the	  first	  question,	  participants	  were	  able	  to	  replicate	  the	  utterance	  100%	  of	  the	  time.	  Sixty	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear	  (Table	  14).	  	  Fifty-­‐five	  percent	  correctly	  identified	  the	  intended	  size	  (Table	  15).	  	  After	  viewing	  the	  animation,	  nine	  of	  the	  twenty	  participants	  commented	  that	  this	  animation	  was	  missing	  a	  “mouth	  shape”.	  One	  specifically	  used	  the	  term	  “nonmanual	  signal”.	  
	  
Table	  14:	  Clarity	  of	  test	  utterance	  6	  
	   	  
Table	  15:	  Size	  of	  test	  utterance	  6	  
The	  next	  animation	  depicts	  a	  medium	  sized	  manual	  classifier	  with	  a	  neutral	  facial	  expression.	  In	  response	  to	  the	  first	  question,	  participants	  were	  able	  to	  replicate	  the	  utterance	  100%	  of	  the	  time.	  Sixty-­‐five	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear	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(Table	  16).	  	  Eighty	  percent	  correctly	  identified	  the	  intended	  size	  (Table	  17).	  	  Of	  those	  who	  indicated	  that	  the	  animation	  was	  not	  clear,	  each	  suggested	  that	  a	  nonmanual	  be	  added	  to	  disambiguate	  size.	  	  
	  
Table	  16:	  Clarity	  of	  test	  utterance	  7	  
	  
	   	  
Table	  17:	  Size	  of	  test	  utterance	  7	  
The	  fourth	  animation	  of	  the	  final	  group	  depicts	  a	  neutral	  manual	  classifier	  with	  the	  CHA	  nonmanual	  signal.	  In	  response	  to	  the	  first	  question,	  participants	  were	  able	  to	  replicate	  the	  utterance	  100%	  of	  the	  time.	  Sixty	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear	  (Table	  16).	  	  Ninety-­‐five	  percent	  correctly	  identified	  the	  intended	  size	  (Table	  17).	  	  One	  participant	  who	  indicated	  that	  the	  animation	  was	  not	  clear	  said	  “the	  sign	  is	  clear,	  but	  the	  mouth	  does	  not	  match”.	  	  In	  fact,	  13	  participants	  remarked	  that	  the	  mouth	  was	  either	  missing,	  or	  contradicted	  the	  manual	  sign.	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Table	  18:	  Clarity	  of	  test	  utterance	  8	  
	   	  
Table	  19:	  Size	  of	  test	  utterance	  8	  
The	  last	  animation	  depicted	  a	  large	  manual	  classifier	  with	  the	  CHA	  nonmanual	  signal.	  In	  response	  to	  the	  first	  question,	  participants	  were	  able	  to	  replicate	  the	  utterance	  100%	  of	  the	  time.	  Ninety-­‐five	  percent	  rated	  the	  animation	  as	  clear	  or	  very	  clear	  (Table	  20).	  	  One	  hundred	  percent	  correctly	  identified	  the	  intended	  size	  (Table	  21).	  	  Nine	  participants	  specifically	  noted	  that	  the	  animation	  is	  clearer	  than	  the	  previous	  one.	  	  
	  
Table	  20:	  Clarity	  of	  test	  utterance	  9	  
	   	  
Table	  21:	  Size	  of	  test	  utterance	  9	  	  
DISCUSSION	  	  	  	  Results	  indicate	  that	  nonmanual	  signals	  are	  indeed	  necessary	  for	  well-­‐formed	  ASL	  utterances.	  	  Each	  animation	  that	  lacked	  nonmanual	  signals	  received	  a	  lower	  score	  in	  clarity	  than	  those	  that	  included	  them.	  In	  the	  formation	  of	  questions,	  the	  inclusion	  of	  a	  syntactic	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nonmanual	  signal	  is	  absolutely	  necessary.	  	  In	  the	  case	  of	  co-­‐occurring	  morphological	  nonmanual	  signals	  and	  manual	  classifiers,	  the	  two	  reinforce	  each	  other.	  Although	  the	  sentences	  lacking	  an	  appropriate	  nonmanual	  signal	  are	  usually	  understandable,	  participants	  were	  in	  consensus	  that	  the	  sentences	  are	  clearer	  when	  a	  nonmanual	  signal	  is	  present.	  	  	  
When	  morphological	  nonmanual	  signals	  co-­‐occurred	  with	  facial	  expressions	  depicting	  affect,	  both	  were	  distinctly	  perceived.	  Participants	  correctly	  identified	  both	  the	  emotional	  state	  of	  the	  avatar	  and	  the	  meaning	  of	  the	  morphological	  nonmanual	  signal.	  	  Further,	  co-­‐occurring	  syntactic	  and	  affect	  information	  were	  distinguishable.	  	  Participants	  could	  discern	  both	  the	  emotional	  state	  of	  the	  avatar,	  and	  that	  the	  sentence	  being	  signed	  was	  a	  question.	  
Table	  10	  shows	  a	  drop	  in	  clarity	  that	  may	  indicate	  that	  some	  participants	  misunderstood	  the	  purpose	  of	  the	  Likert	  scale	  that	  measures	  emotion.	  It	  depicts	  a	  range	  from	  unhappy	  to	  happy,	  which	  was	  intended	  to	  measure	  the	  perceived	  emotional	  state	  of	  the	  avatar.	  	  However,	  some	  participants	  may	  have	  assumed	  that	  it	  was	  a	  measure	  of	  their	  own	  emotional	  reaction	  after	  having	  viewed	  the	  animation.	  Comments	  made	  by	  participants	  who	  answered	  with	  a	  neutral	  rating	  prompt	  this	  observation.	  One	  said	  “She	  looks	  angry”	  and	  “She	  comes	  across	  as	  negative”.	  Another	  remarked,	  “I	  don’t	  like	  that.	  Make	  her	  look	  friendlier.”	  
The	  order	  in	  which	  the	  animations	  played	  may	  have	  influenced	  responses.	  The	  animations	  depicting	  an	  angry	  signer	  were	  perceived	  as	  very	  angry,	  perhaps	  due	  to	  the	  contrast	  between	  them	  and	  the	  previous	  animations	  depicting	  a	  happy	  signer.	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Approximately	  halfway	  through	  the	  session,	  one	  participant	  remarked	  “Now	  I	  see	  what	  you’re	  doing!”	  This	  response	  suggests	  that	  she	  discovered	  a	  pattern	  in	  the	  variations	  among	  consecutive	  animations.	  
Participants	  may	  have	  become	  fatigued	  towards	  the	  end	  of	  the	  session.	  Freeform	  comments	  tended	  to	  be	  more	  detailed	  in	  responses	  to	  earlier	  animations	  than	  to	  those	  shown	  later.	  This	  may	  also	  be	  attributed	  to	  the	  participant’s	  uncertainty	  of	  the	  study’s	  purpose	  during	  the	  early	  part	  of	  the	  test.	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CHAPTER	  5	  –	  CONCLUSION	  AND	  FUTURE	  WORK	  	   This	  work	  explores	  the	  significance	  of	  facial	  nonmanual	  signals	  in	  animations	  of	  American	  Sign	  Language	  and	  evaluates	  the	  effectiveness	  of	  a	  new	  representation	  for	  the	  synthesis	  of	  nonmanual	  signals.	  Linguistics	  research	  indicates	  that	  nonmanual	  signals	  are	  an	  important	  part	  of	  naturally	  signed	  ASL.	  Hence,	  synthesized	  utterances	  should	  involve	  the	  same	  components.	  Since	  the	  portrayal	  of	  nonmanual	  signals	  in	  previous	  sign	  language	  animation	  has	  either	  been	  absent	  or	  inadequate,	  this	  work	  can	  potentially	  help	  future	  efforts	  toward	  more	  realistic	  and	  usable	  sign	  language	  synthesis.	  
	   Results	  indicate	  that	  nonmanual	  signals	  are	  necessary	  for	  the	  production	  of	  questions,	  and	  strongly	  reinforce	  utterances	  containing	  manual	  classifiers.	  Indeed,	  participants	  consistently	  identified	  utterances	  as	  questions	  when	  the	  appropriate	  syntactic	  nonmanual	  signal	  was	  present.	  The	  necessity	  of	  portraying	  nonmanual	  signals	  also	  applies	  to	  classifiers.	  	  Participants’	  understanding	  of	  the	  classifier	  for	  size	  was	  most	  consistent	  when	  both	  manual	  classifier	  and	  morphological	  nonmanual	  signal	  were	  present.	  
The	  animations	  created	  for	  the	  user	  study	  capitalized	  on	  the	  new	  representation	  described	  in	  Chapter	  2.	  Results	  reveal	  that,	  not	  only	  is	  the	  representation	  capable	  of	  effectively	  portraying	  nonmanual	  signals,	  but	  also	  that	  it	  can	  be	  used	  to	  combine	  various	  co-­‐occurring	  nonmanual	  signals	  in	  the	  synthesis	  of	  novel	  utterances.	  
While	  this	  study	  yielded	  useful	  data,	  more	  can	  be	  done	  to	  validate	  the	  representation.	  The	  sample	  consisted	  of	  a	  demographically	  diverse	  population.	  However,	  all	  of	  the	  participants	  were	  from	  the	  Deaf	  community	  in	  Northern	  Illinois.	  Since	  dialects	  and	  signing	  styles	  vary	  across	  regions,	  a	  more	  geographically	  diverse	  sample	  may	  yield	  different	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results.	  	  	  Next	  steps	  include	  extending	  the	  representation	  to	  incorporate	  additional	  nonmanual	  signals,	  and	  exploring	  its	  applicability	  to	  sign	  languages	  other	  than	  ASL.	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  APPENDIX	  A	  -­‐	  GLOSSARY	  OF	  TERMS	  	  	  American	  Sign	  Language:	  	  A	  visually	  perceived	  language	  based	  on	  a	  naturally	  evolved	  system	  of	  articulated	  hand	  gestures	  and	  their	  placement	  relative	  to	  the	  body,	  along	  with	  non-­‐manual	  markers	  such	  as	  facial	  expressions,	  head	  movements,	  shoulder	  raises,	  mouth	  morphemes,	  etc..	  (Vicars,	  	  2007)	  
ASL	  see:	  American	  Sign	  Language	  
Classifiers:	  Classifiers	  are	  signs	  that	  are	  used	  to	  represent	  general	  categories	  or	  "classes"	  of	  things.	  They	  can	  be	  used	  to	  describe	  the	  size	  and	  shape	  of	  an	  object	  (or	  person).	  They	  can	  be	  used	  to	  represent	  the	  object	  itself,	  or	  the	  way	  the	  object	  moves	  or	  relates	  to	  other	  objects	  (or	  people).	  Another	  definition	  is:	  "A	  set	  of	  handshapes	  that	  represent	  classes	  of	  things	  that	  share	  similar	  characteristics."	  
deaf:	  deaf	  (with	  a	  lowercase	  "d")	  	  The	  condition	  of	  partially	  or	  completely	  lacking	  in	  the	  sense	  of	  hearing	  to	  the	  extent	  that	  one	  cannot	  understand	  speech	  for	  everyday	  communication	  purposes.	  (For	  example,	  a	  deaf	  person	  can't	  hear	  well	  enough	  to	  use	  the	  phone	  without	  assistive	  technology.)	  
Deaf:	  Deaf	  (with	  a	  capital	  "D")	  refers	  to	  embracing	  the	  cultural	  norms,	  beliefs,	  and	  values	  of	  the	  Deaf	  Community.	  The	  term	  "Deaf"	  should	  be	  capitalized	  when	  it	  is	  used	  as	  a	  shortened	  reference	  to	  being	  a	  member	  of	  the	  Deaf	  Community.	  Example:	  	  He	  is	  Deaf.	  (Meaning	  that	  he	  is	  a	  member	  of	  the	  Deaf	  Community.)	  Example:	  	  He	  is	  deaf.	  (Meaning	  that	  he	  is	  lacking	  in	  the	  sense	  of	  hearing.)	  
Dominant	  Hand:	  	  The	  hand	  that	  does	  the	  most	  signing.	  
Fingerspelling:	  A	  representation	  of	  letters	  of	  the	  alphabet	  using	  handshapes.	  Fingerspelling	  is	  used	  to	  spell	  out	  a	  word	  or	  name	  in	  ASL	  if	  the	  sign	  is	  unknown.	  
Interpret:	  to	  translate	  spoken	  English	  to	  ASL	  or	  vice	  versa,	  in	  real	  time.	  
NMS:	  Non-­‐manual	  signals:	  	  Non-­‐manual	  markers	  are	  facial	  expressions	  and	  body	  movements.	  	  Non-­‐manual	  signals	  are	  used	  to	  inflect	  signs.	  	  That	  means	  to	  change,	  influence,	  or	  emphasize	  the	  meaning	  of	  a	  sign	  or	  signed	  phrase.	  	  For	  example,	  when	  asking	  a	  question	  that	  can	  be	  answered	  with	  a	  "yes"	  or	  "no"	  you	  raise	  your	  eyebrows	  a	  bit	  and	  tilt	  your	  head	  forward	  slightly.	  
SE:	  refers	  to	  Signed	  English	  (in	  general)	  	  (Some	  people	  say	  that	  it	  is	  the	  other	  way	  around-­‐-­‐SEE	  1	  refers	  to	  Signing	  Exact	  English	  and	  SEE	  2	  refers	  to	  Seeing	  Essential	  English)	  They	  are	  invented	  sign	  systems	  intended	  to	  represent	  English	  on	  the	  hands	  and	  thereby	  assist	  deaf	  children	  in	  the	  acquisition	  of	  English.	  In	  general	  SEE	  1	  is	  (was)	  based	  on	  syllables.	  The	  word	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always	  would	  be	  signed	  ALL	  +	  WAY	  +	  S.	  In	  general	  SEE	  2	  is	  based	  on	  a	  2	  out	  of	  three	  rule.	  If	  two	  words	  share	  two	  out	  of	  three	  characteristics:	  spelling,	  meaning,	  and/or	  pronunciation	  then	  you	  sign	  them	  the	  same.	  Also	  you	  have	  a	  number	  of	  affixes	  and	  initialized	  signs.	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APPENDIX	  B	  -­‐	  BACK	  TRANSLATION	  OF	  THE	  INFORMATION	  SHEET	  AS	  SIGNED	  IN	  ASL.	  	  Hi.	  	  We	  are	  asking	  you	  to	  be	  in	  a	  research	  study	  being	  conducted	  by	  Jerry	  Schnepp,	  PhD	  student	  at	  DePaul	  University.	  	  The	  purpose	  of	  this	  study	  is	  for	  his	  dissertation	  research.	  	  The	  research	  is	  being	  supervised	  by	  his	  instructor	  Dr.	  Rosalee	  Wolfe.	  The	  goal	  is	  to	  learn	  more	  about	  ASL.	  	  The	  activity	  will	  take	  about	  one	  hour	  of	  your	  time.	  	  You	  will	  be	  answering	  some	  questions	  about	  your	  background.	  	  Your	  responses	  will	  be	  completely	  anonymous.	  	  Your	  name	  will	  appear	  nowhere.	  	  Then	  you	  will	  start	  the	  test.	  You	  will	  look	  at	  ASL	  in	  animations.	  	  You	  can	  look	  at	  them	  as	  many	  times	  as	  you	  need.	  	  When	  you	  are	  finished	  looking	  at	  the	  animation,	  we	  will	  ask	  you	  some	  questions	  about	  them.	  If,	  during	  the	  test,	  you	  feel	  uncomfortable,	  you	  can	  leave	  and	  there	  is	  no	  penalty.	  	  If	  you	  have	  questions	  about	  the	  experiment,	  contact	  Jerry	  or	  his	  teacher	  Dr.	  Wolfe.	  [Picks	  up	  a	  written	  copy	  of	  the	  Information	  Sheet]	  	  We	  will	  soon	  give	  you	  a	  sheet	  with	  all	  of	  this	  information.	  	  If	  you	  have	  questions	  about	  your	  rights	  in	  the	  experiment,	  contact	  Susan	  Loess-­‐Perez,	  Director	  of	  Research	  Protection	  at	  DePaul	  University.	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APPENDIX	  D	  –	  INFORMATION	  SHEET	  
 
INFORMATION SHEET FOR PARTICIPATION IN RESEARCH STUDY 
 
 Evaluation of Selected Synthetic Nonmanual Signals 
 
You are being asked to participate in a research study being conducted by Jerry Schnepp, a PhD 
candidate at DePaul University as part of his dissertation research. This research is being 
supervised by his faculty advisor, Dr. Rosalee Wolfe. We are asking you because we are trying to 
learn more about American Sign Language.  This study will take about one hour of your time.  If 
you agree to be in this study, you will be asked to complete a short anonymous questionnaire that 
will give us general information on your background.  After you complete the questionnaire, you 
will begin the test process. 
 
During the test, you will view several animations of ASL. You will have the opportunity to view 
the animations as many times as you want. When you have finished watching an animation, I will 
ask you some questions about it. You can choose not to participate.  There will be no negative 
consequences if you decide not to participate or change your mind later.   
 
For participating in this test, you will receive an honorarium of $20, a DePaul pen, and a 
temporary tattoo. 
 
If you have questions about this study, please contact me (Jerry Schnepp 
jschnepp@cs.depaul.edu) or my faculty advisor, Dr. Rosalee Wolfe (wolfe@cs.depaul.edu).  If 
you have questions about your rights as a research subject, you may contact Susan Loess-Perez, 
DePaul University’s Director of Research Protections at 312-362-7593 or by email at 
sloesspe@depaul.edu.  
 
You may keep this information for your records. 	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APPENDIX	  E	  -­‐	  BACKGROUND	  QUESTIONNAIRE	  	  Background	  Questionnaire	  
1. Are	  you	  	  
a. Deaf	  
b. Hard-­‐of-­‐hearing	  
c. Hearing	  
2. What	  is	  your	  preferred	  communication	  mode?	  
a. ASL 
b. Signed English 
c. Pidgen 
d. Oral 
3. Are	  any	  of	  your	  family	  members	  Deaf?	  	  	  	  	  	  	  
a. Yes 
b. No 
4. How	  long	  have	  you	  been	  using	  sign	  language?	  
a. 0-2 years 
b. 2-5 years 
c. 5-15 years 
d. All my life 
5. Were	  you	  born	  deaf/hard-­‐of	  hearing?	  	  	  
a. Yes	  
b. No	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APPENDIX	  F	  -­‐	  INFORMED	  CONSENT	  	  INFORMED	  CONSENT	  
The purpose of this video is to explain the research study we are conducting because it is 
important that you understand your rights before we begin.   
My name is Jerry Schnepp, and I am from DePaul University.  I am the primary investigator in a 
study for ASL animation legibility.  Studying legibility will help improve our animations. 
I am asking you to take part in this research study because you know ASL. If you agree to be in 
this study, I will ask you to complete a short anonymous questionnaire that will give us general 
information on your background.  After you complete the questionnaire, you will begin the test 
process. 
During the test, you will view several animations of ASL. You will have the opportunity to view 
the animations as many times as you want. When you have finished watching an animation, I will 
ask you some questions about it. 
 I want to make it clear that we are not testing you in any way.  This study is to get your 
perspective on what makes a good animation.   
We do not believe that there are any risks to you in participating in this study.  The only activities 
you will perform are to view animations and answer a few questions. 
We know your time is valuable.  Your participation in this study should take about an half hour 
long.  If you do not want to be in this study, you do not have to participate.  Remember, being in 
this study is entirely up to you and no one will be upset if you do not want to participate.  Even if 
you change your mind later and want to stop, you can withdraw your agreement to participate and 
leave without any consequences. 
There is an honorarium of $10.00 and a small gift for participating in this study.  
The data collected in this study will be analyzed and used to develop better animations of ASL. 
All information that you provide will be kept strictly confidential and any report of this research 
will not identify you personally in any way. 
In order to participate in this study, you must be 18 years of age, or older. 
You may ask any questions that you have about the study.  I will answer your questions to the 
best of my ability.  If you have questions later that you did not think of now, you can email me at 
jschnepp@cs.depaul.edu.  
I will give you a document in written English for you to keep.  This is the translation of what was 
signed in the video.  Do you have any questions before we start the test? 
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Animation	  #1
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
Circle the face that most closely matches the animation. 
 
 
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  #2
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
Circle the face that most closely matches the animation. 
 
 
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  #3
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
Circle the face that most closely matches the animation. 
 
  
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  #4
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
Circle the face that most closely matches the animation. 
 
  
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  #5
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
What size is the coffee cup in the animation? 
 
 
 
 
 
 
 
 
  
 
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  #6
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
What size is the coffee cup in the animation? 
 
 
 
 
 
 
 
 
  
 
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  #7
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
What size is the coffee cup in the animation? 
 
 
 
 
 
 
 
 
  
 
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  #8
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
What size is the coffee cup in the animation? 
 
 
 
 
 
 
 
 
  
 
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  #9
 
 
Repeat the sentence. 
 
 
 
 
 
 
 
 
What size is the coffee cup in the animation? 
 
 
 
 
 
 
 
 
  
 
 
 
How clear was the animation? 
 
 
 
 
Unrecognizable                                                                                              Perfectly Clear 
 
 
  
What could be done to improve the animation? 
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Animation	  1.	  -­‐-­‐	  WH	  +	  Happy	  
UserNum	   Emotion	   Clarity	   Comments	  
1	   2	   5	   "Make	  her	  look	  friendlier."	  
2	   5	   5	   "Topicalization	  'You'	  needs	  to	  be	  more	  pronounced"	  
3	   5	   5	   	  	  
4	   4	   2	  
"Timing	  is	  off.	  She	  looks	  like	  she	  had	  botox.	  She	  looks	  
stiff.	  The	  frown	  at	  the	  end	  is	  too	  short."	  
5	   4	   5	   "Needs	  more	  facial	  expression.	  Furrow	  the	  brow	  more."	  
6	   4	   5	   	  	  
7	   3	   3	   	  	  
8	   4	   4	   "Close	  to	  perfect."	  
9	   5	   5	   	  	  
10	   4	   5	   	  	  
11	   3	   3	  
"Facial	  expression	  timing	  is	  off.	  Needs	  to	  match."	  
Participant	  commented	  that	  she	  is	  Spanish	  so	  she	  needs	  
more	  facial	  expression.	  
12	   1	   1	   "Needs	  facial	  expression"	  
13	   3	   5	   	  	  
14	   4	   4	   	  	  
15	   5	   4	   "Perfect	  ASL"	  
16	   3	   5	   	  	  
17	   3	   3	   "Hands	  too	  close	  to	  the	  bottom	  of	  the	  screen."	  
18	   3	   3	   "Needs	  to	  be	  slower.	  Change	  clothing	  to	  a	  darker	  color."	  
19	   4	   4	  
"Not	  sure	  if	  it's	  how	  much	  or	  how	  many.	  Should	  be	  more	  
natural.	  Too	  much	  shifting	  in	  the	  eyebrow."	  
20	   4	   5	  
"Beginning	  BOOK	  should	  be	  the	  topic,	  so	  eyebrows	  
should	  go	  up."	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Animation	  2.	  -­‐-­‐	  WH	  +	  Angry	  
UserNum	   Emotion	   Clarity	   Comments	  
1	   1	   5	  
"She	  seems	  serious.	  She	  needs	  to	  look	  friendlier.	  Her	  
expression	  is	  off-­‐putting.	  She	  should	  smile."	  
2	   1	   1	  
"Eyebrows	  down	  all	  the	  way	  is	  not	  correct.	  Doesn't	  
make	  sense.	  	  Looks	  like	  a	  WH	  question"	  
3	   1	   3	   "She	  should	  smile."	  
4	   1	   5	  
"Same	  botox	  look	  in	  the	  mouth.	  Mouth	  grammar	  is	  
too	  stiff.	  The	  mouth	  should	  be	  more	  relaxed.	  She	  
looks	  like	  she	  is	  eating	  lemons."	  
5	   2	   2	  
"Brows	  are	  too	  furrowed.	  It	  should	  be	  BOOK	  YOU	  
WANT	  (No	  Furrow)	  /	  HOW	  MANY	  (Furrow)"	  
6	   1	   5	   "Looks	  angry"	  
7	   1	   3	  
"Looks	  grumpy.	  Not	  enough	  body	  language.	  Looks	  
extra	  mad."	  
8	   2	   2	   "Portrays	  anger."	  
9	   1	   5	   "Same	  sentence.	  But	  angry."	  
10	   2	   5	   "Same	  as	  last,	  but	  angry."	  
11	   1	   2	   "Face	  looks	  mad	  but	  manual	  sign	  needs	  agitation."	  
12	   3	   2	  
"Eyebrows	  are	  good.	  Mouth	  is	  bad.	  Needs	  more	  
mouth	  movement.	  Looks	  angry."	  
13	   3	   2	   "Comes	  across	  negative	  and	  too	  assertive."	  
14	   2	   4	  
"Be	  yourself.	  Don't	  show	  depressed.	  She	  looks	  like	  she	  
had	  a	  bad	  day."	  
15	   3	   5	   	  	  
16	   1	   5	   "She	  looks	  mean."	  
17	   2	   5	   "Same	  as	  the	  last	  one	  (WH+Happy)	  but	  angry."	  
18	   1	   5	   "Looks	  mad."	  
19	   1	   1	   "Definitely	  not	  nice."	  
20	   2	   4	   "Facial	  expression	  should	  be	  more	  friendly."	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Animation	  3.	  -­‐-­‐	  CHA	  +	  Happy	  
UserNum	   Emotion	   Clarity	   Comments	  
1	   4	   5	  
When	  participant	  first	  viewed	  animation,	  responded	  
"Classifier	  for	  size	  should	  match.	  Scale	  seems	  off.	  Not	  
sure	  what	  size	  medium	  is."	  However,	  after	  viewing	  
animation	  again,	  responded	  "Actually,	  it's	  OK"	  
2	   3	   2	  
"Needs	  more	  facial	  expression.	  Doesn't	  represent	  
size"	  
3	   5	   5	  
"No.	  Way	  too	  big.	  Classifier	  is	  too	  large."	  Participant	  
prefers	  it	  differently.	  
4	   4	   5	  
"I'm	  not	  sure	  if	  she	  is	  surprised.	  You	  need	  to	  add	  
something	  at	  the	  end	  to	  clarify	  if	  it	  is	  good	  or	  bad."	  
5	   4	   3	  
"Grammar	  on	  mouth	  doesn't	  seem	  right.	  NMS	  shoud	  
be	  'ACH'"	  
6	   3	   3	   "I'm	  not	  sure.	  It	  looks	  like	  she's	  asking	  a	  question"	  
7	   4	   5	   "NMS	  matches	  perfectly."	  
8	   4	   5	   	  	  
9	   3	   3	  
Participant	  prefers	  the	  classifier	  be	  oriented	  
horizontally	  instead	  of	  vertically.	  This	  comment	  
persisted	  through	  most	  the	  animations.	  
10	   5	   4	  
"I	  can	  see	  CHA.	  To	  improve	  this,	  emphasize	  CHA	  and	  
eyebrows."	  
11	   4	   2	  
"CHA	  needs	  more	  emphatic	  facial	  expression.	  Mouth	  
should	  be	  open	  more."	  
12	   3	   3	   "Not	  enough	  facial	  expression."	  
13	   4	   5	   	  	  
14	   4	   4	   "Looks	  good."	  
15	   4	   5	   	  	  
16	   5	   5	   "Looks	  friendly."	  
17	   4	   5	   	  	  
18	   5	   5	   	  	  
19	   4	   4	   "Not	  sure	  what	  size."	  
20	   5	   5	   "Mouth	  movement	  is	  right	  on."	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Animation	  4.	  -­‐-­‐	  CHA	  +	  Angry	  
UserNum	   Emotion	   Clarity	   Comments	  
1	   1	   5	  
"Facial	  Expression	  needs	  to	  change.	  Eyebrows	  means	  
wants	  coffee	  now.	  She	  seems	  like	  she	  is	  in	  a	  hurry"	  
2	   1	   4	  
"I	  get	  the	  impression	  that	  she	  is	  explaining	  someone	  
else's	  coffee."	  
3	   1	   5	   	  	  
4	   1	   5	  
"She	  looks	  mad.	  Her	  eyebrows	  could	  indicate	  that	  she	  
is	  asking	  a	  question.	  At	  the	  end,	  you	  should	  add	  
something	  to	  indicate	  a	  question	  if	  that	  is	  the	  intent."	  
5	   2	   3	  
"Furrowed	  brows	  do	  not	  match.	  She	  definitely	  looks	  
angry"	  
6	   2	   4	  
"Doesn't	  look	  friendly.	  You	  should	  exagerate	  the	  
expression	  more"	  
7	   1	   4	  
"Signs	  are	  all	  the	  same.	  But	  the	  eyebrows	  seem	  
different.	  The	  position	  of	  the	  eyebrows	  are	  confusing	  
becausee	  it	  might	  indicate	  a	  question."	  
8	   2	   5	   	  	  
9	   1	   3	   	  	  
10	   3	   4	   "Expression	  needs	  to	  be	  more	  bold."	  
11	   1	   2	  
"Looks	  mad	  or	  dissapointed.	  To	  improve,	  move	  
shoulders	  forward."	  
12	   2	   2	  
"Last	  one	  was	  better.	  Should	  be	  -­‐-­‐	  Eyebrows	  neutral	  
for	  coffee.	  Cha	  up."	  
13	   2	   3	   "Needs	  to	  be	  friendlier"	  
14	   2	   4	   "Don't	  show	  not	  happy."	  
15	   1	   4	   "Needs	  less	  facial	  expression."	  
16	   1	   5	   	  	  
17	   2	   5	   "Same	  as	  the	  last	  one	  (CHA+Happy)	  but	  mad."	  
18	   1	   5	   "Same	  as	  last	  one	  (CHA+Happy)	  but	  looks	  mad."	  
19	   1	   2	  
"Should	  sign	  the	  opposite	  as	  a	  reference.	  'Not	  small,	  
but	  large'."	  
20	   2	   4	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Animation	  5.	  -­‐-­‐	  OO	  +	  Small	  Classifier	  
UserNum	   Size	   Clarity	   Comments	  
1	   2	   5	   "Eyebrows	  should	  be	  raised	  and	  less	  tense"	  
2	   1	   5	   	  	  
3	   3	   5	   "Perfect"	  
4	   2	   5	   "Not	  sure	  if	  she's	  satisfied"	  
5	   2	   5	   	  	  
6	   2	   5	   	  	  
7	   2	   4	   	  	  
8	   3	   4	   	  	  
9	   3	   4	   	  	  
10	   3	   5	   "Gramatical	  face	  is	  perfect."	  
11	   2	   5	   "This	  one	  is	  better	  than	  the	  last."	  
12	   4	   5	   "Face	  matters"	  
13	   2	   5	   	  	  
14	   2	   5	   "She	  should	  mouth	  'small'."	  
15	   3	   5	   	  	  
16	   1	   5	   	  	  
17	   2	   5	   "Appears	  to	  be	  a	  question."	  
18	   1	   5	   	  	  
19	   2	   5	   	  	  
20	   2	   5	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Animation	  6.	  -­‐-­‐	  Neutral	  +	  Small	  Classifier	  
UserNum	   Size	   Clarity	   Comments	  
1	   3	   3	  
"Shoulders	  are	  too	  tense.	  She	  is	  too	  hunched	  over.	  
Looks	  like	  she	  is	  indicating	  a	  strong,	  mean	  coffee.	  
Arms	  should	  be	  further	  out."	  
2	   1	   5	   	  	  
3	   3	   5	   	  	  
4	   4	   5	   "Needs	  more	  mouth	  MM"	  
5	   2	   5	   "I	  can	  see	  that	  there	  are	  no	  NMS"	  
6	   2	   2	   "Missing	  facial	  expression.	  Manual	  part	  is	  good"	  
7	   3	   3	   "Needs	  NMS"	  
8	   3	   3	   	  	  
9	   1	   3	   	  	  
10	   2	   2	   "Not	  sure	  of	  size.	  Needs	  NMS"	  
11	   1	   1	  
"NMS	  and	  manual	  does	  not	  match.	  Size	  classifier	  -­‐	  can	  
exaggerate	  in	  a	  story.	  But	  when	  you	  are	  just	  
describing	  something,	  the	  classifier's	  size	  should	  be	  
consistent	  with	  the	  actual	  size	  of	  the	  object."	  
12	   4	   5	   	  	  
13	   2	   3	   "Needs	  small	  mouthing	  marker"	  
14	   2	   5	   "Needs	  mouth."	  
15	   4	   5	   	  	  
16	   2	   5	   	  	  
17	   3	   5	  
“Same	  as	  previous	  (SM+OO)	  but	  doesn't	  seem	  to	  be	  a	  
question."	  
18	   1	   5	   	  	  
19	   3	   5	   	  	  
20	   2	   4	   "Mouthing	  should	  have	  OO	  shape.	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Animation	  7.	  -­‐-­‐	  Neutral	  +Medium	  Classifier	  
UserNum	   Size	   Clarity	   Comments	  
1	   4	   5	   "Good.	  Appropriate"	  
2	   3	   5	   	  	  
3	   3	   5	   "Same	  as	  last."	  
4	   3	   3	   "Not	  enough	  facial	  expression."	  
5	   3	   4	   "Seems	  like	  less	  brow	  movement"	  
6	   2	   4	   "Even	  with	  the	  NMS	  missing,	  this	  still	  says	  small"	  
7	   3	   3	  
"Need	  to	  add	  NMS.	  Hard	  to	  distinguish	  between	  small	  
and	  medium."	  
8	   3	   3	   	  	  
9	   4	   5	   	  	  
10	   3	   2	   "Not	  clear.	  Needs	  NMS.	  Should	  have	  MM."	  
11	   2	   2	   "Needs	  NMS."	  
12	   5	   1	   "Needs	  NMS"	  
13	   4	   4	   	  	  
14	   2	   5	   "Needs	  mouthing"	  
15	   5	   4	   	  	  
16	   3	   5	   	  	  
17	   3	   5	   "Looks	  like	  she's	  ordering	  a	  coffee."	  
18	   1	   3	   "Classifier	  looks	  the	  same	  as	  the	  last	  one	  (MD+OO)"	  
19	   5	   5	   	  	  
20	   3	   4	   "Needs	  pursed	  lips	  NMS."	  	  	   	  
	   78	  
Animation	  8.	  -­‐-­‐	  Neutral	  +	  Large	  Classifier	  
UserNum	   Size	   Clarity	   Comments	  
1	   5	   5	   "Needs	  emphasis	  on	  eyebrow."	  
2	   5	   2	   "Not	  right.	  Facial	  expression	  does	  not	  match."	  
3	   5	   5	   	  	  
4	   5	   4	  
"Opposite	  of	  the	  last	  one.	  Spacing	  is	  correct.	  Needs	  
mouth."	  
5	   4	   2	   "Needs	  NMS"	  
6	   5	   5	  
"Classifier	  says	  large.	  NMS	  is	  neutral.	  However,	  
classifier	  is	  enough	  to	  say	  large."	  
7	   3	   2	   "NMS	  creates	  contradiction."	  
8	   5	   5	   	  	  
9	   5	   5	   	  	  
10	   4	   2	  
"No	  defining	  of	  size.	  Needs	  NMS.	  It	  is	  absolutely	  
necessary."	  
11	   4	   2	   "Needs	  NMS."	  
12	   5	   1	   "Needs	  mouthing	  and	  eyebrows"	  
13	   5	   5	   	  	  
14	   5	   5	   "No	  mouthing"	  
15	   5	   5	   	  	  
16	   4	   5	   	  	  
17	   5	   5	  
"Big	  one.	  Lips	  aren't	  saying	  it,	  but	  it's	  obvious	  from	  the	  
sign."	  
18	   5	   2	   "Signing	  is	  clear.	  NMS	  is	  not"	  
19	   5	   5	   "Looks	  really	  huge!"	  
20	   5	   2	   "Sign	  too	  big.	  Mouth	  doesn't	  match."	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Animation	  9.	  -­‐-­‐	  CHA	  +	  Large	  Classifier	  
UserNum	   Size	   Clarity	   Comments	  
1	   5	   5	   "Perfect"	  
2	   5	   5	   "Perfect"	  
3	   5	   5	   	  	  
4	   5	   5	  
"That's	  better.	  Needs	  emphasis	  on	  motion.	  Facial	  
expression	  and	  manual	  is	  right."	  
5	   5	   3	   "Needs	  brows	  down"	  
6	   5	   5	  
"NMS	  is	  weird.	  Not	  normal.	  Needs	  CH	  shape	  without	  
AH.	  Keep	  teeth	  closed."	  
7	   5	   5	   "Very	  clear.	  Everything	  works	  together."	  
8	   5	   5	   	  	  
9	   5	   5	   	  	  
10	   5	   5	  
"Perfectly	  clear.	  To	  improve,	  move	  body	  forward	  
slightly	  and	  give	  her	  more	  body	  movement."	  
11	   5	   5	   "Has	  the	  shoulders	  that	  are	  needed."	  
12	   4	   5	   	  	  
13	   5	   4	  
"If	  she	  is	  signing	  COFFEE	  SUGAR,	  she	  needs	  to	  produce	  
the	  manual	  sign	  for	  sugar."	  
14	   5	   5	   "Needs	  'big'	  mouthing	  with	  classifier."	  
15	   5	   5	   	  	  
16	   5	   5	   	  	  
17	   5	   5	   "Large	  coffee,	  not	  happy."	  
18	   5	   5	   "Clearer"	  
19	   5	   5	  
"Extra	  large.	  I	  would	  assume	  it	  is	  a	  pitcher	  of	  coffee.	  
Classifiers	  are	  read	  as	  literal."	  
20	   5	   4	   	  "Head	  should	  lean	  forward."	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EXPERIENCE: 
DePaul University, Chicago, Illinois 
Instructor and Researcher, 2002 to Present  
• Courses taught: 
o GPH  211 Perceptual Principles for Digital Environments I 
o GPH  212 Perceptual Principles for Digital Environments II 
o GPH  321 Computer Graphics Development I 
o GPH  325 Survey of Computer Graphics 
o GPH  329 Computer Graphics Development II 
o GPH  338 Survey of 3-D Animation 
o GPH  380 Visualization 
o GPH  425 Survey of Computer Graphics 
o GPH  438 Computer Animation Survey 
o GPH  448 Computer Graphics Scripting  
o GPH  465 Survey of Visualization Applications 
o HCI    201 Multimedia and the World Wide Web 
o IT       231 Web Development I 
o DC     125 Digital Photography 
 
• Developing software to translate spoken English to American Sign Language.  
Moraine Valley Community College, Palos Hills, Illinois 
Instructor, 2000 to 2003 
• Designed and implemented a course to teach health science students basic computer 
skills including MS Office and Internet technology. 
• Established and maintained course web site. 
 
 
INTEREST:  Computer graphics, animation, multi-media, web technologies, human-computer 
interaction, accommodation	  for	  the	  Deaf 
 
 
EDUCATION:  
PhD, Computer Science, June 2012 
DePaul University, Chicago, Illinois 
 
Masters of Science in Human-Computer Interaction, June 2002 
DePaul University, Chicago, Illinois 
 
Bachelors of Arts in Communication, May 1999 
University of Illinois, Chicago, Illinois 
 
 
 
 
 
 
 
	  JOURNAL ARTICLES: 
 
• Rosalee Wolfe, Peter Cook, John C. McDonald, Jerry Schnepp. Linguistics as 
structure in computer animation: Toward a more effective synthesis of brow 
motion in American Sign Language. Nonmanuals in Sign Language Special issue of 
Sign Language & Linguistics 14:1 (2011) Edited by Annika Herrmann and Markus 
Steinbach. 179-199. 
 
REFEREED CONFERENCE PROCEEDINGS: 
 
• Jerry Schnepp, Rosalee Wolfe, Brent Shiver, John McDonald and Jorge Toro 
SignQUOTE: A Remote Testing Facility for Eliciting Signed Qualitative Feedback 
Second International Workshop on Sign Language Translation and Avatar Technology 
(SLTAT), University of Dundee, UK, 24-26 October 24 - 26, 2011. 
 
• Rosalee Wolfe, Peter Cook, John C. McDonald, Jerry Schnepp, Toward a Better 
Understanding of Nonmanual Signals through Acquisition and Synthesis Workshop 
on Nonmanuals in Sign Languages, Goethe-University, Frankfurt am Main, Germany, 
April 4-5, 2009. (This paper also won the Best Research Presentation Award at the 2009 
DePaul CDM School of Computing Research Symposium.) 
 
• Rosalee Wolfe, Nora Alba, Stacey Billups, Mary Jo Davidson, Cindy Dwyer, Diana 
Gorman Jamrozik,  Lori Smallwood, Karen Alkoby, Lesley Carhart, Damien Hinkle, Amy 
Hitt, Brian Kirchman, Glenn Lancaster, John McDonald, Lindsay Semler,  Jerry Schnepp, 
Brent Shiver, Anna Suh, Jeffrey Young. An Improved Tool for Fingerspelling 
Recognition. Technology and Persons with Dsabilities Conference 2006. California 
State University at Northridge, Los Angeles, CA March 20-25, 2006.  
 
• John McDonald, Rosalee Wolfe, Karen Alkoby, Roymeico Carter, Mary Jo Davidson, 
Jacob Furst, Damien Hinkle, Bret Kroll, Glenn Lancaster, Lori Smallwood, Nedjla 
Ougouag, Jerry Schnepp, Achieving Consistency in an FK/IK Interface for a Seven 
Degree of Freedom Kinematic Chain. Proceedings of the 13th International Conference 
in Central Europe on Computer Graphics, Visualization and Interactive Digital Media 
2005, Plzen, Czech Republic, February 2005, pp 171-179.  
• Glenn Lancaster, Karen Alkoby, Jeff Campen, Roymieco Carter, Mary Jo Davidson, Dan 
Ethridge, Jacob Furst, Damien Hinkle, Bret Kroll, Ryan Layesa, Barbara Loeding, John 
McDonald, Nedjla Ougouag, Jerry Schnepp, Lori Smallwood, Prabhakar Srinivasan, 
Jorge Toro, Rosalee Wolfe. Voice Activated Display of American Sign Language for 
Airport Security. Technology and Persons with Dsabilities Conference 2003. California 
State University at Northridge, Los Angeles, CA March 17-22, 2003.  
REFERREED PRESENTATIONS:  
 
• Rosalee Wolfe, John C. McDonald, Jerry Schnepp. An Avatar to Depict Sign 
Language: Building from Reusable Hand Animation International Workshop on Sign 
Language Translation and Avatar Technology (SLTAT) 2011. Berlin, Germany, January 
10-11, 2011. 
  
• Jerry Schnepp, Rosalee Wolfe, John C. McDonald. Synthetic Corpora: A Synergy of 
Linguistics and Computer Animation Fourth Workshop on the Representation and 
Processing of Sign Languages: Corpora and Sign Language Technologies LREC 2010. 
Valetta, Malta. May 23, 2010. 
 
 
	  INVITED PRESENTATIONS:  
 
• Jerry Schnepp, A SignQuote Tutorial [presentation]. Institute of German Sign Language 
and Communication of the Deaf, University of Hamburg, Hamburg, Germany. December 
5, 2011. 
 
• Alba, N., Billups, S., Wolfe, R., Dwyer, C., Davidson, M.J., Alkoby, K., McDonald, J., 
Tsang, R., Toro, J., Young, J., Lancaster, G., Schmidt, P., Mansueto, J., Schnepp, J., 
Shiver, B. . A Fingerspelling Learning Tool [presentation]. DePaul Science Showcase, 
Chicago, IL. November 5, 2004.  
 
POSTER PRESENTATIONS:  
 
• Jerry Schnepp & Brent Shiver, Improving Deaf Accessibility in Remote Usability 
Testing. The 13th International ACM SIGACCESS Conference on Computers and 
Accessibility, Dundee, Scotland, UK, October 24 - 26, 2011. 
 
• Jerry Schnepp, An Analysis of Facial Animation Control for ASL. The 2008 DePaul 
CTI Research Symposium (CTIRS-08), Chicago, IL, Saturday, May 3, 2008. 
 
• Jerry Schnepp, How Big is “BIG”? Toward a Representation of Incremental 
Nonmanual Signals in American Sign Language. DePaul CTI Research Symposium 
(CTIRS-07). Chicago, IL, May 5, 2007. 
 
• Jerry Schnepp, Towards Computerized Synthesis of Nonmanual Signals in 
American Sign Language. DePaul CTI Research Symposium (CTIRS) & Midwest 
Software Engineering Conference (MSEC). Chicago, Illinois, Saturday, April 29, 2006.  
 
GRANTS AND FELLOWSHIPS:  
 
• Travel to present at The 13th International ACM SIGACCESS Conference on Computers 
and Accessibility in Dundee, Scotland, October, 2011.  
• Travel to present at SLTAT (International Workshop on Sign Language Translation and 
Avatar Technology) in Berlin, Germany, January 2011.  
• Travel to present at LREC (The International Conference on Language Resources and 
Evaluation) in Valletta, Malta on May 2010.  
• Travel to present at Workshop on Nonmanuals in Sign Languages, Goethe-University, 
Frankfurt am Main, Germany, April 2009. 
• CDM Research Grant 2009 
• The American Sign Language Project Scholarship 2009 
• GAANN (Graduate Assistance in Areas of National Need) 2003 – 2008 
 
AWARDS: 
• Best Research Presentation Award. 2009 DePaul CDM School of Computing Research 
Symposium (SOCRS-09). 
• Best Poster Award. The 2008 DePaul CTI Research Symposium (CTIRS-08). 
• Best Poster Award. DePaul CTI Research Symposium (CTIRS) & Midwest Software 
Engineering Conference (MSEC-06) 
 
 
	  SERVICE: 
• Presented at the Information Session on Digital Cinema, Computer Graphics and Motion 
Technology (June 1st, 2009) 
•  Created material for general CDM recruitment presentation (Sep 15, 2008) 
• Presented at the general CDM recruitment event (July 14th, 2008) 
EXIBITIONS AND OTHER CREATIVE ACTIVITIES: 
• Web design and maintenance for RAB Foundation for Head and Neck Cancer 
(www.rabfoundation.org) 
• Web maintenance The International Brotherhood of Magicians (www.magician.org) 
• Various musical recordings and performances 
REFERENCES: 
• Available upon request. 
 
