ABSTRACT. Bayes' estimator of truncated Poisson distribution (TPD) has been obtained by using gamma prior. Furthermore, recurrence relations for the estimator of the parameter are obtained. R-software has been used for comparing the estimates with the corresponding maximum likelihood estimator (MLE).
Introduction
The probability function of the Poisson distribution is defined as
David and Johnson [4] defined the truncated Poisson distribution with probability function as
Murakami [7] discussed the maximum likelihood estimator of the model (1.2). David and Johnson [4] studied the estimator of the model (1.2) based on sample moments. They also derived the maximum likelihood estimate (MLE) of α, asymptotic variance and discussed the efficiency of the estimate by moments. Placket [9] provided a similar estimate of α for distribution (1.2) to show that it is highly efficient. Tate and Goen [10] obtained minimum variance unbiased estimation and Cohen [2, 3] be seen in Johnson and Kotz [5] and Johnson, Kotz and Kemp [6] . Ahmad and Roohi [1] have discussed the characterization of the Poisson distribution. Roohi and Ahmad [9] studied the inverse ascending factorial moments and estimation of the parameter of hyper-Poisson distribution using negative moments.
In this paper, we study the Bayesian estimation of truncated Poisson distribution. Furthermore, recurrence relations for the estimators of the parameter are obtained. With the help of R-software, comparison has been made of the Bayes' estimator of TPD with the corresponding maximum likelihood estimator (MLE).
Estimation in truncated Poisson distribution
Let x 1 , x 2 , . . . , x n be a random sample from (1.2). The likelihood function is
where y = Σx i and
We consider the prior distribution of α to be gamma distribution with known parameters a > 0 and b > 0 having density function
The posterior distribution from (2.1) and (2.2) is given as
Using Bayes' theorem, the posterior distribution of α from (2.1) and (2.2) is
Under squared error loss function, the Bayes' estimator of α is given as
Using the identity
and the relation
where
(2.5) and similarly
Substituting the values of (2.5) and (2.6) in (2.4) and using the relations
we get
,
(2.9)
After simplification (2.8) becomes
Recurrence relations
In order to obtain a recurrence relation for α * (y, a, n), first we need recurrence relations for the numbers M (y, a, n) and A(y, a, n), which are obtained by the following two lemmas:
Ä ÑÑ 1º The numbers M (y, a, n), satisfy the recurrence relation 
Using the relation (2.7) then (3.3) becomes
From (2.9) and (2.10) we have,
from which, we have (3.1). Also from (2.9) for n = 1, we have the relation (3.2).
Ä ÑÑ 2º The numbers A(y, a, n) satisfy the recurrence relation
with initial condition
P r o o f. From the relation (2.11) and the recurrence relation (3.1), we get
M (y,a,n)
− {(n + 1) + a} A(y, a, n)
A(y, a, n) .
We also have, y, a, n + 1)/M (y, a, n)] + (n + a) .
From (2.12) and (3.4), we have
Substituting (3.9) in (3.7), we obtain (3.5).
Ì ÓÖ Ñ 3º
The Bayes' estimator of the parameter α satisfies the recurrence Substituting (3.5) into (3.12) and using (2.11), we get (3.10) after some algebraic manipulations.
Computer simulation and conclusions
In computer simulation the following steps are used.
i) A value is generated from a gamma prior distribution with specified parameter a and b.
ii) Based on the realization from the gamma prior distribution, a sample of size n = 10 or 40 is generated from the truncated Poisson distribution.
iii) The estimate of the parameter is computed from the generated sample, and the estimates and their squared error losses are stored. iv) Steps i)-iii) are repeated. v) Average values and root mean square errors (RMSE's) of the estimates are computed over the 500 samples. Tables 1-2 show some of the results. In comparing the estimators, the root mean square error criterion will be used, namely the estimator with the smallest RMSE's is the best estimator. Two sample size of n = 10, 40 are utilized in the simulation. In comparing the estimators, the Bayes' ones have the smallest RMSE and are better. This is to be expected since the Bayes' estimators take advantage of the known prior parameters a and b. By examining the RMSE ratios we can conclude that the estimates are sensitive to the choice of prior parameters and to sample size. In particular for n = 10 the RMSE ratios of the MLE estimators for the truncated Poisson with respect to the Bayes estimators are larger, in general, than the ones when n = 40, indicating the relative importance of the prior information in those cases.
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