In the theory of wireless communications, average performance measures (APMs) are widely utilized to quantify the performance gains / impairments in various fading environments under various scenarios, and to comprehend how the factors arising from design/implementation affect system performance. To the best of our knowledge, it has not been yet discovered in the literature how these APMs relate to each other. In this article, having been inspired by the work of Verdu et al. [1] , we propose that one APM can be calculated using the other APMs instead of using the end-to-end SNR distribution. Particularly, using the Lamperti's transformation (LT), we propose a tractable approach, which we call LT-based APM analysis, to identify a relationship between any two given APMs such that it is irrespective of SNR distribution. Thereby, we introduce some novel relationships among average channel capacity (ACC), average bit error rate (ABER) and outage probability / capacity (OP / OC) performances, and accordingly present how to obtain ACC from ABER performance and how to obtain OP / OC from ACC performance in fading environments. We demonstrate that the ACC of any communications system can be evaluated empirically without using end-to-end SNR distribution. We consider some numerical examples and simulations to validate our newly derived relationships.
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Gauss average bit error rate (ABER), average channel capacity (ACC) and outage probability / capacity (OP / OC) are some of thoseaverage performance measures (APMs) that are commonly utilized to investigate various performance aspects of communications systems. Each APM serves a pivotal role not only in interpreting the discovered techniques for higher data transmission, efficient mobility and lower complexity but also in gaining insight into the requirements for achieving sophisticated usage of radio frequencies with a higher quality of service. As such, each APM has been used to quantify the performance gains / impairments under various communication scenarios and to comprehend how factors arising from design/implementation (e.g. channel noise, receiver noise, diversity, interference, multipath shadowing and fading) affect overall system performance [2] - [4] .
In the conceptual interpretations, while each APM captures different characteristics of thesignal-to-noise ratio (SNR) distribution, it appears to be the average value of a different nonlinear transformation of the SNR distribution. For example, a decrease in ABER performance, defined as the average rate of bit errors in the transmission, is interpreted as an increase in transmission efficiency and is as well interpreted as an increase 0000-0000/00$00.00 © 2019 IEEE in ACC performance which is defined as maximum throughput where information can be transmitted error-freely. Further, OP performance is defined as the average rate of the event that the SNR distribution falls below a given threshold value while OC performance is also described as the same for the event that the information throughput is less than the required threshold information throughput. In the literature, APM analyses are typically performed using the probability density function (PDF) or thecumulative distribution function (CDF) of SNR distribution. This approach is commonly referred to as the PDF-based approach, and it is usually more difficult to evaluate than expected, even in the case of combining diversity signals. Therefore, theoreticians, practitioners and engineers in the field of wireless communications have always been embraced by the notion of expressing certain relationships among APMs in closed-form analytical expressions that are simple in form and likewise straightforward to evaluate. For example, for signalling over additive white Gaussian noise (AWGN) channels in fading environments, Simon and Alouini presented in [5] a relationship between ABER performance and the moment-generating function (MGF) of the SNR distribution. This relationship was later called MGF-based analysis and has been widely used in the literature of wireless communications [3, and references therein]. Annamalai et al. presented in [6] the so-calledcharacteristic function (CF)-based approach establishing a relationship between ABER and the CF of SNR distribution as a robust alternative approach for MGF-based analysis. In addition to those relationships, Yilmaz and Alouini developed some MGF-based relationships in [7] - [9] to obtain ACC and in [10] to obtain higher-order ACC (HOACC) by using the MGF of SNR distribution. For approximate ACC and approximate HOACC analyses, they also recommended in [11] , [12] to make use of SNR moments. Unlike the relationships noted above, Verdú et al. proposed in [1] a remarkable and elegant relationship for the ACC performance using the minimum mean-square error (MMSE) measure, that is
whereγ is the average SNR. Further, C avg (γ) and mmse(γ) are the performance measures of ACC and MMSE, respectively. It should be worth noticing that, among all the relationships above, only the one proposed by Verdú et al. [1] is noteworthily not only irrespective of the end-to-end SNR distribution but is also regardless of the broadest SNR settings. As such, it reveals a fundamental connection between information and estimation measures, and distinctively illuminates intimate connections between information theory and estimation theory. It is therefore important in the theory of wireless communications to investigate the existence of such a relationship that is irrespective of the end-to-end SNR distribution. To the best of our knowledge, the relationship between any two APMs has not been yet discussed in the literature, nor has an approach been proposed how to establish it theoretically.
A. Our Contributions
Motivated by the literature mentioned above, we propose in this article the goal of performing any APM analysis using the other APMs instead of using the statistical knowledge (such as PDF, CDF, MGF and higher-order moments) of the end-to-end SNR distribution. With that goal, we investigate whether a relationship exists between any given two APMs, not only irrespective of SNR distribution but also applicable to the broadest SNR settings of AWGN channels. Our main contributions can be summarized as follows.
• We first recommend in Section II theLamperti's transformation (LT) [13] to identify the similarity between any two APMs concerning the average SNR dilations, which constitutes behind the novelty of this work. In particular, we define theLamperti's dilation spectrum (LDS) of an APM as the Fourier spectrum of its LT with respect to the average SNR dilations, and therewith show the existence conditions for the similarity between the LDS spectrums.
• Secondly, we propose in Theorem 4 a tractable approach, which we call LT-based approach for performance analysis, to compute one APM using the other APM, especially without needing the statistical knowledge (such as PDF, CDF, MGF and moments) of SNR distribution. In particular, we show how to establish a relationship between any two APMs, and also verify that the relationship we obtain using the LT-based approach is irrespective of SNR distribution and hence holds under a variety of all SNR settings of AWGN channels including the discretetime and continuous-time channels, either in scalar or vector versions. To the best of our knowledge, this LTbased approach changes the playground of performance analysis since being based on the similarity between averaged statistics rather than between instantaneous statistics. Using one APM either experimentally easy to measure or mathematically simple to derive, we are able to obtain the other APM that is either experimentally difficult to measure or mathematically tedious to obtain. Further, in Section II, We investigate the existence of such relationship between any two APMs, and emphasize Mellin's convolution in connection with obtaining closedform expressions.
• To the best of our knowledge, the literature has currently no answer on how we determine ACC either empirically or experimentally without using the statistical knowledge of SNR distribution. As regards an application of our LTbased approach, we propose in Section III a relationship between ACC and ABER of any communications system. With the aid of this relationship, we demonstrate, for the first time in the literature, that we are readily able to empirically measure the ACC of any communications system without the need for the statistical knowledge of SNR distribution and all the SNR settings, that is
where z(u) is the auxiliary function that depends on the modulation scheme and defined in Section III and E avg (γ) denotes the ABER whose empirical measurement does not require the statistical knowledge of the SNR distri-bution and all the broadest SNR settings 1 .
• The other two APMs widely encountered in the theory of wireless communications are OP and OC performances. With the aid of our LT-based approach, we propose that both OP and OC of any communications system can be obtained by using its exact ACC performance, that are
where ℑ{·} denotes the imaginary part of the term enclosed. Further, P out (γ; γ th ) and C out (γ; C th ) denote the OP for a certain SNR threshold γ th and the OC for a certain information throughput threshold C th , respectively. To the best of our knowledge, this relationship has not been yet reported in the literature.
• The other contribution of this article is that, in contrary to the approaches, previously reported in the literature, that provide average statistics using sample statistics such as PDF and CDF, our LT-based approach allows us to obtain sample statistics using average statistics. In particular, we propose that, using the ACC of any information transmission, we can find the PDF of the SNR distribution to which information transfer is theoretically exposed. Let γ denote the SNR distribution. Then, we propose that its PDF f γ (x;γ) is given by
Using this result within the PDF-based approach [2]- [4] , we introduce channel capacity (CC)-based performance analysis of wireless communications to perform any APM analysis by using the exact ACC expressions. Consequently, viewed from a somewhat broader perspective, the LT-based approach opens a set of new ideas and techniques in communications theory.
B. Article Organization
The remainder of the article is organized as follows. In Section II, we introduce the LT and the LDS of APM and then propose the LT-based approach to establish relationships among APMs. By means of the LT-based approach, we propose in Section III a novel analytical relationship to obtain the ACC of any communication system from its ABER, and thereafter in Section IV another novel relationship to find its OP and OC performances from its exact ACC performance. Finally, our conclusions are drawn in the last section. 1 One of the most important questions that arise when we design communications systems is to ask how much information can be error-freely transferred in a given period of time. The answer to this question encourages the usage of ACC. However, ACC is such a ghost-like criterion and empirically difficult to measure [3] , [4] , requiring the knowledge of SNR distribution and the broadest SNR settings because it is defined as a theoretical upper-bound to the transmission throughput [14] - [16] . On the other hand, ABER is empirically much simple and less costly to measure without the need for the knowledge of SNR distribution and the broadest SNR settings. The basic concept is to transmit random equally probable bits over the channel and, after detection, to find the average rate of the received erroneous bits, given the total number of transmitted bits. For example, if 5-bit errors occur during transmission of a million bits, the ABER is 5/1000000 or 5 × 10 −6 .
Notation: The following notations are used in this article. Scalar numbers such as integer, real and complex numbers are denoted by lowercase letters, e.g. x, y and z. Let N denote the set of all natural numbers. Let R denote the set of all real numbers such that R − and R + denote the sets of all negative and all positive real numbers, respectively. Further, let C denote the set of all complex numbers. If z ∈ C, then it is written as z = x + iy, where i △ = √ −1 denotes the imaginary number, and where x, y ∈ R are called the inphase and the quadrature, respectively, such that x = ℜ {z} and y = ℑ{z}, where where ℜ{·} and ℑ{·} give the real part and imaginary part of a given complex number, respectively. Further, the complex conjugate of z ∈ C is denoted by z * = ℜ {z}−iℑ{z}.
To make the results of probability and statistics clear and concise, random distributions are denoted by uppercase letters, e.g. X, Y , Z. Random vectors and random matrices will be denoted by calligraphic boldfaced uppercase letters, e.g. X, Y and Z. Let X be a random distribution, then its PDF is defined by
where E[·] denotes the expectation operator, and δ(·) denotes the Dirac's delta function [17, Eq. (1.8.1)]. Besides, its CDF is defined by
where θ(·) is the Heaviside's theta function [17, Eq. (1.8.3) ]. Furthermore, the conditional PDF and CDF of X given G will also be denoted by f X|G (x|g) and F X|G (x|g), respectively.
II. BACKGROUND ON THE RELATIONSHIPS AMONG APMS
In wireless communications, many interrelated factors that result not only from design / implementation of technologies but also from fading conditions influence the SNR distribution denoted by γ : R L → R + , where L denotes the number of SNR settings, that is γ = γ (Ψ), where Ψ = [Ψ 1 , Ψ 2 , . . . , Ψ L ] denotes those interrelated factors known as the SNR settings of information transmission. The joint PDF Ψ is given as p Ψ (ψ), where ψ = [ψ 1 , ψ 2 , . . . , ψ L ] 2 without loss of generality. The performance measures (PMs) capture different characteristics of SNR distribution and enhance the understanding of physical and practical scenarios. Let us choose two different PMs, i.e., G (γ) and H (γ), each of which is certainly continuous and a monotonically increasing or decreasing function. 3 The APM G avg (γ) = E[G(γ (Ψ)] can be properly written conditioned on the parameters Ψ, that is
whereγ △ = E[γ (Ψ)] ∈ R + denotes the average SNR given bȳ
Accordingly, as for the performance measure H(γ), the APM H avg (γ) = E[H(γ (Ψ)] can also be rewritten in the form of (8) . Without loss of generality, we suppose that, as compared to H avg (γ), G avg (γ) is either mathematically more tractable resulting in closed-form expressions, or numerically more efficient to compute, or experimentally easier to measure. Particularly, for a certain set of average SNRs {γ 1 ,γ 2 , . . . ,γ N }, N ∈ N, we can experimentally obtain a measurement set S N = (γ n , G avg (γ n )) n = 0, 1, 2, . . . , N
From the viewpoints outlined previously, we attempt to define a relationship from G avg (γ) to H avg (γ) irrespective of SNR distribution. Our intuitive approach is thus search for a linear relationship with an SNR invariant filter, that is
where Z N (g 1 , g 2 , . . . , g N ) is the auxiliary function required to establish the relationship, and in general, rewritten as a multivariate linear function Z N (g 1 , g 2 , . . . , g N ) = N n=1 z n g n , where z 1 , z 2 , . . . , z N are required. Placing this linear function into (11) , and therein without loss of generality, interpreting each average SNR as a dilation ofγ (i.e., ∀n ∈ {1, 2, . . . , N }, γ n = λ nγ with a certain dilation λ n ∈ R + ), we have
which suggests the self-similarity (or scale invariance) of H avg (γ) under positive λ 1 , λ 2 , . . . , λ N dilations. Once acknowledged as an important feature [13] , [18] , scale-invariance is indeed a fundamental property for physical phenomena.
Definition 1 (Dilation operator). Let X (γ) be an APM measured for a specific average SNRγ. The dilation operator D H,γ · (λ) is defined as
where λ ∈ R + and H ∈ R denote the dilation and the Hurst exponent, respectively.
Accordingly, the performance H avg (γ) is said to be selfsimilar (or scale invariant) with a specific scaling exponent H if and only if the following condition is provided, that is
Although the property of self-similarity (scale invariance) is quite convenient to interpret physical phenomena, it has not attracted much attention in the literature of wireless communications theory. For example, the fractional moments of SNR distribution (i.e., the power fluctuations of the additive noise) is scale invariant with respect to the average SNR. 4 However, 4 Let µγ (n;γ) be the nth moment of the SNR γ, i.e., µγ (n;γ) = E[γ n ] where n ∈ R + . Accordingly, using µγ (n; λγ) = λ n µγ (n;γ), the fractional moments of SNR can be shown to be scale invariant with respect to the average SNRγ, that is,
since the scale invariance property described in (14) does not hold for all APMs, we consider benefiting from the LT to extend the dilation to an exponential dilatation. It is further worth mentioning that the LT enables us to utilize the nature of the incremental Gaussian channel that contains cascading channels whose average SNRs decreases along their order [1] .
The inverse Lamperti's transformation (ILT) of an APM, once explained in what follows, has some useful properties in Fourier domain, namely the fact that its Fourier spectrum remains constant for any dilation of the average SNR. Hence, these constant quantities defines the similarities among APMs, verily allowing ome APM to be estimated using the other APM. Appropriately, we obtain the ILT of H avg (γ) as
whose Fourier spectrum with respect to the dilation λ ∈ R + is called the LDS and invariant with respect to the dilation ofγ. Taking (12) into consideration, we deduce that an analytical relationship between two APM could be established involving the dilation ofγ.
Theorem 1 (Lamperti's dilation spectrum). Let X (γ) be an APM. Then, the LDS of X (γ) is defined as
where F · {·}(·) denotes theFourier's transform (FT) 5 . X (ω,γ) is scale invariant with respect to the average SNRγ, i.e.,
where i = √ −1 denotes imaginary number.
with Hurst exponent H = −n. 5 Let φ : R → R be a real-valued and monotonic function locally integrable and differentiable. It is further assumed that φ(γ) is continuous over γ ∈ R. Then, theFourier's transform (FT) is defined as
where ω ∈ R denotes the frequency scale and i = √ −1 denotes imaginary number, and where the sufficient condition for the existence of FT is given by
For more information, the readers and researchers are referred to [19] , [20] .
Proof. In accordance with the definition of the FT, the spectrum X (ω,γ), given in (18), can be written as 5
where the Hurst exponent H ∈ R has to be suitably and carefully chosen in such a way, which is explained in the following theorem, to guarantee the convergence / existence of the FT. Further, changing the variable
Using Definition 1, this result can be easily simplified to (19) , which proves Theorem 1.
Since the FT is an improper integral, the conditions for the existence of LDS are complicated to state in general but are sufficiently given in the following theorem.
such that α < β, then the LDS X (ω,γ) exists for any Hurst exponent H ∈ (α, β).
, and suppose that λ 0 L X (u,γ) du < ∞ for any finite dilation λ ∈ R + . As per the existence conditions of FT [19] , whenever L X (λ,γ) is of exponential order, its FT certainly exists, that is,
which implies that α < H and H < β. Thus, X (ω,γ) exists for any Hurst exponent H ∈ (α, β). Applying the LT to (23) yields
Note that, noticing the precise description of how the LDS changes while from the average SNRγ to its dilated version λγ, λ ∈ R + , we consider that Theorem 1 is so much beneficial to extract the features of APM and especially to disclose the similarities and differences among APMs. Accordingly, we can establish theoretical relationships between two APMs using the ratio of their LDSs given the following Theorem 3.
Theorem 3 (Similarity between Lamperti's dilation spectrums). The two APMs X (γ) and Y(γ) are similar iff their LDSs X (ω,γ) and Y (ω,γ) provide
Proof. The proof is obvious using Theorem 1.
In order to establish an analytical relationship between two APMs G avg (γ) and H avg (γ), we need to find out whether there exits a similarity between them by means of Theorem 3. As performing in accordance with Theorem 1 and Theorem 2, we obtain the LDS of G avg (γ) as
with the Hurst exponent H ∈ (α G , β G ), and subsequently the LDS of H avg (γ) as
with the Hurst exponent H ∈ (α H , β H ). Therefore, the ratio of H avg (ω,γ) and G avg (ω,γ) does essentially exist for
) and is readily obtained by applying (18) on (12) and then using (19) , that is
where the superscript * denotes the complex conjugation. It is worth emphasizing that (27) is noteworthily independent ofγ. Further, the dilations are positive, i.e., λ n ∈ R + for all n ∈ {1, 2, . . . , N }. The right side of (27) can be therefore observed as a signal filter whose parameters {z n } N 1 and {λ n } N 1 are to be determined independently fromγ. With that context, note that the LT of Dirac's delta function is given by 
As a consequence of (29) , and examining the right part of (27), we can now write λ H−iω n = ∆ n ω, −(H + 1) /u −(H+1)+iω and hence reduce (27) 
where Z N (u) is an auxiliary function deduced from (12) as
where we need to determine the weights z 1 , z 2 , . . . , z N and the dilations λ 1 , λ 2 , . . . , λ N . Within that context, we reasonably deduce that Z N (u) is a discretized version of the continuous auxiliary function Z(u) in such a way that, for all n ∈ {1, 2, . . . , N }, we implicitly consider z n as a sample taken from Z(u) at the dilation λ n and therein choose the total number of samples N as large as possible according to the required precision, i.e., Z(u) = lim N →∞ Z N (u). Accordingly, we can establish a relationship between two APMs as described in the following theorem.
Theorem 4 (Relationship between two APMs). A relationship between two APMs G avg (γ) and H avg (γ) is given by
where Z(u) is an auxiliary function defined by
whose existence is verified by choosing the Hurst exponent H such that the FTs, given in both (25) and (26), are convergent.
Proof. Referring to (12) , which corresponds the relationship we want to achieve, we attempt to obtain the APM H avg (γ) for a certain average SNRγ by means of the measurement set S N , given in (10) , that is obtained by experimental measurement or theoretical calculation of the other APM G avg (γ). Using [17, Eq.(1.8.1/1)], we can regulate and re-express the di-
du, and therefrom we readily rewrite (12) using the discrete auxiliary function Z N (u) that is given in (31) as
which proves the relationship given in (32) and completes the first part of the proof. In the the second part, we will find the auxiliary function Z(u). First, with the aid of the result that we readily obtain substituting the left-hand side of (27) into (30), we simplify the problem of finding the weights z 1 , z 2 , . . . , z N and the dilations λ 1 , λ 2 , . . . , λ N to achieving the LDS of the continuous auxiliary function Z(u). In more details, using Z(u) = lim N →∞ Z N (u) and referring both to (27) and (30), we have
for any Hurst exponent H such that both the FTs of (25) and that of (26) are convergent. After performing some algebraic manipulations, we obtain the LDS of Z(u) as follows
.
where applying the IFT and then exercising the LT, we readily deduce the continuous auxiliary function Z(u) as (33) , which completes the second part of the proof and thus completes the proof of Theorem 4.
The relationship between H avg (γ) and G avg (γ) enables us to investigate H avg (γ) approximately usingGauss-Chebyshev quadrature (GCQ) formula [8, Eq. (11a) and (11b)], that is
which is called thequadrature-based prediction (QBP) technique, where the dilation is λ n = tan( π 4 cos( 2n−1 2N π) + π 4 ) and the weight is w n = π 2 4N sin( 2n−1 2N π) sec 2 ( π 4 cos( 2n−1 2N π) + π 4 ). It is worth noting that N has to be chosen as large as possible for an accurate approximation. The existence of such a relationship between H avg (γ) and G avg (γ) depends on the existence of their LDS spectrums as explained in the following theorem. 
Proof. The proof is evident referring to the existence of (36) based on Corollary 2.
A. Relation to Mellin's Convolution
The relationship between two APMs, which is given in Theorem 4 and whose existence is proven in Theorem 5 using the LDS spectrums of the APMs, is a multiplicative kind of integral transform known as the Mellin's convolution [21] - [24] in the literature. It is worth mentioning that the Mellin's convolution is an extremely powerful technique, which is readily understood by non-specialists in integral transforms and special functions, for the exact evaluation of definite integrals, and it can often result in closed-form expressions for the most general case, using higher transcendental functions such as hypergeometric, Meijer'G and Fox's H functions [23] . Thus, we notice that the pairs ofMellin's transform (MT) andinverse Mellin's transform (IMT), which are given largely in several satisfactory tables [21] , yield not only fast numerical computations and also tractable closed-form results. As such, the auxiliary function Z(u) can be readily obtained in terms of MTs of the PMs with respect to the average SNR. The MT of H avg (γ) is written as Mγ{H avg (γ)}(s) = 
[21, Eq. (1.
2)] after changing the order of integrals, we write
where applying the IMT results in the auxiliary function Z(u), that is given by
where M −1 · {·}(·) denotes the IMT. 6
B. Empirical (Experimental) Usage
In general, as regards to empirical performance prediction, we want to calculate the APM H avg (γ) using the other APM G avg (γ), without having the knowledge of SNR distribution and the broadest SNR settings, where we assume that H avg (γ) is either difficult or impossible to measure empirically but G avg (γ) is easy to measure empirically. Let us assume that the APM G avg (γ) is experimentally measured for
where we arbitrarily chooseγ n as −γ dB < 10 log 10 (γ n ) <γ dB for all n ∈ {1, 2, . . . , N } and hence therefrom obtain the mea- 
which is a polynomial of degree N −1 coinciding with G avg (γ) atγ 1 ,γ 2 , . . . ,γ N . To find the error committed in the Lagrange's interpolation, we can write G avg (γ) = G int (γ | S N )+R N (γ) for the interval G = [γ 1 ,γ N ], where R N (γ) is the interpolation error that we can obtain exploiting Cauchy remainder theorem [25] , that is
where g is an intermediate point in G, where we observe that, due to the existence of N ! in the denominator, the absolute error |R N (γ)| decreases very quickly while the measurement where the contour integration C ∈ R OC {Mγ{ψ(γ)}(s)} is chosen to be counterclockwise in order to ensure the convergence. For more information, the readers and researchers are referred to [21] - [24] .
number N increases. In addition, in accordance with SNRincremental Gaussian channel [1] , we chooseγ 1 ,γ 2 , . . . ,γ N as exponential spaced points, i.e., 10 log(γ n ) = 2 n−1 N −1 − 1 γ dB . Then, replacing (41) in (32) , we are able to estimate H avg (γ) from the empirical measurements of G avg (γ), which we call theinterpolation-based prediction (IBP) technique calculating any APM using the other empirically measured APMs, that is
where the term E N (γ) denotes the estimation error. Substituting G avg (γ) = G int (γ | S N ) + R N (γ) in (32) and therein using (42) , the absolute error term |E N (γ)| is bounded as
where
III. ACC ANALYSIS USING ABER
For a limited-bandwidth complex AWGN channel, the most celebrated result in the literature is the channel capacity C(γ), which is given as [14] - [16] C(γ) = log (1 + γ) nats / s / Hz,
where γ is the instantaneous SNR, and where log(·) is the natural logarithm. It confirms that the maximum information throughput is achievable with asymptotically small error probability, such that a reliable transmission is possible for the information throughput R ≤ C(γ). In the literature of channel capacity, researches are commonly based on (45) but explicitly achieved by extending its definition to the ACC performance [28] , especially when the channel-side information (CSI) is known at the receiver [29] , [30] . Referring to the discussion in Section II, the ACC is given by C avg (γ) 7 , where Ψ andγ denote the SNR settings and the average SNR, respectively, explained in the first lines of Section II. The other most celebrated result in the literature is thebit error rate (BER) [3, and references therein], [5] , [37] , compactly denoted as E(γ) and modeled as a random distribution between zero and one-half for all modulation schemes, i.e., 0 < E(γ) < 1/2. Accordingly, there exists a reliability metric Q(γ), which we term thechannel reliability (CR), specifically defined in terms of the BER, that is
which possesses knowledge about how reliably the information are transferred through the channel and therefore has a close similarity to the channel capacity. Further, it has such a 7 Adaptive transmission schemes utilize the acquisition of CSI at both the receiver and transmitter to change the SNR distribution as γ = D( γ) γ, where γ denotes the SNR distribution at the receiver before the power adaptation function D(γ) is applied (i.e., see [3] , [4] , [31] - [36] for more details), namely supporting the average power constraint, namely,
distributional behavior that 0 < Q(γ) < 1, where the signaling channel is fully dissipated (i.e., the transferred entropy through the signalling channel becomes zero) when Q (γ end ) = 0 and is error-free when Q (γ end ) = 1. The average channel reliability (ACR), denoted by Q avg (γ) = E[Q (γ)], can be calculated in an averaging sense, namely
where E avg (γ) denotes the ABER and is defined by
. . E(γ(ψ))p Ψ (ψ) dψ. It is within that context that either measuring the ABER experimentally or deriving it mathematically for different average SNRs [3, and references therein] is seemingly trivial and quite straightforward compared to that of the ACC performance. In what follows, a relationship between the ACC and the ABER is given for specific modulation schemes.
A. Binary Modulation Schemes
The Wojnar's unified BER for binary modulation schemes is given by E 
where Γ (·, ·) is the lower incomplete Gamma function [41, Eq. (8.350/1)] such that Γ (b, aγ) + Γ (b, aγ) = Γ (b).
Theorem 6 (ACC analysis using ABER of binary modulation schemes). Let a wireless communication system use a binary modulation for signaling in fading environments. Then, its ACC C avg (γ) is obtained from using its ABER E avg (γ) as
where the auxiliary function Z a,b (u) is defined by
where a and b are the modulation specific parameters explained above, and 1 F 1 [·; ·; ·] denotes Kummer's confluent hypergeometric function [42, Eq. (07.20 .02.0001.01)].
Proof. Due to the monotonic increasing nature of ACC and ACR (i.e. since Q avg (γ) ≤ Q avg (γ + ∆γ) and C avg (γ) ≤ C avg (γ + ∆γ) for ∆γ ∈ R + ), both the ACC and the ACR together preserve the scaling order according to Theorem 5, and therefore their LDSs surely exist for a mutually common
Hurst's exponent. We derive the LDS of the ACC using [41, Eq. (4.293/3) and (4.293/10)], that is
for Hurst's exponent 0 < H < 1, where µ γ (n;γ) = E[γ n ] denotes the nth moment of the instantaneous SNR. Similarly, we obtain the LDS of the ACR using [43, Eq. (2.10.2/1)] as
for Hurst's exponent 0 < H < b. In order to find Z a,b (u), we carry the ratio of C avg (ω,γ) to Q avg (ω,γ), that is
which certainly exists for 0 < H < min (1, b) . Substituting (53) into (33) yields It is accordingly worth mentioning that, from a broader perspective, Theorem 6 reveals an intimate connection between information theory and estimation theory and may establish and superimpose a large set of new and innovative ideas, a few of which are presented below, in the theory of wireless communications.
B. Special Cases of Theorem 6
It is worth reviewing the special cases of Theorem 6 for convenience and clarity. For coherent signalling using binary modulation schemes [38] , we set b = 1/2 in (50), and then obtain the auxiliary function as Z a,1/2 (u) = 1
x 0 exp(u 2 )du denotes the Dawson's integral [39, Eq. (7.1.16) ]. Accordingly, substituting this result into (49), we obtain the ACC C avg (γ) in terms of the ABER E avg (γ) of binary modulation schemes, that is
where a = 1/2 and a = 1 are for the coherent orthogonal binary FSK (BFSK) and the coherent antipodal binary PSK (BPSK), respectively. In addition, the other special case is for non-coherent binary modulation schemes. Herewith, substituting b = 1 in (49) yields Z a,1 (u) = exp(−au)/u, and then we obtain C avg (γ) in terms of the ABER E avg (γ) of non-coherent signalling using binary modulation schemes, that is
where a = 1/2 and a = 1 are given for the orthogonal noncoherent FSK (NCFSK) and, the antipodal differentially coherent PSK (BDPSK) binary modulation schemes, respectively.
C. ACC Analysis Using Closed-Form ABER Expressions
Without having to acknowledge the SNR distribution and the underlying SNR details and various SNR settings of wireless communications, we can determine its ACC performance from exploiting its ABER performance for binary modulation schemes. For analytical correctness and completeness, take for example a communications systems using binary modulated signalling over Rayleigh fading channels for which the closedform ABER E avg (γ) is given by E avg (γ) = 
With the aid of Theorem 6, wherein we replace both (57) and 
D. ACC Analysis Using Empirical ABER Measurements
At the design and implementation stages of communications systems, it is crucial to empirically evaluate ACC to investigate the desired reliability of information transmission and to obtain conceptual results from practical and empirical perspectives. On the basis thereof and of using Theorem 6, we can readily calculate the ACC from the empirical ABER measurements for a binary modulation scheme. Let us assume that we obtain the measurement set
where we have E n = E avg (γ n ) for all n ∈ {1, 2, . . . , N }. Accordingly, using an efficient interpolation technique [25] - [27] , we can accurately approximate E avg (γ) as E avg (γ) ≈ E int (γ | S N ) for any average SNRγ ∈ R + . As well explained in Section II-B, we can efficiently apply the Lagrange's interpolation to S N , and then we can write E int (γ | S N ) as
Consequently, substituting (60) into (49), we can estimate the ACC C avg (γ) from the empirical ABER measurements. For example, some ABER curves of communications systems are depicted in Fig. 1a for BPSK signalling in generalized fading environments, and the corresponding genie-aided ACC curves are depicted in Fig. 1b . Fortunately, with the aid of Theorem 6, and without the need for the additional information for those ABER curves, we calculate each ACC curve from the corresponding ABER curve and plot in Fig. 1b the calculated ACC curves. Further, in Fig. 1b , we notice that the calculated ACC curves are in perfect agreement with the genie-aided curves as expected. In addition, we illustrate in Fig. 2 the ACC versus the ABER. We notice therein the matter fact that ACC is a linear function of the logarithm of ABER when the ABER approaches zero (i.e., when the average SNRγ increases). However, this linearity is impaired for low averageSNR values. From this point of view, using the definition of low-and high-SNR regimes [12] , we can conclude that the ACC of any communications system is determined by its ABER in low-SNR regime rather than in high-SNR regime.
IV. OP AND OC ANALYSES USING ABER
Particularly when the fading conditions vary slowly, a possible deep fading has the potential to affect many successive bits during information transmission, resulting in large error bursts. If these errors cannot be corrected even if very complex coding and detection schemes are employed, the transmission channel will become unusable. In that context, the OP, denoted by P out (γ; γ th ), is a channel quality measure [3] , [4] , defined as the probability that the SNR γ drops below a certain threshold γ th for a certain average SNRγ, that is defined as 
(62)
Note that the exact OP analysis in (61), i.e., P out (γ; γ th ) requires the SNR distribution. However, we demonstrate how we obtain the OP of any communications system by using its exact ACC performance, in particular without the knowledge of the SNR distribution and the underlying SNR settings. Fig. 2 : The relationship between the ACC and the ABER for a wireless communication system whose ABER curves are given in Fig. 1a for various SNR settings.
Theorem 7 (OP analysis using ACC). The OP P out (γ; γ th ) of a wireless communications system is obtained using its exact (not approximate) ACC C avg (γ), that is
for a certain threshold γ th ∈ R + , where ℑ{·} gives the imaginary part of its argument. Further, for numerical stability, C avg (−γ) ≈ C avg (e ε+iπγ ), where we choose ε ≈ 0.0001.
Proof. Due to the discordance between the monotonic natures of OP and ACC (i.e. since P out (γ; γ th ) ≥ P out (γ + ∆γ; γ th ) and C avg (γ) ≤ C avg (γ + ∆γ) for all ∆γ ∈ R + ), both the OP and the ACC together do not preserve the same scaling order according to Theorem 5, and thus their LDS spectrums do not exist for a mutually common Hurst's exponent. But, we write
where P out (γ; γ th ) is the complementary OP, defined as
which is monotonically increasing with respect to the average SNRγ (i.e., P out (γ; γ th ) ≤ P out (γ+∆γ; γ th )). Therefore, the LDS of P out (γ; γ th ) and that of C avg (γ) exist for a mutually common Hurst's exponent. As is required for Theorem 5, we have already obtained in (51c) the LDS of C avg (γ) for Hurst's exponent 0 < H < 1, and moreover using [45, Eq. (2.2.1/1)], we obtain the LDS of the complementary OP as
for Hurst's exponent 0 < H < ∞, where µ γ (n;γ) = E[γ n ] is the nth moment of the SNR distribution. Referring to Theorem 5, we find Z(u) by the ratio of (66c) to (51c), and then using [42, Eq. (06.05.16.0010.01)], we simplify it more to P out (ω,γ)
which exists for Hurst's exponent 0 < H < 1. Replacing this ratio in (33) and changing the variable H − iω → s, we obtain
for 0 < H < 1. Substituting (68) into (32) , and therein changing the order of integrals and then exploiting MT, we obtain
Finally, exercising (64) and (69) together, we find (63), which completes the proof of Theorem 7.
It is worth recalling that the OC, denoted by C out (γ; γ th ), is defined as the probability that the instantaneous CC falls below a certain information rate C th . As such, the CC while targeting a certain OP is called the OC performance, that is
Theorem 8 (OC analysis using ACC). The OC C out (γ; γ th ) of a wireless communications system is obtained using its exact (not approximate) ACC C avg (γ), that is
for a certain capacity threshold C th ∈ R + .
Proof. The proof is obvious using (70b) in Theorem 7.
A. OP and OC Analyses Using Exact ACC Expressions
The two novel relationships, which are proposed in Theorem 7 and Theorem 8, respectively, provide new insights into the OP and OC analyses of any communications system and show that an exact (non-approximate) ACC is sufficient for OP and OC analyses. Since neither integration nor further mathematical operations are required, these novel relationships, i.e., (63) and (71), are surely considered as closed-form expressions. However, in order to demonstrate their correctness, that is to derive the OP expressions from the closed-form ACC expressions in the literature, the hindrance in algebraic (mathematical) simplification is the elimination of imaginarypart operation. In more details, in the literature, the real-part and imaginary-part operations are not known to be expressed in terms of integral transforms. If they were known, the realpart and imaginary-part of higher transcendental functions (e.g., hypergeometric, Meijer's G and Fox's H functions) would be simplified to the expressions having no the real-part and imaginary-part operations. To the best of our knowledge, expressing real-part and imaginary-part operations in terms of integral transforms has so far not been reported in the literature. However, thanks to Theorem 4, we have rewritten them in terms of integral transforms in the following theorem.
Theorem 9 (Real-part and imaginary-part operations). For a real-valued APM 8 G avg (γ), ℑ G avg (−γ) and ℜ G avg (−γ) are respectively given by
where M · {·}(·) is the MT, and M −1 · {·}(·) is the IMT 6 . 8 A real-valued APM is the one that assigns average SNRs to real numbers.
Proof. The proof is omitted due to space limitations.
Although Theorem 8 is itself in closed form, let us consider some OP and OC examples in fading enviroments, clarifying the contribution of Theorem 9 to deriving closed-form expressions. The OP of a communications system signalling in Nakagami-m fading environments is given by [8, Eq. (33) ]
where the parameter m denotes the fading figure ( 
as expected. The OC C out (γ; C th ) is easily obtained using (76) and (70b) together.
B. Obtaining SNR distribution Using Exact ACC Expressions
While the PDF of SNRs distribution, which is often referred to as sample (descriptive) statistics, reveals the relative likelihood of any sample in a continuum occurring, APMs provide a determination of what is most likely to be correct / incorrect with the evidence of sample statistics. The notion commonly followed in the literature is to obtain the APMs using sample statistics such as the PDF, CDF and MGF of SNR distribution. conversely, to the best of knowledge, how to obtain sample statistics from APMs has so far not been explored in the literature. In the following, we demonstrate that the exact (not approximate) ACC expression of any communications system is enough to determine the PDF of the SNR distribution to which overall information transmission is subjected.
Theorem 10 (PDF of SNR distribution using ACC). Let C avg (γ) be the exact ACC of a wireless communication system whose SNR distribution follows the PDF f γ (r;γ). Accordingly, the PDF f γ (r;γ) is given by
defined over r ∈ R + .
Proof. Note that, for the SNR distribution, which is denoted by γ, the PDF f γ (r) and the CDF F γ (r) are defined as 
Finally, noticing F γ (γ th ) △ = P out (γ; γ th ) from (61) and (79), and subsequently substituting (80) into (63), we deduce (77), which proves Theorem 10.
In the literature of communications theory, there are several studies and publications about APM analyses that widely use two approaches; one of which is the PDF-based approach [2, and references therein] that requires an exact or approximated PDF of SNR distribution. The other one is the MGF-based approach [3, and references therein] that requires an exact or approximated MGF of SNR distribution for the APM analyses of a diversity receiver with an arbitrary number of diversity branches over a variety of fading channels. In addition to these two approaches, with the aid of Theorem 10, we propose in the following theorem a novel approach which we call the CC-based approach. Moreover, we show that the exact (nonapproximate) ACC is sufficient and enough to achieve all APM analyses, especially without requiring the statistical knowledge (e.g., PDF, CDF, MGF, or moments) of the SNR distribution. 
for an average SNRγ, where H ′ (γ) = ∂ ∂γ H (γ). Proof. Using the PDF-based approach when the PDF f γ (r;γ) is expressed in closed-form expression, we rewrite the APM H avg (γ) as follows
where P out (γ; γ th ) is the complementary OP. Consequently, using integration-by-part [17, Eq. (5.3.11)] and therein noticing lim r→0 P out (γ; r) = 1 and lim r→∞ P out (γ; r) = 0, we obtain (81), which proves Theorem 11.
For the analytical accuracy and correctness of Theorem 11, let us consider an extreme example of the ABER E avg (γ) of a communications system signalling over cascadedgeneralized Nakagami-m (GNM) fading channels [47] . The corresponding ACC is given by [47, Eq. (33) ]
N , (0, 1), (0, 1)
, where m ℓ and ξ ℓ denote the fading figure (i.e., the diversity order) and the shape parameter of the ℓth hop, respectively. With the aid of Theorem 11, we do not necessitate the statistical knowledge of SNR distribution for the ABER analysis. As such, using the closed-form ACC that is given in (83), we can write the ABER E avg (γ) as follows 
In addition, we obtain the MT of (83) using the MT of Fox's H function [48, Eq. 
V. CONCLUSION
In this article, we first recommend the use of LT to facilitate self-similarity (scale invariance) and therefrom introduce the LDS spectrums to identify the similarity between any two APMs. Secondly, we propose a tractable approach, which we call LT-based approach for performance analysis, to establish a relationship between any two APMs. As such, we demonstrate how to compute one APM using the other APM, especially without needing the statistical knowledge (such as PDF, CDF, MGF and moments) of SNR distribution and knowing the broadest SNR settings.
To the best of our knowledge, the literature has currently no answer on how we determine ACC either empirically or experimentally without using the statistical knowledge of SNR distribution. As regards an application of our LT-based approach, we propose a relationship in which we can predict the ACC of any communications system using its ABER performance that we can empirically measure without the need for the statistical knowledge of SNR distribution and all the SNR settings.
In addition, we show for the first time in the literature how to obtain sample statistics (such as PDF, CDF and MGF of SNR distribution) from APMs, which changes the playground of performance analysis in the field of wireless communications. We propose that both OP and OC of any communications system can be obtained by using its exact ACC performance. To the best of our knowledge, this relationship has also not been yet reported in the literature. In addition, we introduce a novel approach, which we call the CC-based approach to perform any APM analysis using the exact ACC expressions.
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