Background. On the written test of board certification examination for anaesthesiology, the probability of a question being answered correctly is subject to two main factors, item difficulty and examinee ability. Thus, item analysis can provide insight into the appropriateness of a particular test, given the ability of examinees.
The purpose of the board certification examination in anaesthesiology is to evaluate whether an examinee is able to exceed minimum requirement for clinical practice. More importantly, test items must be able to measure examinee ability with a high degree of precision and accuracy, and discriminate good performance from bad. An examination where all items were extremely difficult, or conversely, extremely simple, is clearly undesirable. Thus, how to evaluate the difficulty of a particular question, given examinee ability, is a high priority. As both examinee ability and item difficulty are abstract constructs, how to calibrate these two latent variables on the same scale plays a crucial role in analyses of the written test for a certifying examination in anaesthesiology. One of the approaches is to consider the Rasch model, which has been used to analyse a variety of standardized examinations 1 -4 and validate various instruments in clinical practice. 5 -7 To the best of our knowledge, it has not been applied to board certification examination in anaesthesiology yet. 8 -10 We applied the Rasch model to data taken from the written test of board certification examination for anaesthesiologists in order to quantify examinee ability and item difficulty and also to evaluate test reliability. We then assessed the agreement of item difficulties as rated by the test developers and results obtained from the Rasch analysis. We also simulated different scenarios where numbers of very difficult and easy items defined by logit score derived from the Rash analysis were deleted to investigate their influences on test reliability with respect to item difficulty and examinee ability.
Methods

Study subjects and data collection
The data were taken from the final results of the September 2007 board certification examination for anaesthesiology in Taiwan. Eligibility criteria for the examination included completion of an approved residency programme at an accredited medical training centre, and demonstration of comparable experience in clinical practice. The board certification examination for anaesthesiology in Taiwan consists of two stages, where candidates are required to pass the first stage (written test) to become eligible for the second stage (oral examination). The analyses described below were based on the responses of 36 candidates to 100 items on the written examination and their performance on the oral examination. The items in the written and oral examinations were developed and reviewed by a committee of eight anaesthesiology professionals. The item categories and number of items in each category are presented in Appendix 1. Each test developer provided 12 items for written examination and one item for oral examination, based on the assigned categories. All developed items were reviewed thoroughly by all committee members, with six items in the written examination being deleted after the review. Ten additional items were selected from the latest item bank of board certification examination to maintain the number of total questions at 100. All items in the written examination were multiple-choice questions with five answer options and single best answer.
All examinees were required to complete the written test within 2 h, which all did successfully. For each correctly answered item, a value of one was assigned; no penalties were given for incorrect answers, which were assigned a value of zero. The number of correctly answered items represented the original total score.
After passing the written examination, examinees had to undertake the oral examination for completing a full course of the board certification examination in anaesthesiology. However, as our interest in this study focused on the assessment of item difficulty in the written test making allowance for examinee ability, the detailed analysis on oral examination was not performed.
Statistical analyses
We first used the Rasch model to assess the effects of person ability and item difficulty on the probability of a correct response for that item using the following equation: 11 12 
where P ij is the probability of the person i answering the jth item correctly; u i the logit score for ability of the ith person; and b j the logit score for difficulty of the jth item. In such a way, the ability measures and item difficulties can be expressed using the same logit units on a common scale. The difference between examinee ability and item difficulty is directly related to the probability of a correct response for that item. For example, if the ability of an examinee is higher than the difficulty of a specific item by 1 logit unit, the probability of answering correctly is 0.73 [e ð1Þ =ð1þe ð1Þ Þ]. When the examinee ability is comparable with the item difficulty, the difference between two logit scores is 0, which means that he or she has 50% probability of having a correct or wrong answer. Since the contrast between examinee ability and item difficulty is relative rather than absolute, it is customary to set the mean item difficulty in logit unit as 0. The details of statistical technique on the Rasch model refer to the previous statistical literature. 11 12 Misfit items that did not meet the standard criteria of fit statistics were excluded from further analyses (0.8, weighted mean square,1.2; 13 14 22,standardized fit statistics,2). 15 The person and item reliability indices were calculated to ensure consistency using two forms of reliability coefficients, reliability (analogous to Cronbach's a) with the value between 0 and 1 and separation index (the number of statistically different performance strata that the test can identify in the sample), 16 being 1.50, 2.00, and 3.00 for three levels of separation: acceptable, good, and excellent, respectively. 17 Although the person and item reliability indices were used to denote the replicability of person ranking for a parallel test and item location for another sample of examinees with comparable ability, respectively, 18 the person reliability is of major concern for a certifying examination.
An item distribution map was constructed to illustrate the distribution of persons and items on the same logit scale (Fig. 1) . A virtual failure rate of the written examination could be estimated by setting different criteria based on examinee ability in logit unit. Examinee ability lower than the specified criteria was doomed to failure in the virtual analysis. Since items with difficulty within the range of examinee ability were the most informative, 19 we assessed whether item reduction based on the results of the Rasch analysis could provide a consistent estimation of examinee ability by comparing Pearson's correlation coefficients under three conditions, condition I excludes only misfit items, condition II eliminates very easy and difficult items, and condition III deletes all items out of the ability range of examinees.
To evaluate the effects of individual test developers on item difficulty, we performed one-way analyses of variance (ANOVA) to compare the mean item difficulty of each test developer. Given examinee ability based on the results of the Rasch analysis, three classifications were generated for item difficulty: easy, moderate, and difficult. Items with difficulty compatible with the ability range were defined as 'moderate' items. Items with difficulty beyond the examinee ability were defined as 'difficult' items, with the remaining items classified as 'easy'. Additionally, during test development, individual developers were asked to rate their items using these three categories. The weighted k value was used to assess the agreement of item difficulty classifications based on the results of the Rasch analysis and ratings of test developers, respectively. 20 All the Rasch analyses were performed using the Winsteps software, Version 3.68 (Winsteps.com, Chicago, IL, USA). Other analyses were conducted with the SAS 9.1 (SAS Institute Inc., Cary, NC, USA).
Results
There were 36 participants in the current anaesthesiology board certification examination. Baseline attributes, original scores of the written and oral examinations, and examinee ability calculated using the Rasch analysis are presented in Table 1 . The distribution of original scores for the written examination was normal (data not shown).
Of the 100 items in the examination, 17 items were correctly answered by all examinees. One item was excluded XXXX  Q3  Q47  Q63  Q10  Q17  Q7  Q79  Q14  Q22  Q24  Q40  Q5  Q75  Q39  Q43  Q6  Q35  Q66  Q13  Q55  Q61  Q34  Q9  Q21  Q29  Q46  Q52  Q80  Q2  Q25  Q81   Q19  Q26  Q38  Q44  Q73  Q76  Q86  Q87  Q91  Q95   Q30  Q4  Q62  Q78  Q88  Q94   Q36  Q42  Q51  Q97   Q31  Q41  Q60   Q1  Q37  Q84   Q20   Q12  Q16  Q70  Q71  Q82  Q83  Q85   Q100 Q32  Q49  Q57  Q77  Q90  Q93  Q96  Q99 PERSONS -Scale -ITEMS Figure 1 illustrates that the higher the scale, the more difficult the items were and the more able the examinees were. There were 60 items (including 17 items answered correctly by all the examinees) with difficulty measures below the least able examinee and seven items with difficulty beyond the most able one. The remaining 32 items (see the right middle of Fig. 1) were distributed across the entire range of examinee ability. Figure 2 illustrates the virtual failure rate analysis in the written examination with different criteria, as given by ability measures. The larger the logit score for criterion, the higher the failure rate. When the criterion was set at 0.5 logit units, in total, three examinees ( 8%) would fail the examination. When the criterion was raised to 1 logit unit, one-third of the examinees would fail. Table 2 illustrates the influence of various conditions of item reduction based on results of the Rasch analysis. Because items with difficulty measures compatible with the ability range of examinees are the most informative, the deletion of very easy (defined as items with difficulty less than 21 logit unit because the probability of correctly answering these items were more than 90%) and difficult items in condition II did not severely affect examinee ability estimates and reliability indices. However, both person and item reliability indices were lowered to barely acceptable levels after the further exclusion of items out of the range of examinee ability in condition III.
The mean item difficulty produced by the different test developers ranged from 21.45 to 0.95 with SDs of 0.73 to 2.54 (for detail, see Appendix 2). One-way ANOVA results revealed significant differences in mean item difficulty from different test developers. The agreement of item difficulty between test developer ratings and the Rasch analysis was low, 20 with a weighted k statistic of 0.23.
Discussion
Over the past decade, there has been a 60% increase in board-certified anaesthesiologists in Taiwan, and the certification examination is critical for assessing whether candidates possess the minimum legal requirements for clinical practice. We performed an item analysis of the September 2007 Taiwanese board certification examination for anaesthesiology using the Rasch model to quantitatively assess the examinee ability in anaesthesiology, given item difficulty, and also to evaluate the appropriateness of items and test reliability in the written examination. Our findings have significant implications for future test development of certification examinations. A well-designed written test provides valuable information on knowledge necessary for professional practice. The Rasch model analysis assesses whether and how examinees after completion of residency training in Table 1 Baseline characteristics, original scores, and examinee ability from the Rasch analysis in the certifying examination. *The examinee ability is presented in logit units anaesthesiology were competent to answer questions correctly given the difficulty of item was adjusted. It also gives a clue to identify recondite or simple questions for examinees. In our study, 78% of items were correctly answered after considering the examinee ability. Hence, the Rasch analysis provides an efficient way to perform test analysis for a certification examination. Reliability is a fundamental requirement for any certifying examination as measurement error and lower reliability would compromise the accuracy of classification. The Rasch analysis provided several meaningful indices to evaluate test reliability. 21 The reliability index of our certifying examination was 0.71, indicating only 'acceptable' reliability at best. In general, items with difficulty comparable with the ability range of examinees provide the most information for estimating examinee ability. 19 22 Of the hundred items analysed here, only 32 items were found to be within the range of examinee ability. We recognized seven difficult items beyond examinee ability and 17 items answered correctly by all the examinees. Besides, one misfit item which behaved in an unexpected manner was also identified by the Rasch analysis. These items should be subject to a further investigation, which could make a great contribution to the improvement of test development. Additionally, items with similar difficulties were not uncommon in this particular examination. According to Schumacker, 15 when distinct items had the same difficulty logit values and standard errors, the repeated items provide little extra information for evaluation. Since items with difficulty equal to the ability range of examinees could provide most useful information, the deletion of very simple and difficult items relative to examinee ability should not severely compromise test reliability, which has been clearly demonstrated in Table 2 . Such a finding suggests that the test developer should be aware of the examinee ability and refrain from developing too easy or too difficult items. It should be noted that deleting these extreme items does not mean we intend to suggest fewer items used in future certification examinations.
Quality control is another important issue in test development, particularly for certifying examinations used to classify examinees. Responses to the test had to reflect only the ability of examinees, not other factors. This unidimensionality is a basic assumption of the Rasch model. Fit statistics can be regarded as a means of quality control for evaluating the validity of examinee responses by comparing actual response patterns with the expected ones predicted by the Rasch analysis. 23 Of all test items, only one item had fit statistics that exceeded the predetermined fitness range. This suggests that most of the developed items fit the Rasch model well, the quality of test development was high, and the examination had good construct validity.
There were some limitations in our analyses. First, since the analysis of results of the oral examination was not the goal of our study, we did not further evaluate reliability and validity of the oral examination. How to combine the results of written test using the Rasch analysis with the performance of oral examination is another subject in the future research. Secondly, although our sample size is small, our data fitted the Rasch model assumptions well, as demonstrated by fit statistic analysis and acceptable test reliability. 24 Thirdly, as with all cross-sectional surveys, the findings in this study represent a discrete time period. To evaluate trend and variation in anaesthesiology board certification examinations over time, it will be necessary to collect and analyse longitudinal follow-up data.
In conclusion, we demonstrated how to apply the Rasch model to data from the board certification examination in anaesthesiology to assess the construct validity and reliability of the written examination. Through our analytic processes and simulated scenarios, useful and objective information could be provided for future test development, education, and training in anaesthesiology. Anaesthesia 
