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We provide an analytical and numerical description of relaxation oscillations in the nonresonantly
pumped polariton condensate. The presented considerations are based on the open dissipative Gross-
Pitaevskii equation coupled to a pair of rate equations. The evolution of the condensate density can
be explained qualitatively by studying the topology of the trajectory in phase space. We use a fixed
points analysis for the classification of the different regimes of condensate dynamics, including fast
stabilization, slow oscillations and ultrashort pulse emission. We obtain an analytical condition for
the occurrence of relaxation oscillations. Continuous and pulsed condensate excitation considered
and we demonstrate that in the latter case the existence of the second reservoir is necessary for
the emergence of oscillations. We show that relaxation oscillations should be expected to occur in
systems with relatively short polariton lifetime.
I. INTRODUCTION
Exciton-polaritons, coherently coupled excitons and
photons in a semiconductor microcavity [1, 2], enabled
the creation of a novel class of bosonic condensates char-
acterized by non-equilibrium dissipative nature and com-
plex nonlinear dynamics. The unique properties of po-
lariton quantum fluids bring possibility to observe phe-
nomena of superfluidity, instability, self-localization, self-
trapped magnetic polarons, topological and nonlinear ex-
citations [3–16]. Description of polariton dynamics is an
interesting physical problem important for the fundamen-
tal description of light-matter condensation and the po-
tential polaritonic applications [17–19]. In this paper,
we focus on the theoretical description of the nontrivial
time evolution of polariton quantum fluid characterized
by oscillatory behaviour.
To date, oscillations of emission intensity in polariton
systems have been investigated in several different con-
texts. The common phenomenon occuring in the case
of resonant excitation is the Rabi oscillations between
photonic and excitonic component of polaritons [20–22].
Spatial or spin oscillatory dynamics of exciton-polariton
condensates were assigned in several works to the cou-
pling of condensates forming an analog of a superconduc-
tor Josephson junction [23–25]. Josephson oscillations
take place between two macroscopic bosonic ensembles
occupying single macroscopic states separated by tunnel
barrier. The nontrivial polariton density oscillation in
space was also studied in the context Zitterbewegung ef-
fect [26].
Relaxation oscillations observed in polariton conden-
sates have a completely different character than Rabi or
Josephson oscillations, since there is no periodic trans-
fer of particles between components constituting the po-
lariton fluid. Instead, relaxation oscillations are due to
periodic change in the efficiency of relaxation from the
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reservoir of uncondensed particles to the condensate, and
may even take the form of sharp spikes, well separated in
time. The first experimental observation of relaxation os-
cillation in polariton system was reported in Ref. 27. The
oscillatory behaviour was also studied in the context of
ultrashort emission of pulses from polariton condensate
propagating in a disordered potential [28].
From the general point of view, relaxation oscillations
are a family of periodic solutions occurring in various dy-
namical systems. Mathematically, this type of dynamics
can be observed in a certain class of coupled nonlinear
differential equations. The most well known examples
are the oscillating electrical triode circuits and B-class
semiconductor lasers [29–31]. These systems can be de-
scribed by a nonlinear Van der Pol equation. One of the
characteristic properties of relaxation oscillations is the
possibility of the presence of two stages in the cycle pos-
sessing different timescales [32]. The first timescale is re-
lated to a slow change of phase and the second timescale
represents rapid change due to a fast relaxation. Follow-
ing this rapid change, the system can return to the stage
of slow evolution [32].
Here, we study relaxation oscillations in an exciton-
polariton condensate analyticaly and numerically using
a model including both inactive and active reservoir cou-
pled to the polariton condensate. We derive a second or-
der differential equation for the condensate density, appli-
cable in the regime of continuous and pulsed nonresonant
excitation. We analyze the solutions to this equation in
linear and nonlinear regimes, and demonstrate that os-
cillatory character of nonlinear fixed points explains the
existence of relaxation oscillations in a certain parame-
ter range. In the case of pulsed excitation, we find that
the existence of the inactive reservoir is crucial for the
appearance of oscillations. An analytical condition for
the oscillatory regime is derived, which provides results
consistent both with numerical simulations and with pre-
vious experimental observations.
The paper is structured as follows. In Sec. II, we de-
fine the model based on the mean-field open-dissipative
Gross-Pitaevskii and rate equations. In Sec. III we in-
2vestigate numerically the oscillatory evolution of the con-
densate. We describe in detail the mechanism of relax-
ation oscillations considering the stimulated scattering
and evolution of the reservoirs. In Sec. IV we analyze
fixed points of the model and the system time evolution
in phase space. We derive an analytical condition for the
existence of relaxation oscillations. In Sec. V we summa-
rize our work.
II. MODEL
Modelling exciton-polariton condensates excited non-
resonantly is a complex problem. In many cases, the-
oretical reconstruction of the experimental data must
take into account processes of exciton reservoir forma-
tion, their relaxation and stimulated scattering to the
condensate. In our work, we consider the evolution of two
reservoirs called the active and inactive reservoir [33, 34].
The physical interpretation of these two reservoirs may
differ in different experimental conditions. For example,
in [27] the two reservoirs were attributed to excitons re-
siding in the vicinity of the localized condensate and away
from it. On the other hand, in [35, 36] the two compo-
nents of dynamics were identified as the reservoir of exci-
tons and free carriers (electron-hole plasma). Here, we do
not specify the exact nature of the two fields, but assume
that the system can be roughly divided into two sets of
excitations and only the active reservoir modes provide
direct stimulated scattering to the polariton condensate.
Importantly, as we will show below, taking into account
the second reservoir is necessary for the existence of oscil-
lations in the case of pulsed excitation, which is relevant
to recent experiments [27, 28].
The considered system can be modelled using the
generalized open-dissipative Gross-Pitaevskii equation
(ODGPE) and rate equations written respectively for
both reservoirs. The ODGPE describes the temporal evo-
lution of the complex polariton order parameter Ψ(r, t).
This equation is dynamically coupled to the rate equa-
tion for the active reservoir nR(r, t). We also include
the equation describing population of the inactive reser-
voir nI(t) generated by the nonresonant laser field. The
equations take the form presented below
i~
∂Ψ
∂t
=
[
−
~
2
2m∗
∇2 +
i~
2
(RnR − γC) + U
]
Ψ (1)
∂nR
∂t
= κ1Dn2I − γRnR −RnR|Ψ|
2 (2)
∂nI
∂t
= P − κ1Dn2I − γInI (3)
where: m∗LP is the effective mass of lower polaritons
and P (r, t) is the laser pumping rate. The scattering
into the reservoir and stimulated scattering rate into the
condensate are described by κ1D and R. We assume
that the scattering from the inactive reservoir and the
stimulated relaxation of polaritons are respectively given
by the function κ1DnI(r, t)
2 and the function nR(r, t)R.
While the form of scattering terms may be different for a
particular physical interpretation, the results presented
in this work would not change qualitatively. The losses
in the system are characterized by the parameters γI , γR
and γC describing the decay of inactive and active reser-
voirs and decay of polaritons, respectively. The decay
rate of polaritons γC incorporates the finite lifetime of
the photon component in semiconductor microcavity and
the none-radiative decay rate of excitons. The potential
U(r, t) is the effective potential composed of the static
potential due to sample design or disorder, the mean-
field interaction within the condensate and between the
condensate and reservoirs.
In our work, we will limit our considerations to the case
when the condensate is practically trapped in a potential
well, in which case it is possible to use simplified single-
mode approximation to the condensate dynamics. We
will use the same approximation to the reservoir fields,
although allow that the active and inactive reservoir may
posses different spatial distributions than the condensate,
as suggested in [27, 37]. Nevertheless, we will neglect any
changes of spatial distributions during the oscillations,
which however still allows us to describe the main physics
behind these phenomena. The reduced set of equations
is the starting point of our work, and reads
dnC
dt
= RnRnC − γCnC , (4)
dnR
dt
= κ1Dn2I − γRnR −RnRnC ,
dnI
dt
= P (t)− κ1Dn2I − γInI .
In our considerations we will consider in detail two limit-
ing cases, the continuous wave pumping where P (t) =
const, and ultrashort pulse pumping where P (t) =
P0δ(t).
III. RESULTS
For clarity, we begin our presentation with an example
of relaxation oscillations in the case of continuous wave
excitation. We solved the equations (1-3) numerically
with a 4-th order Runge-Kutta method. Exemplary re-
sults are presented in Fig. 1. The details of simulation
parameters are given in Table 1 in the Appendix. To ob-
tain complex and relevant polariton condensate dynam-
ics, we used parameter values similar to the ones used in
the experimental works [27, 28]. In particular, we chose a
short polariton lifetime with respect to the exciton reser-
voir decay rate, which was inspired by the observation
that the oscillating dynamics appears naturally in lower
quality microcavities [27, 28]. Initially, the reservoir fields
are assumed to be empty and the condensate density is
seeded with a small nonzero value, so that condensate
3FIG. 1. Time evolution of the polariton population nC(t)
and incoherent reservoirs nI(t) nad nR(t) generated by con-
tinuous wave excitation. The blue line corresponds to the
analytical solution describing the evolution of reservoirs in
the assumption of the negligible polariton field in the system.
The red line present condensate evolution obtained by non-
linear oscillator aproximation. The grey points correspond to
the numerical solution obtained by a solved full form of the
open-dissipative Gross-Pitaevski equation. The condensate
parameters are presented in the Table 1.
buildup can occur according to Eq. (4). We assume that
such a small seed may result from thermal or quantum
fluctuations in the polariton field, but the investigation
of its origins is beyond this work. We emphasize that the
results do not depend qualitatively on the value of the
initial seed.
As shown in Fig. 1, initially the non-resonant pump-
ing generates the population in the inactive reservoir nI ,
which builds up quickly and saturates at a stationary
level. The long-lived inactive reservoir relaxes and feeds
the active reservoir. The active reservoir density is in-
creased up to a level determined by the stationary value
n0R. The condensate density is negligibly small. This
phase of dynamics is marked as stage I in Fig. 1.
Next, the increasing density of the exciton reservoir re-
sults in accumulation of the polariton condensate density
due to the stimulated relaxation process. The polariton
field grows exponentially. This short phase of condensate
dynamics is presented as stage II in Fig. 1.
The relaxation oscillations in the condensate develop
when the rapid condensate density growth stops due
to the resulting depletion of the active reservoir. In
this stage III in Fig. 1, the system is described by two
timescales. The first timescale is related to the fast os-
cillations and the condensate decay rate. The second
timescale is slower and it is related to the active reservoir
decay. In each cycle of oscillations, the active reservoir
density is initially depleted by the strong scattering to
the condensate. The decreased reservoir density cannot
sustain the condensate, which leads to fast decay of po-
lariton field, due to its large decay rate γC . In the second
stage of the cycle, The reduced stimulated scattering al-
lows the active reservoir to be replenished. In effect, the
minima and maxima of reservoir and condensate density
are shifted in time with respect to each other by one-
quarter of a cycle, see Fig. 1. These oscillations repeat
until the condensate and reservoir reach the equilibrium
level.
A. Dynamics of reservoirs
In order to investigate quantitatively the oscillatory
behaviour of the polariton condensate, we determine the
temporary dynamics of the inactive (2) and active reser-
voir (3). In the case of continuous wave condensate ex-
citation P (t) = const. The solution of the equation (3)
takes the form
nI(t) =
1
2
tanh
(
1
2 t
√
η2 + γ2I + ξ
0
)√
η2 + γ2I − γI
κ1D
, (5)
where η =
√
4P0κ1D and P0 = αPth. The parameter
ξ0 = tanh−1
(
2ninI κ
1D + γI√
η2 + γ2I
)
, (6)
takes into account the initial level of inactive reservoir
density ninI . When this reservoir is empty initially, i.e.
when we consider turning on the pump abruptly with
(nI(0) = n
in
I = 0) and γI ≪ γC , γR, the parameter ξ
0 is
negligibly small. The temporal evolution of nI(t) accord-
ing to (5) is presented in Fig. 1 (top) with a blue solid
line.
Typically, the population of the inactive reservoir given
by equation (3) stabilizes relatively quickly after turning
on the pump at t = 0. This is due to the asymptotic
nature of the hyperbolic tangent solution of (6). The
steady state level of inactive reservoir density is obtained
by eqating the left hand side of the equation (3) to zero,
which results in
nstbI =
−γI +
√
4κ1DP0 + γ2I
2κ1D
. (7)
Stabilization of the inactive reservoir in stage I allows to
use the assumption that the inactive reservoir is constant
during the subsequent stages (II, III) of evolution.
Next, we consider the dynamics of the active exciton
reservoir nR. We assume the absence of excitons in the
active reservoir nR(0) = 0 at the initial time. We con-
sider two cases, that is in the presence and absence of
4the condensate. These two types of dynamics have differ-
ent solutions which also depend on the condensate den-
sity. First, we assume no polaritons in the condensate
|ψ(t)|2 = 0. This assumption is correct below threshold
intensity when (nstbI )
2κ1D < Pth = γCγR/R, or above
threshold at the initial stage of the system evolution
(stage I), when polariton density is still negligibly small
in comparison to the reservoir density. The active reser-
voir equation (4) has the analytic solution
nR(t) =
(nstbI )
2κ1D
γR
(e−t − 1), (8)
where the characteristic level of the stationary density is
n0R =
PI
γR
, (9)
where PI = (n
stb
I )
2κ1D describes the effective pump-
ing intensity generated by the inactive reservoir. On
the other hand, as follows from Eq. (4), above thresh-
old PI > Pth when the condensate density achieves the
stationary level, the reservoir density is equal to
nCR =
γC
R
. (10)
We can introduce the ∆n parameter describing the differ-
ence between reservoirs level in the case of the condensate
absence n0R and presence n
C
R
∆n =
PI − Pth
γR
. (11)
The value of this parameter can be connected to the am-
plitude of the oscillations of the active reservoir. In the
case of large ∆n stabilization of the condensate density
is accompanied by noticeable oscillations.
In the case of excitation of the system with an ultra-
short optical pulse, we assume that time evolution starts
just after the arrival of the pulse. The pulse generates a
certain density of the inactive reservoir nI(0) = n
in
I at
t = 0. The relaxation and decay of the inactive reservoir
density is described by
d
dt
nI(t) = −κ
1DnI(t)
2 − γInI(t). (12)
The above equation have the analytical solution
nI(t) =
γIn
in
I
(κ1DninI + γI) exp(γIt)− κ
1DninI
. (13)
This equation describes the quasi-exponential decay of
the inactive reservoir population. Note that it is inde-
pendent of the active reservoir and condensate density.
B. Condensate Dynamics
In this subsection we analyze the full dynamics of the
system including the polariton condensate. We present
FIG. 2. Evolution of polariton condensate density under ul-
trashort pulsed excitation. The above three panels show re-
spectively (a) spiked pulse emission, (b) decaying harmonic-
like oscillations and (c) smooth stabilization. Simulation pa-
rameters are given in Table 1.
nontrivial oscillatory dynamics resulting from the cou-
pling between the active reservoir and the condensate.
Our starting point is the set of evolution equations
in the single mode approximation, Eqs. (4). To demon-
strate the qualitative properties of its solutions, we note
that the inactive reservoir is not influenced by the other
two components. Moreover, its dynamics in the oscilla-
tory stage are typically slow, both in the case of pulsed
and continuous wave excitation. This is due to the small
decay rate γI , which physically is related the low prob-
ability of radiative recombination of high energy excita-
tions. Therefore, for qualitative analysis it is reasonable
to approximate the inactive reservoir density by a con-
stant value. In the case of continuos wave excitation, it
is equal to the stationary value given by equation (7),
while in the pulsed excitation case it is the instantaneous
value of nI which is assumed to decay very slowly. We
combine the two remaining equations of the set (4) for
nC and nR to obtain the second order equation for the
evolution of polariton density
d2nC
dt2
= −(γCγR + γCRnC(t)− PIR)nC − (RnC(t) + γR)
dnC
dt
+
(
d
dt
nC(t)
)2
nC(t)
. (14)
where PI = n
2
Iκ
1D. The above form of the equation suggests that the solutions may have the form similar to
5those of a damped harmonic oscillator. However, we note
that this is not the case in the low polariton density limit.
Indeed, it is straightforward to show that in the linear
limit of nC → 0 and with the substitution x = n˙C/nC
the above equation reduces to
x˙ = −Ax−B, (15)
where A and B are constants, which has an exponentially
decaying solution. Therefore any oscillatory behaviour
may only occur in the nonlinear regime, where the terms
second order in nC in Eq. (14) provide qualitative correc-
tions to the dynamics. The more detailed mathematical
analysis of the nonlinear regime is presented in the next
subsection.
To demonstrate the character of complex oscillatory
dynamics of the system we present the evolution de-
scribed by the full model (4). The typical evolution of
condensate density is presented in Fig. 2, showing (a) the
spiked pulsed emission, (b) decaying oscillations, and (c)
quasi-exponential decay. Note that all these three behav-
iors were observed in experiments [27, 28]. The evolution
in a three-dimensional phase space in the case of Fig. 2(a)
is presented in Fig. 3(a). The spiral corresponds to the
periodic behaviour of the system, with a gradually decay-
ing inactive reservoir density nI . In panel (b) in Fig. 3
we present a cross-section of phase space corresponding
to the blue surface in panel (a). The arrows correspond
to the gradient of the evolution in the (nC , nR) sub-
space at the time when the value of nI is equal to the
1000µm−1. The orange dot is the centre of the spiral
which is a stationary point within the subspace. In panel
(c) a cross-section of phase space is presented in the case
of spiked pulsating dynamics of Fig. 2(a). In this case,
instead of vibrations around a stationary path in phase
space, large-amplitude pulsations occur as the conden-
sate density intermittently decreases to zero. The phase
space evolution is characterized by a spiral flattened at
the nC = 0 axis.
The remarkable characteristic of the oscillatory dy-
namics is the change of the character of the solution type
from exponential to oscillatory in the subsequent stages
of the evolution. These qualitative changes in the dy-
namics are related to bifurcations and are analyzed in
the next section.
IV. FIXED POINT ANALYSIS
In this subsection we analyze the fixed points of
Eq. (14) and determine the character of solutions around
these points in the approximation of small perturbations.
Such analysis is well suited for the description of solutions
of nonlinear differential equations. These investigation
adapted to the obtained nonlinear polariton equation al-
lows to determine the analytical condition for oscillations
by classification of fixed points which generally can be a
spiral, a centre, a saddle or a stable/unstable node [38].
FIG. 3. (a) Phase space of trajectory in the pulsed excita-
tion case of Fig. 2(a) (red line). Purple lines correspond to
the evolution projected respectively to (nI , nC), (nI , nR) and
(nR, nC) subspaces. The spiral evolution corresponds to the
oscillatory behaviour of the system, with a gradually decay-
ing inactive reservoir density nI . It follows the evolution of
the stationary state at a particular value of nI (orange line).
(b) Cross-section of the phase space corresponding to the blue
surface in panel (a). The arrows indicate the gradient of the
evolution in the (nC , nR) subspace at the time when the value
of nI is equal to 1000µm−1. The orange dot is the center of
the spiral which is a stationary point within this subspace.
(c) Same as (b) but in the case of decaying harmonic-like
oscillations of Fig. 2(b).
6FIG. 4. Schematic presentation of the types of fixed points.
The figure axes correspond to the trace τ and the determinant
∆ of the Jacobian A. The bold black line corresponds to the
analytical condition for relaxation oscillations.
We rewrite Eq. (14) in the form{
X˙ = f(Y )
Y˙ = g(X,Y )
(16)
where X = nC(t) and Y =
d
dt
nC(t), which results in

X˙ = Y,
Y˙ = −(γCγR + γCRX − PIR)X
−(RX + γR)Y +
Y 2
X
.
(17)
We consider the phase portrait in vicinity of fixed points
(X∗, Y ∗) which fulfill the conditions f(X∗, Y ∗) = 0 and
g(X∗, Y ∗) = 0.
Equation (17) is characterized by two fixed points
(X∗1 , Y
∗
1 ) and (X
∗
2 , Y
∗
2 ). The first point Y
∗
1 = 0, X
∗
1 = 0
corresponds to the absence of condensate in the system.
As we demonstrated in the previous section, in the vicin-
ity of this point, i.e. in the limit nC → 0, the system can-
not display any oscillatory dynamics as the evolution has
the character of a smooth decay described by Eq. (15).
An important consequence of the absence of oscilla-
tions around (X∗1 , Y
∗
1 ) is that they cannot appear in
the model with only one reservoir, in the case of pulsed
excitation. Indeed, considering the following simplified
model
dnC
dt
= RnRnC − γCnC , (18)
dnR
dt
= P (t)− γRnR −RnRnC ,
where we removed the inactive reservoir and replaced
the scattering term with direct pumping P (t). After
arrival of the pumping pulse this system would follow
the evolution given by the above equation with P (t >
0) = 0, which does not possess the nontrivial fixed point
(X∗2 , Y
∗
2 ). Therefore, the second, inactive reservoir is
crucial for the existence of relaxation oscillations in the
pulsed excitation case. Note that in the continuous wave
excitation case the second reservoir is not crucial for
the existence of oscillations since the continuous external
pumping would have the same effect as the nonzero PI
term in the full set of equations. The second fixed point
Y ∗2 = 0 and X
∗
2 = (PI − Pth)/(γC) corresponds to the
above-threshold (PI > Pth) stationary solution achieved
when the condensate is stabilized, and it will be consid-
ered below. We can classify the different types of system
dynamics using linearization around (X∗2 , Y
∗
2 ). This tech-
nique can reveal the phase portrait near the fixed point
and determined their type [38]. We introduce a small
perturbation given by u = X−X∗ and v = Y −Y ∗, with
u˙ = X˙ and v˙ = Y˙ . Using Taylor series expansion we
rewrite (17) in the form{
u˙ = u ∂f
∂X
+ v ∂f
∂Y
+O(u2, v2, uv)
v˙ = u ∂g
∂X
+ v ∂g
∂Y
+O(u2, v2, uv)
(19)
where the derivatives are taken at (X∗2 , Y
∗
2 ). The pertur-
bation (u, v) evolves as(
u˙
v˙
)
≈ A
(
u
v
)
(20)
where we neglected second order terms and A is the Ja-
cobian matrix
A =
(
∂f
∂X
∂f
∂Y
∂g
∂X
∂g
∂Y
)
|(X∗,Y ∗)
(21)
We find the eigenvalues of the problem λ
λI,II(X∗,Y ∗) =
τ(X∗,Y ∗) ±
√
τ2(X∗,Y ∗) − 4∆(X∗,Y ∗)
2
. (22)
where τ and ∆ are the trace and the determinant of the
Jacobian, respectively, given by
τ = −RX∗ − γR +
2Y ∗
X∗
, (23)
∆ = −RPI + 2γCRX
∗ + γCγR +RY
∗ +
Y ∗2
X∗2
. (24)
The solution of equation (22) can be real or complex.
The full diagram of possible fixed points is presented in
Fig. 4. In the case when the eigenvalues are complex,
the fixed point is a stable spiral which attracts trajecto-
ries surrounding it, while they perform oscillations. Such
trajectories are similar to damped harmonic oscillations,
and in our case spirals correspond to relaxation oscilla-
tions. On the other hand, when the eigenvalues are real,
the evolution is a simple exponential decay and there are
no oscillations.
Substituting Eqs. (23) and (24) into (22) and substi-
tuting the analytical form of (X∗2 , Y
∗
2 ), we obtain the
7FIG. 5. (Bottom) Diagram showing region in parameter space
which exhibits oscillations in the case of continuous wave ex-
citation, according to the analytical formula, Eq. (25). (a)-(d)
Examples of evolutions of condensate density corresponding
to the points marked in the diagram.
analytical condition for relaxation oscillations given by
the square root of τ2(X∗
2
,Y ∗
2
) − 4∆(X∗2 ,Y ∗2 )
(RPI)
2 − 4γ2CR(PI − Pth) > 0, (25)
which determines whether the fixed point is a stable spi-
ral or a stable node.
The analytical condition for relaxation oscillations (25)
and the equation for the inactive reservoir stationary den-
sity (7) allow for the determination of a diagram in pa-
rameter space, presented in Fig. 5, together with typical
system dynamics. For continuous wave excitation and
fixed parameters R and γR, the region in parameters
space corresponding to oscillations is broader for a short
polariton lifetime, which means that this phenomenon
should be pronounced for relatively low-quality samples
with short polariton lifetimes, see Fig. 5(b). Neverthe-
less, even for long polariton lifetime oscillations can be
observed at low pumping. The oscillations can have the
character of spiked pulsations as in Fig. 5(a) and at
higher pumping power quickly decaying oscillations as
in Fig. 5(b). These observations are in qualitative agree-
ment with the experimental data presented in [27].
FIG. 6. (a) Diagram similar as in Fig. 5, but in the case
of pulsed excitation. Here, instead of power P/Pth, we plot
the inactive reservoir density, which decays slowly during the
evolution. The arrows indicate the paths in parameter space
corresponding to the panels in Fig. 2. While all evolutions
traverse the oscillatory region, in the case (a) there are no
visible oscillations because the system "sticks" to the station-
ary state while passing through it, as shown in panel (b).
In the case of pulsed excitation, presented in Fig. 6,
the character of oscillations can be determined only for a
given value of nI(t), which is assumed to change slowly
in time. Consequently, during the evolution, the system
may evolve from exponential decay, through oscillatory,
and back to exponential stage. This is illustrated in panel
(a) where the paths of evolution corresponding to Fig. 2
are marked. While all the paths go through the oscilla-
tory region, the evolutions in Figs. 2 (a)-(c) are markedly
different. In particular, in Fig. 2 (c) there are no visible
oscillations. This behaviour can be explained by analysis
of the trajectory in the full phase space in Fig. 6 (b). Be-
fore reaching the oscillatory region, the system "sticks"
to the stationary state through relaxation in the stable
regime. In subsequent evolution the system is very close
to this state which makes the oscillations unobservable.
In contrast, the spiked pulsed emission of Fig. 2(a) can
be understood as the result of a large deviation of the
initial state from the stationary state in this case. The
8oscillations in parameter space are so large in amplitude
that they no longer have a harmonic character but are
characterized by periods of complete disappearance of the
condensate density, as shown in Fig. 3(b).
The above considerations indicate that the range in pa-
rameter space which correspond to oscillations is mostly
placed in the short polariton lifetime region. Similar con-
dition has been previously determined for the polariton
condensate instability in the case of continuous nonreso-
nant pumping [14]. Both oscillations and instability ap-
pear to be related to the nonadiabaticity of the evolution,
when the active reservoir and condensate density cannot
be reduced to a single degree of freedom [39]. However,
we note that the two phenomena are very different, which
is clear form the fact that the instability relies on the
polariton-reservoir interactions, while in the description
of relaxation oscillations the effect of interactions can be
neglected on the level of Eqs. (4).
V. CONCLUSION
In conclusion, we studied relaxation oscillations in an
exciton-polariton condensate analytically and numeri-
cally using a model including both active and inactive
reservoir. We derived a second order differential equa-
tion for condensate density, applicable in the regime of
continuous wave excitation or pulsed excitation provided
that inactive reservoir is decaying slowly. We investi-
gated the properties of fixed points of the equation and
concluded that oscillations can occur only around the
nontrivial second fixed point which appears in the non-
linear regime. We derived an analytical condition for
the appearance of oscillations consistent both with nu-
merical simulations and with previous experimental ob-
servations. We demonstrated that oscillatory behaviour
should be observable mainly in low quality microcavi-
ties, i.e. having short photon lifemes. Additionally, we
presented regimes of oscillating and spiked pulsating dy-
namics, and described the corresponding trajectories in
the phase space.
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Appendix
Below, we present the parameters used in the numeri-
cal simulations, summarized in Table 1.
TABLE I. The parameters used in simulations to obtain the
results presented in the work. In addition, the parameters
used in the simulation are gC=3.4 µeVµm2, gR=gI=2gC ,
m∗LP = 3 · 10
−5me.
Figures Fig.1 Fig.2(a) Fig.4(a), Fig.5
τC 2 0.5 1 ps
τR 40 800 100 ps
τI 1000 2000 1000 ps
R 8 · 10−3 10−2 10−3 µm
2
ps
κ1D 5 · 10−2 10−5 5 · 10−2 µm
2
ps
n0I - 1800 -
1
µm2
P 1.25 - 3 Pth
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