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Here we consider a singular perturbation of the Hodgkin–Huxley
system which is derived from the Lieberstein’s model. We study
the associated dynamical system on a suitable bounded phase
space, when the perturbation parameter ε (i.e., the axon speciﬁc
inductance) is suﬃciently small. We prove the existence of bounded
absorbing sets as well as of smooth attracting sets. We deduce
the existence of a smooth global attractor Aε . Finally we prove
the main result, that is, the existence of a family of exponential
attractors {Eε} which is Hölder continuous with respect to ε.
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1. Introduction
In a very famous series of papers published in 1952 (see, e.g., [21], cf. also [3,25,26] and references
therein), the physiologists A.L. Hodgkin and A.F. Huxley formulated the ﬁrst mathematical model
describing the mechanism of the neural excitability. They unveiled the key properties of the ionic
conductances underlying the nerve action potential and their work found application in modeling
the nerve impulse transmission and, more in general, the excitation phenomena for macroreceptors
or other natural membranes. For this outstanding achievement, Hodgkin and Huxley were awarded
the Nobel Prize in Physiology and Medicine in 1963. Hodgkin and Huxley developed the model from
the data obtained in a series of numerous experiments made on the nerve conduction in the giant
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C. Cavaterra, M. Grasselli / J. Differential Equations 246 (2009) 4670–4701 4671axon (1 mm in diameter) of the squid Loligo. Hodgkin and Huxley visualized the axon as an isolated
cable consisting of a neural core surrounded by a membrane across which currents are allowed to
travel back and forth through both capacitive and ion transport mechanisms. They described the phe-
nomena associating with the cable equation (for the potential) a number of equations related to the
ionic conductances. Due to the smallness of the currents involved, Hodgkin and Huxley neglected the
inductance and ignored the second time derivative in the cable equation.
More precisely, they derived the following mathematical model which is known as the Hodgkin–
Huxley system
R
(
Ca + 2CM

)
Vt − Vxx = 2R

G(V ,m,n,h), (1.1)
mt = α1(V ) − (α1 + β1)(V )m, (1.2)
ht = α2(V ) − (α2 + β2)(V )h, (1.3)
nt = α3(V ) − (α3 + β3)(V )n, (1.4)
in Q := {(x, t) ∈ (0,1) × (0,∞)}. Here V is the transmembrane electrical potential in the axon and
m,h,n are the concentrations of Na, K, and some leakage ions (so they must be nonnegative), re-
spectively. Besides, R is the speciﬁc resistance of the axon whose radius is denoted by , Ca is its
self-capacitance, CM is the membrane capacitance and G is the membrane current whose expression
is given by (see [21])
G(m,n,h, V ) = gmm3h(Vm − V ) + ghn4(Vh − V ) + gn(Vn − V ). (1.5)
Moreover, gm, gh, gn are positive constants representing the maximum conductances of Na, K, and
the leakage ions, while Vm, Vh, Vn are their equilibrium potentials, respectively. The functions αi
and βi , i = 1,2,3, appearing in Eqs. (1.2)–(1.4) are all nonnegative and smooth, but β1, α2, and β3 are
exponential functions of V (see [21]).
Many papers have been devoted to the mathematical analysis of this system which exhibits a
very complicated behavior. We conﬁne ourselves to mention [1,7–11,18,20,23] (see also the references
contained in [3,26]).
A variant of Eq. (1.1) has been proposed in [22] to account for the axon speciﬁc inductance L
(cf. also [5,6], see [27] and its references for the role played by L). In this case, Eq. (1.1) is replaced by
the following:
LβVtt + RβVt − Vxx = 2R

G(m,n,h, V ) + 2L

Gt(m,n,h, V ), (1.6)
where we have set Ca + 2 CM = β for the sake of simplicity. Observe that, if we calculate Gt and we
use (1.2)–(1.4), then we end up with the expression
Gt(m,n,h, V ) = − f (m,n,h)Vt + g1(m,n,h, V )V + g2(m,n,h, V ). (1.7)
Here f is a polynomial nonnegative function, while g1 and g2 may depend exponentially on V .
For this reason, Eq. (1.6) is particularly challenging. As far as we know, the only existence and
uniqueness result has been proven in [2] under the more general assumption that the quantity β is
time-dependent. This theorem is demonstrated using semigroup theory on a domain (0,∞) × [0, T ∗)
where T ∗ > 0 is the maximal time. A similar result, if β is constant, can be obtained by rewriting
Eq. (1.6) in an integro-differential form. In fact, this equation can be reformulated as
L
R
(
RβVt − 2R

G(m,n,h, V )
)
+ RβVt − 2R

G(m,n,h, V ) = Vxx,t
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c1Vt = c2G(m,n,h, V ) + E(t)
(
c1Vt − c2G(m,n,h, V )
)
(0) +
t∫
0
RE(t − s)Vxx(s)ds, (1.8)
where E(t) = e− RL t , c1 = LRβ and c2 = 2LR . Eq. (1.8), coupled with (1.2)–(1.4), can be treated, for
instance, as in [19], at least as far as well-posedness is concerned, when the time interval is small
enough. However, longtime behavior seems diﬃcult to analyze, even though L is small, because of
the presence of g1 and g2. In [13–16] these functions were neglected and a number of results for
the corresponding dynamical system (endowed with homogeneous Neumann boundary condition)
were established. More precisely, [13] was devoted to the existence of a classical solution and its
convergence to the solution to the classical model as L goes to 0. The existence of a (smooth) global
attractor AL and its upper semicontinuity at L = 0 were proven in [14,15], while the existence of
an exponential attractor EL and some continuity properties, as L tends to zero, were obtained in
[16] for a sort of three-dimensional generalization of the model. In this contribution we want to
take a step further in the analysis of the hyperbolic equation (1.6) coupled with (1.2)–(1.4). More
precisely, we do not neglect functions g1 and g2, but we assume that they are bounded. On the
other hand, we make suﬃciently general assumptions on the functions appearing in (1.2)–(1.4) (for
instance, we do not assume any growth condition). Thus we deal with a tamed version of the original
Lieberstein’s system which is however more general than the one considered in [13–16]. For this
system, following a strategy partly similar to the one developed in [15], we can still prove theorems
on the global dynamics which are comparable with the ones in [15] and [16]. In addition, as main
result, we construct a family of exponential attractors which is Hölder continuous with respect to
L by applying a recent theorem proven in [24] (see also [4,12,17]). This essentially means that the
global dynamic of the singularly perturbed system is very close to the one described by the classical
Hodgkin–Huxley equations when the axon inductance is small enough (compare with the weaker
continuity result obtained in [16]).
Following [14,15], our model problem will consist of two coupled equations only, but the results
can be easily seen to hold for the complete system. In order to simplify the model, we ﬁrst observe
that plugging (1.7) into Eq. (1.6), we get
LβVtt + R
(
β + 2L
R
f (m,n,h)
)
Vt − Vxx
= 2R

G(m,n,h, V ) + 2L

(
g1(m,n,h, V )V + g2(m,n,h, V )
)
. (1.9)
If we want to retain the main features of the model represented by Eqs. (1.9) and (1.2)–(1.4), then we
can consider the following initial and boundary value problem
εutt +
(
1+ ε f3(w)
)
ut − uxx = − f1(w)u + f2(w) + εg(w,u), in Q , (1.10)
wt = −h1(u)w + h2(u), in Q , (1.11)
ux(0, t) = ux(1, t) = 0, t  0, (1.12)
u(x,0) = u0(x), x ∈ (0,1), (1.13)
ut(x,0) = v0(x), x ∈ (0,1), (1.14)
w(x,0) = w0(x), x ∈ (0,1), (1.15)
where ε > 0 essentially stands for L. Without loss of generality, we shall assume ε ∈ (0,1].
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ut − uxx = − f1(w)u + f2(w), in Q , (1.16)
wt = −h1(u)w + h2(u), in Q , (1.17)
ux(0, t) = ux(1, t) = 0, t  0, (1.18)
u(x,0) = u0(x), x ∈ (0,1), (1.19)
w(x,0) = w0(x), x ∈ (0,1). (1.20)
Throughout the paper, the assumptions on f i , g , and hi will be the following:
f i ∈ C1(R), i = 1,2,3, (1.21)
g ∈ C1(R2): ∣∣g(y1, y2)∣∣ Cg(1+ |y2|), ∀(y1, y2) ∈ R2, (1.22)
hi ∈ C1(R), i = 1,2, (1.23)
0 < a f1(y), f3(y) 0, ∀y ∈ R, (1.24)
0 < b h2(y) h1(y), ∀y ∈ R. (1.25)
Here Cg is a given positive constant.
Remark 1.1. Since w represents a concentration, we suppose
0 w0(x) 1. (1.26)
Then from (1.11) (or (1.17)), using (1.25), we can easily deduce that
0 w(x, t) 1, (1.27)
that is [0,1] is a bounded invariant set for w . Consequently, we ﬁx two positive constants C f and C f ′ ,
such that
max
y∈[0,1]
∣∣ f i(y)∣∣ C f , max
y∈[0,1]
∣∣ f ′i (y)∣∣ C f ′ , (1.28)
for i = 1,2,3.
Remark 1.2. Note that our results entail the existence of the smooth global attractor as well as of an
exponential attractor for the standard system (1.16)–(1.20) under assumptions on f i and hi which are
compatible with the original ones (see [21]).
The plan of this paper goes as follows. Section 2 is devoted to introduce the functional setup and
the basic well-posedness theorems and dissipativity properties. These results enable us to deﬁne a
family of (strongly continuous) dynamical systems {Sε(t)}ε∈(0,ε0] , for some ε0 ∈ (0,1], acting on suit-
able (bounded) metric spaces. In Section 3 we prove some higher-order dissipative estimates which
will be helpful in the sequel. Section 4 is concerned with the existence of smooth (exponentially)
attracting sets which entails the existence of the (smooth) global attractor Aε . Finally, in Section 5
we establish our main result, namely the existence of a family of exponential attractors Eε such that
the mapping ε → Eε is Hölder continuous when ε ∈ [0, ε˜] for a suitable ε˜ ∈ (0, ε0].
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For any ε ∈ (0,1], we deﬁne
X1ε = H1(0,1) ×
√
εL2(0,1) × (H1(0,1) ∩ B1(0,1)), (2.1)
X2ε = H2N (0,1) ×
(
L2(0,1) ∩ √εH1(0,1))× (H1(0,1) ∩ B1(0,1)), (2.2)
X3ε = H3N(0,1) ×
(
L2(0,1) ∩ √εH2(0,1))× (H2N (0,1) ∩ B1(0,1)), (2.3)
where
B
1(0,1) = {w ∈ L∞(0,1): 0 w(x) 1, a.e. in (0,1)}, (2.4)
H jN(0,1) =
{
w ∈ H j(0,1): w ′(0) = w ′(1) = 0}, j = 2,3. (2.5)
These spaces Xiε , i = 1,2,3, are complete metric spaces with respect to the metrics induced by the
following norms, respectively,
∥∥(u, v,w)∥∥X1ε = (‖u‖2H1 + ε‖v‖2 + ‖w‖2H1)1/2, (2.6)∥∥(u, v,w)∥∥X2ε = (‖u‖2H2 + ‖v‖2 + ε‖v‖2H1 + ‖w‖H1)1/2, (2.7)∥∥(u, v,w)∥∥X3ε = (‖u‖2H3 + ‖v‖2 + ε‖v‖2H2 + ‖w‖2H2)1/2, (2.8)
where
‖z‖ = 〈z, z〉1/2 := ‖z‖L2(0,1), ‖z‖Hi := ‖z‖Hi(0,1), i = 1,2,3. (2.9)
Moreover we set
‖z‖∞ = ‖z‖L∞(0,1). (2.10)
For ε = 0, the second component of Xi0, i = 1,2,3, is the null space {0}.
Here and in the sequel, if it is not otherwise stated, we indicate by C or Ci , i ∈ N, some positive
constants depending only on structural quantities, independent of ε and of initial data. Moreover, we
denote by Q (·) or Q i(·), i ∈ N, a continuous, nonnegative monotone increasing function depending
on structural quantities, but independent of ε. The constants C or the functions Q (·) may vary from
line to line and even within the same line. Any further dependence will be explicitly pointed out.
The ﬁrst basic result on dissipative estimates is
Theorem 2.1. Let (u0, v0,w0) ∈ X1ε . Then problem (1.10)–(1.15) admits a unique (weak) solution (u,ut ,w) ∈
C0([0,∞); X1ε ). In addition, there exists ε0 > 0, independent on the initial data, for which we can ﬁnd C1 , C2 ,
C3 and ω0 > 0, independent of ε ∈ (0, ε0] and of the initial data, such that
∥∥u(t)∥∥2H1 + ε∥∥ut(t)∥∥2  C1e−ω0t(‖u0‖2H1 + ε‖v0‖2)+ C2, (2.11)
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t∫
0
ebτ Q
(∥∥u(τ )∥∥2H1)dτ , (2.12)
∥∥wt(t)∥∥∞  Q (∥∥u(t)∥∥2H1), (2.13)
for any t  0.
Proof. The existence of a local solution (u,ut ,w) ∈ C0([0, T ]; X1ε ) (or even smoother) can be obtained
by standard methods (e.g., semigroup theory or Galerkin approximations). We can refer the reader, for
instance, to [13,14]. Note that, in this case, we do not need any restriction on ε. Thus here and in the
sequel we will proceed formally.
Following [15], we multiply Eq. (1.10) by ut + ρ1u, where ρ1 is a positive constant to be deter-
mined. If we integrate on (0,1) then we get
Γ ′1(t) + 2G1(t) = 0, (2.14)
where
Γ1 = ε‖ut‖2 + 2ερ1〈u,ut〉 + ρ1‖u‖2 + ‖ux‖2, (2.15)
G1 = (1− ερ1)‖ut‖2 + ρ1‖ux‖2
+ ρ1
〈
f1(w),u
2〉+ ε〈 f3(w),u2t 〉+ 〈( f1(w) + ερ1 f3(w))u,ut 〉
− 〈 f2(w) + εg(w,u),ut 〉− ρ1〈 f2(w) + εg(w,u),u〉. (2.16)
Let K1 be a positive constant to be determined. On account of (1.24), (2.15) and (2.16) we infer
G1 − K1Γ1  (1− ερ1 − εK1)‖ut‖2 + (ρ1 − K1)‖ux‖2 + (ρ1a − ρ1K1)‖u‖2
+ 〈( f1(w) + ερ1 f3(w) − 2ερ1K1)u,ut 〉− 〈 f2(w) + εg(w,u),ut 〉
− ρ1
〈
f2(w) + εg(w,u),u
〉
. (2.17)
By applications of Young’s inequality to the right-hand side of (2.17), we deduce
G1 − K1Γ1 
(
1
2
− ερ1 − εK1 − εCg
)
‖ut‖2 + (ρ1 − K1)‖ux‖2
+
(
ρ1
a
2
− ρ1K1 − 2ερ1Cg
)
‖u‖2 − (C f + ερ1C f + 2ερ1K1 + εCg)2‖u‖2
− C2f
(
1+ ρ1 1
2a
)
− ε(1+ ρ1)Cg
4
. (2.18)
Hence, recalling (2.14), one has
Γ ′1(t) + 2K1Γ1(t) 2H1(t), (2.19)
where
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(
εCg + εK1 + ερ1 − 1
2
)
‖ut‖2 + (K1 − ρ1)‖ux‖2
+
[
(C f + ερ1C f + 2ερ1K1 + εCg)2 + ρ1K1 + 2ερ1Cg − ρ1 a2
]
‖u‖2
+ C2f
(
1+ ρ1 1
2a
)
+ ε(1+ ρ1)Cg
4
. (2.20)
Choosing, for instance, ρ1 > 0, K1 > 0, ε0 ∈ (0,1) satisfying
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ1  1,
ρ1
a
2
− 1− 2Cg − (2C f + 2+ Cg)2  0,
K1 
1
ρ1
,
ε0
(
ρ1 + 1
ρ1
+ Cg
)
 1
2
,
4ε0ρ1  1,
(2.21)
then one can prove that, for any ε  ε0,
⎧⎪⎪⎨⎪⎪⎩
εCg + εK1 + ερ1 − 1/2 0,
K1 − ρ1  0,
(C f + ερ1C f + 2ερ1K1 + εCg)2 + ρ1K1 + 2ερ1Cg − ρ1 a2  0
(2.22)
and, moreover,
Γ1(t)
ε
2
∥∥ut(t)∥∥2 + ∥∥ux(t)∥∥2 + ρ1
2
∥∥u(t)∥∥2, ∀t  0. (2.23)
Hence, on account of (2.23), applying the Gronwall lemma to the inequality
Γ ′1(t) + 2K1Γ (t) 2C2f
(
1+ ρ1
2a
)
+ (1+ ρ1)Cg
2
, (2.24)
we get (2.11), for any ε  ε0. Observe now that wx solves the Cauchy problem (cf. (1.11))
(wx)t = −h1(u)wx − h′1(u)uxw + h′2(u)ux, in Q , (2.25)
wx(x,0) = w ′0(x), x ∈ (0,1). (2.26)
Hence, recalling (1.25) and (1.27), if we multiply both hand-sides of (2.25) by wx and integrate on
(0,1) then we get
1
2
d
dt
∥∥wx(t)∥∥2 + b∥∥wx(t)∥∥2  C max|y|‖u(t)‖∞(∣∣h′1(y)∣∣+ ∣∣h′2(y)∣∣)∥∥ux(t)∥∥∥∥wx(t)∥∥. (2.27)
C. Cavaterra, M. Grasselli / J. Differential Equations 246 (2009) 4670–4701 4677Thus, owing to Young inequality, we infer
1
2
d
dt
∥∥wx(t)∥∥2 + b
2
∥∥wx(t)∥∥2
 C max
|y|C‖u(t)‖H1
(∣∣h′1(y)∣∣2 + ∣∣h′2(y)∣∣2)∥∥ux(t)∥∥2 = Q (∥∥u(t)∥∥H1). (2.28)
Finally, an application of the Gronwall lemma gives (2.12). Of course, (2.13) follows by comparison
in (1.11). 
We now prove the Lipschitz continuous dependence of the solutions on the initial data.
Theorem 2.2. Let (u0i, v0i,w0i) ∈ X1ε , i = 1,2, and let (ui, (ui)t ,wi), i = 1,2, be the corresponding solution
to problem (1.10)–(1.15), for any ε ∈ (0, ε0]. Then, the following continuous dependence estimate holds, for all
t ∈ [0, T ],
∥∥(u1 − u2)(t)∥∥2H1 + ε∥∥(u1 − u2)t(t)∥∥2 + ∥∥(w1 − w2)(t)∥∥2H1
 Q 1(M)eQ 2(M)T
(‖u01 − u02‖2H1 + ε‖v01 − v02‖2 + ‖w01 − w02‖2H1), (2.29)
where M > 0 is such that ‖(u0i, v0i,w0i)‖X1ε  M, i = 1,2.
Proof. Setting
U = u1 − u2, W = w1 − w2, U0 = u01 − u02, V0 = v01 − v02, W0 = w01 − w02, (2.30)
then (U ,W ) is solution to the problem
εUtt +
(
1+ ε f3(w1)
)
Ut − Uxx = −ε
(
f3(w1) − f3(w2)
)
(u2)t
− ( f1(w1) − f1(w2))u1 − f1(w2)U + f2(w1) − f2(w2)
+ ε(g(w1,u1) − g(w2,u2)), in Q , (2.31)
Wt = −h1(u1)W −
(
h1(u1) − h1(u2)
)
w2 + h2(u1) − h2(u2), in Q , (2.32)
Ux(0, t) = Ux(1, t) = 0, t  0, (2.33)
U (x,0) = U0(x), x ∈ (0,1), (2.34)
Ut(x,0) = V0(x), x ∈ (0,1), (2.35)
W (x,0) = W0(x), x ∈ (0,1). (2.36)
Multiplying both the hand-sides of (2.31) by Ut and integrating on (0,1) we obtain
1
2
d
dt
(
ε‖Ut‖2 + ‖Ux‖2 +
〈
f1(w2),U
2〉)+ (1+ ε f3(w1))‖Ut‖2
= −〈( f3(w1) − f3(w2))ε(u2)t ,Ut 〉− 〈( f1(w1) − f1(w2))u1,Ut 〉
+ 1
2
〈
f ′1(w2)(w2)t ,U2
〉+ 〈 f2(w1) − f2(w2),Ut 〉+ ε〈g(w1,u1) − g(w2,u2),Ut 〉
= I1 + I2 + I3 + I4 + I5. (2.37)
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|I1| Q (M)
(‖W ‖2∞ + ε‖Ut‖2), (2.38)
|I2| 1
4
‖Ut‖2 + Q (M)‖W ‖2, (2.39)
|I3| Q (M)‖U‖2, (2.40)
|I4| 1
4
‖Ut‖2 + Q (M)‖W ‖2, (2.41)
|I5| ε‖Ut‖2 + Q (M)
(‖W ‖2 + ‖U‖2). (2.42)
Moreover, recalling (1.24), we easily derive
‖U‖2  1
a
〈
f1(w2),U
2〉. (2.43)
Combining (2.37)–(2.43), we get
1
2
d
dt
(
ε‖Ut‖2 + ‖Ux‖2 +
〈
f1(w2),U
2〉)+(1
2
+ ε f3(w1)
)
‖Ut‖2
 Q (M)
(‖W ‖2∞ + ε‖Ut‖2)+ Q (M)a 〈 f1(w2),U2〉, (2.44)
so that (cf. (1.24))
d
dt
(
ε‖Ut‖2 + ‖Ux‖2 +
〈
f1(w2),U
2〉) Q (M)(‖W ‖2H1 + ε‖Ut‖2 + 〈 f1(w2),U2〉). (2.45)
Multiplying by W both the hand-sides of (2.32) and integrating on (0,1), recalling (1.25), (1.27), (2.11),
(2.12), then we get
d
dt
‖W ‖2 + 2b‖W ‖2  Q (M)(‖U‖2 + ‖W ‖2). (2.46)
Similarly, Wx is solution to
(Wx)t = −h1(u1)Wx − h′1(u1)(u1)xW −
(
h′1(u1)(u1)x − h′1(u2)(u2)x
)
w2
− (h1(u1) − h1(u2))(w2)x + h′2(u1)(u1)x − h′2(u2)(u2)x. (2.47)
Multiplying both the hand-sides by Wx and then integrating on (0,1), on account of (1.25), (1.27),
(2.11), (2.12), then one has
d
dt
‖Wx‖2 + 2b‖Wx‖2  Q (M)
(‖U‖ + ‖Ux‖2 + ‖W ‖2H1). (2.48)
By (2.46) and (2.48), and recalling (1.24), (1.28), (2.44), we deduce
d
dt
‖W ‖2H1  Q (M)
(〈
f1(w2),U
2〉+ ‖Ux‖2 + ‖W ‖2H1). (2.49)
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d
dt
(
ε‖Ut‖2 + ‖Ux‖2 +
〈
f1(w2),U
2〉+ ‖W ‖2H1)
 Q (M)
(
ε‖Ut‖2 + ‖Ux‖2 +
〈
f1(w2),U
2〉+ ‖W ‖2H1) (2.50)
and an application of the Gronwall lemma gives (2.29), on account of (1.24). 
The previous theorems entail similar results for the case ε = 0, namely,
Theorem 2.3. Let (u0,w0) ∈ H1(0,1) × (H1(0,1) ∩ B1(0,1)). Then, problem (1.16)–(1.20) admits a unique
solution (u,w) ∈ H1(0,1) × (H1(0,1) ∩B1(0,1)). Moreover, there exist C1,C2 and ω0 > 0 such that, for all
t  0,
∥∥u(t)∥∥2H1  C1e−ω0t‖u0‖2H1 + C2, (2.51)
∥∥wx(t)∥∥2  e−bt∥∥w ′0∥∥2 + C3e−bt
t∫
0
ebτ Q
(∥∥u(τ )∥∥2H1)dτ , (2.52)
∥∥wt(t)∥∥∞  Q (∥∥u(t)∥∥2H1). (2.53)
Theorem 2.4. Let (u0i,w0i) ∈ H1(0,1) × (H1(0,1) ∩B1(0,1)) and let (ui,wi), i = 1,2, be the correspond-
ing solution to problem (1.16)–(1.20). Then, for any t ∈ [0, T ], the following continuous dependence estimate
holds
∥∥(u1 − u2)(t)∥∥2H1 + ∥∥(w1 − w2)(t)∥∥2H1
 Q 1(M)eQ 2(M)T
(‖u01 − u02‖2H1 + ‖w01 − w02‖2H1), (2.54)
where M > 0 is such that ‖(u0i,w0i)‖H1(0,1)×H1(0,1)  M, i = 1,2.
We can now deﬁne, for any ε ∈ (0, ε0], a family of strongly continuous (nonlinear) semigroups
Sε(t) : X1ε → X1ε by setting
z(t) = Sε(t)z0, ∀t  0, (2.55)
where z0 := (u0, v0,w0) ∈ X1ε and z := (u,ut ,w) is the unique solution to problem (1.10)–(1.15) given
by Theorem 2.1.
Analogously, for ε = 0 we deﬁne the strongly continuous (nonlinear) semigroup S0(t) : X10 → X10
by setting
z(t) = S0(t)z0, ∀t  0, (2.56)
where z0 := (u0,0, v0) ∈ X10 , z := (u,0,w) and (u,w) is the unique solution to problem (1.16)–(1.20)
given by Theorem 2.3.
We now prove the existence of a bounded absorbing set in X1ε .
Theorem 2.5. Let ε ∈ [0, ε0]. We indicate by B0(R) a generic ball in X1ε of radius R. There exists R0 > 0, only
depending on structural quantities and independent of ε, such that, for all R > 0 we can ﬁnd tR > 0 such that
4680 C. Cavaterra, M. Grasselli / J. Differential Equations 246 (2009) 4670–4701∥∥Sε(t)z0∥∥X1ε  R0, ∀t  tR , (2.57)
for any z0 ∈ B0(R).
Proof. Let ε ∈ (0, ε0] be given (the case ε = 0 follows in a similar way). For any ﬁxed R > 0, thanks
to (2.11), we can ﬁnd t′R > 0 such that, e.g.,∥∥u(t)∥∥2H1 + ε∥∥ut(t)∥∥2  2C2, (2.58)
for all t  t′R . Then, from (2.12) we deduce that
∥∥wx(t)∥∥2  e−bt R2 + C3e−bt
t′R∫
0
ebτ Q
(∥∥u(τ )∥∥2H1)dτ + C3e−bt
t∫
t′R
ebτ Q (2C2)dτ , (2.59)
for all t  t′R . Thus, we deduce (using (2.12) once more)
∥∥wx(t)∥∥2  e−bt(R2 + C3 tR∫
0
ebτ Q
(
C1R
2 + C2
)
dτ
)
+ C4, ∀t  0. (2.60)
Hence, we can ﬁnd t∗R > 0 such that, e.g.,∥∥wx(t)∥∥2  2C4, ∀t  t∗R . (2.61)
Then, recalling 1.1 and setting R20 = 2(C2 + C4) + 1 and tR = max{t′R , t∗R}, from (2.58) and (2.61) we
deduce (2.57). 
Observe now that B0(R0) is a bounded set of X1ε as well. Then there exists a time t0 such that
Sε(t)B0(R0) ⊆ B0(R0), ∀t  t0. (2.62)
Consequently, if we set, for any ε ∈ [0, ε0],
Y 1ε :=
⋃
t∈[0,t0]
Sε(t)B0(R0)X1ε , (2.63)
where t0 is deﬁned by (2.62), then we have that
Y 1ε is a complete bounded metric space with respect to the metric of X
1
ε , (2.64)
Sε(t)Y
1
ε ⊆ Y 1ε , ∀t  0, (2.65)∥∥Sε(t)z0∥∥X1ε  C1(R0), ∀t  0, ∀z0 ∈ Y 1ε . (2.66)
Here C1(R0) does not depend on ε. Hence, we assume Y 1ε as our phase space. Thus we can deﬁne,
for any ε ∈ [0, ε0], the family of dynamical systems {Y 1ε , Sε(t)}ε∈[0,ε0] . Observe that the construction
of the proper phase space depends on R0, which is a (nonunique) structural constant. Nevertheless,
from now on, any dependence on R0 will be explicitly pointed out to show why we have to choose a
uniformly bounded phase space.
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3
ε
For ε ∈ [0, ε0], we deﬁne
Y 2ε = X2ε ∩ Y 1ε , Y 3ε = X3ε ∩ Y 1ε (3.1)
endowed with the metric of X2ε and X
3
ε , respectively.
Here we demonstrate the existence of absorbing sets in the more regular function spaces Y 2ε
and Y 3ε . For the sake of brevity the theorems will be stated and proven only for the case ε > 0.
The ﬁrst result is the following:
Theorem 3.1. Let (u0, v0,w0) ∈ Y 2ε . Then there exists ε1 ∈ (0, ε0], depending only on structural quantities
and R0 , such that, for any ε ∈ (0, ε1], problem (1.10)–(1.15) admits a unique solution (u,ut ,w) ∈ Y 2ε . More-
over, there exists ω1 > 0, independent of ε, such that∥∥u(t)∥∥2H2 + ∥∥ut(t)∥∥2 + ε∥∥ut(t)∥∥2H1
 Ce−ω1t
(‖u0‖2H2 + ‖v0‖2 + ε‖v0‖2H1)+ C(R0), ∀t  0, (3.2)
sup
t0
t+1∫
t
∥∥ut(τ )∥∥2H1 dτ  C(‖u0‖2H2 + ‖v0‖2 + ε‖v0‖2H1)+ C(R0), (3.3)
sup
t0
t+1∫
t
ε
∥∥utt(τ )∥∥2 dτ  C(‖u0‖2H2 + ‖v0‖2 + ε‖v0‖2H1)+ C(R0). (3.4)
Proof. First of all, recalling (2.66), we have, for any ε ∈ [0, ε0],∥∥u(t)∥∥2H1 + ε∥∥ut(t)∥∥2 + ∥∥w(t)∥∥2H1  C1(R0), ∀t  0. (3.5)
Note that, (1.27) and (3.5) imply
∣∣g(w(t),u(t))∣∣+ ∣∣gy1(w(t),u(t))∣∣+ ∣∣gy2(w(t),u(t))∣∣ C(R0), (3.6)
for all t  0.
Let us consider Eq. (1.10). Multiplying both hand-sides by −(uxx)t and integrating on (0,1) (cf. also
(1.12)), one gets
1
2
d
dt
(
ε‖uxt‖2 + ‖uxx‖2
)+ ‖uxt‖2
= 〈 f ′2(w)wx,uxt 〉− 〈 f ′1(w)wxu,uxt 〉− 〈 f1(w)ux,uxt 〉− ε〈 f3(w), (uxt)2〉
− ε〈 f ′3(w)wxut ,uxt 〉+ ε〈gy1 (w,u)wx + gy2(w,u)ux,uxt 〉. (3.7)
Thanks to (1.28), (3.5), (3.6) and applying the Young inequality, we get
d
dt
(
ε‖uxt‖2 + ‖uxx‖2
)+ 2‖uxt‖2
 ‖uxt‖2 + C(R0) + 2εC f ‖uxt‖2 + 2εC f ′C1(R0)‖ut‖H1‖uxt‖. (3.8)
Observe that
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√
ε‖ut‖
√
ε‖uxt‖ + ε‖uxt‖2  1
2
(
ε‖ut‖2 + 3ε‖uxt‖2
)
. (3.9)
Hence, combining (3.8) and (3.9) and recalling again (3.5), we obtain
d
dt
(
ε‖uxt‖2 + ‖uxx‖2
)+ (1− ε(2C f + 3C f ′C1(R0)))‖uxt‖2  C(R0). (3.10)
Let us consider Eq. (1.10) once more and multiply both hand-sides by utt . Integrating on (0,1) (cf. also
(1.12)), we obtain
ε‖utt‖2 + 1
2
d
dt
‖ut‖2 + d
dt
〈−uxx,ut〉 − ‖uxt‖2 + d
dt
(〈
f1(w)u,ut
〉− 〈 f2(w),ut 〉)
= −ε〈 f3(w)ut ,utt 〉+ 〈 f ′1(w)wtu,ut 〉+ 〈 f1(w),u2t 〉− 〈 f ′2(w)wt ,ut 〉
+ ε〈g(w,u),utt 〉. (3.11)
Thanks to (1.22), (1.28) (2.13), and (3.5) and applying the Young inequality, we ﬁnd
ε
2
‖utt‖2 + 1
2
d
dt
‖ut‖2 + d
dt
〈−uxx,ut〉 − ‖uxt‖2 + d
dt
(〈
f1(w)u,ut
〉− 〈 f2(w),ut 〉)
 C(R0) + (C f + 1/2)‖ut‖2. (3.12)
Let us multiply now both hand-sides of (1.10) by −uxx and integrate on (0,1) (cf. also (1.12)). Then
one gets
ε
d
dt
〈uxt ,ux〉 − ε‖uxt‖2 + 1
2
d
dt
‖ux‖2 + ‖uxx‖2
= ε〈 f3(w)ut ,uxx〉+ 〈 f1(w)u,uxx〉− 〈 f2(w) + εg(w,u),uxx〉. (3.13)
Recalling (1.22), (1.28) and (3.5) and applying the Young inequality, we obtain
2ε
d
dt
〈uxt ,ux〉 − 2ε‖uxt‖2 + d
dt
‖ux‖2 + ‖uxx‖2  C(R0). (3.14)
Multiplying now both hand-sides of (1.10) by ut and integrating on (0,1) (cf. also (1.12)), we have
ε
2
d
dt
‖ut‖2 + ‖ut‖2 + 1
2
d
dt
‖ux‖2
= −ε〈 f3(w),u2t 〉− 〈 f1(w)u,ut 〉+ 〈 f2(w) + εg(w,u),ut 〉. (3.15)
Using again (1.22), (1.28) and (3.5) and applying the Young inequality, one gets
ε
d
dt
‖ut‖2 + ‖ut‖2 + d
dt
‖ux‖2  C(R0). (3.16)
Let us multiply inequalities (3.12), (3.14), (3.16), respectively, by some positive constants α,β,γ to be
determined, and combine them with (3.10). Setting
Γ2 = ε‖uxt‖2 + ‖uxx‖2 + α
2
‖ut‖2 + β‖ux‖2 + γ ε‖ut‖2 + γ ‖ux‖2 (3.17)
+ α〈−uxx,ut〉 + α
〈
f1(w)u,ut
〉− α〈 f2(w),ut 〉+ 2βε〈uxt ,ux〉,
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Γ ′2 +
(
1− α − ε(2β + 2C f + 3C f ′C1(R0)))‖uxt‖2
+ β‖uxx‖2 +
(
γ − α(C f + 1/2)
)‖ut‖2  C(R0). (3.18)
Recalling (3.17), by a suitable application of the Young inequality and using also (1.28) and (3.5), one
obtains
Γ2 
ε
2
‖uxt‖2 + (1− 3α)‖uxx‖2 + α
4
‖ut‖2 − C2(R0). (3.19)
Again, let δ be a positive constant to be determined. On account of (3.5), then we have
Γ ′2 + δΓ2 +
(
1− α − ε(2β + δ + 2C f + 3C f ′C1(R0)))‖uxt‖2
+ (β − δ)‖uxx‖2 +
(
γ − α(C f + δ/2+ 1/2)
)‖ut‖2
 αδ〈−uxx,ut〉 + αδ
〈
f1(w)u,ut
〉− αδ〈 f2(w),ut 〉+ 2βδε〈uxt ,ux〉 + C(R0). (3.20)
A suitable application of the Young inequality, of (1.28) and of (3.5) gives
Γ ′2 + δΓ2 +
(
1− α − ε(2β + 2δ + 2C f + 3C f ′C1(R0)))‖uxt‖2
+ (β − δ(1+ 3α))‖uxx‖2 + (γ − α(C f + (3δ)/4+ 1/2))‖ut‖2  C(R0). (3.21)
Choosing, for instance, α,β,γ , δ, ε1 satisfying⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
α = 1
6
,
β = 3,
γ = (C f + 2)
6
,
δ = 2,
ε1 = min
(
ε0,
5
6(10+ 2C f + 3C f ′C1(R0))
)
(3.22)
then, for any ε  ε1, we can easily prove that
Γ2 
ε
2
‖uxt‖2 + 1
2
‖uxx‖2 + 1
24
‖ut‖2 − C2(R0), (3.23)
Γ ′2 + 2Γ2  C(R0). (3.24)
Hence, an application of the Gronwall lemma to (3.24), where Γ2 is replaced by the nonnegative term
Γ2 + C2(R0), gives
ε
∥∥uxt(t)∥∥2 + ∥∥uxx(t)∥∥2 + ∥∥ut(t)∥∥2  Ce−2t(ε∥∥v ′0∥∥2 + ∥∥u′′0∥∥2 + ‖v0‖2)+ C(R0). (3.25)
Combining (3.25) with (2.11), we get estimate (3.2), for any ε  ε1. Then, integrating estimate (3.10)
from t to t + 1, in which we replace ε by ε1, and using (3.2), we deduce (3.3). Finally, on account of
(3.2) and (3.3), integrating (3.12) from t to t + 1, we obtain (3.4). 
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exists R1  R0 , independent of ε ∈ [0, ε1] and depending only on structural quantities, such that B1(R1) is an
absorbing set in Y 2ε . That is, for any bounded set B ⊂ Y 2ε , there exists a time tB such that
Sε(t)B ⊂ B1(R1), ∀t  tB . (3.26)
Then we can prove
Theorem 3.3. Suppose, in addition to (1.21)–(1.25), that f1, f2, f3,h1,h2 ∈ C2(R) and g ∈ C2(R2). Let
(u0, v0,w0) ∈ Y 3ε ∩ B1(R1). Then, there exists ε2 ∈ (0, ε1], depending only on structural quantities and R0 ,
such that, for any ε ∈ (0, ε2], problem (1.10)–(1.15) admits a unique solution (u,ut ,w) ∈ Y 3ε . Moreover, there
exist ω2 = ω2(R0) > 0, independent of ε, and Q (·) such that
∥∥u(t)∥∥2H3 + ∥∥ut(t)∥∥2 + ε∥∥ut(t)∥∥2H2 + ∥∥w(t)∥∥2H2
 e−ω2t Q
(‖u0‖2H3 + ‖v0‖2 + ε‖v0‖2H2 + ‖w0‖2H2)+ C(R1) + C(R0), ∀t  0. (3.27)
Proof. First of all, since (u0, v0,w0) ∈ B1(R1) and accounting of (3.2), there exists a positive constant
C(R1), independent of ε, such that, for any ε ∈ (0, ε1],
∥∥u(t)∥∥2H2 + ∥∥ut(t)∥∥2 + ε∥∥ut(t)∥∥2H1 + ∥∥w(t)∥∥2H1  C(R1) + C(R0), ∀t  0. (3.28)
Moreover, by means of (1.23), (1.27) and (3.5) (it holds also under the present assumptions), we can
easily deduce from (2.25)
‖wxt‖ C(R0). (3.29)
Also, recalling (1.27) and (3.5), we have
∣∣gy1 y1(w(t),u(t))∣∣+ ∣∣gy1 y2(w(t),u(t))∣∣+ ∣∣gy2 y2(w(t),u(t))∣∣ C(R0), (3.30)
for all t  0. Similarly, thanks to (3.5), we have
max
i=1,2
{∣∣hi(u(t))∣∣, ∣∣h′i(u(t))∣∣, ∣∣h′′i (u(t))∣∣} C(R0), ∀t  0. (3.31)
Observe that, differentiating with respect to x both the hand-sides of (1.10), we have
εuxtt + uxt + ε f3(w)uxt + ε f ′3(w)wxut − uxxx
= − f1(w)ux − f ′1(w)wxu + f ′2(w)wx + ε
(
gy1 (w,u)wx + gy2(w,u)ux
)
. (3.32)
In addition, recalling (2.3) and (2.5), observe that
uxxx(0, t) = uxxx(1, t) = 0, ∀t  0. (3.33)
Now, let us multiply both the hand-sides of (1.10) by uxxxxt and integrate on (0,1). On account of
(3.33), we get
C. Cavaterra, M. Grasselli / J. Differential Equations 246 (2009) 4670–4701 4685d
dt
(
ε
2
‖uxxt‖2 + 1
2
‖uxxx‖2 − ε
〈
f3(w)uxt ,uxxx
〉− ε〈 f ′3(w)wxut ,uxxx〉− 〈 f1(w)ux,uxxx〉
− 〈 f ′1(w)wxu,uxxx〉+ 〈 f ′2(w)wx + ε(gy1(w,u)wx + gy2(w,u)ux),uxxx〉)
+ ‖uxxt‖2 +
〈
f3(w)(εuxtt),uxxx
〉+ ε〈 f ′3(w)wtuxt ,uxxx〉+ ε〈 f ′3(w)wxtut ,uxxx〉
+ ε〈 f ′3(w)wxutt ,uxxx〉+ ε〈 f ′′3 (w)wtutwx,uxxx〉+ 〈 f1(w)uxt ,uxxx〉
+ 〈 f ′1(w)wtux,uxxx〉+ 〈 f ′1(w)wxtu,uxxx〉+ 〈 f ′1(w)wxut ,uxxx〉
+ 〈 f ′′1 (w)wtuwx,uxxx〉− 〈 f ′2(w)wxt ,uxxx〉− 〈 f ′′2 (w)wtwx,uxxx〉
− ε〈gy1(w,u)wtx + gy2(w,u)utx,uxxx〉
− ε〈gy1 y1 (w,u)wtwx + gy1 y2 (w,u)utwx,uxxx〉
− ε〈gy1 y2 (w,u)wtux + gy2 y2 (w,u)utux,uxxx〉= 0. (3.34)
Moreover, let us multiply both the hand-sides of (3.32) by −ηuxxx where η is a positive constant to
be chosen. Integrating on (0,1) and using (3.33), one obtains
εη
d
dt
〈uxxt ,uxx〉 − εη‖uxxt‖2 − η〈uxt ,uxxx〉
− εη〈 f3(w)uxt ,uxxx〉− εη〈 f ′3(w)wxut ,uxxx〉+ η‖uxxx‖2
− η〈 f1(w)ux,uxxx〉− η〈 f ′1(w)wxu,uxxx〉+ η〈 f ′2(w)wx,uxxx〉
− η〈ε(gy1 (w,u)wx + gy2(w,u)ux),uxxx〉= 0. (3.35)
We replace εuxtt appearing in the fourth line of (3.34) with the expression given by (3.32). Then,
combining the resulting equation with (3.35), we get
Γ ′3 + (1− εη)‖uxxt‖2 + η‖uxxx‖2 =
〈
k1(u,w),uxxx
〉+ 〈k2(u,w),uxxx〉− 〈 f3,u2xxx〉, (3.36)
where
Γ3 = ε
2
‖uxxt‖2 + 1
2
‖uxxx‖2 + εη〈uxxt ,uxx〉
− ε〈 f3(w)uxt ,uxxx〉− ε〈 f ′3(w)wxut ,uxxx〉
− 〈 f1(w)ux,uxxx〉− 〈 f ′1(w)wxu,uxxx〉+ 〈 f ′2(w)wx,uxxx〉
+ ε〈 f ′3(w)wtuxt ,uxxx〉+ ε〈 f ′3(w)wxtut ,uxxx〉, (3.37)
−k1(u,w) = f ′3(w)(εwtuxt + εwxtut)
+ f3(w)
(−ε f3(w)uxt − ε f ′3(w)wxut − f1(w)ux − f ′1(w)wxu + f ′2(w)wx)
+ ε f ′′3 (w)wtutwx + f ′1(w)(wtux + wxtu) + f ′′1 (w)wtuwx − f ′2(w)wxt
− f ′′2 (w)wtwx − η
(
ε f3(w)uxt + ε f ′3(w)wxut + f1(w)ux + f ′1(w)wxu − f ′2(w)wx
)
+ f3(w)ε
(
gy1(w,u)wx + gy2 (w,u)ux
)− ε〈gy1(w,u)wtx + gy2 (w,u)utx,uxxx〉
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− ε〈gy1 y2 (w,u)wtux + gy2 y2 (w,u)utux,uxxx〉, (3.38)
−k2(u,w) = f ′3(w)wx(εutt) − f3(w)uxt + f1(w)uxt + f ′1(w)wxut − ηuxt . (3.39)
On account of (1.22), (1.28), (3.28)–(3.30) and the Young inequality, one obtains
∣∣〈k1(u,w),uxxx〉∣∣ C(R1) + C(R0) + η
6
‖uxxx‖2. (3.40)
Let us replace εutt in (3.39) by means of (1.10). Moreover, observe that, due to Poincaré inequality,
there holds
‖uxt‖ C‖uxxt‖. (3.41)
Then, on account of (1.28), (3.5), (3.28), (3.41) and the Young inequality, we get
∣∣〈k2(u,w)uxxx〉∣∣ C(R1) + C(R0) + η
3
‖uxxx‖2 + 1
2
‖uxxt‖2 + C(R0)‖uxxx‖2. (3.42)
A combination of (3.36), (3.40) and (3.42) implies
Γ ′3 +
(
1
2
− εη
)
‖uxxt‖2 + η
2
‖uxxx‖2  C(R1) + C(R0) + C3(R0)‖uxxx‖2. (3.43)
Choosing η and ε2 such that{
η = η(R0) = 4C3(R0),
ε2 = min
(
ε1,1/(4η)
)= min(ε1,1/(16C3(R0))) (3.44)
then, for any ε ∈ (0, ε2], the following inequality holds
Γ ′3 +
1
4
‖uxxt‖2 + η(R0)
4
‖uxxx‖2  C(R1) + C(R0). (3.45)
Let us ﬁx now δ > 0, to be chosen. Then we have (cf. (3.44) and (1.18))
δΓ3 − 1
4
‖uxxt‖2 − η(R0)
4
‖uxxx‖2
= 1
4
(2δε − 1)‖uxxt‖2 + 1
2
(
δ − η(R0)
2
)
‖uxxx‖2
− δη(R0)ε〈uxt ,uxxx〉 − δε
〈
f3(w)uxt ,uxxx
〉− δε〈 f ′3(w)wxut ,uxxx〉
− δ〈 f1(w)ux,uxxx〉− δ〈 f ′1(w)wxu,uxxx〉+ δ〈 f ′2(w)wx,uxxx〉
+ δε〈gy1 (w,u)wtx + gy2 (w,u)utx,uxxx〉. (3.46)
Choosing
δ = δ(R0) = min
(
1/(4ε2),C3(R0)
)
(3.47)
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δ(R0)Γ3 − 1
4
‖uxxt‖2 − η(R0)
4
‖uxxx‖2 (3.48)
−1
8
‖uxxt‖2 − η(R0)
8
‖uxxx‖2 + C(R1) + C(R0) + η(R0)
16
‖uxxx‖2.
Combining (3.45) and (3.48) we obtain
Γ ′3 + δ(R0)Γ3 +
1
8
‖uxxt‖2 + η(R0)
16
‖uxxx‖2  C(R1) + C(R0). (3.49)
Going back to (3.37), on account of (1.28), (3.5), (3.28) and the Young inequality, one obtains
Γ3 
ε
4
‖uxxt‖2 + 1
4
‖uxxx‖2 −
(
C4(R1) + C5(R0)
)
. (3.50)
Moreover, there holds
∣∣Γ3(0)∣∣ Q (‖u0‖2H3 + ε‖v0‖2H2 + ‖w0‖2H1). (3.51)
Hence, an application of the Gronwall lemma to (3.49), in which we replace the function Γ3 with
Γ3 + (C4(R1) + C5(R0)) 0, gives
ε
∥∥uxxt(t)∥∥2 + ∥∥uxxx(t)∥∥2
 e−δ(R0)t Q
(‖u0‖2H3 + ε‖v0‖2H2 + ‖w0‖2H1)+ C(R1) + C(R0). (3.52)
Differentiating (2.25) with respect to x, we obtain
wxxt = −h1(u)wxx − 2h′1(u)uxwx − h′1(u)uxxw − h′′1(u)(ux)2w
+ h′′2(u)(ux)2 + h′2(u)uxx. (3.53)
Multiplying both the hand-sides of (3.53) by wxx and integrating over (0,1), on account of (3.31), one
gets
d
dt
‖wxx‖2 + b‖wxx‖2  C(R0)
(‖u‖4H2 + ‖u‖2H2 + ‖u‖2H2 + ‖wx‖2) C(R1) + C(R0). (3.54)
Here we have used the Young inequality and (1.23).
Using the Gronwall lemma in (3.54), we deduce
∥∥wxx(t)∥∥2  e−bt∥∥w ′′0∥∥2 + C(R1) + C(R0). (3.55)
Finally, (3.27) follows from (3.2), (3.52) and (3.55). 
Corollary 3.4. Let us indicate by B2(R) a generic ball in Y 3ε of radius R > 0. Thanks to Theorem 3.3, there
exists R2  R1 , independent of ε ∈ [0, ε2] and depending only on structural quantities, such that B2(R2) is an
absorbing set in Y 3ε . That is, for any bounded set B ⊂ Y 3ε , there exists a time tB , such that
Sε(t)B ⊂ B2(R2), ∀t  tB . (3.56)
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2-
boundedness of u(t) and the H1-boundedness of w(t) itself.
4. Attracting sets and existence of the global attractor
We would like to recall ﬁrst the deﬁnition of the Hausdorff semidistance of two subsets W and Z
of a metric space Y with metric d
distY (W,Z) = sup
w∈W
(
inf
z∈Z
d(w, z)
)
. (4.1)
We have
Theorem 4.1. Let (u0, v0,w0) ∈ Y 1ε . Then there exist B1(ρ1) ⊂ Y 2ε and ω3 > 0, with ρ1 and ω3 independent
of ε, such that
distX1ε
(
Sε(t)Y
1
ε ,B1(ρ1)
)
 C(R0)e−ω3t , ∀t  0, ∀ε ∈ (0, ε1]. (4.2)
Proof. Consider (u0, v0,w0) ∈ Y 1ε and its related trajectory (u(t),ut(t),w(t)) = Sε(t)(u0, v0,w0).
Then we can write
(u,ut ,w) =
(
ud,udt ,w
d)+ (uc,uct ,wc), (4.3)
where
εudtt +
(
1+ ε f3(w)
)
udt − udxx = − f1(w)ud, in Q , (4.4)
wdt = −h1(u)wd, in Q , (4.5)
udx(0, t) = udx(1, t) = 0, t  0, (4.6)
ud(x,0) = u0(x), x ∈ (0,1), (4.7)
udt (x,0) = v0(x), x ∈ (0,1), (4.8)
wd(x,0) = w0(x), x ∈ (0,1), (4.9)
and
εuctt +
(
1+ ε f3(w)
)
uct − ucxx = − f1(w)uc + f2(w) + εg(w,u), in Q , (4.10)
wct = −h1(u)wc + h2(u), in Q , (4.11)
ucx(0, t) = ucx(1, t) = 0, t  0, (4.12)
uc(x,0) = 0, x ∈ (0,1), (4.13)
uct (x,0) = 0, x ∈ (0,1), (4.14)
wc(x,0) = 0, x ∈ (0,1). (4.15)
Consider problem (4.4)–(4.9). From (4.5) and (4.9) we can easily prove
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Let us multiply by udt + ρ1ud in L2(0,1) both the hand-sides of (4.4), where ρ1 is a positive constant
to be determined. Following the same reasoning we already did in (2.14)–(2.19), where we replace u
by ud and we set f2 = 0 and g = 0 (cf. (1.10) and (4.4)), then we get
Γ ′3(t) + 2K1Γ3(t) 2H3(t), (4.18)
where
Γ3 = ε
∥∥udt ∥∥2 + 2ερ1〈ud,udt 〉+ ρ1∥∥ud∥∥2 + ∥∥udx∥∥2, (4.19)
H3 =
(
εK1 + ερ1 − 1
2
)∥∥udt ∥∥2 + (K1 − ρ1)∥∥udx∥∥2
+
[
1
2
(C f + ερ1C f + 2ερ1K1)2 + ρ1K1 − ρ1a
]∥∥ud∥∥2, (4.20)
and K1 is a positive constant which will be properly chosen.
Choosing ρ1 > 0, K1 > 0 satisfying (see (2.21))⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ1  1,
ρ1a − 1− 2(C f + 1)2  0,
K1  1/ρ1,
ε0
(
ρ1 + 1
ρ1
)
 1/2,
4ε0ρ
2
1  1,
(4.21)
then one can prove, for any ε  ε0 and for all t  0, that (cf. (2.22)–(2.24))
Γ ′3(t) + 2K1Γ3(t) 0, (4.22)
Γ3(t)
ε
2
∥∥udt (t)∥∥2 + ∥∥udx(t)∥∥2 + ρ12 ∥∥ud(t)∥∥2. (4.23)
Hence, by an application of the Gronwall lemma, we get
∥∥ud(t)∥∥2H1 + ε∥∥udt (t)∥∥2  C(‖u0‖2H1 + ε‖v0‖2)e−2K1t, ∀t  0, (4.24)
and comparing with (4.16) we deduce that there exists K2 > 0 such that
∥∥ud(t)∥∥2H1 + ε∥∥udt (t)∥∥2 + ∥∥wd(t)∥∥2  C(‖u0‖2H1 + ε‖v0‖2 + ‖w0‖2)e−2K2t , ∀t  0. (4.25)
Consider now problem (4.10)–(4.15). Observe that, replacing (uc,wc) by (u,w), with the only ex-
clusion of the nonlinear terms, we obtain problem (1.10)–(1.15) with null initial data. Moreover, since
(u0, v0,w0) ∈ Y 1ε , the following estimates hold (cf. (1.28), (2.13) and (3.5))∥∥ f ′i (w)wt∥∥  C(R0), ∥∥ f ′i (w)wx∥∥ C(R0). (4.26)∞
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ﬁnally (3.25), then we can easily realize that, for any ε  ε1,
ε
∥∥ucxt(t)∥∥2 + ∥∥ucxx(t)∥∥2 + ∥∥uct (t)∥∥2  C(R0), ∀t  0. (4.27)
Moreover, since (uc,wc) = (u − ud,w − wd) and we have already proven (4.25), recalling that
‖(u0, v0,w0)‖2X1ε  C(R0) and (3.5), we deduce
∥∥uc∥∥2H2 + ∥∥uct ∥∥2 + ε∥∥uct ∥∥2H1 + ∥∥wc∥∥2  C(R0). (4.28)
Let us go back again to (4.5). Differentiating both the hand-sides with respect to x, we get
wdxt = −h1(u)wdx − h′1(u)uxwd, in Q . (4.29)
Multiplying both the hand-sides of (4.29) by wdx in L
2(0,1) and using (1.23), (1.25), (4.17), (4.28), we
infer
1
2
d
dt
∥∥wdt ∥∥2 + b∥∥wdx∥∥2 −〈h′1(u)udxwd,wdx 〉− 〈h′1(u)ucxwd,wdx 〉
 C(R0)
(∥∥udx∥∥∥∥wdx∥∥+ ∥∥wd∥∥∥∥wdx∥∥). (4.30)
By a suitable application of the Young inequality and on account on (4.25) we deduce
d
dt
∥∥wdx(t)∥∥2 + b∥∥wdx(t)∥∥2  C(R0)(∥∥udx(t)∥∥2 + ∥∥wd(t)∥∥2)
 C(R0)e−2K2t
(‖u0‖2H1 + ε‖v0‖2 + ‖w0‖2), ∀t  0. (4.31)
By means of the Gronwall lemma and (4.9), we can ﬁnd a positive constant K3 such that
∥∥wdx(t)∥∥2  ∥∥w ′0∥∥2e−bt + C(R0)(‖u0‖2H1 + ε‖v0‖2 + ‖w0‖2)e−2K3t, ∀t  0. (4.32)
Combining (4.25) and (4.32), we prove the existence of ω > 0 such that, for any t  0,
∥∥ud(t)∥∥2H1 + ε∥∥udt (t)∥∥2 + ∥∥wd(t)∥∥2H1  C(R0)e−ωt(‖u0‖2H1 + ε‖v0‖2 + ‖w0‖2H1). (4.33)
Again, since wc = w − wd , on account of (3.5) and (4.33) we deduce
∥∥wc(t)∥∥2H1  C(R0), (4.34)
so that
∥∥uc(t)∥∥2H2 + ∥∥uct (t)∥∥2 + ε∥∥uct (t)∥∥2H1 + ∥∥wc(t)∥∥2H1  C(R0), ∀t  0. (4.35)
By means of (4.33) and (4.35) we conclude that Y 1ε is exponentially attracted by a ball (with radius
independent of ε) of Y 2ε , with respect to the metric of X
1
ε . 
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B1(R1) ⊂ Y 2ε is deﬁned in Corollary 3.2. Then there exist B2(ρ2) ⊂ Y 3ε and ω4 > 0, with ρ2 and ω4 > 0
independent of ε, such that, for any bounded set B ⊂ Y 2ε , we have
distX1ε
(
Sε(t)B,B2(ρ2)
)
 C(R0)e−ω4t , ∀t  0, ∀ε ∈ (0, ε2]. (4.36)
Proof. We use again the decomposition (4.3) for (u(t),ut(t),w(t)) = Sε(t)(u0, v0,w0). First observe
that both the estimates (4.33) and (4.35) still hold. Moreover, (3.28) also holds since (u0, v0,w0) ∈
B1(R1) ⊂ Y 2ε .
Now, let us differentiate twice, with respect to x, both the hand-sides of (4.11) and let us multiply
them by wcxx in L
2(0,1). Then we get
1
2
d
dt
∥∥wcxx∥∥2 + b∥∥wcxx∥∥2  〈h′′2(u)(ux)2,wcxx〉+ 〈h′2(u)uxx,wcxx〉− 2〈h′1(u)uxwcx,wcxx〉
− 〈h′′1(u)(ux)2wc,wcxx〉− 〈h′1(u)uxxwc,wcxx〉, (4.37)
where here we have used (1.25). By an application of the Young inequality and recalling (1.23), one
deduces
d
dt
∥∥wcxx∥∥2 + b∥∥wcxx∥∥2  C(‖u‖4H2 + ‖u‖2H2 + ‖u‖4H2∥∥wcx∥∥2). (4.38)
Hence, using (3.28) and (4.35), by means of the Gronwall lemma we get
∥∥wcxx∥∥2  C(R1) + C(R0). (4.39)
Let us go back now to problem (4.10)–(4.15). Observe that, replacing (uc,wc) by (u,w), with the only
exclusion of the nonlinear terms, we obtain problem (1.10)–(1.15) with null initial data. Moreover,
since (u0, v0,w0) ∈ Y 1ε , the following estimates hold (cf. (1.28), (2.13), (3.5) and (3.29))∥∥ f ′i (w)wt∥∥∞  C(R0), ∥∥ f ′i (w)wx∥∥ C(R0), ∥∥ f ′′i (w)wxt∥∥ C(R0). (4.40)
Performing exactly the same computations we did in (3.32)–(3.52), then we can easily realize that,
for any ε  ε2,
ε
∥∥ucxxt∥∥2 + ∥∥ucxxx∥∥2  C(R1) + C(R0). (4.41)
Finally, a combination with (4.35) and (4.39) gives
∥∥uc∥∥2H3 + ∥∥uct ∥∥2 + ε∥∥uct ∥∥2H2 + ∥∥wc∥∥2H2  C(R1) + C(R0). (4.42)
By means of (4.33) and (4.42) we conclude that any bounded set of Y 2ε is exponentially attracted by
a ball of Y 3ε (with radius independent of ε), with respect to the metric of X
1
ε . 
Recalling the transitivity of the exponential attraction (cf. [12]) from Theorems 2.2, 4.1, 4.2, we
deduce:
Theorem 4.3. Let the assumptions of Theorem 3.3 hold. For any ε ∈ [0, ε2], there exists a bounded closed set
B3 ⊂ Y 3ε which attracts exponentially Y 1ε with respect to the X1ε -metric.
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Theorem 4.4. Let the assumptions of Theorem 3.3 hold. For any ε ∈ [0, ε2], the dynamical system (Y 1ε , Sε(t))
admits the global attractor Aε . Moreover, Aε is bounded in Y 3ε .
Remark 4.5. Arguing as in [15], one can prove the upper semicontinuity at ε = 0 of the family
{Aε}ε∈(0,ε2] .
Remark 4.6. The existence of a bounded absorbing set in Y 3ε (see Theorem 3.3) is not strictly necessary
to prove our main result (see next section). In fact, Theorems 4.2 and 4.3 suﬃce, thanks to the general
result [24, Theorem 3.1]. However, omitting Theorem 3.3, which is interesting in itself, does not lead
to any signiﬁcant simpliﬁcation since the hard part of its proof should be moved to the proof of
Theorem 4.2, where a similar restriction on ε would appear.
5. Exponential attractors
Here we show the existence of a family of exponential attractors for {(Y 1ε , Sε(t))}ε∈[0,ε2] which
are Hölder continuous with respect to ε in the spirit of [24]. To this aim, we need to prove some
further properties of Sε(t) on some bounded set B3 ⊂ Y 3ε which exponentially attracts the whole
phase space Y 1ε (see Theorem 4.3). Before doing that we introduce a suitably rescaling of Sε(t) by
means of the scaling operators Tε : Y iε → Y iε2 , i = 1, . . . ,3, ε ∈ (0, ε2], which are deﬁned as follows
Tε(u, v,w) =
(
u,
√
ε
ε2
v,w
)
. (5.1)
Then we deﬁne ε-scaled semigroups Ŝε(t) : Y iε2 → Y iε2 by setting
Ŝε(t)(u, v,w) = Tε Sε(t)T−1ε (u, v,w). (5.2)
In the case ε = 0, we simply set (cf. (2.56))
Ŝ0(t)(u, v,w) = S0(t)(u,0,w). (5.3)
Note that, for all z ∈ Y iε , i = 1, . . . ,3, we have
‖Tεz‖Xiε2 = ‖z‖Xiε . (5.4)
Theorem 5.1. Let the assumptions of Theorem 3.3 hold and suppose, in addition, that hi ∈ C3(R), i = 1,2. Let
B3 ⊂ Y 3ε be a bounded exponentially attracting set given by Theorem 4.3. Then there exist t∗ > 0, λ1 ∈ [0, 12 ),
Λi > 0, i = 1, . . . ,4, all independent of ε, and Λε > 0 such that, for each ε ∈ (0, ε2], the following properties
hold:
(i) for all z0i ∈ B3 , i = 1,2, we can write a decomposition
Sε
(
t∗
)
z01 − S
(
t∗
)
z02 = L(z01, z02) + N (z01, z02),
where L and N satisfy
∥∥L(z01, z02)∥∥X1ε  λ1‖z01 − z02‖X1ε , (5.5)∥∥N (z01, z02)∥∥H2×√εH1×H2 Λ1‖z01 − z02‖X1ε ; (5.6)
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(iii) the following estimate holds
∥∥Sε(t)z0∥∥X1ε2 Λ3, (5.8)
for all z0 ∈ B3 and all t  0;
(iv) for all ε, ε′ ∈ [0, ε2] such that ε > ε′ there holds∥∥ Ŝε(t)z0 − Ŝε′ (t)z0∥∥X1ε2 Λ4eΛ4t(ε − ε′)1/4, (5.9)
for all z0 ∈ B3 and t  0.
The constants Λi , i = 1, . . . ,4, and Λε depend on the size of B3 .
Proof. Let ε ∈ (0, ε2] and let ρ2 be a positive constant (independent of ε) such that B3 ⊂ B2(ρ2) ⊂ Y 3ε .
Consider (u0i, v0i,w0i) ∈ B3 and the corresponding solution (ui, vi,wi) to problem (1.10)–(1.15).
Thanks to (3.27) we have
∥∥ui(t)∥∥2H3 + ∥∥(ui)t(t)∥∥2 + ε∥∥(ui)t(t)∥∥2H2 + ∥∥wi(t)∥∥2H2  C(ρ2), ∀t  0. (5.10)
Here and in the sequel, C(ρ2) denotes a generic positive constant depending on ρ2 and on the struc-
tural constants of the problem. This constant may vary from line to line.
Setting
(U ,W ) = (u1 − u2,w1 − w2), (U0, V0,W0) = (u01 − u02, v01 − v02,w01 − w02), (5.11)
then (U ,W ) is solution to problem (2.31)–(2.36). Moreover, we introduce the decomposition
(U ,W ) = (Ud,Wd)+ (Uc,Wc), where (Ud,Wd) and (Uc,Wc) are solutions, respectively, to the prob-
lems
εUdtt +
(
1+ ε f3(w1)
)
Udt − Udxx + f1(w2)Ud = 0, in Q , (5.12)
Wdt + h1(u1)Wd = −H1(u1,u2)Udw2 + H2(u1,u2)Ud, in Q , (5.13)
Udx (0, t) = Udx (1, t) = 0, t  0, (5.14)
Ud(x,0) = U0(x), x ∈ (0,1), (5.15)
Udt (x,0) = V0(x), x ∈ (0,1), (5.16)
Wd(x,0) = W0(x), x ∈ (0,1), (5.17)
and
εUctt +
(
1+ ε f3(w1)
)
Uct − Ucxx + f1(w2)Uc
= ε( f3(w1) − f3(w2))(u2)t − ( f1(w1) − f1(w2))u1 + f2(w1) − f2(w2)
+ ε(g(w1,u1) − g(w2,u2)), in Q , (5.18)
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Ucx(0, t) = Ucx(1, t) = 0, t  0, (5.20)
Uc(x,0) = 0, x ∈ (0,1), (5.21)
Uct (x,0) = 0, x ∈ (0,1), (5.22)
Wc(x,0) = 0, x ∈ (0,1). (5.23)
Here we have set
Hi(u1,u2) =
1∫
0
h′i
(
u2 + θ(u1 − u2)
)
dθ. (5.24)
Observe that h1(u1) − h2(u2) = Hi(u1,u2)(u1 − u2).
Following the same procedure we used to obtain (4.24), then we easily get
∥∥Ud(t)∥∥2H1 + ε∥∥Udt (t)∥∥2  C(‖U0‖2H1 + ε‖V0‖2)e−2K2t , ∀t  0. (5.25)
Now, let us multiply (5.13) by Wd in L2(0,1). Recalling (1.25), (1.23), (1.27), and using the Young
inequality, then one has (cf. (5.25))
d
dt
∥∥Wd(t)∥∥2 + b∥∥Wd(t)∥∥2  C(R0)∥∥Ud(t)∥∥2
 C(R0)
(‖U0‖2H1 + ε‖V0‖2)e−2K4t , ∀t  0. (5.26)
By an application of the Gronwall lemma, we can ﬁnd a positive constant K5 such that∥∥Wd(t)∥∥2  C(R0)(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2)e−K5t , ∀t  0. (5.27)
Differentiating with respect to x both the hand-sides of Eq. (5.13), we get
Wdxt + h1(u1)Wdx + h′1(u1)(u1)xWd
= −G1(u1,u2)Udw2 + G2(u1,u2)Ud − H1(u1,u2)Udx w2
− H1(u1,u2)Ud(w2)x + H2(u1,u2)Udx , (5.28)
where
Gi(u1,u2) =
[
Hi(u1,u2)
]
x =
1∫
0
h′′i
(
u2 + θ(u1 − u2)
)(
(u2)x + θ(u1 − u2)x
)
dθ. (5.29)
Observe that (cf. (3.31) and (5.10))
∥∥Gi(u1,u2)∥∥∞  C(R0)(‖u1‖H2 + 2‖u2‖H2) C(ρ2). (5.30)
Multiplying both the hand-sides of (5.28) by Wdx in L
2(0,1) and accounting for (1.25), (1.23), (5.10),
(5.30), then an application of the Young inequality gives
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∥∥Wdx∥∥2 + b∥∥Wdx∥∥2  C(ρ2)(∥∥Ud∥∥2H1 + ∥∥Wd∥∥2). (5.31)
By a combination with (5.25) and (5.27), we can ﬁnd a positive constant K6 such that
d
dt
∥∥Wdx (t)∥∥2 + b∥∥Wdx (t)∥∥2  C(ρ2)(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2)e−K6t , ∀t  0, (5.32)
and an application of the Gronwall lemma allows to obtain
∥∥Wdx (t)∥∥2  C(ρ2)e−K7t(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2H1), ∀t  0, (5.33)
where K7 is a positive constant. Thanks to (5.25), (5.27) and (5.33), there exists a positive constant
K8 such that, for any t  0,
∥∥Ud(t)∥∥2H1 + ε∥∥Udt (t)∥∥2 + ∥∥Wd(t)∥∥2H1  C(ρ2)e−K8t(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2H1). (5.34)
Let us go back to (5.18) and multiply both the hand-sides by −Ucxxt in L2(0,1). On account of (5.20)
we get
1
2
d
dt
(
ε
∥∥Ucxt∥∥2 + ∥∥Ucxx∥∥2)+ ∥∥Ucxt∥∥2
= −ε〈 f ′3(w1)(w1)xUct ,Ucxt 〉− ε〈 f3(w1), (Ucxt)2〉
− 〈 f ′1(w2)(w2)xUc,Ucxt 〉− 〈 f1(w2)Ucx,Ucxt 〉+ 〈 f ′2(w1)(w1)x − f ′2(w2)(w2)x,Ucxt 〉
− 〈( f ′3(w1)(w1)x − f ′3(w2)(w2)x)ε(u2)t ,Ucxt 〉− 〈( f3(w1) − f3(w2))ε(u2)xt ,Ucxt 〉
− 〈( f ′1(w1)(w1)x − f ′1(w2)(w2)x)u1,Ucxt 〉− 〈( f1(w1) − f1(w2))(u1)x,Ucxt 〉
− ε〈gy1(w1,u1)(w1)x − gy1(w2,u2)(w2)x + gy2(w1,u1)(u1)x
− gy2(w2,u2)(u2)x,Ucxt
〉
. (5.35)
Thanks to (1.28), (3.6), (3.30) and (5.10), using the Young inequality one obtains
1
2
d
dt
(
ε
∥∥Ucxt∥∥2 + ∥∥Ucxx∥∥2)+ 12∥∥Ucxt∥∥2
 C(ρ2)
(
ε
∥∥Uct ∥∥2 + ∥∥Uc∥∥2H1 + ‖W ‖2H1)
 C(ρ2)
(
ε‖Ut‖2 + ε
∥∥Udt ∥∥2 + ‖U‖2H1 + ∥∥Ud∥∥2H1 + ‖W ‖2H1). (5.36)
Combining with (2.29) and (5.34), we have, for all ε ∈ (0, ε2],
1
2
d
dt
(
ε
∥∥Ucxt(t)∥∥2 + ∥∥Ucxx(t)∥∥2)+ 14∥∥Ucxt(t)∥∥2
 C(ρ2, T )
(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2H1), ∀t ∈ [0, T ]. (5.37)
Integrating (5.37) on (0, t), then one gets (cf. also (5.21) and (5.22))
ε
∥∥Ucxt(t)∥∥2 + ∥∥Ucxx(t)∥∥2  C(ρ2, T )(‖U0‖2 1 + ε‖V0‖2 + ‖W0‖2 1), ∀t ∈ [0, T ]. (5.38)H H
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(5.38) we infer, for all t ∈ [0, T ] and all ε ∈ (0, ε2],∥∥Uc(t)∥∥2H2 + ε∥∥Uct (t)∥∥2H1 + ∥∥Wc(t)∥∥2H1  C(ρ2, T )(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2H1). (5.39)
Now, let us differentiate twice with respect to x both the hand-sides of Eq. (5.19). Then we get
Wcxxt + h1(u1)Wcxx = −2h′1(u1)(u1)xW cx − h′′1(u1)(u1)2xW c − h′1(u1)(u1)xxW c
− K1(u1,u2)Ucw2 − 2G1(u1,u2)Ucxw2 − 2G1(u1,u2)Uc(w2)x
− H1(u1,u2)Ucxxw2 − 2H1(u1,u2)Ucx(w2)x − H1(u1,u2)Uc(w2)xx
+ K2(u1,u2)Uc + 2G2(u1,u2)Ucx + H2(u1,u2)Ucxx, (5.40)
where
Ki(u1,u2) =
[
Hi(u1,u2)
]
xx =
1∫
0
h′′′i
(
u2 + θ(u1 − u2)
)(
(u2)x + θ(u1 − u2)x
)2
dθ (5.41)
+
1∫
0
h′′i
(
u2 + θ(u1 − u2)
)(
(u2)xx + θ(u1 − u2)xx
)
dθ.
Observe that (cf. (3.5))
max
i=1,2
∣∣h′′′i (u2(t) + θ(u1 − u2)(t))∣∣ C(R0), ∀t  0. (5.42)
Thus, recalling also (3.31) and (5.10), we obtain
∥∥Ki(u1,u2)∥∥∞  C(R0)(‖u1‖H3 + ‖u2‖H3) C(ρ2). (5.43)
Multiplying both the hand-sides of (5.40) by Wcxx in L
2(0,1) and applying the Young inequality, then
it holds (see also (1.25), (5.10), (5.30) and (5.43))
d
dt
∥∥Wcxx∥∥2 + b∥∥Wcxx∥∥2  C(ρ2)(∥∥Uc∥∥2H2 + ∥∥Wc∥∥2H1). (5.44)
A combination with (5.39) gives, for all t ∈ [0, T ] and ε ∈ (0, ε2],
d
dt
∥∥Wcxx∥∥2 + b∥∥Wcxx∥∥2  C(ρ2, T )(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2H1), (5.45)
and applying the Gronwall lemma we deduce
∥∥Wcxx∥∥2  C(ρ2, T )(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2H1). (5.46)
Summing up, (5.39) and (5.46) imply
∥∥Uc(t)∥∥2H2 + ε∥∥Uct (t)∥∥2H1 + ∥∥Wc(t)∥∥2H1  C(ρ2, T )(‖U0‖2H1 + ε‖V0‖2 + ‖W0‖2H1), (5.47)
for all t ∈ [0, T ] and ε ∈ (0, ε2]. Thus, recalling also (5.34), (i) is proven.
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Sε(t1)z01 − Sε(t2)z02 = Sε(t1)z01 − Sε(t1)z02 + Sε(t1)z02 − Sε(t2)z02. (5.48)
Observe that (3.2) and a comparison argument in (1.10) give a control of ‖ut(t)‖H1 and ‖utt(t)‖ by a
constant depending on ε. Thus, recalling also (3.29), we have
∥∥Sε(t1)z02 − Sε(t2)z02∥∥X1ε Λε|t1 − t2|. (5.49)
Then, using (2.29), from (5.48) and (5.49) we deduce (5.7). This proves (ii). On the other hand, (iii) is
a straightforward consequence of (3.2).
Finally, we demonstrate (iv). Following [24], we ﬁrst consider the case ε′ = 0 and we indicate by
(u0,w0) the solution to problem (1.16)–(1.20) with (u0,w0) ∈ Π(B3), where Π(u, v,w) := (u,w).
Moreover, we denote by (uε, vε,wε) the solution to (1.10)–(1.15) with initial data (u0,
√
ε2
ε v0,w0),
where (u0, v0,w0) ∈ B3.
Let us now set
U = u0 − uε, W = w0 − wε. (5.50)
Then it is not diﬃcult to show that
Ut − Uxx = F
(
u0,w0
)− F (uε,wε)+ εuεtt + ε f3(wε)uεt − εg(wε,uε), in Q , (5.51)
Wt = G
(
u0,w0
)− G(uε,wε), in Q , (5.52)
Ux(0, t) = Ux(1, t) = 0, t  0, (5.53)
U (x,0) = 0, x ∈ (0,1), (5.54)
W (x,0) = 0, x ∈ (0,1), (5.55)
where
F (u,w) = − f1(w)u + f2(w), G(u,w) = −h1(u)w + h2(u). (5.56)
We ﬁrst observe that the following estimate holds (cf. (1.28) and (3.31))
∥∥F (u0,w0)− F (uε,wε)∥∥+ ∥∥G(u0,w0)− G(uε,wε)∥∥ C(ρ2)(‖U‖ + ‖W ‖). (5.57)
We now multiply Eq. (5.51) by −Uxx + U and (5.52) by W , then we integrate in space and we add
the resulting equations together. This gives
d
dt
Γ4 + ‖Uxx‖2 + ‖U‖2 =
〈
F
(
u0,w0
)− F (uε,wε),−Uxx + U 〉+ ε〈 f3(wε)uεt ,−Uxx + U 〉
− ε〈g(wε,uε),−Uxx + U 〉− ε〈uεxt ,Uxt 〉
− ε〈uεt ,Ut 〉+ 〈G(u0,w0)− G(uε,wε),W 〉, (5.58)
where
Γ4 = 1
(‖Ux‖2 + ‖U‖2 + ‖W ‖2 − ε〈uεxt ,Ux〉− ε〈uεt ,U 〉). (5.59)2
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1
4
(‖Ux‖2 + ‖U‖2 + ‖W ‖2)− C(ρ2)ε  Γ4  ‖Ux‖2 + ‖U‖2 + ‖W ‖2 + C(ρ2)ε. (5.60)
Therefore, using the Young inequality, from (5.56), (5.58) and (5.60) we deduce
d
dt
Γ4  C(ρ2)
(‖Ux‖2 + ‖U‖2 + ‖W ‖2 + ε)+ ε∥∥uεxt∥∥‖Uxt‖
 C(ρ2)(Γ4 + ε) + ε
∥∥uεxt∥∥‖Uxt‖. (5.61)
Applying now the Gronwall lemma and recalling (3.3) and (5.54)–(5.55), from (5.61) we infer
Γ4(t) C(ρ2)eC(ρ2)tε. (5.62)
Thus, we have
‖Ux‖2 + ‖U‖2 + ‖W ‖2  C(ρ2)eC(ρ2)tε, (5.63)
and we easily recover from (5.52)
‖Wx‖2  C(ρ2)eC(ρ2)tε. (5.64)
Observe now that, thanks to (5.8),
∥∥εuεt (t) − 0∥∥ C(ρ2)ε, ∀t  0. (5.65)
Thus, on account of (5.63)–(5.65), for all t  0, we have
∥∥̂Sε(t)z0 − Ŝ0(t)z0∥∥X1ε2  C(ρ2)eC(ρ2)t√ε. (5.66)
We now consider the case ε2  ε > ε′ > 0 and we denote by (uε
′
, vε
′
,wε
′
) the solution to (1.10)–(1.15)
with initial data (u0,
√
ε2
ε′ v0,w0), where (u0, v0,w0) ∈ B3. We begin to observe that (5.66) yields
∥∥ Ŝε(t)z0 − Ŝε′ (t)z0∥∥X1ε2  C(ρ2)eC(ρ2)t√ε. (5.67)
To conclude, we set
U = uε − uε′ , W = wε − wε′ , (5.68)
which solve
ε′Utt +
(
1+ ε′ f3
(
wε
′))
Ut − Uxx = F
(
uε,wε
)− F (uε′ ,wε′)+ ε(g(uε,wε)− g(uε′ ,wε′))
− [ε f3(wε)− ε′ f3(wε′)]uεt + (ε − ε′)uεtt , in Q , (5.69)
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(
uε,wε
)− G(uε′ ,wε′), in Q , (5.70)
Ux(0, t) = Ux(1, t) = 0, t  0, (5.71)
U (x,0) = 0, x ∈ (0,1), (5.72)
Ut(x,0) =
(√
ε2
ε
−
√
ε2
ε′
)
v0, x ∈ (0,1), (5.73)
W (x,0) = 0, x ∈ (0,1). (5.74)
We now multiply Eq. (5.69) by Ut +U and (5.70) by W . Integrating in space and adding the resulting
equations, we obtain
d
dt
Γ5 +
〈(
1+ ε′ f3
(
wε
′))
Ut ,Ut
〉+ ‖Ux‖2
= −〈(ε′ f3(wε′))Ut ,U 〉+ 〈F (uε,wε)− F (uε′ ,wε′),Ut + U 〉
+ 〈εg(uε,wε)− ε′g(uε′ ,wε′),Ut + U 〉
− 〈[ε f3(wε)− ε′ f3(wε′)]uεt ,Ut + U 〉+ 〈(ε − ε′)uεtt ,Ut + U 〉
+ 〈G(u0,w0)− G(uε,wε),Ut + U 〉, (5.75)
where
Γ5 = 1
2
(
ε′‖Ut‖2 + ‖Ux‖2 + ‖U‖2 + ‖W ‖2
)
. (5.76)
Using (5.56) and the Young inequality, from (5.75) we get
d
dt
Γ5 + 1
8
‖Ut‖2 + ‖Ux‖2  C(ρ2)
(
Γ5 + (ε − ε′)2 + (ε − ε
′)2
ε
ε
∥∥uεtt∥∥2). (5.77)
Thus the Gronwall lemma implies (cf. (3.4) and (5.72)–(5.74))
ε′
∥∥Ut(t)∥∥2 + ∥∥Ux(t)∥∥2 + ∥∥U (t)∥∥2 + ∥∥W (t)∥∥2  C(ρ2)eC(ρ2)t (ε − ε′)2
ε
(5.78)
and we can also easily recover from Eq. (5.70)
∥∥Wx(t)∥∥2  C(ρ2)eC(ρ2)t (ε − ε′)2
ε
. (5.79)
We now observe that
√
ε′uε′t −
√
εuεt =
√
ε′Ut + (
√
ε′ − √ε )uεt . (5.80)
Hence we have (cf. (5.8))
∥∥√ε′uε′t − √εuεt ∥∥2  C(ρ2)(eC(ρ2)t (ε − ε′)2ε + (√ε′ − √ε )2
)
, (5.81)
which yields, together with (5.78) and (5.79),
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√
ε − ε′√
ε
. (5.82)
We now observe that
min
{√
ε,
√
ε − ε′√
ε
}
 (ε − ε′)1/4. (5.83)
Thus (5.67) and (5.82) imply (5.9). This proves (iv). 
Theorem 5.1 contains all the ingredients to apply [24, Theorem 2.1] which gives our main result.
Theorem 5.2. For every ε ∈ [0, ε2] there exists an exponential attractor Eε for the dynamical system
(Y 1ε , Sε(t)) characterized by the following properties:
(I) Eε is bounded in Y 3ε and in Y 1ε2 with bounds independent of ε;
(II) Eε attracts Y 1ε with an exponential rate which is uniform with respect to ε, that is, there exist two positive
constants M0 and γ0 , independent of ε, such that
distX1ε
(
Sε(t)Y
1
ε ,Eε
)
 M0e−γ0t , ∀t  0;
(III) the fractal dimension of Eε is ﬁnite and uniformly bounded with respect to ε, that is, there exists a positive
constant M1 , independent of ε, such that
dimX1ε [Eε] M1;
(IV) the map ε → Eε is Hölder continuous, that is, if ε > ε′ , then
distX1ε (Eε,Eε′ ) C(ε − ε′)μ,
for some μ ∈ (0, 14 ].
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