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Abstrakt
V dnesˇnı´m sveˇteˇ Internetu existujı´ velke´ kolekce textovy´ch dokumentu˚ a je nutne´ v nich
efektivneˇ vyhleda´vat. Pro zveˇtsˇenı´ pocˇtu relevantnı´ch souboru˚ a snı´zˇenı´ pocˇtu nerele-
vantnı´ch souboru˚ prˇi odpoveˇdi na dotaz, musı´me pouzˇı´t jiny´ prˇı´stup pro zjisˇteˇnı´ vy´voje
te´matu. Jako vhodne´ rˇesˇenı´ se jevı´ vyuzˇitı´ Fiedlerova vektoru, jenzˇ lze vyuzˇı´t i mimo DIS.
A to tam, kde je potrˇeba vypocˇı´tat aproximativnı´ Fiedleru˚v vektor u velky´ch rˇı´dky´ch
matic, jejichzˇ cˇas vy´pocˇtu exponencia´lneˇ roste s rostoucı´ dimenzı´ matice. Cı´le te´to pra´ce
jsou oveˇrˇit vhodnost vyuzˇitı´ Fiedlerova vektoru pro zı´ska´nı´ vy´voje te´matu, optimalizovat
a paralelizovat jeho algoritmus s vyuzˇitı´m HPC clusteru.
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TaskParallelLibrary, C#, vlastnı´ cˇı´sla, vy´voj te´matu
Abstract
In this world of the Internet there existshuge collections of the text documents and it is
necessary to effectively make search in them. We have to use another approach to find
topic development, because we would like increase number of the relevant files and de-
crease number of the irrelevant files in response to a query. A proper solution would be
using Fiedler vector, which has a wide using. Example of the using of Fiedler vector is
calculating approximate Fiedler vector for the huge sparse matrixes.The time of this cal-
culation rises exponentially according to dimension of the sparse matrix. The goals of the
thesis are evaluating propriety of using Fiedler vector for getting topical development,
optimizing and paralleling its algorithm with using HPC cluster.
Keywords: Fiedler vector, HPC cluster, MPI.NET, SORT-EACH, Lanczos, Jacobi, Task
Parallel Library, C#, eigenvalues, topic development

Seznam pouzˇity´ch zkratek a symbolu˚
API – Application Programming Interface - Rozhranı´ pro pro-
gramova´nı´ aplikacı´
CCS – Compressed Column Storage - Ulozˇenı´ komprimovany´ch
sloupcu˚
CLR – Common Language Runtime - Spolecˇny´ jazyk pro beˇh apli-
akce
COO – Coordinate Format - Sourˇadnicovy´ forma´t
CRS – Compressed Row Storage - Ulozˇenı´ komprimovany´ch rˇa´dku˚
DIA – Diagonal Format - Forma´t uhloprˇı´cˇky
DIS – Dokumentograficky´ informacˇnı´ syste´m
HPC – High-performance computing - Vysoce vy´konny´ vy´pocˇetnı´
cluster
IR – Information Retrieval - Zı´ska´va´nı´ informacı´
MPI – Message Passing Interface - Rozhranı´ pro chod zpra´v
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91 U´vod
V dnesˇnı´m sveˇteˇ Internetu existujı´ velke´ kolekce textovy´ch dokumentu˚ a je nutne´ v
nich efektivneˇ vyhleda´vat. Pro spra´vu takovy´ch to kolekcı´ dokumentu˚ vytva´rˇı´me urcˇite´
databa´ze. Prˇesneˇji je nazy´va´me dokumentograficke´ informacˇnı´ syste´my1 [4]. Obor, jenzˇ
se zaby´va´ mozˇnostmi DIS2, se nazy´va´ Information Retrieval [4]. Kolekce dokumentu˚
v DIS mohou by´t reprezentova´ny ru˚zny´mi druhy modelu˚. Takovy´to model je souhrn
reprezentacı´ dokumentu˚, pravidel, dotazu˚ a procedur. Vyhleda´va´nı´ dokumentu˚ nad
modelem se nazy´va´ dotaz. Kazˇdy´ model ma´ sva´ omezenı´, a proto dotazy mohou ve´st
k nenalezenı´ vsˇech ocˇeka´vany´ch dokumentu˚ nebo k nalezenı´ veˇtsˇı´ho pocˇtu nechteˇny´ch
dokumentu˚ [4]. Mezi ty nejpouzˇı´vaneˇjsˇı´ modely patrˇı´ vektorovy´ model, booleovsky´
model, pravdeˇpodobnostnı´ model. Algoritmus SORT-EACH [4] prova´dı´ prˇeskla´da´nı´
vy´sledku dotazu vektorove´ho modelu podle vy´voje te´matu.
Dotazova´nı´m se na DIS nezı´ska´me vzˇdy vsˇechny relevantnı´ dokumenty. Prˇeskla´da´nı´m
porˇadı´ dokumentu˚ pomocı´ vy´voje te´matu, prˇesuneme relevantnı´ dokumenty blı´zˇe
zacˇa´tku. V takove´to setrˇı´deˇne´ kolekci dokumentu˚ sice snadno najdeme pro na´s du˚lezˇite´
dokumenty, ale nebudou tam vsˇechny.
Pro zveˇtsˇenı´ pocˇtu relevantnı´ch a snı´zˇenı´ pocˇtu nerelevantnı´ch dokumentu˚, musı´me
pouzˇı´t jiny´ prˇı´stup pro zjisˇteˇnı´ vy´voje te´matu. Jednou z mozˇnosti, jejı´zˇ vhodnost pouzˇitı´
chceme v te´to pra´ci potvrdit nebo vyvra´tit je vyuzˇitı´ Fiedlerova vektoru. Prˇi tomto pouzˇitı´
narazı´me na vy´pocˇet vlastnı´ch cˇı´sel matice o velikosti pocˇet dokumentu˚ x pocˇet doku-
mentu˚. Protozˇe s rostoucı´ dimenzı´ matice bude exponencia´lneˇ ru˚st cˇas vy´pocˇtu, je trˇeba
ji urychlit. Cı´le te´to pra´ce majı´ tedy i dalsˇı´ vyuzˇitı´ mimo DIS. A to tam, kde je potrˇeba
vypocˇı´tat aproximativnı´ Fiedleru˚v vektor u velky´ch rˇı´dky´ch matic. Ma´me dva zpu˚soby
jak urychlit takovy´to vy´pocˇet.
Prvnı´m zpu˚sobem je upravenı´ algoritmu˚ pro rˇı´dke´ matice. Takovy´ to typ matice ma´
spoustu nulovy´ch prvku˚, a proto pokud vynecha´me operace nad teˇmito prvky, usˇetrˇı´me
strojovy´ cˇas. Takova´to u´spora se promı´tne vy´sledneˇ i ve snı´zˇenı´ celkove´ho cˇasu vy´pocˇtu.
Druhy´m zpu˚sobem je paralelizace algoritmu pro vy´pocˇet na vı´ce ja´drech pocˇı´tacˇe
nebo neˇkolika uzlech HPC clusteru. Rozlozˇenı´m vy´pocˇtu na vı´ce uzlu˚ vy´pocˇetnı´ clusteru
mu˚zˇeme zı´skat nejen veˇtsˇı´ vy´pocˇetnı´ vy´kon, ale i mensˇı´ pameˇt’ove´ na´roky na jednotlive´
uzly. Dı´ky tomu bychom meˇli by´t schopni spocˇı´tat veˇtsˇı´ rozmeˇr matice.
Cı´le te´to pra´ce jsou oveˇrˇit prˇesnost pouzˇitı´ Fiedlerova vektoru pro vy´voj te´matu, opti-
malizace ko´du pouzˇity´ch algoritmu˚ pro efektivnı´ vyuzˇitı´ rˇı´dke´ reprezentace matice a par-
alelizace proble´movy´ch mı´st pouzˇity´ch algoritmu˚. Pro testova´nı´ jsem pouzˇil jazyk C#,
ktery´ je soucˇa´stı´ knihoven .NET Framework.
1.1 Struktura pra´ce
V kapitole 2 si prˇiblı´zˇı´me vy´voj te´matu a algoritmus SORT-EACH.
1da´le jen DIS
2mozˇnosti ukla´da´nı´, vyhleda´va´nı´. . .
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V na´sledujı´cı´ kapitole cˇı´slo 3 shrneme mozˇnosti paralelizace. Knihovnu TPL si
prˇedstavı´me v sekci 3.1. V odstavcı´ch 3.1.1 a 3.1.2 zjistı´me jak pouzˇı´vat knihovnu TPL.
V sekci 3.2 zjistı´me co je to HPC cluster a jake´ jsou jeho mozˇnosti. V dalsˇı´ sekci cˇı´slo
3.3 si prˇedstavı´me API pro tvorbu aplikaci pro HPC cluster. V odstavcı´ch 3.3.1 a 3.3.2
si prˇedstavı´me ru˚zne´ druhy komunikace vcˇetneˇ prˇı´kladu˚. V odstavci cˇı´slo 3.3.3 zjistı´me
jak synchronizovat spusˇteˇne´ procesy na HPC clusteru. V sekci 3.4 si uka´zˇeme jak efek-
tivneˇ optimalizovat aplikaci. V Odstavcı´ch 3.4.1, 3.4.2, 3.4.3 a 3.4.4 uvidı´me prˇı´klady
nejcˇasteˇjsˇı´ch chyb uzˇivatele prˇi psanı´ ko´du.
V kapitole 4 si prˇedstavı´me rˇı´dke´ matice. V sekcı´ch 4.1, 4.2, 4.3 a 4.4 nalezneme
informace o forma´tech rˇı´dky´ch matic. V sekci 4.5 poodhalı´me jak na´sobit matice vek-
torem. Na´sledneˇ v odstavci 4.5.1 si vysveˇtlı´me, jak se lisˇı´ na´sobenı´ matice a vek-
torem od na´sobenı´ rˇı´dke´ matice vektorem. V odstavci 4.5.2 nalezneme popis a prˇı´klad
sekvencˇnı´ho algoritmu na´sobenı´ rˇı´dke´ matice vektorem. Pouzˇitı´ knihovny TPL pro
na´sobenı´ matice a vektoru nalezneme v odstavci cˇı´slo 4.5.3. Dalsˇı´ odstavec cˇı´slo 4.5.4
na´m osveˇtlı´, jak na´sobit rˇı´dkou matici a vektor na HPC clusteru a jak se zmeˇnı´ cˇasy s
ru˚zny´m pocˇtem uzlu˚.
V kapitole cˇı´slo 5 se naucˇı´me pocˇı´tat vlastnı´ cˇı´sla a vektory. V sekci 5.1 si prˇiblı´zˇı´me
Jacobiho algoritmus. V odstavci 5.1.1 nalezneme matematicky´ za´klad tohoto algoritmu.
V na´sledujı´cı´m odstavci cˇı´slo 5.1.2 si popı´sˇeme paralelizaci Jacobiho algoritmu. V
poslednı´m odstavci cˇı´slo 5.1.3 porovna´me tento algoritmus s QR algoritmem. V sekci
cˇı´slo 5.2 si prˇiblı´zˇı´me Lanczosu˚v algoritmus. V odstavci 5.2.1 si shrneme jeho paralelizaci
a na´sledneˇ v dalsˇı´m odstavci cˇı´slo 5.2.2 zjistı´me jak efektivnı´ paralelizace je. V odstavci
cˇı´slo 5.2.3 si prˇiblı´zˇı´me funkcˇnost a pouzˇitı´ webove´ sluzˇby spusˇteˇne´ na HPC clusteru.
V kapitole 6 si osveˇtlı´me Fiedleru˚v vektor a jeho roli ve vy´pocˇtu vy´voje te´matu.
V sekci cˇı´slo 6.1 si vysveˇtlı´me, co je trˇeba prˇipravit pro jeho testova´nı´. V na´sledujı´cı´ sekci
cˇı´slo 6.2 objasnı´me jak meˇrˇit efektivnost dotazu. Realizaci testu˚ si popı´sˇeme v sekci cˇı´slo
6.3.Vy´sledky testu˚ budou shrnuty v kapitole za´veˇr cˇı´slo 7 diplomove´ pra´ce.
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2 Vy´voj te´matu
Prˇi vyhleda´va´nı´ v DIS chceme, aby vy´sledek obsahoval relevantnı´ dokumenty. Neˇkdy se
mu˚zˇe sta´t, zˇe neˇktere´ relevantnı´ dokumenty ve vy´sledku chybı´ nebo naopak obsahuje
prˇı´lisˇ nerelevantnı´ch dokumentu˚. Proto, aby nasˇe vyhleda´va´nı´ v DIS bylo u´speˇsˇne´, je
vhodne´ serˇadit vy´sledne´ dokumenty podle toho jak jsou pro na´s du˚lezˇite´, a tı´m odsunout
nerelevantnı´ dokumenty na konec. Vhodny´m ukazatelem pro nasˇe serˇazenı´ je te´ma. Cˇı´m
vı´ce je dokument te´matem blı´zˇe zada´nı´ dotazu, tı´m je pro na´s du˚lezˇiteˇjsˇı´. Mu˚zˇe se sta´t,
zˇe dva dokumenty budou rˇesˇit stejnou problematiku, ale budou pouzˇita jina´ slova. Ve
vy´sledku dotazu pak tento soubor bude na konci seznamu mezi nerelevantnı´mi doku-
menty.
Vy´voj te´matu je rozvoj prvku˚ podle jejich tematicke´ blı´zkosti, proto takto setrˇı´deˇna
kolekce prvku˚ by meˇla obsahovat nerelevantnı´ dokumenty na konci seznamu. Tohoto
rozvoje se vyuzˇı´va´ pro prˇeskla´da´nı´ kolekce prvku˚ dotazu. Existujı´ ru˚zne´ algoritmy, ktere´
vyuzˇı´vajı´ pro prˇeskla´da´nı´ vy´sledku dotazu vy´voj te´matu. Mezi ty nejzna´meˇjsˇı´ patrˇı´
SORT-ONE a SORT-EACH [4].
Pro zjisˇteˇnı´ vy´voje te´matu mu˚zˇeme vyuzˇı´t hierarchicke´ho shlukova´nı´ [4]. Prˇi tomto
procesu vznikajı´ shluky dokumentu˚, ktere´ jsou si tematicky blı´zke´. Tyto shluky mu˚zˇeme
spojit do veˇtsˇı´ho shluku˚ a tak vytvorˇit hierarchicke´ rozlozˇenı´ shluku˚. Graf, zachycujı´cı´
toto hierarchicke´ zna´zorneˇnı´ shluku˚ a dokumentu˚, se nazy´va´ dendogram. Prˇı´klad den-
dogramu vidı´me na obra´zku cˇı´slo 1.
Obra´zek 1: Graf hierarchie dokumentu˚ – dendogram [4]
Vy´voj te´matu dane´ho dokumentu, je tedy pru˚chod dendogramem a zjisˇteˇnı´ ne-
jblizˇsˇı´ch dokumentu˚. Pro dokument AX8 v dendogramu na obra´zku 1 je vy´voj te´matu
dokumentu AX7, AX6, AX4, AX5, AX10, AX9.
Algoritmus SORT-EACH [4] serˇazuje dokumenty v kolekci, ktera´ je odpoveˇdı´ na vek-
torovy´ dotaz. Toto serˇazenı´ realizuje pomocı´ vy´voje te´matu. Tedy tak, aby podobneˇjsˇı´
dokumenty byly blı´zˇe u sebe.
Pra´ce algoritmu je jednoducha´. Algoritmus odebere dokument z kolekce, ktery´ je
nejpodobneˇjsˇı´ dotazu, a da´ jej na zacˇa´tek setrˇı´deˇne´ho seznamu. Druhy´ dokument se
odebere z kolekce a vlozˇı´ za prˇedchozı´ dokument v setrˇı´deˇne´m seznamu. Prˇi odebra´nı´
12
dalsˇı´ho dokumentu z kolekce se prozkouma´ jeho vy´voj te´matu. Pokud se zde nacha´zı´
dokument, ktery´ jizˇ v setrˇı´deˇne´m seznamu je, vlozˇı´ se za neˇj. Pokud se ve vy´voji te´matu
nenacha´zı´ zˇa´den jizˇ setrˇı´deˇny´ prvek, vlozˇı´ se na´sˇ prvek za poslednı´ vlozˇeny´ v setrˇı´deˇne´m
seznamu. Takto pokracˇujeme, dokud v kolekci jizˇ nejsou zˇa´dne´ dokumenty k setrˇı´deˇnı´
[4]. Tento postup lze videˇt na obra´zku cˇı´slo 2, jenzˇ byl prˇevzat z [4].
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(a) Kolekce dokumentu˚, kterou
budeme trˇı´dit
(b) Umı´stı´me prvnı´ dokument
(c) Umı´stı´me druhy´ dokument (d) Nalezneme vy´voj te´matu pro
dokument d7
(e) Umı´stı´me dokument d7 (f) Nalezneme vy´voj te´matu pro
dokument d1
(g) Umı´stı´me dokument d1 (h) ... stejny´ postup opakujeme pro
vsˇechny dokumenty
Obra´zek 2: Prˇı´klad algoritmu SORT-EACH [4]
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3 Paralelizace v .NET a zrychlenı´ vy´konu
Nejjednodusˇsˇı´ formou paralelizace v .NET je pouzˇitı´m vla´ken a za´mku˚. Prˇı´chodem .NET
Framework 4 prˇibyla nova´ knihovna TPL [13], ktera´ optimalizuje pouzˇı´va´nı´ vla´ken
pro maxima´lnı´ vyuzˇitı´ vy´konu pocˇı´tacˇe a zjednodusˇuje tak tvorbu paralelnı´ch aplikacı´.
Knihovna obsahuje podporu pro datovy´ i pro u´lohovy´ paralelismus.
Prˇi na´sobenı´ matice veˇtsˇı´ch rozmeˇru˚ vektorem mu˚zˇe vy´pocˇet trvat dlouho i prˇes par-
alelizaci pomocı´ knihovny TPL. Dalsˇı´m proble´mem, ktery´ se mu˚zˇe vyskytnout, je
pameˇt’ova´ na´rocˇnost. V takovy´ch to prˇı´padech je vhodneˇjsˇı´ nespousˇteˇt vy´pocˇet na jed-
nom pocˇı´tacˇi, ale na neˇkolika pocˇı´tacˇı´ch soucˇasneˇ, tedy vyuzˇı´t HPC cluster.
Pro program spousˇteˇny´ na vı´ce pocˇı´tacˇı´ch (uzlech clusteru) bude trˇeba zajistit komu-
nikaci mezi jednotlivy´mi spusˇteˇny´mi procesy. Tuto komunikaci mu˚zˇeme realizovat sami
nebo vyuzˇı´t jizˇ funkcˇnı´ho API naprˇı´klad MPI.
3.1 Knihovna TPL
Knihovna TPL rozsˇirˇuje .NET Framework o trˇı´dy usnadnˇujı´cı´ pra´ci s vla´kny a tvorbu
paralelnı´ch aplikacı´. Vytvorˇenı´ vla´kna ma´ jistou rezˇiı´. Vytvorˇenı´ velke´ho pocˇtu vla´ken
v aplikace klade i velke´ na´roky na rezˇii prˇi zmeˇneˇ kontextu. Proto TPL prˇina´sˇı´ novy´
pojem a to je u´loha [13].
U´loha reprezentuje asynchronnı´ operaci, ktera´ mu˚zˇe by´t spusˇteˇna jednı´m nebo vı´ce
vla´kny. U´loha vyuzˇı´va´ ThreadPool, ktery´ se dynamicky pocˇı´ta´, zda je potrˇeba vyuzˇı´t dalsˇı´
vla´kno pro vy´pocˇet. Protozˇe u´loha spustı´ jen tolik vla´ken kolik je potrˇeba pro optima´lnı´
vy´pocˇet, nenı´ potrˇeba vyuzˇı´vat prˇepı´na´nı´ kontextu a tı´m se usˇetrˇı´ jeho rezˇie.
Knihovna TPL ma´ mozˇnostı´ pouzˇitı´. Jedna´ se o u´lohovy´ paralelismus a o datovy´ par-
alelismus.
3.1.1 U´lohovy´ paralelismus
O u´lohove´m paralelismu mluvı´me, pokud spousˇtı´me vı´ce neza´visly´ch u´loh soubeˇzˇneˇ
[13]. U´loha je asynchronnı´ operace a pra´ce s touto u´lohou v mnoha ohledech prˇipomı´na´
pra´ci s vla´kny. U´lohy oproti vla´knu˚m poskytujı´ dveˇ velke´ vy´hody. Efektivneˇjsˇı´ a sˇka´lovatelneˇjsˇı´
vyuzˇı´va´nı´ syste´movy´ch prostrˇedku˚ a veˇtsˇı´ mozˇnosti programove´ho nastavenı´ nezˇ majı´
vla´kna.
Na pozadı´ jsou u´lohy zarˇazova´ny do fondu vla´ken, ktery´ je obohacen o dalsˇı´
podpu˚rne´ algoritmy jako naprˇı´klad Hill-Climbing [13]. Tento algoritmus zjisˇt’uje a prˇi-
zpu˚sobuje pocˇet vla´ken, ktere´ maxima´lneˇ mu˚zˇe obsluhovat. Jsou zde implementova´ny
i work-stealing algoritmy [13], ktere´ se starajı´ o vyvazˇova´nı´ za´teˇzˇe. Knihovna poskytuje
bohatou sadu na´stroju˚ pro pra´ci s u´lohami3, a proto je knihovna TPL vhodny´m na´strojem
pro psanı´ paralelnı´ch a vı´cevla´knovy´ch aplikacı´.
Pro jednoduche´ soubeˇzˇne´ spusˇteˇnı´ neˇkolika u´loh slouzˇı´ metoda Parallel.Invoke.
Stacˇı´ pouze prˇedat delega´ta Action pro kazˇdou u´lohu, kterou chceme spustit. Nejs-
nadneˇjsˇı´ zpu˚sob, jak vytvorˇit tyto delega´ty je pouzˇitı´ lambda vy´razu˚. Lambda vy´raz
3Metody wait, cancel, continue, detailed status a dalsˇı´.
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mu˚zˇe bud’to volat pojmenovanou metodu, nebo poskytnout vlozˇeny´ ko´d. Na´sledujı´cı´
prˇı´klad na vy´pise zdrojove´ho ko´du cˇı´slo 1 zobrazuje za´kladnı´ vola´nı´ Invoke, ktere´




Vy´pis 1: Prˇı´klad soubeˇzˇne´ho spousˇteˇnı´ dvou u´loh
3.1.2 Datovy´ paralelismus
O datove´m paralelismu mluvı´me, pokud spousˇtı´me vı´ce neza´visly´ch u´loh soubeˇzˇneˇ a
zdrojem jsou prvky kolekce nebo pole. Jedna´ se o prˇetı´zˇenı´ metod Parallel.For a Paral-
lel.Foreach [13]. Zdrojova´ kolekce nebo pole dat je rozdeˇleno tak, aby s ru˚zny´mi seg-
menty mohlo soucˇasneˇ pracovat vı´ce vla´ken. Za´pis paralelnı´ch cyklu˚ je podobny´ teˇch
sekvencˇnı´ch. Nenı´ trˇeba vytva´rˇet vla´kna a rˇadit je do fronty nebo vytva´rˇet za´mky. Kni-
hovna TPL prova´dı´ vsˇechny tyto operace za na´s.
for( int i = 0; i < 10; i++)
{ Metoda(i); }
Parallel .For(0, 10, i =>
{ Metoda(i); }
) ;
foreach(var i in pole)
{ Metoda(i); }
Parallel .ForEach(pole, i =>
{ Metoda(i); }
) ;
Vy´pis 2: Prˇı´klad paralelnı´ch cyklu˚ For a Foreach
3.2 HPC cluster
HPC cluster se take´ nazy´va´ vy´pocˇetnı´ cluster. Jedna´ se o propojenı´ neˇkolika pocˇı´tacˇu˚,
ktere´ se na venek jevı´ jako jeden vy´konny´ pocˇı´tacˇ. Jednotlive´ pocˇı´tacˇe v clusteru nazy´va´me
uzly. Kazˇdy´ uzel ma´ spusˇteˇny´ svu˚j vlastnı´ operacˇnı´ syste´m se svy´mi procesy. Tyto uzly
clusteru jsou navza´jem propojeny vysokorychlostnı´ pocˇı´tacˇovou sı´ti s nı´zkou latencı´.
Nejcˇasteˇji se pouzˇı´va´ rozhranı´ InfiniBand s propustnostı´ 10 Gb/s − 40 Gb/s [12], ale
je mozˇne´ pouzˇı´t i Gigabit Ethernet. Uzly se da´le deˇlı´ na vedoucı´ a vy´pocˇetnı´. Vedoucı´
uzel by´va´ obvykle jeden a prova´dı´ rˇı´zenı´ a pla´nova´nı´ u´loh beˇzˇı´cı´ch na clusteru. Ve-
doucı´ uzel jak jediny´ zprostrˇedkova´va´ komunikaci mezi clusterem a uzˇivatelem po-
mocı´ pla´novacˇe u´loh. Vy´pocˇetnı´ uzly prova´deˇjı´ napla´novane´ u´lohy, ktere´ jim poskytne
pla´novacˇ u´loh. Pla´novacˇ u´loh spravuje a monitoruje vy´pocˇetnı´ uzly (Zda uzel je dos-
tupny´, jak je vytı´zˇeny´, jake´ procesy na neˇm beˇzˇı´ . . . ) a rozdeˇluje jim u´koly zarˇazene´
ve fronteˇ.
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Na HPC cluster mu˚zˇe by´t nainstalova´n operacˇnı´ syste´m Windows, Linux nebo Mac
OS. .NET Framework je produkt spolecˇnosti Microsoft, ktera´ jej vyvı´jı´ pouze pro sve´
operacˇnı´ syste´my Windows. Aby bylo mozˇno spustit aplikaci napsanou v C# na takove´m
to HPC s operacˇnı´m syste´mem Linux nebo Mac OS je nutne´ mı´t nainstalovane´ knihovny
Mono [8].
Projekt Mono je softwarova´ platforma navrzˇena tak, aby poskytla vy´voja´rˇu˚m mozˇnost
snadno vytva´rˇet aplikace naprˇicˇ spektrem operacˇnı´ch syste´mu˚. Mono je otevrˇena´ imple-
mentace .NET Framework zalozˇena´ na standardech pro C# a CLR [8].
Prˇi spousˇteˇnı´ u´lohy si mu˚zˇeme nadefinovat minima´lnı´ a maxima´lnı´ pocˇet spusˇteˇny´ch
procesu˚. Pokud spustı´me proces na uzlech naprˇı´klad s minimem 3, maximem 6 a na clus-
teru budou volne´ 4 uzly, potom bude u´loha spusˇteˇna na 4 uzlech. Pokud by byly na clus-
teru volne´ jen 2 vy´pocˇetnı´ uzly, potom by u´loha cˇekala ve fronteˇ, dokud by se neu-
volnil alesponˇ jeden vy´pocˇetnı´ uzel. U kazˇde´ u´lohy mu˚zˇeme da´le nastavit, zda proces
bude spusˇteˇn na uzlu, na procesoru nebo na ja´drˇe. Tyto mozˇnosti na´m prˇida´vajı´ velkou
sˇka´lovatelnost prˇi tvorbeˇ programu.
3.3 MPI.NET
Protozˇe program bude spousˇteˇn na vı´ce pocˇı´tacˇı´ch (uzlech), bude trˇeba zajistit komu-
nikaci mezi jednotlivy´mi spusˇteˇny´mi procesy. Tuto komunikaci mu˚zˇeme realizovat sami
nebo vyuzˇı´t jizˇ funkcˇnı´ho API naprˇı´klad MPI. MPI je knihovna pro podporu paralelnı´ho
rˇesˇenı´ vy´pocˇetnı´ch proble´mu˚ v pocˇı´tacˇovy´ch clusterech. Je to rozhranı´ pro vy´voj aplikaci
na clusterech, ktery´ rˇesˇı´ zası´la´nı´ zpra´v mezi jednotlivy´mi uzly. Zpra´vy mohou by´t z uzlu
na uzel nebo z uzlu na vsˇechny uzly. Z pohledu referencˇnı´ho modelu ISO/OSI je MPI
na 5. vrstveˇ (Relacˇnı´ vrstva). Obvykle je komunikace realizova´na pomocı´ TCP, ale za´lezˇı´
na implementaci. MPI nenı´ za´visla´ na programovacı´m jazyce. Pro nasˇe u´cˇely jsme pouzˇili
MPI.NET pro programy napsane´ v jazyce C#.
Vytvorˇit aplikaci s pouzˇitı´m MPI.NET je jednoduche´. Stacˇı´ vytvorˇit MPI prostrˇedı´
pomocı´ MPI.Enviroment a pote´ komunikacˇnı´ kana´l, ktery´m budou mezi sebou procesy
komunikovat. Na zdrojove´m ko´du cˇı´slo 3 vidı´me prˇiklad jednoduche´ho programu, ktery´
po spusˇteˇnı´ vypı´sˇe do konzole svoji hodnost a velikost. Hodnost je jednoznacˇne´ oznacˇenı´
procesu v komunikacˇnı´m kana´le. Velikost je pocˇet vsˇech procesu˚ v ra´mci jednoho pro-
gramu. Pokud aplikaci spustı´me na 3 uzlech a na kazˇde´m uzlu budou pra´veˇ 2 procesy,
pote´ bude vypadat vy´stup stejneˇ jako na zdrojove´ ko´du cˇı´slo 3. Komunikaci mezi pro-
cesy lze uskutecˇnit v ra´mci komunikacˇnı´ho kana´lu. Prˇena´sˇet komunikacı´ mezi procesy
mu˚zˇeme primitivnı´ datove´ typy, verˇejne´ struktury a serializovatelne´ trˇı´dy [5].
using (new MPI.Environment(ref args))
{
Intracommunicator com = Communicator.world;
Console.WriteLine(”Jsem proces cislo: ” + com.Rank + ” z ” + com.Size + ”.”);
}
// Vypis z konzole
Jsem proces cislo: 1 z 6.
18
Jsem proces cislo: 0 z 6.
Jsem proces cislo: 4 z 6.
Jsem proces cislo: 2 z 6.
Jsem proces cislo: 5 z 6.
Jsem proces cislo: 3 z 6.
Vy´pis 3: Vytvorˇenı´ MPI prostrˇedı´ a prˇı´klad pouzˇitı´ hodnosti a velikosti komunikacˇnı´ho
kana´lu
3.3.1 Komunikace mezi dveˇma procesy
Komunikaci mezi dveˇma procesy realizujeme pomocı´ metod Send a Receive. Pro oznacˇenı´
adresa´ta, pouzˇijeme jeho hodnost v ra´mci komunikacˇnı´ho kana´lu. Kazˇda´ zpra´va musı´
mı´t znacˇku. Znacˇka rozlisˇuje jednotlive´ zpra´vy mezi stejny´mi procesy. Prˇı´klad odesla´nı´
pole typu double z procesu s hodnostı´ 0 na proces s hodnostı´ 1 se znacˇkou 3 vidı´me
na zdrojove´m ko´du cˇı´slo 4.
double[] pole;
if (com.Rank == 0)
{
pole = new double[5];
com.Send<double[]>(pole, 1, 3);
}
if (com.Rank == 1)
{
com.Receive<double[]>(0, 3, out pole);
}
Vy´pis 4: Prˇı´klad komunikace mezi dveˇma procesy
3.3.2 Komunikace mezi vı´ce procesy
Nejcˇasteˇjsˇı´ komunikace mezi vı´ce procesy je Broadcast. Jedna´ se o rozesla´nı´ cele´ zpra´vy
z jednoho procesu na vsˇechny ostatnı´ procesy. Prˇi takove´m to rozesı´la´nı´ zpra´vy je potrˇeba
urcˇit kdo je odesilatel pomocı´ hodnosti. Na zdrojove´m ko´du cˇı´slo 5 vidı´me prˇı´klad
jednoduche´ho programu, ktery´ rozesˇle pole typu double z procesu s hodnostı´ 3 na
vsˇechny ostatnı´ procesy. Ko´d v prˇı´kladu se spousˇtı´ ve vsˇech procesech.
double[] pole;
if (com.Rank == 3)
{
pole = new double[5];
}
com.Broadcast<double[]>(ref pole, 3);
Vy´pis 5: Prˇı´klad komunikace typu Broadcast
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Pokud chceme rozeslat mezi procesy zpra´vu, ktera´ bude pro kazˇdy´ proces jina´,
pouzˇijeme metodu Scatter. Tato metoda rozesˇle zpra´vu od odesilatele na vsˇechny ostatnı´
procesy, ale jenom patrˇicˇnou cˇa´st. Vstupem pro tuto metodu je pole prvku˚, jejichzˇ pocˇet
odpovı´da´ pocˇtu procesu˚ v komunikacˇnı´m kana´le, tedy velikosti. Na kazˇdy´ proces se
odesˇle pouze prvek dane´ho pole lezˇı´cı´ na indexu odpovı´dajı´cı´ hodnosti dane´ho procesu.
Na zdrojove´m ko´du cˇı´slo 6 vidı´me prˇı´klad pouzˇitı´ metody Scatter.
double[] pole = new double[com.Size];
double vysledek;
for( int i = 0; i < com.Size; i++)
{
pole[ i ] = 2 ∗ i ;
}
vysledek = com.Scatter<double[]>(pole, 2);
Console.WriteLine(”Moje cislo: ” + vysledek + ”, moje hodnost: ” + com.Rank);
// Vypis z konzole
Moje cislo : 2, moje hodnost: 1
Moje cislo : 0, moje hodnost: 0
Moje cislo : 4, moje hodnost: 2
Vy´pis 6: Prˇı´klad komunikace typu Scatter
Opakem k metodeˇ Scatter je metoda Gather. Tato metoda neodesı´la´ zpra´vu z jednoho
procesu na vsˇechny procesy, ale sbı´ra´ zpra´vy od vsˇech procesu˚. Tı´mto zpu˚sobem jeden
proces zı´ska´ data ze vsˇech procesu˚. Pokud ale potrˇebujeme, aby vsˇechny procesy meˇly
tyto data, je vhodne´ pouzˇit metodu Allgather. Na zdrojove´m ko´du cˇı´slo 7 vidı´me prˇı´klad
pouzˇiti metody Gather a Allgather. Na vy´pisu z konzole si povsˇimneˇme rozdı´lne´ho ob-
sahu polı´ ru˚zny´ch procesu˚.
double[] pole1 = new double[com.Size];
double[] pole2 = new double[com.Size];
double cislo = com.Rank ∗ 3;
com.Gather<double>(cislo, 0, ref pole1);
com.Allgather<double>(cislo, ref pole2);
// com.Rank = 0, obsah polı´
pole1: 0, 3, 6, 9
pole2: 0, 3, 6, 9
// com.Rank = 1, obsah polı´
pole1: 0, 0, 0, 0
pole2: 0, 3, 6, 9
Vy´pis 7: Prˇı´klad komunikace typu Gather a AllGather
3.3.3 Synchronizace procesu˚
Mu˚zˇe se sta´t, zˇe budeme potrˇebovat synchronizovat pra´ci procesu˚. K tomuto u´cˇelu slouzˇı´
metoda Barrier. Tato metoda nema´ zˇa´dne´ argumenty a tak jako metody pro komunikaci
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vola´ se i Barrier na Intracommunicator. Je du˚lezˇite´, abychom tuto metodu volali ve vsˇech
procesech aplikace. Pokud proces narazı´ na metodu Barrier, tak cˇeka´ do te´ doby, nezˇ
ostatnı´ procesy dojdou k nejblizˇsˇı´ vola´nı´ metody Barrier.
3.4 Optimalizace C# ko´du
Beˇhem programova´nı´ diplomove´ pra´ce jsme prˇisˇli na to, zˇe velice cˇasto deˇla´me ty same´
chyby. Nemyslı´me ted’ syntakticke´ nebo snad se´manticke´ chyby, ale chyby optimal-
izacˇnı´. Tyto chyby sice nemajı´ zˇa´dny´ vliv na vy´sledek, ale majı´ mnohdy velky´ vliv
na cˇas vy´pocˇtu programu napsane´ho v C#. Rozdı´l v rychlosti lze zpozorovat nejle´pe
nad veˇtsˇı´mi daty. Vsˇechny nı´zˇe popsane´ chyby byly testova´ny v C# zdrojove´m ko´du
pomocı´ Microsoft .NET Framework 4.0 pod Microsoft Windows 7 64 bit. Testovacı´ ap-
likace byla spousˇteˇna pod Release mo´dem v Microsoft Visual Studio 2010 Ultimate
na pocˇı´tacˇove´ sestaveˇ Intel i3 5304, 4 GB DDR2, NVIDIA GeForce 9800GT. Jako testovacı´
data jsme pouzˇili pole typu int a pole typu double o rozmeˇru 85 999 388 prvku˚. Cˇasy
vy´pocˇtu byly tak male´, zˇe jsme se rozhodli pro porovna´nı´ prove´st vy´pocˇet 100×5. Je
zrˇejme´, zˇe vy´sledky testu˚ se mohou lisˇit s novou verzı´ prˇekladacˇe. S prˇı´chodem nove´
verze lze testy opakovat. Je zapotrˇebı´ pouze zkompilovat projekt Optimalizace v rezˇimu
Release a spustit projekt.
3.4.1 Chyba neusta´le´ho prˇı´stupu do pole
Jako prvnı´ chybu, kterou blı´zˇe popı´sˇeme je ”chyba neusta´le´ho prˇı´stupu do pole”.
Na zdrojove´m ko´du ve vy´pisu cˇı´slo 8 vidı´me, zˇe v cyklu for vepisujeme na kazˇdou
pozici pole1 hodnotu nacha´zejı´cı´ se na indexu 2 pole2.
int [] pole1, pole2;
for ( int i = 0; i < pole1.Length; i++)
{
pole1[ i ] = pole2[2];
}
Vy´pis 8: Zdrojovy´ ko´d neusta´leho prˇı´stupu do pole
Tato hodnota se cely´ cˇas vy´pocˇtu v cyklu nezmeˇnı´, tedy je to konstanta v dane´
cˇa´sti zdrojove´ho ko´du. Pro rychlejsˇı´ vy´pocˇet je vhodneˇjsˇı´ pouzˇit pomocnou promeˇnou,
do ktere´ si ulozˇı´me hodnotu lezˇı´cı´ na indexu 2 v pole2 a da´le ji vola´me. Usˇetrˇı´me tı´m rezˇii
spojenou s neusta´ly´m prˇı´stupem do pole.
int [] pole1, pole2;
int pomocna = pole2[2];
for( int i = 0; i < pole1.Length; i++)
{
pole1[ i ] = pomocna;
}
42× 2, 93 GHz s Hyper Threading
5U chyby velke´ho pocˇtu promeˇnny´ch se prova´deˇl vy´pocˇet jen 1×
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Obra´zek 3: Graf doby vy´pocˇtu chyby neusta´le´ho prˇı´stupu do pole – Bylo provedeno 10
neza´visly´ch meˇrˇenı´
Vy´pis 9: Optimalizovany´ zdrojovy´ ko´d neusta´leho prˇı´stupu do pole
Jak vyply´va´ z grafu na obra´zku cˇı´slo 3, touto u´pravou tento vy´pocˇet zrychlı´me.
Nad na´mi testovany´mi daty je zrychlenı´ prˇiblizˇneˇ o 29, 6%.
3.4.2 Chyba opakovane´ho vy´pocˇtu
Dalsˇı´ cˇastou chybou je zbytecˇne´ opakova´nı´ vy´pocˇtu. Na zdrojove´m ko´du ve vy´pisu cˇı´slo
10, zˇe v cyklu for vpisujeme na kazˇdou pozici pole1 hodnotu a× b.
double[] pole1;
double a = 202.31121;
double b = 52341.845;
for( int i = 0; i < pole1.Length; i++)
{
pole1[ i ] = a ∗ b;
}
Vy´pis 10: Zdrojovy´ ko´d opakovane´ho vy´pocˇtu
Hodnoty promeˇnny´ch a a b se beˇhem vy´pocˇtu cyklu ani jednou nezmeˇnily, ale my
jsme je kazˇde´ opakova´nı´ cyklu for znovu na´sobili. Pro optimalizaci opeˇt pouzˇijeme po-
mocnou promeˇnnou, do ktere´ si ulozˇı´me vy´sledek na´sobenı´ a a b, ktery´ pote´ vola´me
v cyklu.
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Obra´zek 4: Graf doby vy´pocˇtu chyby opakovane´ho vy´pocˇtu – Bylo provedeno 10
neza´visly´ch meˇrˇenı´
double[] pole1;
double a = 202.31121;
double b = 52341.845;
double pomocna = a ∗ b;
for( int i = 0; i < pole1.Length; i++)
{
pole1[ i ] = pomocna;
}
Vy´pis 11: Optimalizovany´ zdrojovy´ ko´d opakovane´ho vy´pocˇtu
Jak vyply´va´ z grafu na obra´zku cˇı´slo 4, touto u´pravou zrychlı´me tento vy´pocˇet
prˇiblizˇneˇ o 0, 2%. Z toho vyply´va´, zˇe tento druh chyby optimalizuje jizˇ sa´m prˇekladacˇ.
3.4.3 Chyba deklarace promeˇnne´ v cyklu
Tuto chybu nejcˇasteˇji deˇla´me v prˇida´va´nı´ pomocny´ch promeˇnny´ch do cyklu˚. Na zdro-
jove´m ko´du ve vy´pisu 12 vidı´me, zˇe kazˇdy´m pru˚chodem cyklu for pole tmp naby´va´ noveˇ
hodnot pole1.
int [] pole1;
for ( int i = 1; i < pole1.Length; i++)
{
int [] tmp = pole1;
}
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Obra´zek 5: Graf doby vy´pocˇtu chyby deklarace promeˇnne´ v cyklu – Bylo provedeno 10
neza´visly´ch meˇrˇenı´
Vy´pis 12: Zdrojovy´ ko´d deklarace promeˇnne´ v cyklu
Protozˇe ma´me promeˇnnou deklarovanou uvnitrˇ cyklu for, tak se pole typu int alokuje
a dealokuje v pameˇti kazˇdy´m opakova´nı´m cyklu. Pro optimalizaci, promeˇnou nejdrˇı´ve
deklarujeme prˇed samotny´m zacˇa´tkem cyklu, kde se alokuje v pameˇti, a po projetı´ cyklu
se sama dealokuje.
int [] tmp, pole1;




Vy´pis 13: Optimalizovany´ zdrojovy´ ko´d deklarace promeˇnne´ v cyklu
Jak vyply´va´ z grafu na obra´zku cˇı´slo 5, touto u´pravou zrychlı´me ko´d prˇiblizˇneˇ pouze
o 0, 1%. Z toho vyply´va´, zˇe tento druh chyby optimalizuje jizˇ sa´m prˇekladacˇ.
3.4.4 Chyba velke´ho pocˇtu promeˇnny´ch
Tato chyba je me´neˇ cˇasta´ a nemusı´ jı´t videˇt na prvnı´ pohled. Na zdrojove´m ko´du
ve vy´pisu 14 vidı´me neˇkolik promeˇnny´ch, ktere´ postupem vy´pocˇtu naby´vajı´ novy´ch
hodnot.
int a, b, c, d, e, vysledek ;
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Obra´zek 6: Graf doby vy´pocˇtu chyby velke´ho pocˇtu promeˇnny´ch – Bylo provedeno 10
neza´visly´ch meˇrˇenı´
. . .
c = a ∗ b;
. . .
d = e / a;
. . .
vysledek = c ∗ d /e;
Vy´pis 14: Zdrojovy´ ko´d velke´ho pocˇtu promeˇnny´ch
Pokud si udeˇla´me analy´zu promeˇnny´ch, zjistı´me, zˇe vysledek se rovna´ b.
vysledek = c ∗ d /e;
vysledek = (a ∗ b) ∗ (e /a) /e;
vysledek = (a ∗ b ∗ e) /( a ∗e);
vysledek = b ;
Vy´pis 15: Odvozenı´ promeˇnny´ch
V tomto prˇı´padeˇ je vhodneˇjsˇı´ napsat, zˇe vysledek je hodnota b, nezˇli na´sobit potazˇmo
deˇlit neˇkolik promeˇnny´ch. Jak vyply´va´ z grafu na obra´zku cˇı´slo 6, touto u´pravou tento
vy´pocˇet zrychlı´me. Nad na´mi testovany´mi daty je zrychlenı´ prˇiblizˇneˇ o 15, 0%.
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4 Rˇı´dke´ matice
Rˇı´dka´ matice je specia´lnı´ typ matic. Tato matice se vyznacˇuje tı´m, zˇe ma´ veˇtsˇinu prvku˚
nulovy´ch. S rˇı´dky´mi maticemi se dnes mu˚zˇeme setkat te´meˇrˇ u vsˇech na´rocˇneˇjsˇı´ch
vy´pocˇetnı´ch operacı´ a jejich na´sledne´ zpracova´nı´ je soucˇa´stı´ mnoha algoritmu˚. Mno-
hdy pra´ce s maticemi je cˇasoveˇ nejna´rocˇneˇjsˇı´ cˇa´st algoritmu. Upravenı´m algoritmu pro
pouzˇitı´ reprezentacı´ rˇı´dky´ch matic vede nejen k zefektivneˇnı´ vy´pocˇtu, ale taky k snı´zˇenı´
velikosti. Dovoluje na´m to pracovat s veˇtsˇı´ matici v pameˇti i na disku.
Je spousta zpu˚sobu, jak efektivneˇ reprezentovat rˇı´dkou matici. Zprvu si prˇedstavı´me
neˇkolik forma´tu reprezentujı´cı´ch rˇı´dkou matici. Da´le si pak prˇedstavı´me algoritmus
na´sobenı´ matice vektorem a mozˇnosti jeho paralelizace.
4.1 Forma´t COO
Tento forma´t je snad nejjednodusˇsˇı´m forma´tem pro reprezentaci rˇı´dke´ matice [2]. Matici
reprezentujeme pomocı´ trˇı´ vektoru˚. Jeden vektor obsahuje seznam vsˇech nenulovy´ch
prvku˚ rˇı´dke´ matice. Druhy´ vektor obsahuje seznam indexu˚ rˇa´dku˚ jednotlivy´ch nenulovy´ch
prvku˚ rˇı´dke´ matice. Trˇetı´ vektor pak obsahuje seznam indexu˚ sloupcu˚ jednotlivy´ch
nenulovy´ch prvku˚ rˇı´dke´ matice.
Tento forma´t je oproti reprezentaci huste´ matice (m×n) pameˇt’oveˇ me´neˇ na´rocˇny´, ale
jeho na´rocˇnost je sta´le vysoka´ (3× pocˇet nenulovy´ch prvku˚ matice). Vzhledem k tomu, zˇe
prvky mohou by´t na´hodneˇ serˇazeny, je tento forma´t nevhodny´ pro nasˇe u´cˇely na´sobenı´
rˇı´dke´ matice vektorem.
V tabulce cˇı´slo 1 vidı´me vlevo matici m× n a vpravo jejı´ rˇı´dkou reprezentaci pomocı´
forma´tu COO [2].
4.2 Forma´t CRS
Tento forma´t za´pisu rˇı´dke´ matice se skla´da´ z 3−4 vektoru˚ [11]. Prvnı´ vektor reprezentuje
vsˇechny nenulove´ prvky rˇı´dke´ matice. Druhy´ vektor obsahuje seznam indexu˚ sloupcu˚
teˇchto nenulovy´ch prvku˚. Ve trˇetı´m vektoru je ulozˇena informace, na ktere´m indexu
ve vektoru dat zacˇı´na´ dalsˇı´ rˇa´dek. Kazˇdy´ sloupec trˇetı´ho vektoru odpovı´da´ jednomu
rˇa´dku pu˚vodnı´ matice. Pokud rˇa´dek pu˚vodnı´ matice neobsahuje ani jeden nenulovy´
prvek, napı´sˇe se zde -1, tedy rˇa´dek je pra´zdny´. Neˇkdy se prˇi reprezentaci matici v tomto
forma´tu pouzˇı´va´ jesˇteˇ cˇtvrty´ vektor, ktery´ nese informaci o konci kazˇde´ho rˇa´dku. Tento
vektor, ale nepotrˇebujeme, protozˇe zna´me zacˇa´tek kazˇde´ho rˇa´dku a v prˇı´padeˇ potrˇeby je
velmi snadne´ dopocˇı´tat jeho konec.
Pameˇt’ova´ na´rocˇnost tohoto forma´tu je nı´zka´ (2× pocˇet nenulovy´ch prvku˚ matice
a 1x − 2x pocˇet rˇa´dku˚ matice). Jednotlive´ prvky mohou by´t na´hodneˇ serˇazeny pouze
v rˇa´dku. Pro nasˇe u´cˇely na´sobenı´ rˇı´dke´ matice vektorem je toto nejlepsˇı´ rˇesˇenı´.
V tabulce cˇı´slo 2 vidı´me vlevo matici m × n a vpravo jejı´ rˇı´dkou reprezentaci po-
mocı´ forma´tu CRS [11]. Poslednı´ vektor seznamu konce rˇa´dku˚ nenı´ potrˇeba a je zde jen
pro uka´zku.
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0 1 2 data 1 2 3 4 5
3 0 4 sloupce 1 2 0 2 2
0 0 5 rˇa´dky 0 0 1 1 2
Tabulka 1: Prˇı´klad matice ve forma´tu COO [2]
0 1 2 data 1 2 3 5
0 0 0 sloupce 1 2 0 2
3 0 5 zacˇa´tky rˇa´dku˚ 0 -1 2
konce rˇa´dku˚ 1 -1 3
Tabulka 2: Prˇı´klad matice ve forma´tu CRS [11]
4.3 Forma´t CCS
Forma´t je taky neˇkdy oznacˇova´n jako Harwell-Boeing forma´t rˇı´dke´ matice [11]. Tento
forma´t za´pis rˇı´dke´ matice je te´meˇrˇ stejny´ jako forma´t CRS, pouze neukla´da´me indexy
sloupcu˚, ale rˇa´dku˚. Druhy´ vektor tedy obsahuje seznam indexu˚ rˇa´dku˚ jednotlivy´ch
nenulovy´ch prvku˚ a ve trˇetı´m vektoru je ulozˇena informace, na ktere´m indexu ve vek-
toru dat zacˇı´na´ dalsˇı´ sloupec.
Kazˇdy´ sloupec trˇetı´ho vektoru odpovı´da´ jednomu sloupci pu˚vodnı´ matice. Pokud
sloupec pu˚vodnı´ matice neobsahuje ani jeden nenulovy´ prvek, napı´sˇe se zde -1, tedy
sloupec je pra´zdny´. Tak jako u forma´tu CRS se i tady neˇkdy pouzˇı´va´ jesˇteˇ cˇtvrty´ vektor,
ktery´ nese informaci o konci kazˇde´ho sloupce. Tento vektor, ale nepotrˇebujeme, protozˇe
zna´me zacˇa´tek kazˇde´ho sloupce a v prˇı´padeˇ potrˇeby je velmi snadne´ dopocˇı´tat jeho
konec.
Pameˇt’ova´ na´rocˇnost je stejna´ jako u forma´tu CRS. Tento zpu˚sobu za´pisu se mu˚zˇe
hodit prˇi na´sobenı´ vektoru maticı´6.
V tabulce cˇı´slo 3 vidı´me vlevo matici m× n a vpravo jejı´ rˇı´dkou reprezentaci pomocı´
forma´tu CSS. Poslednı´ vektor seznamu konce rˇa´dku˚ nenı´ potrˇeba a je zde jen pro uka´zku.
4.4 Forma´t DIA
Tento forma´t je urcˇeny´ pro matice, ktere´ majı´ velke´ mnozˇstvı´ nenulovy´ch prvku˚ ulozˇene´
na diagona´le [2]. Aby byl tento forma´t efektivnı´, musı´ by´t pocˇet teˇchto diagona´l co ne-
jmensˇı´. Tento forma´t reprezentujı´ dvojrozmeˇrne´ pole a vektor. Pole obsahuje nenulove´
6Operace na´sobenı´ vektoru a matice nenı´ komutitativnı´ operace. Vı´ce k te´to operaci najdeme v sekci 4.5.
0 1 2 data 3 1 2 5
0 0 0 rˇa´dky 2 0 0 2
3 0 5 zacˇa´tky sloupcu˚ 0 1 2
konce sloupcu˚ 0 1 3
Tabulka 3: Prˇı´klad matice ve forma´tu CCS [11]
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1 0 2 0 data 0 1 0 2
0 4 0 5 0 4 0 5 -2 0 1 2
6 0 0 3 6 0 3 0 offset
0 1 0 2 1 2 0 0
Tabulka 4: Prˇı´klad matice ve forma´tu DIA [2]
prvky ulozˇene´ postupneˇ, jak jdou na diagona´le za sebou. Index rˇa´dku˚, teˇch prvku˚ se
nemeˇnı´. Sloupecˇek tohoto pole reprezentuje diagona´lu pu˚vodnı´ matice. Druhe´ pole
reprezentuje odchylky (offset) od strˇedove´ diagona´ly. Za´porna´ cˇı´sla reprezentujı´ pozici
diagona´ly pod hlavnı´ diagona´lou a kladna´ cˇı´sla reprezentujı´ pozici nad nı´. Pra´zdne´
diagona´ly se vynecha´vajı´.
Pro u´cˇel na´sobenı´ matice a vektoru je tento forma´t vhodny´. Bohuzˇel hleda´me obecny´
forma´t pro rˇı´dkou matici a ten bychom nemohli vsˇude pouzˇı´t, protozˇe neˇktere´ matice
nejsou vhodne´ pro tuto reprezentaci 7.
V tabulce cˇı´slo 4 vidı´me vlevo matici m× n a vpravo jejı´ rˇı´dkou reprezentaci pomocı´
forma´tu DIA [2].
4.5 Na´sobenı´ matice a vektoru
Na´sobit matici a vektor mu˚zˇeme dveˇma zpu˚soby. Prvnı´m zpu˚sobem je vektor kra´t mat-
ice, kdy prova´dı´me skala´rnı´ soucˇin vektoru a sloupce dane´ matice a ukla´da´me do noveˇ
vznikle´ho vektoru. Pokud vektor je rozmeˇru 1 ×m, tak matice musı´ by´t rozmeˇru m × n
a vy´sledny´ vektor bude mı´t rozmeˇr 1 × n. Druhy´m zpu˚sobem na´sobenı´ je matice kra´t
vektor, kdy prova´dı´me skala´rnı´ soucˇin rˇa´dku dane´ matice a vektoru a vkla´da´me do noveˇ
vznikle´ho vektoru. Pokud matice je rozmeˇru m×n, pak vektor musı´ by´t rozmeˇru n× 1 a
vy´sledny´ vektor bude mı´t rozmeˇrm×1. Tyto dva postupy nejsou ekvivalentnı´. Vy´jimkou
je na´sobenı´ vektoru a symetricke´ matice. Protozˇe je matice symetricka´8, tak po na´sobenı´
obeˇma zpu˚soby dojdeme ke stejne´mu vy´sledku.
Operace na´sobenı´ matice a vektoru je obvykle cˇasoveˇ i pameˇt’oveˇ nejna´rocˇneˇjsˇı´ cˇa´st
vy´pocˇtu v algoritmech, a proto jsme se rozhodli pouzˇit jeden z forma´tu rˇı´dke´ matice.
V nasˇem prˇı´padeˇ jsme si zvolili forma´t CRS, protozˇe je nejvı´ce vyhovujı´cı´ nasˇim u´cˇelu˚m9.
4.5.1 Na´sobenı´ rˇı´dke´ matice a vektoru
Prˇi prova´deˇnı´ skala´rnı´ho soucˇinu jednotlivy´ch rˇa´dku˚ matice a vektoru, na´sobı´me jed-
notlive´ prvky. V rˇı´dke´ matici je ale spousta nulovy´ch prvku˚, ktere´ prˇi na´sobenı´ jaky´mkoliv
cˇı´slem vra´tı´ vzˇdy 0. Kdyzˇ tyto na´sobenı´ nulou vypustı´me, zmensˇı´ se pocˇet operacı´
na´sobenı´ a tı´m se zkra´tı´ celkovy´ cˇas vy´pocˇtu. Cˇı´m je matice rˇidsˇı´, tı´m me´neˇ pameˇti
zabere v rˇı´dke´m forma´tu.
7Mohou mı´t velky´ pocˇet diagona´l a pak pouzˇitı´ forma´tu ztra´cı´ smysl.
8Matice je symetricka´, pokud je cˇtvercova´ a splnˇuje tuto rovnost A = At.




Kdyzˇ na´sobı´me matici sekvencˇneˇ ve forma´tu CRS, nemusı´me kontrolovat, jestli cˇı´slo
z matice je rovno 0, protozˇe jizˇ samotny´ forma´t ukla´da´ pouze nenulove´ prvky. Na´sobı´me
tedy vsˇechny prvky rˇa´dku s patrˇicˇny´mi prvky vektoru a jejich soucˇet ukla´da´me do vy´-
sledne´ho vektoru. Takto postupujeme s kazˇdy´m rˇa´dkem dokud neprojdeme celou matici.









matice.GetRow(r, out index, out data);
for ( int s = 0; s < index.Length; s++)
{
vysledek[r] += vektor[index[s ]] ∗ data[s ];
}
}
Vy´pis 16: Na´sobenı´ rˇı´dke´ matice a vektoru – sekvencˇneˇ
4.5.3 Vy´pocˇet pomocı´ Parallel.For
Pouzˇitı´m rˇı´dke´ho forma´tu matice jsme urychlili cely´ vy´pocˇet na´sobenı´ rˇı´dke´ matice
vektorem. Dnesˇnı´ pocˇı´tacˇe majı´ obvykle vı´ce nezˇ jedno ja´dro na procesoru10, a proto
je vhodneˇjsˇı´ rozlozˇit cely´ vy´pocˇet na vı´ce jader11 a tı´m opeˇt zkra´tit dobu vy´pocˇtu.
Nejjednodusˇsˇı´m zpu˚sobem jak spustit na´sˇ algoritmus v neˇkolika vla´knech je pomocı´
knihovny TPL jazyka C#.
Jak bylo rˇecˇeno v kapitole 3, tato knihovna obohacuje C# o mozˇnost snadne´ par-
alelizace cyklu˚. Tı´mto zpu˚sobem spustı´me vy´pocˇet na´sobenı´ rˇı´dke´ matice a vektoru
ne jen na jednom ja´drˇe procesoru, ale prˇes vsˇechny ja´dra, ktery´ma pocˇı´tacˇ disponuje.
Vsˇechna vla´kna budou cˇı´st ze stejne´ho mı´sta v pameˇti, ale zapisovat bude kazˇde´ vla´kno
do jine´ho mı´sta v pameˇti. Nemu˚zˇe tedy dojı´t ke kolizi12 nebo nekonzistenci dat13.





10Neˇktere´ pocˇı´tacˇe majı´ dokonce vı´ce procesoru s neˇkolika ja´dry.
11Nejle´pe vsˇak na vsˇechny ja´dra pro maxima´lnı´ vyuzˇitı´ vy´konu pocˇı´tacˇe.
12Vı´ce vla´ken zapisuje do stejne´ho mı´sta v pameˇti.
13Jedno vla´kno prˇepı´sˇe beˇhem vy´pocˇtu hodnotu, s kterou jine´ vla´kno prova´dı´ operace.
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matice.GetRow(r, out index, out data);
for ( int s = 0; s < index.Length; s++)
{
vysledek[r] += vektor[index[s ]] ∗ data[s ];
}
}) ;
Vy´pis 17: Na´sobenı´ rˇı´dke´ matice a vektoru – pomocı´ knihovny TPL
4.5.4 Vy´pocˇet pomocı´ HPC
Vy´pocˇet na´sobenı´ matice a vektoru na pocˇı´tacˇove´m clusteru [14] je slozˇiteˇjsˇı´, protozˇe
musı´me rˇesˇit nejenom algoritmus vy´pocˇtu, ale i komunikaci mezi jednotlivy´mi uzly clus-
teru14.
Program spousˇtı´me na uzlech clusteru. Uzel clusteru, ktery´ bude mı´t hodnost rovnu
0, oznacˇujeme jako hlavnı´ uzel. Vsˇechny ostatnı´ uzly clusteru oznacˇujeme jako vedlejsˇı´
uzly. Hlavnı´ uzel rozesˇle vsˇem vedlejsˇı´m sı´t’ovou cestu k matici, seznam jeho rˇa´dku˚ a
vektor, ktery´m budeme na´sobit. Protozˇe rˇı´dka´ matice mu˚zˇe by´t nerovnomeˇrneˇ obsazena,
mohlo by dojı´t k tomu, zˇe jeden uzel bude pocˇı´tat neˇkolikra´t de´le nezˇ jiny´. Proto hlavnı´
uzel na zacˇa´tku celou matici projde a spocˇı´ta´ pocˇet nenulovy´ch prvku˚ v jednotlivy´ch
rˇa´dcı´ch. Pocˇet vsˇech nenulovy´ch prvku˚ vydeˇlı´ pocˇtem uzlu˚ a zacˇne vytva´rˇet pokyny
pro jednotlive´ uzly. Pokyny obsahujı´ prvnı´ a poslednı´ rˇa´dek, s ktery´m bude na´sledneˇ
uzel pocˇı´tat. Hlavnı´ uzel vypocˇı´ta´ pokyny postupny´m scˇı´ta´nı´m pocˇtu nenulovy´ch prvku
v jednotlivy´ch rˇa´dcı´ch. Tento proces pokracˇuje, dokud hodnota soucˇtu neprˇekrocˇı´ jizˇ
zmı´neˇny´ podı´l vsˇech prvku˚ a uzlu˚. Pote´ se odesˇlou pokyny patrˇicˇne´mu uzlu. I kdyzˇ
uzel s nejvysˇsˇı´ hodnostı´ pocˇı´ta´ zbytek matice, jenzˇ je mensˇı´ nezˇ majı´ ostatnı´ uzly, je tento
zpu˚sob rozdeˇlenı´ efektivneˇjsˇı´ nezˇ deˇlenı´ po rˇa´dcı´ch. Uzel je vlastneˇ pocˇı´tacˇ s neˇkolika
ja´dry, ktery´ mu˚zˇe mı´t i neˇkolik procesoru˚. Proto pro vyna´sobenı´ cˇa´sti matice pouzˇijeme
knihovnu TPL a vyuzˇijeme tak plny´ vy´kon uzlu.
Po vyna´sobenı´ docha´zı´ ke kompletaci vy´sledku. Jednotlive´ vedlejsˇı´ uzly posı´lajı´ hlav-
nı´mu uzlu svu˚j cˇa´stecˇny´ vy´sledek a ten jej kompletuje do vy´sledne´ho vektoru.
Pouzˇitı´m clusteru zrychlı´me vy´pocˇet jizˇ optimalizovane´ho ko´du v za´vislosti na pocˇtu
pouzˇity´ch uzlu˚. Jak vyply´va´ z grafu na obra´zku cˇı´slo 7 tak zrychlenı´ nenı´ linea´rnı´.
Kazˇdy´m prˇida´nı´m uzlu do vy´pocˇtu se snı´zˇı´ cˇas vy´pocˇtu prˇiblizˇneˇ o 20%− 40%. Prˇı´cˇinou
snizˇova´nı´ efektivnosti vy´pocˇtu je knihovna MPI.NET, protozˇe prˇida´nı´m uzlu sice roz-
deˇlı´me vy´pocˇet mezi vı´ce uzlu˚, ale na´roky MPI.NET na jednotlive´ uzly jsou sta´le stejne´.
Z toho vyply´va´, zˇe cˇı´m vı´ce cˇasoveˇ na´rocˇneˇjsˇı´ vy´pocˇet realizujeme, tı´m efektivneˇji je
paralelizace na clusteru.
14Vı´ce informacı´ k HPC a MPI.NET nalezneme v kapitole cˇı´slo 3.2.
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Obra´zek 7: Graf doby vy´pocˇtu na´sobenı´ matice a vektoru – Matice sparse1 ma´ rozmeˇr
53 070 × 8 823 334 a matice sparse2 ma´ rozmeˇr 106 140 × 8 823 334. Vektor prˇi na´sobenı´
byl husty´ a stejny´ pro obeˇ matice.
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5 Algoritmy vy´pocˇtu vlastnı´ch cˇı´sel a vlastnı´ch vektoru˚
V matematice oznacˇujeme vlastnı´ vektor dane´ transformace nenulovy´ vektor, jehozˇ
smeˇr se prˇi transformaci nemeˇnı´ [7]. Koeficient, o ktery´ se zmeˇnı´ velikost vektoru, se
nazy´va´ vlastnı´ cˇı´slo. Matice, jejichzˇ vlastnı´ cˇı´sla a vlastnı´ vektory chceme spocˇı´tat, jsou
cˇtvercove´ respektive symetricke´. Vy´pocˇet vlastnı´ch cˇı´sel a vlastnı´ch vektoru˚ nad sy-
metrickou maticı´ mu˚zˇeme prova´deˇt neˇktery´m z mnoha zna´my´ch algoritmu˚. Mezi ty
nejzna´meˇjsˇı´ patrˇı´ Jacobiho algoritmus vlastnı´ch cˇı´sel, Lanczosu˚v algoritmus, QR algo-
ritmus, Arnoldiho iteracˇnı´ algoritmus nebo algoritmus Rayleighova podı´lu˚. Neˇktere´ z
teˇchto algoritmu˚ si blı´zˇe prˇiblı´zˇı´me a paralelneˇ implementujeme.
Obecneˇ kdyzˇ n-dimenziona´lnı´ vektor x splnˇuje na´sledujı´cı´ linea´rnı´ rovnici je nazy´va´n
vlastnı´m vektorem cˇtvercove´ n× n matice A.
Ax = λx
Kde λ je skala´r odkazujı´cı´ se jako vlastnı´ cˇı´slo odpovı´dajı´cı´ x. Rovnici uvedenou vy´sˇe
lze prˇepsat do tvaru nı´zˇe, kde I je jednotkova´ matice.
Ax− λIx = 0
Tuto rovnici mu˚zˇeme da´le upravit do tvaru nı´zˇe.
(A− λI)x = 0
Pokud existuje inverznı´ matice (A − λI)−1, mohou jı´ by´t obeˇ strany rovnice vyna´-
sobeny k zı´ska´nı´ trivia´lnı´ho rˇesˇenı´ x = 0. Proto potrˇebujeme, aby neexistovala inverznı´
matice. Tato matice lze sestrojit pouze k regula´rnı´ matici. To jest k cˇtvercove´ matice, jejı´zˇ
determinant je ru˚zny´ od nuly. Z toho vyply´va´, zˇe determinant matice (A− λI) musı´ by´t
roven 0, protozˇe pra´veˇ tehdy nelze sestrojit inverznı´ matici.
det(A− λI) = 0
Pozˇadavky na determinant jsou nazy´va´ny charakteristikou rovnice maticeA, kde leva´
strana se nazy´va´ charakteristicky´ polynom. Korˇeny λi pro i = 0, 1, 2 . . . jsou nazy´va´ny
vlastnı´ cˇı´sla matice A a vy´sledek x kde (A − λiI)x = 0 je nazy´va´n vlastnı´m vektorem
matice A vlastnı´ho cˇı´sla λi.
Z vy´sˇe uvedene´ho odvozenı´ se zda´ by´t vy´pocˇet vlastnı´ch cˇı´sel a vlastnı´ch vektoru˚
koncepcˇneˇ jednoduchy´ proces. V praxi je vsˇak tento vy´pocˇet pomeˇrneˇ slozˇity´, hlavneˇ
pro velmi velke´ matice. Protozˇe budeme pracovat s rea´lny´mi symetricky´mi maticemi,
zameˇrˇı´me se na algoritmy pro tento druh matic.
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5.1 Jacobiho algoritmus
Jacobiho algoritmus vlastnı´ch cˇı´sel je jeden z nejjednodusˇsˇı´ch algoritmu˚ pro vy´pocˇet
vlastnı´ch cˇı´sel i vlastnı´ch vektoru˚. Jedna´ se o iteracˇnı´ metodu vy´pocˇtu nad rea´lnou sy-
metrickou maticı´. Je pojmenova´n po Carlu Gustavu Jacobu Jacobim, ktery´ ji navrhnul
v roce 1846. Tato metoda se rozsˇı´rˇila, ale azˇ s prˇı´chodem pocˇı´tacˇove´ techniky v 50. letech
20. stoletı´ [10]. Vesˇkere´ matematicke´ podklady pro implementaci Jacobiho algoritmu jsem
cˇerpal z knihy Numerical Methods, Algorithms and Tools in C# [9].
V na´sledujı´cı´ch kapitola´ch si prˇiblı´zˇı´me vy´pocˇet Jacobiho algoritmu, popı´sˇeme jeho
mozˇnosti paralelizace a srovna´me jeho efektivnost vy´pocˇtu s QR algoritmem.
5.1.1 Matematicky´ za´klad
Vstupem tohoto algoritmu je rea´lna´ symetricka´ matice. Vy´stupem jsou vsˇechna vlastnı´
cˇı´sla a k nim prˇidruzˇene´ vlastnı´ vektory.
Vlastnı´ cˇı´sla rea´lne´ symetricke´ matice A jsou rea´lna´. Proto existuje rea´lna´ ortogona´lnı´
matice S takova´, zˇe D = S−1AS je diagona´lnı´ matice D, kde D je diagona´lnı´ matice
podobna´ matici A. Proto diagona´lnı´ prvky matice D jsou take´ vlastnı´mi cˇı´sly matice
A. Vy´pocˇet matice S nenı´ jednoduchy´. Vy´pocˇtem zı´ska´me se´rii rovinny´ch transformacı´
S1, S2...Sn, ktere´ si da´le vysveˇtlı´me.
Necht’ |aij | je nejveˇtsˇı´ z prvku˚ mimo diagona´lu matice A. Potom sestrojı´me orto-
gona´lnı´ matici S1 takovou, jejichzˇ prvky jsou definova´ny jako
sij = −sinθ, sji = sinθ, sii = cosθ, sjj = cosθ
Vsˇechny ostatnı´ prvky mimo diagona´lu matice S1 jsou nulove´ a vsˇechny ostatnı´
prvky lezˇı´cı´ na diagona´le jsou rovny 1. Matice S1 tedy vypada´ takto
S1 =

1 0 . . . 0 . . . 0 . . . 0


















0 0 . . . 0 . . . 0 . . . 1

Necht’ matice A1 je submatice matice A a je tvorˇena´ prvky aij , aji, aii a ajj . K u´praveˇ
matice A1 na diagona´lnı´ matici pouzˇijeme ortogona´lnı´ transformaci, ktera´ je definova´na

















2θ + aijsin2θ + ajjsin
2θ (ajj − aii)sinθcosθ + aijcos2θ
(ajj − aii)sinθcosθ + aijcos2θ aiisin2θ − aijsin2θ + ajjcos2θ

Tato matice se stane diagona´lnı´ maticı´ pra´veˇ tehdy, kdyzˇ (ajj − aii)sinθcosθ +










aii − ajj )
Pro theta tedy existujı´ 4 rˇesˇenı´, ale pro zı´ska´nı´ nejmensˇı´ rotace je potrˇeba, aby theta
lezˇelo v intervalu −π4 ≤ θ ≤ π4 . Tato nerovnice platı´ pro vsˇechny i, j takove´, zˇe aii ̸= ajj .




4 if aij > 0
−π4 if aij < 0
Proto prvky sij a sji z S¯−11 AS¯1, jenzˇ jsou mimo diagona´lu, vypustı´me a prvky na di-




V dalsˇı´m kroku nalezneme nejveˇtsˇı´ prvek matice D1, ktery´ lezˇı´ mimo diagona´lu.
Prˇedchozı´ postup zopakujeme pro vytvorˇenı´ dalsˇı´ ortogona´lnı´ matice S2. Stejny´m postu-
pem vypocˇteme matici D2.
D2 = S
−1




1 AS1)S2 = (S1S2)
−1A(S1S2)
Tı´mto zpu˚sobem se prova´dı´me se´rie dvojdimenziona´lnı´ch rotacı´. Na konci k te´ trans-
formace je zı´ska´na matice Dk, ktera´ je ve tvaru, jenzˇ je videˇt nı´zˇe.
Dk = (S1S2 . . . Sk)
−1A(S1S2 . . . Sk) = S−1AS
Jak se k blı´zˇı´ k ∞, tak Dk se meˇnı´ v diagona´lnı´ matici. Diagona´lnı´ prvky matice Dk
jsou vlastnı´ cˇı´sla matice A. Sloupce matice S jsou odpovı´dajı´cı´ vlastnı´ vektory matice A.
Bohuzˇel jako vsˇechny algoritmy ma´ i Jacobiho algoritmus jistou nevy´hodu. Prvky, ktere´
jsme beˇhem diagonalizace prˇevedli na 0, nemusı´ vzˇdy zu˚stat 0. Beˇhem na´sledujı´cı´ rotace
se mu˚zˇou zmeˇnit na nenulove´ cˇı´slo. Proto musı´me hodnotu θ pravidelneˇ kontrolovat,
zda je dostatecˇneˇ mala´. Kontrolu prova´dı´me pomocı´ vzorce uvedene´ho nı´zˇe.
|sin2θ + cos2θ − 1| < ε
ε je prahova´ hodnota, kterou si na zacˇa´tku zvolı´me. Pokud prvek mimo diagona´lu je
mensˇı´ jak prahova´ hodnota ε, povazˇujeme ho za dostatecˇneˇ maly´. Cˇı´m je ε blı´zˇe 0, tı´m
prˇesneˇjsˇı´ bude vy´pocˇet vlastnı´ch cˇı´sel a za´rovenˇ tı´m veˇtsˇı´ pocˇet iteracı´ je potrˇeba prove´st.
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5.1.2 Paralelizace a optimalizace algoritmu
Jednou z nejcˇasteˇjsˇı´ch operacı´ v kazˇde´ iteraci je na´sobeni dvou matic. Jednotlive´ prvky
vy´sledne´ matice zı´ska´me skala´rnı´m soucˇinem rˇa´dku prvnı´ matice s patrˇicˇny´m sloupecˇ-
kem druhe´ matice. Jednotlive´ rˇa´dky vı´cerozmeˇrne´ho pole se v pameˇti ukla´dajı´ za sebe, a
proto prˇi pouzˇitı´ sloupecˇku musı´ pocˇı´tacˇ dopocˇı´ta´vat jednotlive´ posuny v pameˇti. Dı´ky
vyuzˇitı´ symetricky´ch matic mu˚zˇeme tento proces eliminovat. Jedna z vlastnostı´ symet-
ricky´ matic je, zˇe prˇi transponova´nı´ vznikne matice stejna´, cozˇ mu˚zˇeme videˇt na prˇı´kladeˇ
nı´zˇe. Proto pokud pracujeme se symetrickou maticı´, mu˚zˇeme mı´sto nacˇı´ta´nı´ sloupecˇku
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Ke snı´zˇenı´ pameˇt’ove´ na´rocˇnosti Jacobiho algoritmu prˇispeˇjeme pouzˇitı´m forma´tu
pro reprezentaci rˇı´dky´ch matic. Vı´ce o forma´tech reprezentace rˇı´dky´ch matic nalezneme
v kapitole 4.
Jelikozˇ Jacobiho algoritmus prova´dı´ vy´pocˇet iteracˇneˇ, tedy neusta´ly´m uprˇesnˇova´nı´m
vy´sledku, je efektivnı´ paralelizace slozˇiteˇjsˇı´. Nemu˚zˇeme tedy paralelizovat iterace vy´-
pocˇtu, ale pouze se pokusit paralelizovat obsah jednotlivy´ch iteracı´. Jako jedna z velmi
cˇasty´ch operacı´ je pru˚chod maticı´. Tuto operaci mu˚zˇeme velmi snadno paralelizovat
pomocı´ knihovny TPL15. Vneˇjsˇı´ cyklus pro pru˚chod rˇa´dku˚ paralelizujeme pomocı´ Par-
alle.For. Syste´m si na´sledneˇ sa´m urcˇı´, kolik vla´ken je vhodne´ pouzˇı´t pro vy´pocˇet a plne´
vyuzˇitı´ dostupny´ch prostrˇedku˚ pocˇı´tacˇe. Touto jednoduchou u´pravou urychlı´me vy´pocˇet
na jednom pocˇı´tacˇi, vyuzˇitı´m vsˇech jader/procesoru˚ dane´ho stroje.
Pokud chceme paralelizovat Jacobiho algoritmus nejenom na jednom pocˇı´tacˇi, mu˚-
zˇeme vyuzˇı´t HPC cluster s podporou MPI.NET. Protozˇe pouzˇı´va´me symetricke´ mat-
ice pomeˇrneˇ male´16 byl by tento vy´pocˇet neefektivnı´. Prˇi paralelizaci vy´pocˇtu v iteraci,
nesmı´me zapomenout na rezˇii spojenou s knihovnou MPI.NET a komunikacı´ mezi nody.
Samotna´ iterace trva´ velmi kra´tkou dobu v pomeˇru k de´lce cele´ho vy´pocˇtu. Nejna´rocˇneˇjsˇı´
cˇasovou operacı´ je de´lka vy´pocˇtu vsˇech iteracı´ potrˇebny´ch k prˇesne´mu vy´sledku17, ktere´
nelze paralelizovat.
5.1.3 Srovna´nı´ s QR algoritmem
Pro srovna´nı´ efektivnosti tohoto algoritmu jsem se rozhodl pouzˇı´t otevrˇenou matem-
atickou knihovnu AlgLib [1]. Tuto knihovnu rozvı´jı´ a sta´le doplnˇuje spolecˇnost AlgLib
15Vı´ce informacı´ o knihovneˇ TPL nalezneme v kapitole 3
16Pocˇı´ta´me vlastnı´ cˇı´sla matic o rozmeˇru do 5000.
17Prˇesny´m vy´sledkem je mysˇlen vy´sledek, dle zadany´ch kriterii jako je ε, maxima´lnı´ pocˇet iteracı´. . .
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Obra´zek 8: Graf doby vy´pocˇtu Jacobiho a QR algoritmu – pro hustotu matice 1%
Project. Jejich cı´lem je vytvorˇit otevrˇenou matematickou knihovnu pro osobnı´, aka-
demicke´ i komercˇnı´ pouzˇitı´ naprˇicˇ spektrem programovacı´ch jazyku˚. Kromeˇ pouzˇitı´
knihovny, lze lega´lneˇ sta´hnout a upravovat zdrojove´ ko´dy pro vlastnı´ potrˇebu. Pro nasˇe
u´cˇely jsme pouzˇili knihovnu AlgLib pro jazyk C#.
Pro vy´pocˇet vlastnı´ch cˇı´sel matice, jsme pouzˇili metodu smatrixevd, ktera´ vypocˇı´ta´
vlastnı´ cˇı´sla symetricke´ matice a jejich prˇidruzˇene´ vektory. Vy´sledek je navı´c setrˇı´deˇny´
podle velikosti. Samotny´ vy´pocˇet se realizuje pomocı´ jednoho z QR algoritmu.
Testovacı´ aplikace byla spousˇteˇna pod Release mo´dem v Microsoft Visual Studio 2010
Ultimate na jednom z node HPC clusteru. K dispozici byly 2 procesory, kazˇdy´ meˇl 4 ja´dra,
s 12 GB RAM. Vstupnı´ data byla na´hodneˇ vygenerovana´ symetricka´ matice obsahujı´cı´
cˇı´sla od 0− 1 a jejı´ hustota obsazenı´ byla da´na testem. Byly provedeny celkem dva testy.
Implementace Jacobiho algoritmu pouzˇita´ v testech byla popsa´na jizˇ v kapitole 5.1.2.
V prvnı´m testu byla prahova´ hodnota ε rovna 0, 01 a hustota vstupnı´ symetricke´
matice byla 1%. U knihovny AlgLib s rostoucı´ dimenzı´ matice byl zhorsˇenı´ nepatrne´ v
rozmezı´ neˇkolika tisı´cin sekundy. Naproti tomu u Jacobiho implementace s rostoucı´ di-
menzı´ matice rostl cˇas vy´pocˇtu exponencia´lneˇ. Na grafu cˇı´slo 8 je patrna´ cˇasova´ slozˇitost
jednotlivy´ch algoritmu˚ k dimenzi vstupnı´ matice.
Ve druhe´m testu byla prahova´ hodnota ε rovna 0, 01 a hustota vstupnı´ symetricke´
matice byla 10%. Vy´sledek byl podobny´ jako v prˇedchozı´m testu. U knihovny AlgLib
s rostoucı´ dimenzı´ matice byl opeˇt zhorsˇenı´ nepatrne´ v rozmezı´ neˇkolika tisı´cin sekundy
a u Jacobiho implementace s rostoucı´ dimenzı´ matice rostl cˇas vy´pocˇtu exponencia´lneˇ.
Oproti prˇedchozı´mu testu, se ale za´sadneˇ zmeˇnil cˇas vy´pocˇtu u Jacobiho algoritmu.
Zatı´mco v prvnı´m prˇı´padeˇ to bylo pro dimenzi 1000 pouze 9s, v druhe´m prˇı´padeˇ jsme
36
Obra´zek 9: Graf doby vy´pocˇtu Jacobiho a QR algoritmu – pro hustotu matice 10%
vy´pocˇet dokoncˇili azˇ za 2, 5 hodiny. Na grafu cˇı´slo 9 je patrna´ cˇasova´ slozˇitost jed-
notlivy´ch algoritmu˚ k dimenzi vstupnı´ matice.
5.2 Lanczosu˚v algoritmus
Lanczosu˚v algoritmus je iterativnı´ metoda vynalezena Corneliusem Lanczosem, jenzˇ je
adaptacı´ power metody18. Pouzˇı´va´ se pro vy´pocˇet vlastnı´ch cˇı´sel a vlastnı´ch vektoru˚
cˇtvercove´ matice nebo k vy´pocˇtu singula´rnı´ho rozkladu matice. Nejcˇasteˇji se Lanczosu˚v
algoritmus vyuzˇı´va´ prˇi pra´ci s velky´mi rˇı´dky´mi maticemi.
Sekvencˇnı´ implementaci Lanczosova algoritmu jsem zı´skal od sve´ho vedoucı´ho
diplomove´ pra´ce. Pomocı´ na´stroje integrovane´ho v MS Visual Studio 10 Ultimate19 jsme
detekovali proble´mova´ mı´sta algoritmu. Jako rˇesˇenı´ teˇchto proble´movy´ch mı´st jsme
zvolili paralelizaci algoritmu, kterou si da´le blı´zˇe popı´sˇeme.
Pro mozˇne´ vyuzˇitı´ implementace algoritmu pro HPC i mimo tuto diplomovou pra´ci,
jsme se rozhodli nasadit tuto implementaci na HPC cluster jako webovou sluzˇbu. Pra´ci
s touto webovou sluzˇbou a jejı´ implementaci si da´le blı´zˇe popı´sˇeme.
5.2.1 Optimaliazce a paralelizace algoritmu
Pro paralelizaci pouzˇijeme HPC cluster, MPI.NET a knihovnu TPL. Algoritmus Lanczose
mu˚zˇeme rozdeˇlit na 3 podstatne´ cˇa´sti.
18Power metoda je jeden z algoritmu˚ pouzˇitelny´ pro vy´pocˇet vlastnı´ch cˇı´sel a vlastnı´ch vektoru˚.
19Jedna´ se o Performance Wizard v na´strojı´ch pro analy´zu.
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V prvnı´ cˇa´sti algoritmu se ze vstupnı´ matice vytvorˇı´ mala´ 3-diagona´lnı´ matice o ve-
likosti podprostoru. Tento u´daj zada´va´ uzˇivatel prˇi spusˇteˇnı´ algoritmu a mimo jine´ urcˇuje
prˇesnost, s jakou algoritmus vypocˇı´ta´ vlastnı´ cˇı´sla vstupnı´ matice. V te´to cˇa´sti programu
se vytva´rˇı´ husta´ matice o velikosti m×n, kde m je velikost podprostoru a n je pocˇet rˇa´dku˚
vstupnı´ matice. Tato cˇa´st ma´ celkem dveˇ proble´mova´ mı´sta. Prvnı´ je pameˇt’ova´ na´rocˇnost
jizˇ zmı´neˇne´ huste´ matice a druhe´ je cˇasova´ na´rocˇnost vy´pocˇtu na´sobenı´ vstupnı´ matice a
huste´ho vektoru.
Proble´m s pameˇti mu˚zˇeme rˇesˇit dveˇma zpu˚soby. Mu˚zˇeme takto vznikajı´cı´ matici pos-
tupneˇ ukla´dat na disk a tı´m si uvolnı´me operacˇnı´ pameˇt’ pro dalsˇı´ vy´pocˇty. Protozˇe tuto
hustou matici budeme v dalsˇı´ cˇa´sti potrˇebovat pro konecˇny´ vy´pocˇet a pra´ce s pevny´m
diskem je oproti pouzˇitı´ pameˇti RAM velmi pomala´, je tato varianta me´neˇ vhodna´. Dalsˇı´
a vhodneˇjsˇı´ rˇesˇenı´ jak vyrˇesˇit pameˇt’ovy´ proble´m je rozdeˇlenı´ matice na mensˇı´ cˇa´sti a
rozesla´nı´ na vsˇechny uzly clusteru.
V druhe´ cˇa´sti algoritmu docha´zı´ k vy´pocˇtu vsˇech vlastnı´ch cˇı´sel a k nim prˇidruzˇeny´ch
vlastnı´ch vektoru˚ z 3-diagona´lnı´ matice. Pro tento vy´pocˇet jsme zvolili pouzˇı´t metodu
smatrixevd z knihovny AlgLib, jenzˇ pro vy´pocˇet pouzˇı´va´ jeden z QR algoritmu˚. V te´to
cˇa´sti nedocha´zı´ k zˇa´dne´mu potencia´lnı´mu proble´mu.
V trˇetı´ cˇa´sti docha´zı´ na´sobenı´ vlastnı´ch vektoru˚ 3-diagona´lnı´ matice s patrˇicˇny´mi cˇa´st-
mi huste´ matice m × n vznikle´ v prvnı´ cˇa´sti algoritmu. V nasˇem prˇı´padeˇ jsme na´sobili
vzˇdy pra´veˇ 2 konkre´tnı´ vlastnı´ vektory. V te´to cˇa´sti je jen jedine´ proble´move´ mı´sto a to je
cˇasova´ na´rocˇnost na´sobenı´ huste´ matice a huste´ho vektoru.
Vsˇechny proble´mova´ mı´sta lze vyrˇesˇit paralelizaci na´sobenı´ matice a vektoru a dis-
tribucı´ velky´ch dat na vı´ce vy´pocˇetnı´ch uzlu˚. Paralelizace na´sobenı´ matice vektorem je
jizˇ popsa´na v kapitole 4.5 a pro distribuci dat pouzˇijeme neˇktere´ z komunikacˇnı´ch metod
MPI.NET, jenzˇ jsou popsa´ny v kapitole 3.3.
5.2.2 Testova´nı´ efektivity paralelizovane´ho ko´du
Pro oveˇrˇenı´, zˇe paralelizace algoritmu Lanczose opravdu pomohla, jsme provedli 4 se´rie
testu˚. Vsˇechny testy byly prova´deˇny nad symetrickou rˇı´dkou maticı´ o rozmeˇrech
1 098 917×1 098 917 s hustotou obsazenı´ 1, 2%. Aplikace byla zkompilovana´ pod Release
mo´dem a spousˇteˇna pomocı´ webove´ sluzˇby prˇı´mo na HPC clusteru20. Pro uprˇesneˇnı´,
kazˇdy´ vy´pocˇetnı´ uzel HPC clusteru disponuje 2 procesory se 4 ja´dry a 12 GB RAM.
Datove´ u´lozˇisˇteˇ pouzˇite´ pro testova´nı´ byl nevyuzˇity´ vy´pocˇetnı´ uzel, jenzˇ je propojen
s ostatnı´mi vy´pocˇetnı´mi uzly rozhranı´m Infiniband s rychlostı´ 20 Gbps.
Prvnı´ se´rii testu˚, kterou jsme prova´deˇli, byla spusˇteˇna pouze na jednom vy´pocˇetnı´m
uzlu HPC clusteru. Rozdeˇlenı´ programu vycha´zı´ z rozdeˇlenı´ provedene´ v kapitole 5.2.1.
Na grafu cˇı´slo 10 vidı´me dobu trva´nı´ vy´pocˇtu jednotlivy´ch cˇa´sti programu prˇi ru˚zne´ ve-
likosti podprostoru. Rozdı´l v podprostoru mezi jednotlivy´mi testy byl 100. Na´ru˚st doby
vy´pocˇtu jednotlivy´ch cˇa´sti programu je linea´rnı´ azˇ do podprostoru velikosti 1300. doby
vy´pocˇtu 2. cˇa´sti programu je exponencia´lnı´. Prˇi velikosti podprostoru 1400 se zacˇal ex-
tremneˇ zvedat cˇas vy´pocˇtu 3. cˇa´sti programu. Toto nelinea´rnı´ zveˇtsˇenı´ cˇasu vy´pocˇtu ma´
20Popis funkcˇnosti a komunikace webove´ sluzˇby vcˇetneˇ jednoduche´ho klienta je popsa´na v kapitole 5.2.3.
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Obra´zek 10: Graf za´vislosti cˇasu vy´pocˇtu jednotlivy´ch cˇa´sti na velikosti podprostoru –
testova´no na 1 uzlu.
na sveˇdomı´ plna´ pameˇt’ RAM a pocˇa´tek procesu swapova´nı´ na disk. Prˇi velikosti pod-
prostoru 1600 jizˇ nestacˇilo ani swapova´nı´ na disk a dosˇlo k pa´du aplikace. Nejsme tedy
schopni spocˇı´tat podprostor veˇtsˇı´ jak 1500 s pouzˇitı´m jednoho vy´pocˇetnı´ho uzlu nad
testovanou maticı´.
Druha´ se se´rie testu˚, kterou jsme prova´deˇli, byla spusˇteˇna na dvou vy´pocˇetnı´ch
uzlech HPC clusteru a jejı´ vy´sledky mu˚zˇeme videˇt na grafu 11. Rozdı´l v podporstoru
mezi jednotlivy´mi testy byl 500. Na´ru˚st doby vy´pocˇtu 1. a 3. cˇa´sti programu je linea´rnı´
a 2. cˇa´sti programu je exponencia´lnı´, azˇ do podprostoru velikosti 2500. Prˇi velikosti
podprostoru 3000 se opeˇt projevilo swapova´nı´ na disk a tı´m se zvedl i cˇas vy´pocˇtu. Prˇi
pouzˇitı´ dvou vy´pocˇetnı´ch uzlu˚ jsme schopni vypocˇı´tat algoritmus Lanczose do velikosti
podprostoru 4000 nad testovanou maticı´.
Trˇetı´ se´rie testu˚, kterou jsme prova´deˇli, byla spusˇteˇna na trˇech vy´pocˇetnı´ch uzlech
HPC clusteru a jejı´ vy´sledky mu˚zˇeme videˇt na grafu 12. Rozdı´l v podporstoru mezi jed-
notlivy´mi testy byl 500. Na´ru˚st doby vy´pocˇtu 1. a 3. cˇa´sti programu je linea´rnı´ a 2. cˇa´sti
programu je exponencia´lnı´, azˇ do podprostoru velikosti 3500. Prˇi velikosti podprostoru
4000 se opeˇt projevilo swapova´nı´ na disk a tı´m se zvedl i cˇas vy´pocˇtu. Prˇi pouzˇitı´ dvou
vy´pocˇetnı´ch uzlu˚ jsme schopni vypocˇı´tat algoritmus Lanczose do velikosti podprostoru
6000 nad testovanou maticı´.
Poslednı´ se´rie testu˚, kterou jsme prova´deˇli, byla spusˇteˇna na cˇtyrˇech vy´pocˇetnı´ch
uzlech HPC clusteru a jejı´ vy´sledky mu˚zˇeme videˇt na grafu 13. Rozdı´l v podporstoru
mezi jednotlivy´mi testy byl 500. Na´ru˚st doby vy´pocˇtu 1. a 3. cˇa´sti programu je linea´rnı´ a
2. cˇa´sti programu je exponencia´lnı´, azˇ do podprostoru velikosti 4500. Prˇi velikosti pod-
prostoru 5000 se opeˇt projevilo swapova´nı´ na disk a tı´m se zvedl i cˇas vy´pocˇtu. Prˇi pouzˇitı´
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Obra´zek 11: Graf za´vislosti cˇasu vy´pocˇtu jednotlivy´ch cˇa´sti na velikosti podprostoru –
testova´no na 2 uzlech.
Obra´zek 12: Graf za´vislosti cˇasu vy´pocˇtu jednotlivy´ch cˇa´sti na velikosti podprostoru –
testova´no na 3 uzlech.
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Obra´zek 13: Graf za´vislosti cˇasu vy´pocˇtu jednotlivy´ch cˇa´sti na velikosti podprostoru –
testova´no na 4 uzlech.
dvou vy´pocˇetnı´ch uzlu˚ jsme schopni vypocˇı´tat algoritmus Lanczose do velikosti pod-
prostoru 7000 nad testovanou maticı´.
Kdyzˇ srovna´me dobu celkove´ho vy´pocˇtu na 1,2,3 a 4 vy´pocˇetnı´ch uzlech pro stejnou
velikost podprostoru, zjistı´me, zˇe paralelizace ani optimalizace na´m neprˇinesla kratsˇı´
cˇas vy´pocˇtu. Jak vidı´me na grafu cˇı´slo 14 s rostoucı´m pocˇtem vy´pocˇetnı´ch uzlu˚ roste i
doba celkove´ho vy´pocˇtu pro stejny´ podprostor. Toto nepatrne´ zhorsˇenı´ je du˚sledkem ko-
munikace mezi spusˇteˇny´mi procesy. Pouzˇitı´m veˇtsˇı´ho pocˇtu vy´pocˇetnı´ch uzlu˚ mu˚zˇeme
zkra´tit cˇas celkove´ho vy´pocˇtu pra´veˇ tehdy, kdyzˇ by pouzˇitı´ mensˇı´ho pocˇtu vy´pocˇetnı´ch
uzlu˚ muselo swapovat na disk. Podstatna´ vy´hoda paralelizace na HPC clusteru je
mozˇnost spusˇteˇnı´ vy´pocˇtu algoritmu s veˇtsˇı´ velikostı´ podprostoru.
5.2.3 Webova´ sluzˇba na HPC clusteru
Jak jsem jizˇ zmı´nil, rozhodli jsme se nasadit na HPC cluster webovou sluzˇbu, kterou je
mozˇne´ realizovat vy´pocˇet vlastnı´ch cˇı´sel a vlastnı´ch vektoru˚ nad velky´mi rˇı´dky´mi mat-
icemi. Webova´ sluzˇba poskytuje celkem 3 metody, jenzˇ je mozˇne´ na´sledneˇ vyuzˇı´t v pro-
gramech.
Prvnı´ dostupna´ metoda je BeginLanczos(). Metoda spustı´ vy´pocˇet algoritmu Lanc-
zose na HPC clusteru. Vstupem metody je jme´no matice typu string, velikost podpros-
toru typu integer a pocˇa´tecˇnı´ cˇı´slo typu integer. Toto pocˇa´tecˇnı´ cˇı´slo se pouzˇı´va´ pro ob-
jekt typu Random prˇi generova´nı´ na´hodny´ch cˇı´sel. Pokud je toto cˇı´slo rovno 0, pak se
cˇı´sla generujı´ na´hodneˇ. Pokazˇde´, kdyzˇ pouzˇijeme stejne´ pocˇa´tecˇnı´ cˇı´slo, vygeneruje se
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Obra´zek 14: Graf za´vislosti cˇasu celkove´ho vy´pocˇtu na velikosti podprostoru – testova´no
na 1− 4 uzlech.
stejna´ posloupnost na´hodny´ch cˇı´sel. Vy´stupem metody je identifikacˇnı´ cˇı´slo, pod ktery´m
je u´loha zavedena´ v pla´novacˇi u´loh. Na´vratova´ hodnota je typu integer.
Druha´ dostupna´ metoda je IsRunning(). Metoda ozna´mı´, zda u´loha na HPC clusteru
jesˇteˇ beˇzˇı´ cˇi nikoliv. Vstupem te´to metody je identifikacˇnı´ cˇı´slo u´lohy, jezˇ je typu integer.
Vy´stupem je promeˇnna´ typu boolean.
Trˇetı´ dostupna´ metoda je GetResult(). Tato metoda navracı´ vy´sledek vy´pocˇtu algo-
ritmu Lanczose, ktery´ beˇzˇel pod konkre´tnı´m identifikacˇnı´m cˇı´slem. Vstupem te´to metody
je identifikacˇnı´ cˇı´slo u´lohy, jezˇ je typu integer. Vy´stupem je pole vlastnı´ch cˇı´sel a k nim
patrˇicˇny´ch vektoru˚, jezˇ jsou ulozˇeny v datove´m typu Eigen. Tento datovy´ typ je soucˇa´stı´
knihovny IRApi.LinearAlgebra.
Uzˇivatel ulozˇı´ velkou rˇı´dkou matici na datove´ u´lozˇisˇteˇ ve forma´tu SimpleMatrixFloat,
jenzˇ je soucˇa´sti knihovny IRApi.Old.LA (graf cˇ. 15 komunikace cˇ. 1). Azˇ jsou data
prˇipravena, zavola´me metodu BeginLanczos() webove´ sluzˇby, ktera´ vytvorˇı´ v pla´novacˇi
u´loh na vedoucı´m uzlu HPC clusteru novou u´lohu (graf cˇ. 15 komunikace cˇ. 2). Webova´
sluzˇba do te´to u´lohy vlozˇı´ novy´ u´kol, jenzˇ obsahuje parametry pro spusˇteˇnı´ algoritmu
Lanczose. Jakmile je u´loha s u´kolem vytvorˇena´, zarˇadı´ se do fronty ke zpracova´nı´ (graf
cˇ. 15 komunikace cˇ. 3) a uzˇivateli je sdeˇleno identifikacˇnı´ cˇı´slo u´lohy v pla´novacˇi u´loh
(graf cˇ. 15 komunikace cˇ. 8). Po spusˇteˇnı´ u´lohy na vy´pocˇetnı´ch uzlech docha´zı´ ke k
cˇa´stecˇne´mu stazˇenı´ vstupnı´ matice do pameˇti jednotlivy´ch uzlu˚ (graf cˇ. 15 komunikace cˇ.
4 a 5). Po dokoncˇenı´ vy´pocˇtu algoritmu Lanczose je vy´sledek ulozˇen na datove´ u´lozˇisˇteˇ



















Obra´zek 15: Graf komunikace mezi u´cˇastnı´ky prˇi spusˇteˇnı´ Lanczose na HPC clusteru –
popis jednotlivy´ch komunikacı´ nalezneme v 5.2.3.
cˇ. 7). Uzˇivatel se mu˚zˇe pomocı´ metody IsRunning() pru˚beˇzˇneˇ dotazovat webove´ sluzˇby,
zda jeho vy´pocˇet na HPC clusteru je sta´le spusˇteˇny´ (graf cˇ. 15 komunikace cˇ. 9 a 10).
Azˇ se uzˇivatel dozvı´, zˇe vy´pocˇet je jizˇ u konce, zavola´ metodu webove´ sluzˇby GetRe-
sult() a pozˇa´da´ o vy´sledek (graf cˇ. 15 komunikace cˇ. 11). Webova´ sluzˇba sta´hne vy´sledek
ulozˇeny´ na datove´m u´lozˇisˇti (graf cˇ. 15 komunikace cˇ. 12 a 13) a posˇle jej uzˇivateli (graf
cˇ. 15 komunikace cˇ. 14).
Na vy´pisu zdrojove´ho ko´du cˇı´slo 18 vidı´me implementaci jednoduche´ho klienta
pro obsluhu webove´ sluzˇby.
int JobId = −1;
bool finished = false;
LanczosHPC.WebServiceSoapClient ws = new LanczosHPC.WebServiceSoapClient();
if (JobId == −1)
{
int jobId = ws.BeginLanczos(”out”, 2000, 25); // ”out” je jme´no vstupnı´ matice
Console.WriteLine(”JobId: {0}”, jobId) ; // ”2000” je velikost podprostoru
} // ”25” je pocˇatecˇnı´ cˇı´slo pro Random







Eigen[] eigenLANCZOS = ws.GetResult(JobId);
Vy´pis 18: Jednoduchy´ klient pro vy´pocˇet Lanczose na HPC clusteru
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6 Vyuzˇitı´ spektra´lnı´ho usporˇa´da´nı´
Jako jiny´ prˇı´stup k zjisˇteˇnı´ vy´voje te´matu jsme zvolili pouzˇitı´ Fiedlerova vektoru. Tento
vektor je roven vektoru druhe´ho nejmensˇı´ho vlastnı´ho cˇı´sla Laplaceho matice grafu G [3].
Abychom jej zı´skali, musı´me vypocˇı´tat vsˇechny vlastnı´ cˇı´sla te´to matice, serˇadit je podle
velikosti a vybrat druhe´ nejmensˇı´. Vlastnı´ vektor tohoto cˇı´sla se nazy´va´ Fiedleru˚v vektor.
Pro testova´nı´ jsme pouzˇili kolekci le´karˇsky´ch abstraktu˚ v anglicˇtineˇ jme´nem Med-
lars Collection. Kolekce obsahuje 1033 textovy´ch souboru˚ a jeden xml soubor se sadou 30
dotazu˚. Vy´pocˇet jsem realizoval s pomocı´ knihoven IRApi. Tuto sadu knihoven vcˇetneˇ
kolekce jsem zı´skal od sve´ho vedoucı´ho pra´ce. Testova´nı´ bylo prova´deˇno v jazyce C#
s .NET Framework 4.0.
Nynı´ si shrneme procesy, ktere´ bylo trˇeba vykonat prˇed samotny´m testova´nı´m. Na´-
sledneˇ si vysveˇtlı´me, jak budeme posuzovat vy´sledek, zda je prˇesneˇjsˇı´ cˇi nikoliv.
6.1 Prˇı´prava pro testova´nı´
Abychom dosˇli od textovy´ch souboru˚ k vy´sledku˚m dotazu a pouzˇitı´ SORT-EACH, musı´-
me prove´st proces indexace, tvorbu vektorove´ho modelu, vytvorˇenı´ matice podobnosti,
tvorba hierarchicky rozdeˇleny´ch shluku˚ a nakonec prˇeskla´da´nı´ pomocı´ SORT-EACH [4].
Proces indexace je postup, kdy pru˚chodem textu jednotlivy´ch dokumentu˚ zı´ska´me
slovnı´k vsˇech pouzˇitelny´ch termı´nu˚ a vytvorˇı´me reprezentaci dokumentu podle pouzˇi-
te´ho modelu v DIS. Tyto termı´ny postupneˇ zredukujeme trˇemi kroky [4].
Prvnı´m krokem je redukce pomocı´ lexika´lnı´ analy´zy, kdy odstranı´me cˇı´slice, spo-
jovnı´ky, velka´ a mala´ pı´smena, ostatnı´ interpunkcˇnı´ zname´nka. V neˇktery´ch prˇı´padech
mu˚zˇou by´t neˇktere´ z teˇchto prvku˚ chteˇna´, naprˇı´klad v pra´vnicky´ch textech cˇı´slice para-
grafu˚ nebo velka´ a mala´ pı´smena ve zdrojovy´ch ko´dech.
Druhy´m krokem nezbytny´m pro redukci indexove´ho souboru je pouzˇitı´ slovnı´ku
nevy´znamovy´ch slov. V beˇzˇne´m textu se nacha´zı´ prˇiblizˇneˇ 20% − 30% teˇchto termı´nu˚.
Jejich pouzˇitı´ snizˇuje rozlisˇovacı´ hodnotu cele´ho indexove´ho souboru, a proto jsou
nevhodna´. Smaza´nı´m teˇchto slov zmensˇı´me velikost indexove´ho souboru a urychlı´me
jeho pozdeˇjsˇı´ zpracova´nı´. Prˇı´kladem takove´ho to slova je v anglicky´ch textech naprˇı´klad
slovo the [4].
Trˇetı´m krokem redukce indexove´ho souboru je pomocı´ lemmatizace. Tento proces
na´m umozˇnˇuje urcˇit morfologicke´ zarˇazenı´ porovna´vany´ch vzorku˚. Lemmatizace prˇirˇa-
zuje informace o za´kladnı´ch korˇenech tvaru slov obsahujı´cı´ aktua´lnı´ korˇen slova, gra-
matickou kategorii a dokonce pozna´mku, od ktere´ho korˇene prˇı´slusˇny´ tvar pocha´zı´.
Prˇı´kladem takove´ to u´pravy je prˇi pouzˇitı´ anglicky´ch slov connected, connecting, inter-
connection, ktere´ mu˚zˇeme nahradit slovem connect [4].
Po procesu indexace je potrˇeba vytvorˇit vektorovy´ model. V tomto modelu jsou jed-
notlive´ dokumenty a dotazy reprezentova´ny vektory. Jednou z vy´hod tohoto modelu,
je mozˇnost hodnotit soubory podle vza´jemne´ podobnosti i rozdı´lny´ch typu˚ souboru21
[4]. Vektor dokumentu ma´ rozmeˇr m, kde m je pocˇet termı´nu ve slovnı´ku. Tento vektor
21naprˇı´klad textove´ dokumenty, fotodokumentace, dokumenty obsahujı´cı´ video . . .
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obsahuje prvky 0 a 1, kde 0 znamena´ absenci termı´nu v dokumentu a 1 naopak vy´skyt
termı´nu v dokumentu. Z toho vyply´va´, zˇe pokud budeme indexovat n dokumentu˚ se
slovnı´kem m termı´nu˚ t1, . . . , tm, je kazˇdy´ vektor dokumentu reprezentova´n jako
di = (wi1, wi2, . . . , wim)
kde wij je va´ha j-te´ho termı´nu v i-te´m dokumentu. Va´ha s nejvysˇsˇı´ hodnotou
odpovı´da´ termı´nu s nejveˇtsˇı´ du˚lezˇitostı´. Cela´ kolekce teˇchto vektoru˚ reprezentuje matici
o rozmeˇrech n×m, kde i-ty´ rˇa´dek odpovı´da´ i-te´mu dokumentu z kolekce dokumentu˚ a
j-ty´ sloupec odpovı´da´ j-te´mu termı´nu ze slovnı´ku termı´nu˚ [4].
Dotaz pro vektorovy´ model reprezentujeme jako vektor o m prvcı´ch s va´hami dotazu
pro jednotlive´ termı´ny.
q = (wq1, wq2, . . . , wqm)
Reprezentovat va´hy termı´nu˚ mu˚zˇeme bina´rnı´ reprezentaci a nebo va´zˇenı´m termı´-
nu˚ [4]. Koeficient podobnosti u va´zˇenı´ termı´nu˚ mu˚zˇeme spocˇı´tat skala´rnı´m soucˇinem
vektoru˚, kosinovou mı´rou nebo Diceovy´m vy´pocˇtem koeficientu. V nasˇem prˇı´padeˇ jsme
pouzˇili kosinovu mı´ru. Z koeficientu˚ podobnosti se sestavı´ matice podobnosti.
Da´le, se jı´zˇ postup lisˇı´, podle pouzˇitı´ testovane´ho algoritmu.
6.2 Ukazatel mı´ry prˇesnosti
Za´kladnı´mi ukazateli efektivnosti jsou u´plnost a prˇesnost vy´sledku. Pomocı´ teˇchto
dvou ukazatelu˚, mu˚zˇeme vypocˇı´tat mı´ru schopnosti poskytnout relevantnı´ dokument.
Koeficient u´plnosti mu˚zˇeme vyja´drˇit jako podı´l zı´skany´ch relevantnı´ch dokumentu˚ a
vsˇech relevantnı´ch dokumentu˚ v kolekci. Koeficient prˇesnosti mu˚zˇeme vypocˇı´tat jako
podı´l zı´skany´ch relevantnı´ch dokumentu˚ a vsˇech dokumentu˚ zı´skany´ch dotazem. Pro
zjednodusˇenı´ vyja´drˇenı´ efektivnosti byla vytvorˇena F -mı´ra [4], ktera´ vyjadrˇuje jak
prˇesny´ a u´plny´ je vy´sledek dotazu. Pro vy´pocˇet F -mı´ry potrˇebujeme zadat koeficient
β, ktery´ oznacˇuje pomeˇr mezi prˇesnostı´ a u´plnosti. Pro nasˇe testova´nı´ byl nastaven
pomeˇr 1 : 1, tedy β se rovna´ 1. Vy´pocˇet F -mı´ry vidı´me na vzorci
Fβ =
(1 + β) ·RZ
β2 ·R+ Z ,
kde RZ jsou vsˇechny relevantnı´ dokumenty zı´skane´ dotazem, R jsou vsˇechny rele-
vantnı´ dokumenty v kolekci, Z jsou vsˇechny dokumenty zı´skane´ dotazem.
6.3 Experimenty se SORT-EACH
Jak jizˇ bylo zmı´neˇno, prˇi testova´nı´ jsme pouzˇili kolekci medicı´nsky´ch abstraktu˚ Medlars
Collection a provedli jsme prˇı´pravu popsanou v kapitole 6.1. Nejdrˇı´ve si popı´sˇeme postup
pro testova´nı´ dotazu, hierarchicke´ho shlukova´nı´ a pote´ si popı´sˇeme postup vyuzˇitı´
Fiedlerova vektoru. Celkem provedeme 6 druhu˚ testu˚. Kazˇdy´ druh testu provedeme 3×
s ru˚znou hodnotou rozvoje te´matu.
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typ testu MC F -mı´ra P-5 F -mı´ra P-10 F -mı´ra PR
Vektorovy´ model - 27, 99 41, 14 58, 6
Hierarchicke´ shlukova´nı´ 2 29, 27 42, 78 61, 23
Fiedleru˚v vektor 10−5 26, 51 41, 05 58, 07
Fiedleru˚v vektor 10−6 26, 51 41, 05 58, 07
Fiedleru˚v vektor 10−7 26, 51 40, 88 58, 03
Fiedleru˚v vektor 10−8 26, 51 40, 88 58, 03
Tabulka 5: Tabulka testu˚ mı´ry schopnosti navra´cenı´ relevantnı´ch dokumentu˚ pro rozvoj
te´matu roven 2
Prvnı´ test je vyhodnocenı´ vektorove´ho dotazu bez jake´hokoliv prˇeskla´da´nı´. Po vytvorˇenı´
matice podobnosti aplikujeme dotaz. Jeho vy´sledek zpracujeme a zı´ska´me mı´ru schop-
nosti poskytnout relevantnı´ dokument, tedy F -mı´ru. Nameˇrˇı´me F -mı´ru pro prvnı´ch
5 dokumentu˚, pro prvnı´ch 10 dokumentu˚ a pru˚meˇr pro vsˇechny dokumenty vra´cene´
dotazem.
Druhy´ test je aplikace hierarchicke´ho shlukova´nı´ a pouzˇitı´ algoritmu SORT-EACH.
Po vytvorˇenı´ matice podobnosti se aplikuje dotaz. Za´rovenˇ se na matici podobnosti ap-
likuje hierarchicke´ shlukova´nı´. V nasˇem prˇı´padeˇ pouzˇijeme metodu nejblizˇsˇı´ho souseda
[4], tedy single linkage. Pote´ se provede setrˇı´deˇnı´ vy´sledku dotazu. Prˇi aplikaci algoritmu
SORT-EACH se podle pocˇtu a velikosti shluku˚ provede vy´voj te´matu u jednotlivy´ch
dokumentu˚ vra´ceny´ch dotazem. De´lka rozvoje te´matu byla beˇhem testova´nı´ nastavena
na hodnoty 2, 5 a 10.
Poslednı´ cˇtyrˇi testy jsou si velice podobne´. Jedna´ se o testova´nı´ Fiedlerova vek-
toru. Tyto cˇtyrˇi testy se od sebe lisˇı´ nastavenı´m hodnoty koule, prˇesneˇji hodnoty cesty.
Vı´ce o ε-kouli v [4]. Hodnoty testova´nı´ byly nastaveny jako 10−5, 10−6, 10−7, 10−8. Po
vytvorˇenı´ matice podobnosti, provedeme u´pravu na Laplaceho matici grafu a vypocˇteme
vlastnı´ cˇı´sla a vektory noveˇ vznikle´ matice. Po nalezenı´ Fiedlerova vektoru jej vyuzˇijeme
k vytvorˇenı´ nove´ matice podobnosti. Na tuto matici aplikujeme dotaz, hierarchicke´
shlukova´nı´ a SORT-EACH jako v prˇedchozı´m testu.
V tabulka´ch cˇı´slo 5, 6 a 7 vidı´me nameˇrˇene´ hodnoty F -mı´ry pro prvnı´ch 5 doku-
mentu˚ (F -mı´ra P-5), pro prvnı´ch 10 dokumentu˚ (F -mı´ra P-10) a pru˚meˇrnou hodnotu
vsˇech dokumentu˚ vra´ceny´ch dotazem (F -mı´ra PR). Tabulky se lisˇı´ hodnotou rozvoje
te´matu, ktera´ naby´va´ hodnot 2, 5 a 10. Hodnota cesta oznacˇuje maxima´lnı´ de´lku cesty v
ε-kouli. Prˇi◦testova´nı´ hierarchicke´ho shlukova´nı´ naby´va´ vzda´lenost mezi dveˇma doku-
menty hodnot ⟨0; 1⟩. Cesta takovouto koulı´ je pak soucˇet teˇchto vzda´lenostı´. Hodnota
koule stanovı´ polomeˇr ε-koule. Po vy´pocˇtu Fiedlerova vektoru se nepouzˇı´va´ podob-
nost mezi dokumenty, ale podobnost rozdı´lu mezi hodnotami ve Fiedleroveˇ vektoru.
Proto nemu˚zˇeme pouzˇit stejnou maxima´lnı´ cestu (MC) pro hierarchicke´ shlukova´nı´ i
pro Fiedleru˚v vektor. Cı´lem pra´ce je oveˇrˇenı´ vhodnosti metody vy´pocˇtu Fiedlerova vek-
toru pro vy´voj te´mat. A proto jsme u testova´nı´ pevneˇ zvolili hodnotu 2 pro hierarchicke´
shlukova´nı´ a meˇnili pouze hodnotu cesty u vy´pocˇtu Fiedlerova vektoru.
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typ testu MC F -mı´ra P-5 F -mı´ra P-10 F -mı´ra PR
Vektorovy´ model - 27, 99 41, 14 58, 6
Hierarchicke´ shlukova´nı´ 2 29, 68 42, 46 61, 27
Fiedleru˚v vektor 10−5 27, 14 41, 39 59, 21
Fiedleru˚v vektor 10−6 27, 14 41, 39 59, 21
Fiedleru˚v vektor 10−7 27, 46 41, 83 59, 34
Fiedleru˚v vektor 10−8 27, 46 41, 83 59, 31
Tabulka 6: Tabulka testu˚ mı´ry schopnosti navra´cenı´ relevantnı´ch dokumentu˚ pro rozvoj
te´matu roven 5
typ testu MC F -mı´ra P-5 F -mı´ra P-10 F -mı´ra PR
Vektorovy´ model - 27, 99 41, 14 58, 6
Hierarchicke´ shlukova´nı´ 2 29, 68 42, 46 61, 27
Fiedleru˚v vektor 10−5 27, 14 41, 83 59, 21
Fiedleru˚v vektor 10−6 27, 14 41, 39 59, 21
Fiedleru˚v vektor 10−7 27, 46 41, 83 59, 34
Fiedleru˚v vektor 10−8 27, 46 41, 83 59, 31
Tabulka 7: Tabulka testu˚ mı´ry schopnosti navra´cenı´ relevantnı´ch dokumentu˚ pro rozvoj
te´matu roven 10
Z tabulek vyply´va´, zˇe prˇi pouzˇitı´ kra´tke´ho rozvoje te´matu algoritmus pouzˇitı´ Fiedlerova
vektoru ma´ hrosˇı´ vy´sledky nezˇ samotny´ vektorovy´ dotaz. Ale jak testy uka´zaly, prˇi
delsˇı´m tematicke´m rozvoji docha´zı´ k vylepsˇenı´ vy´sledku a k prˇekona´nı´ efektivnosti
vektorove´ho dotazu. Provedene´ testy proka´zaly, zˇe pouzˇitı´ Fiedlerova vektoru nenı´ tak
efektivnı´ jako samotne´ vyuzˇitı´ hierarchicke´ho shlukova´nı´.
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7 Za´veˇr
Z vy´sledku˚ vyply´va´, zˇe prˇi pouzˇitı´ kra´tke´ho rozvoje te´matu algoritmus pouzˇitı´ Fiedlerova
vektoru ma´ horsˇı´ vy´sledky nezˇ samotny´ vektorovy´ dotaz. Ale jak testy uka´zaly, prˇi
delsˇı´m tematicke´m rozvoji docha´zı´ k vylepsˇenı´ vy´sledku˚ a k prˇekona´nı´ efektivnosti
vektorove´ho dotazu. Z provedeny´ch testu˚ da´le vyplynulo, zˇe efektivnost vyuzˇitı´ pouze
hierarchicke´ho shlukova´nı´ je v pru˚meˇru o 3, 3% - 5, 5% efektivneˇjsˇı´ nezˇ pouzˇitı´ algoritmu
Fiedlerova vektoru.
Podarˇilo se paralelizovat algoritmus Lanczose a u´speˇsˇneˇ ho implementovat na HPC
cluster s vyuzˇitı´m webove´ sluzˇby. Doba trva´nı´ vy´pocˇtu tohoto algoritmu se paralelizacı´
nezmensˇila, ale rozlozˇila se pameˇt’ova´ za´teˇzˇ vy´pocˇtu na jednotlive´ uzly clusteru, cozˇ
umozˇnˇuje vy´pocˇet matic o veˇtsˇı´ch rozmeˇrech. Nasazenı´m webove´ sluzˇby je algoritmus
vy´pocˇtu dostupny´ i pro sˇirsˇı´ okruh lidı´.
Na testech na´sobenı´ matice vektorem na HPC clusteru je patrne´, zˇe prˇida´nı´m dalsˇı´ho
uzlu se snı´zˇı´ cˇas trva´nı´ vy´pocˇtu jen o 20% - 40% namı´sto idea´lnı´ch 50%. Tento jev je
zpu˚soben komunikacı´ MPI mezi procesy.
Z vy´sledku˚ testu˚ algoritmu vlastnı´ch cˇı´sel, jsme zjistili, zˇe QR algoritmus je pro vy´pocˇet
vlastnı´ch cˇı´sel a vektoru˚ rychlejsˇı´ nezˇ Jacobi. Z nameˇrˇeny´ch dat, mu˚zˇeme tvrdit zˇe im-
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