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Mixed formulations with C0-continuity basis functions are employed for the solution of some types of one-dimensional
fourth- and sixth-order equations, resulting from axial tension and buckling of gradient elastic beams, respectively. A basic
characteristic of gradient elasticity type equations is the appearance of boundary layers in the higher-order derivatives of
the displacements (e.g., in the stress ﬁelds). This is due to the small parameters (related to the size of the microstructure)
entering the governing equations. The proposed mixed formulations are based on generalizations of the well-known
Ciarlet–Raviart mixed method, where the new main variables are related to second-order (or fourth order, for the buckling
problem) derivatives of the displacement ﬁeld. The continuous and discrete Babusˇka–Brezzi inf–sup conditions are
established. The mixed formulations are numerically tested for both the uniform h- and p-extensions. With regard to
the axial tension problem, the standard quasi-optimal rates of convergence are numerically veriﬁed in all cases (i.e.,
algebraic rate of convergence for the h-extension and exponential rate for the p-extension). On the other hand, the
h-extension observed convergence rates of the critical (buckling) load for the second model problem are slightly higher than
the theoretical ones found in the literature (especially for polynomial order p = 1). The respective observed rates of
convergence of the buckling load for the p-extension are still exponential.
 2006 Elsevier Ltd. All rights reserved.
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Mixed formulations with C0-continuity conforming ﬁnite element basis functions are employed for the
solution of some types of one-dimensional fourth- and sixth-order strain gradient equations (axial tension
and buckling of a gradient elastic beam). The formulations are numerically tested against both the uniform0020-7683/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
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variables.
The conforming ﬁnite element discretizations of the standard Galerkin formulations for biharmonic equa-
tions demand C1-continuity shape functions (Braess, 1997; Ciarlet, 1978). In general, however, it is diﬃcult to
satisfy the C1-continuity conditions for shape functions in multi-dimensional problems. One way to circum-
vent the diﬃculty of C1-continuity is to use non-conforming elements, like the DKT (discrete Kirchhoﬀ trian-
gle) element (Braess, 1997). Another way is to employ mixed formulations, in order to reduce the regularity
requirements in the bilinear functionals (Braess, 1997; Ciarlet, 1978; Cheng et al., 2000). The most commonly
used techniques employ the components of the gradient of displacement ($u), as independent variables (usu-
ally referred to as: rotations, h), while the Kirchhoﬀ constraint ($u) = h is enforced via Lagrange multipliers or
penalty terms (Braess, 1997; Cheng et al., 2000; Amanatidou and Aravas, 2002). Respective considerations
arise for sixth- or higher-order diﬀerential equations.
Another possibility is to introduce the second (and/or higher even) order derivatives of the displacement as
new independent variables. In Ciarlet (1978) the original technique (Ciarlet–Raviart method) is analyzed. Var-
ious modiﬁcations of this method can be found in the literature. For example, the Herrmann–Miyoshi (H–M)
method (Herrmann, 1967; Miyoshi, 1973; Babusˇka et al., 1980) employs as auxiliary variables all the second-
order derivatives of the displacement. The method developed in Balasundaram and Bhattacharyya (1984) con-
stitutes a generalization of the previous H–M technique, for biharmonic equations with variable coeﬃcients.
The new variables in Balasundaram and Bhattacharyya (1984) are the components of the bending moment
tensor. Finally, the mixed method developed in Markolefas et al. (2007), for the numerical solution of the gen-
eral 3D strain gradient elasticity problem, employs as independent variables the double and Cauchy stress ten-
sors, as well as the displacement vector ﬁeld.
In the current work, we attempt a comparison between the h- and p-extensions, with Legendre polynomial-
based hierarchical shape functions (Babusˇka et al., 1981; Babusˇka and Suri, 1987; Szabo and Babusˇka, 1991),
for some types of 1D strain gradient equations (Tsepoura et al., 2002; Papargyri-Beskou et al., 2003). More
speciﬁcally, an one-dimensional analogue of the mixed technique of Markolefas et al. (2007) is employed to
solve the simple uniaxial tension of a strain gradient elastic bar (Tsepoura et al., 2002), see Section 3 and
Appendix A. Furthermore, a new mixed formulation is developed, based on similar principles, to compute
the buckling (critical) load of a strain gradient elastic beam (Papargyri-Beskou et al., 2003), see Section 3
and Appendix B. Note that, fourth-order (biharmonic) equations with analogous complicated (Neumann
or Robin type) boundary conditions are common in the formulation of boundary value problems within
the framework of various gradient elasticity theories in many dimensions (Bleustein, 1967; Mindlin and Eshel,
1968; Amanatidou and Aravas, 2002; Georgiadis, 2003).
A basic feature of gradient elasticity type equations is the appearance of boundary layers in the higher-or-
der derivatives of the displacement ﬁeld (e.g., in the Cauchy, double, and true stress ﬁelds). This is due to the
small parameters entering the governing equations (characteristic lengths or intrinsic material lengths, related
to the size of the microstructure). It is well known that the presence of boundary layers may aﬀect the quality
of the ﬁnite element approximation (Stewart and Hughes, 1998; Schmidt and Siebert, 2000). For example, the
approximate solutions may have high pollution error in the form of spurious oscillations near the boundary
layers. The quality of approximation of eigenvalues may be also aﬀected, if the eigenfunctions exhibit steep
gradients or singularities (Babusˇka and Osborn, 1991; Andreev et al., 2005). Regarding the standard Galerkin
approximations, it is necessary to reﬁne the mesh appropriately at the neighbourhood of the boundary layers
(Schmidt and Siebert, 2000) or employ stabilization methods (for example, see Hughes et al., 1989).
The numerical experimentation of the current work reveals that the proposed mixed formulations present
low pollution error (no spurious oscillations near the boundary layer), even with uniform meshes. The theo-
retical (quasi-optimal) rates of convergence are quickly observed. Moreover, the error percentages, for both
the axial tension and buckling (eigenvalue) problems, become very small with relatively few degrees of
freedom.
Besides the validation of the theoretical analysis of this work, one of the goals of the numerical experimen-
tation is to provide a basis for the application of the p-extension, in conjunction with mixed, C0-continuity,
conforming formulations, in relevant multi-dimensional strain gradient elasticity problems. It is also noted
that the bulk of the numerical experience with Ciarlet–Raviart type formulations in 2D is based on h-extension
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Mihajlovic and Silvester, 2004).
The structure of the work is as follows. Section 2 introduces the nomenclature and the deﬁnition of the
model problems. The exact weak forms and the continuous Babusˇka–Brezzi (BB or inf–sup) conditions
(Babusˇka, 1971; Brezzi and Bathe, 1990) are described in Section 3. Section 4 contains the mixed ﬁnite element
approximations and the veriﬁcation of the respective discrete Babusˇka–Brezzi conditions. The numerical
experimentation is given in Section 5. Finally, Section 6 contains a closing discussion and future research
directions.
2. Nomenclature and deﬁnition of the model problems
The standard notation for Sobolev spaces and norms is employed (Ciarlet, 1978; Szabo and Babusˇka, 1991;
Braess, 1997). Let X = (b,c), with boundary oX = {b,c}. Let CE  oX and CN  oX, such that CN [ CE = oX.
The strong form of the model problem is: Find u 2 Hr(X), rP 4, such thatSu ¼ f ; ð1Þ
where S is a fourth- or sixth-order linear diﬀerential operator and f 2 H0(X) :¼ L2(X) is a known forcing
function.
The function u satisﬁes essential boundary conditions on CE and natural (or Robin) boundary conditions
on CN. We denote by kwkr; r 2 R, the Hr norm of the (real valued) function w, deﬁned on X. The Sobolev
spaces Hr(X), Hr0ðXÞ; r 2 R, C1ðXÞ and C10 ðXÞ have the usual deﬁnitions (Ciarlet, 1978; Braess, 1997), while
H 10CEðXÞ is the subspace of functions w 2 H1(X), such that w = 0 on CE (in the sense of trace).
The following two diﬀerent types of strong forms are considered. Both model problems and the respective
boundary conditions are derived from standard variational principles. Furthermore, a bar (or beam) of length
L = 1 is used for both model problems.
2.1. Model Problem 1: Gradient elastic bar in tension
A prismatic bar with a cross-section A, clamped at the left end, is considered (Fig. 1). An axial tensile load P
is applied at the right end. Moreover, an axially distributed load f is applied along the bar. The governing
diﬀerential equation developed in Tsepoura et al. (2002) and tackled numerically in Tsouvalas (2005) is as
follows:g2uIV  u00 ¼
f
AE
¼ f in X ¼ ð0; 1Þ
uð0Þ ¼ 0;
u0ð1Þ ¼ e0;
P ð1Þ ¼ P ;Rð0Þ ¼ 0;
8><
>: ð2Þwhere u is the axial displacement, AE, P and g2 are real constants and ðÞ0 :¼ dðÞ
dx .
The correct (admissible) boundary conditions may be generally expressed in terms of calculus of variations,
as follows (for details see Tsepoura et al. (2002)):P ðxÞ  AE u0ðxÞ  g2u000ðxÞ  duðxÞ 1
0
¼ 0;
RðxÞ  AE ‘u0ðxÞ þ g2u00ðxÞ  du0ðxÞ 1
0
¼ 0;
ð3Þwhere ‘, e0 are given constants. The small parameters ‘ and g are related to the microstructure.u(0) = R(0) = 0 u’(1) = 0
P = P
f
ε
Fig. 1. Model Problem 1. Axial tension of a prismatic bar.
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et al. (2004), Tsepoura et al. (2002) and Markolefas et al. (2007). Furthermore, P(x) is the total axial force
(associated with the total stress s  l 0, where s is the Cauchy stress and l is the double stress), while R(x)
is the so-called double force (associated with the double stress l) (Bleustein, 1967; Mindlin and Eshel,
1968; Tsepoura et al., 2002).2.2. Model Problem 2: Buckling of a gradient elastic Bernoulli–Euler beam
A prismatic beam is considered. The beam is hinged at the left end and has a horizontal roller at the right
end (Fig. 2). A compressive axial load P is applied at the right end. The transverse displacement u, due to
buckling, satisﬁes the following equation (Papargyri-Beskou et al., 2003):EI uIV  g2uVI þ Pu00 ¼ 0; ð4Þ
where I is the moment of inertia about the z axis of the beam.
Assuming that V is the shear force, M is the bending moment and m the double moment (associated with
the double stresses), the general form of the correct (admissible) boundary conditions may be expressed as fol-
lows (see Papargyri-Beskou et al., 2003, for details):V ðxÞ  Pu0ðxÞ þ EI u000ðxÞ  g2uVðxÞ   duðxÞ 1
0
¼ 0;
MðxÞ  EI u00ðxÞ  g2uIVðxÞ  du0ðxÞ 1
0
¼ 0;
mðxÞ  EI ‘u00ðxÞ þ g2u000ðxÞ  du00ðxÞ 1
0
¼ 0:
ð5ÞFor the second model problem two diﬀerent sets of boundary conditions are considered. For the ﬁrst set the
variablesM, k, u are constrained (equal to zero) on both ends of the beam (where k = u00 is the curvature of the
beam). For the second one, the variables M, m, u are constrained (equal to zero) on both ends of the beam.
The above two sets of boundary conditions reﬂect two types of pin-joints, that one may consider within the
framework of gradient elasticity, beam bending. The latter observation is important for potential practical
(engineering) applications of the aforementioned theory.
It should be emphasized that both 1-D model problems are based on a simple version of the theory, devel-
oped in Vardoulakis and Sulem (1995), on gradient elasticity with surface energy eﬀects (employing three elas-
tic constants in the constitutive equations (Tsepoura et al., 2002))s ¼ Eu0 þ ‘Eu00; ð6aÞ
l ¼ ‘Eu0 þ g2Eu00; ð6bÞSet 1 : 
M = k = u = 0 @ x=0 & x = 1 
Set 2 : 
M = m = u = 0 @ x=0 & x = 1 
u
Fig. 2. Second model problem. Buckling of a gradient elastic prismatic bar, using two diﬀerent BC sets.
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volumetric elastic strain energy, ‘ represents a material length related to surface elastic strain energy and E is
the standard Young’s modulus.3. Mixed formulations – Exact weak forms and continuous Babusˇka–Brezzi conditions
We start with the ﬁrst model problem; see (2). A new variable is introduced as follows:w :¼ g2u00: ð7Þ
Using (2), (7) and weighted residual techniques, with appropriate test functions r, s (forw and u, respectively),
we get the following weak mixed formulation for the Model problem 1, see Appendix A for details.
Formulation 3.1 (Axial tension of a gradient elastic bar). Find w 2 H1(X)and u 2 H 10;CEðXÞ, such thatZ 1
0
wr
g2
dx wð0Þrð0Þ
‘
þ
Z 1
0
u0r0 dx ¼ e0rð1Þ 8r 2 U ¼ H 1ðXÞ;
Z 1
0
w0s0 dx
Z 1
0
u0s0 dx ¼ 
Z 1
0
f ðxÞsdx P
AE
sð1Þ 8s 2 Q ¼ H 10;CEðXÞ;
ð8Þwhere CE = {0}.
For the second model problem, along with the transverse displacement variable u, the following new vari-
ables are introduced:k ¼ u00;
M ¼ EI u00  g2uIV : ð9ÞUsing (4), (9) and appropriate test functions r :¼ ðr;/Þ and s, for w :¼ (M,k) and u, respectively, we get the
following weak formulations for the second model problem, see Appendix B for details.
Formulation 3.2 (Buckling of a gradient elastic beam). Find ((M,k),u) 2 (U · Q), such thatZ 1
0
EIðk/Þdxþ
Z 1
0
EIg2ðk0/0Þdx
Z 1
0
ðM/Þdx
Z 1
0
ðkrÞdx
 

Z 1
0
ðu0r0Þdx ¼ 0 8ðr;/Þ 2 U ;

Z 1
0
ðM 0s0Þdx
Z 1
0
ðPu0s0Þdx ¼ 0 8s 2 Q
ð10Þfor the ﬁrst set of boundary conditions and
Find ((M,k),u) 2 (U,Q), such thatZ 1
0
EIðk/Þdxþ EI‘½k/10 þ
Z 1
0
EIg2ðk0/0Þdx
Z 1
0
ðM/Þdx
Z 1
0
ðkrÞdx
 

Z 1
0
ðu0r0Þdx ¼ 0 8ðr;/Þ 2 U ;

Z 1
0
ðM 0s0Þdx
Z 1
0
ðPu0s0Þdx ¼ 0 8s 2 Q
ð11Þfor the second set of boundary conditions (see the description at the end of Section 2).
The spaces U, Q – for the buckling mixed formulation– are formally deﬁned as follows:U ¼ H 10;CM
E
 	
 H 10;Ck
E
 	
;
Q ¼ H 10;Cu
E
;
ð12Þwhere CME , C
k
E, and C
u
E are the boundary parts whereM, k and u satisfy essential (Dirichlet) conditions, respec-
tively. For each boundary condition set we have:
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E
¼ H 1
0;Ck
E
¼ H 10;Cu
E
¼ H 10ðXÞ.
Set 2: CME ¼ CuE ¼ f0; 1g; CkE ¼£, i.e., H 10;CM
E
¼ H 10;Cu
E
¼ H 10ðXÞ; H 10;Ck
E
¼ H 1ðXÞ.
Note that for the current formulation, the main variables are three, namely M, k and u, but for theoretical
reasons M and k are grouped together (forming an ordered pair), so that we have the primary variable
w :¼ (M,k) and the secondary one u.
We observe that (8), (10) and (11) are special cases of the well-known constraint mixed formulation (Brezzi
and Bathe, 1990; Braess, 1997).
Formulation 3.3 (Constraint mixed formulation). Find (w,u) 2 (U · Q), such that
Aðw; rÞ þ Bðr; uÞ ¼ yðrÞ 8r 2 U ;
Bðw; sÞ  Cðu; sÞ ¼ gðsÞ 8s 2 Q; ð13Þwhere U, Q are inﬁnite dimensional Hilbert spaces, endowed with inner products (*,*)U (*,*)Q and associated
norms k*kU, k*kQ, respectively. Moreover, A, B and C are bilinear continuous forms (A and C are symmetric
forms and C(s, s)P 0 "s 2 Q).
For the ﬁrst model problem the bilinear forms are deﬁned as follows:Aðw; rÞ ¼
Z 1
0
wr
g2
dx wð0Þrð0Þ
‘
;
Bðr; uÞ ¼
Z 1
0
u0r0 dx; Bðw; sÞ ¼
Z 1
0
w0s0 dx;
Cðu; sÞ ¼
Z 1
0
u0s0 dx;
ð14Þand the loading functionals areyðrÞ ¼ e0rð1Þ;
gðsÞ ¼ 
Z 1
0
f ðxÞsdx P
AE
sð1Þ:
ð15ÞFor the second model problem – and the ﬁrst boundary values set – the bilinear forms are deﬁned as
follows:Aðr;wÞ ¼
Z 1
0
EIðk/Þdxþ
Z 1
0
EIg2ðk0/0Þdx
Z 1
0
ðM/Þdx
Z 1
0
ðkrÞdx;
Bðr; uÞ ¼ 
Z 1
0
ðu0r0Þdx; Bðw; sÞ ¼ 
Z 1
0
ðM 0s0Þdx;
Cðu; sÞ ¼
Z 1
0
ðPu0s0Þdx:
ð16ÞThe bilinear forms for the second boundary conditions set are deﬁned analogously. Moreover, the loading
functionals for the buckling model problem are zero (since it is an eigenvalue problem).
In general, the necessary and suﬃcient conditions for the well posedness of (13), for all admissible forcing
functions, are the well-known continuous Babusˇka–Brezzi (BB) conditions (Babusˇka, 1971; Brezzi and Bathe,
1990; Braess, 1997), associated with A(*,*) and B(*,*).
Condition 3.4 (Continuous inf–sup conditions). There exist strictly positive constants x and b such that:inf
w2U0
w6¼0
sup
r2U0
r 6¼0
Aðw; rÞ
kwkUkrkU
¼ inf
r2U0
r 6¼0
sup
w2U0
w6¼0
Aðw; rÞ
kwkUkrkU
¼ x > 0; ð17Þ
inf
s2Q
s 6¼0
sup
w2U
w6¼0
Bðw; sÞ
kwkUkskQ
¼ b > 0; ð18Þwhere U0 :¼ {r 2 U : B(r, s) = 0 "s 2 Q} is the so-called (continuous) kernel.
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related to an eigenvalue problem, as it is the case with formulations (10) and (11), see also Andreev et al.
(2005) and Babusˇka and Osborn (1991). We now focus on the ﬁrst model problem, see (8) (axial tension
formulation).
Theorem 3.5. The continuous inf–sup condition (18) is valid for the axial tension mixed formulation 3.1.Proof.b ¼ inf
s2Q
s 6¼0
sup
w2U
w6¼0
R 1
0
w0s0 dx
kwk1ksk1
P inf
s2Q
s 6¼0
R 1
0
s0s0 dx
ksk1ksk1
¼ inf
s2Q
s 6¼0
jsj21
ksk21
; ð19Þwhere U = H1(X) and Q ¼ H 10;CEðXÞ  U .
However, the semi-norm |*|1 is equivalent to the norm k*k1 on Q ¼ H10;CEðXÞ, hence bP C > 0, where C is a
constant (Ciarlet, 1978; Braess, 1997). The above argument may be easily extended into multi-dimensional
problems (Markolefas et al., 2007). h
The other BB condition (17) is not as simple as the above (it is not valid in many dimensions; see Mark-
olefas et al., 2007, as well as, the discussion of Section 6). The ﬁrst step is to deﬁne precisely the continuous
kernel. For the given mixed formulation 3.1 we have the result.
Theorem 3.6. The continuous kernel for the mixed formulation 3.1 contains only constant fuctions.Proof.Bðr; sÞ ¼ 0 8s 2 Q )
Z 1
0
r0s0 dx ¼ 0 8s 2 C10 ðXÞ )
Z 1
0
r00sdx ¼ 0 8s 2 C10 ðXÞ: ð20ÞTherefore, based on the theory of distributions (Ciarlet, 1978; Braess, 1997), the general form of r 2 U0 is as
follows:r ¼ C2 þ C1x; ð21Þwhere C1, C2 are arbitrary real constants.
Recall that s(x) admits the boundary condition s(0) = 0. Hence, the following also holdsBðr; sÞ ¼ 0 8s 2 Q )
Z 1
0
r0s0 dx ¼ r0ð1Þsð1Þ 
Z 1
0
r00sdx ¼ 0 8s 2 C1ðXÞ; sð0Þ ¼ 0 ð22Þsince from (21), r 2 U0 is sufﬁciently smooth. But then from (21) we get r 0(1) = 0, hence C1 = 0, i.e.,
the continuous kernel contains only constant functions. We note that U0 is ﬁnite (one)
dimensional. hTheorem 3.7. Assume that 0 < ‘ < g2. Then, the continuous BB condition (17) is valid for the mixed formulation
3.1.Proof.x ¼ inf
r2U0
r 6¼0
sup
w2U0
w 6¼0
Aðw; rÞ
kwkUkrkU
P inf
r2U0
r 6¼0
sup
w 2 U 0
wð0Þ ¼ rð0Þ
w 6¼ 0
R 1
0 g
2wrdxþ wð0Þ2‘1
kwk1krk1
:
ð23ÞThe test functions are now the following: r(x) = c, w(x) = c, where c is an arbitrary real constant. Simple
algebra results in the inequalityxP
1
‘
 1
g2
 
> 0: ð24Þ
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It is interesting to mention that the continuous BB condition (17) for the mixed formulation 3.1 is valid in
general, if ‘5 g2. This can be easily deduced by selecting appropriately the sign of the product r(x)w(x). Then,
it follows: xP 1
‘
 1g2



 


 > 0.
With regard to the eigenvalue (buckling) mixed formulations (10) and (11), the second BB condition
(18) may be demonstrated following similar arguments to the respective BB condition for the formulation
3.1.
Theorem 3.8. The continuous inf–sup condition (18) is valid for the gradient beam buckling mixed formulation
3.2.Proof. The proof refers to boundary conditions Set 1. Exactly the same is the proof for boundary conditions
Set 2, since the variable k does not appear in the deﬁnition of B(w, s) = B((M,k), s).b ¼ inf
s2H1
0
sup
ðM ;kÞ2H1
0
H1
0
R 1
0
M 0s0 dx
ksk1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kMk21 þ kkk21
q P inf
s2H1
0
sup
ðM ;0Þ2H1
0
H1
0
R 1
0
M 0s0 dx
ksk1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kMk21
q P inf
s2H1
0
R 1
0
s0s0 dx
ksk21
¼ inf
s2H1
0
jsj21
ksk21
:
ð25Þ
The semi-norm |*|1 is equivalent to the norm k*k1 on Q ¼ H 10ðXÞ, hence bP C > 0, where C is a
constant. h
The continuous kernel for the mixed formulation 3.2 is inﬁnite dimensional.
Theorem 3.9. The continuous kernel U0 for the gradient beam buckling mixed formulation 3.2 contains order
pairs of the form (0,k), k 2 H10ðXÞ for (10) and k 2 H1(X) for (11).
Proof.Bðw; sÞ ¼ BððM ; kÞ; sÞ ¼ 0 8s 2 Q )
Z 1
0
M 0s0 dx ¼ 0 8s 2 H 10ðXÞ: ð26ÞSince M 2 H 10ðXÞ the above weak problem has only the trivial solution, M = 0 (setting s = M we get
|M|1 = 0) M = 0). Note that the variable k does not appear in the deﬁnition of B(w, s), hence the continuous
kernel contains ordered pairs (0,k), and the proof is completed. h
The ﬁrst inf–sup condition (17) for the formulation 3.2 can be easily demonstrated for the boundary con-
ditions Set 1.
Theorem 3.10. The continuous inf–sup condition (17) is valid for the gradient beam buckling mixed formulation
3.2 (boundary conditions Set 1), see (10).Proof. The bilinear functional A(w, r) takes the following form on the kernel U0:Aðw; rÞ ¼ Aðð0; kÞ; ð0;/ÞÞ ¼
Z 1
0
EIk/dxþ
Z 1
0
EIg2k0/0 dx: ð27ÞNow, from (17),xP inf
k2H1
sup
/2H1
R 1
0 EIk/dxþ
R 1
0 EIg
2k0/0 dx
kkk1k/k1
P inf
k2H1
R 1
0 EIk
2 dxþ R 10 EIg2ðk0Þ2 dx
kkk21
P minðEI ;EIg2Þ > 0: 
ð28Þ
(Note that A(w, r) is in fact U0-elliptic or U0-coercive.)
For the boundary condition Set 2, the above inf–sup condition is not trivial, due to the pointwise terms in
the bilinear functional A(w, r), see (11). In any case however, based on the physical meaning of the mixed for-
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formulations (10) and (11) possess inﬁnite number of discrete positive eigenvalues 0 < P1 < P2 <    with
respective eigenfunctions ((M1,k1),u1), ((M2,k2),u2), . . . , see also Andreev et al. (2005). The lowest eigenvalue
P1 is the critical buckling load.
4. Finite element approximations with C0-continuity and discrete Babusˇka–Brezzi conditions for the h- and p-
extensions
Let Ud  U and Qd  Q be ﬁnite dimensional spaces, composed of piecewise polynomials (C0-continuity
basis functions). The general discrete mixed formulation based on (13) is stated as follows.
Discrete mixed Formulation 4.1. Find (wd,ud) 2 (Ud · Qd), such that
Aðwd ; udÞ þ Bðrd ; udÞ ¼ yðrdÞ 8rd 2 Ud ;
Bðwd ; sdÞ  Cðud ; sdÞ ¼ gðsdÞ 8sd 2 Qd : ð29ÞThe parameter ‘d’ in (29) denotes the level of reﬁnement. We consider the two well-known types of reﬁne-
ment: (a) The (quasi-uniform) h-extension, where the polynomial degree p of the shape functions is kept ﬁxed
and the accuracy increases by reducing the sizes of the elements (Ud  Uh and Qd  Qh). (b) The p-extension,
where the ﬁnite element mesh is kept ﬁxed and the number of degrees of freedom increases, by adding higher-
order polynomials, usually in a hierarchical fashion (Ud  Up and Qd  Qp).
The discrete inf–sup conditions refer to the ﬁnite dimensional subspaces.
Condition 4.2 (Discrete inf–sup or BB conditions). There exist strictly positive constants d and f such that:inf
wd2Ud
0
wd 6¼0
sup
rd2Ud
0
rd 6¼0
Aðwd ; rdÞ
kwdkUkrdkU
dd P d > 0; inf
sd2Qd
sd 6¼0
inf
rd2Ud
rd 6¼0
Bðrd ; sdÞ
krdkUksdkQ
¼ fd P f > 0; ð30Þwhere Ud0 :¼ frd 2 Ud : Bðrd ; sdÞ ¼ 0 8sd 2 Qdg is the discrete kernel (Braess, 1997; Brezzi and Bathe, 1990).
The most interesting consequence of the discrete BB conditions is that (30) secures the solvability and quasi-
optimal convergence of the approximation method. The latter is generally expressed as follows:kw wdkU þ ku udkQ 6 C inf
r d2U d
kw rdkU þ inf
s d2Qd
ku sdkQ
 
; ð31Þwhere (w,u) is the exact solution of (13) and C is a constant, independent of the reﬁnement.
Inequality (31) secures convergence for all possible exact solutions, however in some cases may be too con-
servative for some of the variables, depending on their regularity (Brezzi and Bathe, 1990; Braess, 1997).
Regarding formulation 3.1 (ﬁrst model problem – axial bar tension), the second inf–sup condition in (30)
can be demonstrated in a similar manner to the continuous condition, see (19) in Theorem 3.5, since equal
interpolation order basis function is employed for both main variables. Next we prove that, for the particular
formulation, the discrete kernel Ud0 is equal to the continuous one.
Theorem 4.3. The discrete kernel for the mixed formulation 4.1 contains only constant functions.Proof. The discrete kernel contains rd 2 Ud such that,Bðrd ; sdÞ ¼ 0 )
Z 1
0
ðrdÞ0ðsdÞ0 dx ¼ 0 ) 
XN el
e¼1Xe
Z
ðrdÞ00sd dxþ
XN
i¼1
J i½ðrdÞ0sd  ¼ 0 8sd 2 Qd ; ð32Þwhere Nel is the total number of elements, Xe is the domain of the typical 1D element and Ji[v
d] denotes the
jump of the function vd at the free node i (which is not subject to essential conditions), i = 1,2, . . . ,N. First we
consider the case of h-extension with p = 1. Then, from (32), there follows:XN
i¼1
J i½ðrdÞ0sd  ¼ 0 8sd 2 Qd : ð33Þ
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with a free node i, we get Ji[(r
d) 0] = 0. Then, it follows that the function rd(x) should be linear over the whole
problem domain.
Now, we consider the case p > 1. By selecting sequentially sd to be the higher-order internal shape functions
(bubble modes, Szabo and Babusˇka, 1991) in each element separately, from (32) we get,Z
Xe
ðrdÞ00sd dx ¼ 0: ð34ÞHowever, if rd has higher order than 1, then we can always select some sd such that (34) is violated.
Therefore, rd 2 Ud0 is still linear in each element. But then, by the same argument as previously, we get
J i½ðrdÞ0 ¼ 0 for every free node i. Hence, the discrete kernel contains only globally linear functions, see
(21). Finally, using the fact that sd (1) is free in (33), we conclude that the discrete kernel contains only
constant functions. hCorollary 4.4. The first discrete inf–sup condition in (30) can be shown in a similar manner as the continuous one,
see Theorem 3.7.
Regarding the discrete eigenvalue problem resulting from (10) and (11), the second discrete BB condition
on B(*,*), see (30), can be easily demonstrated as in Theorem 3.8, since we employ equal interpolation order
for M and u variables. The discrete kernel for this problem contains pairs of the form (0,kd). The proof of the
latter is exactly analogous to the proof of Theorem 3.9. Note that in this case the discrete kernel is not the
same as the continuous one. For the ﬁrst boundary condition set, the ﬁrst inf–sup condition on A(*,*), see
(30), may be shown as in Theorem 3.10.
Before we proceed to the computational results, we recall some standard a priori asymptotic estimates
regarding the given discrete approximation spaces.
(Quasi)-uniform h-extension (Ciarlet, 1978). Assume that the (C0-continuous) piecewise polynomial
approximation space Ud  Uh  U contains complete polynomials of ﬁxed order p. Letw 2 U and
w 2 Hp+1(X). Then, there is a sequence wh 2 Uh, which depends on the mesh size parameter h (0 < h < 1), such
thatkw whk1 6 CðpÞhpkwkpþ1: ð35ÞFor the standard (Lagrange polynomial) ﬁnite element spaces, the function wh 2 Uh is the so-called, nodal
interpolant. A similar estimate may be stated for the spaces Qd  Qh  Q.
Uniform p-extension (Babusˇka et al., 1981; Babusˇka and Suri, 1987; Szabo and Babusˇka, 1991). Assume
that the (C0-continuous) piecewise polynomial approximation space Ud  Up  U contains complete polyno-
mials of order p on a ﬁxed mesh (of characteristic size h). Let w 2 U and w 2 HrðXÞ; 8r 2 Rþ (inﬁnitely
smooth w). Then, there is a sequence wp 2 Up, which depends on the polynomial order parameter p (1 6 p),
such thatkw wpk1 6 Cðh;wÞehcp
h
; ð36Þwhere c and h are positive constants.
(Quasi)-uniform h-extension for eigenvalue (buckling) mixed formulations (Babusˇka and Osborn, 1991;
Andreev et al., 2005). Let PExact = min(Pi) = P1 be the exact value of the critical buckling load and
PFEM :¼ minðPFEMi Þ ¼ PFEM1 be the respective ﬁnite element approximation. Assume (C0-continuous) piecewise
polynomial approximation spaces of (ﬁxed) complete polynomial order p. Assume also suﬃcient regularity for
the eigenfunctions, namely, u 2 Hp+1(X). Then,PFEM  PExact

 

 6 C1ðu; pÞh1=2; pP 2 ð37Þ
andPFEM  PExact

 

 6 C2ðuÞh1=2; p ¼ 1: ð38Þ
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total number of degrees of freedom Ndof is as follows (Babusˇka et al., 1981; Szabo and Babusˇka, 1991):N dof  ChnP n; ð39Þ
where n is the space dimension.
Substitution of (39) into (35)–(38) provides the asymptotic estimates in terms of the number of degrees of
freedom. Recall that the rate of convergence of the h-extension, implied by (35) and (37), (38), is termed as
algebraic rate of convergence (Szabo and Babusˇka, 1991). The rate of convergence of the p-extension, implied
by (36), is called exponential rate. However, for the case of singular functions, the rate of the quasi-uniform h-
extension is bounded, independently of the polynomial order. For example, if w 2 Hd+1(X), 0 < d < 1 then,
instead of (35), we have (Szabo and Babusˇka, 1991)kw whk1 6 Cðd; pÞhdkwkdþ1: ð40Þ
Respectively, for singular functions, the rate of the uniform p-extension becomes algebraic and (usually)
twice as much, as the respective rate for the h-extension. For example, if w 2 Hd+1(X), 0 < d < 1 then, instead
of (36), we have (Babusˇka et al., 1981; Babusˇka and Suri, 1987)kw wpk1 6 Cðd; h;wÞp2d: ð41Þ5. Computational results
For the veriﬁcation of the above theoretical results, a FORTRAN program was assembled. The results of
the code are, among others, the relative error for u and w in the H1 -semi norm for the ﬁrst problem (axial
tension) and the critical buckling load P1 for the second one.
The following log–log Fig. 3 shows the comparison between uniform h- and p-extensions for the relative
error convergence, for both variables of the axial tension problem. The values of the used constants are
g = 101, ‘ = 5 · 103, e0 = 0.6, EA = 1, P ¼ 1 and f ¼ 0. The horizontal axis shows the total number of
degrees of freedom Ndof, including the hierarchical ones, while the vertical axis shows the relative error in
the H1-semi norm. Standard Gauss integration scheme is employed. Generally, the mixed method converges
fast and achieves very low error levels. Moreover, in all cases the mixed ﬁnite element solutions are very close
to the optimal H1-projections. In other terms, the pollution error is small. Note that the pollution error is usu-
ally deﬁned so as to provide a measure for the diﬀerence between the optimal projection and the ﬁnite element
solution (Ainsworth and Oden, 1997; Stewart and Hughes, 1998).
The p-extension is much more eﬃcient than the h-extension, in the sense of both accuracy and convergence
rate, versus the number of degrees of freedom. This is to be expected due to quasi-optimality of the mixed
method, see (31), as a result of the validity of both discrete inf–sup conditions (30). It is noted that the the-
oretical (asymptotic) convergence rates are veriﬁed. More speciﬁcally, the h-extension has an algebraic asymp-
totic convergence rate O(hp), see (35), whereas the p-extension converges exponentially, see (36). The
exponential convergence is theoretically anticipated, since the exact solution of the given model problem is
inﬁnitely smooth, despite the existence of the boundary layer in w.
Fig. 4 depicts the mixed ﬁnite element solution versus the exact solution for an eight-element uniform mesh
with p = 2. It is observed that the pollution error is very small even for the variable w, which exhibits a bound-
ary layer at x = 1.
The second model problem reduces to a generalized eigenvalue problem. In order for the system to have a
non-trivial solution one must ﬁnd the values of the load P that produce a zero determinant of the system of
equations. The main problem here is that the compressive load P is located only in the lower right terms of the
assembled stiﬀness matrix, namely the terms
R
Pu0s0 dx, see Eqs. (10), (11) and (42). Therefore, a proper trans-
formation of the ﬁnite element stiﬀness matrix must be carried out in order to construct the standard general
form of an eigenvalue problem, namely jK  kM j ¼ 0.
For the ﬁrst set of boundary conditions, the stiﬀness matrix K, deﬁned in (10), is shown schematically in
(42), and (43).
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Fig. 3. Comparison of the error convergence of h- and p-extensions for both variables u and w (axial tension problem).
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Fig. 4. Comparison of exact versus ﬁnite element solution for both variables (axial tension problem, eight elements and p = 2).
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K21 K22
K31 P  K33
2
64
3
75
C1
C2
C3
8<
:
9=
; ¼ 0: ð43ÞSimple algebra shows that the new stiﬀness matrix K is assembled if the following matrix multiplication is
conducted.K31  K121  K22  K112  K13  P|{z}
k
K33
0
@
1
A
0
@
1
AC3 ¼ 0: ð44ÞThe results of the aforementioned method are shown in the log–log Fig. 5, where the total number of
degrees of freedom Ndof is plotted versus the relative error = 100 Æ (P
FEM  PExact)/PExact. Note that the exact
buckling load P is calculated using the formula PExact ¼ ðEI=4g2Þðð1þ 2ðg=LÞ2p2Þ2  1Þ (Papargyri-Beskou
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Fig. 5. Comparison of the error convergence of h- and p-extensions for buckling load p (buckling of a gradient elastic beam, ﬁrst BC set).
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relatively few degrees of freedom.
To show the ﬂexibility of the method we now consider the second boundary condition set, see (11). The
partitions (internal blocks) of the stiﬀness matrix K, derived from (11), are neither square nor of equal dimen-
sions. As a result, the transformation equation (44) is not applicable to this problem. After some algebra on
system (43), see Appendix C, the following result is deduced.Comparison of
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Fig. 6. Comparison of the error convergence of h- and p-extensions for buckling load p (buckling of a gradient elastic beam, second BC
set).
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   C3 ¼ 0: ð45ÞThe results for this problem are shown in the log–log Fig. 6. For this analysis the exact buckling load was
calculated using the method described in Papargyri-Beskou et al. (2003).
It is generally observed that the rates of convergence of the error in the approximation of the buckling crit-
ical load are algebraic for the uniform h-extension and exponential for the uniform p-extension. It is ﬁnally
worth mentioning that the observed rates for the h-extension are O(h2p), p = 1,2,3, which are better than
the rates implied by (37) and (38).6. Closing discussion, future research directions
Theoretical analysis of mixed C0-continuity, conforming ﬁnite element formulations, has been performed
for some types of one-dimensional strain gradient boundary value problems, including axial tension and buck-
ling of a gradient elastic beam. The interpolation polynomial order is the same for all main variables. Numer-
ical experimentations based on the uniform h- and p-extensions conﬁrm the quasi-optimality of the methods.
The standard asymptotic rates of convergence of the ﬁnite element error are generally observed. In terms of
the quality of approximation, the performance of the p-extension is much higher than that of the h-extension.
Furthermore, the pollution error is generally small for all variables.
The basic goal of the numerical results is to provide a basis for the application of similar mixed formula-
tions, with p-extension, C0-continuity, conforming approximations, in relevant multi-dimensional gradient
elasticity problems. However, as previously noted, the direct extension of Ciarlet–Raviart method-based tech-
niques in multi-dimensional problems presents a basic diﬃculty in terms of theoretical analysis. The contin-
uous kernel is inﬁnite dimensional. Moreover, it is easy to see that the respective BB conditions (17) and
(30) are not valid (Babusˇka et al., 1980; Balasundaram and Bhattacharyya, 1984; Markolefas et al., 2007).
The a priori error analysis of such mixed methods employs further assumptions regarding the regularity of
the respective exact solutions (Ciarlet, 1978; Balasundaram and Bhattacharyya, 1984). A more general tech-
nique is used in Babusˇka et al. (1980), where the continuous formulation 3.3 is modiﬁed, by reducing the solu-
tion space for u and enlarging the solution space for w. In principle one could employ similar techniques to
prove the convergence of the p-extension in many dimensions.
Another way to go about is to use various patch test techniques (Zienkiewicz et al., 1986; Amanatidou and
Aravas, 2002) to validate the respective multi-dimensional formulations. Moreover, numerical approxima-
tions of the BB constants’ behaviour under certain types of reﬁnements can be employed (Brezzi and Bathe,
1990; Tsamasphyros and Markolefas, 2003). This can be helpful in conjunction with the error estimate (31) to
check the convergence of the current reﬁnement process.
Another way to go about is to use various patch test techniques (Zienkiewicz et al., 1986; Amanatidou and
Aravas, 2002) to validate the respective multi-dimensional formulations. Moreover, numerical approxima-
tions of the BB constants’ behaviour under certain types of reﬁnements can be employed (Brezzi and Bathe,
1990; Tsamasphyros and Markolefas, 2003). This can be helpful in conjunction with the error estimate (31) to
check the convergence of the current reﬁnement process.
It is ﬁnally mentioned that other important research directions are related to a posteriori error estimation
(Ainsworth and Oden, 1997; Stewart and Hughes, 1998; Schmidt and Siebert, 2000) and adaptive techniques
(Fish and Markolefas, 1993; Fuenmayor and Oliver, 1996; Zienkiewicz and Zhu, 1991), in connection with the
mixed formulations employed in the current work. The adaptive techniques are of vital importance in large-
scale problems, where it is necessary to achieve the desired accuracy with as few degrees of freedom as
possible.Acknowledgements
This work was conducted within the framework of the EPEAEK program ‘‘Pythagoras II’’. The project is
co-funded by the European Social Fund (75%) and National Resources (25%).
G.I. Tsamasphyros et al. / International Journal of Solids and Structures 44 (2007) 5056–5074 5071Appendix A. Deduction of mixed formulation 3.1 (axial tension of a gradient elastic bar)
Let r 2 H1(X) be a weighting function associated with variable w :¼ g2u00, see (7). Multiplying both sides of
(7) by r, integrating over the problem domain and integrating by parts, we getZ 1
0
wr
g2
dxþ
Z 1
0
r0u0 dx ¼ rð1Þu0ð1Þ  rð0Þu0ð0Þ: ðA:1ÞThe given boundary conditions, see (2), provide the following relations:u0ð1Þ ¼ e0; ðA:2aÞ
Rð0Þ ¼ AEðlu0ð0Þ þ g2u00ð0ÞÞ ¼ 0 ) wð0Þ ¼ lu0ð0Þ: ðA:2bÞSubstitution of (A.2) into (A.1) givesZ 1
0
wr
g2
dx rð0Þwð0Þ
l
þ
Z 1
0
r0u0 dx ¼ rð1Þe0; 8r 2 H 1ðXÞ; ðA:3Þwhich is the ﬁrst weak equation of the mixed formulation 3.1, see (8).
Substitution of the new variable w :¼ g2u00 into the diﬀerential equation (2) givesw00  u00 ¼ f : ðA:4Þ
Let s 2 H 10;CEðXÞ be a weighting function associated with the displacement ﬁeld u. Recall that CE = {0},
hence s(0) = 0. Multiplying both sides of (A.4) with s, integrating over the problem domain and integrating
by parts, it follows:Z 1
0
w0s0 dx
Z 1
0
u0s0 dx ¼ 
Z 1
0
fsdx ½u0ð1Þ  w0ð1Þsð1Þ þ ½u0ð0Þ  w0ð0Þsð0Þ: ðA:5ÞUsing the condition s(0) = 0, the deﬁnition of the total internal (axial) force, see (3), (6), and (7),
P(x) :¼ A(s  l 0) = AE(u 0  g2u000) = AE(u 0  w 0) and the boundary condition P ð1Þ ¼ P , (A.5) leads toZ 1
0
w0s0 dx
Z 1
0
u0s0 dx ¼ 
Z 1
0
fsdx P
AE
sð1Þ 8s 2 H 10;CEðXÞ; ðA:6Þwhich is the second weak equation of the mixed formulation 3.1, see (8).
It is noteworthy that (A.6) expresses the standard virtual work principle for the one-dimensional gradient
elasticity problem. On the other hand, (A.3) provides the weak satisfaction of the constraint w = g2u00.
Appendix B. Deduction of mixed formulations 3.2 (buckling of a gradient elastic beam)
Let r 2 H 1ðXÞ be a weighting function associated with bending moment variable M(x), see (9). The deﬁni-
tion of curvature variable k is as follows:k :¼ u00: ðB:1Þ
Multiplying (B.1) by r, integrating over the problem domain and integrating by parts, givesZ 1
0
krdxþ
Z 1
0
u0r0 dx ¼ u0ð1Þrð1Þ  u0ð0Þrð0Þ: ðB:2ÞFor both boundary condition sets the bending moment vanishes at the ends (simple supports). Hence
rð0Þ ¼ rð1Þ ¼ 0. Then, from (B.2) it follows:
Z 1
0
krdx
Z 1
0
u0r0 dx ¼ 0 8r 2 H 10ðXÞ: ðB:3ÞLet / 2 H1(X) a weighting function associated with variable k. The bending moment M is given by the fol-
lowing relation, see (5) and (9):
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Multiplying (B.4) by / 2 H1(X), integrating over the problem domain and integrating by parts, givesZ 1
0
EIk/dxþ
Z 1
0
g2EIk0/0 dx
Z 1
0
M/dx ¼ g2EIk0ð1Þ/ð1Þ  g2EIk0ð0Þ/ð0Þ: ðB:5ÞFor the ﬁrst boundary conditions set, the curvature k is ﬁxed at both ends, hence /(0) = /(1) = 0. In this
case, from (B.5) it follows:Z 1
0
EIk/dxþ
Z 1
0
g2EIk0/0 dx
Z 1
0
M/dx ¼ 0 8/ 2 H 10ðXÞ: ðB:6ÞAdding together (B.3) and (B.6) we get the ﬁrst weak equation of (10).
With regards to the second boundary conditions set, the deﬁnition of the double moment is as follows, see
(5)mðxÞ ¼ EIð‘u00 þ g2u000Þ ¼ EIð‘k þ g2k0Þ: ðB:7Þ
For the current simple support, we assume that m(0) = m(1) = 0, thereforeEIg2k0ð0Þ ¼ EI‘kð0Þ and EIg2k0ð1Þ ¼ EI‘kð1Þ: ðB:8Þ
Substitution of (B.8) into (B.5) givesZ 1
0
EIk/dxþ EIl½k/10 þ
Z 1
0
g2EIk0/0 dx
Z 1
0
M/dx ¼ 0 8/ 2 H 1ðXÞ; ðB:9Þwhere ½k/10 :¼ kð1Þ/ð1Þ  kð0Þ/ð0Þ.
It is noteworthy that for the second case, the curvature variable k is not constrained. Moreover, (B.8) rep-
resents Robin conditions for variable k. Adding together (B.3) and (B.9) we get the ﬁrst weak equation of (11).
The second weak equation for both boundary condition sets is the same, see (10) and (11). The governing
diﬀerential equation (4) is derived from the following equilibrium equation, see Papargyri-Beskou et al. (2003):M 00 þ Pu00 ¼ 0; ðB:10Þ
where P is the axial (compressive) buckling load.
Let s 2 H 10ðXÞ be a weighting function associated with transverse displacement variable u. Recall that
s(0) = s(1) = 0(simple supports). The second weak equation of mixed formulation 3.2 is deduced by multiply-
ing (B.10) by s, integrating over the problem domain and integrating by parts. The current weak equation is
the expression of the virtual work principle for the gradient elastic beam at the buckling state.
Appendix C. Deduction of Eq. (45): Buckling of gradient elastic beam (second boundary conditions set)
The diﬀerence from the ﬁrst boundary conditions set is that, here the curvature is not constrained in any
way, so the partitions of the stiﬀness matrix K are not equal to each other. Therefore, a diﬀerent computation
is required.
First the matrix K is partitioned as is shown in Eq. (43).K12 K13
K21 K22
K31 P  K33
2
664
3
775
C1
C2
C3
8><
>:
9>=
>; ¼ 0: ðC:1ÞThe second equation is re-written in the following form:K21  C1 þ K22  C2 ¼ 0 ) C2 ¼ K122 K21C1: ðC:2Þ
The third equation is re-written in the following form:K31  C1 þ P  K33  C3 ¼ 0 ) C1 ¼ P  K131  K33  C3: ðC:3Þ
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And ﬁnally using (C.3), Eq. (C.4) becomes (C.5) resulting in the generalized eigenvalue problem solved in the
numerical experiments.K13  ðP Þ  K12  K122  K21  K131  K33
   C3 ¼ 0: ðC:5ÞReferences
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