We present frequency domain bootstrap-based signal denoising schemes applicable to real-valued non-Gaussian signals embedded in additive white Gaussian noise. The two proposed schemes separate the noisy signal into frequency bands using Fourier or Wavelet transforms. Each frequency band is tested for Gaussianity by evaluating its kurtosis. The bootstrap method is applied to increase the reliability of the kurtosis estimate. Noise effects are minimized using thresholdmg schemes on the frequency bands that are estimated to be Gaussian. The estimate of the signal is obtained by applying the appropriate inverse transform to the modified data. The denoising schemes are tested using a stationary and non-stationary signal type. Results show that FFT-based denoising schemes perform better than WT-based denoising schemes on the stationary sinusoidal signal, whereas WT-based. schemes outperform FFT-based schemes on chirp) signal. Results also show that hard threshoIding does. outperforms soft thresholdmg.
I. INTRODUCTION
In many data transmission and storage systems, noise gets introduced into data, which reduces the signal quality. As a result, various filtering techniques have been designed to suppress noise contributions in order to improve the overall signal quality [6].
Denoising attempts to remove the noise and to recover the original signal regardless of the signal's frequency content. The basic idea behind our work is to test each frequency band of interest and minimize the noise effects by retaining signal related components through frequency component thresholding. If the band is mostly due to noise then the kurtosis [l] tends to allow removal of the noise component. This work considers small sample size, where the kurtosis reliability is improved by bootstrapping [2,3,6].
KURTOSIS
The Kurtosis of a random process x(n) is defmed as the normalized fourth moment, i.e.: y4 = E { x ( n ) 4 } / 0 4 , where E { x (~)~} is the fourth moment and 0 is the standard deviation of the process [l]. The kurtosis value for a signal will be three when the signal is a zero-mean Gaussian variate. The kurtosis parameter may be used as an indicator of a data sequence's Gaussianity, if the data has sufficient length. This property has been used extensively to assess Gaussianity in signal processing applications [4, 61.
BOOTSTRAP
The bootstrap is a powerful statistical technique designed to improve the accuracy of a parameter estimator when conventional techniques are not applicable [2,3]. In many applications, one needs to estimate one or more parameters of a random process, and/or calculate some statistical parameters such as the mean or variance. Most of the estimation techniques used for this purpose assume that the set of samples used in the estimation. i s l a c s e n o w to: reach asymptotic; r e & Howeveh, in practice tliis. assumptionmaymot hdd, as the sample setma9not be brge enough or the s a q b may be non-stationary. The bootstrap scheme randomly reassigns the observations, recomputes the estimates many times, and treats these reassignments as repeated experiments. One of the main advantages behind the bootstrap approach is that it does not require many assumptions and it is easily automated, lending itself to computer implementations. As a result, bootstrap applications may be found in various areas [2] . In our work we use the bootstrap approach to increase the reliability of the kurtosis estimate. Further details regarding the specific procedure implementation are given in [6].
IV. DENOISING
A white Gaussian noise component will affect all frequency bands. Therefore, the proposed denoising technique first decomposes the signal into frequency bands using either the Fourier or Wavelet transform. Next, it examines each resulting frequency band and attempts to minimize the white noise contribution by thresholdmg frequency coefficients when the specific band is estimated to be Gaussian, i.e., noise dominated [61.
FFT-based Denoising
following four steps, as illustrated in Figure 1: The FFT-based denoising scheme has the
Step 1: Fast-Fourier Transform For computational convenience a data length of 512 points was chosen. The data was divided into 32 data-point segments and weighted by a triangular window. A four-to-one overlap was used to obtain a reasonable data size and data rate. Each segment was transformed into the frequency domain using the FFT, providing 17 independent frequency bands.
Step 2: Gaussianity Test Each frequency band is tested for Gaussianity using the bootstrap-based kurtosis scheme, where real and imaginary parts of the data are tested separately. Recall that the normalized kurtosis value for a Gaussian data sequence is equal to 3. Hence, examining at the kurtosis value may give an idea of a sequence's Gaussianity, provided the data length is sufficient for the estimation to be meaningful.
However, the sequences in these experiments are of length equal to 61, which may not be sufficient for meaningful estimations. Therefore, the Gaussianity test is implemented as a hypothesis test performed using the Bootstrap method, with the two hypotheses "H; data kurtosis=3" and "K; data kurtosis # 3". The sequence is found to be Gaussian when the hypothesis H is true, meaning the kurtosis value for the data sequence is 3 within the specified confidence interval, and vice versa. An empirical confidence interval a = 0.05 was selected in our work.
Step 3: Thresholding The denoising scheme is used for non-Gaussian signals embedded in additive white Gaussian noise. Therefore, signal components are assumed to be absent from a specific frequency band when the band contribution is estimated to be Gaussian for both real and imaginary parts. In such a case, thresholding is applied to the coefficients contained in this band to minimize its noise effects. Two thresholding schemes were considered: bard and soft thresholding. 1) Hard Thresholding zeroes out all values in the estimated Gaussian frequency bands, where the hard thresbolding coefficient is defined as:
2) Soft Thresholding is obtained by weighting values in the specific frequency bands found to be Gaussian by a coefficient between 0 and 1. Using a coefficient of 0 is the same as hard thresholding, whereas using a Coefficient of 1 is the same as leaving the frequency band undisturbed. We define the following thresholding coefficient:
where is the bootstrapped kurtosis of the particular frequency band, and 1 . 1 denotes the absolute value. The bootstrapped kurtosis valued is obtained by applying the bootstrap and is limited to not exceed 4.5, which will be justified below. It should be noted that the tbresholding coefficient c (c, or c, ) is a function of the frequency band's degree of Gaussianity. Eq. (1) shows that the coefficient c, gets closer to 0 as the bootstrapped kurtosis value for a specific frequency band gets closer to the theoretical value 3, and vice versa. Therefore, the closer a frequency band is to being Gaussian, the smaller contribution it has after soft thresholding.
Recall the frequency bands to be thresholded are those for which hypothesis H is true, that is they have passed the Gaussianity test. Therefore, one would expect their corresponding bootstrapped kurtosis estimates to be close to the theoretical value 3. However in some cases, the estimated bootstrapped kurtosis value may be far off f?om 3, due to data nonstationary characteristics. In this case, the band may pass the Gaussianity test as most of the band is Gaussian, but may still have a bootstrapped kurtosis value high enough to obtain a thresholding coefficient c greater than I. Note that a thresholding coefficient greater than 1 would amplify noise contributions in the frequency band, instead of suppressing them.
Therefore, the bootstrapped kurtosis value $ was limited to 4.5 in Eq. (I) to avoid such potential noise amplification. As a result, the data point with the largest absolute value in that band is stored and replaced with a zero, if the bootstrapped kurtosis value of a specific frequency band is greater than 4.5. Then, the bootstrapped kurtosis for that band is estimated again, this procedure is repeated until a kurtosis value less than or equal to 4.5 is obtained. Note that the number of repetitions needs to be limited to ensure that most of the data is not zeroed out, to prevent bootstmpped kurtosis estimation problems. A limit equal to one third of the data (the frequency band) length was empirically selected for our work. Finally, note that the estimated kurtosis value is set to 4.5 if it is found to be larger than 4.5 after that many iterations, which provides a thresholding coefficient equal to 1 and results in no change on the frequency band under consideration.
After weighting the frequency band with the thresbolding coefficient, the values that were removed to limit the kurtosis estimation are renlaced into their c, =[3-dl/l.5, (1) original locations. This allows for non-Gaussian values, which may correspond to the signal components, not be affected by the thresholding step.
Step 4: Inverse Fourier Transform Real and imaginary parts of the frequency bands are combined, and using the Hermitian properly for negative frequencies, the time frequency representation matrix after the thresholdmg step. The recovered signal is formed using the inverse Fourier transform.
Wavelet-based Denoising
The Wavelet-based denoising scheme follows the same general set-up as the FFT-based method, as shown in Figure 2 . Note that only real-valued transforms are obtained in this case due to the real wavelet transform kemel form selected in our work pauhechies wavelets of order 3 , 4 or 5). The denoising scheme is performed in four steps.
Step 1: Wavelet Transform First, the Wavelet transform is applied to the noisy signal. Three, four or five-level decompositions were considered in this work because simulations showed that higher-level decompositions did not improve performance for the data length considered (5 12).
Step 2: Gaussianity Test Recall that approximation and detail coefficients of a Gaussian data set remain Gaussian [4]. Thus, detail and approximation coefficients are tested for Gaussianity and a decision is made for each.
Step 3: Thresholding A similar thresholding procedure as that considered earlier for the FFT-based denoising scheme is applied to the detail coefficients. However, thresholding the approximation coefficients may result in removing a significant portion of the signal. As a result, we investigated the following four thresholding schemes on the approximation coefficients to minimize potential distortion; 1) apply the same thresholding scheme as that used on the detail coefficients, 2) leave coefficients unperturbed, 3) filter the approximation coefficients using a median filter of order three, or 4) use a predictor of order two. The last two options were initially investigated in order to smooth the approximation coefficients but they did not perform well.
Step 4: Inverse Wavelet Transform Finally, updated approximation and detail coefficients are inverse Wavelet transformed to reconstruct the denoised signal.
IV. RESULTS
Two different test signals were considered a sinusoid and a chirp with constant amplitude. The frequency of the sinusoidal signal was selected randomly for every trial, where the frequency range is limited to avoid aliasing and a DC component. The constant amplitude chirp signal type was obtained from [7] as: 3470 s(t)=sin (-) , where the data was 4 0 + t sampled at 1 sample per second.
Simulation Results
The proposed denoising schemes were tested in S N R levels between -6 to 6dB, where one hundred trials were considered for each S N R level. The Bootstrap MATLAB Toolbox was used to perform the bootstrap-based kurtosis hypothesis test [6].
Mean square error (MSE) and cross-correlation coefficients between original and recovered signals were selected as performance criteria. The MSE was initially selected as it is commonly used in signal processing applications to measure signal differences in the time domain. It is given by:
where A4 is the number of trials, N is the signal length, sj(i) and s j ( i ) is the data sample of the original signal and the recovered signal atJ" trial, respectively. However, the MSE may not always be useful in evaluating actual performances. Simulations showed the MSE performances to be very similar on a large portion of the schemes investigated. Therefore, we considered an additional performance criterion, based on the cross-correlation coefficient to complement the information given by the MSE criterion. Recall that the normalized cross-correlation coefficient is commonly used to evaluate signal similarities and is given by: A where ( )' denotes complex conjugation, and s=[s(Z), ... s(N)IT. Note that the cross-correlation coefficient r should be equal to 1 for a perfectly reconstructed noise-free signal. The closer the magnitude of r gets to 0 the worse the denoised signal will he. The distance measure between 1 and the normalized cross-correlation coefficient is given by
Test signal description
where M is the number of trials and rj is the crosscorrelation at lag zero for the jCh trial. The resulting measure d is used to evaluate the denoising schemes' performances in extracting the noise-free signal from the noisy signal.
FFT-Based Denoising
Sinusoidal Signal: Results shown in Figure 3 indicate that hard and soft thresholding schemes have a similar performance for all SNR values considered.
Constant Amplitude Chirp: MSE results shown in Figure 4 indicate no significant differences in thresholding schemes, while the distance measure results indicate better performance for the soft thresholding scheme at low SNR levels.
Wavelet Transform-Based Denoising
Many parameters affect the performance of the wavelet transform-based denoising scheme. Recall that we consider four thresholding implementation schemes on the approximation coefficients: Approximation coefficients left unperturbed (method I), approximation coefficients thresholded identical to the detail coefficients (method 2), approximation coefficients median filtered with a filter of length three (method 3), and using an order-two predictor (method 4). Methods 3 and 4 did not perform as well as the first two methods because they over smoothed the approximation coefficients sequence, causing loss of .signal power and degradation in the performance of the denoising scheme. Further details may be found in [6] . 'Other parameters are the number of decomposition levels and the order of the Daubechies wavelet to be used (3, 4 and 5). The numbers in the figure legends next to the thresholding types are the Daubechies wavelet orders. MSE values obtained for all schemes are close to each other and do not provide much information about relative performances. Best results are shown here. Sinusoidal Signal: The performance of the WT-based scheme on the first test signal using method (2) and a four-level decomposition with different wavelet orders and both thresholding schemes is shown in Figure 5 . Results show that the performance of the WT-based denoising scheme is signal frequency and wavelet decomposition level dependent. Note that test signal frequencies were picked randomly for each trial. Recall that when using method (I), the signal is left untouched only when it is located in the lowest frequency band (i.e., the band containing the approximation coefficients). However, noise when present is also left untouched in that lowest frequency band. No such distinction is present in method (2), where all frequency bands are checked and processed for noise.
Simulation results show that soft thresholding outperforms hard thresholding at SNR values below 2dB, while all thresholding schemes perform similarly for higher SNRs. Constant Amplitude Chirp: Results for the WTbased denoising scheme using 4-level decomposition show that method (I) works significantly better than method (2) on the constant amplitude chirp signal, as illustrated in Figure 6 . This result was to be expected as this signal has most of its power at low frequencies. Therefore, frequency components exist in several frequency bins, including that containing the approximation coefficients. When method (2) is selected, the sequence approximation coefficients is tested for Gaussianity and may be estimated as Gaussian when the signal components are very short, resulting in thresholding of the signal components. However, such a problem does not exist in method (1) where the approximation coefficients are lee untouched. Finally, simulation results show that a fourlevel decomposition works better than a three or fivelevel decomposition. 
