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Resumen
En un entorno virtual, un monitor de ma´quina virtual (VMM) controla mu´ltiples VMs mediante
una abstraccio´n de software del hardware subyacente. Esta arquitectura provee algunas ventajas
con respecto a la seguridad pero tambie´n introduce desaf´ıos u´nicos. Iro´nicamente los avances en
la potencia de co´mputo y la disminucio´n de los costos del hardware fueron los factores que dieron
origen a la pe´rdida de intere´s en la virtualizacio´n, hoy principales contribuyentes de su renacimiento.
La virtualizacio´n surgio´ a finales de la de´cada de 1960, con el objetivo de multiplexar las aplica-
ciones sobre mainframes de forma tal de poder repartir los escasos y costosos recursos de co´mputo
entre mu´ltiples procesos. La creacio´n de las VMs hizo posible que mu´ltiples aplicaciones coexistiesen
sobre una ma´quina u´nica.
Esta l´ınea de investigacio´n busca desarrollar nuevas tecnolog´ıas centradas en la seguridad de los
entornos virtuales, especialmente a nivel del VMM.
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1. Introduccio´n
Cuarenta an˜os despue´s del surgimiento de la virtualizacio´n, modernos sistemas operativos (SOs),
altas velocidades en los procesadores y bajos costos de hardware resolvieron los problemas para los
que se inventaron las VMs. Fue posible entonces instalar nuevas aplicaciones tan fa´cilmente y barato
como instalarlas en un servidor dedicado con su propio procesador, memoria y almacenamiento. Sin
embargo, esta tendencia dio origen a nuevos problemas: el hardware barato hizo que proliferasen las
ma´quinas subutilizadas, las cuales a su vez ocuparon espacios significativos y aumentaron el overhead
en su administracio´n. Mantener las aplicaciones actualizadas y los patches de los sistemas operativos
en cada server se volvio´ una tarea pesada. Lograr que e´stas ma´quinas fuesen seguras implico´ que
se determinasen claramente las responsabilidades de las organizaciones sobre cada server. Por ende,
mover aplicaciones nuevamente a las VMs dentro de unas pocas ma´quinas f´ısicas y administra´ndolas
mediante monitores de VMs (VMMs) se volvio´ una solucio´n factible.
Un VMM es una capa de software que usualmente corre directamente sobre el hardware. En los
sistemas actuales el VMM puede correr junto a un sistema operativo host. Las VMMs exportan una
abastraccio´n de ma´quina virtual que se asemeja al hardware subyacente. Cada abstraccio´n de ma´quina
virtual es un guest que encapsula el estado completo del SO que corre dentro de ella. El sistema
operativo guest interactu´a con la abstraccio´n virtual del hardware, la cual es a su vez manejada
por el VMM como si fuese hardware real. La VMM es entonces un “sistema operativo de sistemas
operativos”. La VMM usualmente corre en modo privilegiado mientras que el sistema operativo guest
lo hace en modo usuario.
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2. Ma´quinas virtuales
Ba´sicamente existen dos tipos de entornos de ma´quinas virtuales. En el primero, el VMM se conoce
con el nombre de hypervisor y se implementa directamente entre el hardware y los sistemas guest. El
ejemplo cla´sico de este tipo de ma´quinas virtuales es el hypervisor de Xen (http://www.xen.org). Este
tipo de virtualizacio´n es especialmente aplicable a entornos de servidores tipo UNIX.
En el otro tipo de monitor de ma´quina virtual, el VMM corre como una aplicacio´n ma´s dentro del
SO guest y depende de e´l para prover drivers de I/O y co´digo bootstrap en lugar de implementarlo
directamente desde cero. Este tipo de VMM se popularizo´ en PCs comunes (siendo posiblemente
VMware (http://www.vmware.com) el ma´s difundido), cuya plataforma x86 no fue originalmente
disen˜ada para soportar completamente la virtualizacio´n por hardware. Este tipo de entorno suele ser
considerado menos seguro que el anterior debido a que el VMM depende de los servicios provistos por
el sistema operativo host.
La virtualizacio´n actual se ha desviado de sus ra´ıces originales como una herramienta de multi-
plexado para convertirse actualmente en una solucio´n para hacer frente a los problemas de seguridad,
confiabilidad y administracio´n. Este hecho presenta consecuencias positivas y negativas, pues por un
lado la virtualizacio´n junto con sus te´cnicas asociadas ayudan a resolver mu´ltiples problemas de se-
guridad, especialmente porque las ma´quinas virtuales corren sobre un u´nico sistema, el cual puede
implementar un sistema seguro multinivel con sistemas virtuales separados en cada nivel. Por otro la-
do la virtualizacio´n fabrica espacios para nuevas vulnerabilidades, donde los mecanismos de seguridad
tradicionales no esta´n preparados para resolver estos problemas. Esta l´ınea de investigacio´n se suma
entonces a la bu´squeda de nuevos mecanismos para combatir estos nuevos vectores de ataque.
2.1. Monitores de ma´quinas virtuales (VMMs)
Los VMMs soportan tres atributos en entornos virtuales [1]: aislamiento, interposicio´n e inspeccio´n.
Los VMMs propician el aislamiento debido a que las VMs no comparten memoria f´ısica. Gracias a
la abstraccio´n de la memoria virtual el VMM puede crear la ilusio´n de que cada VM tiene su propio
espacio de direcciones. De esta forma cada VM corre sin saber de la existencia de otras VMs, pues
todas sus acciones esta´n confinadas a su propio espacio de direcciones.
Para soportar interposicio´n los VMMs gestionan todas las operaciones privilegiadas a nivel del
hardware f´ısico. Los SOs guest transfieren todos los traps e interrupciones al VMM para procesar los
eventos. El VMM intercepta todos los pedidos de I/O provenientes de los dispositivos virtuales de
las VMs y los mapea al dispositivo f´ısico de I/O correspondiente. Gracias a esta abstraccio´n el VMM
gestiona y planifica todas las VMs simulta´neamente. Los sistemas operativos guest no saben de la
existencia del propio VMM, ni saben que se encuentran compartiendo recursos con otras VMs; por el
contrario la abstraccio´n les presenta la ilusio´n de estar interactuando directamente con los dispositivos
f´ısicos.
Por u´ltimo los VMMs tienen acceso a todos los estados de una VM, incluyendo el estado del
CPU, de la memoria y de los dispositivos. Esta visio´n provee las capacidades de inspeccio´n, propi-
ciando checkpoints, rollbacks y replays. Adicionalmente estos atributos se combinan para brindar otra
caracter´ıstica deseable: portabilidad. Los administradores pueden guardar, copiar, mover e instanciar
entornos con estados encapsulados desde una ma´quina a otra.
Por todo ello decimos que el VMM es en s´ı mismo un pequen˜o sistema operativo que atrapa los
eventos que surgen en los sistemas operativos guest, gestionando sus I/Os y mapeando datos a memoria
y discos virtuales. Al mismo tiempo la implementacio´n f´ısica esta´ separada y oculta de los SOs guest
pero colectivamente encapsulada permitiendo replicacio´n y migracio´n eficiente.
2.2. Virtualizacio´n: lo bueno
Las caracter´ısticas inherentes de la virtualizacio´n y los atributos de las VMMs que arriba resumimos
simplifican la gestio´n de los recursos de co´mputo. La reduccio´n del overhead administrativo facilita el
proceso de hacer seguro un sistema.
2.2.1. Pool de hardware
Los VMMs brindan una vista uniforme del hardware subyacente y por ello una plataforma de
hardware puede contener mu´ltiples entornos virtuales. Por lo tanto los administradores pueden ver a
una computadora como parte de un pool de recursos de hardware gene´ricos [2]. Esta caracter´ıstica
permite disminuir costos de hardware y bajar los requerimientos de espacio. Adicionalmente, dado que
el VMM puede mapear ma´quinas a recursos de hardware disponibles se simplifica el balance de carga
y la escalabilidad, volviendo triviales las fallas de hardware.
2.2.2. Encapsulamiento
La propiedad de encapsulamiento mejora la seguridad desde varios frentes. Las VMs son fa´cilmente
encapsulables y replicables, por lo tanto los administradores pueden sistema´ticamente agregar en
tiempo de ejecucio´n nuevos servicios y aplicaciones al entorno replicado.
Cada nuevo servicio o aplicacio´n puede correr independientemente sin el riesgo de corromper o
interferir con otros. Si un sistema cae (crash) u ocurre un ataque, los administradores pueden suspender
a la VM afectada, hacer un rollback a un estado de ejecucio´n estable y recomenzar. Por u´ltimo, analizar
mediante replay puede exponer configuraciones defectuosas o proveer informacio´n acerca del me´todo
de ataque, vulnerabilidades, etc.
2.2.3. Logs seguros
Los servicios de seguridad, como los logs seguros y la proteccio´n de intrusos a nivel del SO puede
implementarse tambie´n en el VMM. El hecho de que estos servicios se ejecuten separados de todos los
procesos en un entorno virtual mejora sus capacidades.
La implementacio´n de logs seguros a nivel del SO tiene la desventaja de que un atacante puede
deshabilitar o modificar los logs una vez comprometido el sistema y por ello tampoco los logs proveen
informacio´n u´til para un efectivo ana´lisis de seguridad forense. Estos problemas se solucionan con la
implementacio´n a nivel del VMM, pues el atacante no puede modificar los logs y con ello se vuelven
una herramienta u´til para el ana´lisis forense.
Adema´s la virtualizacio´n mejora la prevencio´n y deteccio´n de intrusos mediante el uso de clones.
Los sistemas de deteccio´n de intrusos suelen basarse en firmas de patrones de ataques conocidos,
torna´ndolas pra´cticamente inu´tiles frente a nuevos eventos sospechosos. Por otro lado los IDSs basados
en anomal´ıas corren el riesgo de marcar como ataques acciones leg´ıtimas; o peor au´n pueden aceptar
eventos maliciosos repetidos como actividad normal. Los clones por otra parte pueden correr eventos
sospechosos capturados en una copia virtual del sistema real y observar los cambios sin comprometer
el sistema real.
Por u´ltimo, la proteccio´n a intrusos en el nivel virtual permite detecciones imposibles para los
sistemas tradicionales, pues permiten monitorear todos los eventos que ocurren en el entorno virtual y
por lo tanto hacer cumplir una pol´ıtica preestablecida detectando por ejemplo cracking de passwords
a partir de una lectura de bloques de discos que contienen un archivo con passwords seguido de una
gran actividad de CPU.
2.2.4. VMs en cuarentena
La virtualizacio´n permite que los administradores puedan poner una o ma´s VMs en cuarentena
(fuera de la red) y buscar vulnerabilidades, evidencias de ataques, prevencio´n de diseminacio´n de
co´digo malicioso hacia otros nodos, etc.
2.2.5. Distribucio´n de software
Para la mayor´ıa de los sistemas complejos, las posibles combinaciones de hardware, versiones
de sistemas operativos y librer´ıas vuelven impra´ctico que los desarrolladores de software contemplen
cada posible combinacio´n. La virtualizacio´n alivia estos problemas permitiendo que los desarrolladores
distribuyan ma´quinas virtuales completas que contengan su software.
Los dispositivos portables de almacenamiento flash, por ejemplo pen drives, permiten extender
au´n ma´s este concepto. Los usuarios suelen emplear estos dispositivos para llevar consigo documentos,
ima´genes, etc. Con la virtualizacio´n es posible que un usuario lleve consigo una copia de su VM junto
a sus archivos de trabajo y llevar consigo su ma´quina completa en un bolsillo.
2.3. Virtualizacio´n: lo malo
En la subseccio´n anterior vimos ventajas de seguridad a partir del uso de entornos VM: infraes-
tructuras que automa´ticamente realizan balance de carga, detectan fallas independientes de hardware
que hacen que las VMs migren, se creen y se destruyan segu´n la demanda de servicios particulares. Sin
embargo, algunas propiedades de la virtualizacio´n hacen que lograr un nivel de seguridad aceptable
en entornos VM sea ma´s dif´ıcil.
2.3.1. Proliferacio´n de VMs
La escalabilidad constituyo´ uno de los puntos fuertes desde la creacio´n de los entornos virtuales,
pues crear una nueva VM es tan simple como encapsular y generar mediante copia una nueva instancia.
Sin embargo e´sto no siempre es bueno, pues los usuarios pueden tener demasiadas VMs de propo´sitos
especiales, e.g., una para testing, otra para demostraciones, otra como sandbox para probar nuevas
aplicaciones, y otra por cada sistema operativo. Esta situacio´n torna inmanejable el tema desde el
punto de vista de la performance y desde el gasto considerable de memoria f´ısica.
Adema´s, desde el punto de vista de la administracio´n la situacio´n se vuelve compleja, pues las
actualizaciones, configuraciones, etc. deben hacerse en cada ma´quina. Desde la perspectiva de la se-
guridad, la proliferacio´n de VMs puede abrumar a los administradores, haciendo inseguras a algunas
VMs (exponiendo a amenazas a la organizacio´n).
Finalmente la virtualizacio´n imposibilita algunos procedimientos tradicionales de seguridad, por
ejemplo dado que mu´ltiples VMs corren en el mismo host f´ısico, deshabilitar un port en la ma´quina
host para hacer segura una aplicacio´n especial en una VM espec´ıfica presenta el indeseable efecto de
deshabilitarlo tambie´n para el resto de las VMs que podr´ıan necesitarlo.
2.3.2. Comportamiento transitorio
El beneficio de la portabilidad es a la vez un problema grave de seguridad. Dado que las VMs se
replican fa´cilmente puede aparecer una legio´n de “ma´quinas transitorias” que aparecen y desaparecen
de la red. Esto puede llevar a que vulnerabilidades que no exist´ıan ahora aparezcan brevemente,
infecten otras ma´quinas y luego desaparezcan antes de detectarlas, complicando en gran medida el
trabajo de los administradores de la seguridad, no so´lo respecto a la gestio´n de patches sino tambie´n
dificultando los penetration tests.
Si bien los checkpoints, rollbacks y replays de las VMS ayudan a recuperar fallas en entornos
virtuales tambie´n presentan el problema de la reexposicio´n a vulnerabilidades, reactivacio´n de servicios
riesgosos, rehabilitacio´n de cuentas desactivadas, etc.
2.3.3. Aspectos sociales
Los aspectos sociales relacionados con la virtualizacio´n son sociales por naturaleza. La facilidad de
instanciacio´n de las VMs puede llevar a que los administradores simplemente remuevan y reinstalen
una VM comprometida en lugar de que analicen lo sucedido en un ataque.
2.3.4. Nuevos riesgos
Los entornos virtuales traen aparejados nuevos riesgos, como una ma´quina virtual robada que
alguien llevaba en un pen drive. E´ste es un riesgo ana´logo al de una laptop robada pero en este caso
con un dispositivo de menor taman˜o y por ende ma´s fa´cil de sustraer. Adicionalmente un cracker
podr´ıa tratar de robar ma´quinas virtuales completas atacando file servers.
3. L´ınea de investigacio´n
En el presente art´ıculo se analizaron brevemente algunos aspectos a tener en cuenta a la hora
de emplear virtualizacio´n como alternativa segura a las ma´quinas f´ısicas. Vimos que no todas son
ventajas, y por ello nos proponemos investigar en profundidad en este campo, a´rea que resurgio´ a
partir de las promesas de una seguridad mejorada, confiabilidad y ventajas administrativas.
En particular nuestro intere´s se centra en la implementacio´n de servicios de seguridad avanzados
a nivel del VMM, explotando vistas que le son imposibles a un sistema de seguridad a nivel del SO
guest.
Las promesas de la virtualizacio´n arriba mencionadas son viables pero debemos ser concientes de
los riesgos inherentes que plantea esta tecnolog´ıa, pues si bien es cierto que se disminuyen overheads,
se facilita la administracio´n y se combaten las vulnerabilidades de seguridad a nivel del SO, no es
menos real que se introducen nuevos riesgos que van en detrimento de la seguridad del sistema.
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