Abstract
1. An agent using Bayesian network for elearning histories data
Bayesian Learning Agent
The main idea here is to apply a data-mining Figure 1 . LMS "Samurai" method to the huge amount of stored data and construct a learner model to predict each learner's final status: (1) Failed (Final examination score below 60);
(2) Abandon (The learner withdraws before the final examination), (3)Successful((Final examination score is more than 60 but less than 80); and (4) Excellent (Final examination mark is more than 80.) For this propose, the well-known data-mining method, the Bayesian network [1] , is employed using the following variables reflecting each learner's status each week: 1. The average learning time for each topic. 2. The average learning time for each course which consists of fifteen lectures 3. The number of times the learner accessed the elearning system. 4. The average of the degree of understanding of each topic (This is measured by the response to the question which is corresponding to each topic) 5. The number of topics which the learner has learned. 6. The average number of times the learner has completed each topic. (This implies the time the learner repeated each topic.) 7. The average learning time for each lecture, which consists of several types of contents and runs 90 minutes 8. The number of times which the learner has posted opinions or comments to the discussion board. 9. The average learning time for each course which consists of fifteen lectures 10. The final status: (1) Failed (Final examination score below 60); (2) Abandon (The learner withdraws before the final examination), (3)Successful ((Final examination score is more than 60 but less than 80); and (4) Excellent (Final examination mark is more than 80.) Because all courses run for 15 weeks, fifteen structures are estimated corresponding to learners' learning histories data for the fifteen weeks. A Bayesian network structure learned from 1,344 learners' data is shown in Figure 3 . Each node, whose number is corresponding to the above variable number, has the categories variables. Furthermore, the probabilities of the variables corresponding to the nodes in figure 2 indicate the prior belief probabilities for the categories. For example, the node 10 corresponding to the predicted final status of a learner indicates that the probability of "abandon" is 21.0%, the probability of "failed" is 28.4, the probability of "successful" is 24.4, and the probability of "Excellent" is 26.2, when there is no data about the learner. If the system obtained the data, "7.The average learning time for each lecture, which consists of several types of contents and runs 90 minutes is 48.2 min, and 8. The number of times which the learner has posted opinions or comments to the discussion board is 39", and then the probabilities for the other variables are updated as shown in Figure 4 . The updated probability of "failed " in the predicted final status is changed to 29.4%. Here, the important point is that this system does not always need data for all variables in the Bayesian network. This is one of advantages of employing the Bayesian network comparing with the Decision tree model employed in [2] . The main purpose of the agent system is to provide optimum instructional messages to a learner using the previous automatically constructed learner model. The agent appears in the LMS as shown in Figure 3 . The agent provides adaptive messages to the learner using the learner model. And the agent system also performs various actions based on the learner's current status as shown in Figure 4 . The instructional messages to a learner are generated as follows:1: The system predicts the target learner's future status and it's probability A Bayesian learning agent (The message is presented by moving in the frame) Figure 4 . Various actions of the agent using the Bayesian network engine from the current learning histories data. 2. If the predicted status is "Excellent", then the agent provides messages like "Looking great!", "Continually do your best. ", and "Probability of success is xx%". If the predicted status is not "Excellent", the system compares the current network and the Bayesian network of the excellent learners. Here, the system finds the nodes which show the significant difference from the probabilities of the excellent learners' network using the amount of Kullback-leiblar information. .For example, comparing figure 2 with figure 5, the significant differences in the following three categories are detected: 7. The average learning time for each lecture, which consists of several types of contents and runs 90 minutes, 8.The number of times which the learner has posted opinions or comments to the discussion board, and 9.The average learning time for each course which consists of fifteen lectures. The
