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This thesis is broken up into two main parts: firstly, the characterisation of Ehrlich–
Schwo¨ebel barriers for some common organic molecules and secondly an examination
of the hyperthermal deposition of pentacene. The Ehrlich–Schwo¨ebel barrier of the
sexiphenyl molecule was examined in detail and the system was used as a test case
in the evaluation of the ability of potential models to capture accurate molecular con-
formation. The MM3π potential was found to be the best choice and even compared
favourably to the best ab initio models. In the subsequent search for an Ehrlich–
Schwo¨ebel barrier the flexible backbone of the sexiphenyl molecule was observed to
promote a “Fosbury Flop” type mechanism where the molecule rolls off the step edge
with a minimum barrrier of 30-35 kJ/mol. After the introduction of six further small or-
ganic molecules (anthracene, tetracene, pentacene, diindenoperylene, C60 and rubrene),
both homo–epitaxial and hetero–epitaxial barriers were studied and a correlation was
found between the Ehrlich–Schwo¨ebel barrier and the binding energy of the molecule
to the terrace surface. Finally, the process of hyperthermal deposition of pentacene was
examined using Molecular Dynamics simulations concentrating on mechanisms such as
molecular insertion and adsorption. The behaviour of the system was documented as
a function of incident energy (0-10eV), incident angle and molecular orientation and
compared to published experimental data.
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CHAPTER 1
INTRODUCTION
1.1 Organic molecules and thin film growth
Small organic molecules (MW<1000) have attracted considerable interest over the past
decade mainly due to their promising electrical performance in thin film applications
such as transistors [1, 2, 3, 4, 5, 6, 7] and LEDs [8, 9, 10] as a component in flexible
displays, and for their role as a component in photovoltaic cells [11, 12].
The most widely studied of these molecules has been pentacene [13, 14, 15]
which expresses many of qualities typical of these molecules and which has demon-
strated, for a considerable time, the best electrical properties (e.g., with mobilities ∼
100cm2V−1s−1) [13, 16]. In addition, pentacene, like many small organic molecules,
exhibits polymorphism (many crystalline phases differing only by a few tenths of an
eV of free energy) [17, 18, 19, 20], and is a frustratingly difficult material to grow as a
smooth thin film beyond a few monolayers [21, 14]. The crystal cohesive energy (the
energy difference between an isolated molecule and one existing within the crystalline
state) for these relatively large molecules is only on the order of a few eV [22, 23], with
the intermolecular forces being dominated by weak long–range van der Waals type in-
teractions. The need to grow well–ordered crystalline thin films is driven by electrical
performance (currently on the cusp of that required for viable commercial products),
but much of the research into the production of good quality inorganic thin films is
not directly transferable to organics: The anisotropic interactions that result from either
geometric or chemical anisotropies among the organic molecules create a very different
“phase space” to explore, and the almost infinite number of candidate molecules (achiev-
able by “tweaking” the chemical composition of organic molecules) is daunting. These
1
physico–chemical differences are compounded by the fact that even small changes in
deposition conditions, or post–deposition annealing, can have a very strong affect on the
final morphology and topology of the deposited film [24, 25, 26, 27, 14, 28, 29].
Despite this knowledge of the anisotropy of molecule–molecule interactions for
these materials, there has been very little examination of the fundamental growth pro-
cesses themselves, particularly at a molecular–level, with the result that speculation
into the causes of experimentally observed variations in final morphologies of grown
films often remains just speculation. Processes such as surface diffusion have until re-
cently have not been investigated although this is changing [30]. Recent simulation
work in our group using molecular mechanics potentials has highlighted how small or-
ganic molecules diffuse over surfaces, for instance, how pentacene and C60 molecules
diffuse on organic molecular crystals [31]. These results illustrate that diffusion is not
easily characterised within any established diffusion regime, complicated -for instance-
by the tendency for isolated pentacene molecules to diffuse face down over the sur-
face, while islands above a critical size spontaneously stand up to take advantage of
the face–to–face like–like interactions among themselves. The net result is that there
is considerable difference between the modes of diffusion of an organic molecule over
a surface, depending on the diffusing species and the surface. Other simulation work
in our group has looked at the role of molecular insertion in hyperthermal deposition
of pentacene and diindenoperylene (DIP) on a variety of surfaces including pentacene
films [32, 33] or self–assembled monolayers of alkane thiols [34]. In addition to this,
the Ehrlich–Schwo¨ebel barrier has been characterised by other research groups for two
organic molecules which we will discuss in detail later. Once these fundamental pro-
cesses have been investigated, the objective is to devise an overall framework (either a
Kinetic Monte Carlo or continuum model) in which thin film growth can be modelled
over large time–scales [35].
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Figure 1.1: Schematic of the 3–dimensional Ehrlich–Schwo¨ebel barrier of an atom de-
scending down two monolayers as encountered in an ‘atomic system’
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1.2 Ehrlich–Schwo¨ebel barrier
1.2.1 The Schwo¨ebel barrier for atomic systems
The Ehrlich–Schwo¨ebel barrier (hereafter called the Schwo¨ebel barrier) is the energy
required for an atom or molecule to descend a mono–layer step–edge extra to that of the
conventional surface diffusion barrier and was originally proposed by Schwo¨ebel and
Ehrlich in separate papers in 1966 [36, 37]. Figure 1.1 shows a typical 3D Schwo¨ebel
barrier.
The existence and size of the Schwo¨ebel barrier plays an important role when con-
sidering the growth and nucleation of thin films. The existence of a large Schwo¨ebel
barrier suppresses the downward flux of particles between crystalline layers, inhibiting
the layer–by–layer growth that would promote favoured 2D growth over the unwanted
3D growth that results when one layer starts growing before the one below it has com-
pleted a full monolayer. It is therefore of considerable interest to quantify these barriers
in order to understand the inherent limitations of thin growth of a system.
The Schwo¨ebel barrier was first observed for tungsten ad–atoms on various tungsten
surfaces [37] and continued to be classified for a range of inorganic substances of interest
to the field of thin film deposition. Computationally, this barrier has been observed and
quantified for monatomic crystals such as copper and silicon where the atom’s coordina-
tion number decreases as it negotiates the step–edge, resulting in an increase in potential
energy. Experimentally, the Schwo¨ebel barrier is impossible to measure directly due to
the multitude of competing events and growth processes, but some diffusional moves can
be observed through scanning tunnelling microscopy. What results from these experi-
mental observations is largely an ensemble average of many different step–edge barriers
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corresponding to different exposed steps, whether classifiable as identifiable edges or as
a collection of defective edges. The advent of more accurate experimental [38, 39] and
modelling techniques and larger computational power has increased our understanding
of these processes. Self–diffusion barriers of Al ad–atoms have been calculated using
high level ab initio and Density Functional Theory for kinks, steps and corners [40, 41]
including some novel atom exchange mechanisms. Xiang et al. [42] have extended this
to ab initio calculations of three–dimensional barriers of the Cu{111} system where the
barriers are elevated when the ad–atom diffuses down more than one layer of steps.
1.2.2 The Schwo¨ebel barrier for organic molecules
The inherent symmetry and size of atomic systems make the calculation of a Schwo¨ebel
barrier tractable, even with fairly sophisticated potential energy models. For organic
molecules, the situation is far more complicated. The Schwo¨ebel barrier is defined as
the additional energy required for a particle to diffuse down a step–edge on top of the
2D surface diffusional energy. For organic molecules, even the 2D diffusion pathway
on the surface is not easily defined as the molecules often do not occupy single sites at
any given time [31]. The diffusion cannot be characterised as being either “site–site”
jumping or continuum random walks and there can be considerable bias in the direction
of diffusion. Systems containing small organic molecules are also more complicated
due to the conformational freedom provided by the nature of their chemical bonds, the
anisotropic interactions associated with “π–stacking,” and the molecular shape and flex-
ibility. Experimental routes to this energy barrier are only indirect; typically, they in-
volve scaling models fitted to experimental data such as AFM or in situ X–ray diffraction
leading to an inferred overall barrier averaged over all possible step types. In contrast,
molecular–scale modelling and simulation offer a more direct and insightful view of the
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barrier facing molecules as they approach step–edges.
1.2.3 Prior Work: The Schwo¨ebel barrier of sexiphenyl and
PTCDA
In order to study a molecule descending over an organic molecular step–edge, the min-
imum system size quickly spirals upwards with molecular size (on the order of one
to ten thousand atoms for this study). This automatically precludes the direct calcula-
tion of the Schwo¨ebel barrier through ab initio methods or semi–empirical DFT meth-
ods. Instead, previous quantification of the Schwo¨ebel barrier for organic molecules
(and inorganic, until recently) has been confined to the use of empirical potentials for
two systems, PTCDA (3,4,9,10-perylene-tetracarboxylic-3,4,9,10-dianhydride) [43] and
sexiphenyl [44] for which barriers of 80 kJ/mol and 60 kJ/mol, were obtained as the
step–edge barriers, respectively.
Both of these previous attempts to quantify Schwo¨ebel barriers of small organic
molecules via molecular modelling used a Nudged Elastic Band method for energy min-
imisation. The use of a Nudged Elastic Band search method requires that the number
of degrees of freedom is kept low, necessitating that, in both cases, the step–edges were
frozen and the internal degrees of freedom reduced — in the case of PTCDA a rigid
molecule was enforced, whilst -for sexiphenyl- a single parameter described the bend-
ing of the molecular backbone with all other internal degrees of freedom frozen. A gra-
dient search algorithm was then employed in the remaining rotational and translational
degrees of freedom giving rise to a total of 6 and 7 degrees of freedom for PTDCA and
sexiphenyl, respectively. For PTCDA, where the fused ring backbone of the molecule
is almost certain to remain rigid and the molecule to remain planar throughout the step
6
Figure 1.2: Chemical structure of sexiphenyl (C36H26) and PTCDA (C24H8O6)
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edge descent, we assert that this is a valid assumption. For sexiphenyl, concerns re-
main regarding the validity of these constraints. We address this and other concerns in
Chapter 3.
1.3 Hyperthermal deposition of organic molecules
The adsorption of atoms and molecules on solid surfaces has been studied extensively
for the past century and in increasing detail with the advent of ultrahigh vacuum tech-
niques starting about four decades ago [45]. In parallel, developments in computing re-
sources and algorithms allow consideration of problems that lie at the heart of molecular
dynamics: what is the nature of the trajectories (with ps– and Å–scale precision) that
describe the gas–surface interactions that lead to adsorption? [46] Early work in this
area emphasised the non–dissociative adsorption of monatomic and diatomic species,
and many general rules emerged from these works [47]. The dissipation of the par-
ticle’s incident energy is, of course, essential to adsorption, and is often achieved via
momentum exchange with the lattice (phonon excitation), which results in the effective
reduced mass of the collision partners and the gas–surface interaction potential playing
key roles as factors. The angle of incidence (θi) also plays a role, and is often coupled
to the incident kinetic energy (Ei) as a factor in terms of energy scaling arguments, the
simplest of which involve either normal energy scaling (Eicos2θi) or total energy scaling
(Eicos0θi) [48]. Many of the studies conducted to date have been of rather simple, high
symmetry molecules interacting with similarly simple, high symmetry low–index crys-
tal planes of transition metals or main group semiconductors. In these cases, particularly
at low to modest energies, trajectories are typically single collision events, or a collision
followed by short–lived diffusion across the surface.
8
Figure 1.3: Schematic of some possible mechanisms in the hyperthermal deposition of
organic thin films.
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Examination of the dynamics of adsorption of more complicated molecules (beyond,
say, CH4) and the examination of more complex surfaces such as those provided by liq-
uids [49] and surfaces terminated with self–assembled monolayers (SAMs) [50] is much
less often reported. As molecules grow in complexity, excitation of internal degrees of
freedom can increasingly play a role in the adsorption process. On the other hand, for
surfaces such as liquids and SAMs, new mechanisms of adsorption emerge, including
penetration of the surface, and, in the case of liquids, absorption. The crystals formed by
small organic molecules offer an interesting, and largely unexplored, middle ground be-
tween these surfaces and high symmetry inorganic crystals: They can form surfaces that
possess both short– and long–range order, while their constituents are bound together
by weak van der Waals forces. Thus, one may expect contributions from mechanisms
arising from both of these disparate systems.
1.4 Organisation of this thesis
This thesis is broken up into two main parts: firstly, the characterisation of Schwo¨ebel
barriers for some common organic molecules and secondly an examination of the hy-
perthermal deposition of pentacene. The Schwo¨ebel barrier of sexiphenyl is examined
in detail in Chapter 3 particularly in light of the recent results published by Hlawacek et
al. [44] before moving onto six other common organic molecules in Chapter 4 where we
attempt to discover some general rules and correlations for both the self Schwo¨ebel bar-
riers and some heteroepitaxial Schwo¨ebel barriers. A Molecular Dynamics study of the
hyperthermal deposition of pentacene follows in Chapter 5 looking at one way of over-
coming the barriers we have observed in previous chapters. The study concentrates on
mechanisms such as molecular insertion and adsorption. Finally, Chapter 6 summarises
the achievements of this work and presents recommendations for future studies.
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CHAPTER 2
SIMULATION METHODS
In this work, we use a variety of modelling and simulation methods to describe the
interactions within the systems of small organic molecules that we have studied. The
models chosen for each task reflect the size and complexity of the system. They range
from electronic structure calculations that take into account the positions of electrons
within a small system that is modelled extremely accurately, to molecular simulations
in which every atom in the molecule is explicitly modelled and the system followed as
it evolves in time and space using Molecular Dynamics, to mesoscale Kinetic Monte
Carlo methods where molecular detail is replaced by a series of “events” that describe
the evolution of a larger system (in time and space but in which the representation of
the system is at a coarser level. As a general rule of thumb, the more accurate the level
of representation of the molecular system, the more intense the computational effort,
leading to compromises in system size and the length– and time–scales that can be
covered. We now provide some background for each of these approaches as used in the
calculations described in later chapters.
2.1 Electronic structure calculations
In cases where we needed the highest accuracy, typically as a “baseline” against which to
measure the less accurate property determination of semi–empirical models, we are able
to use ab initio, or “electronic structure,” methods such as HF (Hartree–Fock) –based
or DFT (Density Functional Theory) methods which require no empirical data. These
computations are sufficiently onerous in use of resources that we are typically only able
to consider a small number of atoms (actually, a consideration of the electrons in the
system), typically on the order of a hundred atoms or so. These methods give us, poten-
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tially, a very high accuracy in terms of predictions of structural and energetic properties
but they still must be used with extreme caution: Both the level of theory used and the
basis sets chosen need to be investigated carefully to ensure that the system is being
properly described. All of the calculations involve a certain degree of approximation in
solving the Schro¨dinger equation:
HΨ = EΨ (2.1)
The two main sub–divisions of electronic structure calculations -those which are
based on a Hartree–Fock approach and those which rely on Density Functionals to re-
late the electron density to the total energy- are, in essence, less separate than it may
appear. Traditionally, Hartree–Fock based methods [1] approximate the solution to the
Schro¨dinger equation by assuming a linear approximation of atomic orbitals each rep-
resented by a basis function which as a whole describes the molecular orbitals. This
method, being a “mean–field” method, neglects electron correlations, producing errors
which are then addressed either by introducing corrections for electron correlation such
as the so–called MPn methods [2], or by including excited states such as CI (configura-
tional interaction) calculations [3]. It is these corrections which result in large computa-
tional time as the Hartree–Fock calculation is relatively simple.
DFT, on the other hand, uses the variational principle to solve for a minimum energy.
A representation of an initial molecular orbital is estimated which is then used to calcu-
late the total energy Hamiltonian from the Kohn–Sham equations [4]. From this, a new
molecular orbital is constructed, and the procedure repeated until a self–consistent solu-
tion has been reached. The Kohn–Sham equations which underlie this method and the
techniques used to solve them are very similar in principle to those in the Hartree–Fock
calculations yet, in general, DFT methods are more computationally efficient than the
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higher complexity Hartree Fock based methods needed to retain sufficient accuracy. The
explosion in DFT techniques over the past two decades has created an enormous number
of functionals describing the electron correlation and exchange part of the Kohn–Sham
equations [5, 6, 7]. One of the most popular functional, B3LYP, is actually a hybrid
functional where electron exchange contains a contribution from the Hartree–Fock cal-
culation, thus blurring the distinction between the two methods.
To avoid an overly complicated approach to our structural and energetic calcula-
tions, we use several standard theories and make use of a large body of work which has
already been published to determine the accuracy and applicability of the models used
to describe our system. The theories we use are listed below as they appear in Gaus-
sian03 [8]. All methods have analytical derivatives enabling more efficient geometry
optimisations.
• HF – (Restricted) Hartree–Fock calculation.
• MP2 [9, 10, 11, 12] Hartree–Fock with 2nd–order Mo¨ller–Plesset [2] correction.
• B3LYP [13, 14, 15, 16] A popular hybrid functional.
• PBEPBE [17, 18] The Perdew, Burke and Ernzerhof pure functional.
• PBE1PBE [19] A hybrid functional using 75% correlation and 25% exchange.
The relative computational cost of each method is not always obvious as it depends
on system size in terms of electrons (MP2 scales to the fifth power, whereas B3LYP
scales to the fourth) and many other things, but, generally, for larger organic molecules,
DFT methods are frequently the tool of choice. See, for example, a recent study compar-
ing heats of formation and isomerisation energies calculated with the B3LYP potential
to experimental values for over six hundred organic molecules [20]. For a quick com-
parison of computational effort, Table 2.1 shows a comparison of the CPU time taken for
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a single point energy calculation on a planar sexiphenyl and a pentacene molecule using
different models. The various models take from 3.5 to over 27 minutes for pentacene
(differing by almost an order of magnitude), and from 8.0 to 152 minutes for sexiphenyl
(showing a factor of 20 variation). exhibiting the range of execution time that can be
found for different models and the impact of even relatively small differences in molec-
ular complexity (pentacene can be modelled in roughly half the time of its similar but
more flexible “cousin,” sexiphenyl).
Gaussian03 [8] is used for all electronic structure calculations in this thesis as it
was specifically designed with chemists in mind to study single molecules or clusters of
molecules rather than periodic systems which are more suitable to electronic structure
codes that make use of plane waves. The Gaussians used to construct the basis set
expansions are easily integrable in discrete space, but the complexity of the basis set
expansions must be sufficient to describe the level of theory chosen.
2.2 Semi–empirical potentials
By coarse–graining the electronic structure of the atoms and not describing molecular
orbitals explicitly, a common strategy involves constructing a mathematical model for
Table 2.1: CPU time in mins:secs for single point energy calculations of pentacene and
sexiphenyl molecules. All calculations were carried out on the same dedicated Intel
dual core processor (2.6 GHz) and were allocated 800 MB of physical memory plus up
to ≈10 GB of scratch disk space.
Model Pentacene Sexiphenyl
HF/6-31G(d,p) 3:26 8:23
MP2/6-31G(d,p) 27:10 152:05
B3LYP/6-31G(d,p) 5:33 10:10
PBEPBE/6-31G(d,p) 3:50 8:00
PBE1PBE/6-31G(d,p) 7:18 11:48
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the potential energy function between two or more molecules that phenomenologically
describes, and is often fitted to, experimental and/or electronic structure calculations.
Such approaches produce interatomic potentials, where the interactions between two or
more atoms can be said to be semi–empirically described. The main advantage of this
approach is that interatomic or intermolecular potential models offer the mathematical
simplicity and computational efficiency to allow the study of system sizes containing up
to around 10000 atoms relatively easily, or to perform smaller sized systems over longer
timescales, allowing more detailed searches or dynamic simulations to be undertaken.
2.2.1 MM3 potential
The “Molecular Model”, MM3, potential was first devised by Allinger in the early 1970s
and has since evolved through a series of reparameterisations and modifications into its
present form, described in more detail in this section. The MM3 model is one of a
number of intermolecular potentials which ere designed to model systems containing
reasonably complex organic molecules of the type that have become increasingly im-
portant with the advent of fields such as protein folding and nanofabrication. Codes
such as AMBER [21], CHARMM [22] and GROMACS [23] are more suitable for stud-
ies of macromolecular studies, whilst the Dreiding [24] and MM group of potentials are
employed more successfully for small organic molecules.
We have tested the MM3 potential [25, 26, 27, 28] against several ab initio–based
methods for the linear fused acenes (naphthalene, anthracene and pentacene), and found
that it performs very well in comparison to reference experimental data or those from
electronic structure calculations. Other studies have observed the same high quality of
the MM–class of models for aromatic molecules [29, 30, 31]. The strength of the MM
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series lies in its ability to reproduce experimental minimum energy molecular conforma-
tions of a wide variety of hydrocarbon–based molecules, along with vibrational, steric
and torsional properties. The latest in the evolutionary set of MM models is MM3(2000)
which has been refined with aromatic hydrocarbons in mind and MM4 which increases
the chemical functionality of the potential with parameterisations branching away from
hydrocarbons. In our case, all the molecules we considered contain only carbon and
hydrogen and so the latest MM3 potential is generally satisfactory, although a more so-
phisticated and costly variant of this model, MM3π, described below, is often a better
(more accurate) option if the length of the simulations runs is feasible.
Like most semi–empirical potentials, the total energy of the system can be described
by splitting up the contributions of the inter– and intra–molecular energy of the system:
Etot = Eintra + Einter (2.2)
The intramolecular energy is composed of the following terms:
1. Bond Stretching
ES = 71.94ks (l − lo)2
{
1 − 2.55 (l − lo) +
(
7
12
)
[2.55 (l − lo)]2
}
(2.3)
2. Angle Bending
Eθ = 0.021914kθ (θ − θo)2
[
1 − 0.014 (θ − θo) + 5.6 × 10−5 (θ − θo)2 (2.4)
−7.0 × 10−7 (θ − θo)3 + 9.0 × 10−10 (θ − θo)4
]
3. Torsion
Eω =
(V1
2
)
[1 + cos (ω)] +
(V2
2
)
[1 − cos (2ω)] +
(V3
2
)
[1 + cos (3ω)] (2.5)
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4. Stretch–Bend Interaction
ES θ = 2.51118Ksθ
[(l − lo) + (l′ − l′o)] (θ − θo) (2.6)
5. Torsion–Stretch interaction
Eωs = 11.995
(Kωs
2
)
(l − lo) [1 + cos (3ω)] (2.7)
6. Bend-Bend Interactions
Eθθ′ = −0.021914Kθθ′ (θ − θo) (θ′ − θ′o) (2.8)
The intermolecular energy is composed of the following terms:
1. van der Waals Interactions
Evdw = ǫ
{
−2.25
(
rv
r
)6
+ 1.84 × 105exp
[
−12.00
(
r
rv
)]}
(2.9)
2. Electrostatic and dipole–dipole interactions are also included. Although these
terms are not considered as important for saturated hydrocarbons, they do play a
role with aromatic structures.
Another important inclusion for some aromatic molecules is the role played by elec-
tron correlation in the delocalisation of π electrons [28]. The MM3(2000) release con-
tains a π system correction which uses the same basic theory [2] as the previously men-
tioned ab initio MP2 method. Because the method relies on an iterative process to gen-
erate self consistency, it is more computationally expensive and this expense increases
rapidly with the number of atoms present. [Note: It is still, however, many orders of
magnitude quicker than ab initio methods]. Typically the dynamic and minimisation
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simulations that are carried out in this thesis limit the π–system atoms in each calcula-
tion to under one hundred atoms. The π–system contribution is specified for individual
atoms within the system. From here on, we use the term MM3 to denote use of the
MM3(2000) potential without the MP2 correction, and MM3π to denote the use of the
MM3(2000) potential with the MP2 correction.
All MM3 and MM3π calculations are performed with the TINKER [32] modelling
package which is available freely on–line for academic use.
2.2.2 AIREBO potential
This section involves a brief description of the AIREBO potential. We evaluate the
ability of this potential to describe the potential energy of a sexiphenyl molecule in
Chapter 3. It represents a different class of empirical potentials which rely on local
bond order, one of which was used by Hlawacek et al. [33] in their quantification of the
Ehrlich–Schwo¨ebel barrier for sexiphenyl.
The AIREBO (Adaptive Intermolecular Reactive Empirical Bond Order) potential
is a relatively recent development of a form of bond order potential which trace their
ancestry back to Tersoff potentials [34]. These potentials describe the interactions be-
tween atoms allowing for the formation and dissociation of covalent bonds. The local
coordination of each atom affects the strength of the pairwise interactions therefore al-
lowing temporal variation in the hybridisation state or coordination number of the atom.
Traditionally, these potentials were used to simulate bulk systems of silicon, carbon and
germanium where the intermolecular interactions were less significant than studies for
example of interfacial systems, thin films or liquids [35]. This was due to the lack of an
appropriate van der Waals–type term to describe the long–range dispersion forces. In
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2000, Stuart et al. [36] incorporated such a term, with an explicit torsional interaction
term, into the established Brenner REBO potential for hydrocarbons.
Although the AIREBO potential model can be a very powerful tool for molecular
modelling, the bond breaking and creating aspect of the potential is not particularly
relevant to the systems described in this thesis as we do not anticipate any bond–breaking
or change in coordination number of any of the molecules we study. [The covalent
bond strength in our aromatic fused molecules is on the order of 50-100 kJ/mol.] If the
potential is capable of describing the molecular structure and intermolecular interactions
effectively, then it will suffice. Here we present the basic equations of the potential
without providing too much detail, so that the functional form and underlying theory
can be readily understood. For a detailed explanation of the potential see ref. Staurt et
al. [36].
The total energy of the system as described by the AIREBO potential is given as:
Etot =
1
2
∑
i
∑
j,i
EREBOi j + ELJi j +
∑
k,i, j
∑
l,i, j,k
ETORS IONki jl
 (2.10)
The progenitor Reactive Empirical Bond Order, REBO, term describing covalently
bonded atoms is very short–ranged (only 2 Å) and takes the form:
EREBOi j = V
R
i j(ri j) + bi jVAi j(ri j) (2.11)
where VRi j and VAi j are, respectively, the repulsive and attractive pairwise potentials
between atoms i and j. The bi j term is the “bond order” term responsible for taking into
account differences in coordination number, bond angles and conjugation effects.
The popular Lennard–Jones 12-6 potential was chosen to model the long–range dis-
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persion forces and short–range repulsion forces:
VLJi j = 4ǫi j

(
σi j
ri j
)12
−
(
σi j
ri j
)6 (2.12)
A switching mechanism is used to integrate the bonded and non–bonded potentials.
This prevents interference with the REBO term at short inter–atomic distances and pro-
vides a smooth transition between the two. The complete Lennard–Jones term between
two atoms i and j is given by:
ELJi j = S (tr(ri j))S (tb(b∗i j))Ci jVi j(ri j) +
[
1 − S (tr(ri j))
]
Ci jVi j(ri j) (2.13)
where S (t) is a universal switching function and Ci j is a connectivity switch preclud-
ing L-J interactions for first and second neighbours. In addition, the torsional interaction
for 4th neighbours is described by a separate term dependent on bond weights w(r) with
the torsional angle
Etors =
1
2
∑
i
∑
j,i
∑
k,i, j
∑
l,i, j,k
wi j(ri j)w jk(r jk)wkl(rkl)V tors(ωi jkl) (2.14)
where the torsional potential of a single torsional angle (ω) is given by:
V tors(ω) = ǫ
[
256
405cos
10
(
ω
2
)
−
1
10
]
(2.15)
The well used freeware code, LAMMPS [37, 38], is used to implement the AIREBO
potential. LAMMPS provides functionality to switch the torsional term ‘on’ and ‘off’
by a simple switch in the input file; we name these two variants AIREBO and ‘AIREBO
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no torsion,’ respectively. The significant advantage associated with LAMMPs lies in the
parallelisation of the code potentially enabling very large scale simulations.
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CHAPTER 3
THE EHRLICH–SCHW ¨OEBEL BARRIER OF SEXIPHENYL MOLECULES
3.1 Introduction
As introduced in Chapter 1 (section 1.3), the Ehrlich–Schwo¨ebel barrier is the addi-
tional energy required for a species to descend a monolayer step edge. In our studies
of thin film growth of organic semiconductor molecules, we made a detailed study of
the sexiphenyl molecule as it presented a particular challenge due to its configurational
flexibility in terms of its ability not only for the phenyl groups to rotate but for the entire
molecule to bend. As such, it incorporates some key configurational degrees of freedom
most likely to be observed across a wide range of organic molecules. One final induce-
ment to study sexiphenyl was the existence of a prior computational study that offered
both a point of comparison and a challenge to reproduce.
The only previous work attempting to directly calculate the Schwo¨ebel barrier of
sexiphenyl (Hlawacek et al. [1, 2]) proposed a mechanism whereby the descending sex-
iphenyl molecule approached the step–edge orthogonally and descended by bending
(essentially draping itself) continuously over the step–edge. The molecule remained
“planar” at all times (i.e., all five torsional angles φi = 0o; see definitions in Figure 3.3)
leading to a relatively high Schwo¨ebel barrier of 60 kJ/mol (0.63 eV). Further, it was
claimed that a completely rigid molecule (one not allowed to bend) experienced an en-
ergy barrier of 85kJ/mol (0.9 eV) representing a loss of seventy percent of the binding
energy with the (001) surface. Our experience modelling the Schwo¨ebel barrier of small
rigid organic molecules with a somewhat similar structure (i.e., pentacene, anthracene,
diindenoperylene as will be seen in the next chapter) produced Schwo¨ebel barriers that
were considerably smaller than either of Hlawacek’s reported values for sexiphenyl. In
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addition, our studies for these relatively rigid molecules showed that the point of their
transition over the step–edge occurred with their molecular axis almost parallel to the
step–edge (and not orthogonal to the step, as seen in the Hlawacek et al. study of sex-
iphenyl). This caused us to investigate both the mode of descent and the cause of the
larger than expected magnitude of the Schwo¨ebel barrier for sexiphenyl.
Initially, our interest centred on the effect of the free rotation of benzene rings around
the C-C bonds in the sexiphenyl molecule as a possible cause of the high barrier reported
by Hlawacek et al. Our approach was to begin with a search for an appropriately ac-
curate intermolecular potential model for sexiphenyl for isolated molecules and then to
observe step descent of a single molecule over a crystalline thin film of sexiphenyl.
3.2 Molecular structure of sexiphenyl
In order to accurately describe the energy of a molecule descending a step–edge the
intermolecular potential must be able to model both (i) the intermolecular interactions
between the molecule and the step–edge surfaces and (ii) the internal energy due to the
geometrical conformation of the molecule. The model also needs to be computationally
efficient enough to allow sufficient sampling of step–edge descent both in terms of time
and system size (we typically use ≈ 2000-3000 atoms to describe the step and underlying
substrate). We started by examining how well certain potentials were able to describe
the conformational phase space of the isolated molecule, specifically its propensity to
twist and bend.
There have been a number of papers on the degree of planarity and structure of
sexiphenyl [3] and similar molecules [4, 5, 6, 7, 8, 9, 10, 11]. However, these issues
are still far from resolved, even for the relatively simple isolated biphenyl molecule. We
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Table 3.1: Torsional energy barriers for the biphenyl molecule comparing experimental
values to results using a semi–empirical potential model, MM3π and ab initio based
estimates. a) Taken from Ref. [14] and [15] b) Taken from Ref. [6]
Model ∆E0 (kJ/mol) ∆E90 (kJ/mol) φmin
Experimenta 6.0±2.1 6.5±2.0 44.4o
MM3π 6.3 6.6 35.8o
‘Best Estimates’b 8.0 8.3 45.8o
will show below that the MM3π potential describes the torsional potential of biphenyl
as accurately as the latest electronic structure calculations.
3.2.1 Molecular structure notation
We first define some notation to describe the conformation of the molecules (see Figure
3.1). Bending of the molecule is described by a normalised molecular length, θ = l/L,
where l is the distance between the terminal carbon atoms and L is the length at the
minimum energy structure. We use the term “planar” to correspond to molecules where
all torsional angles across the C-C single bond are zero, i.e., φi = 0o. We use the term
“twisted” to correspond to molecules in which all the torsional angles are , 0o. The
difference in energy between the twisted and planar configurations of the sexiphenyl
molecule is ∆Ep−t. The torsional potential around one C-C single bond is described by
φmin. The transition energy from φmin to the planar and orthogonal configuration are
designated by ∆E0 and ∆E90, respectively.
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Figure 3.1: Structure and nomenclature of planar molecules (φi = 0) and twisted
molecules (φi , 0).
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3.2.2 Torsional potentials
Torsional potential of biphenyl
Biphenyl has become something of a cause ce´le`bre when considering the ability of elec-
tronic structure calculations to predict the geometry of isolated molecules because this
relatively simple molecule does not behave as would be expected and the task of explain-
ing this has been given a considerable amount of effort by researchers. The relatively
large amount of published literature proved very helpful when interpreting our results
and predicting the accuracy of the larger sexiphenyl system. Because of the internal
rigidity of the phenyl rings, the complete minimum energy structure can be summarised
by one value — the torsional angle between the two phenyl rings (φmin). It has been
suggested that this angle is thought to be defined by the competing contributions of
steric hindrance within a planar molecule and the tendency of the conjugated π system
to prefer planarity. Yet even this is debatable [12].
Sexiphenyl being in the same homologous series as biphenyl can be thought of a
series of five of these torsional potentials. A combination of electronic structure cal-
culations [6, 7, 8, 9, 10, 11, 12, 13] and experimental measurements [14, 15] examin-
ing the torsional potential of biphenyl have highlighted the strong dependence of the
predicted values ∆E0, ∆E90 and φmin on the choice of theory and basis set used in the
calculation. The MP2 level of theory which is normally the chemistry of choice for
organic molecules performs unexpectedly poorly. It predicts the incorrect relative mag-
nitude of ∆E0 and ∆E90, and gives a general over–prediction of both values of ∆E by
this large basis set, sophisticated theory calculation. The values for φmin are gener-
ally within an acceptable range. Most recently, Johansson et al. [6] have examined the
simple biphenyl system in great detail and have reproduced the latest experimental val-
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ues [14, 15] through a very sophisticated treatment and a comprehensive analysis of
the theoretical errors and their origins. One of the important conclusions is that some
Density Functional Theory (DFT) methods (i.e., B3LYP) agree well, although probably
fortuitously, with the highest–level extrapolated ab initio results and experiment. From
a practical point of view, this enables relatively accurate calculations to be carried out at
far less computational cost.
Torsional potential of sexiphenyl
For the longer sexiphenyl molecule, there seems to be consensus that, while neighbour-
ing phenyl rings are twisted along the molecular axis of isolated molecules [3, 16, 17,
18], these torsional angles are reduced when the molecules are packed together into
a crystalline environment [19, 3, 17, 20, 21, 22]. This effect has also been observed
with other conjugated molecules of similar size [5]: An ab initio study of poly(para-
phenylene) [19], for example, predicts a torsional angle of φmin ≈ 27o and a ∆E0≈ 6
kJ/mol. Previous estimates of φmin in an isolated sexiphenyl molecule lie between 30-
40o using empirical potentials [17, 16] and, very recently, using DFT methods [18] with,
amongst others, the same Perdew–Burke–Ernzerhof functionals used by Hlawacek et al.
MM3π calculation of torsional potentials
The MM3(2000) potential developed by Allinger was parameterised using the structural
data of a large number of small organic molecules (biphenyl being among them) but
the difficulties in predicting this structure using a simple potential are evident. Without
including the MP2 correction for electron correlation (denoted as MM3π), the MM3 po-
tential fails to capture the twisted nature of the molecule and predicts a planar minimum
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(as it does for sexiphenyl). A dramatic improvement is observed with the inclusion of
the MP2 correction although this significantly increases the computational complexity
due to the introduction of SCF iterations. A computational penalty of MM3π over MM3
is about a factor of one hundred in CPU time.
We used MM3π to calculate the torsional potential of biphenyl and the torsional
potential of the terminal phenyl ring on an otherwise planar sexiphenyl molecule (Fig-
ure 3.2 and Table 3.1) and found that MM3π performs as well as the best ab initio calcu-
lations in the prediction of∆E0 and∆E90 and reasonably well in φmin. However, the slight
under–prediction of φmin is not critical due to the shallowness of the torsional potential
around the minimum. It is interesting to note that the maximum energy configuration
does not occur exactly at the planar state but instead with a torsional angle of 80o. When
the torsional potential of the terminal phenyl ring on an otherwise planar sexiphenyl
molecule is considered, ∆E0 (6.0 kJ/mol) was found to be very close to the value cal-
culated for biphenyl (6.3 kJ/mol), suggesting the independence of neighbouring twists
for the straight molecule, with each twist contributing one–fifth to the total ∆Ep−t =30.0
kJ/mol for sexiphenyl. This has been observed by Lukesˇ et al. [18] using DFT methods
where only small variations in φmin were seen over a range of para–phenylene oligomers.
3.2.3 Geometry optimization on the sexiphenyl molecule
Straight molecules
Our first task, then, was to undertake calculations on isolated unbent (straight) molecules
using a variety of models ranging from basic Hartree Fock and MP2 corrected meth-
ods to Density Functional Theory (DFT) methods, and including some fully atomistic
AIREBO [23] and MM3 models. We performed unrestrained geometry optimizations
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Figure 3.2: Torsional potential calculated with the MM3π potential for biphenyl and
sexiphenyl. Constrained geometry optimizations were performed at φ intervals of 1o.
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on the molecule to probe the extent of twisting and optimizations constraining φi = 0
to examine the planar molecules. The molecular lengths of the planar molecules were
very similar irrespective of the potential used. In contrast, AIREBO models tended to
slightly under–predict the length of the twisted molecules in comparison to the others
presumably because the larger φmin(i) reduced the steric hindrance between neighbouring
phenyl rings.
All of the models predicted an energy minimum in which the molecule was twisted,
rather than planar, with the exception of the original MM3 potential. All of the twisted
molecules adopted a conformation which we designated as being of type (+−+−+) (see
Figure 3.5) where the torsional angle between neighbouring benzene rings alternates be-
tween positive and negative offsets along the molecular axis. As shown in Table 3.2, the
predicted torsional angles of all the tested models, with the exception of AIREBO(t),
fall into the range of 30-50o which encompasses all of the previous calculations and ex-
perimental values for para-phenylene oligomers up to p-heptaphenyl. The same general
behaviour is seen for sexiphenyl, as has been previously for biphenyl [6], in that HF
and MP2 (and both AIREBO) over–predict the twist barrier ∆Ep−t (∆E0) and in that the
DFT methods slightly under–predict the torsional angle. We only report the terminal
torsional angles (φ1,5) since the variation along the molecule is small.
The Crystal Cohesive Energy we calculate with the MM3π model (183 kJ/mol) is
less than that used by Hlawacek et al. (272 kJ/mol) reflecting the fact that we use the
twisted energy–minimum form of the isolated molecule, whilst they used the planar bulk
crystal minimum; the difference between these values being partially attributed to ∆Ep−t
(planar–to–twisted).
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Figure 3.3: The effect of bending on the energy of an isolated (a) planar and (b) twisted
molecule.
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Table 3.2: Properties of “straight” molecules; Distance between terminal carbon atoms
for planar (Lplanar) and twisted (Ltwisted) sexiphenyl molecules, energy difference be-
tween twisted and planar minima (∆Ep−t), cis–torsion angle across the terminal C-C
single bond (φmin(1,5)).
Model Lplanar (Å) Ltwisted (Å) ∆Ep−t (kJ/mol) φmin(1,5)
HF/6-31G(d) 24.62 24.33 68.8 44.65o
B3LYP/6-31G(d,p) 24.65 24.45 36.3 37.22o
PBEPBE/6-31G(d,p) 24.72 24.53 31.9 35.66o
MP2/6-31G(d,p) 24.60 24.32 73.1 42.03o
MM3π 24.65 24.43 30.0 35.30o
MM3 23.50 n/a n/a n/a
AIREBO(t) 24.44 23.88 250.9 66.32o
AIREBO 24.44 23.95 131.2 40.97o
Bent molecules
Having shown that the sexiphenyl molecule can twist, we now see if it can bend. The
flexibility of the sexiphenyl molecule around its single C-C bonds leads to the expec-
tation that it could bend to some degree as it descends the step–edge, as shown in the
Hlawacek paper. The following discussion concerns geometry optimizations on a sex-
iphenyl molecule under varying degrees of bend starting from both planar and twisted
configurations achieved by constraining the end–to–end distance (the distance between
terminal carbon atoms). For the planar molecules, it was sometimes necessary to con-
strain all five torsion angles (φi) in cases where, otherwise, the optimizations led to the
spontaneous formation of the twisted minimum–energy conformation. However, for
θ > 0.9, increased steric effects lock the molecules into a planar local minimum. Fig-
ure 3.3a shows that all the potential models we tested, with the exception of the original
MM3, agree that the relationship between the bending energy (∆Ebend) and the reduction
in molecular length (1-θ) is roughly linear. A reduction of 20% in the distance between
the terminal carbons results in a rise of ≈ 45 kJ/mol. The MM3π was a significant im-
provement over the MM3 potential and almost indistinguishable from the ab initio and
41
DFT calculations which are many orders of magnitude slower in CPU time.
The effect of bending on the energy of the molecule in its minimum–energy, alternat-
ing twist (+−+−+), conformation showed the same qualitative results (Figure 3.3b) as
the planar molecule case (all energies are shifted by ∆Ep−t over the range of θ): all the ab
initio and DFT models (with the exception of Hartree–Fock) and the MM3π model are
in good agreement. The twisted molecules exhibited an increase in energy of roughly
50 kJ/mol for a reduction in end–to–end distance of 20%. The AIREBO potential was
a noticeable outlier, predicting that bending the molecule was not as energetically un-
favourable. By removing the torsional term of the AIREBO potential [24], the cost of
bending was increased; however, the barrier was still significantly less than all other
methods and suggests that this model is not a good choice for sexiphenyl.
Basis sets expansions
We use Gaussian03 for all of our ab initio type calculations which was specifically
designed for examining isolated molecules or systems, rather than periodic systems,
due to the basis set expansions being represented by numerous gaussians instead of
plane waves. However, sufficiently complex basis set expansions need to be employed
to ensure that the model chemistry is being accurately represented. As can be seen
from Figure 3.4, basis set effects are minimal over the range we studied although an
anomaly is seen for both MP2 and HF planar molecules with the 6-31G(d) basis sets
— the same linear relationship between (1 − θ) and ∆Ebend holds except for the straight
molecule where the energy is higher than would be expected. No simple explanation
can be offered for this and it is beyond the remit of this thesis but this unusual behaviour
is worth noting.
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Figure 3.4: ∆Ebend for planar and twisted molecules using a variety of model chemistries
and basis sets
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Alternate configurations of twisted molecules
There are many different ways in which the sexiphenyl molecule can be twisted about
its long molecular axis. We use a +− notation to describe the neighbouring twists along
the sexiphenyl molecule as shown in Figure 3.5. Preliminary calculations predicted the
straight twisted molecule was a global minimum irrespective of the way the molecule
was twisted, and the length of the molecule was also constant for any given potential.
However, when the twisted molecules are bent, small variations in energy arise due
to the exact conformation of the molecule. The two extremes were found to be the
alternating twist (+−+−+) and the helical twist (+++++), as shown in Figure 3.5. In
Figure 3.6 we plot the molecular energy for five different twisted configurations and the
planar molecules over a range of bending for the MM3π, PBEPBE and B3LYP models.
The agreement is quite remarkable considering the difference in model complexity (and
hence differences in the CPU time taken). As with all other models, the difference in
energy between the twisted (+ − + − +) and planar molecules is roughly constant over
the range of bending.
Overall, the ability of the MM3π potential to reproduce the DFT results is very
encouraging and leaves us confident that we can use this to examine the Schwo¨ebel
barrier of sexiphenyl more accurately than previous efforts. The torsional potential is
shallow around φmin so the effect of under–predicting the angle slightly will not have a
large effect on the system energies. These results suggest that the intermolecular forces
are well described by the MM3π potential and, for the rest of this chapter, we concentrate
on applying the MM3π potential to model the Schwo¨ebel barrier of sexiphenyl.
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Figure 3.5: Configuration nomenclature for twisted molecules
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Figure 3.6: Bending energies for five different twisted configurations and planar
molecules relative to the global minimum (+ − + − +) twisted straight molecule energy.
(a) PBEPBE/6-31G(d,p) (b) B3LYP/6-31G(d,p) (c) MM3π
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3.3 Descent of the sexiphenyl molecule over a step–edge
We can now turn our attention to simulating the descent of an MM3π–modelled sex-
iphenyl molecule over a thin film step–edge composed of other sexiphenyl molecules.
For all of the following discussion, the crystalline sexiphenyl used to construct the sur-
faces and step–edges is frozen in place using the bulk crystal parameters [21] with the
molecular positions predicted by the MM3π potential. Freezing the substrate in posi-
tion is done to significantly lower the computational effort involved. Our test case that
allowed the molecules in the substrate to move dynamically showed that freezing the
substrate molecules in place barely affects the Schwo¨ebel barrier. As will be shown later
for pentacene, the difference in barriers for systems in which the substrate molecules are
either “frozen” in place or free to move under the influence of the intermolecular forces
was just 5 kJ/mol, within the uncertainty in measuring the energy. The long axes of the
sexiphenyl molecule form an angle of 14.5o with the surface normal and the molecules
are planar within the crystal, closely matching experimental predictions and the condi-
tions used in the paper by Hlawacek et al.
Binding on the (001) surface
To define the energetic baseline for the Schwo¨ebel barrier, we first must know the mini-
mum binding energy on the bulk (001) surface. A search was carried out by generating
hundreds of random configurations on the frozen surface and then minimising the total
energy. By constraining φi to lie within ±1o and ±5o (essentially increasing the rigidity
of the sexiphenyl molecule and pushing it closer to the domain of molecules such as pen-
tacene and DIP) we have also examined the effect of planarity on the potential energy
surface. Figure 3.7 shows all the minimised energies as a function of molecular orien-
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tation on the (001) surface and demonstrates the richness of the system. It can be seen
that the main origin of this multiplicity of available energies lies in the intermolecular
energy, not surprisingly.
For the constrained structures, φi takes, in the vast majority of cases, the maximum
constraint allowed (i.e., |φi| = 1o and 5o ), while for the unrestrained cases |φi| is between
20o and 40o. The minimum binding energy on the surface for the unrestrained molecules
is 113 kJ/mol with |φi| = 36.5 ± 0.5 along the molecule and an alternating twist, and its
long molecular axis aligned in the [100] direction. For the constrained cases, the mini-
mum structure for |φi| = 1o has a value for ∆Ebind of 111 kJ/mol and, for |φi| = 5o, ∆Ebind
has a value of 112 kJ/mol. Most importantly, the minimum energy structure switches
from an orthogonal (to the [010] direction) position, for the unconstrained case, to a
parallel position for the 1o and 5o constraints. This critical result is obtained because the
unrestrained molecule is able to access configurations prohibited to the planar molecule
and in which the intermolecular interactions are greater. The implications of this within
a Nudged Elastic Band (NEB) search are substantial and important due to the sensitivity
of an NEB search on the initial and final positions chosen. We will later propose that this
is the cause of the high energy barrier proposed by Hlawacek et al. The sheer number of
similar energy local minima on the (001) surface demonstrates the difficulties that will
be faced when searching for a saddle point when a step–edge is introduced.
3.3.1 Description of trajectory search
For the trajectory search, we constructed a 6×12×1 super–cell step edge containing 144
sexiphenyl molecules with periodic boundary conditions imposed in the [010] direction.
A single sexiphenyl molecule was then placed on this surface with a random orientation
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Figure 3.7: The richness of binding energies as a function of molecular orientation on
the (001) surface. The binding energy (or “total potential energy”) shown in (a) is the
sum of the intermolecular energy (shown in (b)) and the intramolecular energy shown
in (c)
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and with a random lateral position at least 30 Å from the step–edge. The total energy of
this set–up was then minimised. Choosing these randomised starting positions assumes
that all locally minimised geometries as shown in Figure 3.7 are energetically accessible
from the global minimum without compromising the Schwo¨ebel barrier. In other words,
the energy required to pass from the global minimum to any starting position is less than
the Schwo¨ebel barrier — a condition which we are confident that we have satisfied.
From this starting position, the molecule was then repeatedly translated 0.1 Å to-
wards the step–edge followed by an energy minimization. During the minimization
procedure, the molecule was not allowed to move away from the step–edge but, oth-
erwise, any translational, rotational or conformational move was allowed. Although
perhaps not as intrinsically elegant as a Nudged Elastic Band (NEB) scheme, we chose
to use a full minimization of the atomistic MM3π potential at every point which allows
us to probe more of the phase space available to the diffusing sexiphenyl molecule than
the more highly constrained NEB method. Each run produces a possible trajectory of
the diffusing molecule over the surface; the trajectory with the lowest additional energy
is chosen as the predicted Schwo¨ebel barrier. We have used this method successfully
to evaluate the Schwo¨ebel barrier for a number of other small organic molecules, but
not for a molecule with as many internal degrees of freedom as sexiphenyl. These extra
degrees of freedom render it necessary to carry out a larger number of runs to ensure
that we are probing as much configurational phase space as possible.
3.3.2 Trajectories constraining φi
We again examined the effect of planarity by imposing constraints on φi (unrestrained,
and those constrained to ± 1 and ± 5) and, for each constraint case, we examined over
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150 trajectories. In Figure 3.8, we show the three minimum energy trajectories for the
sexiphenyl molecule descending over the step–edge, giving overall barriers of 35, 40,
and 43 kJ/mol, respectively. It is apparent that constraining φi affects the trajectory in
several ways but does not affect the barrier significantly. Constraining |φi| < 1o, produces
a trajectory where the molecule ‘log–rolls’ over the step–edge in a parallel orientation.
The molecule remains planar and unbent throughout, therefore, the energetic contribu-
tions to the barrier come entirely from the intermolecular energy. We have, in effect,
found a barrier for a rigid molecule, roughly half the value predicted by Hlawacek et al.
(85 kJ/mol), whereby the molecule navigates the step–edge losing less than 40% of the
binding energy to the (001) surface (as opposed to the 70% loss proposed by Hlawacek
et al). By slightly relaxing the constraint on |φi| to < 5o, the same ‘log–roll’ approach
to the step–edge is observed but, at the transition point, a small degree of bending is
observed as the molecule twists in a helical conformation, resulting in an overall barrier
that is 5 kJ/mol smaller. Again, very little contribution to the barrier comes from the
internal energy of the molecule. Only when we lift the constraint on φi completely, do
we see any significant bending of the molecule within the trajectory, yet still only re-
sulting in a normalised molecular length θ = 0.93 (i.e., a 7% bend in the molecule). The
internal energy of the molecule, corresponding to the reduction in θ, rises (24 kJ/mol) as
the transition state is reached. At this point, the increased energy of the system resulting
from loss of intermolecular interactions means that it becomes more favourable for the
molecule to bend and thereby regain intermolecular interactions with the step–edge. We
also see a change in the configuration of the twisted molecule, with a flip in signs of
φ3 as the molecule bends. From these three cases, ranging from tight restraint to com-
plete unrestraint, the preferred trajectories always involves the molecule ‘log–rolling’
off the step–edge. The bending and twisting of the molecule only slightly reduces the
barrier by facilitating a complicated “Fosbury Flop”–like mechanism in a near–parallel
51
approach to the step–edge. However, it must be noted that there are many different tra-
jectories for all three cases. By constraining φi, we are vastly reducing the phase space
and thus all successful trajectories pass through the same transition points shown in Fig-
ures 3.8 (a) and (b). The vast majority of molecules were able to re–orient themselves
into a near–parallel orientation on the terrace before descending. For the unrestrained
case, we observed numerous trajectories of varying energies all passing through slightly
different transition points.
3.3.3 Dissimilar (100) step–edges
A further complication in the case of sexiphenyl (and organic molecules in general)
arises due to the number of molecules in the monoclinic unit cell and the subtle dif-
ference in their orientation. Each 100 surface exposes only one of the two sexiphenyl
molecules in each unit cell, so, depending on which molecule is defined at 0 0 0, the
(100) surface is cut differently, producing a slightly different step–edge (see Figure 3.9).
We arbitrarily denote the step shown in Figure 3.9a as type ‘A’ and the step shown in
Figure 3.9b as type ‘B’. Hlawacek et al. appeared to exclusively use type ‘B’. We used
both step edges in our search for the Schwo¨ebel barrier and found a small difference
between the two, although this not as significant as we have found for other organic
molecules. The lowest barrier we reported (32.5 kJ/mol) was representative of type ‘A,’
whereas the lowest barrier for type ‘B’ was 35 kJ/mol, as shown in Figure 3.8. The
trajectories shown above were all obtained for type ‘B’ steps for consistent compari-
son with previously published material. However, it can be seen from Figure 3.10 that
the trajectories are very similar. Indeed, the angles of approach are equivalent, though
step ‘A’ edges produce a trajectory with slightly less bending of the molecule and the
molecule undergoes an extra flip within the torsional angles at the transition point.
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Figure 3.8: Trajectories resulting in the lowest Schwo¨ebel barrier for three cases re-
straining φi: (a) Angular rotation constrained to less than 1 degree (|φi| < 1o, (b) angular
rotation constrained to less than 5 degrees (|φi| < 5o, and (c) unrestrained molecular
rotation. The total energy shown in the plots is the sum of the intermolecular energy
and intramolecular energies. The distance axis refers to the orthogonal distance from
the centre of the middle phenyl ring to the step–edge.
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Figure 3.9: The difference between the two possible step–edges in sexiphenyl is illus-
trated by the presence of the final row of different coloured molecules. a) Step–edge
type ‘A’ b) step–edge type ‘B’ c) the view down the long molecular axes d) the view
perpendicular to the a and b axes.
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Figure 3.10: Detailed examination of each of the two minimum trajectories for the two
step–edges. The distance axis refers to the orthogonal distance from the step–edge and
the vertical black dashed line shows the transition points corresponding to the blue
molecules. The yellow molecules show the maximum bending throughout the trajec-
tories.
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3.3.4 Phase space of unrestrained trajectories
In Figure 3.11, we show the collated results of over 300 simulations to map out values
of the Schwo¨ebel barrier that can be explored by the molecule. We examine the orienta-
tion of the molecule relative to the step–edge at the transition point and the molecule’s
normalised molecular length. Significantly, all of the barriers predicted by our method
are lower than the previously reported prediction in the literature. The lowest energy
trajectories are clustered around two nodes at ± 20o and θ = 0.95 indicating a strong
tendency for the molecules to orient themselves more parallel to the step–edge as they
descend. The same qualitative behaviour observed in Figure 3.8(a) is seen for all trajec-
tories except that, in general, if a molecule approaches the step–edge more orthogonally,
it is unable to bend in this configuration until the driving force (the loss in intermolecular
interactions) is sufficiently large.
The only molecules that undergo significant (θ < 0.9) bending at the transition point
approach the edge with an orientation of around ± 50o and correspond to relatively high
Schwo¨ebel barriers. The lowest value of θ that occurs at the transition point is 0.85.
However, as we saw from Figure 3.8, the molecule continues to bend directly after the
transition point resulting in a slightly lower θmin for each trajectory. We do not see any
trajectories in which the molecule continuously drapes itself over the step–edge. The
lowest θmin for all trajectories was 0.825; see Figure 3.12.
We include the value due to Hlawacek et al. (60 kJ/mol) on Figure 3.11 with the
molecule in the orthogonal orientation and the 0.8 < θ < 0.825 degree of bending that
they report. It is clear that their result fits with our data as one (high energy) point
in the much more complex “phase space” that is available to sexiphenyl. It is unclear
why parallel orientations were not explored by their search, particularly in light of our
results shown in Figure 3.8 (a) and (b) for rotationally constrained molecules. It could
56
Figure 3.11: Phase space explored during the Schwo¨ebel barrier search. All data relate
to the transition state (i.e., the maximum energy within each trajectory). Square points
refer to step type ‘A,’ whilst circle points refer to step type ‘B’.
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be related to the intermolecular potential energy model they chose, but we believe that
the most likely reason is that the constraint implicit in the NEB search only examines
trajectories directly between the global minima on each surface. Linear interpolation
between the initial and final positions, particularly when they are close together, is not
guaranteed to explore all of the phase space available to the molecule.
Orthogonal molecules tethered around the step–edge
In order to ascertain, on a fundamental level, whether the MM3π potential model would
allow a trajectory in which the molecule was continually bent over the step–edge we
sampled possible transition states by forcing molecules to bend around the step–edge
in near orthogonal configurations (angles > 80o), at random positions of descent, and
evaluating the minimised locally constrained geometries. In all, over 4000 states were
generated by conducting NVT simulations at elevated temperatures (500K) followed by
energy minimisations. At every position along the transition path, there should be a
configuration with energy less than or equal to 60 kJ/mol and assuming that all neigh-
bouring states are energetically accessible, the trajectory becomes possible. It can be
seen from Figure 3.13 that this condition is met with the maximum energy (60 kJ/mol)
occurring as the molecule bends around the step–edge with θ = 0.825.
Whilst we are proposing a significantly lower barrier and different mechanism from
previous work it is important to note the limitations and assumptions of our own ap-
proach. We consider only the (100) faceted step–edge and do not account for mech-
anisms of descent at kink sites or other facets which will exist as islands form. We
assumed that the step–edge was frozen at bulk–optimised coordinates, not allowing
molecules closer to the surface the opportunity to twist. Furthermore, mechanisms
involving the molecules either hindering or helping the descending molecule were ig-
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Figure 3.12: Phase space explored during the Schwo¨ebel barrier search. All theta are at
the instance of maximum bending of the molecule over the trajectory (θ = θmin) Square
points refer to step type ‘A,’ whilst circle points refer to step type ‘B’.
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Figure 3.13: Potential energy (intermolecular+ intramolecular) of sexiphenyl molecules
forcibly bent over the step–edge.
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nored. However, we do not believe any of these issues capable of significantly affecting
our results, a position taken due to calculations for simpler organic molecules.
3.4 Conclusions
We find, in general, that sexiphenyl molecules prefer to roll over step–edges in a parallel
orientation. Allowing rotation around the C-C single bonds vastly increases the phase
space of the search and results in a slightly lower energy trajectory where the molecule
experiences a kind of Fosbury flop at an angle of 20o to the step–edge. The sexiphenyl
molecule remains twisted as it descends the step–edge, retaining torsional angles of
35 to 45o. Nearly all of the energetic contribution to the barrier comes from a loss
of intermolecular interactions as the unbent molecule tries to navigate the step–edge.
Only a small degree of bending occurs at the step–edge and a slight rearrangement
of the torsional angles to facilitate the descent and reduce the loss of intermolecular
interactions. The lowest energy barrier we found was 32.5 kJ/mol, which is significantly
lower than that reported by Hlawacek et al.
It is also apparent that previous techniques and assumptions based upon atomic sys-
tems do not necessarily hold for systems such as sexiphenyl. The sheer number of
local minima on the potential energy surface of the (001) surface create particular prob-
lems for a Nudged Elastic Band method when trying to navigate between the global
minimum on the terrace and the global minimum bonded to the step as the potentially
tortuous route through a number of local minima is not guaranteed to be discovered.
These general principles are not confined to sexiphenyl alone, but will hold good for a
wide variety of other organic molecules, as we will discuss in the next chapter.
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CHAPTER 4
THE EHRLICH–SCHW ¨OEBEL BARRIER OF SEVEN COMMON ORGANIC
MOLECULES
4.1 Introduction
Continuing the theme of the preceding chapter, here we calculate the Schwo¨ebel barrier
of seven highly aromatic molecules (see Figure 4.1) which are of significant interest in
a wide number of thin film applications [1, 2, 3]. The molecules chosen are similar
in many ways but exhibit slight differences which could affect the Schwo¨ebel barrier
such as shape effects and the presence of single bonds. The vast array of candidate
small organic molecules for thin film growth is daunting and by examining a small
number of representative molecules we hope to illuminate some general rules that may
lead to a more informed choice of candidate molecules for 2D thin film growth and a
better estimate of the step–edge energy barrier. However, it must be noted that here
we ignore molecules containing atoms other than carbon and hydrogen and we are still
only examining a small subsection of the potential molecules that could be considered,
indicating the inherent richness of this field.
Within the molecules studied, there are two distinct subsets: those in which all rings
are fused by sharing atoms (anthracene, tetracene, pentacene, DIP, C60) and those in
which some rings are joined by external bonds (rubrene and sexiphenyl) allowing far
more conformational flexibility, and hence a more complex conformational phase space.
The fused–ring molecules can be considered almost as rigid bodies exhibiting a progres-
sion of geometric shape from linear molecules of varying aspect ratio to the spherical
C60 molecule. All of these molecules have been experimentally deposited as thin films
on a variety of substrates with varying success from a mobility point of view. Rubrene
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Table 4.1: Properties of molecules studied calculated from MM3π–minimised represen-
tations
Molecule ∆Ebind ∆ECCE Length Width Ratio Molecular Weight
(kJ/mol) (kJ/mol) (Å) (Å) (g/mol)
Anthracene 39 83 9.25 5.0 1.85 178
Tetracene 52 107 11.72 5.0 2.34 228
Pentacene 65 131 14.14 5.0 2.83 278
DIP 71 149 15.86 6.64 2.39 400
C60 83 155 7.08 7.08 1.00 720
Rubrene 74 154 13.60 11.75 1.16 533
Sexiphenyl 113 174 25.71 4.26 6.03 459
and sexiphenyl contain four and five bonds respectively about which a twist can occur.
The extra degrees of freedom that these latter molecules possess may be responsible for
the fact that it is harder to deposit these molecules in ordered crystalline films than the
fused–ring molecules [4]. The presence of these rotationally free C-C bonds results in a
non–planar energy minimum for isolated molecules.
4.2 Method
For each molecule, we constructed a step–edge using the bulk crystal structure [5, 6, 7,
8, 9, 10, 11]. “Thin film” phases were ignored for simplicity (in reality, when they exist,
they differ only very slightly from the bulk phase i.e., pentacene). All of the molecules,
with the exception of C60, pack in a herringbone structure; their unit cell parameters
are given in Table 4.2. The molecules were minimised within the unit cell using the
MM3π potential. These unit cells were then used to construct super–cells representing
the step–edges which can be visualised in Figure 4.3. The steps consisted of one layer
of molecules (except for C60) minimised in the bulk crystalline phase with periodic
boundary conditions imposed in the direction parallel to the step–edge. The choice of
step–edge was influenced by the preferred growth orientation of the herringbone struc-
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Figure 4.1: Chemical structure of molecules studied. a) Sexiphenyl, b) C60, c) An-
thracene, d) Tetracene, e) Pentacene, f) DIP, g) Rubrene
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tures.
Pentacene, tetracene, anthracene, DIP and sexiphenyl are almost indistinguishable
in the view down the molecular axis and, as a consequence, the (001) surfaces will
be energetically similar for any absorbed molecule. The most useful form of these
substances in thin film applications occurs on dielectric or inert substrates with the (001)
plane parallel to the substrate and orthogonal to the direction of growth. This growth
sometimes occurs naturally on dielectric or inert substrates as in the cases of pentacene
and DIP [12] but, for others, it can be promoted by the presence of buffer layers. For
these molecules, all unit cells, except DIP, are defined with the [100] direction (‘a axis’)
as the long axis in the x-y plane. In DIP, the [010] direction (‘b axis’) is the longer
of the two. From previous work on surface energies of pentacene, oligioacenes and
oligiophenylenes [13, 14, 15] it is known that the (100) surface is the more stable of
the two. The other surfaces predicted and observed in the equilibrium thin film growth
of pentacene and sexiphenyl are (110) and (1¯10). For consistency, we choose the same
direction in relation to the herringbone structure for all molecules. The step–edge is
parallel to the furrows of the herringbone structure when viewed down the molecular
axis. A further consideration is illustrated by the difference between the (100) and (¯100)
surfaces in pentacene. The (100) surface forms an obtuse interior angle with the (001)
plane, whilst the (¯100) surface forms the corresponding acute angle. We examine only
the (100) surfaces for the majority of cases, but will comment on the differences of other
surfaces later in the chapter.
The step–edge chosen for rubrene follows the logic of the previous choice consis-
tent with the herringbone structure. Although rubrene is notoriously hard to grow in a
crystalline thin film, it has recently been shown to grow where the a-axis of the rubrene
unit cell is perpendicular to the substrate surface on a buffer layer of pentacene [16, 17]
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with good crystallinity. Here the (010) surface is equivalent to the top surface in the
other crystals and the (001) surface is parallel to the furrows created by the herringbone
structure.
For C60, the choice was more arbitrary yet simpler due to the symmetry of the
molecule. The step–edge is constructed from the bulk fcc structure of C60 and we start
the molecule on the (111) surface and move it towards a {¯111} micro–facet.
In all cases (except C60 where there are no hydrogen atoms), the “top” surface re-
sembles a reasonably smooth hydrogen–rich region. We include the density of exposed
hydrogens in Table 4.2 where the density is the number of hydrogens above the highest
C atom at the top surface.
Complications for sexiphenyl and rubrene also arise from the question of molecular
planarity within the film crystal structure. Both molecules form herringbone type molec-
ular crystals, yet they exhibit different conformations in the crystalline state related to
that of the isolated molecule, due to the increased intermolecular interactions in the crys-
tal structure [18, 19]. For both molecules, there still needs to be consensus regarding
the degree of planarity within these films. Note, in this regard, that Paraskar et al. [19]
claim that the molecular tetracene backbone of rubrene is only planar in bulk crystals
and not necessarily in thin films (although the deviation is only slight). The twist over
the entire tetracene backbone for an isolated molecule is predicted to be roughly 35o by
the MM3π potential, comparing well to the value of 42o found using B3LYP calcula-
tions by Paraskar et al. We show the minimum molecular conformation in Figure 4.2.
The previous chapter discussed the degree of planarity of sexiphenyl where the isolated
molecule is twisted about its long axis and that the crystal structures are, on average,
planar. The research community interested in small organic molecule seems slightly un-
sure how to deal with this. For this work, both the tetracene backbone of rubrene and the
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Table 4.2: Unit cells dimensions of molecular crystals. a the angle formed between the
planes of the top surface and the step edge.
Molecule a b c α β γ m Anglea
Anthracene 8.56 6.04 11.16 90.0 124.7 90.0 2 60
Tetracene 7.90 6.03 13.53 100.3 113.2 86.3 2 73
Pentacene 7.90 6.06 16.01 101.9 112.6 85.8 2 73
DIP 7.17 8.55 16.8 90 92.42 90.0 2 69
C60 14.17 14.17 14.17 90.0 90.0 90.0 4 90
Rubrene 26.86 7.19 14.43 90.0 90.0 90.0 4 90
Sexiphenyl 8.09 5.57 26.24 90.0 98.17 90.0 2 76
entire sexiphenyl molecule are considered to be planar when in the crystalline step–edge
environment. This is not an assumption but a computational observation when a cluster
of proximal molecules are considered. Planarity is predicted by the MM3π potential
when the geometries are minimised within the bulk crystal unit cells.
The procedure followed for each search was as outlined in the previous chapter
where the molecule was placed on the top surface and pushed continuously (in a se-
quence of steps of 0.1Å) towards the step–edge, with the total energy minimised at each
point. The MM3π potential was employed for the descending molecule only and all the
molecules contained within the step–edge were frozen in place.
4.3 Results
4.3.1 Binding energies
The calculation of the maximum binding energies between the top surface of the steps
and the descending molecules was achieved by generating hundreds of random starting
configurations and then performing a full energy minimisation with the molecules in
the crystal frozen in place. All the molecules preferred to lie as flat on the surface as
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Figure 4.2: Rubrene molecular conformation viewed down the three principal axes of
the tetracene backbone as predicted by the MM3π potential
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Figure 4.3: Step–edges studied. In each case the step–edge is viewed down the molec-
ular axes (from above), highlighting the herringbone–like structure of the crystals and
along the direction of the step–edge.
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Figure 4.4: Minimum energy trajectories for the self Schwo¨ebel barriers of all the
molecules studied.
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Figure 4.5: Transition points snapshots for the self Schwo¨ebel barriers of anthracene,
tetracene, pentacene, DIP and rubrene corresponding to the trajectories in Figure 4.4.
The descent of sexiphenyl is examined extensively in the previous chapter whilst the
conformation of C60 is comparatively uninteresting.
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possible maximising the interaction with the surface — this is obviously easier for the
planar molecules. In the case of rubrene and sexiphenyl, the strength of the interaction
is not strong enough to enforce a planar configuration of the molecular backbone. The
density of local minima is also higher for sexiphenyl and rubrene where the internal
degrees of freedom are higher, suggesting that the subsequent trajectory search will be
more difficult.
4.3.2 Self–Schwo¨ebel barriers
The minimum energy trajectories corresponding to the ‘self–’ Schwo¨ebel barriers for all
seven molecules are shown in Figure 4.4. The transition point for each molecule is also
shown in Figure 4.5. The difference between the bottom four trajectories of the ‘planar’
fused ring molecules and the top three trajectories is quite striking. All of the bottom
four trajectories share a similar small (≈5 kJ/mol) 2D diffusion barrier on the approach
to the step–edge, followed by a more pronounced rise in energy at the step–edge due
to the Schwo¨ebel barrier. In contrast, the top three exhibit larger 2D diffusion barriers
on the terrace which are on the same order as the rise at the step–edge. This is due in
the case of rubrene and sexiphenyl to the flexibility of the molecules on the surface —
the molecules have conformational moves available to them which are prohibited to the
fused–ring molecules. By allowing small twists and bending of the single bonds, rubrene
and sexiphenyl can adapt more easily to subtle variations in the surface and therefore
explore lower energy configurations. Anthracene, tetracene, pentacene and DIP (and
C60) experience more of a rigid–body interaction with the surface and, therefore, the
surface appears energetically smoother. The exception to this behaviour is C60 where
the large 2D diffusion barriers in relation to the step–edge barrier exists for different
reasons. For the six herringbone type crystals, the top surface on which the molecules
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Figure 4.6: Potential energy surface of the C60 Schwo¨ebel barrier. The thick black
dashed line traces the trajectory shown in Figure 4.4
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are adsorbed is relatively flat in comparison to the molecular length of the adsorbed
molecules. The large molecular length goes some way to screening out the variations or
corrugations in the surface. The C60 barrier is more reminiscent of an atomic system, but
obviously on a far larger scale. As with atomic systems, the molecular length and the
surface corrugations/variations are equivalent, thus, the adsorbed C60 molecule is more
sensitive to the topological features of the C60 surface.
C60 potential energy surface
Due to the relative simplicity of the C60 molecule we were also able to map out the entire
potential surface for the molecule approaching the step–edge (Figure 4.6). To do this,
we used a technique recently employed by Cantrell et al. [20] where the adsorbed C60
molecule is used as a probe on the C60 surface. A fine mesh of points (with a grid size of
0.1Å) is generated and the energy is minimised with respect to the z-coordinate at each
point. In this case, the internal coordinates of the probe molecule (and the rotational
degrees of freedom) were “frozen” and the molecule is simply lowered towards the
surface until a potential minimum is found. Cantrell et al. showed that the rotational
degrees of freedom only have a small effect on the potential energy of the system. The
non–redundant rotational degrees of freedom in the other molecules prevent them from
being used as a probe for their respective surfaces. A comparison of Figures 4.6 and 4.4
indicates that the minimum trajectory corresponds to the minimum energy path through
the Potential Energy Surface. C60 is also the only case where there exists a clear diffusion
barrier that can be separated from the Schwo¨ebel barrier. (The traditional value of each
would have ∆Edi f f = 20kJ/mol and ∆EES = 10kJ/mol but, for ease of comparison to
the other molecular species, we report the combination of the two.) The diffusion barrier
compares well to a study by Liu et al. [21] where they assume Arrhenius–like behaviour
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to calculate various C60 diffusion barriers from coarse–grained Molecular Dynamics
simulations. They inferred a value of ∆Edi f f = 17kJ/mol for simple 2D diffusion;
however, there was no direct comparison available for the Schwo¨ebel barrier.
Transition points
The trajectories of the five molecules with aspect ratio over 1.5 all share similar modes of
descent with the transition point occurring with the long molecular axis close to parallel
to the step–edge (Figure 4.5). Only sexiphenyl has the ability to bend significantly
and all the other molecules we studied may be considered more or less rigid. If these
molecules were to approach the step–edge orthogonally, then the energy penalty would
be greater, as more of the molecule would be estranged from the molecular crystal.
As reported in the previous chapter, sexiphenyl is able to bend slightly but the cost
of bending around the step–edge orthogonally is still prohibitive and therefore a more
parallel conformation is observed.
It can be anticipated that rubrene will provide the least reliable estimate of the
Schwo¨ebel barrier due mainly to the inherent complexity arising from its conforma-
tional freedom to adopt many rotational states. Throughout this work, we observe that
the rubrene molecule often experiences a 2D diffusion barrier to traverse the surface that
can be of equal or greater magnitude to the Schwo¨ebel barrier to descend the step–edge.
This presents a conceptual problem in that the major assumption that all local minima on
the top surface are energetically available at a cost lower than the Schwo¨ebel barrier may
not hold for highly and dynamically non–planar molecules like rubrene. Due to its lack
of planarity, the rubrene molecule is not as geometrically bound to the surface (in the
sense that there is not a clear energetic advantage to lie on the surface in one particular
orientation since the rest of the molecule can adopt so many other non–planar confor-
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mational variations) and thus, overall, rubrene finds steps no less difficult to navigate
over than relatively flat surfaces.
4.3.3 Correlations
In an attempt to understand how the self–Schwo¨ebel barrier is related to physical charac-
teristics of the molecule and, more practically speaking, providing a means to estimate
the self–Schwo¨ebel barrier without performing these lengthy simulations, we plotted the
value of the self–Schwo¨ebel barrier that we calculated as a function of several different
geometric and physical characteristics that we imagined might play a role. with the re-
sults shown in Figure 4.7. The characteristics we chose was molecular length, molecular
width, aspect ratio (length to width), molecular weight, crystal cohesive energy, binding
energy, and the angle the step forms with the top surface (see Tables 4.1 & 4.2) .
However, even defining simple variables such as molecular length and width poses
some problems: For example, for molecular length, a choice must be made between the
absolute greatest end–to–end length and the length of the molecular “backbone” (de-
fined by the molecular symmetry of the molecule). We chose the latter and then defined
the width based on the next largest axis of symmetry. This choice of width was easy
to define for the planar molecules and C60, but was not quite so unambiguous for sex-
iphenyl or rubrene. For sexiphenyl, the molecule in its isolated state is not planar, as
we have reported previously, so although the molecular length is self–explanatory, the
width is not. The rubrene molecule suffers from being inherently three–dimensional, and
from having a reduced symmetry in its isolated state caused by a twist in the tetracene
backbone. Further, the tetracene backbone is slightly smaller than the orthogonal dis-
tance between the phenyl appendages across the backbone. Fortunately, in this case, the
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Figure 4.7: Correlations of the self–Schwo¨ebel barrier against seven molecular vari-
ables.
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values are numerically close to each other and so the correlations will not be greatly
affected. Molecular weight, crystal cohesive energy and minimum binding energy are
more straightforward.
Examination of Figure 4.7 shows that there is no simple linear relationship between
the Schwo¨ebel barrier and any single metric for the set of molecules studied, though the
crystal cohesive energy and binding energy come the closest to providing a linear (or at
least a simple) relationship. Several other observations can be made about Figure 4.7: (a)
the acene homologous series (anthracene, tetracene and pentacene) shows a large degree
of correlation for many of the metrics we selected (b) depending on how you interpret
the correlation for a given metric, in general, rubrene and C60 tend to be outliers.
Also plotted on Figure 4.7 are the linear regression best fits and the value of param-
eters m and c in y = mx + c. The molecular length and width produce scattered plots
that unsurprisingly do not lead to very good predictions of the Schwo¨ebel barrier. The
geometric complexity of the molecules precludes such simple parameters as width and
length from solely governing the relationship and even the ratio of length and width
fares little better although the planar fused ring molecules (anthracene, tetracene, pen-
tacene and DIP) do fall on the same line. Both the molecular weight and the angle that
the step forms with the top surface produced correlations which were unconvincing but
indicative of expected trends. It would be predicted that larger molecules would have
larger Schwo¨ebel barriers because larger molecules will usually have more interactions
with a surface and therefore have more to lose as they fall off the step. Also, larger
bulkier molecules (assuming a certain degree of rigidity) would be expected to be less
agile when navigating the step edge. The correlation for the angle that the step forms
with the top surface is complicated further because of the difficulty in defining this angle
(as described in Section 4.4.1) but the general trend seems to be that a steeper step edge
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produces a higher Schwo¨ebel barrier.
The two most promising correlations, CCE and binding energy, both indicate some-
thing about the ability of the molecule to form favourable interactions (within the crystal
and on the top surface respectively). A linear correlation with these variables suggests
that the Schwo¨ebel barrier is simply a function of the original interaction strength and
that the molecule will always have to lose a certain proportion of that energy (30% in
the case of the binding energy) as it navigates the step edge. DIP and pentacene are
the only molecules that produce qualitatively inaccurate predictions based upon these
metrics i.e., DIP has a higher binding energy/CCE than pentacene but produces a lower
barrier. The deviations from the best fit line are less than 5 kJ/mol in the case of the
binding energy correlation.
4.4 Hetero–step–edge barriers
While the step–edge barriers that a molecule experiences as it traverses a surface com-
posed of its own type are important, there are many important industrialisations where
the ultimate morphology of an interfacial layer between dissimilar materials, a het-
ero–interface, plays an important and, perhaps a critical, role in determining the proper-
ties of the device. Hetero–step–edge barriers are of particular importance, for example,
when considering the growth of organic heterojunctions for use in photovoltaic devices.
Recent research has focused on using C60 as the acceptor layer with a variety of other
molecules as the donor [22, 23, 24]. Yet this is still a relatively new technology and
there remains a lot of unexplored territory.
In an attempt to widen the concept of step–edge, Schwo¨ebel, barriers, we intro-
duce the concept of a ‘hetero–’ step–edge barrier and we consider one subtly altered
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Figure 4.8: The two different pentacene surfaces considered to test the effect of the type
of step–edge. The exclusion of the green and white molecules creates a different ori-
entationally–disposed step–edge (pentacene-α) to that if the green and white molecules
are included (pentacene-β). The step–edges are shown as views from directly above (left
panel) and down the molecular axes (right panel).
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step–edge. There are no calculations of these hetero–Schwo¨ebel barriers during growth
in any heterojunction formation situation.
We calculate the hetero–Schwo¨ebel barriers of all seven molecules studied in the
preceding chapter on four surfaces that we have already studied in some detail in other
studies — namely, pentacene, tetracene, DIP and rubrene. Pentacene and tetracene
were chosen because of the similarities in their unit cells and crystal structure — we
expect to find almost identical results between the two but select them to confirm that
we can predict when surfaces will behave similarly. The behaviour of DIP and rubrene
differ significantly from the acenes and provide enough variety to justify any postulated
correlations of hetero–Schwo¨ebel barriers.
We also studied a different pentacene step–edge from the one studied in the pre-
ceding chapter. This second pentacene step–edge, which we will call pentacene-α, was
included to test the effect of the precise type of step–edge that a descending molecule
may encounter, an effect that was not considered in the preceding chapter for pentacene.
The only difference between the two pentacene step–edges is exactly which molecule
in the unit cell forms the step surface, see Fig 4.8. This difference in step–edges was
considered for sexiphenyl in the previous chapter and depends on which of the {100}
planes is chosen to cut the step–edge.
4.4.1 Correlations of Schwo¨ebel barriers with physical metrics
The introduction of hetero–Schwo¨ebel barriers means that any metric we use to correlate
the barriers across different molecular systems is likely to include intrinsic information
about both the molecule descending the step–edge and the nature of the step–edge it-
self. Referring to our experiences with self–Schwo¨ebel barrier in the preceding chapter
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Figure 4.9: Correlation of the Ehrlich–Schwo¨ebel barrier with the binding energy on
the top surface for the self–Schwo¨ebel barriers and hetero–Schwo¨ebel barriers. The
bold title on each sub–figure refers to the type of surface and step–edge over which the
adsorbed molecule is descending. The barrier for each of the seven descending molecule
types is shown on every surface using symbols provided in the accompanying key on the
right–hand side.
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and the correlations across molecule types, the only metric we have already used which
satisfies this concept of including the cross–interaction of the diffusing (ultimately, de-
scending) molecule and the underlying surface is the binding energy of the descending
molecule to the top surface. Note that this was also one of the most promising correla-
tions for the self–Schwo¨ebel barrier determined in the preceding chapter. While another
option could be a combination of two or more of the other metrics we considered, our
results with the binding energy were sufficiently encouraging to preclude any such study
at this time. These results are now described in some detail.
In Figure 4.9, we show the correlation of both the self– and hetero–Schwo¨ebel bar-
riers versus the binding energy for all seven diffusing/descending molecules over each
of the four different surfaces (pentacene, anthracene, rubrene and DIP). As the figure
shows, the general roughly linear correlation of Schwo¨ebel barrier against binding en-
ergy with Schwo¨ebel barrier holds up well across all surfaces. As expected, there is a
consistently linear relationship within the acene homologous series across all surfaces.
It also shows, encouragingly, that the results for all seven targeted molecules are almost
identical for the pentacene and tetracene surfaces (except when rubrene is the descend-
ing molecule). The results also show that, as a general rule, the size of the step–edge
barrier for sexiphenyl is consistently and significantly lower in value than its bonding
energy to the surface suggests. We attribute this departure to its ability to bend and
adapt its conformation as it navigates the step–edge. This is responsible for skewing the
linear fit away from the other molecules for the tetracene, pentacene-α and pentacene-β
surfaces in particular. The difference between the steepness of the correlations for the
two pentacene surfaces (α and β) highlights the complexity of the system we are dealing
with, and the sensitivity of the barriers to slight changes in the surfaces.
There are two points of concern amongst this data: firstly, the ≈ 13 kJ/mol discrep-
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ancy between the Schwo¨ebel barriers for rubrene on tetracene and rubrene on pentacene
and, secondly, the higher than expected barrier for DIP on rubrene. That rubrene should
be involved in both of these unexpected results should not be a surprise considering it
is conformationally the most complex molecule we are studying. The low value of the
Schwo¨ebel barrier of rubrene on tetracene is a case where the Schwo¨ebel barrier that we
calculated for this trajectory is lower than some of the 2D diffusion barriers we observed
for other trajectories of rubrene on tetracene and so the concept of a Schwo¨ebel barrier
is not really applicable.
In Figure 4.10 we consolidate all our results onto one graph of Schwo¨ebel barrier
versus binding energy in pursuit of a universal relationship, and in Figure 4.11 we mod-
ify the results in Figure 4.10 to add the results from the only other previous values of
organic molecule Schwo¨ebel barriers available in the literature (for PTCDA and sex-
iphenyl). Figure 4.11 shows that the PTCDA result would lie on a linear relationship
through our data, but the result for sexiphenyl does not. Our concerns over the sex-
iphenyl results have already been thoroughly discussed in the preceding chapter. It can
be seen from Figure 4.10 that, although we can correlate the binding energy with the
Schwo¨ebel barrier reasonably well over the entire range of systems studied within an
uncertainty of about 10 kJ/mol or less, there are clearly other variables contributing to-
wards the Schwo¨ebel barrier. For example, the rubrene step–edges consistently give
higher Schwo¨ebel barriers than DIP step–edges. We can postulate reasons for this, al-
though quantification becomes problematic. One of these variables is the angle which
the step forms with the top surface. This was investigated experimentally by Hlawacek
et al. for the sexiphenyl system in which a gradual standing up of molecules was ob-
served experimentally from the first monolayer upwards until bulk–like conditions were
observed. It is intuitive that the more severe the angle that the step forms with the sur-
face (i.e. the more upright the step edge), the higher the barrier. However, we have yet
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to quantify this with all of our results due to the difficulty in defining a ‘step angle.’
Because the steps are constructed of molecules which are not geometrically simple (es-
pecially in the case of rubrene) the surfaces that they form exhibit local variations (i.e.,
deviations from the surface plane) over the range of one unit cell thus complicating the
measurement. The crystals can be thought of as exhibiting a fractal dimension greater
than unity — depending on the scale of measurement the angle varies. For example, as
can be seen from Figure 4.3, on a macro–scale the angle between (010) and (001) for
rubrene is clearly 90o whereas on an Å scale this is not the case and there is considerable
variation along [010]. However it is clear, again from Figure 4.3, that the rubrene step
presents a more severe angle than DIP.
4.4.2 Sexiphenyl on DIP trajectories
As we discussed above, when sexiphenyl is the descending molecule it consistently has
a lower Schwo¨ebel barrier than that predicted by the correlation we found with binding
energy. As we have shown above, the flexibility of the sexiphenyl molecular backbone
allows the molecule to navigate the step–edge more easily than might be experienced by
a more rigid molecule, like pentacene, say. In the minimum energy pathway that sex-
iphenyl seeks to traverse the step–edge, the molecule still navigates the step–edge with
its backbone almost parallel to the step–edge. When pentacene, tetracene or rubrene
molecules formed the underlying terrace and step, we observed no trajectories where
sexiphenyl preferentially oriented itself in an orthogonal approach to the step and none
in which the molecule drapes itself continually over the step–edge (bending at each C-C
bond).
However, when DIP molecules form the underlying terrace and step, we did observe
88
Figure 4.10: Relationship between binding energy and Schwo¨ebel barrier for the entire
set of systems studied in this work. The colour of the points refers to the material
constituting the step–edge, whereas the point style denotes the descending molecule
(see key). Black — Self– barrier; Dark Blue — Tetracene, Red — Pentacene-α, Green
— Pentacene-β, Magenta — Rubrene, Light Blue — DIP.
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Figure 4.11: Data shown in Figure 4.10 with the inclusion of previous results in this
field. Grey shows the results for sexiphenyl from Hlawacek et al.; orange denotes the
results for PTCDA from Fendrich et al.. All other points are the same as in Figure 4.10.
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one instance that produced such a trajectory, leading to a hetero–Schwo¨ebel barrier of
40 kJ/mol. Whilst this descent, featuring a sexiphenyl molecule smoothly draped over
the step–edge, was not the lowest energy trajectory (the lowest being 27 kJ/mol), the
value of 40 kJ/mol is within an an accessible energetic range, and hence in dynamic
situations molecules will occasionally adopt this draped descent. In Figures 4.12 and
4.13 we examine the energetics of both trajectories. In Figure 4.14, we show snapshots
of the molecule as it drapes over the step edge. This is an important result in the context
of the Hlawacek et al. paper as it shows that our search method is able to pick up such
a trajectory if it is of low enough energy to occur. The reason that it was seen for DIP
and not on other surfaces is because of the shape of the DIP molecule and how it forms
step–edges. The relatively large molecular width of DIP means that more carbon atoms
are exposed at the step–edge face and so the binding energy of the descending molecule
is stronger (than it would be on the other surfaces we considered, for instance). When an
orthogonally approaching molecule begins to poke itself over the edge of the step–edge,
it feels a stronger energetic driving force from the proximal exposed C-atoms and the
less steep step–edge that encourages the sexiphenyl molecule (with its greater rotational
freedom) to bend round the step and pick up the energy advantage of the π − π interac-
tions. This example of an eventuality in which descending molecules can continuously
drape themselves over steps) illustrates the kinds of molecules (orientationally more free
molecules) and step–edges (less steep, π–cloud exposed) that are more likely to give rise
to heavily bent descents.
4.5 The effect of using the MM3 model rather than MM3π
To examine the extent of some of the compromises that were made in the preceding
sections to make the computational studies tractable, we have revisited some of these
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Figure 4.12: The energetic profile (left) and key snapshots (right) of the minimum en-
ergy trajectory for a sexiphenyl molecule to descend over a DIP step–edge. Note the
relative invariance of the low energy path as the molecule traverses the terrace and the
relatively small period of energy loss at the transition point.
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Figure 4.13: The energetic profile (left) and key snapshots (right) of an orthogonal tra-
jectory of a sexiphenyl molecule (not the minimum energy path) as it descends over a
DIP step–edge in which the 6P molecule gradually bends over the step–edge. Note the
spikes in energy as the uncomfortably oriented molecule traverses the terrace and the
relatively large period of energy loss during the descent.
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Figure 4.14: More detailed snapshots of the orthogonal trajectory from Figure 4.13
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scenarios for a limited set of studies. All the subsequent calculations in this section are
made for the pentacene surface and consider a pentacene molecule traversing the step
(i.e.,, a self–Schwo¨ebel barrier).
Our first study, involved comparing results for the pentacene self–Schwo¨ebel bar-
rier obtained using the MM3π and MM3 models. There were two main reasons for
this comparison: (1) a practical consideration that the MM3π–modelled system takes
a factor of 100 or so more to run than that of MM3 and hence, if sufficiently accu-
rate step–edge barriers can be obtained using the more computationally efficient MM3
model, then the extra expense to run MM3π modelled systems would be unnecessary.
(2) On the other hand, we have shown that, unless the MP2 correction to the MM3
model is used for π–conjugated molecules, an incorrect planar molecular structure of
certain molecules will be predicted, specifically rubrene and sexiphenyl. For the five
fused–ring molecules that we considered (the acenes, DIP and C60), the correct molec-
ular structure is observed without the MP2 correction, but a smaller C=C bond length
is observed (≈0.05 Å smaller, depending on the locality). This results in a pentacene
molecule which is 13.61 Å in length instead of 14.14 Å, but the intermolecular energy
is largely unaffected.
The second study involved repeating all of our calculations for binding energies with
both MM3 and MM3π models and running Schwo¨ebel barrier searches. We found that
all of the fused–ring molecules provided very similar results regardless of whether the
MM3π was employed or not: All MM3 barriers were within 5 kJ/mol of the MM3π val-
ues. The MM3 potential also described the herringbone structure of pentacene without
the expensive MP2 correction.
This encouraging result allows us to remove the π conjugation restriction from the
whole system with no significant loss in accuracy and hence enabled us to “unfreeze” the
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molecules constituting the step–edge to investigate whether any active role was played
by the molecules in the step during molecule descent. For the rest of this chapter, we
concentrate on pentacene and carry out various simulations with the standard MM3
potential.
4.5.1 Pentacene: Removing the restriction of a “frozen” step–edge
The entire procedure, described above, to quantify the Schwo¨ebel barrier for pentacene
was repeated with different sets of restrictions placed on the system so as to decouple the
effects of choice of model and the disposition of the molecules forming the step–edge
(“frozen” in place and unable to move in response to the presence of the descending
molecule, or not). The cases we considered were:
• 1. Original case — All molecules forming the step–edge “frozen” in place. MM3π
model used to describe the descending molecule.
• 2. All step molecules frozen. The MM3 model used for the descending molecule.
• 3. All step molecules free to move. The MM3π model used for the descending
molecule.
• 4. All step molecules free to move. The MM3 model used for the descending
molecule.
We show, in Figure 4.15, the minimum trajectories resulting from the four different
cases. All of the trajectories, transition points and barriers are similar, again indicating
that adding the MP2 correction is not necessary for pentacene in the Schwo¨ebel barrier
search. When the molecules constituting the step are free to move, we see no mechanism
by which the molecules substantially affect (either to assist or hinder) the descent of
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the molecule and the resulting step–edge barrier is only 5 kJ/mol lower when all the
molecules are free to move and accommodate the descending molecule. The molecules
in the step do not move significantly when the descending molecule passes by in close
proximity.
4.5.2 Pentacene: Dynamics of step–edge descent
To investigate how the step–edge barrier was affected by thermal movement of the
molecules or atoms, we performed Molecular Dynamic simulations of selected systems.
In this way, we could study not only the minimum energy path, but observe the interplay
of kinetic and thermodynamic aspects of step–edge descent.
All of the Molecular Dynamics simulations were carried out using the MM3 po-
tential applied to all molecules in the system. The construction of a more complex
step–edge with two layers was also required; the bottom layer frozen and the top
layer was free to move. The top layer was thermalised to a temperature of 300 K for
40 ps in a constant–temperature simulation (NVT ensemble) to allow it to come to a
quasi–equilibrium condition and then a single diffusing molecule on the upper surface
was directed orthogonally towards the step–edge from a series of random starting points
and orientations.
Because the step–edge barrier is significant compared to the thermal energy of the
molecule, we cannot simply rely on the molecule to make a successful attempt to de-
scend the step–edge of its own accord during the limited period of observation (order
of nanoseconds) of the MD simulation. When the initial location of the molecule was
constrained to lie within 5Å of the step and a constant–temperature, NVT, simulation
was run at 300 K for longer time–scales (i.e. 10s of ns), the molecule free to diffuse
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Figure 4.15: A comparison of the minimum energy Schwo¨ebel barriers for the four
test cases of constraint. For each graph, the label “Frozen” or “Unfrozen” refers to
the disposition of the step–edge molecules and the labels MM3 and MM3π refer to
the potential model used to describe the intermolecular interactions of the descending
molecule.
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over the terrace was not observed to fall down the step once. Assuming a Boltzmann re-
lationship defined by an attempt frequency, ν0, and an activation energy, ∆EES , given in
the equation below, the molecule would need to approach the step–edge 2300 times for
every successful descent. This estimate of the probability of observing a spontaneous
descent was larger than the number of trials in our study.
ν = ν0e
−(∆EES /kBT ) (4.1)
To finesse this problem, the diffusing molecule on the upper terrace was directed
across the surface by imposing a harmonic potential on the central phenyl ring until it
was within 10Å of the step–edge. At this point, the potential was then lifted and the
system evolved under a microcanonical, constant–energy, NVE ensemble. At each ran-
dom starting position (varying both rotational and translational initial conditions), eight
simulations were carried out with varying force constants, thus varying the energy of
approach to the step–edge. The lowest energy successful trajectories and highest energy
unsuccessful trajectories were then analysed. All of the trajectories in Figures 4.16,
4.17, and 4.18 use the intermolecular energy between the descending molecule and the
step edge on the ordinate axis. The internal energy of the molecule remains roughly
constant and we see very little deformation in the step edge as the molecule approaches.
Figure 4.16 shows one of the many failed trajectories where the molecule approaches
the step edge only to be repelled back away from it. The loss in binding energy is at least
equivalent to that of the successful descents shown in Figure 4.17, indicating the impor-
tance of the molecule’s approach in considering the likelihood of a successful descent.
The two trajectories shown in Figure 4.17 are both successful descents; the red molecule
descends in a more orthogonal orientation with a slightly higher loss in binding energy
than the parallel green molecule, though the difference is marginal. We are not claiming
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that these successful descents represent the global lowest energy descents because of
the imposed directional bias that we place on the dynamic simulations. And, indeed, the
loss in binding energy is higher than we observed in our static energy minimizations. In
order to claim that we have observed the dynamics of such a global energy situation, we
would need to sample the true diffusional paths available to the molecule; by biasing the
progress of the molecule towards the step–edge, this is compromised.
In Figure 4.18, we demonstrate the difficulty of overcoming the step–edge energy
barrier in dynamic simulations: All three molecular trajectories shown on the top graph
(red, green, blue) start at the same position, but are accelerated towards the step edge
with slightly different energies (ascending in energy from red to green to blue). All
three trajectories become unstable around 18-19 ps and the molecule leaves the (001)
surface briefly (by rotating onto its edge, rather than lying flat on the surface), resulting
in a loss in binding energy with the surface. In the cases denoted in red and green, the
molecule falls back flat onto the step–edge at a time–stamp of 22 ps, but still fails to fall
off the edge. This is because, in both cases, the molecule hits the last row of molecules
in the step–edge. In the case of the “blue” molecule, its slightly higher energy allows it
the momentum to just clear the surface, enabling it to fall over the edge. Importantly,
in all three cases, despite the high energies involved, the step edge maintains its struc-
tural integrity throughout. This provides further justification for the assumption that the
molecules in the step edge are largely passive in any Schwo¨ebel barrier descent mecha-
nism and that the degrees of freedom of molecules in the step–edge can be frozen out.
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Figure 4.16: Time trajectory of a failed dynamic step–edge descent followed using
Molecular Dynamics molecular simulations. The graph shows the intermolecular en-
ergy between the molecule and the step as a function of time. Before 15 ps, the system
is held at thermal equilibration under constant–temperature, NVT, conditions. At 15 ps,
the molecule is directed towards the step–edge with the aid of a harmonic potential
placed on the middle phenyl ring. The energy of the system rises by about 10 kJ/mol
as the molecule experience the step–edge barrier at about 22 ps. The snapshots shown
below the energy–time plot are taken looking down the b-axis at 1 ps intervals from
16-27 ps and the molecules are colour–coded to correspond with the graph.
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Figure 4.17: Two Molecular Dynamics simulation trajectories of two successful dy-
namic step–edge descents (one shown in red, the other in green, on the energy–time plot
on the upper part of the figure). The energy rise at the step–edge is clearly larger than
in the preceding figure (of over 20 kJ/mol) but, like the preceding figure, the maximum
energy occurs at the tipping point (around 22-24 ps). The key is the same as that given
in Figure 4.16 caption.
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Figure 4.18: Three trajectories, all starting from the same position, but with different
initial energies (red being the lowest in energy, followed by green, and then blue). The
key is the same as in Figure 4.16 with the exception that the NVT portion trajectory is
shown in grey. Snapshots of the red trajectory are not shown. Here again, the unsuc-
cessful descents of the red and green molecules are seen to not experience a high enough
energy rise to overcome the Schwo¨ebel barrier, whereas the energy–time profile of the
blue trajectory is able to do so and fall over the step edge.
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4.6 Conclusions
By studying, in detail and for the first time, the Schwo¨ebel barrier of seven small organic
molecules on a number of different underlying surfaces, several important qualitative
observations have been made, which we believe have led to a better understanding of the
processes involved in step–edge descent. A roughly linear correlation was found which
relates the binding energy to the Schwo¨ebel barrier enabling researchers to estimate
the Schwo¨ebel barrier for either self– or hetero–interface situations without the need
to perform the time–consuming and rather demanding molecular simulations described
in this chapter. In general, the molecules lose about 40% of their binding energy as
they descend a step edge, but this can be reduced in the case of molecules with flexible
backbones, such as sexiphenyl. A “log–roll” mechanism was confirmed as the preferred
step–edge descent in which the long molecular axis remains nearly parallel to the step
edge. This mechanism is preferred for high–aspect ratio molecules.
Although most of the studies in this chapter consider the Schwo¨ebel barrier of
molecules descending one particular type of step–edge, our limited study of different
step–edges showed that the steepness (as in the DIP step) and even subtle differences
in molecular orientation (as in the two pentacene step–edges) can have a significant ef-
fect on the value of the Schwo¨ebel barrier. It is obvious that the features of the step
itself play an important part in determining the magnitude of the barrier. So it must
be observed that alternate steps or kink sites should play an important role in the evo-
lution of the film. This would be particularly apparent in the sub–monolayer regime
of film growth as the small islands which form would not have particularly well de-
fined step–edges. It also points to the difficulty of interpreting experimental estimates of
step–edge barriers which have to arise from an ensemble average of different Schwo¨ebel
barriers depending on the details of the island density and type, making molecular sim-
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ulation a far more attractive and definitive source of information about the way in which
small organic molecules descend steps and assisting in the design of hetero–interfaces
to promote smoother film growth.
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CHAPTER 5
MOLECULAR–SCALE EVENTS IN HYPERTHERMAL DEPOSITION OF
ORGANIC SEMICONDUCTORS FROM EXPERIMENT AND MOLECULAR
SIMULATION
5.1 Introduction
This chapter examines one possible way of overcoming the Ehrlich–Schwo¨ebel barrier
for the archetypal small organic molecule, pentacene. We examine here the dynamics
of adsorption of pentacene using Molecular Dynamics simulations and compare the re-
sults to experimental sticking coefficients provided by Professor James R. Engstrom and
his students. As mentioned in Chapter 1, examination of the growth of pentacene us-
ing energetic sources that create far–from–equilibrium conditions has recently attracted
interest as a way to modulate the structure and morphology of the deposited thin films
[1, 2, 3, 4, 5] to a more desirable 2D fashion. We continue this investigation by studying
additional, more detailed, aspects of the hyperthermal collision such as the molecular
orientation of the molecule as it strikes the surface. The fundamental questions that
we seek to address here are: What mechanisms contribute to growth and how do they
depend on controllable variables such as the incident kinetic energy and the angle of
incidence?
5.1.1 Background
Pentacene is the subject of intense current scrutiny for research into organic semicon-
ductors due to its relatively low cost and electrical properties rivalling those of amor-
phous silicon [6, 7]. Pentacene is of potential use in devices used to create solar cells
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and in flexible display technologies. However, the production of devices exhibiting
single crystal electrical properties has proven challenging. The deposition of small or-
ganic molecules is notoriously sensitive to many variables such as deposition rate [8],
temperature [9, 10] and the nature of the substrate [11]. There is considerable inter-
est in controlling the growth modes of pentacene [12, 13] because of its tendency to
form undesirable 3-D structures that adversely affect device performance. A number
of approaches have been utilized to increase the molecular ordering within the film and
promote 2D morphologies such as post–fabrication annealing [14, 15] or exploration of
soluble derivatives [16, 17] for use in spin coating. However, one of the most success-
ful methods has been to deposit molecules hyperthermally by accelerating the incident
molecules, using an inert carrier gas, to kinetic energies of the order of a few eV. This
technique has been used extensively on atomic/ionic substances, such as copper [18]
and silicon [19], and over a large range of incident energies on the order of 100 eV, but
only recently for organic molecules [20].
When considering the variables involved in hyperthermal deposition, the geometry
of the pentacene molecule provides a rich phase space, immediately bringing orienta-
tional and rotational aspects into the equation. The molecular level processes which
define the final morphology of the film are still little understood, but local annealing,
direct insertions and increased molecular mobility are thought to play a role. Casalis et
al. [5] attributed the hyperthermal growth of better quality pentacene films on Ag(111)
at low substrate temperatures (200K) to the local annealing triggered by the collision
of the incident molecule with the surface and observed a decreasing quality of film as
the substrate temperature was increased. Killampalli et al. [2, 1] studied the nucleation
of pentacene on inert silicon dioxide based substrates and postulated the existence of
insertion events or an increased inter–layer transport efficiency at higher energies. They
found a critical nucleus size of four molecules. The same system was also studied by
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Wu et al. [4] who found a smaller critical nucleus size of 2–3 molecules, depending
on the incident energy. They stated that quite different growth modes can be achieved
using a much reduced deposition rate. Their study attributed the 2D structure observed
in the sub–monolayer film to the increased diffusive length of a high energy incident
molecule landing on the 2nd layer enabling it to retain enough kinetic energy to over-
come a Ehrlich–Schwo¨ebel barrier at the step–edge and join the sub–monolayer. Toccoli
et al. [3] characterized field effect transistors fabricated from hyperthermally deposited
films on silicon dioxide and found an linear increase of field effect mobilities with inci-
dent energies up to 6.5 eV together with improved film quality. Despite this considerable
experimental scrutiny, a clear picture of the molecular processes that are thought to gov-
ern the observed rich variety of behaviour remains elusive. This situation provides some
impetus for a computational approach that can tease apart the various processes at play
in a more controlled manner than is possible experimentally.
Modelling energetic beam deposition and growth in a molecular simulation offers in-
sight that is difficult, if not impossible, to obtain experimentally. Jacobsen et al. [21, 22]
developed a computational approach to model the energetic beam deposition of Cu on
Cu by incorporating Molecular Dynamics simulations (for the collision) into a Kinetic
Monte Carlo framework (describing the diffusion events). Unfortunately the compu-
tational complexity of this hybrid approach limited it, in practice, to the deposition of
only 1–2 layers of growth of an atomic species in a tractable length of simulated time.
For small organic molecules, the additional complications arising from the size and
anisotropy of the molecules render this method computationally prohibitive. The local
effects of the collision are typically on the order of ps, whereas thermal diffusion is a
continuous process occurring over the lifetime of the film. In effect, deposition events
are instantaneously altering the initial configuration for which longer–term processes
are taking place, but not altering their intrinsic rates due to rapid thermal equilibration.
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5.2 Sticking coefficients: comparison to experimental data
All of the following experimental data were collected by the group led by Professor
J. R. Engstrom at Cornell University [23]. These data have been published in previous
articles [2, 24]. What follows is a brief summary of the experimental technique they used
in order to allow comparison with the simulation data and to provide a brief overview
of the results and their relevance. For a more detailed and comprehensive explanation
of the experimental techniques and analysis, please refer to the previously published
articles.
5.2.1 Explanation of experimental data
N2 was used as a carrier gas to produce beams where the mean kinetic energy of pen-
tacene lies in the range, Ei = 1.5–6.7 eV. In comparison, the two–body interaction poten-
tial between two pentacene molecules has a well depth of only 0.6 eV [25]. The angle
of incidence of the depositing molecules was varied from θi = 0–75◦, measured from
the surface normal. The high incident beam to background flux ratio (> 103) facilitates
experiments where multiple exposures can be produced on a single substrate by simply
translating the sample. In the sub–monolayer regime, the coverage was assessed using
ex situ atomic force microscopy. In the multilayer regime ex situ ellipsometry was used.
5.2.2 Experimental sticking
Figure 5.1 (a) shows the relative probabilities of adsorption measured for pentacene in-
cident on clean SiO2 as a function of the incident kinetic energy for three different angles
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of incidence. The probability has been normalized to the highest growth rate observed
for these conditions, while the incident flux was kept constant (including compensating
for the change in the angle of incidence) to ± 5%. As expected for a process that in-
volves dissipation of incident kinetic energy, at all angles, the probability of adsorption
decreases with increasing incident kinetic energy. Of course, for these incident kinetic
energies, the only processes available to the incident molecules involve momentum ex-
change with the surface atoms, and excitation of internal degrees of freedom— penetra-
tion or electronic excitation of the lattice can be ruled out. As described elsewhere [2],
these data can be scaled using a function that weighs both perpendicular and parallel
momentum nearly equally, suggesting a rather complex gas–surface interaction.
Figure 5.1 (b) shows the relative probability of adsorption for pentacene on a pen-
tacene substrate, as deduced by thickness (D) versus exposure time (t) data obtained
from ex situ ellipsometry. Here, the data have been fitted to a quadratic and the min-
imum thickness in the fit was always greater than 2 monolayers (in most cases, the
probability is an average over the coverage range 2 ML < D < 10 ML). Again, the prob-
ability has been normalized to the highest growth rate observed for these conditions,
while the incident flux was kept constant. Interestingly, for both sub–monolayer and
multilayer growth rates at Ei = 1.5 eV and θi = 0◦ or 45◦, we observe the same absolute
growth rate within ± 5%. This observation would seem to suggest that, even at this
incident energy, the absolute probability of adsorption is near unity. In this multilayer
regime, the probability of adsorption also decreases with incident kinetic energy for all
angles of incidence, but it decreases much less rapidly. For many conditions the adsorp-
tion probability of pentacene on pentacene is greater than that for pentacene on SiO2,
consistent with better mass–matching conditions for the former. However, attempts to
use energy scaling arguments for these data were quite unsuccessful, suggesting that
in addition to simple momentum exchange and trapping that new mechanisms may be
113
Figure 5.1: The relative probability of adsorption of pentacene in (a) the sub–monolayer
and (b) multilayers as a function of incident kinetic energy, Ei, for three values of θi. (c)
The ratio of adsorption of multilayer to monolayer adsorption.
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involved for pentacene interacting with pentacene thin films.
In Figure 5.1 (c) the ratio of the adsorption probability observed in the multilayer
regime to that observed for the monolayer regime is plotted. Here the data are plotted
as a function of the angle of incidence and fixed incident kinetic energy. As indicated
above, at the lowest incident kinetic energy examined here, there is no difference be-
tween the probability of adsorption on the two surfaces, and the ratio is unity. Interest-
ingly, at a fixed angle of incidence, except for one case (Ei = 2.7 eV, θi = 75◦), this ratio
grows with increasing incident kinetic energy. At fixed incident energy, again excepting
the one datum, the ratio is about constant as θi increases from 0◦ to 45◦, and then de-
creases as it increases to θi = 75◦. These data are most reminiscent of a direct activated
process (such as dissociative adsorption [26]), where the probability increases with in-
creasing incident kinetic energy and decreases with increasing angle of incidence.
5.3 Simulation methodology
To illuminate the possible mechanisms and molecular–level processes involved in hy-
perthermal deposition, we explore the short–term collisions of a single pentacene
molecule with a pentacene surface. We used the non–reactive empirical MM3 poten-
tial [27, 28, 29] to model the collision of pentacene molecules in the proximity of a
pentacene (010) step–edge using Molecular Dynamics. The system shown in Figure 5.2
involved 6,948 atoms, consisting of 121 molecules that were free to move under the in-
fluence of the intermolecular forces and a bottom layer of 72 molecules (6×6 unit cells)
fixed in pentacene’s ‘bulk phase’. The system was thermalised at 300 K for 100 ps,
except for the incident molecule. The incident molecule was cooled rotationally and
vibrationally to 0 K before being directed at the surface with an incident energy Ei. The
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time evolution of the system is governed by the Beeman algorithm using the TINKER
software package. Each simulation was run for 10 ps; this time–frame was generally
found to be sufficient for the molecular collision to occur and the system to thermalise.
Longer runs were made in the rarer cases where thermalisation required more time.
All collisions between the single incident molecule and the surface were performed
in the NVE ensemble to avoid any complications due to the velocity corrections used
to scale the temperature to a desired value. This approach was validated through our
observations that the incident energy dissipated rapidly amongst the internal energy of
the molecules and not raise the system temperature more than 5 K, even transiently
(Figure 5.3). To justify freezing the bottom layer and thus creating a large temperature
gradient in the system, pairs of simulations were examined where, in one case, the
bottom layer was free to move and, in the other, fixed. A comparison of these two
cases led to no significant difference in the general behaviour of system (allowing for
deterministic differences due to the different degrees of freedom). The distance between
collision point and the plane of the fixed atoms was approximately 30 Å which was
enough to allow an efficient dissipation of the incident kinetic energy to other molecules
in the system through lateral interactions. The bottom layer, when allowed to move, was
found to interact very weakly with the layer above and maintained its lateral integrity
throughout, resisting any great deformation in the x-y plane. This was due to the strong
intra–layer bonding relative to the inter–layer bonding, as predicted by surface energy
calculations [30]. Single molecules in the bottom layer were displaced vertically from
their neighbours by no more than 2 Å.
The [010] direction of the step–edge was chosen for these studies since it has been
predicted by DFT and force field methods to be relatively stable [31, 32, 30, 33], and this
has been reinforced by experimental evidence pointing towards its prevalence during the
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Figure 5.2: Schematic of the simulated system. Bottom layer fixed in the bulk phase
configuration with all other molecules free to move. All collisions occur within the
‘impact zone’ marked on the figure. Periodic boundary conditions are imposed in the
x-y plane and are ‘infinite’ in the z direction.
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Figure 5.3: Evolution of the kinetic and potential energies and the temperature for a
typical simulation over the course of 10 ps and an incident energy, Ei = 10 eV.
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growth of thin films of crystalline pentacene [30]. In this work, the lattice parameters [a,
b, c] were [6.06 Å, 7.9 Å, unrestricted] meaning that the (010) step–edge was parallel to
the short lattice parameter in the x-y plane.
The MM3 potential was used because it is known to accurately model organic
molecules, including pentacene [32] in both crystalline and gaseous forms and also has
a large degree of transferability. Intermolecular interactions in the MM3 model consist
of dipole–dipole and van der Waals (vdW) forces, and constraints for the internal struc-
ture of the molecules are applied using ‘mechanical’ terms such as bond stretching and
bending, torsional, and out of plane bending contributions. A recent development in the
MM3 potential included a Mo¨ller–Plesset 2nd–order Self Consistent Field correction
for conjugated π systems (resulting in a slightly larger equilibrium C=C bond length).
In practice, the computational penalty of this correction has limited its use to systems
containing 50 atoms or less. The π correction has little effect on the intermolecular inter-
actions (the only intermolecular interactions implemented in the potential are vdW and
dipole–dipole interactions) and no noticeable difference was observed in the outcome
due to its inclusion in test collisions. Verlaak et al. [32] developed a parameterisation
that works well for relaxed molecular crystals but is untested for dynamic situations.
We have also compared the MM3 potential to ab initio methods for intermolecular in-
teractions of acenes (members of the same homologous series as pentacene). MM3 was
found to predict similar energies to the much more computationally expensive MP2/6-
31g(d) but to run orders of magnitude faster in simulation time. The cohesive energy of
the crystal (1.3 eV) and surface energies predicted by Northrup et al. [31] using DFT
methods were found to match, within a few percent, with our results using the MM3 po-
tential. The distinctive herringbone structure is also accurately predicted, with unit cell
axes in good agreement with experimental values. Despite the incident energy of the
molecule being hyperthermal, these energies are not considered high enough to cause
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errors in the short–ranged vdW repulsive term.
The TINKER software package was used to carry out the collisions and subsequent
Molecular Dynamics simulations using the MM3 potential. VMD[34] was used to vi-
sualize the trajectories.
5.3.1 Results: Simulation of hyperthermal collisions
Adsorption can occur in one of two major locations on the surface, on terraces or at,
or near, step–edges. Accordingly, the simulations considered both situations: two colli-
sion points were chosen, one on the step–edge and one 11 Å away from the step–edge,
representative of collisions on a terrace. At each collision point, we varied the angle
of incidence of the randomly oriented incoming molecule (θi = 0◦, 30◦, 45◦, 60◦ from
the surface normal) and its energy of incidence (Ei = thermal to 10 eV). At each angle,
energy and position, at least 25 trajectories were simulated, resulting in a very large
number (850 simulations) in which the behaviour of the system was documented. Given
that Molecular Dynamics is a deterministic tool, this large number of “computer experi-
ments” covers a wide range of typical energetic fluctuations in the nature of the surface.
In Figure 5.4, we plot the absolute probability of adsorption as a function of the in-
cident kinetic energy for a pentacene molecule incident on (a) a terrace and (b) a step
for three angles of incidence. To facilitate comparison to experiment, the ordinates are
identical to those of Figure 5.1, whereas the abscissa are somewhat enlarged to account
for the larger range of energies examined in simulation. Only those trajectories that
lead to a net increase by one of the number of molecules representing the surface were
counted as adsorption events (vide infra). As may be seen, there are strong similarities
between the results from simulation and experiment. First, consistent with the experi-
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Figure 5.4: The probability of adsorption of pentacene on a pentacene surface obtained
from Molecular Dynamics simulations on (a) the terrace and (b) the step–edge as a
function of incident kinetic energy, Ei, for four values of θi. Error bars denote 90%
confidence intervals calculated by the Adjusted Wald Method.
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mental results for pentacene on pentacene [Figure 5.1(b)], incoming molecules incident
at the two angles closest to the surface normal exhibit a gradual decrease in the proba-
bility of adsorption with increasing incident kinetic energy. Experimental results at Ei =
6.7 eV give the probability of adsorption to be 0.47 (at 0◦) and 0.31 (at 45◦). Similarly,
simulation results at the somewhat higher value of Ei = 10 eV give the probability of
adsorption to be 0.56–0.68 (0◦) and 0.50–0.52 (30◦). Since experimental and simulation
results can often differ by orders of magnitude, this similarity is striking. In addition,
the simulation results support the experimental claim that the absolute probability of
adsorption at Ei = 1.5 eV and θi = 0◦ and 45◦ is nearly unity. Perhaps the most inter-
esting observation is the growing deviation between the data sets for glancing incidence
and that nearly normal to the surface at high incident kinetic energies: Experimental
studies at Ei = 4.5 eV show a decrease by a factor of 1.2 and then by a factor of 1.9
as θi increases from 0◦ to 45◦ and then 45◦ to 75◦. Simulation results for impacts on
terrace site, at the same incident energy, Ei = 5 eV, decrease by a factor of 1.04, and
then 2.7 as θi increases from 0◦ to 30◦, and then 30◦ to 60◦. Similarly, agreement occurs
at a higher incident energy of 6.7eV where experimental results decrease by factors of
1.5 and 2.7 as θi increases from 0◦ to 45◦ and then 45◦ to 75◦, and simulation results
decrease by factors of 1.12 and 6.7 as θi increases from 0◦ to 30◦, and then 30◦ to 60◦.
When comparing simulation and experiment, it is important to realize that simulation
shows that the impact site (terrace or step–edge) plays a role in adsorption probability.
For instance, simulated impacts on the step–edge produces a drop in adsorption with
more glancing angles of incidence and at high energy, but it is less dramatic than on the
terrace, particularly at the highest energies studied here, Ei= 10 eV. These differences
in adsorption probability between terrace and step–edge can be attributed, in part, to the
increased exposure of the face of the step at acute values of θi during the experiments.
The simulations do not account for such events, though one could imagine a different
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behaviour if the collision point was at the bottom of a step–edge.
We have harnessed the power of molecular simulation to consider discrete trajecto-
ries, not just ensemble averages. This allowed us to calculate the fraction of molecules
having a given fate (adsorbed, scattered, etc.) Molecules that adsorb, for instance, can
be subdivided depending on where they end up in the crystal, namely (i) on top of the
topmost layer (where they prefer to lay flat to maximize the weak van der Waals interac-
tion), (ii) in, or part of, the topmost layer that forms the upper step, and (iii) in the layer
below, which forms the lower terrace. Molecules that scatter can be divided between
those that (iv) interact only with the surface or those that (v) penetrate the surface be-
fore exiting. Here ‘penetration’ is defined by trajectories where the centre of mass has
penetrated below the (001) surface plane. Figure 5.5 shows example trajectories of all
five possibilities.
In Figure 5.6, we plot the probability of the five outcomes as a function of incident
kinetic energy, and the results are placed in six groups representing the three angles of
incidence and the two impact points (step and terrace) that we considered. Results for
impacts on the terrace site for molecules incident along the surface normal show that
insertion into the topmost layer appears for energies as low as 1 eV, and becomes an
increasingly important pathway to adsorption as Ei increases. This corresponds to an
increase in direct insertion events, as opposed to molecules falling over the step–edge.
Indeed, at 10 eV, we see that the second layer below the surface has been penetrated
and occupied, and that only 20% of the molecules that have been adsorbed are lying on
the topmost surface. For these same conditions, the outcomes change considerably for
impact on the step–edge: At modest incident energies (1–2 eV), most of the molecules
have been incorporated into the first layer. There are two factors likely contribute to
this change: First, due to fewer nearest neighbours for molecules at the step, they are
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Figure 5.5: Example trajectories and outcomes of an incident pentacene molecule
(shown in red) on a pentacene surface (i) to lie on top of the topmost layer, (ii) in-
sertion into the topmost layer that forms the upper step, and (iii) insertion into the lower
terrace. Molecules can also scatter by (iv) interacting only with the surface layer and
those (v) that penetrate the surface before exiting. All trajectories comprise snapshots
taken every 1.4 ps looking down the step–edge. Here θi = 0◦ for all cases and Ei = (i)
thermal, (ii) 2 eV, (iii) 10 eV, (iv) 1 eV, (v) 10 eV
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Figure 5.6: Destination of the incident molecule as a function of incident kinetic energy
and at three incident angles (θi = 0◦, 30◦, 60 ◦) for collisions at the step edge (top row)
and on the terrace (bottom row)as indicated by the schematic on the left hand side. The
colour key for the outcome of a deposition event is shown on the right hand side.
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more easily displaced by the incident molecule, leading to more direct insertions into the
topmost layer. Second, impacts near the step–edge also lead to collisions where the im-
pacting molecule is deflected towards the terrace below, in a process akin to ‘downward
funnelling’ [35]. The disruption caused to the step–edge by the incident molecule made
the distinction between these two mechanisms often unclear, yet both were observed.
As we move away from normal incidence, we observed important changes in the
outcomes. On terrace sites, the changes are most significant at incident kinetic ener-
gies of 5 and 10 eV. At these high energies and the most glancing angle, we see that
the adsorption probability has decreased significantly. More importantly, the fraction of
molecules that exit without penetrating the surface has increased greatly as θi increases
from 0◦ to 60◦. The reasons for this are probably associated with the anisotropy of the
(001) surface and the fact that penetration is easier from molecules incident along the
surface normal, particularly for molecules whose long axis is also along this same direc-
tion which we will discuss in Section 5.3.2. Another factor is that collisions at increased
angles of incidence tend to be more glancing (due to self–shadowing of nearest neigh-
bours), representing larger impact parameters. Such collisions are less efficient, leading
to poor dissipation of the molecule’s incident kinetic energy, and hence scattering from
the surface. Collisions near the step–edge change this picture rather dramatically. First,
the concept of the surface normal at the step–edge is not well defined, and ‘head–on’
small impact parameter collisions are more likely. In consequence, adsorption is much
more probable at glancing angles and high incident kinetic energy. We also see that it
is more likely that molecules incident at the step site end up in, or become part of, the
topmost layer.
It should be clear from these results that direct insertions of pentacene into existing
terraces on the surface of the growing crystal are an important mechanism and help
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reconcile the experimental observations made concerning the difference between the
dynamics of growth in the monolayer regime and that observed in the multilayer regime
(Figure 5.1). Given the lack of a suitably accurate intermolecular potential model for
amorphous (Si) oxide material, we did not attempt to simulate adsorption on clean SiO2.
There is no unique periodic surface for amorphous materials to recreate and thus it
should be noted that factors such as the role of the substrate (e.g., its effective mass and
its stiffness) may contribute to the observed differences. This could be investigated in
future simulation studies of model systems.
In any event, our results raise new questions concerning the thin film growth of
pentacene and related systems using energetic molecular beams. First, interstitials (Fig-
ure 5.7) are formed as a result of insertion; what is their fate? Second, as direct in-
sertion does not lead to the formation of ad–molecules on terraces (which eventually
contributes to roughening), can sufficiently high incident kinetic energy promote 2D
versus 3D growth? Concerning the first, our preliminary calculations indicate that the
interstitials that are formed are stable for at least 5 ns (long for MD simulations of these
complex systems). But, since this time scale differs from the characteristic time scale of
film growth by a factor of 1010, the long–term stability of these defects remains an open
question.
Concerning the second, the most direct answer comes from an experimental deter-
mination of the evolution of surface roughness as a function of incident kinetic energy.
There are reports in the literature of spectacular changes that occur as the incident kinetic
energy of pentacene is increased above ∼5 eV. These reported changes with Ei (angle
of incidence was not examined) include those in surface morphology [3], and electronic
properties of the deposited layers [3], and even the size of the critical nucleus [4]. The
authors of these works cite a “sort of local annealing” as being responsible for these
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Figure 5.7: Interstitial formed after an incident molecule (shown with red hydrogen
atoms) has inserted itself into a terrace.
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effects. More strikingly, there is an abrupt change in the properties of the film at a crit-
ical incident energy: changing Ei from 5.5 to 6.5 eV [3] or from 5.0 to 6.4 eV [4] are
apparently sufficient to produce these effects. Such a dramatic leap in properties with
incident kinetic energy is difficult to understand. Indeed, our molecular simulation re-
sults (Figures 5.4 and 5.6) show no such abrupt transitions, nor the sudden appearance
of new mechanisms with increasing Ei. For example, at normal incidence and on the
terrace, the fraction of molecules that incorporate into the first layer increases smoothly
as Ei is increased from 1 to 10 eV. Ideally, this issue may be resolved by a study (using
experiment and simulation) of the evolution of surface roughness with thickness as a
function of incident kinetic energy. Experimentally, in preliminary studies using ex situ
AFM only modest changes in the evolution of surface roughness were found as Ei is var-
ied from 1.5 to 6.7 eV [36]. These ex situ measurements have recently been supported
by studies using in situ real–time synchrotron x–ray scattering [37].
5.3.2 Effect of angle and orientation on hyperthermal deposition of
pentacene
The rotational and vibrational properties of organic molecules in a hyperthermal beam
is of current interest to experimentalists. The supersonic expansion of a mixture of ben-
zene molecules and a helium carrier has been shown to produce a rotationally relaxed
‘Frisbee–like’ flight of the benzene molecules under certain conditions [38], yet how
these orientational factors affect the collision is unknown. In the last section we com-
pared experimentally measured sticking probabilities of pentacene on pentacene to those
generated from a simulated system of pentacene deposition events on pentacene using
Molecular Dynamics. We found that both estimates of the sticking coefficient were very
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similar in value. However, no attention was paid to the orientation of the molecule as it
hits the surface. Here we investigate the role of molecular orientation when combined
with varying incident energies (Ei) and angles (θi).
Vertical orientation collisions with velocity normal to the surface (θi = 0◦).
The collisions of a vertically oriented molecule (as in Figure 5.2) were studied for 25
randomly generated collision points (Fig 5.8) within the target zone. At each point, five
incident kinetic energies (Ei = thermal, 1 eV, 2 eV, 5 eV and 10 eV) were supplied to
the molecule directed at the surface. The final destinations of the incident molecules
were recorded and are shown in Figure 5.9(a) as a function of Ei. A clear difference in
behaviour was noticed between the thermal molecules which preferred to dock on top
of the step, and hyperthermal molecules where the energetics made other destinations
more likely. At hyperthermal energies, fewer than 1 in 10 molecules are left on top of
the step due to transfer of molecules downward, or molecules rebounding (i.e., leaving
the system through desorption). In cases where the molecule did end up in the first layer
(the layer constituting the step), the vast majority of such instances occurred through
a direct insertion mechanism leading to interstitial molecule formation. Only for colli-
sions directly on the step–edge were molecules observed to fall off the step and join the
layer below by overcoming the Ehrlich–Schwo¨ebel barrier.
In contrast, at high energies such as Ei = 10 eV, a significant proportion of the
molecules became inserted into the 2nd layer by “channelling” through the first layer.
This occurred increasingly frequently at distances further from the step–edge as the
molecules in the vicinity of the collision point were more constrained by the presence
of their neighbours and, consequentially, the incident molecule found it harder to move
laterally. The maximum frequency of incident molecules leaving the system, a con-
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Figure 5.8: Collision points generated within the impact zone (as illustrated in Fig-
ure 5.2) for collisions of vertically oriented molecules with the surface.
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(a) (b)
Figure 5.9: (a) The destination of vertically oriented incident molecules shown as a
histogram for all the incident energies studied here; colour key as shown on the right
hand side of the histogram. (b) the schematic illustrates possible destinations of the
incident molecules.
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tributing factor to the experimentally measurable sticking factor, occurred at Ei = 1 eV.
The reasons for this were not obvious from Figure 5.9(a) until the exact mechanisms of
ejection are examined.
At Ei = thermal, 1 eV and 2 eV, all incident molecules that were ejected from the
system did so as a result of rebounding off the top (001) surface of the step, more than
5 Å from the step–edge itself. The further from the step edge at which the collisions
occurred, the more stable and therefore the more resistant the surface with respect to
penetration. In this work, a “penetration” of the surface is said to occur when the centre
of mass of the incoming molecule passes through the (001) surface of the step. None
of the molecules had sufficient energy to penetrate the molecular crystal and simply
rebounded out of the system. At Ei = 5 eV and 10 eV, all of the incident molecules which
were subsequently ejected did manage to penetrate the surface. The molecules were then
rejected by the molecules in the molecular crystal by rebounding off the layer below and
being channelled back up through the crystal structure (essentially “bouncing” off the
“mattress” provided by the fixed bottom layer).
Random orientation collisions, velocity normal to surface (θi = 0◦).
We froze the atomic vibrations and rotational energies of the molecule and altered the
orientation of the molecule as it hit the molecular surface. The collisions were car-
ried out on the same impact zone as before but at just three collision points a) on the
step–edge, b) 5 Å from the step edge and c) 11 Å from the step–edge. The random
orientation of the molecule combined with its large long axis (approx. 14 Å) ensured
that the actual point of contact of the molecule with the surface varied even though the
centre of mass collision trajectories remained the same. By averaging data over the three
collision points, we were able to compare directly to the vertical orientation results. Fig-
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(a) (b)
Figure 5.10: (a) Destination of randomly oriented incident molecules as a histogram for
different incident energies; colour key as given on the right hand side of the histogram.
(b) Illustration of the three initial positions chosen for the collisions as a function of
orientation. The centre of mass is i) on the step–edge, ii) 5 Å and iii) 11 Å from the
step–edge. For clarity, the molecules are shown in the vertical position parallel to the
step. Twenty five random orientations sharing the same centre of mass are generated for
each case.
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ure 5.10 shows a quite different dependence on Ei to the vertically oriented case for the
destination of the incident molecule. There is a smoother, more gradual transition across
energies from the thermal case where, again, almost all molecules remain on top of the
step, to the high energy collisions where molecules are ejected from the system or are
incorporated into the existing crystal structure by insertion. For Ei = 1 eV collisions, in
contrast to that for vertically aligned molecules where ejections were a disproportion-
ately high occurrence, the random orientations reduce the number of ejections at 1 eV
to fit within the general trend of an increase of ejections with increasing Ei.
The angles φ and ϕ categorize the orientation of the molecule: φ measures the angle
from verticality; thus, φ = 0◦ represents a vertical molecule. ϕ is the angle that the
molecular plane forms with the surface normal, ϕ = 90◦ represents a molecule lying
parallel to the surface. In Figures 5.11 to 5.16 we plot the occurrence of specific ‘events’
for all collisions at ‘point iii’, 11 Å from the step–edge and for all collisions at ‘point
i’, on the step–edge, as a function of orientation. The situation was far more varied for
collisions 11 Å from the step–edge. Figure 5.11 shows that all the molecules that were
able to penetrate the surface occurred where Ei = 2 eV or above and relatively vertical
(φ ≤ 30◦) in orientation or, were displaying a leading edge to the surface (ϕ ≤ 20◦).
As the molecules strayed from a vertical orientation, greater incident kinetic energy was
needed to penetrate the surface. Figure 5.12 shows a concentration of vertically oriented
(φ ≤ 20◦), Ei = 1 eV molecules being ejected from the system. The same orientations
which caused penetrations of the surface for Ei = 2 eV molecules caused the Ei = 1 eV
molecules to rebound back out of the system. This can be attributed to the stiffness
of the molecule as the momentum is carried along its vertical axis. The molecules did
not topple over after hitting the surface and therefore the attractive interactions with the
surface were restricted to van der Waals forces between hydrogen atoms. (A simple
analogy would be dropping a rigid object such as a pen onto a carpeted floor. When the
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Figure 5.11: Molecules penetrating the (001) terrace as a function of the angles φ and ϕ
for collisions 11 Å from step–edge. Cartoons at the vertices represent the orientations
representative of the molecule at the respective corners of the graphs: Vertically oriented
molecules are found at the origin, horizontally oriented molecules with a leading edge
facing the surface at the bottom right, and horizontal molecules with the molecular plane
parallel to the surface are shown in the top right hand corner. All collision points are
marked for completeness. A successful occurrence of the event is marked by a coloured
circle representing the energy of the incident molecule.
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Figure 5.12: Molecules ejected as a function of angles φ and ϕ for collisions 11 Å from
the step–edge.
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Figure 5.13: Molecules remaining on (001) terrace as a function of angles φ and ϕ for
collisions 11 Å from the step–edge.
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Figure 5.14: Molecules penetrating the (001) terrace as a function of angles φ and ϕ for
collisions at the step–edge.
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Figure 5.15: Molecules ejected as a function of the angles φ and ϕ for collisions at the
step–edge.
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Figure 5.16: Molecules remaining on the (001) terrace as a function of angles φ and ϕ
for collisions at the step–edge.
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pen is oriented at angles close to normal it bounces off with just the leading end having
made contact with the carpet. If the pen is oriented further from normal then the pen
falls over during the collision and bounces back only after having had both ends touch
the carpet.) If the initial collision could not burrow into the surface then the reactive
force dominates and the molecule is forced back off the surface. When the orientation
is far enough from normal that the molecule can fall over during the collision, then
more of the molecule becomes exposed to the surface attractive forces and the chances
of it sticking are increased. Figure 5.13 reinforces the finding that, if molecules are
vertically oriented (φ ≤ 20◦), only molecules of thermal energy will remain on top of
the step–edge leading to 3–D growth.
As reported earlier in the chapter, collisions on the step–edge were dominated
by molecules penetrating the step –a sort of downward funnelling effect of the
step–edge. [39, 40] The distinction between direct insertion events and molecules falling
down the step becomes unclear due to the disruption caused to the step by the arrival
of the incident molecule. Figure 5.14 includes all incident molecules which were trans-
ported downwards into the 1st layer and consists of nearly all incident hyperthermal
energies and values of φ and ϕ except for thermal collisions. Figures 5.15 and 5.16
show the only molecule leaving the system at Ei = 5 eV and the prevalence of ther-
mal molecules which remain on top of the step, respectively. There was no obvious
orientational bias observed for collisions at the step–edge.
Random orientation collisions, velocity non–normal to the surface (θi = 30◦ and
60◦).
We studied the effect of molecular orientation on the fate of molecules with incident
angles 30◦ and 60◦. At these values of θi, the effect of molecular orientation was found
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not to be significant and θi itself was the far more dominant variable probably due to
the relatively upright orientation of the pentacene molecules within the crystal structure.
As described earlier, increasing θi was found to minimize the number of direct insertion
events and lead to more ejections from the system by rebounding off the top surface. In
this study we noticed other rarer events, such as surface molecules being scattered by
the incident molecule, or being transported up or down a layer. These events did not
occur frequently enough to warrant numerical study.
5.4 Justification of assumptions and simulation methods
5.4.1 Single molecule ab initio calculations.
To investigate the suggestion that fragmentation of pentacene could play a role at higher
incident energies, we have complemented our MD studies with ab initio calculations to
estimate the strain imposed on molecules within the system and confirm that we are not
operating within a bond–breaking regime. To test the internal strain on molecules we
extracted the trajectories of a number of molecules with high kinetic energy as they un-
derwent a collision with the pentacene surface and examined the internal energy of each
molecule. Every 0.1 ps for the first 2 ps, where the distortions were most evident (up
to 30◦ out of plane bending), the isolated single point energies of the incident molecule
were calculated using two methods, firstly the MM3 potential itself and secondly ab
initio MP2 calculations using Gaussian03 [41]. Although not a strictly fair comparison
due to the energetic minima of the molecule for MP2/6-31g(d) calculations resulting in
a slightly longer average bond length, the deviations from a planar molecule seemed to
outweigh this. A typical collision trajectory is shown in Figure 5.17 where, for both
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Figure 5.17: Evolution of the internal energy of a single incident molecule as a function
of time, given a 10 eV incident kinetic energy, calculated with both the semi–empirical
MM3 potential and the ab initio MP2/6-31g(d) model. The time evolution follows the
particle throughout its collision with a surface showing the molecular distortion that
occurs at around 1 ps. The molecular configuration of the incident molecule is shown
below the graph at times corresponding to the energy–time plot given above.
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methods of calculation, the maximum in energy occurred for the same highly distorted
molecule around 1.2 - 1.3 ps. This maximum was an increase of 1.2 eV per molecule
from the minimum configuration; thus, considering the covalent bond strength in the
pentacene system is on the order of 5 eV, the impact energy is not enough to cause the
internal fragmentation of the molecule. An alternative would be to employ the reactive
AIREBO potential [42] to test the limits of the system in this regard, but we are con-
fident that collisions of 10 eV incident kinetic energy are not within the fragmentation
regime for pentacene.
5.4.2 Thermalisation and diffusion in simulations
Table 5.1: Destination of incident molecule for 5 incident energies.
energy(eV) ejected inserted adsorbed
thermal 0 0 10
1 1 0 9
2 0 1 9
5 1 3 6
10 3 3 4
We analysed the thermalisation and diffusion properties of our system using a bulk
surface (i.e., with no step–edge present). The surface consisted of three layers of 5x5
unit cells (5400 atoms in total). Again, the bottom layer was frozen in bulk coordinates
and the top two layers were free to move. For each incident energy (Ei = thermal, 1 eV,
2 eV, 5 eV, 10 eV), ten molecules were fired at the bulk pentacene surface. All incident
molecules were randomly orientated but the incident angle was always 0o. The results
are summarized in Table 5.1 and Figure 5.18. When considering these results it must be
remembered that there are a maximum of only ten trajectories at each incident energy
and, thus, the statistical error will be relatively high.
Table 5.1 shows the destination of the incident molecules. The results are consistent
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with our ‘bulk’ collision point in previous sections. Figure 5.18a shows the average
displacement of molecules still on the surface after 50 ps. For molecules that adsorb on
the surface, the average displacement is largest for the 10 eV collisions (45 Å) but not
greatly larger than the thermal collisions (25 Å) remembering that pentacene is 15 Å in
length). When insertions are also considered, this value decreases significantly because
the inserted molecules remain static in an interstitial site and the average displacement
is more or less constant over all energies. Importantly, looking at Figure 5.18b, the
increased displacement of the higher energy molecules is due to the movement in the
first 25 ps. From visualizations of these trajectories it is apparent that this is when the
molecule is not ‘bound’ to the surface but is on a secondary bounce. It would be hard
to describe this as surface diffusion but more a part of the collision event itself. After
10 ps there is very little difference in the trend of displacement versus time across all
energies. The temperature of the system was also stable by 10 ps with none of the system
temperatures rising above 310 K.
5.5 Conclusions
By a comparison of Molecular Dynamics simulations of pentacene hyperthermal de-
position and experimental results, we have examined the dynamics of adsorption of
pentacene on both an inorganic substrate (SiO2) and an organic substrate. There are sig-
nificant differences between the kinetics of growth in the monolayer regime (on SiO2),
and that in the multilayer regime (which are greatest at normal incidence and increas-
ingly so with increasing incident kinetic energy).
Results from Molecular Dynamics are almost quantitatively identical to experiment
and explain that direct insertion of molecules into the topmost layer contributes signifi-
146
Figure 5.18: Average displacement (in Angstroms) for molecules remaining on the sur-
face with θi = 0 a) after 50 ps and b) a comparison of the first and second 25 ps.
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cantly. Moreover, the ability of molecules to insert into the topmost layer is more facile
near step–edges. Such insertion events may be expected to play a role in the dynamics
of growth, possibly promoting smooth layer–by–layer growth, but experimental obser-
vations to date are contradictory. On the other hand, insertion events might also trigger
other effects due to the generation of interstitial species and the accompanying strain
that is introduced.
The effect of molecular orientation on the deposition event of a pentacene molecule
colliding with the pentacene (010) step–edge was also investigated. For incident an-
gle θi = 0◦, a vertical orientation of the molecule (φ ≤ 20◦) greatly enhanced direct
insertions at all hyperthermal values of Ei. If direct insertion was not observed, then
the incident molecule was ejected in preference to remaining on top of the step, hence
promoting growth of 2–D films. For randomly orientated molecules, a more gradual
transition to 2–D growth was observed with increasing Ei. A detailed characterization
of the pentacene molecular beam is therefore necessary to determine the optimal en-
ergy at which to deposit. Where more glancing angles of incidence (θi = 30◦ and 60◦)
were used, the orientational bias was lost and very few direct insertion events were ob-
served. The proximity of the collision to the step–edge was also an important factor.
A downward funnelling mechanism at the step–edge was observed for all hyperthermal
energies with no particular molecular orientational bias. Ab initio calculations on dis-
torted pentacene molecules extracted from the MD simulations confirmed that we are
not operating in a bond–breaking regime where molecules would preferentially frag-
ment upon impact. Further, we showed the instantaneous nature of the collision event
by examining the diffusion of incident pentacene molecules on a bulk surface.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Accomplishments
The incredibly rich field of small organic molecular electronics, whilst still being a
relatively new concept, has exploded in research activity in recent years. The more tra-
ditional inorganic semiconductor building blocks have established manufacturing tech-
niques with well defined problems associated with patterning, lithography and anneal-
ing whereas the small organic molecule community has been forced by materials’ con-
straints to take a different approach: Beyond the thermal budget associated with process-
ing these molecules, the anisotropy of orientational preference to stack that is associated
with these molecules, combined with the larger particle size (compared to atomic Si and
SiGe systems, say) and their weak intermolecular interactions creates many obstacles in
the quest to produce consistent, reproducible, commercial devices, even as these very
same qualities are responsible for the inherent richness and diversity of the field of small
organic molecules.
This thesis has attempted to illuminate some of the properties of these systems
through molecular modelling. Previously there was very little understanding of even
very basic issues of thin film growth of small organic molecules, for instance, the combi-
nation of transport, thermodynamics and kinetics, that occur for deposition and growth
of thin films of these molecular crystals, here observed through Molecular Dynamics
trajectories [1]. Even the observation that single planar molecules such as pentacene
(and most of the other molecules studied here) lie down on the (001) surface, rather
than stand up, when diffusing was not established beyond a static energy minimization
picture. The latter observation has led to further investigation within our group on the
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diffusive properties of organic molecules (see Cantrell et al. [2]) which, in turn, has
opened up further areas of study of heterojunctions. The hyperthermal deposition sim-
ulations of pentacene, described in this thesis, have also led to further work within our
research group, investigating the role of Self Assembled Monolayers either to assist or
frustrate the growth of more exotic organic thin films than pentacene.
Some of the specific achievements described in this thesis can be summarised as
follows:
1. Understanding the Ehrlich–Schwo¨ebel barrier of organic molecules
Firstly, a detailed examination of the Ehrlich–Schwo¨ebel barrier of the small organic
molecule, sexiphenyl, which has the rotational freedom to twist and bend, led to the
generally applicable conclusion that the nature of this barrier for molecular systems is
far richer than had been previously understood. While the barriers for atomic systems
can be represented by one value, it was shown that, for molecular systems, step-edge
energy barriers depend sensitively on approach angle to the step-edge and that this, in
turn, depends sensitively on the ability of the molecule to explore rotational degrees of
freedom. As an example, sexiphenyl was used to explore how the degree to which the
molecule was allowed to twist and bend affected the value of the Ehrlich–Schwo¨ebel bar-
rier. The adequacy of the empirical molecular mechanics MM3π model was established
by comparison to numerous DFT models before using MM3π to represent the minimum
energy path of sexiphenyl over a step-edge. The conformational flexibility of sexiphenyl
led to a complicated mechanism of descent over a step-edge involving a combination of
bending and twisting of the molecule that rigid models failed to capture, yet which only
had a small effect on the magnitude of the barrier. A lower bound of 32.5 kJ/mol for the
energy barrier at the commonly encountered (100) step-edge was reported. Also shown
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was the importance of selecting a sufficiently representative intermolecular potential
model and of employing an appropriately conducted search mechanism.
Secondly, the same search method was employed for six other commonly encoun-
tered organic molecules of differing size and shape (anthracene, tetracene, pentacene, di-
indenoperylene, rubrene and C60) in an attempt to better understand the some of the un-
derlying mechanisms of the step-edge barrier. The self-Schwo¨ebel barriers were found
to correlate well with both the Crystal Cohesive Energy and the binding energy to the
top surface. We are the first to consider the heteroepitaxial barriers that occur when a
molecule diffuses over a surface of a different type of molecule. We found that a cor-
relation with the binding energy correlation was again a good measure of the step-edge
barrier and will know allow researchers to estimate these barriers, reasonably accurately,
without having to perform any molecular simulations and based solely on the geomet-
ric and energetic characteristics of the molecule . Several general rules for step-edge
descent were discovered, primarily, the preference of long planar molecules to log-roll
over the step-edge at angles that are within about 20 degrees off parallel to the step-edge.
2. Modelling the hyperthermal deposition of pentacene molecules
Significant insight into the molecular-level processes involved in the hyperthermal de-
position of pentacene was achieved through Molecular Dynamics simulations. Exper-
imental results from the Engstrom group over a similar range of incident energies (0-
10 eV) and angles (30–90o) revealed a change in the dynamics of growth of pentacene
on SiO2 compared to that on pentacene itself (at incident energies at and above 2 eV, the
rate of growth accelerates, moving from the sub–mono-layer to the multilayer regime).
Molecular-scale insight from simulation attributed a significant contribution to this ef-
fect to molecular insertion events into the topmost layer of the pentacene thin film.
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Insertion also occurred on terrace sites at incident kinetic energies as low as 1 eV and is,
we predict, more likely at step-edges than on terraces, though this detailed information
is beyond the ability of experiments to confirm at this time.
The factors affecting the behaviour of an incident pentacene molecule colliding with
the pentacene (010) step-edge were also examined with particular attention paid to the
effect of molecular orientation in conjunction with incident kinetic energy (Ei) and angle
(θi) of the incoming molecule and proximity of the collision of the incoming molecule to
the step-edge. We predicted that ideal 2–D growth, manipulated through the experimen-
tally controllable parameters, Ei and θi, could be enhanced if the molecular orientation
within the beam could be controlled. For θi = 0◦, when the momentum of the incident
molecule is aligned along the long axis of the molecule, downward inter–layer transport
of the incident molecule is dominant for all hyperthermal energies. When the molecular
orientation is random, higher energies must be employed to achieve the same degree
of downward inter–layer transport. For non–zero values of θi, the mechanism for 2–D
growth moves away from direct insertions thus reducing the bias on molecular orienta-
tion.
6.2 Future work
The large volume of fundamental energy barriers and probabilities for molecular events
that were generated for these archetypal small organic molecules is ideal to be used as
the input for a Kinetic Monte Carlo simulation. Such a framework is currently being
devised within the Clancy group. The MM3(π) potential has been shown to provide an
accurate description of the potential energy of the systems studied here at reasonable
computational cost and is therefore a powerful tool. However, as has been shown in the
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preceding chapters, the search method/framework is as important, if not more so, in dis-
covering accurate energy barriers in complex systems. An incorporation of the potential
into either a well researched Nudged Elastic Band or Transition Path Sampling [3] based
framework would hopefully lead to a more robust method in finding molecular level en-
ergy barriers. In order to implement such a system it may be necessary to interface with
Allinger’s original code in C rather than the TINKER [4] modelling package (which has
just undergone a new release). Although the tools within are TINKER are useful, they
are not altogether easily adaptable due to the self-contained nature of the package.
In summary, this thesis has highlighted the complex nature of a representative set
of small organic molecules and has advanced our fundamental understanding of the
dynamics of organic molecular systems. This advance has been achieved largely through
use of the semi-empirical MM3π potential. By careful comparison of the ability of
many semi-empirical intermolecular potential energy models to those of more accurate
ab initio calculations, we have shown the efficacy of these relatively simple models.
Previous work has not recognized the ability of these models to capture the intricacies
of these systems. Estimating how far this good correlation can be extended to molecules
that contain atom types beyond carbon and hydrogen would be an interesting next step.
However, despite the success of semi-empirical (“all-atom”) models, they are still
computationally intensive enough that there is still a very considerable incentive to ex-
plore to what extent we can exploit a more coarse-grained approach, such as ellipsoidal
potentials of the Gay–Berne variety [5] for materials processing simulations of film
growth and the extent to which such models are able to retain key properties of the
system. This endeavour is still at a fairly primitive stage and represents an interesting
extension of the work described in this thesis.
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