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Àííîòàöèÿ
Â ñòàòüå ðàññìàòðèâàþòñÿ ñîâðåìåííûå ìåòîäû ìàøèííîãî îáó÷åíèÿ, ïðèìåíÿåìûå â
çàäà÷àõ îáðàáîòêè åñòåñòâåííîãî ÿçûêà. Îáñóæäàþòñÿ êëàññè÷åñêèå çàäà÷è, â òîì ÷èñëå
çàäà÷è ìîðîëîãè÷åñêîãî è ñèíòàêñè÷åñêîãî àíàëèçà òåêñòîâ. Îñîáîå âíèìàíèå óäåëåíî
ìåòîäàì ìàøèííîãî îáó÷åíèÿ, ïðèìåíÿåìûì äëÿ ïîñòðîåíèÿ îíòîëîãè÷åñêèõ ìîäåëåé.
Êëþ÷åâûå ñëîâà: ìåòîäû ìàøèííîãî îáó÷åíèÿ, àíàëèç åñòåñòâåííîãî ÿçûêà, ìîð-
îëîãèÿ, ñèíòàêñèñ, ñåìàíòèêà, îíòîëîãèè.
Ââåäåíèå
Èññëåäîâàíèÿ â îáëàñòè ðàçðàáîòêè ïðîãðàììíîãî îáåñïå÷åíèÿ äëÿ çàäà÷
îáðàáîòêè åñòåñòâåííîãî ÿçûêà (Natural Language Proessing  NLP, Language
Engineering  LE) àêòèâíî ðàçâèâàþòñÿ â ðàçëè÷íûõ èññëåäîâàòåëüñêèõ ïàðàäèã-
ìàõ. Óñòîé÷èâûå òåíäåíöèè ïîñëåäíåãî äåñÿòèëåòèÿ â îáëàñòè LE ñâÿçàíû ñ øè-
ðîêîìàñøòàáíûìè èññëåäîâàíèÿìè â îáëàñòè ðàçðàáîòêè è ïðèìåíåíèÿ ñòàòèñòè-
÷åñêèõ ìåòîäîâ è ìåòîäîâ ìàøèííîãî îáó÷åíèÿ (Mahine Learning  ML). Õàðàê-
òåðíûìè ÷åðòàìè òàêèõ èññëåäîâàíèé ÿâëÿþòñÿ:
• èñïîëüçîâàíèå ýìïèðè÷åñêèõ ìåòîäîâ ñ òî÷íûìè êðèòåðèÿìè îöåíîê;
• ðàñøèðåíèå ñåðû ïðèìåíåíèÿ ñòàòèñòè÷åñêèõ ìåòîäîâ;
• èñïîëüçîâàíèå áîëüøèõ ðåñóðñîâ äàííûõ (òåêñòîâûå áàçû äàííûõ, îíòîëîãèè,
òåçàóðóñû, êîðïóñà òåêñòîâ);
• ïðèìåíåíèå NLP-òåõíîëîãèé â ðåàëüíûõ îáëàñòÿõ.
Ìîæíî âûäåëèòü ðÿä êëþ÷åâûõ ïðîáëåì äàííîãî ïîäõîäà. Ýåêòèâíîñòü ðàç-
ðàáîòêè íàïðÿìóþ ñâÿçàíà ñ íàëè÷èåì áîëüøèõ è ñâåðõáîëüøèõ ðåñóðñîâ  ðàçìå-
÷åííûõ êîðïóñîâ òåêñòîâ, îíòîëîãèé è òåçàóðóñîâ. Âåñüìà âàæíûì ÿâëÿåòñÿ àñïåêò
ñòàíäàðòèçàöèè ðàçðàáîòêè, è â íàñòîÿùåå âðåìÿ äå-àêòî ñëîæèëñÿ ðÿä ñòàíäàð-
òîâ, íàïðèìåð, ñòàíäàðò WordNet [77℄ äëÿ ëåêñè÷åñêèõ îíòîëîãèé èëè ñòàíäàðò
PennTreeBank [51, 60℄ äëÿ ñèíòàêñè÷åñêè ðàçìå÷åííûõ êîðïóñîâ òåêñòîâ è äð.
Äðóãîé ïðîáëåìîé ÿâëÿåòñÿ îöåíêà ýåêòèâíîñòè èñïîëüçóåìûõ ýìïèðè÷å-
ñêèõ êðèòåðèåâ. Ìåòðèêè ÷èñëîâûõ îöåíîê â LE ïîäîáíû õîðîøî èçâåñòíûì â
ñèñòåìàõ èçâëå÷åíèÿ èíîðìàöèè ïîíÿòèÿì ¾òî÷íîñòü¿ (preision) è ¾ïîëíîòà¿
(reall). Â îñíîâå ïîëó÷åíèÿ îöåíîê ëåæèò ñðàâíåíèå ðåçóëüòàòîâ ðàáîòû ÷åëîâåêà-
àíàëèòèêà è êîìïüþòåðíîé ïðîãðàììû ïðè ðåøåíèè îïðåäåëåííîé çàäà÷è. Ñëåäóåò
îòìåòèòü, ÷òî îáëàñòè ïðèìåíåíèÿ ñðàâíèòåëüíûõ îöåíîê â LE ïîñòîÿííî ðàñøè-
ðÿþòñÿ.
Âîçðàñòàþùåå èñïîëüçîâàíèå ñòàòèñòè÷åñêèõ ìåòîäîâ â çàäà÷àõ LE ïîðîæäàåò
íåêîòîðûé îòõîä îò ìåòîäîâ èññëåäîâàíèÿ è ìîäåëèðîâàíèÿ ãëóáèííûõ ìåõàíèç-
ìîâ, ëåæàùèõ â îñíîâå ìûøëåíèÿ è ÿçûêà ÷åëîâåêà. Ñòàòèñòè÷åñêèå ìåòîäû â NLP
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ïîçâîëÿþò äîñòèãíóòü îïðåäåëåííûõ ðåçóëüòàòîâ â ðåøåíèè ðÿäà çàäà÷ (ðàñïîçíà-
âàíèå ðå÷è, ðàçðåøåíèå ìíîãîçíà÷íîñòè, àííîòèðîâàíèå òåêñòîâ è äð.), îäíàêî,
ïðåäñòàâëÿåòñÿ ïåðñïåêòèâíûì èñïîëüçîâàíèå ãèáðèäíûõ ìîäåëåé, â êîòîðûõ èñ-
ïîëüçóåòñÿ ðàçëè÷íàÿ òåõíèêà, â òîì ÷èñëå èíòðîñïåêòèâíûå ìåòîäû.
Îäíèì èç ïåðñïåêòèâíûõ íàïðàâëåíèé èññëåäîâàíèé â îáëàñòè èçâëå÷åíèÿ èí-
îðìàöèè (Information Extration  IE) ÿâëÿåòñÿ íàïðàâëåíèå ¾ìàøèííîãî îáó÷å-
íèÿ¿. Êîìïüþòåðíûå ñèñòåìû, ðåàëèçóþùèå ìåòîäû ML, îðèåíòèðîâàíû íà ïî-
ëó÷åíèå íîâûõ çíàíèé â ðåçóëüòàòå àâòîìàòèçàöèè ïðîöåññà îáó÷åíèÿ. Ìåòîäû
àâòîìàòè÷åñêîãî ïîëó÷åíèÿ íîâûõ çíàíèé íà îñíîâå ýìïèðè÷åñêèõ äàííûõ ìîæ-
íî óñïåøíî ïðèìåíÿòü äëÿ îðìèðîâàíèÿ áàç çíàíèé. Ýòî îáñòîÿòåëüñòâî äåëàåò
àêòóàëüíûìè èññëåäîâàíèÿ â îáëàñòè îáó÷åíèÿ ÿçûêó (Language Learning), ðåçóëü-
òàòû êîòîðûõ ïðèìåíèìû â ïðàêòè÷åñêèõ ïðèëîæåíèÿõ NLP-ñèñòåì. Ìîæíî óêà-
çàòü íåñêîëüêî ïðè÷èí, ïî êîòîðûì èññëåäîâàíèÿ ïî ML ñòàíîâÿòñÿ ïîëåçíûìè â
ðàçðàáîòêàõ NLP.
1. Ñëîæíîñòü çàäà÷. ßçûê ÿâëÿåòñÿ ñëîæíîîðãàíèçîâàííûì îáúåêòîì. Ïîëíàÿ
ìîäåëü ÿçûêà ïðåäñòàâëÿåò ñëîæíîå âçàèìîäåéñòâèå ðåãóëÿðíîñòåé, íåðåãóëÿðíî-
ñòåé, çîí èñêëþ÷åíèé è äðóãèõ ÿâëåíèé. àçðàáîòêà òàêîé ìîäåëè ìîæåò áûòü
íà÷àòà ñ ðàçðàáîòêè ìîäåëåé îòäåëüíûõ ïîäúÿçûêîâ, îïèñûâàþùèõ îòíîñèòåëüíî
ïðîñòûå ñåìàíòè÷åñêèå îáëàñòè (íàïðèìåð, ìåäèöèíñêàÿ äèàãíîñòèêà è ò. ï.).
2. åàëüíûå ïðèëîæåíèÿ. Â íàñòîÿùåå âðåìÿ ñóùåñòâóåò îãðîìíûé ðûíîê NLP-
ïðèëîæåíèé (ìàøèííûé ïåðåâîä, ðååðèðîâàíèå è äð.). Ìåòîäû ML íåñîìíåííî
ìîãóò áûòü ïîëåçíû â ðåøåíèè ðÿäà âàæíûõ ïðîáëåì NLP-ñèñòåì.
3. Äîñòóïíîñòü áîëüøèõ ðåñóðñîâ äàííûõ. Ñòàíäàðòèçàöèÿ è îòêðûòîñòü ìíî-
ãèõ âàæíûõ ðåñóðñîâ îáåñïå÷èâàåò íåîáõîäèìóþ ðåñóðñíóþ ñîñòàâëÿþùóþ ìåòî-
äîâ ML.
1. Êëàññèèêàöèÿ ìåòîäîâ ìàøèííîãî îáó÷åíèÿ
Ìåòîäû ìàøèííîãî îáó÷åíèÿ ÿâëÿþòñÿ ìåòîäàìè îáó÷åíèÿ êëàññèèêàöèÿì
îáúåêòîâ, ïðåäñòàâëåííûõ îïèñàíèÿìè â ïðèçíàêîâûõ ïðîñòðàíñòâàõ. Öåëü îáó-
÷åíèÿ åñòü ïîëó÷åíèå íåîáõîäèìûõ è äîñòàòî÷íûõ ïðàâèë, ñ ïîìîùüþ êîòîðûõ
ìîæíî ïðîèçâåñòè êëàññèèêàöèþ íîâûõ îáúåêòîâ, ñõîäíûõ ñ òåìè, êîòîðûå ñî-
ñòàâëÿëè îáó÷àþùóþ âûáîðêó (îáó÷åíèå ñ ó÷èòåëåì  supervised learning). Ïðè
ýòîì êàæäûé îáó÷àþùèé ïðèìåð (îïèñàíèå îáúåêòà) èìååò ìåòêó, ïîêàçûâàþ-
ùóþ, ê êàêîìó êëàññó îí ïðèíàäëåæèò. Ìîæíî ñêàçàòü, ÷òî â ýòîì ñëó÷àå ñòðîèòñÿ
êëàññèèêàòîð (ðèñ. 1), êîòîðûé ïðåäñêàçûâàåò êëàññ ïðåäúÿâëåííîãî îáúåêòà ïî
àíàëîãèè ñ ¾ó÷èòåëåì¿. Â ñëó÷àå íåïðåðûâíûõ ïðèçíàêîâ êëàññèèêàöèþ íàçûâà-
þò ðåãðåññèåé.
Ïðè îáó÷åíèè áåç ó÷èòåëÿ (unsupervised learning) ñòàâèòñÿ çàäà÷à îáúåäèíå-
íèÿ îáúåêòîâ â ãðóïïû, ïîïàðíî íå ïåðåñåêàþùèåñÿ, íà îñíîâå çàäàííîé ìåðû èõ
ñõîäñòâà/ðàçëè÷èÿ. Òàêóþ çàäà÷ó ÷àñòî íàçûâàþò êëàñòåðèçàöèé îáúåêòîâ. Ìåðà
ñõîäñòâà/ðàçëè÷èÿ â ïðèçíàêîâîì ïðîñòðàíñòâå èñïîëüçóåòñÿ â ðåøàþùåì ïðà-
âèëå ïðè îòíåñåíèè ê îäíîé èç ïîëó÷åííûõ ãðóïï íîâûõ îáúåêòîâ, íå âõîäÿùèõ
â îáó÷àþùóþ âûáîðêó. Îáó÷åíèå áåç ó÷èòåëÿ îáû÷íî ïðèìåíÿåòñÿ äëÿ àíàëèçà
ñòðóêòóðû äàííûõ, íî òàêæå è äëÿ îðìèðîâàíèÿ îáó÷àþùåé âûáîðêè ïðè ïîñëå-
äóþùåì ïðèìåíåíèè îáó÷åíèÿ ñ ó÷èòåëåì ñ öåëüþ íàéòè ïðàâèëà êëàññèèêàöèè,
îïèñûâàþùèå ïîëó÷åííîå ðàçáèåíèå îáúåêòîâ íà ãðóïïû (êëàññû) â ïðîñòðàíñòâå
ïðèçíàêîâ.
Êëþ÷åâûìè ìîìåíòàìè ìàøèííîãî îáó÷åíèÿ ÿâëÿþòñÿ:
1) âûáîð è îðìèðîâàíèå ïðèçíàêîâîãî ïðîñòðàíñòâà;
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2) ïðîâåðêà ãèïîòåç î ðàçëè÷èìîñòè/ñõîäñòâå îáúåêòîâ è êëàññîâ îáúåê-
òîâ; çàäàíèå áèíàðíûõ îïåðàöèé ñõîäñòâà-ðàçëè÷èÿ îáúåêòîâ; çàäàíèå ìåð ñõîä-
ñòâà/ðàçëè÷èÿ äëÿ êëàññîâ îáúåêòîâ;
3) îðìèðîâàíèå îáó÷àþùåé âûáîðêè;
4) îðìèðîâàíèå êîíòðîëüíîé âûáîðêè;
5) àäåêâàòíûé âûáîð àëãîðèòìà îáó÷åíèÿ.
Åñëè âûáîð ïðèçíàêîâîãî ïðîñòðàíñòâà îïðåäåëÿåò çàäà÷ó îáó÷åíèÿ, ãëàâíûì
îáðàçîì, ñîäåðæàòåëüíî, òî îðìèðîâàíèå îáó÷àþùåé è êîíòðîëüíîé âûáîðîê îò-
âå÷àåò çà òî÷íîñòü, áûñòðîòó è ýåêòèâíîñòü îáó÷åíèÿ. Ñ ïîìîùüþ ïðàâèëüíî
âûáðàííûõ ïðèìåðîâ ìîæíî íàïðàâëÿòü ïðîöåññ îáó÷åíèÿ. Ïîøàãîâûå ïðîöåäó-
ðû îáó÷åíèÿ è âûáîð ïîñëåäîâàòåëüíîñòè ïðèìåðîâ (îò ïðîñòîãî ê ñëîæíîìó)
ïîçâîëÿþò òàêæå ìèíèìèçèðîâàòü ÷èñëî ïðèìåðîâ, íåîáõîäèìûõ äëÿ îáó÷åíèÿ.
Êîíòðîëüíàÿ âûáîðêà íåîáõîäèìà íå òîëüêî äëÿ ïðîâåðêè ïðàâèëüíîñòè ðàáîòû
êëàññèèêàòîðà, íî è äëÿ öåëåíàïðàâëåííîãî ¾äîó÷èâàíèÿ¿ êëàññèèêàòîðà, åãî
èñïðàâëåíèÿ, ìîäèèêàöèè, ïðèäàíèÿ åìó òðåáóåìûõ ñâîéñòâ.
Äîñòàòî÷íî åñòåñòâåííî ìîæíî ðàññìàòðèâàòü NLP-çàäà÷è êàê çàäà÷è êëàññè-
èêàöèè ML. Äåéñòâèòåëüíî, â çàäà÷àõ ëèíãâèñòè÷åñêèõ êëàññèèêàöèé òðåáóåòñÿ
ïîñòðîèòü (ðàñïîçíàòü) êëàññ (êàòåãîðèþ) îáúåêòîâ, çàäàííûõ íåêîòîðûì îïèñàíè-
åì. Êàòåãîðèÿ îáû÷íî âûáèðàåòñÿ èç íåêîòîðîãî ìíîæåñòâà âîçìîæíûõ çíà÷åíèé.
Òåì ñàìûì ëèíãâèñòè÷åñêèå çàäà÷è ìîãóò áûòü ïåðåîïðåäåëåíû êàê çàäà÷è â êîí-
òåêñòå ML.
Ïðèâåäåì íåñêîëüêî ïðèìåðîâ ïîñòðîåíèÿ êëàññèèêàöèé â NLP-çàäà÷àõ.
1) Çàäà÷à êëàññèèêàöèè òåêñòîâûõ äîêóìåíòîâ.
Îáúåêòû: Òåêñòîâûå äîêóìåíòû Dj , j = 1, . . . , n ;
Çàäà÷à: Ïîëó÷èòü ïðàâèëà äëÿ êëàññèèêàöèè òåêñòîâ (îáó÷åíèå ñ ó÷èòåëåì);
Ïðèçíàêè: Êëþ÷åâûå ñëîâà Ti , i = 1, . . . , t ;
Âåêòîð ïðèçíàêîâ Wj , îïèñûâàþùèé äîêóìåíò Dj :
à) êîìïîíåíòà âåêòîðà wij Î {1,0}, ãäå 1 îçíà÷àåò ïðèñóòñòâèå êëþ÷åâîãî ñëîâà
Ti â òåêñòå Dj , 0  åãî îòñóòñòâèå; íàïðèìåð, Wj = [011110] , òî åñòü T1 , T6
îòñóòñòâóþò â Dj ; T2 , T3 , T4 , T5 ïðèñóòñòâóþò;
á) êîìïîíåíòà âåêòîðà wij Î {1,0}  ïîêàçûâàåò ÷àñòîòó âñòðå÷àåìîñòè êëþ-
÷åâîãî ñëîâà Ti â äîêóìåíòå Dj , íàïðèìåð, Wj = [0.00 1.00 0.10 0.75 0.90
1.00℄.
2) Çàäà÷à ïîñòðîåíèÿ ïðåäìåòíîé îíòîëîãèè íà îñíîâå òåêñòà (ïðèìåð âçÿò èç
ñòàòüè [19℄).
Îáúåêòû: ñóùåñòâèòåëüíûå â ðîëÿõ àãåíòà èëè ïðÿìîãî îáúåêòà ãëàãîëà â ïðåä-
ëîæåíèè.
Ïðèçíàêè: ãëàãîëû, ñ êîòîðûìè àññîöèèðîâàíû ñóùåñòâèòåëüíûå.
8 Ê.À. ÍÀÉÄÅÍÎÂÀ, Î.À. ÍÅÂÇÎÎÂÀ
Òàáë. 1













Car X X X
Bike X X X X
Exursion X X
Trip X X
Òàê, èç ðåêëàìíîãî òåêñòà òóðèñòè÷åñêîãî àãåíòñòâà, èçâëåêàåòñÿ ñëåäóþùèå
îòíîøåíèÿ (òàáë. 1), ñâÿçûâàþùèå îáúåêòû (ñòðîêè òàáëèöû) è ïðèçíàêè (ñòîëáöû
òàáëèöû):
Íà îñíîâå ïîëó÷åííûõ îïèñàíèé îáúåêòîâ (òåðìèíîâ ïðåäìåòíîé îáëàñòè) ìîæ-
íî ïîñòðîèòü ñëåäóþùóþ êëàññèèêàöèþ (îíòîëîãèþ) îáúåêòîâ (ðèñ. 2).
hotelJoinable rentable





Ñèíòàêñè÷åñêèå çàâèñèìîñòè, â ÷àñòíîñòè, ìåæäó ãëàãîëîì è åãî àðãóìåíòàìè,
èñïîëüçóþòñÿ äîâîëüíî ÷àñòî â êà÷åñòâå ïðèçíàêîâ ïðè âûäåëåíèè ñåìàíòè÷åñêèõ
îòíîøåíèé èç òåêñòà. Ýòà èäåÿ ðàçâèâàåòñÿ â ðàáîòàõ [10, 17, 30, 41, 69℄. Çäåñü
âàæíî íàéòè âåðíûé óðîâåíü ãåíåðàëèçàöèè äëÿ ãëàãîëüíûõ àðãóìåíòîâ ïî îò-
íîøåíèþ ê çàäàííîé êîíöåïòóàëüíîé èåðàðõèè. Ýòîìó ïîäõîäó óäåëÿåòñÿ ìíîãî
âíèìàíèÿ â êîìïüþòåðíîé ëèíãâèñòèêå â êîíòåêñòå òàê íàçûâàåìûõ ñåëåêòèâíûõ
îãðàíè÷åíèé [23, 64, 65℄. Äðóãàÿ çàäà÷à  âûäåëèòü ãëàãîëû, îáîçíà÷àþùèå îä-
íî è òî æå îíòîëîãè÷åñêîå îòíîøåíèå (ñåìàíòè÷åñêàÿ êëàñòåðèçàöèÿ ãëàãîëîâ), 
ðåøàåòñÿ àíàëîãè÷íî, èñïîëüçóÿ îãðàíè÷åíèÿ íà àðãóìåíòû ãëàãîëà [67℄.
Ëàòåíòíûé ñåìàíòè÷åñêèé àíàëèç (LSA) [46℄ îñíîâàí íà ñòàòèñòè÷åñêîé îöåíêå
ñõîäñòâà ñëîâ ïî èõ çíà÷åíèþ. Çíà÷åíèÿ ñëîâ ñõîäíû, åñëè îíè óïîòðåáëÿþòñÿ â
ñõîäíûõ êîíòåêñòàõ. Çäåñü êîíòåêñò âûñòóïàåò â êà÷åñòâå ïðèçíàêà ñëîâà. Ñìûñ-
ëîâîå ñõîäñòâî êîíòåêñòîâ òàêæå îöåíèâàåòñÿ â LSA. Â ñèñòåìå iSTART [52℄, íà-
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ïðèìåð, ñ ïîìîùüþ LSA âû÷èñëÿåòñÿ ñìûñëîâîå ïîäîáèå ìåæäó ïðåäëîæåíèÿìè
èç ðàçíûõ òåêñòîâ, à òàêæå ìåæäó ëþáûìè òåêñòîâûìè ðàãìåíòàìè.
Â çàäà÷å ñåãìåíòàöèè ïðåäëîæåíèé, ãäå ïîä ñåãìåíòîì ïîíèìàåòñÿ ÷àñòü ïðåä-
ëîæåíèÿ (â ÷àñòíîì ñëó÷àå öåëèêîì ïðîñòîå ïðåäëîæåíèå), âûäåëåííàÿ íà ïèñüìå
çíàêàìè ïóíêòóàöèè è îïèñûâàþùàÿ îòäåëüíóþ ñèòóàöèþ, â êà÷åñòâå êëàññèè-
êàöèîííûõ ïðèçíàêîâ ñëîâ èñïîëüçóåòñÿ èõ ëåêñè÷åñêèé êîíòåêñò. Ïîçèöèÿ ñëîâà
íàçûâàåòñÿ ñåãìåíòíîé ïîçèöèåé, åñëè ñëîâî íà÷èíàåò ñåãìåíò èëè ÿâëÿåòñÿ ãðàíè-
öåé ìåæäó äâóìÿ ñåãìåíòàìè. Âûäåëÿþòñÿ äâà âèäà ëåêñè÷åñêèõ êîíòåêñòîâ: àê-
òèâíûé äëÿ öåëåâîãî ñëîâà â ñåãìåíòíîé ïîçèöèè è íåàêòèâíûé äëÿ äðóãèõ ñëîâ.
Ëåêñè÷åñêèé êîíòåêñò ñëîâà, êàê ïðàâèëî, âêëþ÷àåò ïÿòü ïîçèöèé: ñàìî ñëîâî,
äâà ñëîâà ñïðàâà è äâà ñëîâà ñëåâà îò íåãî. Ëåêñè÷åñêèé êîíòåêñò òàêæå ñîäåðæèò
íåêîòîðóþ äîïîëíèòåëüíóþ èíîðìàöèþ, íàïðèìåð, òåãè (ìåòêè) ÷àñòåé ðå÷è ñëîâ
êîíòåêñòà.
Â çàäà÷å îáíàðóæåíèÿ ñåìàíòè÷åñêèõ îòíîøåíèé ìåæäó ñëîâàìè ïóòåì çàïîë-
íåíèÿ ïóñòûõ ïîçèöèé â ïàòòåðíàõ (øàáëîíàõ), íàïðèìåð, ¾P1 âçàèìîäåéñòâóåò
ñ P2¿, ¾P1 àêòèâèðóåòñÿ ÷åðåç P2¿, ïðèçíàêàìè ìîãóò áûòü ìíîæåñòâî ñëîâ 
Σ1 , ìíîæåñòâî òåãîâ (÷àñòåé ðå÷è)  Σ2 , ñëîâà, ñòîÿùèå ïåðåä P1 è P2  Σ3 è
ò. ä. Òîãäà ñ êàæäîé ïóñòîé ïîçèöèåé øàáëîíà àññîöèèðóåòñÿ âåêòîð ïðèçíàêîâ èç
ìíîæåñòâà Σ = Σ1 × Σ2 · · · × Σk âñåõ âîçìîæíûõ âåêòîðîâ ïðèçíàêîâ.
Òåîðåòè÷åñêè ëþáîå îïðåäåëèìîå îòíîøåíèå ìîæåò ðàññìàòðèâàòüñÿ êàê ïðè-
çíàê, òàê ÷òî âûäåëÿåìûå ïàòòåðíû õàðàêòåðèçóþò òåêñòû, è ñàìè ñâîäÿòñÿ ê
ñïåöèè÷åñêèì èäèîìàòè÷åñêèì, ñèíòàêñè÷åñêèì, ñåìàíòè÷åñêèì îòíîøåíèÿì.
Â òàáë. 2 ïðåäñòàâëåíû ïàòòåðíû ñåìàíòè÷åñêèõ îòíîøåíèé, êîòîðûå âûäåëÿ-
þòñÿ ïðè àâòîìàòè÷åñêîì àííîòèðîâàíèè àíãëîÿçû÷íûõ òåêñòîâ ñ èñïîëüçîâàíèå
Web.
Ýòè îòíîøåíèÿ ðàññìàòðèâàþòñÿ êàê îíòîëîãè÷åñêèå ñòðóêòóðû, òàê êàê èìåíà
ñîáñòâåííûå ñîåäèíÿþòñÿ ñ êëàññàìè èëè êîíöåïòàìè [15, 20, 35, 37, 49℄.
Ìåòîäû ìàøèííîãî îáó÷åíèÿ ïîäðàçäåëÿþòñÿ íà âåðîÿòíîñòíûå è ëîãè÷åñêèå
â çàâèñèìîñòè îò ïðèðîäû îáúåêòîâ è ïðèçíàêîâ è îðìû ïðåäñòàâëåíèÿ óíêöèè
èëè ðåøàþùåãî ïðàâèëà, ñ ïîìîùüþ êîòîðûõ ïðèáëèæàåòñÿ çàäàííàÿ êëàññèè-
êàöèÿ.
Êðàòêî ðàññìîòðèì íåêîòîðûå øèðîêî èçâåñòíûå âåðîÿòíîñòíûå ìåòîäû
ìàøèííîãî îáó÷åíèÿ.
Ìåòîä Áàéåñà [80, 86℄ îïðåäåëÿåò âåðîÿòíîñòü íàñòóïëåíèÿ ñîáûòèÿ â óñëîâèÿõ,
êîãäà íàáëþäàåòñÿ ëèøü íåêîòîðàÿ ÷àñòè÷íàÿ èíîðìàöèÿ î ñîáûòèÿõ, íàïðèìåð,
ïî íàáëþäàåìûì ïðèçíàêàì îïðåäåëÿåòñÿ ïðèíàäëåæíîñòü íåêîòîðîãî îáúåêòà ê
îäíîìó èç çàäàííûõ êëàññîâ.
Ìåòîä îïîðíûõ âåêòîðîâ (Support Vetor Màhine) [25℄ îòíîñèòñÿ ê ëèíåéíûì
ðàçäåëÿþùèì ìåòîäàì. Êàæäûé âåêòîð ïðèçíàêîâ (îáúåêò) ïðåäñòàâëÿåòñÿ òî÷-
êîé â ìíîãîìåðíîì ïðîñòðàíñòâå ïðèçíàêîâ. Ïðè çàäàííîé êëàññèèêàöèè îáú-
åêòîâ ñòðîÿòñÿ äâå ïàðàëëåëüíûå ãèïåðïëîñêîñòè (ãðàíèöû), ðàçäåëÿþùèå îáúåê-
òû ðàçíûõ êëàññîâ, òàêèì îáðàçîì, ÷òî ðàññòîÿíèå ìåæäó ýòèìè ãèïåðïëîñêîñòÿ-
ìè ìàêñèìèçèðóåòñÿ. Ïðèìåðû, ðàñïîëîæåííûå âäîëü ãèïåðïëîñêîñòåé, íàçûâàþò
îïîðíûìè âåêòîðàìè. Çíà÷åíèÿ ïðèçíàêîâ  âåùåñòâåííûå ÷èñëà.
Ê âåðîÿòíîñòíûì ìåòîäàì îòíîñèòñÿ ñêðûòàÿ ìàðêîâñêàÿ ìîäåëü (Íidden
Markov haines) [63℄. Ýòî ñòàòè÷åñêàÿ ìîäåëü, èìèòèðóþùàÿ íåêîòîðûé ïîñëåäî-
âàòåëüíûé ïðîöåññ, â êîòîðîì íà íàáëþäàåìûå ïåðåìåííûå îêàçûâàþò âëèÿíèÿ
ñêðûòûå ñîñòîÿíèÿ. Ïåðåõîä èç îäíîãî ñîñòîÿíèÿ â äðóãîå ïðîèñõîäèò ñ íåêîòîðîé
âåðîÿòíîñòüþ. Ïî ïîñëåäîâàòåëüíîñòè íàáëþäåíèé ìîæíî ïîëó÷èòü èíîðìàöèþ
î ïîñëåäîâàòåëüíîñòè ñîñòîÿíèé.
10 Ê.À. ÍÀÉÄÅÍÎÂÀ, Î.À. ÍÅÂÇÎÎÂÀ
Òàáë. 2
Ïðèìåðû ïàòòåðíîâ ïðè àííîòèðîâàíèè òåêñòîâ ñ èñïîëüçîâàíèåì Web
Ïàòòåðí Ïðèìåð ïàòòåðíà
<CONCEPT>s suh as <INSTANCE> Hotels suh as Ritz
Suh <CONCEPT>s as <INSTANCE> Suh hotels as Hilton
<INSTANCE> (and | or) other
<CONCEPT>
The Eiel Tower and other sights in Paris
<CONCEPT>s, (espeially | inluding)
<INSTANCE>
Presidents, espeially George Washington
The <INSTANCE> <CONCEPT> The Hilton hotel
The <CONCEPT> <INSTANCE> The hotel Hilton
<INSTANCE>, a <CONCEPT> Exelsior, a hotel in the enter of Nany
<INSTANCE> is a <CONCEPT> The Exelsior is a hotel in the enter of
Nany
Íàèáîëåå ðàñïðîñòðàíåííûì ìåòîäîì êëàñòåðèçàöèè ÿâëÿåòñÿ ìåòîä k -áëèæàé-
øåãî ñîñåäà [83℄. Ýòîò àëãîðèòì êëàññèèöèðóåò îáúåêò ïî áîëüøèíñòâó ¾ãîëîñîâ¿
åãî ñîñåäíèõ îáúåêòîâ â ìíîãîìåðíîì ïðîñòðàíñòâå ïðèçíàêîâ. Îáúåêò îòíîñÿò ê
êëàññó, ê êîòîðîìó ïðèíàäëåæèò íàèáîëüøåå ÷èñëî èç åãî k íàèáîëåå áëèçêèõ
ñîñåäåé, ãäå k  íåêîòîðîå öåëîå ÷èñëî. Â çàäà÷å êëàñòåðèçàöèè äëÿ äâóõ êëàñ-
ñîâ ÷èñëî k âûáèðàþò íå÷åòíûì. ¾Ñîñåäè¿ âûáèðàþòñÿ èç ìíîæåñòâà ïðàâèëüíî
ðàñêëàññèèöèðîâàííûõ îáúåêòîâ. Äëÿ âû÷èñëåíèÿ ðàññòîÿíèé çàäàþò ðàçëè÷íûå
ìåðû, íàïðèìåð åâêëèäîâî ðàññòîÿíèå èëè ðàññòîÿíèå Ìàíõåòòýíà.
Ê ìåòîäàì êëàññèèêàöèè ñ ó÷èòåëåì ìîæíî îòíåñòè èñêóññòâåííûå íåéðîí-
íûå ñåòè [82℄. Íåéðîííàÿ ñåòü ñîñòîèò èç íåñêîëüêèõ ñëîåâ íåéðîíîâ, ñâÿçàííûõ
ìåæäó ñîáîé. Âåñà ñâÿçåé ïðè îáó÷åíèè èçìåíÿþòñÿ òàêèì îáðàçîì, ÷òîáû âûõîä-
íîé ýëåìåíò (ýëåìåíòû) ñåòè äàâàë(è) áû ïðàâèëüíûé êëàññèèêàöèîííûé îòâåò
íà âõîäíîé ñèãíàë. Ìàòåìàòè÷åñêè â îñíîâå îáó÷åíèÿ ëåæèò ïîñòðîåíèå ðàçäåëÿþ-
ùèõ íåëèíåéíûõ óíêöèé â ïðîñòðàíñòâå ïðèçíàêîâ, ÷òî äàåò õîðîøóþ òî÷íîñòü
ïðåäñêàçàíèÿ, íî ïîëó÷åííîå ðåøåíèå íå ïîääàåòñÿ îáúÿñíåíèþ â òåðìèíàõ çíà÷å-
íèé ïðèçíàêîâ.
Ê ëîãè÷åñêèì ìåòîäàì îòíîñÿòñÿ ìåòîäû, ïðè êîòîðûõ â ïðîöåññå îáó÷åíèÿ
ñòðîÿòñÿ ëîãè÷åñêèå ïðàâèëà â îðìå ïðîäóêöèé èëè â îðìå ðåøàþùèõ äåðå-
âüåâ, â óçëàõ êîòîðûõ ïðîâåðÿþòñÿ çíà÷åíèÿ îòîáðàííûõ ïðè îáó÷åíèè ïðèçíàêîâ
è ïðèíèìàåòñÿ ðåøåíèå î ðàçáèåíèè îáúåêòîâ íà ïîäêëàññû. Ëîãè÷åñêèå ìåòîäû
ðàáîòàþò íà îïèñàíèÿõ, êîòîðûå èìåþò êàê ñèìâîëüíóþ, òàê è öåëî÷èñëåííóþ
ïðèðîäó, èëè â ïðîñòðàíñòâå áóëåâûõ ïðèçíàêîâ. Ñ ýòîé òî÷êè çðåíèÿ ýòè ìåòî-
äû ìîæíî îòíåñòè ê ìåòîäàì êîíöåïòóàëüíûõ êëàññèèêàöèé èëè ìåòîäàì ïî-
ñòðîåíèÿ ïðàâèë ðàññóæäåíèé íà óðîâíå êîíöåïòîâ. Íî îðìèðîâàíèå ïðàâèë â
ïðàêòè÷åñêèõ çàäà÷àõ, â îñîáåííîñòè â NLP-çàäà÷àõ, ÷àñòî âëå÷åò çà ñîáîé ãðî-
ìàäíóþ ðó÷íóþ ðàáîòó è çàêëþ÷àåò â ñåáå òâîð÷åñêóþ è íåàâòîìàòèçèðîâàííóþ
êîìïîíåíòó ìåòîäîâ ìàøèííîãî îáó÷åíèÿ.
Ê ìåòîäàì êîíöåïòóàëüíîãî îáó÷åíèÿ (èçâëå÷åíèå êîíöåïòîâ è èõ èåðàðõè÷å-
ñêèõ îòíîøåíèé) îòíîñèòñÿ íàïðàâëåíèå ìàøèííîãî îáó÷åíèÿ, íàçûâàåìîå îð-
ìàëüíûì êîíöåïòóàëüíûì àíàëèçîì [31℄. ×àñòî â ëèòåðàòóðå îðìàëüíûé êîí-
öåïòóàëüíûé àíàëèç íàçûâàåòñÿ êîíöåïòóàëüíîé êëàñòåðèçàöèåé. Ïðèìåðîì ïðè-
ìåíåíèÿ êîíöåïòóàëüíîãî àíàëèçà ìîæåò ñëóæèòü ìîäåëèðîâàíèå ëåêñè÷åñêîé áà-
çû äàííûõ [59℄.
Êîíöåïòóàëüíîå îáó÷åíèå ïðåäñòàâëÿåò ñîáîé îñîáûé êëàññ ìåòîäîâ, îñíîâàí-
íûõ íà ïîðîæäåíèè è èñïîëüçîâàíèè êîíöåïòóàëüíûõ çíàíèé, ýëåìåíòàìè êîòîðûõ
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ÿâëÿþòñÿ îáúåêòû, àòðèáóòû (çíà÷åíèÿ àòðèáóòîâ), êëàññèèêàöèè (ðàçáèåíèÿ
îáúåêòîâ íà êëàññû) è ñâÿçè ìåæäó íèìè. Ýòè ñâÿçè âûðàæàþòñÿ ÷åðåç èìïëè-
êàòèâíûå îòíîøåíèÿ âèäà ¾îáúåêò → êëàññ¿, ¾êëàññ → îáúåêò¿, ¾îáúåêò → çíà-
÷åíèå àòðèáóòà (ñâîéñòâî)¿, ¾çíà÷åíèå àòðèáóòà (ñâîéñòâî) → îáúåêò¿, ¾çíà÷åíèå
àòðèáóòà → êëàññ¿, ¾êëàññ → çíà÷åíèå àòðèáóòà¿, ¾ïîäêëàññ → êëàññ¿, ¾êëàññ →
ïîäêëàññ¿. Â ðàáîòå [87℄ ïîêàçàíî, ÷òî èíäóêòèâíûé âûâîä êîíöåïòóàëüíûõ çíàíèé
ñâîäèòñÿ ê çàäà÷å âûâîäà õîðîøèõ äèàãíîñòè÷åñêèõ òåñòîâ äëÿ çàäàííûõ êëàññè-
èêàöèé îáúåêòîâ. Õîðîøèé äèàãíîñòè÷åñêèé òåñò îïðåäåëÿåòñÿ êàê ñîâîêóïíîñòü
àòðèáóòîâ (çíà÷åíèé àòðèáóòîâ), êîòîðàÿ ïîðîæäàåò íàèëó÷øóþ àïïðîêñèìàöèþ
çàäàííîé êëàññèèêàöèè (ðàçáèåíèÿ) íåêîòîðîãî çàäàííîãî ìíîæåñòâà îáúåêòîâ.
Êðèòåðèé ïîèñêà íàèëó÷øåé àïïðîêñèìàöèè çàäàííîé êëàññèèêàöèè ñâÿçàí ñ
âûáîðîì ïîäíàáîðà àòðèáóòîâ, êîòîðûé ïîðîæäàåò ðàçáèåíèå çàäàííîãî ìíîæå-
ñòâà îáúåêòîâ, âëîæåííîå â çàäàííóþ êëàññèèêàöèþ è èìåþùåå íàèìåíüøåå
âîçìîæíîå ÷èñëî êëàññîâ ñðåäè âñåõ âîçìîæíûõ ðàçáèåíèé, âëîæåííûõ â çàäàí-
íóþ êëàññèèêàöèþ è ïîðîæäàåìûõ ïîäíàáîðàìè çàäàííîãî ìíîæåñòâà àòðèáóòîâ.
Ê ïîèñêó õîðîøèõ òåñòîâ ñâîäÿòñÿ ïî÷òè âñå õîðîøî èçâåñòíûå ëîãè÷åñêèå ìåòîäû
ìàøèííîãî îáó÷åíèÿ. Ýòè ìåòîäû îõâàòûâàþò âûâîä èìïëèêàòèâíûõ è óíêöè-
îíàëüíûõ çàâèñèìîñòåé èç äàííûõ, âûâîä ëîãè÷åñêèõ ïðàâèë (ïðàâèëà ¾åñëè-òî¿,
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¾ãðóáûå¿ ìíîæåñòâà), âûâîä àññîöèàòèâíûõ ïðàâèë, êîíñòðóèðîâàíèå ðåøàþùèõ
äåðåâüåâ, èçâëå÷åíèå èåðàðõè÷åñêèõ êîíöåïòóàëüíûõ êëàññèèêàöèé è ðÿä äðó-
ãèõ. Âñå ïåðå÷èñëåííûå çàäà÷è îòëè÷àþòñÿ ïî îðìå ïðåäñòàâëåíèÿ âûäåëÿåìûõ
îòíîøåíèé âêëþ÷åíèÿ íà ìíîæåñòâå âñåõ ïîäìíîæåñòâ îáúåêòîâ è ðåøàþòñÿ ñ èñ-
ïîëüçîâàíèåì îäíîé è òîé æå ñòðóêòóðû äàííûõ è îäíèõ è òåõ æå àëãîðèòìîâ,
êîòîðûå ìîæíî íàéòè â [55, 56, 57℄.
Íà ðèñ. 3 ïîêàçàíî, ÷òî òðåáóåìàÿ êîíèãóðàöèÿ àëãîðèòìà ìàøèííîãî îáó÷å-
íèÿ ïîðîæäàåòñÿ ïóòåì çàäàíèÿ ïàðàìåòðîâ, îïðåäåëÿþùèõ îðìó ïðåäñòàâëåíèÿ
ðåçóëüòàòà, êîëè÷åñòâî è íåêîòîðûå ñâîéñòâà èñêîìûõ êîíöåïòîâ.
2. Ïðèìåíåíèå ìåòîäîâ ìàøèííîãî îáó÷åíèÿ â NLP-çàäà÷àõ
Îñíîâíûå ìåòîäû â îáëàñòè ìàøèííîãî îáó÷åíèÿ çàäà÷àì NLP ìîæíî îòíåñòè
ê äâóì êëàññàì: ¾ëåíèâîå¿ îáó÷åíèå (lazy learning) è ¾æàäíîå¿ îáó÷åíèå (greedy
learning). Ñóùåñòâåííîå ðàçëè÷èå ìåæäó ýòèìè ïîäõîäàìè çàêëþ÷àåòñÿ â òîì, ÷òî
ïðè ¾ëåíèâîì¿ îáó÷åíèè èçâëåêàåìàÿ èíîðìàöèÿ íå îáîáùàåòñÿ, â òî âðåìÿ
êàê ïðè ¾æàäíîì¿ îáó÷åíèè èçâëåêàåìàÿ èíîðìàöèÿ îáîáùàåòñÿ ïîñðåäñòâîì
ðåñòðóêòóðèðîâàíèÿ è óäàëåíèÿ èçáûòî÷íûõ è íåñóùåñòâåííûõ ÷àñòåé.
Ïîäõîä lazy learning [4℄ îñíîâûâàåòñÿ íà ãèïîòåçå, ÷òî ðåøåíèå êîãíèòèâíûõ
çàäà÷ (îáó÷åíèå ÿçûêó, â ÷àñòíîñòè) áàçèðóåòñÿ íà ïîñòðîåíèè âûâîäîâ íà îñíîâå
àíàëîãèé, à íå íà îñíîâå àáñòðàêòíûõ ïðàâèë, ïîëó÷åííûõ èç ýêñïåðèìåíòîâ. Ýòîò
ïîäõîä èñïîëüçóåòñÿ â ðàçëè÷íûõ äèñöèïëèíàõ èñêóññòâåííîãî èíòåëëåêòà è ëåæèò
â îñíîâå òàêèõ ìåòîäîâ, êàê âûâîä íà îñíîâå ñõîäñòâà, âûâîä íà îñíîâå ïðèìåðîâ,
âûâîä íà îñíîâå àíàëîãèè, âûâîä íà îñíîâå ïðåöåäåíòîâ (ase-based reasoning) è ïð.
Ïðè ¾ëåíèâîì¿ îáó÷åíèè îáó÷àþùèå ïðèìåðû äîáàâëÿþòñÿ â ïàìÿòü áåç îáîáùå-
íèé è ðåñòðóêòóðèðîâàíèÿ. Ñõîäñòâî íîâîãî ïðèìåðà ñ îñòàëüíûìè âû÷èñëÿåòñÿ
ïî ìåòðèêå ñõîäñòâà è êàòåãîðèÿ áîëüøèíñòâà ñõîäíûõ ïðèìåðîâ èñïîëüçóåòñÿ êàê
áàçîâàÿ äëÿ ïðåäñêàçàíèÿ êàòåãîðèè íîâîãî ïðèìåðà. Äàííûé ïîäõîä ïðèìåíÿåò-
ñÿ â îíîëîãè÷åñêèõ è ìîðîëîãè÷åñêèõ çàäà÷àõ, çàäà÷àõ ðàñïîçíàâàíèÿ ðå÷è,
ìîðîëîãè÷åñêîãî è ñèíòàêñè÷åñêîãî àíàëèçà, â çàäà÷àõ ðàçðåøåíèÿ ìîðîñèí-
òàêñè÷åñêîé è ñåìàíòè÷åñêîé ìíîãîçíà÷íîñòè.
Îñíîâíûìè ìåòîäàìè ïîäõîäà greedy learning ÿâëÿþòñÿ îáó÷åíèå íà îñíîâå äå-
ðåâüåâ ðåøåíèé, èíäóêòèâíîãî âûâîäà, îáó÷åíèå íà íåéðîííûõ ñåòÿõ è èíäóêòèâ-
íîå ëîãè÷åñêîå ïðîãðàììèðîâàíèå. Îáó÷åíèå íà îñíîâå äåðåâüåâ ðåøåíèé îñíî-
âûâàåòñÿ íà ïðåäïîëîæåíèè, ÷òî ñõîäñòâî ïðèìåðîâ ìîæåò áûòü èñïîëüçîâàíî
äëÿ àâòîìàòè÷åñêîãî ïîñòðîåíèÿ äåðåâüåâ ðåøåíèé, íà áàçå êîòîðûõ ïîðîæäàþòñÿ
îáîáùåíèÿ è îáúÿñíåíèÿ.
Öåëüþ èíäóêòèâíîãî âûâîäà ÿâëÿåòñÿ ïîñòðîåíèå îãðàíè÷åííîãî ìíîæåñòâà èí-
òåðïðåòèðóåìûõ ïðàâèë íà îñíîâå îáó÷àþùèõ ïðèìåðîâ èëè äåðåâüåâ ðåøåíèé.
Íà îñíîâå àëãîðèòìîâ èíäóêòèâíîãî ëîãè÷åñêîãî ïðîãðàììèðîâàíèÿ îðìèðóþò-
ñÿ ãèïîòåçû ëîãèêè ïåðâîãî ïîðÿäêà íà îñíîâå ïðèìåðîâ. Íàèáîëåå èíòåðåñíûå
ðåçóëüòàòû â ýòîì íàïðàâëåíèè ïîëó÷åíû Â.Ê. Ôèííîì [88℄.
Àíàëèçèðóÿ êðóã ðåøàåìûõ NLP-çàäà÷, ìîæíî ñäåëàòü ïðåäâàðèòåëüíûå âû-
âîäû îá ýåêòèâíîñòè ïðèìåíåíèÿ ðàññìîòðåííûõ âûøå ïîäõîäîâ. Âûáîð ìåòî-
äà ñóùåñòâåííî çàâèñèò îò öåëåé ñèñòåìû. Åñëè öåëü  òî÷íîñòü, òî ìåòîä lazy
learning ÿâëÿåòñÿ ïðåäïî÷òèòåëüíûì. Àëãîðèòìû lazy learning, äîïîëíåííûå ìåòî-
äàìè âçâåøèâàíèÿ ïðèçíàêîâ, âåðîÿòíîñòíûìè ïðàâèëàìè, äàþò õîðîøèå ðåçóëü-
òàòû äëÿ áîëüøîãî êëàññà ëèíãâèñòè÷åñêèõ çàäà÷. Åñëè öåëü ìàøèííîãî îáó÷å-
íèÿ  ñîçäàíèå ïðîâåðÿåìûõ, îáúÿñíÿþùèõ îáîáùåíèé äàííûõ, ïðåäïî÷òèòåëüíû
ìåòîäû greedy learning.
àññìîòðèì òèïîâûå NLP-çàäà÷è, äëÿ êîòîðûõ àêòèâíî ïðèìåíÿþòñÿ ìåòî-
äû ML.
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Â îáðàáîòêå åñòåñòâåííî-ÿçûêîâûõ (Åß) òåêñòîâ ìîæíî âûäåëèòü äâà ãëàâíûõ
íàïðàâëåíèÿ: èçâëå÷åíèå èíîðìàöèè èç òåêñòîâ (Information Extration) è èçâëå-
÷åíèå çíàíèé èç òåêñòîâ (Text Mining). Â ïåðâîì ñëó÷àå ðå÷ü èäåò î âûäåëåíèè
ÿâíûõ ñâåäåíèé, èìåþùèõñÿ â òåêñòàõ, íàïðèìåð, êëþ÷åâûõ ñëîâ, äàò, íàçâàíèé
îðãàíèçàöèé, èìåí, îïèñîê, îãîâîðîê è ò. ä. Èçâëå÷åíèå èíîðìàöèè ìîæíî ðàñ-
ñìàòðèâàòü êàê íåèçáåæíûé ïðåäâàðèòåëüíûé ýòàï áîëåå ñåðüåçíûõ çàäà÷ èçâëå-
÷åíèÿ çíàíèé èç òåêñòîâ. Ýòîò ýòàï èñïîëüçóåò ðàçëè÷íûå ñèñòåìû êàòåãîðèçàöèè
è êëàññèèêàöèè òåêñòîâ íà îñíîâå ìåòîäîâ ìàøèííîãî îáó÷åíèÿ, ãëàâíûì îáðà-
çîì, ìåòîä îïîðíûõ âåêòîðîâ è ëîãè÷åñêèå ìåòîäû (ðåøàþùèå äåðåâüÿ, èçâëå÷åíèå
ïðàâèë ¾åñëè-òî¿) ñî âñåìè âûòåêàþùèìè îòñþäà òðåáîâàíèÿìè ê ïðåäâàðèòåëü-
íîìó îðìèðîâàíèþ êëàññèèêàöèîííûõ ïðèçíàêîâ òåêñòîâ, ðàãìåíòîâ òåêñòîâ
è èõ êëàññîâ.
Ê çàäà÷àì èçâëå÷åíèÿ çíàíèé èç òåêñòîâ îòíîñÿòñÿ çàäà÷è ïîíèìàíèÿ òåêñòîâ
[5℄. Â ÷àñòíîì ñëó÷àå, ýòî ìîæåò áûòü ïðîáëåìà âûäåëåíèÿ â òåêñòàõ ìíåíèé ëþäåé
î òåõ èëè èíûõ ïðîäóêòàõ (òîâàðàõ) ñ èõ îöåíî÷íûì ñîäåðæàíèåì  ïîëîæèòåëü-
íûì èëè îòðèöàòåëüíûì [58℄. Â áîëåå îáùåé ïîñòàíîâêå ýòî âûäåëåíèå ñåìàíòè÷å-
ñêèõ îòíîøåíèé ìåæäó çàäàííûìè ïîíÿòèÿìè, íàïðèìåð, ìåæäó áèîëîãè÷åñêèìè
ïîíÿòèÿìè ¾êëåòêà¿, ¾ãåí¿, ¾áåëîê¿ [11℄, ñåìàíòè÷åñêèõ ðîëåé [54℄.
Â çàäà÷àõ èçâëå÷åíèÿ çíàíèé èç Åß-òåêñòîâ ÷àñòî èñïîëüçóåòñÿ êîìáèíàöèÿ
êàê òðàäèöèîííûõ ìåòîäîâ ìàøèííîãî îáó÷åíèÿ, òàê è íîâûõ ìåòîäîâ. Òàê, â [54℄
àâòîðû êîìáèíèðóåò ñèíòàêñè÷åñêèé ðàçáîð ñî ñòàòèñòè÷åñêèìè ìåòîäàìè êëàññè-
èêàöèè. Îáó÷åíèå ïðè ðàçìåòêå ñåìàíòè÷åñêèõ ðîëåé, íàçûâàåìîå â ýòîé ðàáîòå
àêòèâíûì îáó÷åíèåì, ñîñòîèò èç ñëåäóþùèõ ýòàïîâ:
1) îáúåäèíÿþòñÿ ïðåäëîæåíèÿ ñ îäíèì è òåì æå öåëåâûì ãëàãîëîì;
2) ãðóïïèðóþòñÿ ïðåäëîæåíèÿ ñ îäèíàêîâûì äåðåâîì ñèíòàêñè÷åñêîãî ðàçáîðà;
3) ðó÷íàÿ ðàçìåòêà ïðèìåíÿåòñÿ ê ãðóïïå ñ îäíèì è òåì æå äåðåâîì ðàçáîðà;
4) íà ïðèìåðàõ ðàçìåòêè îáó÷àåòñÿ êëàññèèêàòîð;
5) êëàññèèêàòîð ðàáîòàåò íà íåðàçìå÷åííûõ ïðåäëîæåíèÿõ.
Ïðè ýòîì íà øàãå 4 èñïîëüçóþòñÿ òðè ðàçëè÷íûõ êëàññèèêàòîðà è êëàññèè-
êàöèîííûå ïðèçíàêè âûäåëÿþòñÿ íà äåðåâå ñèíòàêñè÷åñêîãî ðàçáîðà.
Â ïîñëåäíèå ãîäû ñîðìèðîâàëîñü íîâîå íàïðàâëåíèå èçâëå÷åíèÿ çíàíèé èç
òåêñòîâ, ñâÿçàííîå ñ ïîñòðîåíèåì îíòîëîãèé [18℄. Ïðèìåðîì çàäà÷è ýòîãî êëàññà ÿâ-
ëÿåòñÿ çàäà÷à ïîñòðîåíèÿ êëàññèèêàöèè ñóùåñòâèòåëüíûõ íà îñíîâå ïðåäèêàòíî-
àðãóìåíòíûõ ñòðóêòóð [39℄. Â îñíîâå ýòîé ðàáîòû ëåæèò äèñòðèáóòèâíàÿ ãèïîòåçà,
â êîòîðîé ñõîäñòâî èìåí ñóùåñòâèòåëüíûõ óñòàíàâëèâàåòñÿ íà îñíîâå ñõîäñòâà èõ
ñèíòàêñè÷åñêèõ êîíòåêñòîâ óïîòðåáëåíèÿ. Òàêèì îáðàçîì, ñóùåñòâèòåëüíûå ãðóï-
ïèðóþòñÿ, åñëè îíè ïîÿâëÿþòñÿ â ñõîäíûõ ãëàãîëüíûõ ðåéìàõ êàê ïîäëåæàùåå
è/èëè ïðÿìîå äîïîëíåíèå. Â ðàáîòå [21℄ äîïîëíèòåëüíûì øàãîì ÿâëÿåòñÿ ïîñòðî-
åíèå èåðàðõèé ïîëó÷åííûõ òàêñîíîâ. Àíàëîãè÷íûé ïîäõîä äàåòñÿ â [27℄. ×àùå
âñåãî, âûäåëåíèå ñåìàíòè÷åñêèõ îòíîøåíèé ìåæäó ñëîâàìè îñíîâàíî íà èñïîëü-
çîâàíèè ëåêñèêî-ñèíòàêñè÷åñêèõ ïàòòåðíîâ èëè ðåéìîâ ñèíòàêñè÷åñêîé êàòåãî-
ðèçàöèè (ãëàãîëüíî-îáúåêòíûå îòíîøåíèÿ) [67℄. Â ðàáîòå [7℄ ïðè êëàñòåðèçàöèè
ãëàãîëîâ ñ ïîìîùüþ ïîøàãîâîãî àëãîðèòìà ó÷èòûâàåòñÿ ïîëèñåìèÿ ãëàãîëîâ, íî
âìåñòî ñèíòàêñè÷åñêèõ îòíîøåíèé èñïîëüçóþòñÿ ñåëåêòèâíûå îãðàíè÷åíèÿ, êîòî-
ðûå ââîäÿòñÿ âðó÷íóþ. Â ëèòåðàòóðå îïèñûâàþòñÿ èíñòðóìåíòàëüíûå ñèñòåìû ïî-
ñòðîåíèÿ îíòîëîãèé, èíòåãðèðóþùèå ðàçëè÷íûå ìåòîäû êëàñòåðèçàöèè, íàïðèìåð
ñèñòåìà Mo'K [8℄, ñèñòåìà OntoLearn [74℄.
Ñèñòåìà âûäåëåíèÿ îíòîëîãèé èç òåêñòîâ OntoLearn [74℄ îáåñïå÷èâàåò:
1) âûäåëåíèå ðåëåâàíòíîé òåðìèíîëîãèè;
2) èìåíîâàíèå ïîñòðîåííûõ êëàññîâ;
3) ïîñòðîåíèå òàêñîíîìèè ïî îòíîøåíèþ is_a;
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4) âûäåëåíèå äðóãèõ òèïîâ ñèíòàêñè÷åñêèõ îòíîøåíèé.
Èçâëå÷åíèå çíàíèé èç òåêñòîâ â ÷àñòíûõ ñëó÷àÿõ ìîæåò íå òðåáîâàòü ïîë-
íîãî ñèíòàêñè÷åñêîãî è ñåìàíòè÷åñêîãî ðàçáîðà ïðåäëîæåíèé. Íî ãëîáàëüíî, êî-
íå÷íî, çàäà÷à èçâëå÷åíèÿ çíàíèé èç òåêñòîâ íå ìîæåò áûòü ðåøåíà áåç ïîëíîãî
ñèíòàêòèêî-ñåìàíòè÷åñêîãî àíàëèçà ïðåäëîæåíèé. Ñèíòàêñè÷åñêèé àíàëèç òðåáó-
åòñÿ äëÿ òàêèõ çàäà÷, êàê èçâëå÷åíèå ñåìàíòè÷åñêèõ îòíîøåíèé ìåæäó ñëîâàìè
(ïîíÿòèÿìè), ïîñòðîåíèå îíòîëîãèé, ìàøèííûé ïåðåâîä, èñïðàâëåíèå ãðàììàòè÷å-
ñêèõ îøèáîê, ðååðèðîâàíèå è äð.
Òðàäèöèîííî ïðîöåññ àíàëèçà è ïîíèìàíèÿ Åß-òåêñòîâ ÿâëÿåòñÿ ïîñëåäîâà-
òåëüíîñòüþ ñëåäóþùèõ ýòàïîâ: ïðåäîáðàáîòêà (ïðåäïðîöåññû), ñèíòàêñè÷åñêèé
àíàëèç, ñåìàíòè÷åñêèé àíàëèç, êîíòåêñòóàëüíàÿ èíòåðïðåòàöèÿ. Ïðåäïðîöåññû
âêëþ÷àþò â ñåáÿ: âûäåëåíèå òîêåíîâ (tokenization), íîðìàëèçàöèþ, ëåììàòèçà-
öèþ (lemmatization or stemming) (ìîðîëîãè÷åñêèé àíàëèç), ðàçìåòêó ÷àñòåé ðå÷è
(part-of-speeh tagging (POS)), ðàñïîçíàâàíèå èìåí ñîáñòâåííûõ (óíèêàëüíûõ îáú-
åêòîâ â ìèðå  ïåðñîí, îðãàíèçàöèé, ìåñò è äàò è ò. ä.), ðàçðåøåíèå êîðååðåíöèé.
Òîêåíèçàöèÿ (tokenization, lexial analysis, ãðàåìàòè÷åñêèé àíàëèç, ëåêñè÷å-
ñêèé àíàëèç)  âûäåëåíèå â òåêñòå ñëîâ, ÷èñåë, è èíûõ òîêåíîâ, à òàêæå ãðà-
íèö ïðåäëîæåíèé. Îáùåèçâåñòíû ïðîáëåìû ìíîãîçíà÷íîñòè, ñâÿçàííûå ñî çíàêàìè
ïóíêòóàöèè [26℄.
Íîðìàëèçàöèÿ çàêëþ÷àåòñÿ â âûäåëåíèè ïîñëåäîâàòåëüíîñòåé äàò, âðåìåíè è
ò. ï. è ïåðåâîäå èõ â ñòàíäàðòèçîâàííûé âèä. Ýòàï ìîæåò âêëþ÷àòü ðàñøèðîâêó
ñîêðàùåíèé. Áîëåå äåòàëüíî ýòàïû òîêåíèçàöèè è íîðìàëèçàöèè ðàññìàòðèâàþòñÿ
â [50℄.
Òåããèíã (tagging, part of speeh disambiguation)  ïðèïèñûâàíèå êàæäîìó ñëî-
âó (òîêåíó) ãðàììàòè÷åñêîé õàðàêòåðèñòèêè ÷àñòè ðå÷è. Òðàäèöèîííî ðàçëè÷àþò
ïîäõîä íà îñíîâå ïðàâèë, èëè òðàíñîðìàöèîííûé ïîäõîä [9℄, è ñòàòèñòè÷åñêèé
(âåðîÿòíîñòíûé) ïîäõîä íà îñíîâå Ìàðêîâñêèõ ìîäåëåé [14℄. Ýòàï òðåáóåò ïîëíîãî
èëè ÷àñòè÷íîãî ðàçðåøåíèÿ ìîðîëîãè÷åñêîé îìîíèìèè è óíèèêàöèè çíà÷åíèé
ãðàììàòè÷åñêèõ õàðàêòåðèñòèê [48, 50℄. Cîâðåìåííûå ìåòîäû òåããèíãà îñíîâàíû íà
ìåòîäå îáó÷åíèÿ ðåøàþùèì äåðåâüÿì TreeTagger [66℄ è Qtag Tagger [73℄ è èìåþò
òî÷íîñòü 9597%.
Ëåììàòèçàöèÿ (lemmatization, stemming)  ïðèâåäåíèå ñëîâîîðìû ê íîðìàëü-
íîé îðìå ñëîâà, ðåïðåçåíòèðóþùåé ëåêñåìó. Â ìîíîãðàèè [18℄ îïèñûâàåòñÿ ñïå-
öèàëüíûé àíàëèçàòîð äëÿ ïðîâåäåíèÿ ëåììàòèçàöèè  LogPar-àíàëèçàòîð. Ëåììà-
òèçàöèÿ ìîæåò áûòü íåïîëíîé (stemming) è ïîëíîé, òðåáóþùåé ãëóáîêîãî ìîðî-
ëîãè÷åñêîãî àíàëèçà, âûÿâëÿþùåãî âíóòðåííþþ ñòðóêòóðó ñëîâà.
àñïîçíàâàíèå óíèêàëüíûõ èìåí, åñëè îíè íå îãðàíè÷åíû çàäàííûì ñïèñêîì,
òðåáóåò èñïîëüçîâàíèå ïðîöåäóð ìàøèííîãî îáó÷åíèÿ [18℄. Íàðÿäó ñ çàäà÷åé ðàñ-
ïîçíàâàíèÿ óíèêàëüíûõ èìåí ðàññìàòðèâàåòñÿ çàäà÷à êîðååðåíöèè èìåí. Òîëüêî
íåêîòîðûå ÷àñòíûå çàäà÷è êîðååðåíöèè îòíîñÿòñÿ ê ïðåäïðîöåññàì, íàïðèìåð,
ðàñïîçíàâàíèå ðàçíûõ èìåí îäíîé è òîé æå ïåðñîíû (ïðîåññîð Èâàíîâ, Íèêî-
ëàé Èâàíîâ, Í.Èâàíîâ). Â îáùåì ñëó÷àå ðàçðåøåíèå àíàîðû è áîëåå ñëîæíûõ
îòíîøåíèé ðååðåíöèè íå îòíîñèòñÿ ê ïðåäïðîöåññàì.
Ñèíòàêñè÷åñêèé àíàëèç ïîäðàçäåëÿåòñÿ íà ïîâåðõíîñòíûé (shallow) è ïîëíûé
(deep). Ïîâåðõíîñòíûé àíàëèç (hunking) ïðåäíàçíà÷åí äëÿ âûäåëåíèÿ ñìûñëîâûõ
ñîñòàâëÿþùèõ (hunks), òàêèõ, êàê èìåííàÿ ãðóïïà (Noun Phrase (NP)), ãëàãîëüíàÿ
ãðóïïà (Verb Phrase (VP)), ïðåäëîæíàÿ ãðóïïà (Prepositional Phrase (PP)). Ýòè
ñåìàíòè÷åñêèå åäèíèöû íå ïåðåñåêàþòñÿ, íå ðåêóðñèâíû è íå èçáûòî÷íû. Îäíà
èç ñèñòåì SMES ïîâåðõíîñòíîãî ñèíòàêñè÷åñêîãî àíàëèçà äëÿ íåìåöêîãî ÿçûêà
äåòàëüíî îïèñàíà â [48℄.
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Ïîëíûé ñèíòàêñè÷åñêèé àíàëèç (parsing) ïðåäñòàâëÿåò ñòðóêòóðó ïðåäëî-
æåíèÿ â âèäå ñèíòàêñè÷åñêîãî äåðåâà. Â íàñòîÿùåå âðåìÿ ðàçðàáîòàíû ðàçëè÷-
íûå îðìàëüíûå ãðàììàòè÷åñêèå òåîðèè ñèíòàêñèñà: ãðàììàòèêà çàâèñèìî-
ñòåé, ãðàììàòèêà íåïîñðåäñòâåííûõ ñîñòàâëÿþùèõ, êàòåãîðèàëüíàÿ ãðàììàòè-
êà, ëåêñèêî-óíêöèîíàëüíàÿ ãðàììàòèêà (Lexial Funtional Grammar  LFG),
âåðøèííàÿ ãðàììàòèêà ñîñòàâëÿþùèõ (Head-driven Phrase Struture Grammar 
HPSG), âåðîÿòíîñòíàÿ êîíòåêñòíî-ñâîáîäíàÿ ãðàììàòèêà (Probabalistik Context-
Free Grammar  PCFG) è äð.
Îòìå÷àåòñÿ, ÷òî íàèëó÷øèå ðåçóëüòàòû äàþò ñòàòèñòè÷åñêèå ìåòîäû ñèíòàêñè-
÷åñêîãî àíàëèçà. Ñèíòàêñè÷åñêèé àíàëèç ïðèâîäèò ê ñëîæíîñòíîìó âçðûâó è ïî-
ðîæäàåò ìíîæåñòâî âàðèàíòîâ ñèíòàêñè÷åñêîãî ðàçáîðà ïðåäëîæåíèÿ, ïðè ýòîì
îñíîâíûå òðóäíîñòè ñâÿçàíû èìåííî ñ ðàçðåøåíèåì âîçíèêàþùèõ ìíîãîçíà÷íî-
ñòåé.
Îäíîé èç ïåðâûõ çàäà÷ ñèíòàêñè÷åñêîãî àíàëèçà ÿâëÿåòñÿ çàäà÷à ñåãìåíòàöèè
ïðåäëîæåíèÿ. Ïîä ñåãìåíòîì ïîíèìàåòñÿ ÷àñòü ïðåäëîæåíèÿ (â ÷àñòíîì ñëó÷àå 
ïðîñòîå ïðåäëîæåíèå), âûäåëåííàÿ çíàêàìè ïóíêòóàöèè è îïèñûâàþùàÿ îòäåëü-
íóþ ñèòóàöèþ. Â ñåãìåíòå âûäåëÿåòñÿ åãî ïðåäèêàòèâíàÿ âåðøèíà (head), âûðà-
æåííàÿ â áîëüøèíñòâå ñëó÷àåâ èíèòíîé îðìîé ãëàãîëà èëè äðóãèì ïðåäèêàòèâ-
íûì ñëîâîì (äååïðè÷àñòèåì, ïðè÷àñòèåì, èìåíåì ñ ñåìàíòè÷åñêîé õàðàêòåðèñòè-
êîé äåéñòâèÿ).
Â çàïàäíîé ëèíãâèñòè÷åñêîé òðàäèöèè ïîíÿòèå ¾ñåãìåíò¿ ýêâèâàëåíòíî òåð-
ìèíó ¾êëàóçà¿: ¾êëàóçîé¿ íàçûâàåòñÿ ëþáàÿ ãðóïïà, â òîì ÷èñëå è íåïðåäèêàòèâ-
íàÿ, âåðøèíîé êîòîðîé ÿâëÿåòñÿ ãëàãîë, à ïðè îòñóòñòâèè ïîëíîçíà÷íîãî ãëàãîëà 
ñâÿçêà èëè ãðàììàòè÷åñêèé ýëåìåíò, èãðàþùèé ðîëü ñâÿçêè. Íà ñëåäóþùåì ýòàïå
ñèíòàêñè÷åñêîãî àíàëèçà ðåøàåòñÿ çàäà÷à óñòàíîâëåíèÿ âíóòðèñåãìåíòíûõ ñâÿçåé.
Çàäà÷à ñèíòàêñè÷åñêîãî àíàëèçà ðåøàåòñÿ íà îñíîâå ðàçëè÷íûõ ìåòîäîâ îð-
ìàëüíûõ ãðàììàòèê, óñòàíàâëèâàþùèõ îïðåäåëåííûå ïðàâèëà êîìïîçèöèè ñèíòàê-
ñè÷åñêèõ ñòðóêòóð. Äëÿ ìîäåëèðîâàíèÿ ðóññêîãî ñèíòàêñèñà ÷àùå âñåãî ïðèìåíÿ-
þòñÿ ïðàâèëà ãðàììàòèêè çàâèñèìîñòåé [81, 84, 85℄. Îäíàêî â ïîñëåäíèå ãîäû â
çàäà÷àõ ñèíòàêñè÷åñêîãî àíàëèçà íà÷èíàþò ïðèìåíÿòüñÿ ìåòîäû ìàøèííîãî îáó-
÷åíèÿ.
Â ñòàòüå [42℄ îïèñàí ìåòîä ñåãìåíòàöèè äëèííûõ ïðåäëîæåíèé àíãëèéñêîãî ÿçû-
êà, îñíîâàííûé íà ìåòîäàõ ìàøèííîãî îáó÷åíèÿ (èñïîëüçóþòñÿ ðåøàþùèå äåðå-
âüÿ è ãåíåòè÷åñêèå àëãîðèòìû). Ñåãìåíòàöèÿ íà îñíîâå îáó÷åíèÿ ïðîèñõîäèò â äâà
ýòàïà: îïðåäåëåíèå âîçìîæíûõ ïîçèöèé ñåãìåíòîâ è îïðåäåëåíèå äåéñòâèòåëüíûõ
ãðàíèö ñåãìåíòîâ. Ïðîöåññ äëèòñÿ äî òåõ ïîð, ïîêà êàæäûé ñåãìåíò íå äîñòèãíåò
ïîðîãîâîé äëèíû. Ïîðîã âûáèðàåòñÿ, èñõîäÿ èç îöåíîê ñëîæíîñòè ñèíòàêñè÷åñêîãî
ðàçáîðà.
Íà ïåðâîì ýòàïå ïîòåíöèàëüíûå ïîçèöèè ñåãìåíòîâ îïðåäåëÿþòñÿ ñ ïîìîùüþ
êëàññèèêàöèè: êàæäîå ñëîâî ïðåäëîæåíèÿ îòíîñèòñÿ ê îäíîìó èç äâóõ êëàññîâ:
¾ìîæåò áûòü ãðàíèöåé ñåãìåíòà¿ (segmentable) è ¾íå ìîæåò áûòü ãðàíèöåé ñåã-
ìåíòà¿ (nonsegmentable). Ôóíêöèÿ, êîòîðàÿ êëàññèèöèðóåò ñëîâà, îïðåäåëÿåò-
ñÿ ñ ïîìîùüþ îáó÷åíèÿ. Ôóíêöèÿ êëàññèèêàöèè ïðåäñòàâëÿåò ñîáîé ìíîæåñòâî
ïðàâèë â âèäå äåðåâà ðåøåíèé. Èñïîëüçóþòñÿ õîðîøî èçâåñòíûå îáó÷àþùèå àë-
ãîðèòìû ID3 [61℄, ASSISTAT [13℄, C4.5 [62℄. Îáó÷àþùèå ïðèìåðû ïðåäñòàâëåíû
êàê ïàðû ¾àòðèáóò  çíà÷åíèå¿ è âêëþ÷àþò àòðèáóòû, êîòîðûå ñïåöèèöèðóþò
ñëîâà. ×èñëî çíà÷åíèé àòðèáóòîâ îïðåäåëÿåòñÿ ÷èñëîì âõîäîâ â ñëîâàðå. ×òîáû
óìåíüøèòü ñëîæíîñòü äåðåâà ðåøåíèé äëÿ ñâÿçêè çíà÷åíèé àòðèáóòîâ, èñïîëüçó-
åòñÿ òîëüêî óíêöèÿ êîíúþíêöèè. Â îáó÷àþùåì òåêñòå ïîçèöèè ñåãìåíòîâ ðàñ-
ñòàâëÿþòñÿ âðó÷íóþ.
Íà âòîðîì ýòàïå ïðîèñõîäèò âûäåëåíèå äåéñòâèòåëüíûõ ïîçèöèé ñåãìåíòîâ èç
ïîëó÷åííîãî ìíîæåñòâà âîçìîæíûõ ãðàíèö íà îñíîâå óíêöèè ¾íàèáîëåå ïîäõî-
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äÿùåãî ñåãìåíòèðîâàíèÿ¿. Òàêàÿ óíêöèÿ åñòü ëèíåéíàÿ ñóììà âçâåøåííûõ ïå-
ðåìåííûõ, îòîáðàæàþùèõ àêòîðû, êîòîðûå âëèÿþò íà âûáîð. Âåñà ïåðåìåííûõ
âûáèðàþòñÿ íà îñíîâå íåêîòîðûõ êðèòåðèåâ îïòèìàëüíîñòè óíêöèè. Äëÿ ïîèñêà
âåñîâ èñïîëüçóþòñÿ ãåíåòè÷åñêèå àëãîðèòìû ìàøèííîãî îáó÷åíèÿ.
Ïðåäëîæåíèå ðàññìàòðèâàåòñÿ êàê êîíêàòåíàöèÿ ïîñëåäîâàòåëüíûõ ñåãìåíòîâ.
Ñåãìåíò ñîîòâåòñòâóåò ýëåìåíòàðíîé ðàçå, èëè ¾êëàóçå¿, â ïðåäëîæåíèè, îòíîøå-
íèÿ ìåæäó ñåãìåíòàìè îïèñûâàþòñÿ ñ ïîìîùüþ êîíòåêñòíî-ñâîáîäíîé ãðàììàòè-
êè. Êîíòåêñòíî-ñâîáîäíûé ñèíòàêñè÷åñêèé àíàëèçàòîð îáîçðåâàåò ñåãìåíòû ñïðàâà
íàëåâî, ïîäîáíî ¾huk by hunk¿ ñòðàòåãèè [13, 38℄.
àáîòû ïî ñåìàíòè÷åñêîìó àíàëèçó òåêñòîâ, ãëàâíûì îáðàçîì, ñâÿçàíû ñ ïî-
âåðõíîñòíûì ñåìàíòè÷åñêèì àíàëèçîì. Òèïè÷íîé çàäà÷åé ÿâëÿåòñÿ ìàðêèðîâàíèå
ñåìàíòè÷åñêèõ ðîëåé [12, 34, 45, 71, 72℄. Áîëåå àìáèöèîçíàÿ çàäà÷à ñåìàíòè÷å-
ñêîãî ðàçáîðà, êîòîðûé êîíñòðóèðóåò ïîëíîå îðìàëüíîå ïðåäñòàâëåíèå ñìûñëà
ïðåäëîæåíèÿ, ðåøàåòñÿ â [75℄. Èäåÿ ïîñòðîåíèÿ ñèíòàêñè÷åñêè îðèåíòèðîâàííîãî
îáó÷àåìîãî ñåìàíòè÷åñêîãî àíàëèçàòîðà ðàññìàòðèâàåòñÿ â [53℄.
Â ïîñëåäíåå äåñÿòèëåòèå ðàçðàáîòàíû ìåòîäû ìàøèííîãî îáó÷åíèÿ äëÿ èí-
äóêòèâíîãî ïîñòðîåíèÿ ñåìàíòè÷åñêèõ àíàëèçàòîðîâ ïî ïðèìåðàì ïðåäëîæåíèé,
ñìûñë êîòîðûõ ïðåäñòàâëåí íà ñïåöèàëüíîì îðìàëüíîì ÿçûêå.
Íàèáîëåå ðàííÿÿ ñèñòåìà CHILL äëÿ îáó÷àåìîãî ñåìàíòè÷åñêîãî àíàëèçàòîðà
[78℄ èñïîëüçóåò èíäóêòèâíîå ëîãè÷åñêîå ïðîãðàììèðîâàíèå äëÿ îáó÷åíèÿ äåòåð-
ìèíèðîâàííîãî àíàëèçàòîðà, íàïèñàííîãî íà ÿçûêå Prolog. Ñèñòåìà CHILL ïîçæå
ðàñøèðåíà â [70℄ äî ñèñòåìû COCKTAIL, êîòîðàÿ èñïîëüçóåò êîíñòðóêòîð ìíîæå-
ñòâà ¾êëàóç¿ â ðàçâèòèå èäåé ñèñòåìû CHILL.
Ñðàâíèòåëüíî íåäàâíî ðàçðàáîòàíû ïîäõîäû ê îáó÷åíèþ ñòàòèñòè÷åñêèõ ñå-
ìàíòè÷åñêèõ àíàëèçàòîðîâ, ðàáîòàþùèõ íà áîëüøèõ îáó÷àþùèõ âûáîðêàõ. Îíè
èñïîëüçóþò ðàçíûå òåõíîëîãèè ñòàòèñòè÷åñêîé îáðàáîòêè Åß-òåêñòîâ. Ñèñòåìà
SCISSOR [32, 33℄ äîáàâëÿåò ïîäðîáíóþ ñåìàíòèêó ê ñîâðåìåííîìó ñòàòèñòè÷å-
ñêîìó ñèíòàêñè÷åñêîìó àíàëèçàòîðó Collins parser [24℄. Îáó÷àåìûé ñåìàíòè÷åñêèé
àíàëèçàòîð WASP [76℄ àäàïòèðóåò ìåòîä ñòàòèñòè÷åñêîãî ìàøèííîãî ïåðåâîäà äëÿ
çàäà÷è ñåìàíòè÷åñêîãî àíàëèçà. Ñåìàíòè÷åñêèé àíàëèçàòîð KRISP [40℄ èñïîëüçóåò
ìåòîä îïîðíûõ âåêòîðîâ [25℄ ñ ïîñëåäîâàòåëüíûìè ÿäðàìè [47℄.
Â [79℄ ïðåäëîæåíà ñèñòåìà îáó÷àåìîãî ñåìàíòè÷åñêîãî àíàëèçàòîðà íà
îñíîâå âåðîÿòíîñòíîé êîìáèíàòîðíîé êàòåãîðèàëüíîé ãðàììàòèêè (Probabilisti
Ñombinatorial Categorial Grammars  CCG).
Îáëàñòè ïðèìåíåíèÿ ñåìàíòè÷åñêèõ àíàëèçàòîðîâ îãðàíè÷åíû Åß-çàïðîñàìè ê
ñïåöèè÷åñêèì áàçàì äàííûõ è íåêîòîðûìè ñïåöèàëüíûìè ïðèëîæåíèÿìè, íàïðè-
ìåð èíòåðïðåòàöèåé èíñòðóêöèé óòáîëüíîãî òðåíåðà.
Â [53℄ îáñóæäàåòñÿ âîçìîæíîñòü èñïîëüçîâàíèÿ êîíòåêñòîâ äëÿ ðàçðåøåíèÿ
ìíîãîçíà÷íîñòè. Àâòîð ïðåäëàãàåò îáúåäèíèòü ñèíòàêñè÷åñêè óïðàâëÿåìûé îáó÷à-
åìûé ñåìàíòè÷åñêèé àíàëèç ñ îðìàëüíûì ïðåäñòàâëåíèåì ñìûñëà ïðåäëîæåíèé è
îïèñàíèåì êîíòåêñòà. Â êà÷åñòâå îáëàñòè ïðèìåíåíèÿ òàêîãî ïîäõîäà ïðåäëàãàåòñÿ
âûáèðàòü äèíàìè÷åñêèå çàäà÷è ñ îãðàíè÷åííûì êîíòåêñòîì. Â ÷àñòíîñòè, ìîæíî
èñïîëüçîâàòü ñèñòåìó [16℄, êîòîðàÿ îáåñïå÷èâàåò äåòàëüíîå èçè÷åñêîå ìîäåëèðî-
âàíèå ðîáîòîâ  óòáîëüíûõ áîëåëüùèêîâ èëè ñèñòåìó êîììåíòàòîðîâ ÷åìïèîíàòà
ðîáîòîâ (Roboup ommentator systems) [6℄.
Ìîæíî óêàçàòü è äðóãèå çàäà÷è, â êîòîðûõ èñïîëüçóåòñÿ êîíòåêñòíîå îáó÷åíèå
ÿçûêó [29℄. Ê òàêèì çàäà÷àì îòíîñèòñÿ îáó÷åíèå ÿçûêó ïî êàðòèíêàì, îáó÷åíèå
çíà÷åíèþ îòäåëüíûõ ñëîâ ïî ñèìâîëüíûì îïèñàíèÿì êîíòåêñòà [68℄ è îáó÷åíèå
îïèñàíèÿì îáúåêòîâ è äåéñòâèé, èçâëåêàåìûõ èç âèäåî èçîáðàæåíèé [28℄.
Âåñüìà àêòóàëüíàÿ çàäà÷à àííîòèðîâàíèÿ òåêñòîâ òàêæå ðåøàåòñÿ íà îñíîâå ìå-
òîäîâ ìàøèííîãî îáó÷åíèÿ. Ïðè ýòîì ìåòîäû ìàøèííîãî îáó÷åíèÿ òðåáóþò ñóùå-
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ñòâåííûõ çàòðàò íà ñîçäàíèå îáó÷àþùèõ âûáîðîê. Ïðåîäîëåíèå ýòîãî çàòðóäíåíèÿ
âåäåòñÿ äâóìÿ ïóòÿìè. Ïåðâûé ïóòü ïðèâîäèò ê âêëþ÷åíèþ â ïðîöåññ àííîòèðîâà-
íèÿ àâòîìàòèçèðîâàííîãî ýòàïà ñáîðêè ðåçóëüòàòîâ àííîòèðîâàíèÿ äëÿ ñîçäàíèÿ
îáó÷àþùåé âûáîðêè ïðåäëîæåíèé òåêñòà ñ òàêèì æå äåðåâîì ðàçáîðà (àííîòèðîâà-
íèå ñ îáó÷åíèåì). Âòîðîé ïóòü âåäåò ê èñêëþ÷åíèþ (ïîëíîìó èëè ÷àñòè÷íîìó) ðó÷-
íîãî àííîòèðîâàíèÿ ïóòåì èñïîëüçîâàíèÿ ðåñóðñîâ èíòåðíåòà (àííîòèðîâàíèå áåç
îáó÷åíèÿ). Ïðè ýòîì ðàçëè÷àþò àííîòèðîâàíèå ëèíãâèñòè÷åñêîå (ñèíòàêñè÷åñêîå)
è ñåìàíòè÷åñêîå. Ê ïåðâîìó îòíîñÿò ðàçìåòêó ìîðîëîãè÷åñêèõ è ñèíòàêñè÷åñêèõ
ïðèçíàêîâ ñëîâ, ïîñòðîåíèå àííîòàöèè íà îñíîâå äåðåâà ðàçáîðà. Êî âòîðîìó  ïðè-
ïèñûâàíèå ñëîâàì èëè âûðàæåíèÿì ñåìàíòè÷åñêèõ êàòåãîðèé èëè îíòîëîãè÷åñêèõ
ìåòîê. Ïðèìåðîì ñèñòåìû âòîðîãî òèïà ÿâëÿåòñÿ ñèñòåìà ïîëóàâòîìàòè÷åñêîãî
àííîòèðîâàíèÿ PANKOW [20℄, â êîòîðîé èìåíàì ñîáñòâåííûì ïðèïèñûâàþòñÿ îí-
òîëîãè÷åñêèå êàòåãîðèè íà îñíîâå îáðàùåíèÿ ê ðåñóðñàì èíòåðíåòà, ñîäåðæàùèì
óæå ãîòîâûå îíòîëîãè÷åñêèå ñõåìû. Ñíà÷àëà ÷åðåç çàïðîñ ê ýòèì ðåñóðñàì ãåíå-
ðèðóþòñÿ ãèïîòåçû î âîçìîæíûõ îíòîëîãè÷åñêèõ îòíîøåíèÿõ äëÿ âûäåëåííîãî
èìåíè ñîáñòâåííîãî, çàòåì âûáèðàåòñÿ îäíà èç ãèïîòåç íà îñíîâå ñòàòèñòè÷åñêîãî
ïðàâèëà ìàêñèìàëüíîãî ïðàâäîïîäîáèÿ.
Èíòåðåñíûé ïîäõîä, ñâîäÿùèé ñèíòàêñè÷åñêîå àííîòèðîâàíèå ê ñåìàíòè÷åñêî-
ìó ïîëóàâòîìàòè÷åñêîìó àííîòèðîâàíèþ (áåç ðó÷íîãî àííîòèðîâàíèÿ), ïðèâîäèòñÿ
â ðàáîòå [22℄. Ëèíãâèñòè÷åñêàÿ àííîòàöèÿ ðàññìàòðèâàåòñÿ êàê ÷àñòíûé ñëó÷àé ñå-
ìàíòè÷åñêîé àííîòàöèè, ðåàëèçîâàííîé â ñèñòåìå CREAM [36℄. Íàïðèìåð, òåããèíã
ñâîäèòñÿ ê çàäà÷å âûáîðà ñîîòâåòñòâóþùåãî òåãà äëÿ ñëîâà èç îíòîëîãèè êàòåãî-
ðèé ñëîâ. Çàäà÷à ïîíèìàíèÿ ñìûñëà ñëîâ è ðàçðåøåíèÿ íåîäíîçíà÷íîñòåé ñâîäèòñÿ
ê âûáîðó ïðàâèëüíîãî ñåìàíòè÷åñêîãî êëàññà èëè êîíöåïòà äëÿ ñëîâà èç ñîîòâåò-
ñòâóþùåé îíòîëîãèè â WordNet. Çàïîëíåíèå øàáëîíîâ â ñèñòåìàõ èçâëå÷åíèÿ èí-
îðìàöèè ñâîäèòñÿ ê çàäà÷å íàõîæäåíèÿ è ðàçìåòêè âñåõ àòðèáóòîâ çàäàííîãî
îíòîëîãè÷åñêîãî êîíöåïòà (íàïðèìåð, äëÿ êîíöåïòà ¾ïåðñîíà¿ çàäàþòñÿ àòðèáóòû
¾èìÿ¿, ¾ìåñòî ðàáîòû¿, ¾äîëæíîñòü¿). Òàêèì îáðàçîì, ãðàììàòè÷åñêàÿ èíîð-
ìàöèÿ ââîäèòñÿ ÷åðåç àòðèáóòû êîíöåïòà, è ñõåìû àííîòàöèè ïðåäñòàâëÿþòñÿ â
îíòîëîãè÷åñêèõ ñòðóêòóðàõ.
àññìàòðèâàþòñÿ òðè ïóòè àííîòèðîâàíèÿ:
1) ëèíãâèñòè÷åñêîå âûðàæåíèå ìîæåò àííîòèðîâàòüñÿ êàê ïðèìåð íåêîòîðîãî
îíòîëîãè÷åñêîãî êîíöåïòà;
2) ëèíãâèñòè÷åñêîå âûðàæåíèå ìîæåò àííîòèðîâàòüñÿ êàê ïðèìåð àòðèáóòà
íåêîòîðîãî ëèíãâèñòè÷åñêîãî êîíöåïòà, ïðåäâàðèòåëüíî àííîòèðîâàííîãî êàê íåêî-
òîðûé êîíöåïò;
3) ñåìàíòè÷åñêîå îòíîøåíèå ìåæäó äâóìÿ ëèíãâèñòè÷åñêèìè âûðàæåíèÿìè, àí-
íîòèðîâàííûìè êàê ïðèìåðû äâóõ êîíöåïòîâ, ìîæåò àííîòèðîâàòüñÿ êàê ïðèìåð
îòíîøåíèÿ.
Åñëè èñïîëüçîâàòü ÿçûê OWL êàê ñòàíäàðòíûé îðìàëèçì äëÿ çàïèñè îíòîëî-
ãèé, òî ìîæíî âû÷èñëÿòü ñîãëàñîâàííîñòü ìåæäó ðàçëè÷íûìè àííîòàöèÿìè, îïðå-
äåëèâ ìåðû áëèçîñòè ìåæäó èåðàðõèÿìè êîíöåïòîâ. Îïèñàííûé â ðàáîòå ïîäõîä
ïðèìåíÿåòñÿ äëÿ àííîòèðîâàíèÿ àíàîðè÷åñêèõ îòíîøåíèé. Àííîòèðîâàíèå àíà-
îðè÷åñêîãî îòíîøåíèÿ ìåæäó äâóìÿ âûðàæåíèÿìè ìîæåò ñîîòâåòñòâîâàòü áîëåå
îáùåìó îòíîøåíèþ â îíòîëîãè÷åñêîé èåðàðõèè. Èäåíòè÷íîñòü è êîðååðåíöèÿ ðàñ-
ñìàòðèâàþòñÿ êàê ñïåöèàëüíûå ñëó÷àè àíàîðû. Íà îñíîâå äåêëàðèðîâàííîãî ïîä-
õîäà âîçìîæíî ðàçðåøåíèå íåÿâíî âûðàæåííîãî îòíîøåíèÿ èäåíòè÷íîñòè (¾Äæîí
êóïèë â÷åðà ìàøèíó¿; ¾Òà÷êà â õîðîøåì ñîñòîÿíèè¿).
Ïîëóàâòîìàòè÷åñêîå ñåìàíòè÷åñêîå àííîòèðîâàíèå äîêóìåíòîâ ÷åðåç èíòåðíåò-
îíòîëîãèè ðàññìàòðèâàåòñÿ òàêæå â [43℄. Ïåðâûé øàã  ñåìàíòè÷åñêàÿ àííîòàöèÿ
ñ îïîðîé íà ñåìàíòè÷åñêóþ ìîäåëü: îíòîëîãèþ èëè êîíöåïòóàëüíóþ ñõåìó. Âòîðîé
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øàã  ðó÷íàÿ êîððåêöèÿ ðåçóëüòàòîâ ïåðâîãî øàãà. Îðèãèíàëüíîñòü ïîäõîäà, ïðåä-
ëîæåííîãî â ýòîé ðàáîòå, ñîñòîèò â òîì, ÷òî äëÿ ñåìàíòè÷åñêîãî àííîòèðîâàíèÿ íà
ïåðâîì øàãå ïðèìåíÿåòñÿ ìîäèèöèðîâàííûé ïðîöåññ àíàëèçà ïðîãðàììíîãî êîäà
[44℄. Íà ïåðâîé ñòàäèè èñïîëüçóåòñÿ ïðèáëèæåííàÿ êîíòåêñòíî-ñâîáîäíàÿ íåîäíî-
çíà÷íàÿ ãðàììàòèêà äëÿ ïîëó÷åíèÿ ïðèáëèæåííîé ðàçîâîé ñòðóêòóðû. Ïðè ýòîì
èñïîëüçóåòñÿ áûñòðûé äåòåðìèíèðîâàííûé ïàðñèíã, ïî ñëîæíîñòè ëèíåéíî çàâè-
ñèìûé îò âõîäà. åçóëüòàòû àííîòèðîâàíèÿ ïåðåâîäÿòñÿ â ÕÌL è ïîìåùàþòñÿ â
áàçó äàííûõ äëÿ äàëüíåéøåãî èñïîëüçîâàíèÿ äëÿ îòâåòîâ íà Åß-çàïðîñû ê áàçå
äàííûõ.
Çàêëþ÷åíèå
Ìåòîäû ìàøèííîãî îáó÷åíèÿ, õîòÿ è íàõîäÿò âñå áîëüøåå ïðèìåíåíèå äëÿ ðàç-
ëè÷íûõ çàäà÷ îáðàáîòêè Åß-òåêñòîâ, ïîêà åù¼ îñòàþòñÿ ÷ðåçâû÷àéíî ñëîæíûìè è
òðóäîåìêèìè äëÿ ðåàëüíîãî ïðèìåíåíèÿ. Ýòî îáúÿñíÿåòñÿ íå ñòîëüêî ñëîæíîñòüþ
àëãîðèòìîâ îáó÷åíèÿ, ñêîëüêî, âîçìîæíî, íåóäà÷íûìè ìåòîäîëîãè÷åñêèìè ïîäõî-
äàìè ê îáó÷åíèþ. Çàäà÷è îáó÷åíèÿ ïðèìåíÿþòñÿ ðàãìåíòàðíî, ê êàêîìó-ëèáî
îòäåëüíîìó ýòàïó ïîñëåäîâàòåëüíîãî ïðîöåññà îáðàáîòêè òåêñòà. Èìåííî ïîýòîìó
ïðèõîäèòñÿ çàíèìàòüñÿ ðó÷íîé ðàçìåòêîé, à íå èñïîëüçîâàòü ðåçóëüòàòû ïðåäûäó-
ùåãî îáó÷åíèÿ ñèñòåìû íà ïðåäøåñòâóþùèõ è âçàèìîñâÿçàííûõ ýòàïàõ îáðàáîòêè.
Íàïðèìåð, óñïåøíûå ðåçóëüòàòû ìîðîëîãè÷åñêîãî ðàçáîðà ìîæíî áûëî áû
èñïîëüçîâàòü ïðè îáó÷åíèè ñèñòåìû ðàñïîçíàâàíèþ ñèíòàêñè÷åñêèõ çàâèñèìîñòåé
ìåæäó ñëîâàìè. Ïî-âèäèìîìó, öåëåñîîáðàçíî ìîäåëèðîâàòü ïîâåäåíèå ¾îáó÷àåìî-
ãî ëèíãâèñòè÷åñêîãî àãåíòà¿, êîòîðûé íàêàïëèâàåò çíàíèÿ î òîì, êàê âçàèìîñâÿ-
çàíû ñèíòàêñè÷åñêèå ñîñòàâëÿþùèå ìåæäó ñîáîé è êàê îíè ñâÿçàíû ñî ñìûñëîì
ïðåäëîæåíèé. Òàêèì îáðàçîì, íóæíà ïðîãðàììà ïîñòåïåííîãî îáó÷åíèÿ ëèíãâèñòè-
÷åñêîãî àãåíòà îò ¾ïðîñòîãî ê ñëîæíîìó¿, ïðè÷åì îáó÷åíèå äîëæíî óïðàâëÿòüñÿ
ñåìàíòè÷åñêîé êîìïîíåíòîé àíàëèçàòîðà. Â òàêîì ïðîöåññå ïðèçíàêè äëÿ êàæäîãî
ïîäïðîöåññà ìîãëè áû îðìèðîâàòüñÿ àâòîìàòè÷åñêè íà ïðåäûäóùèõ ýòàïàõ.
Ñóùåñòâóåò âàæíàÿ ïðîáëåìà ïðîâåðêè ïðàâèëüíîñòè ðàáîòû îáó÷åííîé ïðî-
ãðàììû. Âåñüìà âàæíî, ÷òîáû ñàìà ïðîãðàììà ìîãëà ¾ïîíèìàòü¿, ÷òî îíà íå ìî-
æåò ñïðàâèòüñÿ ñ çàäà÷åé. Òàêîå ¾ïîíèìàíèå¿ ìîæåò áàçèðîâàòüñÿ íà òîì îáñòî-
ÿòåëüñòâå, ÷òî äëÿ êàêîãî-ëèáî øàãà íåò îäíîçíà÷íîãî ðåøåíèÿ èëè èìååò ìåñòî
ïðîòèâîðå÷èå, êîíëèêò íåêîòîðûõ ïðàâèë. Â ýòîì ñëó÷àå ïðîãðàììà äîëæíà çà-
ïðàøèâàòü íîâûå ïðèìåðû èëè äîïîëíèòåëüíûå çíàíèÿ ýêñïåðòîâ-ëèíãâèñòîâ.
Ìàøèííûå ìåòîäû îáó÷åíèÿ êîíöåïòóàëüíûì çíàíèÿì ïðåäñòàâëÿþò ñîáîé ìî-
äåëü ïðàâäîïîäîáíûõ èíäóêòèâíûõ è äåäóêòèâíûõ ðàññóæäåíèé, â êîòîðûõ âûâîä
çíàíèé è èõ èñïîëüçîâàíèå íå îòäåëèìû äðóã îò äðóãà. åàëèçàöèÿ îáó÷åíèÿ â
ðåæèìå ïðàâäîïîäîáíûõ ðàññóæäåíèé ïîçâîëèò îðãàíèçîâàòü âçàèìîäåéñòâèå íå
òîëüêî äàííûõ è çíàíèé â ïðîöåññàõ îáðàáîòêè òåêñòîâ, íî è ìîäåëèðîâàòü ïðî-
öåññ âçàèìîäåéñòâèé ó÷èòåëÿ è ó÷åíèêà â ïðîöåññå ïðèîáðåòåíèÿ çíàíèé â ñõåìàõ
ìíîãîàãåíòíûõ âçàèìîäåéñòâèé.
Summary
X.A. Naidenova, O.A. Nevzorova. Mahine Learning for Natural Language Proessing:
Contemporary State.
Contemporary methods of mahine learning used for natural language proessing tasks are
disussed in the paper. Various lassi tasks of natural language proessing are onsidered,
inluding the tasks of morphologial and syntatial analysis. Speial attention is given to the
methods of mahine learning used for onstrution of ontologial models.
Key words: methods of mahine learning, natural language proessing, morphology,
syntax, semantis, ontology.
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