Let S be a string over a finite, ordered alphabet Σ. For any substring S of S, the set of distinct characters contained in S is called its fingerprint. The text fingerprinting indexing problem is to construct a data structure for the string S in advance, so that on given any input subset C of Σ, we can answer the following queries efficiently: (1) 
Introduction
Let S be a string of length n over an ordered alphabet Σ , with |Σ| n. For any substring S of S, the set of distinct characters in S is called the fingerprint of S , and we say such a fingerprint appears in S. The text fingerprinting problem, introduced by Amir et al. [1] , consists of the following two subproblems:
Find_All: Compute all fingerprints that appear in S. Indexing: Construct a data structure for S in advance, so that we can answer several queries about the fingerprints that appear in S efficiently.
For the indexing problem, the following queries are studied in the literature:
Existential Query: Given a set C ⊆ Σ , answer if C is a fingerprint in S. Enumerative Query: Given a set C ⊆ Σ , locate all maximal substrings of S whose fingerprint is C . (We refer to each location of a maximal substring as a maximal location. A more formal definition is given in Section 2.)
Efficient solutions to the text fingerprinting problem have important applications in the fields of natural language processing [1, 12] , computational biology [5, 16] , and formal languages [1] . Amir et al. first proposed an O (n|Σ| log |Σ| log n)-time algorithm for the Find_All problem based on an interesting naming technique [1] . Using this algorithm as a prepro-✩ This research is supported by the National Science Council of the Republic of China under grants NSC-95-2221-E-007-029 and NSC-96-2221-E-007-030.
A preliminary version of this paper was presented at the 15th Annual European Symposium on Algorithms. cessing step, they gave a data structure that answers existential query and enumerative query in O (|Σ| log n) time and O (|Σ| log n + K ) time, respectively, where K is the number of maximal locations of C . The space of their data structure is O (n|Σ| log |Σ|). Didier et al. [6] improved the time for Find_All to Θ(n|Σ| log |Σ|), while keeping the same query time and space for the indexing problem. Besides, they also proposed a Θ(n 2 )-time algorithm for Find_All. Let F denote the set of all distinct fingerprints in S and let L denote the set of all maximal locations of all fingerprints in F . Kolpakov and Raffinot [14] proposed an O ((n + |L|) log |Σ|)-time algorithm for Find_All, and constructed an elegant data structure called the fingerprint tree to answer existential query and enumerative query in Θ(|Σ|) time and Θ(|Σ| + K ) time, respectively. Their data structure can be constructed in O ((n + |L|) log |Σ|) time and occupies O (|F | log |Σ| + |L|) space. The construction time was further improved to O (n + |L| log |Σ|) in [15] . Moreover, if only existential query is concerned, the space for the data structure can be further reduced to O (|F | log |Σ|). As |F | |L| n|Σ| [14] , the above are the best results known so far. All these algorithms used the naming technique in [1] for the indexing problem.
The query time complexities in all previous results are dependent of the size of Σ rather than the size of the input set C . Amir et al. [1] asked if there is a solution for existential query in O (|C| × polylog n) time. In this paper, we answer this open problem affirmatively by two different approaches. The first one is based on a simple observation that allows us to reduce unnecessary computation in Amir et al.'s algorithm, so that existential query and enumerative query can be answered in O (|C| log n) time and O (|C| log n + K ) time, respectively. The second one is based on a new data structure called the lexistring trie. As compared with the first approach, the second one is more complicated, but more efficient in time and space.
The time complexities for answering existential and enumerative queries are O (|C| log(|Σ|/|C |)) and O (|C| log(|Σ|/|C |)+ K ), respectively. Note that in any case, |C| log(|Σ|/|C |) = O (|Σ|). Instead of applying the naming technique, we show how to reduce the fingerprint query into a pattern matching query, and then solve the latter query by the lexi-string trie. The construction of the lexi-string trie takes O (n + |L| log |Σ|) time and O (|L|) working space. As for the final storage, it occupies only O (|F |) space for existential query and O (|L|) space for enumerative query, which is more space-efficient than all previous results. Tables 1 and 2 summarize the important parameters and give the comparison of results.
The rest of this paper is organized as follows. Section 2 gives notation and preliminaries. In Section 3, we review the fingerprint tree of Kolpakov and Raffinot. Section 4 describes the first approach and its preprocessing. In Section 5 we describe the lexi-string trie and show how to use it to answer the queries, while in Section 6 we give its construction algorithm. Section 7 describes a minor modification to the lexi-string trie, with which the construction space is reduced. We conclude the paper in Section 8.
Notation and preliminaries
Let X be a string with length |X|. For any 1 i j |X|, we use X[i] to denote the ith character of X , and X[i, j] to denote the substring of X consisting of
Let S be a string of length n over a finite, ordered alphabet Σ = {1, 2, . . . , |Σ|}. Without loss of generality, we assume that |Σ| is a power of 2. The fingerprint of S [i, j] is the set of distinct characters appearing in S [i, j] . Let F denote the set of all distinct fingerprints of all substrings of S. For convenience, let ∅ (the empty set) belong to F . In the rest of this paper, unless otherwise specified, we assume that S is already transformed into the simple format based on Lemma 1. Therefore, n |L|.
Given a character set
C , an interval [i, j] is a location of C in S if and only if the fingerprint of S[i, j] is C . A location [i, j] of C in S
The fingerprint tree
In this section, we review the fingerprint tree proposed by Kolpakov and Raffinot [15] for the text fingerprinting problem. We first describe a preprocessing phase, which is used to compute the information for generating the fingerprint tree. Then we give the definition of the fingerprint tree and explain how to use it to answer the desired queries.
The preprocessing phase
The main goals of the preprocessing phase are: (1) find the set of all maximal locations L, (2) find the set of all distinct fingerprints F , and (3) for each distinct fingerprint F ∈ F , find all maximal locations of F .
Firstly, Kolpakov and Next, we want to find all distinct fingerprints in S. Instead of outputting the fingerprints explicitly, we assign a name for each distinct fingerprint based on the naming technique of Amir et al. [1] . We begin by giving some definitions: 4 . Let {π 1 , π 2 , . . . , π k } be a set of name trees, where each π i is based on some fingerprint. We say the set of name trees is agreeing if the following holds: For any two nodes from two distinct trees, they have the same name if and only if the contents of their corresponding subarrays are the same. (See Fig. 1 for an example.) According to the above definitions, given an agreeing set of name trees built on the fingerprints of all maximal locations in L, two fingerprints are the same if and only if the same fingerprint name is assigned to their name trees. Thus, to find all distinct fingerprints in S, it is sufficient to build an agreeing set of name trees for the fingerprints of all maximal Since each name tree is of size Θ(|Σ|), building every name tree in an agreeing set explicitly may cost too much. Kolpakov and Raffinot showed that if we focus on getting only the fingerprint names in some agreeing set, it can be done faster. Their algorithm constructs an agreeing set R in a bottom-up fashion, such that all nodes at the same level are assigned the names in a batch. Precisely, for the name assignment at level i, each level-i node uses the pair of corresponding level-(i − 1) names as the source pair. Then, we sort these source pairs according to the lexicographical order. Finally, consecutive increasing integers are assigned to these sorted source pairs as their corresponding names. If all names and their source pairs are stored, any name tree in R can be decoded from its fingerprint name by recursively extracting the source pairs. (See Fig. 2 for an example.)
Fingerprint tree
The fingerprint tree is a compacted binary tree containing the bit-strings B F for all fingerprints F ∈ F . Each leaf in the tree corresponds to some fingerprint F , and it stores an additional pointer to the list of maximal locations whose fingerprint is F . Each edge in the tree thus corresponds to a subarray of some fingerprint table. Instead of labeling the edge with the bit-string of the subarray explicitly, Kolpakov and Raffinot showed that this bit-string, say b, can be encoded with two appropriate names from the agreeing set R, so that with the help of the source pairs, the bit-string b can be decoded in Θ(|b|) time. Thus, the fingerprint tree occupies O (|F |) space. When a query C comes, we construct the fingerprint table for C , and traverse the fingerprint tree to check whether C is a fingerprint in S. As the bit-string of each edge can be retrieved in time proportional to its length, the process takes Θ(|Σ|) time. Consequently, existential and enumerative queries can be answered in Θ(|Σ|) and Θ(|Σ| + K ) time, respectively.
The first approach
In this section, we first review the query algorithm of Amir et al. [1] . Then based on a simple observation, we show how to reduce unnecessary computation so that existential query and enumerative query can be sped up.
The query algorithm of Amir et al.
Suppose we have an agreeing set for the fingerprints in F . The basic concept of the query algorithm in [1] is to assume the input query C is in F and to reconstruct its name tree π . At the beginning, the fingerprint table for C is constructed, which also represents the name of each leaf in π . Then, we process each internal node β in a bottom-up fashion, and 
An O (|C| log n)-time query algorithm
Consider the name tree π for the query C . The |C| characters in C correspond to |C| leaves in π , which are called the significant leaves. An internal node in π is called a nonzero node if its subtree contains at least one significant leaf, and called a zero node otherwise. (See Fig. 3 for an example.) A simple observation is that a zero node in π holds no information about the content of C , as it corresponds to a subarray of only 0's. Thus, we can ignore all zero nodes in π and focus on computing the names of the nonzero nodes.
We partition the nonzero nodes into two classes. A nonzero node is called a full node if both of its children are nonzero nodes, and a half node otherwise (see Fig. 3 ). The following two lemmas describe the number of nodes in these two classes.
Lemma 5. The number of full nodes is |C| − 1.
Proof. Let π be the subtree of π , induced by nonzero nodes and significant leaves. By definition, π is a binary tree of |C| leaves, and each full node is an internal node with degree 2 in π . Since there are exactly |C| − 1 internal nodes with degree 2 in a binary tree of |C| leaves, the lemma holds. Proof. By definition, a nonzero node should be an ancestor of some significant leaf. It follows that there are no more than |C| nonzero nodes at each level of π . Thus, the number of nonzero nodes in π is O (|C| log |Σ|), and so is the number of half nodes. 2
The computation of the names of nonzero nodes in π is done in a bottom-up fashion. For a full node, we can compute its name based on the names of its children in O (log n) time, using Lemma 4. 
The second approach: query
In this section, we describe a new approach for indexing fingerprints, where the fingerprints in F are treated as strings and indexed by a compact data structure. Given a query C ⊆ Σ , we simply convert C into a string and then find its match in the data structure. In the following, we first describe data structures required by this approach. Then we show how to use the data structures to obtain a more efficient query algorithm than that in Section 4.
The data structures
For any subset A ⊆ Σ , the lexi-string of A, which is denoted by LS( A), is defined to be the string obtained by concatenating all the characters in A in increasing order, with a special symbol $ attached at the end. For example, the lexi-string of the set A = {d, b, a, f } is "abdf$". For ease of discussion, we assume that $ is included in Σ , which does not appear in any fingerprint or query, and $ > c for any other c ∈ Σ .
By the definition of lexi-strings, it is obvious that C ∈ F if and only if LS(C ) = LS(F ) for some F ∈ F . Let Z be the set of all lexi-strings of the fingerprints in F . We have the following.
Property 1. C ∈ F if and only if there is an exact match of LS(C ) in Z .
According to Property 1, the text fingerprinting indexing problem can be reduced to a traditional text indexing problem. However, it costs too much time and space to generate all lexi-strings in Z explicitly. To avoid this, we design two data structures and combine them to solve this text indexing problem. The first data structure, called the lexi-string trie, is used to perform searching in Z ; the other one, called the backtracking tree, is used to retrieve the information necessary for searching.
The lexi-string trie
Let Y be a set of distinct strings. The Patricia trie [13] of Y is a compact trie storing all strings in Y . The blind trie of Y is a specialized Patricia trie, where each node v stores a skip value, which is the total number of characters in the edge labels from root to v, and each edge retains only a branching character, which is the first character of its label. The storage size of the blind trie is proportional to the number of strings in Y . See Fig. 4 for an example.
The lexi-string trie T of S, abbreviated as the LS trie, is the blind trie of the lexi-string set Z . (See Fig. 5 for an example.) By definition, the LS trie T has the following properties: 
The backtracking tree
Each edge of the LS trie T stores only the first character of the substring that it represents. Therefore, with the LS trie alone, it is impossible to determine whether a given lexi-string belongs to Z . To remedy this drawback, we retrieve the missing information based on a data structure, called backtracking tree, which contains a node for each fingerprint F ∈ F and supports retrieval of F . Each leaf in T simply links to the corresponding node in the backtracking tree, so that its fingerprint can be retrieved efficiently when needed.
The backtracking tree represents F in O (|F |) space as follows. First, for each fingerprint F ∈ F , a node v(F ) is created as the representative node of F . Next, for each nonempty fingerprint F ∈ F , we find a fingerprint F ∈ F such that F = F \{α} for some character α ∈ F , and then create a directed edge from v(F ) to v(F ) labeled with α. (Note that such F always exists, as shown later in Section 6.1.) These edges connect the nodes into a directed tree of size |F |, which is rooted at the node v(∅). (See Fig. 6 for an example.) For each fingerprint F ∈ F , the characters in F are the labels on the path from v(F ) to v(∅). Thus, we have the following.
Lemma 7.
Given the backtracking tree, the fingerprint F corresponding to a representative node can be retrieved in O (|F |) time.
Answering the queries
In this subsection, we show how to answer queries by the LS trie T and the backtracking tree. The idea is based on the standard blind search [7, 13] strategy, which consists of two phases. In the first phase, we trace down the blind trie to select a leaf that represents a candidate string, which is the only string that can possibly match the query string. Then in the second phase, we verify if the candidate string exactly matches the query string.
Our search algorithm is presented in three phases. As an initial step, Phase 0 converts the query C to its lexi-string LS(C ).
Then Phase 1 and Phase 2 correspond to the two phases in the standard blind search. The three phases are described as follows.
Phase 0: query conversion
Given a query C ⊆ Σ , if the characters in C are given in increasing order, LS(C ) is trivially obtained and Phase 0 is done. Otherwise, the characters in C have to be sorted, which is done as follows. First, the alphabet [1, |Σ|] is divided into |C| equal-sized buckets, and the characters in C are distributed into corresponding buckets. For each bucket, an optimal comparison sort is used to sort its content. Finally, the results of all buckets are concatenated to construct LS(C ). Since the number of characters in each bucket is bound by |Σ|/|C|, it is easy to see that the above sorting takes O (|C| log(|Σ|/|C |)) time in total. Lemma 8. Phase 0 can be done in O (|C| log(|Σ|/|C |)) time.
Phase 1: candidate selection
The objective of this phase is to find the unique candidate in Z which may match LS(C ). The idea is to assume that LS(C ) is in Z , and traverse the LS trie T to locate the corresponding leaf. The traversal starts from the root, and for each node u encountered, we determine the next child to traverse based on the skip value s of u and LS(C ). (Precisely, we choose the child whose branching character is equal to the (s + 1)th character in LS(C ).) If the traversal stops before reaching a leaf, we can easily conclude that LS(C ) is not in Z . Otherwise, the traversal reaches a leaf l, which represents the unique lexi-string in Z that may match LS(C ).
As each node contains at most |Σ| children, each branch selection in the traversal can be done in O (log |Σ|) time by binary search, so that the total traversal time is bounded by O (|C| log |Σ|). 
Phase 2: candidate verification
Suppose that Phase 1 reaches a leaf l, which represents the lexi-string LS(F * ) of some fingerprint F * . In this phase, we verify whether it is equal to LS(C ). We first compare the length of LS(F * ), which is skip(l), with the length of LS(C ). If 
The second approach: preprocessing
In this section, we discuss the constructions of the LS trie and the backtracking tree defined in Section 5. We assume that the following information has been obtained by the preprocessing of Kolpakov and Raffinot as mentioned in Section 3: 
Construction of the lexi-string trie
In this section, we describe the construction of the LS trie T . Section 6.2.1 gives two useful subroutines. Section 6.2.2 presents the construction.
Subroutines
Let M R be the set of all names in the agreeing set R. Recall that each level-i name corresponds to a subarray of 2 to the concatenation of B h1 , B h2 , . . . , B 
Lemma 12. Given any two fingerprint names m and m , we can find in O(log |Σ|) time a sequence Q of k
= O (log |Σ|) names (h 1 , h 2 , . . . , h k ) such that LCP B (m, m ) is equal
Construction algorithm
The construction of the LS trie is done by initially creating an empty tree T and then inserting the lexi-strings in Z one by one, according to the lexicographical order. As the leaves of T are added from left to right, the tree structure of T can be obtained easily in O (|F |) time by simulating depth first search on T , provided that the length of the LCP of two consecutive leaves (lexi-strings) is determined. Basically, the length of the LCP is the skip value of the internal node u that attaches to the new leaf. More precisely, during the insertion of a leaf l, we use an auxiliary stack such that it contains all nodes, and their skip values, along the path from root to the previous leaf l (highest node at the bottom of the stack). To insert leaf l, we compute the length x of the LCP of l and l , and update the stack by popping all nodes whose skip values are greater than x. These pops simulate the "going up" steps in the depth first search. After the popping, if the top node has skip value equal to x, this is the desired internal node u and we stop. Otherwise, if the top node has skip value less than x, we create a new node u and push it to the stack, with skip value set to x. This push simulates the "going down" step in the depth first search.
Apart from getting the tree structure of the LS trie, we need to determine the branching character for each new edge created, and if an internal node is created, we also need to determine its skip value. We will show how each of these information can be determined efficiently based on our subroutines, so that the LS trie can be constructed in O (|F | log |Σ|) time. Before that, we show that we can readily obtain the lexi-strings in increasing lexicographical order. We use S 1 < L S 2 to indicate that string S 1 is lexicographically smaller than string S 2 . The notation S 1 > L S 2 is defined in a similar way. Also, for a fingerprint |Σ|) parts B h1 , B h2 , . . . , B hk , and then sum up the lengths of these parts. This step thus takes O (log |Σ|) time, and also determines the internal node u that attaches the leaf for LS(m i ). When u needs to be created, it is easy to check that its skip value x is equal to the number of 1's in LCP B (m i+1 , m i ), which can again be found in O (log |Σ|) time by summing up the cnt counts of the parts instead. Finally, we need to determine the branching character for each new edge, which will be the (x + 1)th character of LS(m i ), or that of both LS(m i+1 ) and LS(m i ), depending on whether u is created or not (see Fig. 7 for an illustration). This step can be done in O (log |Σ|) time by Lemma 13.
Since we have |F | leaves in T , the above discussion implies the following lemma.
Lemma 15. The lexi-string trie T can be constructed in O (|F | log |Σ|) time.
By combining the time and space required in the preprocessing of Kolpakov and Raffinot and the construction of the backtracking tree, we have the following theorem. 
The modified lexi-string trie
In the second approach, we can see that the preprocessing takes O (|F | log |Σ| + |L|) space, while the data structures for answering the queries require O (|L|) space. The gap comes from the O (|F | log |Σ|) names in R and their associated information, which are used only in the construction. In this section, we first discuss how to discard names while preserving necessary information for the later construction. After that, we modify the definition of the LS trie slightly, and show that it can be constructed even though the name information is incomplete. 
Discarding names

Constructions of the LS trie and the backtracking tree
Consider first the construction of the backtracking tree. The algorithm in Section 6.1 requires only the maximal location list maxloc i of each starting position i and maximal locations of fingerprint names in M F , which are available by Lemmas 2 and 17. Thus, its construction still takes O (|L|) time by Lemma 11.
The original construction of the LS trie is based on the key lemmas developed in Section 6.2.1, which can no longer work due to the discarding of names. We then have to modify its construction algorithm by using τ F , which is preprocessed for constant-time LCA queries. Consequently, we can only construct an incomplete LS trie T * instead, where the labels of some edges are left blank. (See Fig. 9 for an example.) However, the following invariant is maintained during the construction:
For any internal node u in T * , every branch of u is labeled with the correct branching character except that the label on the rightmost branch is left blank. Finally, we show that the incomplete LS trie still supports the desired queries. We modify the rule of the tree walk as follows. While visiting an internal node u of degree d, if the navigating character is larger than all branching characters of the first d − 1 branches of u, the tree walk just proceeds to the dth branch. The candidate LS(F * ) found in this way is still the unique lexi-string in Z that may match LS(C ). Consequently, we have the following theorem. 
Concluding remarks
In this paper, two different approaches were proposed for the text fingerprinting indexing problem. The first one improved the query algorithm of Amir et al. in [1] by constructing auxiliary data structures to reduce unnecessary computation. The second one was based on a new approach, which reduces a fingerprint query to a traditional string pattern matching query. Both approaches answered the open problem in [1] , and improved the previously best query time.
Currently, all existing algorithms for the text fingerprinting indexing problem were based on generating the representatives of all fingerprints in advance. direction for further study is to consider the indexing version of the approximate common intervals problem, which is to preprocess a given string S in advance, so that the following query can be answered efficiently: Given a character set C and a constant d, report all fingerprints F appearing in S such that the symmetric difference between C and F is at most d.
