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Abstract
Let n ≥ 1, and let ιn : Fn(M) −→ ∏n1 M be the natural inclusion of the nth configuration
space of M in the n-fold Cartesian product of M with itself. In this paper, we study the
map ιn, its homotopy fibre In, and the induced homomorphisms (ιn)#k on the k
th homotopy
groups of Fn(M) and ∏
n
1 M for k ≥ 1 in the cases where M is the 2-sphere S2 or the real
projective plane RP2. If k ≥ 2, we show that the homomorphism (ιn)#k is injective and
diagonal, with the exception of the case n = k = 2 and M = S2, where it is anti-diagonal.
We then show that In has the homotopy type of K(Rn−1, 1)×Ω(∏n−11 S2), where Rn−1 is
the (n− 1)th Artin pure braid group if M = S2, and is the fundamental group Gn−1 of the
(n− 1)th orbit configuration space of the open cylinder S2 \ {z˜0,−z˜0} with respect to the
action of the antipodal map of S2 if M = RP2, where z˜0 ∈ S2. This enables us to describe
the long exact sequence in homotopy of the homotopy fibration In −→ Fn(M) ιn−→ ∏n1 M
in geometric terms, and notably the boundary homomorphism pik+1(∏
n
1 M) −→ pik(In).
From this, if M = RP2 and n ≥ 2, we show that Ker ((ιn)#1) is isomorphic to the quotient
of Gn−1 by its centre, as well as to an iterated semi-direct product of free groups with the
subgroup of order 2 generated by the centre of Pn(RP2) that is reminiscent of the combing
operation for the Artin pure braid groups, as well as decompositions obtained in [GG5].
2010 AMS Subject Classification: 20F36 (primary); 55P15 Classification of homotopy type; 55Q40
Homotopy groups of spheres; 55R80 Discriminantal varieties, configuration spaces; 55R05 Fiber spaces
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1 Introduction
Let M be a connected surface, perhaps with boundary, and either compact, or with
a finite number of points removed from the interior of the surface, and let ∏n1 M =
M× · · · ×M denote the n-fold Cartesian product of M with itself. The nth configuration
space of M is defined by:
Fn(M) =
{
(x1, . . . , xn) ∈
n
∏
1
M
∣∣∣∣∣ xi 6= xj for all 1 ≤ i, j ≤ n, i 6= j
}
.
It is well known that the fundamental group pi1(Fn(M)) of Fn(M) is isomorphic to the
pure braid group Pn(M) ofM on n strings [FaN, FoN], and ifM is the 2-disc then Pn(M) is
the Artin pure braid group Pn. Let ιn : Fn(M) −→ ∏n1 M denote the inclusion map, and
for k ≥ 0, let (ιn)#k : pik(Fn(M)) −→ pik
(
∏
n
1 M
)
be the induced homomorphism of the
corresponding homotopy groups. If no confusion is possible, we shall often just write
ι in place of ιn, and ι# or (ιn)# if k = 1. The homomorphism ι# : Pn(M) −→ pi1
(
∏
n
1 M
)
was studied by Birman in 1969 [Bi], and if M is a compact surface without boundary
different from the 2-sphere S2 and the real projective plane RP2, Goldberg showed that
Ker (ι#) is equal to the normal closure in Pn(M) of the image of the homomorphism
j# : Pn −→ Pn(M) induced by the inclusion j : D2 −→ M of a topological disc D2 in
M [Go]. In [GG5], we extended this result to S2 and RP2, and in the case of RP2, we
proved that ι# coincides with Abelianisation, so that Ker (ι#) is equal to the commutator
subgroup Γ2(Pn(RP2)) of Pn(RP2).
The aim of this paper is to study further the maps ιn and the induced homomorph-
isms (ιn)#k in more detail in the cases where M = S2 or RP2, and to determine the
homotopy type of the homotopy fibre of ιn. Following [A, pages 91 and 108], recall that
if f : (X, x0) −→ (Y, y0) is a map of (pointed) topological spaces and I denotes the unit
interval then the mapping path of f , defined by:
E f =
{
(x, λ) ∈ X ×Y I
∣∣∣ f (x) = λ(0)} (1)
has the same homotopy type as X, the map r f : E f −→ X given by r f (x, λ) = x being
a homotopy equivalence, and the map p f : E f −→ Y defined by p f (x, λ) = λ(1) is a
fibration whose fibre is the homotopy fibre I f of f defined by:
I f =
{
(x, λ) ∈ X ×Y I
∣∣∣ f (x) = λ(0) and λ(1) = y0} . (2)
We will refer to the sequence of maps I f −→ X
f−→ Y as the homotopy fibration of f ,
where the map I f −→ X is the composition of the inclusion I f −→ E f by r f . More
details may be found in [A, Ha, W]. In what follows, we denote the homotopy fibre of
ιn by In. We shall determine the homotopy type of In in the cases where M is either S2
or RP2. This leads to a better understanding of the long exact sequence in homotopy
of the fibration pιn , as well as an alternative interpretation of Pn(M) in terms of exact
sequences. Additional motivation for our study comes from the fact that the higher
homotopy groups of Fn(M) are known to be isomorphic to those of S2 or S3 (see The-
orem 5), so such exact sequences involve these homotopy groups.
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In the rest of this section, let M be S2 or RP2. This paper is organised as follows.
In Section 2, we show in Lemma 7 that for all n, k ≥ 2, the homomorphism (ιn)#k is
injective, and in Propositions 9 and 10, we prove that this homomorphism is diagonal,
with the exception of the case M = S2 and n = k = 2, where it is anti-diagonal.
The aim of Section 3 is to prove Theorem 1 stated below that describes the homotopy
type of In. In Section 3.1, we define the framework and much of the notation that
will be used in the rest of the paper. In the case of RP2, this description makes use of
certain generalisations of configuration spaces, which we now define. Let z˜0 ∈ S2, let
C = S2 \ {z˜0,−z˜0} denote the open cylinder, and let τ : S2 −→ S2 denote the antipodal
map defined by τ(x) = −x for all x ∈ S2 as well as its restriction to C. If n ≥ 1, the nth
orbit configuration space of C with respect to the group 〈τ〉, which is a subspace of Fn(C),
is defined by:
F
〈τ〉
n (C) =
{
(x1, . . . , xn) ∈
n
∏
1
M
∣∣∣∣∣ xi /∈ {xj, τ(xj)} for all 1 ≤ i, j ≤ n, i 6= j
}
.
Orbit configuration spaceswere defined and studied in [CX], but some examples already
appeared in [Fa, FVB]. LetGn = pi1
(
F
〈τ〉
n (C)
)
denote the fundamental group of F 〈τ〉n (C).
In Lemma 16, we show that F 〈τ〉n (C) is a space of type K(Gn, 1), and that Gn may bewrit-
ten as an iterated semi-direct product of free groups similar to that of the Artin combing
operation of Pn. We then have the following description of the homotopy fibre of Iιn .
THEOREM 1. Let n ≥ 2 and let M = S2 or RP2. Then the homotopy fibre In of the map
ιn : Fn(M) −→ ∏n1 M has the homotopy type of:
(a) Fn−1(D2)×Ω
(
∏
n−1
1 S
2
)
if M = S2, or equivalently of K(Pn−1, 1)×Ω
(
∏
n−1
1 S
2
)
, where
Ω
(
∏
n−1
1 S
2
)
denotes the loop space of ∏n−11 S
2.
(b) F
〈τ〉
n−1(C)×Ω
(
∏
n−1
1 S
2
)
if M = RP2, or equivalently of K(Gn−1, 1)×Ω
(
∏
n−1
1 S
2
)
.
Theorem 1 will be proved in Section 3.2. The basic idea of the proof is to ‘replace’
ιn by a map that is null homotopic and whose homotopy fibre has the same homotopy
type as that of ιn. The fact that this map is null homotopic implies that its homotopy
fibre may be written as a product that is the homotopy fibre Ic of a constant map (see
Remarks 14(b)). Another important tool is the relation between the homotopy fibres
of fibre spaces and certain subspaces (see the Appendix, and Lemma 35 in particular).
Taking the long exact sequence in homotopy of the homotopy fibration of ιn and using
the results of Section 2, we obtain the following exact sequences, where for k ≥ 1,
∂n,k : pik(∏
n
1 M) −→ pik−1(In) denotes the boundary homomorphism on the level of pik
associated to the homotopy fibration In −→ Fn(M) ιn−→ ∏n1 M.
COROLLARY 2. Let n ≥ 2, and let M = S2 or RP2.
(a) Suppose that k ≥ 3 (resp. M = S2 and n = k = 2). Then we have the following split short
exact sequence of Abelian groups:
1 −→ pik(Fn(M)) (ιn)#k−→ pik
( n
∏
1
M
) ∂n,k−→ pik−1(Ω(n−1∏
1
S2
))
−→ 1, (3)
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where the homomorphism (ιn)#k is diagonal (resp. anti-diagonal). Up to isomorphism, this short
exact sequence may also be written as:
1 −→ pik(M) −→
n
∏
1
pik(M) −→
n−1
∏
1
pik(M) −→ 1.
(b) Suppose that k = 2, and that n ≥ 3 if M = S2. Then we have the following exact sequence:
1 −→ pi2
( n
∏
1
M
)
∂n,2−→ Rn−1× pi1
(
Ω
( n−1
∏
1
S2
))
−→ Pn(M) (ιn)#1−→ pi1
( n
∏
1
M
)
−→ 1,
(4)
where Rn−1 = Pn−1 if M = S2 and Rn−1 = Gn−1 if M = RP2, which up to isomorphism,
may also be written as:
1 −→ Zn −→ Pn−1⊕ Zn−1 −→ Pn(S2) −→ 1 if M = S2
1 −→ Zn −→ Gn−1× Zn−1 −→ Pn(RP2) (ιn)#1−→ Zn2 −→ 1 if M = RP2.
In the case M = S2, the short exact sequence does not split.
The homomorphisms that appear in the exact sequences of Corollary 2 can be made
explicit. In order to understand better the homotopy fibration associated to ιn and these
exact sequences, it is helpful to study the properties of F 〈τ〉n (C) and Gn, as well as the
boundary homomorphism ∂n,k, the case k = 2 being the most complicated due to the
appearance of Gn−1 in pi1(In). In Section 4, we analyse Gn. In Proposition 19, we give
a presentation, from which we deduce in Proposition 20 that the centre of Gn is infinite
cyclic, generated by an element Θn similar in nature to the full-twist braid of Pn(M).
If M = S2 (resp. RP2), let n0 = 3 (resp. n0 = 2). In Section 5, we determine com-
pletely the boundary homomorphism ∂n,2, that we will denote simply by ∂n. One of
the principal difficulties here is to describe concrete homotopy equivalences between
In and the product spaces Ic that appear in the statement of Theorem 1 and which are
homotopy fibres of constant maps. We first introduce geometric representatives of gen-
erators of pi1(Ω(M)) in Section 5.1, and we use them both to describe certain elements
of pi1(In0) in Lemma 24, and also to fix a basis B = (λ˜x˜0 , λ˜x˜1 , . . . , λ˜x˜n−3 , λ˜z˜0 , λ˜−z˜0) (resp.B = (λx0 , λx1 , . . . , λxn−2 , λz0)) of pi2(∏n1 M) in equation (48). Here, x˜0, x˜1, . . . , x˜n−2, z˜0
are certain basepoints of S2 that are defined in Section 3.1, and x0, x1, . . . , xn−2, z0 are
their projections in RP2 under the universal covering map from S2 to RP2. In equa-
tion (49), for each element λ˜y (resp. λy) of B, we define the element δ˜y (resp. δy) to be
its image in pi1(In) under ∂n. In Section 5.2, in Lemma 26, we construct explicit homo-
topy equivalences between the intermediate homotopy fibres that were introduced in
Section 3.1 whose composition yields a homotopy equivalence between Ic and In. Here
we also require Corollary 37 that is proved in the Appendix. In Proposition 27, we in-
troduce an element τ̂n of pi1(In) that under the projection from pi1(In) to Pn(M), is sent
to the full-twist braid ∆2n of Pn(M), and we relate τ̂
2
n to the elements of the set ∂n(B).
In Section 5.3, we describe ∂n in the case n = n0, the main results being Theorem 29
and Corollary 30. The proof of Theorem 29 is geometric in nature, and makes use of
Lemma 31 that is also used later on in the paper. The analysis of ∂n when n > n0 is
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carried out in Section 5.4. The basic idea is to consider the possible projections of In
onto In0 . However, need to take care with the basepoints here, and we bring in to play
various homeomorphisms ensure that they coincide with those of a standard copy of
In0 as studied in Section 5.3. The main result of Section 5.4 is the following.
THEOREM 3. In pi1(In), we have:
τ̂2n =
{
∂n(λ˜x˜0 + · · ·+ λ˜x˜n−3 + λ˜z˜0 − λ˜−z˜0) if M = S2
∂n(λx0 + · · ·+ λxn−2 + λz0) if M = RP2.
From this, we obtain Corollary 33 that describes ∂n completely, and that generalises
Corollary 30. This enables us to reprove several isomorphisms involving Pn(S2), and to
build upon the description of Γ2(Pn(RP2)) given in [GG5].
PROPOSITION 4. Let M = S2 or RP2, and let n ≥ n0.
(a) If M = S2 then there are isomorphisms:
Ker ((ιn)#1)= Pn(S
2) ∼= Pn−1/〈∆4n−1〉 ∼= Fn−2⋊ (Fn−3⋊ (· · ·⋊ (F3 ⋊F2) · · · ))× Z2.
(5)
(b) If M = RP2 then there are isomorphisms:
Ker ((ιn)#1)=Γ2(Pn(RP
2))∼=Gn−1/〈Θ2n−1〉∼=F2n−3⋊ (F2n−5⋊ (· · ·⋊ (F5⋊F3) · · · ))×Z2.
(6)
In each case, the Z2-factor corresponds to the subgroup
〈
∆2n
〉
of Pn(M).
The result of part (a) is in agreement with [GG5, equation (2)].
Finally, in an Appendix, we prove Proposition 36 that relates the homotopy fibres of
fibre spaces and certain subspaces, and that implies that one of the maps that appears
in the between Ic and In is indeed a homotopy equivalence. This result seems to be well
known to the experts, but we were not able to find a proof in the literature.
Some of the results and constructions of this paper have since been generalised
in [GGG]. More precisely, if X is a topological manifold without boundary of dimen-
sion at least three, under certain conditions, the homotopy type of the homotopy fibre
of the inclusion map ιn : Fn(X) −→ ∏n1 X was determined, and was used to study the
cases where either the universal covering of X is contractible, or X is an orbit space
Sk/G of a tame, free action of a Lie group G on the k-sphere Sk. A complete description
of the long exact sequence in homotopy of the homotopy fibration of ιn, similar to that
of Corollary 2, was given in the case X = Sk/G, where the group G is finite and k is
odd. The authors have also written a survey that summarises the current situation, and
that includes some questions and open problems about graph and (orbit) configuration
spaces [GG6].
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2 Properties of ιn and (ιn)#k
In this section, we determine some properties of ιn and of (ιn)#k, where k ∈ N. If X and
Y are topological spaces, and f , g : X −→ Y are maps between X and Y, we write f ≃ g
if f and g are homotopic, and we denote the homotopy class of f by [ f ].
We first state the following description of the homotopy type of the universal cov-
ering of the configuration spaces of S2 and RP2.
THEOREM 5 ([BCP, FZ], [GG3, Proposition 10(b)]). Let M = S2 or RP2, and let n ∈ N.
Then the universal covering F˜n(M) of Fn(M) has the homotopy type of S2 if M = S2 and n ≤ 2
or if M = RP2 and n = 1, and has the homotopy type of the 3-sphere S3 otherwise.
REMARK 6. If M = S2 (resp. M = RP2), then by [FVB, Corollary, page 244] (resp. [VB,
Corollary, page 82]), pi2(Fn(M)) is trivial for all n ≥ 3 (resp. n ≥ 2).
Let M = S2 or RP2 and let n ≥ 2. For i ∈ {1, . . . , n}, let pi : Fn(M) −→ M and
p˜i : ∏
n
1 M −→ M denote the respective projections onto the ithcoordinate. If 1 ≤ i <
j ≤ n, let αi,j : Fn(M) −→ F2(M) and α˜i,j : ∏n1 M −→ ∏21 M denote the respective pro-
jections onto the ithand jthcoordinates. Observe that the maps pi, p˜i, αi,j and α˜i,j are
fibrations, and that:
pi = p˜i ◦ ιn and ι2 ◦ αi,j = α˜i,j ◦ ιn. (7)
Let 1 ≤ i < j ≤ n. As maps from Fn(M) to M, we have p˜i ◦ ιn = p1 ◦ αi,j and p˜j ◦ ιn =
p˜2 ◦ ι2 ◦ αi,j, and using (7), we obtain the following commutative diagram:
Fn(M) F2(M)
M
∏
n
1 M ∏
2
1 M
M M.
pj
αi,j
ιn
pi p1
ι2
p2
p˜i
α˜i,j
p˜j
p˜1
p˜2
(8)
In all of what follows, let τ : S2 −→ S2 denote the antipodal map defined by τ(x) = −x
for all x ∈ S2, and let pi : S2 −→ RP2 denote the universal covering.
LEMMA 7. Let M = S2 or RP2, and let n ≥ 2.
(a) Let 1 ≤ i ≤ n. If either k ≥ 3, or k = n = 2 and M = S2, the homomorphism
(pi)#k : pik(Fn(M)) −→ pik(M) is an isomorphism.
(b) Let k ≥ 2. Then the homomorphism (ιn)#k : pik(Fn(M)) −→ pik(∏n1 M) is injective.
REMARK 8. Let n and k be as in Lemma 7(a). Theorem 5 implies that pik(Fn(M)) ∼=
pik(M), and the lemma provides an explicit isomorphism.
Proof of Lemma 7. Let n, k ≥ 2.
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(a) Let 1 ≤ i ≤ n. Then pi : Fn(M) −→ M is a Fadell-Neuwirth fibration whose fibre,
which is an Eilenberg-Mac Lane space of type K(pi, 1), may be identified with Fn−1(M \
{xi}). The result follows by taking the long exact sequence in homotopy of this fibration
(note that the fibre is contractible if M = S2 and n = 2).
(b) If k ≥ 3, or k = n = 2 and M = S2 then the statement is a consequence of part (a)
and (7). So assume that k = 2 and that n 6= 2 if M = S2. The result is a consequence of
Remark 6.
As we shall now see, the homomorphism (ιn)#k : pik(Fn(M)) −→ pik(∏n1 M) is diag-
onal for most values of n and k, with the exception of one case when it is anti-diagonal.
PROPOSITION 9. Let n, k ≥ 2.
(a) If n = k = 2 then the homomorphism (ι2)#2 : pi2(F2(S2)) −→ pi2(∏2i=1 S2) is the anti-
diagonal homomorphism that sends a generator of pi2(F2(S
2)) to (1,−1) or to (−1, 1) depend-
ing on the choice of orientation of S2.
(b) If n ≥ 2 and k ≥ 3 then (ιn)#k : pik(Fn(S2)) −→ pik(∏n1 S2) is a diagonal homomorphism.
Proof. Let n = k = 2 (resp. n ≥ 2 and k ≥ 3). In part (a) (resp. (b)), we shall show that
(ιn)#k : pik(Fn(S2)) −→ pik(∏n1 S2) is an anti-diagonal (resp. diagonal) homomorphism.
To do so, it suffices to prove that (p˜1)#2 ◦ (ιn)#2 = −(p˜2)#2 ◦ (ιn)#2 (resp. (p˜i)#k ◦ (ιn)#k =
(p˜j)#k ◦ (ιn)#k for all 1 ≤ i < j ≤ n), which is equivalent to showing that (p1)#2 =
−(p2)#2 (resp. (pi)#k = (pj)#k).
(a) Suppose that n = k = 2. Thus pi2(F2(S2)) ∼= pi2(S2) ∼= Z, and for i = 1, 2, pi
is a homotopy equivalence, with homotopy inverse si : S2 −→ F2(S2), where s1(x) =
(x,−x) and s2(x) = (−x, x) [GG4, page 859]. Since p1 ◦ s1 = IdS2 and p2 ◦ s1 = τ, we
have (s1)#2 = ((p1)#2)−1, (p2)#2 ◦ ((p1)#2)−1 = τ#2, and (p2)#2 = τ#2 ◦ (p1)#2 = −(p1)#2
since τ is of degree −1. Now pi2(F2(S2)) ∼= pi2(S2) ∼= Z, and once we have fixed an
orientation of S2 and a generator of pi2(F2(S2)), (ι2)#2 sends this generator to (1,−1) or
to (−1, 1) using (7) and Lemma 7(a).
(b) Let k ≥ 3. To compare the homomorphisms (pi)#k : pik(Fn(S2)) −→ pik(S2), where
i ∈ {1, . . . , n}, we analyse the elements (pi)#k([α]) of pik(S2) for maps α : Sk −→ Fn(S2).
We split the proof into two cases.
(i) First suppose that n = 2. Let β = p1 ◦ α, and let s1 be as in the proof of (a). Then
s1 ◦ β = s1 ◦ p1 ◦ α ≃ α. Since β is a map from Sk to S2, it follows from the long exact
sequence in homotopy of the Hopf fibration S1 −→ S3 H−→ S2 that β factors through
the Hopf map H : S3 −→ S2, and so there exists β1 : Sk −→ S3 such that β = H ◦ β1.
We thus have the following diagram:
Sk F2(S
2)
S3 S2
α
β
β1 p1
H
s1
that is commutative, with the exception of the paths involving s1 that are commutative
up to homotopy. Using the homotopy equivalences of part (a), for i = 1, 2, we have:
pi ◦ α ≃ pi ◦ s1 ◦ β = pi ◦ s1 ◦ H ◦ β1 ≃ τi−1 ◦ H ◦ β1.
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But by a result of Hopf (see [A, page 269, Lemma 8.2.5] or [Ho, Satz II and IIb’]),
τ ◦ H ≃ H, and so p1 ◦ α = β ≃ p2 ◦ α. Thus (p1 ◦ α)#k = (p2 ◦ α)#k for all maps
α : Sk −→ F2(S2), hence (p1)#k = (p2)#k, from which we conclude that (ι2)#k is a diag-
onal homomorphism.
(ii) Now suppose that n ≥ 3. To prove that (ιn)#k is diagonal, it suffices to show that
the homotopy class [pi ◦ α] in pik(S2) of the map pi ◦ α : Sk −→ S2 does not depend on
i, or equivalently that [pj ◦ α] = [p1 ◦ α] in pik(S2) for all 2 ≤ j ≤ n. As we saw in the
previous paragraph, (ι2)#k : pik(F2(S2)) −→ pik(∏2i=1 S2) is a diagonal homomorphism,
in particular, (p˜1 ◦ ι2)#k = (p˜2 ◦ ι2)#k. Using this and taking i = 1 and 2 ≤ j ≤ n in the
commutative diagram (8), for any map α : Sk −→ Fn(S2), we have:
[p1 ◦ α] = [p˜1 ◦ ι2 ◦ α1,j ◦ α] = [p˜2 ◦ ι2 ◦ α1,j ◦ α] = [pj ◦ α],
and thus (p1)#k = (pj)#k as required.
The following proposition is the analogue of Proposition 9 for RP2.
PROPOSITION 10. Let n, k ≥ 2. Then (ιn)#k : pik(Fn(RP2)) −→ pik(∏n1 RP2) is a diagonal
homomorphism.
REMARK 11. Let M = S2 (resp. M = RP2). In the cases not covered by Lemma 7(a),
namely k = 2 and n ≥ 3 (resp. n ≥ 2), (ιn)#2 : pi2(Fn(M)) −→ pi2(∏n1 M) is trivially di-
agonal by Remark 6, but the homomorphism (pi)#k of Lemma 7(a) is not an isomorph-
ism.
Proof of Proposition 10. Let k, n ≥ 2. We consider four cases.
(a) If k = 2 then pi2(Fn(RP2)) = 1 by Remark 6, and hence (ιn)#2 is the trivial (diagonal)
homomorphism.
(b) Let n = 2 and k = 3. By (7), it suffices to show that (p1)#3 = (p2)#3. With Theorem 5
in mind, let γ (resp. ρ) denote a generator of the infinite cyclic group pi3(F3(RP2)) (resp.
pi3(RP
2)). By Lemma 7(a), (pl)#3 : pi3(F3(RP2)) −→ pi3(RP2) is an isomorphism for all
1 ≤ l ≤ 3, so there exists εl ∈ {1,−1} such that (pl)#3(γ) = εlρ. Hence there exist
1 ≤ i < j ≤ 3 and ε ∈ {1,−1} such that (pi)#3(γ) = (pj)#3(γ) = ερ. Consider (8),
where we take n = 3. The map αi,j is a Fadell-Neuwirth fibration, whose fibre may
be identified with F1(RP2 \
{
xi, xj
}
), and as in the proof of Lemma 7(a), we see that
(αi,j)#3 : pik(F3(RP2)) −→ pik(F2(RP2)) is an isomorphism, thus γ′ = (αi,j)#3(γ) is a
generator of the infinite cyclic group pi3(F2(RP2)). Taking the commutative diagram (8)
on the level on pi3, we see that:
ερ = (pi)#3(γ) = (p1 ◦ αi,j)#3(γ) = (p1)#3(γ′) and
ερ = (pj)#3(γ) = (p2 ◦ αi,j)#3(γ) = (p2)#3(γ′),
from which it follows that (p1)#3 = (p2)#3 as required.
(c) Suppose that n = 2 and k ≥ 4. Let h : ˜F2(RP2) −→ F2(RP2) be the universal cover-
ing map, and with Theorem 5 in mind, let f : S3 −→ ˜F2(RP2) and g : ˜F2(RP2) −→ S3
be homotopy equivalences. If i ∈ {1, 2} then pi ◦ h ◦ f : S3 −→ RP2 lifts to a map
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p̂i : S3 −→ S2, and we have the following commutative diagram:
S3 S2
F2(RP
2) RP2.
p̂i
h◦ f pi
pi
(9)
From Lemma 7(a) and the proof of case (b) above, (pi)#k : pik(F2(RP2)) −→ pik(RP2)
is an isomorphism and (pi)#3(γ′) = ερ. Considering the commutative diagram (9) on
the level of pi3, (h ◦ f )#3 and pi#3 are also isomorphisms, and it follows that (p̂i)#3 =
(pi#3)
−1 ◦ (pi)#3 ◦ (h ◦ f )#3 is an isomorphism that is independent of i. Hence p̂i is ho-
motopic to the Hopf map H, and on the level of pik, we have (pi)#k = pi#k ◦ H#k ◦ ((h ◦
f )#k)
−1 for all k ≥ 3. We conclude that (p1)#k = (p2)#k as required.
(d) Finally, if n, k ≥ 3, it suffices to replace S2 by RP2 in case (b)(ii) of the proof of
Proposition 9, and to make use of the fact proved in cases (b) and (c), that for n = 2 and
all k ≥ 3, (ι2)#k is a diagonal homomorphism.
REMARK 12. To prove the result of Proposition 10 in the case n = 2 and k = 3, one
may make use of [DG, Proposition 2.13] or [K, Theorem 1.17] to show that the pair of
maps (pi ◦ H,pi ◦ H) : S3 −→ RP2 ×RP2 may be deformed to a pair of coincidence-free
maps, and so up to homotopy, factors through F2(RP2).
3 The homotopy type of the homotopy fibre of ιn for M =
S2,RP2
The aim of this section is to prove Theorem 1 concerning the homotopy type of the
homotopy fibre of the map ιn : Fn(M) −→ ∏n1 M, where M = S2 or RP2. In Section 3.1,
we define much of the basic notation that will be used in the rest of the paper, and we
advise the reader to refer to this section frequently during the rest of the manuscript. In
Section 3.2, we shall prove Theorem 1 and Corollary 2.
3.1 Generalities and notation
Let X be a topological space, and let x0 ∈ X be a basepoint, and let I = [0, 1]. If l
is a path in X parametrised by t ∈ I then let l−1 denote its inverse, in other words
l−1(t) = l(1− t) for all t ∈ I, and if x ∈ X then let cx denote the constant path at x. If
l, l′ are paths in X such that l(1) = l′(0), then l ∗ l′ will denote their concatenation. Let
ΩX denote the loop space of (X, x0), and if ω ∈ ΩX then let [ω] denote the associated
element of pi1(X, x0). If Y is a topological space and f : X −→ Y is a map, then we shall
always take the basepoint of E f and I f defined in equations (1) and (2) to be (x0, c f (x0)).
We define the following notation that will be used throughout the rest of the ma-
nuscript. Let S2 be the unit sphere in R3, let z˜0 = (0, 0, 1), let D be the open disc
S2 \ {−z˜0}, let C be the open cylinder S2 \ {z˜0,−z˜0}, and let τ : S2 −→ S2 be the an-
tipodal map. We equip S2 with spherical coordinates (θ, ϕ), where θ ∈ [0, 2pi) is the
longitude whose prime meridian passes through x˜0 and ϕ ∈ [−pi2 , pi2 ] is the latitude. Let
n0 = 3 (resp. n0 = 2) if M = S2 (resp. RP2), let n ≥ n0, and for j ∈ {0, 1, . . . , n− n0},
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let x˜j =
(
0, pi2
( j
j+1
))
and xj = pi(x˜j), where pi : S2 −→ RP2 denotes the universal cov-
ering map. Let M = S2 (resp. M = RP2), and let M = D (resp. M = C). We take the
basepoint Wn = (w1, . . . ,wn) of both Fn(M) and ∏
n
1 M to be (x˜0, x˜1, . . . , x˜n−3, z˜0,−z˜0)
(resp. (x0, x1, . . . , xn−2, z0)), where z0 = pi(z˜0), and the basepoint of both Fn−1(M \
{wn}) and ∏n−1i=1 M to be W ′n = (w1, . . . ,wn−1). Let G = {IdD} (resp. G = 〈τ |C 〉).
Then FGn−1(M) is the usual configuration space Fn−1(D) of D (resp. the orbit configura-
tion space F〈τ〉n−1(C) of C) that we equip with the basepointW
′′
n = (w
′′
1 , . . . ,w
′′
n−1), where
W ′′n = (x˜0, x˜1, . . . , x˜n−3, z˜0) (resp. W ′′n = (x˜0, x˜1, . . . , x˜n−2)). So as not to overload the
notation, we shall omit these basepoints in much of what follows, and we shall identify
pi1 (∏
n
1 ΩM, (cw1 , . . . , cwn)) with pi2 (∏
n
1 M,Wn)) in the usual manner.
Let En and In (resp. E′n and I ′n) denote themapping path and homotopy fibre respect-
ively of the inclusion ιn : Fn(M) −֒→ ∏n1 M (resp. ι′n : Fn−1(M \ {wn}) −֒→ ∏n−1i=1 M)
that are defined using (1) and (2) by:
En =
{
(x, λ) ∈ Fn(M)×
n
∏
1
MI
∣∣∣∣∣ λ(0) = x
}
In = { (x, λ) ∈ En | λ(1) = Wn}
E′n =
{
(y, µ) ∈ Fn−1(M \ {wn})×
n−1
∏
i=1
MI
∣∣∣∣∣ µ(0) = y
}
I ′n =
{
(y, µ) ∈ E′n
∣∣ µ(1) = W ′n} . (10)
The basepoints are chosen in accordance with the convention of the first paragraph.
Let jn : In −→ En and j′n : I ′n −→ E′n denote the associated inclusions. By [A, Proposi-
tion 3.5.8(2) and Remark 3.5.9(1)], the maps fn : Fn(M) −→ En and gn : En −→ Fn(M)
(resp. f ′n : Fn−1(M \ {wn}) −→ E′n and g′n : E′n −→ Fn−1(M \ {wn})) defined by fn(x) =
(x, cιn(x)) and gn(x, λ) = x (resp. f
′
n(y) = (y, cι′n(y)) and g
′
n(y, µ) = y) are mutual ho-
motopy equivalences. Let αn : E′n −→ En be defined by αn(y, µ) = (y,wn, µ, cwn), let
α̂n : ∏n−1i=1 M −→ ∏n1 M be defined by α̂n(y) = (y,wn), and let
α̂n
∣∣∣Fn−1(M\{wn}) : Fn−1(M \ {wn}) −→ Fn(M)
denote its restriction to the corresponding configuration spaces. We define the map
ι̂n : En −→ ∏n1 M (resp. ι̂′n : E′n −→ ∏n−1i=1 M) by ι̂n(x, λ) = λ(1) (resp. ι̂′n(y, µ) = µ(1)).
Note that ι̂n ◦ fn = ιn, and that αn restricts to a map from I ′n to In that we denote by α′n.
Applying [A, pages 91 and 108], we obtain the following commutative diagram:
I ′n E′n ∏n−1i=1 M
In En ∏
n
1 M,
j′n
α′n
ι̂′n
αn α̂n
jn ι̂n
(11)
where the rows are fibrations. Let d′n : ∏n−1i=1 ΩM −→ I ′n (resp. dn : ∏n1 ΩM −→ In)
denote the boundary map corresponding to the upper (resp. lower) fibration of (11),
and for all k ≥ 1, let:
∂ ′n,k = (d
′
n)#k : pik
(n−1
∏
i=1
M
)
−→ pik−1(I ′n) (resp. ∂n,k = (dn)#k : pik
( n
∏
1
M
)
−→ pik−1(In))
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denote the induced boundary homomorphism on the level of pik. We recall the con-
struction of these maps in the following lemma that will be used in Section 5.
LEMMA 13. With the above notation, we have d′n(ω) = (w1, . . . ,wn−1,ω) (resp. dn(ω) =
(w1, . . . ,wn,ω)) for all ω ∈ ∏n−1i=1 ΩM (resp. ω ∈ ∏n1 ΩM).
Proof. The statement of the lemma is a consequence of the general construction of
the boundary map of a fibration, which we now recall. Let f : (X, x0) −→ (Y, y0) be
a map between based topological spaces, let I f denote the homotopy fibre of f , let
EY =
{
λ ∈ Y I ∣∣ λ(1) = y0} be the path space of Y, and let ΩY −→ EY P0−→ Y be the
path space fibration [A, page 85], where P0(λ) = λ(0). By [A, Proposition 3.3.12 and
Definition 3.3.13], we have the following pullback square:
I f EY
X Y,
u
v P0
f
where u(x, λ) = λ and v(x, λ) = x for all (x, λ) ∈ I f , v is the principal fibration induced
by f , and u induces a homeomorphism between the fibre Fv of v and ΩY whose inverse
u′ : ΩY −→ Fv is defined by u′(ω) = (x0,ω) for all ω ∈ ΩY. The boundary map
d : ΩY −→ I f is then defined by d = i ◦ u′, where i : Fv −→ I f is inclusion, so d(ω) =
(x0,ω) for all ω ∈ ΩY. The result then follows by taking X = Fn−1(M \ {wn}), Y =
∏
n−1
i=1 M and f = ι
′
n (resp. X = Fn(M), Y = ∏
n
1 M and f = ιn).
The following remarks will play an important rôle in the proof of Theorem 1.
REMARKS 14.
(a) Let p : E −→ B be a fibration with fibre F, let E′ be a subspace of E, and suppose
that the restriction p′ = p |E′ : E′ −→ B is also a fibration, with fibre F′. Let ι : E′ −→ E
denote inclusion, and let ι′ = ι |F′ : F′ −→ F denote the restriction of ι to F′. The in-
clusions of the fibres in the corresponding total spaces induce an explicit homotopy
equivalence between the homotopy fibres Iι and Iι′ of ι and ι′ respectively. Although
this result seems to be folklore and is well known to the experts in the field, we were
unable to locate a proof in the literature, and so we give one in Proposition 36 in the Ap-
pendix of this paper. A consequence of this proposition is that the map α′n : I ′n −→ In is
a homotopy equivalence (see Corollary 37).
(b) Suppose that f : X −→ Y is null homotopic, and let c : X −→ Y denote the constant
map that sends the whole of X onto y0. By [A, Proposition 3.3.17], I f and Ic have the
same homotopy type. On the other hand, Ic =
{
(x, λ) ∈ X× Y I ∣∣ λ(0) = λ(1) = y0} =
X×ΩY. Therefore I f has the same homotopy type as X ×ΩY.
Let M = S2 (resp. M = RP2), and let ιc : FGn−1(M) −→ ∏n−1i=1 S2 be the constant map
that sends every point of FGn−1(M) toW
′′
n , which we take to be the basepoint of ∏
n−1
i=1 S
2
at this level. By Remarks 14(b), its homotopy fibre is given by:
Ic = F
G
n−1(M)×Ω
(n−1
∏
i=1
S2
)
, (12)
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which we equip with the basepoint Wc in accordance with the convention given in
the first paragraph of this section. Let I ′′n be the homotopy fibre of the inclusion map
ι′′n : FGn−1(M) −→ ∏n−1i=1 S2 defined by ι′′n(u) = u for all u ∈ FGn−1(M), and also equipped
with the basepointWc. So:
I ′′n =
 (u, µ) ∈ FGn−1(M)×
(
n−1
∏
i=1
S2
)I ∣∣∣∣∣∣ µ(0) = u and µ(1) = W ′′n
 . (13)
IfM = S2, then ι′′n = ι′n, so I ′′n = I ′n by (10). Let hn : Ic −→ FGn−1(M) and h′′n : I ′′n −→FGn−1(M)
denote the projections onto the first factor, and let pi : S2 −→ M be the identity IdS2
(resp. the universal covering pi : S2 −→ RP2). Then pi restricts to a map from D (resp.
from C) to M \ {wn} that we also denote by pi. Let αpi : I ′′n −→ I ′n be defined by:
αpi(y0, . . . , yn−2, l0, . . . , ln−2) = (pi(y0), . . . ,pi(yn−2),pi ◦ l0, . . . ,pi ◦ ln−2). (14)
Note that if M = S2 then αpi is the identity. Let p : ∏n−11 S
2 −→ ∏n−11 M denote the
identity (resp. the 2n−1-fold universal covering), and let p′ : FGn−1(M) −→ Fn−1(M \ {wn})
denote the restriction of p to FGn−1(M). If αc : Ic −→ I ′′n is a pointed map that satisfies
h′′n ◦ αc(u, µ) = u for all (u, µ) ∈ Ic, using the definitions, one may check that the fol-
lowing diagram of pointed spaces and maps is commutative:
Ic F
G
n−1(M) ∏
n−1
i=1 S
2
I ′′n FGn−1(M) ∏
n−1
i=1 S
2
I ′n Fn−1(M \ {wn}) ∏n−1i=1 M
In Fn(M) ∏
n
1 M,
hn
αc
ιc
Id
FG
n−1(M)
Id
∏
n−1
i=1 S
2
h′′n
αpi
ι′′n
p′ p
g′n◦j′n
α′n
ι′n
α̂n
∣∣∣Fn−1(M\{wn}) α̂n
gn◦jn ιn
(15)
with the possible exception of the upper right-hand square. In the proof of Theorem 1,
we shall see that this square commutes up to homotopy (see Remark 18), and in Sec-
tion 5.2, we exhibit a map αc that satisfies the above condition (see equation (45)).
To end this section, we state and prove the following lemma that will be used to ana-
lyse the upper part of the long exact sequence in homotopy of the homotopy fibration
of ιn.
LEMMA 15. Let A and B be Abelian groups, and let n ≥ 2. Assume that Θ : A −→ ⊕ni=1 B
is an injective homomorphism, and suppose that there exists i ∈ {1, . . . , n} such that the com-
position pii ◦Θ : A −→ B is an isomorphism, where pii :
⊕n
i=1 B −→ B is projection onto the
ith factor. Then the short exact sequence:
1 −→ A Θ−→ ⊕ni=1 B ζ−→ (⊕ni=1 B) / Im (Θ) −→ 1 (16)
splits, where ζ :
⊕n
i=1 B −→ (
⊕n
i=1 B) / Im (Θ) denotes the canonical projection.
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Proof. Since the groups that appear in the short exact sequence (16) are Abelian, the
existence of a section for ζ is equivalent to that of a section for Θ. If g : B −→ A is
inverse of the isomorphism pii ◦ Θ then the map h :
⊕n
i=1 B −→ A given by h = g ◦ pii
is a homomorphism and defines a section for Θ.
3.2 Proof of Theorem 1
In this section, we prove Theorem 1, from which we shall deduce Corollary 2. We first
prove Lemma 16, which will play an important rôle in the proof of Theorem 1(b), but
is interesting in its own right.
LEMMA 16. For all n ∈ N, the space F 〈τ〉n (C) is a K(Gn, 1), and Gn is isomorphic to an
iterated semi-direct product of the form F2n−1 ⋊ (F2n−3 ⋊ (· · · ⋊ (F3 ⋊ Z) · · · )), where for
i = 1, . . . , n− 1, F2i+1 is a free group of rank 2i+ 1.
REMARK 17. This description of Gn is similar to that of Artin combing for the Artin pure
braid groups. The actions will be computed in Section 4.
Proof of Lemma 16. If n = 1 then F 〈τ〉1 (C) = C, and the result is clear. So suppose that
n ≥ 2. The proof is similar to that for the configuration spaces of the disc, and makes
use of the Fadell-Neuwirth fibrations. The map qn : F
〈τ〉
n (C) −→ F 〈τ〉n−1(C) defined by
forgetting the last coordinate is well defined, and as in [FaN], may be seen to be a
locally-trivial fibration (see also [Fa, Theorem 2.2] and [CX, Lemma 4]). The fibre
over the basepoint W ′′n = (x˜0, x˜1, . . . , x˜n−2) of F
〈τ〉
n−1(C) may be identified with the set
C \ {±x˜0, . . . ,±x˜n−2}. Furthermore, qn admits a section sn given by choosing (for
example) a point sufficiently close to z˜0 in a continuous manner (see also [Fa, The-
orem 3.2], as well as the beginning of Section 4 and Remark 21 for two different possib-
ilities for sn). Since the fibre has the homotopy type of a wedge of circles, taking the long
exact sequence in homotopy of the fibration qn, we see that (qn)#k : pik
(
F
〈τ〉
n (C)
) −→
pik
(
F
〈τ〉
n−1(C)
)
is an isomorphism for all k ≥ 3 and is injective if k = 2, and that there
exists a split short exact sequence:
1 pi1(C \ {±x˜0, . . . ,±x˜n−2}) Gn Gn−1 1.
(qn)#1
(sn)#1
(17)
Induction on n then shows that pik(F
〈τ〉
n (C)) is trivial for all k ≥ 2. The first part of the
statement then follows. By induction on n, equation (17), the isomorphism G1 ∼= Z and
the fact that pi1(C \ {±x˜0, . . . ,±x˜n−2}) ∼= F2n−1, we obtain the isomorphism given in
the second part of the statement.
Proof of Theorem 1. Let n ≥ 2. Wemake use of the notation and basepoints of Section 3.1.
By Corollary 37, In and I ′n have the same homotopy type.
(a) Suppose first thatM = S2. We claim that themap ι′n : Fn−1(S2 \ {wn}) −֒→ ∏n−1i=1 S2
is null homotopic. To see this, observe that for 1 ≤ i ≤ n− 1, the following diagram is
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commutative:
Fn−1(S2 \ {wn}) ∏n−11 S2
S2 \ {wn} S2,
ι′n
pi p˜i
ι′2
where pi and p˜i are the projections of Section 2. The contractibility of S2 \ {wn} implies
that the composition ι′2 ◦ pi is null homotopic, so the composition p˜i ◦ ι′n is null homo-
topic for all 1 ≤ i ≤ n− 1, and hence ι′n is null homotopic, which proves the claim. The
first part of Theorem 1(a) follows by applying Remarks 14(b) to ι′n. The equivalence
with the second part is clear using the fact that Fn−1(D) is an Eilenberg-Mac Lane space
of type K(Pn−1, 1) [FaN].
(b) Let M = RP2. Considering Fn−1(RP2 \ {wn}) to be a subspace of ∏n−11 RP2 via the
inclusion ι′n, one may check that F
〈τ〉
n−1(C) = p
−1(Fn−1(RP2 \ {wn})), and that the map
p′ : F 〈τ〉n−1(C) −→ Fn−1(RP2 \ {wn}) is also a regular 2n−1-fold covering map. Now con-
sider the middle right-hand commutative square of (15). We claim that I ′n and I ′′n have
the same homotopy type. To see this, first note that since p is the universal covering
map and (ι′n)#1 is surjective, it follows using standard properties of covering spaces that
p′#1 : pi1
(
F
〈τ〉
n−1(C)
) −→ Ker ((ι′n)#1) is an isomorphism. Consider the homotopy fibra-
tions:
I ′′n
h′′n−→ F 〈τ〉n−1(C)
ι′′n−→
n−1
∏
1
S2 and I ′n
g′n◦j′n−−−→ Fn−1(RP2 \ {wn}) ι
′
n−→
n−1
∏
1
RP2 (18)
of the second and third rows of (15), and for k ∈ N, let ∂′′n,k : pik(∏n−1i=1 S2) −→ pik−1(I ′′n )
denote the boundary homomorphism corresponding to the first of these. Using the
commutativity of these two rows, we obtain a map ξ : I ′′n −→ I ′n of homotopy fibres
given by ξ(x, λ) = (p′(x), p ◦ λ) for all (x, λ) ∈ I ′′n that satisfies p′ ◦ h′′n = (g′n ◦ j′n) ◦ ξ,
and taking the long exact sequence in homotopy of the homotopy fibrations (18), we
obtain the following commutative diagram of exact sequences:
. . . pik(I ′′n ) pik(F
〈τ〉
n−1(C)) pik(∏
n−1
1 S
2) pik−1(I ′′n ) . . .
. . . pik(I ′n) pik(Fn−1(RP2 \ {wn})) pik(∏n−11 RP2) pik−1(I ′n) . . .
(h′′n)#k
ξ#k
(ι′′n)#k
p′#k
∂′′n,k
p#k ξ#(k−1)
(g′n◦j′n)#k (ι′n)#k ∂′n,k
(19)
Now Fn−1(RP2 \ {wn}) is an Eilenberg-Mac Lane space of type K(pi, 1), and by Lemma 16,
so is F 〈τ〉n−1(C). Since the homomorphism p#k is an isomorphism for all k ≥ 2, it follows
from (19) that ξ#k is an isomorphism for all k ≥ 2. Studying the tail of (19), and using
the surjectivity of (ι′n)#1 and the fact that F
〈τ〉
n−1(C) and Fn−1(RP
2 \ {wn}) are path con-
nected, we deduce that pi0(I ′n) and pi0(I ′′n ) consist of a single point, so ξ#0 is a bijection.
Finally, from the remaining part of the long exact sequence in homotopy, we have:
1 pi2(∏n−11 S
2) pi2(I
′′
n ) pi1(F
〈τ〉
n−1(C)) 1
1 pi2(∏
n−1
1 RP
2) pi1(I
′
n) pi1(Fn−1(RP2 \ {wn})) pi1(∏n−11 RP2) 1,
∂′′n,2
p#2
(h′′n)#1
ξ#1 p
′
#1
∂′n,2 (g
′
n◦j′n)#1 (ι′n)#1
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and since p′#1 is an isomorphism, we obtain the following commutative diagram of
short exact sequences:
1 pi2(∏
n−1
1 S
2) pi2(I
′′
n ) pi1(F
〈τ〉
n−1(C)) 1
1 pi2(∏
n−1
1 RP
2) pi1(I
′
n) Ker ((ι
′
n)#1) 1.
∂′′n,2
∼= p#2
(h′′n)#1
ξ#1 ∼= p′#1
∂′n,2 (g′n◦j′n)#1
The 5-Lemma implies that ξ#1 is an isomorphism. We conclude that ξ#k is an isomorph-
ism for all k ≥ 0. Now by [A, pages 204–5] or [M, page 247], the homotopy fibre I f of
a map f : X −→ Y between two topological spaces X and Y is the standard homotopy
pullback of the spaces and maps ∗ −→ Y f←− X, and by [M, Lemma 36], if X and
Y each have the homotopy type of a CW-complex, then I f has the homotopy type of
a CW-complex. Applying this to the maps ι′n and ι′′n , we conclude that I ′n and I ′′n each
have the homotopy type of a CW-complex. Whitehead’s theorem then implies that they
have the same homotopy type, which proves the claim.
It remains to determine the homotopy type of I ′′n . Let 1 ≤ i ≤ n− 1, and consider
the following commutative diagram:
F
〈τ〉
n−1(C) ∏
n−1
1 S
2
C S2,
ι′′n
pi
∣∣
F
〈τ〉
n−1(C)
p˜i
ι′′2
where pi and p˜i are the projections of Section 2. The composition ι′′2 ◦ pi
∣∣
F
〈τ〉
n−1(C)
is null
homotopic because C has the homotopy type of a circle and S2 is simply connected,
so the composition p˜i ◦ ι′′n is null homotopic, from which it follows that ι′′n is also null
homotopic. So I ′′n has the homotopy type of F
〈τ〉
n−1(C)×Ω
(
∏
n−1
1 S
2
)
by Remarks 14(b),
which proves the first part of the statement of part (b). The second part then follows
from Lemma 16.
REMARK 18. In the course of the proof of Theorem 1, we showed that:
(a) I ′n and I ′′n have the same homotopy type.
(b) ι′′n is null homotopic (recall that ι′′n = ι′n if M = S2). From this, it follows that:
(i) the upper right-hand square of the diagram (15) commutes up to homotopy, and so
the same is true for the whole diagram.
(ii) I ′′n and Ic have the same homotopy type by [A, Proposition 3.3.17].
In Lemma 26, we shall exhibit explicit homotopy equivalences between Ic, I ′n and I ′′n .
We now prove Corollary 2.
Proof of Corollary 2. Wemake use of the notation of Section 3.1. Let M = S2 or RP2, and
let n ≥ 2 and k ≥ 1. Taking the long exact sequence in homotopy of the lower fibration
of (11), and using the fact that ι̂n ◦ fn = ιn, we obtain the following long exact sequence:
. . . −→ pik(In)
(gn◦jn)#k−−−−−→ pik(Fn(M)) (ιn)#k−−−→ pik
(
n
∏
1
M
)
∂n,k−−→ pik−1(In) −→ . . . . (20)
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(a) Suppose that k ≥ 3 and n ≥ 2 (resp. M = S2 and n = k = 2). Then (ιn)#k and
(ιn)#(k−1) are injective by Lemma 7(b) (resp. (ι2)#2 is injective by Lemma 7(b) and P2(S2)
is trivial), from which we obtain the short exact sequence (3), where pik−1(In) has been
replaced by pik−1
(
Ω
(
∏
n−1
1 S
2
))
via the homotopy equivalences of Theorem 1. We have
also used the fact that Fn−1(D2) and F
〈τ〉
n−1(C) are Eilenberg-Mac Lane spaces of type
K(pi, 1) by [FaN] and Lemma 16 (resp. P1(D2) is trivial). Proposition 9(b) and Pro-
position 10 (resp. Proposition 9(a)) show that (ιn)#k is diagonal (resp. anti-diagonal).
Further, if i ∈ {1, . . . , n}, by (7) and Lemma 7(a), (p˜i)#k ◦ (ιn)#k : pik(Fn(M)) −→ pik(M)
is an isomorphism, and taking A = pik(Fn(M)), B = pik(M), Θ = (ιn)#k and pii = (p˜i)#k
in Lemma 15, it follows that the short exact sequence (3) splits. This proves the first part
of the statement in each case. The application of Theorem 5 and standard facts about
homotopy groups yields the second short exact sequence of the statement of part (a).
(b) Let k = 2 and n ≥ 3. Since pi2(Fn(M)) is trivial by Theorem 5, we obtain the
exact sequence (4) by applying once more Theorem 1 to equation (20). If M = S2, the
sequence becomes short exact, but does not split because the middle group is torsion
free and the quotient has torsion. The remaining exact sequences in the statement then
follow using standard results about homotopy groups.
4 A presentation of Gn
Let n ≥ 1. Once more, we make use of the notation of Section 3.1. In this section,
we shall exhibit a presentation of the fundamental group Gn of the orbit configuration
space F 〈τ〉n (C). We identify C with the open annulus (0, 1)× S1 in the complex planeC,
where we identify z˜0 with the origin in C, and up to this identification, if z = reiθ ∈ C
then we take its antipodal point z′ to be (1 − r)ei(θ+pi). Let v1, . . . , vn be base points
in C that lie on the negative part of the x-axis, and let v′1, . . . , v
′
n be the correspond-
ing antipodal points (see Figure 1). As we saw in the proof of Lemma 16, the map
qn+1 : F
〈τ〉
n+1(C) −→ F 〈τ〉n (C) given by forgetting the last point is a locally-trivial fibration
that admits a section. The section is not unique: as in the proof of Lemma 16, it will be
convenient in what follows to define sn+1 : F
〈τ〉
n (C) −→ F 〈τ〉n+1(C) by sn+1(y1, . . . , yn) =
(y1, . . . , yn, yn+1), where yn+1 is a point sufficiently close to z˜0 and lying on the negative
x-axis (see for example the proof of [GG1, Theorem 6]). Then the corresponding anti-
podal point y′n+1 lies on the positive x-axis close to the outer boundary of C, and the
induced homomorphism (sn+1)# : Gn −→ Gn+1 is a section for (qn+1)#. Another useful
choice of section will be described in Remark 21.
If j ∈ N, the free group pi1
(
C \ {v1, v′1, . . . , vj−1, v′j−1}, vj) of rank 2j − 1 admits a
basis
{
ρj,i
∣∣ 0 ≤ i ≤ 2j− 2}, where for 0 ≤ i ≤ 2j − 2, we represent the generators ρj,i
by the loops depicted in Figure 1. If j ≤ i ≤ 2j − 2 then ρj,i is represented by a loop
based at vj that wraps round the point v′i−j+1. If j = n then via the identification of the
fibre of qn+1 over (v1, . . . , vn) with C \
{
v1, v′1, . . . , vn, v
′
n
}
, this group is isomorphic to
Ker ((qn+1)#). However, we have to take into account the fact that we areworking in the
orbit configuration space. If (y1, . . . , yn+1) ∈ F 〈τ〉n+1(C) then for all 1 ≤ i < j ≤ n+ 1, yi
should not only be different from yj, but it must also avoid y′j. We thus interpret the fibre
as an ‘honest’ subspace of F 〈τ〉n+1(C), and for each 0 ≤ i ≤ 2j − 2, we will represent the
16
· · · · · · · · · · · ·· · ·
ρj,j
ρj,2j−2
ρj,i
ρj,0vjviv1 vn v
′
j−1 v′nv′1
Figure 1: Generators of pi1
(
C \ {v1, v′1, . . . , vj−1, v′j−1}, vj).
· · · · · · · · ·· · ·
vjv1 vn+1 v
′
j−1 v
′
j v
′
n+1v
′
1
Figure 2: The generator ρj,0.
· · · · · · · · · · · ·· · · · · ·
vjviv1 vn+1 v′i v
′
j v
′
n+1v
′
1
Figure 3: The generator ρj,i, 1 ≤ i < j.
element ρj,i by a pair of antipodal loops (see Figures 2–4). With our choice of section, if
j ≤ n, the image of ρj,i (ρj,i being considered as an element of Gj) by the homomorphism
(sn ◦ · · · ◦ sj+1)# is the element ρj,i of Gn. Using induction on n, it follows from this
and the fact that Gn is isomorphic to the internal semi-direct product Ker ((qn)#) ⋊
(sn)#(Gn−1) that the group Gn is generated by the set
⋃n
j=1
{
ρj,i
∣∣ 0 ≤ i ≤ 2j− 2}. We
will shortly give a presentation of Gn, but we first define several elements that will
serve to simplify the statement:
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· · · · · · · · · · · · · · ·· · ·
vjvi−j+1v1 vn+1 v′i−j+1 v
′
j v
′
n+1v
′
1
Figure 4: The generator ρj,i, j ≤ i ≤ 2j− 2.
(a) for all 1 ≤ j < k ≤ n, Dj,k = ρk,jρk,j+1 · · · ρk,k−1 (see Figure 5).
(b) for all 1 ≤ j < k ≤ n, Ck,j = ρ−1k,0D−1j+1,kρk,jDj+1,kρk,0 (D−1j+1,kρk,jDj+1,k is the mirror
image of ρ−1k,j with respect to the horizontal axis, see Figure 6).
(c) for all 1 ≤ k ≤ n and k ≤ m < q ≤ 2k− 2, Ek,m,q = ρk,mρk,m+1 · · · ρk,q. The element
Ek,m,q is represented by the loop (and its antipode) based at vk that winds successively
around the points v′m−k+1, v
′
m−k+2, . . . , v
′
q−k+1 (see Figure 7).
· · · · · · · · · · · ·· · · · · ·
vkvjv1 vn v
′
j v
′
k v
′
nv
′
1
Figure 5: The element Dj,k, 1 ≤ j < k ≤ n.
· · · · · · · · · · · ·· · · · · ·
vkvjv1 vn v
′
j v
′
k v
′
nv
′
1
Figure 6: The element Ck,j, 1 ≤ j < k ≤ n.
· · · · · · · · · · · · · · · · · ·· · ·· · · · · · · · ·
vkvm−k+1 vq−k+1v1 vn v′m−k+1 v
′
q−k+1 v′k v′nv
′
1
Figure 7: The element Ek,m,q, 1 ≤ k ≤ n and k ≤ m < q ≤ 2k− 2.
PROPOSITION 19. Let n ∈ N. The following constitutes a presentation of the group Gn:
generating set:
⋃n
j=1
{
ρj,i
∣∣ 0 ≤ i ≤ 2j− 2}.
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relations: let 1 ≤ j < k ≤ n. Then:
(I)
ρj,0ρk,lρ
−1
j,0 =

ρk,l if l = 0 or j < l < k
Ck,jρk,lC
−1
k,j if 1 ≤ l < j
or if k ≤ l ≤ k+ j− 2
Ck,j if l = j
Ck,jE
−1
k,k,k+j−2ρ
−1
k,0D
−1
1,k ρk,lD1,kρk,0Ek,k,k+j−2C
−1
k,j if l = k+ j− 1
Ck,jρk,k+j−1ρk,lρ−1k,k+j−1C
−1
k,j if k+ j ≤ l ≤ 2k− 2.
(II) for all 1 ≤ i < j, ρj,iρk,lρ−1j,i = ρk,l if 0 ≤ l ≤ i − 1, j+ 1 ≤ l ≤ k+ i− 2, k+ i ≤ l ≤
k+ j− 2 or k+ j ≤ l ≤ 2k− 2, and
ρj,iρk,lρ
−1
j,i =

ρ−1k,j ρk,iρk,j if l = i
[ρ−1k,j , ρ
−1
k,i ]ρk,l[ρ
−1
k,i , ρ
−1
k,j ] if i < l < j
ρ−1k,j ρ
−1
k,i ρk,jρk,iρk,j if l = j
Ek,k+i−1,k+j−1E−1k,k+i,k+j−2ρk,k+i−1Ek,k+i,k+j−2E
−1
k,k+i−1,k+j−1 if l = k+ i− 1
E−1k,k+i,k+j−2Ek,k+i−1,k+j−2ρk,k+j−1E
−1
k,k+i−1,k+j−2Ek,k+i,k+j−2 if l = k+ j− 1
in the remaining cases.
(III) for all j ≤ i ≤ 2j − 2, ρj,iρk,lρ−1j,i = [ρ−1k,j , ρ−1k,k+i−j]ρk,l[ρ−1k,k+i−j, ρ−1k,j ] if 1 ≤ l ≤ i − j,
i− j+ 2 ≤ l ≤ j− 1, k+ i− j+ 1 ≤ l ≤ k+ j− 2 or k+ j ≤ l ≤ 2k− 2,
ρj,iρk,i−j+1ρ−1j,i =[ρ
−1
k,j , ρ
−1
k,k+i−j]Di−j+1,kρk,0Ek,k,k+j−1E
−1
k,k,k+j−2Ck,i−j+1Ek,k,k+j−2·
E−1k,k,k+j−1ρ
−1
k,0D
−1
i−j+1,k[ρ
−1
k,k+i−j, ρ
−1
k,j ],
which is the case l = i− j+ 1,
ρj,iρk,k+j−1ρ−1j,i =[ρ
−1
k,j , ρ
−1
k,i−j+1]E
−1
k,k,k+j−2Ck,i−j+1Ek,k,k+j−2ρk,k+j−1E
−1
k,k,k+j−2C
−1
k,i−j+1·
Ek,k,k+j−2[ρ−1k,i−j+1, ρ
−1
k,j ],
which is the case l = k+ j− 1, and
ρj,iρk,lρ
−1
j,i =

ρk,l if l = 0 or j+ 1 ≤ l ≤ k+ i− j− 1
ρ−1k,j ρ
−1
k,k+i−jρk,jρk,k+i−jρk,j if l = j
ρ−1k,j ρk,k+i−jρk,j if l = k+ i− j,
in the remaining cases.
Proof. The proof is by induction on n. If n = 1 then G1 = 〈ρ1,0〉 ∼= Z, and the given
presentation is valid. So suppose that the result holds for some n ≥ 1. Aswe saw above,
Gn+1 is generated by
⋃n+1
j=1
{
ρj,i
∣∣ 0 ≤ i ≤ 2j− 2}, and applying standard techniques to
obtain a presentation of the group extension Gn+1 using the short exact sequence of the
form (17) whose kernel is a free group [J, Proposition 1, page 139], the defining relations
are of two types:
19
(i) the images under (sn+1)# of the relators of the presentation of Gn, rewritten as ele-
ments of Ker ((pn+1)#).
(ii) the elements of the form yxy−1, rewritten as elements of Ker ((pn+1)#), where
x ∈ {ρn+1,l | 0 ≤ l ≤ 2n} and y ∈
n⋃
j=1
{
ρj,i
∣∣ 0 ≤ i ≤ 2j− 2}.
Since (sn+1)#(ρj,i) = ρj,i for all 1 ≤ j ≤ n and 0 ≤ i ≤ 2j− 2, the relators of Gn are sent
to relators of Gn+1 under (sn+1)#, and so the relations of (i) above are those of Gn, but
considered as relations in Gn+1. This gives rise to all of the relations (I)–(III) for Gn+1
with 1 ≤ j < k ≤ n. It remains to analyse the relations emanating from (ii), which
correspond to the relations (I)–(III) for Gn+1 with 1 ≤ j ≤ n and k = n+ 1. We obtain
the following types of relation:
(I) conjugation of ρn+1,l by the generator ρj,0 of Figure 2, for 1 ≤ j ≤ n and 0 ≤ l ≤ 2n.
(II) conjugation of ρn+1,l by the generator ρj,i of Figure 3, for 1 ≤ i < j ≤ n and
0 ≤ l ≤ 2n.
(III) conjugation of ρn+1,l by the generator ρj,i of Figure 4, for 1 ≤ j ≤ n and j ≤ i ≤
2j− 2 and 0 ≤ l ≤ 2n.
Using these figures, for all 0 ≤ l ≤ 2n and 0 ≤ i ≤ 2j − 2, the conjugate of ρn+1,l by
ρj,i may be rewritten as an element of Ker ((pn+1)#). Although ρn+1,l is also represen-
ted by two loops, the intersections between the two pairs of loops are symmetric, and
geometrically it suffices to consider (and remove) the intersections between the two
representative loops of ρj,i with one representative loop of ρn+1,l. The verifications are
left to the reader.
If n ∈ N, let Θn = ρ1,0 · · · ρn,0. We now show that the centre Z(Gn) of Gn is infinite
cyclic, generated by Θn.
PROPOSITION 20. Let n ∈ N. Then Z(Gn) = 〈Θn〉.
Proof. Let n ∈ N. In what follows, (I)–(III) refer to the corresponding relations of Pro-
position 19. Let Θ = Θn. We start by showing that Θ commutes with each generator
ρk,l of Gn, where 1 ≤ k ≤ n and 0 ≤ l ≤ 2k− 2, which will imply that Θ ∈ Z(Gn). We
consider three cases.
(a) Suppose that l = 0. By (I), the generators of the form ρm,0, 1 ≤ m ≤ n, commute
pairwise, so ρk,0 commutes with Θ for all 1 ≤ k ≤ n, which proves the result in this
case.
(b) Suppose that 1 ≤ l < k. By (I) and (II), ρk,l and ρm,0 commute if m < l or if k < m,
so:
Θρk,lΘ
−1 = ρ1,0 · · · ρk,0ρk,lρ−1k,0 · · · ρ−11,0
= ρk,0ρl,0 · · · ρk−1,0ρ1,0 · · · ρl−1,0ρk,lρ−1l−1,0 · · · ρ−11,0ρ−1k−1,0 · · · ρ−1l,0 ρ−1k,0
= ρk,0ρl,0 · · · ρk−1,0ρk,lρ−1k−1,0 · · · ρ−1l,0 ρ−1k,0 , (21)
using the fact that the ρm,0, 1 ≤ m ≤ n, commute pairwise. By (I),
ρj,0ρk,lρ
−1
j,0 =
{
Ck,jρk,lC
−1
k,j if 1 ≤ l < j
Ck,l if l = j,
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and so
ρl,0 · · · ρk−1,0ρk,lρ−1k−1,0 · · · ρ−1l,0 = ρl,0 · · · ρk−2,0Ck,k−1ρk,lC−1k,k−1ρ−1k−2,0 · · · ρ−1l,0
= Ck,k−1ρl,0 · · · ρk−2,0ρk,lρ−1k−2,0 · · · ρ−1l,0 C−1k,k−1
= Ck,k−1 · · ·Ck,l+1ρl,0ρk,lρ−1l,0 C−1k,l+1 . . .C−1k,k−1
= Ck,k−1 · · ·Ck,l+1Ck,lC−1k,l+1 . . .C−1k,k−1, (22)
because Ck,m commutes with ρq,0 for all 1 ≤ q < m < k. Since ρk,m · · · ρk,k−1 = Dm,k, for
all 1 ≤ m < k, we have:
ρ−1k,0ρk,m · · · ρk,k−1ρk,0 = ρ−1k,0Dm,kρk,0. (23)
Let us prove by reverse induction on m that for all 1 ≤ m < k,
Ck,k−1 · · ·Ck,m+1Ck,m = ρ−1k,0Dm,kρk,0. (24)
If m = k− 1 then Ck,k−1 = ρ−1k,0ρk,k−1ρk,0 = ρ−1k,0Dk,k−1ρk,0 from the definition of Ck,k−1
and (23), hence (24) is valid. So suppose that (24) holds for some 2 ≤ m < k. Then by
induction and the definitions of Ck,m−1 and Dm,k, it follows that:
Ck,k−1 · · ·Ck,m+1Ck,mCk,m−1 = ρ−1k,0Dm,kρk,0. ρ−1k,0D−1m,kρk,m−1Dm,kρk,0
= ρ−1k,0ρk,m−1Dm,kρk = ρ
−1
k,0Dm−1,kρk,0,
which proves (24). Combining equations (21), (22), (23) and (24), we see that Θ com-
mutes with ρk,l if 1 ≤ l < k.
(c) Suppose that k ≤ l ≤ 2k− 2. By (III), ρk,l commutes with ρj,0 for all k+ 1 ≤ j ≤ n
and by (I), the ρm,0, 1 ≤ m ≤ n, commute pairwise, so:
Θρk,lΘ
−1 = ρ1,0 · · · ρn,0ρk,lρ−1n,0 · · · ρ−11,0 = ρ1,0 · · · ρk,0ρk,lρ−1k,0 · · · ρ−11,0
= ρ1,0 · · · ρl−k+1,0ρk,0
(
ρl−k+2,0 · · · ρk−1,0ρk,lρ−1k−1,0 · · · ρ−1l−k+2,0
)
ρ−1k,0ρ
−1
l−k+1,0 · · · ρ−11,0 . (25)
By (I), we have:
ρm,0ρk,lρ
−1
m,0 = Ck,mρk,lC
−1
k,m for all l − k+ 2 ≤ m ≤ k− 1. (26)
By definition, Ck,m = ρ
−1
k,0ρ
−1
k,k−1 · · · ρ−1k,m+1ρk,mρk,m+1 · · · ρk,k−1ρk,0, so
Ck,mρs,0 = ρs,0Ck,m for all 1 ≤ s < m by (I), (27)
and hence:
ρl−k+2,0 · · · ρk−1,0ρk,lρ−1k−1,0 · · · ρ−1l−k+2,0 = Ck,k−1 · · ·Ck,l−k+2ρk,lC−1k,l−k+2 · · ·C−1k,k−1
= ρ−1k,0Dl−k+2,kρk,0ρk,lρ
−1
k,0D
−1
l−k+2,kρk,0
by equations (24), (26) and (27). Therefore:
Θρk,lΘ
−1=ρ1,0 · · · ρl−k+1,0Dl−k+2,kρk,0ρk,lρ−1k,0D−1l−k+2,kρ−1l−k+1,0 · · · ρ−11,0
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=ρl−k+1,0
(
ρ1,0 · · · ρl−k,0Dl−k+2,kρk,0ρk,lρ−1k,0D−1l−k+2,kρ−1l−k,0 · · · ρ−11,0
)
ρ−1l−k+1,0
=ρl−k+1,0Dl−k+2,kρk,0
(
ρ1,0 · · · ρl−k,0ρk,lρ−1l−k,0 · · · ρ−11,0
)
ρ−1k,0D
−1
l−k+2,kρ
−1
l−k+1,0, (28)
by (25), since Dl−k+2,k = ρk,l−k+2 · · · ρk,k−1, so it commutes with ρs,0 for all 1 ≤ s ≤
l − k+ 1 by (I). Now from equation (24), we obtain:
Ck,l−k · · ·Ck,1 = (Ck,k−1 · · ·Ck,l−k+1)−1.Ck,k−1 · · ·Ck,l−k+1.Ck,l−k · · ·Ck,1
= ρ−1k,0D
−1
l−k+1,kD1,kρk,0, (29)
and by (I), we have:
ρm,0ρk,qρ
−1
m,0 = Ck,mρk,k+m−1ρk,qρ
−1
k,k+m−1C
−1
k,m if 1 ≤ m ≤ q− k and q ≤ 2k− 2. (30)
So for all 1 ≤ m ≤ l − k,
ρm,0(ρk,m+kρk,m+k+1 · · · ρk,l−1ρk,lρ−1k,l−1 · · · ρ−1k,m+k+1ρ−1k,m+k)ρm,0 =
Ck,mρk,m+k−1ρk,m+kρk,m+k+1 · · · ρk,l−1ρk,lρ−1k,l−1 · · · ρ−1k,m+k+1ρ−1k,m+kρ−1k,m+k−1C−1k,m. (31)
Using equations (27), (29) and (31), we see that:
ρ1,0 · · · ρl−k,0ρk,lρ−1l−k,0 · · · ρ−11,0 =ρ1,0 · · · ρl−k−1,0Ck,l−kρk,l−1ρk,lρ−1k,l−1C−1k,l−kρ−1l−k−1,0 · · · ρ−11,0
=Ck,l−kρ1,0 · · · ρl−k−2,0(ρl−k−1,0ρk,l−1ρk,lρ−1k,l−1ρ−1l−k−1,0).
ρ−1l−k−2,0 · · · ρ−11,0C−1k,l−k
=Ck,l−k · · ·Ck,1Ek,k,l−1ρk,lE−1k,k,l−1C−1k,1 · · ·C−1k,l−k
=ρ−1k,0D
−1
l−k+1,kD1,kρk,0Ek,k,l−1ρk,lE
−1
k,k,l−1ρ
−1
k,0D
−1
1,k .
Dl−k+1,kρk,0. (32)
Combining (28) and (32), and using the relation Dl−k+2,kD−1l−k+1,k = ρ
−1
k,l−k+1, we obtain:
Θρk,lΘ
−1 = ρl−k+1,0(ρ−1k,l−k+1D1,kρk,0Ek,k,l−1ρk,lE
−1
k,k,l−1ρ
−1
k,0D
−1
1,k ρk,l−k+1)ρ
−1
l−k+1,0. (33)
In (33), it remains to conjugate by ρl−k+1,0. Using relations (I), we have:
ρl−k+1,0ρk,mρ−1l−k+1,0 =

ρk,m if m = 0 or if l − k+ 2 ≤ m ≤ k− 1
Ck,l−k+1ρk,mC−1k,l−k+1 if 1 ≤ m ≤ l − k or if k ≤ m ≤ l − 1
Ck,l−k+1 if m = l − k+ 1,
(34)
and
ρl−k+1,0ρk,mρ−1l−k+1,0 = Ck,l−k+1E
−1
k,k,l−1ρ
−1
k,0D
−1
1,k ρk,lD1,kρk,0Ek,k,l−1C
−1
k,l−k+1 if m = l. (35)
From the definition of Ck,l−k+1, we have ρk,0Ck,l−k+1ρ−1k,0 = D
−1
l−k+2,kρk,l−k+1Dl−k+2,k, and
together with (33), (34) and (35) it follows that:
Θρk,lΘ
−1 =C−1k,l−k+1.Ck,l−k+1ρk,1 · · · ρk,l−kC−1k,l−k+1.Ck,l−k+1. ρk,l−k+2 · · · ρk,k−1. ρk,0.
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Ck,l−k+1Ek,k,l−1C−1k,l−k+1.Ck,l−k+1E
−1
k,k,l−1ρ
−1
k,0D
−1
1,k ρk,lD1,kρk,0Ek,k,l−1C
−1
k,l−k+1.
Ck,l−k+1E−1k,k,l−1C
−1
k,l−k+1. ρ
−1
k,0 . ρ
−1
k,k−1 · · · ρ−1k,l−k+2.C−1k,l−k+1.
Ck,l−k+1ρ−1k,l−k · · · ρ−1k,1C−1k,l−k+1.Ck,l−k+1
=ρk,1 · · · ρk,l−kDl−k+2,k(ρk,0Ck,l−k+1ρ−1k,0 )D−11,k ρk,lD1,k(ρk,0C−1k,l−k+1ρ−1k,0 ).
D−1l−k+2,kρ
−1
k,l−k · · · ρ−1k,1
=ρk,1 · · · ρk,l−kDl−k+2,k(D−1l−k+2,kρk,l−k+1Dl−k+2,k)D−11,k ρk,lD1,k.
(D−1l−k+2,kρ
−1
k,l−k+1Dl−k+2,k)D
−1
l−k+2,kρ
−1
k,l−k · · · ρ−1k,1
=(ρk,1 · · · ρk,l−kρk,l−k+1Dl−k+2,k)D−11,k ρk,lD1,k(D−1l−k+2,kρ−1k,l−k+1ρ−1k,l−k · · · ρ−1k,1 )
=D1,k.D
−1
1,k ρk,lD1,k.D
−1
1,k = ρk,l.
We have thus shown that Θ commutes with each of the generators ρk,l , of Gn, where
1 ≤ k ≤ n and 0 ≤ l ≤ 2k− 2, and so we conclude that Θ ∈ Z(Gn) for all n ∈ N.
It remains to prove that Z(Gn) = 〈Θn〉. The proof is similar to that for Pn. If
n = 1 then G1 = 〈Θ1〉 from Proposition 19, so the result holds. Assume by induc-
tion that Z(Gn−1) = 〈Θn−1〉 for some n ≥ 2, let x ∈ Z(Gn), and consider the short
exact sequence (17). Since (qn)# is surjective, (qn)#(x) ∈ Z(Gn−1), and so by induc-
tion, there exists l ∈ Z such that (qn)#(x) = Θln−1. From the definition of qn, we have
(qn)#(ρi,0) = ρi,0 if 1 ≤ i ≤ n− 1 and (qn)#(ρn,0) = 1, thus (qn)#(Θn) = Θn−1. Since
Θn ∈ Z(Gn), xΘ−ln ∈ Ker ((qn)#) ∩ Z(Gn), so xΘ−ln ∈ Z(Ker ((qn)#)). Thus xΘ−ln is
trivial because Ker ((qn)#) is a free group of rank 2n− 1. It follows that x ∈ 〈Θn〉, and
this completes the proof of the proposition.
REMARK 21. As we already mentioned, the section (sn+1)# : Gn −→ Gn+1 gives rise to
a decomposition of Gn as an iterated semi-direct product of the form F2n−1⋊ (F2n−3⋊
(· · · ⋊ (F3 ⋊Z) · · · )). We may choose a different section for (qn+1)# so that 〈Θn〉 ap-
pears as a direct factor of Gn as follows. Let s′n+1 : F
〈τ〉
n (C) −→ F 〈τ〉n+1(C) be the map
defined by s′n+1(y1, . . . , yn) = (y1, . . . , yn, yn+1), where the point yn+1 ∈ C belongs to
the segment between yn and z˜0 and is sufficiently close to yn. The induced homomorph-
ism (s′n+1)# : Gn −→ Gn+1 sends ρn,0 to ρn,0ρn+1,0, and Θn to Θn+1. As above, Gn may
be decomposed as an iterated semi-direct product of free groups, but by Proposition 20,
it is of the form:
Gn ∼= F2n−1⋊ (F2n−3⋊ (· · ·⋊ (F5 ⋊F3) · · · ))× Z, (36)
where the Z-factor is generated by Θn. We will make use of this section to prove Pro-
position 4 at the end of Section 5.4.
A decomposition of Gn as a direct sum one of whose factors is Z may also be ob-
tained without reference to a section by using the following lemma.
LEMMA 22. Let F,G and H be groups, let α : F −→ G⊕ H be a surjective homomorphism,
and let G˜ be a subgroup of Z(F) such that the restriction of α to G˜ is an isomorphism onto G.
Then F = G˜⊕ α−1(H).
Proof. First of all, we claim that F is generated by G˜ ∪ α−1(H). To see this, let x ∈ F.
Then there exist g ∈ G and h ∈ H such that α(x) = gh. Thus there exists a (unique)
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g˜ ∈ G˜ such that α(g˜) = g. Thus α(g˜−1x) = h, and hence g˜−1x ∈ α−1(H). So there
exists h˜ ∈ α−1(H) such that x = g˜ h˜, which proves the result. This decomposition is
unique, since if there exist g˜1 ∈ G˜ and h˜1 ∈ α−1(H) such that x = g˜1. h˜1 then α(x) =
α(g˜) α(h˜) = α(g˜1) α(h˜1), and since α(g˜), α(g˜1) ∈ G and α(h˜), α(h˜1) ∈ H, it follows that
α(g˜) = α(g˜1), and so g˜ = g˜1 by the bijectivity of α
∣∣
G˜ , from which we deduce also that
h˜ = h˜1. In particular, we have G˜ ∩ α−1(H) = {e}. Now G˜ is normal in F since G˜ is a
subgroup of Z(F), and α−1(H) is normal in F because H is normal in G⊕ H and α is
surjective. We conclude that F = G˜⊕ α−1(H).
PROPOSITION 23. For all n ∈ N, there exists a subgroup Hn of Gn such that Gn = Hn⊕〈Θn〉.
Proof. If n = 1 then G1 = 〈ρ1,0〉 = 〈Θ1〉, and it suffices to take H1 to be the trivial group.
So suppose that the result holds for n− 1, where n ≥ 2, so there exists a subgroup Hn−1
of Gn−1 for which Gn−1 = Hn−1 ⊕ 〈Θn−1〉. The homomorphism (qn)# : Gn −→ Gn−1
of equation (17) is surjective, and as we saw at the end of the proof of Proposition 20,
(qn)#(Θn) = Θn−1, so (qn)#
∣∣∣〈Θn〉 : 〈Θn〉 −→ 〈Θn−1〉 is an isomorphism. Further, 〈Θn〉 =
Z(Gn) by Proposition 20, and the result follows from Lemma 22 by taking G˜ = 〈Θn〉
and Hn = ((qn)#)−1(Hn−1).
5 The boundary homomorphism for S2 and RP2
In all of this section, M will be S2 or RP2. Set n0 = 3 (resp. n0 = 2) if M = S2 (resp.
M = RP2), and let n ≥ n0. By Theorem 5, pi2(Fn(M)) is trivial. Considering the tail
of the exact sequence (20) and using the homotopy equivalence gn : En −→ Fn(M), we
obtain the following exact sequence:
1 −→ pi2
(
n
∏
1
M
)
∂n−→ pi1(In) (gn◦jn)#−−−−→ Pn(M) (ιn)#−−→ pi1
(
n
∏
1
M
)
−→ 1, (37)
where ∂n = ∂n,2 is the associated boundary homomorphism. If M = S2 then this se-
quence is short exact. The aim of this section is to describe completely ∂n. In Section 5.1,
we first describe explicit generators of pi1(Ω(S2)) and pi1(Ω(RP2)) that will be used in
the rest of the paper. In Section 5.2, we exhibit homotopy equivalences between Ic
and I ′′n , and I ′′n and I ′n in Lemma 26. In Section 5.3, we analyse the case n = n0, the
main results being Theorem 29, which describes the relation between certain elements
of pi1(In0), and Corollary 30, which makes explicit the boundary homomorphism ∂n0 .
In Section 5.4, we then use the results of Section 5.3 to study the case n > n0, and to
prove Theorem 3. Corollary 33 describes the boundary homomorphism ∂n, and gener-
alises Corollary 30. We shall make use of the notation defined in Section 3.1. Recall that
pi : S2 −→ RP2 denotes the universal covering, and that τ : S2 −→ S2 is the antipodal
map.
5.1 Geometric representatives of generators of pi1(Ω(M))
We follow the notation of Section 3.1. For i ∈ {1, 2, 3}, let pi : R3 −→ R denote pro-
jection onto the ith coordinate. Taking n = n0, the basepoint Wn0 is (x˜0, z˜0,−z˜0) (resp.
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(x0, z0)) if M = S2 (resp. M = RP2). If u ∈ {x˜0,±z˜0}, we shall identify pi1(Ω(S2), cu)
with pi2(S2, u), and pi1(Ω(RP2), cpi(u))with pi2(RP
2,pi(u)) in the usual way. In this sec-
tion, we define explicit geometric representatives of generators of pi1(Ω(S2), u) and of
pi1(Ω(RP
2), cpi(u)), and we prove two lemmas that shall be used in what follows.
Let Π0 be the tangent plane to S2 at x˜0, and let D be the straight line of equation{
x = 1
y = 0
contained in Π0. For t ∈ I, let Πt be the plane given by rotating Π0 about D
through an angle tpi, and let ω˜x˜0,t = S
2 ∩ Πt. We choose the orientation and paramet-
risation so that:
(Xa) for all s ∈ (0, 1), p2(ω˜x˜0,t(s)) < 0 if t ∈
(
0, 12
)
, and p2(ω˜x˜0,t(s)) > 0 if t ∈
(
1
2 , 1
)
.
(Xb) for all t ∈ (0, 1), p3(ω˜x˜0 ,t(s)) < 0 if s ∈
(
0, 12
)
and p3(ω˜x˜0,t(s)) > 0 if s ∈
(
1
2 , 1
)
.
(Xc) for all t, s ∈ I, pi(ω˜x˜0,t(s)) = pi(ω˜x˜0 ,t(1 − s)) for i = 1, 2, and p3(ω˜x˜0,t(s)) =−p3(ω˜x˜0 ,t(1− s)).
(Xd) for all t, s ∈ I, p2(ω˜x˜0 ,t(s)) = −p2(ω˜x˜0,1−t(s)), and pi(ω˜x˜0,t(s)) = pi(ω˜x˜0,1−t(s))
for i = 1, 3.
(Xe) for all t ∈ I, p1(ω˜x˜0,t(s)) > 0 if s ∈
[
0, 14
)
, and p1(ω˜x˜0, 12
(s)) < 0 if s ∈
(
1
4 ,
1
2
]
.
For each t ∈ I, ω˜x˜0,t is a loop based at x˜0, ω˜x˜0,0 = ω˜x˜0,1 = cx˜0 , and for each w˜ ∈ S2 \ {x˜0},
there exist unique values t, s ∈ (0, 1) for which ω˜x˜0,t(s) = w˜. Observe also that:
• from condition (Xb), p3(ω˜x˜0,t(
1
2)) = 0 for all t ∈ I, so the loop (ω˜x˜0 ,t(12))t∈I is the
great circle lying in the xy-plane.
• by conditions (Xc) and (Xe), for all t ∈ I, p1(ω˜x˜0 ,t(s)) > 0 if s ∈
[
0, 14
)
∪ ( 34 , 1], and
p1(ω˜x˜0 , 12
(s)) < 0 if s ∈
(
1
4 ,
3
4
)
.
Consider the rotation R about the straight line of equation x = z and y = 0 by an
angle pi. The matrix of R in the standard basis of R3 is
( 0 0 1
0 −1 0
1 0 0
)
. For all t ∈ I, let
ω˜z˜0,t = R(ω˜x˜0 ,t). It follows from the above conditions on ω˜x˜0,t that:
(Za) for all s ∈ (0, 1), p2(ω˜z˜0,t(s)) > 0 if t ∈
(
0, 12
)
, and p2(ω˜z˜0,t(s)) < 0 if t ∈
(
1
2 , 1
)
.
(Zb) for all t ∈ (0, 1), p1(ω˜z˜0,t(s)) < 0 if s ∈
(
0, 12
)
and p1(ω˜z˜0,t(s)) > 0 if s ∈
(
1
2 , 1
)
.
(Zc) for all t, s ∈ I, pi(ω˜z˜0,t(s)) = pi(ω˜z˜0,t(1 − s)) for i = 2, 3, and p1(ω˜z˜0 ,t(s)) =−p1(ω˜z˜0 ,t(1− s)).
(Zd) for all t, s ∈ I, p2(ω˜z˜0,t(s)) = −p2(ω˜z˜0,1−t(s)), and pi(ω˜z˜0,t(s)) = pi(ω˜z˜0,1−t(s)) for
i = 1, 3.
(Ze) for all t ∈ I, p3(ω˜z˜0,t(s)) > 0 if s ∈
[
0, 14
)
, and p3(ω˜z˜0, 12
(s)) < 0 if s ∈
(
1
4 ,
1
2
]
.
In particular:
• by condition (Zb), p1(ω˜z˜0,t(
1
2 )) = 0, so the loop (ω˜z˜0,t(
1
2))t∈I is the great circle lying
in the yz-plane.
• by conditions (Zc) and (Ze), for all t ∈ I, p3(ω˜z˜0,t(s)) > 0 if s ∈
[
0, 14
)
∪ ( 34 , 1], and
p3(ω˜z˜0, 12
(s)) < 0 if s ∈
(
1
4 ,
3
4
)
.
The loop ω˜u,t is illustrated in Figure 8 for u ∈ {x˜0, z˜0} and small values of t. We also
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x˜0
z˜0
D
Figure 8: The loops ω˜x˜0,t and ω˜z˜0,t for small values of t. The dotted lines indicate that
the loops are on the ‘hidden’ side of the sphere.
set:
ω˜−u,t = −ω˜u,1−t. (38)
If u ∈ {x˜0, z˜0,−z˜0}, then (ω˜u,t)t∈I is a geometric representative of a generator, which
we shall denote by λ˜u, of pi1(Ω(S2), cu). The fact that the covering map pi induces an
isomorphism on the pi2-level implies that (pi ◦ ω˜u,t)t∈I is a geometric representative of
a generator of pi1(Ω(RP2), cpi(u)) that we denote by λpi(u). Note that:
λpi(−z˜0) = [(pi ◦ ω˜−z˜0,t)t∈I] = [(pi ◦ (−ω˜z˜0,1−t))t∈I ] = [(pi ◦ ω˜−1z˜0,t)t∈I ] = −λpi(z˜0) (39)
using (38). If M = S2 (resp. M = RP2), each direct factor of pi1(∏
n0
1 Ω(M),Wn0) will
be identified with the corresponding group pi1(Ω(S2), cu) (resp. pi1(Ω(RP2), cpi(u))). If
u ∈ {x˜0, z˜0,−z˜0} (resp. u ∈ {x˜0, z˜0}), let δ˜u = ∂n0(λ˜u) (resp. δpi(u) = ∂n0(λpi(u)) in
pi1(In0).
LEMMA 24. With the above notation:
(a) if M = S2, the loop
(
x˜0, z˜0,−z˜0, ω˜x˜0,t, cz˜0 , c−z˜0
)
t∈I (resp.
(
x˜0, z˜0,−z˜0, cx˜0 , ω˜z˜0,t, c−z˜0
)
t∈I,(
x˜0, z˜0,−z˜0, cx˜0 , cz˜0 , ω˜−z˜0,t
)
t∈I) is a geometric representative in In0 of δ˜x˜0 (resp. of δ˜z˜0 , δ˜−z˜0).
(b) if M = RP2, the loop (x0, z0,pi ◦ ω˜x˜0,t, cz0)t∈I (resp. (x0, z0, cx0 ,pi ◦ ω˜±z˜0,t)t∈I) is a geo-
metric representative in In0 of δx0 (resp. of ±δz0).
Proof. The result is a consequence of the application of the construction given in the
proof of Lemma 13 to the lower fibration of (11), and equation (39).
LEMMA 25. Let u ∈ {x˜0, z˜0}. Then in pi1(Ω(S2), cu), [(ω˜u,t)t∈I ] = [(ω˜−1u,1−t)t∈I ].
Proof. First suppose that u = x˜0, and for θ ∈ [0,pi], let R′θ =
( 1 0 0
0 cos θ − sin θ
0 sin θ cos θ
)
. Then for all
t ∈ I, R′0(ω˜x˜0,t) = ω˜x˜0,t, and using conditions (Xc) and (Xd), for all t, s ∈ I, we have:
R′pi(ω˜x˜0,t(s)) =
 p1(ω˜x˜0 ,t(s))−p2(ω˜x˜0,t(s))−p3(ω˜x˜0,t(s))
 =
 p1(ω˜x˜0 ,1−t(s))p2(ω˜x˜0 ,1−t(s))−p3(ω˜x˜0,1−t(s))
 =
p1(ω˜x˜0 ,1−t(1− s))p2(ω˜x˜0 ,1−t(1− s))
p3(ω˜x˜0 ,1−t(1− s))

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x˜0
z˜0
−z˜0
x˜0
z˜0 = Jj(z˜0)
−z˜0 = Jj(−z˜0)
x˜j = Jj(x˜0)
Jj
Figure 9: The homeomorphism Jj.
= ω˜x˜0,1−t(1− s) = ω˜−1x˜0,1−t(s).
So R′pi(ω˜x˜0 ,t) = ω˜
−1
x˜0,1−t, from which we deduce the result for x˜0 using the homotopy
(R′θ)θ∈[0,pi]. If u = z˜0, by the first part, R ◦ R′0(ω˜x˜0 ,t) = R(ω˜x˜0 ,t) = ω˜z˜0,t and R ◦
R′pi(ω˜x˜0 ,t) = R(ω˜
−1
x˜0 ,1−t) = ω˜
−1
z˜0,1−t for all t ∈ I, and the result then follows as in the
case of x˜0.
5.2 Construction of intermediate homotopy fibres
Once more, the notation will be that defined in Section 3.1. We start by introducing
some other notation that will be used in the rest of the paper. Let n ≥ n0, and let
j ∈ {0, 1, . . . , n− n0}. Let Jj : S2 −→ S2 be the orientation-preserving homeomorphism
defined by:
Jj(θ, ϕ) =

(
θ, ϕ + (pi2 − ϕ)
(
j
j+1
))
if ϕ ≥ 0(
θ, ϕ + (pi2 + ϕ)
(
j
j+1
))
if ϕ < 0.
(40)
Note that J0 = IdS2 , Jj(x˜0) = x˜j, Jj sends the equator (ϕ = 0) to the circle of equation
ϕ = pi2
(
j
j+1
)
, leaves the longitudes invariant, and fixes the poles (see Figure 9). If t ∈ I,
let hj,t : I −→ S2 be the path defined by:
hj,t(r) = ω˜x˜j,t
(1+ r
2
)
for all r ∈ I, where ω˜x˜j,t = Jj ◦ ω˜x˜0,t. (41)
The subspace M of S2 defined in Section 3.1 is contractible. Let us define two explicit
contractions H1 : M× I −→ S2 and H2 : D× I −→ S2 as follows. If v ∈ D, let v =
(θ, ϕ).
(a) To define H1, we separate the cases ϕ ≥ 0 and ϕ < 0:
(i) suppose that ϕ ≥ 0. If v = x˜0 then set H1(v, r) = x˜0 for all r ∈ I. If v 6= x˜0 then there
exist t ∈ (0, 1) and s ∈ [ 12 , 1), both unique, such that ω˜x˜0,t(s) = v. We then set:
H1(v, r) = ω˜x˜0,t(s(1− r) + r) for all r ∈ I. (42)
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(ii) suppose that ϕ < 0. Notice that (θ, 0) = ω˜x˜0,(2pi−θ)/2pi(
1
2), and that min
(−2ϕ
pi ,
1
2
)
∈
(0, 1). We set:
H1(v, r) =

(
θ, ϕ
(
1− r
min
(−2ϕ
pi ,
1
2
))) if 0 ≤ r ≤ min (−2ϕpi , 12)
ω˜x˜0,(2pi−θ)/2pi
(
1+ r− 2min(−2ϕpi , 12)
2
(
1−min(−2ϕpi , 12))
)
if min
(−2ϕ
pi ,
1
2
)
< r ≤ 1.
One may check that H1 is continuous, and that H1(v, 0) = v and H1(v, 1) = x˜0 for all
v ∈M.
Geometrically, H1 contractsM onto x˜0, first along the longitudes in the lower hemi-
sphere, then along the paths (ω˜x˜0,t(s))s∈[ 12 ,1] in the upper hemisphere.
(b) H2 is defined by H2(v, r) = H2((θ, ϕ), r) =
(
θ, (1− r)ϕ + rpi2
)
. Geometrically, H2
contracts D onto z˜0 along the longitudes.
If v ∈M (resp. v ∈ D), we define h(1)v : I −→ S2 (resp. h(2)v : I −→ S2) by:
h
(1)
v (r) = H1(v, r) and h
(2)
v (r) = H2(v, r). (43)
Observe that h(1)v (resp. h
(2)
v ) is a path that joins v to x˜0 (resp. to z˜0) via the homo-
topy H1 (resp. H2). Let Ψj : M× I −→ S2 be the homotopy defined by Ψj(x˜, t) =
Jj(H1(J
−1
j (x˜), t)) using (40), and for x˜ ∈ M, let ψ
(j)
x˜ : I −→ S2 be the path defined by
ψ
(j)
x˜ (r) = Ψj(x˜, r) that joins x˜ to x˜j. Note that ψ
(0)
x˜ = h
(1)
x˜ , and that for all r ∈ I:
ψ
(j)
ω˜x˜j,t
( 12 )
(r) = Ψj(ω˜x˜j ,t(
1
2), r) = Jj(H1(J
−1
j (ω˜x˜j ,t(
1
2)), r))
= Jj(H1(ω˜x˜0,t(
1
2), r)) = Jj(ω˜x˜0,t(
1+r
2 )) by equations (41) and (42)
= hj,t(r) by equation (41). (44)
Let αc : Ic −→ I ′′n be the pointed map defined by:
αc(y1, . . . , yn−1,ω1, . . . ,ωn−1) =
(
y1, . . . , yn−1, ψ̂
(1)
y1 ∗ω1, . . . , ψ̂(n−1)yn−1 ∗ωn−1
)
, (45)
where:
ψ̂
(i)
yi =
{
h
(2)
yn−1 if M = S
2 and i = n− 1
ψ
(i−1)
yi otherwise.
(46)
Note that αc satisfies h′′n ◦ αc(u, µ) = u for all (u, µ) ∈ Ic, and so diagram (15) is com-
mutative up to homotopy using Remark 18. From the definition of α′n : I ′n −→ In, (14)
and (45), it follows that:
α′n ◦ αpi ◦ αc(y1, . . . , yn−1,ω1, . . . ,ωn−1) =(
pi(y1), . . . ,pi(yn−1),wn,pi ◦ (ψ̂(1)y1 ∗ω1), . . . ,pi ◦ (ψ̂(n−1)yn−1 ∗ωn−1), cwn
)
. (47)
The homomorphism Jj : S2 −→ S2 defined by equation (40) and the covering map
pi : S2 −→ RP2 induce isomorphisms on the pi2-level, so by equation (41), (pi ◦ ω˜x˜j ,t)t∈I
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is a geometric representative of a generator of pi1(Ω(S2), cx˜j) (resp. of pi1(Ω(RP
2), cxj))
that we denote by λ˜x˜j (resp. by λxj). Identifying pi1(Ω(S
2), cx˜j) (resp. pi1(Ω(RP
2), cxj))
with pi2(S2, x˜j) (resp. pi2(RP2, xj)) as usual, we may thus take:(
λ˜x˜0 , λ˜x˜1 , . . . , λ˜x˜n−3 , λ˜z˜0 , λ˜−z˜0
)
(resp.
(
λx0 , λx1 , . . . , λxn−2 , λz0
)
) (48)
to be a basis of the free Abelian group pi2(∏n1 S
2) (resp. of pi2(∏n1 RP
2)). For each
v ∈ {x˜0, x˜1, . . . , x˜n−3, z˜0,−z˜0} (resp. v ∈ {x0, x1, . . . , xn−2, z0}), let
δ˜v = ∂n(λ˜v) (resp. δv = ∂n(λv)). (49)
By Remark 18 and the proof of Theorem 1, the homotopy fibres Ic, I ′′n and I ′n have
the same homotopy type. We are now able to exhibit explicit homotopy equivalences
between them, which will allow us to describe the images of certain elements of pi1(Ic)
by the induced isomorphisms.
LEMMA 26.
(a) The map αc : Ic −→ I ′′n defined in (45) is a homotopy equivalence.
(b) The map αpi : I ′′n −→ I ′n defined in (14) is a homotopy equivalence.
(c) With the notation of (47),
gn ◦ jn ◦ α′n ◦ αpi ◦ αc(y1, . . . , yn−1,ω1, . . . ,ωn−1) =
(
pi(y1), . . . ,pi(yn−1),wn).
(d) For all i = 1, . . . , n− 1, (α′n ◦ αpi ◦ αc)#(λ˜w′′i ) =
{
δ˜wi = ∂n(λ˜wi) if M = S
2
δwi = ∂n(λwi) if M = RP
2.
Proof.
(a) Let βc : I ′′n −→ Ic be defined by:
βc(v1, . . . , vn−1,γ1, . . . ,γn−1) =
(
v1, . . . , vn−1,
(
ψ̂
(1)
v1
)−1 ∗ γ1, . . . , (ψ̂(n−1)vn−1 )−1 ∗ γn−1).
Then αc ◦ βc ≃ IdI ′′n and βc ◦ αc ≃ IdIc , so αc and βc are mutual homotopy inverses
between Ic and I ′′n .
(b) If M = S2 then αpi is the identity, and the result is clear. So suppose that M = RP2.
Define βpi : I ′n −→ I ′′n by:
βpi(v1, . . . , vn−1, l1, . . . , ln−1) = (v˜1, . . . , v˜n−1, l˜1, . . . , l˜n−1),
where for i = 1, . . . , n− 1, l˜i : I −→ S2 is the lift of the path li : I −→ RP2 by the cov-
ering map pi such that l˜i(1) = w′′i , and v˜i is given by v˜i = l˜i(0). The map βpi is well
defined, since if (v1, . . . , vn−1) ∈ Fn−1(RP2 \ {z0}) then (v˜1, . . . , v˜n−1) ∈ F 〈τ〉n−1(C). The
fact that pi is a covering map implies that αpi ◦ βpi = IdI ′n and βpi ◦ αpi = IdI ′′n , so αpi and
βpi are mutual homotopy inverses between I ′′n and I ′n.
(c) This follows directly from (47) and the definition of the maps gn and jn given in
Section 3.1.
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(d) Let i ∈ {1, . . . , n− 1}. Then:
λ˜w′′i
=
[(
w′′1 , . . . ,w
′′
n−1, cw′′1 , . . . , cw′′i−1, ω˜w′′i ,t, cw′′i+1, . . . , cw′′n−1
)
t∈I
]
(50)
in pi1(Ic). For all j = 1, . . . , n − 1, pi(w′′j ) = wj, and ψ̂j−1w′′j = cwj using (46) and the
definition of Ψj−1. It follows from (49), (50) and Lemma 13 that:
(α′n ◦ αpi ◦ αc)#(λ˜w′′i ) =
[(
w1, . . . ,wn−1, cw1 , . . . , cwi−1,pi ◦ ω˜w′′i ,t, cwi+1, . . . , cwn−1
)
t∈I
]
=
{
∂n(λ˜wi) = δ˜wi if M = S
2
∂n(λwi) = δwi if M = RP
2,
as required.
The following proposition relates the elements that appear in (48) to an element τ̂n
of pi1(In) that projects to the full twist braid under the homomorphism (gn ◦ jn)#.
PROPOSITION 27. Let M = S2 or RP2, let n ≥ n0, let τn : I −→ Ic be the loop in Ic based at
Wc defined by:
τn(t)=
{(
ω˜x˜0,t(
1
2), ω˜x˜1,t(
1
2), . . . , ω˜x˜n−3,t(
1
2), z˜0, cx˜0 , cx˜1 , . . . , cx˜n−3 , cz˜0
)
if M = S2(
ω˜x˜0,t(
1
2), ω˜x˜1,t(
1
2), . . . , ω˜x˜n−2,t(
1
2), cx˜0 , cx˜1 , . . . , cx˜n−2
)
if M = RP2,
(51)
and let τ̂n be the element of pi1(In) defined by τ̂n = [α
′
n ◦ αpi ◦ αc(τn)]. Then (gn ◦ jn)#(τ̂n) =
∆2n, the full-twist braid of Pn(M), and there exist unique integers m0,m1, . . . ,mn−1 ∈ Z such
that:
τ̂2n =
{
∂n(m0λ˜x˜0 + · · ·+mn−3λ˜x˜n−3 +mn−2λ˜z˜0 +mn−1λ˜−z˜0) if M = S2
∂n(m0λx0 + · · ·+mn−2λxn−2 +mn−1λz0) if M = RP2.
(52)
Proof. Let τn be as defined in equation (51), and for t ∈ I, let:
(y1(t), . . . , yn−1(t)) =
{(
ω˜x˜0,t(
1
2), ω˜x˜1 ,t(
1
2), . . . , ω˜x˜n−3,t(
1
2), z˜0
)
if M = S2(
ω˜x˜0,t(
1
2), ω˜x˜1 ,t(
1
2), . . . , ω˜x˜n−2,t(
1
2)
)
if M = RP2.
(53)
Then τn(t) = (y1(t), . . . , yn−1(t), cy1(0), . . . , cyn−1(0)), and using (47), we have:
τ̂n = [α
′
n ◦ αpi ◦ αc ◦ τn]
=
[(
pi(y1(t)), . . . ,pi(yn−1(t)),wn,pi ◦ ψ̂(1)y1(t), . . . ,pi ◦ ψ̂
(n−1)
yn−1(t)
, cwn
)
t∈I
]
. (54)
Using (46), (54), Lemma 26(c) and the fact that h(2)z˜0 = cz˜0 , we see that:
(gn ◦ jn)#(τ̂n)=

[(
ω˜x˜0,t(
1
2), ω˜x˜1,t(
1
2), . . . , ω˜x˜n−3,t(
1
2), z˜0,−z˜0
)
t∈I
]
if M=S2[(
pi(ω˜x˜0 ,t(
1
2)),pi(ω˜x˜1 ,t(
1
2)), . . . ,pi(ω˜x˜n−2,t(
1
2)), z0
)
t∈I
]
if M=RP2.
Using the constructions of Section 5.1 and equation (41), this element may be seen to
be a geometric representative of ∆2n in Pn(M) (see Figure 10 for the case M = S
2).
In particular, τ̂n is non trivial, and τ̂2n ∈ Im (∂n) by exactness of (37). With respect
to the basis of pi2(∏n1 M) given by (48), the existence and uniqueness of the integers
m0,m1, . . . ,mn−1 given in (52) also follows from the exactness of (37).
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x˜0
x˜1
x˜2
x˜n−3
z˜0
−z˜0
...
t
Figure 10: The full twist braid ∆2n of Pn(S
2), which is equal to (gn ◦ jn)#(τ̂n).
5.3 The boundary homomorphism in the case n = n0
In this section, we assume that n = n0, andwe use of the notation of Sections 3.1 and 5.2.
The aim is to describe the boundary homomorphism ∂n0 : pi2(∏
n0
i=1 M) −→ pi1(In0) that
arises in the exact sequence (37). It follows from Theorem 1 and the fact that F 〈τ〉1 (C) =
F1(C) that pi1(In0)
∼= Zn0 . In particular, pi1(In0) is Abelian, which justifies the use of
additive notation for this group in what follows. As we mentioned just after (13), if
M = S2, ι′′n0 = ι
′
n0
and I ′′n0 = I
′
n0
. If M = RP2, since n0 − 1 = 1, we have F 〈τ〉n0−1(C) =
Fn0−1(C). So in both cases, F
G
n0−1(M) = Fn0−1(M). If M = S
2 (resp. M = RP2), in
Section 5.3.1, we use the explicit homotopy equivalences of Lemma 26 and Corollary 37
between Ic, I ′′n0, I
′
n0
and In0 to determine a generating set of pi1(In0). The main result of
this section is Theorem 29 that describes the relation between the images under the
boundary operator ∂n0 of the elements λ˜u (resp. λu), where u ∈ {x˜0, z˜0,−z˜0} (resp.
u ∈ {x0, z0}), and the element τ̂n0 defined in Proposition 27. The proof of Theorem 29 is
given in Section 5.3.2 (resp. Section 5.3.3), and the proof for RP2 will make use of that
for S2.
5.3.1 A basis of pi1(In0)
In this section, we start by exhibiting a basis for pi1(In0) in Proposition 28 using the
structure of Ic and the homotopy equivalences of Lemma 26 and Corollary 37. We then
state Theorem 29 that describes the relations between the elements of pi1(In0) given
by (49). If M = S2 (resp. RP2), it will suffice to determine δ˜−z˜0 (resp. δz0) in terms
of the elements of this basis. This will enable us to understand more fully the exact
sequence (37).
PROPOSITION 28. If M = S2 (resp. RP2), a basis of pi1(In0) is given by
〈
δ˜x˜0 , δ˜z˜0 , τ̂n0
〉
(resp.
by 〈δx0 , τ̂n0〉).
Proof. As we saw above, FGn0−1(M) = Fn0−1(M), so Ic = Fn0−1(M) × ∏
n0−1
i=1 Ω(S
2)
by Remarks 14(b), and a basis of pi1(Ic) ∼= Zn0 is given by {[τn0 ]} ∪
{
λ˜w′′i
}n0−1
i=1 . The
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x˜0
z˜0
−z˜0
ω˜x˜0,t
ω˜x˜0,t(s)
x˜0
z˜0
−z˜0
Ωx˜0,t,s
x˜0
z˜0
−z˜0
Ω′x˜0,t,s
Figure 11: The arcs ω˜x˜0,t, Ωx˜0,t,s and Ω
′
x˜0,t,s
.
result follows by applying Lemma 26(d) and Proposition 27 to this basis, and using the
fact that the homomorphism (α′n0 ◦ αpi ◦ αc)# : pi1(Ic) −→ pi1(In0) is an isomorphism by
Lemma 26 and Corollary 37.
Before stating Theorem 29, we introduce some notation that will be useful in what
follows. For u ∈ {±x˜0,±z˜0} and for all r, s, t ∈ I, let Ωu,t,s,Ω′u,t,s : I −→ S2 be the
families of arcs defined by:
Ωu,t,s(r) = ω˜u,t(s+ r(1− s)) and Ω′u,t,s(r) = ω˜u,t(s(1− r)). (55)
The arcs Ωx˜0,t,s and Ω
′
x˜0,t,s
are illustrated in Figure 11. Then Ωu,t,0 = ω˜u,t, Ω′u,t,1 = ω˜
−1
u,t ,
Ωu,t,1 = Ω
′
u,t,0 = cu, and for all s, t ∈ I, Ωu,t,s and Ω′u,t,s are subarcs of ω˜u,t that join
ω˜u,t(s) to u. Furthermore, equations (38), (41), (42), and (43) imply that:
Ωx˜0,t, 12
= h
(1)
ω˜x˜0,t(
1
2)
= h0,t (56)
Ωu,t,s = −Ω−u,1−t,s and Ω′u,t,s = −Ω′−u,1−t,s. (57)
Using (53), (54) and the fact that h(2)z˜0 = cz˜0 , we have:
τ̂n0 =

[(
ω˜x˜0,t(
1
2), z˜0,−z˜0,Ωx˜0,t, 12 , cz˜0 , c−z˜0
)
t∈I
]
if M = S2, and[(
pi ◦ ω˜x˜0,t
(
1
2
)
, z0,pi ◦Ωx˜0,t, 12 , cz0
)
t∈I
]
if M = RP2.
(58)
By Lemma 24(a) and Proposition 28, if M = S2, the loop α′n0 ◦ αpi ◦ αc ◦ τn0 , illus-
trated in Figure 12, and the images by α′n0 ◦ αpi ◦ αc of the loops
(
x˜0, z˜0, ω˜x˜0,t, cz˜0
)
t∈I
and
(
x˜0, z˜0, cx˜0 , ω˜z˜0,t
)
t∈I are geometric representatives of τ˜n, δ˜x˜0 and δ˜z˜0 respectively. If
M = RP2, geometric representatives of the basis elements (αc)#(λ˜x˜0) and [αc ◦ τn0 ] of
pi1(I
′′
n0
) are similar in nature to those for the case M = S2, except that the markings on
z˜0 should be forgotten. We now state the main result of Section 5.
THEOREM 29. In pi1(In0), we have 2τ̂n0 =
{
δ˜x˜0 + δ˜z˜0 − δ˜−z˜0 if M = S2
δx0 + δz0 if M = RP
2.
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x˜0
z˜0
−z˜0
t
Figure 12: The loop α′n0 ◦ αpi ◦ αc ◦ τn0 in In0 in the case M = S2
The proof of Theorem 29 will occupy Sections 5.3.2 and 5.3.3. We first state and
prove a corollary as well as a lemma that we will require for that proof.
COROLLARY 30. The boundary homomorphism ∂n0 : pi2(∏
n0
i=1 M) −→ pi1(In0) of the exact
sequence (37) is given by:
∂n0(λ˜u) =
{
δ˜u
δ˜x˜0 + δ˜z˜0 − 2τ̂n0
if u ∈ {x˜0, z˜0}
if u = −z˜0 and if M = S
2, and
∂n0(λu) =
{
δu
2τ̂n0 − δx0
if u = x0
if u = z0
and if M = RP2.
Proof of Corollary 30. With the basis of pi2(∏
n0
i=1 M) given by (48), the result is a con-
sequence of (49) and Theorem 29.
To state the lemma that follows, we first give two definitions.
(a) Let M = S2, let u˜, v˜ ∈ S2 be such that (u˜, v˜,−v˜) ∈ F3(S2), and define:
In0(u˜, v˜) =
(z˜, λ) ∈ F3(S2)×
(
3
∏
1
S2
)I ∣∣∣∣∣∣ λ(0) = z˜ and λ(1) = (u˜, v˜,−v˜)
 , (59)
where we equip In0(u˜, v˜) with the basepoint (u˜, v˜,−v˜, cu˜, cv˜, c−v˜).
(b) Let M = RP2, let (u, v) ∈ F2(RP2), and define:
In0(u, v) =
 (z, µ) ∈ F2(RP2)×
(
2
∏
1
RP2
)I ∣∣∣∣∣∣ µ(0) = z and µ(1) = (u, v)
 , (60)
where we equip In0(u, v) with the basepoint (u, v, cu, cv).
With the notation and choice of basepoints given in Section 3.1, if M = S2 (resp. M =
RP2) then In0(x˜0, z˜0) (resp. In0(x0, z0)) coincides with In0 .
LEMMA 31. Let w˜ ∈ S2 be such that p3(w˜) > 0, let Γ : I × I −→ S2 be a map such that for
all s, t ∈ I, p3(Γ(s, t)) ≥ 0, Γ(0, t) = ω˜x˜0,t
(
1
2
)
and Γ(1, t) = Γ(s, 0) = Γ(s, 1) = x˜0, and let
γt : I −→ S2 be the map defined by γt(s) = Γ(s, t).
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(a) Let M = S2. Then:[
(γt(0), w˜,−w˜,γt, cw˜, c−w˜)t∈I
]
=
[(
ω˜x˜0,t
(
1
2
)
, w˜,−w˜,Ωx˜0,t, 12 , cw˜, c−w˜
)
t∈I
]
in pi1(In0(x˜0, w˜)).
(b) Let M = RP2, and let w = pi(w˜). Then:[
(pi(γt(0)),w,pi ◦ γt, cw)t∈I
]
=
[(
pi ◦ ω˜x˜0,t
(
1
2
)
,w,pi ◦Ωx˜0,t, 12 , cw
)
t∈I
]
in pi1(In0(x0,w)).
Proof.
(a) From the conditions on w˜ and Γ, (γt(0), w˜,−w˜,γt, cw˜, c−w˜) ∈ In0(x˜0, w˜) for all t ∈ I.
For all r, s, t ∈ I, define Θr : I × I −→ S2 by:
Θr(s, t) =
rΩx˜0,t, 12
(s) + (1− r)Γ(s, t)∥∥rΩx˜0,t, 12 (s) + (1− r)Γ(s, t)∥∥ ,
and let θr,t : I −→ S2 be defined by θr,t(s) = Θr(s, t). We claim that the map Θr is well
defined: using equation (55), if s = 0 then Θr(0, t) = ω˜x˜0,t
(
1
2
)
, and if s = 1 or t ∈ {0, 1}
then Θr(s, t) = x˜0. So assume that (s, t) ∈ (0, 1) × (0, 1). Then p3(Γ(s, t)) ≥ 0 by
hypothesis and p3(Ωx˜0 ,t, 12
(s)) > 0 from condition (Xb) given in Section 5.1, so Γ(s, t) and
Ωx˜0,t, 12
(s) are not antipodal, which proves the claim. In particular, θr,t(0) = Θr(0, t) /∈
{w˜,−w˜} and p3(Θr(s, t)) ≥ 0 for all r, s, t ∈ I. For r ∈ I, let:
ξ(r) = (θr,t(0), w˜,−w˜, θr,t, cw˜, c−w˜)t∈I in In0(x˜0, w˜).
Since (θr,t(0), w˜,−w˜, θr,t, cw˜, c−w˜) = (x˜0, w˜,−w˜, cx˜0 , cw˜, c−w˜) for t ∈ {0, 1}, ξ(r) is a loop
in In0(x˜0, w˜) for all r ∈ I, and ξ defines a based homotopy in In0(x˜0, w˜) between the
loops ξ(0) =
(
γt(0), w˜,−w˜,γt, cw˜, c−w˜
)
t∈I and ξ(1) =
(
ω˜x˜0,t
(
1
2
)
, w˜,−w˜,Ωx˜0,t, 12 , cw˜, c−w˜
)
t∈I
as required.
(b) For r ∈ I, let ξ′(r) = (pi(θr,t(0)),w,pi ◦ θr,t, cw)t∈I. From the proof of part (a), ξ′
defines a based homotopy in In0(x0,w) between the loops ξ
′(0) =
(
pi(γt(0)),w,pi ◦
γt, cw
)
t∈I and ξ
′(1) =
(
pi ◦ ω˜x˜0,t
(
1
2
)
,w,pi ◦Ωx˜0,t, 12 , cw
)
t∈I, and the result follows.
5.3.2 The proof of Theorem 29 in the case M = S2
Let M = S2. This section is devoted to proving Theorem 29 that describes the relation
in In0 between τ̂n0 and the δ˜u, where u ∈ {x˜0, z˜0,−z˜0}.
Proof of Theorem 29 in the case M = S2. By taking their sum, it suffices to show that the
following two equalities in In0 hold:
τ̂n0 = δ˜x˜0 + ξn0 (61)
ξn0 = −τ̂n0 + δ˜z˜0 − δ˜−z˜0, (62)
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where:
ξn0 =
[(
x˜0, ω˜z˜0,1−t(
1
2), ω˜−z˜0,t(
1
2), cx˜0 ,Ω
′
z˜0,1−t, 12
,Ω′−z˜0,t, 12
)
t∈I
]
. (63)
We start by proving (61). For all α, t ∈ I, let:
wt,α =
(
Ωx˜0,t, 1−α2
(0),Ω′z˜0 ,1−t, α2 (0),Ω
′
−z˜0,t, α2 (0),Ωx˜0,t, 1−α2 ,Ω
′
z˜0,1−t, α2 ,Ω
′
−z˜0,t, α2
)
. (64)
The three components of wt,α, namely the first and fourth coordinates, the second and
fifth coordinates, and the third and sixth coordinates, as t increases, are illustrated in
Figure 13. We claim that wt,α ∈ In0 . To see this, by (55), the arc (Ωx˜0 ,t, 1−α2 )t∈I (resp.
x˜0
−→
x˜0
−→
x˜0
−→
z˜0
−→
z˜0 z˜0
−→
−z˜0
−→
−z˜0 −z˜0
Figure 13: The three components of wt,α based at x˜0 (the first row), z˜0 (the second row),
and −z˜0 (the third row), as t increases from 0 to 1. To obtain wt,α, the figures in each
column should be superimposed. The left-hand column represents τ̂n0 , and the right-
hand column represents δ˜n0 + ξn0 .
(Ω′
z˜0,1−t, α2 )t∈I , (Ω
′
−z˜0,t, α2 )t∈I) joins Ωx˜0,t, 1−α2 (0) (resp. Ω
′
z˜0,1−t, α2 (0), Ω
′
−z˜0,t, α2 (0)) to x˜0 (resp.
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to z˜0,−z˜0). So prove the claim, it remains to show that (Ωx˜0,t, 1−α2 (0),Ω
′
z˜0 ,1−t, α2 (0),Ω
′
−z˜0,t, α2 (0))
belongs to F3(S2). First, using equation (57), Ω′z˜0,1−t, α2 (0) = −Ω
′
−z˜0,t, α2 (0) for all t, α ∈
I, so Ω′
z˜0,1−t, α2 (0) 6= Ω
′
−z˜0,t, α2 (0). We now prove that for all t, α ∈ I, Ωx˜0,t, 1−α2 (0) 6=
Ω′−z˜0,t, α2 (0), or equivalently ω˜x˜0,t(
1−α
2 ) 6= −ω˜z˜0,1−t(α2 ), by considering the following
cases:
(a) if t ∈ {0, 1} then ω˜x˜0,t(1−α2 ) = x˜0 and −ω˜z˜0,1−t(α2 ) = −z˜0 by conditions (Xa)
and (Za).
(b) Suppose that t ∈ (0, 1). If α = 0 then ω˜x˜0,t(1−α2 ) = ω˜x˜0,t(12) and −ω˜z˜0,1−t(α2 ) = −z˜0,
but ω˜x˜0,t(
1
2) 6= −z˜0 by condition (Xb). If α = 1 then ω˜x˜0,t(1−α2 ) = x˜0 and −ω˜z˜0,1−t(α2 ) =
−ω˜z˜0,1−t(12), but −ω˜z˜0,1−t(12) 6= x˜0 by condition (Zb).
(c) suppose that t ∈ (0, 1) \
{
1
2
}
and α ∈ (0, 1). By conditions (Xa) and (Za), we see
that p2(ω˜x˜0 ,t(
1−α
2 )). p2(−ω˜z˜0,1−t(α2 )) < 0, in particular ω˜x˜0,t(1−α2 ) 6= −ω˜z˜0,1−t(α2 ).
(d) suppose that t = 12 and α ∈ (0, 1).
(i) If α ∈ (0, 12) (resp. α ∈ (12 , 1)) then p1(ω˜x˜0 , 12 (
1−α
2 )) < 0 and p1(−ω˜z˜0, 12 (
α
2 )) > 0 by
conditions (Xe) and (Zb) (resp. p3(ω˜x˜0, 12
(1−α2 )) < 0 and p3(−ω˜z˜0 , 12 (
α
2 )) > 0 by condi-
tions (Xb) and (Ze)), so ω˜x˜0, 12
(1−α2 ) 6= −ω˜z˜0, 12 (
α
2 ).
(ii) If α = 12 then p1(ω˜x˜0 , 12
(14)) = 0 and p1(−ω˜z˜0, 12 (
1
4)) > 0 by conditions (Xe) and (Zb),
so ω˜x˜0, 12
(14) 6= −ω˜z˜0, 12 (
1
4).
Finally, let us show that Ωx˜0,t, 1−α2
(0) 6= Ω′
z˜0,1−t, α2 (0) for all t, α ∈ I, or equivalently that
ω˜x˜0,t(
1−α
2 ) 6= ω˜z˜0,1−t(α2 ), by considering the following cases:
(a) if t ∈ {0, 1} then ω˜x˜0,t(1−α2 ) = x˜0 and ω˜z˜0,1−t(α2 ) = z˜0.
(b) if t ∈ (0, 1) and α = 0 then z˜0 = ω˜z˜0,1−t(0) 6= ω˜x˜0,t(12) by condition (Xb).
(c) suppose that t ∈ (0, 1) and α ∈ (0, 12 ] (resp. α ∈ (12 , 1]). Then p3(ω˜x˜0,t(1−α2 )) <
0 and p3(ω˜z˜0,1−t(
α
2 )) ≥ 0 by conditions (Xb) and (Ze) (resp. p1(ω˜x˜0,t(1−α2 )) > 0 and
p1(ω˜z˜0,1−t(
α
2 )) ≤ 0 by conditions (Xe) and (Zb)), so ω˜x˜0,t(1−α2 ) 6= ω˜z˜0,1−t(α2 ).
This proves the claim that wt,α lies in In0 .
For all α, t ∈ I, we define:
vt,α=
(
Ωx˜0,1−t,2−α2 (0),Ω
′
z˜0,1−t, 1+α2
(0),Ω′−z˜0,t, 1+α2
(0),Ωx˜0 ,1−t, 2−α2 ,Ω
′
z˜0,1−t, 1+α2
,Ω′−z˜0,t, 1+α2
)
.
(65)
The three components of vt,α, namely the first and fourth coordinates, the second and
fifth coordinates, and the third and sixth coordinates, as t increases, are illustrated
in Figure 14. We claim that vt,α ∈ In0 . By (55), the arc Ωx˜0,1−t, 2−α2 (resp. Ω
′
z˜0,1−t, 1+α2
,
Ω′−z˜0,t, 1+α2
) joins Ωx˜0,1−t, 2−α2 (0) (resp. Ω
′
z˜0,1−t, 1+α2
(0), Ω′−z˜0,t, 1+α2
(0)) to x˜0 (resp. z˜0, −z˜0). It
thus remains to show that (Ωx˜0 ,1−t, 2−α2 (0),Ω
′
z˜0 ,1−t, 1+α2
(0),Ω′−z˜0,t, 1+α2
(0)) belongs to F3(S2).
First, for all t, α ∈ I, Ω′
z˜0,1−t, 1+α2
(0) = −Ω′−z˜0,t, 1+α2 (0) by equation (57), soΩ
′
z˜0,1−t, 1+α2
(0) 6=
Ω′−z˜0,t, 1+α2
(0). We now show that Ωx˜0,1−t, 2−α2 (0) 6= Ω
′
z˜0,1−t, 1+α2
(0) for all t, α ∈ I, or equi-
valently, that ω˜x˜0,1−t(
2−α
2 ) 6= ω˜z˜0,1−t(1+α2 ), by considering the following cases.
(a) If t ∈ {0, 1} then ω˜x˜0,1−t(2−α2 ) = x˜0 and ω˜z˜0,1−t(1+α2 ) = z˜0.
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x˜0
−→
x˜0
−→
x˜0
−→
z˜0
−→
z˜0 z˜0
−→
−z˜0
−→
−z˜0 −z˜0
Figure 14: The three components of vt,α based at x˜0 (the first row), z˜0 (the second row),
and −z˜0 (the third row), as t increases from 0 to 1. To obtain vt,α, the figures in each
column should be superimposed. The left-hand column represents ξn0 , and the right-
hand column represents −τ̂n0 + δ˜z0 − δ˜−z0 .
(b) If t ∈ (0, 1) and α = 0 (resp. α = 1) then ω˜x˜0,1−t(2−α2 ) = x˜0 6= ω˜z˜0,1−t(1+α2 ) by con-
dition (Zb) (resp. ω˜z˜0,1−t(
1+α
2 ) = z˜0 6= ω˜x˜0,1−t(2−α2 ) by condition (Xb)).
(c) If α ∈ (0, 1) and t ∈ (0, 1) \
{
1
2
}
then p2(ω˜x˜0 ,1−t(
2−α
2 )). p2(ω˜z˜0,1−t(
1+α
2 )) < 0 by con-
ditions (Xa) and (Za), in particular ω˜x˜0,1−t(
2−α
2 ) 6= ω˜z˜0,1−t(1+α2 ).
(d) suppose that t = 12 and α ∈ (0, 1).
(i) if α ∈ (0, 12) (resp. α ∈ (12 , 1)) then p3(ω˜x˜0, 12 (
2−α
2 )) > 0 and p3(ω˜z˜0, 12
(1+α2 )) < 0
by conditions (Xb), (Zc) and (Ze) (resp. p1(ω˜x˜0 , 12
(2−α2 )) < 0 and p1(ω˜z˜0, 12 (
1+α
2 )) > 0
by conditions (Xc), (Xe) and (Zb)), so ω˜x˜0, 12
(2−α2 ) 6= ω˜z˜0, 12 (
1+α
2 ).
(ii) if α = 12 then p3(ω˜x˜0, 12
(34)) > 0 and p3(ω˜z˜0, 12
(34)) = 0 by conditions (Xb) and (Ze),
so ω˜x˜0, 12
(34) 6= ω˜z˜0, 12 (
3
4).
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Finally, we show that Ωx˜0,1−t, 2−α2 (0) 6= Ω
′
−z˜0,t, 1+α2
(0) for all t, α ∈ I, or equivalently, that
ω˜x˜0,1−t(
2−α
2 ) 6= −ω˜z˜0,1−t(1+α2 ), by considering the following cases:
(a) if α ∈ [0, 12) (resp. α ∈ (12 , 1]) then p1(ω˜x˜0 ,1−t(2−α2 )) > 0 and p1(−ω˜z˜0 ,1−t(1+α2 )) ≤ 0
by conditions (Xc), (Xe) and (Zb) (resp. p3(ω˜x˜0 ,1−t(
2−α
2 )) ≥ 0 and p3(−ω˜z˜0,1−t(1+α2 )) <
0 by conditions (Xb), (Zc) and (Ze)), so ω˜x˜0,1−t(
2−α
2 ) 6= −ω˜z˜0,1−t(1+α2 ).
(b) suppose that α = 12 . If t ∈ {0, 1} then ω˜x˜0,1−t(34) = x˜0 6= −z˜0 = −ω˜z˜0,1−t(34), and
if t ∈ (0, 1) then p3(ω˜x˜0 ,1−t(34)) > 0 and p3(−ω˜z˜0,1−t(34)) ≤ 0 by conditions (Xb), (Zc)
and (Ze), so ω˜x˜0,1−t(
3
4) 6= −ω˜z˜0,1−t(34).
This completes the proof of the claim that vt,α ∈ In0 .
For all α ∈ I and t ∈ {0, 1}, we have wt,α = vt,α = (x˜0, z˜0,−z˜0, cx˜0 , cz˜0 , c−z˜0),
hence (wt,α)t∈I and (vt,α)t∈I are families of based homotopic loops in In0 . In particu-
lar, [(wt,0)t∈I ] = [(wt,1)t∈I] in pi1(In0), so by Lemma 24(a), and (55), (58), (63) and (64),
we have:
τ̂n0 =
[(
ω˜x˜0,t(
1
2), z˜0,−z˜0,Ωx˜0,t, 12 , cz˜0 , c−z˜0
)
t∈I
]
=
[
(wt,0)t∈I
]
=
[
(wt,1)t∈I
]
(66)
=
[(
x˜0, z˜0,−z˜0, ω˜x˜0,t, cz˜0 , c−z˜0
)
t∈I
]
+[(
x˜0, ω˜z˜0,1−t(
1
2), ω˜−z˜0,t(
1
2), cx˜0 ,Ω
′
z˜0,1−t, 12
,Ω′−z˜0,t, 12
)
t∈I
]
= δ˜x˜0 + ξn0 , (67)
which yields (61). This equality is illustrated by the first and third columns of Figure 13.
Similarly, [(vt,0)t∈I ] = [(vt,1)t∈I ] in pi1(In0). Further, by (58), we see that:
− τ̂n0 =
[(
ω˜x˜0,1−t(
1
2), z˜0,−z˜0,Ωx˜0,1−t, 12 , cz˜0 , c−z˜0
)
t∈I
]
, (68)
so:
ξn0 =
[(
x˜0, ω˜z˜0,1−t(
1
2), ω˜−z˜0,t(
1
2), cx˜0 ,Ω
′
z˜0,1−t, 12
,Ω′−z˜0,t, 12
)
t∈I
]
=
[
(vt,0)t∈I
]
(69)
=
[
(vt,1)t∈I
]
=
[(
ω˜x˜0,1−t(
1
2), z˜0,−z˜0,Ωx˜0,1−t, 12 , ω˜
−1
z˜0,1−t, ω˜
−1
−z˜0,t
)
t∈I
]
=
[(
ω˜x˜0,1−t(
1
2), z˜0,−z˜0,Ωx˜0,1−t, 12 , cz˜0 , c−z˜0
)
t∈I
]
+[(
x˜0, z˜0,−z˜0, cx˜0 , ω˜−1z˜0,1−t, c−z˜0
)
t∈I
]
+
[(
x˜0, z˜0,−z˜0, cx˜0 , cz˜0 , ω˜−1−z˜0,t
)
t∈I
]
=− τ̂n0 +
[(
x˜0, z˜0,−z˜0, cx˜0 , ω˜z˜0,t, c−z˜0
)
t∈I
]
+
[(
x˜0, z˜0,−z˜0, cx˜0 , cz˜0 , ω˜−1−z˜0,t
)
t∈I
]
(70)
=− τ̂n0 + δ˜z˜0 − δ˜−z˜0
by (55), (63), (65) and (68), and Lemmas 24(a) and 25, which yields (62). This equality
is illustrated by the first and third columns of Figure 14. This completes the proof of
Theorem 29 in the case M = S2.
5.3.3 The proof of Theorem 29 in the case M = RP2
In this section, we use the constructions of the proof of Theorem 29 in the case M = S2
to prove the result in the case M = RP2.
Proof of Theorem 29 in the case M = RP2. Let I2 denote the homotopy fibre of the map
ι2 : F2(RP2) −→ ∏2i=1 RP2. Let I˜2 be the set of elements (x˜, y˜, λ1, λ2) of F〈τ〉2 (S2) ×
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(
∏
2
1 S
2
)I
that satisfy the following conditions:
(λ1(0), λ2(0)) = (x˜, y˜), λ1(1) ∈ {x˜0,−x˜0} and λ2(1) ∈ {z˜0,−z˜0}, (71)
and let I˜3 be the subset of I3(x˜0, z˜0) (defined by (59)) consisting of elements of the form
(x˜, y˜,−y˜, λ1, λ2,−λ2). Then for (i, j) ∈ {(2, 5), (3, 6)}, the map ρi,j : I˜3 −→ I˜2 given by
forgetting the ith and jth coordinates is well defined. Also, the following map:
pi : F〈τ〉2 (S
2)×
(
2
∏
1
S2
)I
−→ F2(RP2)×
(
2
∏
1
RP2
)I
(x˜, y˜, λ1, λ2) 7−→ (pi(x˜),pi(y˜),pi ◦ λ1,pi ◦ λ2)
induced by the projection pi : S2 −→ RP2, restricts to a map from I˜2 to I2, that we also
denote by pi. For all t, α ∈ I, let:
w′t,α =
(
Ωx˜0,t, 1−α2
(0),Ω′−z˜0,t, α2 (0),Ωx˜0 ,t, 1−α2 ,Ω
′
−z˜0,t, α2
)
,
v′t,α =
(
Ω−x˜0,t, 2−α2 (0),Ω
′
−z˜0,t, 1+α2
(0),Ω−x˜0 ,t, 2−α2 ,Ω
′
−z˜0,t, 1+α2
)
and
ζ2 =
[(
x0,pi ◦ ω˜−z˜0,t
(
1
2
)
, cx0 ,pi ◦Ω′−z˜0,t, 12
)
t∈I
]
in pi1(I2). (72)
By equations (57), (64) and (65), for all t, α ∈ I, we have wt,α, vt,α ∈ I˜3, w′t,α = ρ2,5(wt,α) ∈
I˜2 and v′t,α = −ρ3,6(vt,α) ∈ I˜2, so pi(w′t,α) and pi(v′t,α) belong to I2. In particular, compos-
ing the homotopy (wt,α)t∈I (resp. (vt,α)t∈I) in I˜3 (and so in I3(S2)) with the map pi ◦ ρ2,5
(resp. pi ◦ (−ρ3,6) = pi ◦ ρ3,6) yields the homotopy (pi ◦w′t,α)t∈I (resp. (pi ◦ v′t,α)t∈I) in I2.
Now by (38) and (55), we have:[(
Ω′−z˜0,t,1
)
t∈I
]
=
[(
ω˜−1−z˜0,t
)
t∈I
]
=
[(−ω˜−1z˜0,1−t)t∈I] = [(−ω˜z˜0,t)t∈I] (73)
in pi2(S2, c−z˜0). Applying pi ◦ ρ2,5 (resp. pi ◦ ρ3,6) to equations (66) and (67) (resp. (69)
and (70)) and using equations (57), (58), (72) and (73) as well as Lemma 24(b), in pi1(I2)
we obtain respectively:
τ̂2 =
[(
pi ◦ ω˜x˜0,t(12), z0,pi ◦Ωx˜0,t, 12 , cz0
)
t∈I
]
=
[
(pi ◦ w′t,0)t∈I
]
=
[
(pi ◦ w′t,1)t∈I
]
=
[(
x0, z0,pi ◦ ω˜x˜0,t, cz0
)
t∈I
]
+
[(
x0,pi ◦ ω˜−z˜0,t(12), cx0 ,pi ◦Ω′−z˜0,t, 12
)
t∈I
]
= δx0 + ζ2, and (74)
ζ2 =
[(
x0,pi ◦ ω˜−z˜0,t
(
1
2
)
, cx0 ,pi ◦Ω′−z˜0,t, 12
)
t∈I
]
=
[
(pi ◦ v′t,0)t∈I
]
=
[
(pi ◦ v′t,1)t∈I
]
=
[(
pi ◦ ω˜x˜0,1−t(12), z0,pi ◦Ωx˜0,1−t, 12 , cz0
)
t∈I
]
+
[(
x0, z0, cx0 ,pi ◦ ω˜z˜0,t
)
t∈I
]
= −τ̂2 + δz0 . (75)
Summing equations (74) and (75) yields the result in the case M = RP2.
REMARK 32. Within the framework of this section (M = RP2 and n0 = 2), it is import-
ant for us to know that the homomorphism (α′2)# : pi1(I
′
2) −→ pi1(I2) is an isomorph-
ism. This is a consequence of Corollary 37. However, we may give an alternative proof
39
of this fact without using Corollary 37 as follows. First note that pi1(I ′2) ∼= pi1(Ic) ∼= Z2
by Lemma 26(a) and (b), and that pi1(I2) ∼= Z2 by Theorem 1(b) and Proposition 19.
Arguing as in the proof of Proposition 28, one sees that Im ((α′2)#) = 〈δx0 , τ̂n0〉. Since
Z2 is Hopfian, it thus suffices to prove that (α′2)# is surjective. To do so, consider the
long exact sequence (37) for M = RP2 and n = 2. Now P2(RP2) is isomorphic to the
quaternion group of order 8, and the full twist ∆22 is its unique element of order 2 [VB].
By exactness, it follows that Ker ((̂ι2)#) =
〈
∆22
〉
, and that the following sequence:
1 pi2(RP2 ×RP2) pi1(I2) Ker ((̂ι2)#) 1.∂2
(g2◦j2)# (76)
is exact. By Proposition 27, (g2 ◦ j2)#(τ̂2) = ∆22, and using standard properties of
short exact sequences applied to (76), Theorem 29, and the fact that ∂2(λx0) = δx0 and
∂2(λz0) = δz0 , we see that pi1(I2) = 〈δx0 , δz0, τ̂n0〉 = 〈δx0 , τ̂n0〉, and thus the homomorph-
ism (α′2)# : pi1(I
′
2) −→ pi1(I2) is surjective as required.
5.4 The boundary homomorphism in the general case
In this section, we determine the boundary homomorphism in the general case using
the conclusions of Theorem 29 and Corollary 30 in the case n = n0. Let M = S2 or
RP2, suppose that n > n0, and let j ∈ {0, 1, . . . , n− n0}. We take the basepoint of
Fn(M) and ∏n1 M to be Wn as defined in Section 3.1. Let νj : Fn(M) −→ Fn0(M) and
ν˜j : ∏
n
1 M −→ ∏n0i=1 M denote projection onto the (j + 1)st, (n− 1)th and nth coordin-
ates (resp. (j+ 1)st and nth coordinates). We thus have a commutative diagram:
Fn(M) ∏
n
1 M
Fn0(M) ∏
n0
i=1 M.
ιn
νj ν˜j
ιn0
In order that the maps νj and ν˜j be pointed, the basepoint of Fn0(M) and ∏
n0
i=1 M is
taken to be νj(Wn) = ν˜j(Wn). Applying [A, pages 91 and 108], we obtain the following
commutative diagram of fibrations:
In En ∏
n
1 M
In0 En0 ∏
n0
i=1 M,
jn
ν̂j|In
ι̂n
ν̂j ν˜j
jn0 ι̂n0
(77)
where ν̂j : En −→ En0 is the projection induced by νj. The basepoints of En and In, (resp.
En0 and In0) are those obtained from ∏
n
1 M (resp. ∏
n0
i=1 M) using the convention given
in the first paragraph of Section 3.1. Taking the long exact sequence in homotopy of (77)
as in equation (37), we obtain the following commutative diagram of exact sequences:
1 pi2(∏
n
1 M) pi1(In) pi1(En) pi1(∏
n
1 M) 1
1 pi2(∏
n0
i=1 M) pi1(In0) pi1(En0) pi1(∏
n0
i=1 M) 1.
∂n
(ν˜j)#2
(jn)#
(ν̂j|In)#
(ι̂n)#
(ν̂j)# (ν˜j)#1
∂n0 (jn0)# (ι̂n0)#
(78)
40
x˜0
z˜0
x˜j
pi j
2(j+1)
K˜j
x˜0 = K˜j(x˜j)
z˜0
z˜j = K˜j(z˜0)
(ζt(r))r∈[0, 12 ]
Figure 15: The homeomorphism K˜j and the paths ζt.
The rows of (78) are short exact if M = S2. With the notation of equations (59) and (60),
In0 here denotes In0(x˜j, z˜0) (resp. In0(xj, z0)). We now prove Theorem 3, which expresses
τ̂n in terms of the elements that appear in (48), and generalises Theorem 29. Since pi1(In)
is non Abelian if n ≥ 4 (resp. n ≥ 3), we write τ̂2n rather than 2τ̂n.
Proof of Theorem 3. Let j ∈ {0, 1, . . . , n− n0}. By equation (52) and the commutativity of
diagram (78), in pi1(In0) we have:
(ν̂j |In)#(τ̂2n) = ∂n0 ◦ (ν̂j)#2(m0λ˜x˜0 + · · ·+mn−3λ˜x˜n−3 +mn−2λ˜z˜0 +mn−1λ˜−z˜0)
= mj∂n0(λ˜x˜j) +mn−2∂n0(λ˜z˜0) +mn−1∂n0(λ˜−z˜0) if M = S
2, and (79)
(ν̂j |In)#(τ̂2n) = ∂n0 ◦ (ν̂j)#2(m0λx0 + · · ·+mn−2λxn−2 +mn−1λz0)
= mj∂n0(λxj) +mn−1∂n0(λz0) if M = RP
2. (80)
From (44), (46), (53), (54) and the fact that h(2)z˜0 = cz˜0 , we obtain:
(ν̂j |In)#(τ̂n) =
{[(
ω˜x˜j ,t(
1
2), z˜0,−z˜0, hj,t, cz˜0 , c−z˜0
)
t∈I
]
if M = S2[(
pi(ω˜x˜j ,t(
1
2)), z0,pi ◦ hj,t, cz0
)
t∈I
]
if M = RP2.
(81)
Let K˜j : S2 −→ S2 denote the rotation of angle pi j2(j+1) about the y-axis, illustrated
in Figure 15, that sends x˜j to x˜0, let Kj : RP2 −→ RP2 be the homeomorphism of RP2
induced by K˜j, let z˜j = K˜j(z˜0), and let zj = pi(z˜j). The homeomorphisms K˜j and Kj
induce isomorphisms:
(K˜j)# : pi1(In0) −→ pi1(In0(x˜0, z˜j)) and (Kj)# : pi1(In0) −→ pi1(In0(x0, zj))
respectively, that satisfy:
(K˜j)#
(
(ν̂j |In)#(τ̂n)
)
=
[(
K˜j(ω˜x˜j ,t(
1
2)), z˜j,−z˜j, K˜j ◦ hj,t, cz˜j , c−z˜j
)
t∈I
]
if M = S2 (82)
(Kj)#
(
(ν̂j |In)#(τ̂n)
)
=
[(
Kj
(
pi(ω˜x˜j ,t(
1
2))
)
, zj,Kj ◦ pi ◦ hj,t, czj
)
t∈I
]
if M = RP2 (83)
41
by equation (81). For t ∈ I, consider the path ζt : I −→ S2 defined by:
ζt(r) =
max
(
0, (12 − r)
)
ω˜x˜0,t(
1
2) + rK˜j
(
ω˜x˜j,t
(
max(12 , r)
))
∥∥max(0, (12 − r)) ω˜x˜0,t(12) + rK˜j(ω˜x˜j,t (max(12 , r)))∥∥ for all r ∈ I. (84)
We claim that ζt is well defined. To see this, first note that if r ∈ [ 12 , 1] then ζ 12 (r) =
K˜j(ω˜x˜j , 12
(r)). We may thus assume that r ∈ [0, 12), so that K˜j
(
ω˜x˜j,t
(
max(12 , r)
))
=
K˜j ◦ Jj
(
ω˜x˜0,t
(
1
2
))
using (41). If t ∈ {0, 1} then ζt = cx˜0 . If t = 12 , conditions (Xa), (Xb)
and (Xe) imply that ω˜x˜0, 12
(12) = −x˜0. Hence ω˜x˜0, 12 (
1
2) and K˜j ◦ Jj(ω˜x˜0 , 12 (
1
2)) are non anti-
podal, for otherwise we would have K˜j ◦ Jj(−x˜0) = x˜0, which is impossible since x˜0 is
the only preimage of itself by the homeomorphism K˜j ◦ Jj. So suppose that t /∈
{
0, 12 , 1
}
,
and let v = ω˜x˜0,t(
1
2). Now p2(v), p2(Jj(v)), and p2(K˜j ◦ Jj(v)) are all non zero and of the
same sign, so v and K˜j ◦ Jj(v) are non antipodal also, and this proves the claim. Each
path ζt joins ω˜x˜0,t(
1
2) to x˜0 via K˜j(ω˜x˜j ,t(
1
2)) by arcs that lie in the upper hemisphere. The
subpaths (ζt(r))r∈[0, 12 ] are illustrated in the right-hand part of Figure 15. From (84), one
may check that ζt satisfies the hypotheses of Lemma 31, where we take Γ(r, t) = ζt(r)
for all t, r ∈ I, and w˜ = z˜j, from which we conclude that:[(
ζt(0), z˜j,−z˜j, ζt, cz˜j , c−z˜j
)
t∈I
]
=
[(
ω˜x˜0,t
(
1
2
)
, z˜j,−z˜j,Ωx˜0,t, 12 , cz˜j , c−z˜j
)
t∈I
]
and (85)[(
pi(ζt(0)), zj,pi ◦ ζt, czj
)
t∈I
]
=
[(
pi
(
ω˜x˜0,t
(
1
2
))
, zj,pi ◦Ωx˜0,t, 12 , czj
)
t∈I
]
(86)
in pi1(In0(x˜0, z˜j)) and in pi1(In0(x0, zj)) respectively. Setting ηt,r(s) = ζt((1− s)r+ s) for
all t, r, s ∈ I, we have ηt,0 = ζt, ηt,r(0) = ζt(r), ηt,r(1) = ζt(1) = x˜0, and using (41)
and (84), we obtain:
ηt, 12
(s) = ζt
( 1+s
2
)
= K˜j(ω˜x˜j ,t(
1+s
2 )) = K˜j ◦ hj,t(s) for all s ∈ I, so ηt, 12 = K˜j ◦ hj,t. (87)
We claim that ηt,r(0) /∈
{
z˜j,−z˜j
}
for all r ∈ [0, 12 ]. To see this, first recall that ηt,r(0) =
ζt(r) lies in the upper hemisphere, so ηt,r(0) 6= −z˜j. If t /∈
{
0, 12 , 1
}
then since ηt,0(0) =
ω˜x˜0,t(
1
2) and ηt, 12
(0) = K˜j ◦ Jj(ω˜x˜0 ,t(12)), we deduce from above that p2(ηt,0(0)) and
p2(ηt, 12
(0)) are non zero and have the same sign, which proves the claim in this case
since p2(z˜j) = 0. If t ∈ {0, 1} then ηt,r(0) = x˜0 for all r ∈ [0, 12 ], so the claim also holds.
Finally, let t = 12 . If j = 0 then ηt,r(0) = ω˜x˜0, 12
(12) = −x˜0 6= z˜0 for all r ∈ [0, 12 ]. If j ≥ 1,
then with respect to the spherical coordinates of Section 3.1, the arc (η 1
2 ,r
(0))r∈I joins
−x˜0 to K˜j ◦ Jj(ω˜x˜0 , 12
(
1
2
)
) = (0, pij+1) along the geodesic arc that avoids z˜j = (0,
pi
2(j+1)).
This completes the proof of the claim. So in pi1(In0(x˜0, z˜j)), we obtain:[(
K˜j(ω˜x˜j ,t(
1
2)), z˜j,−z˜j, K˜j◦hj,t, cz˜j , c−z˜j
)
t∈I
]
=
[(
ηt, 12
(0), z˜j,−z˜j, ηt, 12 , cz˜j , c−z˜j
)
t∈I
]
=
[(
ηt,0(0), z˜j,−z˜j, ηt,0, cz˜j , c−z˜j
)
t∈I
]
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w u
ϕw
ϕ(w) ϕ(u)
Figure 16: The homeomorphism ϕw : D2 −→ D2.
=
[(
ω˜x˜0,t
(
1
2
)
, z˜j,−z˜j,Ωx˜0,t, 12 , cz˜j , c−z˜j
)
t∈I
]
(88)
using equations (41), (84), (85) and (87), and in pi1(In0(x0, zj)), we see that:[(
Kj
(
pi(ω˜x˜j ,t(
1
2))
)
, zj,Kj◦pi◦hj,t, czj
)
t∈I
]
=
[(
pi(ηt, 12
(0)), zj,pi ◦ ηt, 12 , czj
)
t∈I
]
=
[(
pi(ηt,0(0)), zj,pi ◦ ηt,0, czj
)
t∈I
]
=
[(
pi
(
ω˜x˜0,t
(
1
2
))
, zj,pi ◦Ωx˜0,t, 12 , czj
)
t∈I
]
(89)
using also equation (86). Consequently,
(K˜j)#
(
(ν̂j |In)#(τ̂n)
)
=
[(
ω˜x˜0,t
(
1
2
)
, z˜j,−z˜j,Ωx˜0,t, 12 , cz˜j , c−z˜j
)
t∈I
]
if M = S2, and (90)
(Kj)#
(
(ν̂j |In)#(τ̂n)
)
=
[(
pi
(
ω˜x˜0,t
(
1
2
))
, zj,pi ◦Ωx˜0,t, 12 , czj
)
t∈I
]
if M = RP2 (91)
by equations (82), (83), (88) and (89) in pi1(In0(x˜0, z˜j)) and pi1(In0(x0, zj)) respectively.
Let Hu =
{
(x, y, z) ∈ S2 ∣∣ z ≥ 0} denote the upper hemisphere of S2, let D2 denote
the closed unit 2-disc in R2 whose centre is the origin, and let P : Hu −→ D2 be the
homeomorphism defined by P(x, y, z) = (x, y) whose inverse is given by P−1(x, y) =
(x, y,
√
1− x2 − y2) for all (x, y) ∈ D2. For w ∈ [0, 1), let ϕw : D2 −→ D2 be the homeo-
morphism defined by:
ϕw(x, y) =
{(
w
w−1
(
1− ∣∣x∣∣− ∣∣y∣∣)+ x, y) if ∣∣x∣∣+ ∣∣y∣∣ ≤ 1
(x, y) otherwise.
Note that ϕ0 = IdD2 and ϕw(w, 0) = (0, 0). If u ∈ [−1, 1], the effect of ϕw is to map
linearly the segment joining (0, 1) (resp. (0,−1)) to (u, 0) to the segment joining (0, 1)
(resp. (0,−1)) to ( ww−1(1− |u|) + u, 0) as in Figure 16. We define Φw : S2 −→ S2 by:
Φw(x, y, z) =
{
P−1 ◦ ϕw ◦ P(x, y, z) if (x, y, z) ∈ Hu
−Φw(−(x, y, z)) if (x, y, z) ∈ S2 \ Hu.
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x˜0 = f˜ j(x˜0)
z˜0 = f˜ j(z˜j)
z˜j
f˜ j
x˜0
z˜0
z˜j
Figure 17: The homeomorphism f˜ j.
Observe that Φ0 = IdS2 , Φw is a homeomorphism that fixes (ω˜x˜0,t
(
1
2
)
)t∈I pointwise,
and that satisfies Φw(w, 0,
√
1− w2) = z˜0. Now z˜j =
(
sin
( pi j
2(j+1)
)
, 0, cos
( pi j
2(j+1))
))
in
Cartesian coordinates, and so p1(z˜j) = sin
(
pi
2 (
j
j+1)
)
belongs to [0, 1). We define the
homeomorphism f˜ j : S2 −→ S2 by f˜ j = Φp1(z˜j) (see Figure 17). Then f˜ j satisfies f˜ j(z˜j) =
P−1 ◦ ϕp1(z˜j)(p1(z˜j), 0) = z˜0. By definition, f˜ j is Z2-equivariant with respect to τ, so
induces a homeomorphism f j : RP2 −→ RP2 that fixes pi
(
ω˜x˜0,t
( 1
2
))
pointwise for each
t ∈ I, and that satisfies f j(zj) = z0. Let γt : I −→ S2 be the arc defined by γt = f˜ j ◦
Ωx˜0,t, 12
. By condition (Xb) and equation (55), p3(Ωx˜0 ,t, 12
(s)) ≥ 0 for all s ∈ I. Since
Φw leaves Hu invariant, we see that p3(γt(s)) ≥ 0 for all s, t ∈ I. Further, γt(0) =
ω˜x˜0,t
(
1
2
)
, and γt(1) = γ0(s) = γ1(s) = x˜0 for all t, s ∈ I, so Lemma 31 applies to γt,
where w˜ is taken to be z˜0. The homeomorphism f˜ j (resp. f j) induces an isomorphism
( f˜ j)# : pi1(In0(x˜0, z˜j))−→pi1(In0(x˜0, z˜0)) (resp. ( f j)# : pi1(In0(x0, zj))−→pi1(In0(x0, z0)))
for which:
( f˜ j)# ◦ (K˜j)#
(
(ν̂j |In)#(τ̂n)
)
= ( f˜ j)#
([(
ω˜x˜0,t
(
1
2
)
, z˜j,−z˜j,Ωx˜0,t, 12 , cz˜j , c−z˜j
)
t∈I
])
=
[(
ω˜x˜0,t
(
1
2
)
, z˜0,−z˜0, f˜ j ◦Ωx˜0,t, 12 , cz˜0 , c−z˜0
)
t∈I
]
=
[(
ω˜x˜0,t
(
1
2
)
, z˜0,−z˜0,Ωx˜0,t, 12 , cz˜0 , c−z˜0
)
t∈I
]
= τ̂n0 , (92)
using equations (58) and (90) and Lemma 31(a) if M = S2, and:
( f j)# ◦ (Kj)#
(
(ν̂j |In)#(τ̂n)
)
= ( f j)#
([(
pi
(
ω˜x˜0,t
(
1
2
))
, zj,pi ◦Ωx˜0,t, 12 , czj
)
t∈I
])
=
[(
pi
(
ω˜x˜0,t
(
1
2
))
, z0, f j ◦ pi ◦Ωx˜0,t, 12 , cz0
)
t∈I
]
=
[(
pi
(
ω˜x˜0,t
(
1
2
))
, z0,pi ◦ f˜ j ◦Ωx˜0,t, 12 , cz0
)
t∈I
]
=
[(
pi
(
ω˜x˜0,t
(
1
2
))
, z0,pi ◦Ωx˜0,t, 12 , cz0
)
t∈I
]
= τ̂n0 , (93)
using equations (58) and (91) and Lemma 31(b) if M = RP2.
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We now compute the image of the terms on the right-hand side of equation (79)
(resp. equation (80)) by the isomorphism ( f˜ j)# ◦ (K˜j)# : In0 −→ pi1(In0(x˜0, z˜0)) (resp. by
the isomorphism ( f j)# ◦ (Kj)# : In0 −→ pi1(In0(x0, z0))). Applying Lemma 24, we have:
( f˜ j)# ◦ (K˜j)#(∂n0(λ˜z˜0)) = ( f˜ j)# ◦ (K˜j)#(δ˜z˜0)
= ( f˜ j)# ◦ (K˜j)#
([(
x˜j, z˜0,−z˜0, cx˜j , ω˜z˜0,t, c−z˜0
)
t∈I
])
=
[(
x˜0, z˜0,−z˜0, cx˜0 , f˜ j ◦ K˜j ◦ ω˜z˜0,t, c−z˜0
)
t∈I
]
(94)
if M = S2, and:
( f j)# ◦ (Kj)#(∂n0(λz0)) = ( f j)# ◦ (Kj)#(δz0)
= ( f j)# ◦ (Kj)#
([(
xj, z0, cxj ,pi ◦ ω˜z˜0,t
)
t∈I
])
=
[(
x0, z0, cx0 ,pi ◦ f˜ j ◦ K˜j ◦ ω˜z˜0,t
)
t∈I
]
(95)
if M = RP2. Now the two homeomorphisms f˜ j ◦ K˜j ◦ Jj : (S2, x˜0) −→ (S2, x˜0) and
f˜ j ◦ K˜j : (S2, z˜0) −→ (S2, z˜0) preserve orientation, so:[(
f˜ j ◦ K˜j ◦ Jj ◦ ω˜x˜0,t
)
t∈I
]
=
[(
ω˜x˜0,t
)
t∈I
]
and
[(
f˜ j ◦ K˜j ◦ ω˜z˜0,t
)
t∈I
]
=
[(
ω˜z˜0,t
)
t∈I
]
(96)
in pi1(Ω(S2), cx˜0) and pi1(Ω(S
2), cz˜0) respectively. It follows from equations (94) and (96),
and from Lemma 24(a) that:
( f˜ j)# ◦ (K˜j)#(∂n0(λ˜z˜0)) =
[(
x˜0, z˜0,−z˜0, cx˜0 , ω˜z˜0,t, c−z˜0
)
t∈I
]
= δ˜z˜0 (97)
in pi1(In0(x˜0, z˜0)). Exchanging the rôles of z˜0 and −z˜0 in this argument yields:
( f˜ j)# ◦ (K˜j)#(∂n0(λ˜−z˜0)) = δ˜−z˜0. (98)
Applying pi# : pi1(S2, z˜0) −→ pi1(RP2, z0) to (96), we see that ([(pi ◦ f˜ j ◦ K˜j ◦ ω˜z˜0,t)t∈I ]) =
[(pi ◦ ω˜z˜0,t)t∈I ], and it follows from (95) and Lemma 24(b) that:
( f j)# ◦ (Kj)#(∂n0(λz0)) =
[(
x0, z0, cx0 ,pi ◦ ω˜z˜0,t
)
t∈I
]
= δz0 . (99)
Recall from Section 5.2 that λ˜x˜j = [(ω˜x˜j ,t)t∈I ]. So in a similar manner, using Lemma 13,
we obtain:
( f˜ j)# ◦ (K˜j)#(∂n0(λ˜x˜j)) = ( f˜ j)# ◦ (K˜j)#
([(
x˜j, z˜0,−z˜0, ω˜x˜j,t, cz˜0 , c−z˜0
)
t∈I
])
=
[(
x˜0, z˜0,−z˜0, f˜ j ◦ K˜j ◦ Jj ◦ ω˜x˜0,t, cz˜0 , c−z˜0
)
t∈I
]
(100)
using Lemma 24(a) in pi1(In0(x˜j, z˜0)) and equation (41), and
( f j)# ◦ (Kj)#(∂n0(λxj)) = ( f j)# ◦ (Kj)#
([(
xj, z0,pi ◦ ω˜x˜j,t, cz0
)
t∈I
])
=
[(
x0, z0,pi ◦ f˜ j ◦ K˜j ◦ Jj ◦ ω˜x˜0,t, cz0
)
t∈I
]
(101)
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using Lemma 24(b) in pi1(In0(xj, z0)). It follows from equations (96), (100) and (101) and
Lemma 24 that:
( f˜ j)# ◦ (K˜j)#(∂n0(λ˜x˜j)) =
[(
x˜0, z˜0,−z˜0, ω˜x˜0,t, cz˜0 , c−z˜0
)
t∈I
]
= δ˜x˜0 (102)
( f j)# ◦ (Kj)#(∂n0(λxj)) =
[(
x0, z0,pi ◦ ω˜x˜0,t, cz0
)
t∈I
]
= δx0 (103)
in pi1(In0(x˜0, z˜0)), and in pi1(In0(x0, z0)) respectively. Taking the image of both sides
of equation (79) (resp. equation (80)) by ( f˜ j)# ◦ (K˜j)# (resp. by ( f j)# ◦ (Kj)#), we conclude
using equations (92), (97), (98) and (102) (resp. equations (93), (99) and (103)) that:
2τ̂n0 = mjδ˜x˜0 +mn−2δ˜z˜0 +mn−1δ˜−z˜0 in pi1(In0(x˜0, z˜0)) (104)
2τ̂n0 = mjδx0 +mn−1δz0 in pi1(In0(x0, z0)). (105)
Comparing equation (104) (resp. equation (105)) with Theorem 29, we see that mj =
mn−2 = 1 and mn−1 = −1 (resp. mj = mn−1 = 1). The statement of the proposition for
M = S2 (resp. for M = RP2) then follows from equation (52).
The following result generalises Corollary 30.
COROLLARY 33. Let n ≥ n0. The boundary homomorphism ∂n : pi2(∏n1 M) −→ pi1(In) of
the exact sequence (37) satisfies:
∂n(λ˜u) =
{
δ˜u if u ∈ {x˜0, x˜1, . . . , x˜n−3, z˜0}
δ˜x˜0 + δ˜x˜1 + · · ·+ δ˜x˜n−3 − τ̂2n if u = −z˜0
and if M = S2,
∂n(λu) =
{
δu if u ∈ {x0, x1, . . . , xn−2}
τ̂2n − (δx0 + δx1 + · · ·+ δxn−2) if u = z0
and if M = RP2,
the notation being that of equations (48) and (49).
Proof. If M = S2 (resp. M = RP2), a basis of pi2(∏
n
1 M) is as given in (48), and the
equalities involving ∂n(λ˜u) (resp. ∂n(λu)) then follow from (49) and Theorem 3.
To finish this section, we prove Proposition 4.
Proof of Proposition 4. Let M = S2 (resp. M = RP2), and let n ≥ n0. By [GG5, equa-
tion (2) and Proposition 1(a)(i)] and exactness of (37),
Ker ((ιn)#) = Im ((gn ◦ jn)#) ∼= pi1(In)/ Im (∂n) , (106)
where Ker ((ιn)#) = Pn(S2) (resp. Ker ((ιn)#) = Γ2(Pn(RP2))), and the given isomorph-
ism is induced by the homomorphism (gn ◦ jn)#. From Corollary 33, we have Im (∂n) =〈
δ˜x˜0 , δ˜x˜0 , . . . , δ˜x˜n−3, δ˜z˜0, τ̂
2
n
〉
(resp. Im (∂n) =
〈
δx0 , δx1 , . . . , δxn−2, τ̂
2
n
〉
). Now the homomorph-
ism (α′n ◦ αpi ◦ αc)# : pi1(Ic) −→ pi1(In) is an isomorphism by Lemma 26 andCorollary 37,
and since (α′n ◦ αpi ◦ αc)#(λ˜x˜i) = δ˜x˜i for all 0 ≤ i ≤ n− 3 and (α′n ◦ αpi ◦ αc)#(λ˜z˜0) = δ˜z˜0
(resp. (α′n ◦ αpi ◦ αc)#(λ˜x˜i) = δxi for all 0 ≤ i ≤ n− 2) and (α′n ◦ αpi ◦ αc)#([τn]) = τ̂n by
Lemma 26(d) and Proposition 27, we conclude that:
pi1(In)/ Im (∂n) ∼=
{
pi1(Ic)
/〈
λ˜x˜0 , λ˜x˜1 , . . . , λ˜x˜n−3 , λ˜z˜0 , [τ
2
n ]
〉
if M = S2
pi1(Ic)
/〈
λ˜x˜0 , λ˜x˜1 , . . . , λ˜x˜n−2 , [τ
2
n ]
〉
if M = RP2,
(107)
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the isomorphism being induced by (α′n ◦ αpi ◦ αc)#. It follows from (12) and (107) that:
pi1(In)/ Im (∂n) ∼=
{
Pn−1/〈[τ2n ]〉 if M = S2
Gn−1/〈[τ2n ]〉 if M = RP2.
(108)
If M = S2 then from equation (51) and Figure 10, [τn] may be interpreted as the full-
twist braid ∆2n−1 of Pn−1, and so pi1(In)/ Im (∂n) ∼= Pn−1/
〈
∆4n−1
〉 ∼= Fn−2 ⋊ (Fn−3 ⋊
(· · · ⋊ (F3 ⋊ F2) · · · )) × Z2 using [GG2, Proposition 8] and the Artin combing oper-
ation. We thus obtain the isomorphisms of (5). Now suppose that M = RP2. To
interpret [τn] ∈ pi1(Ic), which is given by equation (51) in the case M = RP2, as an
element of Gn−1, we modify slightly Figure 10 by replacing n − 3 by n − 2 and by
removing the markings on z˜0 and −z˜0 in that figure. In order to obtain a geometric
representation of [τn], we also suppose that each loop (ω˜x˜i ,t(
1
2))t∈I is equipped with the
associated constant path cx˜i for i = 0, 1, . . . , n − 2 as in (51). To obtain Figure 1, but
taking n− 1 in place of n, we first rotate the geometric representative of [τn] by pi about
the vertical axis, then we remove the points z˜0 and −z˜0, and finally we flatten down
the resulting open cylinder so that z˜0 is the centre, as in Figure 1. We thus identify the
element vi of Figure 1 with x˜i−1 for all i = 1, . . . , n− 1. Via this construction, [τn] may
be identified with the element Θ−1n−1 = ρ
−1
n−1,0 · · · ρ−11,0 of Gn−1, and up to this identi-
fication, we have a surjective homomorphism υn : Gn−1 −→ Kn induced by the map
gn ◦ jn ◦ α′n ◦ αpi ◦ αc : Ic −→ Fn(RP2), and an isomorphism υn : Gn−1/〈Θ2n−1〉 −→ Kn
that is induced by υn. This yields the first isomorphism of (6).
Let p : Pn+1(RP2) −→ Pn(RP2) be the Fadell-Neuwirth projection given geometric-
ally by removing the penultimate string (this corresponds to forgetting the basepoint
vn, so that z0 remains as the final basepoint). Using [GG5, Proposition 8], we obtain the
following commutative diagram of short exact sequences:
1 1 1
1 Ker(p
∣∣
Kn+1
) Kn+1 Kn 1
1 Ker (p) Pn+1(RP2) Pn(RP2) 1
1 Z2 Z
n+1
2 Z
n
2 1,
1 1 1
p
∣∣
Kn+1
(ιn+1)#
∣∣
Ker(p)
(ιn+1)#
p
(ιn)#
p̂
(109)
where p̂ : Zn+12 −→ Zn2 is the homomorphism that forgets the nth coordinate, fromwhich
it follows that Ker(p
∣∣
Kn+1
) = Ker((ιn+1)#
∣∣
Ker(p)). On the other hand, Ker (p) is a free
group of rank n for which a basis is given by {A1,n, . . . , An−1,n, ρn}, so by the first
column of (109) and [GG5, Proposition 8], Ker(p
∣∣
Kn+1
) is a free group of rank 2n − 1
for which a basis B is given by {Ai,n, ρnAi,nρ−1n , ρ2n ∣∣ 1 ≤ i ≤ n− 1}.
We now study the image under υn+1 of the generating set (ρj,i)1≤j≤n, 0≤i≤2j−2 of Gn
as given in Proposition 19. We take the left-hand half of Figure 1 to be a fundamental
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domain for the projection pi : C −→ RP2 \ {z0} defined in Section 3.1, and when we
compose by α′n+1, we push z0 into the interior of the disc to obtain a model of RP
2
similar to that of [GG5, Figure 1], where the points x1, . . . , xn+1 of that figure should
be identified with pi(v1), . . . ,pi(vn), z0 respectively. Making use of the presentation of
the pure braid groups of RP2 given in [GG3, Theorem 4] and also described in [GG5,
Theorem 7], as well as the element Ci,j defined by [GG5, equation (8)] and [GG5, rela-
tions (III) and (V), Proposition 11], we see that:
υn+1(ρj,i) =

Ai,j if 1 ≤ i < j
ρjA1,j · · · Aj−1,jρj = Aj,j+1 · · · Aj,n+1 if i = 0
ρ−1j C
−1
i−j+1,jρj = ρjAi−j+1,jρ
−1
j if j ≤ i ≤ 2j− 2.
(110)
Recall from Section 4 that the kernel of the homomorphism (qn)# : Gn −→ Gn−1 is a free
group of rank 2n− 1 for which (ρn,i)0≤i≤2n−2 is a basis. Using (110), we thus obtain:
υn+1
(
Ker ((qn)#)
)
=
〈
Ai,n, ρnAi,nρ
−1
n , An−1,n
∣∣∣ 1 ≤ i ≤ n− 1〉 , (111)
and since
ρ−2n = A−1n,n+1ρn. ρ
−1
n An,n+1ρ
−1
n . ρ
−1
n = A
−1
n,n+1
n−1
∏
i=1
ρnAi,nρ
−1
n
by the surface relation (V) of [GG5, Proposition 11], it follows that ρ2n ∈ υn+1(Ker ((qn)#))
by (111). We conclude from (111) and the form of the basis B of Ker(p∣∣
Kn+1
) that the
restriction υn+1
∣∣
Ker((qn)#)
is a surjective homomorphism between two free groups of the
same rank, so is an isomorphism. We thus obtain the following commutative diagram
of short exact sequences:
1 1
〈Θ2n〉 〈Θ2n−1〉
1 Ker ((qn)#) Gn Gn−1 1
1 Ker
(
p
∣∣
Kn+1
)
Kn+1 Kn 1,
1 1
(qn)#
∣∣
〈Θ2n〉
∼=
∼=υn+1
∣∣
Ker((qn)#)
(qn)#
υn+1 υn
p
∣∣
Kn+1
(112)
where the commutativity of the bottom right-hand square is a consequence of (110)
and the definitions of (qn)# and p. Furthermore, since 〈Θ2n〉 ∩ Ker ((qn)#) = {e}, (qn)#
induces a homomorphism Qn : Gn/〈Θ2n〉 −→ Gn−1/〈Θ2n−1〉, which gives rise to the fol-
lowing commutative diagram of short exact sequences:
1 Ker ((qn)#) Gn/〈Θ2n〉 Gn−1/〈Θ2n−1〉 1
1 Ker
(
p
∣∣
Kn+1
)
Kn+1 Kn 1.
∼=υn+1
∣∣
Ker((qn)#)
Qn
υn+1 ∼= υn ∼=p
∣∣
Kn+1
(113)
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It follows from (113) that p
∣∣
Kn+1
admits a section if and only if Qn does, and from (112)
that Qn admits a section if and only if (qn)# admits a section that sends
〈
Θ2n−1
〉
to
〈
Θ2n
〉
.
Such a section for (qn)# is provided by the homomorphism (s′n)# of Remark 21, and we
deduce the second isomorphism of (6).
REMARK 34. In [GG5, Proposition (1)(a)(ii) and Theorem 3], we showed that Kn ∼=
Ln × Z2, where Ln ∼= F2n−3 ⋊ (F2n−5 ⋊ (· · · ⋊ (F5 ⋊ F3) · · · )). Due to the fact that
the basepoints involved are not the same, we cannot compare Ln directly with the cor-
responding factor of (6) arising from the isomorphism υn. Using (110) and the section
of Remark 21, it should however be possible to make explicit the factors F2i+1, where
i = 1, . . . , n − 2, as subgroups of Kn. Independently of Proposition 4, using the res-
ults of [GG5], one may show that the homomorphism p
∣∣
Kn+1
: Kn+1 −→ Kn splits by
making use of the fact that the restriction p
∣∣
Ln+1
: Ln+1 −→ Ln splits.
Appendix
As we mentioned in Remarks 14, the map α′n : I ′n −→ In defined in Section 3.1 is a ho-
motopy equivalence. This follows from Proposition 36 given below relating the homo-
topy fibres of fibre spaces and certain subspaces, and is a consequence of Lemma 35.
This lemma seems to be folklore, and we were not able to find a proof in the literature,
although the statement is given as an exercise in [N, Section 3.2, Exercises(2), page 99].
We are grateful to Michael Crabb for proposing proofs of Lemma 35 and Proposition 36.
In this section, we will denote the homotopy fibre of a map f : X −→ Y by I( f ) rather
than I f .
We first fix some notation and recall the homotopy fibres that we will analyse. Let
f : X −→ Y and g : Y −→ Z be pointed maps. By (2), we have:
I( f ) =
{
(x, ρ) ∈ X× Y I
∣∣∣ ρ(0) = f (x), ρ(1) = ∗Y} ,
I(g) =
{
(y,γ) ∈ Y× ZI
∣∣∣ γ(0) = g(y), γ(1) = ∗Z} and
I(g ◦ f ) =
{
(x,γ) ∈ X× ZI
∣∣∣ γ(0) = g( f (x)), γ(1) = ∗Z} .
Let f∗ : I(g ◦ f ) −→ I(g) be the map defined by f∗(x,γ) = ( f (x),γ). Then:
I( f∗) =
{
(x,γ,Φ) ∈ X × ZI × I(g)I
∣∣∣ Φ(0) = f∗(x,γ), Φ(1) = ∗I(g)} .
If Φ : I −→ I(g) belongs to I(g)I then there exists (ρ, Γ) ∈ (Y × ZI)I such that for all
s ∈ I, Φ(s) = (ρ(s), Γ(s, ·)) ∈ I(g), Γ(s, 0) = g(ρ(s)) and Γ(s, 1) = ∗Z for all s ∈ I.
Hence:
I( f∗) =
{
(x,γ, ρ, Γ) ∈ X× ZI × (Y × ZI)I
∣∣∣ γ(0) = g( f (x)), γ(1) = ∗Z,
Γ(s, 0) = g(ρ(s)) and Γ(s, 1) = ∗Z for all s ∈ I,
( f (x),γ) = (ρ(0), Γ(0, ·)), (ρ(1), Γ(1, ·)) = (∗Y, c∗Z)
}
.
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Therefore γ(t) = Γ(0, t) for all t ∈ I, and thus γ(1) = Γ(0, 1) = ∗Z and γ(0) = Γ(0, 0) =
g(ρ(0)) = g( f (x)), which implies that two of the defining conditions of I( f∗) may be
removed, and γ is redundant. Hence we may identify I( f∗) with the set:{
(x, ρ, Γ) ∈ X × (Y × ZI)I
∣∣∣ f (x) = ρ(0), ρ(1) = ∗Y, Γ(1, t) = ∗Z for all t ∈ I,
Γ(s, 0) = g(ρ(s)) and Γ(s, 1) = ∗Z for all s ∈ I
}
. (114)
LEMMA 35. Let f : X −→ Y and g : Y −→ Z be pointed maps, and let f∗ : I(g ◦ f ) −→ I(g)
be the map induced by f on the level of homotopy fibres. Then I( f∗) is homotopy equivalent to
I( f ).
Proof. With the identification of I( f∗) with the set given in (114), let ψ : I( f∗) −→ I( f )
be defined by ψ(x, ρ, Γ) = (x, ρ) and ϕ : I( f ) −→ I( f∗) by ϕ(x, ρ) = (x, ρ, Γ′), where
Γ′(s, t) = g(ρ(max(s, t))) for all s, t ∈ I. Note that ϕ is well defined since f (x) = ρ(0),
ρ(1) = ∗Y, Γ′(s, 0) = g(ρ(s)) and Γ′(s, 1) = Γ′(1, t) = g(ρ(1)) = ∗Z for all s, t ∈ I.
Clearly ψ ◦ ϕ = IdI( f ). It thus remains to prove that ϕ ◦ψ ≃ IdI( f∗), or equivalently, that
there exists a homotopy in I( f∗) that takes (x, ρ, Γ) to (x, ρ, Γ′), where Γ′ is as defined
above. It is clear that there exists a homotopy Hu : I × I −→ I × I, where u ∈ I, for
which H0 is the identity, H1(s, t) ∈ I × {0}, Hu(s, 0) = (s, 0), and Hu(A) ⊂ A for all
u, s, t ∈ I, where A = I × {0} ∪ {0} × I. For example, we may take:
Hu(s, t) =
{
((1− 2u)s+ 2umax(s, t), t) if 0 ≤ u ≤ 12
(max(s, t), 2(1− u)t) if 12 < u ≤ 1.
Let u, s, t ∈ I. Since H 1
2
(s, t) = (max(s, t), t) and H 1
2
(0, t) = (t, t), we see that Hu is
continuous. For u, s, t ∈ I, let Γu(s, t) = Γ(Hu(s, t)). Then Γ0 = Γ, Γ(t, 0) = g(ρ(t)),
and Γ1(s, t) = Γ(max(s, t), 0) = g(ρ(max(s, t))) = Γ′(s, t), so Γ1 = Γ′. It remains to
show that (x, ρ, Γu) ∈ I( f∗) for all u ∈ I. This is the case, since f (x) = ρ(0), ρ(1) = ∗Y,
Γu(s, 0) = Γ(Hu(s, 0)) = Γ(s, 0) = g(ρ(s)), Γu(s, 1) = Γ(Hu(s, 1)) = ∗Z and Γu(1, t) =
Γ(Hu(1, t)) = ∗Z using the properties of Hu given above. It follows that ϕ ◦ ψ ≃ IdI( f∗),
which proves the result.
PROPOSITION 36. Let p : E −→ B be a fibration, and let E0 be a subspace of E such that the
restriction p0 = p |E0 : E0 −→ B is also a fibration. Let F (resp. F0) denote the fibre of p (resp.
p0) over a base point in B, let ι : E0 −→ E, ι0 : F0 −→ F, j : F −→ E, and j0 : F0 −→ E0
denote the respective inclusions, where ι0 = ι |F0 , and let α′ : I(ι0) −→ I(ι) be the map defined
by α′(x,γ) = (j0(x), j ◦ γ) for all (x,γ) ∈ I(ι0). Then α′ is a homotopy equivalence between
I(ι0) and I(ι).
Proof. First note that we have the following commutative diagram:
I(ι0) F0 F
I(ι) E0 E
B B.
α′
ι0
j0 j
ι
p0 p
(115)
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Let x0 ∈ F0 be a basepoint that we propagate to F, E0, E and B using this diagram. In
particular, let b0 = p0 ◦ j0(x0) be the basepoint of B. The map α′ : I(ι0) −→ I(ι) defined
in the statement is well defined, since if (x,γ) ∈ I(ι0) then ι0(x) = γ0 and γ(1) = ι0(x0),
so α′(x,γ) = (j0(x), j ◦ γ) ∈ E0 × EI , and we have j ◦ γ(0) = j ◦ ι0(x) = ι(j0(x)), and
j ◦ γ(1) = j ◦ ι0(x0) = ι(j0(x0)), which is the basepoint of E.
Taking X = E0, Y = E, Z = B, f = ι and g = p in the statement and proof of
Lemma 35, and noting that p0 = p ◦ ι, we obtain a map ι∗ : I(p0) −→ I(p), and the
map ψ : I(ι∗) −→ I(ι) defined in the first line of the proof of Lemma 35 is a homotopy
equivalence. We will exhibit a homotopy equivalence h : I(ι0) −→ I(ι∗) for which α′ =
ψ ◦ h, which will prove the result. Since p and p0 are fibrations, the maps g : F −→ I(p)
and g0 : F0 −→ I(p0) defined by g(x) = (j(x), cb0) for all x ∈ F and g0(y) = (j0(y), cb0)
for all y ∈ F0 are homotopy equivalences [A, Proposition 3.5.10 and Remark 3.5.11].
Consider the following diagram:
I(ι0) F0 F
I(ι∗) I(p0) I(p).
h
ι0
g0 g
ι∗
Using the commutativity of (115), it is straightforward to check that the right-hand
square is commutative, and we thus obtain an induced map h : I(ι0) −→ I(ι∗) defined
by h(x,γ) = (g0(x), g ◦ γ) for all (x,γ) ∈ I(ι0) that is a homotopy equivalence because
g and g0 are homotopy equivalences. If c′ : I −→ BI is the path defined by c′(t) = cb0
for all t ∈ I, then using the definition of ψ, for all (x,γ) ∈ I(ι0), we have:
ψ ◦ h(x,γ) = ψ(g0(x), g ◦ γ) = ψ((j0(x), cb0), (j ◦ γ, c′)) = (j0(x), j ◦ γ) = α′(x,γ).
So α′ = ψ ◦ h, and hence α′ is a homotopy equivalence as required.
We end this paper with two corollaries of Proposition 36.
COROLLARY 37. The map α′n : I ′n −→ In defined in Section 3.1 is a homotopy equivalence.
Proof. It suffices to take the first two rows (resp. the fibrations p0 and p) of (115) to
be the bottom two rows (the fibrations pn and p˜n of Section 2) of (15), and to apply
Proposition 36.
COROLLARY 38. For all k ≥ 1, the inclusion j : F −→ E and its restriction j |F0 : F0 −→ E0
induce an isomorphism j#k : pik(F, F0) −→ pik(E, E0).
Proof. Recall from [A, Definition 4.5.3] and the paragraph that precedes it that the relat-
ive homotopy group pik(E, E0) (resp. pik(F, F0)) is the homotopy group pik−1(I(ι)) (resp.
pik−1(I(ι0))) of the homotopy fibre of ι (resp. ι0) for all k ≥ 1. So for all k ≥ 2, the map of
pairs j : (F, F0) −→ (E, E0) induces a homomorphism j#k : pik(F, F0) −→ pik(E, E0) that
coincides with the isomorphism α′#(k−1) : pik−1(I(ι0)) −→ pik−1(I(ι)) given by Propos-
ition 36 (observe that if k = 1 then as in [A, Definition 4.5.3], we refer to the map
j#1 : pi1(F, F0) −→ pi1(E, E0) as a homomorphism, and we know that it is also a bijec-
tion).
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