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Abstract
We describe a cohomological framework for measurement based quantum computation.
Therein, the essential information about the computational output is contained in topologi-
cal invariants, namely elements of two cohomology groups. The same invariants also witness
quantumness in the form of contextuality. In result, they give rise to fundamental algebraic
structures underlying quantum computation.
1 Introduction
The Boolean algebra [1] is at the foundation of all digital classical computation. From a quantum
perspective it is thus pertinent to ask what its counterpart in quantum computation is. Which
fundamental structures can quantum computation be based on? This is the question the present
paper is concerned with. We address it for the model of measurement-based quantum computation.
We consider computational processes that start with a classical input and end with a classical
output; only the processing in-between is quantum. Shor’s algorithm [2] is an example: the number
to be factored is a classical object, and so are its prime factors. Further we allow the classical input
to vary, and the quantum computations in question thus evaluate functions.
In this setting, we regard as minimal requirements on any algebraic structure S underlying
quantum computation that
(I) S contains the function computed,
(II) S contains a witness of quantumness.
Here, we identify two such structures, one applying to deterministic measurement-based quantum
computations (MBQCs) [3], and the other to probabilistic ones. A constraint is that these MBQCs
are non-adaptive, i.e., the choice of measurement bases does not depend on measurement outcomes
obtained earlier. The generalization to adaptive MBQCs remains for future work.
The present cohomological framework has the following properties. The witness of quantum-
ness required by Criterion (II) arises as a witness of contextuality [4] – [9]. Furthermore, this
witness is a cohomological invariant of the computational setting. Regarding Criterion (I), the
same cohomological invariant also describes the function computed by the given MBQC.
Next to cohomology, the other structural ingredient is symmetry. It plays a two-fold role for
MBQC. First, the function computed is invariant under symmetry transformations. That is, if
a given MBQC is transformed under an element of the symmetry group, the resulting MBQC
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computes the same function as the original one, with the same average probability of success.
Second, a quotient of the symmetry group represents the MBQC input structure.
The remainder of this paper is organized as follows. In Section 2, we map out the phenomenology
of present interest, and provide the starting point for our technical discussion. In Section 3 we
describe the roles of cohomology and symmetry for MBQC through a single specific example, the
three-qubit MBQC [10] based on Mermin’s star. The main ideas of this paper are introduced
here, in a simple and known setting. Sections 4 lays the groundwork for generalizing the results
of Section 3 to all non-adaptive MBQCs. It describes three fundamentals of MBQC—the indirect
measurement through inference, the symmetry group and the input group. Section 5 provides
background on contextuality and cohomology. Sections 6 and 7 develop the cohomological viewpoint
of deterministic and probabilistic MBQC, respectively. They contain the main results of this paper.
Section 8 is a Discussion, and Section 9 the Conclusion.
2 Approach
The question posed in the Introduction is very general, and as such may be addressed from the
vantage points of many branches of quantum physics: quantum logic [11], [12], quantum foundations
[4], [5], [13], [14], entanglement theory [15] – [17] or stabilizer formalisms [18] – [20]. The flipside
of this generality is that no immediate angle of attack suggests itself. Therefore, the purpose of
this section is to transform the initial question into a more tangible one, and to provide a starting
point from which a technical discussion can begin.
The phenomena we pick for our approach are clustered around the triangle
quantum contextuality measurement-based 
quantum computation
symmetry and
  cohomology
. (1)
We now give a brief overview of the phenomenology contained in the above diagram, and isolate
the question that shall serve as the starting point of our investigation.
Regarding the corners of Diagram 1, the notion of symmetry hardly needs introduction. Co-
homology captures properties of geometric objects that remain invariant under continuous defor-
mation. Subsequently, we invoke the cohomology of chain complexes and of groups [21], for which
we provide background in Section 5.2. Next, contextuality [4]–[9] is a fundamental property of
quantum mechanics. The statement “quantum mechanics is contextual” means that descriptions
of quantum phenomena in terms of classical statistical mechanics—so-called non-contextual hidden
variable models (ncHVMs)—are in general not viable. In such models, all observables are assigned
pre-existing values which are merely revealed by measurement—in stark contrast to the quantum
mechanical description. Contextuality distinguishes quantum physics from classical physics.
Measurement-based quantum computation (MBQC) [3] is a scheme of universal quantum com-
putation in which the computational process is driven by local measurements applied to an entan-
gled initial state. All information about the quantum algorithm is imprinted, processed and read
out from that state by the measurements. No unitary evolution takes place in the process. While
conceptually different, MBQC is equivalent to the circuit model in computational power.
Now turning to the lines of Diagram 1, proofs of quantum contextuality in terms of cohomology
were first given in [7] (also see [22] – [25]), and symmetry transformations were first used for
contextuality proofs in [26] and [27]. Refs. [28], [29] provide symmetry-based contextuality proofs
invoking the cohomology of the symmetry group, and represent the left link of Diagram 1. The
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present work addresses the right link of the diagram (shown as a dashed line) between cohomology
and computation, and it uses the same algebraic machinery as [28], [29].
The connection between contextuality and MBQC was first recognized in [10]. Therein it was
demonstrated that the state-dependent version of Mermin’s star [6]—one of the simplest known
proofs of quantum contextuality—can be repurposed as a small measurement-based quantum com-
putation.
For MBQC, contextuality lifts an algebraic constraint on what can be computed. Namely, in
the absence of contextuality, the only Boolean functions that can be evaluated by MBQCs are
linear ones [10], [30], [31]. These are, of course, very simple functions, and they are trivial from
the perspective of MBQC. Namely, every MBQC comes with a classical control computer to steer
the process; and the linear functions are precisely those which the classical control computer can
execute. Hence there is no computational gain in MBQC without contextuality.
To motivate the question that will form the technical starting point for our investigation, we
give a brief summary of the specific MBQC [10] related to Mermin’s star (GHZ-MBQC). We will
return to this example throughout.
Example (GHZ-MBQC). In this scenario, the resource state is a Greenberger-Horne-Zeilinger
state |GHZ〉 = (|000〉 + |111〉)/√2 [32], and the local measurable observables Oi[qi], depending
on a binary number qi, are Oi[0] = Xi, Oi[1] = Yi, for i = 1, .., 3. The measurement outcomes
si ∈ Z2 are related to the measured eigenvalues λi = ±1 of the respective local Pauli observables
via λi = (−1)si . There are two bits a, b of input and one bit o of output, and the computed function
is an OR-gate, o = a ∨ b.
The required linear classical side processing is as follows.
q1 = a, q2 = b, q3 = a+ b mod 2, (2a)
o = s1 + s2 + s3 mod 2. (2b)
The two input bits a and b determine the choices qi of measured observables through Eq. (2a), and
then the corresponding binary measurement outcomes s1, s2, s3 determine the outputted value of
the function, o(a, b).
Let’s verify that the output is the intended OR function. First, consider a = b = 0. Thus,
by Eq. (2a), q1 = q2 = q3 = 0, and all three locally measured observables are of X-type. While
the outcomes s1, s2, s3 are individually random, they are correlated since the product of the cor-
responding observables Xi is the stabilizer of the GHZ state, X1X2X3|GHZ〉 = |GHZ〉. Therefore,
s1 + s2 + s3 mod 2 = 0. Hence, with Eq. (2b), o(0, 0) = 0 as required for the OR-gate.
We consider one more input combination, a = 0 and b = 1. Then, with Eq. (2a), q1 = 0 and
q2 = q3 = 1. Hence X1, Y2 and Y3 are measured. Because of the stabilizer relation X1Y2Y3|GHZ〉 =
−|GHZ〉, the three measurement outcomes s1, s2, s3 satisfy s1 +s2 +s3 mod 2 = 1. With Eq. (2b),
o(0, 1) = 1 as required. The discussion of the other two inputs is analogous.
The OR-gate is a very simple function; yet it is of consequence for the above computational
setting. Every MBQC requires a classical control computer, to enact the classical side processing of
Eq. (2). This control computer is constrained to performing addition mod 2, and it is therefore not
classically computationally universal. The OR-gate is a non-linear Boolean function. By adding it
to the available operations, the extremely limited classical control computer is boosted to classical
computational universality [10].
We now examine the above example for clues to help answer the initial question. For this
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purpose, it is useful to state Eq. (2b) separately for all four input values.
input: (0, 0) output: 0 = s(X1) + s(X2) + s(X3)
(0, 1) 1 = s(X1) + s(Y2) + s(Y3)
(1, 0) 1 = s(Y1) + s(X2) + s(Y3)
(1, 1) 1 = s(Y1) + s(Y2) + s(X3)
Therein, if we assume the validity of a non-contextual hidden variable model describing the MBQC
and regard the measurement outcomes s(X1), ..., s(Y3) as non-contextual value assignments, then
the four output relations yield Mermin’s contradiction [6]. Namely, adding the relations mod 2
gives 1 = 0.
However, if in those relations we regard the values s(X1), ..., s(Y3) as quantum mechanical
measurement record, the contradiction disappears. The relations then govern the classical side-
processing in MBQC. We thus find that, for MBQC, contextuality and computation hinge on the
same algebraic structure. If we impose an ncHVM description on top of this structure, we obtain a
contradiction; and if we do not impose it, we obtain a computation. This begs the question: What
precisely is this common algebraic structure underlying both parity-based contextuality proofs and
measurement-based quantum computation? This question gets our technical discussion started.
3 A first example
Here we answer the question posed at the end of the last section, for the GHZ example it was
extracted from. Since we specialize to an individual example, we can be brief with notation and
preparation. Yet, in this section we introduce the structural features that characterize general
non-adaptive MBQCs: cohomology and symmetry, and finally their synthesis, group cohomology.
3.1 Cohomology
We first discuss the role of cohomology for contextuality and computation in the GHZ-MBQC.
We assume familiarity with Kochen-Specker contextuality [4], [6]. A definition of “non-contextual
hidden variable model” will be given in Section 5.1, but we require here as background the notion of
“deterministic non-contextual value assignment”. The only required background on the cohomology
side is Stokes’ theorem, familiar to physicists from the theory of electromagnetism.
Cohomology and contextuality. The cohomological version [28] of Mermin’s star is as follows.
The ten Pauli observables Ta therein are assigned to the edges a ∈ E in a chain complex C; see
Fig. 1b. This complex also has a point, and faces and volumes. Any value assignment s of a non-
contextual hidden variable model (ncHVM), assuming it exists, is a function that maps a given edge
a to a value s(a) ∈ Z2, with (−1)s(a) the “pre-determined” eigenvalue obtained in the measurement
of the observable Ta. From the cohomological point of view, s is a 1-cochain in C.
Denote by f any of the four elementary faces of the surface shown in Fig. 1b, such that ∂f =
a + b + c + d, for the edges a, b, c, d. For all four faces, the corresponding operators Ta, Tb, Tc,
Td pairwise commute. Further, there is a binary-valued function β defined on the faces f such
that TaTbTcTd = (−1)β(f)I. As in Mermin’s original argument, these product constraints among
commuting observables induce constraints among the corresponding values, namely s(a) + s(b) +
s(c) + s(d) = β(f) mod 2. By applying this relation to the four faces F1, .., F4 shown in Fig. 1b,
we reproduce the four constraints of Mermin’s state-dependent star.
4
Mathematically, β is a 2-cochain, and in fact, a 2-cocycle (dβ = 0). If a value assignment s
exists, then β is a trivial cocycle,
β = ds. (3)
This equation can be read as restricting possible value assignments s given the function β; but it it
may also be interpreted as a constraint on β. A consistent ncHVM exists only if [β] = 0 ∈ H2(C,Z2).
Conversely, if [β] 6= 0 ∈ H2(C,Z2), then the physical setting under consideration is contextual. This
is the cohomological formulation [28] of parity-based contextuality proofs.
We now adapt this topological construction to the state-dependent version of Mermin’s star
(the GHZ-MBQC), see Fig. 1a. The four non-local observables in Mermin’s star, X1X2X3, X1Y2Y3,
Y1X2Y3 and Y1Y2X3, have the Greenberger-Horne-Zeilinger (GHZ) state as their joint eigenstate.
The corresponding eigenvalues are 1,−1,−1,−1, and we thus have the partial value assignment
µ(aXXX) = 0, µ(aXY Y ) = 1, µ(aY XY ) = 1, µ(aY Y X) = 1. (4)
This value assignment cannot be extended to all observables in the star, as we now show by a
cohomological argument. Denote F = F1 +F2 +F3 +F4, see Fig. 1b for the labeling. The boundary
∂F of F is formed by the edges corresponding to the non-local observables. Then, assuming that
a value assignment exists which satisfies the relations Eqs. (3) and (4), we have
0 =
∫
F
β =
∫
F
dµ =
∫
∂F
µ = 1. (5)
Contradiction. Hence, there are no non-contextual value assignments in this setting. Eq. (5) is
Mermin’s original proof [6] in cohomological guise.
In the above argument, we have used two pieces of data, the cocycle β and the partial value
assignment µ of Eq. (4), resulting from the stabilizer of the GHZ state. For the purposes of this
paper, it is useful to merge these two pieces of data into one. This proceeds as follows. First, we
extend the partial value assignment µ of Eq. (4) to a complete assignment µ on all of E, by setting
µ(a) = 0 on the additional edges. Then, we define a new function βΨ via
βΨ := β + dµ mod 2.
It can be shown that βΨ is a 2-cocycle in the relative complex CR obtained from C by contracting the
edges corresponding to the non-local observables, see Fig. 1c. We denote 1-cochains in the relative
complex CR by “s” (in contrast to the 1-cochains “s” of C). Analogous to the state-independent
case, the setting is contextual if no 1-cochain s exists such that βΨ = ds, i.e.,
[βΨ] 6= 0 ∈ H2(CR,Z2) =⇒ setting is contextual. (6)
This is the first example of the general relations we are interested in, precisely in the form we want
it: [βΨ], element in the second cohomology group of the complex CR, is a witness of contextuality.
Finally, let us check that the criterion (6) does indeed flag the state-dependent GHZ scenario as
contextual. There are four elementary faces in CR, F ′1, .., F ′4, which derive from the corresponding
faces in C. From the above relation we find βΨ(F ′1) = 0, βΨ(F ′2) = βΨ(F ′3) = βΨ(F ′4) = 1.
With this we can retrace the argument of Eq. (5) in therms of βΨ. Denote F
′ = F ′1+F ′2+F ′3+F ′4
such that the relative boundary of F ′ vanishes, ∂RF ′ = 0. Now assume that [βΨ] = 0, i.e., βΨ = ds
for some 1-cochain s ∈ C1(CR,Z2). Then,
1 =
∫
F ′
βΨ =
∫
F ′
ds =
∫
∂F ′
s = 0.
Contradiction. Hence [βΨ] 6= 0, and criterion (6) kicks in.
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Figure 1: Mermin’s star. (a) Standard representation. Each line represents a measurement context,
composed of four commuting Pauli observables multiplying to ±I. (b) Mermin’s star re-arranged
on a surface. The Pauli observables now correspond to edges, and each measurement context to
the boundary of one of the four elementary faces. The exterior edges are pairwise identified. The
colored edges carry a value assignment, resulting from the GHZ stabilizer. (c) Relative complex
CR. The edges corresponding to observables in the GHZ stabilizer are removed by contraction.
Cohomology and computation. Stipulating that we have a method of identifying values of
input with faces of CR (more on that below), βΨ is the computed function o itself,
βΨ ≡ o.
For the present example of the GHZ-MBQC, this can be verified by inspecting Fig. 1c. For every
input value (a, b), Eq. (2a) provides the labels a1(q1), a2(q2), a3(q3) for the three observables to be
measured. This gives the boundary ∂f of the face f ∈ C2 of CR in question, ∂f = a1(q1) +a2(q2) +
a3(q3). From this boundary, the face f can be uniquely reconstructed; see Fig. 1c. Finally, βΨ(f)
is outputted for o(a, b). Indeed, the cocycle βΨ reproduces the OR gate. The significance of the
cocycle βΨ thus reaches beyond providing a contextuality witness. It also represents the function
computed in an MBQC.
Finally, we note that for contextuality it is only the cohomologically invariant information [βΨ]
that matters, whereas in computation the entire βΨ enters, containing invariant and non-invariant
parts. This prompts the question: Is there an operationally meaningful way of grouping the MBQC
output functions into cohomology classes [βΨ]?
That turns out to be the case. The signs of the observables measured in the MBQC are mere
convention, and can be flipped at leisure. When an observable Oi[qi] is changed into −Oi[qi], this
leaves the MBQC procedure intact, but it changes the computational output. We therefore regard
as equivalent any two output functions that are related by flipping the signs of observables measured
in a given MBQC.
For example, in the present GHZ-MBQC, we may flip Y3 −→ −Y3. In result, the new computed
function is an AND. Therefore, AND and OR are equivalent wrt. MBQC. Considering the whole
set of equivalence transformations for this example, we find that there are two equivalence classes
of functions on two bits, the non-linear Boolean functions and the linear ones. Each member of the
former class boosts the classical control computer of MBQC to computational universality, whereas
the second class has no effect on the computational power at all.
From the cohomological perspective, H2(CR,Z2) = Z2, i.e. there are two equivalences classes
of cocycles βΨ. The trivial class corresponds to the linear Boolean functions on two bits and the
non-trivial class to the non-linear Boolean functions.
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qubit 1 2
3
Figure 2: Action of an element of the symmetry group H = (Z2)2 on the measurement bases of
the three qubits in GHZ-MBQC. For qubits 1 and 3, X and Y are interchanged under the given
input, and the reference context (X1, X2, X3) is thereby changed into (Y1, X2, Y3).
3.2 Symmetry
The cocycle βΨ satisfies Criterion (II) for computational structures S stated in the Introduction.
It contains a contextuality witness. However, βΨ describes the output function o only up to the
identification of input values with faces in CR, and this identification needs to be added on top.
Thus, βΨ by itself does not satisfy Criterion (I). Furthermore, the formulation in terms of βΨ only
applies to deterministic scenarios. In probabilistic MBQCs, the values µ of Eq. (4) are not defined,
and hence βΨ isn’t defined either.
Symmetry helps with both deficiencies, as we discuss below. We begin by describing the sym-
metries of the present GHZ-MBQC. We require of each symmetry transformation that it preserves
the set of measurable observables O = {±Xi,±Yi, i = 1..3}, and furthermore that product rela-
tions among commuting observables remain intact. Finally, we require that the GHZ stabilizer is
preserved as a set.
These conditions are met by a symmetry group
H = 〈A1A2Y3, A1Y2A3, Y1A2A3〉, (7)
where A := (X+Y )/
√
2, and the action of the symmetry group elements h ∈ H on the observables
T ∈ O via h(T ) := hTh†.
Symmetry and classical side processing. The problem with regarding βΨ alone as the compu-
tational structure S underlying MBQC is that βΨ doesn’t fully contain the classical side processing
relations Eq. (2), which, however, are an integral part of MBQC. Namely, the faces f ∈ C2 of CR
which determine the output values βΨ(f) lie completely unordered in C2. The association between
input (a, b) and the faces f , which is the role of the input relation Eq. (2a), is not part of βΨ or
the complex CR.
The first problem for symmetry to tackle is therefore to represent the classical side processing
relation Eq. (2a). For this we need to return to the relation between the observables Ta ∈ I and
the edges a ∈ E of CR. The edges specify the corresponding observables up to sign, and accordingly
the set O consists of equivalence classes O = {a(X1) = {X1,−X1}, ..., a(Y3) = {Y3,−Y3}}. The
observable Ta ∈ O is a specific representative of the equivalence class a ∈ E. It is specified by a
function η : a 7→ Ta, ∀a ∈ E. As described in Section 3.1, any specific function η is a choice of
gauge. Here we choose the η that produces all local observables Xi, Yi with the plus sign.
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Now, the input relation Eq. (2a) is represented by the action of a group Q on a reference context.
In the present GHZ-MBQC, the reference context is Ee = (aX1 , aX2 , aX3), and the input group is
Q = Z2 × Z2. Its two generators q1, q2 are related to the input a, b of the OR-gate via
a 7→ q1, b 7→ q2, (8)
and act on the edges in E via
q1 : aX1 ↔ aY1 , aX3 ↔ aY3 , aX2 , aY2 ,
q2 : aX2 ↔ aY2 , aX3 ↔ aY3 , aX1 , aY1  .
(9)
Note that in the above two relations, the input bit “a” to the OR-gate is an entirely different object
from e.g. “aX1” which is an edge in E.
The classical pre-processing of MBQC using the input group Q is now as follows. Any given
input q ∈ Q is applied element-wise to the reference context Ee, obtaining the new context Eq. The
observables to be measured in the MBQC are Ta = η(a), for all a ∈ Eq.
We may verify that this action of the input group reproduces Eq. (2a) for the GHZ-MBQC.
For example, if a = b = 0 then q = e, and the observables to be measured are X1, X2 and X3,
in accordance with Eq. (2a). Further, if a = 1 and b = 0, then with Eq. (8) the corresponding
input group element is q1, and with Eq. (9) it follows that Eq1 = (aY1 , aX2 , aY3). Hence, Y1, X2 and
Y3 are measured, in agreement with Eq. (2a). The other two cases are analogous. See Fig. 2 for
illustration.
We have thus shown, so far at least for the GHZ-MBQC, that the MBQC input can be rep-
resented by an input group Q, reproducing the classical side processing relation Eq. (2a). What
remains to show is the connection of this construction to the symmetry group H defined in Eq. (7).
To this end, we observe that H acting on I induces an action of H on E, via h(Ta) = ±Th(a).
Further, the group H has a normal subgroup N such that for every n ∈ N and every a ∈ E it holds
that n(Ta) = ±Ta. The action of N on E is thus trivial, and the action of H on E is described by
the quotient group H/N . This quotient equals the input group Q,
Q = H/N.
This relation holds for all non-adaptive MBQCs; see Theorem 3 in Section 4.2.4. Here we only
verify it for the GHZ-MBQC. Inspecting the generators of the symmetry group H in Eq. (7) and
the generators of Q in Eq. (9), we find that, when acting on E,
A1A2Y3 7→ q1q2, A1Y2A3 7→ q1, Y1A2A3 7→ q2.
The images of the generators of H are dependent, and generate the group Q = Z2 × Z2 as they
should. The normal subgroup N of H consists of Pauli operators, which do not change any edge
labels a ∈ E.
To summarize the discussion of symmetry so far, the triple (βΨ, H, Ee) is a computational
structure S in the sense of the Criteria (I) and (II). We have shown this here for the specific
example of GHZ-MBQC but it holds for all deterministic non-adaptive MBQCs. The general
situation is described in Section 6.
Symmetry in probabilisitic MBQC. When the observables corresponding to the output don’t
stabilize the resource state, e.g. when the resource state is mixed, the MBQC becomes probabilistic.
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Then, the partial value assignment µ then no longer exists and βΨ is not defined. In result, the
above computational structure S = (βΨ, H, Ee) doesn’t apply, and we need to start over.
Furthermore, at the center of the probabilistic scenario lurks a serious puzzle for the notion
of “computational structure S”. In any given MBQC with input group Q, for every function
o : Q −→ Z2 there is a success probability P o with which, averaged over all inputs q ∈ Q, this
function is computed. For some functions, this success probability may be high, and for others low.
But we can no longer say that a specific function is being computed while all others are not.
For example, in the GHZ-MBQC, the OR-function is computed with certainty. However, as
soon as probabilistic computations are admitted, we may as well say that the same physical setup
computes the constant function o ≡ 1 with a 75 % success probability.
From this perspective, the outputted function is merely a matter of interpretation, a parameter
that can be freely chosen. This poses a problem for the notion of computational structure S. If the
outputted function o is only a free parameter, then what is the meaning of Criterion (I), namely
that the fundamental computational structure S has to contain o?
This is the second problem for symmetry to tackle. We require a principle capable of con-
straining the output function o. The resolution is that, in a sense to be defined, the function o is
invariant under the symmetry group H. It turns out that this requirement almost fully determines
the output function. The only remaining freedom is a binary additive constant.
To have an example for the probabilistic scenario, we extend the GHZ-MBQC to use any
3-qubit quantum resource state ρ instead of the former GHZ state, and call this scenario 3-qubit-
MBQC. The measured observables and the classical side processing remain unchanged, and thus the
computational output is related by Eq. (2a) to the observables X1X2X3, X1Y2Y3, Y1X2Y3, Y1Y2X3.
We define a witness operator Wo corresponding to any output function o : Z2 × Z2 −→ Z2,
Wo = (−1)o(0,0)X1X2X3 + (−1)o(1,0)Y1X2Y3 + (−1)o(0,1)X1Y2Y3 + (−1)o(1,1)Y1Y2X3. (10)
These witness operators relate to both computation and contextuality. First, the average success
probability P o of computing the function o in the 3-qubit-MBQC is given by
P o =
1
2
+
〈Wo〉ρ
8
, (11)
with ρ any resource state. Second,
〈WOR〉ρ > 2
is the Mermin inequality [6] indicating the presence of contextuality in the state-dependent Mermin
star.
We now ask: For which functions o is the witness operator Wo invariant under the symmetry
group H? The answer is that the symmetry condition h(Wo) = Wo, ∀h ∈ H, is satisfied for the
symmetry group of Eq. (7) if and only if o ∈ {OR,¬OR}.
That is, the symmetry group specifies the outputted function up to an additive constant. Beyond
the present 3-qubit-MBQC, this holds for all non-adaptive MBQCs (see Theorem 6 in Section 7.1).
Therefore, in the general non-adaptive case, we regard the symmetry group as a primary object
from which the output function o follows.
Symmetry and computational structure. Above we have clarified the role of symmetry in
specifying the output function o, but we still need to provide a computational structure S for
the probabilistic scenario. For this purpose, we return to the transformation behaviour of the ten
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observables Ta ∈ I in Mermin’s star under the symmetry group H. Specifying the sign factor in
this transformation, we have
h(Ta) = (−1)Φ˜h(a)Tha, ∀h ∈ H.
Therein, Φ˜ is the phase function. It is the central algebraic object in the probabilistic case, and we
now discuss how it shows up in computation and contextuality.
Computation. The witness operator of Eq. (10) can be written as Wo =
∑
q∈Q(−1)o(qae)Tqae ,
with Tae = X1X2X3. Its invariance under the symmetry group H implies a consistency constraint
between the phase function Φ˜ and the output o, namely o(hqae)−o(qae) = Φ˜h(qae), ∀h ∈ H, q ∈ Q.
Specializing to q = e, we find
o(hae) = Φ˜h(ae) + c, (12)
with c = o(ae). Thus, up to an additive constant, the output function o is specified by the phase
function Φ˜.
Contextuality. Assume that a consistent value assignment s exists for the observables of Mer-
min’s star. Then, the above transformation law for observables under H implies a transformation
law for consistent value assignments. The new assignment h · s generated from the old assignment
s under h ∈ H is given by
h · s(a) = Φ˜h(a) + s(a), ∀h ∈ H.
To prepare for the probabilistic case, we briefly return to the deterministic state-dependent Mer-
min star (with a GHZ-state). We show that the above transformation behaviour represents an
obstruction to the existence of non-contextual value assignments.
Assume that the partial value assignment µ of Eq. (4) can be extended to a global non-contextual
value assignment s for all observables in Mermin’s star. We then have s(aXXX) = 0, s(aXY Y ) =
s(aY XY ) = s(aY Y X) = 1, and the same holds for all assignments h · s. We consider the transforma-
tion h0 = A1A2Y3 ∈ H, for which Φ˜h0(aX3) = 1, and Φ˜h0(aY3) = Φ˜h0(aX1) = Φ˜h0(aY1) = 0. With
all addition mod 2, we then have [28]
1 = h0 · s(aXXX) + h0 · s(aY XY )
= h0 · s(aX1) + h0 · s(aX3) + h0 · s(aY1) + h0 · s(aY3)
= s(aY1) + Φ˜h0(aX1) + s(aX3) + Φ˜h0(aX3) + s(aX1) + Φ˜h0(aY1) + s(aY3) + Φ˜h0(aY3)
= s(aX1) + s(aX3) + s(aY1) + s(aY3) + 1
= s(aXXX) + s(aY XY ) + 1
= 0 + 1 + 1 = 0.
Contradiction. No consistent value assignment s is compatible with µ.
We now extend this proof to probabilistic scenarios, showing that if 〈WOR〉ρ > 2 then the
setting is contextual. This is the known Mermin inequality. Here we demonstrate it invoking the
phase function; also see [29].
Consider a value assignment s on the local observables, extended to I. If such an assignment
fails to perfectly match the function o = OR, then 〈WOR〉s ≤ 2. Now assume that there exist a
quantum state ρ described by an ncHVM such that 〈WOR〉ρ > 2. Then, the ncHVM expansion
must contain with a non-zero probability a value assignment s with 〈WOR〉s = 4. Hence, such a
value assignment s exists in the first place. But by the above argument for the deterministic case, it
doesn’t. Contradiction. Hence, all quantum states ρ describable by an ncHVM satisfy 〈WOR〉ρ ≤ 2.
Let’s take a step back and analyze why the above proof worked. The key property of the phase
function Φ˜ is
Φ˜h0(aX1) + Φ˜h0(aX3) + Φ˜h0(aY1) + Φ˜h0(aY3) = 1. (13)
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Like β, the phase function Φ˜ is a cohomological object. With explanations deferred to Section 5.2,
Φ˜ is a 1-cocycle in group cohomology, and Eq. (13) implies that this cocycle is non-trivial. We thus
find that, also in the probabilistic case, contextuality proofs have a cohomological aspect.
To summarize, in 3-qubit-MBQC we have the computational structure S = (Φ˜, c, Ee). Regard-
ing Criterion (I), property Eq. (13) of the phase function is an indicator of contextuality in the
following sense: because Eq. (13) holds, the MBQC is contextual if it has a sufficiently high success
probability. Regarding Criterion (II), the phase function Φ˜, the offset c and the reference context
Ee specify the output function o via Eq. (12).
The above results extend to all non-adaptive MBQCs. Their general proofs will be provided in
Sections 6 and 7, after the necessary notation has been set up in Sections 4 and 5.
4 A generalized notion of MBQC
In this section we formally introduce a generalization of standard MBQC in which the input is
described by a group. We already saw the construction for the example of GHZ-MBQC in Section 3.
4.1 Summary of l2-MBQC
The original MBQC scheme [3] with cluster states as the universal computational resource is some-
times also called l2-MBQC, to emphasize the linearity of the classical side processing. This section
is a recollection of basic facts about l2-MBQC that we subsequently refer to; it is no review by any
means. For reviews of measurement-based quantum computation in general, see e.g. [33], [34], [35].
For the classical side processing in l2-MBQC see [36], or [31], [37] for brief summaries thereof.
Each MBQC requires classical side-processing. The need for it arises in two places: measurement
bases must be adapted according to the computational input and previously obtained measurement
outcomes, and the computational result must be extracted from those outcomes.
In greater detail, l2-MBQC is characterized by the following properties:
1. The measurements are all local.
2. For each measurement i, there are two possible choices for the measured observable Oi[qi],
depending on a binary number qi. Furthermore, both the bitwise output o = (o1, o2.., ok)
and the choice of measurement bases, q = (q1, q2, .., qN ) are functions of the measurement
outcomes s = (s1, s2, .., sN ). In addition, q is also a function of the classical input i =
(i1, i2, .., im). These functional relations are all mod 2 linear,
o = Zs mod 2, (14a)
q = T s + Si mod 2. (14b)
Therein, the binary matrix T encodes the temporal order in a given MBQC. If Tij = 1
then the basis for the measurement i depends on the outcome of measurement j, hence the
measurement j must be executed before the measurement i.
For this MBQC setting, we have the following connection with contextuality.
Theorem 1 ([31]) Be M an MBQC with classical processing relations Eq. (14) evaluating a
function o : (Z2)m −→ Z2. Then, M is contextual if it succeeds with an average probability
pS > 1− dH(o)/2m, where dH(o) is the Hamming distance of o from the closest linear function.
11
Remark 1: The lowest contextuality thresholds are reached for bent functions. For m even and
o bent, it holds that dH(o) = 2
m−1− 2m/2−1 [38], and therefore the contextuality threshold for the
average success probability pS approaches 1/2 for large m. An MBQC can thus be contextual even
though its output is very close to completely random.
Remark 2: The above theorem can be refined by invoking the contextual fraction [7], a measure
of the “amount” of contextuality contained in the resource quantum state. The contextuality bound
for the success probability pS is then replaced by a sliding bound that increases linearly with the
contextual fraction [37].
Remark 3: For more than two choices of basis per measurement, hence outside l2-MBQC, the
implication non-linearity =⇒ contextuality does in general not hold [39].
4.2 H-MBQC
We now describe a generalization of l2-MBQC that uses a group Q as input structure and has a
symmetry group H. We call this MBQC-variant H-MBQC, to emphasize the role of symmetry.
Compared to the characteristics listed in Section 4.1, this leads to two relaxations.
1. The measurements in MBQC are not required to be local or even pairwise commuting. We
will enforce a weaker property, inferability, which is defined in Section 4.2.1.
2. In Eq. (14b), the vector space of input is replaced by a finite group, which may be Abelian
or non-Abelian. In result, there can be more than two settings per measurement.
On the other hand, in this paper we will be more restrictive than the standard scheme [3] in one
respect. Namely, we only discuss non-adaptive MBQCs (T = 0 in Eq. (14b)). Adaptive MBQCs
will have to be addressed in a future, more detailed treatment. We also restrict to a single bit of
output, but only for notational simplicity.
The purpose of this section is to ferret out three notions at the basis of H-MBQC, namely
resolutions of observables with inferable outcomes, the input group and the symmetry group.
4.2.1 Resolutions of observables
In MBQC, the outcomes of the measurements driving the computation are individually completely
random, and therefore not of interest one-at-a-time. Of interest are only their correlations. By
measuring individual observables and classically post-processing the outcomes, we infer values of
other observables that are, a priori, harder to measure.
For example, in the above GHZ-MBQC, for the input (0,0), the observables X1, X2 and X3 are
measured. While the three outcomes are individually random, jointly they imply the value of the
correlated observable X1X2X3, which is deterministic and represents computational output.
We now formalize this notion of inference. To this end, we first define the sets O, I and SΨ. O
is the set of observables physically measured in a given MBQC. Motivated by the computational
setting [3], each observable A ∈ O is constrained to have eigenvalues ±1 only1.
The set O generates a larger set I of observables, namely the set of observables whose value
can be inferred by measurement of observables in O and classical post-processing.
Definition 1 An observable X is inferable from O if it has a resolution in O,
X = ±A1(A2(A3(...(AK−1AK)))), (15)
1It is straightforward to extend the analysis to observables with eigenvalues ei2pi k/d, k, d ∈ N.
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Figure 3: The resolution of an observable X ∈ I, and corresponding surface f ∈ C2(E).
for some integer K ≥ 1. Therein, Ai ∈ O, ∀ i = 1, ..,K, and Ai commutes with Bi :=
∏K
l=i+1Al,
∀i = 1, ..,K − 1.
Definition 1 has the following operational motivation. To obtain a measurement outcome for X, it
suffices to measure the observables A1 .. AK in sequence, starting with A1, and to classically post-
process the outcomes. In the first measurement step, X is split into ±A1B1, and A1 is measured.
Since A1 commutes with the remainder B1, the value of B1 is undisturbed by that measurement.
In the second measurement step, B1 is split into A2B2, and A2 is measured. Since A2 commutes
with the remainder B2, the value of B2 is undisturbed, and so forth. See Fig. 3 for illustration.
Now, I is defined to be the set of all observables which have a resolution in O. As a consequence
of this definition, all observables A ∈ I have eigenvalues ±1 only.
Finally, the set SΨ is the stabilizer of |Ψ〉 in I,
SΨ := {A ∈ I| A|Ψ〉 = |Ψ〉}. (16)
Returning to Eq. (15), denoting the measured eigenvalues for the observables Ai by (−1)s(ai) and
the inferred eigenvalue for X by (−1)s(x), then, for the sign “+” in the resolution,
s(x) =
K∑
i=1
s(ai) mod 2. (17)
Eq. (17) is of exactly the same form as Eq. (14a), relating MBQC measurement outcomes to the
computational result. The notion of inference provided by Definition 1 thus describes the extraction
of computational output from the measurement outcomes.
Inferability of the observables in SΨ from the measurable observables in O is a weaker condition
on O than commutativity among measured observables for any fixed input, and this in turn is
weaker than the locality of measured observables in standard MBQC. While locality is relevant for
the physical realization of MBQC and for resource counting, we do not need to require it for our
general setting.
Now that we have defined the set I of inferable observables and its subsets O, SΨ, we introduce
the corresponding sets E, EO and EΨ in which the signs of the pertaining observables have been
modded out. The physical meaning of the “±” sign in Eq. (15), is that the observables X and −X
are equally hard to measure. For this reason, it is useful to partition I into equivalence classes,
I = {a = {A,−A}, b = {B,−B}, ...}, and the set of these equivalence classes is denoted by E.
We also define a map η that picks a representative in each equivalence class,
E 3 a 7→ η(a) = Ta ∈ I. (18)
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The set I can thus be written as I = {±Ta, a ∈ E}. As we discussed in the example of Section 3,
the function η is part of the specification of the MBQC procedure, and it represents a choice of
gauge. Different η correspond to MBQCs computing different but equivalent functions o.
The set EO ⊂ E is defined as EO := {a ∈ E| ± Ta ∈ O}, and EΨ ⊂ E := {a ∈ E|Ta ∈ ±SΨ}.
We further introduce the partial value assignment µΨ : EΨ −→ Z2 which satisfies the relation
Ta|Ψ〉 = (−1)µΨ(a)|Ψ〉, ∀a ∈ EΨ. The stabilizer of the state |Ψ〉 in I can thus be written as
SΨ = {(−1)µΨ(a)Ta, a ∈ EΨ}. (19)
Therein, the set EΨ is constrained by the property
EΨ ∩ EO = ∅. (20)
Observables with definite values are not part of measurement procedures. In standard MBQC, the
measurement outcome of every individual measurement is completely random.
Finally, we introduce a binary operation “⊕” in E that represents an elementary step of inference
in Eq. (15). Consider a pair a, b ∈ E such that [Ta, Tb] = 0, and either a ∈ EO or b ∈ EO. Then,
a⊕ b ∈ E is defined via
Ta⊕b = ±TaTb. (21)
Wlog, assume that a ∈ O. Since Tb ∈ I, it has a resolution (Tb). Then, Ta(Tb) is also a valid
resolution for the observable TaTb, and hence, ±Ta⊕b ∈ I.
The physical significance of this addition is that if Ta is measurable, Ta ∈ O, and Tb is inferable,
Tb ∈ I, then Ta⊕b is also inferable. The addition “⊕” thus describes the process of inference
according to Definition 1. Resolutions at the level of E are
x = a1 ⊕ (a2 ⊕ (a3 ⊕ ...(an−1 ⊕ an))). (22)
Eq. (22) is the counterpart to Eq. (15) for elements in E.
4.2.2 The input group
At the center of the present generalization is the notion of the input group Q. It acts on the elements
of E and needs to satisfy the following constraints.
1. Q preserves EO,
qa ∈ EO, ∀a ∈ EO, ∀q ∈ Q. (23)
2. Q is compatible with the addition “⊕”. I.e., for all a, b ∈ E such that [Ta, Tb] = 0, and a ∈ O
or b ∈ O it holds that
q(a⊕ b) = qa⊕ qb, ∀q ∈ Q. (24)
The procedure for executing the generalized MBQC, with the resource state |Ψ〉 in place ready to
be measured, and the input q ∈ Q, is the following.
14
Procedure I
MBQC with input q ∈ Q
1. Classical pre-processing. The elements a1, .., an ∈ EO of a resolution Eq. (22)
are transformed according to
ai 7→ qai. (25)
2. Measurement. The observables Tqai = η(qai), for i = 1, .., n are measured, and
the corresponding measurement outcomes s(qai) ∈ Z2 are recorded.
3. Classical post-processing. The computational output is obtained via
o(q) =
n∑
i=1
s(qai) mod 2. (26)
Property Eq. (23) ensures that if the Tai ∈ O (input q = e), then Tqai ∈ O for all q ∈ Q. Hence,
step 2 of the above Procedure I can be executed for all inputs q ∈ Q. Property Eq. (24) ensures
that the observables producing the computational output via Eq. (26) form a resolution, and hence
the inference is valid.
We remark that l2-MBQC is a special case of H-MBQC. The notion of an input group is already
present therein, although not emphasized. In l2-MBQC the inputs form an Abelian group (Z2)m,
for some integer m.
The classical pre-processing relation Eq. (14b) is rewritten in terms of the action of the input
group Q on the set EO as follows. The elements a ∈ EO have two labels, the site i and the label
qi ∈ Z2 representing the choice of measurement basis. We thus write them as ai,qi . The generator αk
of Q corresponds to the k-th column of the matrix S in Eq. (14b), and the action of the generators
αk on E reproducing Eq. (14b) is
αk :
ai,0 , ai,1 , if Sik = 0,
ai,0 ←→ ai,1, if Sik = 1.
It is easily checked that this is a group action on EO.
4.2.3 The symmetry group
Each MBQC can be endowed with a symmetry group H, which has the following meaning. If a
given MBQC is transformed under a symmetry, then the original and the transformed computation
output the same function with the same average probability of success. This is not how we define
MBQC symmetries in the first place, but it will be a consequence of our definitions.
In this section, (i) we describe the action of the symmetry group H on the set I of observables,
(ii) we describe the action of H on the H-MBQCs themselves, and (iii) for the probabilistic case,
impose a symmetry constraint on the output function o.
Generalization of SΨ to the probabilistic case. The set S0 ⊂ I that takes over the role of
the stabilizer SΨ in the probabilistic case. In result, we can treat the action of H on I for the
probabilistic and the deterministic case on the same footing. We define
S0 := {(−1)χ(a)Ta, a ∈ E0}, (27)
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for a suitable function χ : E0 −→ Z2. The purpose of the set E0 is to represent the input domain,
E0 = {qae, q ∈ Q}. (28)
Therein, ae ∈ E is such that the computational output for the trivial input e ∈ Q derives from the
indirect measurement of the observable Tae . Analogously, the output for the input q derives from
Tqae , for all q ∈ Q. Therefore, the function χ is related to the output function o (see the comment
at the end of this section).
One further constraint is placed on the set E0, namely
E0 ∩ EO = ∅. (29)
This means that for any input q ∈ Q the corresponding output o(q) must be obtained through
the measurement of other observables and subsequent processing of the outcomes; it cannot be
obtained through direct measurement. This is a natural assumption for MBQC.
For consistency, in the deterministic case it holds that
S0 ⊆ SΨ, (30)
and consequently, χ = µΨ|E0 .
Action of H on I. For any H-MBQC, the symmetry group H satisfies the following three
constraints.
1. H preserves O, i.e.,
h(A) ∈ O, ∀A ∈ O,∀h ∈ H. (31)
2. H preserves all Abelian subgroups of I, i.e.,
h(A)h(B) = h(AB), ∀A,B ∈ I with [A,B] = 0,∀h ∈ H. (32)
3. H preserves S0,
h(A) ∈ S0, ∀A ∈ S0, ∀h ∈ H. (33)
As was already discussed for the two examples of Section 3, all transformations h ∈ H satisfying
Eqs. (31), (32) and (33) can be written in terms of a phase function Φ˜,
h(Ta) = (−1)Φ˜h(a)Tha. (34)
The phase function is an important object for the present discussion. It has two arguments, an
edge a ∈ E and a group element h ∈ H, and it takes values in Z2.
Action of H on MBQCs. Next we discuss the action of the symmetry transformations h ∈ H on
a given MBQC. Essentially, for every MBQC M, in the transformed MBQC h(M) the observable
h(Ta) is measured whenever Ta is measured in M. The outcome s′(a) for the observable h(Ta)
replaces the outcome s(a) for Ta in obtaining the computational output.
More formally, for all transformations h ∈ H, the MBQC according to Procedure I, but trans-
formed under h, is the following.
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Procedure II
MBQC with input q ∈ Q, transformed under h ∈ H
1. Classical pre-processing. The edges a1, .., an ∈ EO of a resolution Eq. (22) are
transformed according to
ai 7→ qai.
2. Measurement. The observables h(Tqai), for i = 1, .., n are measured, and the
corresponding measurement outcomes s′(qai) ∈ Z2 are recorded.
3. Classical post-processing. The computational output is obtained via
o′(q) =
n∑
i=1
s′(qai) mod 2. (35)
Symmetry constraint on the output. As discussed in Section 3.2, for probabilistic MBQCs
the output function is a priori a matter of interpretation, and can be freely chosen. Here, we describe
an invariance condition that constrains it. This invariance condition is satisfied for deterministic
H-MBQCs without any additional assumptions, but for probabilistic MBQCs it is imposed.
We define an operator
Wo :=
∑
q∈Q
(−1)o(q)
∏
a∈Ee
Tqa. (36)
Therein, the order of the operators T in the product is the same as in the corresponding measure-
ment sequence. Note that the operatorWo comprises the observables measured in H-MBQC for all
inputs q, cf. Step 2 of Procedure I, and the output function. It is easily checked that Wo applied
to the GHZ-MBQC of Section 3 reduces to the 3-qubit witness operator of Eq. (10).
We now have the following result.
Lemma 1 Given a deterministic H-MBQC M with a symmetry group H, input group Q, and
output function o : Q −→ Z2, the witness operator Wo of Eq. (36) is invariant under H,
h(Wo) =Wo, ∀h ∈ H.
The proof of Lemma 1 is given in Section 6.
For the reasons stated, the above invariance condition does not need to hold in probabilistic
MBQCs. But we impose it, to constrain the otherwise arbitrary output function o. In this way, we
make the symmetry a primary constituent of H-MBQC; and the output function o is derived.
Definition 2 An H-MBQC is an MBQC with symmetry group H and input group Q where the
output function o is constrained by the invariance condition
h(Wo) =Wo, ∀h ∈ H. (37)
As a consequence of the above definitions, the symmetry transformations H preserve the corre-
sponding H-MBQC in the following sense.
Theorem 2 Given an H-MBQC M with a symmetry group H, for all h ∈ H, h(M) compute the
same function o with the same average probability of success.
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It is because of this result that we call H the symmetry group of an MBQC. Also, the invariance
condition Eq. (37) determines the output function o up to a additive constant, see Theorem 6 in
Section 7.
Proof of Theorem 2. In an H-MBQC M, the probability Po(q, ρ) for the measured output to
match the intended output o(q) in Procedure I, given the input q ∈ Q and resource state ρ, is
Po(q, ρ) =
〈
I + (−1)o(q)∏a∈Ee Tqa
2
〉
ρ
.
Now with Eq. (36), the success probability P o(ρ) of the H-MBQC, averaged with equal weight over
all inputs q ∈ Q, is
P o(ρ) =
1
2
+
〈Wo〉ρ
2|Q| . (38)
Correspondingly, for any H-MBQC h(M), performed according to Procedure II with given input
q ∈ Q and resource state ρ, the probability P (h)o (q, ρ) for the measured output to match o(q) is
P
(h)
o (q, ρ) = 1/2+(−1)o(q)
〈∏
a∈Ee h(Tqa)
〉
ρ
/2. The average success probability of h(M) computing
o therefore is
P
(h)
o (ρ) =
1
2
+
〈h(Wo)〉ρ
2|Q| .
Comparing the above expressions for P o(ρ) and P
(h)
o (ρ), with the invariance condition Eq. (37) it
holds that P
(h)
o (ρ) = P o(ρ), for all h ∈ H. 
We conclude with a comment on the sign factors χ in the definition of S0. From Eq. (33) we
see that symmetry group H constrains χ, and through the invariance condition Eq. (37) H also
constrains the output function o. Because of these constraints, the functions χ and o are related.
In fact, in the two examples of Section 3, we have o(q) = χ(qae), ∀ q ∈ Q. However, this equality
hinges on the special choice of the map η used in those examples, and it does not hold in general.
The relation between χ and o is discussed in Sections 6 and 7, see Theorems 4 and 6 therein.
4.2.4 Symmetry and input
The symmetry group H has a normal subgroup N defined by the property that for all n ∈ N it
holds that na = a, ∀a ∈ E. H/N inherits an action on E from H, through the relation
h(Ta) = ±Tha.
By definition of N , (hn)a = h(na) = ha, and therefore, with [h] the equivalence class representing
h ∈ H in the quotient H/N , it holds that ha = [h]a.
We have the following relation between H and the input group Q.
Theorem 3 For an MBQC with symmetry group H, the input group Q may always be chosen
Q = H/N. (39)
Proof of Theorem 3. We need to show that the group Q defined through Eq. (39) (a) satisfies
the conditions Eqs. (23) and (24), and (b) does indeed produce deterministic output in H-MBQCs
when it is supposed to.
18
(a) Consider an element h ∈ H. Since h satisfies Eq. (31), by the above induced action [h] ∈
H/N satisfies Eq. (23). Further, choose a, b such that a ⊕ b is defined. Then Ta⊕b = ±TaTb, and
by Eq. (32), h(Ta⊕b) = ±h(Ta)h(Tb). Therefore, [h](a⊕ b) = [h]a⊕ [h]b which is Eq. (24).
(b) By the definition of ae, the observable associated with the output is ±Tqae . Since qae ∈ E0
for all q ∈ Q by definition Eq. (28), with the property Eq. (30) it holds for deterministic H-MBQCs
that E0 ⊆ EΨ, the output is indeed deterministic. 
5 Background on contextuality and cohomology
5.1 Contextuality
To describe contextuality, we begin by defining its opposite—non-contextuality. We consider density
matrices ρ and the set of observables I.
Definition 3 A non-contextual hidden variable model (ncHVM) is a triple (Ω, qρ,Λ), with qρ a
probability distribution over a set Ω of internal states. The set Λ = {λν}ν∈Ω consists of functions,
λν : I → C obeying the following constraints:
1. For any set S = {A,B,AB} ⊂ I of commuting observables, and furthermore A ∈ O, there
exists a quantum state |ψ〉 with the property
X|ψ〉 = λν(X)|ψ〉, ∀X ∈ S. (40)
2. The distribution qp satisfies:
tr(Aρ) =
∑
ν∈Ω
λν(A)qρ(ν), ∀A ∈ I. (41)
For the present discussion, we always assume the ncHVM to be maximal, i.e., the set Ω of states
is such that if ν satisfies Eq. (40) then ν ∈ Ω.
From condition (40) it follows that for any triple S of commuting observables B,AB ∈ I and
A ∈ O, the functions λν obey
λν(AB) = λν(A)λν(B). (42)
With Definition 3 in place, we can now define contextuality. A setting (ρ, I) is contextual if it
cannot be described by a non-contextual hidden variable model.
We point out that the above definition of an ncHVM, while mostly the original notion of Kochen
and Specker (KS), deviates from the latter in the following respect. In KS contextuality, Eq. (42)
would be enforced for all triples {A,B,AB} ⊂ I of commuting observables. In contrast, we require
it only if one of the three observables is in O.
The physical motivation for this is the present distinction between observables that can be
directly measured (O) and observables whose values can be inferred by the measurement (I).
Namely, if A ∈ O, then the triple {A,B,AB} of commuting observables can be invoked in an
elementary step of inference. Given a resolution for B, by measuring A the value of AB can be
inferred from the value of B.
In KS contextuality, the distinction between “directly measurable” and “inferable” is not made.
Yet, this distinction is natural for the setting of MBQC. It is also used in quantum error-correction
[44], [45] and in the discussion of contextuality in quantum computation with magic states [40],
[41], see [42], [43].
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The simplest example to illustrate the phenomenological difference between KS and the present
notion of contextuality is Mermin’s square [6]. The set of observables I therein consists of the 9
real and Hermitian two-qubit Pauli operators. There is no consistent nc value assignment λ for this
setting; the assumption of the existence of such an assignment leads to an algebraic contradiction
[6]. However, this contradiction disappears if the set of directly measurable observables O is shrunk
while keeping the set of inferable observables I complete. For example, on may choose O to be the
two-qubit observables of CSS type, O = {IX,XI,XX, IZ, ZI, ZZ}; see [42]. Then, the outcomes
of all observables in the square can still be inferred, for example X1Z2 though measuring X1 and
Z2 separately. However, X1Z2, Z1X2 and Y1Y2 cannot be simultaneously inferred. Therefore, an nc
value assignment λ according to Definition 3 does not need to satisfy λ(X1Z2)λ(Z1X2) = λ(−Y1Y2).
In consequence, such an ncHVM value assignment exists for Mermin’s star.
5.2 Cohomology
Refs. [28] and [29] introduced a cohomological framework to study contextuality proofs based on
parity and symmetry. Here, we briefly recollect the cohomological structures involved.
5.2.1 Cohomology of chain complexes
For commuting observables Ta, Tb ∈ I that allow an inference, i.e., Ta ∈ O or Tb ∈ O, there is a
product constraint
Ta⊕b = (−1)β(a,b)TaTb, (43)
with a ⊕ b defined in Eq. (21) in Section 4.2.1. Eq. (43) provides the phenomenological input
for parity-based contextuality proofs. The function β features prominently in these proofs, as we
already saw for the example of Mermin’s star in Section 3.
To begin, we define the (co)chain complex C(E). It consists of one vertex, and edges, faces and
volumes. It is constructed as follows.
1. C0(E) = Z2. Geometrically, we have a single vertex.
2. C1(E) is freely generated as a Z2-module by the elements [a] where a ∈ E. These labels
correspond to the set of edges.
3. C2(E) is freely generated as a Z2-module by the pairs [a|b] for which a ⊕ b is defined. The
pairs (a, b) correspond to faces. We denote the set of all faces by F .
4. C3(E) is freely generated as a Z2-module by the triples [a|b|c] where a, b, c ∈ E pair-wise
commute and the labels a⊕b, b⊕c, and a⊕b⊕c are defined. These triples (a, b, c) correspond
to volumes and the set of volumes will be denoted by V .
Remark 4: The present definition of the complex C(E) is a special case of the corresponding
definition in [29]. The first specialization is that here all observables in I have eigenvalues ±1 only,
and correspondingly we work with Z2-modules rather than the Zd-modules used in [29]. Second,
the faces in C2(E) are tied to the notion of inference through resolutions Eq. (22). An elementary
step of inference is represented by the addition “⊕” among suitable commuting edges. For each
such inference, there is a face f ∈ F .
Remark 5: Regarding item 1 above, in Figs. 1 b,c and 3, the endpoints of edges are not
identified, for better graphical display. They should, however, be considered as the same vertex.
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The differentials in the complex
C3(E)
∂→ C2(E) ∂→ C1(E) ∂→ C0(E)
are defined as
∂[a] = 0, ∂[a|b] = [b]− [a⊕ b] + [a], ∂[a|b|c] = [b|c]− [a⊕ b|c] + [a|b⊕ c]− [a|b]. (44)
Given the chain complex C∗(E), there is a corresponding cochain complex C∗(E) as usual. The
cochains Cn(E) are Z2-linear maps Cn(E) → Z2. Equivalently we can think of the cochains as
functions on the basis elements of Cn(E). The abelian group structure on the cochains is represented
by addition of functions.
The coboundary operator d : Cn(E)→ Cn+1(E) is defined by
dc(x) = c(∂(x)),
where c ∈ Cn(E) and x ∈ Cn+1(E).
As a first application of the above definitions we characterize the inferable observables according
to Definition 1 in cohomological terms. Namely, we have the following property.
Lemma 2 For every inferable observable X, ±Tx = X ∈ I, there exists a 2-chain f ∈ C2(E) and
a 1-chain e ∈ C1(E) with {e} ⊂ EO, such that x+ e = ∂f .
Therein, we have used the shorthand {e} for the set of edges a ∈ E that appear in the expansion
of the 1-chain e ∈ C1(E).
Proof of Lemma 2. (a) Main case: X 6∈ O. With Definition 1 and Eq. (22), we may express
the resolution of x as a set of nested equalities x = a1 ⊕ b1, b1 = a2 ⊕ b2, ... , bn−2 = an−1 + bn−1,
bn−1 = an, where a1, .., an ∈ EO and b1, .., bn−2 ∈ E. By the definition of C(E), for every elementary
step of inference there is a corresponding face in F . With Eq. (44), the above nested relations can
be rewritten as
x+ a1 + b1 = ∂f1,
b1 + a2 + b2 = ∂f2,
...
bn−3 + an−2 + bn−2 = ∂fn−2,
bn−2 + an−1 + an = ∂fn−1,
where f1, f2, ..., fn−1 ∈ F . Adding those equations and setting f :=
∑n−1
i=1 fi, we obtain x+e = ∂f ,
and f ∈ C2(E).
(b) Degenerate case: X ∈ O. We may represent x by the resolution x = x⊕ 0, where 0 is such
that T0 = I. The corresponding 2-chain is f = [x|0]. 
We now provide a cohomological characterization of the function β. With Eq. (43) and the
definition of the complex C(E), β is a 2-cochain in C∗(E). We recall from [28] the following
properties of β, providing contextuality proofs for state-independent scenarios.
Lemma 3 ([28]) β is a 2-cocycle, dβ = 0. Furthermore, if a value assignment s : E −→ Z2 exists,
then β is trivial,
β = ds. (45)
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This lemma is the content of Eq. (12) and Lemma 2 in [28]. Eq. (45) is just the condition Eq. (42)
restated in cohomological fashion, using the definition Eq. (43) of β. The cocycle condition dβ = 0
is a consequence of the associativity of operator multiplication, (TaTb)Tc = Ta(TbTc).
We now turn to the state-dependent case, covering both deterministic and probabilistic scenar-
ios. When the MBQC is deterministic, an important role is played by the set EΨ ⊂ E corresponding
to the stabilizer of the state |Ψ〉 in I; see the discussion in Section 3. In probabilistic scenarios,
however, the stabilizer SΨ of the state ρ is typically trivial, i.e., it consists of the identity operator
only. To address both sub-cases at once, we invoke the more general notion of the set S0 ⊂ I,
which arose in the definition of the symmetry group H. The first question we ask is: “Given a
partial value assignment χ on E0, can it be extended to all of E?”.
This question may again be addressed by cohomology, this time in a smaller complex C(E,E0).
Geometrically, C(E,E0) is created from C(E) by collapsing the edges, faces, and volumes coming
from E0. Mathematically, C(E,E0) is constructed as follows. First, we construct the chain complex
C∗(E0) for the subset E0. The inclusion E0 ⊂ E gives an inclusion of the chain complexes C∗(E0) ⊂
C∗(E). The relative complex C∗(E,E0) is defined as the quotient C∗(E)/C∗(E0) meaning that in
each degree Cn(E,E0) is given by the quotient group Cn(E)/Cn(E0). The basis is obtained by
erasing the basis elements of Cn(E0) from the basis elements of the larger complex Cn(E).
The relative boundary operator ∂R is induced from the boundary operator ∂ of C∗(E), and it
can be calculated by applying ∂ and removing the chains which lie in C∗(E0). The relative cochain
complex Cn(E,E0) consists of cochains in C
n(E) whose restriction to Cn(E0) is zero. The relative
coboundary operator is the same as the coboundary operator of C∗(E).
In the cases of interest, the chain complex of E0 will be one dimensional i.e. Cn(E0) = 0 for
n = 2, 3. Although our results work for general E0 we will make this assumption throughout.
Under this assumption a partial value assignment on E0 is simply a function since there are no
faces imposing compatibility. The counterpart to the cocycle β ∈ C2(E) in C(E,E0) is
βχ = β + dχ, (46)
where χ is the extension of χ to E by setting χ(a′) = 0 for all a′ ∈ E − E0. We can regard βχ
as a cochain in the relative complex C∗(E,E0) since it vanishes on C2(E0). It has the following
properties.
Lemma 4 ([29]) The cochain βχ is a cocycle, dβχ = 0.
Proof of Lemma 4. We are working with relative complexes hence the coboundary is defined with
respect to the relative boundary ∂R. For v ∈ C3(E) we have
dβχ(v) = βχ(∂Rv) = βχ(∂v) + βχ(∂v + ∂Rv) = βχ(∂v) = β(∂v) + dχ(∂v) = 0,
since β vanishes on ∂v + ∂Rv. In the last equality we used the fact that β vanishes on boundaries
(as proved in Section 4.2 of [28]), and dχ(∂v) = ddχ(v) = 0. 
Recall that in the deterministic case it holds that S0 ⊆ SΨ, and βχ then becomes βΨ,
βΨ = β + dµΨ. (47)
Therein, the values µΨ(a), a ∈ EΨ, specify the stabilizer of the resource state |Ψ〉, cf. Eq. (19).
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5.2.2 Cohomology of groups
This section prepares for the discussion of probabilistic MBQC in Section 7, in which the phase
function Φ˜ defined in Eq. (34) plays a central role. The phase function is a map from the group H
to a Z2-module M , and acts via Φ˜ : (h ∈ H, a ∈ E) 7→ Φ˜h(a) ∈ Z2. As such it is a 1-cochain in
group cohomology and it lives in its own complex, Φ˜ ∈ C1(H,C1(E)). It acts on 1-chains (h, a) in
group homology. We sometimes use a slightly different notation for the phase function to emphasize
this fact, namely Φ˜(h, a) instead of Φ˜h(a).
We remark that the phase function has previously been used in physics, namely in the subject
of Fourier space crystallography [46]. The connection to group cohomology was established in [47].
Group cohomology is based on a coboundary operator d, whose action on low-dimensional
cochains is as follows. For the 0-cochains (w.r.t. group cohomology) β and s we have, for Z2
coefficients,
ds(h, a) = s(ga) + s(a), dβ(h, f) = β(hf) + β(f).
For the 1-cochain Φ˜ we have
dΦ˜(h1, h2, a) = Φ˜(h1, h2a) + Φ˜(h1h2, a) + Φ˜(h2, a).
As our symmetry H is a group, the phase function must be compatible with the action of a group
on E, i.e., (h1h2)(Ta) = h1(h2(Ta)) for all h1, h2 ∈ H. With Eq. (34) it follows that
dΦ˜ = 0.
The phase function is thus a 1-cocycle. One may ask whether Φ˜ is a trivial or non-trivial cocycle,
i.e., whether or not Φ˜ = dx for some 0-cochain x ∈ C0(H,C1(E)).
Example. As an illustration of the above properties, we return to the symmetry-based contex-
tuality proof in Section 3.2. We stated there that the essential fact upon which the proof rests,
Eq. (13), is cohomological—namely that it implies [Φ˜] 6= 0. Now we can show this.
Denote the 1-chain aX1 + aX3 + aY1 + aY3 =: b, and recall that h0 = A1A2Y3. Then, we have
the property that h0b = b, and Eq. (13) in cohomological notation reads Φ˜(h0, b) = 1. Now assume
that Φ˜ = dx. Then, dx(h0, b) = x(h0b) + x(b) = 0. Contradiction. Hence, Φ˜ 6= dx, for any x.
Another important property of the phase function is its relation to the cochain β ∈ C2(E) [28],
dΦ˜ = dβ. (48)
Finally, with Eqs. (27) and (34), the symmetry property Eq. (33) can be rewritten as
χ(ha) + χ(a) = Φ˜h(a), ∀h ∈ H, ∀a ∈ E0. (49)
We now turn to the state-dependent scenario. Previously the cocycle β was morphed into βΨ
to accommodate information from the resource state, and accordingly we now change the phase
function Φ˜ into Φ˜χ,
Φ˜χ = Φ˜ + dχ. (50)
Therein, χ is the extension of χ as before. Φ˜χ is the phase function that results from changing the
map η, by Ta −→ T ′a = (−1)χ(a)Ta, for all a ∈ E. With Eq. (49) we find that
Φ˜χ(h, a) = 0, ∀h ∈ H, ∀a ∈ E0.
Φ˜χ thus lives in a smaller complex than Φ˜, namely Φ˜χ ∈ C1(H,C1(E,E0)).
23
Further, Φ˜χ inherits from Φ˜ the property of being a cocycle,
dΦ˜χ = 0,
since ddχ = 0.
The following relation exists between Φ˜χ and βχ.
Lemma 5 ([29]) The cochain Φ˜χ defined by Eq. (50) satisfies
dΦ˜χ = dβχ. (51)
Proof of Lemma 5. We calculate dΦ˜χ = dΦ˜ + ddχ = dβ + ddχ = d(β + dχ) = dβχ, using Eq. (48)
and dd = dd. 
Finally, we reduce the symmetry group. Let N ⊂ H denote the normal subgroup of symmetry
elements which fix each element of E. The quotient group Q = H/N is the essential part of the
symmetry which acts on the complex; and, as we discussed in Section 4, it represents the input in
H-MBQC. Our goal is to define a new phase function Φχ : Q −→ U0, based on the existing Φ˜χ.
When shrinking H to Q, we need to correspondingly restrict the second input C1(E,E0), such that
Φχ is well-defined. For this we require Φ˜χ(n, ·) = 0 for all n ∈ N . This is satisfied if we restrict
C1(E,E0) to the boundaries therein.
In more detail, let B1 ⊂ C1(E,E0) denote the image of C2(E,E0) under the boundary operator
d in C(E,E0), and let U0 denote the dual of B1 in the sense that it consists of Z2–linear maps
B1 → Z2. We have a surjective map C1(E,E0)→ U0. We define Φχ to be the composition
Φχ : Q
θ−→ H Φ˜χ−→ C1(E,E0)→ U0 (52)
where θ is a section Q→ H of the quotient map. Unravelling the definition we have
Φχ(q, ∂Rf) = Φ˜χ(θ(q), ∂Rf) = dΦ˜χ(θ(q), f)
where q ∈ Q and f ∈ C2(E,E0). Using Lemma 4 and 5 we summarize the relation between βχ and
Φχ as follows.
Lemma 6 ([29]) Assume a triple (E,E0, χ) and a symmetry group H that preserves χ, i.e.,
Eq. (49) holds. Then, [Φχ] 6= 0 in H1(Q,U0) implies [βχ] 6= 0 in H2(C(E,E0)).
Proof of Lemma 6. We will show that [βχ] = 0 implies [Φχ] = 0. Assume that βχ = ds for some
s ∈ C1(E,E0). For q ∈ Q and f ∈ C2(E,E0) we have
Φχ(q, ∂Rf) = Φ˜χ(θ(q), ∂Rf) = dΦ˜χ(θ(q), f) = dβχ(θ(q), f) = dds(θ(q), f) = s(∂Rf) + s(q∂Rf),
where we used Eq. (51) in Lemma 5 and θ(q)∂Rf = qθRf since the normal subgroup N fixes each
element of E. Thus, [Φχ] = 0 since Φχ(q, ∂Rf) = ds(q, ∂Rf). 
6 Deterministic H-MBQC
Here we generalize the results obtained for the GHZ-MBQC in Section 3 to all deterministic non-
adaptive H-MBQCs. We address (i) the relation between the output function o and the 2-cocycle
βΨ, (ii) an equivalence relation among the output functions and its cohomological interpretation,
(iii) invariance of MBQCs under the symmetry group H, and (iv) contextuality.
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6.1 Computational output
Denoting the function evaluation Q : q 7→ βΨ(q∂Rfe) as βΨ( · ∂Rfe), we have the following result.
Theorem 4 For every H-MBQC with input group Q there is a 2-chain fe ∈ C2(E,E0) such that
o( · ) = βΨ( · fe). (53)
Proof of Theorem 4. By construction of H-MBQC, the observable Tae representing the computa-
tional output for the trivial input q = e is inferable, ae ∈ E. Therefore, by Lemma 2 there exists
a 2-chain f˜e ∈ C2(E) such that ∂f˜e = ae +
∑
a∈Ee a, where Ee ⊂ EO is the set of edges in the
resolution of ae. Acting by q on the previous relation, we obtain
∂ qf˜e = qae +
∑
a∈Ee
qa, ∀q ∈ Q.
With s the measurement record collected in the H-MBQC for the input q ∈ Q, it therefore holds
that β(qf˜e) = µΨ(qae) +
∑
a∈Ee s(qa). The 2-chain f˜e ∈ C2(E) has a counterpart fe ∈ C2(E,EΨ),
and, with Eq. (47), βΨ(qfe) = β(qf˜e) + µΨ(qae). Thus,
βΨ(qfe) =
∑
a∈Ee
s(qa) = o(q).
Therein, in the second equality we used Eq. (26) of Procedure I. 
6.2 Equivalent output functions
Recall that the function η : E ↪→ I decides about the signs of the observables Ta, a ∈ E. The
restriction η|EO therefore affects the measurement procedure of H-MBQC. Flipping η(a) for some
a ∈ EO changes the corresponding observable Ta, which is measured in Procedure I for certain
inputs. In turn, the outputted function o also changes. Yet, none of this flipping makes the
MBQC any harder or easier to perform, and the outputted functions o for all η|EO are therefore
computationally equivalent.
Consider the change
η|EO −→ η′|EO = η|EO(−1)γ , (54)
for any γ : EO −→ Z2. With Eq. (43) and (47), the corresponding change in βΨ is
βΨ −→ β′Ψ = βΨ + dγ. (55)
When varying γ, we thus sweep through the equivalence class [βΨ]. Thus, Theorem 4 has the
following implication.
Corollary 1 For an H-MBQC with given input group Q, the equivalence class [o] of output func-
tions under the change of η|EO is given by [o] = [βΨ( · ∂Rfe)].
A different view on the equivalence of output functions can be taken, adding justification. Namely, if
a function o : Q −→ Z2 can be computed, say by a black box, then every function in the equivalence
class [o] can too, with very small overhead in classical side processing. Namely, to compute the
function o′ related to o by the change Eq. (54), run the classical processing of Procedure I not on
measurement record but instead on γ, and add the output of this procedure to o.
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6.3 Invariance of Wo under H
Lemma 1, stated in Section 4.2, describes how symmetry constrains the output function in deter-
ministic MBQCs. Now we have the tools in place to prove this lemma.
Proof of Lemma 1. Denote by fe ∈ C2(E,E0) the 2-chain which, by Lemma 2, represents the
measurement sequence for the H-MBQC with trivial input q = e, and f˜e is the corresponding
2-chain in C2(E). With Theorem 4 we then have
o(hq) + o(q) = βΨ(hqfe) + βΨ(qfe)
= β(hqfe) + µΨ(hqae) + β(qfe) + µΨ(qae)
= β(hqfe) + β(qfe) + Φ˜h(qae).
Therein, the first line follows from Theorem 4, the second line with Eqs. (20) and (47), and the
third with the symmetry constraint Eq. (33).
The witness operator Wo of Eq. (36) can be rewritten as
Wo =
∑
q∈Q
(−1)o(q)+β(qf˜e)Tqae ,
and therefore h(Wo) =
∑
q∈Q(−1)o(q)+β(qf˜e)+Φ˜h(qae)Thqae . Inserting into this the relation right
above, we find
h(Wo) =
∑
q∈Q
(−1)o(hq)+β(hqf˜e)Thqae ,
and hence h(Wo) =Wo, for all h ∈ H. 
6.4 Contextuality
The cohomology class [βΨ] is a contextuality witness. This result has been established in [28], and
we restate it here to complement the findings of Sections 6.1 – 6.3.
Theorem 5 ([28]) If for a given deterministic H-MBQC M it holds that [βΨ] 6= 0 ∈ H2(E,E0),
then M is contextual.
Proof of Theorem 5. Assume that the H-MBQC M is non-contextual, and that therefore at least
one value assignment s : E −→ Z2 satisfying s|E0 = µΨ exists. Now let s = s+µΨ. Thus, s|E0 = 0,
and hence s ∈ C1(E,E0). Further, ds = ds + dµΨ = β + dµΨ = βΨ, and thus [βΨ] = 0. 
6.5 Summary of the deterministic case
The output function o of any deterministic H-MBQCM, with symmetry group H and input group
Q = H/N is described by 3 pieces of information, (i) the cocycle βΨ ∈ C2(E,E0), the input group
Q derived from the symmetry group H, and (iii) the reference resolution Ee that describes the
measurement sequence for the input e ∈ Q. The triple S1 = (βΨ, H, Ee) satisfies Criteria (I) and
(II), and is thus a computational structure underlying H-MBQCs.
Namely, keeping Ee and the action of Q on the chain complex C(E,E0) fixed, βΨ contains the
computational output (Theorem 4), and the cohomology class [βΨ] ∈ H2(C(E,E0),Z2) contains
all computationally and physically relevant information thereof. (i) The equivalence class [o] of
output functions o under the change of gauge Eq. (54) depends only on the cohomology class [βΨ]
(Corollary 1), and (ii) [βΨ] is a contextuality witness (Theorem 5).
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7 Probabilistic H-MBQC
Most quantum algorithms known to date are probabilistic. It is therefore of interest to obtain a
probabilistic extension of the results presented in Section 6.
7.1 Computational output and invariance under H
Unlike in the deterministic case, for probabilistic H-MBQCs the definition of computational output
and its invariance under the symmetry group H are intertwined. Recall that the invariance property
Eq. (37) is a consequence in the deterministic case, while in the probabilistic case it is an assumption.
We have the following result.
Theorem 6 For any H-MBQC M, with symmetry group H and corresponding input group Q,
the output function o : Q −→ Z2 is specified by the symmetry condition Eq. (37) up to an additive
constant,
o(q) = o(e) + (Φχ)q(∂Rfe), ∀q ∈ Q. (56)
Thus, the phase function Φχ determines the output function o almost completely.
Proof of Theorem 6. Consider h(Wo), for any h ∈ H. With the action of h on Wo specified by
Eq. (34), and denoting by [h] the equivalence class of h in Q = H/N , we have
h(Wo) =
∑
q∈Q
(−1)o(q)
∏
a∈Ee
h(Tqa) =
∑
q∈Q
(−1)o(q)+
∑
a∈Ee Φ˜h(qa)
∏
a∈Ee
T[h]qa.
Requiring the invariance property Eq. (37), we find
o([h]q) = o(q) +
∑
a∈Ee
Φ˜h(qa) = o(q) +
∑
a∈Ee
(Φ˜χ)h(qa) = o(q) + (Φ˜χ)h(q∂Rfe),
and therefore
o([h]q) = o(q) + (Φχ)[h](q∂Rfe). (57)
Above in the second equality, with Eqs. (29) and (50), it holds that (Φ˜χ)h(a) = Φ˜h(a) for all h ∈ H
and all a ∈ EO. In the final step we have used that (Φ˜χ)n(q∂Rfe) = 0 for all n ∈ N , and the phase
function Φ˜χ can therefore be replaced by Φχ, see Eq. (52).
Now specializing to q = e in Eq. (57), and subsequently relabeling [h] −→ q yields Eq. (56). 
7.2 Equivalent output functions
We consider the change of the output function o under the change of gauge of Eq. (54). As before,
o −→ o+ γ( · ∂Rfe), and the corresponding change of the phase function is
Φ −→ Φ + dγ. (58)
It is easily verified that under the combined change of o and Φ caused any gauge transformation
Eq. (54), the relation Eq. (56) remains invariant. Therefore, all operationally equivalent output
functions modulo offset, o( · ) + o(e), are reached from the cohomology class [Φ], and we have the
following corollary of Theorem 6.
Corollary 2 For an H-MBQC with given input group Q, the equivalence class [o( · ) + o(e)] of
output functions modulo offset, under the change of gauge η|EO , is given by
[o( · ) + o(e)] = [Φχ( · , ∂Rfe)].
Thus, apart from the constant offset which the phase function doesn’t define, all information about
operationally equivalent output functions derives from the cohomology class [Φχ] ∈ H1(Q,C1(E,E0)).
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7.3 Compatibility between the probabilistic and the deterministic case
Section 6 provides a separate treatment of the deterministic case which is somewhat simpler than
that of the general probabilistic case, and is based on the cocycle βΨ rather than a phase function
Φχ. Yet, probabilistic MBQC contains the deterministic case as a limit, and we therefore need to
check consistency between the two treatments.
In deterministic H-MBQC, the output function o is fully specified by the cocycle βΨ, which on
E0 equals the more general βχ. With Theorem 4 we have
o(q) = βχ(qfe), ∀q ∈ Q. (59)
We now check how close we get to this expression in the probabilistic case. With Theorem 6,
o(q) + o(e) = Φχ(q, ∂Rfe) = Φ(q, ∂Rfe).
Further, the symmetry group H requires χ(hae) + χ(ae) = Φ˜(h, ae), for all h ∈ H, cf. Eq. (49).
Now, the l.h.s. of this equation only depends on [h] ∈ Q rather than h ∈ H, and hence the r.h.s.
must do the same (we may check this independently via the symmetry constraint Eq. (27)). Thus,
χ(qae) + χ(ae) = Φ(q, ae), ∀q ∈ Q.
Adding the last two equations, we find
(o(q) + χ(qae)) + (o(e) + χ(ae)) = Φ(q, ∂f˜e) = β(qf˜e) + β(f˜e), ∀q ∈ Q.
Therein, f˜e is the face in C2(E) that corresponds to fe ∈ C2(E,E0); and in the last equality we
used Lemma 5. Now, χ(qae) = χ(∂qfe) = dχ(qfe), and with Eq. (46) we obtain from the above
o(q) + βχ(qfe) = c, ∀q ∈ Q. (60)
Therein, the constant c can be 0 or 1. Comparing the deterministic case Eq. (59) to the probabilistic
case Eq. (60), we find that the latter yields two solutions, one of which is that of the limiting
deterministic case (c = 0), and the other one is extra (c = 1).
We may compute the average success probability P βχ and P βχ+1 corresponding to these two
solutions. For all MBQC resource states ρ we have the relation P βχ(ρ) + P βχ+1(ρ) = 1. As
we approach the deterministic limit, P βχ(ρ) −→ 1 and P βχ+1(ρ) −→ 0. Slightly away from the
deterministic limit, both success probabilities are still non-zero, and either solution remains valid.
Only when the deterministic limit is reached, one of the success probabilities becomes zero. We
may then discard the corresponding solution for o, and remain with the unique solution Eq. (59).
7.4 Contextuality
Here we provide a version of Theorem 1 suited to our cohomological description. Therein, we iden-
tify a threshold in the success probability of H-MBQC beyond which the computation is contextual.
This threshold depends on the output function o as in Theorem 1, but upon closer inspection, it
depends only on the equivalence class [o] under changes of gauge Eq. (54). From the cohomological
perspective, the contextuality threshold is fully specified by the cohomology class [Φχ] of the phase
function Φχ.
Be ΛQ the set
ΛQ := {s ∈ C1(E)| dds = dβ}, (61)
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and H(o,ΛQ) the minimum Hamming distance H(o, s( · ∂Rfe)) as s ∈ ΛQ is varied,
H(o,ΛQ) := min
s∈ΛQ
H(o, s( · ∂Rfe)).
Therein, “ · ” stands for any q ∈ Q. The Hamming distance H(o,Λ)Q measures how well the closest
non-contextual value assignment in ΛQ approximates the output function o.
Theorem 7 An H-MBQC M with resource state ρ, input group Q, output function o and average
success probability P o(ρ) is contextual if
P o(ρ) > 1− H(o,ΛQ)|Q| . (62)
This theorem is an adaption of Corollary 3 in [29] to our present computational setting.
Example. In the 3-qubit MBQC, we have H(OR,ΛQ) = 1. Therefore, the contextuality thresh-
old according to Theorem 7 is POR = 0.75, in agreement with the Mermin inequality.
Proof of Theorem 7. We define a set Λ similar to ΛQ, Λ := {s ∈ C1(E)| ds = β}, and a
corresponding Hamming distance H(o,Λ) := mins∈ΛH(o, s( · ∂Rfe)). While every value assignment
s ∈ Λ satisfies Eq. (45), it is not necessarily the case that every 1-cochain s that satisfies Eq. (45) is
a valid ncHVM valid assignment, because there might be other constraints besides Eq. (45). The
relation between the set Λ of value assignments of Def. 3 and the set Λ above is thus Λ ⊂ Λ.
As an intermediate result, we now prove that the H-MBQC M is contextual if P o(ρ) > 1 −
H(χ,Λ)/|Q|. Assume an ncHVM with value assignments Λ and a probability distribution p. The
ncHVM expression P o(p) for the quantity P o(ρ) satisfies
P o(p) =
1
|Q|
∑
s∈Λ,q∈Q
q(s)δo(q),s(q∂Rfe)
≤ 1|Q| maxs∈Λ
∑
q∈Q
δo(q),s(q∂Rfe)
≤ 1|Q| maxs∈Λ
∑
q∈Q
δo(q),s(q∂Rfe)
=
1
|Q|(|Q| −H(o,Λ)).
Therefore, if P o(ρ) is larger than 1−H(o,Λ)/|Q| then no ncHVM can account for that.
Next, we invoke the Hamming distance H(o,ΛQ). Since ds = β implies dds = dβ, it holds that
Λ ⊂ ΛQ, and hence H(o,ΛQ) ≤ H(o,Λ). Thus, if P o(ρ) is larger than 1 − H(χ,ΛQ)/|Q| then it is
also larger than 1−H(χ,Λ)/|Q|, and the claim follows. 
From Eq. (56) we find that the Hamming distance H(o,ΛQ) is a property of the phase function
Φχ. Moreover, it turns out that it is only a function of the cohomology class [Φχ], i.e., it is a
cohomological invariant.
Theorem 8 Let M and M′ two H-MBQCs with the same input group Q and same action on
E, E0, but different phase functions Φχ and Φχ′ characterizing the symmetry groups H and H
′,
respectively, and leading to output functions o and o′. Then, [Φχ] = [Φχ′ ] implies
H(o,ΛQ) = H(o′,ΛQ).
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A phenomenological ramification of this result is that the contextuality threshold for the success
probability of an H-MBQC, P o,crit = 1−H(o,ΛQ)/|Q|, is also a cohomological invariant.
In preparation of the proof of Theorem 8, we state a lemma that may also be of independent
interest. Namely, the present Theorems 7 and 8 are very similar to Corollary 3 and Theorem 9 in
[29]. The latter are based on a somewhat different Hamming distance,
H(χ,ΛQ) = min
s∈ΛQ
H(χ, s|E0),
involving the function χ rather than the computational output o, but are otherwise identical to the
above theorems. The following result explains the relation.
Lemma 7 If the set E0 consists of a single orbit under Q, then it holds that H(χ,ΛQ) = H(o,ΛQ).
The assumption of Lemma 7 is always satisfied in the present scenario, cf. Eq. (28).
Proof of Lemma 7. With “ · ” representing the varying input q ∈ Q,
H(χ,ΛQ) = min
s∈ΛQ
H(χ( · ae), s( · ae))
= min
s∈ΛQ
H(χ( · ae), s( · ∂Rfe) + β( · f˜e))
= min
s∈ΛQ
H(χ( · ae) + β( · f˜e), s( · ∂Rfe))
= min
s∈ΛQ
H(βχ( · fe), s( · ∂Rfe))
= min
s∈ΛQ
H(o( · ) + c, s( · ∂Rfe))
= min
s∈ΛQ
H(o( · ), s( · ∂Rfe))
= H(o,ΛQ).
Therein, in the first line we have used that, per assumption, the set E0 is a single orbit of Q. The
second line follows with Lemma 3, the fourth line with Eq. (46), and the fifth line with Eq. (60).
The sixth line holds because, by the definition of ΛQ, s ∈ ΛQ ⇐⇒ s + c ∈ ΛQ. 
Proof of Theorem 8. With Eq. (28), the condition of Lemma 7 on E0 is satisfied, and Lemma 7
reduces the statement of the theorem to Theorem 9 of [29]. 
7.5 Summary of the probabilistic case
The output function o of any a given H-MBQC M, with symmetry group H and input group
Q = H/N , is determined by three pieces of information, namely (i) the phase function Φχ, (ii) an
additive constant c ∈ Z2, and (iii) a choice of a reference resolution Ee specifying the measurement
sequence for the input e ∈ Q. This triple, S2 = (Φχ, c, Ee), is a computational structure underlying
H-MBQC in the sense of the Criteria (I) and (II).
The phase function Φχ assumes a critical role in S2. Φχ is a 1-cocycle in the cohomology of
the input group Q, and the cohomology class [Φχ] ∈ H1(Q,C1(E,E0)) contains all the compu-
tationally and physically relevant information about M. First, the essential information in the
output function, i.e., the part that remains unchanged under the gauge transformations Eq. (54) of
η|EO , and under changing the constant offset c, is contained in the cohomology class [Φχ]. Second,
the cohomology class [Φχ] is a conditional contextuality witness. Every [Φχ] specifies a threshold
success probability of the given H-MBQC beyond which that computation becomes contextual.
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8 Discussion
We have described two computational structures that satisfy the Criteria (I) and (II) proposed in
the Introduction, S1 = (βΨ, H, Ee) and S2 = (Φ˜, c, Ee).—Which one is better?
Either has an advantage over the other. S2 is more general, applying to probabilistic H-MBQCs
which contain the deterministic case as a limit. S1 applies to deterministic MBQCs only.
On the other hand, S1 describes H-MBQCs end-to-end. The cocycle βΨ contains all relevant
information about the initial resource state, as well as the measurements which complete the com-
putation. In contrast, S2 contains no information about the resource state at all. Probabilistic
H-MBQCs may be run on any initial state of a fixed number of qubits, and the only change will
be in the average success probability of function evaluation. Independence from the resource state
seems to be the price for a discrete computational structure in probabilistic computation, where
the output is inherently random and the output probabilities are subject to continuous variation.
9 Conclusion
We have described two foundational structures for measurement-based quantum computation, one
applying to deterministic non-adaptive MBQCs, the other applying to probabilistic ones. These
computational structures, S1 and S2, contain the computational output and a witness of contex-
tuality, hence a proof of genuine quantumness.
An important feature of the MBQCs discussed is the presence of a symmetry group H, leading
to the notion of H-MBQC. The manifestations of symmetry are as follows. For every H-MBQC
M one may construct derivative MBQCs h(M), such that each h(M) computes the same function
o with the same average success probability, for all h ∈ H. Furthermore, in H-MBQC the input
structure is provided by a group Q related to the symmetry group. Namely, Q is a quotient of H.
The other important feature of H-MBQCs is that their essential information is contained in
topological invariants. In the deterministic case, the output function o is determined by a 2-cocycle
βΨ. These functions naturally group into equivalence classes [o], which correspond to elements [βΨ]
in the second cohomology group describing M. [βΨ] is also a contextuality witness.
Likewise, in the general probabilistic non-adaptive case, the output function o is described
(modulo a constant offset) by the phase function Φχ. The phase function is a 1-cocycle w.r.t. the
cohomology of the input group Q. The equivalence classes [o] of output functions are described
by the elements [Φχ] of the first cohomology group of Q. Furthermore, [Φχ] is a conditional
contextuality witness. If the success probability of a given H-MBQC is above a threshold set by
[Φχ], then this MBQC is contextual.
Regarding future extensions of this work, MBQCs are typically adaptive, and the non-adaptive
scenario discussed here is only a limiting case. It is therefore desirable to extend the present coho-
mological picture to adaptive MBQCs. Further, the list of criteria for fundamental computational
structures S might be expanded. For example, such structures should be composable. It should
be possible to combine two instances of S to obtain a larger instance, representing a more complex
MBQC. The laws of composition are presently unknown.
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