Fernando Ireta Munoz, Andrew I. Comport. Point-to-hyperplane ICP: fusing different metric measurements for pose estimation. Advanced Robotics, Taylor Francis, 2018, 32 (4) The objective of this article is to provide a generalized framework of a novel method that investigates the problem of combining and fusing different types of measurements for pose estimation. The proposed method allows to jointly minimize the different metric errors as a single measurement vector in n-dimensions without requiring a scaling factor to tune their importance. This paper is an extended version of previous works that introduced the Point-to-hyperplane ICP approach. In this approach an increased convergence domain and a faster alignment was demonstrated by considering a 4-dimensional measurement vector (3D Euclidean points + Intensity). The method has the advantages of the classic Point-to-plane ICP method, but extends this to higher dimensions. For demonstration purposes, this paper will focus on a RGB-D sensor that provides color and depth measurements simultaneously and an optimal error in higher dimensions will be minimized from this. Results on both, simulated and real environments will be provided and the performance of the proposed method will be carried on real-time visual SLAM.
Introduction
One of the most common problems in view registration is estimating the pose that relates sets of measurements obtained by a moving sensor (or sensors). This problem has been widely studied by the computer vision and robotics communities and it is specially applied for 3D reconstruction, visual odometry and autonomous navigation tasks.
Depending on the type of sensor, different types of measurements of the environment can be registered through pose estimation. Classically, when more than one type of sensor is employed for pose estimation, the alignment between the extended measurements has been achieved by minimizing each sensor's error separately or by jointly optimizing over each type of measurement in a so-called hybrid -manner.
Nowadays, the availability of RGB-D sensors such as the Microsoft Kinect V1, V2 or Asus Xtion have provided the possibility to acquire color and depth information simultaneously at a considerably high framerate, which has been useful for real-time pose estimation. The metric information obtained by RGB-D sensors has been individually studied in the literature. One case is by using depth images, where geometric-based methods, such as the well known Iterative Closest Point (ICP) [1] and its variants, have demonstrated the ability to obtain robust alignments when enough geometric information is available and they can obtain fast alignment if the datasets are closely overlapping. Particular variants such as the Point-to-plane ICP strategy [2] and the Generalized-ICP [3] have demonstrated to be the most effective and robust methods when combined with robust estimations approaches such as the M-estimators [4] . On the other hand, color images have Figure 1 . Classic hybrid approach diagram. The geometric and photometric error (e G and e I , respectively) are jointly minimized. A tuning parameter λ λ λ = (λ G , λ I ) weights the contribution of each measurement during the minimization process. The metric measurements are represented in a i − th single vector M i = P i I i ∈ R 4 , which contains the 3D Euclidean points P and its associated intensities I.
been used for pose estimation processes by performing photometric-based minimization. Strategies as direct approaches based on view synthesis [5] or feature-based strategies such as: SIFT (Scale-Invariant Feature Transform) [6] , SURF (Speeded Up Robust Features) [7] , BRIEF (Binary Robust Independent Elementary Features) [8] or ORB (Oriented FAST and Rotated BRIEF) [9] have been widely used. In [6] , the feature descriptors are obtaining by computing a histogram of local oriented gradients around a keypoint, however, it can be computationally expensive due to the high dimensionality of its descriptors. An improved version has been proposed in [7] , which relies on local gradient histograms but the matching is accelerated by using integral images. However, methods [6, 7] are highly discriminant and features of the same object under different illumination cannot be properly detected. A similar performance is shown in [8] , but the feature matches are improved by training a set of classification trees and by using the Hamming distance as the metric for matching instead of Euclidean distance. Finally, an efficient alternative has been presented in [9] , where an efficient computation of BRIEF features is performed.
It can be noted at this point that feature-based approaches first extract geometric information from the image before performing estimation on a geometric error. Therefore, for purposes of this article, feature-based approaches won't be detailed here since they can be considered as a sub-part of direct approaches.
The geometric-based and photometric-based approaches share much similarity and subsequently, the common pose estimation framework of both strategies involves the following non-linear Iteratively Re-weighted Least Squares (IRLS) process:
(1) Acquisition of the measurements at different times. Recently, several strategies have combined geometric and photometric-based methods together to obtain the main benefits of each via a so-called hybrid method (The main recent surveys are cited in [10] ). The advantages of hybrid approaches in combining different measurements include increased efficiency, accuracy and robustness for pose estimation processes. However, the contribution of each measurement during the minimization process should be weighted by a tuning parameter λ, which scales the relative importance of each measurement (Figure 1 ). Various prominent hybrid methods proposed in the literature are those that simultaneously minimize the geometric and photometric error functions in real-time such as [11] [12] [13] [14] [15] . The aforementioned methods differ in how the tuning parameter is estimated and how the closest points are found.
The cited hybrid strategies in this paper do not necessarily consider the color and depth simultaneously when computing the closest points. All the methods perform the closest point searching separately for both color and depth except for [14] , which estimates the closest points using a k d-tree (k -dimensional) in a 4-dimensional space (3D Euclidean points + intensity). Finding the closest points by considering the fused information increases the accuracy of finding the true nearest neighbours, however, this approach requires an efficient search in a higher dimensional space. Depending on how the closest points are found, this step can potentially be the most computationally expensive part of the pose estimation pipeline.
The choice of λ has a huge influence while estimating the pose. If the parameter is well determined, then it can speed-up the alignment and increase the convergence rate. Depending on how λ is chosen, a variety of hybrid strategies have been categorized into adaptive or non-adaptive methods in [16] . Basically, adaptive methods are those that determine the tuning parameter at each iteration of the minimization process and the non-adaptive methods estimate λ only once and its value is used for all the following iterations. For purposes of this article, methods that perform real-time tasks for pose estimation are selected for comparison.
Adaptive methods such as [12] and [15] estimate the tuning parameter by obtaining the ratio between the Median Absolute Deviation (MAD) of the photometric and geometric error functions. In [11] the uncertainty between the metric measurements is compensated by computing the covariance matrix between both metric errors and in [14] the tuning parameter is obtained by a sigmoid function which increases the importance of the photometric error over the geometric error or viceversa. The strategy proposed in [13] is classified as the non-adaptive since λ is chosen experimentally.
The aim of this article is to provide an extended framework of a previous work on fusing different metric measurements via the Point-to-hyperplane ICP approach [17] . The invariance to any tuning parameter will be proven mathematically, which will demonstrate that the Point-to-hyperplane ICP method is invariant to λ in hybrid pose estimation processes if the normals are estimated in higher dimensions. Particularly, here the method is applied for RGB-D pose estimation in a 4D and 6D space by fusing both geometric and photometric techniques based on Point-to-plane ICP and direct methods, respectively. With respect to previous work, this paper addresses the issue of computing the 4D normal when geometric or photometric information together are not available. Various real RGB-D sequences that allow to better compare texture vs structure will be compared for the proposed method alongside hybrid strategies that estimate a scale factor. This paper is organized as follows: In Section 2 an overview of the hybrid method briefly explains how the RGB-D pose estimation can be performed by jointly minimizing over the color and depth by using a direct method for the color and Point-to-plane ICP for the geometric 3D points. In this section it will be shown that the tuning parameter λ has a huge influence on these methods. In Section 3 the Point-to-hyperplane ICP method will be introduced and the invariance to the scale parameter will be demonstrated by minimizing the error as a single vector for n-dimensions. Finally, extended results for both, real and synthetic environments, will be shown.
Hybrid RGB-D pose estimation
Hybrid approaches have been useful when color or depth alone are not significant enough for obtaining a correct alignment between RGB-D frames, that have been acquired at different times and that are not in correspondence. A IRLS pose estimation process can be employed to minimize the geometric or photometric error functions separately, but hybrid methods estimate the unknown pose by iteratively minimizing the non-linear error functions simultaneously. Hybrid methods can converge faster than using geometric or photometric approaches individually, and attempt to retain the main benefits of each by weighting their respective contribution.
Joint error for pose estimation
The generated errors between two sets of extended measurements (color + depth) can be jointly minimized to estimate the pose since the color and depth pose estimation pipeline shares too much similarity. So-called hybrid methods have been introduced to minimize both error functions simultaneously, where a 3D Euclidean point P i ∈ R 3 is associated with an unique intensity I i by weighting each contribution with an uncertainty factor λ λ λ. Consider here two augmented point clouds obtained at different times. Let M * be the reference point cloud and M be the current point cloud measurements. The hybrid error function for the i − th joint measurement vector, e Gi and e Ii (geometric and photometric error, respectively) can be represented as:
where . A 3D Euclidean point can be determined by using the depth-back-projection function as:
where Z i ∈ R + is the depth measurement for each pixel coordinate
of the depth image and K ∈ R 3×3 is the intrinsic camera calibration matrix as:
where f is the focal distance, s θ is the skew angle of a pixel (which is usually set to 0), w and h is the width and height of the image, respectively and c x , c y are the coordinates of the center of the image. The 6DOF (Degrees of freedom) pose parameter x can be decomposed into rotational and translational components and it will be defined here via the homogeneous transformation matrix (3) which is parametrized by the linear υ υ υ ∈ R 3 and angular velocity ω ω ω ∈ R 3 , respectively. The relationship between the velocity twist and the homogeneous pose matrix is given by the exponential map as T(x) = e [x] , with the operator [·] defined as:
Here the non-linear error defined in (1) is minimized iteratively using a Gauss-Newton approach to compute the unknown 6DOF pose parameters with increments given by:
where J = [ J G J I ] is the stacked Jacobian matrix obtained by deriving the stacked error functions, and the weight matrix W = diag(ρ 1 , ρ 2 , · · · , ρ n ) contains the stacked weights associated with each set of coordinates obtained by M-estimation [4] . Often, robust M-estimation is performed separately for each different measurement type. Advanced˙Robotics˙Journal˙2017 The cited hybrid strategies [11] [12] [13] [14] [15] perform the Point-to-Plane ICP algorithm [2] and a direct image-based method [5] whilst minimizing the error simultaneously. Generally, these approaches minimize an error function 1 similar to:
where
is the warped 3D point and N * i ∈ R 3 is the surface normal for each 3D point P * i ∈ R 4 . In the photometric term, I I I w i = I I I ω( TT(x), P * i ) is the warped image through the geometric warping function ω(·) as:
where The closest image intensity is found by interpolating the current intensity function at the warped pixel coordinates. Therefore, the corresponding intensities can be estimated as:
The 3D point correspondences and the matched intensities are defined as P m i and I m i , respectively. Finally, the pose estimation T(x) is computed at each iteration and is updated incrementally as: T ← TT(x) until convergence. and (c) when λ is estimated at each iteration [15] . An example of a cost function is shown in (d), which indicates that the number of iterations can be improved when a good choice of λ is made.
Uncertainty between depth and color
Since the geometric and photometric measurements and subsequently their uncertainties are not in the same units or order of magnitude, the contribution in the minimization process of each measurement should be weighted to compensate for the relative uncertainty between the different error functions. Consider as an example the case when the intensity is almost uniform in the scene but the geometric features are not (Figure 2 (b) and 2(a)). The pose estimation function should give more importance to the geometric features since the errors generated in the photometric term are not significant enough to constrain all degrees of freedom. On the other hand, the opposite case can be found when rich texture can be registered from flat surfaces (Figure 2 (d) and 2(c), the geometric information does not constrain all degrees of freedom for obtaining the alignment. An example of the influence of λ λ λ = diag(λ X , λ Y , λ Z , λ I ) in the minimization process is shown in Figure 3 where a Gaussian distribution has been fitted into the residuals. As is shown in (1), each intensity is associated with its corresponding 3D Euclidean point through a matrix λ λ λ that scales the importance of the geometric points w.r.t. the intensities. As mentioned in the introduction, many methods have been proposed to choose this parameter ranging from manual tuning to more complex estimation approaches. Manually fixing λ λ λ is not optimal nor efficient for real-time applications, and estimating its adequate value can require extra computational cost. Various strategies, which obtain λ λ λ in different ways, have been cited in [17] . Three efficient real-time possibilities will be considered here and they will be compared in the results section. They include adaptive methods: such as the ratio of the Median Absolute Deviations (MAD) [15] or computing the covariance matrix for each measurement vector as in [11] , and non-adaptive methods: using the normalization of the metric measurements to scale the relative error distributions. 
Point-to-hyperplane ICP
The aim of this paper is to present a method that performs RGB-D registration by minimizing over color and depth components simultaneously in such a way that it is invariant to the scale between both measurements. The n-D space generated by considering measurement vector of n-Dimensions, has additional degrees of freedom. The proposed method therefore consist in extending the classic Point-to-plane method [2] for 2D and 3D points, to higher dimensions. Therefore, the estimated n-dimensional normal (as well as the 3D normal) will be orthogonal to a surface in n-dimensions which spans both geometry and color. This n-dimensional surface will be referred in this paper as the hyperplane.
Based on the Point-to-plane method for 3D points, an error function in higher dimensions can be defined as follows:
where a tuning parameter λ = det(λ λ λ) is added to deal with the uncertainty between different measurements and the normal N * i is perpendicular to the formed hyperplane. For the purpose of this article, 4 dimensions will be considered (3D Euclidean points + intensity) for the experimentation (See Figure 4) . The 4-vector is defined as M i = [P i I i ] ∈ R 4 . The normals N * are computed on the reference 4D measurements vector M * , which will be referred throughout this paper as the reference dataset. Therefore, the pose vector x can be estimated by iteratively minimizing the error function that projects the Point-to-point distance onto the normal direction as:
3.1. Invariance to a tuning parameter λ
The invariance to any scale factor λ λ λ = diag(λ 1 , λ 2 , · · · , λ n ) in the Point-to-hyperplane ICP method was experimentally observed in [17] and a demonstration to this invariance is given in [16] , where the mathematical proof of the following lemma is given: Lemma. The integrated error e H in n-dimensions is invariant to the relative scale λ if it is minimized by a Point-to-hyperplane ICP method.
The projection of the error onto the normal direction has the effect of canceling out the effect of λ = det(λ λ λ) between the geometric and photometric error since the direction of the normal is invariant to any tuning parameter. The mathematical proof given in [16] , demonstrated that the error function is not influenced by any scale parameter if the n-dimensional normals are normalized. In fact, for this paper it was observed that the invariance to the scale parameter is due to the fact that the elements of λ λ λ have no influence on the direction of the estimated normals. For purposes of simplicity, this invariance will be shown for the 2D case here. 
that can be written as:
. For simplicity this last will be written as:
The projection of the point-to-point error
defines the distance of a point to a line ( Figure 5(a) ). It is clearly seen that the error function can be computed as:
, where is demonstrated that the tuning parameter λ λ λ has no effect on the minimization process since it has no influence on the direction of the normal and it scales its magnitude only.
The invariance for the 3D case has been demonstrated in [16] and it has been extended to ndimensions. In this paper, a better presentation of the proof will be given. The normal in three dimensions is obtained by performing the cross product between two hybrid vectors, scaled by λ λ λ = diag(λ X , λ Y , λ I ) (2D geometric points + intensity) as:
where V ik and V il are defined as the k − th and the l − th closest point to M * i that lies on the reference dataset as
, respectively (See Figure 5(b) ). Therefore, a 3D normal at the i − th reference point is obtained as follows:
The error function generated between two sets of 3D hybrid measurements can be defined then as:
The estimation of the normal presented in (10) can be easily extended to higher dimensions. The n-dimensional normal is estimated by performing the n-dimensional cross product between the n − 1 vectors such as:
The n-dimensional error function [16] between two sets of measurements can be defined as:
, which can be re-written as:
where det(λ λ λ) = λ 1 λ 2 · · · λ n . The aforementioned normals can be computed by performing an n-dimensional cross product but other strategies can be equally used. In the Generalized-ICP strategy, the PCA (Principal Component Analysis) is computed. The eigenvector associated with its lowest eigenvalue is considered as the normal. Recently, an alternative solution has been provided in [3] , where the normals are efficiently and accurately computed by performing the Prewitt operator on projected spherical coordinates onto a spherical range image. This approach, however, only applies to the 3D case. For the 4-dimensional case presented in this article, a PCA analysis was performed to estimate the 4D normal, which can be written as:
, where N 1 , N 2 , N 3 and N 4 are the components of the normal. These components can be estimated by considering the lowest eigenvalues of the nearest 4D points to a central i − th 4D point ( Figure 6 ). Therefore, equation (6) can be rewritten for the 4-dimensional space as follows:
where det(λ λ λ) = λ X λ Y λ Z λ I .
Results
In order to evaluate the Point-to-hyperplane ICP method, some parameters considered for the experiments are established. All the experiments were performed on both, real and synthetic RGB-D grayscale images in MATLAB. Furthermore, visual SLAM in real-time was performed in C++.
All the experiments were validated on a PC with Ubuntu 14.04, Intel core i7-4770K and 16GB ram. A multi-resolution pyramid was used to improve computational efficiency (resolution: 160 × 120 at the top), where a pose is estimated at the top of the pyramid and the estimated transformation is employed to initializate the transformation in the next level until reaching the base of the pyramid.
The minimization process can be stopped by two criteria: an established maximum number of iterations (200 iterations for the experiments performed in this paper) or if the norm of the pose parameter is less than 1 × 10 −6 in rotation and 1 × 10 −5 in translation. To reject outliers, the Huber influence function was employed in only one M-estimator (as opossed to [11, 12] where the M-estimation is performed separately for color and depth). The M-estimation allows the use of different minimization functions not necessarily corresponding to normally distributed data.
The Point-to-hyperplane ICP method is compared in this paper with variants (which differ in how the uncertainty factors λ λ λ = diag(λ X , λ Y , λ Z , λ I ) are estimated) of the error function proposed in [12] . For this strategy, the classic Point-to-plane [2] approach is employed to minimize the geometric term and a direct method for the photometric term as:
where the first and second row correspond to the geometric and photometric error function, respectively. P m i ∈ R 3 is the closest 3D Euclidean point in the current cloud,R ←RR(x) is the incremental update of rotations,
are the normals of the reference points and Π 3 = [1, 0] ∈ R 3×4 is the projection matrix. For the purposes of this paper, the photometric term is minimized by using the Second Order Minimization (ESM) method [19] .
A strategy to locally find the closest points is needed for computing the normals. The nearest neighbours to a central pixel in the image are considered to find its associated 3D point. At least three 4D points should be considered to estimate the 4D normal. A 3 × 3 window was considered in this paper for the experiments, which estimate the resultant normal of the 8 nearest neigbours (Figure 6 ). For the real-time application, however, a 2 × 2 window is employed to speed up the performance. It should be mentioned here that the computational cost is linear to the size of this window, but the accuracy is increased.
For the comparisons, the performance of the Point-to-hyperplane ICP method is compared with three different strategies that compute a non-adaptive or adaptive λ λ λ: 1) The intensities are normalized λ I = I i /255) (non adaptive), 2) an adaptive λ λ λ as in [15] , where the scale parameter is the ratio between the Median Absolute Deviation (MAD) of the errors λ G = M AD(e I )/M AD(e G ) and 3) the covariance matrix of the metric errors as λ λ λ = cov(e G , e I ). For this last strategy, the T-distribution was employed to reject outliers as in [11] . The minimization of the error presented in (13) will also be compared with a λ λ λ = eye(1) (λ λ λ is not estimated) in order to demonstrate that the parameter λ λ λ can improve the hybrid methods if it is well estimated. Alternatively, the estimation of the closest points were also done by searching a k d-tree (Labeled in Figure 7(b) as  NN4D) . This strategy demonstrated a better performance while aligning the frames when they are not close enough, but increasing the computational cost. A similar performance was observed in the 1000 synthetic frames that were equally tested. The label NN4D indicates that the nearest neighbours were obtained by using a k d-tree in the first iteration. Table 1 . Averages in time and in the number of iterations until convergence for 1000 synthesized Images at Random Poses. The legend NN4D or NN6D indicates that the closest points were estimated in the first iteration only by searching the nearest neighbours in the 4D or 6D k d-tree.
Method # Iterations Time (sec)
Hybrid (λ λ λ = ones) 157.668 2.046 Hybrid + non-adaptive λ I = I i /255
124.419 1.598 Hybrid + non-adaptive λ I = I i /255 (NN4D) 116.609 1.563 Hybrid + adaptive λ G = M AD(e I )/M AD(e G ) [15] 154.966 2.010 Hybrid + adaptive λ λ λ = cov(e G , e I ) [11] 155.455 6.079 Point-to-hyperplane (3D points + Intensity)
48.038 0.531 Point-to-hyperplane (NN4D)
13.224 0.191 Point-to-hyperplane (3D points + RGB) 96.79 2.1572 Point-to-hyperplane (NN6D) 79.439 1.7978
(h) lvr traj2 Figure 8 . Examples of the Absolute Trajectory Error evaluation obtained by the Point-to-Hyperplane method. The benchmarck datasets [20] and [21] were used.
Simulated environments
The performance of the aforementioned strategies were compared in a synthetic environment.
The motivation for using synthetic data is that the generated images provide a groundtruth for the evaluation since the transformation between the frames is known. For the comparisons, 1000 synthesized RGB-D frames were generated with random poses and Gaussian noise was added. Averages in time and number of iterations are shown in Table 1 2 . The time shown, however, does not consider the computation of the normals or construction of the k d-tree in the reference image. Therefore, for the employed RGB-D image in this experiment, the normals obtained 9.33 seconds for a 3 × 3 window and the construction of the k d-tree took 0.0056 seconds in MATLAB. For comparisons in this experiment, the matching points obtained by the k d-tree were used by considering 4D and 6D points. It was observed that the searching of the closest points by using this strategy reduces the number of iterations and convergence time if it is performed in the first iteration only. The chances to find the true nearest neighbours increases when more dimensions are considered. This is useful when the overlapping area between RGB-D frames is not large enough. However, the searching of the closest points in the k d-tree require extra computational time. Therefore, for purposes of this paper, only 4 dimensions were considered (This balances the computational cost and accuracy while estimating the pose). Figure 7(a) shows an example of the estimated trajectories in the convergence domain by different strategies.
Real environments
The well known living room ICL-NUIM RGB-D [20] , freiburg1 and freiburg3 TUM [21] benchmark datasets were employed to perform visual odometry to compare different hybrid strategies. For this experiment, a frame-to-frame alignment was employed. The estimated poses were used to evaluate the ATE (Absolute Trajectory Error) and RPE (Relative Pose Error). Various examples of the ATE evaluation for the Point-to-hyperplane ICP method are shown in Figure 8 , where it can be seen that the Point-to-hyperplane ICP method can obtain close solutions w.r.t. the groundtruth without employing extra strategies for pose refinement or loop closure methods. Table 2 . Averages in Time (miliseconds), number of iterations, Relative Pose Error (RPE) and Absolute Trajectory Error (ATE) for the synthetic dataset [20] . It can be seen that the Point-to-hyperplane method [17] improves hybrid methods that combine the direct approach and the geometric Point-to-plane approach. The numerical results are shown in Table 2 , where the methods are listed as follows:
(1) Hybrid + non-adaptive λ I = I i /255 (2) Hybrid + non-adaptive λ I = I i /255 (NN4D* 3 ) (3) Point-to-hyperplane (4) Point-to-hyperplane (NN4D) (5) Hybrid + adaptive λ G = M AD(e I )/M AD(e G ) [15] (6) Hybrid + adaptive λ λ λ = cov(e G , e I ) [11] From Table 2 , it can be seen that the Point-to-hyperplane methods improve other methods while obtaining less computational cost and less number of iterations. It was observed that when the frame-to-frame alignment is employed, the Strategies 2 and 4 obtain about the same results as Strategies 1 and 3, respectively. Therefore, the results for these strategies are shown together in Table 3 , where it can be noted that the adaptive λ methods obtained less ATE and RPE error for the freiburg3 sequences (benchmark structure vs texture), however the computational cost is high w.r.t. Point-to-hyperplane strategies. It can be noted that the Point-to-hyperplane ICP method obtained more robust results in challenging 360 degree scenarios.
The results obtained by performing visual odometry in the synthetic environment demonstrated the robustness of the Point-to-hyperplane ICP method when rich color and depth features can be associated. During the experiments in real scenarios, the Point-to-hyperplane ICP method obtained better estimations in challenging sequences with blurred images such as fr1/room and fr1/360 (closed loops), demonstrating the robustness of the method. It was observed in the experiments that adaptive methods can improve the accuracy of the pose estimation methods when rich geometric and photometric information is available (as the case of sequences fr/3), however they were not robust enough for closed loop sequences. On the other hand, non adaptive methods achieved faster convergence and they obtained better estimations for sequences as fr1/desk, fr1/desk2 (where the sequences contain several sweeps) and fr1/floor, where the geometric features are not significant enough but texture. An example of the performance of the Point-to-hyperplane method can be shown in Figure 10 , where the 3D reconstruction of loop closed sequences is obtained by transforming the cloud of points by the estimated 6DOF pose parameter. 
Visual SLAM
The Point-to-hyperplane ICP method has been implemented successfully for real time applications by employing the ASUS Xtion sensor. The proposed method here has demonstrated its robustness in a long corridor which contain similar geometric and photometric features (See Figure 9) . The depth map obtained by the sensor contain holes in the depth map which are not valid values. This can generate a problem in the estimation of the normal for the Point-to-hyperplane ICP. In previous works, the corresponding intensities with non-valid depth values were considered as outliers. Another solution is to interpolate the surrounding valid depth values or assign the value of the closest point. By doing this, the method can achieve the main advantages of the Point-to-plane ICP or the direct method if either the color or the 3D point are not available.
The implementation of the Point-to-hyperplane ICP method in real-time can be an alternative for performing visual navigation, 3D reconstruction and localization of robotics platforms. The method can be also used for combining other types of measurements obtained by different sensors.
Conclusion
In this article, extended results of previous works on the Point-to-hyperplane strategy were shown. Particularly, the method has been extended to higher dimensions (3D Euclidean points + intensity and 3D Euclidean points + 3 channels of color) and it was mathematically demonstrated that the joint error function projected onto the normal direction has the effect of canceling out the λ tuning parameter since it does not change the direction of the normal. The future aim is to exploit other types of measurements for estimating the pose.
Two strategies for obtaining the closest points were compared, k d-trees and bilinear interpolation. For the benchmark sequences presented, both strategies obtained about the same performance. The bilinear interpolation was employed for the real-time application where a 2 × 2 window, which has been used to improve the computational cost. The real-time visual SLAM is running under CPU, obtaining a mean computational time of 1236 ms for the estimation of the normals in 4 dimensions. As a future work, the proposed method here will be implemented using GPU and a refinement method will be employed by estimating the global pose for a keyframe-to-frame and keyframe-to-keyframe tracking.
The reconstructions can be refined by any post-processing algorithms. The post-processing refinement strategies were not introduced here, but strategies that perform global convergence can be considered [22] [23] [24] . The refinement of the Point-to-hyperplane method has been recently performed by estimating the global pose of a RGB-D frame w.r.t. the generated 3D model in [25] . . 3D reconstruction of sequences freiburg1: room, 360, plant and teddy (shown at each row, respectively). In the first column the groundtruth obtained by an external motion capture system is shown, the second column shown the result of the Point-to-hyperplane method. This difficult 360 degree sequence with motion blur shows that the proposed method can achieve more robust estimations.
