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Clustering of particles falling in a turbulent flow
K. Gustavsson, S. Vajedi, and B. Mehlig
Department of Physics, Gothenburg University, 41296 Gothenburg, Sweden
Spatial clustering of identical particles falling through a turbulent flow enhances the collision rate
between the falling particles, an important problem in aerosol science. We analyse this problem
using perturbation theory in a dimensionless parameter, the so-called Kubo number. This allows
us to derive an analytical theory quantifying the spatial clustering. We find that clustering of small
particles in incompressible random velocity fields may be reduced or enhanced by the effect of gravity
(depending on the Stokes number of the particles) and may be strongly anisotropic.
PACS numbers: 05.40.-a,47.55.Kf,47.27.eb
Particles suspended in an incompressible turbulent
flow may cluster together even though direct interactions
between the particles are negligible. This phenomenon is
due to the inertia of the particles. It has been studied
extensively in experiments [1–3] (see [4] for a review), in
direct numerical simulations (DNS) [5–8], model simula-
tions [9], and by theoretical approaches [10–14]. In most
DNS, model simulations, and theoretical studies of clus-
tering, the effect of gravity is neglected. Those DNS that
incorporate gravity tend to show that clustering is weak-
ened when gravity causes the particles to fall through the
flow [15–19]. But it has also been reported that gravity
may increase clustering of particles falling through a tur-
bulent flow [19], see also [15].
Clustering is commonly explained to be due to the fact
that inertia allows the suspended particles to spiral out
from vortices and gather in straining regions of the flow
(‘Maxey centrifuge effect’ [10]). This mechanism was de-
rived assuming that the inertia of the particles is not too
large, their Stokes number St ≡ 1/(γτ) must be small.
Here γ is the Stokes drag coefficient and τ is the smallest
characteristic time scale of the flow (the Kolmogorov time
in turbulent flows). Even though the fluid-velocity field
is incompressible, the particle-velocity field acquires a de-
gree of compressibility due to this effect. The strength
of spatial clustering is determined by the divergence of
the particle-velocity field. Since the explicit dependence
upon the gravitational acceleration g drops out when this
divergence is taken, it is argued that gravity does not
affect clustering when St is small. But gravitational set-
tling affects the fluctuations of the flow-velocity gradients
seen by the falling particles. In particular, if the gravity
parameter [20] F ≡ |g|τ/u0 is large enough (u0 is the
Kolmogorov speed), then gravity pulls particles through
the vortices. How does this affect the spatial clustering of
the falling particles? Do the particles have time to spiral
out from the vortices, or is the Maxey effect destroyed?
What happens at larger St where ‘preferential sampling’
in the absence of gravity is strong, but the particle posi-
tions are less correlated with the straining regions of the
flow? How can we explain and quantify the anisotropy
in the spatial patterns introduced by gravity (Fig. 1)?
a b
FIG. 1: (Online colour). Density of particles falling in a
two-dimensional random velocity field u(r, t) =∇ψ(r, t)∧ eˆ3
in the negative y-direction according to Eq. (1). Here eˆ3
is a unit vector orthogonal to the plane, and ψ is a Gaus-
sian random function with zero mean and 〈ψ(r, t)ψ(0, 0)〉 =
(u20η
2/2) exp[−|t|/τ − r2/(2η2)]. White/red regions show
low/high particle densities. Size of the area shown: 10η× 7η.
Parameters: Ku = 1, F = 1, St = 0.2 (a) and St = 10 (b).
Finally, the inertial-particle dynamics exhibits ‘caustics’
[21, 22] where the phase-space manifold that describes
the position dependence of the particle velocities folds
over. This gives rise to large velocity differences between
close-by particles [23–28]. How is the rate of caustic for-
mation affected by gravity? These open questions are
of crucial importance for the process of rain initiation in
warm turbulent rain clouds [29].
In order to answer these questions and to quantify the
degree of clustering of particles falling through a turbu-
lent flow we analyse a model system: particles subject
to gravity in a random velocity field in two spatial di-
mensions (see [14] and caption of Fig. 1). We expect
no essential difference in three dimensions. The model
has three dimensionless parameters: St, F, and Ku. The
Kubo number Ku ≡ u0τ/η (η is the smallest characteris-
tic length scale of the flow) is a dimensionless correlation
time. In this Letter we show how to compute the dynam-
ics of the falling particles perturbatively, taking into ac-
count recursively that the perturbations due to the flow
velocity cause the actual particle trajectory to deviate
from its deterministic path. This yields an expansion in
Ku [14, 30, 31], and results in analytical expressions for
the degree of clustering and its anisotropy as functions
of St, F, and Ku. Neglecting effects due to finite particle
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2size, we model the dynamics of a particle as
r˙ = Kuv , v˙ = (u(r, t)− v)/ St + F gˆ . (1)
Here dots denote total time derivatives (d/dt), r and v
are particle position and velocity, u(r, t) is the fluid ve-
locity evaluated at the particle position, and gˆ ≡ g/|g|
points in the negative y-direction. In Eq. (1) time- space-
and speed scales are de-dimensionalised by the character-
istic scales τ , η, and u0 of the flow.
Preferential sampling is characterised by the diver-
gence ∇ · v of the particle-velocity field. We com-
pute the time average of ∇ · v in terms of the ma-
trix Z of the particle-velocity gradients Zij ≡ ∂vi/∂rj
[11, 13, 14]. The dynamics of Z follows from Eq. (1):
Z˙ = St−1(A − Z) − KuZ2, and the effect of gravity is
implicit in the dynamics of the matrix A of fluid-velocity
gradients with elements Aij ≡ ∂ui/∂rj evaluated along
particle trajectories. To compute the dynamics of A(rt, t)
along a particle trajectory rt, we expand around the de-
terministic (u=0) solution r
(d)
t of Eq. (1):
r
(d)
t = r0 + Kuvst−Ku St(v0 − vs)(e−t/ St − 1) . (2)
Here r0 is the initial position of the particle, v0 is its
initial velocity, and vs ≡ F St gˆ is its settling velocity
when u = 0. The deviation δrt ≡ rt − r(d)t is given by
the implicit solution of Eq. (1):
δrt =
Ku
St
∫ t
0
dt1
∫ t1
0
dt2e
(t2−t1)/ Stu(rt2 , t2) . (3)
For small Ku the deviation δrt is small and we expand
the dynamics of Z and A in powers of δrt. This results in
an expansion of TrZ in powers of Ku, expressed in terms
of products of u(r
(d)
t , t) and its gradients. We compute
the steady-state average 〈TrZ〉∞ = 〈∇ · v〉∞ using the
known statistics of u(r, t). To order Ku3 we find
〈∇ · v〉∞ = 3 Ku
3
4 St5 G8
{
2 G2 St3(5 + 4 St +3 St2−G2 St2(1 + St)) + (1 + St)3(2(1 + St)2 −G2 St2(St−3))F
[
1 + St√
2 St G
]2
−
√
2 G St2(13+17 St+15 St2+3 St3+G2 St2(4−St−3 St2)+G4 St4)F
[ 1+St√
2 St G
]
−4 G St(1+St2(2+St2+G2))F
[ 1
G
]
− 2√pi(1 + St2) G(−2 + St2(−2 + (−3 + St2) G2))
∫ ∞
0
dt exp
[
G−2 − t/St−G2 t2/4
]
erfc
[
G−1 +G t/2
]}
, (4)
where F [x] ≡ √piex2 erfc(x) and G ≡ Ku St F (Ku is
small but G can take any value). Details are given in the
supplemental material [32].
Preferential concentration. A series expansion of
Eq. (4) to lowest order in St with G treated as an in-
dependent parameter gives [32]:
〈∇ · v〉∞ ∼ 3 Ku3 St2/(4 G5)
× (4 G−6 G3−(4− 4 G2 +3 G4)F [G−1]) . (5)
Eq. (5) describes preferential sampling due to the Maxey
centrifuge effect. In the limit G → 0 Eq. (5) approaches
〈∇ · v〉∞ ∼ −6 Ku3 St2, see Ref. [14]. Expanding Eq. (4)
for small values of G but arbitrary values of St yields:
〈∇ · v〉∞ = −6 Ku3 St2 1 + 3 St + St
2
(1 + St)3
(6)
+ 9 Ku3 G2 St2
1 + 5 St +12 St2 +20 St3 +4 St4
(1 + St)5
+ . . . .
Eq. (6) shows that gravitational settling reduces prefer-
ential sampling for all values of St provided G and Ku are
small. We attribute this reduction to the fact that grav-
ity causes the particles to fall through structures in the
flow, rendering their preferential sampling less efficient.
Finally, for large G and St Eq. (4) approaches
〈∇ · v〉∞ ∼ −3
√
2pi/Ku3 St /(4 G3) . (7)
The full analytical result (4) is compared to results of
numerical simulations of Eq. (1) in Fig. 2a. We observe
good agreement except when G is small and St is large.
Preferential alignment. Fig. 1b shows vertically ex-
tended structures compared to the more isotropic struc-
tures in Fig. 1a. We now show that this can be explained
by the fact that the separation vector R between two
nearby particles tends to align with ±gˆ for large val-
ues of G. We characterise the alignment between R
and gˆ by the moments 〈(Rˆ · gˆ)2p〉∞ for p = 0, 1, . . .
and Rˆ ≡ R/|R|. Odd-order moments vanish. To find
the even moments we use the small-Ku expansion de-
scribed above. The expansion for Rˆ contains secular
terms as well as terms depending on the initial config-
uration through (Rˆ0 · gˆ)p, v0, Z0, u0, and so forth. Re-
quiring these terms to vanish (see [32]) yields a recursion
which we solve as a power series in G. To fourth order
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FIG. 2: (Online colour). Average divergence of particle ve-
locity field 〈∇·v〉∞, and moments of the alignment 〈(Rˆ·gˆ)2p〉
between Rˆ and gˆ shown as functions of St for Ku = 0.1.
Markers show data from numerical simulations of Eq. (1).
a Solid lines show Eq. (4). Dashed lines show the slopes
of the asymptotes (5) with G = 0, and (7). Parameters:
F = 0 (red,◦), F = 0.1 (green,), F = 1 (blue,♦), F = 10
(magenta,4). b Solid lines show results from Pade´-Borel re-
summation of (8) extended to order G78, dashed lines show
the isotropic result. Parameters: F = 1, p = 1 (◦), p = 2 (),
p = 3 (♦), p = 4 (4).
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FIG. 3: (Online colour). Fractal dimension dL and caustic
formation rate J from numerical simulations of Eq. (1). a
Contour plot of dL as a function St and Ku for F = 0. Lines
show Kueff , (13), as a function of St for F = 0 (solid red) and
for F = 1 (dashed blue). b shows dL and c shows J versus
St with Ku = 1 for F = 0 (red,◦) and F = 1 (blue,♦). Black
dashed lines show limiting behaviors for large G in terms of
the parameter Ku2eff St with fitted prefactors. Solid lines show
results of numerical integration of Eqs. (11) and (12).
in G:
〈(Rˆ · gˆ)2p〉∞= (2p−1)!!
2pp!
[
1+
pG2
p+1
− p(41+19p) G
4
4(p+1)(p+2)
]
. (8)
When G = 0 the moments in Eq. (8) equal those of
isotropically distributed orientation vectors Rˆ. For large
values of G, 〈(Rˆ · gˆ)2p〉∞ increases: Rˆ aligns with ±gˆ be-
cause the matrix Z that changes the orientation of Rˆ ap-
proximately follows an Ornstein-Uhlenbeck process with
anisotropic driving. As G→∞ 〈(Rˆ · gˆ)2p〉∞ → 1 corre-
sponding to complete alignment. We have obtained the
expansion Eq. (8) to order 78 in G. Pade´-Borel resum-
mation of this series yields results in excellent agreement
with results from numerical simulations, Fig. 2b.
Clustering of rapidly falling particles. Particles with
large settling speeds are insensitive to instantaneous fluid
configurations. One might expect them to fall uniformly
distributed. But Fig. 1b shows that rapidly falling par-
ticles may cluster despite the fact that they fall too fast
to preferentially sample the flow. We quantify the degree
of clustering by the spatial Lyapunov exponents
λ1 ≡ lim
t→∞ t
−1 lnRt , λ1 + λ2 ≡ lim
t→∞ t
−1 lnAt , (9)
the expansion (contraction) rates of the spatial distance
Rt ≡ |Rt| between two initially nearby particles, and of
the area element At spanned by the separation vectors
between three nearby particles [9, 11, 13, 33–35]. The
Lyapunov exponents characterise the spatial distribution
of the particles; they form a fractal with dimension [36]
dL ≡ 2− (λ1 + λ2)/λ2 (10)
(assuming λ1 > 0 and λ1 + λ2 < 0). We now show how
to evaluate Eq. (10) in the limit of rapidly settling parti-
cles (Fig. 1b), assuming that G  1. The deterministic
settling trajectory (2) for large values of t is r
(d)
t = G t,
and the particles experience rapid fluctuations of the flow
velocity u(r
(d)
t , t). The fluctuations decorrelate rapidly
because particles fall many correlation lengths in a cor-
relation time [38, 39], and we find that the increments
of the separation R and the relative velocity V between
two nearby particles follow a Langevin equation:
δR = V ′ δt′ , δV ′ = −V ′ δt′ + δF . (11)
Here we rescaled t = t′ St and v = v′/(Ku St) as conve-
nient in the white-noise limit [11–13, 30]. Further δF
is Gaussian white noise with zero mean and variance
〈δFiδFj〉 = 2δt′Ku2 St
∑
klDik,jlRkRl. The non-zero
Dik,jl are given by
D21,21 =
3√
8G
F
[
1√
2 G
]
, D12,12 =
G2−1
2 G4
+
D21,21
3 G4
,
D11,11 = D22,22 = −D11,22 = −D22,11 = −D12,21
= −D21,12 = 1
2 G2
− D21,21
3 G2
. (12)
Since D12,12 6= D21,21 we see that gravity breaks isotropy,
as discussed above. In Fig. 3b we show dL obtained by
numerical integration of Eqs. (11) and (12). We observe
strong clustering at large Stokes numbers, in good agree-
ment with the results of direct numerical simulations of
Eq. (1). For F = 0 inertial particles do not cluster at
large St.
4A qualitative explanation of this surprising phe-
nomenon goes as follows. Fig. 3a shows the degree of
clustering as a function of St and Ku for F = 0. In this
case, and for large values of St, the dynamics of Z is given
by a single dimensionless parameter, 2 ≡ Ku2 St /2 [13].
Likewise, for the case of F 6= 0 with G  1, the Z-
dynamics turns out to be governed by a single dimen-
sionless parameter, obtained by a change of coordinates
that diagonalises the noise in Eq. (12). This parameter is
2/G3/2 =
√
Ku/(2
√
St F3/2), c.f. the parameter depen-
dence of Eq. (7): 〈∇ ·v′〉∞ ∼ −3
√
2pi(2/G3/2)2 [here v′
is the particle velocity in the units used in Eq. (11)]. For
a given value of St we map the F > 0 dynamics at large
G onto the F=0-dynamics by defining an effective Kubo
number so that Ku2eff St /2 =
√
Ku/(2
√
St F3/2):
Kueff ∼
{
Ku if St St∗
Ku1/4 /(F St)3/4 if St St∗ . (13)
Here St∗ = 1/(Ku F) is the scale at which the large-G
asymptote meets the G = 0 asymptote.
Following the curve Kueff for Ku = 1 shown in Fig. 3a,
the clustering is approximately unmodified for St < St∗
[see Fig. 3b]. When St > St∗ the effective Kubo num-
ber rapidly becomes so small that the curve reenters the
region in parameter space where clustering occurs. In
this limit the clustering is caused by many independent
random accelerations (‘multiplicative amplification’) [14],
the instantaneous fluid configuration plays no role. For
large F, the curve turns early and clustering may be small
but non-zero for all values of St (c.f. F = 1 and F = 10
in Fig. 2a).
We remark that due to the anisotropy introduced by
gˆ, the matrix structure of the diffusion matrix Eq. (12)
differs from that of the F = 0-case. This makes the
mapping to the effective Ku-number approximate.
Caustics. When caustics are frequent, the expansion
leading to Eq. (4) and related expansions in the white-
noise limit do not converge, as seen in Fig. 2a for large
values of St and F = 0 [11, 13, 14]. However, as shown
in Fig. 3c for St > St∗ caustics are less frequent. For
F = 0 the rate of caustic formation is of the form
J ∼ e−1/(3 Ku2 St) in the white-noise limit provided that
Ku2 St is small [21]. It follows from Eq. (13) that caustics
are deactivated when G becomes large, e−1/(C Ku
2
eff St).
The constant C can be determined by a WKB approxi-
mation, but in Fig. 3c its value was fitted. We note that
caustics are rare when St∗ is so small that the curve in
Fig. 3a turns before caustics are activated.
Conclusions. We have derived a theory describing spa-
tial clustering of particles falling through a turbulent
flow, making it possible to determine how the clustering
depends on the dimensionless parameters of the problem,
F, St, and Ku. Our theory clearly demonstrates that the
inertial response of the suspended particles to flow fluc-
tuations and the effect of gravity are not additive.
For small and intermediate values of St, our theory
shows that particles falling at finite F cluster less, be-
cause correlations between particles and flow structures
are destroyed. This explains earlier DNS results [15–19].
For large values of St, our calculations show that set-
tling particles may cluster strongly. This is surprising
because for F = 0, particles are uniformly distributed at
large Stokes numbers. Our theory shows that when the
particles fall rapidly enough, they see the fluid gradients
as a white-noise signal, giving rise to substantial clus-
tering by the mechanism of multiplicative amplification,
distinct from the mechanism causing clustering at small
Stokes numbers (preferential concentration). This sur-
prising result is consistent with the observations made
in [19], but we note that in turbulent flows sweeping by
large eddies may affect the dynamics of rapidly falling
particles, and the clustering of rapidly falling particles
may be modified by interactions with large eddies.
We find that for large values of St the spatial cluster-
ing is strongly anisotropic because the separation vector
between two neighbouring particles tends to align with
±gˆ. Pade´-Borel resummation of high-order perturbation
theory allows us to quantify this anisotropy.
Finally, we find that the rate of caustic formation is
reduced when St is large and F not too small. This im-
plies smaller relative velocities between identical close-by
particles, resulting in lower collision rates between such
particles.
The problem of particles falling under gravity through
a turbulent aerosol is important for rain initiation in
warm turbulent rain clouds [29]. In this case the Stokes
number takes values St ∼ 10−3(a/µm)2 [20]. The Stokes
number increases as water droplets grow from St ∼ 10−3
for small droplets (size 1µm) to St ∼ 10 for large droplets
(100µm). In the absence of gravity in a flow with
Ku ∼ 1, clustering is largest when St is of order unity.
Typical values of the characteristic scales in vigorously
turbulent rain clouds are τ ∼ 10 ms, η ∼ 1 mm and
u0 ∼ 0.1 m/s [20] which gives Ku and F of order unity
(blue curve in Fig. 3). Gravitational settling begins to
become important for the motion of droplets larger than
about 20µm [40]. The corresponding Stokes number,
St ∼ 0.4, is of the order of St∗ [defined below Eq. (13)]
for vigorously turbulent rain clouds. Our theory thus pre-
dicts that gravitational settling substantially changes the
spatial clustering of rain droplets falling in turbulent rain
clouds. This is expected to significantly increase the rate
of turbulence-induced collision-coalescence of droplets of
similar sizes, while the suppression of caustics at large St
has the opposite effect.
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Supplemental material to ‘Clustering of particles falling in a turbulent flow’
K. Gustavsson, S. Vajedi, and B. Mehlig
Department of Physics, Gothenburg University, 41296 Gothenburg, Sweden
PERTURBATION SERIES FOR THE PREFERENTIAL CONCENTRATION
In the Letter the average divergence of the particle velocity field in the steady state, 〈∇ · v〉∞, is derived using the
perturbative method described in Refs. [14,29,30] in the Letter. This calculation is outlined in the Letter, but for
convenience we provide more substantial information in this supplemental document.
We model the motion of an individual particle using Eq. (1) in the Letter
r˙ = Kuv (1)
v˙ = (u(r, t)− v)/ St + F gˆ . (2)
We want to evaluate∇ ·v taking into account of the local environment experienced by a particle following a trajectory
rt. Here rt is a solution to Eqs. (1) and (2). In order to do this we consider the dynamics of the particle-velocity
gradient matrix Z with components Zij = ∂vi/∂rj evaluated along the particle trajectory rt. We note that∇·v = TrZ.
The time evolution of Z is Z˙ = d[∇vT]/dt =∇v˙T − Z∇r˙T, which is determined by Eqs. (1) and (2)
Z˙ = (A(r, t)− Z)/ St−KuZ2 . (3)
Here A is the fluid-velocity gradient matrix with components Aij = ∂ui/∂rj . To solve Eq. (3) we assume that the
Kubo number Ku is small. This allows for a series expansion of Z and A in terms of Ku in Eq. (3). An implicit
solution to Eq. (3) is given by
Z(rt, t) = Z0e−t/ St +
∫ t
0
dt1e
(t1−t)/ St
[
1
St
A(rt1 , t1)−KuZ(rt1 , t1)2
]
. (4)
By iteratively substituting this expression for Z into the right hand side we recursively determine Z in terms of its
initial value Z0 and of A to any desired order in Ku
Z(rt, t) = Z0e−t/ St +
1
St
∫ t
0
dt1e
(t1−t)/ StA(rt1 , t1)
−Ku
∫ t
0
dt1e
(t1−t)/ St
[
Z0e−t1/ St +
1
St
∫ t1
0
dt2e
(t2−t1)/ StA(rt2 , t2)
]2
+ . . . . (5)
This solution depends implicitly on the gravity parameter F because the A-matrices are evaluated at the actual particle
paths, affected by gravitational settling. In order to expand A(rt, t) in terms of small values of Ku, we first make an
expansion of Eq. (1) in terms of small fluctuations in the velocity field u (small values of Ku) around deterministic
trajectories r
(d)
t . Eqs. (1) and (2) cannot be solved explicitly because of the dependence on the particle trajectory rt
in the fluid velocity field u(rt, t). Eq. (1) has an implicit solution
rt = r
(d)
t +
Ku
St
∫ t
0
dt1
∫ t1
0
dt2e
−(t1−t2)/ Stu(rt2 , t2) , (6)
with deterministic part r
(d)
t given by Eq. (2) in the Letter,
r
(d)
t = r0 + Kuvst+ Ku St(v0 − vs)(1− e−t/ St) . (7)
Here vs ≡ F St gˆ is the settling velocity of Eq. (2) with u = 0.
We assume that the deviation δrt ≡ rt − r(d)t from the deterministic solution r(d)t in Eq. (6) is small. This
assumption is always true for short enough times, but it is also true for times much larger than the correlation time
of the flow if the Kubo number is small enough as we assume here. We make a Taylor expansion of u around the
deterministic trajectories
u(rt, t) = u(r
(d)
t , t) + [δrt ·∇]u(r(d)t , t) + . . . . (8)
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2Iteratively substituting δrt = rt − r(d)t from Eq. (6) and u from Eq. (8) into Eq. (8) we find an expansion of u(rt, t)
in terms of u(r
(d)
t , t) and derivatives thereof. This expansion we cut off at some desired order in Ku. Finally, by
expanding A(rt, t) around r(d)t as in Eq. (8) and inserting this expansion into the expansion for Z, Eq. (5), we obtain
an expansion of TrZ in terms of a sum of products of u(r(d)t , t) and derivatives thereof evaluated at the deterministic
trajectory at different times.
To find the steady-state average 〈TrZ〉∞, we average all terms using the known statistics of the smooth model
flow. We expect the steady-state statistics of Z to be independent of the initial condition v0, Z0 and the initial flow
configuration. We therefore let v0 = vs and Z0 = 0. With this initial condition the deterministic trajectory Eq. (7)
simplifies to r
(d)
t = G t.
In the Letter we use a Gaussian-distributed random velocity field u in two spatial dimensions. Write u = ∇φ ∧
eˆ3/
√
2, where eˆ3 is a unit vector in the z-direction. We take the stream function φ to have zero mean 〈φ(r, t)〉 = 0
and correlation function
〈φ(r1, t1)φ(r2, t2)〉 ∼ e−|t1−t2|−(r1−r2)2/2 . (9)
Inserting this correlation function into the expansion for TrZ, we express the average 〈TrZ〉∞ in terms of multi-
dimensional integrals over spatial derivatives of the correlation function, Eq. (9). Repeated partial integration allows
us to express the expansion in terms of two-dimensional integrals. We work out the large-time asymptotic behavior
of these integrals which allows us to find the average divergence of the particle velocity field 〈∇ · v〉∞ = 〈TrZ〉∞
(Eq. (4) in the Letter)
〈∇ · v〉∞ = 3 Ku
3
4 St5 G8
{
−
√
2 G St2(13 + 17 St +15 St2 +3 St3 + G2 St2(4− St−3 St2) + G4 St4)F
[ 1 + St√
2 St G
]
+ 2 G2 St3(5 + 4 St +3 St2−G2 St2(1 + St)) + (1 + St)3(2(1 + St)2 −G2 St2(St−3))F
[
1 + St√
2 St G
]2
− 4 G St(1 + St2(2 + St2 + G2))F
[ 1
G
]
− 2√pi(1 + St2) G(−2 + St2(−2 + (−3 + St2) G2)) I[G,St] . (10)
Here
I[G,St] ≡
∫ ∞
0
dt exp
[
1
G2
− t
St
− G
2 t2
4
]
erfc
[
1
G
+
G t
2
]}
, (11)
F [x] ≡ √piex2 erfc(x) , (12)
and G ≡ Ku St F is an independent parameter (Ku is small but G can take any value).
In the following we show how to evaluate the limiting behaviours of Eq. (10) for small/large values of St and G
displayed in the Letter. To expand Eq. (10) for small values of St or G we note that the asymptotic behaviour of F [x]
in Eq. (11) for large values of x is
F [x 1] =
∞∑
i=1
(2i− 3)!!(−2)1−ix1−2i = 1
x
− 1
2x3
+
3
4x5
− 15
8x7
+
105
16x9
+ . . . . (13)
To expand the integral I[G,St] in Eq. (12) for small values of St we first rescale t → tSt. Then we expand the
3resulting integrand in St and finally we integrate the expanded integrand. We find
I[G,St 1] = St
∫ ∞
0
dt exp
[
1
G2
− t− G
2 St2 t2
4
]
erfc
[
1
G
+
G St t
2
]
=
St√
pi
∫ ∞
0
dte−t
{
F
[
1
G
](
1− G
2 St2 t2
4
+
G4 St4 t4
32
− G
6 St6 t6
384
)
+ G St t
(
− 1 + St t
2
+ (2 G2−1)St
2 t2
6
− (9 G2−2)St
3 t3
48
− (1− 8 G2 +7 G4)St
4 t4
120
+
(
1− 25 G
2
2
+
105 G4
4
)
St5 t5
2880
)}
+ . . .
=
St√
pi
{
F
[
1
G
](
1− G
2 St2
2
+
3 G4 St4
4
− 15 G
6 St6
8
)
+ G St
(
− 1 + St +(2 G2−1) St2
+
(
1− 9 G
2
2
)
St3−(1− 8 G2 +7 G4) St4 +(4− 50 G2 +105 G4) St5
)}
+ . . . . (14)
Inserting Eq. (14) and Eq. (13) to order x−5 with x = (1 + St)/(
√
2 St G) into Eq. (10) and throwing away all terms
of order higher than St2 gives the small-St limit of Eq. (10) quoted in Eq. (5) in the Letter:
〈∇ · v〉∞ ∼ 3 Ku
3 St2
4 G5
(4 G−6 G3−(4− 4 G2 +3 G4)F [G−1]) . (15)
For small values of G we expand the integrand in Eq. (12) before integrating to obtain
I[G 1,St] =
∫ ∞
0
dt exp
[
1
G2
− t/St−G
2 t2
4
]
erfc
[
1
G
+
G t
2
]
=
∫ ∞
0
dte−(1+St)t/ St
G√
pi
{
1− (1 + t+ t2)G
2
2
+ (6 + 6t+ 4t2 + 2t3 + t4)
G4
8
− (90 + 90t+ 54t2 + 24t3 + 9t4 + 3t5 + t6)G
6
48
}
+ . . .
=
G St√
pi(1 + St)
{
1− G
2(1 + 3 St +4 St2)
2(1 + St)2
+
G4(3 + 15 St +31 St2 +35 St3 +28 St4)
4(1 + St)4
− 3 G
6(1 + St2)(5 + 35 St +101 St2 +147 St3 +96 St4)
8(1 + St)6
+
3 G8(35 + 315 St +1265 St2 +2985 St3 +4593 St4 +4857 St5 +3683 St6 +2187 St7 +1328 St8)
16(1 + St)8
}
+ . . . . (16)
Inserting Eq. (16) and Eq. (13) with x = (1 + St)/(
√
2 St G) and x = 1/G into Eq. (10) and discarding all terms of
order higher than G2 gives Eq. (6) in the Letter:
〈∇ · v〉∞ = −6 Ku3 St2 1 + 3 St + St
2
(1 + St)3
+ 9 Ku3 G2 St2
1 + 5 St +12 St2 +20 St3 +4 St4
(1 + St)5
+ . . . . (17)
In the limit of both St and G being large, we use the lowest-order approximation of F [x] for small values of x
F [x 1] ∼ √pi . (18)
When St,G 1 we also have
I[G 1,St 1] ∼
∫ ∞
0
dt exp
[
−G
2 t2
4
]
erfc
[
G t
2
]
=
√
pi
2 G
. (19)
Inserting these relations into Eq. (10) we find that the first term dominates with the asymptotic behavior of Eq. (7)
in the Letter:
〈∇ · v〉∞ ∼ −
√
2pi
3 Ku3 St
4 G3
. (20)
4PERTURBATION SERIES FOR THE ALIGNMENT OF PARTICLE PAIRS WITH GRAVITY
We compute the alignment of Rˆ with gˆ using the method described in the previous section. Linearisation of Eq. (1)
gives R˙ = KuZR for infinitesimally small separations R. From this linearisation it follows that
dRˆ
dt
= Ku[ZRˆ− (RˆTZRˆ)Rˆ] . (21)
This equation we solve implicitly for Rˆ
Rˆ(rt, t) = Rˆ0 + Ku
∫ t
0
dt1[Z(rt1 , t1)Rˆ(rt1 , t1)− (RˆT(rt1 , t1)Z(rt1 , t1)Rˆ(rt1 , t1))Rˆ(rt1 , t1)] . (22)
We expand this solution in terms of small values of Ku by inserting the expansion for Z obtained in the previous
section, and by repeatedly inserting the solution Rˆ(rt, t) into the right hand side of Eq. (22). This gives Rˆ(rt, t) in
terms of the initial direction Rˆ0 and of spatial derivatives of the flow evaluated at r
(d)
r . Multiplying this expansion
with gˆ and raising the resulting expression to even powers, we obtain an expansion for (Rˆ · gˆ)2p with p = 0, 1, . . . .
After taking an average, we find an expression for the even moments 〈(Rˆ · gˆ)2p〉∞ which involves secular terms and
terms which depend on the initial configuration through (Rˆ0 · gˆ)2p, v0, Z0, u0, etc. To lowest non-trivial order in Ku
the secular term takes the form
〈(Rˆ · gˆ)2p〉secular = tKu
2 p
2 G5
(Rˆ0 · gˆ)2p−2
{
p
[
4(Rˆ0 · gˆ)2((Rˆ0 · gˆ)2 − 1) G((Rˆ0 · gˆ)2 + G2(5(Rˆ0 · gˆ)2 − 6))
− 2((Rˆ0 · gˆ)2 − 1)((Rˆ0 · gˆ)4 + 6 G2(Rˆ0 · gˆ)2((Rˆ0 · gˆ)2 − 1) + 3 G4((Rˆ0 · gˆ)2 − 1)2)
√
2F
[
1√
2 G
] ]
+ 2(Rˆ0 · gˆ)4 G(−1 + 2(Rˆ0 · gˆ)2 + G2(−11 + 10(Rˆ0 · gˆ)2))
− (12 G2(Rˆ0 · gˆ)4((Rˆ0 · gˆ)2 − 1) + (Rˆ0 · gˆ)4(2(Rˆ0 · gˆ)2 − 1) + G4(3− 9(Rˆ0 · gˆ)4 + 6(Rˆ0 · gˆ)6))
√
2F
[
1√
2 G
]}
(23)
Now we average over Rˆ0 · gˆ and require that 〈(Rˆ · gˆ)2p〉secular vanishes to ensure that the steady state is correctly
described (this condition also ensures that the lowest-order dependence on the initial configuration Z0, u0, A0,
. . . vanishes). This procedure results in a recursive relation for 〈(Rˆ0 · gˆ)2p〉∞ in p. We solve this recursion using an
expansion in G, incorporating the boundary condition that
〈(Rˆ0 · gˆ)0〉∞ = 1 . (24)
We expand 〈(Rˆ0 · gˆ)2p〉∞ =
∑∞
i=0 c
(2i)
2p G
2i [terms that are odd in G turn out to vanish due to the boundary condition
(24)]. This expansion inserted in Eq. (23) gives solvable recursion relations for c
(2i)
2p for each value of i. The lowest
order equations (i = 0 and i = 1, the equations for negative values of i are automatically satisfied due to the form of
the expansion of F [1/(√2 G)]) are
0 = 2pc
(0)
2p + (1− 2p)c(0)2p−2 , (25)
0 = 2pc
(2)
2p + (1− 2p)c(2)2p−2 − 4(1 + 2p)c(0)2p+2 + 6pc(0)2p + (2p− 1)c(0)2p−2 . (26)
The first equation has the solution c
(0)
2p = A0(2p − 1)!!/(2pp!), where the recursion coefficient A0 = 1 is determined
by the boundary condition (24), i.e. c
(2i)
0 = δi,0. This gives c
(0)
2p = (2p − 1)!!/(2pp!), which is identical to the result
obtained by isotropically distributed directions Rˆ0. Insert this solution into Eq. (26) and solve the resulting recursion
to find c
(2)
2p = ((A1 + p(1 + A1))(2p− 1)!!)/(2p(p+ 1)!). With A1 = 0 from the boundary condition (24), we find the
second term in Eq. (8) in the Letter. By repeating this procedure to calculate c
(2i)
p for larger values of i we obtain an
asymptotically divergent series (the first few coefficients are tabulated in Table 1). We use Pade´-Borel resummation
to evaluate this series. For the 40 first coefficients this summation works well up to G ∼ 10. Iin Fig. 2b in the Letter
the resummed series up to G = 3 is shown.
5@
@i
p
1 2 3 4
0 1/2 3/8 5/16 35/128
1 1/4 1/4 15/64 7/32
2 -5/4 -79/64 -147/128 -273/256
3 339/32 21/2 1253/128 1165/128
4 -3825/32 -15269/128 -28581/256 -1704941/16384
5 104879/64 105409/64 12678519/8192 2961973/2048
6 -1668951/64 -216094431/8192 -407618699/16384 -763641419/32768
7 1920979179/4096 977072365/2048 7396072887/16384 6942522817/16384
8 -38379090493/4096 -156920472515/16384 -297784337115/32768 -4480484018323/524288
9 1683355599405/8192 1727719300533/8192 52582881150441/262144 24762276181371/131072
10 -40167158309193/8192 -1323779050232049/262144 -2523129742965693/524288 -4759032084160995/1048576
TABLE I: The eleven first non-zero coefficients of c
(2i)
2p used in Pade´-Borel summation to plot the solid lines in Fig. 2b in the
Letter.
