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RESUMO - Apresenta-se neste trabalho um procedimento prático e sua fundamentação estatística para 
detectar e corrigir erros que ocorrem durante o preenchimento de questionários em levantamentos de 
dados estatísticos. Embora tais erros ocorram em pequena proporção, seu efeito freqüentemente é 
desproporcional à sua freqüência. Sugere-se um modelo de correção, que é um caso de modelo de su-
perpopulação associado ao estimador razão. 
Termos para indexação: imputação, erros de resposta, modelo de superpopulação, estimador razão 
THE DETECTION AND CORRECTIÓN OF ERRORS IN ACRICULTIJRAL SURVEYS 
ABSTRACT - A practical procedure and the corresponding statistical aspects are presented in order to 
detect respondent errors. Although It occurs in a small proportion of answered questions, its effect is 
often disproportionate to its frequency. A model for correction is suggestecl which is shown to be a 
case of superpopulation model associated to the ratio estimator. 
Index terms: imputation, respondent errors, superpopulation model, ratio estimator 
INTRODUÇÃO 
Os erros de observação ou de resposta são inevi-
táveis nos levantamentos de dados estatísticos, 
principalmente nos países em desenvolvimento, 
onde os serviços estatísticos às vezes são precários, 
os entrevistadores qualificados são poucos e a po-
pulação resiste a responder perguntas. Embora não 
se possa exigir correção absoluta, também não se 
pode trabalhar com dados de má qualidade, espe-
cialmente em pesquisa científica. Daí ser impres-
cindível a crítica em todas as fases do trabalho e a 
correção de todos os erros que possam comprome-
ter a análise dos resultados. Entretanto, como a ve-
rificação de erros tem de ser cuidadosa para que 
não se introduzam erros ainda maiores e vieses, 
justifica-se a preocupação em estudar procedimen-
tos que sejam, ao mesmo tempo, práticos e estatis-
ticamente válidos. 
Esforços têm sido feitos no sentido de minimi-
zar o efeito dos erros. Um texto básico sobre o 
assunto é o de Zarkovich (1968). No lnstitàto de 
Econnmia Agrícola (IEA) vários trabalhos têm 
sido feitos para verificar e melhorar a qualidade  
das estatísticas agrícolas do Estado de São Paulo. 
Sendin & Carmo (1970) utilizaram intervalos de 
confiança para verificar a qualidade de dados de 
preços recebidos pelos produtores. Pino & Jimenez 
Ossio (1975) descreveram um procedimento para a 
depuração de dados de produção agrícola utilizan-
do computador. Tal procedimento foi testado em 
1974, em levantamentos por amostragem de dados 
para previsão e estimativa de safras da Secretaria 
da Agricultura do Estado do Paraná. No mesmo 
ano foi adotado nos levantamentos por amostra-
gem para previsão e estimativa de safras do Estado 
de São Paulo, sendo até hoje utilizado no IEA. A 
ocorrência de erros nestes levantamentos do IEA 
foi estudada por Pino & Caser (1984), que iden-
tificararn tipos e causas de erros. 
O objetivo do presente trabalho foi o de desen-
volver procedimentos para detectar e corrigir erros 
de resposta que ocorrem nos levantamentos de 
dados em geral, em particular nos levantamentos 
de dados agrícolas, a partir do método descrito em 
Pino & Jimenez Ossio (1975). O trabalho restrin-
ge-se aos aspectos teóricos da questão; avaliaçôes 
numéricas são feitas em Pino & Caser (1984). 
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chamamos de dados observados (ou valores observa-
dos, ou observações) os valores numéricos de uma variá-
vel aleatória obtidos para cada elemento de dada popula-
ção ou de uma amostra dela, chamamos de estatística 
uma função qualquer das observações de uma variável 
aleatória, que não contenha parâmetros desconhecidos, 
por exemplo, a média amostral, o total amostral, o des-
vio-padrão amostral. 
Levantamento de dados é o ato de obter dados obser-
vados para os elementos de uma população. Diz-se que há 
um censo ou levantamento censitário quando todos os 
elementos da população são levantados, e levantamento 
por amostragem, quando apenas uma parte dos elementos 
da população são levantados. 
Os dados obtidos num levantamento são chama-
dos, às vezes, de dados primários (ou dados básicos, 
ou dados originais) e raramente podem ser considerados 
uma informação prontamente utilizável. É mais comum 
que se utilizem estatísticas calculadas a partir dos dados 
observados. Tais estatísticas são chamadas, às vezes, de 
dados elaborados ou dados secundários. Estatísticas cal-
culadas a partir de dados secundários de diferentes levan-
tamentos são chamadas, às vezes, de dados terciários. A 
rigor, dados observados só se transformam em informação 
estatística depois de passados por um processo de inferên-
cia estatística. 
Num levantamento, os dados podem ser obtidos de 
duas formas: a) por medição; b) por entrevista. No levan-
tamento por medição, usa-se um instrumento de medida 
(ou aparelho, ou equipamento) para obter diretamente os 
dados desejados; por exemplo, num levantamento topo-
gráfico. Num levantamento por entrevista, uma pessoa 
(chamada entrevistador ou enumerador) preenche um for-
mulário (ou questionário), entrevistando outra pessoa 
(chamada informante). Eventualmente, o próprio infor-
mante pode preencher o questionário, dispensando o 
entrevistador. Os levantamentos por entrevista são 
comuns na obtenção de dados sócio-econômicos. 
A expressão erro ou desvio estatístico refere-se à medi-
da da diferença entre um valor verdadeiro da população e 
o valor da estatística usada para estimá-lo. Os erros esta-
tísticos podem ser classificados em: a) erros amostrais; 
b) erros não-amostrais. Os erros amostrais devem-se à va-
riabilidade natural na população e ao esquema amostral 
utilizado. Podem ser calculados (se a amostra for mensu-
rável) e controlados dentro do próprio esquema amostral. 
Já os erros não-amostrais são os que não dependem do es-
quema amostral, podendo ocorrer até nos censos. Incluem 
vieses, erros de observação e outros. Geralmente, não po-
dem ser calculados somente a partir dos dados observados, 
nem controlados pelo esquema amostral: são necessárias 
informações de fora do levantamento para seu cálculo e 
controle. Uma estatística diz-se acurada se o erro total 
(incluindo erros amostrais e não-amostrais) for pequeno; 
e diz-se precisa, se o erro amostral for pequeno. 
Os erros de levantamento (ou de observação, ou de 
resposta) são erros não-amostrais que ocorrem durante a 
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execução do levantamento dos dados ou durante seu pro-
cessamento. Incluem erros de medida, erros no preenchi-
mento de questionários, erros de transcrição (inclusive de 
digitação, quando se usa processamento em computador) 
e similares. 
Classificação dos erros de levantamento 
Quanto ao causador, os erros podem ser: a) instrumen-
tais; b) pessoais. Os intrumentais são causados por impre-
cisão ou por falhas do instrumento de medida (aparelho 
ou questionário). Os pessoais são causados pelas pessoas 
envolvidas no levantamento, principalmente entrevistador 
e informante. 
Quanto à previsibilidade, podem ser: a) previsíveis; b) 
imprevisíveis. Os previsíveis podem e devem ser evitados. 
É o caso de erros devidos a entrevistadores não qualifica-
dos ou mal treinados. 
Quanto à variabilidade, podem ser: a) sistemáticos; 
b) variáveis. Os sistemáticos ocorrem sempre; por exem-
plo, os erros devidos à má formulação das perguntas ou 
os erros induzidos pela parcialidade do entrevistador fren-
te ao informante. 
Quanto à determinabilidade, podem ser:a) detectáveis; 
b) não detectáveis. Alguns erros são facilmente detectá-
veis, enquanto outros não o são, por exemplo, se o infor-
mante fornecer um dado incorreto, mas, dentro do que se 
considerar razoável. 
Quanto à corrigibilidade, podem ser: a) passíveis de 
correção;b) não passíveis de correção. 
Causas dos erros de levantamento 
As causas mais freqüentes de erros de levantamento 
centralizam-se: a) no questionário (ou instrumento de me-
dida); b) no entrevistador (ou na pessoa que efetua a me-
dida); c) no informante; d) na digitação. 
Algumas das causas de erros que surgem no questioná-
rio são: erros conceituais nas perguntas, má formulação 
das perguntas (por exemplo, falta de clareza), e imperfei-
ções em geral (Pino 1981). Quanto aos aparelhos de me-
dida, as principais causas são os defeitos no aparelho e sua 
imprecisão. 
No entrevistador (ou na pessoa que faz as medições) 
centram-se causas como: falta de qualificação para o servi-
ço, falta de treinamento para o serviço, não entendimento 
da pergunta, interesse nas respostas, parcialidade frente ao 
informante, falta de atenção, negligência, má-vontade, 
má-fé, tendência pessoal e leitura errada de aparelhos. 
Quanto ao informante, algumas das causas são: resis-
tência a responder perguntas, desconhecimento da impor-
tância e da utilidade do levantamento, falta de registros, 
ignorância, não-entendimento da pergunta, interesse nas 
respostas, negligência, má-vontade, má-fé, tendência 
pessoal, desconfiança, vaidade. 
Na preparação de arquivos de dados para processa-
mento em computador, algumas das causas são: falta de 
qualificação, falta de treinamento para o serviço, falta de 
atenção e negligência. 
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Além de tudo isso, alguns erros podem se dever a cau-
sas geográficas (resultantes de diferenças regionais e de 
dificuldades de acesso e transporte), a causas institucio-
nais (como a desordem nos serviços de algumas institui-
çées) e a causas culturais. 
Verificação da qualidade dos dados 
chamamos de detecção de erros o processo de rever os 
dados procurando por erros (ou possíveis erros), chama-
mos de correção de erros o processo de correção de um 
erro detectado. Ao conjunto dos dois processos, detecção 
e correção, chamamos de depuração: diz-se depurar os da-
dos de erros de levantamento. Também se diz imputação, 
referindo-se ao ato de qualificar um dado como errado e 
atribuir-lhe um novo valor. 
Zarkovich (1968) classifica os métodos de detecção de 
erros em técnicas a priori e técnicas a posteriori. 
Técnicas a priori 
É a verificação por amostragem, que consiste em re-
passes na mesma área através de subamostras da amostra 
principal, levantadas por entrevistadores diferentes da-
queles da primeira passagem. Também se podem incluir 
perguntas no questionário que sirvam de provas. Embora 
cara, esta técnica é particularmente útil quando se tem 
pouco conhecimento sobre o assunto levantado. 
Técnicas a posteriori 
São quatro técnicas: 
1. comparàção dos resultados obtidos com valores es-
perados ou previstos antes de se iniciar o levantamento; 
2. comparação dos resultados obtidos com dados pro-
cedentes de fontes independentes; 
3. estudo de consistência interna (testes dentro do pró-
prio conjunto de dados levantados); 
4. estudo de sobrevivência de grupos (em levantamen-
tos periódicos). 
O objetivo do estudo de consistência interna e da com-
paração com valores esperados é comparar os dados le-
vantados com algum conhecimento geralmente aceito so-
bre o assunto levantado. Nos questionários com muitas 
perguntas sobre o mesmo assunto, aparecem boas opor-
tunidades de estudos de consistência interna. Geralmente, 
a comparação com valores esperados é feita sobre as esta-
tísticas ou dados elaborados, enquanto o estudo de consis-
tência interna é feito diretamente sobre os dados observa-
dos, sendo esta a única técnica a posteriori que pode ser 
utilizada neste caso. 
As técnicas a posteriori apresentam alguns inconve-
nientes, como a necessidade da existência de dados obti-
dos anteriormente sobre o mesmo assunto para compara-
ção. Além disso, sua aplicação é dif ícil nos levantamentos 
em que as características mudam irregularmente em cur-
tos períodos de tempo. 
Correção 
Uma vez detectado um possível erro, é preciso deci-
dir se a correção será mesmo feita e como será feita. A 
correção deve ser cuidadosa, para não se causar erro mais 
grave que o original e para não se alterar a distribuição da 
variável que está sendo levantada. Bom senso é essencial, 
lembrando-se sempre de que corrigir o certo é mais grave 
do que não corrigir o errado. 
Para Backstrom & Flursh (1963), quando forem detec-
tados erros sistemáticos todos os questionários daquela 
área ou daquele entrevistador deverão ser verificados. 
Lembram, também, que a correção deve ser feita no cam-
po, sendo permitida no escritório somente quando houver 
motivos fortes, como a existência de probabilidades irre-
futáveis. Para evitar reincidência de erros nos levanta-
mentos periédicos, deve-se chamar a atenção do entre-
vistador e a do informante para as falhas encontradas. 
Ao serem detectados erros em vários testes de consis-
tência, é necessário decidir quais dos campos (variáveis) 
envolvidos nos testes serão corrigidos. Para isso, Feilegi & 
Ilolt (1976) apresentam métodos que minimizam o nú-
mero de campos a serem corrigidos (podendo a solução 
não ser única). 
DETECÇÃO DE ERROS DE LEVANTAMENTO 
Apresenta-se, nesta seção, um procedimento para de-
tectar erros de levantamento pela técnica de consistência 
interna. O método baseia-se num resultado simples de 
probabilidade: seja X uma variável aleatória tal que 
LIXI < ; então, dado O < e < 1, existem números 
reais a e b tais, que 
P(xl[a, b])<e 	 (1) 
Isto significa que podemos construir um intervalo fini--
to tal que seja muito pequena a probabilidade de essa va-
riável ter valores fora desse intervalo. Então, podemos 
considerar que observações fora desse intervalo de tole-
rância sejam valores estranhos ("outliers") ou valores 
possivelmente errados. 
Seja Xum vetor aleatório mxl, constituído das m va-
riáveis do levantamento. Se f e $ forem funções reais de 
X (inclusive constantes), então, definimos o valor de um 
teste por 
T() (Z) / g) 	 (2) 
com T(X) e [L , L5 ], onde Li e 4 são números reais, 
' 4. Se (e g tiverem significado prático, chamaremos 
T de um teste de consistência interna. 
O resultado (1) garante a existência de L i e 4, desde 
que tenhamos E 1 T(X)I < , o que é equivalente a 
EIf(X)l <ooeEjg('X)l * O. 
Dado um teste de consistência interna, dizemos que há 
urna situação de erro (ou um possível erro) de consistên- 
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cia interna se ocorrer pelo menos uma das seguintes situa-
ções: 
a) Valor baixo, quando T() < Li (menor que o limi-
te inferior); 	 - 
b) Valor alto, quando T() > L (maior que o limite 
superior); 
c) Valor diferente do esperado, quando L1 
=4 =L e 
T * L; esta situação pode ser considerada caso particular 
das duas primeiras; 
d) Valor esquecido, quando g() =0 e f() *0 (deno-
minador nulo) ou quando g() *0 e f() =0 (numerador 
nulo). 
Dizemos "possível erro" porque, como mostrado na 
Fig. 1, é sempre necessário decidir se a correção será feita 
ou não, isto é, quais as causas e se está mesmo errado ou 
não. Em geral, tal decisão cabe a um especialista no assun-
to levantado, mas, eventualmente, a decisão pode ser to-
mada por um computador e depois verificada por um 
especialista (é o que chamamos método automático de 
correção). 
O teste apresentado em (2) pode ser utilizado na de' 
tecção de erros de levantamento. Praticamente, qualquer 
teste de consistência interna pode ser escrito como em 
(2). Além disso, as funções f e g costumam ser funções 
simples, em geral, lineares. 
Determinação do intervalo de tolerância 
O intervalo de tolerância de um teste deve ser defini-
do a priori, antes de se aplicar o teste aos dados. Há três 
tipos de intervalos: 
a) intervalo lógico (quando os limites são estabelecidos 
pela própria lógica do teste); 
b) intervalo histórico (quando os limites são estabeleci-
dos por um conhecimento prévio do assunto); 
c) intervalo áalculado (quando for possível calcular um 
intervalo de confiança para a estatística, baseado nos 
dados levantados, uma vez que sua distribuição seja co-
nhecida). 
A experiência recomenda que os intervalos históricos 
sejam transigentes e elásticos. De fato, se o número de 
erros detectados for muito grande, só haverá duas explica-
ções: ou o levantamento foi mal feito, ou o intervalo de 
tolerância do teste é excessivamente rígido. 
A maneira usual de construir intervalos de confiança 
para estatísticas de variáveis com distribuição normal, 
T±ta .s(T) 	 (3) 
onde s(T) é o erro padrão de T e ta é o valor da variável 
de Student ao nível de significância a, pode resultar ruim 
se a distribuição da variável T afastar-se muito da normal. 
Neste caso, recomenda-se utilizar uma transformação 
apropriada antes de calcular intervalos de confiança, como 
a proposta por Box & Cox (1964): 
se 	 O 
(4) 
log (X + k), se X 0, 
Pesq. agropec. bras., Brasilia, 21(9):979'985, set, 1986. 
onde X é o dado original, x é o dado transformado, e 
k e À são os parâmetros da transformação. 
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FIG. 1. Esquema de depuração de dados com teste de 
consistência interna. 
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CORREÇÃO DOS ERROS DETECTADOS 
Apresenta-se, nesta seção, um procedimento para 
correção dos erros de levantamento detectados. A corre-
ção pode basear-se: 
a) em critérios lógicos (por exemplo: se existem parce-
las e falta o resultado da soma, a correção é óbvia); 
b) em consulta ao campo, ou repasse, ou novo levanta-
mento; 
c) no histórico do informante (em levantamentos pe-
-riódícos, a correção pode ser feita levando-se em conta 
dados do mesmo informante obtidos em levantamentos 
anteriores; este procedimento garante, inclusive, a sobre-
vivência de grupos); 
d) nos outros dados do próprio levantamento (sob 
certas condições, um modelo calculado com os dados 
corretos pode ser utilizado na correção dos dados errados). 
A ordem dos critérios apresentados acima é exatamen-
te a ordem de preferência com que devem ser usados. De 
fato, o procedimento (d) só deve ser usado quando ne-
nhum dos três anteriores for possível. Mesmo assim, con-
forme Fellegi & bIt (1976), ele deve ser utilizado de 
modo a modificar o menor número possível de itens (cam-
pos) do questionário. 
Não há muito que comentar a respeito dos três primei-
ros procedimentos, uma vez que são naturais e auto-expli-
cativos. Detenhamo-nos, portanto, no procedimento (d). 
Seja uma amostra de n elementos e m variáveis e cha-
memos A - fi- ---- n o conjunto de elementos da 
amostra. Analisemos o caso em que os valores das variá-
veia - (X1 ,,, Xh) estão corretos para todos os 
elementos de A, enquanto os valores das variáveis 
- (Xh + i ,  - , X) podem estar errados para alguns 
elementos de A. Seja B o conjunto dos elementos da 
amostra A tal que os valores de X 2  estão corretos. 
Então, a amostra A pode ser vista como uma popula-
ção finita, e a subamostra B, como uma amostra de A. Os 
valores de Y, correspondentes aos elementos de li, podem 
ser utilizados para estimar um modelo especificado. De-
pois, o modelo estimado aplicado aos valores de X 1 cor-
respondentes aos elementos de A-B pode ser utilizado 
para prever os valores de X 2 respectivos, isto é, o procedi-
mento (d) pode ser considerado um caso de modelo de 
superpopulação (na verdade, associado ao estimador ra-
do, como se poderá perceber adiante, como em Royall 
&Cumberland (1981). 
Consideremos a definição (2) e analisemos dois casos 
de interesse, 
Correção de T(X) e f(X) 
O primeiro caso é aquele em que T() e f() devem 
ser corrigidos, ou, equivalentemente, T(XJ e g).  Sejam: 
E[f(Xi)] - T - g(X) 	 e 	 (5) 
ei - «Xi) - E[f(Xi)] 	 (6) 
para i e A. Então, 
(7) 
Supondo-se que os erros e i tenham variância constante e 
covariincia nula, então, T poderá ser estimado ajustando-
-se uma reta de regressão linear simples de f() contra 
g(X). Se usarmos estimadores de mínimos quadrados, 
obteremos: 
f- E f(X1) / E g(X1) 	 (8) 
ieB 	 ieB 
Correção de X2 
O segundo caso é aquele em que T(V  é conhecido e 
f() só inclui elementos de Za- 
Suponhamos que f seja linear, isto é, que exista um ve-
tor de números reais a tal que f() a' LC e que 
aj Xj 
- cj T(XØ g09. (9) 
paraj-h+l,.... m, 
	 11, ..,n 	 e 
Ecli 
Então. 
E ajXaT(Xj)g(X). (10) 
Sejam 
E(Xj1)-cj T(XØg(XØ/a 	 e (11) 
eij - Xjj - E(X1 ) (12) 
paraieA e 
	 jh+l,..., m. 
	 Então, 
k.- CjT(Xi)8(Xj)1aj. 	 (13) 
Supondo-se que os erros ei.  tenham média nula, variãncia 
constante e covariáncia nulk, então, os c1 poderão ser esti- 
mados ajustando-se retas de regressão 'linear simples de 
contra T(X) g(XØ/aj. Se usarmos estimadores de mí-
nimos quadrados obteremos: 
6j 'aj E Xi-!E T(N)g(xj) 	 (14) 
iEB 	 icE 
APLICAÇÃO EM LEVANTAMENTOS AGRÍCOLAS 
Apresentam-se, a seguir, três exemplos típicos em le-
vantamentos de produção agropecuária: 
a) Produtividade 
Sejam as variáveis 
Pesq, agropec. bras,, Brasilia, 21(9):979-985, set. 1986, 
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X(1):Área plantada com algodão, 
X(2):Produção de algodão. 
O teste será dado por f(X) = X(2) e g(X) - X(1), sendo 
T(X) a produtividade ou rendimento agrícola. Neste caso, 
os limites podem ser históricos (produtividade normal-
mente obtida na região) ou calculados sobre os próprios 
dados ou sobre dados obtidos num levantamento anterior. 
Se a produção estiver errada, a correção por modelo 
será dada por 
2(2) '?xw, Com 
X1 (2)/ Z Xi( 1 ), leR 	 leR 
isto é, T será a produtividade média dos que responderam 
corretamente. 
b) Peso de abate 
Seja a variável 
X(1): Peso médio de abate de bovinos. 
O teste será dado por f(X) - X(1) e g(X) - 1 (constan-
te). Os limites podem ser históricos ou calculados. 
A correção por modelo será dada por 
A X(1) = T, com 
calculado sobre os elementos corretos, isto é, T será o 
peso médio de abate dos que responderam corretamente. 
casos como este, em que resultam correções pela média, 
podem distorcer as distribuições. Por isso, Fellegi & bIt 
(1976) recomendam que a correção seja aleatorizada, 
isto é, que um dos valores corretos seja sorteado para 
substituir o valor errado. 
c) Soma 
Sejam as variáveis 
X(1):Área plantada sem financiamento, 
X(2):Área plantada com financiamento, 
X(3):Área plantada total. 
O teste será dado por f(X) X(1) + X(2) e g(X) - X(3). 
Os limites lógicos são Li = Li = 1. 
Se as parcelas estiverem erradas, a correção por mode-
lo será dada por 
2j X(3), com 
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isto é, tj será a proporção média de X(j) na soma. 
OBSERVAÇÕES FINAIS 
Programas de computador usando os procedi-
mentos apresentados neste trabalho encontram-se 
descritos em Pino & Jimenez Ossio (1975). Os 
resultados obtidos no Instituto de Economia Agrí-
cola têm sido considerados satisfatórios. 
Finalmente, convém lembrar que o método 
aqui apresentado não consegue detectar erros de 
levantamento que não fujam do razoável. De fato, 
ele se presta para, numa primeira depuração, eli-
minar os erros grosseiros e aqueles devidos à falta 
de atenção do entrevistador. Por exemplo, no es-
tudo de caso apresentado por Pino & Caser (1984), 
a quase-totalidade dos erros incluíam-se nessa 
classe. Para detectar erros que não fogem do razoá-
vel, é necessário utilizar outras técnicas, como o 
estudo de sobrevivência de grupos, os repasses, e a 
comparação com resultados de outras fontes. En-
tretanto, uma vez eliminados os erros grosseiros, 
os vieses resultantes de erros mais sutis serão cer-
tamente menores. 
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