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Abstract 
Spigler, R. and M. Vianello, Liouville-Green approximations for a class of linear oscillatory difference 
equations of the second order, Journal of Computational and Applied Mathematics 41 (1992) 105-116. 
An asymptotic approximation theorem is proved for the solutions of linear oscillatory three-term recurrence 
equations in a certain class. This result represents a discrete analogue of the well-known Liouville-Green (or 
WKBJI theorem rigorously proved by Qlver for second-order linear differential equations. As in Olver’s 
theorem, precise estimates are obtained for the error terms, and the double asymptotic nature of the 
approximation is made clear. Applications to certain orthogonal polynomials are also given. 
Keywords: Liouville-Green approximation; linear difference equations; oscillatory solutions; orthogonal poly- 
nomials. 
Asymptotic theory for linear recurrence equations is important not only for combinatorics 
and computer science, but also for numerical analysis, orthogonal polynomials, continued 
fractions and many other areas of pure and applied mathematics. In a recent surve:lT paper, 
Nevai pointed out that studying general techniques for deriving asymptr:tics for linear differ- 
ence equations with variable coefficients is still an open research subject (cf. [12, Problem 
2.281). In [20], Wimp and Zeilberger have popularized a powerful method due to Birkhoff and 
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Tr#zinsky [3,4], based on Poincare’s idea of asymptotic power series, to study solutions of 
n-term linear recurrent equations [15]. The original work by Birkhoff and Trjitzinsky was 
extremely massive and difficult, so that in [20] it has been clarified and thin applied to several 
examples; see also [S,il] for other recent results. 
In this paper, we present a first approach to a Liouville-Green (or WlSBJ) theory for linear 
difference equations of the second order (three-term recurrence relations). Ther: are several 
analogies but also important discrepancies between differential and differen,,: equations, so 
that it is often difficult to carry certain properties or methods from the continuum into the 
discrete domain. The purpose of this work is to extend Olver’s results for linear second-order 
oscillatory &firential equations [13, Chapter 6] to the case of linear second-order oscillatory 
ce equations of the type 
A’yn+qnyn=O, nENp, (1 1) . 
A denoting the forward difference operator and 
% =a+-& a>o, (1 2) . 
a being independent of n, and g, being any given sequence asymptotically small (in a suitable 
sense). In (1.0, NP:= {n: n E N, n 2 v), where v E N, Y 2 0. Sometimes we shall use v = - 1. 
The form (1.1) chosen here as the starting point for our analysis represents a kind of canonical 
(or reduced) form for general linear second-order difference equations, apart from an excep- 
tional case (see below). Equation (1.1) is clearly analogous to the so-called Sturm-Liouville (or 
Jacobi) canonical form for differential equations. In fact, if one starts from 
one obtains equation 
A’Y, + a, AY: + bJ, = 0, n E N,,, (1 41 . 
where 
an =A, + 2, b,=A,+B,+l. (1 5) . 
Conversely, any equation like (1.4) can be transformed into (1.3) (with A,, Br, given by (1.5)). 
h”Ioreover? similarly to the case of differential equations, (1.4) can be transformed into (1.1) by 
setting 
Xl = any,, (16) . 
with 
n-2 n-2 
ae=a,+, I-w ’ - ia,) =““+I n (-+A), n>,v+2, (1 7) . 
k=u k=u 
far, ad LY,+~ f 0 being arbitrary constants), as it can be easily checked. Correspondingly, we 
obtain 
4Bn 
4, = -l-t- --=-l+ 
Wtl -a, + 1) 
‘fzAn-* ( a,-2)(a,_,-2)’ n’v+l’ 
(1 8) . 
4, = [A2a, + (A, f 2) Aa, + (A, + B, i- ~)cY,,]/cY,+~. Clearly the special case ak = 2 (i.e., A, = 
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0) for infinitely many indices has to be ruled out. In any other case, one can use such a 
transformation for v large enough, in particular to study the solutions of (1.3) asymptotically. 
Other reduced forms do exist (again, with some exceptions), for instance, A’r, + r,z,+ , = 0 
(CL: e.g., [S]), or the self-adjoint form 
&I AzJ+%z,+* =o (19) . 
(cf. [6,14]), hi h w c seems to be the most commonly used in oscillation theory. 
In view of (2.1) below, equation (1.1) will be shown to be oscillatory, i.e., for every solution y, 
and for any N E N there is an integer zz 2 N such that y, y,, + , < 0. This fact does not seem to 
be derivable directly from the most known oscillation criteria [14,21,22]. 
In Section 2, we state and prove the main theorem, which is a discrete version of the 
Liouville-Green approximation theorem proved by Olver for differential equations [13, Chap- 
ter 61, which applies to the class (1.11, (1.2). We emphasize that, as in 1131, here the asymptotic 
results are accompanied by precise estimates of the errors. The leading idea is, like in [13], to 
base the error analysis on an associated Volterra integral equation. As a corollary, we can also 
prove a certain growth behavior that represents the discrete counterpart of a well-known result 
for differential equations (see [I]). In Section 3, finally, we give an application to orthogonal 
polynomials. 
2, The main result 
In this section we prove a theorem that extends [13, Theorem 2.2, p.1961 with f(x) (negative) 
constant to the discrete domain. Similarly to O!ver’s theorem, the quantity g, in (1.2) can be 
complex-valued. In many spplications, however, as well as within the classical oscillation theory, 
g, is taken real-valued. 
Theorem 2.1. Consider (1.1) with q,, given by (1.2), where a > 0 and 
X 
c Ig,l-. 
n=v 
(2 1) 
. 
Then there exists n, E NV such that there are two linearly independent solutions having the form 
Y:‘= (hj)“(l + E:‘), j = 1, 2, for n an,, (2 2) . 
where 
4 = 1 + ia112, A, =;i, 
are the roots of the characteristic polynomial associated to (1 .l) with g, = 0, and 
(2 3) . 
I I 
K &I G - 
n 
1 - vn ’ 
j = 1,2, n an,, (2 4) . 
I/n:= [a(1 +a)]-“’ i IgJ. 
k=n 
(2 5) . 
If g, is real-valued, then y:” and yA2’ are complex conjugate. 
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In the proof of Theorem 2.1, we shall see that lz,, can be taken as 
n, = min(n: II E N, , Vn C 1). (2 6) . 
One should observe that, even disregarding the issue concerning the estimate of the errors, 
our asymptotic result could not be obtained by Perron’s theorem (cf. [9, Theorem 3.3.2, p.7511, 
since jh, A2 i in (2.3). 
&fore proving rheorem 2.1, we make some remarks that show differences and analogies 
with Olver’s theorem. In (2.41, (2.5), K# plays the role of the uwiatiun V(x), and EC) turns out 
to be of the order of VU (since Vn + 0) as n -+ 00. Moreover, every real solution has growing 
amplitude oscillations (at least on suitable subsequences), as 1 hi I> 1, j = 1, 2, other than the 
case Y” + (A + G(i\:))Y= 0, A = const. > 0 (cf. [13, equation 17.01), p.208]), where the oscilla- 
tions are bounded. aS in 1131, the double asymptotic nature, in II and a, is clearly visible, since 
Vad 0 when n + 0~ or when a =+ 0~. In particular Vn = O(a-9 as a --) =,while V(x) = 0L¶-1/2) 
in 1131. Finally, note that g, + 0 when n + ~10, as a consequence of (2.1). 
It is immediate to estimate ~2:~ and hence 4~, (j) from (2.4), of course. The corresponding 
estimate for the derivative of the error terms in the continuous case is, on the other hand, 
nontrivial, and thus an essential part of Olver’s theorem. 
Proof of Theorem 2.1. Inserting (2.2) in (l.l), wz get the “error equation” 
A2 45, + 2A(A - 1) AE, +g,(l +E,) = 0, (2.7) 
where A solves the characteristic equation A2 - 2A + (1 + a) = 0, i.e., A = h,, j = 1, 2, given by 
(2.3). Note that y!$ given by (2.2) is a solution to (1.1) if and only if ~2) solves (2.7). Hereafter, 
we shall study (2.7) with A = h,, but the index 1 will be dropped for notational simplicity. We 
shall prove that any solution l n to the discrete Volterra equatiorz 
1 x 
% =- 3 G (1 -/-c 
k-n+l)gkU(l +Ek), 
- k =- PI 
where 
A 1 
I-L =- -9 
A “=A(A-1)’ 
(2 8) . 
(2 9) . 
is also a solution to (2.7) Moreover, we shall obtain a solution E, := & estimated as in (2.4). 
criice that (2.8) is a discrete analogue of the integral equation appearing in 113, Chapter 6, 
92.2. formula (2.09), p.1941. 
From (2.8) we obtain by easy calculations 
ia’/ x 
4f, =- 
A c P 
k-n+lgk(T(l 
k=n 
A2E = 
ia’/ 
R - Tg,a(l + En) - 
2ia”’ 
---GE,, 
A 
(2.!Gj \ 
where the recurrence &pk = 2ia112#+ ’ /A (which follows from (2.9)) has been used. From 
(2.10) it follows immediately that (2.7) is satisfied. 
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Equation (2.8) can be solved by successive approximations. Below, we set for convenience 
E(n) := E, and define the sequence (of sequences) (Qz>)~=,, as 
E&) = 0, E,+,(n) = 5 _ ’ i (1 -pk-“+‘)g,ff(l +E,(k)), s=o,1,2 )... . 
k-n 
(2.11) 
One can immediately show (by induction on s) that all series in (2.11) converge for each fixed 
value of n E N,, in view of (2.1) and of the fact that 1 p I= 1. Consider 
E,+,(n) -ES@) = i i (1 - Pk-“+‘)gk+,(k) -%-r(k)], sa 1. (2.12) 
k =tz 
It is easy to prove inductively (on s) the estimate 
IE,+,(n)-E,(n)I~(I/,)S+‘, s=O, 1,2 ,..., nENY. (2.13) 
In fact, we have 
I q(n) I < K, (2.14) 
as I p I = 1 and by using (2.11, (2.5). Assume now that (2.13) is satisfied with s replaced by s - 1. 
Then we get from (2.12) 
(2.15) 
since {vk} is clearly a decreasing sequence (cf. (2.5)). At this point we introduce the sequence 
44 := i [E,+,(n) - +>] 3 
s=o 
(2.16) 
which is well-defined in view of (2.15) whenever l/n < 1. This condition is satisfied for all 
n b no, since ‘cl decreases, n, being the smallest index not less than .v such that 
xl 
c I&al’l* 
k=n, 
Moreover, we get from (2.13), (2.16), 
I/n 
IWl~ 1, n ano. - 
n 
(2.17) 
(2.18) 
Note, finally, that the series in (2.16) converges uniformly in n, for n 3 n,. 
The sequence E(n) given by (2.16) solves the “integral equation” (2.8). In fact, we can write 
=; c (1 -pk-n+l)gk@+; $ c (1 -jLk-n+‘)gka[E,(k) -E,_l(k)], (2.19) 
k-n s-l k-n 
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and the proof will follow at once if we can show that the summation order in (2.19) can be 
interchanged. This can be justified by the Lebesgue dominated contlergence theorem, as 
(2.20) 
for any S > 1 and k > nO, and using the summability condition (2.1). 
If we take A = AZ throughout the procedure outlined above, we g_et he same results with p 
and c replaced by their complex conjugate. In particular, as A, = A,, if g, is real-valued, we 
oreover, Y,‘j’ = ( Aj)“( 2 + l ij’), j = 1, 2, are linearly independent. Indeed, their 
Casorati determinant [9, pp. 29-311 
= (A,)n(A,)n[(A, - A,) + o(l)], n + 00, (2.21) 
is clearly nonzero for 81 sufficiently large, and thus for all II 2 n, (cf. [9, Theorem 2.1.2, p.291). 
This completes the proof of Theorem 2.1. q 
Remark 2.2. It is useful, at this point, to reformulate the hypotheses of Theorem 2.1 for (1.3). 
In this case, (1.2) and (2.1) become 
X 
lim q’n =a>o, Gk? n -ai<m, (2.22) IZ-= n=v 
that is, by (l-8), 
Bn 1 
lim 
Ill*= A,A,_, =:I> 4’ 
where 2 = $( Q + 11, and 
X 
c 48 
4A,-1 
-1 <a. 
n=v+ 1 
(2.23) 
(2.24) 
Remark 2.3. When g, is a real sequence, the pair 
Re yA*)= p”(cos no+ &J, Im yA1) = p”(sin n9 + TV), 
where 
p:=lA, I, 8 := arg(A,), 
and 
(2.25) 
(2.26) 
&I := Re E~)COS nfl- Im cF%in n0, T, := Re @sin ntI + Im E!!)COS ne (2.27) 
clearly represent a basis for the real solutions to (1.1). Moreover, similarly to [13, Example 2.5, 
p.1971, we can write the general solution y, = cy Re y:‘) + p Im y,j’) in the form 
y, =Ap”jcos(nB + 6) + [ E~!iiOS(iZvO f y,)], (2.28) 
where 
A = (a2 + pi)“‘: P tg6=--, 
ar 
tg Yn = 
cy Im EL’) - p Re E:‘) 
a! Re &) + p Im &I ’ n n 
(2.29) 
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It is interesting to establish, as a consequence of Theorem 2.1, the following corollary. 
Corollary 2.4. Under the hypotheses of Theorem 2.1, any solution y,, to (1.1) is subject to the 
growth estimate 
Iy,,I~Cl~,I”, nanO, (2.30) 
where C is a constant depending on the particular choice of the solution ( y,) (and on n,). 
The procf follows immediately from (2.2). 
Remark 2.5. From (1.6) and (2.30) the estimate 
IY, IGcIanI I~J, n2nn,, (2.31) 
follows, valid for any solution x, of (1.3) that can be transformed into (1 .l) by (1.6), (1.7). 
Corollary 2.4 can be regarded as the discrete counterpart of a well-known boundedness result 
for the solutions to second-order differential equations like y ” + [l -i- g(x)] y = 0 with g E 
L*(c, + a$, due to Ascoli (cf. [ 11, [2, p.1121; see also [ 16, p.1621). Note that the summability of g, 
is the key condition in Theorem 2.1. 
3. An application to orthogonal polynomials 
The class {q,J considered in this paper is sufficiently broad to include several important 
examples. In fact, it is well known that, e.g., all orthogonal polynomials on the real line with 
respect to a positive Bore1 measure satisfy a three-term linear recurrence relation such as, for 
instance, 
1Dn+Z(x) - (41~ +gn)P,z+l(x) + cnpn(x) = O (3 1) . 
(unrestricted form), or 
C+*(x) + (cn -x)pn+ lCx) + hnPn(x) = O 
(manic form), where P_ r( x) = 0, P,(x) = 1, JX&@,,__ Jn > 0, cf. [7, $41. 
(3 2) . 
Now, we show that certain families of orthogonal polynomials can be studied asymptotically 
for n + 00 (x being considered as a fixed parameter) by the technique developed in Section 2. 
Obtaining asymptotic representations has always been recognized as one of the finest problems 
in the theory of orthogonal polynomials [lo, p.3031. Deriving such representations from the 
recurrence relation is at the present time subject of extensive and deep investigations (cf. 
[8,11,12,19] and the references quoted therein). The examples worked out below represent just 
a first attempt to use the discrete Liouville-Green approximation to obtain qualitatkle informa- 
tion on orthogonal polynomials starting from their recurrence relation. 
Example 3.1 ( Legendre polynomials). Legs &F polynomials satisfy (1.3) with 
2n+3 n -t- 1 
A,, =u’,,x -+-&?,, = - -x, 
n-I-2 
Bn=C,=h+2, (3 3) . 
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cf., e.g., [ 17, formula (47.17). p.821 with A = $. Therefore we get from ( 1 .g), 
1 
9,(s) = - 1 + -q 
(n -i- q2 
x- (2n -t 3)(2n + 1). (3 4) 
. 
In (3.4, we must take x + 8. of course. in fact, the transforming function ay, = (x,(x) in (1.6), 
( 1.7) is “singular” at x = 03, and we get ( fer v = - 1, a, = 1) 
a,(x) = 
(2 n-l)!! n 
(2 ) n !! 
( 1 $x . 
Therefore, 
1 
lim 9Jx) = - 1+ 7 =:a(x) 
n +‘x 
(finiteand >OforO<IxI<l), 
1 
88=-l 
We then obtain 
(2n + 3)(2n + 1) < O”* 
7 l/2 
(1 -x-) 1 
h~h,(x)=l+i 
1x1’ 
=:p ei6 = _eWX), 
1x1 
fi qL(x) = 
1 x I + i(1 -x2)1’2 
I x I- i(1 _xz)“’ ’ 
x2 
c=a(xj= 
i(l -x2)‘/‘[ IxI+i(l -xz)!‘2] ’ 
(3 5) . 
(3 6) . 
(3 7) . 
(3 8) . 
where 0 < I x I < 1. Note that p(x) and u(x) can be continued up to x = 0. By (1.6) and (2.2) we 
are able to represent a basis for the solutions to (3.1), (3.3) for each fixed x, 0 < I x I< 1: 
y,“‘(X) =an(X)[hj(X)]"[l +EF)(X)] 
= (sgnx)“(2;2n)~~‘!exp{(-l)‘+1in8(x)}[l +E!/)(x)], 
. . 
j=l, 2, n >/n,(x). 
Here n,(x) is the srnailest index such that J$n,,(xJ I ~(X)gj(X) i < 1 (cf. (2.6)), and 
(3 9) . 
IEp(x)l< 
W) 
K(x) = (1 -x2)-“* i 
1 (1 _x2)-1’2 
1 - K(x) ’ k=n (2k +3)(2k + 1) = 2(2n + 1) ’ 
(3.10) 
for n 2 n,(x), cf. (2.41, (2.5). Note that Vn(x) = O(n-‘) as n + =. Clearly, n,(x) and the 
estimate (3.10) can be given uniforndy in x, for x in an arbitrary but fiied compact subset of 
( - 1, 1). One could show, at this point, that the error terms E!/)(X) are continuous functions of 
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x, for x E K, K being any compact subset of ( - 1, 11, for all n 2 n,. The proof can be based on 
the uniform convergence of the series in (2 11) and (2.16) on K. Details are left to the reader. 
The basis functions Y?( x 1 are, however, discontinuous at A- = 0 for all odd n. Thus, the nth 
Legendre polynomial can be written as 
Pn(x)=cl(x)Y;,(')(x) +c2(x)Y,(*)(x), n an,(x), (3.11) 
_- 
where c2 = q since Y:I(*j = Y(l) The combinators c.(x) j = 1. 2, can be obtained by inverting 
the system formed by (3.11) krh the same equation with) n replaced by n + 1. They now appear 
as continuous functions for 0 < 1 x I< I as a consequence of the continuity of E:)(X) and of the 
fact that the Casora,‘. determinant of Y!‘), Y,‘*), 
C[ y,(l), c*)] = r,(l)Y;tj, - y,,‘“y,‘:‘, 
(2 n - I)!! (2n + i)!! 1 
= sgn x 
n! (n + l)! F 
[ - i <in 8 + 0( l !/))] (3.12) 
is a continuous nonvamshing function for 0 < 1 x ] < 1 (cf. (3.9) and (2.21)). 
By using (2.28), we can represent P,< x) as 
Pn( x) =A( x)a,( x)p”( x)[cos( n0( x) + 6(x)) + E,(x)] 
= (sgn x)” “G,:: ‘I A(x)[cos(n0(x) + 6(x)) + E,!x)]! n 2 n,(x), (3.13) 
. . 
since p(xi = l/lx 1, 9(x) = arg(h,(x)) (cf. i3.8)), where A(x) and S(x) can be immediately 
related to c&x), j = 1, 2. In particular, they also are continuous functions of x for 0 < I x I < 1. 
We stress again that our approach is mainly qualitative. Using (3.13), for instance, we get 
1 e*(x) I G 
(2 n - l)!! I A(x) I 
pp 
= q&./2) 
. . 1 - wi 
(3.14) 
(cf. (2.31)), uniformly valid on compact subsets of 0 < I x I < 1. 
Deriving explicitly the Cj’S (or A and S) is possible, in general, proceeding numerically, e.g., 
by evaluating all polynomials P,(x), . . . , en(x) for a suitable m > n, + 1, and then solving the 
linear system obtained from (3.11) for tz = m and n = m - 1. In this procedure, symbolic 
manipulations may be useful. The problem of identifying or approximating unknown parame- 
ters affects Birkhoff’s method as well, cf. [20, Example 3.3, p.1751. In the present case, the 
lowest-order term in the well-known Darboux asymptotic formula 
( 2 
i .I 
l/2 
(2 n- 
&(cos 4) = sin 
I)!! 
(2 ) 
rt ,, cos[(n + 34 - $~rj + 0(nw3/*), 
. . 
(3.15) 
where x = cos 4, 0 < 4 < T (cf. [17, formula (8.21.4), p.189]), allows us to identify the coeffi- 
cients A(x) and S(x). In fact, (3.13) can be rewritten as 
(2 
Pn(x) = (sgn x)“- 
n - l)!! 
(2n)r, A(x)cos[n8(x) + S(x)] + 0(nM3/*), 
. . 
(3.16) 
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since (2n - 1 j!!/(h)!! = OW “‘1 and En = O(n-I) (by (2.28), (3.10), (3.13)). Suppose first 
s > 0. Then, clearly, 8 = 4. Multiplying by n l/* both sides of (3.15) and (3.16) and subtracting, 
we get 
2 l/2 
sin d) 
cos[ (n + i)+ - iv] -A cos(n4 + 6) = o(l), (3.17) 
as n --+ a. It follows easily that 
llz 
(I 4)‘/” ’ 
S(x) = $(x) - $IT (mod n). (3.18) 
Since S in (3.13) is defined up to a multiple of T (cf. (2.2811, choosing 6 = ~~ - $r we get 
A(s) > 0. If x < 0,8 = P - c#L and easy calculations yield the same A(x) and 6(x) = $r - $4(x). 
Therefore, Darboux’ asymptotic formula (3.15) has been re-obtained, along with an upper 
bound for the absolute error for n 2 n,(x) (the relative error was already given in terms of 
E,(x) in (3.13)): 
(2 R - l)!! fi 
(2n)rr M(x)1 IE,(x)l~ 
(2 rz - I)!! 1 
2 . . (l-x) 1’4 (2n)!! 2(2n + I)( 1 _ X2)“* _ 1 
(3.19) 
(cf. (3.10)). Agai n, such an estimate holds uniformly en compact subsets of ( - 1, 1). 
Example 3.2 (Poliaczek polynomials). We can show that our method applies to a subfamily of 
Pollaczek polynomials that contains the ultraspherical polynomials. Pollacnek polynomials 
P,^(x; a, b, c) satisfy (1.3) with 
A,= -2 
(n+h+a+c+l)x+b n+2h+c 
n+c+2 
9 B, = 
n+c+2 
(3.20) 
(cf. [7, (X8), p.1851). The parameters a, b, c, A are subject to the limitations a b 1 b I, 
2A+c>O,c>,O,ora>IbI,2h+c>l,c> - 1. It follows that the transformation 
n-2 (k+A+a+c+l)x+b 
s(x) = I-I k+c+2 
(3.21) 
&=-I 
is well-defined. The points where a,(x) = 0 can be easily handled when b f 0 (the transforma- 
tion can be considered for Y sufficiently large, cf. (1.7)); when b = 0, x = 0 is indeed a singular 
point of the transformation. 
It is immediate to see that q, * - 1 + l/x’ =: a(x) > 0 for 0 < 1 x I< 1, as in Example 3.1, qn 
being defined by (1.8). Now, it is easy to check that XF= _: I qk - a I converges if and only if 
a = b = 0. Therefore, our method applies to the subfamily p,^<x; 0, 0, c) with 2A + c > 0, c 3 0, 
or 2A + c > 1, c > - 1. We obtain 
g,(x,\ - qn(x) - a(x) = 
A(1 -A) 
x2$+-A+c)(n+A+c+l)’ 
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Moreover, h,(x), p(x) and a(x) are the same functions as those obtained in Example 3.1 (cf. 
(3.8)), and 
K(x) = 
IAl 11-d Oc 1 
2 l/2 
(1-x ) 
c kZn I(k+A+c)(k+h+c+l)]’ 
(3.23) 
For a = b = 0, (3.21) yields 
n-2 k+A+c+l 
%(x)=x’*~~l k+c+2 = 
(A + c), r(n+A+c) r(c+l) 
(c + l)n 
x” Z - 
r(n+c+l) T(A+c)~“’ 
x # 0, 
(3.24) 
(z j, denoti ng the Pochhammer symbol. Therefore, a representation holds for n 2 n,(x) like 
(3.9), for two linearly independent solutions of (1.3), (3.20). The error term e!/)(x) is estimated 
as in (2.4) where V&x> is given by (3.23). Moreover, we get for n >, n,(x) 
Pl;“(x; 0, 0, c) = (sgn x) 
n (A + CL 
(c + l)n 
A(x)(cos[nQ) +6(x)] +E,(x)), (3.25) 
where I E,(x) I < I c!!)(x) I and again A(x) and 6(x) are continuous functions for 0 < I x I < 1 (cf. 
Example 3.1). Standard calculations yield the estimate 
Ipn”(x; (40, c)l G (A +a’ 44 I I (c + l)n 1 - u-4 =Q(n”_’ ) 9 n :: n,(x), / (3.26) 
(cf. (3.14) (recall that P’12(x; 0, 0, 0) are the Legendre polynomials) and Remark 2.5). 
The special class of Pollaczek polynomials with 0 = b = c = 0 coincides with the ultraspheri- 
cal polynomials. Proceeding as in Example 3.1, we can identify A(x) and S(x) in (3.25) with 
c = 0, comparing (3.25) with 
Pp(cos 4) = (“)‘-’ 
r( A)(sin t#~)^ 
{cos[(n +A)+ - +AT] + Q(n-‘)}, 
0 < 4 < v (cf. [18, formula (7.25), p.1831). The result is 
21-A 
A(x) = 6(x) = 
i 
A4 +AT, x>O, 
(1 _xy2 ’ $AT-A~, X-CO, 
(cf. formula (3.18) and the remarks following it). 
(3.27) 
(3.28) 
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