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Abstract 
Let EX,] be a Markov process with f i n i t e  s t a t e  space and 
t r a n s i t i o n  p robab i l i t i e s  p (ui,vi) depending on u and vi. S t a t e  
0 
i j  i 
i s  t h e  capture s t a t e  (where t h e  game ends; poi E 6 .), u = [Ui] 
01 
and v = [v.] a r e  t h e  pursuer and evader s t r a t eg ie s ,  resp., and a r e  
to be chosen so t h a t  capture i s  advanced or delayed and t h e  cost  
1 
a3 
C?jv = E r g  k(u(Xn) ,v( s) ,Xn)\  Xo = i’j i s  minimaxed ( o r  maximined) , 
1 
where k(a,@,O) 0. The existence of  a saddle point and optimal 
s t ra tegy  pa i r  o r  €-optimal s t r a t egy  p a i r  a r e  considered. Recursive 
schemes f o r  computing t h e  optimal o r  c-optimal p a i r s  a r e  given. The 
l a t t i c e  (and complete l a t t i c e )  s t ruc tu re  f o r  t h e  s e t  of vectors  
U CuJv U sup CUjv, $ it-.$ C u y v  a r e  given under t h e  relevant  p a r t i a l  
U,V ’ u Y 
orderings,  
1. Introduction 
Recently, there  has been some i n t e r e s t  i n  t he  engineering 
l i t e r a t u r e  i n  s tochas t ic  games of pursu i t  arid evasion [7]-[9], [ll]. 
The approach of some of t h i s  work, such as t h a t  of [7] f o r  a s tochast ic  
d5.f f e r e n t i a l  game , while obviously of importance f o r  many reasons, has 
the drawback t h a t  it i s  l imi ted  e s sen t i a l ly  t o  ' l inear-quadrat ic '  
problems whose ana ly t ic  solut ions of  t he  complicated derived non-linear 
p a r t i a l  d i f f e r e n t i a l  equations can be obtained. A general theory con- 
cernins  the  existence of a saddle point, E approximations to a saddle 
point, or numerical procedures, does not yet  ex i s t .  It i s  suggested, 
then, t h a t  more a t ten t ion  be given t o  t he  simpler, ye t  inadequately 
t reated,  d i sc re t e  s t a t e  and t i m e  game problem. Thi.s paper is  devoted 
to a number of questions f o r  t h i s  problem. Let Xo,X1, ... be a Markov 
process on the  s t a t e  space [O,1 ,... ,N]  of N+l points.  L e t  t h e  
probabi l i ty  t r a n s i t i o n  function p . . ( u . , v . )  be indexed by two var iab les  
u and v taking values i n  s e t s  Ui and Vi, resp. The ui and v i i i 
may a l so  be random var iab les  (independent of u and v f o r  j # i). 
Stochastic games w i l l  be considered, where the  vector 
is  iden t i f i ed  as t he  s t ra tegy  of the  pursuer and 
s t ra tegy  of  t he  evader. 
capture) s t a t e  * 0 i s  reached and we assume t h a t  p . (a,@) 0 f o r  
i # 0. The cost, f o r  any f ixed u and v (assuming, f o r  t h e  moment, 
1J 1 1 
3 j 
u = (uIJ. ,  
v = (vl,.,. v ) , N  
The game terminates when t h e  (absorbing -- o r  
u ) 
as t h e  
', N 
01 
t h a t  it i s  w e l l  defined) i s  
m 
C?Jv E E[C k(u(Xn),v(Xn),Xn)lu and v used and X = i] 
1 0 0 
2 
- .-. .. 
where k(a,p,O) 0 i s  assumed. The object  i s  f o r  t h e  evader t o  
choose v so t h a t  Cujv  = {C?jv, i = 1, ..., N] i s  msximized i n  some 
sense, and for  t h e  pursuer t o  choose u SO t h a t  
minimized i n  some sense. Write P(u,v) fo r  t h e  matrix {pij(ui,vi); 
1 = 1  ,. . ,,N; j = 1,. . .,N]. 
n i n  the  ith* row of P (u,v) 
i n  n steps,  when s t a r t i n g  i n  s t a t e  i. 
1 
Cu'v i s  simultaneously 
Then one minus t h e  sum of t he  e n t r i e s  
i s  t h e  probabi l i ty  of reaching s t a t e  0 
I n  s tochas t ic  games, t h e  following questions a r i s e .  Are 
t h e  imposed conditions adequate t o  irisure t h a t  t h e  game w i l l  terminate 
i n  a f i n i t e  time w.p.l? Given any two s t r a t eg ie s  u1 and u , i s  
there  a s t ra tegy  u3 so t h a t  s i ~ p  Cu 9v  S min[ sup Cu y v , s ~ p  Cu 
For any two s t r a t eg ie s  v1 and v , i s  there  a 2 so t h a t  i,f CUjvI  2 
max[ igf Cuy , igf C'Jv ]?  Are t h e  infima or  suprema at ta ined by ad- 
missible s t r a t eg ie s?  Does t h e  expression sup i n f  C u y v  make sense, 
and does it equal i n f  SLIP Cu9v? 
i n f  scp Cuyv a t ta ined a t  some 
saddle point ( o r  solut ion)  f o r  t h e  game? 
a pa i r  U ( E )  and V ( E )  
'i U 
2 
3 1 2 -t 
7 V 7 
2 
1 2 
v u  
Is  t h e  value syp ir$ C U j v  = 
U - - 
u = u and v = v; i . e . ,  i s  there  a 
U 
For any E > 0, i s  the re  
so tha t ,  for  i = 1 , . . .,N, i n f  s y  culv- E 5 
U i 
-I 
U ( E ) , V ( E )  5 SF i n f  C y j v  + E ?  Can u,v, U ( E )  and V ( E )  and the  
correspmding cos ts  be computed recursively?+* If so, how? 
The theorems answer these questions under given conditions. 
Two types of conditions a re  considered. The f i rs t  i s  t h a t  $(u,v) 
-I- II - -_DIP- 
'max(A,B) o r  A 5 B r e f e r s  t o  the  maximum or inequality, com;?onent by 
component. The sup A ( o r  igf A) i s  a l so  t h e  vector o f t h e  suprema 
(or infims) of t h e  components. - 
The d i sc re t e  time and s t a t e  r e s u l t s  a r e  highly relevant  t o  t h e  continuous 
s t a t e  and time problem, since f i n i t e  difference schemes fo r  solving the  con- 
tinuous time problem of ten  involve a reduction (de l ibera te  or  unintentio2al)  
t o  an equivalent d i sc re t e  time and s t a t e  problem. See [lj and r21 fo r  a 
f u l l e r  elaboration of t h i s  point for  t h e  cont ro l  prablem. 
V 
- t - t  
- _ _  
3 
i s  a contraction msp (from N-space t o  N-space) uniformly i n  ( t h e  pure 
s t r a t eg ie s )  u and v; i . e .  t h e  row sums of $J(u,v) a r e  l e s s  than 
l -~ ,  where E > 0 i s  independent of u and v. The second i s  t h a t  
t he re  i s  some pure s t r a t egy  so t h a t  p(E,v) i s  a contraction 
I_ 
uniformly i n  v and i n f  k(a,B,i) t 6 > 0. The first condition i s  
not unusual i n  examples. 
i, a, B 
The condition a s s e r t s  t ha t ,  no matter what 
s t r a t e g i e s  a r e  used, t he  p robab i l i t y  t h a t  t h e  game w i l l  end i n  N 
s teps  i s  no l e s s  than E; t h e  condition i s  implied if ,  for  each u . 
and v and i n i t i a l  s t a t e  i, t h e r e  i s  some chain of d i f f e r e n t  s t a t e s  
leading t o  s ta te  0, and t h e  probabi l i ty  of t he  chain i s  2 E' > 0, where 
E' i s  independet of i , u  and v. If s t a t e  0 i s  reachable i n  some 
number of s t a t e s ,  then it i s  reachable i n  
If Fn(u,v) i s  a contraction f o r  som? n 2 1, then it i s  a contrac- 
t i o n  f o r  n = N.  
E s t a t e s  ( see  [1!-[4]). 
Generally, $(u,v) w m l d  be a contraction, but 
P( u,v) would not.  Under somewhat stronger conditions ( k  i s  constant 
and P(u,v) i t s e l f  i s  a contraction uniformly i n  u and v) some 
of t h e  r e s u l t s  were obtained by Zachrissen [ 5 ] .  
The second condition i s  a l s o  qu i t e  na tura l .  I n  fac t ,  t h e  
'v 
condition on $(G,v) f o r  some pure s t r a t egy  u, i s  a necessary con- 
d i t i o n  f o r  t h e  existence of a pure s t r a t egy  saddle point  f o r  t h e  game. 
For, otherwise, for any u, t h e r e  i s  som2 v so t h a t  t h e  game may 
not terminate f o r  sgme i n i t i a l  s t a t e  i. (s imi la r ly ,  a necessary con- 
d i t i o n  fo r  t h e  existence of a random saddle point, i s  t h a t  t h e  
be a contraction, uniformly i n  v for  some random s t r a t egy  u.> The 
second condition (concerning u) i s  weaker and samewhat more n s t u r a l  
$(;,,) - 
'v 
than t h e  f i r s t  condition, since, i n  any game, t he re  may be use less  or 
4 
self-defeat ing s t r a t eg ie s  open t o  t h e  pursuer -- but  he would not 
s e l ec t  them. Yet, within t h e  context of  proofs (known t o  t h e  authors) 
under t h e  f i r s t  condition, it i s  of ten d i f f i c a l t  t o  eliminate such 
useless  s t r a t eg ie s  ( f o r  which t h e  f i rs t  condition wcm1.j. not hold).  
The proofs of some of t h e  statements, urrder the f irst  condi- 
t ion,  can be had by a s t r a i g h t  forward extension of t h e  a rgments  i n  
[ 5 ] .  
el3borste proof; hence, f o r  econorajr,-the methods f o r  the  proof under 
The second condition i s  mcze subtle,  and requires  a more 
t h e  second conzlition a re  a l s o  used for  t h e  proof under the  f i r s t  con- 
d i t ion .  The praof i s  motivsted by tha t ,  fo r  t h e  cont ro l  s i tuat ion,  
given i n  [4]. 
Most of t he  r e s u l t s  a r ?  ext2ndable t o  su i tab l?  foraulat ions 
of t h e  d i sc re t e  time and continuous space case. The r e s u l t s  may a l so  
be applied t o  t he  nwnerical solut ion of t h s  noii-linear difference 
equations a r i s i n g  when t h e  process i s  a diffusion, much a s  i s  done 
i n  [ 1-1 oi- [ 21 for  the  cont ro l  s i tua t ion .  
.- 
11. Discrete Markov Games 
3s som 
The development proceeds roughly i n  t h e  following way. Lemma 1 
c r i t e r i a  under which products of c e r t a i n  matrices a re  con- 
t rac t ions ,  and w i l l  be used of ten i n  t h e  sequel. Theorem I i s  concerned 
with conditions which ac tua l ly  assure t h a t  a saddle point e x i s t s  and with 
numerical procedures f o r  i t s  computation. 
the  proofs of subsequent resu-lts  w i l l  be f a c i l i t a t e d  without undue 
r epe t i t i on  of arguments. The proof, although not hard, i s  somewhat long. 
The proof i s  wr i t t en  so t h a t  
Corollaries 1 and 2 are concerned with both ca:ses when a saddle point 
actually exists, and when it can only be approximated within E, in a 
given sense. Approximation results are proved and the lattice structure 
is given (e.g., for any u ,u , there is a u3 
min [C , C 1, where the minimum is component by component, or 
sup C' )v  S min [sup C 
existence of a suitable '€-approximate' saddle point. Theorem 2 is con- 
cerned with the numerical procedure for the computation of the E-approximate 
3 1 2  so that Cu jv 5 
1 2 u ,v u ,v 




- --  7 - uni- Lemma 1. A. Let P (u,v) be a contraction operator 
and let the components of K(u,v) be u-niformly bounded. Then the Yn 
and Yo. Lett '%%(u,vi) - _  be a contraction 
m 
are bounded uniformly n,v __
and Yn+l 5 P(u,v )Y + K(u,vn). uniformly in m, ~ 
conditions on Yo and K(u,v), the Y" are uniformly bounded. 
--- - - --
--
n n  Then under the other -.-.-.-, - ~  -
- - - -
A n-tl 
Bo - Let CQ > Y 5 Y B P(u,v)? + K(u,v) - and suppose -- that the components 
of the K(u,v) are bounded from below by a positive number 6, uniformly -- - -___-- 
in u and v. Then l?(u,v) is a contraction, uniformly in all u,v for - - -  -- -
which the inequality holds, -----L_ 
C. Assume (B) except that m > y * 2 y n+l 2 p(un,vn)p + K(u~,~~), Thent 




n n Proof. From (A), Y 5 P (u,v)Yo -t c Pi(u,v)K(u,v), and the 
t a  i i a a  k k  a P(u ,v ) = P(u ,v ) 0 . .  P(u ,v >. 
k 
6 
first statement of ( A )  follows s ince 
formly i n  v. The second statement follows from t h e  second hypothesis 
I?(,,,) i s  a contraction, uni- 
n i n n  P(u,vi)K(u,v3). (13) follows 
and Y n + l  S % P(u,v }Yo + j& ipj+l 
from t h e  evaluation ? 2 Y n 2 Pn(u,v)Y + c Pi(U,v)K(U,v), and t h e  n- 1 
0 
s t r i c t  p o s i t i v i t y  of t h e  components of  K( u,v) . 
Similar ly  ( C )  follows from t h e  evaluation 
* Y 5 Y n + l  5 7?- n P(u. i i o  ,v ) Y  + j& n n  izj+l P(ui,vi)K(u j j  ,v ) 
0 
(where the  product i s  taken i n  t h e  obvious order}, and the  s t r i c t  pos- 
i t i v i t y  of t h e  components of K(u,v). Q.E.D. 
The proof of Theorem 1 i s  wr i t ten  so t h a t  t he  proofs of t h e  
c o r d l a r i e s  and of Theorem 2 a re  e i the r  contained i n  it or follow 
e a s i l y  from it. An admissible u and v a re  any vectors so t h a t  
and Vi a r e  pa r t  of t he  problem 'i ui E Ui and v E: Vi, where 
statement. 
i 
Theorem 1. - Let sup Ik(a,j3,i)[ < co. Assume e i the r  (A-1): 
i, a, B 
PN(u,v) i s  a contraction uniformly -- i n  t he  admissible pure s t r a t e g i e s  u - -  
and v or  (A-2): i n f  k(a ,p , i )  2 6 > 0, and the re  i s  some pure s t ra tegy  - a ----- 
a,@, i 
N 
u so t h a t  $6,") - -  i s  a contraction uniformly -- i n  t h e  admissible v. -- 
N N 
Assume (A-3): sup in f  [ p. .(a,B)Sj -I- k(a,D,i)] = inf  SUP [ c P-  . ( a ,@)S-  -I- 
1J J $ a j=1 I J  a $ j= l  
- - 
ql, . . . ,qN, and ( A - 4 ) :  p. .( ui,vi) 'for any 'set of  r e a l  numbers 
1 J  -k(a,p, i ) ]  
an3 k(u. ,v . , i )  a r e  continuous fo r  each i , j  where u. and vi 
---I- 
-- - 1 -  UI 1 1  u_ 
range ov'er t h e  compact s'et s and Vi, resp. Then there  i s  an op- 
-_I- - Ui - I_ uI---- 
tima1 pur'e s t ra tegy  pa i r  (saddle  poPnt) (E,y): CU'V 5 cu.'v CU'V 
- - -  - 
-I_I -_I -7- 
7 
-I t ,  t-i-, tit The cost  C = CuJv i s  the  unique ‘s’olution of -- I- -
- Y  
and t h e  i n f  ‘sup i s  a t ta ined  a t  (u,v) . The ‘sequence 
---I-- - -.  
n- 1 n- 1 + K( u,v) ] = s+p ir$ P( u,v) G Cn = i n f  sup[ P( u,v) C -I- K( u,v) 3 ( 2 )  u v  
converge‘s 
than LE 
t o  c for any ‘finiTe cO. 
Pro’o’f. 1’. Fix u. Let t h e  row sums of $(u,&) be l e s s  
f o r  some E > 0 and each v. There i s  some E’ > 0 so 
- --
t h a t ,  uniformly i n  i and v, the  probabi l i ty  of going from s t a t e  i 
t o  s t a t e  0 within N steps,  and without stopping a t  the  same s t a t e  
more than once (except fo r  s t a t e  0) i s  greater  than E . This i m -  
p l i e s  t h a t  t h e  row sums of y P(u,v ) a r e  l e s s  than l-~’ f o r  any 
sequence {vi).  
1 
N i 
Thus (A-1) and t h e  second pa r t  of (A-2) a re  equival- 
ent t o  t h i s  stronger condition. 
The following extension w i l l  be he lpfu l  i n  the  sequel, when 
N considering €-approximate saddle points .  Let P (u,v) be uniformly 
contracting i n  u and v, where u var ies  over a family F1, and v 
over a f a z i l y  F2. i n  F2, and l e t  the 
l i m i t  l i m  P(u. ;v ) P exis t .  Then P: i s  contract ing and so i s  
nm Let urn be i n  F1 and v 
n m n m  
m 
1 n N T P n =  P ***P 
1 N 1’ and the row sums a re  less than 1-c1 for some E > 0. 
I 
11 _I 
u ranges over TU and v over pi. t 
l i  
The i n f  sup i s  taken compoznent by cormonent; t h e  asser t ion  i s  t h a t  t he re  tt u v  XT - -  
i s  some u,v so  t h a t  Ci = i n f  sup E p. .(u.,vi)C. + k(ui,vi , i) l  and ui vi $ 1J 1 J 
- I  
t h e  i n f  sup i s  a t ta ined  a t  
K(u,v) = {k(ui,vi,i),  i = 1 ,..., N]. 
ui,vi. 
t t S  
2O. Fix t h e  s t r a t e g i e s  u and v. Under (A- l ) ,  there  i s  
a cos t  Cuyv which i s  t h e  unique solut ion t o  
CUjv = P(u,v)GUJV + K(u.,v). 
I n  f a c t  [C?,"l 1 6 N sup Ik(a ,@,i)[ /~ ' - .  Under (A-2), G u y v  solves 
i, a, B 
N cv ( 3 ) ,  and t h e  so lu t ion  i s  unique i f  u = u. (s ince P 6,v) i s  a con- 
_ _  t r a c t  ion). 
3'. F ix  t h e  Bt'rategy ut and consider t h e  problem of cham- -- -
ing v t o  maximize Cu9v. Under ( A - 1 )  and (A-4),  there  i s  an opt i -  
m a l  cont ro l  v(u) and t 
Cu E SUP CUjv  = S;P[ P(u,v)CU + K(u,v)] ( 4a? v 
Similarly, y_ f o r 7- fixed v, t h e  s t ra tegy  minimizing CUjv  i s  given by 
and the  solut ions t o  (4a) and (4b) a re  unique. 
Now assume (A-2) and (A-41, and f i x  t h e  s t ra tegy  v. 
i s  a complete 
F i r s t ,  - _R_ I_ -- 
it w i l l  be sho-m t h a t  t he  s e t  of vectors 
l a t t i c e  , under t h e  'mint p a r t i a l  ordering. Let u1 and u2 be 
S c U CUjv 
U 
t t  
i 
s t r a t eg ie s  and 'denote C' j V  = - CiJV. Order t h e  states so t h a t  C k v  5 
, . .  
The existence and uniqueness proofs a re  consequences of t h e  more general  t 
arguments of t he  sequel. The d e t a i l s  a r e  
t h e  condition (A-2) below. The r e s u l t  of 
f o r  t h e  cont ro l  problem, w i t h  a few minor 
i s  a l s o  i n  [l] and [ 2 ] .  
Fix v. The s e t  2 i s  p a r t i a l l y  ordered 
cUjv i f  c;yv 6 c.' 
i s  a l a t t i c e ;  i.e.,  f o r  any u ,u , there  
tt 
u v  
1 
f o r  i = 1 ,..., N. 
1 2  
1 9 
very close t o  t h e  detai ls  f o r  
3' i s  e s sen t i a l ly  t h a t  of [ 41, 
changes and corrections,  and 
under t h e  ordering Cuyv S 
The statement a s s e r t s  t h a t  S 
i s  a u3 so t h a t  Cu9v 6 
3 
.I- L u ,v u ,v uin[C ,C 
S i s  complete under the  'mint oxdering; i.e.,  l e t  
t he re  i s  some u so t h a t  A = CujV,  
1, (where t h e  'mint i s  conponent by component), and t h a t  
n 
Cu ,"1 A, then 
S1 = U CUjv, t h e  'max' ordering w i l l  be used. 
A 
For the  s e t  v 
9 
C:jV, i = l,.,.,l? and C f j V  < C!jV, i = l?+l, . . . ,  N. Denote u 3 = 
1 
1 2  2 a+l,. . >%I .  It w i l l  f irst be shown t h a t  C3Jv I 1 E y ,  * , u p  u 
min[C1~v,C23V]. 
I V  C * ' ~ I  = min[C , C  1. C2'v<mo Denote Yo = [C1' , . ..,C&' , Ca:l,, . ., 
Define ? and the  transformation T ( u  ,v) by 
No genera l i ty  i s  lost by supposing C1,v < 00 and 
l,v 2,v l v  
3 
, Y n  = P(u 3 ,v)Y n-1 -e K(u 3 ,v) T(u3,v)Y n- 1 . ( 5 )  
3 3 Now T ( u  ,v) i s  a monotone transformation ( X  2 Y implies T(u ,v)X 2 
T(u 3 ,v)Y) and Y1 5 Yo. Thus Tn(u 3 ,")Yo = Y" i s  a non-increasing 
sequence tending to som? Y 5 0. Y s a t i s f i e s  Y = P(u 3 ,v)Y + K(u 3 ,v). 
0 h BY (B) of Lemma 1, pN(u3,v) i s  a contract ion ( l e t  Y = Y , 
3 t he  u = u , and replace 2 by =). This implies t h a t  t he  solut ion to t h e  
equation f o r  Y i s  unique and Y = C3,v 6 min[C1'v ? c2jv] = yo. 
Since S i s  a l a t t i c e ,  0 6 i n f  CUjv i s  well. defined and 
U 
n V there  i s  a sequence u so t h a t  C n j v  C E i n f  CUjv ( f o r  a l l  com- 
pments  simultaneously) and 
U 
( 6 )  C v  E l i m  CnJv = l i m  iEf[P(u,v)Cn,v + K(u,v)]. 
Now t h e  expression in f  [P(u,v)C + K(u,v)] i s  continuous i n  C (whether 
or  not (A-4) hoids). 
u 
Thus, s ince CnJv 1 Cv, (6) implies tha t t  
cV = in f [  ~ ( u , v )  cV + K(U,V) 3, ( 7 )  U 
and under (A-4) ,  there  i s  sone 
'Note t h a t  Lemma 1(B) implies t h a t  t he  solu-tion to (7) i s  unique. 
U(V) a t  which t h e  i n f  i s  a t ta ined.  U 
10 
A similar argument ( s t i l l  supposing (A-2)) shows t h a t  f o r  
1 2 2 2 .  any v1 and v , t he re  i s  a 2 
where some ccmponents may be i n f i n i t e  
n 
v so t h a t  0 5 CUPv T sup CUjv  E C S m. Cu s a t i s f i e s  (ha) ,  and, by (A-h), 
the  supremum i s  at ta ined by some v(u) = v. If u = z, then Cu 
so t h a t  m 2 Cu’ 
(4 m) . 
2 max[Cu9v ,Cuyv 3 




i s  t he  unique solut ion t o  (ha) .  
v bo. Next, it i s  shown t h a t  t he  expressions sup C E E 
U t U and i n f  C z C make sense and tha t ,  = c“ and C = C- f o r  some 
v - 
- - U - 
v and u. - 
i i F i r s t  assume (A-l), and denote Cv by C . Fix v1 and -
2 1 2  2 
1 3 1 1 2  2 
v and order t h e  s t a t e s  so t h a t  C. 2 Ci, i = 1 ,..., k? and Ci > 
ci, i = J+x, .  . .,N. Write v = [VI,. e .,vQ, v ~ + ~ ,  .,vN3 1% w i l l  
1 
3 1 2  1 1 2  2 0 ..., CN) Y . ’ a’ cJ+l’ f i r s t  be shown t h a t  
Define Yn and the  transformation T ( 2 )  by 
C 2 max[C ,C 3 = (C1,. . . C 
n- 1 (8b) Yn = T(v’)Y . 
Now X 2 Y implies t h a t  T ( d ) X  2 T ( 2 ) Y .  Using t h i s  and t h e  def in i -  
1 0  t i o n  of Yo gives Y 2 Y and Y2 E T(?)Y1 2 T ( d ) Y o  = Y’ and, 
n n-1 i n  general, Y 3 Y . (A-1)  ( see  second paragraph of lo) implies t h a t  
the Yn have a f i n i t e  upper limit, which i s  denoted by Y, whether or 
not (A-4) holds, Then . . . .  . . .  . .  
I.e.,  U C’ and U Cv a r e  complete l a t t i c e s  under the  appropriate 
U V 
p a t i a l  orderings. 
t 
11 
(9) Y = 18" inf[P(u,?)? U + K ( u , J ) ]  = inf[P(u,?)Y U + K ( U , ~ ) ]  
2 ;  (A-1) implies t h a t  C = Y i s  t h e  unique solut ion of (9). Thus 
C By (A-4) t h e  infimum i n  (9) i s  at ta ined a t  some 
u = u(v  ).  A similar ca lcu la t ion  y ie lds  t h a t  f o r  any u and u , 
there  i s  a u3 
1 2  3 v 2 max[C ,c 3. 
3 1 2 
1 2  
U 3 so t h a t  Cu 5 min[C ,Cu 3 .  
n Next ( s t i l l  assuming ( A - l ) ) ,  let v be a sequence such 
n v v -  t h a t  (monotically non-decreasing) C . T sup C C. Such a sequence 
e x i s t s  by the  argument of t h e  previous paragraph. By (A-1) ( see  2') 
C i s  f i n i t e ,  Also 
v 
- 
n By (A-4) ,  t he re  i s  a subsequence of t h e  
component) to, say, v, and 
v which converges ( i n  each 
- 
- -  
( loa) E = i;f[P(u,v)C + K(u,T)]. 
- 
By (A- l ) ,  Cv e i? i s  t h e  unique solut ion t o  ( l o a ) .  Under (A-h), the  in-  
- 
f i m u m  is  a t ta ined  a t  some u. An analogous argument shows t h a t  there  i s  
a sequence u n U s o  t h a t  CUn 1 C E C- f o r  some u and t h a t  C i s  the  - - I 
unique so lu t ion  t o  
The supremum i s  at ta ined a t  soae 2 under (A-4). 
The proof i s  almzmt the  same as under Nowj assume (A-2). 
( A - l ) ,  and only t h e  differences w i l l  be given. By t h e  de f in i t i on  (8a), 
12 
cv where u i s  defined i n  the  Theorem statement. But p(Z,?) i s  a 
contraction. Thus, t h e  Yn a r e  uniformly bounded by Lemma 1 (A) ,  
and by the  argument given under (A-1) we conclude t h a t  2 C 2 
- 1 2  
max[Cv ,Cv 3 .  The second pa r t  of (A-2) now implies t h a t  C i s  
- 
f i n i t e  since 
ment c a r r i e s  over . The d e t a i l s  r e l a t i n g  t o  C a r e  similar t o  those 
fo r  t h e  condition ( A - 1 ) .  
C 5 sup Cajv < m, and the  r e s t  of t he  previous argu- v 
- 
Uniqueness of t h e  solut ion to (loa) i s  proved as follows. 
i 
i i i -  i 
Let t h e  f i n i t e  vectors  C , i = 1,2, 
u ,  i = 1,2. 
(B),  t he  $(ui,T) a r e  contract ions ( l e t  Yn C ). Using (loa),  C 5 
P(u ,v)C 
K(ui,v). Thus, we obtain 
solve (loa) w i t h  corresponding 
Then, by ( loa) ,  C = P(u ,v)Ci f K(u ,T). By LemQa 1 
i i 
j -  i 3 -  i i 
-t- K ( u  ,v), where j # i, j , i  = 1,2, and C = P(ui,?)C -t- 
P(U1,V)(C 1 2  -c ) 5 c1-c2 5 P(U2,T)(C 1 2  -c ) 
N 1  1 2  1 2  2 -  1 2  
P ( u  ,V>(c -c .) 5 c -c 6 pN(u ,v)(c -c ) 
1 2  which implies C = C . The d e t a i l s  f o r  t he  uniqueness of ( lob)  a re  
a l so  straightforward and a re  omitted. 
t 5'. Assume (A-1) or  (A-2). It w i l l  now be shown t h a t  
- 
C = s;p i;f[P(u,v)z f K(u,v)] 
(12b) C = i n f  sup[P(u,v)C f K(u,v)]. . . . . . . .  . . . . . . . . . . . -  . . . . u  ...v . . . . . . . . -  . . _ _ . . . . . _ . _ . _ . . . _ _ _ _ . . . _ _ _ _ .  
7 The svp i n f  and i n f  sup are, of course, t o  be understood t o  apply t o  
each camponent of t he  vector separately.  
U u v  
By the  de f in i t i on  of ? sup t ,  
(13) s+p(igfCP(u,v)E K(u,v)]} 2 inf[P(u,v)C U + K(u,:)] = E- - -  
Suppose t h a t  *,he inequal i ty  (13) i s  s t r i c t  f o r  some component of t h e  
vectors, say the  sth ( i , e . ,  t he re  i s  some v1 so t h a t  t he  q com- 
ponent of t he  bracketed term on the  l e f t  of (13) i s  s t r i c t l y  grea te r  
than the  sth component of t he  r igh t  of (13)). Define Yo = 
i;f[P(u,vl)T + K(u,v ) ] .  Using the  transformation T(v) 
define Yn -” T(v )Y . Since Yo = T(vl)?? 2 3 ( w i t h  a s t r i c t  in-  
equal i ty  i n  the  
1 -  
9 T Y = C 2 C, with a s t r i c t  inequal i ty  i n  t h e  qth component. 
The contradiction y ie lds  (12a). 




qth component), the  arguments of bo yield t h a t  
v -  
(12b) i s  obtained s imilar ly .  
6O. By (A-3) ,  t h e  sup i n f  and i n f  sup i n  (12) may be in-  u v  v u  
terchanged. Thus, fo r  e i t h e r  (A-1) or  (A-2) ,  and any u,v, 
- - -  .-I - -  
( 144 P(G,v)E + K(;,V) 5 E = P(u,v)C + K(u,v) S P(u,v)C + K(u,:) 
t Assume (A-2) .  Then using the  l e f t  s ide  of (14) and Lemma 1( C), 
n n 
7T P(c,vi) -+O and ?i- P(u,vi) + O  as n + C Q  for  any 
0 -  0 co 
i In  f a c t  
i s  c l e a r l y  t r u e  f o r  (A-1)). 
c ;P(E,~ ) I M < 00, for any sequence 
O n  
[vi). 
sequence [vi]. 
(The asser t ion  
Now assume e i t h e r  (A-1) or ( A - 2 ) .  On the  l e f t  of (14a), l e t  
v = v and l e t  u = 5 on t h e  r i g h t  of (14b), 
_ . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . ~  . _ - . . .  
~ 
i a  i i a a  k k  g P(u ,v ) = P(u ,v  ) . . .P(u ,v ) .  
14 
or 
n -  - c-E P (U,L) (C-E) ,   
The r i g h t  s ide  tends t o  zero as n -+m. Thus C 5 E. The reverse 
inequal i ty  follows from the  sequence 
- 
u v  sup C U f V  2 c ' v 
u v  c = i n f  sup cUjv L i n f  c 9 ..- u v  U 
- c B sup i n f  c U y v  z C. - v u  
Thus 
Pair  (u,v) or (2,:) i s  a saddle point.  
C = E and the  game has a saddle point w i t h  value C = E; e i t h e r  - - - -  
7'. Let Co be an a r b i t r a r y  f i n i t e  vector. Define the  se- 
quence Cn by 
n n  By ( A - 4 ) ,  t he  igf s;p i s  real ized a t  some u ,v . Then f o r  any u,v 
Either  (l5b) ,(A-1) and 1' or (l5b) , (A-2), lo and Lemma 1 
(A), imply t h a t  the  Cn axe uniformly bounded. Then the  l e f t  s ide  
n i -  
of ( l5a)  and (A-1) or (A-2) and Lema 1( C) imply t h a t  TT P(u ,v) + 0 
0 
Similarly, e i t h e r  (A-1) and 1' or (A-2), (14a), Lemma 1(B)  and lo imply 
n I1 - t h a t  'r P(u,vi) -+ 0 as n 3 03, Next, i n  (l?a), l e t  u = <, v = v and 
0 
n n l e t  v = v and u = u i n  (14a). Then (14a) and (l3a) y i e ld  
. .  
or 
n+l  n -  P(-;,vn)(E-Cn) I E - c 5 P(u ,v) (e-C")  
. .  
n 
0 
n Since both s ides  of  (17) go t o  zero as n -+ w j  C -+E as  n --j 00. Q.E.D. 
Let EE denote a vector, each of whose components has  t he  
value E *  Recal l  t h a t  C' = sup CuJv  and Cv = i;f CuJv. v 
Corollary 1, Assume (A-1) or (A-2) and t h a t  the components - I ---
I 
of K(u,v) a re  unifornly bounded 'in u and vo Then, f o r  any u1 and u 2 , - -5""- T 2 - - -  - I_ 
t he re  i-s some u3 so t h a t  C' y v  S min[ Cu Jv,Cu For each E > 0 , 
t h e r e  i s  a U ( E )  so t h a t  
-- _I- - -- - -7 
--- -_u 
1 2 
- 1 2 3 For each v and v , t he re  i s  a 2 so t h a t  CuJ L max[CUJv ,CuJv 3. -- - PI- -- I__ 
For each E > 0 ,  t he re  i s  a Y ( E )  so t h a t  -- u__-- -u_ 
16 
FuYt'hermok-e 
(.W Cv = i;f[ P(u,v)Cv + K(u,v)] 
The so'lution t o  (18a) i s  unique ( i f  f i n i t e ) ,  
to (1811) i s  unique ( i f  - f i n i t e ) ,  
I f  u = a, t h e  solut ion - I --- - - I_ 
- - 
Proof, Most of t h e  proof i s  a d i r e c t  consequence of t he  ar-  
_I_ 
guments of 3O, 4'. Also most of t he  statements a r e  e s sen t i a l ly  contained 
i n  [ 43, 
The uniqueness under (A-1) i s  obvious, 
Only t h e  uniqueness f o r  (18a) w i l l  be proved, under (A-2) 
Assume (A-2) ,  and f i x  E > O  
so t h a t  inf  k(a ,p , i )  - E 6 > 0. 
i,a,B There i s  a so  t h a t  
V 




(20)  C 2 Pn(u(~) ,v)CV i- 0 Pi(u(E),v)[K(u(E),v)-&~~ 2 0 
( 2 0 ) ,  together  with 
i s  a contractidn, uniformly 'in E; i o e o ,  1; P (u( E) ,v)ll 5 M < 00 f o r  
some r e a l  number M and a l l  0 < E < 6. Let Cv and E be solu- 
t i ons  to ( 1 8 ~ ~ ) ~  Then, combining 
6 > 0, and Lemma l ( B )  implies t h a t  $(u( E) ,v) 
00 
i -- --_I_ - 
E 5 P(u( E )  ,v)c + K(u( E) ,v) 
w i t h  (19) yie lds  
. v' c-c 5 P(u( E )  Jv)(e-cv) + & E  
n-1 
P"( u( €) Jv)  (3-c") -k 8 Pi( u( E) yV)EE 
N V  2 and CvJ -I43 6 C-C 6 &EEO 
E 
Since the  argument i s  symmetric i n  
Since E i s  a r b i t r a r i l y  s m a l l ,  the  uniqueness follows, QoEoD. 
Corollary 2. Assume -II_ (A-1)  - or (A-2) -- and _I_ t h a t  u_ t he components - 
1 07 K(u,v) a r e  unifbrmly bounded i n  u and vo Then for each u - - I_ .- - -J --- 
an3 u , there  i s  a u3 so tha't 2 - --- 
1 2 
3 0  
cu  ,v sup cU y v  5 min[sup cU J ~ ,  sup 
3 
v V 
2 For 'each v1 ana v ther'e 'is a d 'so t h a t  -- - -- -- -- I_- 
1 2 i";f C ~ J  3 B max[ igf C ~ J ~  , igf C ~ J ~  3 
- 
For 'each E > 0, --- there  ar'e - .(E) v( E )  .(E) ;(E) I- so t h a t  --
Proof. The f i r s t  paragraph of Corollary 2 follows from the  -
0 arguments of part  3 , 4' of the  proof of the  Theorem. The r i g h t  s ides  of 
n n 
(21a) and (21b) a r e  obvious s ince ( see  4') C' = sup Cu 'v 1 i E f  sgp C U J V  
V n n 
and Cv = i n f  Cuyv T sup i n f  CuJv (merely choose E and l e t  U(E)  = U v u  - 
18 
n uL1 U Ci - i n f  Ci < E n -  = u , V ( E )  = v , where n i s  la rge  enough so t h a t  
U 
n 
V V" and sup Ci - Ci < E f o r  i = 1, ..., N). Final ly ,  t h e  l e f t  s ides  of 
(218) and (21b) follow from Corollary lo 
V 
Q.E.D. 
Theorem 2. Assiine (A-1) u_ ana (A-3) - or  (A-2)  u_ and (A-3) y _ *  and 
l e t  t h e  components - of  K(u,v) I be uniformly bounded - i n u - and v. 
Let Co - -  be a f i n i t e  vector. D'efin'e Cn - by 
--
-
Cn+' = i;f sup [P(u,v)Cn + K(u,v)]. (22) V 
cn -+ i r g  sup c ~ , ~  = s y  igf c ~ ' ~ .  (23) V 
Fix E > 0 ,  so i n  t he  cas'e of  (A-2), E i s  smaller than some lower 
bound to t h e  component's - 0.f K(u,v) a _u Let un( E) - and vn( E) satisYy 
7 - ---_I_.- - -7- 
---
P(un(E),v)Cn + K(un(E),v) - & e  5 C n + l  5 P(u,vn(€))Cn 
( 24) 
+ K(u,vn(E)) + C E O  
Then, there  i s  a f i n i t e  constant MI so t h a t ,  f o r  s u f f i c i e n t l y  large n, ---- -- - -
[ (23) and (23 )  imply t h e  existence of an €-optimal s t r a t egy  pa i r , ]  
ROOT'. F i r s t  t h e  analogs of (E) and (14) w i l l  be obtained. 
_I_ 
Fix E > 0 and, i n  case of (A-2), l e t  i n f  k(a,p,i)-E z 6 > 0. Let 
EE(q) be a vector  whose qth component i s  s t r i c t l y  grea te r  - than E and 
i,a,B 
- 
the  other  components a r e  zero. Denote C U(E);G(E) by EE and 
1 G- u(')'z(') by 2'. Suppose t h a t  (c.f. (13)) ,, t he re  i s  some v 
and some q so t h a t  
1 Define Yo and T(v ) as below (13)0 Then Yo 5 Yn T Y, where Y 
s a t i s f i e s  (18a) . 
1 and, for  v = v , equals Cv , t h e  evaluation C 
l i m  Yn = Cv cont rad ic t s  t h e  de f in i t i on  of FEo Thus, it i s  con- 
cluded t h a t  there  i s  no such v1 and 
Since t h e  solut ion t o  (18a) i s  unique (Corollary 1) 
--E 
1 
+ &,(q) 5 Yo 5 
1 
i s  obtained. By (A-3) ,  t h e  igf s#p and sup i n f  may be in t e r -  
changed and (27) ( t h e  analog of (14))  obtained. 
U 
E 
(27 )  -cE + P ( u ( E ) , v ) c ~  + K ( ~ ( E ) , V )  I c = P ( ~ ( E ) , ~ ( E ) ) c ~  + K ( ~ ( E ) , V ( E ) )  
E 
S P(u,v(€))C + K(u,v(E))  + &, 
4 -  E where CE, U(E)  and V ( E )  a r e  e i t h e r  C , ~ ( € 1 ,  T(E) ,  or  - C , :(E), 
L v(E), resp. Let A, = - C' - C 
the  development following it) 
~ 
-E 
Then (27) y i e lds  (compare (14) and 
20 
which implies t h a t  (under ( A - 1 )  o r  ( A - 2 ) )  
where M i s  some r e a l  number ( see  pro3f of Corollary 1). The l e f t  hand 
s ide of (27) implies by ( A - 1 )  o r  (A-2)  and Lemma l ( c )  tha t ,  f o r  any sequence 
co 
co 
P( u( E) ,vi)K( u( E) ,v’) i s  bounded uniformly i n  E f o r  
i 
Ev 3 ,  j$ iEj+1 
U ( E )  = U(E) or u ( E ) ) .  
Then (2g) and t h e  a rb i t r a r ines s  of E imply t h a t  - c, 
The proof of (23 )  i s  along t h e  l i n e s  of t h e  proof i n  t h e  
Theorem, with t h e  &vious a l t e r a t ions ,  and only the  out l ine  w i l l  be 
given. Each Cn i s  f i n i t e  since the  components of K(u,v) a re  
n f i n i t e ,  Then the  existence of u ( E )  and V”(E) follows by ( A - 3 ) .  
I n  (27) , l e t  
Then 
--E n 
(29 )  -KIE + P(U(E),V~(E))(C -E -C n ) S --E C -C n + l  5 P(un(E) ,v(~) ) (C -C ) + K1€ 
--E n + l  C -C fo r  some 
d i f f e r  by no m x e  than - M E fo r  some r e a l  number M < co. Q.E.D. 
CQ > K1 > 0. (29) implies t h a t  t he  elements of 
1 ’  1 
4- 
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