Abstract
Introduction
Most of the real component-based systems do not have a fixed number of components, known at design-time. Consider, for instance, systems with the dynamic instantiation of components at run-time (so called dynamic systems), or systems with a previously unknown number of client components connected to a shared server (so called client-server systems). Such systems, or the sub-systems they consist of, usually contain a stable part (control component, information provider, server, instance handler) and a number of uniform components of the same type (clients, instances) such that the uniform components communicate with the shared stable part, but do not communicate directly with each other.
We call these systems Control-User systems (or C-U systems in short), as established in existing literature [19, 15] . The stable part is referred to as a control component, a uniform component as a user component.
If the number of user components is not given in advance (no matter if we consider dynamic systems, client-server systems, or other variants of C-U systems), any faithful model of the system becomes infinite-state, and hence unmanageable by finite-state verification techniques. However, the unboundedness of the model does not stem from the complexity of particular components (they can be abstracted with finite-state models), but in the missing information about the number of user components that are going to be part of the system. Based on this observation, our technique to Control-User systems verification is based on the computation of a cutoff on the number of user components (an value k ∈ {1, 2, . . . }), which guarantees that if the system is proved to be correct for every number of user components up to k, then it is correct for arbitrary number of users.
In the paper, our verification technique is explained using an underlying formalism of Component-interaction automata [36] , which is a language for formal modelling of communicational behaviour in component-based systems. However the basic idea of this contribution is general and the reasoning presented here is applicable to other formalisms that model systems as finite-state LTSs or regular expressions. Having a model of the system in terms of Component-Interaction automata, we consider verification of m-symmetric LT L X -like properties, which make no distinction among user components and require at most a finite number m of user components to violate the property.
Since the presentation of the first version of the technique [33] , we have successfully applied its preliminary versions to a number of existing models [2, 35] . In this paper, we present the refined version of the technique, incorporating the experience learned during time. Moreover, we discuss possible reductions of the model, introduce two heuristics for the computation of the cutoff, and evaluate the heuristics on a number of existing models.
The paper starts with a brief discussion of related work in Section 2, and an outline of the modelling language and C-U systems in Section 3. Section 4 formally defines the properties of the systems that are of our interest, and Section 5 defines the cutoff for a given model and property, for which the discussed statements are proved. Section 6 is dedicated to the heuristics for finding the cutoff, and Section 7 to the experimental evaluation of the approach on several real C-U models. Finally, Section 8 summarises the results and outlines the aims for future work.
Related work
In the last years, much effort has been devoted to verification of parametrised systems. There were studied theoretical questions concerning decidability of the problem [19, 24, 25] , and a number of verification algorithms was proposed [6, 7, 16, 18, 23, 26, 29, 30] . Several of these approaches are designed for systems with different architectures or different types of synchronisation [16, 26] , comparing to our approach. The approaches that can be used for verification of CI-LTL properties or their subset for C-U models are discussed further.
Approaches based on (backward or forward) reachability analysis [3, 22, 23, 24] and its extension, called local backward reachability [32] , can be used for verification of safety properties of C-U models. It is proved that these techniques for C-U models always terminate [3, 24] , but the number of iterations they perform is not known. For better practical usage of the methods they use an acceleration [23] .
Another approaches to verification of safety properties employ invisible invariants [6, 18, 29, 30] . These approaches, which are not guaranteed to terminate, are based on automated computing of an inductive assertion.
There are several techniques using compositional proofs -proof of a large system constructed from proofs for its parts. The technique presented in [7] , which can be used for the verification of modal mu-calculus, is based on ideas of compositional proofs. It takes each instance of a parametrised system as an expression of a process algebra and interprets this expression in modal mu-calculus, considering a process as a property transformer. The result is an infinite chain of mu-calculus formulas, and technique solves the verification problem by finding the limit of the chain.
In the component-based setting, the problem has not been addressed in this way until recently. It may be partly because of the complexity of the theoretical results, but mostly because the application of formal methods in component-based development is a relatively new discipline. The existing work in componentbased systems [4, 5] rather assumes that even if generally the number of components can be arbitrary, during the assembly phase the exact number of the components is known.
Our aim is to provide an efficient and practically usable verification technique which is usable for verification of C-U systems and a natural form of their properties, the m-symmetric properties in CI-LTL. All mentioned techniques could be used for this purpose as well. They however support only a restricted set of properties (usually safety properties) that are insufficient for the componentbased systems we aim at.
Control-User systems modelling
This section briefly describes the modelling language used in the paper for modelling component-based systems and their models (so called C-U models), and defines the Control-User systems that are studied in the paper.
Component-Interaction Automata
Component-interaction automata [9] are a specification language for modelling component interactions in hierarchical component-based software systems. They capture each component as a labelled transition system with structured labels and a hierarchy of sub-components of the modelled component. The basic definitions are briefly reminded in this section. 
is a set of labels, δ ⊆ Q × Σ × Q is a finite set of labelled transitions, I ⊆ Q is a nonempty set of initial states, and H is a hierarchy of component names. Note. In the following, for a CI automaton C the symbols Q C , Act C , δ C , I C and H C denote the sets of states, actions, transition, initial states, and hierarchy of component names of C, unless stated otherwise. Moreover, for a hierarchy of component names H, the symbol S H denotes the set of component names corresponding to H, as stated in Definition 3.1.
Definition 3.3.
A path of a CI automaton C is an alternating sequence of states and labels q 0 , l 0 , q 1 , l 1 , q 2 , ..., where ∀i.(q i , l i , q i+1 ) ∈ δ C , that is either infinite or is finite in case that it ends in a state with no outgoing transitions.
P ath(C) is the set of all paths of the CI automaton C, P ath Init (C) is its subset containing all paths starting in an initial state and P ath Init Inf (C) is the set of all infinite paths in P ath Init (C). Finally, P ath Init F in (C) is the set of all finite paths in P ath Init (C).
. . is a (finite or infinite) path of the CI automaton C, then
is the i-th state of π if it exists; here π(i) = q i and
is the i-th suffix of π;
Note. For a given CI automaton C we denote L C the set of all labels reachable from an initial state in C, L int,C the set of all internal labels reachable in C.
A finite set of CI automata can be composed into a composite automaton. There are several types of composition defined for CI automata. For simplicity we use only one type of composition of components -the handshake composition. A more general type of composition defined for CI automata -composition with respect to feasible labels [36] -can be transformed into handshake composition of renamed automata. Thus the approach proposed in this paper can be used for this more general type of composition too.
Definition 3.4. We say that CI automata in a set {C i } i∈I are composable if
is finite and (H Ci ) i∈I is a hierarchy of component names, i.e. S HC i for i ∈ I are pairwise disjoint.
Let {C i } i∈I be a set of composable CI automata. By ⊗{C i } i∈I we denote the CI automaton modelling the handshake composition of the CI automata in {C i } i∈I .
Thus
such that δ = δ alone ∪ δ sync , where
where pr i (q) denotes the ith projection of q.
Definition 3.5. Let L be a set of labels, S a set of component names. Then
Comm(L, S) is the set of the labels L together with the internal labels that follow from L after communication with components whose names are in the
. Comm(L, {1,2}) = L ∪ {(1,act1,α),(β,act2,1),(2,act1,α),(β,act2,2)}.
Definition 3.6. Let C be a CI automaton and l be a label, then l |C denotes the label corresponding to the part of the communication that is modelled by the label l and involves only component names that are modelled by the automaton C, if such a label exists.
Example 3.1. For example if a CI automaton C models components with names α, β, then (α, a, 1) |C = (α, a, −), (α, a, β) |C = (α, a, β) and (1, a, −) |C is not defined.
Control-User system models
To simplify the explanation of our approach, we narrow our attention to parametrised systems consisting of a number of users of the same type which are connected to one control component that represents the stable part of the system. We assume that the users have the same behaviour, and that they do not communicate with each other (illustrated in Figure 3 ).
Additionally, we focus only on the systems satisfying that for every i ∈ N, the i-th user is a primitive component (with no sub-components) and the control component is a component composed of primitive components. In the following we assume that the name of a component modelled by i-th user is i, and names of components contained in the control component are different from the possible names of user components, i.e. they are not positive integers. All assumptions in this paragraph are without lost of generality, they only simplify the presentation.
Definition 3.7. Let C and U i = (Q, Act, δ i , I, (i)), where i ∈ N, be CI automata. Then the tuple (C, {U i } i∈N ) is a Control-User system model (or a C-U model for short) iff:
• C = ⊗{C 1 , . . . , C n }, where C 1 , . . . C n are primitive,
• for all i ∈ N, the CI automaton, which results from U i after renaming of all component names with r : {i} → {1}, is equal to the CI automaton U 1 .
is the CI automaton modelling system M with one control component and n users.
For the rest of the paper let us fix that if M is a C-U model, then it denotes
Example of a C-U model
This section is dedicated to an example of a C-U model SO of a SubjectObserver system with one subject and a number of observers. This example is going to be used as a running example throughout the paper. Detailed specification of this system is in [2] and a complete CI model of the system is in [34] . 
Model of an Observer
An Observer (see Figure 1 ) first needs to register to get to the state where it can accept notifications and ask for the value managed by the Subject. In the model, each method, e.g. register(), is assigned a tuple of action names: register denotes the call/request of the method, and register' the return/response from the method. These two determine the start and the end of the method's execution.
Model of the Subject
The Subject S implements four methods: update(), register(), deregister(), getValue(). The first is independent of the others and hence the model consists of two parts composed via handshake composition S = ⊗{S 1 , S 2 } (because the labels of the two parts are disjoint, the composition models the parallel composition of the two automata). Models of the parts are in Figure 2 .
On the update() method (CI automaton S 1 ), the Subject first receives the method call, confirms its return (to allow the updater to continue its execution while the notifications are delivered, which is common in Subject-Observer communicational models) and then takes care about notifying the Observers.
This proceeds in two loops separated by internal actions. The first loop distributes the notification to the Observers, the second confirms termination of notifications. This allows the Observers to execute bodies of their methods in parallel. More, the confirmation (−, notif y ′ , α) is allowed also in other states than 5. This protects the system from deadlock of the Observers that do not manage to synchronise with the Subject before it leaves the state 5. Note that the composition with Observers using the handshake-like composition includes paths representing that 0, 1, 2, ..., all registered Observers are notified. However no Observer can be notified twice because notify() cannot return until all notifications are distributed. This confirms to the at most once constraint, which will be verified later in this text. On the remaining methods register(), deregister(), getValue() the Subject only receives the call and then returns.
C-U model of the system
The C-U model of the system consisting of one Subject and an unlimited number of Observers, is SO = (S = ⊗{S 1 , S 2 }, {O i } i∈N ).
Properties
This section presents a brief description of the logic CI-LTL which we use for the specification of interaction properties on CI automata. The second part of this section describes so called m-symmetric properties that we study in the paper and which are described by special sequences {ϕ n } n∈N of CI-LTL formulas.
The logic for specifying properties
In formal verification techniques, like model checking [12] , the properties for verification are specified in temporal logic. In our approach, we use the logic CI-LTL [36] , which is an extension of the action-based LTL [28] . The action-based LTL enables to express the LTL properties that concern occurring component interaction (i.e. labels in automata). CI-LTL extends this logic so that it moreover enables to express properties about possible component interaction (i.e. label enabledness). Consequently, when using CI-LTL compared to LTL we can moreover capture properties such as: a component is able to send an action that cannot be at the moment accepted by the environment. Note that because the action-based LTL is contained in the CI-LTL, the following verification method can be used for LTL formulas as well.
Definition 4.1. Let L be a set of labels of a CI automaton, then CI-LTL formulas over L are defined inductively:
1) If l ∈ L, then P(l) and E(l) are formulas.
2) If φ and ψ are formulas, then φ ∧ ψ, ¬ φ, X φ and φ U ψ are formulas.
3) Every formula can be obtained by a finite number of applications of the previous two steps.
Let C be a CI automaton, then CI-LTL formulas are interpreted over the paths π ∈ P ath Init Inf (C) where the satisfaction relation |= is defined inductively:
Other operators such as n-ary operators ∧ and ∨ (for each n ∈ N 0 ), binary operator ⇒, and unary operators F , and G , can be defined as shortcuts.
As described, CI-LTL contains two types of atomic formulas -P(l) and E(l).
The P(l) captures that the label l occurs in the next step of the path and E(l)
says that in the first state of the path, it is possible to perform label l.
Note. Let ϕ be a CI-LTL formula. Then L ϕ is a set of labels that occur in ϕ, E ϕ is a set of labels such that E(l) is a sub-formula in ϕ, and P ϕ is a set of labels such that P(l) is a sub-formula in ϕ.
Similarly to other approaches [14, 15, 17] we are interested only in the properties that are invariant under stuttering (defined below). The definition of the invariant under stuttering formulas cannot be straightforwardly used for deciding whether a formula is invariant under stuttering. For this purpose, it is better to use Lemma 4.1 which follows. It captures the form of the most of practically used invariant under stuttering formulas < · · · such that for each l ∈ L, j ≥ 1, the following holds:
For the intuition of the definition see Figure 5 .
Observe that if π and σ are stuttering equivalent paths, then for each j ≥ 0, all
are also pairwise stuttering equivalent. Lemma 4.1. Let ϕ be a CI-LTL formula which does not contain the operator X and any occurrence of an atomic proposition P(l) in ϕ is of the form either
Proof. See appendix.
C-U model properties
Assume a C-U model M. In the model, there is no bound on the number of users that can be present. However one CI-LTL formula can express only a property of the model with a limited number of users. Hence the properties that we aim to verify, are specified with sequences of formulas {ϕ n } n∈N , where for each i ∈ N the formula ϕ i express the property on a system with at most i users (CI automaton M i ). We say that a property described by {ϕ i } i∈N is satisfied iff for each i ∈ N it holds that M i |= ϕ i .
In the paper we concentrate on the properties that can be described using a special type of sequences {ϕ n } n∈N . We study the sequences for which there exists m ∈ N 0 such that if for an arbitrary n ∈ N a path fails to satisfy ϕ n , then there are m users that together with the control component ensure that the path fails to satisfy ϕ n (similarly to [13, 14] ). A property satisfying this condition for m ∈ N 0 is called m-symmetric property. More precisely for m ∈ N 0 , an msymmetric property is a property that can be described by a sequence {ϕ n } n∈N , such that there exists an invariant under stuttering CI-LTL formula (called underlying formula) ψ where for any n < m the formula ϕ n = true, and for each n ≥ m
Here
• f is an injective function,
is the formula that results from ψ after substitution of each component name i by f (i).
• ψ is an invariant under stuttering CI-LTL formula such that if
It means that the formula ψ contains only the labels modelling communication of the control component and users with names 1, . . . , m.
Example 4.1. In this example, the preceding definition is illustrated using three properties of the C-U model SO described in Subsection 3.3.
1. A 1-symmetric property {ϕ n } n∈N where for each n ∈ N:
says that if a user can send a request to register(), then it does send it in the future.
2. A 1-symmetric property {ϕ n } n∈N where for each n ∈ N:
and
described that if the Subject obtains information that the state is updated, then all users obtain a request to notification notify(), and the notification is finished in finite time.
3. A 2-symmetric property described by a sequence of formulas {ϕ n } n∈N where ϕ 1 = true and for n ≥ 2:
where
captures that a state, in which the control component can send a response to the method register() to two users, is unreachable. This means that at any moment there is at most one Observer whose registration can be completed by the Subject.
Verification
The previous section contains a description of the models and their properties which we want to verify. In this section we prove basic statements used in the rest of the paper. In particular, we define in which situations the control component at any time regards at most n users with respect to a set of observable communications X and states of components of the control component with names N such that S N ⊆ N ames. After that, we show a usage of the fact that the control component at any time regards at most n users with respect to X and N to compute a cutoff of the C-U model. In the last part of the section, we discuss possible reductions of the C-U model before a verification process.
Essential definitions and lemmas
We start with the definition of π X,N which is in fact an abstraction of the path π pointing up the important parts of the path given by the set of labels X and a tuple of chosen component names in the control component N . This is followed by the essential definition stating when we can say that a control component regards at most n users.
The next notation presents an auxiliary term which is used in the following definition.
Notation. Let C be a model of a control component of a C-U model. Let q ∈ Q C and N = (name 1 , . . . , name k ) be a k-tuple such that S N ⊆ S HC . Then q |N denotes the tuple (q 1 , . . . , q k ) such that for each i ∈ {1, . . . , k}, q i is the state of the component name i in the global state q.
Example 5.1. For a state (q, p, r) ∈ Q ⊗{C1,C2,C3} , where
Definition 5.1. Let M be a C-U model, X ⊆ L C , N be a tuple of chosen names of the subcomponents of the control component (S N ⊆ S HC ), j ∈ N and a path
ǫ is an empty string and
For the C-U model SO described in Subsection 3.3, set of labels X = {(−,update,α),(α,notify,−)}, j = 3 and
N be a tuple of chosen names from S HC and n ∈ N. We say that the control component at any time regards at most n users with respect to X and N iff for each j ∈ N it holds
The symbol |M| X,N denotes the minimal number n such that the control component at any time regards at most n users with respect to X and N , if there is any. If there is no such n then |M| X,N = ∞.
Example 5.3. For the C-U model SO described in Subsection 3.3, and the set of labels X = {(−,register,β),(α,register ′ ,−)} it holds that:
• {π X,(α) | π ∈ P ath / / (q2,2) , . . . where q 0 , q 1 , · · · ∈ {1, . . . , 5} and all finite prefixes of these sequences.
• {π X,(α) | π ∈ P ath
Hence SO X,(α) = 1.
0-symmetric properties
In this section, we show that for a C-U model, its 0-symmetric property and a suitable set X, and a tuple N , the value |M| X,N is a cutoff for the system and property.
Definition 5.3. Let M be a C-U model and {ϕ n } n∈N be a sequence of formulas then a set of labels X ⊆ L C contains all labels necessary for verification of
Example 5.4. Consider the C-U model SO from Section 3.3. Then 1. for {ϕ n = f :{1}→{1,...,n} G (F E(−,update,α))} n∈N the minimal set containing all labels necessary for verification of {ϕ n } n∈N on SO is {(−, update, α),
2. for a property {ϕ n } n∈N from Example 4.1 2) where for each n ∈ N ϕ n = f :{1}→{1,...,n} G (P(−,update,α) ⇒ F (P(α,notify,1) ∧ F P(1,notify ′ ,α)) the minimal set containing all labels necessary for verification of {ϕ n } n∈N on SO is {(−, update, α), (α, notif y, −), (−, notif y ′ , α)}, 3. for { f :{1}→{1,...,n} G (E(1,register,β) ⇒ F P(1,register,β))} n∈N from Example 4.1 1) the minimal set containing all labels necessary for verification of
Let M be a given C-U model and {ϕ n } n∈N a 0-symmetric property. The algorithm for computing the minimal set X of all labels necessary for verification of {ϕ n } n∈N on M is for example:
Set X = ∅. In the next step, for each l ∈ P(ψ) (ψ is the formula underlying {ϕ n } n∈N ) add the label l |C to the set X. After that, for each l ∈ E(ψ) traverse the state space of M 1 (not necessary reachable) and check, for all possible transitions (q, l ′ , q ′ ), whether the second condition from Definition 5.3 is fulfilled.
If not, it is necessary to add l ′ |C to the set X. The algorithm has the space complexity O(|C| × |U 1 | + |ψ|) where |ψ| is the complexity of ψ.
Definition 5.4. Let M be a C-U model, {ϕ n } n∈N be a sequence of formulas and N be a tuple of chosen names from S HC . Then for verification of {ϕ n } n∈N on M it is sufficient to observe components N iff the labels in E({ϕ i } i∈N ) contain component names from N only.
Example 5.5. Consider the C-U model SO from Section 3.3. Then 1. for {ϕ n = f :{1}→{1,...,n} G(F E(−,update,α))} n∈N the minimal set satisfying that it is sufficient to observe components from it, is the set {α}, 2. for the property from Example 4.1 2) the minimal set satisfying that it is sufficient to observe components from it, is the set ∅.
Above, for each C-U model M and sets X, N is defined the value |M| X,N .
The following lemma states that this value is a cutoff on the number of user components for the system M and the property {ϕ n } n∈N .Consequently it shows that if we prove that the system is correct for 0, 1, . . . , |M| X,N user components, it is guaranteed to be correct for any larger number of users.
Lemma 5.1. Let M be a C-U model, {ϕ n } n∈N describes a 0-symmetric property such that it is sufficient to observe components N , and labels from X. Then for every j ∈ N it holds that:
Proof. See appendix. contains all labels necessary for verification of the property on SO, and Example 5.5 1) says that for verification of the property on M it is sufficient to observe components {α}. The value |M| {(−,update,α),(α,int,α)},{α} ≤ 1, thus for every j ∈ N it holds that:
Consequently, if we have a C-U model, and a 0-symmetric property {ϕ n } n∈N that we want to verify, we can compute a set X of all labels necessary for verification of the property and the tuple of names N which are sufficient to observe. Thus we can reduce the previous problem to the task of finding an over-approximation of |M| If it holds, the property is satisfied for models with any number of users.
A similar approach can be used for simultaneous verification of several 0-symmetric properties. We can compute the minimal set X and N and then compute an over-approximation of |M| X,N .
m-symmetric properties
In the preceding subsection we studied 0-symmetric properties. In this section
we describe a reduction of the verification of an m-symmetric property on a C-U model to the verification of a 0-symmetric property on a modified C-U model.
In this reduction, we employ (similarly to [13] ) the fact that an m-symmetric property described by a sequence of formulas {ϕ n } n∈N , where for n < m the formula ϕ n = true, and for each n ≥ m makes no distinction among users. Thus we can using a similar consideration as in symmetry reduction [11, 21] . For this task, we can use the theory from the previous subsection.
Reductions
In some cases, the size of a given C-U model (which is determined by the size of the control component and user components) does not allow us to verify a property. Hence it is important to study reductions of C-U models such that for each 0-symmetric property, the property holds in the original model M = (C, {U i } i∈N ) if and only if it holds in a reduced model
The reduced model can be obtained using one reduction technique or using successively several reduction techniques.
Two examples of such reductions are presented in this part of the section. The first illustrates the usage of an existing reduction technique for this problem, the second reduction is specific for component-based C-U models. There is possible to propose other techniques, but because our main target is not study the reduction techniques thus we present for illustration only the two mentioned.
Reduction 1
This technique, called τ -compression [20, 8] reduction, can be used for reduction of the both types of components in C-U models: control components and user components.
Let M be a C-U model, {ϕ n } n∈N be a 0-symmetric property such that it is sufficient to observe components N , and labels from X. The set of labels of a chosen component for reduction (a user component U i or the control component C) can be divided into two sets -visible and invisible labels.
If the automaton for reduction is the model of a user U i then the set Inv of all invisible labels contains all internal labels L int,Ui and all external labels that are not used for synchronisation with the control component. Thus it is possible to reduce U i using τ -compression [20] for the set of invisible labels Inv. Roughly, a subset S of states of U i can be replaced by one state (one of the states in S)
with a loop over some invisible label iff for each two states q 1 , q 2 ∈ S there is a path from q 1 to q 2 over invisible labels and over states in the set S (i.e. the set S is a strongly connected component of the graph with edges corresponding to invisible transitions).
If the automaton for reduction is the model of the control component C, then the set of all invisible labels Inv contains all internal labels l of C such that l |C ∈ X and all external labels which are not used for synchronisation with users.
The control component C can be reduced using a τ -compression-like reduction for the described set of invisible labels Inv. A subset S of states of C can be replaced by one state with a loop over an invisible action iff for each two states q 1 , q 2 ∈ S there is a path from q 1 to q 2 over invisible labels and over states in S, and all states in S contain the same local states of components from N .
Example 5.7. Consider the C-U model SO described in Subsection 3.3, the CI automaton S, N = (), and X = {(−, notif y ′ , α), (α, notif y, −), (−, register, β),
Then the sets of invisible and visible actions (depicted in Figure 6 ) are
Thus all cycles containing only transitions over actions (α, int, α), (−, update, α), (α, update ′ , −) can be replaced by one state with a loop. The reduced system S red is in Figure 7 .
Reduction 2
This reduction is more specific for component-based systems. It can be applied to the systems, where the control component consists of a number of sub-components where only some of the sub-components participate in the interaction with users. Then the control component can be reduced to these sub-components.
(in X, there is no action involving the component C 2 ) and N contains only component names of C 1 . Moreover let the following hold:
1. C 2 can not synchronise with a user, 2. ∀i ∈ N : P ath
7 In this case C 1 ⊗ C 2 means ⊗{C 1 , C 2 }. For this purpose, we propose two heuristics. The first of them is suitable for finding an over-approximation, but it is not applicable in the cases where |M| X,N = ∞. The second heuristic can be used for proving that |M| X,N = ∞ (or it is greater than some value). On the other hand this heuristic can not help in finding an actual over-approximation.
Heuristic 1
This heuristic is based on two ideas:
1) Only those sequences of labels that the control component enables are possible.
For the C-U model of Subject-Observer system SO described in Subsection 3.3, it holds that the control component Subject can not perform (−, register, β) twice without performing the label (β, register ′ , −) in between. The idea thus says that no matter how many user components are in the system with the control component, the action (i, register, β) can not be performed twice without performing the action (β, register ′ , i) in between.
2) If for a C-U model M, the automaton M n generates all possible runs with respect to X and N , then for every j ∈ N the automaton M n+j generates again the same runs.
This heuristics generates (for a given C-U model M, a set of labels X and a tuple of component names N ) the CI automaton A containing all paths (according to the observable labels from {l |C | l ∈ X} and states of C) which the control component C enables. After that it iteratively computes, whether
Init Inf (A)} for i = 1, 2, . . . , either without terminating or up to the minimal value n satisfying the condition. Then for all j ∈ N it holds {π X,N | π ∈ P ath
Thus n is the cutoff.
The CI automaton A is constructed from the automaton C using three modifications.
• To each state of C, there is added a loop over a new internal action (action not in X).
• A numerical name 1 is added to the hierarchy of component names H C .
Thus the hierarchy of component names of A is ((1), H C ).
• In all the external labels of C that in the composition model a synchronisation of the control component with a user, substitute '−' with '1'.
It is clear from the previous steps that for each i ∈ N it holds:
Another, yet more involved approach should decide for each state of C, whether the performing of the loop over internal action from the state is feasible. If the loop over an internal action in the state is not feasible, it is not added. For this purpose, it is possible to use some algorithms proposed for the verification of reachability properties on C-U models.
Heuristic 2
In this section, we describe a heuristic that enables us to prove that |M| X,N is ∞. For this purpose, we employ the value M X , which reflects the number of users that the control component can serve concurrently at any moment. Since
, for all possible tuples N it also holds that M X ≤ |M|
Then a state q of a user is not in a cycle of service wrt X iff it is in the set N CS M,X defined inductively:
(if there is any) such that for each numberOf U sers ∈ N and each reachable state q of the automaton M numberOf Users , the number of users that are in the state q in a cycle of service X is less or equal to i. If there is no such i then
Let M be a C-U model, X ⊆ L C . As the sets of states of automata {U i } i∈N are identical, we denote:
• L → M,X ⊆ L C -l |C for the labels, over which there is a transition in M i from a state (not necessary reachable) in a cycle of service to a state not in a cycle of service.
• L ← M,X ⊆ L C -l |C for the labels, over which there is a transition in M i from a state (not necessary reachable) not in a cycle of service to a state in a cycle of service. . N CS SO,X1 = {2}, SO
. N CS SO,X2 = {2, 3, 4, 5, 6, 7},
The following lemma implies that if M X = ∞, then also |M| X,() = ∞.
The value M X can be computed using a technique for verification of reachability properties for C-U models.
Evaluation
In order to study the efficiency of the approach using a cutoff and the heuristics, we compute an over-approximation of |M| X,N for several C-U models of previously published component-based systems. The inspected C-U models are the following.
• A simple Subject-Observer system (SO) -the system described in Subsection 3.3. Model of the Subject-Observer system [34] with one subject where the Subject cannot simultaneously register and deregister Observers, and answer to calls on getValue.
• Subject-Observer system (SOv.2) -the model of the Subject-Observer system published in [34] as the model of the system [2] with one subject.
It is similar to the system described in Subsection 3.3. The only difference is that it enables to simultaneously register observers, deregister observers and return the current value.
• Coordinator (Sale/CoordinatorEventHandler) system (Sale) -published in [35] , part of CI model of the CoCoME modelling example [36] . The control component in the system is the Coordinator, which is in the Trading System used for managing express checkouts. For this purpose, it keeps a list of sales that were done during last 60 minutes, which helps it to decide whether an express cash desk is needed.
• Cash desk and its support (Cashdesk) -part of the Fractal model of the CoCoME [10] transformed into CI automata. The control component (support of the cash desk) models four independent methods. The first two ensure that the bought products are successfully logged and other components in the trading system are informed about the finish of a sale.
The third supports credit-card payments, and the last activates the express mode, whenever an express cash desk is needed. A user component (cash desk) models a cash desk which uses the discussed methods.
• Token and its support (T oken) -part of the model of the prototype implementation of a payment system for public Internet access on airports [31] modelled using behaviour protocols [27] . It models a system where clients . For this system, we consider two types of the set X.
X 1 -the set of all internal labels of the modified control component of M and its external labels which are not used for synchronisation with users.
X 2 -the set of all labels of the modified control component of M.
The table in Figure 8 contains manually computed characteristics of the models.
The Heuristic 1 (with the sophisticated method for adding loops) computes successfully the first and the second column of the table and the Heuristic 2 can be successfully used for computing all the values in the table which are greater than a given value.
The results from the experiments can be summarised as follows.
• Let m ∈ N 0 , X = X 1 , and N contain only names of users composed in C mod (2) . Then |M| • If the set X contains a label involving external action concerning registering and deregistering, no matter of the N , the value M X,N is usually ∞ (because it is usually possible to register infinitely many user components). In such cases, it is possible to use Heuristic 2 to prove that the value |M| X,N is greater than a given number.
• Let m ∈ N 0 , X = X 1 , and N contain only names of C mod (2) . Then the value |M| X,N is in studied C-U models finite, and it is less than or equal to the number of services that it requires or provides in parallel. In this case, Heuristic 1 is usually not able to find an over-approximation of the value |M| X,N .
• For the purpose of finding an over-approximation of |M| The evaluations of the algorithms show that the first Heuristic 1 is usually sufficient for verification of m-symmetric properties which concern only users (the set X contain only labels of the m-users which are composed in the modified control component). From it moreover follows that a more involved method should be proposed for verification of properties which concern the modified control component (the set can X contain labels of the original control component).
Conclusions and future work
The paper introduces a verification technique for checking LT L X -like interaction properties on Control-User systems with unlimited number of components. It is based on computing a cutoff n, which guarantees that if the examined property is not violated on the system with up to n user components, it will always hold on the system, no matter how many dynamic components are going to be used during its execution. The proposed approach was evaluated on a number of existing models of real component-based C-U models.
In future, we aim to finish implementation of the algorithms and extend them also to more general types of dynamic models. We also aim at broadening the set of properties and evaluating the approach thoroughly on realistic case studies.
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A Proofs
This appendix provides the reader with the proofs for the lemmas presented in the text.
Lemma. 4.1 Let ϕ be a CI-LTL formula which does not contain the operator X and any occurrence of an atomic proposition P(l) in ϕ is of the form either
Proof. By induction to the structure of the formula.
• ϕ = E(l): Follows directly from Definition 4.2.
• ϕ = ϕ 1 ∧ ϕ 2 : According to IH, ϕ 1 and ϕ 2 are invariant under stuttering.
Let ρ and σ be stuttering equivalent paths wrt L ϕ . Then ρ |= ϕ ⇔ ρ |=
• ϕ = ¬ϕ ′ : According to IH, ϕ ′ is invariant under stuttering. Let ρ and σ be stuttering equivalent paths wrt
• ϕ = (ϕ 1 ∧¬P(l 1 )) U (P(l 2 )∧ϕ 2 ): This covers all three cases enumerated in Lemma 4.1. According to IH, ϕ 1 and ϕ 2 are invariant under stuttering.
Let ρ and σ be stuttering equivalent paths wrt L ϕ . Then ρ |= ϕ ⇔ (1) :
According to stuttering equivalence of ρ and σ and stuttering invariance of ϕ 1 and ϕ 2 , the condition (1) is equivalent to the condition
follows from the third requirement of Definition 4.2). Putting those two equivalences together, we conclude that
• ϕ = ϕ 1 U ϕ 2 : According to IH, ϕ 1 and ϕ 2 are invariant under stuttering.
Let ρ and σ be stuttering equivalent paths wrt L ϕ . Then ρ |= ϕ ⇔ ∃m ∈ N 0 : ρ m |= ϕ 2 ∧ ∀n < m : ρ n |= ϕ 1 . According to Definition 4.2, let k be the maximal index such that i k ≤ m. Then it also holds:
By a similar argument we can prove
Putting the results together
Lemma. 5.1 Let M be a C-U model, {ϕ n } n∈N describes a 0-symmetric property such that it is sufficient to observe components N , and labels from X. Then for every j ∈ N it holds that:
Proof. We proof that for every number j ∈ N it holds M |M| X,N |= ϕ |M| X,N ⇒ M |M| X,N +j |= ϕ |M| X,N +j . Let shortcut c means |M|
. Assume that it holds M c+j |= ϕ c+j for some j ∈ N. Thus there is a path σ c+j ∈ P ath • for each l ∈ ∪ n∈N E(ϕ n ), either all states
satisfy |= l * ∈Comm(l |C ,N) E(l * ) or none of them satisfy it.
• labels l = L(σ c , i
Thus according to Lemma 4.1 it holds σ c |= ϕ c and the implication is proved.L Proof. We prove that for an arbitrary j ∈ N and π ∈ P ath .
