Methods from convex optimization such as accelerated gradient descent are widely used as building blocks for deep learning algorithms. However, the reasons for their empirical success are unclear, since neural networks are not convex and standard guarantees do not apply.
Introduction
Deep learning algorithms have yielded impressive performance across a range of tasks, including object and voice recognition, machine translation, image annotation and reinforcement learning (Krizhevsky et al., 2012; Hinton et al., 2012b; Mnih et al., 2015; LeCun et al., 2015) . The workhorse underlying deep learning is error backpropagation (Werbos, 1974; Rumelhart et al., 1986; Schmidhuber, 2015) -a decades old algorithm that yields stateof-the-art performance on massive labeled datasets when combined with recent innovations such as rectifiers (Jarrett et al., 2009; Nair and Hinton, 2010; Glorot et al., 2011; Maas et al., 2013; Dahl et al., 2013; and dropout (Srivastava et al., 2014) .
Backprop is simply gradient descent plus the chain rule. Gradient descent has strong performance guarantees in the setting of online convex optimization, even when implemented against an adversary (Zinkevich, 2003; Cesa-Bianchi and Lugosi, 2006; Shalev-Shwartz, 2011; Hazan, 2012) . Indeed, gradient descent is just one of the many powerful building blocks provided by online convex programming (Gordon, 2006) . Others include Nesterov's accelerated gradient descent and AdaGrad, which are routinely and successfully used to train neural networks (Nesterov, 1983; Duchi et al., 2011; Dean et al., 2012) . However, it remains unclear why convex methods work so well on nonconvex neural networks.
As a concrete example, AdaGrad is widely used to train neural networks because it often outperforms gradient descent empirically. Moreover, AdaGrad is guaranteed to converge faster on certain convex problems. However, using AdaGrad on a neural network currently has no theoretical justification since neural networks are not convex and guarantees therefore do not apply. AdaGrad is one of many algorithms designed for convex settings that are applied to neural networks with great practical success but no theoretical guarantees. This paper analyzes neural networks using tools from online convex optimization. The aim is to better understand the success of convex methods on nonconvex problems -specifically, deep learning.
Outline
The starting point is a simple tweak of a familiar setting. In prediction with expert advice, Forecaster makes a series of predictions by combining the advice of a fixed set of experts. On each round, Forecaster incurs a convex loss. Its goal is to minimize its regret relative to the best expert in hindsight. In the specialist setting (Blum, 1997; Freund et al., 1997) , experts can abstain from a round by sleeping. We extend the idea to specialized sleepy Forecasters that can abstain from playing certain rounds. Section 2 introduces circadian games, where players incur a convex loss when they are awake. After preliminary work extending regret and correlated equilibrium to circadian games, Theorem 1 shows that if players in a circadian game follow no-waking-regret strategies, then they converge to a correlated equilibrium.
Corollary 4 then shows that error backpropagation on a convolutional network is a sequence of plays in a circadian game. The result holds for convnets as they are used in practice and does not require any additional assumptions. The key technical innovation is the notion of a path-sum game constructed over a directed acyclic graph with weighted edges. Lemma 2 shows how path-sums encode the dynamics of the feedforward and feedback sweeps of neural networks; Theorem 3 shows that path-sum games are circadian. Corollary 4 shows that gradient descent on a path-sum game is error backpropagation and that the waking-regret of players controls the convergence of the network's error to a local minimum.
Main result. Taken together, Theorem 1 and Corollary 4 state that the convergence of a neural network to a local optimum is controlled by the sum of the waking-regret of its units. They provide the first rigorous explanation for how methods designed for convex optimization improve convergence rates on neural networks. The results do not apply to all neural networks. Remarkably, they hold for precisely the rectilinear neural networks that have recently been discovered to perform best empirically (Jarrett et al., 2009; Nair and Hinton, 2010; Glorot et al., 2011; Maas et al., 2013; Dahl et al., 2013; ) -again, with essentially no theoretical justification.
Since neural networks are not convex, guarantees cannot be provided with respect to the global optimum. However, recent work suggests that most optima in rectifier neural networks are good enough (Choromanska et al., 2014) . Thus, searching for good optima may be of less practical importance than ensuring rapid convergence.
Recent work shown that the rate of convergence of gradient-based algorithms can determine their generalization performance (Hardt et al., 2015) , suggesting the results also have implications for generalization. However, the topic is beyond the scope of the paper.
Implications. These results provide a direct link between the waking-regret of individual players and the overall error of the network. There are many directions in which they can be applied; the remainder of the paper briefly explores three such.
The first direction, see section 5.1, is to apply game-theoretic techniques to study the global representations learned by neural networks. Corollary 5 provides a compact description of the weights learned by a neural network under gradient descent in terms of the empirical distribution on plays.
The second direction is to study individual units -that is, players in circadian games. Section 5.2 introduces the Sleepy Forecaster setting and states the, by now obvious, Metatheorem that any no-regret algorithm can be imported into a circadian game. As a concrete application, we adapt the Online Newton Step algorithm to neural networks and show it has logarithmic-regret.
The final direction is to optimize when players in a circadian game are awake, section 5.3. Up to this point, we assumed the alarm function is a fixed property of the game. Concretely, alarm functions correspond to rectifiers and max-pooling in convolutional networks -which are baked into the architecture before the network is exposed to data. It is natural to ask how the alarm could be optimized during training. To this end, we introduce the Sleep Monitor setting, which is a form of either contextual bandit or contextual partial monitoring. Sleep Monitor provides a framework for optimizing alarm functions, that may provide a useful tool when designing deep learning algorithms.
Related work
A number of papers have suggested bringing techniques from convex optimization into the analysis of neural networks. A line of work initiated by Bengio et al (Bengio et al., 2006) shows that allowing the learning algorithm to choose the number of hidden units can convert neural network optimization in a convex problem, see also (Bach, 2014) . Aslan et al develop a convex multi-layer architecture (Aslan et al., 2013 (Aslan et al., , 2014 . Although these methods are interesting, they have not achieved the practical success of convnets. In this paper, we therefore analyze convnets as they are rather than proposing a more tractable but potentially less useful model.
Game theory was developed to model interactions between humans (von Neumann and Morgenstern, 1944) . However, as suggested in (Parkes and Wellman, 2015) it may be more directly applicable as a toolbox for analyzing machina economicus -that is, interacting populations of algorithms that are optimizing objective functions. we go one step further, and develop a game-theoretic analysis of the internal structure of backpropagation. The idea of decomposing deep learning algorithms into cooperating modules dates back to at least (Bottou and Gallinari, 1991) . Finally, a closely related line of work, modeling biological neural networks from a game-theoretic perspective, can be found in (Balduzzi and Besserve, 2012; Balduzzi, 2013 Balduzzi, , 2014 Balduzzi et al., 2015) .
Game Theory
Game theory provides a formalism for describing the interactions between rational agents -that is, agents equipped with objective functions that they aim to minimize (or maximize). The setting we work in is that of a convex game (Stoltz and Lugosi, 2007) :
and loss vector ℓ = (ℓ 1 , . . . , ℓ N ). Player i picks actions w i from a convex compact set H i ⊂ R d i . Player i's loss ℓ i : H → R is convex in the i th argument. Equivalently, the negative of the loss is the (concave) payoff.
Classical finite games are a special case of convex games:
Example 1 (finite game) A finite game is a convex game where H i = △ d i is the probability simplex over a finite set of actions [d i ] and the loss is multilinear.
It was observed in (Foster and Vohra, 1997) that, if a game is played out by calibrated learning rule, then the average of the sequence of plays converges to a correlated equilibrium. The result was extended in (Blum and Mansour, 2007; Stoltz and Lugosi, 2007; Gordon et al., 2008) . We briefly recall the relevant definitions.
Φ i -regret. Suppose each player is equipped with a set Φ i ⊂ {φ :
For example, if Φ i is the set of constant H i -valued functions, then Φ i -regret recovers the standard notion of external regret. Aumann, 1974; Stoltz and Lugosi, 2007) if, for every player i, it holds that
When Φ i is the set of constant functions as above, the corresponding equilibrium is a coarse correlated equilibrium.
Circadian Games
We are interested in games where only a subset of players engages with each round. In the circadian setting, players only experience regret with respect to their waking decisions. We therefore introduce waking regret:
where
} is the number of rounds in which player i is awake. The next step is to extend correlated equilibrium to circadian games. The intuition behind correlated equilibrium is that a signal P(w) is sent to all players which affects their behavior. However, sleeping players do not observe the signal. The signal received by player i when awake is the conditional distribution
The following theorem extends the well-known result that no-swap-regret learning leads to correlated equilibria from convex to circadian games:
, H, ℓ, W) be a circadian game and suppose that the players follow strategies with Φ i waking regret ≤ ǫ.
Then, the empirical distributionP of the actions played is an ǫ-(
The rate at which the waking-regret of the players decay thus controls the rate of convergence to a correlated equilibrium. Proof We adapt a theorem for two-player convex games in to our setting. Since player i has waking Φ i -regret ≤ ǫ, it follows that
The empirical distributionP i assigns probability
to each joint action w t occurring while player i is awake. We can therefore rewrite the above inequality as
and the result follows.
Rectilinear Networks
This section shows that error backpropagation on a network of rectifier units plays out a circadian game. The result holds assuming:
A1. hidden units are linear, rectifier, noisy rectifier (Nair and Hinton, 2010) or maxout units (Goodfellow et al., 2013) ; and A2. the error is a convex function of the network's output.
A3. weight vectors are restricted to compact convex sets.
The assumptions apply to convolutional nets as commonly used in practice. Rectifiers have replaced sigmoids as the nonlinearity of choice as they tend to yield better empirical performance (Jarrett et al., 2009; Nair and Hinton, 2010; Glorot et al., 2011; Maas et al., 2013; Dahl et al., 2013; . The error function is convex in almost all applications: the logistic loss, hinge loss, and mean-squared error are all convex functions of output weights. The third assumption is the least realistic: weights are not usually hard-constrained when training neural networks although they are frequently regularized. Hinton has recently argued that the weights of rectifier layers quickly stabilise on similar values, suggesting this is not an issue in practice 1 .
Path-Sums
Let G be a directed acyclic graph. Let d j := |{i : i → j}| denote the indegree of node j. Every edge is assigned a weight. In addition, each source node s (with indegree zero) is assigned a weight w s . A path in G is a connected sequence of edges. Given path ρ and set of nodes W , write ρ ∈ (j k) if ρ starts at node j and finishes at node k, and ρ ⊂ W if all the nodes along ρ are in W .
A useful technical tool is the notion of a path-sum, introduced in (Choromanska et al., 2014; Balduzzi et al., 2015) :
Definition 3 (weight of a path; path-sum) The weight of a path is the product of the weights of the edges along the path. If a path starts at a source node s, then w s is included in the product.
Given a set of nodes W and a node j, the path-sum σ W j is the sum of the weights of all paths in W from source nodes to j:
{ρ | ρ⊂W and ρ∈(s j)} weight(ρ).
By convention, σ W j is zero if no such path exists (for example, if j ∈ W ).
Given a feedforward neural network of source, linear and rectifier units, construct weighted graph G as follows. Nodes correspond to units and edges to connections. The input to the network is encoded in the weights of the source units.
Definition 4 (awake units)
The set W of awake units is defined inductively on κ, which tracks the length of the longest path from source units to a given unit:
Let W κ = {awake units with longest path from a source ≤ κ}.
Source units are always awake, so set W 0 = {all source units}. Suppose unit j has sourcepath-length κ + 1 and elements in W κ have been identified. Then, j is awake if it corresponds to
• a linear unit or
• a rectifier with σ Wκ∪{j} j > 0.
1. For example, see http://bit.ly/1KN8e85 starting at 24:00
For simplicity we suppress the fact that W is a function of weights from the notation. It is also convenient to drop the superscript W via the shorthand ς j := σ W j . The following crucial lemma connects awake path-sums to the feedforward and feedback sweeps in a neural network:
Lemma 2 (structure of forward and backpropagation) Let w j = (w i ) {i:i→j} and ς in(j) := (ς i ) {i:i→j} . Further, introduce notation ς out = (ς o ) o∈out for the output layer. Then 1. Feedforward outputs.
If inputs to the network are encoded in source weights as above then the output of unit j in the neural network is ς j . Specifically, if j is linear then ς j = w j , ς in(j) ; if j is a rectifier then ς j = max(0, w j , ς in(j) ).
Decomposition of network output.
Let ς j out denote the sum of awake path weights from j to the output layer. If player j is awake, then the output of the network decomposes as
is the sum over awake paths from sources to outputs that do not intersect j.
Backpropagated errors.
Suppose the network is equipped with error function E(ς out , y). Let g := ∇ out E(ς out , y) denote the gradient of E. The backpropagated error signal received by unit j is δ j = g, ς j out .
Error gradients.
Finally,
Proof Direct computation.
Path-Sum Games
Let G be a directed acyclic graph corresponding to a neural network with N units that are not sources and error function E. We construct two closely related games.
Definition 5 (path-sum games)
The set of players is {0} ∪ [N ] . The zeroth player corresponds to the environment and is always awake. The environment plays labeled datapoints w 0 = (w source , y) ∈ R |source|+|label| and suffers no loss. The remaining N players correspond to non-source units of G. Player j plays weight vector w j in compact convex
The losses in the two games are:
• Path-sum prediction game (PS-Pred).
Player j incurs ℓ j w := E(ς out , y).
• Path-sum gradient game (PS-Grad).
Player j incurs ∇ ℓ j , w j , where ∇ ℓ j := ∇ w j ℓ j .
PS-Pred and PS-Grad are analogs of prediction with expert advice and the hedge setting.
It is instructive to consider a concrete example:
Example 2 (mean-square error) Consider a network equipped with the mean-square error on a single linear output unit. By Lemma 2.2, the loss of hidden unit j under PS-Pred, when awake, is
Define the influence π j := (ς j o ) 2 and residue y −j :=
. Unit j's loss can be rewritten
Thus, when awake, unit j performs linear regression on the residue, amplified by the influence.
Theorem 3 (path-sum games are circadian) Both path-sum games are circadian if the error function E(ς out , y) is convex in its first argument.
The circadian structure is essential; path-sum games are not convex, even for rectifiers with the mean-squared error: composing a rectifier with a quadratic can yield the nonconvex function f (x) = (max(0, x) − 1) 2 . Even simpler, the negative of a rectifier is not convex. Proof It is required to show that ℓ j and ∇ ℓ j are convex functions of w j when player j is awake. By Lemma 2.2, the network loss has the form
which is an affine transformation of w j composed with a convex function, and so convex. By Lemma 2.3 and 2.4, the gradient loss has the form ∇ ℓ j (w) = g, Aw j when player j is awake -which is linear in w j .
The theorem does not merely hold for toy cases. The next section extends the result to maxout units, DropOut, DropConnect, and convolutional networks with shared weights and maxpooling. The result also extends straightforwardly to noisy rectilinear units (Nair and Hinton, 2010) . Theorem 3 thus applies to convolutional networks as they are used in practice. Finally, note that Theorem 3 does not hold for leaky rectilinear units (Maas et al., 2013) or units that are not piecewise linear, such as sigmoid or tanh.
Error backpropagation
The following corollary connects path-sum games to error backpropagation and shows that the total waking-regret controls the rate of convergence to a local optimum.
Corollary 4 (gradient descent → backpropagation → correlated equilibrium) If players in either path-sum game perform gradient descent on their losses, the resulting algorithm is error backpropagation.
Error backpropagation converges to a coarse correlated equilibrium of the game, and the deviation from equilibrium is upper-bounded by the players' waking regret.
The bound on the deviation from a correlated equilibrium in terms of waking-regret is the main result of the paper. Proof By Lemma 2, weight updates under error backpropagation coincide with players performing gradient descent, when awake, on either loss in Definition 5.
Online gradient descent converges to a coarse correlated equilibrium by Theorems 1 and 3 since gradient descent is a no-external regret algorithm.
Finally, observe that the regret when playing PS-Grad upper bounds PS-Pred, since regretbounds for linear losses are the worst-case amongst convex losses.
A coarse-correlated equilibrium arises when there is no incentive for any waking player to change its move given the empirical signal. A coarse correlated equilibrium in a path-sum game is thus a slightly stronger concept than the critical point of the landscape of the network's error function. One consequence of the corollary is thus the well-known fact that gradient descent converges to saddle points and local minima. In practice, many local minima of deep networks yield good solutions and saddle points are avoidable -although they slow down convergence.
Algorithm 1: Backprop (Error Backpropagation)
input: Learning rates {η t } Pick w 1 in H j for rounds t = 1, 2, . . . do Input x t revealed if alarm(w t , x t ) then Backpropagated error δ t revealed
Remark 1 Theorem 1 states that the average of the plays converges to an equilbrium, whereas only the last play made by a neural network during training is used on test data. In practice, it is likely that the last play closely approximates the average play for neural networks trained for multiple epochs on massive datasets. To some extent, the averaging requirement is an artifact of the extremely pessimistic assumptions used in the adversarial settings. There are strong results on convergence of the last play in the stochastic setting (Rakhlin et al., 2012) . However, the stochastic setting does not apply straightforwardly to neural networks since activity within a neural network is not i.i.d. even when the inputs are.
Convolutional Networks
This section sketches how maxout units, convolutional neural networks (LeCun et al., 1989 (LeCun et al., , 1998 , dropout (Srivastava et al., 2014) , and dropconnect (Wan et al., 2013) are handled. Each case is discussed separately; combining them requires bookkeeping but is otherwise straightforward.
Maxout units
A maxout unit has k j weight vectors w j,1 , . . . , w j,k j ∈ R d j and, given input f j ∈ R d j , outputs max c∈[k j ] w j,c , f j . Construct a new graph,G, which has: one node per input, linear and rectifier unit; and k j nodes per maxout unit.
Players correspond to nodes ofG and are denoted by greek letters. The extended graph inherits its edge structure from G: there is a connection between players α → β inG iff the underlying units in G are connected. Path weights and path-sums are defined exactly as before, except that we work onG instead of G. The definition of awake units is modified as follows:
Definition 6 (awake players for maxout units) The set W of awake players is defined inductively. Let W k = {awake players with longest source-path ≤ k}. Source players are awake (k = 0).
Player β with source-path-length k + 1 is awake if
• it corresponds to a linear unit; or
• a rectifier with σ
• a maxout unit with σ
for all α corresponding to the same maxout unit.
Max-pooling
A max-pooling unit j outputs the maximum of the outputs of the units from which it receives inputs: max {i:i→j} σ W i . Extend the alarm to max-pooling by adding the condition that, to be awake, the output of unit i must be greater than any other unit i ′ that feeds (directly) into the same pooling unit.
A unit may thus produce an output and still count as asleep because it is ignored by the max-pooling layer, and so has no effect on the output of the neural network. In particular, units that are ignored by max-pooling do not update their weights under backpropagation.
Convolutional layers
Units in a convolutional layer share weights. Obversely to maxout units, each of which corresponds to many players, weight-sharing units correspond to a single composite player.
Suppose that rectifier units j 1 , . . . , j L share weight vector w j . Let W <j denote awake players in lower layers and define
Component α in layer j is awake if α ∈ A j . Notice that, since players correspond to many units, two players may be connected by more than one edge. Player j is awake if any of its components is awake, i.e. if |A j | > 0. The output of player j is the sum of its awake components:
The loss incurred by player j is per Definition 5.
Dropout and Dropconnect
In Dropout (Srivastava et al., 2014) , players wake up stochastically. The alarm goes off for players according to Definition 4; but once the alarm goes off, players actually wake up with probability, say, 1 2 . Dropconnect (Wan et al., 2013) requires extending the alarm clock so that its range is subsets of edges instead of subsets of units: W : H → P(edges(G)). We omit details since only additional notation -rather than additional concepts -are required.
Deep Online Convex Optimization
We now explore some implications of the connection between path-sum games and deep learning. Firstly, we describe the weights learned by a neural network in terms of the empirical signal that leads to a correlated equilibrium. Secondly, we formalize the perspective of a single unit in a neural network via the Sleepy Forecaster setting, and present a modification of backpropagation with logarithmic regret. Finally, we present the Sleep Monitor setting for analyzing and optimizing alarm functions.
Representation Learning
Corollary 4 has two important consequences. Firstly, it shows that waking regret controls the convergence to equilibria (discussed in next subsection). Secondly, it allows a compact description of the representations learned by deep networks.
Given a distribution P on the set H of joint actions (recall that a joint action in PS-Pred specifies the input to the network, its label, and every weight vector), define the expected gain of player j as
where w −j is moves by players other than j. Note that in Eq. (2), the moves of all players except j are drawn from P, which determines which players are awake; player j's move (if awake) is treated as a free variable.
LetP t denote the empirical distribution -or signal in game-theoretic terminology -on joint actions up to round t of a neural network trained by error backpropagation, andP t j the empirical signal observered by player j. For notational convenience, it is useful to incorporate the learning rate, number of rounds and initial weight vector into the gain, and definê
where T j is the number of rounds where unit j is awake. We then have Corollary 5 (representation learning) If a neural network implements backpropagation with fixed learning rate η and unconstrained weights, then rectifier unit j's weight vector and output on round T + 1 are:
• the gradient of the gain: w
• directional derivative of gain w.r.t. j's input:
Corollary 5 succinctly describes the representations learned by a neural network, in a simple case, via the game-theoretic notation developed above. The corollary does not eliminate the complexity of deep representations. Rather, it demonstrates their direct dependence on the empirical signalP, which is itself an extremely complicated object.
Specialized Learning
Perhaps the most powerful batch-training algorithm for neural networks is RProp (Riedmiller and Braun, 1993) . Remarkably, RProp only uses the sign of the backpropagated error -magnitudes are disgarded. RMSProp, a modification for minibatches by Hinton and Tieleman (Hinton et al., 2012a) , is currently one of the most popular methods for training deep networks. The success of RProp (and other variants of gradient descent) suggests that units need not follow the gradient exactly, so long as they rapidly reduce backpropagated errors. Similarly, Corollary 4 shows that the deviation from equilibrium depends directly on players' regrets -and only indirectly on their strategies. Motivated by the above observations, we propose the Sleepy Forecaster setting:
Setting 1: Sleepy Forecaster input: Set E of specialists initialize w 1 ∈ H for rounds t = 1, 2, . . . do Awake specialists E t ⊂ E reveal predictions {x t i } i∈E t if alarm(w t , x t ) then Environment reveals convex ℓ t ; Forecaster incurs loss ℓ t w t , x t Forecaster updates weights w t+1 ←− weight(x t , w t , ℓ t ) else Forecaster sleeps: loss is neither observed nor incurred Weights remain unchanged w t+1 ←− w t Metatheorem 1 Any no-regret algorithm can be plugged into the Sleepy Forecaster to yield a path-sum player with no-waking-regret.
Remark 2 Section 3 showed that controlling the waking-regret of individual players controls the rate of convergence to a local optimum. The metatheorem provides way to convert convex no-regret algorithms as black-box components within neural networks.
The metatheorem provides the first rigorous justification for importing online convex optimization methods into deep learning: although neural networks are not convex, individual units perform convex optimizations when they are awake. As a concrete application of the metatheorem, we adapt the Online Newton Step (ONS) algorithm to neural networks, see NProp in Algorithm 2.
Definition 7 (exp-concavity) Let H ⊂ R d be a non-empty compact convex set. A function f : H → R is α-exp-concave if e −αf (w) is a concave function of w ∈ H.
Many commonly used loss functions are exp-concave, including the mean-squared error, ( w, x − y) 2 , the log loss, − log w, x , and the logistic loss, log(1 + e −y w,x ), for suitably restricted w, x and y.
Recall that Proj H,A (w) := argmin
Given vectors u and v, let u ⊗ v denote their outerproduct. If u and v are m and n dimensional respectively then u ⊗ v is a (m × n)-matrix.
Theorem 6 (NProp has logarithmic waking-external-regret) Suppose that a neural network has α-exp-concave error function E. Suppose that H j ⊂ R d j has diameter D. Further suppose that the backpropagated errors and inputs to j are bounded by max t |δ t | ≤ B and max t x t ≤ G respectively.
Then, unit j's waking-regret under NProp is bounded by
where T j ≤ T is the number of rounds that j is awake and d j is its indegree.
External regret is defined after Eq. (1).
Remark 3
The bound is a function of constants that depend on the learning trajectory. The constants are not specific to NProp. The same constants arise for any gradient descent based algorithm where the weight updates depend on the backpropagated error. The learning rate of a unit in a neural network naturally depends on the weights of downstream units that amplify or dampen the gradient of the error during backpropagation. The point is to precisely characterise the dependence. In practice, backpropagated gradients are often clipped if they exceed a threshold, which has the precise effect of upper-bounding the constants in the theorem that depend on the learning trajectory.
We first prove the following lemma.
Lemma 7 Let f : X → R be an α-exp-concave function. Suppose that H ⊂ R n is a nonempty compact convex set with diam(H) = D, and that A and b are a (d × n)-matrix and a d-vector
Proof It is shown in Lemma 3 of that, since f is α-exp-concave and 2β ≤ α,
By the chain rule, ∇ g(w) = A ⊺ ∇ f (x), and so Eq. (3) can be rewritten as
By construction, |2β ∇ g(w), v−w | ≤ 1 4 and the result follows by the reasoning in .
We are now ready to prove the Theorem. Proof The proof follows the same logic as Theorem 2 in after replacing Lemma 3 there with our Lemma 7. We omit details, except to show how the setting of Lemma 7 connects to neural networks. Let
Let the (d × m)-dimensional matrix A t := π t ⊗ (x t ) ⊺ denote the outer product. By Lemma 2.2,
we have that
and the remainder of the argument is standard.
To the best of our knowledge, NProp is the first logarithmic-regret algorithm for neural networks. NProp is computationally more efficient than 2 nd order methods, since it does not require computing the Hessian, and there are efficient ways to iteratively compute (A t ) −1 without directly inverting the matrix. Nevertheless, NProp's memory usage and computational complexity are prohibitive (Koren, 2013) ; it is worth investigating whether there are more efficient algorithms that achieve logarithmic regret in this setting. Moreoever, NProp does not take advantage of the fact that some experts are asleep on each round, suggesting a second direction in which it may be improved.
Learning to Specialize
Convolutional networks are path-sum games played between sleepy linear players. The criterion for waking is either a max operator (rectifiers, maxout units, and max-pooling) or random (dropout and dropconnect). These have been shown to work well in practice. It is nevertheless natural to question whether they are optimal. This section introduces a framework to tackle the question. Analyzing and optimizing the alarm function requires a new kind of player, Sleep Monitor, that controls when forecasters are awake. Sleep Monitor experiences regret about not waking the optimal subset of forecasters. More precisely, a Monitor wakes a subset of forecasters F t ⊂ F on each round. The Monitor's context is the weights of the forecasters and their inputs. In PS-Pred, a Monitor incurs scalar loss E(ς out , y). In PS-Grad, a Monitor incurs loss vector ∇ ℓ t i i∈F t . The setting is a bandit or partial monitoring since the Monitor does not observe what the loss would have been had other forecasters been awake. A Monitor has access to a class of functions F ⊂ {ϕ : C → P(F )} from contexts to sets of forecasters. The Monitor's regret and pseudo-regret are
and
where the expectation is over the Monitor's actions (which are stochastic in general). The next two examples sketch how to generalize rectifier and maxout units using a Sleep Monitor.
Example 3 (rectifiers)
Instead of using the max function to wake a linear unit, equip it with a Monitor that decides, on each round, whether or not to wake the unit based on context (w, x). If the unit is not woken, then Sleep Monitor does not observe the loss. The setting generalizes apple-tasting (Helmbold et al., 2000) to contextual partial monitoring.
Example 4 (maxout) Section 4 showed how to model a maxout unit as k players. An adaptive-maxout unit is then k players with a Sleep Monitor that wakes one of them on each round. Sleep Monitor is a contextual bandit: players are levers; their weights and inputs are context; the loss E(ς out , y) is a scalar that depends on the choice of awake player.
Metatheorem 2 Any no-regret contextual bandit or contextual partial monitoring algorithm can be plugged into the Sleep Monitor setting to optimize the set of awake players.
There are currently no off-the shelf methods for contextual partial monitoring. However, an efficient contextual bandit algorithm for the stochastic setting is provided in (Agarwal et al., 2014) . It is an interesting question whether efficient methods specifically tailored to the Sleep Monitor setting can be developed.
Setting 2: Sleep Monitor input: Set F of sleepy forecasters Function class F ⊂ {ϕ : C → P(F )} for rounds t = 1, 2, . . . do Weights (w t i ) i∈F and inputs (x t i ) i∈F to forecasters are revealed Monitor wakes up subset F t ⊂ F of forecasters Monitor incurs loss ℓ t (F t )
Conclusion
The paper has initiated a game-theoretic analysis of convolutional networks. The key observation is that the nonlinearities found in modern convnets (rectifiers, maxout, max-pooling) are binary gates that control whether or not the linear operations performed by units contribute to the network's output. Circadian games precisely capture the role of gating via the notion of an alarm function. In particular, path-sum games succinctly express the dynamics of convolutional networks. Reformulating error backpropagation as players engaging in a path-sum game provides the first rigorous link between online convex optimization and deep learning.
We conclude by discussing open problems. Firstly, neural networks are increasingly applied to sequential, nonstationary data Mnih et al., 2015) . Competing with the single best expert in hindsight is meaningless in these settings; the more relevant comparison is with the best time-varying expert (Cesa-Bianchi et al., 2012 ). An interesting problem is to derive adaptive bounds on the performance of Sleep Forecasters and neural networks in nonstationary environments. A second problem regards worst-case analyses. The environment of a Sleepy Forecaster consists in the external environment as well as the other units in the network: a unit interacts directly with other units and only indirectly with the environment. Although the external environment may be adversarial, the other units clearly are not. Techniques are needed for analyzing composite environments that contain a mixture of adversarial and supportive elements.
Finally, perhaps the most pressing open problem is adaptive model selection. Dropout was motivated in (Srivastava et al., 2014) as a method that prevents excessive co-adaptation between submodels of a neural network. That is, a neural network should be thought of as exponentially many interdependent models (2 n models for a network of n units) that are trained simultaneously. Similarly, alarm functions provide a mechanism for selecting submodels of a neural network during train-and test-time -that is currently hardwired. The Sleep Monitor setting provides a framework for adaptive submodel selection.
