This paper considers a problem of finding control strategies for Boolean networks, where Boolean networks have been used as a model of genetic networks. This paper shows that finding a control strategy leading to the desired global state is NP-hard even if there is only one control node in the network. This result justifies existing exponential time algorithms for finding control strategies for probabilistic Boolean networks. On the other hand, this paper shows that the problem can be solved in polynomial time if the network has a tree structure.
Introduction
One of the important future directions of bioinformatics and systems biology is to develop a control theory for complex biological systems. For example, Kitano 1,2 mentions that identification of a set of perturbations that induces desired changes in cellular behaviors may be useful for systems-based drug discovery and cancer treatment. Though many attempts have been done based on control theory, existing theories and technologies are not satisfactory. Many important results in control theory are based on linear algebra, but it seems that biological systems contain many non-linear subsystems. Therefore, it is required to develop a control theory for complex biological systems.
Various mathematical models have been proposed for modeling complex and nonlinear biological systems. Among them, the Boolean network (BN) 3 has been wellstudied. 3, 4, 5, 6, 7, 8 BN is a very simple model: each node (e.g., gene) takes either 0 (inactive) or 1 (active) and the states of nodes change synchronously. Though Boolean networks can not model detailed behaviors of biological systems, it may provide good approximations to the nonlinear functions appearing in many biological systems. 6 For example, Harris et al. 7 analyzed published data for over 150 regulated transcription systems and discussed relations between real transcription networks and Boolean networks. Therefore, it is reasonable to seek for a control theory for BNs. Even if a control theory for BNs is not practical, it may provide a new theoretical insight for systems biology. Many studies have been done for understanding dynamical properties of BNs. For example, distribution of attractors, 3, 5 relationship between network topology and chaotic behavior, 6 and inference of BNs from gene expression data 4, 8 have been extensively studied. However, not much attention has been paid for finding control strategies on BNs. Recently, Datta et al. 9, 10, 11 proposed methods for finding a control strategy for probabilistic Boolean networks (PBNs), where a PBN 12 is an extension of a BN (therefore, a BN is a special case of a PBN). In their approach, it is assumed that states of some nodes can be externally controlled and the objective is to find a sequence of control actions with the minimum cost that leads to the desirable state of a network. Since BNs are special cases of PBNs, their methods can also be applied to finding a control strategy for BNs. However, their methods require high computational costs: it is required to handle exponential size matrices. Thus, their methods can only be applied to small biological systems. Therefore, it is reasonable to ask how difficult it is to find control strategies for BNs.
In this paper, we show that the control problem on BNs is NP-hard in general. This result justifies the use of exponential time algorithms for general BNs (and PBNs) as done by Datta et al. We further show that the control problem remains NP-hard even for some restricted cases of BNs. On the other hand, we show that the control problem can be solved in polynomial time if a BN has a tree topology. We finally discuss biological implications of the theoretical results.
Boolean Network and Its Control
First, we briefly review BN.
3 A BN is represented by a set of nodes and a set of regulation rules for nodes, where each node corresponds to a gene if BN is treated as a model of a genetic network. Each node takes either 0 or 1 at each discrete time t, a regulation rule for each node is given by a Boolean function, and the states of nodes change synchronously. An example is given in Fig. 1 
Then the dynamics of the system is given by
We define the set of edges
Note that a node without incoming edges is either an external node or a constant node, where a constant node is a node with a constant state. In this paper, a control strategy denotes a sequence of states of control nodes x(0), x(1), . . . , x(M ) . Fig. 2 illustrates BN-CONTROL. The left part is a BN, where v 1 , v 2 , v 3 are internal nodes, and x 1 , x 2 are external nodes. We are also given initial and desired states as in the right top part of Fig. 2 . If the control sequence is given as in the shaded region of Fig. 2 , the state of BN will change as in the right bottom part and we will have the desired state at time t = 3. The desired states of all nodes are specified in the above. However, it may not be required to specify states of all the nodes because we may be interested only in controlling several important nodes (a set of these nodes is denoted by V in this paper). We call this case partial BN-CONTROL.
In this paper, we assume that the number of input variables for each Boolean function is bounded by a constant. Otherwise, it is computationally difficult to find a control strategy even for one Boolean function (for example, one can consider a function representing a SAT formula). Due to this assumption, we can assume that enumeration of satisfying assignments can be done in constant time per Boolean function.
Hardness of Finding Control Strategies
As mentioned before, Datta et al. 9, 10, 11 proposed algorithms for finding control strategies for PBN based on Markov chains and dynamic programming. However, their algorithms are not efficient because it is required to consider all possible states of PBN (or BN) at all time steps between the initial and final time steps. For example, we need to consider state transition matrices of size O(2 n × 2 n ) because there are O(2 n ) possible states and transitions among them must be also considered. We show here that the control problem is NP-hard in general, which implies that the approach by Datta et al. is reasonable.
Theorem 3.1. BN-CONTROL is NP-hard.
Proof. We present a simple polynomial time reduction from 3SAT 13 to BN-CONTROL (see Fig. 3 ), where a similar reduction was used in a study on Bayesian networks. From an instance of 3SAT, we construct an instance of BN-CONTROL as follows. We let the set of nodes V = {v 1 , . . . , v L , x 1 , . . . , x N } where each v i corresponds to c i and Fig. 3 ). Actually, a satisfying assignment for 3SAT corresponds to x(0). Since the above reduction can be done in linear time, BN-CONTROL is NP-hard.
Since BN-CONTROL is a special case of partial BN-CONTROL, NP-hardness of partial BN-CONTROL directly follows from the above result. We can still prove that partial BN-CONTROL is NP-hard even if the desired state of only one node is specified. For that purpose, we simply add an internal node v L+1 to the BN in the above proof. Then, we let 
Corollary 3.1. Partial BN-CONTROL is NP-hard.
Datta et al. 9 considered general cost functions C k and C M . We can consider a special case where C k = 0 and C M is the Hamming distance between the specified desired state and the final state given by a control strategy. Then, BN-CONTROL corresponds to the problem of asking whether or not the minimum cost is 0. Since BNs are special cases of PBNs, it follows that finding an optimal control strategy for PBN is NP-hard.
Corollary 3.2. Finding an optimal control strategy for PBN is NP-hard.
It is also possible to show that approximation of the Hamming distance is quite hard. For that purpose, we modify the network in the proof of Corollary 3.1. We add h nodes v L+1+i (i = 1, . . . , h) with regulation rules v L+1+i (t + 1) = v L+1 (t). Then, we let
Then, the cost is either 0 or h, which implies that obtaining approximate solutions (within a factor of O(n) if we let h = O(n)) is still NP-hard. Figure 4 . The network constructed (in the proof of Thm. 3.2) from the same 3SAT instance as in Fig. 3 .
In the above, we used many control nodes. However, it is not plausible that we can control many genes. Thus, it is worthy to consider the following special case.
Theorem 3.2. BN-CONTROL and partial BN-CONTROL are NP-hard even if there exists only one control node and the network structure is an almost tree of bounded degree.
Proof. We give a proof for the partial control problem. Modification of the proof for BN-CONTROL is omitted in this version. As in Thm. 3.1, we use a reduction from 3SAT (see also Note that the above network structure belongs to the class of almost trees, where an undirected graph is called an almost tree if the number of edges in each bi-connected component is at most the number of nodes in the component plus some constant. Though the degree of x 1 can be high, it can be reduced to 3 by using a substructure like binary tree.
Algorithms for Trees
In this section, we present polynomial time algorithms for special cases of the control problem. First, we consider the case where the network has a rooted tree structure (all paths are directed from leaves to the root). In order to compute a control strategy, we employ dynamic programming. Though dynamic programming is also employed in exponential time algorithms 9, 10 for PBNs, it is used here in a significantly different way. 
S[v
can be computed by the following dynamic programming procedure. In the control problems, states of some (or all) internal nodes at the M -th step (more generally, at the t-th step) may be specified. Let We can generalize Thm. 4.1 for the case of unrooted trees. We call v i a branching node if v i has at least two outgoing edges. We call v i an outmost branching node if either v i is the only one branching node, or all paths from v i to other branching nodes must pass the same branching node v j . We denote such v j by nb(v i ).
Then, we can determine S 0 [v i , t, b]'s by repeatedly removing outmost branching nodes (see also Fig. 6 and Fig. 7) , where we use S 0 [v i , t, b] to denote the required table. For an outmost branching node v, we let
where u is the node adjacent to v and lying between v and nb (v 
for all t 0 and b 0 do if there does not exist a control strategy for
Based on the above procedure, we have the following where the proof is omitted here. The above algorithm may also be useful even if the network has a few loops. Suppose that the network becomes a forest if H nodes are removed. Though it is difficult to find the minimum H, a greedy approach may work well to find an appropriate H. Then, we examine all possible time series for these H nodes and apply the algorithm in Thm. 4.2. This tree-based method takes O(2 HM (m + n)M 2 ) time. On the other hand, we can use the algorithm by Datta et al. 9 to solve BN-CONTROL and partial BN-CONTROL. Then, it will take O(2 2n+m M ) time. However, it is very time consuming even for small n (e.g., n = 10). Therefore, the tree-based method may be much more useful for BN-CONTROL and partial BN-CONTROL than the algorithm by Datta et al. when HM is small enough. It should also be noted that the algorithm for trees can be extended for other discrete and finite domains. For that purpose, we modify S[v i , t, b] so that b takes values in the target domain and we replace Boolean functions with discrete functions for the domain.
Concluding Remarks
We have shown that finding a control strategy for Boolean networks is computationally very hard. Hardness results still hold for other models of biological systems if those can represent Boolean formula for 3SAT using control variables. Since close relationships between biological systems and Boolean circuits are suggested, 7, 16, 17 it seems difficult to find control strategies efficiently for all types of biological networks. However, many biological sub-networks have special features. For example, Kitano 1, 2 suggested that negative feedback loops play an important role in biological systems: these contribute to keeping robustness of biological systems. Such sub-networks are considered to be significantly different from the networks constructed in this paper because it seems impossible to describe negative and robust feedback loops using Boolean functions. Therefore, one of important future studies is to develop an efficient algorithm for finding control strategies for such robust sub-networks.
