We obtain multiplicity and uniqueness results in the weak sense for the following nonhomogeneous quasilinear equation involving the p(x)-Laplacian operator with Dirichlet boundary condition:
Introduction
In this work, we study the existence of solutions for the following nonlinear Dirichlet problem involving the p(x)-Laplacian operator:
where Ω ⊂ R N is a smooth bounded domain, p, q, s : Ω → R + are continuous functions, V ∈ L s(x) (Ω) has an indefinite sign, and f (x, t) is a Carathéodory function. Let us recall that the p(x)-Laplacian operator p(x) is defined by p(x) u = div |∇u| p(x)-2 ∇u
Preliminaries and hypotheses
In order to study problem (1.1), some of the properties on variable exponent Lebesgue spaces and Sobolev spaces, L p(x) (Ω) and W 1,p(x) (Ω) respectively, are required and listed below. We refer to [15, 23, 26] for exhaustive details on properties of those spaces.
Suppose that Ω is a bounded domain of R N with a smooth boundary ∂Ω. Let us denote For any u ∈ L p(x) (Ω), we define the so-called Luxemburg norm on L p(x) (Ω) by |u| p(·) = inf λ > 0 :
Throughout this paper, L p(x) (Ω) will be endowed with this norm. The modular, which is the mapping p(·) : L p(x) (Ω) → R defined by p(·) (u) = Ω |u| p(x) dx, is at many aspects an important tool in studying generalized Lebesgue-Sobolev spaces.
Remark 2.2 Variable exponent Lebesgue spaces have many properties similar to those of classical Lebesgue spaces, namely they are separable Banach spaces and the Hölder inequality holds. The inclusions between Lebesgue spaces are also naturally generalized, that is, if 0 < mes(Ω) < ∞ and p, q are variable exponents such that p(x) < q(x) a.e. in Ω, then there exists a continuous embedding L q(x) (Ω) → L p(x) (Ω).
We recall below some statements whose details can be found in [18, 20, 23] . Let us denote by L p (x) (Ω) the conjugate space of L p(x) (Ω), with 1 p(x) + 1 p (x) = 1. There is a counterpart of the Hölder inequality for variable exponent Lebesgue spaces when p ∈ L ∞ + (Ω) in the literature (cf. [18] ). We give below a version relevant to the need of this work.
Proposition 2.3 (Hölder inequality)
for all u ∈ L p(x) (Ω), v ∈ L p (x) (Ω), and p, q ∈ C + (Ω).
Proposition 2.4
For p ∈ C + (Ω), we have the following:
It is worth noticing that this relation between the norm and the modular shows an equivalence between the topology defined by the norm and that defined by the modular.
Proposition 2.5 Let p and q be measurable functions such that p
In particular, if p(x) = p is a constant, then
Definition 2.6
The variable exponent Sobolev space is defined by
with the norm
Proposition 2.7 L p(x) (Ω) and W 1,p(x) (Ω) are separable Banach spaces when p ∈ L ∞ + (Ω), reflexive and uniformly convex for p ∈ L ∞ (Ω) and ess inf Ω p(x) > 1.
Definition 2.8
For p ∈ C + (Ω), let us define the so-called critical Sobolev exponent of p by
for every x ∈ Ω.
We also define the space W 1,p(x) 0
(Ω) as the closure of the space C ∞ 0 (Ω) (C ∞ -functions with compact support in Ω) in the space W 1,p(x) (Ω) with respect to the norm u 1,p(x) .
The dual space of W
With respect to those spaces, we recall from [15, 23] the following.
(Ω) is a separable Banach space when p ∈ L ∞ + (Ω), reflexive and uniformly convex when p ∈ L ∞ (Ω) and ess inf Ω p(x) > 1.
Assume that p, q ∈ C + (Ω). Then
for every x ∈ Ω, then there is a compact and continuous embedding
Remark 2.10 Using estimate (iv) of Proposition 2.9, we derive that the norm u 1,p(·) = ∇u p(·) + |u| p(·) is equivalent to the norm u = ∇u p(·) in W 1,p(x) 0 (Ω). Here and henceforth, we will consider the space W 1,p(x) 0 (Ω) equipped with the norm u = ∇u p(·) . Moreover, one can prove (cf. [15] ) that the norm u is weakly sequentially lower semicontinuous. (Ω) into L q(x) (Ω) is compact.
As in the case p(x) ≡ p (a constant), we consider the p(x)-Laplacian operator
where , denotes the duality pairing between W 1,p(x) 0 (Ω) and W -1,p (x) (Ω). We have the following properties (cf. [10, 22] ).
is a strictly monotone operator, that is,
(Ω) and lim sup n→∞ p(x) u n , u nu ≤ 0,
(Ω).
Proposition 2.13
The functional Ψ :
is continuously Fréchet differentiable, sequentially weakly lower semicontinuous, and
Note that, if f : Ω × R → R is a Carathéodory function and u ∈ M, then the function
Thus, the Carathéodory function f : Ω × R → R generates an operator N f : M → M, which is called the Nemytskii operator. The properties of N f are recalled through the propositions below (see [35] for details).
Proposition 2.
14 Suppose that f : Ω × R → R is a Carathéodory function satisfying the following growth condition: 
Then (i) F is a Carathéodory function and there exist a constant c 1 ≥ 0 and σ ∈ L 1 (Ω) such that
Remark 2.16 Since the embedding W
for every x ∈ Ω, we derive from Proposition 2.15 the following diagram:
Using the same argument, the functional Φ :
We require the following assumptions on problem (1.1):
(A1) p, q, s and β ∈ C + (Ω) such that, for all x ∈ Ω,
Main results
In this section, we give some auxiliary results prior to the establishment of our main results. Here and henceforth, we denote by X the generalized Sobolev space W 1,p(x) 0 (Ω) equipped with the norm · , X * its dual space, and we define the continuous function α by
From assumptions (A1) on the functions p, q, s and from (3.1), a straightforward compu-
for every x ∈ Ω. Hence, we have the following remark.
, and X → L β(x) (Ω) are compact and continuous. Therefore, there exists a positive constant C such that
for all u ∈ X. Without any loss of generality, we can suppose that C > 1.
We are interested in the investigation of weak solution of (1.1), say a function u ∈ X satisfying
Let us consider the Euler-Lagrange functional or the energy functional H : X → R associated with problem (1.1) defined by
Then the energy functional H can be written as
where we recall that
The functional H is obviously well defined and satisfies the following.
Proposition 3.2
The functional H is continuously Fréchet differentiable and is weakly lower semicontinuous. Moreover, u ∈ X is a critical point of H if and only if u is a weak solution of (1.1).
Proof By Proposition 2.13 and Proposition 2.15, we have that the functional H ∈ C 1 (X, R) and its derivative function is given by
for all u, v ∈ X. Now, let u be a critical point of H, then we have dH(u) = 0 X * , which implies that
It follows that u is a weak solution of (1.1). On the other hand, if u is a weak solution of (1.1), by definition, we have
So, dH(u) = 0 X * and hence u is a critical point of H. Let us show that H is sequentially weakly lower semicontinuous. Consider a weakly convergent sequence (u n ) to u in X, we have Ψ (u) ≤ lim inf n→+∞ Ψ (u n ). By using the Hölder inequality, Proposition 2.5, and inequality (3.2), for any n ∈ N, we deduce that
Recalling assumption (A2) and integrating the growth condition with respect to t, we obtain
where a ≥ 0 is a constant depending on the real numbers c, βprovided by (A2). Recalling the compact embeddings X → L s (x)q(x) (Ω) and X → L β(x) (Ω), we deduce that J(u n ) → J(u) and Φ(u) ≤ lim inf n→+∞ Φ(u n ); and hence, H is sequentially weakly lower semicontinuous. The proof is complete.
Next, we have the following. Proof Suppose that u > 1, then
where K , C, and b are positive constants depending on the Sobolev embeddings V and F.
Since q + Ω -< pand β + < p -, we get that H is coercive.
We are now ready to state the first existence result of this work. Proof Since H is differentiable, coercive, weakly lower semicontinuous, H has a critical minimum point u in X which is a weak solution of (1.1) and then the proof is complete.
Remark 3.5 Notice that when V is positive, the first condition in (A1 ) is not necessary and the proof of the coercivity of H is of course trivial. 
From the strict monotonicity ofp(x) , we have
Since the potential V is nonnegative and the function f (x, · ) is decreasing for a.e. x ∈ Ω, the right-hand side of (3.8) is nonpositive, and then we get
Recalling again the strict monotonicity ofp(x) , we get u 1 = u 2 .
Remark 3.7 In addition to the assumptions in Corollary 3.6, if the Carathéodory function f : Ω × R → R satisfies (A4), then u ≡ 0 is a trivial solution, and since the solution is unique when it exists, then u ≡ 0 is the only one solution in X for Dirichlet problem (1.1).
In the next step, we will suppose that condition (A1 ) is no longer satisfied and of course the coercivity of the functional H fails since V is a sign-changing function. In this case, we prove that H satisfies the Palais-Smale (PS) condition and show multiplicity results for our problem.
Definition 3.8
The C 1 -functional H is said to satisfy the Palais-Smale condition, in short the (PS) condition, if any sequence (u n ) n∈N ⊆ X, for which (H(u n )) n∈N ⊆ R is bounded and dH(u n ) → 0 as n → ∞, has a convergent subsequence. The following lemma plays a key role in the proof of Proposition (3.9). The constant exponent version (p(x) ≡ p) of the lemma can be found in [14] . 
∈ Ω, and let T > 0 be a constant. Then there are three positive constants C 1 , C 2 , C 3 depending only on ω and T such that 
And since q(x)r (x) < p * (x) for any x ∈ Ω, Ω ω|u| q(x) dx < ∞ for any u ∈ X. Accordingly, |u| ω,q(·) = inf{λ > 0 : Ω ω| u λ | q(x) dx ≤ 1} stands for the Luxembourg norm on the Orlicz-Musielak space L M where M(x, t) = ω(x)t q(x) . Endowed with this norm, L M is separable and reflexive (see [19, 24] ).
Proof of Lemma 3.10 Recalling (3.4) and (3.5), we have
where M ≥ 0 is a constant depending on the real numbers |h| ∞ , c, βprovided by (A2), and on Ω. Let us claim that, for any > 0, there are M and M such that
Let us deal first with (3.12) by assuming to the contrary that there exist 0 > 0 and a sequence u n in X such that |u n | q(·)s (·) = 1 and 0 p(·) (∇u n ) + n min |u n |
Then (u n ) is a bounded sequence in X and up to a subsequence, (u n ) converges weakly to some u 0 ∈ X and strongly in L q(·)s (·) (Ω). Consequently, |u 0 | q(·)s (·) = 1, and then min(|u 0 | q + ω,q(·) , |u 0 | qω,q(·) ) < 0. Contradiction. A similar approach enables us to get (3.13) . Let T > 0 be such that max( 2 q -|V s (·)|, M) < T, and let satisfy 0 < < T -1 . By combining (3.10), (3.11), (3.12), we get (3.14) and the proof of the lemma is complete.
Proof of Proposition 3.9 Let (u n ) n∈N ⊂ X be a (PS) sequence for the functional H, i.e., there exists a positive constant k > 0 such that (3.15) and n → 0 as n → ∞.
Let us show that the sequence (u n ) n∈N is bounded in X. By contradiction, assume that u n → ∞ as n → ∞. Up to a subsequence, we have u n > 1 for any n ∈ N, and by choosing ω = 1 in Lemma 3.10 and replacing u by u n in (3.9), we obtain
and consequently
where C 2 , C 3 are constants depending on C 2 , C 3 and the Sobolev embedding constants. Dividing (3.16) by u n p -, we have
and passing to the limit leads to a contradiction since p -> qand p -> β -. So (u n ) is bounded in X and up to a subsequence converges weakly in X and strongly in L r(x) with 1 < r(x) < p * (x) to u 0 . Let us show now that (u n ) n∈N converges strongly to u 0 in X. Indeed, since the functional H satisfies the Palais-Smale condition, we have
where ε n → 0 and M 0 , M 1 , M 2 , and k ∈ {q --1, q + -1} are positive constants. Next, using the Sobolev compact embeddings, we obtain lim sup n→∞ p(x) u n , u nu 0 ≤ 0 (3.17) and then, by the (S + ) property ofp(x) , we get that u n → u 0 strongly in X, and the proof is complete.
We are now ready to state the following existence result for multiple solutions. Many versions of the mountain pass theorem stated according to the geometry of the problem under consideration exist in the literature (see [3, 31, 33, 34] ). We state below an appropriate version to our situation. The proof of Theorem 3.13 can be adapted from some works in the literature. We give it as an appendix to this work for the sake of completeness.
Proof of Theorem 3.12 and auxiliary results
The proof will consist in showing that H satisfies the geometry required to apply the symmetric mountain pass theorem. Proof Suppose on the contrary that, for any n ∈ N * , there exists a sequence (u n ) ∈ X such that H(u n ) ≤ 1 n for u n ≥ n. Recalling (3.9), we have
with q -p -< 0, β -p -< 0 and passing to the limit yields a contradiction. Then Lemma 4.1 holds. On the other hand, it is easy to see that the functional · θ : X → R defined by
is a norm on the space X. Then on the finite dimensional subspace F the norms · and · θ are equivalent, so there exists a constant ν > 0 such that
Now, let v ∈ F and write v = su with u = 1, and 0 < s < 1,
where C is a constant deriving from the Sobolev embedding.
Using the fact that u = 1 and (4.3), we obtain
Since p -> qand p -> θ , we have for s < 1 small enough that H is nonpositive, that is, there is η such that
Take R = η and then Lemma 4.2 is proved.
To conclude with the proof of Theorem 3.12, we notice from (A4) that H(0) = 0 and H is even, and from Lemmas 4.1, 4.2, H satisfies the conditions required in Theorem 3.12, and then the result is achieved.
An auxiliary result in terms of multiple solutions in the same spirit of the works in [1, 6] , and [22] can be obtained in our context by means of the fountain theorem. However, the sequence of solutions obtained either by the mountain pass theorem or the fountain theorem are quite different. Of course, in our context, the sequence of critical values obtained via the mountain pass theorem converges to a nonzero limit, while the use of the fountain theorem gives rise to critical values sequence converging to 0 as stated in Theorem 4.3 below. Write X = span{e n , e n ∈ X ∀n ≥ 1}, X * = span{e * n , e * n ∈ X * ∀n ≥ 1} with e * n (e m ) = 1 if m = n and e * n (e m ) = 0 if m = n, and define the subspaces
Assume that there are some constants ρ k > r k > 0 such that
Then H has a sequence of negative critical values (c n ) tending to 0.
Sketch of the proof H satisfies of course (PS), and by means of Lemmas 4.1 and 4.2, (i), (ii) are also satisfied. Thus, to prove Theorem 4.3, we need only to show that (iii) is satisfied. Accordingly, we need the following lemma whose proof can be pointed out similarly as in [1, 6] , and [22] .
To conclude the proof of Theorem 4.3, we notice that
Choosing u = tv with 0 < t ≤ ρ k and v = 1, we have
Consequently,
Since A.1 is valid for any B ∈ Γ 1 , we have c 1 < 0. Given j, it may happen that the multiplicity of c j occurs, that is,
We shall prove in this case that γ (K c ) ≥ k + 1 in order to conclude that K c contains no less than k + 1 points. 0 / ∈ K c since H(0) = 0; moreover, H is even and accordingly K c ∈ Σ(X) 
which is in contradiction with (A.4). Thus γ (K c ) ≥ k + 1 and hence K C contains no less than k + 1 points. Let us show that each c j is a critical value of H for any j. In order to prove it, assume that c j (for fixed j) is not a critical value, that is, K c j = ∅. Then, choosing U = ∅, by Proposition A.4 (the deformation lemma) and Remark A.5, there are ∈ (0,¯ ) and η ∈ C([0, 1] × X, X) such that (2) and (5) of the proposition as above, we have that η(1, ·) ∈ G m for all m ∈ N. Consequently, η(1, B) ∈ Γ j and the definition of c j gives min η (1,B) H(u) ≤ c.
Contradiction with (A.6), so c j is a critical value. Let us show that c j tends to inf X H = c as j → +∞. Obviously, c = inf X H < ∞ since H is bounded below on X. The critical values sequence (c j ) j is monotone nonincreasing, so there isᾱ ≥ c such that c j →ᾱ as j → +∞.ᾱ < c j for all j, otherwise γ (Kᾱ) = ∞ according to (A.2); but Kᾱ ∈ Σ(X) and is compact, so γ (Kᾱ) < ∞, contradiction. Soᾱ < c j for all j. Suppose that c j does not tend to c, that is,ᾱ > c, and denote Contradiction. So c j → c and the proof is complete.
