ABSTRACT In this paper, the external consensus problem is discussed for networked multiagent systems with communication delays under an event-triggered mechanism. The communication topology among agents is characterized by an undirected and connected graph, and there exist network-induced delays during data transmissions. Based on recursive equations, a prediction strategy is proposed to actively compensate for the effects of network-induced delays. Then, an event-triggered mechanism is introduced to avoid continuous control updates and continuous communication among agents. According to the above prediction strategy and event-triggered mechanism, a distributed external consensus control protocol is proposed, by which system stability is ensured and the external consensus can be achieved. Finally, numerical simulation is made to illustrate the validity of the proposed protocol.
I. INTRODUCTION
The cooperative control problem for networked multiagent systems (NMASs) has become a hot topic and is still a challenging issue in the control field [1] - [4] . Consensus for NMASs means that a group of subsystems or agents can achieve a consensus value under a shared network according to the requirements. The consensus value can be any physical quantity, such as temperature, velocity, and level. Some significant research results have proved the reliability of NMASs when applied in different fields [5] - [7] , especially in process control systems, in which each process can be assumed to be a subsystem or an agent. In an average consensus protocol, the consensus value is calculated based on the initial value of every agent in NMASs. However, this type of consensus protocol can only be limited to NMASs with non-zero initial value agents. Moreover, unlike the average delays can cause degradation of system performance and even destabilization. To solve such a problem, various methods have been developed, such as optimal stochastic control method, robust control method, time-delay analysis method. However, these methods usually make some strict assumptions on the related systems [16] . On the other hand, a prediction strategy has been proven effective in compensating for the network-induced delay actively [17] - [19] . In [17] , the consensus problem for inhomogeneous networked multiagent systems with constant network-induced delays is investigated. Based on recursive equations, a novel prediction strategy is proposed using a transfer function form to compensate for the effects of network-induced delays. In [18] , a networked multiagent predictive control scheme is presented to allow the underlying multiagent control systems with communication delays to achieve stability and output consensus. In [19] , stability analysis and control design of networked multiagent predictive control systems via cloud computing are studied. A cloud predictive control scheme is proposed to achieve consensus and to compensate for network-induced delays actively.
However, continuous control updates and continuous communication among agents are needed among the results aforementioned above. For process control systems, equipment is a significant feature. Continuous control updates and continuous communication among agents will cause continuous operation of equipment, especially the actuator, which definitely leads to unnecessary equipment loss. To further decrease the frequency of control updates, communication times and unnecessary computation costs, an event-triggered mechanism is developed [20] - [27] . The main idea of an event-triggered mechanism is that control updates and communication among agents occur when a predefined event-triggering condition is satisfied. For example, the consensus problem of multiagent systems under an eventtriggered controller is studied in [28] , in which an event of each agent occurs only when the state measurement error exceeds a given threshold. In [29] , a novel distributed, asynchronous and independent event-triggered control scheme for the consensus problem of multiagent systems with general linear dynamics is investigated. In [30] , an event-based distributed adaptive controller and a novel event-triggered rule are devised, with which all agents could converge to a small bounded set. Besides, an integration control form based on an event-triggered mechanism is studied in [31] and [32] , in which the quantized control and the event-triggered control are integrated to address the bounded consensus problem of multiagent systems.
In the wide applications of NMASs in practical systems, it is necessary to consider the problems of network-induced delay and the loss of resources. Up to date, only a few studies have been done on this issue [33] - [37] . For continuous-time systems, an effective delay-robust event-triggered control strategy based on local information is proposed in [34] to investigate the consensus problem of distributed multiagent systems. In [35] , the consensus problem with communication delays is dealt with using an event-triggered protocol, and a novel event-triggered sampled-data transmission strategy is presented. For discrete-time multiagent systems, a distributed event-triggered transmission scheme is proposed [36] to ensure that the system can achieve consensus asymptotically. In [37] , event-triggered control laws are adopted to reduce the frequency of individual actuation updating under the sampled-data framework for discrete-time systems with time delays. It is true that a prediction strategy has the ability to overcome the delay effects, and that an event-triggered mechanism has the ability to avoid unnecessary loss of resources. However, little attention has been paid to combining a prediction strategy with an event-triggered mechanism, which motivates the current study.
In this paper, we focus on the external consensus problem for NMASs with communication delays under an event-triggered mechanism. Inspired by the results in [17] , a recursive prediction strategy is applied to actively compensate for the effects of network-induced delays while an event-triggered mechanism is introduced to avoid continuous control updates and continuous communications. Then, the distributed external consensus protocol based on prediction strategy and the event-triggered mechanism is proposed to solve the external consensus problem for the system under consideration. The main contributions are listed as follows:
1) The network-induced delays are considered, and the recursive prediction strategy is applied to compensate for the effects of network-induced delays actively; 2) An event-triggered mechanism is designed by considering information on agents with delay compensation; 3) With the proposed event-triggered mechanism, continuous control updates and communication among agents are avoided; and 4) The proposed distributed external consensus protocol can guarantee the stability and consensus of the related systems. In the remainder of the paper, Section II introduces some basic concepts of algebraic graph theory and states the problem to be addressed. The key method to solve the problem is presented in Section III. In Section IV, analysis of system stability and consensus is performed. Section V demonstrates the validity of the proposed results through numerical examples. A brief conclusion is drawn and some future work is given in Section VI.
II. PRELIMINARIES AND PROBLEM FORMULATION
Algebraic graph theory is commonly used in studying NMASs. Assume that an NMAS contains n agents. Then, the system topology structure can be described as a graph G = (V, E, A), where V = {1, 2, . . . , n} is the set of nodes and E = {(i, j) : i, j ∈ V} ⊆ V × V is the set of edges. The symbol A = [a ij ] n×n represents the adjacency matrix, where a ij > 0 if there is a connection between node i and j; otherwise, a ij = 0. The set of neighbors of agent i is denoted
Obviously, for a connected and undirected graph G, the row sum of L is equal to zero, and L is positive semi-definite,
In addition, L has a zero eigenvalue λ 1 = 0, and the second smallest eigenvalue satisfies λ 2 > 0. Thus, the eigenvalues of the matrix L can be reordered as
Consider an NMAS with n SISO agents, where the dynamics of each agent can be described by the following time series model:
where n yi and n ui are the orders of polynomial A i (q −1 ) and B i (q −1 ), respectively; y i (t) and u i (t) are the output and control input of agent i, respectively; a i1 , · · · , a in yi and b i0 , · · · , b in ui are coefficients of the model; and q −1 is the unit delay operator.
To allow the system to achieve stability and the reach desired goals, each agent needs to have its own local controller, which is designed as follows:
where n ci and n di are the orders of polynomial C i (q −1 ) and (3) is designed to reach the desired performance of the NMASs without network-induced delays. Fortunately, some classical or advanced control methods can be used to design these local controllers.
Assumption 1:
The graph G is connected and undirected. All edges have positive unweighted adjacency matrix, and no self-loop is allowed.
Assumption 2: The network-induced delay τ is a constant and known positive integer corresponding to each edge.
It can be found from [17] that the external consensus protocol for an NMAS with a constant network-induced delay τ while no network-induced delay compensation can be described by (4) , as shown at the top of this page, where G i (q −1 ) denotes the local controller; K i is the positive gain; R(t) is the external reference input; F is the set of agents with reference input; Q is the set of agents without reference input; y i (t − τ ) is the output of agent i at time t − τ ; and y j (t − τ ) is the output of neighboring agent j ∈ N i at time t − τ .
It is clear that the system is unable to achieve external consensus due to the existence of network-induced delays. Furthermore, continuous control updates and continuous communication among agents will lead to unnecessary loss of resources. To solve such problems, in this paper, the prediction strategy described by [17] is applied to predict the output of agents to compensate for the effects of network-induced delays, and the event-triggered mechanism described by [38] is introduced by considering the output prediction of agents to avoid continuous operation. Then, the distributed external consensus protocol is proposed to solve the external consensus problem for the system.
III. EVENT-TRIGGERED EXTERNAL CONSENSUS PROTOCOL
Taking the output prediction of agents into account, the distributed event-triggered mechanism is proposed as follows:
where e i (t) is the measurement error of agent i; t i k (k = 0, 1, · · · ) represent the k-th triggering time of agent i; t j k means the last triggering time of agent j;ȳ j (t j k ) denotes the output prediction of neighboring agent j; and σ i is a positive variable. The analysis ofȳ j (t j k ) and the selection of σ i are discussed later. Thus, each agent updates its own control law at its own triggering times.
Remark 1: Compared with the existing works [20] - [27] , network-induced delays are considered in the design of the event-triggered mechanism (5), which is meaningful for practical situations. It is designed according to the delay-compensated output in order to obtain a more accurate triggering time.
Let the sampling period be h and the sampling time be t = sh, where s = 0, 1, 2, . . . . With the event-triggered mechanism (5), each agent can monitor its own information during every sampling period. Once the triggering condition is satisfied, an event is triggered immediately. At the event-triggering time, agent i will update its own controller VOLUME 7, 2019 and broadcast its current information to its neighbors, and the measurement error e i (t) will reset to zero. Hence, the next triggering time t i k+1 can be determined by:
where it can be seen that the lower bound of the triggering time interval is h; in other words, the triggering time is an integer multiple of h, which can avoid continuous control updates and communication among agents. On the other hand, when the event is triggered at t = t i k , the agent has to send information to its neighbors through the communication network. To deal with the network-induced delay, a prediction strategy is applied based on the time series model (2), external control protocol (4) and the event-triggered mechanism without considering delay compensation. This strategy is used to generate an output prediction sequence from the time t − τ + 1 to t recursively. In this case, we define y ei (t − τ ) as (7) and y ri (t − τ ) as (8) .
The one-step-ahead output prediction for agent i at time t − τ can be designed as (9)-(11), shown at the bottom of this page. Then, corresponding to the one-step-ahead output prediction functions, the output prediction and the input prediction of agent i from time t − τ + 1 to t can be obtained; for p = 1, 2, . . . , τ , the p-step-ahead output prediction results are shown in (13)- (15), as shown at the top of the next page.
The received information about neighbors is given bŷ
Remark 2: From (13)- (15), the main idea of the prediction strategy is that the decision on the next-step behavior of the agent is based not only on the currently available information sequence but also on the prediction information sequence of the future. It has a simple construction and easy computing. The effects of network-induced delays can be actively compensated using the τ -step-ahead prediction information about agents instead of information at time t −τ . More details about the used prediction strategy can be found in [17] .
In order to compensate the constant network-induced delay τ , the output prediction of agent i is selected as
where S is the designed selector. The output prediction sequenceŶ i will be sent through the network and will becomê Y j since information is received by other agents. Above all, the external consensus protocol with delay compensation under the event-triggered mechanism is proposed as (17) , shown at the top of the next page, where t ∈ [t i k , t i k+1 ). The communication delay is induced only during information transmission, so the actual value of y i (t i k ) is available in this case. It is clear that, compared with control protocol (4), the control protocol (17) has the advantages of both an event-triggered mechanism and a prediction strategy, leading to a delay-compensated and event-based control scheme.
Remark 3: Encouraged by the result in [17] , the recursive prediction strategy is applied to actively compensate for the effects of network-induced delays. However, the event-triggered mechanism is introduced to design the
proposed control protocol (17) , which means that the control protocol (17) is an event-based control scheme. If the event condition is satisfied at t = t i k , the control signal u i (t) is updated, and the agent's output y i (t) is transmitted to its neighbors. Otherwise, no operation is performed, and u i (t) remains unchanged until the next triggering time t = t i k+1 . In this way, if the event-triggered mechanism is not applied, the control protocol (17) is the same as that in [17] .
Remark 4: The control protocol (17) is proposed by combining a prediction strategy with an event-triggered mechanism. Theoretically, the upper bound of the time delay that can be compensated for depends on the defined prediction horizon.
IV. STABILITY AND CONSENSUS ANALYSIS
In this section, we aim to analyze stability and external consensus of the underlying NMAS with the proposed consensus protocol (17) . To begin with, we need the following assumption.
Assumption 3: Only agent i = 1 is given the external reference input.
For simplicity, let A i (q −1 ) = A i , B i (q −1 ) = B i , and G i (q −1 ) = G i . Then, we establish the following theorem.
Theorem 1:
For an NMAS with the external consensus protocol (17) , stability can ensured and consensus can be achieved if σ i in the event-triggered mechanism (5) satisfies the following inequality:
where λ L is the maximum eigenvalue of the Laplacian matrix L; and v i is a positive variable. Proof: Substituting the control protocol (17) into the agent model (2), we have, for t ∈ [t i k , t i k+1 ) 
. Then one has gives: (20) where the prediction outputȳ j (t j k ) can be obtained by the received neighbors' information (12) and the value of y j (t j k ) can be obtained at time t j k ; thus, the value of prediction error ε j is available.
Further, substitute (20) into (19) . Then, for i = 1, 2, . . . , n, the equation (19) can be rewritten in the following compact form:
where
It can be concluded from (21) that the next-time value of the output and measurement error can be obtained by the current time value. Let w(t) = [y T (t), e T (t), ε T , H T ] T . Then, rewrite (21) to obtain Choose the following Lyapunov function
By taking the event-triggered mechanism (5) into account, the forward difference of the Lyapunov function (23) can be given by
where z(t) = Le(t) + Ly(t) − Lε
It can be concluded that the system is stable if there exists a positive definite matrix P in (23) that gives V (t) < 0. Notice that Performing a matrix elementary transformation in (25) gives (26), as shown at the bottom of this page.
Thus, the stability of the system is proved if
Remark 5: It can be seen that introducing σ and v leads to more flexibility in the conditions, and the distributed event-triggered mechanism (5) is designed by selecting difference values of σ i and v i from (27), where 0 < σ i ≤ σ and 0 < v i ≤ v according to the requirement.
Furthermore, an NMAS is said to achieve consensus if lim t→∞ y i (t) − y j (t) = 0, i, j ∈ V, i = j. If the system is stable, it can be concluded that lim t→∞ (y i (t + 1) − y i (t)) = 0, leading to lim t→∞ (u i (t + 1) − u i (t)) = 0. From the equation (14), lim t→∞ R(t) = lim t→∞ y i (t) = lim t→∞ȳj (t) = lim t→∞ y j (t) is obtained, which means the external consensus can be achieved. Therefore, the proof of theorem 1 is completed.
V. NUMERICAL SIMULATION
In process control systems, each process plant can be assumed to be an agent or a subsystem. Consider an NMAS with three agents indexed by 1, 2 and 3. Agents 1 and 3 are singlewater-tank systems, and Agent 2 is a two-tank system. These two types of agents are shown in Figs. 1 and 2 , respectively. The specifications of these two agents can be seen in Tabs. 1 and 2, respectively. Moreover, the communication topology structure of the NMAS is given in Fig. 3 . Only Agent 1 is connected to the external reference input. The mathematical model of these two types of agents can be represented by the following differential equations.
Agents 1 and 3.
where η and V represent the height of the level and the control voltage. Agent 2.
where η 1 and η 2 are the level heights of the upper tank and the lower tank, respectively, and V represents the control voltage. Then, by using the system identification module in the simulation, these two types of agents can be built as the time series model as (2) , where
The local controller is designed to ensure the stability of the single system without network-induced delays, which is given by
The parameter K i in (17) represents the positive gain used as a tuning parameter that strengthens or loosens the coupling between agents. Higher or lower values of K i are applied when the tracking is required to remain tight or when it is needed to loosen the connection. Moreover, the triggering time depends on the variables (v i , σ i ). According to the simulation, the selection of v i is related to the positive gain, where the higher value of K i , as such, the higher value of v i should be selected. After the value of v i is selected, the triggering condition is harder to reach with a lower value of σ i . Above all, the values of these parameters are selected Based on these parameters, the NMAS can reach consensus with control protocol (4) and network-induced delay τ ≤ 6-step through the experiments, as shown in Fig. 4 . In other words, when the network-induced delay τ > 6-step, the considered NMAS with control protocol (4) is unable to reach a consensus. Thus, the constant network-induced delay τ = 10-step is selected for the simulation. As shown in Fig. 5 , the NMAS cannot achieve the same consensus as the analysis. Furthermore, for comparison, the control protocol (17) in [17] and the proposed control protocol (17) in the paper are applied to the simulation with network-induced It can be seen from Figs. 6 and 7 that, due to the introduction of delay compensation, both control protocols can solve the external consensus problem for the considered NMAS and can produce a stable output. On the other hand, the trigger situation of each agent can be seen during the simulations, as shown in Tab. 3. Compared with the case of the sample-based control protocol (17) in [17] , 40000 triggers were conducted in these simulations, the proposed control protocol (17) can effectively reduce the number of control updates and communications among the agents. These results show that the proposed control protocol can compensate for the network-induced delay and avoid continuous control updates and communications while an external consensus can be achieved. Therefore, it is shown that the proposed results in this paper are less conservative than those in [17] .
VI. CONCLUSION
The problem of external consensus for an NMAS with constant communication delay under an event-triggered mechanism has been investigated in this paper. The time series model has been adopted to describe the dynamics of each agent. A prediction strategy has been applied to compensate for the network-induced delay by using the time series model as the predictive model to predict the agent output. Then, the event-triggered mechanism based on the prediction output has been introduced to reduce the number of times the controller updates and communicates among agents. As a result, the external consensus protocol has been proposed, and the stability and consensus have been analyzed. Numerical simulation results have demonstrated the effectiveness of the proposed protocol. In future work, we will consider the case with time-varying network-induced delay and nonlinear uncertainties in the agent, which are often encountered in practical systems.
