This paper considers the bootstrapping approach for measuring reserve uncertainty when applying the model of Schnieper for reserves which separate Incurred But Not Reported (IBNR) and Incurred But Not Enough Reserved (IBNER) claims. The Schnieper method has been explored in Liu and Verrall (2009) , and the Mean Square Errors of Prediction (MSEP) derived. This paper takes this further by deriving the full predictive distribution, using bootstrapping. Numerical examples are provided and the MSEP from the bootstrapping approach are compared with those obtained analytically.
INTRODUCTION
The model of Schnieper (1991) separates out IBNR and IBNER claims, with the intention of providing better estimates of outstanding liabilities in cases when the over claims data are inherently volatile. Although Mack (1993) used some of the ideas from Schnieper, there has not been much attention paid to the original paper since it was published. However, Liu and Verrall (2009) have derived approximations to the Mean Square Errors of Prediction (MSEP) of the reserves and we believe that the method has the potential to be useful in practice. In this paper, we continue with the development of the statistical background for the original method by showing how the complete predictive distribution can be approximated using bootstrapping methods. This is a very important additional step to the theory derived in Liu and Verrall (2009) , since the MSEP is of only limited value in the context of risk assessment and capital modelling. For a proper assessment of risk, and to use the model in the modern solvency setting, it is far better to use the predictive distribution. Also, a simulation approach is often used in this context, and bootstrapping has been found to be very convenient for this. Section 2 gives a brief outline of the model of Schnieper. For more details, see Schnieper (1991) and Liu and Verrall (2009) . In Section 3 of this paper, we show how to construct an appropriate resampling procedure for the Schnieper method, within a Generalised Linear Models (GLM) framework. Note that the bootstrapping is a general method, which can be applied to any fully defined model in order to obtain the sampling distribution for any statistic of interest. As was shown in England and Verrall (1999) and England (2002) , it is straightforward to extend the bootstrapping procedure to obtain an approximation to the predictive distribution. This requires a final step to be added to the resampling method, which simulates a future observation from the appropriate process distribution. A more complete discussion of bootstrapping methods can be found in England and Verrall (2006) , which also contains a fuller review of the literature on bootstrapping for claims reserving in general. Note that the Schnieper method is a recursive method for claims reserving, and the appropriate background for this can be found in England and Verrall (2006) . The paper by England and Verrall (1999) , which first considered bootstrapping for the chain-ladder technique, was based on the over-dispersed Poisson model which is non-recursive. For ease of implementation, the detailed algorithm which can be used to obtain the bootstrap approximation to the predictive distribution for the Schnieper method is given in the Appendix. In Section 4, we apply the bootstrap method to the data from Schnieper (1991) and show that the results are very close to the results for the analytical estimation error derived in Liu and Verrall (2009) . This section also shows the full predictive distribution. Section 5 contains the conclusion.
THE SCHNIEPER MODEL
The idea behind the model of Schnieper (1991) is to separate a triangle of potentially volatile claims data into two separate triangles: a triangle of the IBNER claims and a triangle of the real IBNR claims. In this way, the hope is that the separate triangles will prove easier to deal with and will provide better estimates of outstanding claims, and a better idea of the forces driving these. It is assumed that the data in the two triangles are independent, and we briefly describe the models used for each of these. For more details of these models, and of the estimation of the parameters and forecasts, see Schnieper (1991) and Liu and Verrall (2009) .
Without loss of generality, we assume that the data are available in triangular form, indexed by accident year, i, and development year, j. The single triangle of data consists of the cumulative incurred claims, and are denoted by
. 
and for cumulative claims:
Schnieper also assumes that a measure of the exposure, E i , is available for each accident year i. In common with Schnieper (1991), we do not attempt to forecast beyond development year n. We refer to cumulative claims at development year n as "Ultimate Claims". We define the information up to payment year k by H k and the information up to development year k by F k , where
F k corresponds to B k in Mack (1993) .
The general model assumptions are given as follows:
Assumption 1: There exist constants l j and d j , such that for known exposure E i we have that,
Assumption 2: There exist constants s 2 j and t
Assumption 3: Independence between accident years As in Schnieper (1991) , it is assumed that {N 1j , D 1j : 1 # j # n} … {N nj , D nj : 1 # j # n}}, are independent between accident years.
Assumption 4: Uncorrelatedness between development years
For a discussion of these assumptions, see Liu and Verrall (2009) . Based on these assumptions, estimates of the parameters may be obtained, along with predictions of the development of future claims. This is a recursive method, and full details of the derivation of these estimates may be found in Schnieper (1991) and Liu and Verrall (2009) 
and
These are the estimates that are used when the bootstrap methodology is applied. Finally, the estimate of outstanding incurred claims in the original single triangle was derived by Schnieper. Note that E[X i, j | H n ] is the prediction of X i, j , and we use the notation of X i, j for this:
, and hence X i, n -i + 1 = X i, n -i + 1 forms the starting point in this recursive formula.
BOOTSTRAP METHODOLOGY
The Schnieper method presents an interesting exercise for bootstrapping in that there are two separate triangles that have to be resampled independently. This is different from most other applications of bootstrapping for claims reserving, when a single triangle is considered. In this section, we describe how the resampling procedure can be adapted to this novel situation, and in the Appendix we set out the algorithm in detail. In order to apply the bootstrapping methodology, we require data which can be assumed to be independent and identically distributed (iid). Since the data themselves are not iid, we resample from the residuals rather than the raw data. Also, since the Schnieper method is based on recursive models, we use residuals of the ratios,
, rather than the observed data, N ij and D ij . This has been discussed in detail in England and Verrall (2006) . In order to calculate residuals (suitably normalized), we require the mean and variance of each of the ratios. Following Liu and Verrall (2009) , the mean and variance assumptions for the Schnieper model are:
The idea of bootstrapping is to generate new triangles of data ("bootstrap samples") which are representative of the underlying distributions of the estimates. When this has been done a reasonable number of times and the required results saved, the sampling properties may be estimated by simply looking at the properties of the bootstrap samples. So, for example, to obtain a bootstrap estimate of the estimation error of the overall reserve, we generate a reasonable number (in most cases we use 10,000) of new sets of data from the original data and estimate the reserve for each of these. The aim is to estimate the MSEP for a future observation, X im (n -i + 1 < m # n):
The process variance is straightforward due to the assumptions of independence between accident years and uncorrelatedness between development years. In the context of bootstrapping, it requires the inclusion of a final simulation from the process distribution, details of which are given below. For the estimation error, there are two approximations that can be used, as discussed in detail in Liu and Verrall (2009) . The first approach, which was used by England and Verrall (2002) , approximates the estimation error by the estimation variance,
. The other approach is to derive an approximation to the estimation error directly. Corresponding to these two approaches, there are two procedures that can be used in the bootstrapping process. If the estimation variance approximation approach which is adopted by England and Verrall (2002) and Buchwalder et al (2006) is followed, the bootstrap estimate of the approximation is obtained by calculating the sample variance of the bootstrap reserves. However, if the approach of Mack (1993) is followed, the bootstrap estimate of the estimation variance is obtained by calculating the average squared difference between the bootstrap reserve estimate and the original reserve estimate. The rationale for the first approach is clear: we simply estimate the estimation variance by the variance of the bootstrap samples. The rationale for the second approach is that we require a bootstrap estimate of (
, and this can be obtained by looking at the average squared difference between the bootstrap value, X B i, m and X i, m . To include the process variance, we add an extra simulation after each bootstrap, using the appropriate process distribution. This is the most straightforward way to include the process variance, and more details can be found in England and Verrall (2006) .
Then the scaled Pearson residuals for the two triangles are given by:
It is well known that a bias correction is required in the context of bootstrap estimation. In order to include this, these residuals are adjusted by multiplying
This gives the adjusted residuals:
These adjusted residuals are sampled, with replacement, to generate bootstrap samples of residuals, r B ij and s B ij , for i = 1,2, …, n; j = 1,2,…, n -i + 1. The triangles of pseudo data are then calculated by inverting the residual definition:
The appealing aspect of bootstrapping is that the calculations now only involve the simple spreadsheet operations used in the original method to calculate the loss reserves. In other words, they can be based on the original Schnieper paper, rather than involving any more complex statistical analysis similar to that in Liu and Verrall (2009) . Thus, for each bootstrap sample, the bootstrap estimates of the parameters in the mean, l 
Bootstrapping only addresses the estimation error for the model. If the aim of the exercise is to obtain a bootstrap estimate of the estimation error, then this is all that is needed. However, for claims reserving purposes, we also require the prediction error and the full predictive distribution of the reserves. To obtain these, it is necessary to include the process variance, using the process distributions. The most straightforward option here, since we are only specifying the first two moments, is to use normal distributions for both N ij and D ij . (Note that it would be possible to use other models, such as the over-dispersed Poisson distribution.) Thus, the final step in the process to obtain simulations of the loss reserves suitable for calculating prediction errors and the predictive distribution is to simulate from these process distributions, using the bootstrap sample values for the means. In other words, for each triangle, we obtain simulated values of the incrementals, using the appropriate process distributions:
These simulated values can then be used to obtain estimates of the outstanding liabilities. The variances of these distributions can be used to quantify the process variance, either analytically (as in Liu and Verrall, 2009) or using simulation as in this paper. An approximation to the full predictive distribution of the outstanding liabilities can be obtained from these simulated values in conjunction with the bootstrapping procedure.
Note that we have chosen here to use normal distributions for the process distributions. It would also be possible make other choices for these distributions, including using the distributions of the residuals to construct a process distribution, or to use a distribution-free approach. For more details of this, see Peters et al (2009) , which demonstrates how to use bootstrap procedures for the distribution-free chain ladder model, without making parametric assumptions. When considering the tails of the distributions, for example when looking at measures such as VaR, the specific assumptions made about the process distribution can have an impact. We would recommend that these issues are considered in any implementation, but in this paper we show how to construct the bootstrapping procedure, illustrate the results when using normal process distributions, and compare them with the analytical results in Liu and Verrall (2009) .
The algorithm bootstrapping Schnieper's model is set out in the Appendix. In section 4, we provide illustrations of the bootstrapping method, and compare with the analytical results.
ILLUSTRATION
In this section, we illustrate the results by applying the bootstrapping methodology to the data from Schnieper (1991) . The results are compared with the analytical methods, as well as the bootstrap estimation of the prediction error using Mack's approximation.
The data used by Schnieper consisted of an IBNR triangle, X ij , and exposure, E i , which are shown in Table 1. Tables 2 and 3 show the more detailed data, consisting of the new claims, N ij , and the changes in the existing claims, -D ij . These data were taken from a practical motor third party liability excessof-loss pricing problem. Table 4 shows a comparison of the results using the analytical methods derived in Liu and Verrall (2009) and the bootstrap results. The bootstrap results were obtained using the estimation variance approach which is adopted by England and Verrall (2002) and Buchwalder et al (2006) , so that the bootstrap estimate of the approximation was obtained by calculating the sample variance of the bootstrap reserves. It can be seen that there is a good agreement between the analytical results and those obtained using bootstrapping (allowing for the fact that bootstrapping is a simulation-based method).
A major advantage of using bootstrapping over the analytical approach is that it is also possible to obtain a simulation of the predictive distribution. This is illustrated in Figure 1 , which shows the predictive distribution of the overall reserve for the Schnieper method, smoothed using a Kernel smoother with bandwidth 50.
As mentioned in Section 3, there are two approximation approaches described in Liu and Verrall (2009) : Tables 5 and 6 compare the differences when following these two approaches. The column labeled E&V (2002) corresponds to the approach adopted by England and Verrall (2002) and Buchwalder et al (2006) . The second column shows the results using the approach of Mack (1993) . In the first approach, the estimation error is approximated using the sample variance of the bootstrap reserves, and in the second approach, the bootstrap estimate of the estimation error is obtained by calculating the average squared difference between the bootstrap reserve estimate and the original reserve estimate. In both cases, this is done before the sampling from the process distribution is carried out in order to obtain an estimate of the MSEP. 
CONCLUSION
This paper has shown how bootstrapping can be applied in the context of the Schnieper method of claims reserving. This is a novel application, because it involves bootstrapping two separate triangles. The illustration shows that it is possible to reproduce the MSEP of the analytical methods that were derived in Liu and Verrall (2009) . There are a number of practical advantages of the bootstrapping approach. Firstly, it is straightforward to implement in a spreadsheet, giving it great practical appeal. Secondly, and perhaps more importantly, it is also possible to obtain the full predictive distribution. In the context of capital modeling and solvency, it is important to have the full predictive distribution in order to examine quantiles as well as the first two moments of the distribution. In this context, we would emphasise again that the effect of the process distribution should also be considered. 
