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Resumen 
 
Este trabajo pretende aportar literariamente 
una revisión de los modelos para la calificación 
del riesgo crediticio (modelos de Credit Score) 
utilizados en el otorgamiento de crédito 
personal; teniendo en cuenta los métodos de 
Abdou & Pointon (2011); Glennon, Kiefer, 
Larson, & Choi (2008); Saavedra-García & 
Saavedra-García (2010), se pretende crear un 
esquema de orden para explicar los múltiples 
modelos matemáticos y econométricos 
utilizados en el credit score, con el fin de 
generar un listado actualizado que esté 
sustentado por académicos y expertos en el 
tema. 
 
Palabras clave: análisis discriminante, credit 
score, modelos paramétricos, modelos no 
paramétricos, modelos semi-paramétricos.
Abstract 
 
This paper provides a literature review on risk 
scoring models for credit granting in personal 
banking. The methods by Abdou & Pointon 
(2011), Glennon, Kiefer, Larson, & Choi (2008), 
and Saavedra-García (2010) are considered. 
The aim is to create a sorting scheme to explain 
the multiple mathematical and econometrical 
models used for credit scoring and to produce 
an up-to-date list supported by scholars and 
experts in the field. 
 
Keywords: discriminant analysis, credit score, 
parametric models, non-parametric models, 
semiparametric models. 
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1. INTRODUCCIÓN 
 
Los credit score son metodologías estadísticas 
o matemáticas que se especializan en el 
pronóstico e identificación de un cliente que 
pueda tener o no riesgo de impago de un 
crédito (Rodríguez & Trespalacios, 2015); son 
usados principalmente para la aprobación de 
los créditos, determinación de clasificación de 
créditos, asignación de precio de los créditos, 
generación de alertas tempranas y estrategias 
de cobranza (García Sánchez & Sánchez 
Barradas, 2005). De lo anterior, resulta 
oportuno indicar que las metodologías de 
credit score usadas en entidades bancarias o 
prestantes son directamente aplicadas en 
personas naturales pero muy poco en personas 
jurídicas. 
 
La función primordial del credit score es 
identificar el riesgo de impago de un cliente, 
«discriminando» a los clientes nuevos con la 
historicidad de impago de clientes antiguos; 
para ello, es indispensable un análisis de sus 
variables personales; a estos procesos se 
conocen como análisis discriminante; los 
desarrollos de dichos análisis pueden ser 
variados dependiendo de las necesidades de 
las entidades que los soliciten, requiriendo el 
tipo, forma de los datos obtenidos, la veracidad 
y la eficiencia de los modelos. Estas 
metodologías nacieron con el análisis lineal 
discriminante (LDA) descritos por Fisher (1936) 
como una variante de los modelos ANOVA y 
que fueron la entrada a los modelos de 
identificación de quiebra, y a través de los años 
han tomado vertientes de uso con modelos 
lineales, no lineales, paramétricos, no 
paramétricos, estadísticos y econométricos 
que buscan encontrar el medidor perfecto. 
 
Así mismo, a modo de compilación, han 
existido autores que se han encargado de 
abordar varias teorías y compilarlas de acuerdo 
con su funcionalidad ; sea el caso de Abdou & 
Pointon (2011); Anderson & Narasimhan 
(1979); García Sánchez & Sánchez Barradas 
(2005); Gartner & Schiltz (2005); Glennon, 
Kiefer, Larson, & Choi (2008); Gutiérrez Girault 
(2007) y Saavedra-García & Saavedra-García, 
2010), se encargaron de realizar una 
identificación teórica a través del tiempo, 
actualizando cada vez la base científica que 
permitía tomar una decisión de uso del mejor 
modelo o método para hallar credit score; por 
lo tanto, la intención de este trabajo es realizar 
una revisión completa de los autores anteriores 
e identificar bajo un esquema único la 
constitución de las metodologías usadas para 
credit score para personas naturales hasta 
2015. 
 
 
2. MARCO DE REFERENCIA 
 
Basilea II y la administración del riesgo 
 
Basilea II recomienda a las entidades crediticias 
realizar análisis de riesgo de cartera basándose 
en indicadores financieros de los posibles 
candidatos involucrando variables como: 
liquidez, rendimientos, deuda, servicio a la 
deuda, activos e IRB (Internal Rating-Based 
approach); y si bien, estas variables descritas 
son las mínimas requeridas, involucrar una 
gran cantidad de estas que permitan describir 
a un conjunto de personas son bienvenidas 
siempre y cuando tengan un contexto frente a 
los créditos. Cabe agregar que, frente a la 
metodología, Basilea no establece 
directamente una metodología estándar, ya 
que se propone que los estudios y modelos 
para su análisis sean directamente 
responsabilidad de las entidades, siempre y 
cuando puedan ser fieles a la determinación 
del riesgo crediticio implícito de los clientes 
(Rodríguez & Trespalacios, 2015). 
 
Así mismo, García Sánchez & Sánchez Barradas 
(2005) indican:  
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«La gestión de riesgos es fundamental 
para cualquier empresa cuya 
rentabilidad de negocio esté 
íntimamente ligada a los riesgos que 
asume. Cualquier entidad económica 
necesita identificar, valorar y cuantificar 
su exposición al riesgo, optimizando al 
mismo tiempo la rentabilidad, que se 
traslada directamente al cliente 
mediante unos precios más competitivos 
y la generación de mayores beneficios». 
 
Credit Score y su uso para empresas 
 
Según Thomas, Edelman & Crook (2002), las 
entidades financieras al momento de evaluar la 
capacidad crediticia de sus clientes siempre 
tienen en cuenta variables de tipo cualitativo y 
cuantitativo, pero, dependiendo de las 
necesidades y del uso que se deba dar dichas 
variables desentenderán del tipo de empresa a 
la que se le hará el estudio. 
 
Los estudios de personas naturales toman 
entonces variables enfocadas a las 
características de la persona, la descripción del 
ser resultando en una infinidad de variables 
cualitativas (por ejemplo: genero, estrato, tipo 
de vivienda, municipalidad, raza), o 
cuantitativas (por ejemplo: ingresos, egresos, 
patrimonio, salario, número de personas a 
cargo, número de vehículos); mientras que un 
estudio de credit score para una persona 
jurídica, como lo muestra Gonçalves & Braga 
(2008) se usa variables de indicadores 
financieros: la razón corriente, la liquidez, 
activos, encaje bancario, cobertura en pasivos, 
provisión, rentabilidad de activos y patrimonio 
entre otros. 
 
Anteriores revisiones literarias 
 
Para identificar el proceso de referenciación de 
los modelos usados para el credit score, es 
importante tener en cuenta la explicación de 
algunos autores sobre los métodos usados 
discriminando los usos y los enfoques en que se 
desenvuelven. 
 
García Sánchez & Sánchez Barradas (2005) 
explican que los modelos de credit score se 
pueden referenciar en: modelos tradicionales y 
en los modelos de enfoque moderno. 
 
Los modelos tradicionales, son caracterizados 
por análisis de expertos que se enfocan en el 
«Carácter, Capital, Capacidad, Colateral y 
Ciclo», y si bien estos modelos son 
normalmente usados de manera intuitiva, el 
autor indica que pueden llegar a ser 
difícilmente aplicables entre los clientes, 
definiendo el hecho que las características por 
cada cliente hacen difícil su aplicación. 
Mientras, que los modelos de enfoque 
moderno, son de aplicación matemática, como 
los modelos Z-Score, modelos Z, modelos de 
respuesta binaria, Creditmetrics y VaR (Value at 
Risk). 
 
Gutiérrez Girault (2007) realiza una relación 
totalmente directa para identificación de credit 
score mostrando que los modelos más usados 
para las entidades bancarias son: análisis 
discriminante, regresión lineal, regresión 
logística, modelos Probit, modelos Logit, 
métodos no paramétricos de suavizado, 
métodos de programación matemática, 
modelos basados en cadenas de Markov, 
algoritmos de particioamiento recursivo 
(árboles de decisión), sistemas expertos, 
algoritmos genéticos, redes neuronales y, 
finalmente, el «juicio humano», dándole a su 
explicación un factor favorable a los modelos 
de respuesta bivariada (modelos Probit). 
 
Glennon et al. (2008), en su estudio, muestra 
una explicación más característica desde el 
ámbito estadístico, explica en su documento el 
trato de los datos, teniendo especial cuidado 
en el tipo de información (datos transversales y 
de series de tiempo), el desarrollo del score-
card para las observaciones, y los tipos de 
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modelos que se pueden utilizar para este fin; 
en este apartado se subdividen los modelos de 
forma paramétrica, donde solamente se 
muestra al modelo Logit como el único modelo 
paramétrico, semi-paramétrica, mostrando 
una función combinada de un modelo Logit y 
una red neuronal, y no paramétrica como el 
modelo CHAID (Chi-squared Automatic 
Interaction Detector). 
 
Saavedra-García & Saavedra-García (2010), 
muestran bajo un sistema similar al de García 
Sánchez & Sánchez Barradas (2005), donde se 
parten los modelos de análisis de crédito en 
modelos tradicionales y modelos modernos, 
los primeros identifican modelos matemáticos 
paramétricos que analizan las variables con 
modelos Logit, Lineales y hasta sistemas 
expertos; los segundos utilizan modelos 
empresariales especiales: modelo MKV 
(Kealhofer, McQuown and Vasicek) y el modelo 
CyRCE (Capital y Riesgo de Crédito en Países 
Emergentes). 
 
Abdou & Pointon (2011) separan su resultado 
en métodos avanzados estadísticos y métodos 
tradicionales estadísticos. Los primeros son 
modelos que usan programación genética y 
redes neuronales para determinar los 
resultados de una discriminación bivariada o 
multivariada, y los segundos, los que usan 
métodos clásicos de análisis paramétrico. 
Igualmente, los modelos descritos por Abdou & 
Pointon (2011) tienen en cuenta modelos 
lineales, análisis discriminante, análisis 
probabilístico (Probit) y logístico (Logit), 
árboles de decisión, sistemas expertos 
(Modelos Bayesianos), redes neuronales, y 
programación genética; a esta investigación el 
autor expone también los métodos usuales de 
verificación de resultados y bondad de ajuste 
(curva ROC, el costo de error en la clasificación, 
y la matriz de confusión). 
 
 
 
3. RESULTADOS 
 
Teniendo en cuenta el método de descripción 
de los modelos propuesto por Glennon et al., 
(2008) y Saavedra-García & Saavedra-García 
(2010), se establece que los modelos más 
representativos de credit score hasta el año 
2015 se parten en tres tipos de modelos 
generales: 1) Los modelos paramétricos, 2) 
modelos no paramétricos, 3) modelos semi-
parámetricos. En general responden a la 
relación matematica f(Y,X), el cual busca 
identificar el resultado de riesgo o no riesgo 
(variable dependiente) frente a una serie 
indeterminada de variables socioeconómicas 
(variables independientes); dando una 
descripción de su uso y la formulación 
matemática que desarrolla el método: 
 
Modelos paramétricos 
 
Estos modelos tienen la condición matemática 
de describir la sensibilidad de discriminación 
por medio de parámetros o estimaciones 
obtenidas bajo el proceso MCO (Mínimos 
Cuadrados Ordinarios); permiten identificar la 
sensibilidad o cambio presentado por las 
variables usadas según el tipo de modelo; 
operando de dos formas: Univariantes y 
Multivariantes. 
 
 Modelos paramétricos Univariantes – 
Modelos ANOVA 
 
Palacio, Lochmúller, Murillo, Pérez & Vélez 
(2011), explican que usando datos de 
encuestas realizadas a los clientes, y 
asumiendo un proceso similar al bayesiano que 
usa promedios de expertos, se revisan las 
variables más representativas que pueden 
representar el riesgo de impago de crédito con 
un proceso de un solo factor o ANOVA; si bien 
este estudio toma varias variables en el 
estudio, el proceso estadístico utilizado revisa 
una a una de las variables para identificar 
cuales presentan efecto en la variable 
dependiente. 
 
 Modelos paramétricos multivariantes  
 Análisis discriminante 
Fisher (1936), Puertas & Marti (2012) y Mures, 
García, & Vallejo (2011), explican que el análisis 
discriminante es una relación de 
comportamiento de múltiples variables 
identificadas frente a una variable 
dependiente, la cual estructura varios posibles 
resultados o grupos de ecuaciones lineales que 
identifican la combinación eficiente para 
separar o discriminar a los buenos o malos 
pagadores. 
 
El proceso distingue una serie de modelos 
lineales tal que así (1): 
 
𝑋𝑋 =  𝜆𝜆1𝑥𝑥1 + 𝜆𝜆2𝑥𝑥2 + ⋯ +  𝜆𝜆𝑖𝑖𝑥𝑥𝑖𝑖 (1) 
 
Donde: 
 
𝜆𝜆𝑖𝑖= Representa los parámetros de la relación 
de combinaciones de variables. 
 
𝑋𝑋, representa una cantidad n de modelos 
posibles que nacen de las combinaciones entre 
variables. Cuando se tuviesen los parámetros 
hallados por cada grupo de datos, se toma la 
serie de datos en diferencia entre las medias 
(desviaciones estándar) quedando (2): 
 
𝐷𝐷 =  𝜆𝜆1𝑑𝑑1 + 𝜆𝜆2𝑑𝑑2 + ⋯ +  𝜆𝜆𝑖𝑖𝑑𝑑𝑖𝑖  (2) 
 
De esto, se busca encontrar una función de 
varianzas y covarianzas que determine el 
modelo con menos valores residuales entre 
ellos. 
 
𝑆𝑆 = ∑ ∑ 𝜆𝜆𝑝𝑝𝜆𝜆𝑞𝑞𝑆𝑆𝑝𝑝𝑞𝑞
𝑛𝑛
𝑞𝑞=1
𝑛𝑛
𝑝𝑝=1
 
 
Cuando se obtengan las estimaciones, la 
predicción depende de la puntuación de corte 
optimo que discrimina los valores 0 y 1 de 
forma perfecta. 
 
 Modelos LDA (Linear Discriminant Analysis) 
- Modelo Z – Score 
 
De la misma forma que Fisher (1936) obtuvo el 
proceso discriminante, estos modelos fueron 
usados por Altman (1968), Altman (1980) y 
Elliott, Siu & Fung (2014) en sus estudios para 
identificar en el primer caso la probabilidad de 
quiebra de una entidad, que después utilizo 
para estudiar la probabilidad de impagos en 
una entidad bancaria, a dichos trabajos se les 
conoció como modelos LDA, Modelos Z y 
modelos Z – score; la ecuación del modelo Z es 
(3): 
 
𝑍𝑍 =  𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ +  𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘 + 𝜀𝜀𝑖𝑖 (3) 
 
Donde:  
 
𝑍𝑍 = índice general 
𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas. 
 
 Modelos Least – Absolute – Value (LAV) 
 
Glorfeld (1990) demuestra que el modelo lineal 
discriminante tiene amplios fallos, debido a la 
violación de los supuestos lineales; este autor 
propone hacer un análisis de credit score 
tomando un modelo OLS (Ordinary Least 
Squares), condicionando el vector de 
residuales contrastados contra el valor 
absoluto de la diferencia entre los datos reales 
y los pronosticados, siendo este el 
determinante del mínimo error expresado. 
 
Estos modelos garantizan que los valores de los 
parámetros tengan distribuciones más 
ajustadas, haciendo que la media de los errores 
sea asintótica mostrando entonces que la 
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(curva ROC, el costo de error en la clasificación, 
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de los modelos propuesto por Glennon et al., 
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matemática que desarrolla el método: 
 
Modelos paramétricos 
 
Estos modelos tienen la condición matemática 
de describir la sensibilidad de discriminación 
por medio de parámetros o estimaciones 
obtenidas bajo el proceso MCO (Mínimos 
Cuadrados Ordinarios); permiten identificar la 
sensibilidad o cambio presentado por las 
variables usadas según el tipo de modelo; 
operando de dos formas: Univariantes y 
Multivariantes. 
 
 Modelos paramétricos Univariantes – 
Modelos ANOVA 
 
Palacio, Lochmúller, Murillo, Pérez & Vélez 
(2011), explican que usando datos de 
encuestas realizadas a los clientes, y 
asumiendo un proceso similar al bayesiano que 
usa promedios de expertos, se revisan las 
variables más representativas que pueden 
representar el riesgo de impago de crédito con 
un proceso de un solo factor o ANOVA; si bien 
este estudio toma varias variables en el 
estudio, el proceso estadístico utilizado revisa 
una a una de las variables para identificar 
cuales presentan efecto en la variable 
dependiente. 
 
 Modelos paramétricos multivariantes  
 Análisis discriminante 
Fisher (1936), Puertas & Marti (2012) y Mures, 
García, & Vallejo (2011), explican que el análisis 
discriminante es una relación de 
comportamiento de múltiples variables 
identificadas frente a una variable 
dependiente, la cual estructura varios posibles 
resultados o grupos de ecuaciones lineales que 
identifican la combinación eficiente para 
separar o discriminar a los buenos o malos 
pagadores. 
 
El proceso distingue una serie de modelos 
lineales tal que así (1): 
 
𝑋𝑋 =  𝜆𝜆1𝑥𝑥1 + 𝜆𝜆2𝑥𝑥2 + ⋯ +  𝜆𝜆𝑖𝑖𝑥𝑥𝑖𝑖 (1) 
 
Donde: 
 
𝜆𝜆𝑖𝑖= Representa los parámetros de la relación 
de combinaciones de variables. 
 
𝑋𝑋, representa una cantidad n de modelos 
posibles que nacen de las combinaciones entre 
variables. Cuando se tuviesen los parámetros 
hallados por cada grupo de datos, se toma la 
serie de datos en diferencia entre las medias 
(desviaciones estándar) quedando (2): 
 
𝐷𝐷 =  𝜆𝜆1𝑑𝑑1 + 𝜆𝜆2𝑑𝑑2 + ⋯ +  𝜆𝜆𝑖𝑖𝑑𝑑𝑖𝑖  (2) 
 
De esto, se busca encontrar una función de 
varianzas y covarianzas que determine el 
modelo con menos valores residuales entre 
ellos. 
 
𝑆𝑆 = ∑ ∑ 𝜆𝜆𝑝𝑝𝜆𝜆𝑞𝑞𝑆𝑆𝑝𝑝𝑞𝑞
𝑛𝑛
𝑞𝑞=1
𝑛𝑛
𝑝𝑝=1
 
 
Cuando se obtengan las estimaciones, la 
predicción depende de la puntuación de corte 
optimo que discrimina los valores 0 y 1 de 
forma perfecta. 
 
 Modelos LDA (Linear Discriminant Analysis) 
- Modelo Z – Score 
 
De la misma forma que Fisher (1936) obtuvo el 
proceso discriminante, estos modelos fueron 
usados por Altman (1968), Altman (1980) y 
Elliott, Siu & Fung (2014) en sus estudios para 
identificar en el primer caso la probabilidad de 
quiebra de una entidad, que después utilizo 
para estudiar la probabilidad de impagos en 
una entidad bancaria, a dichos trabajos se les 
conoció como modelos LDA, Modelos Z y 
modelos Z – score; la ecuación del modelo Z es 
(3): 
 
𝑍𝑍 =  𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ +  𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘 + 𝜀𝜀𝑖𝑖 (3) 
 
Donde:  
 
𝑍𝑍 = índice general 
𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas. 
 
 Modelos Least – Absolute – Value (LAV) 
 
Glorfeld (1990) demuestra que el modelo lineal 
discriminante tiene amplios fallos, debido a la 
violación de los supuestos lineales; este autor 
propone hacer un análisis de credit score 
tomando un modelo OLS (Ordinary Least 
Squares), condicionando el vector de 
residuales contrastados contra el valor 
absoluto de la diferencia entre los datos reales 
y los pronosticados, siendo este el 
determinante del mínimo error expresado. 
 
Estos modelos garantizan que los valores de los 
parámetros tengan distribuciones más 
ajustadas, haciendo que la media de los errores 
sea asintótica mostrando entonces que la 
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afectación de los datos por outliers sea menor 
en LAV que en modelos LDA o MDA. 
Para ello, es requerido minimizar la sumatoria 
de los errores tal que (4): 
 
min 𝑧𝑧 =∑(𝜀𝜀𝑖𝑖
+ − 𝜀𝜀𝑖𝑖
−), 𝑖𝑖 = 𝑛𝑛
𝑛𝑛
𝑖𝑖
 
(4) 
 
Y, dado que el modelo lineal requiere un valor 
cercano a cero, es imprescindible que dichos 
errores sean totalmente positivos (5). 
 
𝑦𝑦𝑖𝑖 − (𝛼𝛼 +∑𝛽𝛽𝑗𝑗𝑥𝑥𝑖𝑖𝑗𝑗
𝑛𝑛
𝑗𝑗
) + 𝜀𝜀𝑖𝑖
+ − 𝜀𝜀𝑖𝑖
− = 0 
(5) 
 
Donde:  
 
𝑦𝑦𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑗𝑗 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑥𝑥𝑖𝑖𝑖𝑖 = variables cualitativas o cuantitativas 
𝜀𝜀𝑖𝑖  = residuales de la función 
 
 Modelos Lineales Probabilísticos (MLP) 
 
Como los describen Hardy & John (1985), 
Santos & Famá (2007), Bumacov, Ashta & Singh 
(2014), Puertas & Marti (2012), los modelos 
lineales probabilísticos son modelos en donde 
la mejor combinación lineal de las variables en 
estudio pueden arrojar una respuesta bivariada 
eficiente, pero son sensibles a presentar 
problemas de especificación si violasen los 
supuestos de linealidad (Gujarati, 2004) (6). 
 
𝑌𝑌𝑖𝑖 = 𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + 𝛽𝛽3𝑋𝑋𝑖𝑖3 + ⋯+ 𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖 + 𝜀𝜀𝑖𝑖 (6) 
 
Donde:  
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑖𝑖 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑖𝑖 = Variables cualitativas o cuantitativas 
 
La diferencia entre los modelos MLP y los 
modelos discriminantes, radica en la 
construcción de varias combinaciones lineales, 
en cambio toma los preceptos del modelo 
lineal usando la bondad de ajuste para definir 
el modelo optimo, y así obtener un valor 
porcentual que defina el valor de impago. 
 
 Modelo Logístico (Logit) 
 
Según, Constangioara (2011); Gonçalves & 
Braga (2008); Lipovetsky & Conklin (2004); 
Majer (2006); Rayo, Lara, & Camino (2010); 
Rodríguez & Trespalacios (2015); Támara, 
Aristizábal, & Velásquez (2010), el modelo 
logístico es una respuesta para el incorrecto 
funcionamiento de los modelos MLP, este usa 
la función logística matemática para 
determinar un crecimiento condicionado en 
donde los valores más cercanos a cero 
(incluyendo −∞) sean iguales a cero, y a 
medida de crecen al +∞, tomarán la forma del 
valor 1, por lo tanto son modelos con 
parámetros no lineales que nacen de la máxima 
verosimilitud. Su funcionamiento como un 
modelo econométrico dependerá del uso de la 
bondad de ajuste, tablas de confusión y curvas 
ROC para determinar el nivel de discriminación 
propuesto (7). 
 
𝑧𝑧𝑡𝑡 = 𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯+ 𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖 (7) 
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afectación de los datos por outliers sea menor 
en LAV que en modelos LDA o MDA. 
Para ello, es requerido minimizar la sumatoria 
de los errores tal que (4): 
 
min 𝑧𝑧 =∑(𝜀𝜀𝑖𝑖
+ − 𝜀𝜀𝑖𝑖
−), 𝑖𝑖 = 𝑛𝑛
𝑛𝑛
𝑖𝑖
 
(4) 
 
Y, dado que el modelo lineal requiere un valor 
cercano a cero, es imprescindible que dichos 
errores sean totalmente positivos (5). 
 
𝑦𝑦𝑖𝑖 − (𝛼𝛼 +∑𝛽𝛽𝑗𝑗𝑥𝑥𝑖𝑖𝑗𝑗
𝑛𝑛
𝑗𝑗
) + 𝜀𝜀𝑖𝑖
+ − 𝜀𝜀𝑖𝑖
− = 0 
(5) 
 
Donde:  
 
𝑦𝑦𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑗𝑗 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑥𝑥𝑖𝑖𝑖𝑖 = variables cualitativas o cuantitativas 
𝜀𝜀𝑖𝑖  = residuales de la función 
 
 Modelos Lineales Probabilísticos (MLP) 
 
Como los describen Hardy & John (1985), 
Santos & Famá (2007), Bumacov, Ashta & Singh 
(2014), Puertas & Marti (2012), los modelos 
lineales probabilísticos son modelos en donde 
la mejor combinación lineal de las variables en 
estudio pueden arrojar una respuesta bivariada 
eficiente, pero son sensibles a presentar 
problemas de especificación si violasen los 
supuestos de linealidad (Gujarati, 2004) (6). 
 
𝑌𝑌𝑖𝑖 = 𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + 𝛽𝛽3𝑋𝑋𝑖𝑖3 + ⋯+ 𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖 + 𝜀𝜀𝑖𝑖 (6) 
 
Donde:  
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑖𝑖 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑖𝑖 = Variables cualitativas o cuantitativas 
 
La diferencia entre los modelos MLP y los 
modelos discriminantes, radica en la 
construcción de varias combinaciones lineales, 
en cambio toma los preceptos del modelo 
lineal usando la bondad de ajuste para definir 
el modelo optimo, y así obtener un valor 
porcentual que defina el valor de impago. 
 
 Modelo Logístico (Logit) 
 
Según, Constangioara (2011); Gonçalves & 
Braga (2008); Lipovetsky & Conklin (2004); 
Majer (2006); Rayo, Lara, & Camino (2010); 
Rodríguez & Trespalacios (2015); Támara, 
Aristizábal, & Velásquez (2010), el modelo 
logístico es una respuesta para el incorrecto 
funcionamiento de los modelos MLP, este usa 
la función logística matemática para 
determinar un crecimiento condicionado en 
donde los valores más cercanos a cero 
(incluyendo −∞) sean iguales a cero, y a 
medida de crecen al +∞, tomarán la forma del 
valor 1, por lo tanto son modelos con 
parámetros no lineales que nacen de la máxima 
verosimilitud. Su funcionamiento como un 
modelo econométrico dependerá del uso de la 
bondad de ajuste, tablas de confusión y curvas 
ROC para determinar el nivel de discriminación 
propuesto (7). 
 
𝑧𝑧𝑡𝑡 = 𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯+ 𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖𝑖𝑖 (7) 
 
 
 
 
 
 
 
 
Siendo el modelo en la función logística (8): 
 
𝑃𝑃𝑖𝑖 = 𝐸𝐸(𝑦𝑦 = 1|𝑋𝑋) =
1
1 + 𝑒𝑒−(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑡𝑡2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑡𝑡𝑘𝑘)
+ 𝜀𝜀𝑖𝑖 =
1
1 + 𝑒𝑒−𝑧𝑧𝑡𝑡
+ 𝜀𝜀𝑖𝑖 
(8) 
 
Donde:  
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = Variables cualitativas o cuantitativas. 
 
 Modelos Probabilísticos (Probit) 
 
Así mismo, Melo & Granados (2011); S. Moreno 
(2013); Rayo et al. (2010); Roszbach (2004); 
Támara et al. (2010) y Webster (2011) 
muestran que los modelos Probit también han 
sido ampliamente usados por su condición de 
establecer normalidad al proceso de 
predicción, dándoles a las variables mayor 
estabilidad en el proceso de ajuste.  
 
Su uso dependerá entonces de la función 
normal (9): 
 
𝑃𝑃𝑖𝑖 = 𝑃𝑃(𝑌𝑌 = 1|𝑋𝑋) = 𝑃𝑃(𝐼𝐼𝑡𝑡
∗ ≤ 𝐼𝐼𝑡𝑡), que es igual a  
 
𝑃𝑃𝑖𝑖 =  𝑃𝑃(𝑍𝑍𝑡𝑡 ≤ 𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘), igual a  
 
𝑃𝑃𝑖𝑖 = 𝐹𝐹(𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘) (9) 
 
Se dará entonces la CDF de la distribución 
normal para el modelo lineal, quedando (10): 
 
𝐹𝐹(𝐼𝐼) =
1
√2𝜋𝜋
∫ 𝑒𝑒−
𝑧𝑧2
2
𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘
−∞
𝑑𝑑𝑑𝑑
+ 𝜀𝜀𝑖𝑖 
(10) 
Donde:  
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
𝑑𝑑 = es la distribución normal estandarizada 
 
 Modelos Tobit 
 
Autores como, Fernández & Pérez (2005); 
Olagunji & Ajiboye (2010), Tan, Yen & Loke 
(2011) y Roszbach (2004) indican que dichos 
modelos proporcionan un mejor ajuste de la 
realidad de los datos al tener comprometida la 
información cuando existen con problemas de 
especificación de normalidad, condicionando la 
variabilidad de los errores. Si bien, estos 
modelos son similares al modelo Probit, su uso 
es menos comercial por su complejidad en el 
uso y que no siempre son tan generales para la 
construcción de un modelo de predicción de 
riesgo de crédito. 
 
𝑦𝑦𝑖𝑖
∗ = 𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘 (11) 
 
Siendo 𝑦𝑦𝑖𝑖∗ una variable inobservable, la cual 
puede tener dos resultados  
𝑦𝑦𝑖𝑖 =  𝑦𝑦𝑖𝑖
∗, 𝑠𝑠𝑠𝑠 𝑦𝑦𝑖𝑖 > 0 
𝑦𝑦𝑖𝑖 =  0, 𝑠𝑠𝑠𝑠 𝑦𝑦𝑖𝑖 ≤ 0  
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Para todos los casos la función para obtener el resultado óptimo sería (12):  
 
𝑙𝑙𝑙𝑙𝑙𝑙 =  ∑ [−𝑙𝑙𝑙𝑙𝑙𝑙 + 𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦𝑖𝑖 − 𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)]
𝑦𝑦𝑖𝑖>0
+ ∑ ln [1 − Φ (
𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘
𝑙𝑙
)]
𝑦𝑦𝑖𝑖=0
 (12) 
 
Donde:  
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
𝑙𝑙 𝑦𝑦 Φ= son funciones de densidad acumulada 
para una distribución normal estándar 
 
 Modelos Logit Multinomiales 
 
Una propuesta alternativa al modelo Logit y 
Probit, Chaudhuri & Cherical (2012) y 
Gonçalves & Braga (2008) tienen en cuenta el 
uso que propone Basilea II en la forma que se 
debe analizar los créditos en rangos de 
maduración (A,B,C,D,E, siendo A, un buen 
pagador, y B,C,D,E pagadores morosos), por lo 
tanto, el cambio dirigido para los autores radica 
en que la variable Y, puede tener 5 respuestas 
posibles. 
 
𝑃𝑃𝑖𝑖 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑌𝑌𝑖𝑖 = 𝑗𝑗), que es igual a (13): 
 
𝑃𝑃𝑖𝑖 =
𝑒𝑒(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)
∑ 𝑒𝑒(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)𝐽𝐽𝑘𝑘=0
, 𝑗𝑗
= 0,1,2,3,4 
(13) 
 
 
Donde:  
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
 
 Modelos Logit Mixtos 
 
Kukuk & Rönnberg (2013) y Moreno (2013), 
propone una alternativa para los modelos Logit 
y Probit convencionales, esta autora 
recomienda su uso por su flexibilidad a la hora 
de predecir el nivel de crédito sin caer en los 
errores convencionales de los modelos Logit y 
Probit, ella muestra que usando un condicional 
binomial se obtendrá la siguiente ecuación 
(14), donde: 
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
𝛽𝛽,̃ ?̃?𝜃 = parámetros hallados por máxima 
verosimilitud 
 
 
𝑃𝑃(𝑦𝑦𝑖𝑖 = 1|𝑥𝑥𝑖𝑖, 𝛽𝛽,̃ ?̃?𝜃) = ∫ Λ(𝛽𝛽𝑖𝑖
𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑡𝑡2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑡𝑡𝑘𝑘)𝑓𝑓(𝛽𝛽𝑖𝑖|𝛽𝛽,̃ ?̃?𝜃)𝑑𝑑𝛽𝛽𝑖𝑖, que es igual a: 
 
𝑃𝑃(𝑦𝑦𝑖𝑖 = 1|𝑥𝑥𝑖𝑖, 𝛽𝛽𝑘𝑘) =  Λ(𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘) =
𝑒𝑒(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)
∑ 𝑒𝑒(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)
 
(14) 
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Para todos los casos la función para obtener el resultado óptimo sería (12):  
 
𝑙𝑙𝑙𝑙𝑙𝑙 =  ∑ [−𝑙𝑙𝑙𝑙𝑙𝑙 + 𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦𝑖𝑖 − 𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)]
𝑦𝑦𝑖𝑖>0
+ ∑ ln [1 − Φ (
𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘
𝑙𝑙
)]
𝑦𝑦𝑖𝑖=0
 (12) 
 
Donde:  
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
𝑙𝑙 𝑦𝑦 Φ= son funciones de densidad acumulada 
para una distribución normal estándar 
 
 Modelos Logit Multinomiales 
 
Una propuesta alternativa al modelo Logit y 
Probit, Chaudhuri & Cherical (2012) y 
Gonçalves & Braga (2008) tienen en cuenta el 
uso que propone Basilea II en la forma que se 
debe analizar los créditos en rangos de 
maduración (A,B,C,D,E, siendo A, un buen 
pagador, y B,C,D,E pagadores morosos), por lo 
tanto, el cambio dirigido para los autores radica 
en que la variable Y, puede tener 5 respuestas 
posibles. 
 
𝑃𝑃𝑖𝑖 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑌𝑌𝑖𝑖 = 𝑗𝑗), que es igual a (13): 
 
𝑃𝑃𝑖𝑖 =
𝑒𝑒(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)
∑ 𝑒𝑒(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)𝐽𝐽𝑘𝑘=0
, 𝑗𝑗
= 0,1,2,3,4 
(13) 
 
 
Donde:  
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
 
 Modelos Logit Mixtos 
 
Kukuk & Rönnberg (2013) y Moreno (2013), 
propone una alternativa para los modelos Logit 
y Probit convencionales, esta autora 
recomienda su uso por su flexibilidad a la hora 
de predecir el nivel de crédito sin caer en los 
errores convencionales de los modelos Logit y 
Probit, ella muestra que usando un condicional 
binomial se obtendrá la siguiente ecuación 
(14), donde: 
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
𝛽𝛽,̃ ?̃?𝜃 = parámetros hallados por máxima 
verosimilitud 
 
 
𝑃𝑃(𝑦𝑦𝑖𝑖 = 1|𝑥𝑥𝑖𝑖, 𝛽𝛽,̃ ?̃?𝜃) = ∫ Λ(𝛽𝛽𝑖𝑖
𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑡𝑡2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑡𝑡𝑘𝑘)𝑓𝑓(𝛽𝛽𝑖𝑖|𝛽𝛽,̃ ?̃?𝜃)𝑑𝑑𝛽𝛽𝑖𝑖, que es igual a: 
 
𝑃𝑃(𝑦𝑦𝑖𝑖 = 1|𝑥𝑥𝑖𝑖, 𝛽𝛽𝑘𝑘) =  Λ(𝛼𝛼 + 𝛽𝛽2𝑋𝑋𝑖𝑖2 + ⋯ + 𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘) =
𝑒𝑒(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)
∑ 𝑒𝑒(𝛼𝛼+𝛽𝛽2𝑋𝑋𝑖𝑖2+⋯+𝛽𝛽𝑘𝑘𝑋𝑋𝑖𝑖𝑘𝑘)
 
(14) 
 
La diferencia encontrada frente al Logit 
convencional, es que los modelos permiten 
utilizar parámetros simulados, cuando se 
establece esta simulación, se pone también a 
favor el hecho que los residuos son simulados, 
estandarizándolos y creando una mejor 
predicción. 
 
Modelos No Paramétricos 
A diferencia de los modelos paramétricos, los 
modelos no paramétricos se estructuran en 
procesos matemáticos que ocultan el proceso 
interno y se especifican en las variables de 
entrada y la de salida; son normalmente usados 
con procesos de nodos o redes que asemejan 
al cerebro, encontrándose: 
 
 Redes Neuronales (Neuronal networks) 
 
Desai, Crook & Overstreet (1996);West 
(2000);Esteve (2007); Pérez & Fernández 
(2007) y Soydaner & Kocadağlı (2015), explican 
que el uso de las redes neuronales utilizan un 
sistema artificial que se asemeja al cerebro 
humano, y que es capaz de identificar 
comportamientos variables de varios 
individuos a la vez dando un resultado de 
predicción eficiente, su estructura se basa en 
neuronas de información que se interconectan 
y determinan bajo entrenamiento de 
información, el resultado más similar a la 
realidad. Para su desarrollo es requerido el uso 
de un perceptron multicapa, que se estimula 
con ecuaciones que definen una entrada y una 
salida y comportamiento de los datos a modo 
de entrenamiento; cuando esté totalmente 
entrenado es capaz de re direccionar nuevos 
datos a resultados predecibles. 
 
 SVM (Support – Vector – Machine) 
 
Martens et al. (2010); J. F. Moreno & Melo 
(2011) y Zhou, Lai & Yen (2009) identifican un 
proceso nacido de las redes neuronales que 
usa geometría euclidiana para discriminar 
correctamente los datos; la operación 
matemática se asemeja a una operación lineal 
que identifica los espacios que existen entre los 
datos, son llamados «hiperplanos», que 
muestran la distancia discriminante que hay en 
respuestas de tipo binomial [0,1]. El factor de 
entrenamiento de los datos sería (15): 
 
𝑦𝑦(𝑥𝑥) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑤𝑤𝑇𝑇𝑥𝑥 + 𝑏𝑏) (15) 
 
Que identifican dos posibles relaciones de 
discriminación (16): 
 
{
𝑤𝑤𝑇𝑇𝑥𝑥 + 𝑏𝑏 ≥ +1, 𝑠𝑠𝑠𝑠 𝑦𝑦𝑘𝑘 = +1
𝑤𝑤𝑇𝑇𝑥𝑥 + 𝑏𝑏 ≤ −1, 𝑠𝑠𝑠𝑠 𝑦𝑦𝑘𝑘 = −1
 (16) 
 
Donde:  
 
𝑦𝑦𝑘𝑘  = es un valor -1 o 1 que determina la clase a 
la que pertenece 𝑥𝑥, siendo este un vector real 
de carácter p dimensional. 
𝑤𝑤 = es un vector normal en el hiperplano 
 
Siendo esta una función lineal clásica que 
tomará el nombre de hiperplano cuya función 
es analizar las distancias de cada punto y se 
bifurca en posiciones de [-1, +1] mostrando la 
ecuación óptima que sirve para entrenar y 
discriminar la información, proporcionando 
una predicción óptima. 
 
 Modelos Bayesianos (Naive Models) 
 
Chang, Fung, Lucas, Oliver & Shikaloff (2000), 
Baesens, Castelo & Vanthienen (2002), Mileris 
(2010) y Webster (2011) usan modelos de 
predicción netamente probabilísticos que usan 
una función tal que (17):  
 
𝑃𝑃(𝐶𝐶𝑖𝑖|𝑋𝑋) =  
𝑃𝑃(𝑋𝑋|𝐶𝐶𝑖𝑖)𝑃𝑃(𝐶𝐶𝑖𝑖)
𝑃𝑃(𝑋𝑋)
 (17) 
 
Donde 𝑃𝑃(𝐶𝐶𝑖𝑖|𝑋𝑋) es la probablidad posterior 
condicionada de 𝐶𝐶𝑖𝑖 en 𝑋𝑋; 𝑃𝑃(𝐶𝐶𝑠𝑠) es la 
probabilidad de 𝐶𝐶𝑖𝑖; 𝑃𝑃(𝑋𝑋|𝐶𝐶𝑖𝑖) es la probabilidad 
de X condicionada en 𝐶𝐶𝑖𝑖; 𝑃𝑃(𝑋𝑋) es la 
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probabilidad de 𝑋𝑋; siendo esta una función 
maximizada para todos los casos de los 
clientes, sobre esta función es requerido hacer 
un entrenamiento de los datos quedando que 
(18): 
 
𝑃𝑃(𝑋𝑋|𝐶𝐶𝑖𝑖) = ∏ 𝑃𝑃(𝑥𝑥1|𝐶𝐶𝑖𝑖) ∗
𝑛𝑛
𝑘𝑘=1
𝑃𝑃(𝑥𝑥2|𝐶𝐶𝑖𝑖) ∗ …
∗ 𝑃𝑃(𝑥𝑥𝑛𝑛|𝐶𝐶𝑖𝑖) 
(18) 
 
Esta probabilidad será entonces una función 
normalizada para los errores que puedan 
proporcionar. Esta metodología trabaja 
esencialmente como un árbol de decisión, y 
puede ser amplificada si se tiene una variable 
de respuesta (A, B, C, D, E) mostrando una 
flexibilidad mayor en su uso. 
 
Modelos Semi-paramétricos (Hybrid Models) 
Abdou & Pointon (2011); Akkoç (2012); Mileris 
(2010) y Moreno & Melo (2011) identifican que 
los modelos paramétricos pueden tener 
problemas de especificación a la hora de 
verificar la eficiencia de los errores de los 
modelos; si bien pueden tener errores 
normales, pueden no ser del todo eficientes e 
insesgados, lo que produce problemas de 
especificidad.  
 
Teniendo en cuenta lo anterior, el uso de 
modelos que involucren procesos de redes 
neuronales o de análisis genético o 
discriminador por medio de máquinas 
vectoriales potencializan los procesos de 
identificación de las variables eliminando el 
proceso de sesgamiento de los datos 
mostrando una serie de datos normalizada y  
eficiente, prometiendo que un uso de cualquier 
modelo paramétrico ofrezca la identificación 
de un modelo no solo insesgado, también 
altamente eficiente. Algunos ejemplos son:  
 
 Maximum score 
 
Bult (1993) hace un comparativo de los 
modelos semi-paramétricos contrastados con 
un modelo paramétrico estándar como lo es el 
modelo Logit; según el autor, la desventaja del 
uso de los modelos paramétricos se enfoca en 
que su estimación no proporciona un dato 
robusto por su amplio nivel de supuestos 
implícitos. Los modelos semi-paramétricos en 
cambio combinan el proceso de los 
estimadores con funciones no paramétricas 
que identifican una función de probabilidad de 
densidad normal para los errores. Para ello, la 
condición ecuacional será (19):  
 
𝑦𝑦𝑖𝑖
∗ = {
1, 𝑠𝑠𝑖𝑖 𝑦𝑦𝑖𝑖 = 𝛽𝛽
′𝑥𝑥𝑖𝑖 + 𝑢𝑢𝑖𝑖 > 0
0, 𝑒𝑒𝑒𝑒 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑠𝑠𝑜𝑜
 (19) 
 
Donde 𝑦𝑦𝑖𝑖  es una variable respuesta 
inobservable y 𝑦𝑦𝑖𝑖∗ es el indicador de respuesta; 
cuando se obtiene dicho valor inobservable, se 
someterá a un proceso probabilístico tal que 
(20):
 
 
𝑃𝑃𝑜𝑜𝑜𝑜𝑃𝑃(𝑦𝑦𝑖𝑖
∗ = 1|𝑥𝑥𝑖𝑖) = 𝑃𝑃𝑜𝑜𝑜𝑜𝑃𝑃(𝑦𝑦𝑖𝑖 > 0|𝑥𝑥𝑖𝑖) = 𝑃𝑃𝑜𝑜𝑜𝑜𝑃𝑃(𝛽𝛽
′𝑥𝑥𝑖𝑖 + 𝑢𝑢𝑖𝑖 > 0|𝑥𝑥𝑖𝑖) = 𝑃𝑃𝑜𝑜𝑜𝑜𝑃𝑃(𝑢𝑢𝑖𝑖 > −𝛽𝛽
′𝑥𝑥𝑖𝑖|𝑥𝑥𝑖𝑖) = 1 − 𝐹𝐹(−𝛽𝛽
′𝑥𝑥𝑖𝑖) 
 
𝑆𝑆(𝛽𝛽) =  ∑ 𝑆𝑆𝑖𝑖(𝛽𝛽) = ∑ 𝑦𝑦𝑖𝑖
∗𝑠𝑠𝑖𝑖𝑠𝑠𝑒𝑒(𝑁𝑁𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1 𝛽𝛽
′𝑥𝑥𝑖𝑖)  (20) 
 
𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
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probabilidad de 𝑋𝑋; siendo esta una función 
maximizada para todos los casos de los 
clientes, sobre esta función es requerido hacer 
un entrenamiento de los datos quedando que 
(18): 
 
𝑃𝑃(𝑋𝑋|𝐶𝐶𝑖𝑖) = ∏ 𝑃𝑃(𝑥𝑥1|𝐶𝐶𝑖𝑖) ∗
𝑛𝑛
𝑘𝑘=1
𝑃𝑃(𝑥𝑥2|𝐶𝐶𝑖𝑖) ∗ …
∗ 𝑃𝑃(𝑥𝑥𝑛𝑛|𝐶𝐶𝑖𝑖) 
(18) 
 
Esta probabilidad será entonces una función 
normalizada para los errores que puedan 
proporcionar. Esta metodología trabaja 
esencialmente como un árbol de decisión, y 
puede ser amplificada si se tiene una variable 
de respuesta (A, B, C, D, E) mostrando una 
flexibilidad mayor en su uso. 
 
Modelos Semi-paramétricos (Hybrid Models) 
Abdou & Pointon (2011); Akkoç (2012); Mileris 
(2010) y Moreno & Melo (2011) identifican que 
los modelos paramétricos pueden tener 
problemas de especificación a la hora de 
verificar la eficiencia de los errores de los 
modelos; si bien pueden tener errores 
normales, pueden no ser del todo eficientes e 
insesgados, lo que produce problemas de 
especificidad.  
 
Teniendo en cuenta lo anterior, el uso de 
modelos que involucren procesos de redes 
neuronales o de análisis genético o 
discriminador por medio de máquinas 
vectoriales potencializan los procesos de 
identificación de las variables eliminando el 
proceso de sesgamiento de los datos 
mostrando una serie de datos normalizada y  
eficiente, prometiendo que un uso de cualquier 
modelo paramétrico ofrezca la identificación 
de un modelo no solo insesgado, también 
altamente eficiente. Algunos ejemplos son:  
 
 Maximum score 
 
Bult (1993) hace un comparativo de los 
modelos semi-paramétricos contrastados con 
un modelo paramétrico estándar como lo es el 
modelo Logit; según el autor, la desventaja del 
uso de los modelos paramétricos se enfoca en 
que su estimación no proporciona un dato 
robusto por su amplio nivel de supuestos 
implícitos. Los modelos semi-paramétricos en 
cambio combinan el proceso de los 
estimadores con funciones no paramétricas 
que identifican una función de probabilidad de 
densidad normal para los errores. Para ello, la 
condición ecuacional será (19):  
 
𝑦𝑦𝑖𝑖
∗ = {
1, 𝑠𝑠𝑖𝑖 𝑦𝑦𝑖𝑖 = 𝛽𝛽
′𝑥𝑥𝑖𝑖 + 𝑢𝑢𝑖𝑖 > 0
0, 𝑒𝑒𝑒𝑒 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑠𝑠𝑜𝑜
 (19) 
 
Donde 𝑦𝑦𝑖𝑖  es una variable respuesta 
inobservable y 𝑦𝑦𝑖𝑖∗ es el indicador de respuesta; 
cuando se obtiene dicho valor inobservable, se 
someterá a un proceso probabilístico tal que 
(20):
 
 
𝑃𝑃𝑜𝑜𝑜𝑜𝑃𝑃(𝑦𝑦𝑖𝑖
∗ = 1|𝑥𝑥𝑖𝑖) = 𝑃𝑃𝑜𝑜𝑜𝑜𝑃𝑃(𝑦𝑦𝑖𝑖 > 0|𝑥𝑥𝑖𝑖) = 𝑃𝑃𝑜𝑜𝑜𝑜𝑃𝑃(𝛽𝛽
′𝑥𝑥𝑖𝑖 + 𝑢𝑢𝑖𝑖 > 0|𝑥𝑥𝑖𝑖) = 𝑃𝑃𝑜𝑜𝑜𝑜𝑃𝑃(𝑢𝑢𝑖𝑖 > −𝛽𝛽
′𝑥𝑥𝑖𝑖|𝑥𝑥𝑖𝑖) = 1 − 𝐹𝐹(−𝛽𝛽
′𝑥𝑥𝑖𝑖) 
 
𝑆𝑆(𝛽𝛽) =  ∑ 𝑆𝑆𝑖𝑖(𝛽𝛽) = ∑ 𝑦𝑦𝑖𝑖
∗𝑠𝑠𝑖𝑖𝑠𝑠𝑒𝑒(𝑁𝑁𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1 𝛽𝛽
′𝑥𝑥𝑖𝑖)  (20) 
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𝑖𝑖(𝜏𝜏) = 𝜙𝜙({𝑌𝑌 = 1|𝜏𝜏}) (21) 
 
Donde 𝜏𝜏 es el nodo y 𝜙𝜙 define la probabilidad 
de éxito del nodo. Para la relación lineal de esta 
expresión se encuentra entonces (22): 
 
𝑖𝑖(𝜏𝜏) = ∑ (𝑌𝑌𝑖𝑖 − ?̅?𝑌(𝜏𝜏))
2
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑖𝑖∈𝜏𝜏
 (22) 
 
 
Donde 𝑌𝑌𝑖𝑖  será (23): 
𝑌𝑌 = 𝐹𝐹(𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, … , 𝑥𝑥𝑝𝑝) =  𝛼𝛼 + ∑ 𝛽𝛽𝑘𝑘
𝑝𝑝
𝑠𝑠=1
𝑥𝑥𝑠𝑠 = 𝛼𝛼 + ∑ 𝛽𝛽𝑘𝑘
𝑝𝑝
𝑠𝑠=1
𝑔𝑔𝑠𝑠(𝑥𝑥) = 𝑓𝑓(𝑥𝑥) 
(23) 
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𝑌𝑌𝑖𝑖 = es la respuesta bivariada de riesgo de 
impago 
𝛼𝛼, 𝛽𝛽𝑘𝑘 = son los parámetros de cambio que 
afectan la probabilidad de impago 
𝑋𝑋𝑖𝑖𝑘𝑘 = variables cualitativas o cuantitativas 
 
4. CONCLUSIONES 
 
Para los análisis de credit score en personas 
naturales se identificaron tres tipos de 
metodologías claves, modelos paramétricos, 
no paramétricos y semi-paramétricos, de los 
cuales se destacan en uso y mención los 
modelos Logit, los modelos LDA, los modelos 
de regresión censurada, los modelos LS-SVM, 
SVM, las redes neuronales, los árboles de 
decisión CART y los modelos bayesianos. 
 
Los modelos pueden ser variados y totalmente 
abierto a las necesidades de análisis de las 
entidades financieras que los requieran; es de 
acotar que la amplia variedad de metodologías 
responde a una pregunta obvia de todo 
investigador, ¿cuál modelo es más eficiente?, y 
la respuesta es evidente, no existe un modelo 
o un método perfecto de identificación de 
credit score por varias situaciones, la primera 
de ellas es la calidad de los datos y las variables 
presentadas; la dependencia o el uso de un 
modelo dependerá de la calidad de la 
información y sobre que variables se deberán 
trabajar; pero tomando un punto estricto en la 
revisión bibliográfica, el modelo más utilizado 
por los autores es el modelo Logit o Probit, por 
su facilidad de interpretación, su facilidad de 
manejo en el proceso matemático, y si bien,  
no son los más óptimos si son un referente 
base para la discriminación de clientes. 
 
Otra es la real necesidad de la medición y está 
sometida al criterio del investigador, muchos 
son los consultores que tienen preferencia por 
la metodología no paramétrica para identificar 
un modelo óptimo, pero también es de 
investigadores ortodoxos de la econometría el 
uso de modelos paramétricos o semi-
paramétricos aduciendo su amplia eficiencia. 
 
Para todos los modelos identificados es una 
premisa el uso de una regresión lineal o función 
lineal siendo esta la base de sus análisis, esto se 
debe que el aspecto de discriminación de la 
información en la variable dicotómica 𝑌𝑌𝑖𝑖; lo 
cierto es que los modelos se refinan en su uso 
mejorando la característica lineal a no lineal 
asumiendo que la información y los datos no 
son perfectamente lineales ni tampoco son 
totalmente normales para poder teóricamente 
definir un elemento de simplicidad como tal. 
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Resumen 
 
El estudio analiza las características de las 
emprendedoras costarricenses y sus empresas, 
buscando aportar conocimiento, así como 
propuestas de apoyo para ese 
conglomerado. La metodología combina un 
enfoque cuantitativo a partir de datos del 
segundo informe nacional de las Pymes del 
Observatorio de Costa Rica en la materia, así 
como cualitativo mediante entrevistas a 
informantes claves. Los resultados muestran 
cómo las mujeres inician un negocio motivadas 
principalmente por independencia, en edades 
entre los 35 y 49 años, su nivel de escolaridad 
al iniciar es universitario mayormente, 
desarrollan negocios principalmente en 
el sector servicios y su participación en las 
micros, pequeñas y medianas empresas 
formales del país es de 16.98%. Los principales 
obstáculos percibidos: su liderazgo y 
empoderamiento, así como los roles en la 
sociedad. Como recomendaciones, se plantea 
implementar programas educativos 
fomentadores del empoderamiento y 
programas de acompañamiento con desarrollo 
de negocios. 
 
Palabras clave: emprendedores, Pymes, 
mujeres, Costa Rica, espíritu emprendedor 
femenino. 
 
Abstract 
 
This study is an analysis of the characteristics of 
Costar Rican female entrepreneurs and their 
businesses. The aim is to provide insight and 
make proposals to support this economic 
sector. The method involves a quantitative 
approach based on the data in the second 
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