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Abstract
Given p > 2 and a bounded Lipschitz domain Ω , we obtain a necessary and sufficient condition for the
solvability of the Neumann problem for Laplace’s equation u = 0 in Ω with boundary data in Lp(∂Ω).
As a result, we show that the Lp Neumann problem on convex domains in Rd is solvable for 1 < p < ∞ if
d = 2, for 1 <p < 4 if d = 3, and for 1 < p < 3 + ε if d  4.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be a bounded Lipschitz domain in Rd , d  2. Let n denote the outward unit normal
to ∂Ω . We consider the Neumann problem with Lp boundary data for Laplace’s equation,
⎧⎪⎨
⎪⎩
u = 0 in Ω,
∂u
∂n
= f ∈ Lp(∂Ω),
(∇u)∗ ∈ Lp(∂Ω),
(1.1)
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exists ε > 0, depending only on d and the Lipschitz character of Ω , such that the Lp Neumann
problem (1.1) is uniquely solvable for 1 < p < 2 + ε [5,8,13]. If Ω is a C1 domain, the Lp
Neumann problem is solvable for any 1 <p < ∞ [6].
The range 1 < p < 2 + ε is sharp for a general Lipschitz domain (see e.g. [9]). However,
given a Lipschitz domain Ω and p > 2, one may ask, under what additional conditions, is the
Lp Neumann problem in Ω uniquely solvable? The following theorem provides an answer to this
question.
Theorem 1.1. Given p > 2 and a bounded Lipschitz domain Ω , the following statements are
equivalent.
(i) The Lp Neumann problem in Ω is uniquely solvable. That is, given any f ∈ Lp(∂Ω) with∫
∂Ω
f dσ = 0, there exists a harmonic function u in Ω , unique up to constants, such that
∂u
∂n
= f on ∂Ω and (∇u)∗ ∈ Lp(∂Ω). Moreover, the solutions satisfy
∥∥(∇u)∗∥∥
Lp(∂Ω)
C ‖f ‖Lp(∂Ω). (1.2)
(ii) There exist positive constants C0 and r0 such that for any 0 < r < r0 and Q ∈ ∂Ω , the
(weak) reverse Hölder inequality
{
1
rd−1
∫
I (Q,r)
∣∣(∇v)∗∣∣p dσ}1/p  C0
{
1
rd−1
∫
I (Q,2r)
∣∣(∇v)∗∣∣2 dσ}1/2, (1.3)
where I (Q, r) = B(Q, r)∩ ∂Ω , holds for any harmonic function v in Ω satisfying (∇v)∗ ∈
L2(∂Ω) and ∂v
∂n
= 0 on I (Q,3r).
Note that the weak reverse Hölder inequality (1.3) has the self-improving property. That is, if
the condition (ii) in Theorem 1.1 holds for some p > 2, then it holds for some q > p. In view of
Theorem 1.1, this implies that given any Lipschitz domain Ω , the set of all p’s for which the Lp
Neumann problem on Ω is solvable is an open interval (1, p¯).
With Theorem 1.1 at our disposal, we study the solvability of the Lp Neumann problem on
bounded convex domains.
Theorem 1.2. Let Ω be a bounded convex domain in Rd . Then the Lp Neumann problem (1.1)
on Ω is uniquely solvable for ⎧⎨
⎩
1 <p < ∞ if d = 2,
1 <p < 4 if d = 3,
1 <p < 3 + ε if d  4,
(1.4)
where ε > 0 depends only on d and the Lipschitz constant of Ω .
Whether the ranges of p’s in (1.4) for d  3 are sharp is not known.
The paper is organized as follows. In Section 2 we show that the reverse Hölder condition (ii)
in Theorem 1.1 implies (i). Our main argument is similar to that developed by the second named
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equations in Lipschitz domains [10–12]. The implication (i) ⇒ (ii) is established in Section 3 by
localization techniques. Finally the proof of Theorem 1.2 is given in Section 4. The proof relies
on the W 2,2 estimates for the Laplacian on convex domains.
2. The sufficiency of the reverse Hölder condition
To demonstrate that the reverse Hölder condition (ii) in Theorem 1.1 implies the Lp solvability
of the Neumann problem, we only need to show that for any f ∈ Lp(∂Ω) with mean value
zero, the solutions u to the L2 Neumann problem with boundary data f satisfy the estimate
‖(∇u)∗‖p C‖f ‖p .
Theorem 2.1. Let Ω be a bounded Lipschitz domain and p > 2. Assume that the condition (ii)
in Theorem 1.1 holds for some constants C0 and r0. Let f ∈ Lp(∂Ω) with mean value zero and
u be a solution of the L2 Neumann problem with boundary data f . Then, for any Q ∈ ∂Ω and
0 < r < r0, we have (∇u)∗ ∈ Lp(I (Q, r)) and
{
1
rd−1
∫
I (Q,r)
∣∣(∇u)∗∣∣p dσ}1/p
 C
{
1
rd−1
∫
I (Q,2r)
∣∣(∇u)∗∣∣2 dσ}1/2 +C{ 1
rd−1
∫
I (Q,2r)
|f |p dσ
}1/p
, (2.1)
where C > 0 depends only on d , p, C0 and the Lipschitz character of Ω .
By covering ∂Ω with a finite collection of surface balls I (Qj , cr0), it follows easily from (2.1)
that
∥∥(∇u)∗∥∥
p

∑
j
∥∥(∇u)∗∥∥
Lp(I (Qj ,cr0))
 Cr
d−1
p
− d−12
0 ‖f ‖2 +C‖f ‖p  C‖f ‖p. (2.2)
The proof of Theorem 2.1 is based on a real variable argument inspired by [3] (see also [14]).
In [10–12], the argument was used by Z. Shen to solve the Lp boundary value problems for
elliptic systems and higher order equations on Lipschitz domains. A similar argument with a
different motivation was also used in [1,2].
Let D = {(x′, xd) ∈ Rd : x′ ∈ Rd−1 and xd > ψ(x′)}, where ψ : Rd−1 → R is a Lipschitz
function. Consider the projection map Φ : ∂D → Rd−1, defined by Φ(x′,ψ(x′)) = x′. We call
S ⊂ ∂D a (surface) cube of ∂D , if Φ(S) is a cube of Rd−1. Similarly, we say S is a dyadic
subcube of S′, if Φ(S) is a dyadic subcube of Φ(S′) in Rd−1. A dilation of cube S on ∂D may
be defined by αS = Φ−1(αΦ(S)). With these notations, the real argument may be formulated as
follows.
Lemma 2.2. Let S0 be a cube of ∂D and F ∈ L2(2S0). Let p > 2 and f ∈ Lq(2S0) for some
2 < q < p. Suppose that for each dyadic subcube S of S0 with |S|  β|S0|, there exist two
functions FS and RS on 2S such that |F | |FS | + |RS | on 2S, and
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1
|2S|
∫
2S
|RS |p dσ
}1/p
 C1
{(
1
|αS|
∫
αS
|F |2 dσ
)1/2
+ sup
S′⊃S
(
1
|S′|
∫
S′
|f |2 dσ
)1/2}
, (2.3)
1
|2S|
∫
2S
|FS |2 dσ C2 sup
S′⊃S
1
|S′|
∫
S′
|f |2 dσ, (2.4)
where C1,C2 > 0 and 0 < β < 1 < α. Then
{
1
|S0|
∫
S0
|F |q dσ
}1/q
 C
{(
1
|2S0|
∫
2S0
|F |2 dσ
)1/2
+
(
1
|2S0|
∫
2S0
|f |q dσ
)1/q}
, (2.5)
where C > 0 depends only on p, q , C1, C2, α, β , d and ‖∇ψ‖∞.
We refer the reader to [12, pp. 227–229] for the proof of Lemma 2.2.
Proof of Theorem 2.1. Fix 2 < q < p. Let 0 < r < r0 and Q ∈ ∂Ω . By rotation and translation,
we may assume that Q = 0 and
Ω ∩B(Q,100r0
√
d ) = {(x′, xd): xd > ψ(x′)}∩B(Q,100r0√d ). (2.6)
Let
S0 = S0(r) =
{(
x′,ψ(x′)
)
: |x1| < r, . . . , |xd−1| < r
} (2.7)
be a surface cube on the Lipschitz graph ∂D.
To apply Lemma 2.2, we let F = (∇u)∗ and for each dyadic subcube S of S0 with |S| < c|S0|,
define
g = f χ8S −
(
1
|∂Ω \ 8S|
∫
8S
f dσ
)
χ∂Ω\8S. (2.8)
Note that
∫
∂Ω
g dσ = 0. Let
FS = (∇w)∗ and RS = (∇v)∗, (2.9)
where u = w + v and w is a solution of the L2 Neumann problem in Ω with boundary data g.
Clearly we have |F | |FS | + |RS | on ∂Ω . We need to verify the conditions (2.3) and (2.4).
First, by the L2 solvability, we have
1
|2S|
∫
2S
|FS |2 dσ = 1|2S|
∫
2S
∣∣(∇w)∗∣∣2 dσ  1|2S|
∫
∂Ω
∣∣(∇w)∗∣∣2 dσ
 C|2S|
∫
|g|2 dσ∂Ω
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∫
8S
|f |2 dσ + C|∂Ω \ 8S|
∫
8S
|f |2 dσ
 C|8S|
∫
8S
|f |2 dσ. (2.10)
This gives the estimate (2.4). Next, to see (2.3), we observe that v is a solution of the L2 Neumann
problem in Ω and ∂v
∂n
= 0 on 8S. Thus, it follows from the reverse Hölder condition (1.3) and a
simple covering argument that
{
1
|2S|
∫
2S
∣∣(∇v)∗∣∣p dσ}1/p  C{ 1|4S|
∫
4S
∣∣(∇v)∗∣∣2 dσ}1/2. (2.11)
This implies that
{
1
|2S|
∫
2S
|RS |p dσ
}1/p
 C
{
1
|4S|
∫
4S
∣∣(∇v)∗∣∣2 dσ}1/2
 C
{
1
|4S|
∫
4S
∣∣(∇u)∗∣∣2 dσ}1/2 +C{ 1|4S|
∫
4S
∣∣(∇w)∗∣∣2 dσ}1/2
 C
{
1
|4S|
∫
4S
|F |2 dσ
}1/2
+C
{
1
|8S|
∫
8S
|f |2 dσ
}1/2
, (2.12)
where we have used the L2 estimates in the last inequality, as in (2.10). This gives the esti-
mate (2.3). It now follows from Lemma 2.2 that
{
1
|S0|
∫
S0
∣∣(∇u)∗∣∣q dσ}1/q
 C
{(
1
|2S0|
∫
2S0
∣∣(∇u)∗∣∣2 dσ)1/2 +( 1|2S0|
∫
2S0
|f |q dσ
)1/q}
, (2.13)
for any 2 < q < p. By a simple covering argument, we may replace S0 and 2S0 in (2.13) by
I (Q, r) and I (Q,2r), respectively.
Finally we use the self-improving property of the condition (1.3) to conclude that the desired
estimate (2.13) in fact holds for any 2 < q < p¯ for some p¯ > p, and in particular for q = p. This
completes the proof. 
3. The necessity of the reverse Hölder condition
In this section we show that the Lp solvability of the Neumann problem implies the weak
reverse Hölder condition (ii) in Theorem 1.1.
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problem in Ω is uniquely solvable. Then there exist C0 > 0 and r0 > 0 such that for any 0 <
r < r0 and Q ∈ ∂Ω , the reverse Hölder inequality (1.3) holds for any harmonic function v in Ω
with the properties (∇v)∗ ∈ L2(∂Ω) and ∂v
∂n
= 0 on I (Q,3r).
To prove Theorem 3.1, we first choose r0 > 0 so that (2.6) holds for any Q ∈ ∂Ω after a
possible rotation. We then fix Q ∈ ∂Ω . By translation and rotation, we may assume that Q = 0.
For 0 < r < r0, we define
S(r) = {(x′,ψ(x′)): |x′| < r, . . . , |xd−1| < r},
Z(r) = {(x′, xd): |x1| < r, . . . , |xd−1| < r, ψ(x′) < xd < C0r}, (3.1)
where C0 = 1 + 10
√
d‖∇ψ‖∞.
Lemma 3.1. Let 1 < q < d and p = q(d−1)
d−q . Suppose that w ∈ W 1,2(Z(r)) and
∫
Z(r)
w dx = 0.
Then
( ∫
S(r)
|w|p dσ
)1/p
 C
( ∫
Z(r)
|∇w|q dx
)1/q
, (3.2)
where C > 0 depends only on q , d and ‖∇ψ‖∞.
Proof. By rescaling we may assume that r = 1. Denote S = S(1) and Z = Z(1). Let a be a
smooth vector field on Rd such that 〈a, n〉 c0 > 0 on ∂Z. It follows from the divergence theo-
rem that
c0
∫
S
|w|p dσ 
∫
∂Z
〈a, n〉|w|p dσ
C
∫
Z
|w|p dx +C
∫
Z
|w|p−1|∇w|dx
C
∫
Z
|w|p dx +C
(∫
Z
|w|(p−1)q ′ dx
)1/q ′(∫
Z
|∇w|q dx
)1/q
. (3.3)
Since 1
(p−1)q ′ = 1q − 1d and
∫
Z
w dx = 0, by the Sobolev–Poincaré inequality, we obtain
c0
∫
S
|w|p dσ C
∫
Z
|w|p dx +C
(∫
Z
|∇w|q dx
)p/q
. (3.4)
Another application of the Sobolev–Poincaré inequality gives the desired estimate (3.2). 
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I1(f )(x) =
∫
Ω
f (y)dy
|x − y|d−1 . (3.5)
The proof of the following lemma may be found in [11, p. 712].
Lemma 3.2. Let 1 < q < d and p = q(d−1)
d−q . Then∥∥I1(f )∥∥Lp(∂Ω)  C‖f ‖Lq(Ω), (3.6)
where C > 0 depends only on q , d and the Lipschitz character of Ω .
Proof of Theorem 3.1. Fix 0 < r < r0. Let v be a harmonic function in Ω with the properties
that (∇v)∗ ∈ L2(∂Ω) and ∂v
∂n
= 0 on S(3r). For P ∈ ∂Ω , define
M1(∇v)(P ) = sup
{∣∣∇v(x)∣∣: x ∈ γ (P ) and |x − P | < cr},
M2(∇v)(P ) = sup
{∣∣∇v(x)∣∣: x ∈ γ (P ) and |x − P | cr}, (3.7)
where γ (P ) = {x ∈ Ω: |x −P | <C dist(x, ∂Ω)}. By the interior estimates, it is easy to see that
(
1
|S(r)|
∫
S(r)
∣∣M2(∇v)∣∣p dσ
)1/p
 sup
S(r)
M2(∇v)
 C
(
1
|S(2r)|
∫
S(2r)
∣∣(∇v)∗∣∣2 dσ)1/2. (3.8)
To estimate M1(∇v) on S(r), we assume that
∫
Z(2r) v dx = 0 by subtracting a constant
from v. Choose a smooth cut-off function ξ on Rd such that ξ = 1 on Z(3r/2), ξ = 0 on
Ω \Z(2r), |∇ξ | C
r
, and |∇2ξ | C
r2
.
For x ∈ Ω , let
u(x) =
∫
Ω
Γ (x − y)(vξ) dy, (3.9)
where Γ (x) denotes the fundamental solution for  with pole at origin. Then
u = (vξ) = 2∇v · ∇ξ + vξ in Ω. (3.10)
To continue, we observe that on S(r),
M1(∇v) =M1
(∇(vξ))M1(∇u)+M1(∇(vξ − u)). (3.11)
If x ∈ γ (P ) for some P ∈ S(r) and |x − P | cr , then
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rd
∫
Z(2r)
|∇v|dy + C
rd+1
∫
Z(2r)
|v|dy
C
(
1
rd
∫
Z(2r)
|∇v|2 dy
)1/2
C
(
1
|S(2r)|
∫
S(2r)
∣∣(∇v)∗∣∣2 dσ)1/2, (3.12)
where we have used the Poincaré inequality in the second step. It follows that
(
1
|S(r)|
∫
S(r)
∣∣M1(∇u)∣∣p dσ
)1/p
 C
(
1
|S(2r)|
∫
S(2r)
∣∣(∇v)∗∣∣2 dσ)1/2. (3.13)
It remains to estimate M1(∇(vξ − u)). It is here that we use the assumption that the Lp
Neumann problem in Ω is uniquely solvable. Note that vξ −u is harmonic in Ω . We also observe
that (∇(vξ −u))∗ ∈ L2(∂Ω). To see this, by the square function estimates [4], it suffices to show
that ∫
Ω
∣∣∇2(vξ − u)∣∣2δ(x) dx (3.14)
is finite, where δ(x) = dist(x, ∂Ω). But this follows easily from the square function estimates for
∇v and the assumption (∇v)∗ ∈ L2(∂Ω) as well as the Calderón–Zygmund estimates for ∇2u.
Now by the uniqueness of the L2 Neumann problem and the solvability of the Lp Neumann
problem, we obtain
(
1
|S(r)|
∫
S(r)
∣∣M1(∇(vξ − u))∣∣p dσ
)1/p
 C
(
1
rd−1
∫
∂Ω
∣∣∣∣∂(vξ − u)∂n
∣∣∣∣p dσ
)1/p
 C
(
1
rd−1+p
∫
S(2r)
|v|p dσ
)1/p
+C
(
1
rd−1
∫
∂Ω
|∇u|p dσ
)1/p
. (3.15)
To estimate the first term in the right-hand side of (3.15), we choose q < p so that p = q(d−1)
d−q .
By Lemma 3.1, this term is bounded by
C
r
d−1
p
+1
( ∫
Z(2r)
|∇v|q dx
)1/q
 C
(
1
|S(2r)|
∫
S(2r)
∣∣(∇v)∗∣∣q dσ)1/q . (3.16)
To deal with the second term in the right-hand side of (3.15), we note that
∣∣∇u(x)∣∣ C ∫ |∇v||∇ξ | + |v||ξ ||x − y|d−1 dy. (3.17)
Ω
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‖∇u‖Lp(∂Ω)  C
∥∥(|∇v||∇ξ | + |v||ξ |)∥∥
Lq(Ω)
 C
r
( ∫
Z(2r)
|∇v|q dy
)1/q
+ C
r2
( ∫
Z(2r)
|v|q dy
)1/q
 C
r
( ∫
Z(2r)
|∇v|q dy
)1/q
 C
r
1− 1
q
( ∫
S(2r)
∣∣(∇v)∗∣∣q dσ)1/q, (3.18)
where we have used the Poincaré inequality in the third inequality. This, together with (3.15) and
(3.16), gives
(
1
|S(r)|
∫
S(r)
∣∣M1(∇(vξ − u))∣∣p dσ
)1/p
 C
(
1
|S(2r)|
∫
S(2r)
∣∣(∇v)∗∣∣q dσ)1/q . (3.19)
In view of (3.8), (3.13) and (3.19), we obtain
(
1
|S(r)|
∫
S(r)
∣∣(∇v)∗∣∣p dσ)1/p  C( 1|S(2r)|
∫
S(2r)
∣∣(∇v)∗∣∣q dσ)1/q, (3.20)
where p = q(d−1)
d−q . Since
1
q
− 1
p
= 1
d
(1 − 1
p
)  12d , we may choose a finite sequence {qN =
2, . . . , q1, q0 = p} such that 0 < 1qj − 1qj−1  12d and
(
1
|S(2j−Nr)|
∫
S(2j−Nr)
∣∣(∇v)∗∣∣qj dσ)1/qj
 C
(
1
|S(2j−N+1r)|
∫
S(2j−N+1r)
∣∣(∇v)∗∣∣qj+1 dσ)1/qj+1 (3.21)
for j = 0, . . . ,N − 1. We remark that the above procedure is possible, as the Lp solvability of
the Neumann problem implies the Lq solvability for any 2 < q < p.
In summary we have proved that
(
1
rd−1
∫ ∣∣(∇v)∗∣∣p dσ)1/p  C( 1
rd−1
∫ ∣∣(∇v)∗∣∣2 dσ)1/2 (3.22)
S(cr) S(2r)
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∂n
= 0 on S(3r). By
a simple covering argument, this is equivalent to the condition (ii) in Theorem 1.1. The proof is
complete. 
4. Convex domains
In this section we give the proof of Theorem 1.2. By a standard approximation argument
(see [8]), it suffices to establish the Lp estimates for convex domains with smooth boundaries,
with bounding constants depending only on d and the Lipschitz character.
Theorem 4.1. Let Ω be a bounded convex domain with smooth boundary. Let f ∈ Lp(∂Ω) with
mean value zero and u be a solution of the L2 Neumann problem on Ω with boundary data f .
If p is in the range given by (1.4), then
∥∥(∇u)∗∥∥
p
 C‖f ‖p, (4.1)
where C depends only on d and the Lipschitz character of Ω .
We remark that the assumption that Ω is convex will be used to obtain the W 2,2 estimate (4.3).
Such estimate fails on a general Lipschitz domain.
Lemma 4.1. Let Ω be a bounded convex domain with smooth boundary. Let w ∈ C2(Ω,Rd).
Assume that 〈w, n〉 = 0 on ∂Ω . Then
d∑
i,j=1
∫
Ω
∂wi
∂xj
∂wj
∂xi
dx 
∫
Ω
∣∣div(w)∣∣2 dx. (4.2)
Proof. See [7, pp. 134–138]. 
Lemma 4.2. Let Ω be a bounded convex domain with smooth boundary. Let u be a harmonic
function in Ω with (∇u)∗ ∈ L2(Ω) and ∂u
∂n
= 0 on I (Q,3r). Then
∫
D(Q,r)
∣∣∇2u∣∣2 dx  C
r2
∫
D(Q,2r)
|∇u|2 dx, (4.3)
where D(Q, r) = B(Q, r)∩Ω and C depends only on d .
Proof. Let ξ be a smooth cut-off function on Rd such that ξ = 1 on B(Q, r), ξ = 0 outside of
B(Q,2r), and |∇ξ | C
r
. Let w = ξ∇u. Since Ω is a smooth domain and ∂u
∂n
= 0 on I (Q,3r),
we have w ∈ C2(Ω,Rd) and 〈w, n〉 = 0 on ∂Ω . The desired estimate (4.3) now follows from
(4.2) by the Cauchy inequality. 
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function S(w), defined on ∂Ω by
S(w)(Q) =
{ ∫
γ (Q)
|∇w(x)|2
|x −Q|d−2 dx
}1/2
for Q ∈ ∂Ω. (4.4)
Lemma 4.3. Let w be a harmonic function in a bounded Lipschitz domain Ω . Let p > 2. Fix
x0 ∈ Ω . Then for any t ∈ (0,1),∫
∂Ω
∣∣(∇w)∗∣∣p dσ Ct{diam(Ω)}t sup
x∈Ω
∣∣∇2w(x)∣∣p−2[δ(x)]p−1−t ∫
Ω
∣∣∇2w∣∣2 dy
+C∣∣∇w(x0)∣∣p|∂Ω|, (4.5)
where δ(x) = dist(x, ∂Ω).
Proof. Fix t ∈ (0,1) and write
S(∇w)(Q) =
{ ∫
γ (Q)
|∇2w(x)|2
|x −Q| 2(d+t−p)p
· dx
|x −Q| d(p−2)−2tp
}1/2
. (4.6)
Using Hölder’s inequality with exponents (p2 ,
p
p−2 ), we obtain
S(∇w)(Q)Ct
{
diam(Ω)
} t
p
{ ∫
γ (Q)
|∇2w(x)|p
|x −Q|d+t−p dx
}1/p
. (4.7)
It follows that ∫
∂Ω
∣∣S(∇w)∣∣p dσ  Ct{diam(Ω)}t ∫
Ω
∣∣∇2w(x)∣∣p[δ(x)]p−1−t dx. (4.8)
Thus, by the square function estimates for harmonic functions on Lipschitz domains [4], we have
∫
∂Ω
∣∣(∇w)∗∣∣p dσ  C ∫
∂Ω
∣∣S(∇w)∣∣p dσ +C∣∣∇w(x0)∣∣p|∂Ω|
 Ct
{
diam(Ω)
}t ∫
Ω
∣∣∇2w(x)∣∣p[δ(x)]p−1−t dx +C∣∣∇w(x0)∣∣p|∂Ω|
 Ct
{
diam(Ω)
}t
sup
x∈Ω
∣∣∇2w(x)∣∣p−2[δ(x)]p−1−t ∫
Ω
∣∣∇2w∣∣2 dy
+C∣∣∇w(x0)∣∣p|∂Ω|. (4.9)
This finishes the proof. 
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with constant C0 depending only on the Lipschitz character of Ω . To this end we first choose
r0 > 0 so that (2.6) holds for any Q ∈ ∂Ω after a possible rotation.
Fix Q ∈ ∂Ω . By rotation and translation we may assume that Q = 0 and (2.6) holds. For
0 < r < r0, define S(r) and Z(r) as in (3.1). We will show that if v is a harmonic function in Ω
with the properties (∇v)∗ ∈ L2(∂Ω) and ∂v
∂n
= 0 in S(16r), then
{
1
|S(r)|
∫
S(r)
∣∣(∇v)∗∣∣p dσ}1/p  C{ 1|S(8r)|
∫
S(8r)
∣∣(∇v)∗∣∣2 dσ}1/2. (4.10)
This implies the inequality (1.3) by a covering argument.
To prove (4.10), we recall that (∇v)∗ = max{M1(∇v),M2(∇v)}, where operatorsM1 and
M2 are defined in (3.7). The desired estimate for M2(∇v) follows easily from the interior
estimates as in (3.8). To estimateM1(∇v), we apply Lemma 4.4 to the harmonic function v on
the Lipschitz domain Z(2r). This gives
∫
S(r)
∣∣M1(∇v)∣∣p dσ  ∫
∂Z(2r)
∣∣(∇v)∗∣∣p dσ
 Ctrt sup
Z(2r)
∣∣∇2v(x)∣∣p−2[δ(x)]p−1−t ∫
Z(2r)
∣∣∇2v∣∣2 dy
+C∣∣∇v(x0)∣∣p∣∣∂Z(2r)∣∣, (4.11)
where δ(x) = dist(x, ∂Z(2r)) and x0 is chosen so that δ(x0) ≈ r . By the mean value property of
harmonic functions, the second term in the right-hand side of (4.11) is bounded by
Crd−1
(
1
rd
∫
B(x0,cr)
|∇v|2 dx
)p/2
 Crd−1
(
1
|S(3r)|
∫
S(3r)
∣∣(∇v)∗∣∣2 dσ)p/2. (4.12)
To estimate the first term, we use Lemma 4.3 which still holds if we replace D(Q, r) with
Z(r). This, together with (4.11), (4.12) and the estimates forM2(∇v), gives
1
|S(r)|
∫
S(r)
∣∣(∇v)∗∣∣p dσ  Ctrt−d−1 sup
Z(2r)
∣∣∇2v(x)∣∣p−2[δ(x)]p−1−t ∫
Z(4r)
|∇v|2 dy
+C
(
1
|S(3r)|
∫
S(3r)
∣∣(∇v)∗∣∣2 dσ)p/2. (4.13)
To handle the term supZ(2r) |∇2v(x)|p−2[δ(x)]p−1−t in (4.13), we use the interior estimates and
Lemma 4.3 to obtain
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[δ(x)] d2
( ∫
Z(4r)
∣∣∇2v(y)∣∣2 dy)1/2
 C
r[δ(x)] d2
( ∫
Z(8r)
∣∣∇v(y)∣∣2 dy)1/2 (4.14)
for any x ∈ Z(2r). It follows that the first term in the right-hand side of (4.13) is bounded by
Ctr
t−d−p+1
( ∫
Z(8r)
|∇v|2 dy
)p/2
sup
Z(2r)
[
δ(x)
]p(1− d2 )+d−1−t . (4.15)
Note that if d = 2, the exponent of δ(x) in (4.15) is positive for any p > 2. If d = 3 and 2 <
p < 4, then p(1 − d2 ) + d − 1 − t > 0 if t is sufficiently small. Thus, in the case d = 2 or 3, we
see that
1
|S(r)|
∫
S(r)
∣∣(∇v)∗∣∣p dσ
 C
(
1
|Z(8r)|
∫
Z(8r)
|∇v|2 dy
)p/2
+C
(
1
|S(3r)|
∫
S(3r)
∣∣(∇v)∗∣∣2 dσ)p/2
 C
(
1
|S(8r)|
∫
S(8r)
∣∣(∇v)∗∣∣2 dσ)p/2. (4.16)
If d  4, the argument above gives the Lp solvability on convex domains for 1 <p < 2(d−1)
d−2 .
To achieve the range 1 <p < 3 + ε, we need a better estimate in the place of (4.14). To this end,
we use an even reflection to extend v to v˜ in
Z˜ = {(x1, . . . , xd): |x1| < 16r, . . . , |xd−1| < 16r, 2ψ(x′)− Cr < xd < Cr}. (4.17)
Since ∂v
∂n
= 0 on S(16r), we have v˜ ∈ H 1(Z˜). Furthermore, the function v˜ is a weak solution
of a divergence form elliptic equation in Z˜ with an ellipticity constant depending only on d and
‖∇ψ‖∞ (see e.g. [5]). By the classical De Giorgi–Nash theorem, v˜ is locally Hölder continuous
in Z˜. It follows that for any x, y ∈ Z(2r),
∣∣v(x)− v(y)∣∣ Cr( |x − y|
r
)α{ 1
|Z(4r)|
∫
Z(4r)
|∇v|2 dz
}1/2
, (4.18)
where α > 0 depends only on d and ‖∇ψ‖∞. This implies that
∣∣∇2v(x)∣∣ C[δ(x)]d+2
∫ ∣∣v(y)− v(x)∣∣dy (4.19)
B(x,cδ(x))
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rα+ d2 −1[δ(x)]2−α
( ∫
Z(4r)
|∇v|2 dy
)1/2
, (4.20)
for any x ∈ Z(2r). With (4.19) in the place of (4.14), the same argument as in the case d = 2 or 3
gives (4.16) as long as (2 −p)(2 −α)+p− 1 − t > 0. This last inequality holds if p < 3 + α1−α
and t > 0 is sufficiently small. As a result, we have proved that if d  4, estimate (4.10) holds for
2 < p < 3 + ε, where ε > 0 depends only on d and the Lipschitz constant of Ω . This completes
the proof. 
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