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Abstract. Asymptotic solutions to the quantized Knizhnik-Zamolodchikov equation associated
with glN+1 are constructed. The leading term of an asymptotic solution is the Bethe vector – an
eigenvector of the transfer-matrix of a quantum spin chain model. We show that the norm of the
Bethe vector is equal to the product of the Hessian of a suitable function and an explicitly written
rational function. This formula is an analogue of the Gaudin-Korepin formula for the norm of the
Bethe vector. It is shown that, generically, the Bethe vectors form a base for the gl2 case.
Introduction
In this paper we consider the quantized Knizhnik-Zamolodchikov equation associated with the Lie
algebra glN+1 . We describe asymptotic solutions to this equation. They are naturally related to the
Bethe vectors – eigenvectors of the transfer-matrix of a quantum spin chain model. This connection
allows us to give a formula for norms of the Bethe vectors. It is an analogue of the Gaudin-Korepin
formula established in[G], [Ko] for the gl2 case and in[R1] for the gl3 case and some choice of modules.
Let g = glN+1 . Let V1, . . . , Vn be highest weight g-modules and let V = V1 ⊗ . . . ⊗ Vn . The
quantized Knizhnik-Zamolodchikov equation (qKZ) on a V -valued function Ψ(z1, . . . , zn) is the system
of difference equations
Ψ(z1, . . . , zi + p, . . . , zn) = Ki(z1, . . . , zn; p)Ψ(z1, . . . , zn) ,(0.1)
Ki(z1, . . . , zn; p) = Ri,i−1(zi − zi−1 + p) . . . Ri1(zi − z1 + p)Li(µ)R
−1
ni (zn − zi) . . . R
−1
i+1,i(zi+1 − zi) ,
i = 1, . . . , n , where p ∈ C and µ ∈ CN+1 are parameters, Rij(z) ∈ End (V ) is the Yangian R-matrix
corresponding to a pair Vi, Vj and Li(µ) ∈ End (V ) is a suitable operator, which act nontrivially only
in the corresponding Vi . (For the original definition and applications of qKZ cf.[FR], [S]).
The remarkable property of qKZ is that system (0.1) is holonomic. In particular, this means that
operators Ki(z; 0) pairwise commute. Their eigenvectors can be obtained by the algebraic Bethe ansatz.
The idea of this construction is to find a special vector-valued function w(t, z) of z1, . . . , zn and auxilary
variables t1, . . . , tℓ and determine its arguments t in such a way that the value of this function will be
an eigenvector. The equations which determine these special values of arguments are called the Bethe
ansatz equations.
In this paper we study asymptotic solutions to qKZ , as p → 0 . We use integral representations
for solutions to qKZ obtained in[M], [R1], [V1] for the gl2 case and in[TV] for the general case. An
integral representation has the form Φ(t, z; p)w(t, z) . Here Φ(t, z; p) is a scalar function and w(t, z) is
an V -valued rational function, the same as in the algebraic Bethe ansatz.
As p → 0 , the leading term of the asymptotics of Φ(t, z; p) is equal to exp
(
τ(t, z)/p + a(p)
)
Ξ(t, z)
where τ(t, z), a(p), Ξ(t, z) are some functions. We showed in[TV] that the equations of critical points
of the function τ(t, z) with respect to the variables t coinside with the Bethe equations.
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2Let z⋆ ∈ Cn and let t⋆ ∈ C ℓ be a critical point of the function τ(t, z⋆) with respect to t . We
showed in[TV] that the vector w(t⋆, z⋆) is an eigenvector of the operator Ki(z
⋆, 0) with eigenvalue
exp
( ∂τ
∂zi
(t⋆, z⋆)
)
for i = 1, . . . , n .
Let t⋆ be a nondegenerate t-critical point of the function τ(t, z⋆) . In this paper we construct an
asymptotic solution to qKZ in a neighborhood of z⋆ with the leading term having the form
exp
(
τ(t(z), z)/p
)
w(t(z), z) where t(z) is the nondegenerate t-critical point of τ(t, z) analytically de-
pending on z and such that t(z⋆) = t⋆ .
This construction connects the Bethe vectors and the asymptotic solutions to qKZ .
We introduce the dual system of difference equations
(0.2) Ψ˜(z1, . . . , zi + p, . . . , zn) = K
∗
i
−1(z1, . . . , zn; p) Ψ˜(z1, . . . , zn)
on the V ∗-valued function Ψ˜(z) and establish a connection between asymptotic solutions to (0.1) and
(0.2). We establish this connection using an integral representation Φ˜(t, z; p)w˜(t, z) for solutions to the
dual qKZ .
As p→ 0 the leading term of the asymptotics of Φ˜(t, z; p) is equal to exp
(
−τ(t, z)/p− a(p)
)
Ξ(t, z)
where τ(t, z), a(p), Ξ(t, z) are the same functions as before. This means that the critical points are the
same for the qKZ and for the dual qKZ .
Following a hystorical tradition we call 〈w˜(t, z), w(t, z)〉 the norm of the Bethe vector w(t, z) . Here
〈 , 〉 : V ∗ ⊗ V → C is the canonical pairing.
We show that for every nondegenerate critical point (t⋆, z⋆) of the function τ(t, z)
(0.3) 〈w˜(t⋆, z⋆), w(t⋆, z⋆)〉 = const Ξ−2(t⋆, z⋆)H(t⋆, z⋆)
where const does not depend on µ and does not change under continuous deformations of the critical
point (t⋆, z⋆) . Here H(t, z) is the Hessian of the function τ(t, z) as a function of t .
We prove that const = (−1)ℓ for the gl2 case and, therefore, give another proof of the Gaudin-
Korepin formula[Ko] for the norm of the Bethe vector. It is plausible that our proof can be generalized
to the glN+1 case.
To compute const in (0.3), we make the detailed analysis of the Bethe ansatz equations for the gl2
case. This allow us to prove that, generically, the Bethe vectors form a base in V1⊗ . . .⊗Vn for the gl2
case This statement is usually called the completeness of Bethe vectors.
If µ = 0 , then the Bethe vectors are singular vectors in V1 ⊗ . . .⊗ Vn . Using results from[RV], [V2],
we show, that for µ = 0 the Bethe vectors form a base in Sing(V1 ⊗ . . .⊗ Vn) for the gl2 case.
All results except the last one, which is related to the case µ = 0 , admit natural deformations to the
Uq(glN+1) case.
The paper is organized as follows. The first section contains some general facts about asymptotic
solutions to difference equations. In the second section we recall basic facts about qKZ and construct
asymptotic solutions to qKZ . The dual qKZ is considered in the third section. In the fourth section we
compute const in (0.3) for the gl2 case. We discuss the case µ = 0 in the fifth section. We describe
the deformations of the results to the Uq(glN+1) case in the sixth section. Appendix 1 contains the
necessary details about integral representations for solutions to qKZ and the dual qKZ . Appendix 2
gives a short remark to the fourth section.
The first author greatly appreciate the hospitality of the Research Insitute for Theoretical Physics
in Helsinki. Parts of this work were done when the authors visited the University of North Carolina
and the University of Tokyo. The authors thank these Institutions for hospitality and R.Kashaev for
discussions.
31. Asymptotic solutions to difference equations
Let M be a region in Cn , H – a space of holomorphic functions in M , z = (z1, . . . , zn) , and
∂i =
∂
∂zi
, Zi = exp(p∂i) , Di =
Zi − 1
p
in the sence of formal power series, here p is a formal variable.
Let V be a finite-dimensional vector space. Consider operators Ki(z; p) ∈ H [[p]]⊗ End (V ) , i = 1,
. . . , n :
(1.1) Ki(z; p) =
∞∑
s=0
Kis(z)p
s ,
such that K−1i0 (z) ∈ H . The last assumption means that Ki(z; p) are invertible in H [[p]]⊗ End (V ) .
Consider a system of formal difference equations
(1.2) ZiΨ(z; p) = Ki(z; p)Ψ(z; p) , i = 1, . . . , n .
In other words,
Ψ(z1, . . . , zi + p, . . . , zn) = Ki(z; p)Ψ(z; p)
for all i .
Assume that the system is holonomic. This means that Ki(z; p) obey compatibility conditions
(1.3) ZiKj(z; p) ·Ki(z; p) = ZjKi(z; p) ·Kj(z; p)
for any i, j . In particular,
[Ki0(z),Kj0(z)] = 0 .
We are interested in formal solutions Ψ(z; p) to system (1.2) which have the form
Ψ(z; p) = exp
(
τ(z)/p
) ◦
Ψ(z; p) , τ(z) ∈ H ,
◦
Ψ(z; p) ∈ H [[p]]⊗ V .
(1.4) Definition. Ψ(z; p) is an asymptotic solution to system (1.2) if
exp
(
Diτ(z)
)
· Zi
◦
Ψ(z; p) = Ki(z; p)
◦
Ψ(z; p) .
for all i .
These conditions are equivalent to (1.2).
(1.5) Lemma. Let Ψ(z; p) be an asymptotic solution to system (1.2). Then
Ki0(z)Ψ0(z) = exp
(
∂iτ(z)
)
Ψ0(z) .
The proof comes from the leading term of equality (1.4).
(1.6) Theorem. [ [TV] , Theorem (5.1.5) ]. Let w(z) ∈ H be a common eigenvector of Ki0(z)
Ki0(z)w(z) = Ei(z)w(z) ,
and, for any z , the space V is spanned by w(z) and the subspaces im(Ki0(z)−Ei(z)) , i = 1, . . . , n .
Then
i) Ei(z) ∈ H ;
ii) there is an asymptotic solution Ψ(z; p) to system (1.2), such that Ψ0(z) is proportional to w(z) ;
iii) such a solution is unique modulo scalar factor of the form exp(α/p)β(p) , α ∈ C , β(p) ∈ C [[p]] .
Remark. If the family {Ki0(z)}
n
i=1 acts semisimply in V for any z , then each common eigenvector of
these operators obeys the conditions of Theorem (1.6).
Let V ∗ be the dual space, and 〈 , 〉 : V ∗ ⊗ V → C the canonical pairing. Consider the operators
K∗i (z; p) ∈ H [[p]]⊗ V
∗ and K˜i(z; p) =
(
K∗i (z; p)
)−1
. They obey compatibility conditions
(1.7) ZiK˜j(z; p) · K˜i(z; p) = ZjK˜i(z; p) · K˜j(z; p)
similar to (1.3).
4(1.8) Definition. The holonomic system of formal difference equations
ZiΨ˜(z; p) = K˜i(z; p)Ψ˜(z; p) , i = 1, . . . , n ,
is called the system dual to system (1.2).
Let Ψ(z; p) = exp
(
τ(z)/p
) ◦
Ψ(z; p) and Ψ˜(z; p) exp
(
τ˜ (z)/p
) •
Ψ(z; p) be asymptotic solutions to systems
(1.2) and (1.8), respectively.
(1.9) Lemma. Zi〈
•
Ψ(z; p),
◦
Ψ(z; p)〉 = exp
(
−Di(τ(z) + τ˜ (z))
)
〈
•
Ψ(z; p),
◦
Ψ(z; p)〉 for all i .
The proof immediately follows from the definition of asymptotic solutions.
(1.10) Corollary.
i) 〈Ψ˜0(z),Ψ0(z)〉 = const ;
ii) 〈Ψ˜0(z),Ψ0(z)〉 = 0 , if there is j , such that ∂j
(
τ(z) + τ˜ (z)
)
/∈2πiZ .
The proof is given by the zero and the first order terms in p of equality (1.9).
Remark. The second part of Corollary (1.10) means that eigenvectors for operators Ki(z) and K
∗
i (z)
with different eigenvalues are orthogonal.
2. Integral representations and asymptotic solutions to qKZ
Let g = glN+1 and {Eij} – the canonical generators of glN+1 . Yangian Y = Y (glN+1) is the unital
associative algebra, generated by elements T sij , i, j = 1, . . . , N + 1 , s ∈ Z>0 , subject to the relations:
[T s+1ij , T
t
kl]− [T
s
ij , T
t+1
kl ] = T
t
kjT
s
il − T
s
kjT
t
il for s, t > 0
where T 0ij = δij . Y is a Hopf algebra with the coproduct
∆ : T sij 7→
s∑
t=0
N+1∑
k=1
T tik ⊗ T
s−t
kj .
There is a homomorphism of algebras ϕ : Y → U(g) :
ϕ : T sij 7→ Ejiδs1
which makes any g-module into an Y-module. For any z ∈ C , Y has a canonical automorphism θz :
θz : T
s
ij 7→
s∑
t=1
(
s− 1
t− 1
)
zs−tT tij .
Set ϕz = ϕ ◦ θz . For any two highest weight g-modules V1 and V2 with generating vectors v1 and v2 ,
respectively, there is a unique R-matrix RV1V2(z) ∈ End (V1 ⊗ V2) , such that for any X ∈ Y
(2.1) RV1V2(z1 − z2) (ϕz1 ⊗ ϕz2) ◦∆(X) = (ϕz1 ⊗ ϕz2) ◦∆
′(X)RV1V2(z1 − z2)
in End (V1 ⊗ V2) and
(2.2) RV1V2(z) v1 ⊗ v2 = v1 ⊗ v2 .
Here ∆′ = P ◦ ∆ and P is a permutation of factors in Y ⊗ Y . RV1V2(z) preserves the weight
decomposition of V1 ⊗ V2 considered as a g-module; its restriction to any weight subspace of V1 ⊗ V2
is a rational function in z .
Let V be a highest weight g-module. For any µ ∈ CN+1 introduce L(µ) ∈ End (V ) :
L(µ) = exp
(N+1∑
i=1
µiEii
)
.
Let V1, . . . , Vn be highest weight g-modules. If RViVj (z) =
∑
d
R d(i)(z)⊗R
d
(j)(z) then we set
Rij(z) =
∑
d
1⊗ . . .⊗R d(i)(z)⊗ . . .⊗R
d
(j)(z)⊗ . . .⊗ 1 ∈ End (V1 ⊗ . . .⊗ Vn)
where R d(i)(z) stands for the i-th factor and R
d
(j)(z) – for the j-th factor. Also set
Li(µ) = 1⊗ . . .⊗ L(µ)⊗ . . .⊗ 1 ∈ End (V1 ⊗ . . .⊗ Vn)
where L(µ) stands for the i -th factor.
Let p ∈ C and z = (z1, . . . , zn) . Denote by Zi the p -shift operator:
Zi : Ψ(z1, . . . , zn) 7→ Ψ(z1, . . . , zi + p, . . . , zn) .
5(2.3) Definition. The operators
Ki(z; p) = Ri,i−1(zi − zi−1 + p) . . . Ri1(zi − z1 + p)Li(µ)R
−1
ni (zn − zi) . . . R
−1
i+1,i(zi+1 − zi) ,
i = 1, . . . , n , are called the qKZ operators.
The qKZ operators preserve the weight decomposition of a g-module V1⊗ . . .⊗Vn and their restric-
tions to any weight subspace of V1 ⊗ . . .⊗ Vn are rational functions in z .
(2.4) Theorem. [ [FR] , Theorem (5.4) ]. The qKZ operators obey compatibility conditions
ZiKj(z; p) ·Ki(z; p) = ZjKi(z; p) ·Kj(z; p)
(cf. (1.3)).
(2.5) Definition. The quantized Knizhnik-Zamolodchikov equation (qKZ) is the holonomic system of
difference equations for a V1 ⊗ . . .⊗ Vn-valued function Ψ(z; p)
ZiΨ(z; p) = Ki(z; p)Ψ(z; p)
for i = 1, . . . , n ,[FR] (cf. (1.2)).
Fix λ ∈ ZN>0 . Let (Λ1(1), . . . ,ΛN+1(1)), . . . , (Λ1(n), . . . ,ΛN+1(n)) be highest weights of g-modules
V1, . . . , Vn , respectively. Let Vλ = (V1 ⊗ . . .⊗ Vn)λ be the weight subspace:
(2.6) Vλ =
{
v ∈ V1 ⊗ . . .⊗ Vn | Eii v =
(
λi−1 − λi +
n∑
m=1
Λi(m)
)
v , i = 1, . . . , N + 1
}
where λ0 = λN+1 = 0 . Later on we will be interested in solutions to system (2.5) with values in Vλ .
Set ℓ =
N∑
i=1
λi . Let t = (t11, . . . , t1λ1 , t21, . . . , t2λ2 , . . . , tN1, . . . , tNλN ) ∈ C
ℓ .
(2.7) Definition. The function
Φ(t, z; p) =
n∏
m=1
N+1∏
i=1
exp
(
zmµiΛi(m)/p
) N∏
i=1
λi∏
j=1
exp
(
tij(µi+1 − µi)/p
)
×
×
n∏
m=1
N∏
i=1
λi∏
j=1
Γ((tij − zm + Λi(m))/p)
Γ((tij − zm + Λi+1(m))/p)
×
×
N∏
i=1
λi∏
j=2
j−1∏
k=1
Γ((tik − tij − 1)/p)
Γ((tik − tij + 1)/p)
N−1∏
i=1
λi∏
j=1
λi+1∏
k=1
Γ((ti+1,k − tij + 1)/p)
Γ((ti+1,k − tij)/p)
is called the phase function of the weight subspace Vλ . Here Γ is the gamma-function.
Introduce a lexicographical ordering on the set of pairs (i, j) : (i, j) < (k, l) if i < k or i = k and
j < l . Let a, b, . . . stay for (i, j), (k, l), . . . . Let Qa be the p -shift operator with respect to a variable
ta .
(2.8) Definition. Set
∇aΦ(t, z) = lim
p→0
((
Φ(t, z; p)
)−1
QaΦ(t, z; p)
)
,
∇2abΦ(t, z) =
(
∇bΦ(t, z)
)−1 ∂
∂ta
∇bΦ(t, z) ,
H(t, z) = det
[
∇2abΦ(t, z)
]
ℓ×ℓ
Below we give a description of the space of admissible functions, which will be used in the paper.
Let H0λ be the space, spanned by entries of operators Ki(z; p) restricted to Vλ , i = 1, . . . , n . Let Hλ
be the space spanned by products g1 . . . gs where each gi ∈ H
0
λ and s ∈ Z>0 . Consider the following
linear functions:
tij − zm + Λi(m)− p , tij − zm + Λi+1(m) ,(2.9)
tij − tik − 1 , ti+1,l − tij ,
m = 1, . . . , n , i = 1, . . . , N , j = 1, . . . , λi , k = 1, , . . . , j − 1 , l = 1, . . . , λi+1 . Let F0 be the space
spanned by products g−11 . . . g
−1
s , s ∈ Z>0 , where each gi is a linear function from the list (2.9) and
gi 6= gj for i 6= j . Set F = C [t, z, p]⊗F0 .
6(2.10) Definition. Let Qλ be the space, spanned over C by discrete differentials Qa(Φw) − Φw ,
a = 1, . . . , ℓ , w ∈ F ⊗Hλ .
(2.11) Definition. Let w(t, z; p) ∈ F⊗Vλ . Say that Φ(t, z; p)w(t, z; p) gives an integral representation
for solutions to system (2.5) if Zi(Φw) −KiΦw ∈ Qλ ⊗ Vλ , i = 1, . . . , n .
(2.12) Theorem. [ [TV] , Theorem (1.5.2) ]. There exists an integral representation for solutions to qKZ
(2.5) associated with glN+1 .
The gl2 case was considered in[M], [R2], [V1]. Explicit formulae for an integral representation are given
in[TV] and Appendix 1.
Remark. In[TV], we defined Φ(t, z; p) and w(t, z; p) and proved that the differences Zi(Φw) −KiΦw
are discrete differentials. We did not specify the singularities of these differences, but the proof in[TV]
clearly shows that these differences belong to Qλ ⊗ Vλ .
(2.13) Definition. A point (t, z) is called a critical point if ∇aΦ(t, z) = 1 for a = 1, . . . , ℓ . A critical
point (t, z) is called nondegenerate if H(t, z) 6= 0 .
Let M ⊂ C ℓ be an open region such that all Ki(z; 0) and K
−1
i (z; 0) are regular in M . The qKZ
operators Ki(z; p) have power series expansions
Ki(z; p) =
∞∑
s=0
Kis(z)p
s
where Kis(z) are also regular in M (cf. (1.1)). Now we are in a position related to Section 1, and we
are interested in asymptotic solutions to system (2.5) as p→ 0 .
Remark. Actually, we have to consider restrictions of qKZ operators to Vλ , which are rational functions
in z, p . In this case we can take M to be the compliment to the singularities of Ki(z; 0) , K
−1
i (z; 0) .
Set χ(x) = x log x− x . Introduce τ(t, z) as follows:
τ(t, z) =
n∑
m=1
N+1∑
i=1
zmµiΛi(m) +
N∑
i=1
λi∑
j=1
tij(µi+1 − µi)+(2.14)
+
n∑
m=1
N∑
i=1
λi∑
j=1
(
χ(tij − zm + Λi(m))− χ(tij − zm + Λi+1(m)
)
+
+
N−1∑
i=1
λi∑
j=1
λi+1∑
k=1
(
χ(ti+1,k − tij + 1)− χ(ti+1,k − tij)
)
+
+
N∑
i=1
λi∑
j=2
j−1∑
k=1
(
χ(tik − tij − 1)− χ(tik − tij + 1)
)
.
(2.15) Lemma. ∇aΦ(t, z) = exp
( ∂
∂ta
τ(t, z)
)
.
(2.16) Corollary. ∇2abΦ(t, z) = ∇
2
baΦ(t, z) .
Let p = ρeiϑ, ρ = |p| . Choose a branch of log x , such that | Im log x− ϑ | < π . Let Sϑ ⊂ C
ℓ+n be
the cuts, defining the corresponding branch of τ(t, z) . Set
Θ =
n∑
m=1
N∑
i=1
λi
(
Λi(m)− Λi+1(m)
)
−
N∑
i=1
λi(λi − 1) +
N−1∑
i=1
λiλi+1 .
Let F
◦
be the space of polynomials in t, z and the following rational functions:
(tij − zm + Λi(m))
−1, (tij − zm + Λi+1(m))
−1,
(tij − tik − 1)
−1, (ti+1,l − tij)
−1, (ti+1,l − tij + 1)
−1,
m = 1, . . . , n , i = 1, . . . , N , j, k = 1, . . . , λi , l = 1, . . . , λi+1 .
7(2.17) Lemma. Let (t, z) /∈ Sϑ . As ρ→ 0 , Φ(t, z; p) has an asymptotic expansion
Φ(t, z; p) ≃ exp
(
−p−1 log p ·Θ+ p−1τ(t, z)
)
Ξ(t, z)
(
1 +
∞∑
s=1
φs(t, z)p
s
)
where Ξ(t, z) =
( n∏
m=1
N∏
i=1
λi∏
j=1
tij − zm + Λi(m)
tij − zm + Λi+1(m)
×
×
N∏
i=1
λi∏
j=2
j−1∏
k=1
tik − tij − 1
tik − tij + 1
N−1∏
i=1
λi∏
j=1
λi+1∏
k=1
ti+1,k − tij + 1
ti+1,k − tij
)−1/2
and φs(t, z) ∈ F◦ . Here log p = log ρ+ iϑ .
The Lemma follows from the Stirling formula.
Let (t⋆, z⋆) /∈ Sϑ , z
⋆ ∈M be a nondegenerate critical point. Consider a quadratic form
(2.18) S(x) = e−iϑ
ℓ∑
a=1
ℓ∑
b=1
xaxb∇
2
abΦ(t
⋆, z⋆) , x ∈ C ℓ .
Let W ⊂ C ℓ , dimRW = ℓ , be a real hyperplane, such that the restriction of S(x) to W is negative.
Let D ⊂ C ℓ be a small disk:
(2.19) D = { t ∈ C ℓ | t− t⋆ ∈W , |t− t⋆| < ε }
where ε is a small positive number. We have
(2.20) max
t∈∂D
Re S(t− t⋆) < 0 .
where ∂D is a boundary of D .
A point (t⋆, z⋆) is a nondegenerate critical point if and only if t⋆ is a nondegenerate solution to the
system of equations
∇aΦ(t, z
⋆) = 1 , a = 1, . . . , ℓ .
Hence, we can define in a neighbourhood of z⋆ a holomorphic function t(z) , such that (t(z), z) is a
nondegenerate critical point and t(z⋆) = t⋆ .
Later on we assume that p is small and (t⋆, z⋆) /∈ Sϑ . Set
(2.21) Ia =
1
2πi
∂
∂ta
τ(t⋆, z⋆) and I(t) = exp
(
−2πip−1
ℓ∑
a=1
Iata
)
.
It is clear, that
∂
∂ta
τ(t(z), z) = 2πiIa , and I(t) is a p -periodic function with respect to all ta . Set
Ψ(z; p) = p−ℓ/2 exp
(
p−1 log p ·Θ
) ∫
D
I(t)Φ(t, z; p)w(t, z; p) dℓt(2.22)
where w(t, z; p) ∈ F ⊗ Vλ , and set
τˆ (t, z) = τ(t, z)− 2πi
ℓ∑
a=1
Iata .
(2.23) Lemma. As ρ→ 0 , Ψ(z; p) has an asymptotic expansion
Ψ(z; p) ≃ (−2π)ℓ/2 exp
(
τˆ (t(z), z)/p
)
Ξ(t(z), z)H−
1
2 (t(z), z)
(
w(t(z), z; 0) +
∞∑
s=1
ψs(t(z), z)p
s
)
where ψs(t, z) ∈ F◦ ⊗ Vλ .
The Lemma is a direct corollary of Lemma (2.17) and the method of steepest descend. (Cf. e.g. §11
in[AGV]).
8Remark. Let F (t, z; p) = exp
(
τˆ (t, z)/p
)
Ξ(t, z) f(t, z; p) , where f(t, z; p) ∈ F , and τ¯ (t, z) = e−iϑτˆ (t, z) .
It follows from (2.20) that for a small fixed ε and z close to z⋆ we have
max
t∈∂D
Re
(
τ¯ (t, z)− τ¯(t(z), z)
)
< 0 .
Let B ⊂ C ℓ be a small ball centered at t⋆ . Let
B− = {t ∈ B | Re
(
τ¯ (t, z⋆)− τ¯(t⋆, z⋆)
)
< 0} .
It is well known that Hℓ(B,B
−,Z) = Z and, moreover, if D and D′ are two cycles generating the same
element in Hℓ , then
∫
D
F (t, z; p) dℓt and
∫
D′
F (t, z; p) dℓt have the same asymptotic expansions. (Cf. §11
in[AGV]). Therefore, we can take D to be any cycle generating Hℓ .
(2.24) Theorem. Let Φ(t, z; p)w(t, z; p) be an integral representation for solutions to qKZ (2.5). The
asymptotic expansion of Ψ(z; p) as ρ → 0 gives an asymptotic solution to system (2.5) in the sense of
(1.4).
Proof. For any a , Ia ∈ Z and QaI(t) = I(t) , because (t
⋆, z⋆) is a critical point. Hence, Zi(IΦw) −
Ki IΦw ∈ Qλ . For any Ω(t, z; p) ∈ Qλ , from Lemma (2.17) and the method of steepest descend we
have
(2.25) exp
(
p−1 log p ·Θ− p−1τ(t(z), z)
) ∫
D
Ω(t, z; p) dℓt = O(p∞)
as ρ→ 0 . Now the Theorem follows from Lemma (2.23) and equality (2.25). 
(2.26) Corollary.
Ki(z
⋆; 0)w(t⋆, z⋆; 0) = exp
( ∂τ
∂zi
(t⋆, z⋆)
)
w(t⋆, z⋆; 0) , i = 1, . . . , n .
Proof. It follows from Theorem (2.24), Lemmas (1.5), (2.23) and the equality
∂τˆ(t(z), z)
∂zi
∣∣∣∣∣
z = z⋆
=
∂τ(t, z)
∂zi
∣∣∣∣∣
(t, z) = (t⋆, z⋆)

(2.27) Definition. A critical point (t, z) is called an offdiagonal critical point if tij 6= tik for (i, j) 6=
(i, k) , and a diagonal critical point, otherwise.
(2.28) Theorem. Let (t⋆, z⋆) be a diagonal nondegenerate critical point, and let Ψ(z; p) be defined by
(2.22). Then exp
(
−τˆ (t(z), z)/p
)
Ψ(z; p) = O(p∞) as ρ→ 0 .
Proof. Suppose, for example, that t⋆11 = t
⋆
12 . Let t¯ be obtained from t by the permutation of t11 and
t12 . From the explicit formulae for w(t, z; p) (cf. Appendix 1) we have
(2.29) w(t¯, z; p) =
t11 − t12 + 1
t11 − t12 − 1
w(t, z; p) .
From (2.7) and (2.21) it follows that
I(t¯)Φ(t¯, z; p)
I(t)Φ(t, z; p)
= −
t11 − t12 − 1
t11 − t12 + 1
(
1 +O(p∞)
)
.
Hence, as ρ → 0 , the integrand in the right hand side of (2.22) is an odd function with respect to
permutation of t11 and t12 in the asymptotic sense. On the other side, the quadratic form S(x) (cf.
(2.18)) is preserved by the permutation of x11 and x12 . This means that
S(x) = α(x11 − x12)
2 + S¯(x)
9where S¯(x) is a quadratic form in x11 + x12 and all other xij ’s. Now it is clear that we can find a
required real hyperplane W which is invariant under the permutation of x11 and x12 . Therefore, disk
D is also invariant, and the integral in the right hand side of (2.22) must vanish in the asymptotic sense,
as ρ→ 0 . 
3. Dual qKZ and norms of Bethe vectors
Let V be a highest weight g-module with generating vector v . The restricted dual space V ∗ admits
the natural structure of a right g-module. Let v∗ ∈ V ∗ be such that 〈v∗, v〉 = 1 and 〈v∗, v′〉 = 0 for
any weight vector v′ , which is not proportional to v . If V is irreducible, V ∗ is an irreducible right
lowest weight g-module with generating vector v∗ .
Let V1, V2 be two highest weight g-module with generating vector v1, v2 , respectively. Let RV1V2(z)
be the corresponding R-matrix defined by (2.1), (2.2). Set R˜V1V2(z) =
(
R∗V1V2(z)
)−1
. For any X ∈ Y
we have
(3.1) R˜V1V2(z1 − z2) (ϕz1 ⊗ ϕz2)∆(X) = (ϕz1 ⊗ ϕz2)∆
′(X) R˜V1V2(z1 − z2)
in End (V ∗1 ⊗ V
∗
2 ) and
(3.2) R˜V1V2(z) v
∗
1 ⊗ v
∗
2 = v
∗
1 ⊗ v
∗
2 .
Introduce the dual qKZ operators K˜i(z; p) =
(
K∗i (z; p)
)−1
. They obey compatibility conditions
(3.3) ZiK˜j(z; p) · K˜i(z; p) = ZjK˜i(z; p) · K˜j(z; p)
similar to (2.4).
(3.4) Definition. The dual qKZ is the holonomic system of difference equations for a V ∗1 ⊗ . . . ⊗
V ∗n -valued function Ψ˜(z; p) :
ZiΨ˜(z; p) = K˜i(z; p)Ψ˜(z; p)
for i = 1, . . . , n , (cf. (1.8), (2.5)).
Fix λ ∈ ZN>0 . Let (Λ1(1), . . . ,ΛN+1(1)), . . . , (Λ1(n), . . . ,ΛN+1(n)) be highest weights of g-modules
V1, . . . , Vn , respectively. Let V
∗
λ = (V
∗
1 ⊗ . . .⊗ V
∗
n )λ be the dual weight subspace:
(3.5) V ∗λ =
{
v∗ ∈ V ∗1 ⊗ . . .⊗ V
∗
n | Eii v
∗ =
(
λi−1 − λi +
n∑
m=1
Λi(m)
)
v∗ , i = 1, . . . , N + 1
}
where λ0 = λN+1 = 0 . Later on we will be interested in solutions to system (3.4) with values in V
∗
λ .
Set ℓ =
N∑
i=1
λi . Let t = (t11, . . . , t1λ1 , t21, . . . , t2λ2 , . . . , tN1, . . . , tNλN ) ∈ C
ℓ .
(3.6) Definition. The function Φ˜(t, z; p) = Ξ2(t, z)Φ−1(t, z; p) is called the phase function of the
weight subspace V ∗λ .
Let Q˜λ be the space, spanned over C by discrete differentials Qa(Φ˜w) − Φ˜w , a = 1, . . . , ℓ , w ∈
F ⊗Hλ .
(3.7) Definition. Let w˜(t, z; p) ∈ F ⊗V ∗λ . Say that Φ˜(t, z; p)w˜(t, z; p) gives an integral representation
for solutions to system (3.4) if Zi(Φ˜w˜)− K˜i Φ˜w˜ ∈ Q˜λ ⊗ V
∗
λ , i = 1, . . . , n .
Integral representations for solutions to dual qKZ (3.4) can be obtained similar to the case of qKZ
(2.5). Explicit formulae are given in Appendix 1.
Let p = ρeiϑ, ρ = |p| and (t, z) /∈ Sϑ . As ρ→ 0 , Φ˜(t, z; p) has an asymptotic expansion
(3.8) Φ˜(t, z; p) ≃ exp
(
p−1 log p ·Θ− p−1τ(t, z)
)
Ξ(t, z)
(
1 +
∞∑
s=1
φ˜s(t, z)p
s
)
where φ˜s(t, z) ∈ F◦ . Here log p = log ρ+ iϑ . (Cf. (2.17)).
10
Let M ⊂ C ℓ be an open region, such that all Ki(z; 0) and K
−1
i (z; 0) are regular in M . Let
(t⋆, z⋆) /∈ Sϑ , z
⋆ ∈M be a nondegenerate critical point. Let D˜ ⊂ C ℓ be a small disk:
(3.9) D˜ = {t ∈ C ℓ | t− t⋆ ∈ iW , |t− t⋆| < ε}
where ε is a small positive number and W is defined in (2.19). Set
(3.10) Ψ˜(z; p) = p−ℓ/2 exp
(
−p−1 log p ·Θ
) ∫
D˜
I(t)Φ˜(t, z; p)w˜(t, z; p) dℓt
where w˜(t, z; p) ∈ F ⊗ V ∗λ (cf. (2.22)). As ρ→ 0 , Ψ˜(z; p) has an asymptotic expansion
(3.11) Ψ˜(z; p) ≃ (2π)ℓ/2 exp
(
−τˆ (t(z), z)/p
)
Ξ(t(z), z)H−
1
2 (t(z), z)
(
w˜(t(z), z; 0) +
∞∑
s=1
ψ˜s(t(z), z)p
s
)
where ψ˜s(t, z) ∈ F◦ ⊗ V
∗
λ (cf. (2.23)).
(3.12) Theorem. Let Φ˜(t, z; p)w˜(t, z; p) be an integral representation for solutions to dual qKZ (3.4).
Then the asymptotic expansion of Ψ˜(z; p) as ρ→ 0 gives an asymptotic solution to system (3.4) in the
sense of (1.4).
The proof is completely similar to the proof of Theorem (2.24).
(3.13) Corollary.
K∗i (z
⋆; 0)w˜(t⋆, z⋆; 0) = exp
( ∂τ
∂zi
(t⋆, z⋆)
)
w˜(t⋆, z⋆; 0) , i = 1, . . . , n .
Let us consider µ ∈ CN+1 as an additional set of variables. Let (t⋆, z⋆, µ⋆) be an offdiagonal nonde-
generate critical point (with respect to t ). Let t(z, µ) be a holomorphic function, such that (t(z, µ), z, µ)
is a nondegenerate critical point and t(z⋆, µ⋆) = t⋆ . Recall that w(t, z, µ; p) and w˜(t, z, µ; p) in the
integral representations do not depend on µ and p at all. Furthermore, H(t, z, µ) and Ξ(t, z, µ) do
not depend on µ as well.
(3.14) Theorem.
∂
∂zi
(
Ξ2(t(z, µ), z)H−1(t(z, µ), z) 〈w˜(t(z, µ), z), w(t(z, µ), z)〉
)
= 0 , i = 1, . . . , n ,
∂
∂µj
(
Ξ2(t(z, µ), z)H−1(t(z, µ), z) 〈w˜(t(z, µ), z), w(t(z, µ), z)〉
)
= 0 , j = 1, . . . , N + 1 .
Proof. The first equality immediately follows from Theorems (2.24), (3.12), Lemmas (2.23), (3.11) and
Corollary (1.10). To prove the second one, we note that the asymptotic expansions of Ψ(z; p) and
Ψ˜(z; p) give asymptotic solutions to systems (2.5) and (3.4), respectively, not only for µ⋆ , but for any
µ close to µ⋆ as well. Computing an asymptotic expansion of
∂
∂µi
〈Ψ˜(z, µ; p),Ψ(z, µ; p)〉 as ρ→ 0 , we
see that the leading term of this asymptotic expansion vanishes. On the other side, this leading term is
given by the left hand side of the second equality. 
(3.15) Corollary. For any offdiagonal nondegenerate critical point (t, z)
〈w˜(t, z), w(t, z)〉 = const Ξ−2(t, z)H(t, z)
where const does not depend on µ and does not change under continuous deformations of a critical
point (t, z) .
(3.16) Conjecture. For any offdiagonal critical point (t, z) we have
〈w˜(t, z), w(t, z)〉 = (−1)ℓ Ξ−2(t, z)H(t, z) .
11
(3.17) Conjecture. Let (t, z) and (t˜, z) be offdiagonal critical points, such that
{tij | j = 1, . . . , λi} 6= {t˜ij | j = 1, . . . , λi}
for some i . Then
〈w˜(t˜, z), w(t, z)〉 = 0 .
We will prove these Conjectures for the gl2 case in the next section using Corollary (3.15). Namely,
we compute suitable limits of the right and left hand sides of (3.15) and check that const = (−1)ℓ for
that limit. Probably this proof can be generalized to other Lie algebras.
A combinatorial proof of Conjecture (3.16) for the gl2 case was given in[Ko], and for the gl3 case
(with a special choice of g-modules) in[R1]. An analogue of Theorem (3.14) for the differential Knizh-
nik-Zamolodchikov equation was proved in[RV]. Analogues of Conjectures (3.16) and (3.17) were proved
in[V2] and[RV], respectively, for the sl2 case.
Remark. For historical reasons, 〈w˜(t, z), w(t, z)〉 is called the norm of the Bethe vector w(t, z) .
4. Proof of Conjectures (3.16) and (3.17), the gl2 case
In this section we deduce Conjecture (3.16) for the gl2 case from Corollary (3.15).
In this section we assume that N = 1 . Without loss of generality we assume that Λ1(m) = 0 ,
m = 1, . . . , n , and µ2 = 0 . Set ym = zm − Λ2(m) , m = 1, . . . , n , and κ = exp(µ1) . We assume that
all ym, zm are generic, unless the opposite is indicated explicitly.
The original system of equations for critical points is
(4.1) κ−1
n∏
m=1
ta − zm
ta − ym
ℓ∏
b=1
b6=a
ta − tb − 1
ta − tb + 1
= 1 , a = 1, . . . , ℓ .
We replace it by the system of algebraic equations
(4.2)
n∏
m=1
(ta − zm)
ℓ∏
b=1
b6=a
(ta − tb − 1) = κ
n∏
m=1
(ta − ym)
ℓ∏
b=1
b6=a
(ta − tb + 1) ,
a = 1, . . . , ℓ . Both systems (4.1) and (4.2) are preserved by the natural action of the symmetric group
Sℓ on variables t1, . . . , tℓ .
Define Z ⊂ C ℓ by the equation
(4.3)
ℓ∏
a=1
( n∏
m=1
(ta − zm)(ta − ym)
ℓ∏
b=1
b6=a
(ta − tb − 1)
)
= 0 .
(4.4) Lemma. Systems (4.1) and (4.2) are equivalent for κ 6= 0 .
Proof. We have to show that system (4.2) has no solutions belonging to Z if κ 6= 0 . It can be done by
direct analysis of this system. As an example consider the case ℓ = 2 . Take a solution t ∈ Z . Suppose
t1 = zm . Then from the first equation, t2 = t1 + 1 and the second equation cannot be satisfied. If
t1 = t2 + 1 , then from the first equation, t1 = ym for some m , and the second equation cannot be
satisfied. Similarly, we can start from t1 = ym or t1 = t2 − 1 . All the other cases can be obtained by
the action of the symmetric group S2 . 
(4.5) Lemma. All solutions to system (4.2) remain finite for any κ 6= exp(2πir/s) , s = 1, . . . , ℓ ,
r = 0, . . . , s .
Proof. Suppose, that there is a solution t(κ) to system (4.2) which tends to infinity as κ→ κ0 and κ0
is not a root of unity. We can assume that ta(κ) → ∞ for a 6 f and ta(κ) remain finite for a > f .
Fix u ∈ C , such that u 6= ta(κ0) for a = f + 1, . . . , ℓ . Set xa = (ta − u)
−1 , a = 1, . . . , ℓ . A system
(4.6)
n∏
m=1
(
1− xa(zm − u)
) ℓ∏
b=1
b6=a
(xa − xb + xaxb) = κ
n∏
m=1
(
1− xa(ym − u)
) ℓ∏
b=1
b6=a
(xa − xb − xaxb) ,
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a = 1, . . . , ℓ , is equivalent to system (4.2) in a region ta 6= 0 , xa 6= 0 , a = 1, . . . , ℓ .
Let x(κ) be a solution to system (4.6), corresponding to t(k) under the transformation described
above. We have xa(κ0) = 0 for a 6 f , xa(κ0) 6= 0 for a > f and xa(κ) 6= 0 for κ 6= κ0 , a = 1, . . . ,
ℓ . Taking the product of the first f equations of system (4.6), we obtain
f∏
a=1
f∏
b=1
b6=a
(xa − xb + xaxb)
f∏
a=1
( n∏
m=1
(
1− xa(zm − u)
) ℓ∏
b=f+1
(xa − xb + xaxb)
)
=
= κf
f∏
a=1
f∏
b=1
b6=a
(xa − xb − xaxb)
f∏
a=1
( n∏
m=1
(
1− xa(ym − u)
) ℓ∏
b=f+1
(xa − xb − xaxb)
)
.
It is easy to see that the first products in the left and right hand sides above coincide. Moreover, for κ
close to κ0 , they must be zero. Otherwise, we can cancel these products and come to a contradiction
in the limit κ→ κ0 . Therefore,
f∏
a=1
f∏
b=1
b6=a
(
xa(κ)− xb(κ) + xa(κ)xb(κ)
)
= 0 ,
and the corresponding solution t(κ) to the original system (4.2) belongs to Z , which is impossible (cf.
the proof of Lemma (4.4)). Hence, there are no required solutions x(κ) to system (4.6). And the original
system (4.2) has no solutions which tend to infinity, as κ→ κ0 . 
Set for a while κ = 0 and consider the corresponding system
(4.7)
n∏
m=1
(ta − zm)
ℓ∏
b=1
b6=a
(ta − tb − 1) = 0 , a = 1, . . . , ℓ .
The set of solutions to this system modulo the action of the the symmetric group Sℓ , is in one-to-one
correspondence with
{η ∈ Znℓ>0 |
n∑
i=1
ℓ∑
j=1
ηij = ℓ , ηij = 0⇒ ηij′ = 0 for j
′ > j } .
A solution is fixed by conditions
#{a | ta = zi + j − 1} = ηij , i = 1, . . . , n , j = 1, . . . , ℓ .
A solution is called an offdiagonal solution if ta 6= tb , for a 6= b , and a diagonal solution, otherwise.
(4.8) Lemma. The multiplicity of any offdiagonal solution to system (4.7) is equal to 1 .
The Lemma immediately follows from the following lemma.
(4.9) Lemma. Let Q1, . . . , Ql be homogeneous polynomials in variables x1, . . . , xl . Assume, that
xa = 0 , a = 1, . . . , l , is an isolated solution to a system
Qa(x) = 0 , a = 1, . . . , l .
Then the multiplicity of this solution is equal to
l∏
a=1
degQa .
(4.10) Lemma. Let t(κ) be a solution to system (4.2), which is a deformation of a diagonal solution
t(0) to system (4.7). Then t(κ) is a diagonal critical point.
Proof. Let j0 = min { j | ηij > 1 for some i } . Let i0 be such that ηi0j0 > 1 . Let, for example,
t1 = tℓ = zi0 + j0 − 1 . Let t
− ∈ C ℓ−1 be obtained from t ∈ C ℓ be removing the last coordinate.
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Consider a new system
n∏
m=1
(t1 − zm)
ℓ−1∏
b=2
(t1 − tb − 1) = −κ
n∏
m=1
(t1 − ym)
ℓ−1∏
b=2
(t1 − tb + 1) ,(4.11)
(ta − t1 − 1)
n∏
m=1
(ta − zm)
ℓ−1∏
b=1
b6=a
(ta − tb − 1) = κ (ta − t1 + 1)
n∏
m=1
(ta − ym)
ℓ−1∏
b=1
b6=a
(ta − tb + 1) ,
a = 2, . . . , ℓ− 1 . It is obtained from system (4.2) by the substitution tℓ = t1 . Incidently, the first and
the last equations of (4.2) coincide after this substitution. Any solution to system (4.11) gives rise to a
diagonal solution to system (4.2) by setting tℓ = t1 .
The solution t−(0) to system (4.11) at κ = 0 is isolated. It follows from Lemma (4.9) that the
solution t−(0) has the same multiplicity as the solution t(0) to system (4.7). This means that any
deformation of the diagonal solution t(0) can be obtained from some deformation of the solution t−(0)
and, therefore, is diagonal. 
(4.12) Lemma. For generic κ there are
(
n+ ℓ− 1
n− 1
)
offdiagonal critical points modulo the action of
the symmetric group Sℓ . All of them are nondegenerate.
Proof. It follows from Lemmas (4.5), (4.8), (4.10), for generic κ the number of offdiagonal solutions
to system (4.2) is the same as to system (4.7), and all of them are nondegenerate. It is a simple
combinatorial exercise to count offdiagonal solutions to system (4.7). 
(4.13) Lemma. Offdiagonal solutions to system (4.2) remain finite for any κ 6= 1 .
Proof. Define a rational function r(u; t, κ) as follows:
(4.14) r(u; t, κ) =
n∏
m=1
(u− zm)
ℓ∏
a=1
u− ta − 1
u− ta
+ κ
n∏
m=1
(u− ym)
ℓ∏
a=1
u− ta + 1
u− ta
.
It depends continuously on t, κ in the sense that for almost all u ∈ C we have r(u; t, κ) → r(u; t0, κ0)
as (t, κ)→ (t0, κ0) .
Let t(κ) be an offdiagonal solution to system (4.2). Then r(u; t(κ), κ) is a polynomial in u . Its
coefficients are continuous functions of κ . From (4.14) we have
(4.15) r(u; t(κ), κ) = (1 + κ)un −
(
(1− κ) ℓ+
n∑
m=1
(zm + κym)
)
un−1 + . . . .
Suppose, that the solution t(κ) tends to infinity, as κ → κ0 6= 1 . We can assume that ta(κ) → ∞ for
a > f and ta(κ) remain finite for a 6 f . Then as κ→ κ0 ,
r(u; t(κ), κ)→
n∏
m=1
(u − zm)
f∏
a=1
u− ta(κ0)− 1
u− ta(κ0)
+ κ0
n∏
m=1
(u− ym)
f∏
a=1
u− ta(κ0) + 1
u− ta(κ0)
.
Hence,
r(u; t(κ), κ)→ (1 + κ0)u
n −
(
(1− κ0) f +
n∑
m=1
(zm + κ0ym)
)
un−1 + . . . ,
in a contradiction with (4.15). 
Proof of Conjecture (3.16). Consider at first only generic κ . In this case, all offdiagonal critical points are
nondegenerate and each of them can be obtained by a continuous deformation from a certain offdiagonal
solution to system (4.7). According to Theorem (3.14) we can check the Conjecture only in the limit κ→
0 . As we know, function Ξ2(t, z)H−1(t, z)〈w˜(t, z), w(t, z)〉 is preserved by the action of the symmetric
group Sℓ . So, we can take the most convenient solution for a given Sℓ-orbit. Later on we do not indicate
dependence on z explicitly.
Denote by e = E12 and f = E21 offdiagonal generators of gl2 and introduce the canonical monomial
bases in V1 ⊗ . . .⊗ Vn and V
∗
1 ⊗ . . .⊗ V
∗
n :
(4.16) F ν = fν1v1 ⊗ . . .⊗ f
νnvn , E
ν = eν1v∗1 ⊗ . . .⊗ e
νnv∗n .
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They are dual to each other, up to a normalization:
(4.17) 〈Eν , F ν
′
〉 = δνν′
n∏
m=1
νm∏
j=1
j (ym − zm − j + 1) .
(cf. Appendix 2).
Set Zℓ = {ν ∈ Z
n
>0 |
n∑
i=1
νi = ℓ} . {F
ν}ν∈Zℓ and {E
ν}ν∈Zℓ form bases in the weight subspaces Vℓ
and V ∗ℓ , respectively. Define on Zℓ a lexicographical ordering: ν < ν
′ if ν1 < ν
′
1 , or ν1 = ν
′
1 , ν2 < ν
′
2 ,
etc. It induces an ordering on the monomial bases.
Fix ν ∈ Zℓ . Let t
⋆ be the following offdiagonal solution to system (4.7):
(4.18) t⋆a = zi + a− ℓi−1 − 1 for ℓi−1 < a 6 ℓi
where ℓi =
i∑
j=1
νi , ℓ0 = 0 , ℓn = ℓ . It is related to the previous description of solutions as:
ηij = 1 for j 6 νi , ηij = 0 for j > νi .
Say for a moment that b≪ a if b 6 ℓm < a for some m . From explicit formulae for vectors w(t) and
w˜(t) in the integral representations for solutions to qKZ , we see
w(t)
ℓ∏
a=2
∏
b<a
ta − tb − 1
ta − tb
= F ν
ℓ∏
a=2
∏
b≪a
ta − tb − 1
ta − tb
×(4.19)
×
n∏
m=1
∏
a>ℓm
(ta − zm)
n∏
m=1
∏
a>ℓm−1
(ta − ym)
−1 +
∑
ν′>ν
F ν
′
θνν′(t) + o(1) .
w˜(t)
ℓ∏
a=2
∏
b<a
ta − tb − 1
ta − tb
= Eν
ℓ∏
a=2
∏
b≪a
ta − tb + 1
ta − tb
×(4.20)
×
n∏
m=1
∏
a6ℓm−1
(ta − zm)
n∏
m=1
∏
a6ℓm
(ta − ym)
−1 +
∑
ν′<ν
Eν
′
θνν′(t) + o(1)
where θνν′(t) = O(1) , as t → t
⋆ (cf. Appendix 1). Hence, only the first terms of the right hand sides
above contribute to the leading part of the pairing 〈w˜(t), w(t)〉 . Ξ2(t) reads as follows
Ξ2(t) =
ℓ∏
a=2
∏
b<a
ta − tb − 1
ta − tb + 1
n∏
m=1
ℓ∏
a=1
ta − ym
ta − zm
(cf. (2.17)). For any m , set
um0 = zm , umi = tℓ(m−1)+i−1 − t
⋆
ℓ(m−1)+i−1 , i = 1, . . . , νm ,
Taking into account (4.17), we get
(4.21) Ξ2(t) 〈w˜(t), w(t)〉 = (−1)ℓ
n∏
m=1
νm−1∏
i=0
(um,i+1 − umi)
−1
(
1 + o(1)
)
.
As t→ t⋆ , the leading term of the matrix of second derivatives
∂2τ(t)
∂ta∂tb
= ∇abΦ(t) is block-diagonal,
consisting of n blocks (cf. (2.14)). The m-th block is the following three-diagonal νm by νm matrix:

1
um1 − um0
+
1
um2 − um1
1
um1 − um2
1
um1 − um2
1
um2 − um1
+
1
um3 − um2
. . .
. . .
. . .
1
um,νm−1 − um,νm
1
um,νm−1 − um,νm
1
um,νm − um,νm−1


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Adding to each row all the subsequent rows, we obtain a low-triangular matrix and compute its deter-
minant. Finally
(4.22) H(t) =
n∏
m=1
νm−1∏
i=0
(um,i+1 − umi)
−1
(
1 + o(1)
)
,
as t→ t⋆ . Comparing (4.21) and (4.22), we come to
lim
t→t⋆
(
Ξ2(t)H−1(t)〈w˜(t), w(t)〉
)
= (−1)ℓ .
As we know, for any Sℓ-orbit of offdiagonal solutions to system (4.7) we can find ν ∈ Zℓ , such that
this orbit contains solution (4.18). So, Conjecture (3.16) is proved for generic κ, y, z .
For general (not generic) case, let t be an offdiagonal critical point. Making, if necessary, a small
deformation of µ, z, Λ(1), . . . ,Λ(n) , we come to a generic case, considered above, and find an offdiagonal
nondegenerate critical point t˜ close to t . For generic case, Conjecture (3.16) is already proved, and
both the left hand side and the right hand side of the equality are continuous functions. Therefore,
Conjecture (3.16) holds for general case as well. 
Proof of Conjecture (3.17). First, consider a generic case. Both t and t˜ are nondegenerate critical
points. Therefore, due to Corollaries (2.26) and (3.13), w(t, z) and w˜(t˜, z) are eigenvectors of operators
K1(z; 0) and K
∗
1 (z; 0) with eigenvalues
exp
( ∂τ
∂z1
(t, z)
)
and exp
( ∂τ
∂z1
(t˜, z)
)
,
respectively. t and t˜ are obtained by continuous deformation from offdiagonal solutions to system (4.7),
belonging to different orbits of the symmetric group Sℓ . Using explicit formulae
exp
( ∂τ
∂z1
(t, z)
)
=
ℓ∏
a=1
ta − z1 + Λ2(1)
ta − z1
, exp
( ∂τ
∂z1
(t˜, z)
)
=
ℓ∏
a=1
t˜a − z1 + Λ2(1)
t˜a − z1
we see, that generically
exp
( ∂τ
∂z1
(t, z)
)
6= exp
( ∂τ
∂z1
(t˜, z)
)
,
since it is the case as κ → 0 . But eigenvectors of operators K1(z; 0) and K
∗
1 (z; 0) with different
eigenvalues must be orthogonal:
〈w˜(t˜, z), w(t, z)〉 = 0 .
To complete the proof in general (not generic) case, we use the same deformation arguments as at the
end of the proof of Conjecture (3.16) above. 
Let C(z, µ) be a set of all different offdiagonal critical points modulo the action of the symmetric
group Sℓ . Vectors w(t, z) and w˜(t, z) are preserved by the action of Sℓ modulo multiplication by a
scalar factor.
(4.23) Theorem. Let z, µ, Λ(1), . . . ,Λ(n) be generic. Then {w(t, z)}t∈C(z,µ) and {w˜(t, z)}t∈C(z,µ)
are bases in Vℓ and V
∗
ℓ , respectively. They are dual to each other, up to a normalization.
Proof. The first statement follows from (4.19) and (4.20). The second one coincides with Conjecture
(3.17), which is proved above. 
Remark. The statement of Theorem (4.23) is often called the completeness of Bethe vectors.
5. qKZ and bases of singular vectors.
In this section we always assume that µ = 0 . We will prove analogues of Theorem (4.23) for this
special case.
Let V1 ⊗ . . .⊗ Vn be a tensor product of highest weight g-modules. Let Vλ be the weight subspace
(2.6). Set
SingV =
{
v ∈ V1 ⊗ . . .⊗ Vn | Ei,i+1 v = 0 , i = 1, . . . , N
}
and SingVλ = Vλ ∩ SingV .
Let Φ(t, z; p)w(t, z) be an integral representation for solutions to qKZ (2.5). Let (t⋆, z⋆) be a nonde-
generate critical point. Let Ψ(z; p) be defined by (2.22).
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(5.1) Lemma. exp
(
−τˆ(t(z), z)/p
)
Ei,i+1Ψ(z; p) = O(p
∞) , i = 1, . . . , N , as ρ→ 0 .
Proof. Let tij ∈ C ℓ−1 be obtained from t ∈ C ℓ by removing the coordinate tij . Let λ
i = (λ1, . . . ,
λi − 1, . . . , λN ) . Let wij(t, z) = w(t
ij , z) ∈ Vλi . Set
Φij(t, z; p) = Φ(t, z; p)
j−1∏
k=1
tik − tij − 1
tik − tij + 1
λi+1∏
k=1
ti+1,k − tij + 1
ti+1,k − tij
.
Let Qij be the p -shift operator with respect to variable tij . We have
(5.2) Ei,i+1Φw =
λi∑
j=1
(
Qij(Φijwij)− Φijwij
)
(cf. Appendix 1). Now the statement follows from the method of steepest descend. 
(5.3) Lemma. Let (t, z) be an offdiagonal critical point. Then w(t, z) ∈ SingVλ .
Proof. The statement directly follows from (5.2) and equations for critical points:
∇ijΦ(t, z) = 1 , i = 1, . . . , N , j = 1, . . . , λi .
If (t, z) is a nondegenerate critical point, the statement also follows from Lemmas (2.23) and (5.1). 
For the gl2 case this Lemma was proved in[FT2]. For the glN+1 case it was formulated in[KR1], [KR2];
the proof is given in[K].
Let us consider the gl2 case in more details. The equations for critical points are
n∏
m=1
ta − zm + Λ1(m)
ta − zm + Λ2(m)
ℓ∏
b=1
b6=a
ta − tb − 1
ta − tb + 1
= 1 , a = 1, . . . , ℓ .(5.4)
Let s ∈ C . Make a change of variables x = sz ∈ Cn , u = st ∈ C ℓ . In the new variables u system
(5.4) reads as follows:
n∏
m=1
ua − xm + sΛ1(m)
ua − xm + sΛ2(m)
ℓ∏
b=1
b6=a
ua − ub − s
ua − ub + s
= 1 , a = 1, . . . , ℓ .(5.5)
As s→ 0 , system (5.5) turns into
n∑
m=1
Λ1(m)− Λ2(m)
ua − xm
−
ℓ∑
b=1
b6=a
2
ua − ub
= 0 , a = 1, . . . , ℓ .(5.6)
Both systems (5.5) and (5.6) are preserved by the natural action of the symmetric group Sℓ on variables
u1, . . . , uℓ .
(5.7) Lemma. [V2]. Let Λ1(m) − Λ2(m) < 0 , m = 1, . . . , n . Then for generic x all solutions to
system (5.6) are nondegenerate. There are dim SingVλ different solutions modulo the action of the
symmetric group Sℓ .
Let C(z) be the set of all offdiagonal critical points modulo the action of the symmetric group Sℓ , see
(2.13) and (2.27).
(5.8) Theorem. Let Λ1(m) − Λ2(m) < 0 , m = 1, . . . , n . Then for generic z all offdiagonal critical
points are nondegenerate. Moreover, #C(z) = dim SingVλ and {w(t, z)}t∈C(z) is a base in SingVλ .
Proof. Let C
◦
(z) ⊂ C(z) be the subset of nondegenerate critical points. It follows from Lemma (5.7)
that #C
◦
(z) > dim SingVλ for generic z . On the other hand, from Lemma (5.3) and Conjectures
(3.16) and (3.17), we have that #C
◦
(z) 6 dim SingVλ . Therefore, #C◦(z) = dim SingVλ . Moreover,
{w(t, z)}t∈C◦(z) and {w˜(t, z)}t∈C◦(z) are bases in SingVλ and (SingVλ)
∗ , respectively. Let (t, z) be a
critical point, such that (t, z) ∈ C(z) \ C
◦
(z) . Then w(t, z) 6= 0 (cf. Appendix 1), w(t, z) ∈ SingVλ and
〈v˜, w(t, z)〉 = 0 for any v˜ ∈ (SingVλ)
∗ . This is impossible. Hence, C(z) = C
◦
(z) . 
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(5.9) Corollary. For generic z,Λ(1), . . . ,Λ(n) all offdiagonal critical points are nondegenerate. More-
over, #C(z) = dim SingVλ and {w(t, z)}t∈C(z) is a base in SingVλ .
The proof is absolutely similar to the proof of Theorem (5.8), if we use Theorem (5.8) instead of Lemma
(5.7) therein.
Assume now that Λ1(m)−Λ2(m) ∈ Z>0 , m = 1, . . . , n . Let V1, . . . , Vn be the irreducible g-module
with highest weights Λ(1), . . . ,Λ(n) , respectively.
(5.10) Lemma. [RV]. For generic x there are dim SingVλ different nondegenerate solutions to system
(5.6), modulo the action of the symmetric group Sℓ .
An offdiagonal critical point (t, z) is called a nontrivial critical point if w(t, z) 6= 0 , and a trivial
critical point, otherwise. Let C(z) be a set of all different nontrivial critical points modulo the action
of the symmetric group Sℓ .
(5.11) Theorem. For any z all trivial critical points are degenerate. For generic z all nontrivial
critical points are nondegenerate. Moreover, #C(z) = dim SingVλ and {w(t, z)}t∈C(z) is a base in
SingVλ .
Proof. Let C
◦
(z) be a set of all different offdiagonal nondegenerate critical points modulo the action
of the symmetric group Sℓ . Trivial critical points are degenerate by Conjecture (3.16). Therefore,
C
◦
(z) ⊂ C(z) . If follows from Lemma (5.10) that #C
◦
(z) > dim SingVλ for generic z . On the other
hand, from Lemma (5.3) and Conjectures (3.16) and (3.17), we have that #C
◦
(z) 6 dim SingVλ .
Therefore, #C
◦
(z) = dim SingVλ . Moreover, {w(t, z)}t∈C◦(z) and {w˜(t, z)}t∈C◦(z) are bases in SingVλ
and (SingVλ)
∗ , respectively. Let (t, z) be a critical point, such that (t, z) /∈ C
◦
(z) . Then w(t, z) ∈
SingVλ and 〈v˜, w(t, z)〉 = 0 for any v˜ ∈ (SingVλ)
∗ . Hence, w(t, z) = 0 and C(z) = C
◦
(z) . 
Analogues of Theorem (5.8) and (5.11) for the differential Knizhnik-Zamolodchikov equation were
proved in[V2] and[RV], respectively.
6. Asymptotic solutions to qKZ, the Uq(glN+1) case
In this section we describe q-deformations of results, given in Sections 2–4. All proofs are completely
similar. Notations, used in this section differs slightly from notations, used before. A reader should take
a little care to avoid a confusion.
Let g = glN+1 , q ∈ C , q 6= 0 and q is not a root of unity. Set [k]q =
qk − q−k
q − q−1
, [k]q! =
k∏
m=1
[m]q .
Uq(ĝ) is the unital associative algebra, generated by elements k
±1
0 , . . . , k
±1
N+1 , e0, . . . , eN , f0, . . . , fN ,
subject to the relations
k0k
−1
N+1 is a central element,(6.1)
[ki, kj ] = 0 , kik
−1
i = k
−1
i ki = 1 , kN+1k
−1
N+1 = k
−1
N+1kN+1 = 1 ,
kieik
−1
i = qei , ki+1eik
−1
i+1 = q
−1ei ,
kifik
−1
i = q
−1fi , ki+1fik
−1
i+1 = qfi ,
kiejk
−1
i = ej , kifjk
−1
i = fj , i 6= j, j + 1 , mod (N + 1)
[ei, ej ] = 0 , [fi, fj ] = 0 , i 6= j ± 1 , mod (N + 1)
(a) e2i ej − [2]qeiejei + eje
2
i = 0 , i = j ± 1 , mod (N + 1)
(b) f2i fj − [2]qfifjfi + fjf
2
i = 0 , i = j ± 1 , mod (N + 1)
[ei, fj] = δij
kik
−1
i+1 − ki+1k
−1
i
q − q−1
,
i, j = 0, . . . , N . For N = 1 , relations (a) and (b) should be replaced by
e3i ej − [3]qe
2
i ejei + [3]qeieje
2
i − eje
3
i = 0 , i = j ± 1 ,
f3i fj − [3]qf
2
i fjfi + [3]qfifjf
2
i − fjf
3
i = 0 , i = j ± 1 ,
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respectively. Uq(ĝ) is a Hopf algebra with the coproduct ∆ : Uq(ĝ)→ Uq(ĝ)⊗ Uq(ĝ) :
ki 7→ ki ⊗ ki , i = 0, . . . , N + 1 ,
ei 7→ ei ⊗ 1 + kik
−1
i+1 ⊗ ei , i = 0, . . . , N ,
fi 7→ fi ⊗ ki+1k
−1
i + 1⊗ fi , i = 0, . . . , N ,
which is opposite to the coproduct used in[FR].
Uq(g) is a Hopf subalgebra in Uq(ĝ) , generated by elements k
±1
1 , . . . , k
±1
N+1 , e1, . . . , eN , f1, . . . , fN .
There is a homomorphism of algebras ϕ : Uq(ĝ)→ Uq(g) :
ki 7→ ki , ei 7→ ei , fi 7→ fi , i = 1, . . . , N ,
k0 7→ kN+1 , kN+1 7→ kN+1 ,
e0 7→ q
−1k1kN+1[fN , . . . , f1]q−1 , f0 7→ q[e1, . . . , eN ]qk
−1
1 k
−1
N+1
where [x1, . . . , xN ]q = [. . . [x1, x2]q, . . . , xN ]q , [x1, x2]q = x1x2 − qx2x1 . This homomorphism makes
any Uq(g)-module into an Uq(ĝ)-module. For any z ∈ C , z 6= 0 , Uq(ĝ) has an automorphism θz :
ki → ki , i = 0, . . . , N + 1 ,
ei → z
−1ei , fi → zfi , i = 1, . . . , N ,
e0 → z
N−1e0 , f0 → z
1−Nf0 .
Set ϕz = ϕ ◦ θz . For any two highest weight Uq(g)-modules V1 and V2 with generating vectors v1 and
v2 , respectively, there is a unique R-matrix RV1V2(z) ∈ End (V1 ⊗ V2) , such that for any X ∈ Uq(ĝ)
(6.2) RV1V2(z1/z2) (ϕz1 ⊗ ϕz2) ◦∆(X) = (ϕz1 ⊗ ϕz2) ◦∆
′(X)RV1V2(z1/z2)
in End (V1 ⊗ V2) and
(6.3) RV1V2(z) v1 ⊗ v2 = v1 ⊗ v2 .
Here ∆′ = P ◦∆ and P is a permutation of factors in Uq(ĝ) ⊗ Uq(ĝ) . RV1V2(z) preserves the weight
decomposition of V1⊗V2 considered as an Uq(g)-module; its restriction to any weight subspace of V1⊗V2
is a rational function in z .
Let V be a highest weight Uq(g)-module. For any µ ∈ C
N+1 introduce L(µ) ∈ End (V ) :
L(µ) =
N+1∏
i=1
kµii .
It is well defined for any highest weight Uq(g)-module.
Let p ∈ C , p 6= 0 , and z = (z1, . . . , zn) . Denote by Zi the p -shift operator:
Zi : Ψ(z1, . . . , zn) 7→ Ψ(z1, . . . , pzi, . . . , zn) .
(6.4) Definition. The operators
Ki(z; p) = Ri,i−1(pzi/zi−1) . . . Ri1(pzi/z1)Li(µ)R
−1
ni (zn/zi) . . . R
−1
i+1,i(zi+1/zi) ,
i = 1, . . . , n , are called the qKZ operators.
The qKZ operators preserve the weight decomposition of Uq(g)-module V1 ⊗ . . . ⊗ Vn and their
restrictions to any weight subspace are rational functions in z .
(6.5) Theorem. [ [FR] , Theorem (5.4) ]. The qKZ operators obey compatibility conditions
ZiKj(z; p) ·Ki(z; p) = ZjKi(z; p) ·Kj(z; p) .
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(6.6) Definition. The quantized Knizhnik-Zamolodchikov equation (qKZ) is the holonomic system of
difference equations for a V1 ⊗ . . .⊗ Vn-valued function Ψ(z; p)
ZiΨ(z; p) = Ki(z; p)Ψ(z; p)
for i = 1, . . . , n ,[FR].
Fix λ ∈ ZN>0 . Let (Λ1(1), . . . ,ΛN+1(1)), . . . , (Λ1(n), . . . ,ΛN+1(n)) be highest weights of Uq(g)-
modules V1, . . . , Vn , respectively. Let Vλ = (V1 ⊗ . . .⊗ Vn)λ be the weight subspace:
(6.7) Vλ =
{
v ∈ V1 ⊗ . . .⊗ Vn | ki v = q
λi−1−λi+
n∑
m=1
Λi(m)
v , i = 1, . . . , N + 1
}
where λ0 = λN+1 = 0 . Later on we will be interested in solutions to system (6.6) with values in Vλ .
Further on we assume that p ∈ (0, 1) and q = p−ν , ν ∈ C . Set
(u, p)∞ =
∞∏
j=0
(1− p ju) .
Set ℓ =
N∑
i=1
λi . Let t = (t11, . . . , t1λ1 , t21, . . . , t2λ2 , . . . , tN1, . . . , tNλN ) ∈ C
ℓ .
(6.8) Definition. The function
Φ(t, z; p) =
n∏
m=1
N+1∏
i=1
z−νµiΛi(m)m
N∏
i=1
λi∏
j=1
t
ν(µi−µi+1)
ij ×
×
n∏
m=1
N∏
i=1
λi∏
j=1
(q2Λi+1(m)tij/zm, p)∞
(q2Λi(m)tij/zm, p)∞
( tij
zm
)ν(Λi(m)−Λi+1(m))
×
×
N∏
i=1
λi∏
j=2
j−1∏
k=1
(q2tik/tij , p)∞
(q−2tik/tij , p)∞
( tij
tik
)2ν N−1∏
i=1
λi∏
j=1
λi+1∏
k=1
(ti+1,k/tij , p)∞
(q2ti+1,k/tij , p)∞
( ti+1,k
tij
)ν
is called the phase function of the weight subspace Vλ .
Introduce a lexicographical ordering on the set of pairs (i, j) : (i, j) < (k, l) if i < k or i = k and
j < l . Let a, b, . . . stay for (i, j), (k, l), . . . . Let Qa be the p -shift operator with respect to a variable
ta .
(6.9) Definition. Set
∇aΦ(t, z) = lim
p→1
((
Φ(t, z; p)
)−1
QaΦ(t, z; p)
)
,
∇2abΦ(t, z) =
(
∇bΦ(t, z)
)−1
ta
∂
∂ta
∇bΦ(t, z) ,
H(t, z) = det
[
∇2abΦ(t, z)
]
ℓ×ℓ
Let H0λ be the space, spanned by entries of operators Ki(z; p) restricted to Vλ , i = 1, . . . , n . Let
Hλ be the space spanned by products g1 . . . gs where each gi ∈ H
0
λ and s ∈ Z>0 . Consider the
following linear functions:
q2Λi(m)tij − pzm , q
2Λi+1(m)tij − zm ,(6.10)
tij − q
2tik , ti+1,l − tij ,
m = 1, . . . , n , i = 1, . . . , N , j = 1, . . . , λi , k = 1, , . . . , j − 1 , l = 1, . . . , λi+1 . Let F0 be the space
spanned by products g−11 . . . g
−1
s , s ∈ Z>0 , where each gi is a linear function from the list (6.10) and
gi 6= gj for i 6= j . Set F = C [t, z, p, p
−1]⊗F0 .
(6.11) Definition. Let Qλ be the space, spanned by discrete differentials Qa(Φw) − Φw , a = 1, . . . ,
ℓ , w ∈ F ⊗Hλ .
20
(6.12) Definition. Let w(t, z; p) ∈ F⊗Vλ . Say that Φ(t, z; p)w(t, z; p) gives an integral representation
for solutions to system (6.6) if Zi(Φw) −KiΦw ∈ Qλ ⊗ Vλ , i = 1, . . . , n .
(6.13) Theorem. [ [TV] , Theorem (1.5.2) ]. There exist an integral representation for solutions to qKZ
(6.6) assosiated with Uq(glN+1) .
The gl2 case was considered in[M], [R2], [V1]. Explicit formulae for an integral representation are given
in[TV] and in Appendix 1.
Remark. In[TV], we defined Φ(t, z; p) and w(t, z; p) and proved that the differences Zi(Φw) −KiΦw
are discrete differentials. We did not specify the singularities of these differences, but the proof in[TV]
clearly shows that these differences belong to Qλ ⊗ Vλ .
(6.14) Definition. A point (t, z) is called a critical point if ∇aΦ(t, z) = 1 for all a . A critical point
(t, z) is called nondegenerate if H(t, z) 6= 0 .
Set p = e−δ, δ > 0 , ν = υ/δ , υ ∈ C , then q = eυ .
Let M ⊂ C ℓ be an open region such that all Ki(z; 1) and K
−1
i (z; 1) are regular in M . The qKZ
operators Ki(z; p) have power series expansions
(6.15) Ki(z; p) =
∞∑
s=0
Kis(z)δ
s
where Kis(z) are also regular in M . Now we are in a position related to Section 1, and we are interested
in asymptotic solutions to system (6.6) as p → 1 . Variable z, p in Section 1 correspond to variables
log z, δ in this Section.
Remark. Actually, we have to consider restrictions of qKZ operators to Vλ , which are rational functions
in z, p . In this case we can take M to be the compliment to the singularities of Ki(z; 1) , K
−1
i (z; 1) .
The dilogarithm function Li2(u) is defined by
Li2(u) = −
u∫
0
log(1 − t)
dt
t
, u ∈ (0, 1) ,
and can be analytically continued to C \ [1,∞) . Further on, we always take the following branch of
logarithm
(6.16) Im log x ∈ (0, 2π) .
Set χ(x, y) = −Li2(xq
2y)− υy log x . Introduce τ(t, z) as follows:
τ(t, z) =
n∑
m=1
N+1∑
i=1
υµiΛi(m) log zm +
N∑
i=1
λi∑
j=1
υ(µi+1 − µi) log tij+(6.17)
+
n∑
m=1
N∑
i=1
λi∑
j=1
(
χ(tij/zm,Λi(m))− χ(tij/zm,Λi+1(m)
)
+
+
N−1∑
i=1
λi∑
j=1
λi+1∑
k=1
(
χ(ti+1,k/tij , 1)− χ(ti+1,k/tij)
)
+
+
N∑
i=1
λi∑
j=2
j−1∑
k=1
(
χ(tik/tij ,−1)− χ(tik/tij , 1)
)
.
(6.18) Lemma. ∇aΦ(t, z) = exp
(
ta
∂
∂ta
τ(t, z)
)
.
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(6.19) Corollary. ∇2abΦ(t, z) = ∇
2
baΦ(t, z) .
Let S ⊂ C ℓ+n be the cuts, defining the branch of τ(t, z) . Let F
◦
be a space of polynomials in t, z
and the following rational functions:
(q2Λi(m)tij − zm)
−1, (q2Λi+1(m)tij − zm)
−1,
(tij − q
2tik)
−1, (ti+1,l − tij)
−1, (q2ti+1,l − tij)
−1,
m = 1, . . . , n , i = 1, . . . , N , j, k = 1, . . . , λi , l = 1, . . . , λi+1 . Set
2Θ =
n∑
m=1
N∑
i=1
λi
(
Λi+1(m)− Λi(m)
)
+
N∑
i=1
λi(λi − 1)−
N−1∑
i=1
λiλi+1 .
(6.20) Lemma. Let (t, z) /∈ S . As p→ 1 , Φ(t, z; p) has an asymptotic expansion
Φ(t, z; p) ≃ exp
(
−τ(t, z)/δ
)
Ξ(t, z) qΘ
(
1 +
∞∑
s=1
φs(t, z)δ
s
)
where Ξ(t, z) =
( n∏
m=1
N∏
i=1
λi∏
j=1
qΛi+1(m)tij − q
−Λi+1(m)zm
qΛi(m)tij − q−Λi(m)zm
×
×
N∏
i=1
λi∏
j=2
j−1∏
k=1
q2tik − tij
tik − q2tij
N−1∏
i=1
λi∏
j=1
λi+1∏
k=1
ti+1,k − tij
qti+1,k − q−1tij
)1/2
and φs(t, z) ∈ F◦ .
The Lemma follows from the asymptotic expansion for (u, p)∞ .
(6.21) Lemma. As p→ 1 , (u, p)∞ has the following asymptotic expansion in C \ [1,∞) :
(u, p)∞ ≃ i(u− 1)
1/2 exp
(
−Li2(u)/δ
) (
1 +
∑
fs(u)δ
s
)
where fs(u) ∈ C [u, (u− 1)
−1] .
Let (t⋆, z⋆) /∈ S , z⋆ ∈M be a nondegenerate critical point. Consider a quadratic form
S(x) =
ℓ∑
a=1
ℓ∑
b=1
xaxb∇
2
abΦ(t
⋆, z⋆) , x ∈ C ℓ .
a real hyperplane W ⊂ C ℓ , dimRW = ℓ , such that the restriction of S(x) to W is positive and a
small disk
D = { t ∈ C ℓ | t = eut⋆ , u ∈W , |u| < ε }
where ε is a small positive number. Let t(z) be a holomorphic function, such that (t(z), z) is a
nondegenerate critical point and t(z⋆) = t⋆ . Later on we assume that p is close to 1 . Set
(6.22) Ia =
ta
2πi
∂
∂ta
τ(t⋆, z⋆) and I(t) =
ℓ∏
a=1
t2πiIa/δa .
It is clear, that ta
∂
∂ta
τ(t(z), z) = 2πiIa , and I(t) is a multiplicatively p -periodic function with respect
to all ta . Set
Dℓt =
dt1
t1
∧ . . . ∧
dtℓ
tℓ
.
Set
Ψ(z; p) = δ−ℓ/2 q−Θ
∫
D
I(t)Φ(t, z; p)w(t, z; p)Dℓt(6.23)
where w(t, z; p) ∈ F ⊗ Vλ , and set
τˆ (t, z) = τ(t, z)− 2πi
ℓ∑
a=1
Ia log ta .
(6.24) Lemma. As p→ 1 , Ψ(z; p) has an asymptotic expansion
Ψ(z; p) ≃ (2π)ℓ/2 exp
(
−τˆ(t(z), z)/δ
)
Ξ(t(z), z)H−
1
2 (t(z), z)
(
w(t(z), z; 1) +
∞∑
s=1
ψs(t(z), z)δ
s
)
where ψs(t, z) ∈ F◦ ⊗ Vλ .
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(6.25) Theorem. Let Φ(t, z; p)w(t, z; p) be an integral representation for solutions to qKZ (6.6). The
asymptotic expansion of Ψ(z; p) as p→ 1 gives an asymptotic solution to system (6.6) in the sense of
(1.4).
(6.26) Corollary.
Ki(z
⋆; 1)w(t⋆, z⋆; 1) = exp
(
zi
∂τ
∂zi
(t⋆, z⋆)
)
w(t⋆, z⋆; 1) , i = 1, . . . , n .
(6.27) Theorem. Let (t⋆, z⋆) be a diagonal nondegenerate critical point, and let Ψ(z; p) be defined by
(6.23). Then Ψ(z; p) exp
(
τˆ (t(z), z)/δ
)
= O(p∞) as p→ 1 .
For any highest weight Uq(g)-module V the restricted dual space V
∗ admits the natural structure
of a right Uq(g)-module. Introduce the dual qKZ operators K˜i(z; p) =
(
K∗i (z; p)
)−1
.
(6.28) Definition. The dual qKZ is the holonomic system of difference equations for a V ∗1 ⊗ . . . ⊗
V ∗n -valued function Ψ˜(z; p) :
ZiΨ˜(z; p) = K˜i(z; p)Ψ˜(z; p)
for i = 1, . . . , n .
Let V ∗λ = (V
∗
1 ⊗ . . .⊗ V
∗
n )λ be the dual weight subspace:
(6.29) V ∗λ =
{
v∗ ∈ V ∗1 ⊗ . . .⊗ V
∗
n | ki v
∗ = q
λi−1−λi+
n∑
m=1
Λi(m)
v∗ , i = 1, . . . , N + 1
}
where λ0 = λN+1 = 0 . Later on we will be interested in solutions to system (6.28) with values in V
∗
λ .
(6.30) Definition. The function Φ˜(t, z; p) = Ξ2(t, z)Φ−1(t, z; p) is called the phase function of the
weight subspace V ∗λ .
Let Q˜λ be the space, spanned by discrete differentials Qa(Φ˜w)− Φ˜w , a = 1, . . . , ℓ , w ∈ F .
(6.31) Definition. Let w˜(t, z; p) ∈ F⊗V ∗λ . Say that Φ˜(t, z; p)w˜(t, z; p) gives an integral representation
for solutions to system (6.28) if Zi(Φ˜w˜)− K˜i Φ˜w˜ ∈ Q˜λ ⊗ V
∗
λ , i = 1, . . . , n .
Integral representations for solutions to dual qKZ (6.28) can be obtained similar to the case of qKZ
(6.6). Explicit formulae are given in Appendix 1.
Let (t, z) /∈ Sϑ . As p→ 1 , Φ˜(t, z; p) has an asymptotic expansion
(6.32) Φ˜(t, z; p) ≃ exp
(
τ(t, z)/δ
)
Ξ(t, z) q−Θ
(
1 +
∞∑
s=1
φ˜s(t, z)δ
s
)
where φ˜s(t, z) ∈ F◦ . Let (t
⋆, z⋆) /∈ Sϑ , z
⋆ ∈ M be a nondegenerate critical point. Let D˜ ⊂ C ℓ be a
small disk
D˜ = { t ∈ C ℓ | t = eiut⋆ , u ∈ W , |u| < ε }
where ε is a small positive number. Set
(6.33) Ψ˜(z; p) = δ−ℓ/2 qΘ
∫
D˜
I(t)Φ˜(t, z; p)w˜(t, z; p)Dℓt
where w˜(t, z; p) ∈ F ⊗ V ∗λ . As p→ 1 , Ψ˜(z; p) has an asymptotic expansion
(6.34) Ψ˜(z; p) ≃ (−2π)ℓ/2 exp
(
τˆ(t(z), z)/δ
)
Ξ(t(z), z)H−
1
2 (t(z), z)
(
w˜(t(z), z; 1) +
∞∑
s=1
ψ˜s(t(z), z)δ
s
)
where ψ˜s(t, z) ∈ F◦ ⊗ V
∗
λ .
(6.35) Theorem. Let Φ˜(t, z; p)w˜(t, z; p) be an integral representation for solutions to dual qKZ (6.28).
Then the asymptotic expansion of Ψ˜(z; p) as p → 1 gives an asymptotic solution to system (6.28) in
the sense of (1.4).
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(6.36) Corollary.
K∗i (z
⋆; 1)w˜(t⋆, z⋆; 1) = exp
(
zi
∂τ
∂zi
(t⋆, z⋆)
)
w˜(t⋆, z⋆; 1) , i = 1, . . . , n .
Let us consider µ ∈ CN+1 as an additional set of variables. Let (t⋆, z⋆, µ⋆) be an offdiagonal nonde-
generate critical point (with respect to t ). Let t(z, µ) be a holomorphic function, such that (t(z, µ), z, µ)
is a nondegenerate critical point and t(z⋆, µ⋆) = t⋆ . Recall that w(t, z, µ; p) and w˜(t, z, µ; p) in the
integral representations do not depend on µ and p at all. Furthermore, H(t, z, µ) and Ξ(t, z, µ) do
not depend on µ as well.
(6.37) Theorem.
∂
∂zi
(
Ξ2(t(z, µ), z)H−1(t(z, µ), z) 〈w˜(t(z, µ), z), w(t(z, µ), z)〉
)
= 0 , i = 1, . . . , n ,
∂
∂µj
(
Ξ2(t(z, µ), z)H−1(t(z, µ), z) 〈w˜(t(z, µ), z), w(t(z, µ), z)〉
)
= 0 , j = 1, . . . , N + 1 .
(6.38) Corollary. For any offdiagonal nondegenerate critical point (t, z)
〈w˜(t, z), w(t, z)〉 = const Ξ−2(t, z)H(t, z)
where const does not depend on µ and does not change under continuous deformations a critical point
(t, z) .
(6.39) Conjecture. For any offdiagonal critical point (t, z) we have
〈w˜(t, z), w(t, z)〉 = (−1)ℓ (q − q−1)−ℓ Ξ−2(t, z)H(t, z) .
(6.40) Conjecture. Let (t, z) and (t˜, z) be offdiagonal critical points, such that
{tij | j = 1, . . . , λi} 6= {t˜ij | j = 1, . . . , λi}
for some i . Then
〈w˜(t˜, z), w(t, z)〉 = 0 .
These Conjectures for the Uq(gl2) case can be proved using Corollary (6.38). A combinatorial proof
of Conjecture (6.39) for the Uq(gl2) case was given in[Ko].
Proof of Conjectures (6.39) and (6.40), the Uq(gl2) case. It is completely similar to the proof of Con-
jectures (3.16) and (3.17) for the gl2 case, given in Section 4. We mention here only key points of the
proof.
We assume that N = 1 . Without loss of generality we assume that Λ1(m) = 0 , m = 1, . . . , n , and
µ2 = 0 . Set ym = q
−2Λ2(m)zm , m = 1, . . . , n , and κ = q
µ1+
n∑
m=1
Λ2(m)
. We assume that all ym, zm are
generic.
The original system of equations for critical points is
(6.41) κ−1
n∏
m=1
ta − zm
ta − ym
ℓ∏
b=1
b6=a
ta − q
2tb
q2ta − tb
= 1 , a = 1, . . . , ℓ .
We replace it by the system of algebraic equations
(6.42)
n∏
m=1
(ta − zm)
ℓ∏
b=1
b6=a
(ta − q
2tb) = κ
n∏
m=1
(ta − ym)
ℓ∏
b=1
b6=a
(q2ta − tb) ,
a = 1, . . . , ℓ . Both systems (6.41) and (6.42) are preserved by the natural action of the symmetric
group Sℓ on variables t1, . . . , tℓ . Denote by D ⊂ C
ℓ the complementary of the union of the coordinate
hyperplanes ta = 0 , a = 1, . . . , ℓ . System (6.42) will be considered only in D .
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(6.43) Lemma. Systems (6.41) and (6.42) are equivalent for κ 6= 0 .
(6.44) Lemma. All solutions to system (6.42) remain finite for any κ 6= q2(s−ℓ) e2πir/s, s = 1, . . . , ℓ ,
r = 0, . . . , s .
(6.45) Lemma. All solutions to system (6.42) remain in D for any κ 6= q2(ℓ−s) e2πir/s
n∏
m=1
zm/ym ,
s = 1, . . . , ℓ , r = 0, . . . , s .
(6.46) Lemma. The multiplicity of any offdiagonal solution to system (6.42) at κ = 0 is equal to 1 .
(6.47) Lemma. Let t(κ) be a solution to system (6.42), which is a deformation of a diagonal solution
t(0) to this system at κ = 0 . Then t(κ) is a diagonal critical point.
(6.48) Lemma. For generic κ there are
(
n+ ℓ− 1
n− 1
)
offdiagonal critical points modulo the action of
the symmetric group Sℓ . All of them are nondegenerate.
(6.49) Lemma. Offdiagonal solutions to system (6.42) remain finite for any κ 6= q2(s−ℓ) , s = 1, . . . ,
ℓ . Offdiagonal solutions to system (6.42) remain in D for any κ 6= q2(ℓ−s)
n∏
m=1
zm/ym , s = 1, . . . , ℓ .
The last formulae to be mentioned, are related to the canonical monomial bases in V1⊗ . . .⊗Vn and
V ∗1 ⊗ . . .⊗ V
∗
n ,:
(6.50) F ν = fν1v1 ⊗ . . .⊗ f
νnvn , E
ν = eν1v∗1 ⊗ . . .⊗ e
νnv∗n .
where e = e1 , f = f1 (cf. (4.16)). They are dual to each other, up to a normalization:
〈Eν , F ν
′
〉 = δνν′
n∏
m=1
νm∏
j=1
[j]q [Λ1(m)− Λ2(m)− j + 1]q .(6.51)

Let C(z, µ) be a set of all different offdiagonal critical points modulo the action of the symmetric
group Sℓ . Vectors w(t, z) and w˜(t, z) are preserved by the action of Sℓ modulo multiplication by a
scalar factor.
(6.52) Theorem. Let z, µ, Λ(1), . . . ,Λ(n) be generic. Then {w(t, z)}t∈C(z,µ) and {w˜(t, z)}t∈C(z,µ)
are bases in Vℓ and V
∗
ℓ , respectively. They are dual to each other, up to a normalization.
All proofs are the same as in Sections 2-4.
Appendix A
Here we recall the definition and main properties of vectors w(t, z) which appear in integral repre-
sentations for solutions to qKZ (cf.[TV] for details and references). The notation used here can differ
from the notation used in[TV]. We describe integral representations for solutions to the dual qKZ as
well. We also give explicit formulae for the action of some generators of glN+1 to vectors w(t, z) .
Let g = glN+1 , Y = Y (glN+1) . Let V1, . . . , Vn be g-modules with highest weights Λ(1), . . . ,Λ(n)
and generating vectors v1, . . . , vn , respectively. Set V = V1 ⊗ . . .⊗ Vn . Let z ∈ C
n . We make V into
Y-module by the homomorphism ϕ
(n)
z : Y → U(g)⊗n :
ϕ(n)z : X 7→ (ϕz1 ⊗ . . .⊗ ϕzn) ◦∆
(n−1)(X) .
Here ∆(m) is the m -iterated coproduct (∆(0) = id , ∆(1) = ∆) and ϕz : Y → U(g) is the homomor-
phism described in Section 2. There is a homomorphism of Hopf algebras ϕˆ : U(g)→ Y :
ϕˆ : Eij 7→ T
1
ji ,
such that ϕz ◦ ϕˆ = id . In this sence, the g-module and Y-module structures on V are consistent.
Let eij ∈ End (C
N+1) be the image of Eij under the natural representation of glN+1 . Define
R(u, v) ∈ End (CN+1 ⊗ CN+1) and TV (u, z) ∈ End (V ⊗ C
N+1) , u, v ∈ C , as follows:
R(u, v) = 1 + (u− v)−1
∑
ij
eij ⊗ eji ,(A.1)
TV (u, z) = u
n +
∞∑
s=1
∑
ij
ϕ(n)z (T
s
ij)⊗ eij u
n−s .(A.2)
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As s > n , ϕ
(n)
z (T sij) = 0 , so TV (u, z) is a polynomial in u, z .
Fix ℓ ∈ Z>0 . Denote by ιa : End (C
N+1)→ End ((CN+1)⊗ℓ) the following embedding:
ιa : x 7→ 1⊗ . . .⊗ x⊗ . . .⊗ 1
where x stands in the a -th place. Set Rab(u) = 1⊗
(
ιa ⊗ ιb(R(u))
)
and T aV (u, z) = id⊗ ιa(TV (u, z)) .
Let t ∈ C ℓ . Define TV (t, z) ∈ End (V ⊗ (C
N+1)⊗ℓ) as follows:
(A.3) TV (t, z) = T
1
V (t1, z) . . . T
ℓ
V (tℓ, z)
ℓ∏
a=2
a−1∏
b=1
Rab(ta, tb)
where the last product is taken in the lexicographical order: a factor Rab(ta, tb) stands on the right side
of a factor Rcd(tc, td) if a < c or a = c and b < d .
Fix λ ∈ ZN>0 such that ℓ =
N∑
i=1
λi . Introduce a lexicographical order on the set of pairs {(i, j) | i = 1,
. . . , N , j = 1, . . . , λi} : (i, j) < (k, l) if i < k or i = k and j < l . Let (i, j), (k, l), . . . stay for
a, b, . . . . Set
Fλ = 1⊗ e21 ⊗ . . .⊗ e21︸ ︷︷ ︸
λ1
⊗ . . .⊗ eN+1,N ⊗ . . .⊗ eN+1,N︸ ︷︷ ︸
λN
∈ End (V ⊗ (CN+1)⊗ℓ) .
Let tr : End ((CN+1)⊗ℓ)→ C be the trace map and let Tr = id⊗ tr . Set
A(u, v) =
u− v + 1
u− v
, B(u, v) =
u− v + 1
u− v − 1
, Cim(u, v) =
u− v + Λi(m)
u− v + Λi+1(m)
.
Define
(A.4) ξλ,V (t, z) = Tr
(
FλTV (t, z)
)
v1 ⊗ . . .⊗ vn ×
N∏
i=1
λi∏
j=1
( n∏
m=1
(
tij − zm + Λi+1(m)
) j−1∏
k=1
A(tij , tik)
)−1
.
For any i = 1, . . . , n , ξλ,V (t, z) is a symmetric function of tij , j = 1, . . . , λi . Set
(A.5) w(t, z) = ξλ,V (t, z)×
N∏
i=1
λi∏
j=2
j−1∏
k=1
A−1(tik, tij) .
It is used in integral representations for solutions to qKZ . Relation (2.29) follows from (A.5).
(A.6) Lemma. w(t, z) ∈ F ⊗ Vλ .
This Lemma is proved at the end of the section.
Let Φ(t, z; p) be the phase function (2.7). To prove that Φ(t, z; p)w(t, z) is an integral representation
for solutions to qKZ the following expression for w(t, z) is essential:
w(t, z) =
∑ ( n∏
l=2
l−1∏
m=1
N∏
i=1
∏
j∈Ωi(l)
Cim(tiσi(j), zm)
N∏
i=1
∏
16j<k6λi
σi(j)>σi(k)
B(tiσi(j), tiσi(k)) ×(A.7)
×
n∏
l=2
l−1∏
m=1
N∏
i=2
∏
j∈Ωi(l)
∏
j∈Ωi(l)
k∈Ωi−1(m)
A(tiσi(j), ti−1,σi−1(k))
n∏
l=1
N∏
i=1
1
λi(l)!
ξλ(1),V1 (t(1), z1)⊗ . . .⊗ ξλ(n),Vn(t(n), zn)
)
.
Here the sum is taken over all λ(1), . . . , λ(n) ∈ ZN>0 such that λ =
n∑
m=1
λ(m) , and over all σ = (σ1,
. . . , σN ) ∈ Sλ1× . . .× SλN . The notation used in (A.7) is as follows. Set ℓi(m) =
m∑
l=1
λi(l) . Then
Ωi(m) = σi({ℓi(m− 1) + 1, . . . , ℓi(m)}) and t(m) = { tij | i = 1, . . . , N , j ∈ Ωi(m) } .
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We order the set t(m) lexicographically if it is used as an argument in ξλ(m),Vm(t(m), zm) .
Formula (A.7) follows from the expression for ξλ,V (t, z) :
ξλ,V (t, z) =
∑ ( n∏
l=2
l−1∏
m=1
N∏
i=1
∏
j∈Γi(l)
Cim(tij , zm)
n∏
l=2
l−1∏
m=1
N∏
i=1
∏
j∈Γi(l)
k∈Γi(m)
A(tik, tij)×(A.8)
×
n∏
l=2
l−1∏
m=1
N∏
i=2
∏
j∈Γi(l)
k∈Γi−1(m)
A(tij , ti−1,k) ξλ(1),V1(t(1), z1)⊗ . . .⊗ ξλ(n),Vn(t(n), zn)
)
.
Here the sum is taken over all partitions of the set { (i, j) | i = 1, . . . , N , j = 1, . . . , λi } into disjoint
subsets Γ(1), . . . ,Γ(n) and we use the notation
Γi(m) = Γ(m) ∩ { (i, j) | j = 1, . . . , λi } , λi(m) = #Γi(m) , t(m) = { tij | (i, j) ∈ Γ(m) } .
Formulae (A.5) and (A.8) imply (4.19).
Let tij ∈ C ℓ−1 be obtained from t ∈ C ℓ by removing the coordinate tij . Let λ
i = (λ1, . . . , λi − 1,
. . . , λN ) . The following formula holds for the action of glN+1 generators Ei,i+1 on ξλ,V (t, z) :
Ei,i+1 ξλ,V (t, z) =
λi∑
j=1
( [ n∏
m=1
Cim(tij , zm)
λi∏
k=1
k 6=j
A(tik, tij)
λi−1∏
k=1
A(tij , ti−1,k)−(A.9)
−
λi∏
k=1
k 6=j
A(tij , tik)
λi+1∏
k=1
A(ti+1,k, tij)
]
ξλi,V (t
ij , z)
)
.
This equality and (A.5) imply formula (5.2).
Let V ∗1 , . . . , V
∗
n be the restricted dual spaces to V1, . . . , Vn , respectively. Each V
∗
i is considered as
a right g-module. Let v∗i ∈ V
∗
i be the vector defined at the beginning of Section 3. Define TV ∗(u, z) ∈
End (V ∗ ⊗ CN+1) and TV ∗(t, z) ∈ End (V
∗ ⊗ (CN+1)⊗ℓ) by formulae (A.2) and (A.3), respectively,
where V is replaced by V ∗ . Set
Eλ = 1⊗ e12 ⊗ . . .⊗ e12︸ ︷︷ ︸
λ1
⊗ . . .⊗ eN,N+1 ⊗ . . .⊗ eN,N+1︸ ︷︷ ︸
λN
∈ End (V ∗ ⊗ (CN+1)⊗ℓ) .
Define
ξ˜λ,V (t, z) = Tr
(
EλTV ∗(t, z)
)
v∗1 ⊗ . . .⊗ v
∗
n ×
N∏
i=1
λi∏
j=1
( n∏
m=1
(
tij − zm + Λi+1(m)
) j−1∏
k=1
A(tij , tik)
)−1
.
For any i = 1, . . . , n , ξλ,V (t, z) is a symmetric function of tij , j = 1, . . . , λi . Set
(A.10) w˜(t, z) = ξ˜λ,V (t, z)×
N∏
i=1
λi∏
j=2
j−1∏
k=1
A−1(tik, tij) .
We have w˜(t, z) ∈ F ⊗ V ∗λ . The proof is completely similar to the proof of Lemma (A.6). The
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counterparts of formulae (A.7) and (A.8) are
w˜(t, z) =
∑ ( n∏
m=2
m−1∏
l=1
N∏
i=1
∏
j∈Ωi(l)
Cim(tiσi(j), zm)
N∏
i=1
∏
16j>k6λi
σi(j)>σi(k)
B(tiσi(j), tiσi(k)) ×(A.11)
×
n∏
m=2
m−1∏
l=1
N∏
i=2
∏
j∈Ωi(l)
∏
j∈Ωi(l)
k∈Ωi−1(m)
A(tiσi(j), ti−1,σi−1(k))
n∏
l=1
N∏
i=1
1
λi(l)!
ξ˜λ(1),V1 (t(1), z1)⊗ . . .⊗ ξ˜λ(n),Vn(t(n), zn)
)
,
ξ˜λ,V (t, z) =
∑ ( n∏
m=2
m−1∏
l=1
N∏
i=1
∏
j∈Γi(l)
Cim(tij , zm)
n∏
m=2
m−1∏
l=1
N∏
i=1
∏
j∈Γi(l)
k∈Γi(m)
A(tik, tij)×(A.12)
×
n∏
m=2
m−1∏
l=1
N∏
i=2
∏
j∈Γi(l)
k∈Γi−1(m)
A(tij , ti−1,k) ξ˜λ(1),V1(t(1), z1)⊗ . . .⊗ ξ˜λ(n),Vn(t(n), zn)
)
.
The notation is the same as in (A.7) and (A.8), respectively. Formulae (A.10) and (A.12) imply (4.20).
Let Φ˜(t, z; p) be the phase function (3.6). Formula (A.11) implies that Φ˜(t, z; p)w˜(t, z) is an integral
representation for solutions to the dual qKZ . The proof is completely similar to the qKZ case.
The Uq(glN+1) case is completely similar to the glN+1 case. Let V1, . . . , Vn be Uq(g)-modules with
highest weights Λ(1), . . . ,Λ(n) and generating vectors v1, . . . , vn , respectively. Set V = V1⊗ . . .⊗Vn .
Let z ∈ Cn . We make V into Uq(ĝ)-module by the homomorphism ϕ
(n)
z : Uq(ĝ)→ Uq(g)
⊗n :
ϕ(n)z : X 7→ (ϕz1 ⊗ . . .⊗ ϕzn) ◦∆
(n−1)(X) .
Here ∆(m) is the m -iterated coproduct (∆(0) = id , ∆(1) = ∆) and ϕz : Uq(ĝ) → Uq(g) is the
homomorphism described in Section 6. Define R(u, v) ∈ End (CN+1 ⊗ CN+1) as follows:
(A.13) R(u, v) =
uq − vq−1
u− v
N+1∑
i=1
eii ⊗ eii +
∑
i6=j
eij ⊗ eij +
q − q−1
u− v
∑
i<j
(ueij ⊗ eji + veji ⊗ eij) .
Consider current type generators of Uq(ĝ) : L
(+0)
ij , L
(−0)
ji , i = 1, . . . , N + 1 , j = 1, . . . , i , and L
(s)
ij ,
i, j = 1, . . . , N + 1 , s ∈ Z6=0 , which are related to {ki, ei, fi} as follows:
L
(+0)
ii = k
−1
i , L
(−0)
ii = ki , i = 1, . . . , N + 1 ,
L
(+0)
i+1,i = −eik
−1
i (q − q
−1) , L
(−0)
i,i+1 = kifi (q − q
−1) , i = 1, . . . , N ,
L
(1)
1,N+1 = −e0k
−1
0 (q − q
−1) , L
(−1)
N+1,1 = k0f0 (q − q
−1) ,
(cf.[FRT], [RS], [DF]). Introduce TV (u, z) ∈ End (V ⊗ C
N+1) :
TV (u, z) = u
n ∑
i<j
ϕ(n)z (L
(−0)
ij )⊗ eij +
∞∑
s=1
∑
ij
ϕ(n)z (L
(−s)
ij )⊗ eij u
n−s .(A.14)
We also have
TV (u, z) = (−1)
n ∏
m
zm
( ∑
i>j
ϕ(n)z (L
(+0)
ij )⊗ eij +
∞∑
s=1
∑
ij
ϕ(n)z (L
(s)
ij )⊗ eij u
s
)
.(A.15)
As s > n , ϕ
(n)
z (L
(±s)
ij ) = 0 , so TV (u, z) is a polynomial in u, z .
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All the following is almost the same as in the glN+1 case. We will mention only formulae, which
differ from the glN+1 case.
A(u, v) =
uq − vq−1
u− v
, B(u, v) =
uq2 − v
u− vq2
, Cim(u, v) =
qΛi(m)u− q−Λi(m)v
qΛi+1(m)u− q−Λi+1(m)v
.
ξλ,V (t, z) = Tr
(
FλTV (t, z)
)
v1 ⊗ . . .⊗ vn×
×
N∏
i=1
λi∏
j=1
(
tij (q − q
−1)
n∏
m=1
(
qΛi+1(m)tij − q
−Λi+1(m)zm
) j−1∏
k=1
A(tij , tik)
)−1
.
ξ˜λ,V (t, z) = Tr
(
EλTV ∗(t, z)
)
v∗1 ⊗ . . .⊗ v
∗
n×
×
N∏
i=1
λi∏
j=1
(
t−1ij (q − q
−1)
n∏
m=1
(
qΛi+1(m)tij − q
−Λi+1(m)zm
) j−1∏
k=1
A(tij , tik)
)−1
.
In addition, λi(l)! in formulae (A.7), (A.11) should be replaced by [λi(l)]q! =
λi(l)∏
j=1
[j ]q .
Let zi = q
ζi , i = 1, . . . , n . Define di =
N+1∏
j=1
k jζij ∈ End (Vi) . Set d = d1 ⊗ . . .⊗ dn ∈ End (V ) . Let
e′i = dei d
−1. Then
e′i ξλ,V (t, z) =
λi∑
j=1
( [
qΛi−Λi+1+λi−1−2λi+λi+1+2
n∏
m=1
Cim(tij , zm)
λi∏
k=1
k 6=j
A(tik, tij)
λi−1∏
k=1
A(tij , ti−1,k)−
−
λi∏
k=1
k 6=j
A(tij , tik)
λi+1∏
k=1
A(ti+1,k, tij)
] (
tij (q
2 − 1)
)−1
ξλi,V (t
ij , z)
)
.
It is a counterpart of formula (A.9).
Proof of Lemma (A.6). It follows from (A.3) and (A.4) that ξλ,V (t, z) can have singularities only on
hyperplanes
tij − zm + Λi+1(m) = 0 , j = 1, . . . , λi , m = 1, . . . , n ,(A.16)
tij − tik + 1 = 0 , j = 1, . . . , λi , k = 1, . . . , j − 1 ,(A.17)
tij − tkl = 0 , j = 1, . . . , λi , k = 1, . . . , i− 1 , l = 1, . . . , λk ,(A.18)
i = 1, . . . , N . To prove the Lemma we have to show that ξλ,V (t, z) is regular on the hyperplanes (A.17)
and on the hyperplanes (A.18) for i− k > 1 . For the first case it was proved in[TV]. Below we consider
the second case.
Let a, b, . . . stay for (i, j), (k, l), . . . . We will use the Yang-Baxter equation for R(u, v) :
(A.19) Rab(ta, tb)R
ac(ta, tc)R
bc(tb, tc) = R
bc(tb, tc)R
ac(ta, tc)R
ab(ta, tb) ,
the unitarity relation
(A.20) Rab(ta, tb)R
ba(tb, ta) = A(ta, tb)A(tb, ta) ,
and the commutation relations in Y which imply that
(A.21) Rab(ta, tb)T
a
V (ta, z)T
b
V (tb, z) = T
b
V (tb, z)T
a
V (ta, z)R
ab(ta, tb) .
Fix a couple a, b , a > b . Using (A.19) and (A.21), we write (A.3) as follows:
TV =
∏
c>d
c>a
Rcd T ℓV . . . T
a+1
V T
1
V . . . T
a
V
∏ ′′
a>c>d
d<b
Rcd
∏
a>c>d>b
Rcd
∏ ′
a>c>b
Rac Rab
∏
a>c>b
Rcb .
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All unprimed products are taken in the lexicographical order (cf. (A.3)). The prime means that this
product is taken in the reverse lexicographical order. The double prime means that in this product a
factor Rcd stand on the right side of a factor Ref if c > e or c = e and d < f . For the residue
res
ta=tb
TV (t, z) some factors cancel each other due to (A.20) and we get
res
ta=tb
TV =
∏
c>d
c>a
Rcd T ℓV . . . T
a+1
V T
1
V . . . T
a
V
∏ ′′
a>c>d
d<b
Rcd
∏
a>c>d>b
Rcd P ab ×
∏
a>c>b
(
A(ta, tc)A(tc, ta)
)
where P =
∑
ij
eij ⊗ eji .
Assume now that a = (i, j) , b = (k, l) , i − k > 1 . The special matrix structure of R(u, v) gives
that res
ta=tb
Tr
(
FλTV (t, z)
)
is a sum of monomials, each of them having the very right factor of the form
ϕ
(n)
z (T si′k′) , i
′ > i > k + 1 > k′ . Every such a factor annihilates the vector v1 ⊗ . . . ⊗ vn . Hence,
res
ta=tb
ξλ,V (t, z) = 0 . 
Appendix B
Let V = C [x] , ∂ =
∂
∂x
. Set Xf(x) = f(xq) for any f(x) ∈ C [x] . Let Λ ∈ C2 . Define an action of
the gl2 generators {Eij} and the Uq(gl2) generators k1, k2, e1, f1 in V as follows:
E11 = Λ1 − x∂ , E22 = Λ2 + x∂ ,
E21 = x , E12 = (Λ1 − Λ2 − x∂) ∂ ,
k1 = q
Λ1 X−1 , k2 = q
Λ2 X ,
f1 = x , e1 =
(qΛ1−Λ2 X−1 − qΛ2−Λ1 X)x−1 (X −X−1)
(q − q−1)2
.
For generic Λ , V is a highest weight gl2 module and a highest weight Uq(gl2) module with generating
vector v = 1 . Formulae (4.17) and (6.51) can be checked now by direct calculations.
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