Functions that map boolean vectors into the integers are important for the design and verification of arithmetic circuits. MTBDDs and BMDs have been proposed for representing this class of functions. We discuss the relationship between these methods and describe a generalization called hybrid decision diagrams which is often much more concise. We show how to implement arithemetic operations efficiently for hybrid decision diagrams. In practice, this is one of the main limitations of BMDs since performing arithmetic operations on functions expressed in this notation can be very expensive. In order to extend symbolic model checking algorithms to handle arithmetic properties, it is essential to be able to compute the BDD for the set of variable assignments that satisfy an arithmetic relation. In our paper, we give an efficient algorithm for this purpose. Moreover, we prove that for the class of linear expressions, the time complexity of our algorithm is linear in the number of variables.
Introduction
Functions that map boolean vectors into the integers are important for the design and verification of arithmetic circuits. In this paper, we investigate how to represent and manip ulate such functions efficiently. In a previous paper [6], we have proposed two ways (MTBDDs and BDD arrays) for representing this class of functions using Binary Decision Diagrams. Recently, Bryant and Chen [4] have proposed Binary Moment Diagrams (BMDs) for representing this class of functions. In this paper, we show that the BMD of a function is the MTBDD that results from applying the inverse Reed-Muller transformation [9] to the function. Furthermore, it can be computed using the techniques that we have developed. The transformation matrix in this case is the Kronecker product [2] of a number of identical 2 x 2 matrices. We show that the Kronecker products of other 2 x 2 matrices behave in a similar way. In fact, the transformations obtained from Kronecker products of other matrices will in many cases more concise than the BMD. We have further generalized this idea so that the transformation matrix can be the Kronecker product of different matrices. In this way, we obtain a representation, called the Hybrid Decision Diagram (HDD) , that is more concise than either the MTBDD or the BMD.
A similar strategy has been used by Becker [7] . However, his technique only works for the boolean domain and is not suitable for functions mapping boolean vectors into integers. When using his technique, all of the transformation matrices, the original function and the resulting function must have boolean values. Our technique, on the other hand, works over the integers. By allowing integer values, we can handle a wider range of functions. Moreover, we can obtain larger reduction factors since we have more choices for the transformation matrices. When our technique is applied to boolean functions, it can often achieve comparable and sometimes better results than dynamic variable reordering. Thus, in some cases, it can serve as an alternative to dynamic variable reordering. We conjecture that a combination of both techniques together may result in reductions that neither technique can achieve alone.
One of the main limitations of Bryant and Chen's work is that performing arithmetic operations on functions represented by BMDs is very expensive. We show how these operations can be implemented not only for BMDs, but for hybrid decision diagrams as well. Although the worst case complexity of some of these operations is exponential, our algorithms work quite well in practice. In addition, we show how logical operations can be performed on hybrid decision diagrams that are used to represent boolean functions.
Most of the properties that we want to verify about arithmetic circuits can be expressed as arithmetic relations. In order to extend symbolic model checking algorithms [5] to handle arithmetic properties, it is essential to be able to compute the BDD for the set of variable assignments that satisfy a relation. Bryant and Chen do not provide an algorithm for this. In this paper, we give an efficient algorithm for this purpose. Moreover, we prove that for the class of linear expressions, the time complexity of our algorithm is linear in the number of variables. Our techniques for handling arithmetic operations and relations are used intensively in the verification of a SRT division algorithm similar to the one that is used in the Pentium.
Multi-terminal binary decision diagrams
Ordered binary decision diagrams (BDDs) are a canonical representation for boolean formulas proposed by Bryant [3]. They are often substantially more compact than traditional normal forms such as conjunctive normal form and disjunctive normal form. They can also be manipulated very efficiently. Hence, BDDs have become widely used for a variety of CAD applications, including symbolic simulation, verification of combinational logic and, more recently, verification of sequential circuits.
A BDD is similar to a binary decision tree, except that its structure is a directed acyclic graph rather than a tree, and there is a strict total order placed on the occurrence of variables as one traverses the graph from root to leaf. Algorithms of linear complexity exist for computing BDD representations of if and f V g from the BDDs for the formulas f andg. 
) , where 5 is the bit vector for 4 and y is the bit vector for j . Therefore, matrices with integer values can be represented as integer valued functions using the representation shown above. We can also perform various matrix operations using the MTBDD representation. In particular, matrix multiplication can be computed in the following way:
Suppose that two matrices A and B have dimensions Zk x 2' and 2' x 2 m , respectively. Let G = A x B be the product of A and B, then C will have dimension 2k x 2m. If we treat A and B as integer-valued functions, we can compute the product matrix C as 0 where C , means "sum over all possible assignments to g''.
In practice, E, M ( z , g) can be computed as:
In this way, each variable in p is eliminated by performing an addition. Although this operation works well in many cases, the worst case complexity can be exponential in the number of variables.
Such integer functions can also be represented as arrays of BDDs. These BDDs have boolean values and each of them corresponds to one bit of the binary representation of the function value. In general, it is quite expensive to perform operations using this representation.
Hybrid decision diagrams
Recently, Bryant and Chen[4] Theorem 1 The MTBDD of is isomorphic to the BMD o f f .
Proof:
The theorem is easy to prove by induction on the number of variables.
Base Case: If the number of variables is O,_the function is a constant and f = f. Both the MTBDD of f and the BMD for f are terminal nodes and therefore isomorphic. Induction Step: Let f : B" --.i N . The roots of both the BMD for f and the MTBDD for T a r e en. The left child of the root of the BMD for f is the BMD for fo, while the right child is the BMD for fi -fo. When f is represented as a column vector, the upper half is fo and the bottom half is
The result of the transformation is therefore:
If this vector is represented by MTBDD, the left child is the MTBDD for the inverse Reed-Muller transform of fo and the right child is the MTBDD for the inverse Reed-Muller transform of f1 -fo. By induction hypothesis, both children are isomorphic to the children of the root of the BMD for f . Therefore the BMD of f is isomorphic to the MTBDD for xu The Kronecker product of two matrices is defined as follows:
The inverse Reed-Muller matrix can be represented as the Kronecker product of n identical 2 x 2 matrices:
The inverse Reed-Muller transformation is not unique in this respect. Other transformations that are defined as Kronecker products of 2 x 2 matrices may also provide concise representations for functions mapping boolean vectors into integers. In particular, Reed-Muller matrix R, and Walsh matrix Wn can be represented as Kronecker products of similar form. In fact, the Kronecker product of any non-singular 2 x 2 matrices can be used as a transformation matrix and will produce a canonical representation for the function.
The possibility of using BMDs to represent boolean func- Thus, in some cases, it can serve as an alternative to dynamic variable reordering. We conjecture that the combination of both techniques together may result in reductions that neither technique can achieve alone.
Arithmetic operations
In order to make the techniques described in the previous sections more useful, it is desirable to be able to perform various arithmetric operations on hybrid decision diagrams. In this paper, we only consider the cases of addition and multiplication of two integers.
Suppose that f is transformed into f' by the matrix TI and g is transformed into g' by the matrix T2 using the techniques discussed in the previous sections. Scalar multiplication is simple to perform.
When TI = T2, finding the sum of two function is also simple.
( f + g ) ' = T i x ( f + g ) = T i x f + T i x g = f ' + g '
If TI # T2, the transformation applied to the sum must be determined first. Suppose we use T2 as the transformation matrix for the result, Next, we consider how to perform multiplication. We choose T2 as the transformation matrix for (f 9). Since both (f . g); and (f .g): can be computed in term of ( f i . a)', (fi . gr)', (fr . gi)', and (fr . gr)', we can compute the transformation of the product in a recursive manner. If we store these intermidiate results, the total number of recursive calls to compute (f . g)' will be at most If'llg'I.
Because of the additions that are needed in the computation, the worst case complexity can still be exponential. However, in practice, this algorithm works quite well. Now that we are able to add and multiply functions, we can perform all of the standard logical operations. For ex- 
Equations and inequalities
Frequently, it is useful to be able to compute the set of assignments that make f1 N fz, where N can be one of =, f, <, 5 , >, or 2. For example, the following inequality is extremely important for the correctness of the radix-4 SRT floating point division algorithm.
-2 . divisor 5 3 . remainder 5 2 . divisor Both divisor and remainder in the inequality can be regarded as arrays of boolean variables. In order to verify the correctness of the algorithm, it is necessary to determine the set of assignments to these variables that make the inequality true.
Finding the set of assignments that satisfy an inequality can be reduced to the problem of finding the set of assignments that make a function f positive. Equations can be handled in a similar manner. A straightforward way of solving the problem is to convert f to an MTBDD and then pick the terminal nodes with the correct sign. However, this does not work very well in general, because some functions have MTBDDs with exponential size but hybrid BDDs of polynomial size. For example, let f l = E: , ~" 2~ and f2 = E,"=, y,2'. Both of these functions and their difference have linear size BMDs. The BDD for the set of assignments satisfying fi -f2 > 0 also has linear size. But the MTBDD size for f1 -fz is exponential.
We have developed an algorithm that can substantially reduce the cost for computing arithmetic relations between certain functions. In the process, we only need to know the sign of the function values. Thus, if we find out that all of the values in a sub-HDD have the same sign, we can conclude that all assignments in the sub-HDD will have the same value for the relation. Consequently, we don't need to continue to expand this sub-HDD.
To obtain a good algorithm for this problem, it is necessary to determine efficiently if a sub-HDD has uniform sign. bound-values(1eft ( f ) , u p p e r l , lowerl) ;
bound-values(right (f 1 , upper2, lower2) ; l e t {Call, a i 2 1 , Ca21, a2233 be t h e inverse matrix a t node f ; upper11 = a l i * ( i f a11>0 t h e n upperl e l s e l o w e r l ) ; upper12 = al2*(if a12>0 t h e n upper2 e l s e lowera); upper21 = a2l*(if a21>0 then upper1 e l s e lowerl); upper22 = a22*(if a22>0 then upper:! e l s e lower2); lower11 = a l l * ( i f a11>0 then lowerl e l s e u p p e r l ) ; lower12 = al2*(if a12>0 t h e n lower2 e l s e upper2); lower21 = a2l*(if a21>0 then lowerl e l s e u p p e r l ) ; lower22 = a22*(if a22>0 t h e n lower2 e l s e upper2); upper = max(upperll+upperl2,upper2l+upper22); lower = min(~ower~~+~ower~2,~ower21+lower22); end The improved algorithm for computing the BDD for the set of assignments that make the function f positive is given below. A similar algorithm is used to find the set of assignments that make a function zero. In the case of linear inequalities, all the new BMDs that are generated have the form of c+g, where cis a constant and g is an existing BMD. If we remember the constant without actually adding it to the BMDs, we are able to avoid generating new BMD nodes. After introducing this technique, the complexity for compute greater-than-O(f) can be further reduced to O(n ETcl Ickl).
Directions for future research
In this paper, we have discussed the relationship between MTBDDs and BMDs. We have also described a generalization called hybrid decision diagrams which is often much more concise. An efficient implementation of arithemetic operations on hybrid decision diagrams is also given.
Computing the BDD for the set of variable assignments that satisfy an arithmetic relation is important for reasoning about arithmetic circuits. We give an efficient algorithm for this purpose. Moreover, we prove that for the class of linear expressions, the time complexity of our algorithm is linear in the number of variables.
There are a number of directions for future research. Currently, we use a greedy algorithm to choose the appropriate transformation matrix at each level in a hybrid decision diagram. Although it seems unlikely that there is an efficient algorithm to find the optimal transformation, it may be possible to develop a better heuristic that would permit an even more concise representation.
In hybrid decision diagrams, the transformation matrices for all the nodes at one level must be the same. If we allow these transformation matrices to differ, we should have more freedom in selecting the transformation and, therefore, be able to reduce the representation further. Finally, our algorithm for solving arithmetic relations works extremely well for linear equations and inequalities. Although the current algorithm can handle some nonlinear equations and inequalities as well, it may be possible to extend this algorithm or to find a new algorithm that can handle more complicated nonlinear equations and inequalities.
