The current distance was introduced by Vaillant and Glaunès as a way of comparing shapes (point sets, curves, surfaces) without having to rely on computing correspondences between features in each shape. This distance measure is defined by viewing a shape as a linear operator on a k-form field, and constructing a (dual) norm on the space of shapes. As formulated, it takes O(nm) time to compute the current distance between two shapes of size n and m, and there are no known algorithms to compute the current distance between shapes minimized under transformation groups. In this paper, we provide the first algorithmic analysis of the current distance. Our main results are (i) a method for computing the approximate current distance between two shapes in near-linear time, (ii) a coreset construction that allows us to approximate the current norm of a shape using a constant-sized sample, and (iii) an approximation algorithm for computing the current distance between two d-dimensional shapes under rigid transformations (rotations and translations).
Introduction
distance cannot be expressed in closed form. Thus, numerical approximations are needed in order to compute the distance between two shapes, and these typically proceed by curve relaxation or other gradient descent-based methods without any strong guarantees on either performance or quality.
The current distance was defined by Vaillant and Glaunès [32] , with a full development in Glaunès' Ph.D thesis [17] . Diffeomorphic matching under the current distance (where the transformation group is the space of regularized diffeomorphisms) was studied by Glaunès and Joshi [18] , and Durrleman et al [14] . Most recently, Durrleman et al [15] developed heuristics for computing sparse approximations under the current norm (an idea similar to computing a core set).
An Overview of the Current Distance
The current distance draws on ideas from geometric measure theory [29] and the theory of differential forms. In this subsection, we present a high-level overview of the rationale behind the current distance. For a more technical treatment of the origins of this distance, the reader is referred to the original work by Vaillant and Glaunès [32] and essays on distributions and k-forms by Terence Tao in the Princeton Companion to Mathematics [21, III.16, III.18] .
Let S ⊂ R d be a k-dimensional surface (k-surface). A k-vector is a linear combination of wedge products of k tangent vectors, and is used to describe the tangent space at any point of S. Note that a k-vector lies in the space R ( d k ) . Let η denote a k-vector field on S, i.e η(s) is a k-vector describing the tangent space at s ∈ S. For example, a 1-vector field along a curve is the tangent vector at each point along the curve, and a 2-vector field on a 2-dimensional surface associates each point on the surface with the outward normal at that point. If S is merely a collection of points (i.e a 0-dimensional surface), the 0-vector field is merely a scalar field η : S → R. We refer to the pair (S, η) as an oriented k-surface.
A k-form is an object dual to a k-vector field. Given a k-vector field γ over a surface, we can integrate a k-form ω over γ, yielding the scalar γ ωdS. This can be written more symmetrically via the notation γ, ω = γ ωdS, which indicates that we can instead think of the oriented k-surface (S, γ) as acting on ω. The space of currents, which includes oriented surfaces, is the space of all linear actions on the space of smooth k-forms.
The current distance is defined via this duality. We view a surface as a (linear) action over the space of k-forms, and then use standard duality to pullback a norm on the space of surfaces (or currents in general) from a norm on the space of k-forms by the usual construction S = sup{ S, ω , ω ≤ 1}.
It turns out that this construction is not sufficient to define a meaningful norm on the space of currents 1 . Thus, a "smoothness" condition on the derivative of ω is introduced by requiring that the norm on ω is derived from a reproducing kernel Hilbert space; under these conditions, the resulting norm yields a meaningful notion of distance 2 .
Currents as a robust model for shape. There are different ways in which one can define distances between smooth surfaces. The idea of using a current (which is a measure-theoretic generalization of a smooth surface) is that it allows us to handle shapes that might be noisy in a principled and robust manner. In that sense, we can think of currents as trying to do using geometric measure theory what notions like persistence and homology try to do using topology: define robust descriptors of shape.
Definitions
Let K : R d × R d → R be a symmetric positive definite kernel, i.e a symmetric function that satisfies f (x)K(x, y)f (y) dxdy > 0 1 It produces a norm on currents called the mass norm that measures a generalized volume. 2 This is akin to the construction of the flat norm, without the computational disadvantages.
for any nonzero L 2 function f . By well-known results in the theory of reproducing kernels [7] , K can be used to construct a Hilbert space H and a mapping φ :
Recall that we call a k-dimensional surface S, together with a k-vector field η on S, an oriented k-surface (S, η).
Definition 2.1. The current norm of a oriented k-surface S = (S, η) is
The space of oriented k-surfaces comes with a vector space structure. Let c(S, η) (S, cη), and let (S, η) + (S ′ , η ′ ) (S ∪ S ′ , η + η ′ ). Note that since η is supported over S and η ′ is supported over S ′ , η + η ′ is supported over S ∪ S ′ .
We can now define the current distance between two oriented surfaces as the usual distance induced by a norm.
Definition 2.2.
The current distance between two oriented k-surfaces S = (S, η) and
Examples.
, and the distance between two such sets P = (P, η) and Q = (Q, µ) is given by
It will be convenient to define the cross term κ(P, Q) = p∈P q∈Q K(p, q)η(p)µ(q). Note that P 2 = κ(P, P), and D 2 (P, Q) = κ(P, P) + κ(Q, Q) − 2κ(P, Q).
Curves:
If γ : [0, 1] → R d is a curve, with the tangent vector at any point γ(t) given by η(t), then
The current distance is similarly constructed from the norms of the two 1-surfaces and a cross term.
Surfaces:
If S is a surface in R d with associated normal vector field η, then S 2 = x y η(x), η(y) K(x, y)dxdy.
The current distance is similarly constructed from the norms of the two 2-surfaces and a cross term.
Properties of the Current Distance
From 2-surfaces to 0-surfaces. The current distance between two surfaces can be reduced to a set of distance computations on appropriately weighted point sets, by exploiting the orthogonal basis of the space of k-vectors. We illustrate this in the case of 2-surfaces in R d . The same construction will work for any k-surfaces in
Note that each η i is a scalar field, which means that we have reduced the current norm computation to a sum of norm computations over oriented 0-surfaces. These point sets are still continuous. In Section 7 we discuss two techniques to compute a finite-sized 0-surface that closely approximates the continuous 0-surface. Thus, in the remainder of this paper, we will focus our attention on the design of efficient algorithms for computing the current distance between finite 0-surfaces.
Approximating the kernel. To simplify much of the presentation of this paper we focus on the case where the kernel K is the Gaussian kernel; that is K(p, q) = e −||p−q|| 2 /h . All of our techniques carry over to more general kernels, although the specific bounds will depend on the kernel being used. We now encapsulate some useful properties of Gaussian kernels in the following lemmata.
Hence, if we need to approximate K(p, q) within γ, we can ignore pairs of points further than h ln(1/γ) apart.
Lemma 2.2. For any
And since translating by δ changes p − q by at most ε, the lemma holds.
A note on our results. In what follows, we will assume 0-surfaces P = (P, η) or Q = (Q, µ) such that |P | = |Q| = n, the total weight p∈P η(p) = q∈Q µ(q) = W , and the normalized diameter
That P and Q have the same cardinality, total weight, and normalized diameter is for convenience, but is not necessary. All our algorithms will provide approximations within additive error εW 2 . Since without loss of generality we can always normalize so that W = 1, our algorithms all provide an additive error of ε.
Computing the current distance I: WSPDs
The well-separated pair decomposition (WSPD) [9] (see also Har-Peled's book [24] for a nice description) is a standard data structure to approximately compute pairwise sums of distances in near-linear time. A consequence of Lemma 2.2 is that we can upper bound the error of estimating K(x, y) by a nearby pair K(x,ỹ). Putting these observations together yields an approximation for the current distance.
Since D 2 (P, Q) = κ(P, P) + κ(Q, Q) − 2κ(P, Q), the problem reduces to computing κ(P, Q) efficiently and with an error of at most (ε/4)W 2 .
Two sets A and B are said to be α-separated [9] if
An α-WSPD of a point set P is a set of pairs
and B i are α-separated for all i. For a point set P ⊂ R d of size n, we can construct an α-WSPD of size O(n/α d ) in time O(n log n + n/α d ) [24, 11] .
We can use the WSPD construction to compute D 2 (P, Q) as follows. We first create an α-WSPD of P ∪ Q in O(n log n + n/α d ) time. Then for each pair {A i , B i } we also store four sets In each pair {A i , B i }, we can compute the weight of the edges from P to Q:
We estimate the contribution of the edges in pair
Since D i has error at most 2αD i for each pair of points, Lemma 2.2 bounds the error as at most W i (2αD i / √ h). In order to bound the total error to (ε/4)W 2 , we bound the error for each pair by (ε/4)
So for any pair with D i > 2 h ln(4/ε), (for α < 1/2) we can ignore, because they cannot have an effect on κ(P, Q) of more than (1/4)εW i , and thus cannot have error more than (1/4)εW i .
Since we can ignore pairs with D i > 2 h ln(4/ε), each pair will have error at most
We can set this equal to (ε/4)W i and solve for α < (1/4)ε/ ln(4/ε). This ensure that each pair with D i ≤ 2 h ln(4/ε) will have error less than (ε/4)W i , as desired.
We summarize in the following theorem.
Theorem 3.1. By building and using an
((1/4)ε/ ln(4/ε))-WSPD, we can compute a valueD such that D − D 2 (P, Q) ≤ εW 2 in time O(n log n + (n/ε d ) log d/2 (1/ε)).
Computing the current distance II: Approximate Feature Maps
The WSPD gives us a data structure to compute the distance between two shapes. However, such a subroutine is not useful if we want to perform efficient analysis on the shapes, like near neighbor search or clustering. In this section, we describe a feature representation of shapes that reduces the current distance computation to a simple Euclidean distance computation. This mapping immediately yields algorithms for a host of analysis problems on shapes, by simply applying a Euclidean space algorithm after performing the mapping. A reproducing kernel induces a map into a Hilbert space H; specifically, for a reproducing kernel K, there exists a map φ : X → H such that K(x, y) = φ(x), φ(y) . Let c * P , the dual weighted sum of P, be defined as
Proof. From the definition of the current distance, we have
In other words, the feature map φ allows us to translate the current distance (and norm) computations into operations in a Hilbert space that take time O(nD) if H has dimension D, rather than O(n 2 ). Unfortunately, H is in general infinite dimensional, including in the case of the Gaussian kernel. Thus, we use dimensionality reduction to find an approximate mappingφ : X → R ρ that (as before) approximates κ(P, Q):
Such a feature mapφ is called an ε-approximate feature map of φ.
The analysis in the existing literature on approximating feature space does not directly bound the dimension ρ required for a specific error bound 3 . We derive bounds from two known techniques: the Fast Gauss Transform [33, 22] (for Gaussian kernel) and random projections [30] (for shift-invariant kernels, which includes Gaussians) that guarantees the proper bounds. We produce three different features maps, with different bounds on the number of dimensions ρ depending on: n (the number of points), ε (the error), δ (the probability of failure), ∆ (the normalized diameter of the points), and d (the ambient dimension of the data before applying the approximate feature map).
Fast Gauss Transform Feature Space
We base our analysis on the Improved Fast Gauss Transform (IFGT) [33] , an improvement on the Fast Gauss Transform. We start with a brief review of the IFGT (the reader is directed to the original work [33] for full details).
IFGT feature space construction. The goal of the IFGT is to approximate the quantity
where G(q) = µ(q) p∈P e − p−q 2 /h 2 η(p). The approximation of G(q) by the IFGT has two main ideas. First we rewrite
where the quantity x * is a fixed vector that is usually the centroid of P . The first two exponential terms can be computed for each p and q once. Second, we approximate the remaining exponential term by its Taylor expansion e v = i≥0 v i i! . After a series of algebraic manipulations, the following expression emerges:
where C α is given by
The parameter α is a multiindex, and is actually a vector α = (
d , the quantity |α| is the total degree α i , and the quantity α! = Π i (α i !). The multiindices are sorted in graded lexicographic order, which means that α comes before α ′ if |α| < |α ′ |, and two multiindices of the same degree are ordered lexicographically.
The above expression for G(q) is an exact infinite sum, and is approximated by truncating the summation at multiindices of total degree τ − 1. Note that there are at most ρ =
IFGT error analysis. The error incurred by truncating the summation at multiindices of degree τ − 1 is given by
Set εW 2 = Err(τ ). Applying Stirling's approximation, we solve for τ in the inequality log(1/ε) ≤ τ log(τ /4∆ 2 ). This yields the bounds τ ≤ Θ(∆ 2 ) and τ ≤ Θ(log(1/ε)). Thus our error bound holds for τ = O(∆ 2 + log(1/ε)).
we obtain the following result.
Lemma 4.2. There exists a mappingφ
: P ∪ Q → R ρ with ρ = O(∆ 2d + log d (1/ε)) such that p∈P q∈Q K(p, q)η(p)µ(q) − p∈P q∈Q φ (p),φ(q) ≤ εW 2 .
Random Projections Feature Space
The IFGT works by performing a Taylor expansion of the kernel functions in the original data domain. An alternate feature mapping that works in a dual space was proposed by Rahimi and Recht [30] . Their approach works for any shift invariant kernel (i.e one that can be written as K(x, y) = k(x − y)) with standard deviation h. We now outline their central argument.
For the Gaussian kernel, k(z) = e − z 2 /2 , where z ∈ R d . The Fourier transform of k :
. A basic result in harmonic analysis shows that k is a kernel if and only if g is a measure (and after scaling, is a probability distribution). Let ω be drawn randomly from the distribution defined by g:
where ψ ω (z) = cos( ω, z ) is the real component of e ι ω,z . This implies that ψ ω (x), ψ ω (y) is an unbiased estimator of k(x − y). We now consider a ρ-dimensional feature vector φ Υ : P → R ρ where each coordinate is described by η(p)ψ ω i (p)/ρ for some ω i ∈ Υ = {ω 1 , . . . , ω ρ } drawn randomly from g. Lemma 4.3. When φ Υ : P ∪ Q → R ρ with ρ = O((1/ε 2 ) log(n/δ)) then with probability at least 1 − δ p∈P q∈Q
Proof. We make use of the following Chernoff-Hoeffding bound. Given a set {X 1 , . . . , X n } of independent random variables, such that
We can now bound the error of using φ Υ for any pair (p, q) ∈ P × Q as follows:
where the last inequality follows by
By the union bound, the probability that this holds for all pairs of points (p, q) ∈ P × Q is given by
Setting δ ≥ n 2 2e −ε 2 /(2ρ) and solving for ρ yields that for ρ = O((1/ε 2 ) log(n/δ)), with probability at least
. It follows that with probability
Note that the analysis of Rahimi and Recht [30] is done for unweighted point sets (i.e. η(p) = 1) and actually goes further, in that it yields a guarantee for any pair of points taken from a manifold M having diameter ∆. They do this by building an ε-net over the domain and applying the above tail bounds to the ε-net. We can adapt this trick to replace the (log n) term in ρ by a (d log(∆/ε)) term, where ∆ = (1/h) max p,p ′ ∈P ∪Q p − p ′ . This leads to the same guarantees as above with a dimension of ρ = O((d/ε 2 ) log(∆/εδ)).
Summary of feature maps. We have developed three different bounds on the dimension required for feature maps that approximate κ(P, Q) to within εW 2 . This dimension ρ depends on different combinations of the parameters d (the data dimension), ∆ (the normalized diameter), n (the number of points), ε (the error), and δ (the probability of failure). Feature-based computation of the current distance. As before, we can decompose D 2 (P, Q) = κ(P, P) + κ(Q, Q) − 2κ(P, Q) and use Lemma 4.3 to approximate each of κ(P, P), κ(Q, Q), and κ(P, Q) with error εW 2 /4. This brings the total error to at most εW 2 . Theorem 4.1. We can compute a valueD in time O((n/ε 2 ) log(n/δ)) such that ||D − D 2 (P, Q)|| ≤ εW 2 , with probability at least 1 − δ.
A Nearest-Neighbor Algorithm. The feature map does more than yield efficient algorithms for the current distance. As a representation of shape, it allows us to solve other data analysis problems on shape spaces using off-the-shelf methods that apply to points in Euclidean space. As a simple example of this, we can combine the Random-points feature map with known results on approximate nearest-neighbor search in Euclidean space [5] to obtain the following result. (1) ) space and preprocessing.
Coresets for the Current Norm
The current norm (and distance) can be approximated in linear time; however, even this may be excessive for large point sets. A different approach to approximating the current norm is by extracting a small subset (a coreset) from the input.
We construct a coreset S = (S, µ) of P by sampling k points uniformly from P and place each point p into S with µ(p) = W/k. Lemma 5.1. By constructing S with size k = O((1/ε 3 ) log(n/δ) log((1/εδ) log n)) we guarantee D 2 (P, S) ≤ εW 2 , with probability at least 1 − δ.
Proof. The error in our approximation will come from two places: (1) the size of the sample, and (2) the dimension ρ of the feature space we perform the analysis in.
Let φ : P × R + → H describe the true feature map from a pair (p, η(p)) for p ∈ P , to an infinite dimensional feature space. As before, set c * P = p∈P η(p)φ(p), and recall that Lemma 4.1 shows that D 2 (P, Q) = c * P − c * Q 2 , for any pair of shapes P and Q.
By the results in the previous section, we can constructφ : S × R + → R ρ (such as φ Υ defined for Lemma 4.3) such thatc * P = p∈Pφ (p) and for any pair of shapes P = (P, η) and S = (S, µ) with weights W = p∈P η(p) and W = s∈S µ(s), we have c * P − c * S 2 − c * P −c * S 2 ≤ (ε/2)W 2 , with probability at least 1 − δ/2. This bounds the error in the approximation of the feature space.
We now use the low dimension ρ of this approximate feature space to bound the sampling error. By Lemma 4.1, we just need to bound the probability that c * P −c *
, so we can reduce to a 1-dimensional problem.
We can now invoke the following Chernoff-Hoeffding bound. Given a set {X 1 , . . . , X r } of independent random variables, such that
By letting α = W 2 ε/(2ρ) and X i =φ(p i ) m , the mth coordinate ofφ(p i ) for p i ∈ S, then
where the last inequality follows because ∆ = max p,q∈S ||φ(p) −φ(q)|| ≤ 2W/k since for any p ∈ S we have ||φ(p)|| = W/k. By setting δ/2 ≥ ρ2e −kε/(4ρ) , we can solve for k = O((ρ/ε) log(ρ/δ)). The final bound follows from using ρ = O((1/ε 2 ) log(n/δ)) as in Lemma 4.3.
Again using the feature map summarized by Lemma 4.3 we can compute the norm in feature space in O(ρk) time, after sampling k = O((1/ε 3 ) log(n/δ) log((1/εδ) log n)) points from P and with ρ = O((1/ε 2 ) log(n/δ)).
Theorem 5.1. We can compute a valuex in time O(n log n + (1/ε 5 ) log 2 (n/δ) log 2 ((1/εδ) log n))) such that | P −x| ≤ εW 2 with probability at least 1 − δ.
In general, the problem of finding a fixed-size subset that closely approximates the current norm is NP-hard.
Definition 5.1 (CURRENT NORM). Given a set of points
, a kernel function K, parameter k and a threshold value t, determine if there is a subset of points S such that |S| = k and D 2 (S, P) 2 ≤ t.
Theorem 5.2. CURRENT NORM is NP-hard, even in the case where k = n/2 and t = 0.
Proof. To prove this, we apply a reduction from PARTITION: given a set Q = {x i } n i=1 of integers with sum to n i=1 = 2m, determine if there is a subset adding to exactly m. Our reduction transforms Q into a set of points
which has subset S of size k = n/2 such that ||S − P || ≤ t if and only if Q has a partition of two subsets Q 1 and Q 2 of size n/2 such that the sum of integers in each is m.
Let c = 1 n x i = 2m/n and x ′ i = x i − c and let t = 0. Let the kernel function K be an identity kernel defined K(a, b) = a, b , where the feature map is defined φ(a) = a. This defines the reduction.
Let s and p be the centroids of S and P , respectively. Note that p = 0 by definition. Since we have an identity kernel so φ(a) = a, D 2 (S, P ) = s − p 2 by Lemma 4.1. Thus there exists an S that satisfies D 2 (S, P ) ≤ 0 if and only if s = 0.
We now need to show that s can equal 0 if and only if there exists a subset Q 1 ⊂ Q of size n/2 such that its sum is m. We can write s = 1 k
Thus s = 0 if and only if x ′ i ∈S x i = m. Since S must map to a subset Q 1 ⊂ Q, where x ′ i ∈ S implies x i ∈ Q 1 , then s = 0 holds if and only if there is a subset Q 1 ⊂ Q such that x i ∈Q 1 = m. This would define a valid partition, and it completes the proof.
Approximately Minimizing The Current Distance Under Translation and Rotation
We attack the problem of minimizing the current distance between P and Q under a set of transformations: translations or translations and rotations.
A translation T ∈ R d is a vector so Q ⊕ T = ({q + T | q ∈ Q}, µ). The translation
applied to Q minimizes the current norm. A rotation R ∈ SO(d) can be represented as a special orthogonal matrix. We can write R • Q = ({R(q) | q ∈ Q}, µ), where R(q) rotates q about the origin, preserving its norm. The set of a translation and rotation
applied to Q minimizes the current norm.
Decomposition. In minimizing D(P, R • (Q ⊕ T )) under all translations and rotations, we can reduce this to a simpler problem. The first term κ(P, P) p 2 ) has no dependence on T or R, so it can be ignored. And the second term κ(Q,
can also be ignored because it is invariant under the choice of T and R. Each subterm K(R(q 1 + T ), R(q 2 + T )) only depends on ||R(q 1 + T ) − R(q 2 + T )|| = ||q 1 − q 2 ||, which is also independent of T and R. Thus we can rephrase the objective as finding
We start by providing an approximately optimal translation. Then we adapt this algorithm to handle both translations and rotations.
Approximately Optimal Translations
We describe, for any parameter ε > 0, an algorithm for a translationT such that
We begin with a key lemma providing analytic structure to our problem.
Proof. When T ∈ R d aligns q ∈ Q so q + T = p for p ∈ P it ensures that K(p, q) = 1. We can choose the points p and q such that η(p) and µ(q) are as large as possible. They must each be at least W/n, so K(p, q)η(p)µ(q) ≥ W 2 /n 2 . All other subterms in κ(P, Q ⊕ T ) are at least 0. Thus κ(P, Q ⊕ T ) ≥ W 2 /n 2 .
Thus, if κ(P, Q⊕T * ) ≥ W 2 /n 2 , then some pair of points p ∈ P and q ∈ Q we must have
Thus some pair p ∈ P and q ∈ Q must satisfy ||p − (q + T * )|| ≤ ln(n 2 ), via Lemma 2.1 with γ = 1/(n 2 ). Let G ε be a grid on R d so that when any points p ∈ R d is snapped to the nearest grid point p ′ ∈ G ε , we guarantee that ||p − p ′ || ≤ ε. We can define an orthogonal grid
represent the subset of the grid G ε that is within a distance ∆ of the point p. In other words, G[ε, p, ∆] = {g ∈ G ε | ||g − p|| ≤ ∆}.
Algorithm. These results imply the following algorithm. For each point p ∈ P , for each q ∈ Q, and for each g ∈ G[ε/2, p, ln(n 2 )] we consider the translation T p,q,g such that q + T p,q,g = g. We return the translation T p,q,g which maximizes κ(P, Q ⊕ T p,q,g ), by evaluating κ at each such translation of Q. 
Proof. We know that the optimal translation T * must result in some pair of points p ∈ P and q ∈ Q such that ||p − (q + T * )|| ≤ ln(n 2 ) by Lemma 6.1. So checking all pairs p ∈ P and q ∈ Q, one must have ||p − q|| ≤ ln(n 2 ). Assuming we have found this closest pair, p ∈ P and q ∈ Q, we only need to search in the neighborhood of translations T = p − q.
Furthermore, for some translation T p,q,g = g − q we can claim that κ(P, Q ⊕ T * ) − κ(P, Q ⊕ T p,q,g ) ≤ ε. Since ||T * − T p,q,g || ≤ ε/2, we have the bound on subterm |K(p, q + T * ) − K(p, q + T p,q,g )| ≤ ε/2, by Lemma 2.2. In fact, for every other pair p ′ ∈ P and q ′ ∈ Q, we also know |K(p ′ , q ′ + T * ) − K(p ′ , q ′ + T p,q,g )| ≤ ε/2. Thus the sum of these subterms has error at most (ε/2) p∈P q∈Q η(p)ν(q) = (ε/2)W 2 .
Since, the first two terms of D 2 (P, Q⊕T ) are not affected by the choice of T , this also provides an ε-approximation for D 2 (P, Q ⊕ T ) because all of the error is in the (−2)κ(P, Q ⊕ T ) term.
For the runtime we need to bound the number of pairs from P and Q (i.e. O(n 2 )), the time to calculate κ(P, Q⊕T ) (i.e. O(n 2 )), and finally the number of grid points in G[ε/2, p, ln(n 2 )]. The last term requires O((1/ε) d ) points per unit volume, and a ball of radius ln(n 2 ) has volume
By using Theorem 4.1 for efficient approximation of current distance and Lemma 5.1 for using a coreset to approximate the current distance we can improve the runtime of our algorithm. Since the total number of points is now s = O((1/ε 3 ) log(n/δ) log((1/εδ) log n)) (by Lemma 5.1), and the dimension of the feature space is ρ = O((1/ε 2 ) log(n/δ)), the time to calculate κ(P, Q⊕T ) is O(ρs) = O(1/ε 5 log 2 (n/δ) log((1/εδ) log n)) . Hence the
, and is correct with probability at least 1 − δ.
, with probability at least 1 − δ.
Approximately Optimal Translations and Rotations
For any parameter ε > 0, we describe an algorithm to find a translationT and a rotationR such that
Our plan will be to first find a suitable translation to align a pair of points p ∈ P and q ∈ Q within some tolerance (using a method similar to above) and then rotate Q around q. This deviates from our restriction above that R ∈ SO(d) rotates about the origin, but can be easily overcome by performing the same rotation about the origin, and then translating Q again so q is at the desired location. Thus, after choosing a q ∈ Q (we will in turn choose each q ′ ∈ Q) we let all rotations be about q and ignore the extra modifications needed toT andR to ensureR is about the origin.
Using Lemma 2.1 we can ignore pairs of points (p, q) ∈ P ×Q with ||p−q|| > ln(1/ε) because they contribute less than ε · η(p)µ(q) to κ(P, Q), so the sum of all such contributions is less than εW 2 .
Given a subset S ⊂ Q of fewer than d points and a pair (p, q) ∈ P × Q where q / ∈ S, we can define a rotational grid around p, with respect to q, so that S is fixed. Let R d,S be the subset of rotations in d-space under which the set S is invariant. That is for any R ∈ R d,S and any s ∈ S we have R(s) = s. Let ρ = d − |S|. Then (topologically) R d,S = SO(ρ). Let R S,p,q = min R∈R d,S ||R(q) − p|| and letq = R S,p,q (q). Let H[p, q, S, ε, ∆] ⊂ R d,S be a set of rotations under which S is invariant with the following property: for any point q ′ such that there exists a rotation R ′ ∈ R d,S where R ′ (q) = q ′ and where ||q ′ −q|| ≤ ∆, then there exists a rotation R ∈ H[p, q, S, ε, ∆] such that ||R(q) − q ′ || ≤ ε. For the sanity of the reader, we will not give a technical construction, but just note that it is possible to construct H[p, q, S, ε, ∆] of size O((∆/ε) ρ ).
Algorithm. We can now describe the following algorithm. For each pair of ordered sets of d points (p 1 , p 2 , . . . , p d ) ⊂ P and (q 1 , q 2 , . . . , q d ) ⊂ Q consider the following set of translations and rotations. Points in P may be re-
We now consider rotations of the set (Q ⊕ T p 1 ,q 1 ,g ). Let S = {q 1 } and consider the rotational grid T p 1 ,q 1 ,g ) . . .), S, ε/d, ln(1/ε)]. Where R i is some rotation we consider from the ith level rotational grid, letR
Lemma 6.3. The above algorithm runs in time
for a fixed d, and is guaranteed to find a translation and rotation pair (T ,R), such that
Proof. We compare our solution (T ,R) to the optimal solution (T ⋆ , R ⋆ ). Note that only pairs of points (p, q) ∈ P × Q such that ||p − R ⋆ (q + T ⋆ )|| < ln(1/ε) need to be considered. We first assume that for the ordered sets of d points we consider (p 1 , p 2 , . . . , p d ) ⊂ P and (q 1 , q 2 , . . . , q d ) ⊂ Q we have (A1) ||p i − R ⋆ (q i + T ⋆ )|| ≤ ln(1/ε), and (A2) for S = {q 1 , . . . , q i−1 }, let q i ∈ Q be the furthest point from S such that ||p i − (q i + T ⋆ )|| ≤ ln(1/ε). Note that (A2) implies that for any rotation R ∈ R d,S that ||q i − R(q i )|| > ||q ′ − R(q ′ )|| for all q ′ ∈ Q that can be within the distance threshold under (T ⋆ , R ⋆ ). In the case that fewer than d pairs of points are within our threshold distance, then as long as these are the first pairs in the ordered sequence, the algorithm works the same up to that level of recursion, and the rest does not matter. Finally, by Lemma 6.1 we can argue that at least one pair must be within the distance threshold for our transition grid.
For each point q ∈ Q we can show there exists some pair (T, R) considered by the algorithm such that ||R ⋆ (q + T ⋆ ) − R(q + T )|| ≤ ε. First, there must be some translation T = T p 1 ,q 1 ,g in our grid that is within a distance of ε/d of T ⋆ . This follows from Lemma 2.2 and similar arguments to the proof for translations.
For each q i we can now show that for some R i ∈ H (the rotational grid) we have ||R i (R i−1 (. . . R 2 (q i + T p 1 ,q 1 ,g ) . . .)) − R ⋆ (q i + T ⋆ )|| ≤ ε. By our assumptions, the transformed q i must lie within the extents of H. Furthermore, there is a rotation R ′ j that can replace each R j for j ∈ [2, i] that moves q i by at most ε/d such that R ′ i (R ′ i−1 (. . . R ′ 2 (q i ) . . .)) = R ⋆ (q i ). Hence, the composition of these rotations affects q i by at most ε/(i − 1), and the sum effect of rotation and translation errors is at most ε.
Since each q i is invariant to each subsequent rotation in the recursion, we have shown that there is a pair (T, R) considered so ||R(q i + T ) − R ⋆ (q i + T ⋆ )|| ≤ ε for q i in the ordered set (q 1 , q 2 , . . . , q d ). We can now use our second assumption (A2) that shows that at each stage of the recursion q i is the point affected most by the rotation. This indicates that we can use the above bound for all points q ∈ Q, not just those in our ordered set.
Finally, we can use Lemma 2.2 to complete the proof of correctness. Since if each K(p, q) has error at most ε, then We can bound the runtime as follows. We consider all d! The size of the ith rotational grid is O(( log(1/ε)/ε) d−i , starting at i = 2. The product of all the rotational
