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Abstract
With the growing demand on cluster analysis for
categorical data, a handful of categorical clustering algorithms have been developed. Surprisingly, to our knowledge, none has satisfactorily
addressed the important problem for categorical
clustering – how can we determine the best K
number of clusters for a categorical dataset? Since
the categorical data does not have the inherent distance function as the similarity measure, the traditional cluster validation techniques based on the
geometry shape and density distribution cannot be
applied to answer this question. In this paper, we
investigate the entropy property of the categorical
data and propose a BkPlot method for determining a set of candidate “best Ks”. This method is
implemented with a hierarchical clustering algorithm HierEntro. The experimental result shows
that our approach can effectively identify the significant clustering structures.
keywords Categorical Data Clustering, Entropy, Cluster
Validation

1

Introduction

Data clustering is an important method in data analysis.
Clustering algorithms use the similarity measure to group
the most similar items into clusters [23]. Clustering techniques for categorical data are very different from those
for numerical data in terms of the definition of similarity
measure. Most numerical clustering techniques use distance functions, for example, Euclidean distance, to define
the similarity measure, while there is no inherent distance
meaning between categorical values.
Traditionally, categorical data clustering is merged to
numerical clustering through the data preprocessing stage
[23], where numerical features are extracted/constructed
from the categorical data, or the conceptual similarity between data records is defined, based on the domain knowledge. However, meaningful numerical features or conceptual similarity are usually difficult to extract at the early
stage of data analysis because we have little knowledge
about the data. It has been widely recognized that clustering directly on the raw categorical data is important for
many applications. Examples include environmental data
analysis [29], market basket data analysis [1], DNA or protein sequence analysis [8], and network intrusion analysis
[5]. Therefore, there are increasing interests in clustering
categorical data recently [21, 19, 17, 18, 6, 15, 3, 25].

Cluster Validation Different clustering algorithms
hardly generate the same clustering result for one dataset,
and we need the cluster validation methods to evaluate the
quality of the clustering results [27, 22, 20]. Formally, there
are two main issues in cluster validation: 1) how to evaluate the quality of different partition schemes generated by
different clustering algorithms for certain dataset, given the
fixed K number of clusters; 2) how to determine the numbers of clusters (the “best K”), which indicates the inherent
significant clustering structures of the dataset.
For numerical data, the clustering structure is usually
validated by the geometry and density distribution of the
clusters. When a distance function is given for the numerical data, it is also natural to introduce the densitybased methods [16, 4] into clustering. As a result, the distance functions and density concepts play the unique roles
in validating the numerical clustering result. Various statistical cluster validation methods and visualization-based
validation methods have been proposed for numerical data
[22, 20, 12] and all are based on the geometry and density property. The intuition behind the geometry and density distribution justifies the effectiveness of these cluster
validation methods. A good example commonly seen in
clustering literature is evaluating the clustering result of
2D experimental datasets by visualizing it – the clustering
result is validated by checking how well the clustering result matches the geometry and density distribution of points
through the cluster visualization.
While lack of the distance meaning for the categorical
data, the techniques used in cluster validation for numerical data are not applicable for categorical data. Without
reasonable numerical feature extraction/construction for a
given categorical dataset, the general distance functions
are usually inapplicable and unintuitive. As a result, no
geometry/density-based validation method is appropriate in
validating the clustering result for categorical data.
Entropy Based Similarity Instead of using distance
function to measure the similarity between any pair of data
records, similarity measures based on the “purity” of a set
of records seem more intuitive for categorical data. Entropy
[14] is such a formal definition for measuring the purity of
partition. Originally from information theory, Entropy has
been applied in both pattern discovery [10] and numerical
clustering [13]. Due to the lack of intuitive distance definition for categorical values, recently, there have been efforts
in applying the entropy criterion in clustering categorical
data [6, 25]. The initial results show that entropy criterion
can be very effective in clustering categorical data. Li et al
[25] also proved that the entropy criterion can be formally
derived in the framework of probabilistic clustering models, which further supports that the entropy criterion is a

meaningful and reliable similarity measure for categorical
data.
In entropy-based categorical clustering, the quality of
clustering result is naturally evaluated by the entropy criterion [6, 25], namely, the expected entropy for a partition.
However, the other cluster validation problem – determining the “best K”, has not been sufficiently addressed yet. In
this paper, we present a novel method based on entropy to
address this problem.
Our Approach We first develop an agglomerative hierarchical clustering algorithm “HierEntro”. The algorithm
works in a bottom-up manner. Beginning with each individual record as a cluster, it merges the most similar pair
of clusters in each step, where the similarity is evaluated
with the incremental entropy. An agglomerative hierarchical clustering algorithm typically generates a clustering tree that contains the different clustering structures that
have different K. We use these clustering structures to analyze the best K problem.
Based on the intuition behind the merging operation
in HierEntro algorithm, we investigate the relation between the pairs of neighboring partition schemes (having
K clusters and K + 1 clusters, respectively). We use “Entropy Characteristic Graph (ECG) ” to sketch the entropy
property of the clustering structures, and use “Best-K Plot
(BkPlot)”, which is built on ECG, to identify the candidates
of the best K. The initial experimental result shows that the
proposed validation method, concretely, using the BkPlots
generated by HierEntro to identify the best Ks, works effectively in finding the significant Ks for categorical data
clustering.
The rest of the paper is organized as follows. Section 2 sets down the notations and gives the definition of
the traditional entropy-based clustering criterion. Section
3 presents the agglomerative hierarchical clustering algorithm, HierEntro. Section 4 investigates the relation between the neighboring partitioning schemes with the entropy criterion, and proposes the validation method for indicating the best Ks. We present the experimental result in
section 5 and review the related categorical clustering work
in section 6. Finally, we conclude the paper in section 7.
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Notations and Definitions

We give the notations used in this paper and then introduce
the traditional entropy-based clustering criterion. Several
basic properties about the entropy criterion will be presented later.
Consider that a dataset S with N records and d columns,
is a sample set of the discrete random vector X =
(x1 , x2 , . . . , xd ). For each component xj , 1 6 j 6 d,
xj takes a value from the domain Aj . Aj is conceptually
different from Ak (k 6= j). There are a finite number of distinct categorical values in domain(Aj ) and we denote the
number of distinct values as |Aj |. Let p(xj = v), v ∈ Aj ,
represent the probability of xj = v, we have the classical
entropy definition [14] as follows.
H(X) =

d
X

H(xj )

j=1

=

−

d X
X
j=1 v∈Aj

p(xj = v) log2 p(xj = v)

Since H(X) is estimated with the sample set S, we define the estimated entropy as Ĥ(X) = H(X|S), i.e.
Ĥ(X) =
=

H(X|S)
−

d X
X

p(xj = v|S) log2 p(xj = v|S)

j=1 v∈Aj

Suppose the dataset S is partitioned into K clusters. Let
C K = {C1 , . . . , CK } represent a partition, where Ck is a
cluster and nk represent the number of records in Ck .
The classical entropy-based clustering criterion tries to
find the optimal partition, C K , which maximizes the following entropy criterion [9, 11, 25].
1
O(C ) =
d
K

Ã

K

1X
Ĥ(X) −
nk Ĥ(Ck )
n

!

k=1

Since Ĥ(X) is fixed for a given dataset S, maximizing O(C K ) is equivalent to minimize the item
PK
1
k=1 nk Ĥ(Ck ), which is named as the “expected enn
tropy” of partition C K . Let us notate it as H̄(C K ). For
convenience, we also name nk Ĥ(Ck ) as the “weighted entropy” of cluster Ck .
Li et al [25] showed that the minimization of expectedentropy is equivalent to many important concepts in information theory, clustering and classification, such as
Kullback-Leibler Measure, Maximum Likelihood [24],
Minimum Description Length [26], and dissimilarity coefficients [7]. Entropy criterion is especially good for categorical clustering due to the lack of intuitive definition of
distance for categorical values. While entropy criterion can
also be applied to numerical data [13], it is not the best
choice since it cannot describe the cluster shapes and other
numerical clustering features of the dataset.

3

HierEntro Categorical Clustering Algorithm

In this section, we define the proposed similarity measure,
incremental entropy, for two clusters. With incremental entropy, we design the algorithm HierEntro. HierEntro and its
working mechanism is the tool used to explore the significant clustering structures in the next section.
3.1

Incremental Entropy

We investigate the mergence of two clusters to explore
the similarity between any two clusters. Intuitively, merging the two clusters that are similar in the inherent structure will not increase the disorderliness (expected-entropy)
of the partition, while merging dissimilar ones will inevitably bring larger disorderliness. Therefore, this increase of expected entropy has some correlation with the
similarity between clusters. It is necessary to formally explore the property of merging clusters. Let Cp ∪ Cq represent the mergence of two clusters Cp and Cq , and Cp and
Cq have np and nq members, respectively. By the definition of expected entropy, the difference between Ĥ(K)
Ĥ(K + 1) is only the difference between the weighted entropies, (np + nq )Ĥ(Cp ∪ Cq ) and np Ĥ(Cp ) + nq Ĥ(Cq ).
We have the following relation for the weighted entropies.
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Table 1: Identical structure
Proposition 1. (np + nq )Ĥ(Cp ∪ Cq ) > np Ĥ(Cp ) +
nq Ĥ(Cq )
P ROOF. The result is quite intuitive and proving it is not
hard (Appendix).
Let Im (Cp , Cq ) = (np +nq )Ĥ(Cp ∪Cq )− (np Ĥ(Cp )+
nq Ĥ(Cq )) be the “incremental entropy” by merging the
clusters Cp and Cq . Note that Im (Cp , Cq ) = 0 most
likely suggests that the two clusters have the identical structure – for every categorical value vi in every attribute xj ,
1 6 i 6 |Aj |, 1 6 j 6 d, we have p(xj = vi |Cp ) =
p(xj = vi |Cq ). Identical structure implies Ĥ(Cp ∪ Cq ) =
Ĥ(Cp )= Ĥ(Cq ) regardless of the size of the clusters. A
simple example in table 1 demonstrates the identical structure.
Incremental entropy brings the heuristic about the dissimilarity between any two clusters, i.e., when the two clusters are similar in structure, merging them will not bring
large disorderliness into the partition, thus, Im (Cp , Cq )
will be small; when the two clusters are very different, merging them will bring great disorderliness, thus,
Im (Cp , Cq ) will be large. Therefore, incremental entropy
intuitively serves as the similarity measure between any
two clusters.
3.2

HierEntro Algorithm

While the traditional hierarchical algorithms for numerical
clustering needs to explicitly define the inter-cluster similarity with “single-link”, “multi-link” or “complete-link”
methods [22]. Incremental entropy is a natural clusterbased similarity measure, ready for constructing a hierarchical clustering algorithm. Having incremental entropy as
the measure of inter-cluster similarity, we developed the
following entropy-based agglomerative hierarchical clustering algorithm – (HierEntro).
HierEntro algorithm is a bottom-up process to construct
a clustering tree. It begins with the scenario where each
record is a cluster. Then, an iterative process is followed –
in each step, the algorithm finds a pair of clusters Cp and
Cq that are the most similar, i.e. Im (Cp , Cq ) is minimum
(K)
among all possible pair of clusters. We use Im to denot

Figure 2: Illustration of the operation schedule
after a merging operation
the Im valude in forming K-cluster partition from K+1cluster partition.
Maintaining the minimum incremental entropy for each
step is the most costly part. In order to efficiently implement the HierEntro algorithm, we maintain three main data
structures: summary table for convenient counting of occurrences of values, Im -table for bookkeeping Im (Cp , Cq )
of any pair of clusters Cp and Cq , and a Im heap for maintaining the minimum Im value in each step.
Summary table is used to maintain the fast calculation
of cluster entropy Ĥ(Ck ) and each cluster has one summary table (Figure 1). Since computing cluster entropy is
based on counting the occurrences of categorical values in
each column, a summary table keeps the counters for the
cluster. Apparently, if the average column cardinality is
m, a summary table keeps dm counters. Such a summary
table enables fast merging operation – when merging two
clusters, the two summary tables are added up to form the
summary table for the new cluster.
We use Im -table to keep track of the incremental entropy between any pair of clusters, which is then used to
maintain the minimum-Im for each round of mergence.
The Im -table is a symmetric table (thus, only a half of entries are used in practice), where the cell (i, j) keeps the
value of Im (Ci , Cj ) Figure 2.
Im heap is used to keep track of the globally minimum
incremental entropy. We define the most similar cluster of
cluster u as
u.similar = arg min{Im (u, v), v 6= u}
v

and let u.Im represent the corresponding incremental
entropy of merging u and u.similar.
We use <
u, u.Im , u.similar > as the feature vector of cluster u.
The feature vectors are inserted into the heap, sorted by
u.Im .
Algorithm 1 shows the sketch of the main procedure.
When merging u and u.similar happens, their summary
tables are added up to form the new summary table. Consider u as the main cluster, i.e., u.similar is merged to
cluster u, we need to find the new u.similar and insert the
new feature vector < u, u.Im , u.similar > to the heap.
There is an important procedure for updating the bookkeeping information after merging operation. Let v denote
the old u.similar. The bookkeeping information for v is
released and any entries in Im -table related to u or v should
be updated. For any cluster c, if the c.similar is changed
due to the update of Im -table, its location at the heap needs
to be updated too. The detailed update algorithm is described in Algorithm 2 and demonstrated by Figure 2.

Algorithm 1 HierEntro.main()
Ts [] ← initialize summary tables
TIm ← initialize Im table
h ← heap
for Each record u do
h.push (< u, u.Im , u.similar >)
end for
while not empty(h) do
< u, u.Im , u.similar >← h.top()
Ts [u] ← Ts [u] + Ts [u.similar]
update < u, u.Im , u.similar >
h.push (< u, u.Im , u.similar >)
updating after merging() //Algorithm 2
end while

Algorithm 2 HierEntro.updating after merging()
Ci ← master cluster, Cj ← merged cluster
release Ts [Cj ]
invalidate Im table entries (Cj , ∗)
update Im table entries (∗, Ci ) and (∗, Cj )
for Each valid cluster u, if u.similar == Ci or Cj do
update < u, u.Im , u.similar >;
relocate < u, u.Im , u.similar > in h
end for

3.3

Complexity of HierEntro

Updating the Im -table is the most costly part, consisting several incremental-entropy calculations. Each
incremental-entropy calculation involves summation of the
two summary tables and computing the weighted entropy
with the merged summary tables. The cost of computing weighted entropy is O(dm), when an auxiliary array
in length of N is used to buffer the log2 values as the following equation shows.
np Ĥ(Cp )
=

=

−

−

d
X

X

j=1

vjk ∈Aj
cjk =f req(vjk )|Cp

d
X

X

j=1

vjk ∈Aj
cjk =f req(vjk )|Cp

np

cjk
cjk
log2
np
np

Exploring the
Structures

4.1

Property of Optimal Partition Schemes

In this section, we first give the Proposition 3 describing
the relation between the optimal expected-entropies with
varying K, which is then used to introduce the “Entropy
Characteristic Graph” and “BkPlot”.
Since the significant clustering structures are the globally optimal selections, we begin with the investigation of
optimal partitions with varying K. Given the number K of
clusters, there is at least one optimal partition minimizing
the expected entropy H̄(C K ) – we name it as H̄opt (C K ).
There are several properties about H̄opt (C K ).
First of all, H̄opt (C K ) is bounded. It was proved in [25]
that H̄(C K ) is bounded by Ĥ(X), i.e.
Proposition 2. Ĥ(X) > H̄(C K )

cjk (log2 cjk − log2 np )

The merge operations totally cost O(N ) incrementalentropy calculations but the total cost is dominated by updating Im -table after each merging operation which will
need O(N 2 ) incremental-entropy calculations in total in
the worst case. Therefore, the overall time complexity is
O(dmN 2 ). The summary tables require O(dmN ) space,
both the log2 buffer and the heap costs O(N ) space, and
Im -table costs O(N 2 ) space.
We use the HierEntro algorithm as the tool to help understanding the property of significant clustering structures
in categorical data. Having the expected entropy as the criterion of evaluating clustering quality for a fixed K, we
will focus on the other important validation problem: what
is the best Ks for a particular categorical dataset?
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the candidates of the optimal number of clusters (the best
Ks). Are there index curves indicating the significant clustering structures for categorical data too? Let H̄opt (C K )
denote the expected entropy of the optimal partition of K
clusters. The first thought might be investigating the curve
of H̄opt (C K ).
Our result shows that the curve of optimal expectedentropies is usually a smoothly decreasing curve without
any distinguished peaks, valley, or knees (Figure 3). However, we find some special meaning behind the neighboring partition schemes (with K and K + 1 clusters respectively). The differential of expected-entropy curve, which
we name as “Entropy Characteristic Graph (ECG)” (Figure
4), has substantial meaning indicating the significant clustering structures. An ECG shows that the similar partition
schemes with different K are at the same “plateau”. From
plateau to plateau there are the critical points implying the
significant change of clustering structure, which can be the
candidates for the best Ks. These critical points can be
highlighted in the second-order differential of ECG, named
“Best-K Plot (BkPlot)”.

Significant

Clustering

Traditionally, statistical validity indices based on geometry
and density distribution are applied in clustering numerical
data [20]. The statistical index values according to different
K make an index curve. The Ks at the peaks, valleys, or
distinguished “knees” on the index curve, are regarded as

H̄(C K ) is maximized when K = 1 – all data points
are in the same cluster. We also have H̄(C K ) > 0 as
the entropy definition implies. The zero entropy H̄(C k )
is reached at k = N , when each vector is a cluster. Therefore, H̄opt (C K ) is bounded by [0, Ĥ(X)].
Then, for any different number of clusters, K and L,
K < L, we have also have the following property.
Proposition 3. H̄opt (C K ) > H̄opt (C L ), when K < L
P ROOF. Let some L-cluster partition C0L be formed
by splitting the clusters in the optimal K-cluster partition.
With Proposition 1, we have
H̄opt (C K ) > H̄(C0L ) > H̄opt (C L )
Proposition 3 shows that the optimal expected-entropy
decreases with the increasing of K, which meets the intuition well. It is hard to describe the curve with a closed
form function. However, as our experimental result shows,
it is often a negative logarithm-like curve (Figure 3). This
curve implies that, 1) it is highly possible that the best K is
not unique in terms of entropy criterion, and 2) expectedentropy curve could not help us to clearly identify the significant clustering structures.

BkPlot for Soybean-small, by HierEntro
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Figure 5: Finding the best k with
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Figure 4: Sketch of ECG graph.

Understanding the Similarity of Neighboring Partition Schemes
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There is some important implication behind the expectedentropy curve when we consider the similarity between the
neighboring partitions on the curve, where the neighboring
partitions refer to the K-cluster partition and K + 1-cluster
partition. There are two aspects to capture this similarity. One aspect is the increasing rate of entropy, defined as
I(K) = H̄opt (C K+1 ) − H̄opt (C K ), which indicates how
much the clustering structure is changed. The other aspect
is the difference between I(K) and I(K + 1), which indicates whether the consecutive changes to the clustering
structure are similar. Since it is hard to describe the relation between the optimal partitions, we use the cluster
mergence described in HierEntro algorithm to intuitively
illustrate the two aspects of similarity. In the consecutive
partition schemes generated by HierEntro, the increasing
(K)
rate is equivalent to incremental entropy: I(K) = N1d Im .
First, we consider the meaning of small increasing rate
of entropy. As we discussed, merging identical clusters introduces zero increasing rate, which implies that the merging does not introduce any impurity to the clusters and
the clustering structure is not changed. Similarly, small
increasing rate between two neighboring schemes implies
that the reduction of number of clusters does not introduce
large impurity to the partition and we consider the clustering structure is not significantly changed.
We can interpret the case of large increasing rate too. If
the expected-entropy increases a lot from K+1 to K, this
reduction of number of clusters should introduce considerable impurity into the partitions and thus the clustering
structure can be changed significantly. In such cases, we
need to investigate the relative changes in clustering structure of the neighboring schemes as follows.
Consider I(K) as the amount of impurity introduced
from K+1-cluster scheme to K-cluster scheme. If I(K) ≈
I(K + 1), i.e. K-cluster scheme introduces similar amount
of impurity as K+1-cluster scheme does, we regard that the
clustering structure is not relatively changed from K+1cluster scheme to K-cluster scheme. An example of “similar mergence” in Figure 6 can well demonstrate the similarity of clustering structure at I(K) ≈ I(K + 1). We use
icons to conceptually represent categorical clusters. The
shape and the size of an icon represent the structure and size
of the cluster, respectively. The four clusters (C1 ∼ C4 ) in
Figure 6 are very similar. They are selected in two consecutive merging operations. Thus, the changes to the resulting
clustering structures are similar and not quite distinguishable from each other.
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Figure 3: Sketch of expected entropy
curve.
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Figure 6: I(K) ≈ I(K + 1), but I(K − 1) > I(K) significantly

However, the third merging operation, which merges
C3 ∪ C4 and C5 , might change the clustering structure
greatly, and thus I(K − 1) can increase dramatically. This
indicates that the second merge operation results in a representative clustering structure for cluster analysis.
In practice, if a dataset has significant clustering structure, we can find a series of neighboring “stable” schemes,
which have similar increasing rate of entropy, and we may
also find the critical points where a series of “stable”
schemes become “less stable” – the increasing rate changes
dramatically (Figure 4). Each of such critical points indicates some significant change in clustering structure and
distinguishes a set of “stable” schemes from another set.
All of the critical points should be the candidates for the
best Ks and could be interesting to cluster analysis.
We name the I(K) plot as Entropy Characteristic
Graph (ECG). If a dataset has significant clustering structures, its ECG should be a curve with some distinguished
“knees”. An ECG curve showing no distinguished knees
implies that the clustering structure is smoothly changed
when K changes from N to 1, and thus clustering structures at all Ks have the same importance – in other words,
there is no significant clustering structure.
The common way to mathematically identify such critical knees on a curve is to find the peaks/valleys at the
second-order differential of the curve. Since an ECG consists of a set of discrete points, we define the second-order
differential of ECG as δ 2 I(K) – δI(K) = I(K)−I(K+1)
and δ 2 I(K) = δI(K − 1) − δI(K) to make K aligned
with the critical points. We can clearly identify the best Ks
at the δ 2 I(K) plot, and thus name it as the “Best-k Plot
(BkPlot)” (Figure 5).
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4.3

Figure 8: Synthetic Data DS2

Entropy Characteristic Graph Generated by HierEntro

ECGs generated by HierEntro have a special property. We
(K)
use Im to denote the Im value in forming K-cluster parti(K)
tion from K + 1-cluster partition. Since I(K) = N1d Im ,
(K)
it is equivalent to investigate the property of Im . We will
(K)
(K+1)
prove that Im > Im
, so that the critical points always
happen at the peaks of BkPlot.
(K)

Proposition 4. Im

(K+1)

> Im

P ROOF. Let Im (Co , Cp , Cq ) denote the incremental entropy in merging any three clusters. It is trivial to prove
that the sequence of the three clusters does not matter in
calculating the Im and
Im (Co , Cp , Cq ) > Im (C(1) , C(2) )

(1)

where C(1) and C(2) are any two of the three clusters.
We maintain the ascending list of Im for each merge operation in HierEntro algorithm. Suppose that the two clusters Cp and Cq are selected to merge to form the K + 1(K+1)
= Im (Cp , Cq ). After the
cluster scheme. We have Im
merge operation, the incremental entropy between the pairs
of any cluster Co , o 6= p, q, and the new cluster Cp ∪ Cq ,
should be updated to Im (Co , Cp , Cq ). Since Im (Cp , Cq )
is the minimum value at the stage K + 1 and relation (1)
shows the updates to Im table only increase the values, the
selected Im value for stage K will definitely be greater or
(K)
(K+1)
.
equal to that of stage K + 1, i.e. Im > Im
The BkPlots of such ECGs (I(K) > I(K + 1)) always
exhibit the critical Ks at peaks. This could reduce the number of noisy Ks. We will demonstrate that the BkPlots generated by HierEntro are the most robust and efficient ones,
compare to those generated by other algorithms.

5

Experimental Results

The goal of the experiments is twofold. 1)We want to show
that BkPlot can be used to find the critical Ks. In order
to precisely evaluate the effectiveness of the method, we
design a set of datasets that have well-defined clustering
structure. With these datasets, we can precisely compare
the discovered clustering structures and the inherent clustering structures. 2) We want to show that the BkPlots
generated by HierEntro are the most robust and efficient,
compared to those by another two popular entropy-based
clustering algorithms, Monte-Carlo method (MC) [25] and
Coolcat [6] – all of the three algorithms try to minimize the
expected-entropy defined in section 2.

5.1

Datasets

We construct two types of synthetic datasets with the following way, so that the clustering structure can be intuitively identified and manually labeled before running
the experiments. The first type of datasets has a onelayered clustering structure (Figure 7) with 30 attributes
and 1000 rows. It has three clusters with the same size.
Each cluster has random categorical values selected from
{‘0’,‘1’,‘2’,‘3’,‘4’, ‘5’} in a distinct set of attributes, while
the rest attributes are set to ‘0’. The second one has a twolayered clustering structure also with 30 attributes and 1000
rows. The top layer has four clusters, two of which have
sub-clusters as Figure 8 shows. Both types have clearly defined clustering structure, and each record in a generated
dataset distinctly belongs to one cluster. We generate ten
datasets for each type of structure, named DS1-i and DS2i, 1 6 i 6 10, respectively.
We also use three “real” datasets, “Soybean-small”,
“Congressional votes” and “Zoo” in the experiments. All
of the three are from UCI KDD Archive 1 .
• Soybean-small data is a dataset used to classify the
soybean diseases. The dataset has 47 records and each
record has 35 attributes describing the features of the
plant. There are four classes in the dataset.
• Congressional votes is also a Boolean dataset containing US Congressional Voting Records for the year
1984. The dataset has 435 records. Each record has a
Congressman’s votes on 16 issues (i.e. 16 attributes).
We use the 16 attributes to classify the Congressman
to “Democrat” or “Republican”.
• Zoo data contains the feature description of the animals in a zoo. There are 101 animal instances, classified to 7 categories. Each record has 17 attributes
describing different features of animal, such as hair
and the number of legs, most of which are boolean.
5.2

Compared Algorithms

Literally, any categorical clustering algorithm that employs
the same entropy minimization criterion can generate a
valid BkPlot. However, the quality of the BkPlots can be
easily influenced by the underline algorithms. We briefly
introduce another two algorithms, Monte-Carlo algorithm
and Coolcat algorithm in this section. Both use expected
entropy to evaluate the quality of partition and try to minimize the expected entropy in order to achieve a suboptimal
1 http://www.ics.uci.edu/∼mlearn/MLRepository.html

partition. We compare the quality of BkPlots generated by
the two algorithms to that by HierEntro.
Monte-Carlo Method [25] is a top-down partitioning
algorithm. With a fixed K, it begins with all records in one
cluster and follows an iterative process. In each step, the
algorithm randomly picks one record from one of the K
clusters and puts it into another randomly selected cluster.
If the change of assignment does not reduce the expected
entropy, the record is put back to the original cluster. The
algorithm can be summarized as Algorithm 3.
Algorithm 3 Monte-Carlo Clustering
Input:( data records: X, # of clusters: K, # of unchanged steps: s)
Output: cluster assignment
Put all records into one cluster;
Calculate the initial expected entropy H0 ;
Set the counter of unchanged steps, c ← 0;
while c < s do
Randomly pick a point x from a cluster A;
Randomly pick another cluster B;
Put x into B, and calculate the new expected entropy H;
if H > H0 then
Put x back to A, c ← c + 1;
else
H0 ← H, c ← 0;
end if
end while

Theoretically, given a sufficiently large s, the algorithm
will eventually terminate at a near optimal solution. We set
s = 5000 for running MC on the synthetic datasets.
To improve the efficiency, we also combine MC algorithm with the Coolcat algorithm, in practice. Instead of
beginning with all records in one cluster, we use Coolcat
algorithm to generate the initial partition, and then use MC
algorithm to polish the partition, further reducing the expected entropy.
Coolcat [6] algorithm begins with selecting K records,
which maximize the K-record entropy, from a sample of
the dataset as the initial K clusters. It sequentially processes the rest records and assigns each to one of the K
cluster. In each step, the algorithm finds the best fitted
one of the K clusters for the new record – adding the
new record to the cluster will result in minimum increase
of expected entropy. The data records are processed in
batches. Because the order of processing points has a significant impact on the quality of final clusters, there is a
“re-clustering” procedure at the end of each batch. This
procedure picks m percentage of the worst fitted records in
the batch and re-assigns them to the K clusters in order to
reduce the expected entropy further.
Algorithm 4 Coolcat Clustering
Input:( data records: X, # of clusters: K, re-clustering percent: m )
Output: cluster assignment
Find the K records as the initial clusters from the sample set, which
maximized the entropy of the K records;
for each batch do
for each record u in the batch do
Find the cluster Ci , putting u in which can result in the minimum
incremental entropy;
Place u in Ci ;
end for
Find the worst fitted m percent of records in the batch;
Re-clustering the worst fitted records;
end for

We run the algorithm on each dataset with a large sam-

ple size (50% of the datasets) and m = 20%, which is sufficient for improvement through re-clustering [6]. In order to
reduce the effect of ordering, we run Coolcat 20 times for
each datasets and each run processes the data in a randomly
generated sequence. Finally, we select the result having the
lowest expected entropy among the 20 results.
5.3

Performance Measures

We use four measures to evaluate the quality BkPlots generated by different algorithms.
• Coverage Rate. We evaluate the robustness of BkPlot
with “Coverage Rate (CR)” – how many significant
inherent clustering structures are indicated by the
BkPlot. There could be more than one significant clustering structures for a particular dataset. For example,
four-cluster and six-cluster structures can be all significant for DS2. An robust BkPlot should always include all of the significant Ks.
• False Discovery Rate. There could be some Ks,
which are actually not critical but suggested by some
BkPlots. In order to efficiently find the most significant ones, we prefer a BkPlot to have less false indicators as possible. We use “False Discovery Rate(FDR)”
to represent the percentage of the noisy indicators in
the BkPlot.
• Expected Entropy. Since the BkPlot is indirectly related to expected entropy through ECG, it is also reasonable to check the quality of expected entropy for
the partitions generated by different algorithms at the
particular Ks. The most reliable BkPlot should be
based on the expected entropy of optimal partitions
for varying K. Because finding the optimal partitions
is a NP-hard problem, we do approximation in all of
the three algorithms. For a set of datasets in the same
clustering structure, like DS1-i, 1 6 i 6 10, we have
almost same optimal expected entropy for different
datasets at a fixed K. Using the mean-square-error
(MSE) criterion [24] to evaluate the quality of the approximation result, we can decompose the errors to
two parts: the deviation to the optimal expected entropy, and the variance of the estimated expected entropy. Let ĥ be the estimated expected entropy and h
be the optimal one. Let E[ĥ − h] be the expected bias
and var(ĥ) is the variance of ĥ.
M SE = E 2 [ĥ − h] + var(ĥ)
Without calculating the optimal expected entropy h,
if an algorithm generates BkPlots with the lowest
expected entropy and minimum variance among the
three algorithms, we can also conclude that this algorithm is the best one of the three.
• Purity. For the real datasets, there is no documented
clustering structure, but the class definition, which
describes the domain knowledge, is given. We use
purity [30] to evaluate the consistency between the
clustering result and the class definition. The purity
of a cluster, P (Ck ), measures the extent to which the
cluster contains data points primarily from a single
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Figure 10: BkPlots of DS1 by HierEntro

Figure 11: BkPlots of DS2 by HierEntro
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Figure 12: BkPlots of DS1 by MC
class. The purity of a clustering result is the weighted
sum of the purity of individual cluster, given by
P urity =

K
X
nk
k=1

5.4

n

P (Ck )

Discussion

The BkPlots generated by HierEntro algorithm for DS1
(Figure 10 clearly indicate ‘3’ is the only significant K.
The datasets having the same clustering structure should
have almost the identical BkPlots. The identical BkPlots
on ten different DS1-i, 0 6 i 6 10, shows that HierEntro
is a robust algorithm for generating BkPlot.
The peaks of BkPlots for DS2-i (Figure 11) include
the two inherent significant Ks – ‘4’ and ‘6’, but ‘2’ is
also given as the third significant K. However, we notice that the peak values at ‘K=4’ or ‘K=6’ for different
DS2 datasets are almost same, while those at ‘K=2’ have
more variation. This solicits us to consider a more reliable
method to estimate the most significant K for a considerably large dataset. We can generate a bunch of sample sets,
which have the identical clustering structure with the original dataset. The most stable peaks in the BkPlots of the
sample sets correspond to the most significant Ks.
The BkPlots generated by Monte-Carlo algorithm for
DS1 (Figure 12) also clearly identify that ‘3’ is the best
K with very small variation. However, the BkPlots for
DS2 show large variation on Ks. In order to clearly observe the difference, we only show five BkPlots for DS2i, 1 6 i 6 5, respectively. Overall, the Ks distribute
from ‘2’ to ‘10’ for different DS2-i. Some BkPlots include
the significant Ks - ’4’ and ’6’, while others miss one or

Figure 13: BkPlots of DS2 by MC
both, which implies that MC algorithm might not be robust
enough for datasets having complicated clustering structure. The reason is MC algorithm becomes more likely
to trap in local minima with the increasing complexity of
clustering structure and increasing number of clusters.
Coolcat algorithm is the least robust one for generating
BkPlots. It brings large variation for both datasets (Figure
14 and 15). Coolcat algorithm is originally designed for
fast processing of categorical data while the quality of result is not well guaranteed. Therefore, it is not suitable for
generating robust BkPlots.
We summarize the result with the discussed measures,
Coverage Rate (CR), False Discovery Rate (FDR), and expected entropy (EE) in Table 2 and 3. The higher the coverage rate, the more robust the BkPlot is. The lower the false
discovery rate the more efficient the BkPlot is. The numbers are the average over the 10 datasets. For both types of
dataset, HierEntro shows the minimum expected entropy
and minimum standard deviation, as well as the highest CR
and lowest FDR. Therefore, the BkPlots generated by HierEntro are the most robust and efficient ones.
HierEntro
MC
Coolcat

CR
100%
100%
60%

FDR
0%
0%
85%

EE
0.732 ± 0.001
0.733 ± 0.001
1.101 ± 0.026

Table 2: Summary for DS1-i
HierEntro
MC
Coolcat

CR
100%
80%
60%

FDR
33%
53%
70%

EE K = 4
0.562 ± 0.002
0.565 ± 0.009
0.852 ± 0.023

Table 3: Summary for DS2-i

EE K = 6
0.501 ± 0.001
0.521 ± 0.008
0.761 ± 0.021
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Figure 14: BkPlots of DS1 by Coolcat
N
47
435
101

d
35
16
17

# class
4
2
7

Best Ks
{2,4,7}
{2}
{2,4,7}

Purity
100%
83%
93.1%

Table 4: HierEntro result for real datasets
We run experiments on real datasets with HierEntro only
and the results match the domain knowledge very well. We
are not clear about the best K for the inherent clustering
structure, but we can use the documented number of classes
as the reference number. Interestingly, the BkPlots of HierEntro shows that these numbers are all included in the best
Ks, which implies that the inherent structure is consistent
with the domain knowledge. In fact, the additional best Ks
can be investigated further to explore more hidden knowledge. For example, ‘K=2’ and ‘K=4’ for zoo dataset might
be other meaningful categorizations for the animals. The
high purity also shows that the entropy-based categorical
clustering can generate results highly consistent with the
domain knowledge, which have been supported by other
literatures [6, 25]. The result encourages us to believe that
BkPlots with HierEntro can also work effectively for the
real datasets.

6

6

-0.2

-0.3

dataset
soybean-small
votes
zoo

5

Related Work

While many numerical clustering algorithms [22, 23] have
been published, only a handful of categorical clustering algorithms appear in literature. The general statistical analysis of categorical data was introduced in [2]. Although it is
unnatural to define a distance function between categorical
data or to use the statistical center (the mean) of a group
of categorical items, there are some algorithms, for example, K-Modes [21] algorithm and ROCK [19] algorithm,
trying to fit the traditional clustering methods into categorical data. However, since the numerical similarity/distance
function may not describe the categorical properties properly and intuitively, it leaves little confidence to the clustering result.
Gibson et al. introduced STIRR [18], an iterative algorithm based on non-linear dynamical systems. STIRR represents each attribute value as a weighted vertex in a graph.
Starting with the initial conditions, the system is iterated
until a “fixed point” is reached. When the fixed point is
reached, the weights in one or more of the “basins” isolate two groups of attribute values on each attribute. Even
though they proved this approach works for some experimental datasets having two partitions, the user may hesitate
in using it due to the complicated and not intuitive working

Figure 15: BkPlots of DS2 by Coolcat
mechanism.
CACTUS [17] adopts the linkage idea from ROCK
and names it “strong connection”. However, the similarity is calculated by the “support”. A cluster is defined
as a region of attributes that are pair-wise strongly connected.Similarly, the concept of “support” or linkage is still
indirect in defining the similarity of categorical data, and
unnecessarily makes the clustering process complicated.
Cheng et al. [13] applied the entropy concept in numerical subspace clustering, and Coolcat [6] introduced the entropy concept into categorical clustering. Coolcat is kind
of similar to KModes. However, Coolcat assigns the item
to a cluster that minimizes the expected entropy. Considering the cluster centers may shift, a number of worst-fitted
points will be re-clustered after a batch. Even though Coolcat approach introduces the entropy concept into its categorical clustering algorithm, it did not consider the problem
of finding the optimal number of categorical clusters. Some
closely related work also borrows concepts from information theory, including Co-clustering [15], Information Bottleneck [28] and LIMBO [3].
C. Aggarwal [1] demonstrated that localized associations are very meaningful to market basket analysis. To
find the localized associations, they introduced a categorical clustering algorithm CLASD to partition the basket
data. They defined a new similarity measure for a pair of
transactions. CLASD is still a kind of traditional clustering
algorithm – the special part is only the definition of similarity function for categorical data. Thus, it has the similar
problem we described.
Most of the recent research in categorical clustering is
focused on clustering algorithms. Surprisingly, there is little research concerning about the cluster validation problems for categorical datasets.

7

Conclusion

Most of the recent research about categorical clustering has
only contributed to categorical clustering algorithms. In
this paper, we proposed an entropy-based cluster validation method for identifying the best Ks for categorical data
clustering. Our method suggests to find the best Ks by observing the “Entropy Characteristic Graph (ECG)”, which
describes the entropy property of partitions with varying
K and is significant in characterizing the clustering structure of categorical data. The “Best-K plot (BkPlot)” is
used to find the significant points conveniently from the
Entropy Characteristic Graph. BkPlots generated by different algorithm may have different performance in iden-

tify the significant clustering structures. In order to find the
robust BkPlot, We also develop an entropy-based agglomerative hierarchical algorithm HierEntro. Our experiments
show that, HierEntro can generate the most robust BkPlots
for various experimental datasets, compared to the other
two entropy-based algorithms: Monte-Carlo algorithm and
Coolcat algorithm. Meanwhile, HierEntro can also find
high quality clustering results in terms of the entropy criterion. Therefore, BkPlot validation method together with
HierEntro algorithm can serve as an effective tool for analyzing the significant clustering structures of categorical
datasets.
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Appendix:Proof of Proposition 1 We can expand Proposition 1 with the definition of entropy in section 2.
−

d X
X

(np + nq )p(xj = v|Cp ∪ Cq ) ·

j=1 v∈Aj

log2 p(xj = v|Cp ∪ Cq ) >
−

d
X

X

np p(xj = v|Cp ) log2 p(xj = v|Cp ) −

j=1 v∈Aj

−

d X
X

nq p(xj = v|Cq ) log2 p(xj = v|Cq )

(2)

j=1 v∈Aj

It is equivalent to check if the following relation is satisfied for each value v in each domain(Aj ).
np p(xj = v|Cp ) log2 p(xj = v|Cp ) +
nq p(xj = v|Cq ) log2 p(xj = v|Cq )
> (np + nq )p(xj = v|Cp ∪ Cq ) ·
log2 p(xj = v|Cp ∪ Cq )

(3)

Without loss of generality, suppose Cp having x items
and Cq having y items in value v at j-th attribute. The
formula 3 can be transformed to x log2 nxp + y log2 nyq >

(x+y) log2 nx+y
. Since x, y, np , nq are positive integers,
p +nq
let x = s · y and np = r · nq , (s, r > 0), and then we can
ss
rs
eliminate log2 to get a simpler form: (1+r)
s+1 6 (1+s)1+s .
It is easy to prove that

ss
(1+s)1+s is the maximum value
rs
(1+r)s+1 (r, s > 0). Therefore,

of the function f (r) =
formula (3) is true, thus (2) is true and Proposition 1 is
proved.

