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Великі відхилення корелограмної оцінки коваріаційної 
функції випадкового шуму в нелінійній моделі регресії
(Представлено членом-кореспондентом НАН України П. С. Кноповим)
Розглянуто нелінійну модель регресії з неперервним часом і неперервним у середньому 
квадратичному та майже напевно стаціонарним гауссівським випадковим шумом з ну-
льовим середнім та додатною обмеженою спектральною щільністю. Доведено теорему 
про великі відхилення залишкової корелограмної оцінки коваріаційної функції випадкового 
шуму. Отриманий результат посилює відомі раніше факти про консистентність коре-
лограмної оцінки коваріаційної функції гауссівського стаціонарного випадкового шуму.
Ключові слова: нелінійна модель регресії, стаціонарний гауссівський шум, коваріаційна 
функція, корелограмна оцінка, ймовірність великих відхилень, псевдометрика.
Нехай спостерігається випадковий процес
де  – неперервна функція, що залежить від невідомого параметра 
),  – обмежена відкрита опукла множина,  – замикання 
 – випадковий шум, відносно якого припустимо, що
N.1.  – дійсний неперервний в середньому квадратичному та майже 
напевно стаціонарний гауссівський процес, заданий на ймовірнісному просторі , 
з нульовим середнім та додатною обмеженою спектральною щільністю .
За умови N.1. f та коваріаційна функція  процесу  належить , 
і за тотожністю Планшереля
Якщо функція B невідома, то виникає задача оцінювання B за спостереженнями 
 за наявності заважаючого параметра . Звичайно, аналогічна задача 
виникає і стосовно невідомої функції f, але в цій роботі йдеться про оцінювання B.
(1)
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оцінкою найменших квадратів (оНк) невідомого параметра  на інтервалі спосте-
режень  називається будь-який випадковий вектор , для якого
За введених вище умов мінімум у (2) досягається, і тоді на підставі теореми (3.10) роботи 
[1, с. 270] існує хоча б один такий випадковий вектор .
За оцінку B, прив’язану до оцінки  заважаючого параметра , візьмемо залиш-
кову корело граму, побудовану за відхиленнями спостережень  
 а саме
 – фіксоване число.
Зауважимо, що  є оНк дисперсії B(0) випадкового процесу . 
З іншого боку,
ншого боку,
є корелограмою .
стохастичний асимптотичний розклад та асимптотичний розклад моментів оцінки (3) 
отримано в роботах [2, 3]. властивості консистентності та асимптотичної нормальності 
цієї оцінки вивчалися в статтях [4, 5]. У даній роботі отримано теорему про ймовірності 
великих відхилень величини
яка, зокрема, посилює результат роботи [4] про консистентність корелограмної оцінки (3).
Імовірності великих відхилень для ОНК. тематика ймовірностей великих відхи-
лень нормованої  параметра  моделі регресії (1) з дискретним та неперервним 
часом широко обговорювалася в статистичній літературі. так, у роботі [6] було доведено 
теорему про ймовірності великих відхилень оНк скалярного параметра нелінійної моделі 
регресії зі степеневим спаданням, а в роботі [7] одержано аналогічний результат з експо-
ненційною швидкістю збіжності для нелінійної гауссівської регресії.
У роботі [8] було отримано теорему про ймовірності великих відхилень, що узагальнює 
результат монографії [9], із застосуванням до оНк параметра нелінійної моделі регресії 
з незалежними передгауссівськими та субгауссівськими похибками спостережень. деякі 
результати про ймовірності великих відхилень оНк в моделях регресії з корельованими 
спостереженнями наведено в [10, 11].
У цьому пункті сформульовано потрібну нам теорему про ймовірності великих відхи-
лень нормованої  параметра  моделі (1), доведення якої аналогічно доведенню 
теореми 3.2 роботи [8].
(2)
(3)
(4)
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в асимптотичній теорії нелінійної регресії (див., наприклад, [12]) в задачах нормальної 
апроксимації розподілу оНк відхилення оНк від істинного значення параметра  
нормується діагональною матрицею
мується діагональною матрицею
Нижченаведена умова забезпечує існування матриці  та регулює її поведінку.
F.1. (i) Функції  при кожному  неперервно диференційовні за  та при
кожному  частинні похідні  інтегровні за t з квадратом на кожному про-
міжку , .
(ii) для будь-якого фіксованого 
.
Позначимо  і введемо таку умову (пор. 
з [6–8]):
F.2. Існують додатні числа  такі, що для будь-яких   
 та достатньо великих  
Теорема 1. Нехай виконано умови N.1, F.1(i), F.2. Тоді існують такі константи 
A та b, що для  
причому для будь-якого  можна обрати A таким чином, щоб виконувалася нерів-
ність
 
де 
Імовірності великих відхилень для залишкової корелограми. розглянемо псев-
дометрики (див. [13])
Нехай  – метрична ентропія множини  відносно псев-
дометрики 
N.2.
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Нижче ми наводимо теорему про ймовірності великих відхилень величини (4). введемо 
константу
,
де 
Теорема 2. Нехай виконано умови N.1, N.2, F.1, F.2. Тоді існують такі константи 
 та , що для 
причому  та для будь-якого  можна дібрати  таким,
щоб виконувалася нерівність , де
доведення теореми полягає у
1) заданні величини (4) у вигляді
де
   
×
×
    
-
- ;
2) отриманні експоненціальних оцінок імовірностей великих відхилень супремумів 
  з використанням теореми 1 та нерів-
ностей 3.3 роботи [13, с. 205];
3) використанні результатів робіт [13, 4] для отримання експоненціальної оцінки хвостів 
розподілу величини  з константою, що не залежить від T.
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Большие отклонения коррелограммной оценки ковариационной 
функции случайного шума в нелинейной модели регрессии
Рассмотрена нелинейная модель регрессии с непрерывным временем и непрерывным 
в среднем квадратичном и почти наверное стационарным гауссовским случайным шумом 
с нулевым средним и положительной ограниченной спектральной плотностью. Доказана 
теорема о больших отклонениях остаточной корреллограммной оценки ковариационной 
функции случайного шума. Полученный результат усиливает ранее известные факты 
о состоятельности коррелограммной оценки ковариационной функции гауссовского ста-
ционарного случайного шума.
Ключевые слова: нелинейная модель регрессии, стационарный гауссовский шум, кова-
риационная функция, коррелограммная оценка, вероятность больших отклонений, псевдо-
метрика.
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Large deviations of a correlogram estimator of the random noise 
covariance function in a nonlinear regression model
A time continuous nonlinear regression model with mean square continuous and almost sure 
Gaussian stationary random noise with zero mean and positive bounded spectral density is 
considered. A theorem on probabilities of large deviations  of a residual correlogram estimator of 
the random noise covariance function is proved. The result obtained sharpens previously known 
facts on the consistency of a correlogram estimator of the covariance function of Gaussian 
stationary random noise.
Keywords: nonlinear regression model, stationary Gaussian noise, covariance function, 
correlogram estimator, probability of large deviations, pseudometric.
