In this letter, we propose a new approach to estimate the degree of noise masking based on a sophisticated model for clean speech distribution. This measure, named as noise masking probability (NMP), is incorporated into the feature compensation technique to achieve robust speech recognition in noisy environments. Experimental results show that the proposed approach improves the performance of the baseline recognition system in the presence of various background noises.
Introduction
In the context of robust speech recognition, a variety of approaches have been developed to compensate the effect of background noise in the input feature vector streams. One of the successful approaches to feature compensation applies piecewise linear approximation to the speech contamination procedure defined in the feature vector domain [1] , [2] . Even though this approach has been found effective in high signalto-noise ratio (SNR) regions, it usually causes erroneous estimates when the instantaneous SNR is low [3] . In order to overcome this problem, Kim et al. proposed an approach which combines two separate compensation techniques [4] : the spectral subtraction (SS) and interacting multiple model (IMM) algorithms. In this approach, which is referred to as the soft decision IMM (SDIMM) algorithm, the speech absence probability (SAP) is computed by the SS module, and it is applied to control the switching between the two compensation methods.
Since, however, SAP is computed by the SS method, which does not have any prior knowledge of the clean speech distribution, it is likely to make a wrong decision, especially when either the noise or speech characteristics are time-varying. For that reason, it is considered desirable to compute the SAP by means of an algorithm which employs a more precise model for clean speech feature distribution. Moreover, it is generally known that the feature vector components which are masked by the noise are responsible for the performance degradation of the speech recognizer in adverse environments. In this letter, we propose a novel approach to measure the noise masking effect by taking ad- 
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t represent a D-dimensional log spectrum of the noisy input with t denoting the transpose. Then,
where
t are the log spectra of the clean speech and added noise, respectively. In the IMM technique, the distribution of x is described in terms of a Gaussian mixture model (GMM) as follows:
where M is the total number of mixture components, and p(k), µ k and Σ k represent the a priori probability, mean vector and covariance matrix of the kth Gaussian distribution, respectively. On the other hand, the log spectrum of the background noise is assumed to be distributed according to a single Gaussian given by
To make the nonlinear function given in (1) mathematically tractable, the IMM algorithm applies a linear approximation such that
if x is assumed to have come from the kth mixture component. Here, the coefficient matrices {A k , B k , C k } are obtained by the statistical linear approximation (SLA) technique which is based on Taylor series expansion of a nonlinear function [2] . The IMM algorithm sequentially estimates the environmental parameter, λ n = {µ n , Σ n } with a bank of Kalman filters [1] . Once the estimate for λ n is obtained, the clean speech features are computed according to the minimum mean square error (MMSE) criterion.
Effect of Noise Masking on Clean Speech Model
Under the framework of Bayesian estimation, a pre-trained GMM which characterizes the clean speech distribution is used as a prior source of knowledge. Generally, each mixture component of the GMM represents a typical pattern of the possible clean speech log spectrum. It is easily understood that the clean speech feature originated from each mixture component is affected differently by the same level of background noise. When the level of the background noise is much higher than that of the clean speech, the distribution of the observed feature is dominantly determined by the noise distribution. Thus the clean speech feature estimation obtained from a mixture component that is totally masked by the noise will be unreliable and its contribution to the overall estimation should be deemphasized. We classify all the mixture components of the GMM into two disjoint subsets M m,d and M o,d where M m,d is the set of indices corresponding to the mixture components in which the dth spectral element is found masked by the noise, and M o,d denotes its complementary set. Using the fact that the noisy observation is not sensitive to the clean speech variation when noise masking occurs, we devise a simple test based on the parameters of the GMM and the estimated noise statistics. Let
t denote the mean vector of the kth Gaussian of the GMM associated with the clean speech andμ n = μ n,1 ,μ n,2 , · · · ,μ n,D t be the estimate for µ n obtained from the IMM algorithm. Then, the dth element of the kth mixture component is decided to be masked by the noise if
where η is a small positive threshold and z d is the dth element of the noisy observation.
Clean Speech Estimation Incorporating Spectral Masking
In this section, we introduce NMP which accounts for how unreliable the estimate from the IMM algorithm would be. NMP is defined separately for each element of the feature vector. Let us denote the NMP associated with the dth element of the input noisy feature vector z by NMP d (z). Then,
After all the mixture components of the GMM are classified into M m,d and M o,d according to the decision rule given in (5), we can compute the likelihoods such that
whereλ n is the estimate for λ n obtained from the IMM algorithm, and p(k) and p(z| k,λ n ) represent the a priori probability and the likelihood, respectively, of the kth mixture component.
Once the NMP's for all the feature vector elements are computed, we can estimate the clean speech log spectrum in a way similar to the SDIMM technique [4] . Let
t denote the estimate for the clean speech feature vector x when the input is z. Then, , we apply the first-stage mel-warped Wiener filter algorithm proposed in [5] without the voice activity detector (VAD). The frequency response of the Wiener filter is smoothed and timewarped using a filter bank that incorporates 23 mel-scale bins.
Experimental Results
The proposed algorithm was evaluated on the AURORA2 task in which the database consists of the TI-DIGITS data downsampled to 8 kHz [6] . In test set A, four types of noises (suburban train, babble, car and exhibition hall) were added to the clean speech at SNR's of 20, 15, 10, 5, 0 and −5 dB. In test set B, another four different noises (restaurant, street, airport and train station) were added to the clean speech waveforms at the same levels of SNR. Finally in test set C, two of the noises from set A (subway and street) were added and there also existed a channel mismatch. Results are presented as an averaged word recognition accuracy over the five SNR conditions from 20 dB to 0 dB. The baseline recognition system was built based on a set of continuous density Gaussian mixture hidden Markov models (HMM's). There were eleven digit models with sixteen states, one silence model with three states and one short pause model with one state. Training and testing were performed using the HTK software [7] . Speech features for recognition consisted of twelve cepstral coefficients derived from 23 mel-spaced triangular filter outputs and log energy, and these thirteen parameters were augmented with the corresponding delta and acceleration coefficients. All the HMM's were trained in the clean training condition. Feature compensation was performed in the log spectral domain, and the compensated log spectra were converted to the cepstral coefficients through discrete cosine transform (DCT).
In our experiment, the decision threshold η defined in (5) was fixed to 0.1. A typical example of NMP obtained from a noisy input with the corresponding clean speech log spectral energy is shown in Fig. 1 where we also plot the trajectory of the SAP computed by the SS module. It can be shown from this figure that NMP fits more closely to the clean speech energy variation than the SAP. For the purpose of comparison, we also tried an approach where (9) is replaced bŷ
with S AP d (z) denoting the local SAP provided by the SS technique. The recognition results obtained from the AU-RORA2 task in clean training condition are shown in Table 1 in which the word accuracies and relative improvements to IMM, which are averaged over the entire SNR range, 0-20 dB and low SNR range, 0-10 dB are listed. In Table 1 , IMM+NMP and IMM+SAP represent the proposed algorithms which are based on NMP and SAP, respectively. The overall performance was calculated according to the formula provided by [8] which assigns different weights to the performances in Sets A, B and C. From the result, it is apparent that IMM+NMP produced higher recognition accuracy than both IMM and IMM+SAP over all the SNR ranges. From Table 1 , we can see that the relative improvement of IMM+NMP with respect to IMM in the lower SNR range (0-10 dB) is almost the same to that obtained over all the SNR range (0-20 dB). This tells us that the IMM+NMP approach is equally effective in all the tested SNR conditions. It can be also seen that the IMM+NMP approach produced much better result particularly at lower SNR range compared to the IMM+SAP algorithm. The superior performance of IMM+NMP may be due to the fact that the use of exact prior speech distribution model in noisy conditions is more accurate than the use of distribution model estimated based solely on the incoming noisy data. IMM+NMP improved the performance of the IMM algorithm up to 16.58%.
Conclusions
In this letter, we have proposed a new approach to measure the relative degree of speech activity. Proposed NMP has been applied to feature compensation and found to improve the overall recognition performance particularly in low SNR conditions.
