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1. Introduction
Recently, with motivation from applications in population dynamics and economics, the theories of differential and
difference equations have been unified and extended into the study of dynamic equations on time scales [1–4]. The new
theory illustrates and explains the discrepancies between continuous-time and discrete-time results, and provides more
general results on an arbitrary closed subset of the real numbers [5–7]. In this way, results apply not only to the set of reals
or the set of integers, but also to more general time scales such as the Cantor and quantum sets [8–12].
In the theory of differential equations, a useful technique for proving the existence of solutions consists in proving
necessary and/or sufficient conditions under which at least one trajectory of a vector field, starting at a point of a certain
constraint set, stays in that set [13]. Existence results of this kind for dynamic equations on time scales are a rarity. We are
only aware of [14], where a generalization of Ważewski’s method for systems of delta dynamic equations on time scales is
obtained. The main result of [14] is reviewed in Section 2 (Theorem 11). For related studies on dynamic inclusions on time
scales, the reader is referred to [15–17].
Here we formulate sufficient conditions for nabla dynamic equations on an arbitrary time scale, guaranteeing the
existence of at least one trajectory of a vector field starting at a point of a set K (constraint set) and staying in that set
(Theorem 14). Moreover, using a Filippov theorem on time scales [18] and its dual version in the sense of [19] (see also
[20–22]), we extend the results to special cases of nabla (Theorem 16) or delta differential inclusions (Theorem 17). We end
with an example.
2. Preliminaries
For an introduction to the theory of time scales we refer the reader to [1,8,9,11,23]. Here we just recall some necessary
and recent results of [14,18,19]. Throughout this work we assume T to be a given time scale with jump functions σ and ρ,
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forward graininess µ and backward graininess ν, differential operators ∆ and ∇ , and where infT := a, supT := b, and
[a, b]T := [a, b] ∩ T.
2.1. Caputo’s duality approach
The notion of a dual time scale was introduced in [19] and has been shown to be a very useful concept in control
theory [22] and the calculus of variations [20,24].
Definition 1 (Dual Time Scale). Given a time scale T, we define the dual time scale T⋆ by T⋆ := {s ∈ R| − s ∈ T}.
Lemma 2 ([19]). If a, b ∈ T with a < b, then ([a, b]T)⋆ = [−b,−a]T⋆ .
Definition 3 (Dual Function). Given a function f : T→ R defined on the time scale T, the dual function f ⋆ : T⋆ → R on the
dual time scale T⋆ is defined by f ⋆(s) := f (−s) for all s ∈ T⋆.
Lemma 4 ([19]). If σ , ρ : T → T are the jump operators for T, then the jump operators for T⋆, σˆ , ρˆ : T⋆ → T⋆, are given by
σˆ (s) = −ρ(−s) and ρˆ(s) = −σ(−s) for all s ∈ T⋆.
Let T be a time scale. If supT is finite and left-scattered, one defines Tκ := T \ {supT}; otherwise Tκ := T. Similarly, a
new set Tκ is derived from T as follows: if T has a right-scattered minimumm, then Tκ := T \ {m}; otherwise, Tκ := T.
Lemma 5 ([19]). Given a time scale T, then (Tκ)⋆ = (T⋆)κ , and (Tκ)⋆ = (T⋆)κ .
Lemma 6 ([19]). Given µ : T → R, the forward graininess of T, then the backward graininess of T⋆, νˆ : T⋆ → R, is given by
the identity νˆ(s) = µ⋆(s) for all s ∈ T⋆. Similarly, given ν : T → R, the backward graininess of T, then the forward graininess
of T⋆, µˆ : T⋆ → R, is given by the identity µˆ(s) = ν⋆(s) for all s ∈ T⋆.
Lemma 7 ([19]). Function f : T→ R is rd-continuous (resp. ld-continuous) if and only if its dual f ⋆ : T⋆ → R is ld-continuous
(resp. rd-continuous).
Lemma 8 ([19]). If f : T → R is delta (resp. nabla) differentiable at t0 ∈ Tκ (resp. at t0 ∈ Tκ ), then f ⋆ : T⋆ → R is nabla
(resp. delta) differentiable at −t0 ∈ (T⋆)κ (resp. at −t0 ∈ (T⋆)κ ), and the following equalities hold true: f ∆(t0) = −(f ⋆)∇ˆ(−t0)
(resp. f ∇(t0) = −(f ⋆)∆ˆ(−t0)), f ∆(t0) = −((f ⋆)∇ˆ)⋆(t0) (resp. f ∇(t0) = −((f ⋆)∆ˆ)⋆(t0)), and (f ∆)⋆(−t0) = −((f ⋆)∇ˆ)(−t0)
(resp. (f ∇)⋆(−t0) = −(f ⋆)∆ˆ(−t0)), where ∆ and ∇ denote the delta and nabla derivatives for the time scale T while ∆ˆ and ∇ˆ
denote the delta and nabla derivatives for the time scale T⋆.
Lemma 9 ([19]). Let f : T→ R. Function f belongs to C1rd (resp. C1ld) if and only if its dual f ⋆ : T⋆ → R belongs to C1ld (resp. C1rd).
2.2. Set-valued maps and dynamic inclusions
Let K : T  Rn be a set-valued map such that K(t) = {x ∈ Rn : bi(t) < xi < ci(t), i = 1, . . . , n}, where bi, ci : T→ R,
i = 1, . . . , n, are delta differentiable functions onT such that bi(t) < ci(t) for each t ∈ T. The graph ofK ,Graph(K) ⊆ T×Rn,
is defined by Graph(K) := {(t, x) : t ∈ T, x ∈ K(t)}.
Let us consider the control system
x∆(t) = f (t, x(t), u(t)), u ∈ U, (1)
where U = {u(·) | u(·) is∆-measurable piecewise rd-continuous with u(t) ∈ U ⊂ Rm for all t ∈ T} is the set of
admissible controls. Suppose that the set U ⊂ Rm of control values is compact and the function f : Graph(K)× U → Rn is
rd-continuous with respect to the first variable and continuously differentiable with respect to the second variable x ∈ Rn.
For a fixed uwe can rewrite (1) and consider the dynamic system
x∆(t) = fu(t, x(t)), (2)
where fu = (f1, . . . , fn) : T × Rn → Rn. Let us assume that fu is continuous. Moreover, for every fixed non-isolated point
t ∈ T, let St ⊆ T × Rn be a closed set, [t − a, t + a] × K(t) ⊂ St for an a > 0, infT ≤ t − a, supT ≥ t + a, such
that fu is rd-continuous, bounded and Lipschitz continuous on St . Let ∂Graph(K) := {(t, x) : t ∈ T, x ∈ ∂K(t)} with
∂K(t) = K(t) \ K(t), where K(t) = {x ∈ Rn : bi(t) ≤ xi ≤ ci(t), i = 1, . . . , n}. By a trajectory of the system (1) from x0
corresponding to the control u ∈ U we mean the function x = ψ(t0, ·, x0, u) : [tu0 , tu1 ]T → Rn such that x is the unique
solution of the initial value problem x∆(t) = fu(t, x(t)), x(t0) = x0, provided it is defined for all t ∈ [t0, t1]T and x(t) ∈ K(t).
We define the auxiliary functions Bi(t, x) := −xi + bi(t) and Ci(t, x) := xi − ci(t) on T × Rn, i ∈ {1, . . . , n}, and sets
Graph(K)iB := {(t, x) ∈ Graph(K) : Bi(t, x) = 0} and Graph(K)iC := {(t, x) ∈ Graph(K) : Ci(t, x) = 0}, where i ∈ {1, . . . , n}.
It is clear that ∂Graph(K) =ni=1(Graph(K)iB ∪ Graph(K)iC ).
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Definition 10 (Delta-Points of Strict Egress). A point M = (t, x1, . . . , xi−1, bi(t), xi+1, . . . , xn) ∈ Graph(K)iB, i ∈ {1, . . . , n},
is called a delta-point of strict egress for the set Graph(K) with respect to system (2) if fi(M) < b∆i (t). A point M =
(t, x1, . . . , xi−1, ci(t), xi+1, . . . , xn) ∈ Graph(K)iC , i ∈ {1, . . . , n}, is called a delta-point of strict egress for the set Graph(K)
with respect to system (2) if fi(M) > c∆i (t).
Theorem 11 ([14]). Let fu : T × Rn → Rn and K : T  Rn, where K(t) = {x ∈ Rn : bi(t) < xi < ci(t), i = 1, . . . , n}
with bi, ci : T → R, i = 1, . . . , n, delta differentiable functions on T such that bi(t) < ci(t) for each t ∈ T. If every point
M ∈ ∂Graph(K) is a delta-point of strict egress for the set Graph(K)with respect to system (2), then there exists a value x ∈ K(t0)
such that the initial value problem x∆(t) = fu(t, x(t)), x(t0) = x, has a solution x = x(t) to (2) satisfying (t, x(t)) ∈ Graph(K)
for every t ∈ T.
In order to formulate the delta Filippov theorem we rewrite (1) as a delta differentiable inclusion. For that we introduce
the set-valued map F(t, x) defined on the graph of K : F(t, x) := {f (t, x, u) : u ∈ U ⊂ Rm}. Then Eq. (1) takes on the form
x∆(t) ∈ F(t, x(t)). (3)
Theorem 12 (Filippov’s Theorem [18]). An absolutely rd-continuous function x : [t0, t1]T → Rn is a trajectory of (1) if and only
if it satisfies (3) almost everywhere.
3. The main results
Weadopt here the backward perspective of nabla calculus,which is sometimes preferable to the delta (forward) approach
[2,22,25,26]. Let P : T  Rn be a set-valued map such that P(t) = {y ∈ Rn : βi(t) > yi > γi(t), i = 1, . . . , n}, where
βi, γi : T → R, i = 1, . . . , n, are nabla differentiable functions on T such that βi(t) > γi(t) for each t ∈ T. Consider the
nabla differential control system
y∇(t) = g(t, y(t), v(t)), y(t0) = y0, (4)
where the control set V ⊂ Rm is compact, the controls are measurable functions v with v(t) ∈ V almost everywhere in
[t0, t1]T, and g : Graph(P)× V −→ Rn is ld-continuous with respect to t and continuously differentiable with respect to y.
For a fixed v we can rewrite y∇(t) = g(t, y(t), v(t)) as the dynamic system
y∇(t) = gv(t, y(t)), (5)
where gv = (g1, . . . , gn) : T × Rn → Rn. Throughout the work we assume that gv is continuous. For every fixed non-
isolated point t ∈ T, let Zt ⊆ T× Rn be a closed set, [t − a, t + a] × P(t) ⊂ Zt for an a > 0, infT ≤ t − a, supT ≥ t + a,
such that gv is ld-continuous, bounded and Lipschitz continuous on Zt . Let ∂Graph(P) := {(t, y) : t ∈ T, y ∈ ∂P(t)} with
∂P(t) = P(t) \ P(t), where P(t) = {y ∈ Rn : βi(t) ≥ yi ≥ γi(t), i = 1, . . . , n}. If we introduce the set-valued map
G(t, y) = {g(t, y, v) : v ∈ V ⊂ Rm} defined on the graph of P , then we canwrite (4) in the nabla differential inclusion form:
y∇(t) ∈ G(t, y(t)), y(t0) = y0. (6)
We pose the following questions: (i) Does there exist a control v such that system (5) has a solution y such that y(t) ∈ P(t)
for every t ∈ [t0, t1]T? (ii) Is such a trajectory a solution of system (6)? In order to answer these questions we begin by
obtaining nabla versions of Theorems 11 and 12.
Let us define the notion of points of strict egress in∇-calculus. For that purposeweneed the auxiliary functionsVi(t, y) :=
−yi+βi(t) andWi(t, y) := yi−γi(t) on T×Rn, i ∈ {1, . . . , n}, and sets Graph(P)iV := {(t, y) ∈ Graph(P) : Vi(t, y) = 0} and
Graph(P)iW := {(t, y) ∈ Graph(P) : Wi(t, y) = 0}, i ∈ {1, . . . , n}. It is clear that ∂Graph(P) =
n
i=1(Graph(P)
i
V∪Graph(P)iW ).
Definition 13 (Nabla-Points of Strict Egress). A point N = (t, y1, . . . , yi−1, γi(t), yi+1, . . . , yn) ∈ Graph(P)iW , i ∈ {1, . . . , n},
is called a nabla-point of strict egress for the set Graph(P) with respect to system (5) if
gi(N) < γ ∇i (t). (7)
A point N = (t, y1, . . . , yi−1, βi(t), yi+1, . . . , yn) ∈ Graph(P)iV , i ∈ {1, . . . , n}, is called a nabla-point of strict egress for the
set Graph(P) with respect to system (5) if
gi(N) > β∇i (t). (8)
Theorem 14 (Existence of Solutions for the Nabla Differential Equation (5)). Let gv : T × Rn → Rn and P : T  Rn,
P(t) = {y ∈ Rn : βi(t) > yi > γi(t), i = 1, . . . , n} with βi, γi : T → R, i = 1, . . . , n, nabla differentiable functions
on T such that βi(t) > γi(t) for each t ∈ T. If every point N ∈ ∂Graph(P) is a nabla-point of strict egress for the set Graph(P)
with respect to system (5), then there exists a value y ∈ P(t0) such that the initial value problem y∇(t) = gv(t, y(t)), y(t0) = y,
has a solution y = y(t) satisfying (t, y(t)) ∈ Graph(P) for every t ∈ T.
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Proof. Let function gv : T × Rn → Rn be the right-hand side of Eq. (5). Then it is a continuous function and, moreover,
it is ld-continuous, bounded, and Lipschitz on a closed set Zt ⊆ T × Rn, where [t − a, t + a] × P(t) ⊂ Zt for a > 0 and
P(t) = {y ∈ Rn : βi(t) > yi > γi(t), i = 1, . . . , n} with βi, γi : T → R, i = 1, . . . , n, nabla differentiable functions on T
such that βi(t) > γi(t) for each t ∈ T and i = 1, . . . , n. By duality, there exists its dual function g⋆v : T⋆×Rn → Rn which is
continuous. Moreover, g⋆v is rd-continuous, bounded, and Lipschitz on a closed set Z
⋆
t ⊆ T⋆ × Rn that is dual to Zt and such
that [t − a, t + a]⋆× P⋆(t) ⊂ Z⋆t for a > 0 and P⋆(t) := {x ∈ Rn : β⋆i (t) < xi < γ ⋆i (t), i = 1, . . . , n}with β⋆i , γ ⋆i : T⋆ → R,
i = 1, . . . , n, delta differentiable functions on T⋆ such that β⋆i (t) < γ ⋆i (t) for each t ∈ T⋆ and i = 1, . . . , n. By assumption,
every point N ∈ ∂Graph(P) is the nabla-point of strict egress for the set Graph(P) with respect to system (5). By duality,
one can show that every point N⋆ ∈ ∂Graph(P⋆) is a delta-point of strict egress for the set Graph(P⋆)with respect to system
(2). Indeed, we have (yi(t) − βi(t))∇ > 0 and −(y⋆i )∆ˆ(−t) + (β⋆i )∆ˆ(−t) > 0. Putting xi = y⋆i , bi = β⋆i , s = −t , where
s ∈ T⋆ and t ∈ T, we get −x∆ˆi (s) + b∆ˆi (s) > 0, −fi(N⋆) + b∆ˆi (s) > 0 and fi(N⋆) < b∆ˆi (s), for i = 1, . . . , n. Analogously,
it can be shown for functions γi and their dual functions ci, i = 1, . . . , n. Since all assumptions of Theorem 11 are fulfilled,
there exists a value x ∈ P⋆(t0) such that the initial value problem x∆(t) = fu(t, x(t)), x(t0) = x, has a solution x = x(t)
satisfying (t, x(t)) ∈ Graph(P⋆) for every t ∈ T⋆. Now, let us take the dual object x⋆ that is equal to x⋆ = y⋆⋆ = y and we
have y ∈ P(t0) for t0 ∈ T. Hence, the initial value problem y∇(t) = gv(t, y(t)), y(t0) = y, has a solution y = y(t) satisfying
(t, y(t)) ∈ Graph(P) for every t ∈ T. 
To prove the existence of solutions to the nabla differential inclusion (6), we need the dual analogue of Theorem 12.
Theorem 15 (TheNabla Filippov Theorem on Time Scales).An absolutely ld-continuous function y : [t0, t1]T → Rn is a trajectory
of (4) if and only if it satisfies (6) almost everywhere.
Proof. If there exists a solution to (4), then it is obvious that it is also a solution to (6). Let us show, using duality, that the
converse is also true. Assume that there exists an absolutely ld-continuous function y : [t0, t1]T → Rn, a solution to (6). Then
there exists also its dual function x = y⋆, namely x : [−t1,−t0]T⋆ → Rn, that is rd-continuous and a solution to equation
x∆ˆ(s) = f (s, x(s), u(s)), s ∈ [−t1,−t0]T⋆ , satisfying x(s0) = x0 for s0 ∈ [−t1,−t0]T⋆ . By Theorem 12, we know that such a
function is a solution to (3) if and only if it is a solution to (1). Again, by duality, we know that there exists a dual function
to x, namely x⋆ = y, y : [t0, t1]T → Rn, such that it is a solution to equation y∇(t) = g(t, y(t), v(t)), t ∈ [t0, t1]T, satisfying
the initial condition y(t0) = y0 for t0 ∈ T. 
Theorem 16 (Existence of Solutions to the Nabla Differential Inclusion (6)). Let P : T  Rn, P(t) = {y ∈ Rn : βi(t) > yi >
γi(t), i = 1, . . . , n} with βi, γi : T → R, i = 1, . . . , n, nabla differentiable functions on T such that βi(t) > γi(t) for each
t ∈ T. If every point N ∈ ∂Graph(P) is a nabla-point of strict egress for the set Graph(P) with respect to system (5), then there
exists a value y ∈ P(t0) such that the initial value problem y∇(t) ∈ G(t, y(t)), y(t0) = y, has a solution y = y(t) satisfying
(t, y(t)) ∈ Graph(P) for every t ∈ [t0, t1]T.
Proof. Since, by the assumptions, P(t) = {y ∈ Rn : βi(t) > yi > γi(t), i = 1, . . . , n} with βi, γi : T → R, i = 1, . . . , n,
nabla differentiable functions on T such that βi(t) > γi(t) for each t ∈ T and every point N ∈ ∂Graph(P) is a nabla-point of
strict egress for the set Graph(P)with respect to system (5), one has a guarantee of the existence of at least one solution to
(5) defined on [t0, t1]T such that (t, y(t)) ∈ Graph(P) (or, equivalently, y(t) ∈ P(t) for each t ∈ T). This means that problem
(5) has at least one viable solution. Since for a fixed v every solution to (5) is also a solution to (4) (see, e.g., [27]) we see by
Theorem 15 (the nabla Filippov theorem on time scales) that any absolutely ld-continuous function x : [t0, t1]T → Rn is a
trajectory of (4) if and only if it satisfies (6) almost everywhere. 
We can easily obtain an analogous result for delta differential inclusions.
Theorem 17 (Existence of Solutions to the Delta Differential Inclusion (3)). Let K : T  Rn, K(t) = {x ∈ Rn : bi(t) < xi <
ci(t), i = 1, . . . , n} with bi, ci : T → R, i = 1, . . . , n, delta differentiable functions on T such that bi(t) < ci(t) for each
t ∈ T. If every point M ∈ ∂Graph(K) is a delta-point of strict egress for the set Graph(K) with respect to system (2), then there
exists a value x ∈ K(t0) such that the initial value problem x∆(t) ∈ F(t, x(t)), x(t0) = x, has a solution x = x(t) satisfying
(t, x(t)) ∈ Graph(K) for every t ∈ [t0, t1]T.
Proof. The proof is analogous to the proof of Theorem 16. 
4. An example
Let us consider the control system
y∇1 = g1(t, y1, y2, v1, v2) := 2t5y1 + cos(ty2)+ y82 + v1,
y∇2 = g2(t, y1, y2, v1, v2) := 2t6y2 + cos(ty1)+ y71 + v2,
(9)
defined for each t ∈ [t0, t1]T, where t0, t1 ∈ R, 1 ≤ t0 < t1. Assuming that the controls satisfy the constraint
v21 + v22 ≤ 1, (10)
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the control system (9) is equivalent to the differential inclusion
(y∇1 , y
∇
2 ) ∈ F(y1, y2) = {(2t5y1 + cos(ty2)+ y82 + v1, 2t6y2 + cos(ty1)+ y71 + v2) : v21 + v22 ≤ 1}. (11)
Having in mind (10), let us fix v = (v1, v2) =
 1
2 ,
1
2

. Then the control system (9) takes the form
y∇1 = gv1(t, y1, y2) := 2t5y1 + cos(ty2)+ y82 +
1
2
,
y∇2 = gv2(t, y1, y2) := 2t6y2 + cos(ty1)+ y71 +
1
2
.
(12)
We will show that there exists an initial value y¯ = (y¯1, y¯2), y¯i(t) ∈ (−t−1, t−1) for i = 1, 2, such that the initial value
problem (12), y(t0) = y¯, has a solution y = y¯(t) = (y¯1(t), y¯2(t)) satisfying (11) almost everywhere with |y¯i(t)| < t−1,
i = 1, 2, t ∈ [t0, t1]T. Let us define a set-valued map P(t) := {(y1, y2) ∈ R2 : βi(t) > yi > γi(t), i = 1, 2}, where
βi(t) = t−1 and γi(t) = −t−1, i = 1, 2, are nabla differentiable functions. We will verify that every point N ∈ ∂Graph(P)
is a nabla-point of strict egress for the set Graph(P) with respect to system (12). Indeed, for (t, β1(t), y2) ∈ Graph(P)1V and
(t, y1, β2(t)) ∈ Graph(P)2V , where Graph(P)iV := {(t, y) ∈ Graph(P) : Vi(t, y) = 0} and Vi(t, y) = −yi + t−1, i = 1, 2, we
get
gv1(t, β1(t), y2)− β∇1 (t) = 2t5β1(t)+ cos(ty2)+ y82 +
1
2
− (t−1)∇ ≥ 2t4 − 1− t−8 + 1
2
− (t−1)∇ > 0,
gv2(t, y1, β2(t))− β∇2 (t) = 2t6β2(t)+ cos(ty1)+ y71 +
1
2
− (t−1)∇ ≥ 2t5 − 1− t−7 + 1
2
− (t−1)∇ > 0,
where (t−1)∇ is negative because the function t−1 is decreasing for every t ∈ T. Thus, inequalities (8) hold. Analogously,
one can show that inequalities (7) hold for (t, γ1(t), y2) ∈ Graph(P)1W and (t, y1, γ2(t)) ∈ Graph(P)2W , where Graph(P)iW :=
{(t, y) ∈ Graph(P) : Wi(t, y) = 0} and Wi(t, y) = yi + t−1 for i = 1, 2. By Definition 13, every point N ∈ ∂Graph(P) is
a nabla-point of strict egress for the set Graph(P); thus all assumptions of Theorem 16 are fulfilled. This implies that there
exists an initial value y¯ = (y¯1, y¯2), y¯i(t) ∈ (−t−1, t−1) for i = 1, 2, such that the initial value problem (11), y(t0) = y¯, has a
solution y = y¯(t) satisfying (t, y(t)) ∈ Graph(P), t ∈ [t0, t1]T.
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