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Figure 1: A molecule of isotopically-labeled chloroform. 
We used this as our two-qubit quantum computer.
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Figure 3: An NMR pulse program split into four parts: 1. One of three 
temporal labeling sequences, 2. Implementation of the Hadamard, 3. 
Evaluation of the function, and 4. Measurement.
Note that the second Hadamard is missing. We leave it out so that the 
final spin state, instead of being     or    , is something detectable. 
Elementary Quantum Information Processing using
Nuclear Magnetic Resonance Spectroscopy
Lee Kennard ’07, Professor Benjamin W. Schumacher, Department of Physics, Kenyon College, Summer Science Scholars Program
How NMR satisfies Requirement 1
Quantum mechanically, the spin of a spin-½ nucleus in a 
magnetic field represents a qubit. The two-qubit system we used was 
made up of a 13C and a 1H that make up part of an isotopically-labeled 
chloroform molecule (*CHCl3). The chloroform was dissolved in a 
solution and remained in the liquid state throughout the experiment. 
The rapid tumbling due to thermal motion nearly randomizes the 
equilibrium state. However, due to the strong magnetic field applied, a 
slight majority of the spins exist in the ground or “up” state, denoted . 
By implementing a process called temporal labeling, one can obtain 
results from a computation on the thermal state that is proportional to 
that which would have been obtained had the initial state been the 
usual, desired computational basis state of all zeros.
Requirement 2: Ability to arbitrarily manipulate this system
Equipped with a physical system that can store information, we 
need the ability to perform arbitrary logical operations on our state. 
Physically, this corresponds to some dynamical evolution of the state 
invoked by the computer. For a quantum computer, this boils down to 
needing the ability to perform arbitrary single-qubit operations and a 
single nontrivial two-qubit operation. Also, we must have the ability to 
compose these operations together in sequences.
Requirement 1: A physical system whose state can store information. 
Classically, this refers to a string of bits, which exist in one of two 
possible states, 0 or 1. Quantum mechanically, quantum bits, or qubits, 
replace bits as the fundamental unit of information. Qubits exist in one 
of two possible orthogonal states or in a superposition of it states. Also, 
collections of qubits can become entangled, something which classical 
bits cannot.
Requirement 3: Ability to extract answer from final state of system
After an algorithm is implemented on a computer, the final state 
of the system stores in it the answer to whatever question the 
algorithm was programmed to solve. In order for the computer to be 
useful, we must then have the ability to determine the answer based 
on the final state of the system. This means that we need to make 
some sort of measurement on that state. 
Figure 2: For single spins, we can think of the spin as a little bar 
magnet. This allows us to make analogies to classical physics, such 
as how a spinning bar magnet will precess when placed in a static, 
uniform magnetic field. 
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How NMR satisfies Requirement 2
By sending in radiofrequency (RF) pulses in the x-y plane at 
specific frequencies, nuclei whose frequency of precession (mentioned 
earlier) is resonant with those frequencies will feel an effective 
magnetic field in the x-y plane. This will cause the nuclei to rotate 
about some axis in that plane. With the ability to choose the intensity, 
duration, and phase of the pulse,  we can perform any arbitrary single-
qubit operation.
Besides pulses, delays can be used to implement two-qubit 
operations. Delays are set periods of time during which the coupled 
nuclei (the two-qubit system of hydrogen and carbon-13 in our case) 
interact. This allows for the formation of the nontrivial two-qubit 
operation needed to complete the universal set of quantum operations.
Lastly, sequences of pulses and delays are certainly possible in 
NMR systems, as they provide the means by which anyone using 
NMR spectroscopy can manipulate the spins of their sample. Shown 
below is an example of a pulse program (in quantum circuit notation) 
that we used to implement the Deutsch-Jozsa algorithm on the 
function f(x)=x. The boxes represent pulses and the spaces of labeled 
width t represent delays.
Figure 4: Pictured above, the signal and spectra for four different spin 
states. In the first case, we would detect a null signal since there is no 
precession. In the second and third cases, the precessing spins induce 
a signal. The difference of phase between the two results in a different 
peak shape. (Note: in our two-qubit, coupled system, each peak would 
be split into two peaks due to the coupling between the hydrogen and 
the carbon-13.
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Using NMR to build a Quantum Computer
The Deutsch-Jozsa Algorithm
Classically, this problem takes
evaluations of the function in the worst case scenario. With this 
quantum algorithm, the function only needs to be evaluated once. It is 
able to do this by using quantum parallelism, which means evaluating 
the function over a superposition of inputs. We experimentally 
demonstrated the simplest case of this algorithm, which involves a 
single-bit input (n=1).
Shown below are the three steps used to perform the algorithm: 
Apply the Hadamard operation, evaluate the function, and apply the 
Hadamard again. 
The state of the system at each step is given below.
Abstract
Using Nuclear Magnetic Resonance (NMR) spectroscopy, we 
demonstrated a single-qubit version of the Deutsch-Jozsa algorithm. 
With the ability to manipulate the nuclear spins of a coupled hydrogen-
carbon-13 pair using radiofrequency (RF) pulses and free periods of 
evolution, we were able to set up a quantum circuit to implement the 
algorithm. Since this algorithm cannot be implemented on a classical 
computer, demonstrating it implies that a quantum computation has 
been carried out. 
The Deutsch-Jozsa Problem
Assume the two-valued function of n-input values
satisfies one of two properties:
1. Constant – maps all inputs to the same output
2. Balanced – maps exactly half of the inputs to   
each output
Determine with certainty whether the function is constant or balanced.
Introduction
Our aim was to perform a coherent quantum computation using the 
Bruker-300 MHz Spectrometer. Here I describe the Deutsch-Josza 
algorithm, the physical requirements for computing and how NMR 
fulfills these, and some experimental results.
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Results
There are four functions of one bit input that are either constant (f1(x)=0 and f2(x)=1) or balanced (f3(x)=x and f4(x)=¬x 
where ¬x denotes “not x”). The data shown at left are spectra from the hydrogen FID. Note that the peaks are split due to 
the coupling between the hydrogen and the carbon. 
The spectra obtained from the constant functions should each contain two large peaks of equal and positive areas. The 
spectra from the balanced functions should each contain two large peaks of areas equal in magnitude to those of the 
constant functions but negative.
Conclusion: Since all of the peaks have the proper shape, sign, and approximate magnitude, we feel we have 
successfully executed the Deutsch-Josza quantum algorithm.
f1(x) f2(x)
f3(x) f4(x)
Further Investigations
Primarily, we hope to refine our results for the single-qubit input version of the Deutsch-Jozsa algorithm. Secondly, 
other two-qubit computations and investigations including the creation and study of entangled states could be pursued. 
Lastly, computations using more than two qubits seem feasible and would be worth pursuing.
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How NMR satisfies Requirement 3
The precessing spins produce a small, but detectable, signal called 
the free induction decay (FID) signal. The signal is an oscillating signal 
that exponentially decays.
Using the before mentioned RF coils as phase sensitive detection 
devices, we acquire a signal, calculate the Fourier Transformation of it, 
and integrate the peaks to inquire information about the state of the 
spin.
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