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Perspektivkontrast K  – Zur Relevanz von Proportion und 
Ausrichtung für computergrafische Visualisierungen. 
Zusammenfassung:	
Ausgehend	von	einer	Analyse	computergrafischer	Visualisierungen	wird	in	diesem	
Beitrag	eine	formale	Beschreibung	grundlegend	gestalterischer	Herausforderung	bei	
der	wahrnehmungskonformen	Darstellung	von	räumlichen	Szenen	vorgenommen.	
Anschließend	werden	erste	algorithmische	Umsetzungen	zur	perspektivischen	
Optimierung	vorgestellt.	Anwendungsbezüge	werden	an	Hand	von	Fallbeispielen	
verdeutlicht.	
1	
	
1. Motivation und Forschungsfeld 
Der	vorliegende	Beitrag	beschäftigt	sich	mit	der	Möglichkeit	einer	perspektivisch	
optimierten	Darstellung	von	„technischen	Bildern“.	Der	grundlegende	Gedanke	ist,	ein	
Bild	so	in	seiner	geometrischen	Struktur	aufzubereiten,	dass	der	Bildinhalt	durch	einen	
Betrachter	leichter	wahrgenommen	werden	kann	(Wahrnehmungsrealismus	[1]).		
Einen	historischen	Ansatz	liefert	die	Verwendung	der	Camera	Obscura.	Maler	der	
Renaissance	legten	mit	diesem	optischen	Werkzeug	die	Bildstrukturen	ihrer	Gemälde	
fest.	Dabei	integrierten	sie	oft	auch	verschiedene	Perspektiven,	um	menschliche	Muster	
und	Wahrnehmungsaspekte	des	Sehens	in	einem	Gemälde	abbilden	zu	können.	
Andererseits	beschreibt	die	Anamorphose	eine	Möglichkeit	der	Umformung	
(gesetzmäßige	verzerrte	Darstellung)	zwecks	Verbergung	von	Bildteilen	[2],	[3].	Dem	
liegen	geometrische	Prinzipien	zu	Grunde,	die	bestimmte	Anteile	oder	das	gesamte	Bild	
derart	stark	verändern,	dass	diese	nur	unter	Einnahme	äußerst	exzentrisch	befindlicher	
Augpunkte	beziehungsweise	Blickwinkel	oder	durch	Zuhilfenahme	eines	optischen	
Hilfsmittels	(spiegelnde	Zylinder,	Prismen,	etc.)	erkannt	werden	können	[4].	Vom	
geometrischen	Grundsatz	handelt	es	sich	bei	einer	Anamorphose	um	eine	
wahrnehmbare	Deformation	der	Bildstruktur,	beispielsweise	durch	Kippen	der	
Bildebene,	infolgedessen	sich	der	Inhalt	des	Bildes	für	den	Betrachter	verschließt	[5].	
Diese	Form	der	Darstellung	bewirkt,	dass	Bildinformationen	auf	den	ersten	Blick	nicht	
als	sinnvoll	und	relevant	gehalten	werden	oder	gerade	aus	diesen	Umständen	die	
Aufmerksamkeit	des	Betrachters	adressiert.	Anamorphosen	wurden	in	der	
Vergangenheit	auch	häufig	genutzt,	um	moralisch	anstößige	oder	geheime	Botschaften	
in	einem	Bild	zu	verbergen	[6].		
Im	Unterschied	zur	Anamorphose	gibt	es	die	Form	der	wahrnehmungsrealistischen	
Multiperspektive	(vgl.	Abschnitte	2	und	3),	die	sich	die	gleichen	geometrischen	Gesetze	
wie	die	der	Anamorphose	zu	Nutze	machen.	Bei	perspektivischen	Gemälden,	die	einen	
großen	Öffnungswinkel	aufweisen,	finden	sich	weniger	starke	Verzerrungen	als	bei	
vergleichbaren	Fotografien.	Das	liegt	daran,	dass	die	Maler	mehrere	Augpunkte	
beziehungsweise	Blickrichtungen	bei	der	Komposition	der	Bildstruktur	eines	Gemäldes	
verwendet	haben.	Um	unerwünschte	Verzerrungen	zu	vermeiden,	wurden	unter	
anderem	mehrere	Camera‐Obscura‐Einstellungen	kombiniert	[7]	und	so	ein	mehr	an	
Natürlichkeit	in	einem	Gemälde	erreicht.	
Der	Betrachter	eines	perspektivischen	Gemäldes	erschließt	sich	den	Bildinhalt,	bedingt	
durch	die	Bildstruktur,	in	Teilen	durch	laterale	Bewegungen.	Dieses	visuelle	Prinzip	
fließt	in	gegenwärtige	Fragegestellungen	der	wissenschaftlichen	Auseinandersetzung	
über	Interfacedesign	ein	–	im	Grundproblem	des	Interfaces	als	Form	gestalteter	
Oberfläche	[8].	
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Abbildung	1:	Gegenüberstellung	von	Multiperspektive,	Zentralprojektion	und	Anamorphose.			
In	direkter	Gegenüberstellung	von	Anamorphose	und	Multiperspektive	lassen	sich	vom	
Standpunkt	eines		Betrachters	aus	gesehen,	folgende	bildgestalterische	Dimensionen	
und	Eigenschaften	benennen:	
	 Multiperspektive	 Anamorphose	
Dimensionen,	Eigenschaften:	 	 	
Bildstruktur	 subtil,	verführend	 grob,	steuernd	
Bildwahrnehmung	 konsonant,	simultan		 dissonant,	sukzessiv	
Bildeindruck	 erwartungskonform	 geheimnisvoll,	trügerisch	
Nutzer‐Bild‐Interaktion	 passiv	 aktiv,	steuernd	
	
Trotz	unterschiedlicher	Gestaltungsmethoden	und	‐ziele,	die	einerseits	mit	
Anamorphosen	und	andererseits	mit	Multiperspektiven	verfolgt	werden,	kommen	doch	
die	gleichen	geometrischen	Methoden	zur	Anwendung,	die	unterschiedliche	
Gestaltungsziele	verfolgen.	Insofern	ist	festzustellen,	dass	Anamorphose	und	
Multiperspektive	vom	visuellen	Ergebnis	gesehen,	ein	Gegensatzpaar	bilden.	Das	Prinzip	
der	Zentralprojektion	wird	bei	beiden	Darstellungsarten	jeweils	in	extremen	Bereichen	
realisiert:	von	starker	Verzerrung	bis	zu	wahrnehmungskonformen	Abbildern.	In	
diesem	Sinne	handelt	es	sich	bei	einer	wahrnehmungsrealistischen	Multiperspektive	um	
eine	Umkehr‐Anamorphose.	Mithin	wird	die	Zentralprojektion	oft	mit	dem	
Gestaltungsziel	einer	an	die	Erwartungshaltung	des	Menschen	angelehntes	
perspektivisches	Bild	eingesetzt,	kann	dieser	aber	nur	bedingt	gerecht	werden	[9],	[10]	
[11].				
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2. Herleitung und Definition: Perspektivkontrast und Interaktions‐Bild 
Dem	Ansatz	folgend,	dass	Multiperspektive	und	Anamorphose	durch	ähnliche	
geometrische	Methoden	erreichen	werden	können,	stellt	sich	an	dieser	Stelle	die	Frage	
nach	den	gemeinsamen	Faktoren	oder	Dimensionen,	die	einen	solchen	perspektivischen	
Unterschied	formulieren	lassen.	Im	Weiteren	lassen	sich	an	Hand	von	konstruierten	
Beispielen	konkrete	Bildvariablen	herleiten,	die	letztlich	in	eine	Bildformalisierung	
münden.	
In	den	folgenden	Abbildungen	werden	zwei	Szenarien	gewählt	(siehe	Abbildung	2,	A	
und	B),	die	jeweils	der	Zentralprojektionen	unterzogen	wurden,	an	deren	äußeren	
Rändern	visuellen	Störungen	zu	erkennen	sind	(siehe	Abbildung	2C	und	D).	
	
Abbildung	2:	Aufsicht	von	zwei	Szenen:	Formation	von	Kugeln	(A),	Formation	von	Würfeln,	30°	eingedreht	(A),	
Vergleich	bezüglich	der	Proportion	zentralprojizierter	Kugeln	(C)	und	bezüglich	der	Ausrichtung	zentralprojizierter	
Würfeln	(D)	und	deren	jeweilige	Optimierung	(E)	und	(F);	Projektion	mit	einem	symmetrischen	Kamera‐
Öffnungswinkel	von	100°.		
HP HP
Legende: O Szenenobjekte, C Augpunkt ≡ Zentrum der Projektion, HP Hauptpunkt im Bild
HP HP
[C] [C]
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A B
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Abbilder fügen sich globaler Projektionsvorschrift ≡ kein Perspektivkontrast
Jedes Abbild besitzt eigene Projektionsvorschrift ≡  hoher Perspektivkontrast 
=
>
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Die	Zentralprojektion	beinhaltet	sowohl	wahrnehmungskonforme	Bereiche	(Objekte	 	
nahe	des	Hauptpunktes	 )	als	auch	anamorphe	Anteile	(Objekte	 	fern	des	
Hauptpunktes	 ).	Hierbei	ist	gemeint,	dass	eine	Entschlüsselung	des	Bildinhaltes	dem	
Betrachter	oft	nur	dann	möglich	ist,	wenn	sich	dieser	in	den	Augpunkt	 	begibt	
(vergleiche	Abbildung	1	und	Abbildung	2).	Die	Zentralprojektion	intendiert	jedoch	im	
Gegensatz	zur	Anamorphose	beziehungsweise	der	Multiperspektive	explizit	nicht	eine	
notwendige	Änderung	des	Betrachterstandortes.	Aus	dem	Grund,	dass	die	
Multiperspektive	der	Erwartungshaltung	des	Menschen	gerechter	wird,	kann	sie	als	
Lösung	hinsichtlich	der	wahrnehmungskonformen	Darstellung	betrachtet	werden	–	im	
Gegensatz	zur	Anamorphose,	die	bildnerische	Geheimnisse	tragen	kann.						
Bei	näherer	Betrachtung	der	in	Abbildung	2C	und	D	dargestellten	Objekte,	sind	vom	
Grundsatz	zwei	„Gestalt‐Probleme“	auszumachen.	Das	Abbild	der	Kugel	 	thematisiert	
die	Proportion,	das	des	Würfels	 	die	Ausrichtung.	Damit	sind	für	Darstellungen	
räumlicher	Szenen	auf	zweidimensionalen	Ausgabemedien	wesentliche	
Forschungsfragen	benannt.	Offensichtlich	steht	das	rein	mathematisch‐technisch	
geprägte	Abbildungsverfahren	der	Zentralprojektion	im	Widerspruch	zur	menschlichen	
Interpretation	von	zweidimensional	abgebildeten	dreidimensionalen	Szenen.	Die	reine	
Zentralprojektion	berücksichtigt	die	menschliche	Wahrnehmung	nur	zum	Teil	[12],	[13],	
nämlich	die	eines	monokularen	(einäugigen)	und	starren	Betrachters.	Im	ungünstigen	
Fall	ist	die	Szenenwahrnehmung	für	das	dynamische	(springende)	Auge	gestört.	Obwohl	
die	Bildberechnung	mit	Hilfe	mathematisch	korrekter	Abbildungsalgorithmen	vollzogen	
wird,	entspricht	das	Abbild	nur	bedingt	der	Erwartungshaltung	des	Menschen	an	ein	
Bild.	Nachfolgend	werden	die	Problemstellungen	der	menschlichen	Wahrnehmung	der	
Proportion	und	der	Ausrichtung	formalisiert.	
2.1 Proportion: Bei	der	Betrachtung	des	Abbildes	einer	Kugel	hinsichtlich	der	Lehre	von	
den	Proportionen	[10]	ist	festzustellen,	dass	die	Zentralprojektion	im	Ergebnis	zu	einem	
visuell	wahrnehmbaren	„Defizit“	führt	[12].	Die	abgebildete	Kugel	ist	verzerrt.	Die	
Proportion	einiger	Kugeln	im	Bild	wirkt	befremdlich.		
Die	Änderung	der	Proportion	 	des	Objektes	 	bei	Vergleich	zwischen	seinem	
zentralprojizierten	Abbild	 	im	Hauptpunkt	 	und	seinem	Abbild	 	an	einem	
beliebigen	anderen	Punkt	in	der	Bildebene	lässt	sich	mit	folgender	Formel	beschreiben	
(vergleiche	auch	Markierungen	bezüglich	der	Proportionen	in	Abbildung	2C	und	D):			
	
‖ 	 ‖	, ‖ 	 ‖	 	 	
‖ 	 ‖ ‖ 	 ‖ 	
	‖ 	 ‖
	
1
cos	 arctan
‖ 	 ‖
‖ 	 ‖	
	
	
Legende:	 ‖ 	 ‖		 –	Distanz	vom	Hauptpunkt	zum	Objektabbild	
‖ 	 ‖		 –	Distanz	vom	Hauptpunkt	zum	Projektionszentrum	
		 	 –	Wahrnehmung	des	Menschen	von	Form	und	Gestalt			
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Die	Wirkungsrichtung	der	Änderung	der	Proportion	 	entspricht	der	Richtung	des	
Vektors	 	 .	Dazu	ein	Vergleich:	Die	optische	Mitte	eines	Bildes	wird	in	der	Regel	
immer	leicht	über	der	geometrischen	Bildmitte	durch	den	Menschen	wahrgenommen	
[14].	[11]	spricht	in	diesem	Zusammenhang	von	Kraftlinien.	Ein	ähnlicher	Effekt	tritt	bei	
der	Wahrnehmung	von	Proportion	auf,	sodass	abgebildete	Objekte	in	ihrer	Gestalt	durch	
den	Menschen	oft	über‐	beziehungsweise	unterschätzt	werden,	zum	Beispiel	strebt	die	
innere	Bewegung	eines	Quadrates	auf	die	Seiten	zu.	Dieser	ungleich	weniger	wichtige	
Aspekt	der	Wahrnehmung	findet	durch	den	Faktor	 	in	der	oben	aufgeführten	Formel	
seine	Berücksichtigung.		
Die	perspektivische	Beeinflussung	der	Abbilder	von	Objekten	durch	das	geometrische	
Verfahren	der	Zentralprojektion	gilt	für	alle	Objekte	einer	Szene	gleicher	Maßen.	Aus	
gestalterischer	Sicht	(hinsichtlich	Wahrnehmungskonformität)	ist	die	perspektivische	
Beeinflussung	aber	nur	für	eine	spezielle	Kategorie	von	Objekten	relevant.	Die	
Abbildung	2C‐F	veranschaulicht	dies.	Die	bildstrukturellen	Verzerrungen	hinsichtlich	
Proportion	und	Ausrichtung	werden	folglich	nicht	bei	allen	Objekten	gleichermaßen	als	
störend	empfunden.	Nach	[7]	bedürfen	insbesondere	Objekte	mit	einer	sphärischen	
Ummantelung,	einer	singulären	Bildposition	sowie	einer	dialogischen	Bedeutung	einer	
Korrektur	zum	Erhalt	ihrer	natürlichen	Objektproportionen.	Im	Weiteren	wird	in	
diesem	Zusammenhang	von	Dialogobjekten	gesprochen.	Abbilder	von	kubischen	
Objekten	werden	hinsichtlich	proportionaler	Verzerrungen	toleranter	vom	Menschen	
behandelt	als	deren	Ausrichtung.		
2.2 Ausrichtung:	Bei	Anwendung	der	Zentralprojektion	ist	bezüglich	der	Objektabbilder	
eine	Beeinflussung	der	Ausrichtungswahrnehmung	festzustellen.	Es	existiert	eine	
Diskrepanz	zwischen	den	Ausrichtungen,	die	durch	die	jeweilige	Bildstruktur	dargestellt	
werden	(Abbildung	2D	und	F).		Das	Projektionsergebnis	in	Abbildung	2D	entspricht	
nicht	der	Erwartungshaltung	des	Menschen	an	die	geometrische	Anordnung	gemäß	
Abbildung	2B.	Die	Änderung	der	Ausrichtung	 	ist	–	wie	bei	der	zuvor	erörterten	
Proportionsproblematik	–	abhängig	von	Lage	und	Position	des	Objektes	bezüglich	der	
Kamera	sowie	der	objektspezifischen	Ausrichtung	des	Objektes	in	der	virtuellen	Szene	
[15],	[16].	Diese	Beeinflussung	erschwert	die	Bewertung	der	Szene	hinsichtlich	des	
Vergleiches	der	Objektabbilder	untereinander.	Mithin	ist	festzustellen,	dass	auch	kein	
korrekter	Rückschluss	vom	Abbild	auf	die	ursprüngliche	Lage	möglich	ist.	Die	
zentralprojizierten	Abbilder	der	Würfel	sind	in	ihrer	Ausrichtung	in	der	Szene	also	nicht	
zweifelsfrei.	Wie	in	der	Abbildung	2B,	D	und	F	gezeigt,	handelt	es	sich	um	eine	
Anordnung	von	drei	Würfeln.	Im	Sinne	der	Wahrnehmung	von	Bildstruktur	und	
Komposition	vermittelt	die	Abbildung	2D	eine	freie	Anordnung	der	Würfel.	Dagegen	
zeigen	Abbildung	2B	und	F	eine	vergleichbare	Ausrichtung	und	erwecken	eine	szenisch	
identische	Konstellationen.	Abbildung	2D	hingegen	zeigt	augenscheinlich	nicht	
gleichausgerichtete	Würfel.		
Diese	Überlegungen	sind	für	die	Abbildungsvorschrift	einer	Anamorphose	von	weniger	
Relevanz,	da	diese	eine	andere	Verhaltensänderung	des	Betrachters	zum	Ziel	hat	–	
nämlich	nicht	das	simultane,	sondern	das	sukzessive	Erschließen	des	Bildes.		
2.3 Resultat: Aus	dieser	Betrachtung	heraus	ergibt	sich	der	Perspektivkoeffizient	 ,	der	
sich	aus	zwei	Änderungskomponenten	der	Proportion	 	und	der	Ausrichtung	 	
zusammensetzt:	
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Legende:	 		 –	Änderung	der	Proportion	
		 –	Änderung	der	Ausrichtung	
	
Insofern	bestimmt	sich	der	Perspektivkontrast	 	als	Differenz	von	zentralprojizierten	
und	wahrnehmungskonformen	Abbild	 	ein	und	des	gleichen	Objektes	 .	Mit	der	
folgenden	Formulierung	findet	der	Perspektivkontrast	 	eine	
qualitativ‐	bildgestalterisch	mathematische	Dimension:	
	
		
Legende:	 		 –	Abbild	des	Objektes	
	 –	Perspektivkoeffizient	
	
Diese	Formalisierung	lässt	sich	im	Weiteren	konzeptionell	in	einem	Interface	
berücksichtigen,	folglich	der	Motivation	dieses	Beitrages	(vergleiche	Abschnitt	1).		
Ein	derartig	wahrnehmungskonformes	Interaktions‐Bild	 	
(nach	[7])	kann	beispielsweise	eine	Echtzeitdynamik	besitzen	und	wie	folgt	beschrieben	
werden.	Der	Perspektivkoeffizient	 wirkt	an	dieser	Stelle	der	Verzerrung	der	
Proportion	und	der	Ausrichtung	entgegen:	
	
	. . . 	
Legende:	 		 	 –	globales	Abbild	der	Szene	
,			 ,			…,			 		 –	Objektabbild	1,	2,	…	,	n	der	Szenengeometrie	
,			 ,			…,			 		–	objektspezifischer	Perspektivkoeffizient	 	
	 	 –	Anzahl	optimierungsbedürftiger	Abbilder	(von	Objekten)	
Daraus	lässt	sich	schließlich	die	nachführende	Definition	aufstellen:		
Definition:	Eine	wahrnehmungskonforme	Multiperspektive	ist	die	Summe,	
aller	der	Erwartungshaltung	des	Menschen	hinsichtlich	seiner	Seherfahrung,	
korrekt	dargestellten	objektspezifischen,	proportionalen	und	die	
Ausrichtung	betreffenden	Verhältnisse.	
Ähnlich	den	gängigen	Bildkriterien:	Helligkeit,	Kontrast,	Sättigung,	etc.	ist	es	möglich,	
dass	bei	computergrafischen	Echtzeitvisualisierungen	neben	den	Parametern:	
Öffnungswinkel,	Augpunkt,	etc.	auch	die	Optimierung	der	Proportion	und	die	der	
Ausrichtung	von	Objekten	als	zusätzliche	Kameraparameter	einfließen.	Insofern	sind	
entsprechende	Wertebereiche	hinsichtlich	der	Qualität	von	Bildstrukturen	durch	die	
weitere	Forschungsarbeit	zu	untersetzen.	Diese	Formalisierung	kann	für	das	Design	und	
die	Gestaltung	von	interaktiven	Interfaces	herhalten.	
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3. Computergrafische Lösungsansätze 
In	diesem	Abschnitt	finden	die	zuvor	erörterten	Denk‐	und	Sichtweisen	eine	
Konkretisierung,		indem	ein	Proportions‐	sowie	ein	Ausrichtungspradigma	für	die	
computergrafische	Visualisierung	dreidimensionaler	Szenen	hergeleitet	werden.		
Zur	Bewältigung	der	in	Abschnitt	2	beschriebenen	gestalterischen	Herausforderungen	
an	Proportion	und	Ausrichtung	können	multiperspektivische	Abbildungsverfahren	
eingesetzt	werden	[15],	[17],	[18],	[19],	[20].	Neben	den	vorrangig	künstlerisch	
ausgerichteten	Verfahren	zur	multiperspektivischen	Bildgestaltung	[21],	[22]	beziehen	
andere	Konzepte	visuelle	menschliche	Wahrnehmungseigenschaften	mit	ein,	um	einen	
entsprechend	angepassten	Bildeindruck	wie	folgt	zu	vermitteln.	Der	Ansatz	der	
Multiperspektive	als	solcher	ergibt	sich	aus	den	wahrnehmungspsychologischen	
Grundlagen	der	Bildwahrnehmung.	Der	vollständige	Bildeindruck	entsteht	durch	
ständiges	Abtasten	der	Umgebung	–	durch	die	Augen	in	Form	von	Sakkaden	und	
Fixationen	–	wobei	der	umfassende	Eindruck	erst	in	der	weiteren	Verarbeitung	durch	
das	menschliche	Gehirn	entsteht	[23],	[24].	Das	heißt,	Objekte,	die	selektiv	
wahrgenommen	werden,	unterliegen	speziellen	eigenen	Abbildungsvorschriften,	da	
diese	Objekte	immer	direkt	betrachtet	werden.	Dies	führt	beispielsweise	dazu,	dass	der	
Mensch	im	Prozess	des	direkten	Sehens	kaum	bis	gar	keine	Verzerrungen	wahrnimmt	
und	diese	somit	in	Projektionen	als	befremdlich	bis	störend	empfindet.		
Multiperspektive	im	Kontext	der	Abbildung	von	räumlichen	Szenen	meint	folglich	die	
Integration	verschiedener	Sichten	(ähnlich	Sakkaden	[23])	in	einer	Bildstruktur	mit	dem	
Ziel	eine	an	die	menschliche	Wahrnehmung	angepasste	Darstellung	zu	erzeugen	
(vergleiche	Abbildung	4),	[7].	
Es	gibt	verschiedene	Ansätze	zur	algorithmischen	Umsetzung,	wobei	die	speziellen	
Besonderheiten	der	computergrafischen	Bilderstellung	berücksichtigt	werden	–	aus	
gestalterischer	Sicht	sogar	explizit	einfließen	müssen.	Nachfolgend	ist	das	Konzept	der	
Perspektivkorrektur	und	dessen	Variationsmöglichkeiten	näher	vorgestellt	werden	[25].	
Der	Ansatz	sieht	vor,	die	Objekte,	welche	entsprechend	Abschnitt	2.2	besonders	anfällig	
und	dennoch	bedeutend	für	die	beiden	genannten	Problemstellungen	sind,	mit	eigenen	
Binnenperspektiven	zu	versehen	und	somit	ein	multiperspektivisches	Gesamtbild	zu	
erzeugen.	Dazu	muss	für	diese	Objekte	eine	Anpassung	der	Projektionsbedingungen	
vorgenommen	werden.	Die	Objekte	werden	so	dargestellt,	als	würde	der	Betrachter	
diese	direkt	anschauen	(siehe	Abbildung	4).	Aus	computergrafischer	Sicht	bieten	sich	
zwei	Verfahren,	die	nachfolgend	näher	beschrieben	werden:	objektbasierte	und	
kamerabasierte	perspektivische	Optimierung.	
3.1 Objektbasierte Optimierung:	Das	Konzept	der	objektbasierten	Optimierung	sieht	eine	
Beeinflussung	der	zu	korrigierenden	Geometrie	vor.	Im	Ergebnis	richtet	sich	das	Objekt	
nach	den	Kameraparametern	aus.	Das	virtuelle	Objekt	wird	abhängig	von	der	Kamera‐
Objekt‐Relation	durch	Scherungs‐	und	Rotationstransformationen	so	deformiert,	dass	
dieses	für	die	Kamera	entsprechend	der	visuellen	Erwartung	abgebildet	wird	(siehe	
Abbildung	3).	In	Folge	der	Deformation	wird	ein	Perspektivkontrast	
	im	Bild	etabliert.	Für	diesen	Ansatz	eignen	sich	vor	allem	
computergrafische	Systeme,	da	die	Objekte	und	der	Abbildungsprozess	absolut	definiert	
sind	und	dementsprechend	der	Zugriff	auf	die	notwendigen	Eingabeparameter	sowie	
Einzelschritte	der	Bilderzeugung	möglich	ist.	Im	konkreten	Ansatz	bestimmt	die	
Kamera‐Objekt‐Relation	einen	Korrekturwert,	der	den	Ausgangspunkt	für	die	
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Berechnung	von	Transformationsmatrizen	(Scherung	und	Rotation)	zur	Korrektur	
insbesondere	des	Proportionsproblems	bildet	[15].	Die	Korrektur	ist	parametrisiert,	das	
heißt,	die	Wirkung	des	Verfahrens	kann	durch	den	Nutzer	differenziert	beeinflusst	
werden.	
	
Abbildung	3:	Schematische	Darstellung	über	die	objektbasierte	Optimierung	der	Abbildungsvorschrift	
Zentralprojektion	am	Beispiel	einer	Kugelformation.	
Es	ist	nochmals	zu	betonen,	dass	lediglich	einzelne	Objekte	(Dialogobjekte)	modifiziert	
werden,	die	restliche	Szene	sowie	die	Standard‐Kamera	werden	nicht	beeinflusst	[25].	
Vor	allem	in	bestehenden	computergrafischen	Systemen	ist	dies	von	Vorteil,	da	in	
diesen	oftmals	der	Zugriff	auf	das	Kameramodell	und	damit	die	Projektionsvorschrift	
nicht	möglich	ist,	Objekte	jedoch	sehr	häufig	beeinflussbar	bleiben.	
3.2 Kamerabasierte Optimierung:	Der	kamerabasierte	Ansatz	setzt	die	Idee	der	direkten	
Ansicht	mit	Hilfe	mehrerer	Kameras	um.	Im	Ergebnis	richtet	sich	die	Bildebene	nach	
dem	Objekt	aus.	Die	globale	Sicht	der	Szene	wird	durch	eine	so	genannte	Szenenkamera	
erzeugt.	Die	zu	korrigierenden	Objekte	werden	jeweils	durch	eine	eigene	Objektkamera	
abgebildet,	die	auf	das	entsprechende	Objekt	ausgerichtet	ist	(siehe	Abbildung	4).	
Anschließend	werden	diese	Einzelabbilder	ihrem	Szenenkontext	entsprechend	
bildstrukturell	in	das	globale	Abbild	der	Szene	eingefügt.	Somit	ergibt	sich	ein	
Perspektivkontrast	 .	
	
Abbildung	4:	Schematische	Darstellung	über	die	kamerabasierte	Optimierung	der	Abbildungsvorschrift	
Zentralprojektion	am	Beispiel	einer	Kugelformation.	
[OL]
[C]
[OM] [OR]
[BL] [BM] [BR]
[V]
[E]
Legende: 
OL, M, R Dreidimensionale Objekte
E Abbildungsebene 
B1  Abbildungsergebnis optimiert
B2  Abbildungsergebnis optimal, da beim 
 Hauptpunkte des Bildes liegend
B3  Abbildungsergebnis verzerrt
V  Hauptblickrichtung
C  Projektionszentrum
 Rotation
 Scherung
Legende: 
OL, M, R Dreidimensionale Objekte
E Abbildungsebene 
ES  Sonder-Abbildungsebene
V  Hauptblickrichtung
VS  Sonder-Blickrichtung für OA
S  Schnittpunkt E und ES
Δ Anpassung der Abbildgröße von OA
C  Projektionszentrum
[OL]
[C]
[OM] [OR]
[ES]
[E]
[V][VS]
[S]
[Δ]
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Dieses	Verfahren	benötigt	zwar	ein	modifiziertes	Kameramodell,	aber	im	Gegensatz	
dazu	müssen	die	korrigierten	Objekte	nicht	deformiert	werden.	Daraus	ergeben	sich	
Vorteile	gegenüber	des	Objektbasierten	Ansatzes	(vergleiche	Abbildung	3),	indem	
Überschneidungen	von	Objektgeometrie	durch	Deformationen	vermieden	werden.	
Rein	geometrisch	gesehen,	können	sich	die	beiden	vorgestellten	Ansätze	ergänzen	und	
parallel	zum	Einsatz	kommen	[25].	
4. Fallbeispiele 
In	diesem	Abschnitt	findet	die	zuvor	theoretisch	betrachtete	Optimierung	eines	Abbildes	
eine	praktische	Umsetzung.	An	drei	gewählten	Einsatzgebieten	werden	unkorrigierte	
und	korrigierte	Visualisierungen	gegenübergestellt,	um	den	Relevanz	der	
perspektivischen	Optimierung	zu	zeigen.		
4.1 Automobildesign (Exterieur):	Im	Bereich	der	Visualisierung	von	Produktentwürfen	
kommen	in	zunehmendem	Maße	großflächige	und	damit	auch	weitwinklige	
Abbildungen	zum	Einsatz,	zum	Beispiel	auf	Powerwalls.	Besonders	diese	
Visualisierungen	sind	mit	den	in	Abschnitt	2	benannten	Problemstellungen	verbunden.	
Dies	soll	an	Hand	eines	Fallbeispiels	näher	erläutert	werden.		
Abbildung	5	zeigt	die	perspektivische	Präsentation	von	drei	geometrisch	identischen	
Fahrzeugmodellen.	Das	monoperspektivische	Fahrzeug	Abbildung	5,	links	ist	starken	
projektionsbedingten	Proportionsveränderungen	unterworfen,	so	dass	ein	Vergleich	der	
Fahrzeuge	untereinander	und	eine	resultierende	Bewertung	der	Produktgestaltung	
erschwert	wird.	Demgegenüber	können	in	der	multiperspektivischen	Darstellung	
(Abbildung	5,	rechts)	die	Proportionen	der	Objekte	entsprechend	der	Seherfahrung	des	
Menschen	abgebildet	werden,	das	heißt,	erhalten	bleiben.	
	
Abbildung	5:	Vergleich	am	Fallbeispiel	einer	Exterieur‐Visualisierung	im	Automobildesign:	Zentralprojektion	(links)	
und	bezüglich	der	visuellen	Erwartungshaltung	des	Menschen	optimierte	Zentralprojektion	bzw.	Multiperspektive	
(rechts).				
4.2 Führerstand (Interieur):	Ein	weiteres	Fallbeispiel	kommt	aus	dem	Bereich	der	
Ergonomie.	Dort	wird	unter	anderem	mit	Hilfe	von	Menschmodellen	das	Sichtfeld	eines	
Menschen	in	seine	Umgebung	simuliert	[25].	Dies	dient	beispielsweise	der	Prüfung	von	
Sichtbarkeiten	und	Verdeckungen	von	Steuerelementen.	Auch	an	dieser	Stelle	kommen	
die	in	Abschnitt	2	beschriebenen	bildgestalterischen	Fragestellungen	zur	Proportion	
und	Ausrichtung	zum	Tragen.	Aus	der	Gegenüberstellung	(Abbildung	6)	zeigt	sich,	dass	
vor	allem	für	die	Steuerelemente	im	rechten	Bildbereich	eine	multiperspektivische	
Korrektur	hinsichtlich	der	proportionalen	Übertragung	der	Objektform	lohnenswert	ist,	
da	dadurch	die	Form	entsprechend	der	Erwartungshaltung	des	Menschen	dargestellt	
wird.	
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Abbildung	6:	Vergleich	am	Fallbeispiel	einer	Interieur‐Visualisierung	für	Trainingsszenarien:	Zentralprojektion	
(links)	und	bezüglich	der	visuellen	Erwartungshaltung	der	Menschen	optimierte	Zentralprojektion	bzw.	
Multiperspektive	(rechts).	
4.3 Anthropomorphe Formen:	Besonders	offensichtlich	wird	das	beschriebene	
Ausrichtungsproblem	an	Hand	von	Objekten	im	Bildraum,	die	für	den	Betrachter	einen	
speziellen	Bezugspunkt	darstellen.	In	Systemdarstellungen	von	virtuellen	Szenen	sind	
das	vor	allem	menschliche	Figuren.	Die	Beeinflussung	der	Ausrichtungswahrnehmung	
(Abbildung	7,	links)	wirkt	sich	unter	Umständen	negativ	auf	die	Rezeption	der	
eigentlichen	intendierten	Bildaussage	aus.	Die	Figuren	in	der	Originalszene	sind	um	den	
gleichen	Rotationswert	eingedreht.	Auch	an	dieser	Stelle	kann	eine	multiperspektivische	
Darstellung	einen	natürlicheren	Bildeindruck	generieren.	An	Hand	der	Beispielszene	
zeigen	sich	die	intendierte	Ausrichtung	der	Figuren	und	deren	Vergleichbarkeit	
untereinander.	
	
Abbildung	7:	Vergleich	am	Fallbeispiel	einer	Visualisierung	anthropomorphe	Formen:	Zentralprojektion	(links)	und	
bezüglich	der	visuellen	Erwartungshaltung	der	Menschen	optimierte	Zentralprojektion	bzw.	Multiperspektive	
(rechts).	
5. Fazit und Ausblick 
Die	einführend	motivierte	Differenzierung	zwischen	Anamorphose	und	
Multiperspektive	führt	bei	dezidierter	Betrachtung	zur	Erkenntnis,	dass	beide	
Abbildungsergebnisse	auf	den	gleichen	perspektivischen	Gesetzen	und	optischen	
Grundlagen	beruhen.	Lediglich	die	Gestaltungsziele	unterscheiden	sich:	einerseits	ein	
wahrnehmungskonformes	Bild	zu	erreichen	und	andererseits	die	Möglichkeit	unser	
Sehvermögen	durch	Umformung	zu	trügen	beziehungsweise	bewusst	zu	steuern.		
Die	vorgestellten	Ansätze	zur	Optimierung	der	Ausrichtungs‐	und	der	
Proportionsdarstellung	mit	Hilfe	von	multiperspektivischen	Abbildungsvorschriften	
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thematisieren	den	Wahrnehmungsrealismus	und	regen	zur	weiteren	Forschung	an.	Ist	
es	möglich	wahrnehmungsrealistische	Qualitäten	zu	bemessen?	Sind	daraus	neuartige	
Parameter	ableitbar,	beispielsweise	für	ein	computergrafisches	Kameramodell?			
Aus	den	vorliegenden	Ausführen	zur	Ausrichtungsänderung	 	(sieh	Abschnitt	2.2)	
kann	ein	weiterer	Forschungsauftrag	abgeleitet	werden	–	die	Bestimmung	der	
Ausrichtungsänderung.	Es	ist	insbesondere	zu	klären,	wie	groß	der	Unterschied		
zwischen	wahrgenommener	Ausrichtung	in	der	Darstellung	durch	Zentralprojektion	
und	Multiperspektive	bezüglich	der	in	der	Szenengeometrie	vorhandenen	Ausrichtung	
ist.	Hierfür	sind	grundlegende	Studien	aus	wahrnehmungspsychologischer	Sicht	
notwendig,	um	eine	entsprechende	Abhängigkeit	auf	Grundlage	statistischer	Verfahren	
nachzuweisen	und	Berechnungsvorschriften	synthetisieren	zu	können.	
Eine	Zielstellung	ist	dabei	die	weiterführende	Optimierung	der	vorgestellten	Verfahren	
insbesondere	für	die	Anwendung	in	dynamischen	und	echtzeitfähigen	
Darstellungssystemen.	[26]	befasst	sich	beispielsweise	mit	der	Einbeziehung	von	
Blickbewegungen	(Eye‐Tracking)	für	den	objektbasierten	Optimierungsansatz.	Die	
Information	über	Blickbewegungssprünge	und	die	damit	verbundene	
Veränderungsblindheit	kann	ausgenutzt	werden,	um	einzelne	wahrnehmbare	
Korrekturschritte	vor	dem	Nutzer	zu	verbergen.	
Ein	anderer	Aspekt	ist	die	mit	den	Verfahren	gegebene	Möglichkeit,	
multiperspektivische	künstlerische	Darstellungen	(zum	Beispiel	in	Gemälden	der	
Renaissance)	mit	den	Mitteln	der	Computergrafik	strukturell	zu	beschreiben	und	daraus	
Regeln	für	eine	an	den	Menschen	angepasste	Darstellung	zeitgenössischer	
computergrafischer	Visualisierungen	abzuleiten.	[25]	zeigt	am	Beispiel	des	Freskos	„Der	
Zinsgroschen“	die	spezielle	projektive	Ausgestaltung	einzelner	Bildelemente	auf	und	
vollzieht	mit	Hilfe	der	kamerabasierten	und	objektbasierten	Optimierung	die	
Bildgestaltung	und	deren	Parameter	nach.		
Abschließend	sei	erwähnt,	dass	die	algorithmisch	technische	Umsetzung	und	die	
Integration	weiterer	gestalterischer	Konzepte	nachgegangen	werden	muss.	
Beispielsweise	stellt	[27]	ein	spezielles	Framework	vor,	mit	dem	die	
softwaretechnologischen	Voraussetzungen	für	eine	Einbindung	weiterer	
bildstruktureller	Qualitäten	untersucht	werden	kann.	Vor	allem	der	Aspekt	der	
Farbwahrnehmung	und	die	mit	Hilfe	des	Frameworks	ermöglichten	Echtzeitfähigkeit	
bergen	erhebliches	Potential	an	theoretischen	Erkenntnissen	und	eine	Vielzahl	von	
praktischen	Einsatzmöglichkeiten	für	die	Interfacegestaltung.	
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Anhang: Gliederung 
1.	Motivation	und	Forschungsfeld	
2.	Definition	des	Begriffes:	Ausrichtung	(2.1),	Proportion	(2.2)	und	Resultat,		
Formalisierung	und	Definition	(2.3)	
3.	Algorithmische	Umsetzungen:	Objektbasierte	Optimierung	(3.1)	und	Kamerabasierte	
Optimierung	(3.2)	
4.	Realisierungen:	Automobildesign	(4.1),	Arbeitswissenschaften	(4.2)	und	
Anthropomorphe	Formen	(4.3)			
5.	Fazit	und	Ausblick:	zusätzlichen	Kameraparameter,	Erforschung	der	
Ausrichtungsänderung	 ,	Eye‐Tracking‐basierte,	künstlerische	Bildgenerierung	sowie	
softwaretechnologische	Aspekte	der	Echtzeitgrafik	und	der	Farbwahrnehmung		
 
