Abstract-We conceive the problem of multiple semantic video object (SVO) extraction as an issue of designing extensive operators on a complete lattice of partitions. As a result, we propose a framework based on spatial partition generation and application of optimal operators on the generated partitions. Based on a statistical analysis of the watershed algorithm, we develop a multivalued morphological spatial segmentation method that incorporates an edge-driven marker extraction algorithm and a growing method which integrates both color and edge information. Having embedded the problem in the partition lattice framework, we propose a spatio-temporal regional maximum likelihood operator for extraction purposes. Some theoretical properties of the operator are established. Experimental results on several MPEG-4 test video sequences show that our scheme improves the precision of the extracted SVO boundaries compared to traditional watershed algorithms and provides accurate tracking of multiple SVOs in both static and moving camera scenarios. Furthermore, this scheme can be extended to deal with more general interactive video authoring systems.
I. INTRODUCTION
HE extraction of meaningful entities-objects in the real world-from visual data is one of the highest aspirations in image analysis. With the development of content-based multimedia systems, the need for automatic or semiautomatic generation of semantic objects from natural video sequences is beyond any doubt. Three applications are the main immediate beneficiaries of the development of video object extraction algorithms: 1) selective compression for storage and transmission; 2) personalized multimedia applications that allow for search, manipulation, and composition of object-based, hybrid video content; and 3) visual communication services that bring people together to interact in either working or entertainment environments. Such paradigms are properly specified in MPEG-4 and MPEG-7, the next generation of international multimedia standards.
SVO extraction can be considered as a process of segmenting and tracking arbitrary collections of image regions-scene objects-with pixel-wise accuracy. SVOs are essentially human abstractions that are not invariant either in spatial features or in motion; given this set of challenging requirements-loose in the definition of what an object is, ambitious with respect to the final result quality-it is not surprising that SVO extraction is a difficult task to accomplish. In particular, pixel-wise accuracy is necessary for several MPEG-4 applications and, although not mandatory for MPEG-7 video indexing applications, it can eventually improve their robustness and performance. Recently, a large number of approaches, working under different perspectives and combining old and new techniques in feature extraction, segmentation and tracking, have been proposed. For automatic extraction of moving video objects, the MPEG group merged techniques based on morphological spatio-temporal segmentation and higher-order-statistic motion detection [7] . Binary edge moving object models were defined in [18] and tracked using a modified version of the Hausdorff distance [23] . However, people have now agreed on the need for semiautomatic methods [8] , [13] , [15] , which are based on user-assisted definition of SVOs followed by object tracking. Most of the firmly established trends in image analysis have been explored for this purpose [8] , [13] , [15] , [17] , [31] . Creation and tracking of 2-D meshes of arbitrary shape was the direction developed in [31] . Active contours constitute a solid research area [3] that has been integrated in many of the existing approaches [6] , [31] . Corners and lines are commonly used as rigid object representations [35] but are limited when dealing with deformable objects. Different sorts of object templates have been widely employed for object tracking [32] . Finally, representations based on 2-D regions have been used in the past for tracking [19] , and more recently for SVO extraction [13] , [17] .
A survey of the previous work in this area points toward a generic four-step SVO extraction model, that comprises many of the existing methods: (1) SVO structure definition; (2) SVO computation; (3) SVO tracking, and (4) SVO postprocessing. In the first step a SVO representation scheme, the image features that define the object, is selected. Furthermore, if interactivity is allowed, a set of user-selected features is also provided, usually in the form of one or more contours, blobs, or context information. Binary models, meshes, corners, templates, object contours, and 2-D regions are all examples of these representations. The second and third steps of the generic model are highly related: the iterative computation and tracking of the SVO structure generates the video objects at each frame of the sequence. A large number of techniques are available, depending on the selected representation. Finally, the fourth step is usually necessary to deal with the inaccuracies produced at any of the previous stages.
When 2-D regions are selected as the SVO structure, two factors affect the quality of the final extraction result: the precision of the spatial partition and the selected tracking technique. On one hand, a good spatial segmentation technique should preserve all the contours that define the true objects, as human perception is sensitive to artifacts in object borders. On the other hand, the tracking process is responsible for discerning between past and present information in order to keep an accurate SVO representation along time. Considerable research on region-based object tracking has been done [9] , [11] , [19] , [34] . Most of it can be generically labeled as partition prediction-adjustment methods, in which the problem can be stated as follows: given the set of SVOs, the image sequence, and the last available partition, how does this partition need to be updated/deformed to generate the current one? The process of partition updating, however, is not an easy task if pixel-wise accuracy is required, as discussed elsewhere [13] , [17] . Noisy motion information is usually the problem in this process, which often introduces inaccuracy and uncertainty in defining the number and boundaries of the regions that compose the video objects. In addition, some of these adjustment procedures unfortunately rely on heuristics, and/or cannot handle the real-life case of multiple objects.
Based on a 2-D region representation, and building on the generic four-step SVO extraction model, this paper proposes a framework for the second and third steps, defining it as an issue of partition lattice operators [27] , and characterized by spatial partition generation and the application of one or more spatiotemporal partition operators, respectively. The formalism of operators on lattices of partitions has been previously used in digital video analysis [10] , although not specifically for SVO extraction.
For the partition generation phase, based on the results of statistical analysis of the contour localization properties of the watershed algorithm, we have developed a new four-band multivalued morphological segmentation method that improves the performance of the traditional techniques by introducing an edge-based marker extraction step, and by integrating edge and color information in a multivalued model. As a result, it provides better precision when used for SVO extraction.
In our framework, the extraction process is then accomplished by designing extensive operators on the generated partitions. We present a new optimal operator based on spatio-temporal regional maximum likelihood. Some of its theoretical properties are established. When the proposed approach is integrated in a semiautomatic system, it is able to accurately extract multiple, arbitrary SVOs in still and moving camera video clips. Both objective and subjective evaluation on several test image sequences illustrate its performance.
The rest of the paper is organized as follows. Section II presents a general overview of our methodology, and discusses previous related work. Section III first discusses the statistical analysis of the watershed algorithm, and then describes our partition generation method. Section IV illustrates the SVO extraction approach by introducing the partition lattice operator framework. Section V shows results for several MPEG-4 test sequences. At the end, Section VI provides some concluding remarks.
II. PROPOSED APPROACH
Our goal is to develop a systematic approach for SVO extraction that: 1) represents a theoretical framework in which different operations can be defined, and their properties can be analyzed; 2) allows for real-life applications, so that multiple, deformable, static, or moving SVOs can be extracted with pixel-wise precision. As stated in the previous section, a region-based SVO representation was adopted. Therefore, a complete lattice of partitions constitutes an appropriate framework to address SVO extraction [27] , [29] .
The elements of a partition lattice are all the possible partitions of the support of an image, ranging from the finest partition (in which every pixel is a region) to the coarsest one (in which the whole image constitutes a single region). The existence of an ordering relation allows for comparison between those partitions in that build a hierarchy [10] . A lattice of partitions is a particular case of a complete lattice, the general algebraic structure on which mathematical morphology is developed [14] , [27] . A complete lattice represents the proper benchmark to analyze theoretical properties of the operators that can be defined on it. The reader is referred to the Appendix, where we provide some basic definitions used in this paper, and to [27] and [14] for details.
The extraction of the SVOs of a scene corresponds to one special case of partition of the image support. This can be defined as follows. 1 Definition 1: Let Z be a multivalued image sequence, with domain Z . Let denote a partition of at time . The th semantic video object of the scene depicted in (consisting of objects) is defined by , where
In MPEG-4 terminology, represents the th video object plane (VOP) at time , each composed of regions of . Equation (1) naturally allows for the definition of multiple SVOs. The associated partition of SVOs at time , denoted by , is the collection
We based our methodology on two premises. 1) SVO extraction can be achieved by generating accurate spatial partitions that do not depend on noisy motion information and therefore preserve the true object contours, and by finding optimal operators on a lattice of partitions, , such that each region is mapped to the corresponding SVO in the scene. The notation indicates that, in general, the operators can be time-adaptive. Fig. 1 . Framework for SVO extraction, for the case of minimum user intervention, as inscribed in the four-step generic model. An accurate partition generated by multivalued morphological segmentation followed by the application of optimal extensive partition lattice operators create the partition of SVOs at each frame.
2) Interactive introduction of semantics is essential. The user should be allowed to implement one or more of the following functions: 1) definition of the original SVOs; 2) definition of new objects; 3) creation of a multi-view representation; 4) correction of the automatic results; and 5) specification of context. Increasing work in some of these directions is currently being done [4] , [8] , [13] . SVO extraction is then conceived as a combined process of spatial partition generation and subsequent application of partition lattice operators, with user intervention at (possibly) different instants.
In our approach, the partition generation step is responsible for providing an accurate division of the image into contour-preserving regions , such that the frontiers between objects can be discerned even if they are of similar color. Moreover, once a partition is generated at each time , the problem becomes the construction of from by specifying spatio-temporal statistical criteria, and by introducing temporal information that allows the implementation of the tracking function. This information is represented by a temporal reference SVO partition set, denoted by , composed of the SVO partitions of the scene at different time instants, i.e., partitions that correspond to different scene views. The partition reference set is then expressed as . For example, if , and , then , which means that the generation of the current SVO partition will depend on information provided by the previous one. If , the decision for the construction of the current SVO partition will include information from multiple instances. Note that the partitions in can be computed either by off-line user interaction or automatically as part of the extraction process. We now define a SVO extraction operator.
Definition 2: Let be a complete lattice of partitions of . Let , and . An SVO extractor operator is a mapping , so that
The explicit dependence on will be usually omitted as this set is used as a reference. With this formulation, several tracking schemes can be formulated: single-view or multiview ; causal or noncausal . Theoretical properties of the operators can be obtained in the complete lattice framework. Fig. 1 illustrates the case of minimum user interaction in our approach, in which we limit the user to specify only the initial SVOs (the theory and results obtained for other types of user interaction will be reported elsewhere). We inscribe our scheme in the generic SVO model presented in Section I as follows. 1) SVO definition: a user-defined SVO initial partition is generated from the first frame of the sequence. 2) SVO computation: each frame is partitioned using our proposed four-band (color+intensity edges) morphological multivalued spatial segmentation method. The corresponding is generated. 3) SVO tracking: each partition is processed with a new spatio-temporal regional maximum likelihood extensive operator that generates the current partition of SVOs, defining . 4) SVO postprocessing: small details are refined and smoothed. The final partition of SVOs is generated: .
Before describing our work in detail, we will elaborate on its connections to previous work in the next subsection.
A. Relation To Previous Work
The concept of lattices of partitions was described in [29] , and integrated in the complete lattice approach of mathematical morphology in [27] , where some partition operators for segmentation were proposed. The formalism was implicitly used for segmentation purposes in [25] , that proposed the creation of a hierarchy of partitions (which correspond to extensive operators in a lattice of partitions) for coding purposes. Recently, the formalism was explicitly employed in image sequence analysis to highlight algorithmic similarities and differences between morphological connected operators and extensive operators in lattices of partitions, and to propose region-merging algorithms for still-image segmentation and filtering [10] . In those operators, regions were merged with a one-region-at-a-time iterative methodology based on three elements: a region model, a merging order, and a merging criterion. The region models allowed for different schemes, including gray-level and motion-oriented segmentation. Additionally, a similar methodology was applied to image sequences, to perform motion segmentation based on forward region tracking. Such a scheme relied on a three-level hierarchy, with a fine, flat-zone partition in the bottom, a gray-level partition (that iteratively merged some regions from the flat zone partition) in the middle, and a motion partition on the top. A sophisticated procedure was used for forward region tracking. We consider that is the work that bears the most similarity to our work, although there exist several fundamental differences between them. 1) Motion segmentation and SVO extraction are not equivalent, because SVOs are usually not motion-homogeneous. Our proposed operators do not require that the objects are motion-consistent.
2) The work in [10] does not explicitly deal with SVO extraction, although the region-tracking technique can be useful for that purpose. A more recent work addresses the problem of SVO extraction [17] , but both the spatial partition generation and tracking techniques are different from ours.
3) The region-merging operators of [10] do not specify what type of merging model/order/criteria can be used so that real contours are preserved. Our spatial generation procedure only relies on region merging as a postprocessing stage of the spatial generation algorithm. 4) Unlike the operators in [10] , which are iterative, and rely on a strong connectivity property, our operators classify each region independently, and are not iterative. The fundamental coincidence consists in the use of the algebraic formalism of partition lattice to represent and analyze the dynamic content of video sequences, and to study the theoretical properties that can be derived from it.
III. PARTITION GENERATION: FOUR-BAND MULTIVALUED WATERSHED
The family of morphological methods for segmentation are generically referred to as watersheds [1] . Methods that operate both on gradient images and on grey-level/color information have been proposed. In particular, a region-growing algorithm based on the watershed transformation consists of three steps: image simplification, marker extraction, and decision [25] . The first step facilitates the segmentation process as it eliminates some noise and small details while preserving strong image contours. The second step, marker extraction, generates a set of connected pixels from the simplified image. The set of markers represent the initial regions from which the segmentation is built in the third step, decision, which is the watershed transformation itself. In this stage, region boundaries are decided by a simulated immersion process that floods the whole image from the extracted markers.
Marker extraction and decision determine the number of regions and the precision in boundary localization of the final segmentation, respectively, and thus are critical procedures. In particular, the problem of determining the number and position of the markers has been addressed by several researchers. In [1] and [33] , markers are extracted by selecting gray-level -domes. Another method that has gained popularity is the flat-zone approach: all connected components in the simplified image of size larger than the size of the structuring element used for morphological simplification are considered as valid markers [25] . It has proven to be useful for segmentation-based image coding, but presents limitations when used for SVO extraction, in which we need to preserve all image contours -weak or strong-for precise object localization. Finally, off-line marker extraction can be useful but it is restricted to relatively simple imagery. In spite of the previous efforts, an analysis of optimal marker extraction remains elusive, although authors agree on the fact that this process should be intelligently performed [20] .
We believe that a statistical analysis of the border localization properties of the watershed algorithm should provide some clues about the criteria for good marker selection, with SVO extraction as the ultimate goal. In fact, the authors do not know of any similar studies previously reported in the literature. In the following section, we present such an analysis for a particular watershed algorithm that works directly on the gray-level signal [25] for a ramp edge+noise model, to evaluate the objective quality of the obtained partitions. Our study suggests that, for weak edges, the optimum position for the markers occur when they are symmetrically located on both sides of the edges and arbitrarily close to them. 
A. Statistical Analysis of the Watershed Algorithm
The watershed algorithm can be efficiently implemented using a hierarchical queue, in which the element that is extracted at each time is the one that arrives the earliest to the queue of the highest priority [1] . This double-ordering scheme is the key concept for the process, that consists of two steps: initialization and flooding. First, the queue is initialized by inserting the marker pixels in the highest priority queue, and all markers are labeled as initial regions. Then, until the whole queue is empty, a pixel is extracted from the queue and assigned to the most similar neighboring region, using a distance criterion as the classification criterion. Its neighboring pixels are inserted in the queue with priority . Therefore, pixels that are more homogeneous to the existing regions are classified earlier.
To evaluate the border localization properties, we introduce an image model with controlled edges. Furthermore, we define a variable that reflects the accuracy in the segmentation, so that its statistical behavior can be obtained [30] , and we can make inferences about marker extraction.
For the image model, let be a gray-level image with a vertical ramp edge of slope between two regions represented by two randomly positioned markers of unitary width. The image is immersed in Gaussian white noise of variance . A profile of the model is shown in Fig. 2 .
An ideal segmentation would divide the two regions exactly on the edge. In practice, the position of the watershed line is not only a function of the initial position of the markers, the noise amplitude and the edge amplitude, represented by its slope, but also of the order in which pixels are treated during execution, because the watershed transform is not a local concept [22] . For initialization, we introduced the marker pixels in the queue in the usual raster order. This has an effect on the segmentation result, that is small in natural images, but might be evident with images of reduced dynamic range [22] .
Let be the set of all connected subsets in and let . We define a gray-level distance criterion as , where , and represents truncation, so that the queue deals with integer priorities. Let denote a random variable that represents the final position of the watershed line. Due to the complexity of the hierarchical queue and the dependency of initialization, the conditional pdf cannot be obtained in closed form, but approximated. A simplification in the conditional pdf can then be done by introducing a edge-to-noise strength ratio term, defined by . Note that the combination of noise and a small edge amplitude increases the uncertainty in the watershed process and produces segmentation errors. The conditional pdf can provide an evaluation of the quality of the obtained partitions.
Three experiments were designed to provide clues for intelligent marker extraction. 1) Dependency on the markers position. Fig. 3(a) and (c) show six images in which the markers (shown in white) have been asymmetrically placed with respect to a vertical weak edge . The markers have been positioned close to it, while change position. Fig. 3 (b) and (d) illustrate the segmentations obtained when the markers in Fig. 3(a) and (c) are used (the watershed line is shown in white). On one hand, a bias toward , which come earlier in the scanning direction, is observed. This is the effect of queue initialization. On the other hand, the farther are from the edge, the worse the edge localization. This effect also applies to real images: weak intensity edges, and absence of markers are responsible for many segmentation errors; such situation should be minimized in SVO extraction. The approximated conditional pdfs for fixed, and various values of are shown in Fig. 3(e) . Note that the peak of the distributions shifts to a better position as the markers come closer to the edge. 2) Dependency on the symmetry of the markers position. Fig. 4(a) shows the estimated pdfs when and are placed at a decreasing symmetric distance from the edge . The symmetry is also evident in the for M = 0; 2; 8; 14 and 20 (curves a-e). As the markers M come closer to the edge, the peak of the distributions shifts to w , improving the border localization.
conditional distributions. More accurate conditional expected values for are obtained as decreases. Table I illustrates these results. 3) Dependency on . The distributions in Fig. 4(b) correspond to varying , and fixed asymmetrical positions of the markers. As increases, the peak of the pdf shifts from a value corresponding to an erroneous watershed line to the correct one (observe the trend a d). For large values of , the position of the markers is not crucial, as long as there are markers for each region. These experiments, although not exhaustive, confirm an intuitive result: if the space where the growing process from the markers is restricted to small areas around the real edges, the segmentation results are of good quality. Therefore, even though the marker position is not crucially important for strong edges, constraining the propagation space by introducing markers close and centered around the true edges will improve the segmentation in those cases of similar color between different objects.
This result was integrated in the partition generation algorithm described in the following subsection. Table I ). The closer the markers are to the edge, the more concentrated the corresponding pdf is, and a better border localization is obtained, as can be seen from the first and second order statistics. (b) Conditional distributions for increasing value of f (0.7, 1.0, 1.2, 1.3 and 1.5 for curves a-e, respectively), and fixed asymmetrical markers (M = 8 and M = 24). As f increases, the peak of the distribution gradually shifts a wrong watershed line position (curve a) to the correct one (curve e). For large f , the conditional pdf does not change anymore, which reflects the fact that for strong edges, marker position is not crucial as long as there are markers for each region. 
B. Four-Band Multivalued Segmentation
The multivalued mathematical morphology framework provides a way of integrating information from different sources .
into one single image model [28] , and has been recently used for image sequence processing and analysis [11] . Based on the results of the previous subsection, we propose a morphological partition generation method that combines color in the RGB representation and edge information in a four-band multivalued model
where R denotes the red band image at time , and similarly for the other color bands, E denotes a binary edge image, where 0 and 255 correspond to nonedge and edge pixel values, respectively. The explicit use of edge information improves the segmentation results in regions of similar color, which is a crucial point for finding precise boundaries between SVOs. The use of joint edge and color information is not new in image processing [16] , [24] , but it has not been used in morphological segmentation as we propose in this paper. Our method is based on four steps: simplification, edge-based marker extraction, decision, and postprocessing. Simplification: Filtering-by-reconstruction with a small, structuring element is applied [33] Edge-Based Marker Extraction: Based on the previous analysis, we propose a nonlinear strategy that reduces the possibility of erroneous region growing during the watershed procedure due to absence of markers in the presence of weak intensity edges. Firstly, the edge image is obtained from the intensity image . Edge detection has been a problem largely discussed in the literature. We decide to use the Canny edge detector [5] that is known to be accurate in edge localization, and is noise-robust. This technique produces a good number of thin, connected edge pixels, along with some other pixels associated to texture or large noise. We need to say that any other good algorithm that allows for the detection of weak edges can be used. Secondly, we apply binary morphological processing on to obtain , the image that consists of the markers extracted on both sides of detected edge pixels, along the normal to the corresponding edges. A reliable edge pixel is defined as one that has two or more neighboring edge pixels in 8-connectivity. The procedure consists of the detection of edge pixels by using the hit-or-miss transformation followed by a dilation, for a set of possible edge directions
where and denote hit-or-miss and dilation, respectively, and the sets of structuring elements , shown in Fig. 5 , are designed for this purpose [14] . Our procedure introduces more markers, where reliable edges are detected, and a few in homogeneous areas. This characteristic is desirable for SVO extraction: after the decision procedure, more accuracy in the segmentation between objects will be achieved, while keeping a small number of regions inside objects of approximately constant color.
Decision: We propose a joint distance measure criterion for the decision step that integrates color and edge information in the multivalued model
where R represents the mean red value in the set and equivalently for the other cases.
In the proposed watershed procedure, the more similar a given pixel and its closest marker are, the faster is processed and assigned to , unless has been classified as an edge (reliable or not). Our distance criterion penalizes this case and delays the assignment of these pixels until the last stage of the decision process. Furthermore, when these pixels are delayed for classification, its neighbors are also delayed due to the watershed mechanism. This reduces the possibility that a given marker grows in a nondesired direction. In fact, our proposed distance criterion serves as a complement for the cases in which reliable edges are not extracted, so that markers are not defined.
To illustrate the single effect of the inclusion of intensity discontinuity information in the distance measure, we show in Fig. 6 the results obtained with a two-region synthetic image. Both regions have very similar color. The edge information is obtained by a normalized multiscale morphological gradient operator [ Fig. 6(b) ] defined in [34] . We observe that the gradient image is noisy, although high values for the region boundary are detected. Markers are obtained by flat-zone detection, after simplification with a structuring element. After the watershed, the partition postprocessing procedure (region merging) described in the next paragraph is applied. The segmentation result obtained with the use of color-only information is shown in Fig. 6(c) , while the segmentation results generated with the joint color-edge distance measure is presented in Fig. 6(d) . The Postprocessing: After the watershed step, two morphological operations to reduce the final number of regions without affecting the accuracy in the segmentation are applied. In the first place, to remove small regions, an area connected operator is applied, in a way similar to [10] . We start by creating an image from and Y by using (mean intensity value) as region model. Then, the connected operator merges all regions smaller than a threshold with their closest neighboring regions of the largest size. The merging order is given by the size of the region. Finally, the flat-zone partition of the output image corresponds to the output partition. In the second place, to merge neighboring regions with the same color, another connected operator is applied. First, we create a color image from and , using as the region model. The operator merges all neighboring regions that have the same color. Again, the flat-zone partition of the output image corresponds to the output partition.
As we will show in Section V, our proposed four-band segmentation method produces partitions with good characteristics for SVO extraction, and improves the results compared to the traditional watershed techniques. The obtained partitions will conform the basic domain on which the operators defined in the next section will be applied to generate video objects.
IV. PARTITION LATTICE OPERATORS FOR SEMANTIC VIDEO OBJECT EXTRACTION
As we stated in Section II, once a partition is generated at each time , the problem of SVO extraction becomes the construction of from and the temporal reference information . Remember that we have assigned the accurate extraction of region boundaries to the partition generation phase. As a result, the extraction operators can be thought of as a classification mechanism, that assigns each region to the appropriate SVO, so that no new spatial contours are introduced in the partition . Statistical criteria can be systematically used in the definition of such operators.
Among a number of interesting theoretical properties of operators in complete lattices, three are particularly important in mathematical morphology: extensiveness, idempotence, and increasingness [14] . In our case, as the result of the region classification mechanism, the partitions are produced in such a way that no new spatial contours are introduced in the extracted SVOs. In fact, all possible operators that can be designed with this idea in mind satisfy one of the previously mentioned properties (the proofs for all the propositions in this paper can be found in the Appendix).
Property 1: The class of operators is extensive. The proposed approach allows for the development of several extraction operators. In particular, both single and multiple-view operators are feasible to design under the same framework, and a variety of statistical criteria are available. Other morphological concepts like connectivity can be also used in this framework. In this paper, we present one operator for the case in which the reference set is given by , and is nontimeadaptive. The theory and results obtained for different cases will be reported in future publications.
A. Partition Operator Based On Regional Maximum Likelihood
The design of the partition operators can be formulated in terms of an optimality criterion to be satisfied. Note that, from the statistical point of view, SVO extraction (as has been formulated here) represents a process of assigning the regions of to a given class, namely the objects in the scene; from the algebraic point of view, it corresponds to the design of extensive partition operators. We initially propose a partition operator to construct each from the partition using the previous SVO partition as reference where is the partition that divides the image support into the th SVO and the rest of the scene. The generation of is then straightforward.
Let Z be the mapping that computes a region motion vector, assuming a pure translational model, using the image sequence at times and , so that denotes the motion vector computed for the region . Additionally, let represent the translated version of Z by Z :
. The region attribute that will be used to construct the SVO partition at each time , using the temporal reference is defined as follows. Definition 3: Given a partition , and the SVO partition , the normalized overlapped area between the th region and the th SVO is given by
This measure takes values between zero (no overlapping) and one , and will decide for the assignment of each region in to the corresponding SVO. Obviously, each belongs either to the th SVO or to any other SVO in the scene depicted in the image sequence. In hypothesis-testing terms spond to and , respectively. We use the maximum a posteriori (MAP) criterion to map each region to an SVO [21] (9) such that the hypothesis that is chosen is the one that has a larger a posteriori probability. Applying Bayes theorem on both sides of the expression and rearranging terms (10) where represents the class-conditional probability density function. For the two-object case, we can assume equal priors , as foreground and background video objects may have any size and shape, and the expression reduces to the maximum likelihood criterion (11) For the cases of larger number of objects, however, the exact expression is (10) . Let denote the ratio . We propose to model the class-conditional probability density functions by exponential distributions where designates the step function. We believe that these distributions approximately model the real data: due to segmentation errors, should be highly concentrated around , and rapidly decay as . The dual situation holds for . In addition, the parameter values should make the conditional probabilities outside the interval [0, 1] negligible. The problem has been reduced to finding an optimal threshold for
We can now write an expression for the proposed partition operator (13) where denotes set difference and such that
The parameters and can be estimated from the actual data. However, if we assume symmetry between the exponential distributions ( ), and , the expression for the optimal threshold can be further simplified and approximated as (15) This analysis shows that , under the described assumptions, is equivalent to a tracking algorithm recently reported in [13] for the two-SVO case. It is interesting to notice that such an algorithm was based on a nonparametric classification technique, while has been obtained by the MAP criterion, and some simplifying assumptions.
To extract the SVOs present in the scene, should be applied times (the SVO is always selected as the scene background). Finally, can be directly generated from the set of partitions , by defining a partition operator for regional maximum likelihood (16) Two more important properties of can now be established [the same applies to , as it is equivalent to for in (16) ].
Property 2:
is not increasing.
Property 3:
is not idempotent. However, for situations of interest, it holds that .
B. Statistical Validation
To justify our assumptions, we have performed statistical tests on several MPEG-4 video sequences. Fig. 7(a) shows the estimated conditional pdfs and for 200 frames of the Foreman sequence, where the SVO is the talking man. We can see that the first distribution is highly concentrated around zero, while the second one behaves similarly around one. In addition, both distributions are approximately symmetric. In Fig. 7(b) , we display a log version of the distributions, to enhance the details. In fact, even though from the distributions we could be tempted to use thresholds in a large range, this is not convenient: every single misclassification will introduce artifacts in the extracted SVOs. We want to keep this situation to the minimum.
In Table II , we show the ML estimates for the parameters , for the two-SVO case (foreground object and background). Additionally, the priors at each time are estimated from the relative sizes of the SVOs at the previous frame of the video sequence, so that (17) Table II also shows the initial values of . It is observed that the assumption that also holds, even for small objects, and that the estimated optimum threshold is actually close to the approximated value. This fact validates the direct use of 1/2 as the value of , which reduces the computational complexity. It is also pointed out that can tolerate SVO size changes.
V. RESULTS
In this section, we first show results that illustrate the performance of our multivalued watershed. Then, we present examples of the proposed framework for SVO extraction when it is included in the system mentioned in Section II.
A. Partition Generation Results
An example that illustrates the partition generation algorithm is shown in Fig. 8 . One frame of the Akiyo sequence and a detail of a region difficult to segment are shown in Fig. 8(a) and (b). On one hand, the segmentation obtained with the traditional flat-zone approach, color-only segmentation is displayed in Fig. 8(c) . The segmentation has done a good job in contrasted scene regions, but it has failed in some regions of similar color: the closeup in Fig. 8(d) indicates that background and foreground have been merged, due to weak intensity edges and absence of markers. On the other hand, after extracting edges, and edge-based markers, the partition that results from our proposed method is shown in Fig. 8(e) . This segmentation has better characteristics for SVO extraction, as more real contours have been preserved. The corresponding close-up shows that the same regions have now been correctly segmented, as our method introduced markers on both sides of the detected weak edges.
As a second example, in Fig. 9 we show the results obtained with our methods for one image of the Bream sequence. Again, the generated partition has good accuracy for SVO extraction, as can be seen in Fig. 9(d) . 
B. SVO Extraction
In this subsection we present the results obtained with our algorithms for different scenarios. To generate the first SVO partition, the user is allowed to specify the contours of each object using a GUI, following the technique described in [12] . The application of our methodology in the first frame deals with typical contour errors introduced by the user. Additionally, it is reasonable to assume that after any scene change, the original SVOs are not present in the scene. Therefore, the user is asked to input a new set of SVOs in case he/she is still interested in the extraction process.
We perform an objective evaluation of the spatial accuracy of those sequences for which a groundtruth is available. A criterion for evaluating the spatial distortion of an estimated VOP mask with respect to a reference mask at frame is defined in [36] 
where th estimated VOP mask, considered as a binary image; corresponding reference VOP; denotes the exclusive-or logic operation. 1) Static Camera, Small Object Motion: SVO partitions for the Akiyo sequence obtained with the proposed partition lattice operators and both the traditional watershed technique and the proposed segmentation are shown in Fig. 10 . The sequence on the left side illustrates the case for a flat-zone approach. We see that there are problems in areas of similar color; the tracking process will propagate these errors through time.
In the traditional approach, we could raise a question about the minimum size of the flat zones that should be considered as valid markers. The answer, however, is not clear, and the usual rule (the size of the structuring element used for simplification) is somewhat arbitrary. We have experimented with other rules, and Fig. 10(b) illustrates the quality of the extracted SVOs when a minimum fixed size of five pixels (central pixel plus its four closest neighbors) is used as threshold for marker selection. The figure shows again how the marker extraction phase impacts the final result.
Finally, in Fig. 10(c) we show the results obtained with our algorithm. We observe that the obtained VOP masks are more accurate and stable along time. Our visual judgement is supported by the objective evaluation provided in Fig. 13(a) . As a reference of the obtained accuracy, we also show the distorsion computed between the groundtruth and a -eroded version of itself, which peels off the hand-made partition by approximately one pixel. It is important to highlight that for SVO extraction no objective measurements perfectly match human perception. For instance, compare frame 20 in Fig. 10(a) and (c) , that are numerically similar in quality, but subjectively different, because even thin artifacts that merge background and foreground are visually disturbing. We are currently analyzing other objective quantities that reflect this fact.
2) Moving Camera, Fast Motion: The result with our proposed method for the Foreman sequence and two SVOs (background and man) is shown in Fig. 11 . In this case, we have extracted the man from the scene and replace the background with a "blue screen." We can see that the extracted SVO has high quality.
3) Static Camera, Articulated Motion: Fig. 12(a) shows the results obtained with a Hand sequence used for gesture recognition purposes [2] . This gray-level sequence presents fast, articulated motion and shades. We also show the results when we simulate a significant change of scene illumination, by introducing a large overexposed image region. Note that in both cases, the hand has been accurately segmented and tracked.
4) Moving Camera, Multiple Rigid SVOs:
We illustrate this case in Fig. 12(c) with the Tennis sequence, in which the ball and hand SVOs have independent motion, while the scene experiences zooming. Both objects along with the background of the scene are correctly extracted.
5) Moving Camera, Deformable Motion:
The result obtained with the Bream sequence is shown in Fig. 12(d) . For this synthetic videoclip, we can also provide an objective evaluation. Fig. 13(b) shows the spatial distortion obtained for both the traditional flat-zone watershed and the variation in marker extraction discussed in this subsection, and for our proposed method; the latter extracts again more accurate SVOs.
The degree of accuracy of the SVO extraction process is bounded by two factors: 1) the resolution of the spatial segmentation and 2) the causal nature of the tracking process. On one hand, color similarity between different SVOs might result in poor edge detection, which can introduce segmentation errors in small areas, and originates the loss of small details (i.e., Foreman's helmet). The resolution of the segmentation also degrades in highly cluttered scenes. On the other hand, the tracking process may propagate this loss of details in successive frames. Although the user-interactive approach provides a way of correcting such situations, we are currently investigating solutions for these open problems.
VI. CONCLUSION
We have described an approach for multiple SVO extraction based on spatial partition generation and extensive spatio-temporal operators on these partitions. The first stage has been addressed by developing a new multivalued morphological spatial segmentation that incorporates an edge-driven marker extraction method, and integrates color and edge information in the watershed algorithm. Our segmentation method naturally appeared as the consequence of searching for a method that could improve the contour localization of the traditional morphological segmentation techniques. Our statistical analysis of the watershed algorithm provided clues for such improvement. For the second step, the use of the partition lattice framework for SVO extraction is formal and general, as it allows for the modeling of different schemes and may lead to the development of optimal algorithms. We have illustrated this approach by proposing a regional maximum likelihood operator. The integration of our algorithms into a SVO extraction system has produced SVO masks of improved quality compared to other traditional techniques. Experimental results for both synthetic and real video sequences have verified its effectiveness.
The formalization of the SVO extraction problem should allow for theoretical advances in this area as well as for the development of efficient interactive video authoring systems. These two directions have been included in our current lines of work.
APPENDIX
Definition 4: Given a space and its power set , a partition of is a mapping such that , (i) , and (2) or . is called the zone or region of that contains .
Definition 5: A partition lattice is a set of partitions of with a partial ordering relation ( ), for which each of its subsets has an infimum and a supremum. It can be proved that the set of all partitions of constitutes a complete lattice.
Definition 6: The partial ordering relationship in a lattice of partitions is defined as . In this case, is said to be finer than .
Definition 7:
The infimum of a set of partitions is defined as , i.e., it corresponds to the partition made of the intersections of all the regions in the original set of partitions. Additionally, the supremum of a set is given by which is the finest partition that is larger than each of the individual . For the two-partition case, if or . Definition 8: The least and greatest elements of correspond to the finest partition and the coarsest partition , such that and for all . For purposes of indexing of the zones of a partition, it is convenient to use the following notation: where such that Property 1: The proposed class of operators is extensive.
Proof: A lattice operator is extensive iff . The proof directly follows from (1) and (2) Property 2:
is not increasing. Proof: An operator is increasing iff such that , (the ordering relation is preserved). It is simple to show that this is not the case with a counterexample. Let be a partition of that consists of three regions, labeled (background), (head), and (shoulders), respectively. Let be another partition that consists of two regions, and (erroneously merged regions). By construction, . Additionally, let us assume that there is no motion and that is correctly composed of the background and the object . Applying to the two partitions, we obtain , and , but obviously is not finer than , so is not increasing.
Similarly, it can be proved that is not decreasing.
Property 3:
is not idempotent. However, for situations of interest, it holds that . An operator is idempotent iff ; for all partitions in the lattice . Even though this situation might not be true for all partitions, it holds for many practical situations. In particular, as we stated earlier in the paper, the result of applying depends on temporal information by the following mechanism: 1) region motion estimation and compensation between two consecutive frames; 2) computation of based on the estimated motion vectors and the previous SVO partition . By definition, is a partition with a very small number of regions. Each region in represents one SVO (unless the SVO is disconnected). The largest region normally corresponds to the scene background SVO. The regions of are then classified, and form a new partition. Let denote this partition by . is also composed of a very small number of regions, usually equal to the number of regions of (unless some object disconnection has occured in this frame). Now, a second application of the operator classifies each of the regions in repeating the procedure just described. The motion of the regions in the original partition is, in general, not equal to the motion of the merged regions in (that describes the match of each SVO). However, the regions in will be still mostly overlapped with the appropiate SVO in . As a result, the reclassification simply assigns each region in to the SVO whom they were already assigned after the first application of the operator.
We have tested this property in all the video sequences reported in this paper (i.e., we have applied the operator twice on each ). We have observed that the second application of the operator does not have any effect. In other words, we have verified that . Therefore, we define the SVO partition at time as .
