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Capítol 1
Introducció
Aquest projecte tracta de realitzar diverses paral·lelitzacions en un codi real, tot aplicant
diferents models de paral·lelisme existents. Aquestes aplicacions són utilitzades a entorns de
supercomputació, i el clúster utilitzat per realitzar les proves i els anàlisis és MareNostrum,
que es troba al BSC-CNS1. Les aplicacions utilitzen el protocol de pas de missatges MPI2,
i la idea és aprofitar l’entorn tipus clúster i els diversos processadors dins d’un node per
millorar la pèrdua d’eficiència provocada per l’excés de comunicacions i el desbalanceig de
càrrega. L’eina utilitzada serà SMP SuperScalar3, que ha estat desenvolupada al BSC-CNS.
1.1 Organització de la memòria
Aquest document s’ha dividit en els següents apartats:
1. Introducció: en aquesta part es fa una breu descripció de la organització de la memòria,
un repàs als objectius, així com a la motivació que ha portat a la realització d’aquest
projecte i la metodologia que s’ha seguit per realitzar-lo.
2. Entorn del projecte i estat de l’art: és on es dóna una introducció a tots els conceptes
que seran necessaris per poder entendre la resta del document. S’introduiran conceptes
de supercomputació, mesures de rendiment i com extreure-les, i explicació dels diversos
1Més informació a http://www.bsc.es/plantillaA.php?cat_id=1
2Message Passing Interface http://www-unix.mcs.anl.gov/mpi/
3Model de programació desenvolupat al BSC-CNS
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paradigmes de programació emprats actualment. També hi haurà una descripció de
l’aplicació i el model de programació escollits.
3. Desenvolupament del projecte: aquest capítol descriu tot el treball d’implementació
portat a terme, explicant les eines utilitzades, l’anàlisi inicial del programa que servirà
de punt partida per realitzar el projecte i el procés d’adaptació i modificació.
4. Anàlisi dels resultats: un cop realitzades les tasques del capítol anterior, aquest apartat
recull tots els resultats que se’n deriven, la descripció dels entorns de proves, així com
la corresponent validació de les modificacions.
5. Planificació i anàlisi econòmic: aquest capítol dóna més detall sobre la planificació
seguida en la realització del projecte així com el corresponent anàlisi econòmic de la
implementació i l’equipament utilitzat.
6. Conclusions : aquesta secció sintetitza tots els resultats obtinguts i extreu les conclu-
sions que s’han derivat del treball realitzat. A més planteja quines són les tendències
futures dels temes que s’han tractat durant el projecte.
7. Apèndix.
1.2 Motivació
Avui en dia, en diferents àrees de la ciència es requereixen recursos de supercomputació per
poder avançar en les seves investigacions. Aquestes aplicacions realitzen un seguit de càlculs
intensius que en una màquina convencional podrien arribar a trigar anys. És per això que
molts projectes de l’àmbit científic demanen recursos als centres de supercomputació com
BSC-CNS.
Un supercomputador és una eina molt potent al servei de la recerca i el desenvolupament,
però també costosa de mantenir, tant en termes de maquinari com de consum energètic. És
per això que cal optimitzar al màxim les aplicacions de càlcul que s’executen garantint un
ús eficient dels recursos dels que es disposen.
Al 1965, es va anunciar la llei de Moore 4, que estableix la propietat de duplicar la potència
d’un circuït integrat aproximadament cada 18 mesos a base d’augmentar el nombre de tran-
sistors. Més tard es va anunciar que aquest nombre baixaria i que la capacitat d’integració
4http://es.wikipedia.org/wiki/Ley_de_Moore
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dels circuits es doblaria cada 24 mesos. El problema d’aquesta llei és que té data de cadu-
citat, ja que la naturalesa dels materials i la limitació de la velocitat de la llum provoquen
que aquest creixement no sigui infinit. Per aquesta raó, s’han establert diferents mètodes i
estratègies per tal d’aconseguir potències computacionals molt superiors a les existents ac-
tualment. Aquestes estratègies tracten d’introduir diverses unitats de càlcul al mateix xip,
i diversos xips en un node. Fins i tot, les tendències actuals apunten a la generació d’arqui-
tectures híbrides amb la introducció de diferents acceleradors que ajudin a portar a terme
un conjunt de càlculs específics. Amb l’objectiu d’aconseguir un ús eficient dels recursos, és
necessari la utilització de nous models de programació expressament preparats per aquests
entorns de computació, com per exemple SMPSs.
Els computadors de tipus clúster fan servir una arquitectura formada per nodes de càlcul i
una xarxa de comunicació, posant èmfasis amb la part de comunicació, ja que s’ha d’inter-
connectar milers de nodes d’una manera extremadament eficient. D’aquí ve donat el fet de
que molts programadors hagin hagut de modificar les seves aplicacions científiques per tal
d’aprofitar al màxim aquesta arquitectura. Un dels estàndards més utilitzats a dia d’avui
per realitzar les comunicacions entre nodes és MPI.
En la majoria de codis actuals, existeix un factor que impedeix la utilització eficient de tots
els recursos anomenat balanceig de càrrega entre tasques MPI. Això significa que la càrrega
de feina repartida entre les diferents tasques estigui desequilibrada. La implicació és que les
tasques que disposin de menys càlcul a realitzar hagin d’esperar-se a les altres per poder
realitzar la comunicació, fet que provoca que estiguin en espera perdent cicles de càlcul del
processador.
Per tant, la raó principal d’aquest projecte és aplicar eines de paral·lelització híbrida per tal
d’aprofitar al màxim el paral·lelisme de l’arquitectura. L’eina que s’utilitzarà serà un model
de programació desenvolupat internament al BSC-CNS anomenat SMPSs, i que pertany al
grup dels models de programació STARSs[PBAL09].
1.3 Objectius
La importància de l’anàlisi de rendiment de les aplicacions que s’executen en un supercom-
putador permet que es desenvolupin noves formes de treure més profit de l’arquitectura.
Actualment, existeixen diverses formes híbrides de paral·lelització. Utilitzant tant comu-
nicacions com accés a memòria compartida. Seran analitzades amb més detall a la secció
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2.2.1.2. Aquestes estratègies són utilitzades arreu per treure el màxim rendiment de certes
aplicacions. Una d’aquestes estratègies utilitza el model de programació anomenat SMPSs.
El principal objectiu és, partint de la base de certes estratègies existents, analitzar la potència
i la viabilitat de l’eina SMPSs. Paral·lelitzar la versió inicial amb el model OpenMP i
utilitzant aquesta versió, aplicar SMPSs juntament amb el protocol MPI creant l’estratègia
MPI+SMPSs en la major part del codi de l’aplicació escollida. Tot comparant els resultats
durant cada fase de la implementació.
Amb tot, la meta final serà tenir informació per poder ajustar l’aplicació segons el seu grau
d’adaptabilitat; i escollir quina seria la millor estratègia per explotar al màxim els recursos.
Un cop implementat i provat, es podrà dir de quina manera s’ajusta a les diferents arquitec-
tures. Així, es disposarà d’una versió paral·lelitzada a dos nivells de l’aplicació escollida que
permeti en un futur, implementar diferents tècniques existents per tal d’aconseguir millores
notables en la utilització dels recursos computacionals dels que es disposa.
1.4 Metodologia
La metodologia seguida per realitzar aquest projecte és la següent:
1. Primer contacte amb el codi de l’aplicació per veure el seu funcionament.
2. Estudi dels diversos profiles i traces per trobar les rutines que són més sensibles a la
paral·lelització.
3. Aplicar OpenMP a algunes funcions i posterior anàlisi del rendiment amb diverses eines
existents.
4. Modificar i adaptar les rutines per a que s’ajustin al model de programació d’SMPSs.
5. Analitzar el rendiment amb les millores introduïdes d’SMPSs.
6. Validar en cada canvi els resultats obtinguts per l’aplicació.
7. Comparació dels resultats obtinguts amb MPI/SMPSs, MPI/OpenMP i MPI.
Durant els passos 3, 4 i 5 hi haurà repeticions per tal de realitzar modificacions i millores
respecte a cada versió.
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Capítol 2
Entorn del projecte i estat de l’art
Aquest capítol posa de manifest com es troba actualment l’entorn en el que es desenvolupa
aquest projecte. Primer es fa una breu introducció al centre on es desenvoluparà el projecte,
amb una descripció de MareNostrum.
A continuació, s’exposa tot allò que fa falta per a entendre la resta del projecte. S’expliquen
des de conceptes de supercomputació que seran tinguts en compte durant el projecte fins a
una explicació del funcionament d’SMPSs i l’aplicació escollida.
2.1 El centre i el supercomputador
El projecte es desenvolupa al Barcelona Supercomputing Center - Centro Nacional
de Supercomputación (BSC - CNS). BSC-CNS és un consorci públic entre el Ministerio
de Educación y Ciencia espanyol, la Generalitat de Catalunya i la Universitat Politècnica de
Catalunya (UPC) constituït oficialment a l’abril del 2005, i dirigit pel doctor Mateo Valero,
també professor de la UPC. Un dels objectius principals del centre és donar servei a la
investigació oferint recursos de supercomputació per al progrés científic.
En aquest sentit, una gran part dels recursos es reparteixen en projectes de gran interès
científic, els investigadors dels quals podran gaudir-ne de manera gratuïta. Aquests projectes
són escollits per un comitè independent d’experts en les diferents àrees d’investigació. Aquest
comitè d’accés decideix la quantitat de recursos que s’assignen a cada projecte en funció del
seu valor científic. La recerca es duu a terme en camps com l’astronomia, ciències de la
terra, física, química o ciències de la vida. Paral·lelament, des del centre també es potencia
- 5 -
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la investigació interna en diferents àrees del coneixement com són les ciències de la vida, les
ciències de la terra, així com la investigació en computació. Aquesta recerca s’endú una altra
part dels recursos disponibles.
El centre alberga i també gestiona el supercomputador MareNostrum1[MNA], un dels
superordinadors més potents del món segons la llista Top500, http://top500.org/[top].
Està ubicat a l’antiga capella de Torre Girona al Campus Nord de la UPC, dins d’un habitacle
de vidre. Està format per 2560 nodes de computació JS21 i 42 servidors p615, distribuïts
en 44 armaris, ocupant una superfície total de 160 m². Cada node de computació, o blade,
consta de 2 processadors powerPC970MP, cadascun d’ells de doble nucli, amb una freqüència
de rellotge de 2.3 GHz, 8 GB de memòria RAM i 36 GB de disc dur local. El sistema operatiu
utilitzat a cada node és GNU/Linux en la seva distribució SuSE.
Els servidors de disc proporcionen un total de 280 TB d’espai accessibles des de qualsevol
node. Els nodes estan connectats entre si utilitzant diverses xarxes d’interconnexió:
• Xarxa Myrinet2: xarxa de gran ample de banda i baixa latència utilitzada per les
comunicacions de les aplicacions paral·leles.
• Xarxa Gigabit Ethernet: és la xarxa a través de la qual els sistemes de fitxers remots
treballen.
• Xarxa Fast-Ethernet: aquesta xarxa, més lenta, s’utilitza exclusivament per a tasques
de manteniment i administració del sistema.
En total, els 10240 processadors de MareNostrum ofereixen un rendiment màxim teòric de
94,21 Teraflops (tot i que el rendiment màxim sostingut és de 63.83 Teraflops executant
Linpack) i una memòria principal total de 20 TB.
2.2 Supercomputació
Una vegada vist on es desenvoluparà el projecte, és convenient introduir certs aspectes
del món de la supercomputació abans d’entrar a descriure el projecte a fons. Com es pot
observar, la potència que pot oferir un sol ordinador amb un sol processador és molt limitada,
1Més informació a http://www.bsc.es/plantillaA.php?cat_id=200
2Myrinet està desenvolupada per Myricom, http://www.myri.com/
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i per realitzar certs càlculs s’haurien d’esperar mesos i fins i tot anys abans no fos capaç de
donar el resultat esperat.
La solució més senzilla a aquest problema és augmentar els recursos, és a dir, afegir més
processadors, més memòria, més disc, etc. De fet, molts dels ordinadors que es poden trobar
avui en dia al mercat ja disposen de processadors amb més d’un nucli de procés, o core.
Aquesta idea aplicada a gran escala dóna lloc a la supercomputació tal com la coneixem
avui en dia. Un clar exemple d’aquesta filosofia és el mateix MareNostrum, amb 10240
processadors distribuïts en 2560 nodes, tal com s’exposa a la secció 2.1.
A la pràctica, però, no és tan senzill de portar a terme. Teòricament, si es duplica el nombre
de processadors, s’hauria també de duplicar el rendiment reduint el temps de càlcul a la
meitat, però la realitat és una altra. S’han de tenir en compte les dificultats d’aglutinar tots
els nodes que formen el supercomputador per a que treballin com a un de sol, incloent la
necessitat de compartir informació entre ells, de sincronitzar-se, de gestionar la totalitat dels
recursos, etc.
Per aquest motiu, no tan sols cal fixar-se el maquinari, sinó també amb les aplicacions que
hi treballaran a sobre. Els programes de càlcul hauran de tenir en compte com és el sistema
on s’executaran, i hauran de ser adaptats en conseqüència.
Tot seguit s’exposen els conceptes més rellevants des del punt de vista d’aquest projecte que
tenen a veure amb la supercomputació, com són el paral·lelisme i els sistemes de fitxers. Es
parlarà per tant del paral·lelisme, dels sistemes de fitxers que s’utilitzen i de com es gestionen
els recursos sense aprofundir en temes com les xarxes d’interconnexió.
2.2.1 Paral·lelisme
Com s’ha apuntat anteriorment, el secret de la supercomputació radica en que disposem de
moltes unitats de procés, però per aprofitar-les cal que totes aquestes unitats tinguin alguna
tasca a fer al mateix temps. Així neix el concepte de paral·lelisme. Executar un programa
paral·lel no és altra cosa que distribuir la feina entre tots els processadors dels que es disposa
per reduir el temps que triga en realitzar el càlcul.
Aquest paral·lelisme es pot aconseguir bé distribuint el treball entre els nodes (secció 2.2.1.2),
o bé distribuint el treball entre els processadors del mateix node (secció 2.2.1.2). La pri-
mera, té la propietat de que l’espai de memòria és local a cada node, és a dir, els nodes
no comparteixen la memòria principal. En canvi, amb la paral·lelització dintre dels nodes,
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els processadors accedeixen a la mateixa memòria, eliminant el pas de dades per la xarxa.
No obstant, aquesta és molt més limitada, ja que en aquest cas només disposem de quatre
processadors per a realitzar la tasca desitjada. L’objectiu serà trobar l’equilibri perfecte per
tal d’explotar al màxim el més profitós de cadascuna. Aquest equilibri s’explicarà a la secció
2.2.1.2.
A continuació es detallen alguns conceptes relacionats amb el paral·lelisme, com són l’esca-
labilitat o els models de paral·lelisme que podem tenir.
2.2.1.1 Escalabilitat
L’escalabilitat d’un codi ve determinada per l’evolució dels indicadors de rendiment. Per
exemple, el temps total d’execució quan s’augmenten els recursos destinats a aquesta. L’-
expectativa ideal seria que el rendiment augmentés de la mateixa manera que augmenten
els recursos. En aquest cas ideal, es diu que l’escalabilitat de l’aplicació és lineal. Es poden
donar casos en els que el rendiment amb més recursos sigui millor encara que l’ideal, tenint
una aplicació que superescala, o que té una escalabilitat super lineal. De totes maneres, el
més habitual és que el rendiment es vagi degradant conforme augmentem els recursos assig-
nats, fins i tot arribant a extrems en els que l’aplicació es comporta pitjor amb un nombre
elevat de recursos.
Existeixen diversos motius que porten a aquesta degradació. Per un costat, es poden do-
nar dependències entre les diferents parts del programa que fan que no es puguin executar
en paral·lel, i que provoquen una necessitat de comunicació i de sincronització entre elles.
D’altra banda, també sol passar que no es pugui repartir de manera uniforme la feina a
realitzar (desbalanceig). Degut a tot això, sorgeix una sobrecàrrega o overhead degut a les
comunicacions i sincronitzacions entre les diferents tasques, a més de la inevitable replicació
de codi entre les diferents tasques. És desitjable doncs que els programes a executar siguin
el més escalables possible, tant en termes de temps, com poden ser altres factors com la
memòria o el disc.
Llei D’Amdahl[Amd62]
El guany de rendiment que s’obté és gràcies a que certes tasques d’una aplicació s’executen
en paral·lel, reduint així el temps total de càlcul. Tot i això, hi haurà parts que no serà
possible executar en paral·lel, i per tant no guanyaran velocitat al augmentar els recursos.
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Aquesta part no paral·lela és la que acaba establint-se com a factor limitant a l’hora de
millorar el rendiment. Aquest concepte és el que s’extreu de la llei d’Amdahl aplicada al
paral·lelisme, on S és el guany o speed-up de l’aplicació, f és la proporció del codi que es
paral·lelitza, i P és el nombre de processadors utilitzat.
S =
1
1− f + f
P
D’aquí se’n desprèn també que per poder obtenir guanys significatius al augmentar el nombre
de processadors, s’ha de reduir al màxim la part no paral·lela de l’aplicació.
2.2.1.2 Models de paral·lelisme
Existeixen diverses solucions hardware que donen suport al paral·lelisme, i que comporten
també diferents maneres de treballar a nivell software. Totes les propostes es basen en
augmentar el nombre de recursos (processadors, memòria, disc, etc), però la diferència és com
s’interconnectaran entre ells. Fonamentalment, distingim dos models basats en l’arquitectura
de memòria que s’utilitza: memòria compartida o memòria distribuïda, breument detallats
a continuació.
Memòria compartida
En el model de memòria compartida, tots els processadors que formen el sistema estan
connectats a la mateixa memòria d’una forma comuna, i per tant tenen la mateixa visió
sobre ella. Si un d’ells treballa sobre unes dades de memòria, tots els altres també es veuran
afectats per aquest canvi. Aquest fet permet que entre els processadors puguin utilitzar la
memòria principal com a mitjà de compartició de dades i comunicació entre ells.
És per aquest motiu que en aquest model podem tenir paral·lelisme a nivell de thread o fil
d’execució. Un mateix procés pot dividir la seva feina en threads, que compartiran els seus
mateixos recursos, i s’executaran de manera paral·lela, cadascun a un processador. Com que
els threads d’un mateix procés comparteixen l’entorn d’execució, la compartició de dades
entre ells ve implícita. Tot i això, s’han d’aplicar mecanismes tant a nivell hardware com
a nivell de programació, que evitin problemes derivats de l’accés concurrent a una mateixa
dada, mantenint sempre el comportament correcte i esperat de l’aplicació.
- 9 -
2.2 Supercomputació 2 Entorn del projecte i estat de l’art
Figura 2.1: Esquema d’un sistema amb memòria compartida
Encara que existeixen moltes implementacions del model de threads, com poden ser els
pthreads3, la que té més acollida a nivell de supercomputació és OpenMP(http://openmp.
org). OpenMP[DM98] ofereix una API multiplataforma per construir aplicacions paral·leles
sobre memòria compartida en llenguatges de programació C, C++ i Fortran. D’aquesta
manera s’aconsegueix un codi portable i escalable a l’hora que s’ofereix una programació de
l’aplicació paral·lela força senzilla.
Un exemple d’ús d’aquest model podria ser la paral·lelització d’un bucle senzill d’un progra-
ma en C com el que es pot veure a la figura 2.2.
for (i=0;i<N;i++) {
A[i]=B[i]+C[i]
}
Figura 2.2: Bucle seqüencial senzill
Aquest codi realitza una suma dels vector B i C, i deixa el resultat en el vector A. Executat
en un sol processador, aquest hauria d’executar N cops el bucle. Si es disposa de més d’un
processador, es podria partir el vector en trossos i repartir-los entre els P processadors dispo-
nibles, de manera que cadascun només realitzaria N/P voltes. OpenMP crearia tants threads
com se li hagi indicat en la variable d’entorn OMP_NUM_THREADS, i cadascun treba-
llaria sobre una part determinada dels vectors. Per aconseguir aquesta meta, només caldria
afegir un pragma al codi font i compilar amb la configuració del compilador corresponent
per tal d’activar OpenMP.
Com es pot observar a la figura 2.3, el programador no es preocupa de la creació dels threads
necessaris, ni de la distribució de la feina. Simplement indica el que vol paral·lelitzar, i el
3estàndard de threads POSIX
- 10 -
2 Entorn del projecte i estat de l’art 2.2 Supercomputació
#pragma omp parallel for
for (i=0;i<N;i++) {
A[i]=B[i]+C[i]
}
Figura 2.3: Bucle senzill paral·lelitzat amb OpenMP
compilador s’encarrega d’afegir el codi necessari per a que funcioni. Lògicament, aquests
són exemples senzills per demostrar la filosofia de treball de OpenMP, però l’especificació
permet fer paral·lelitzacions molt més complexes, com distribució de la càrrega entre els
diversos threads.
SMPSs
Dintre dels models de programació de memòria compartida, podem classificar SMPSs. L’es-
tratègia d’SMPSs és semblant a OpenMP, però amb diverses millores. La forma de programar
el model SMPSs és simple: es basa en anotacions en el codi font per a que després el compi-
lador generi el codi necessari per a l’explotació del paral·lelisme existent en temps d’execució
construint un graf de dependències entra tasques. El mateix runtime s’encarrega de la pla-
nificació d’aquestes tasques. Això fa més flexible la paral·lelització de diverses regions i si
s’escau, es podria encapsular les crides MPI per tal d’introduir-les dins del graf de tasques i
executar-les fora d’ordre, de forma que es pot sobreposar el càlcul amb la comunicació. En
la secció 2.4 s’explicarà amb més detall el funcionament intern d’SMPSs.
Un exemple d’ús d’aquest model es una multiplicació de matrius en bloc. Les funcions que
s’envien al processadors són blocs de la matriu els quals han de ser multiplicats com si es
tractés de la matriu original. Com es pot veure, una simple anotació abans de la declaració
de la funció és suficient per permetre el comportament propi d’SMPSs.
El que es pot veure a la figura 2.4, és un senzill exemple de com el programador distribueix
la matriu de grandària (N*BS) x (N*BS) en N x N blocs de grandària BS x BS. Cada
tasca SMPSs agafarà un bloc de les matrius A i B, realitzarà la multiplicació de matrius i
deixarà el resultat en la matriu C. D’aquesta manera, quan el programa crida a la funció
block_addmultiply(), el fil d’execució no passa a executar aquesta, tal i com seria en un
programa normal, sinó que simplement s’afegeix la tasca al graf de dependències que gestiona
el runtime de SMPSs. Cada processador dedicat a realitzar les tasques SMPSs, agafarà del
graf qualsevol tasca sobre la qual no existeixi dependència i passarà a executar el codi de la
funció. Tanmateix, el fil principal encarregat d’executar el codi que no pertany a les funcions
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#pragma css task input (A, B) inout (C)
void block_addmultiply (double C[BS][BS],
double A[BS][BS], double B[BS][BS])
{
int i,j,k;
for(i = 0; i < BS; i++)
for(j = 0; j < BS; j++)
for(k = 0; k < BS; k++)
C[i][j] += A[i][k] + B[k][j];
}
int main()
{
int i,j,k;
initialize(A,B,C);
for(i = 0; i < N; i++)
for(j = 0; j < N; j++)
for(k = 0; k < N; k++)
block_addmultiply(C[i][j],A[i][k],B[k][j]);
}
Figura 2.4: Multiplicació de matrius SMPSs
SMPSs es pot encarregar també d’executar funcions SMPSs en el cas que el programador
hagi indicat una barrera de la qual no es pot creuar fins que no han finalitzat totes les
tasques del graf. En aquest cas, d’entre les funcions les quals satisfan les dependències,
l’ordre d’execució no és determinant, ja que no es pot saber a priori quines funcions del graf
s’executaran abans que les altres. Partint d’aquest raonament, qualsevol programa on hi
apareguin funcions SMPSs es pot executar obtenint el mateix resultat si es treu el pragma
per indicar que les funcions són SMPSs.
Memòria distribuïda
En l’altre extrem trobem el model de memòria distribuïda, on cada processador té assig-
nada una memòria independent de la resta. Aquest fet provoca que, amb aquest sistema,
els processadors no tenen cap via de comunicació implícita, ja que un processador no pot
accedir a la memòria de la resta. D’aquesta manera, el sistema queda configurat per nodes
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Figura 2.5: Esquema d’un sistema amb memòria distribuïda
independents amb el seu processador i la seva memòria, i que s’hauran de connectar a través
d’una xarxa d’interconnexió per a poder-se comunicar.
En aquest cas ja no és vàlid el model de threads, sinó que caldrà fer servir processos sepa-
rats, ja que cadascun tindrà la seva memòria assignada totalment disjunta de la dels altres
processos. Tot i això, segueix sent necessari un mètode per a poder establir compartició de
dades o sincronització si es vol executar una aplicació paral·lela. Caldrà fer-ho a través de la
xarxa d’interconnexió, que ha de proporcionar una manera ràpida de transmetre informació
d’un punt a un altre. La xarxa haurà de tenir un ample de banda considerable per a poder
enviar grans quantitats de dades en un temps raonable, alhora que ha de garantir una la-
tència el més baixa possible, ja que també s’haurà d’utilitzar com a infraestructura per a la
sincronització. Tal com es mostra a la figura 2.5.
L’estàndard de programació més utilitzat actualment per a aplicacions paral·leles en arqui-
tectures de memòria distribuïda és MPI. MPI[Mes95] és una interfície de pas de missatges
entre diferents processos que proporciona una manera relativament senzilla de paral·lelització
d’un programa. Com el seu nom indica, la comunicació entre processos es realitzarà a través
d’enviament de missatges, que podran contenir dades per a l’altre procés o sincronització.
Actualment existeixen diverses implementacions de les especificacions MPI, com per exemple
MPICH[GLDS96], entre d’altres.
Qualsevol aplicació MPI funcionarà amb independència de la màquina on s’executa, aportant
així un grau important de portabilitat. A més, també proporciona eficiència i escalabilitat,
ja que la implementació de les rutines de la llibreria MPI són optimitzades per a cada
arquitectura on s’executa. Els llenguatges de programació que disposen d’implementació
d’aquesta llibreria són, com en el cas de OpenMP, C/C++ i Fortran, ja que són els llenguatges
de programació més utilitzats en entorns de supercomputació i càlcul científic. Tot i això,
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també hi ha implementacions parcials de l’estàndard en llenguatges com Python, Ocaml o
Java.
La llibreria disposa de rutines per obrir el paral·lelisme i tancar-lo, així com funcions d’envia-
ment i recepció de missatges de diversos tipus i mètodes de sincronització. Amb tot, s’ofereix
al programador una gran varietat de possibilitats que responen als casos més habituals de
comunicació i transferència d’informació que es duran a terme d’una manera molt eficient.
La paral·lelització del codi és més complexa que amb OpenMP, ja que ara el programador sí
que ha de tenir en compte com es realitza la compartició de les dades, indicant explícitament
el que s’envia o es rep. També cal vetllar per la sincronització entre els diferents processos
per evitar possibles problemes derivats de l’ordre com s’executen els diferents processos. Tot
i semblar un desavantatge, aquesta filosofia permet fer una paral·lelització a mida de cada
aplicació, ja que s’adapta molt bé a qualsevol particularitat del codi.
A la figura 2.6 es pot observar l’estructura bàsica d’un programa MPI en llenguatge C. En
concret, es formarà un anell entre tots els processos que formen l’execució paral·lela, en el
que cadascun rebrà una dada de l’anterior i l’enviarà al següent fins a completar una volta
sencera. Cal notar que el programa és independent del nombre de processos amb els quals
s’executarà.
Per executar aquest tipus de programes, cal utilitzar la infraestructura que es proporciona
en cada instal·lació de l’entorn MPI. Habitualment existeix una comanda com ”mpirun”,
mitjançant la qual podrem arrencar l’aplicació usant un determinat nombre de CPUs als
nodes on es desitgi. També és molt freqüent que s’utilitzin sistemes de gestió dels recursos4
per a l’execució d’aquestes aplicacions, on és possible que calgui emprar una eina pròpia del
gestor de recursos per a treballar amb aplicacions paral·leles MPI.
Model Híbrid
Al bell mig dels models de memòria compartida i distribuïda purs, trobem el model híbrid.
És la combinació dels dos models explicats, en el que la màquina en qüestió estaria formada
per un cert nombre de nodes amb memòria independent (memòria distribuïda), a la vegada
que a cada node hi tenim diversos processadors que comparteixen els recursos (memòria
compartida).
No és gens estrany que aquest model sigui el majoritari quan parlem de supercomputadors, ja
que el cost de màquines de memòria compartida amb molt processadors és molt gran, degut a
4vegeu la secció 2.2.4
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#include <stdio.h>
#include <mpi.h>
int main(int argc, char *argv[]) {
MPI_Status status;
int rank, size, tag, next, from;
tag = 201;
// Obrim el paral·lelisme
MPI_Init(&argc,&argv);
// Quin procés sóc (rank) i quants processos hi han (size)
MPI_Comm_rank(MPI_COMM_WORLD,&rank);
MPI_Comm_size(MPI_COMM_WORLD,&size);
// Calculem a qui hem d’enviar (next)
// i de qui hem de rebre (from)
next = (rank + 1) % size;
from = (rank + size - 1) % size;
// El procés 0 començarà enviant al procés
// següent en l’anell (el 1) un enter
if (rank == 0)
MPI_Send(&num,1,MPI_INT,next,tag,MPI_COMM_WORLD);
else {
// Esperem la rebuda d’un enter pel procés anterior a l’anell
MPI_Recv(&num,1,MPI_INT,from,tag,MPI_COMM_WORLD,&status);
// Després de rebre de l’anterior, cada procés
// envia al següent en l’anell
MPI_Send(&num,1,MPI_INT,next,tag,MPI_COMM_WORLD);
}
// El procés 0 haurà d’esperar l’últim enviament
// de l’últim procés abans d’acabar
if (rank == 0)
MPI_Recv(&num,1,MPI_INT,from,tag,MPI_COMM_WORLD,&status);
// Tanquem el paral·lelisme
MPI_Finalize();
return 0;
}
Figura 2.6: Programa mpi que es comunica seguint la forma d’un anell
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la complexitat d’aquesta compartició entre tants elements. La complexitat en el disseny im-
plica també pèrdua de rendiment com més processadors, disminuint així l’escalabilitat. Tot i
això, amb pocs processadors és molt més eficient i ràpida l’execució en memòria compartida
(no s’ha d’utilitzar una xarxa per comunicar-se amb un altre node), pel que el disseny mixt
és una bona solució. Un clar exemple el trobem al supercomputador MareNostrum5.
En el camp de les aplicacions paral·leles, és habitual també que les implementacions de les
llibreries MPI contingui optimitzacions per aprofitar el fet de tenir memòria compartida a
cada node, pel que els processos que s’executin en un mateix node puguin comunicar-se
utilitzant la mateixa memòria, més ràpida que la xarxa. Per altra banda, també existeixen
aplicacions híbrides, on el paral·lelisme s’obre tant a nivell de procés com a nivell de thread.
Això vol dir que, per exemple, en una màquina amb 4 processadors per node, es podria arribar
a executar una aplicació que col·loqués un procés a cada node, i aquest s’obrís en 4 threads,
gaudint així dels avantatges que ofereixen. D’aquest tipus podem trobar combinacions de
MPI amb qualsevol model de threads, com OpenMP o SMPSs.
2.2.2 Xarxes d’interconnexió
En el cas de supercomputadors com MareNostrum, cal interconnectar tots els nodes que el
formen de manera que les comunicacions descrites a la secció 2.2.1.2 es puguin produir de la
manera més eficient possible. Concretament, cal donar suport tant a les comunicacions entre
nodes com al sistema de fitxers compartit6. Cadascuna té unes necessitats diferents per a
la xarxa. Si bé una xarxa convencional Gigabit Ethernet pot ser suficient per al sistema de
fitxers, quan es tracta de les comunicacions MPI aquesta no dóna prou rendiment.
Tal com es descriu a la secció 2.1, MareNostrum consta de dos tipus de xarxes que inter-
connecten els nodes del supercomputador. La xarxa Gigabit Ethernet servirà la imatge del
sistema operatiu i el sistema de fitxers paral·lel, mentre que la xarxa Myrinet donara suport
a les comunicacions MPI. Myrinet és una xarxa d’alta velocitat (actualment hi ha instal·lada
la versió de 2 Gbps), i de baixa latència, produïda per la companyia Myricom[Myr].
L’arquitectura d’aquesta xarxa permet la seva escalabilitat fins a connectar tots els nodes del
clúster, oferint alhora camins alternatius per si algun enllaç falla. La major part del procés
es fa, a diferència de la xarxa Ethernet, a la mateixa targeta de xarxa, que realitza l’accés
a memòria utilitzant DMA. El protocol utilitzat també canvia, ja que tot i que Myrinet
5vegeu la secció 2.1
6vegeu secció 2.2.3
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suporta enviar tràfic convencional TCP/IP, per aprofitar al màxim les seves capacitats s’ha
d’utilitzar un protocol especial dissenyat específicament per aquest tipus de xarxes.
Els protocols que actualment es poden utilitzar estan dissenyats per la mateixa companyia
però són d’especificacions públiques. Es coneixen com GM i MX, essent aquest últim el més
nou i el que dóna un millor rendiment. Aquests protocols condensen els nivells 2, 3 i 4 del
model OSI[DZ83], proporcionant el control de l’enllaç, l’encaminament i el control de flux i
d’errors. De fet, hi ha implementacions de llibreries de sockets sobre GM i MX, semblants
als habituals sockets TCP.
Existeixen també implementacions de l’especificació MPI de MPICH, optimitzades per a ca-
dascun dels protocols. D’aquesta manera, les aplicacions que s’executen al supercomputador
utilitzen aquestes implementacions: MPICH-GM i MPICH-MX. Cal remarcar que la xarxa
Myrinet només s’utilitza per aquestes comunicacions MPI, evitant qualsevol interferència
aliena a les comunicacions de les pròpies aplicacions MPI que pugui afectar negativament al
seu rendiment.
2.2.3 Sistemes de fitxers
A més del fet que els diferents processos d’una aplicació paral·lela es puguin comunicar i
sincronitzar, també és desitjable que tinguin la visió d’un sistema de fitxers comú, de forma
que puguin treballar sobre els mateixos arxius tant d’entrada com de sortida. Una primera
aproximació seria utilitzar un sistema de fitxers compartit i muntat a través de la xarxa com
NFS o Samba, però el rendiment que oferirien seria molt pobre i més si es té en compte la
mida dels clústers on es vol treballar. Aquesta solució no escala a supercomputadors on hi
ha milers de nodes que estaran contínuament realitzant operacions d’entrada / sortida, ja
que quedaria totalment superat pel gran volum de transaccions a realitzar.
Afortunadament, existeixen sistemes de fitxers pensats per ser utilitzats en entorns paral·lels
com supercomputadors, que tenen en compte tant l’escalabilitat com l’eficiència en aques-
tes circumstàncies. Existeixen diversos productes al mercat d’aquestes característiques. Un
exemple és Lustre[Mic07], desenvolupat i mantingut per Sun Microsystems. La seva lli-
cència és GPL i permet oferir un sistema de fitxers paral·lel a desenes de milers de nodes.
Un altre exemple és el sistema de fitxer propietari de IBM, el Global Parallel FileSystem
(GPFS)[F S02], que és el sistema de fitxers utilitzat als clústers del centre com MareNos-
trum.
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GPFS permet muntar un mateix sistema de fitxers en tot un conjunt de nodes d’un clúster,
i permet que tant els fitxers com les metadades del sistema de fitxers puguin ser accedides
en paral·lel, tot conservant en gran mesura el comportament d’un sistema de fitxers POSIX.
D’aquesta manera, s’aconsegueix l’escalabilitat necessària en el rendiment en grans clústers.
A grans trets, el secret de la gran escalabilitat del sistema resideix en la seva arquitectura
de discos compartits, que seran accessibles per tots els nodes de computació. Els fitxers
es guardaran en trossos repartits entre diversos discs, de manera que es permet l’accés en
paral·lel tant de lectura com d’escriptura al fitxer per part d’un gran nombre de nodes. Això
requereix una gran sincronització per tal que no es produeixin corrupcions ni en les dades ni
en les metadades.
Per dur a terme la sincronització, GPFS proporciona un sistema de bloquejos, o locks,
distribuït, que permet gràcies a les característiques de l’arquitectura de discos compartits
fins i tot que dos nodes escriguin en parts diferents d’un mateix fitxer a la vegada. Tot i això,
s’observen alguns problemes de rendiment quan s’intenten escriure molts fitxers en paral·lel
sota el mateix directori. El motiu és senzill: tots els nodes han d’adquirir el bloqueig sobre el
directori per a poder crear-hi un fitxer al mateix temps, provocant contenció en l’escriptura.
La solució clàssica a aquest problema és establir una estructura jeràrquica de directoris,
de manera que a cada subdirectori hi escriuran menys processos i per tant augmentant el
rendiment, ja que es redueix la contenció.
A banda dels sistemes de fitxers compartits, com GPFS, els nodes que formen el supercom-
putador poden tenir un disc dur local amb un sistema de fitxers també local i no compartit
amb la resta de nodes. Aquest és el cas de MareNostrum, on cada node té un espai local de
disc anomenat scratch, amb 30 GB de capacitat. Aquest sistema de fitxers s’utilitza com a
lloc temporal on guardar dades mentre dura l’execució d’una aplicació.
Tot i això, de vegades és interessant poder utilitzar scratch per tal de no sobrecarregar el
GPFS com en el cas d’escriure milers de fitxers dins un mateix directori. En aquests casos,
però, s’ha de tenir en compte com copiar les dades cap a cada disc dur de cada node o com
recuperar-les de manera que no es penalitzi el rendiment o l’estabilitat del sistema. A més,
una altra diferència que pot resultar notable quant al rendiment és la mida del bloc. Mentre
que a determinats sistemes de fitxers de GPFS, aquesta mida és de 1 MB (enfocat a fitxers
grans), a d’altres, la mida de bloc és de 4 KB, molt més eficient per a tractar fitxers petits.
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2.2.4 Sistema de cues
Els supercomputadors actuals ofereixen una gran capacitat de càlcul, i estan al servei de
la recerca i el desenvolupament que duen a terme molts investigadors. Tenint en compte
que es disposa d’una gran quantitat de recursos, i que hi haurà molts usuaris que hauran
de compartir-los, seria impensable que cadascú que volgués utilitzar el supercomputador hi
accedís i utilitzes els recursos (tant de temps com de processadors o nodes) que volgués sense
cap tipus d’ordre ni concert. Per tant, esdevé imprescindible comptar amb alguna eina que
permeti acomodar tota la demanda als recursos disponibles en cada moment de la manera
més eficient possible. Això és el que es coneix com un sistema de cues.
Des del punt de vista de l’usuari, els seus càlculs no poden ser executats de qualsevol manera,
sinó que ha d’enviar el que es coneix com a treball (o job, en anglès) al sistema de cues. Un
treball és la unitat d’assignació de recursos per excel·lència del sistema de cues, i conté
l’execució d’un o més càlculs d’un usuari i que utilitzaran uns mateixos recursos. A la
pràctica, el treball s’implementa com un simple script, per exemple de bash o tcsh, amb unes
directives especials que són les que interpretarà el sistema de cues per assignar els recursos, i
que contindran dades com la quantitat de processadors sol·licitada, o el temps mínim durant
el qual han de ser reservats. La sortida del programa no apareixerà per pantalla, sinó que
quedarà escrita en uns fitxers de sortida.
Un cop encuat el treball, el sistema decidirà on i quan s’executarà, tenint en compte el
que ha demanat, els altres treballs que també han estat encuats i els recursos disponibles.
Realitzar aquesta gestió no és una tasca senzilla, i existeixen moltes polítiques de planificació
de treballs, ja sigui per establir prioritats per a certs usuaris, definir diferents cues on enviar
el treball, omplir petits forats tant espacials com temporals (backfilling) o garantir una
compartició justa dels recursos (fairsharing). Aquestes polítiques són un tema interessant i
alhora important per al funcionament del sistema, però no són especialment rellevants per
la comprensió de la resta del projecte i no seran tractades en aquesta memòria.
En l’actualitat, la funció del sistema de cues a MareNostrum és compartida per dos aplica-
cions diferents, però complementaries: Slurm i Moab. Slurm[YJG03] actua com a gestor de
recursos, i per tant és qui decideix on col·locarà els treballs que li arriben en funció del que
hagi demanat. És l’encarregat també de començar l’execució de les diferents aplicacions que
componen el treball, així com oferir l’entorn necessari per a que les aplicacions paral·leles es
puguin executar en tots els processadors que té assignats. Slurm és programari lliure sota
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llicència GPL, i té com a principals desenvolupadors i mantenidors al Lawrence Livermore
National Laboratory (LLNL) i HP.
Per altra banda, Moab[Res] s’encarrega de la planificació temporal en base a les dades que
li proporciona Slurm. És qui decideix quan s’executa un treball tenint en compte diversos
criteris de planificació, reserves de nodes, prioritats dels usuaris, etc. Moab és un producte
de l’empresa Cluster Resources que requereix de llicència de pagament. La mateixa empresa
també proporciona Maui, un planificador de codi obert més senzill que Moab i que no té
tantes funcionalitats.
Un exemple de treball que s’envia a les cues de MareNostrum el trobem a la figura 2.7. Es pot
apreciar que dins un script de bash, hi trobem les directives en forma de comentaris seguits
d’una @. Apareixen el nom del job, el directori inicial que es desitja pel job, on deixar
les sortides del programa (tant l’estàndard com la d’error), quants processadors es volen
demanar i per quant de temps. En concret, aquest treball demanaria 8 processadors durant
2 minuts. A més, per tal d’executar correctament l’aplicació MPI, és necessari arrencar-la
amb la comanda ”srun” davant. Aquesta utilitat és part del gestor de recursos Slurm, que
és la que permet l’execució paral·lela de les 8 tasques que componen l’execució de l’aplicació
MPI. En cas de no utilitzar ”srun”, l’aplicació només s’executaria al primer dels processadors
assignats, provocant un error en cas que sigui una aplicació MPI (ja que no té configurat
l’entorn adient).
#!/bin/bash
# @ job_name = test_parallel
# @ initialdir = .
# @ output = mpi_%j.out
# @ error = mpi_%j.err
# @ total_tasks = 8
# @ wall_clock_limit = 00:02:00
srun aplicacio-mpi parametres-entrada
Figura 2.7: Exemple de treball paral·lel a MareNostrum
La sintaxi utilitzada per als treballs no és proporcionada ni per Slurm ni per Moab, sinó que
és un mètode desenvolupat al centre per facilitar la feina a l’usuari final, ja que la interfície
que ofereix Slurm és més complexa. La comanda per encuar un treball és ”mnsubmit”, que
tradueix la sintaxi vista del treball a la comanda corresponent de Slurm.
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2.3 Aplicació escollida
En aquest apartat es parlarà sobre l’aplicació escollida per portar a terme el desenvolupament
del projecte. Primer de tot es farà una contextualització de l’estat actual de les aplicaci-
ons més comunes en els projectes d’investigació que existeixen en l’actualitat. Després es
descriurà l’aplicació, explicant breument el seu funcionament i les seves característiques.
2.3.1 Context
Avui en dia, la investigació és un dels camps amb una creixent importància dins de la
nostra societat. Existeixen diverses institucions que fomenten el desenvolupament d’aquesta
investigació per tal de promoure i desenvolupar aquestes en benefici del progrés científic.
Algunes d’aquestes investigacions requereixen l’ús d’un supercomputador per tal de poder
realitzar càlculs intensius amb l’objectiu d’analitzar dades o realitzar simulacions en un
temps raonable. Es pot parlar de consorcis a nivell estatal com ara la RES7 que ofereixen els
seus serveis per tal de facilitar l’accés i la utilització d’un supercomputador als projectes que
ho considerin necessari. Aquest consorci avalua i determina el nivell de necessitat i atorga
els credencials necessaris per un correcte ús i compartició dels recursos existents.
Els projectes que siguin susceptibles a ser englobats en entorns de supercomputació es poden
dividir en quatre àrees segons la Fundació espanyola de ciència i tecnologia8:
• Astronomia, espai i ciències de la terra
• Biomedicina i ciències de la salut.
• Física i enginyeria.
• Química i ciència i tecnologia dels materials.
Partint de l’experiència dels diversos anàlisis realitzats per el grup d’Operacions conjun-
tament amb el grup de Ciències de la Computació del BSC-CNS, s’ha realitzat una llista
d’aplicacions paral·leles susceptibles a millora si s’apliquen les estratègies comentades abans
per tal d’aconseguir un augment d’eficiència. Aquesta llista conté aplicacions de l’àrea de
7Red Española de Supercomputación
8http://www.fecyt.es/fecyt/home.do
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l’astronomia i la biomedicina. Finalment, i després de diverses reunions per tal de decidir l’a-
plicació en la qual es centrarà el projecte, s’ha decidit treballar sobre l’aplicació de dinàmica
molecular Gromacs9.
Gromacs[vHL+06] es troba a la llista d’aplicacions més utilitzades en els treballs de Mare-
Nostrum, dintre de l’àrea de la biomedicina. També cal destacar que existeix un projecte
europeu, del qual el BSC-CNS n’és partícip, anomenat DEISA10 i que engloba els princi-
pals centres de supercomputació europeus on existeix una iniciativa de projectes anomenada
DECI (DEISA Extreme Computing Initiative) que té com a propòsit aprofitar l’ús de la
infraestructura creada per DEISA per tal d’identificar, desplegar i fer possible l’operativitat
de les aplicacions més importants en les àrees principals de Ciència i tecnologia. El 70% dels
projectes de Ciències de la vida que es van presentar a la iniciativa DECI aquest 2009 han
utilitzat Gromacs com a aplicació principal dins la seva investigació.
També cal tenir en compte que existeix una col·laboració i interès per part dels principals
desenvolupadors del codi per tal d’aplicar models de programació que puguin augmentar
el rendiment del programa. Aquest interès serà valuós a l’hora d’intercanviar informació
sobre els dubtes o comentaris del funcionament de certes parts del codi. Es va començar a
establir el contacte via correu electrònic per donar coneixement de la intenció de realitzar el
projecte final de carrera sobre el seu codi. La resposta va ser positiva i van contestar dient
que posaran a l’abast tots els recursos disponibles per tal d’oferir la ajuda que es cregui
pertinent.
2.3.2 Descripció i funcionament
Aquesta secció explicarà quina és l’aplicació i el seu funcionament bàsic per tal de poder
entendre cap a on van enfocades les millores que es volen realitzar en els algoritmes del codi.
Gromacs és un conjunt de funcionalitats definides per realitzar simulacions de dinàmica mo-
lecular i minimització de l’energia. Aquestes són dues de les moltes tècniques que pertanyen
a l’àmbit de la química computacional i modelatge molecular. La Química Computacional
és només un nom per indicar l’ús de la computació per a tècniques de la química, que van
des de la mecànica quàntica de les molècules a la dinàmica de les grans agregats molecu-
lars complexos. La Modelització molecular indica el procés general de descriure sistemes
complexos químics en termes d’un model atòmic realista, amb l’objectiu d’entendre i predir
9http://www.gromacs.org
10http://www.deisa.eu/
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les propietats macroscòpiques basada en un coneixement detallat a escala atòmica. Sovint
els models moleculars s’utilitzen per dissenyar nous materials, per als quals una predicció
precisa de les propietats físiques dels seus sistemes és necessària.
Les propietats físiques macroscòpiques es poden distingir en (a) estàtica d’equilibri, com ara
la constant unió d’un inhibidor d’un enzim, l’energia potencial mitjana d’un sistema, o la
funció de distribució radial en un líquid, i (b) les propietats dinàmiques o de no-equilibri, com
la viscositat d’un líquid, els processos de difusió en les membranes, la dinàmica de canvis de
fase, cinètica de la reacció, o la dinàmica dels defectes en els vidres. L’elecció de la tècnica
depèn de la pregunta feta i sobre la viabilitat del mètode per obtenir resultats fiables en
l’estat actual de l’art.
La simulació molecular és una eina molt potent en el modelatge molecular modern, i ens
permet fer un seguiment i comprendre l’estructura i la dinàmica amb gran detall. Per
preparar els fitxer d’entrada necessaris per a la simulació, cal obtenir l’estructura de la
proteïna que volem simular, això es pot extreure del Banc de Proteïnes (PDB)11.
Figura 2.8: Exemple de representació gràfica d’una proteïna
En la figura 2.8 es pot veure un exemple de la representació amb el programa PyMOL12.
Aquestes proteïnes tenen un format estàndard per a tots els programes de dinàmica molecular
que existeixen actualment.
Les simulacions de dinàmica molecular (MD) consten de tres etapes: Primera, les dades
d’entrada (el sistema de simulació) han d’estar preparades. En segon lloc, l’execució de la
11http://www.pdb.org
12Molecular Graphics System - http://www.pymol.org
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simulació de producció i, finalment, els resultats han de ser analitzats i posats en context.
La segona etapa és la que més recursos computacionals requereix, i és on es centrarà l’entorn
del projecte.
Acte seguit, necessitem convertir la representació d’aquesta proteïna a un format especial de
Gromacs, generant una topologia que no és més que la representació dels àtoms d’aquesta
proteïna i els seus lligams energètics segons la posició a l’espai (x,y,z). L’estat actual d’a-
questa topologia era suficient fa uns 25-30 anys per a realitzar una simulació però ara per
ara, amb les eines desenvolupades i la tecnologia disponible cal dissoldre la proteïna en aigua
per ser capaços d’obtenir resultats més fiables.
Primer de tot i abans d’afegir el dissolvent a la proteïna, s’ha de determinar la mida de la
caixa on es portarà a terme la simulació. Aquesta caixa haurà de complir uns certs valors
llindars de la distància entre la molècula i el lateral de la caixa.
Un cop obtingut correctament l’entorn de treball, cal llençar la simulació. En el cas que es
llenci la simulació directament, els àtoms d’hidrogen afegits i la xarxa d’enllaços trencada a
l’aigua donaria lloc a forces molt grans i provocaria la distorsió de l’estructura. És per això
que s’ha de realitzar un primer pas de minimització d’energies. Es recomana realitzar entre
200 i 500 passos per una correcte parametrizació.
Per evitar una indeguda distorsió de la proteïna quan la simulació de dinàmica molecular
s’ha iniciat, és necessari realitzar un equilibri per tal de que tots els àtoms pesants siguin
orientats correctament a les seves posicions de partida mentre que l’aigua és va relaxant al
voltant de l’estructura. Aquesta simulació haurà de ser de l’ordre 50-100ps.
Arribats a aquest punt, es pot portar a terme la simulació real de producció del sistema.
A la figura 2.9 es pot veure els passos que segueix un algoritme de dinàmica molecular
general. La major part del càlcul d’aquest algoritme es centra en el càlcul de forces, i són
les funcions on es centrarà la major part del projecte. També cal notar que existeixen altres
parts on el temps de càlcul pot ser substancial.
2.3.3 Mètode actual de paral·lelització del domini
El temps de CPU necessari per a la simulació es pot reduir mitjançant l’execució de la si-
mulació en paral·lel a més d’un processador. L’ideal seria poder aconseguir una escalabilitat
ideal: si la simulació s’executa en N processadors, aquesta ha d’anar N cops més ràpid. A la
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ALGORITME MD
1. Dades inicials d’entrada
Potencial d’interacció V con a funció de les posicions dels àtoms
Posicions r de tots els àtoms del sistema
Velocitat inicial v dels àtoms del sistema
repetir 2, 3 i 4 pel nombre de passos requerits:
2. Càlcul de forces
La força de qualsevol àtom
Fi =
δV
δri
es calcula mitjançant la força entre cada parella d’àtoms no-enllaçats:
Fi =
∑
j
Fij
més les forces que pertanyen a les interaccions dels àtoms enllaçats (que poden ser 1, 2, 3
o 4), més les forces externes, si n’hi ha.
També es calcula l’energia potencial i cinètica i la pressió del sistema.
3. Actualitzar configuració
El moviment dels àtoms és simulat per la solució numèrica de les equacions del moviment
de Newton
d2ri
dt2
=
Fi
mi
4. Escriure les dades de sortida
si s’escau: posicions, velocitats, energies, temperatura, pressió, etc.
Figura 2.9: Algoritme de dinàmica molecular
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pràctica això només es pot aconseguir per a un nombre petit de processadors. L’escala de-
pendrà en gran mesura dels algoritmes utilitzats. Algoritmes diferents poden tenir diferents
restriccions en els rangs de la interacció entre els àtoms. A Gromacs existeixen dos tipus
de paral·lelització: La descomposició de les partícules i de descomposició de dominis. La
descomposició de partícules només és útil en casos especials. La descomposició de domini,
que és l’algoritme que s’utilitzarà, sempre serà més ràpid i escala millor.
Com la majoria de les interaccions en les simulacions moleculars són locals, la descomposició
de domini és una forma natural per descompondre el sistema. A la descomposició de domini,
un domini espacial s’assigna a cada processador. Cada processador integrarà les equacions
del moviment de les partícules que resideixen actualment en el seu àmbit local. Amb la
descomposició de domini hi ha dues opcions que han de ser fetes a mida: la divisió del
domini en cel·les més petites i l’assignació de les forces als processadors.
Al principi de cada iteració, es realitza la descomposició del domini, on es porta a terme
la cerca de veïns. A vegades, un grup d’elements es tracta com a grup de carga, que són
assignats a la cel·la on recau el seu centre geomètric. Abans de portar a terme el càlcul
de forces, les coordenades de les cel·les veïnes necessiten ser comunicades i un cop s’hagi
realitzat el càlcul, es comuniquen les forces en l’altra direcció. Un exemple de la configuració
per zones es pot observar a la figura 2.10.
Figura 2.10: Descomposició del domini en una reixa de 3x3x2. Les coordenades de les zones
1 a 7 són comunicades a la zona 0, que fa de límit entre les cel·les. rc és el radi llindar per
al càlcul de forces no-lligades.
Les coordenades són comunicades en la direcció ”negativa” dels eixos x, y i z cap a la cel·la
veïna. A la figura 2.10 són requerides dues comunicacions en l’eix x, aleshores una en l’eix y
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i finalment una en l’eix z. Les forces es comuniquen utilitzant el mateix procediment però a
la inversa. Veure [HKvL08].
Partint de la premissa de que qualsevol domini pot ser subdividit en diversos dominis, la
filosofia del projecte és dividir cada cel·la per tal de poder efectuar un segon nivell de pa-
ral·lelització a l’hora de realitzar els càlculs pertinents.
2.4 Model de programació escollit
En aquesta secció es presenta el model de programació que s’ha escollit per a la realització del
projecte. Tal i com s’ha explicat a la secció 1.2, el model escollit és SMP superscalar[SMP09].
Es farà una descripció del model i s’explicarà el funcionament d’aquest.
2.4.1 Descripció model de programació SMPSs
Les tecnologies actuals de fabricació de xips permeten posar diversos milions de transistors
en un xip, fet que permet dissenys cada cop més complexos. No obstant això, hi ha diverses
qüestions que desanimen el disseny de més processadors unitaris complex: l’augment de la
generació de calor, la pèrdua de guanys a nivell d’instrucció-paral·lelisme, els gairebé nuls
canvis en la latència de la memòria, la complexitat inherent del disseny d’un sol nucli amb
un gran nombre de transistors i els costos econòmics derivats d’aquest disseny. Per aquestes
raons, la tendència actual de fabricació de xips consisteix a col·locar múltiples nuclis de
processadors més lents (multi-core) en un xip.
Mentre que els xips actuals tenen fins a 8 nuclis, aquesta tendència pot portar en el futur
als xips amb fins a 1000 cores. Amb aquesta perspectiva, la disponibilitat d’entorns de
programació adequat (és a dir, els compiladors, biblioteques de comunicació, i eines) que
ofereixen un enfocament centrat en l’explotació de paral·lelisme es convertirà en essencial
per a la productivitat de programació de sistemes de múltiples nuclis.
SMP superscalar (SMPSs) és un entorn de programació centrat en la facilitat de la programa-
ció, portabilitat i flexibilitat. SMP superscalar (SMPSs) s’ocupa de l’explotació automàtica
del paral·lelisme funcional d’un programa seqüencial en entorns multi-nucli i màquines de
memòria compartida. Basat en l’anotació senzilla en el codi, el compilador genera el codi
font extra necessari per a que la biblioteca en temps d’execució sigui capaç d’explotar el
paral.lelisme existent mitjançant la construcció en temps d’execució un graf de dependències
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entre les tasques. El gestor en temps d’execució s’encarrega de fixar l’ordre de les tasques i
el maneig de les dades associades. A més, s’ha implementat un gestor de tasques enfocat a
la localitat temporal d’aquestes.
L’entorn de programació SMPSs consta d’un compilador font a font i el suport de la biblioteca
en temps d’execució. El compilador tradueix el codi amb les anotacions esmentades en codi
on hi apareixen les crides a la biblioteca de temps d’execució. Després es compila el resultat
utilitzant el compilador genèric de la plataforma desitjada.
Aquest model de programació permet que els programadors escriguin programes seqüencials
dels quals el sistema és capaç d’explotar la concurrència existent i l’ús de diferents proces-
sadors utilitzant una paral·lelització automàtica en temps d’execució. L’únic requeriment
necessari és que les anotacions al codi (d’una manera similar a les d’OpenMP) siguin escrites
abans de la declaració de les funcions paral·leles que s’utilitzaran a l’aplicació. Aquestes
anotacions indiquen que aquesta part del codi pot ser executada fora d’ordre en qualsevol
processador.
Una anotació abans d’una funció no implica que sigui una regió paral·lela, només indica que
la funció pot ser executada fora del flux del programa principal. Per ser capaç d’explotar el
paral·lelisme, la biblioteca en temps d’execució de SMPSs construeix un graf de dependència
de dades. D’aquest graf, el gestor és capaç de gestionar les execucions en processadors
independents al mateix temps.
2.4.2 Funcionament i sintaxi
En aquesta secció s’explicarà el funcionament i la sintaxi del model de programació SMP
superscalar. L’explicació de la sintaxi es farà orientada a C, ja que és el llenguatge que es
farà servir durant tot el projecte.
Programació basada en tasques
SMP superscalar és un model de programació que disposa l’entorn per a aplicacions pa-
ral·leles basat en la paral·lelització a nivell de funcions. El programador selecciona un grup
de funcions que s’anomenaran tasques les quals s’executaran en paral·lel. Aquestes funcions
les tracta la llibreria com a unitat de computació paral·lela.
Les tasques són definides amb una anotació del tipus pragma abans de la definició d’una
funció. Aquesta anotació indica que la següent funció és una tasca i alhora defineix quina és
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la direccionalitat dels paràmetres d’aquesta. A la figura 2.11 es pot veure la sintaxi d’una
tasca SMPSs.
#pragma css task
[input(<paràmetres entrada >)]
[inout(<paràmetres entrada / sortida >)]
[output(<paràmetres de sortida >)]
[highpriority]
void declaracio_funcio
On cada clàusula serveix per als següents propòsits:
• input enumera aquells paràmetres dels qual el seu valor serà llegit
• inout enumera aquells paràmetres dels qual el seu valor serà llegit i escrit dins de la
tasca
• output enumera aquells paràmetres sobre els quals s’escriurà
• la clàusula highpriority especifica que la tasca passarà a servir-se abans que que qual-
sevol altra que no tingui aquesta clàusula.
Figura 2.11: sintaxi SMPSs
Cada paràmetre de la tasca que sigui un vector ha de tenir definida la seva dimensió, ja sigui
en el pragma o en la pròpia definició de la funció.
La figura 2.12 mostra la definició d’una tasca que opera amb blocs de matrius. Agafa el
valor dels primers dos paràmetres i suma la seva multiplicació al tercer.
#pragma css task input (A, B) inout (C)
void block_macc(double A[N][N], double B[N][N], double C[N][N]) {
int i, j, k;
for (i = 0; i < N; i++)
for (j = 0; j < N; j++)
for (k = 0; k < N; k++)
C[i][j] += A[i][k] * B[k][j];
}
Figura 2.12: exemple tasca multiplicació matrius en blocs
Combinant les adreces i la direccionalitat de cada paràmetre amb aquells de les tasques que
han estat cridades anteriorment, la biblioteca és capaç d’analitzar les dependències en temps
d’execució. Aquesta és la major diferència entre el model de programació SMPSs i d’altres
models com OpenMP. Extreu l’esforç per part del programador d’analitzar les dependències
de dades i mou aquest cap a la biblioteca d’entorn de SMPSs.
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Un cop totes les tasques han estat especificades, el següent pas és utilitzar-les. La manera
de fer-ho és cridant a la funció tal com es faria normalment. Hi ha un requeriment però, per
donar ordre a que s’activi el gestor d’SMPSs, les funcions anotades com a tasques SMPSs
han de ser cridades en una secció envoltada amb les directives mostrades a la figura 2.13.
Aquestes directives només poden ser cridades una vegada en tot el programa.
#pragma css start
...
#pragma css finish
Figura 2.13: directives inici i final SMPSs
A la figura 2.14 es mostra el codi que crida a la tasca block_macc mostrada a la figura 2.12
i una nova tasca block_acc que simplement acumula els valors del primer bloc de matrius
en el segon. Aquest codi és simple, però apareixen un sèrie de dependències de dades que
haguessin obligat al programador a gestionar-es manualment si ho hagués programat amb
un altre model de programació.
int i, j, k;
for (i = 0; i < N; i++)
for (j = 0; j < N; j++)
for (k = 0; k < N; k++)
block_macc(A[i][k], B[k][j], C[i][j];
for (i = 0; i < N; i++)
for (j = 0; j < N; j++)
for (k = 0; k < N; k++)
block_macc(D[i][k], E[k][j], F[i][j];
for (i = 0; i < N; i++)
for (j = 0; j < N; j++)
for (k = 0; k < N; k++)
block_acc(C[i][j], F[i][j]);
Figura 2.14: exemple programa amb crides a la tasca SMPSs
El graf de dependències que es crea amb N = 2 es mostra a la figura. Les tasques estan
numerades segon seria el seu ordre seqüencial. Les dos primeres files corresponen a la tasca
block_macc, mentre que la tercera fila correspon a block_acc. Tot i que les invocacions de
la primera sèrie de tres bucles tenen dependències entre elles (tasca 1 i 2, 3 i 4, 5 i 6, 7 i
8) el graf és capaç de representar el paral·lelisme més enllà de les primeres dues iteracions
d’aquest bucle.
Mentre que aquest codi es veu simple si es mira des d’un punt de vista seqüencial, té un bon
nivell de paral·lelisme sota el model de programació SMPSs, presenta alguns problemes per
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Figura 2.15: graf de dependència entre les tasques SMPSs
a d’altres models de programació paral·lels que només poden ser salvats tenint en compte
les dependències i canviant el codi d’una manera conseqüent.
Punts de sincronització
Mentre que la biblioteca és capaç de gestionar totes les dependències de dades entre les
tasques en temps d’execució, no és capaç de gestionar les dependències amb codi seqüencial
que no pertany a cap tasca. La millor manera de gestionar aquests casos és crear noves
tasques que encapsulin la part rellevant del codi, així la biblioteca serà capaç de gestionar
les dependències abans d’entrar a aquesta part. No obstant, en alguns casos això no és
possible, per exemple al final d’un programa on s’escriguin els resultats de tota l’execució
a un fitxer. Aquests casos poden treure avantatges dels punts de sincronització dels que
disposa SMPSs.
Existeixen dos tipus de punts de sincronització:
• Punts de sincronització depenent d’una o més dades en particular
• Punts de sincronització global
Els punts de sincronització dependents d’una o més dades estan associats a les dades que han
de ser adreçades. Quan es creua un d’aquests punts, es garanteix que totes les dependències
amb aquestes dades han estat resoltes. En aquest aspecte, els punts de sincronització són
parcials, ja que esperen que certes dependències siguin resoltes en lloc d’esperar a que totes
les tasques acabin.
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#pragma css wait on(adreces de les variables)
Figura 2.16: punt de sincronització parcial
#pragma css barrier
Figura 2.17: punt de sincronització global
Els punts de sincronització global simplement espera a que no hi hagi cap tasca que no hagi
estat servida abans de creuar la barrera.
Característiques de la biblioteca d’execució
En aquesta secció es farà una descripció de les responsabilitats i les característiques de la
biblioteca de SMP superscalar.
Les tasques d’un programa operen sobre dades que són generades i consumides de tasca en
tasca. Aquestes relacions defineixen un control de flux que ha de ser obligadament respectat
per tal d’executar les tasques i aconseguir el mateix resultat que en la mateixa execució en
un entorn seqüencial. SMP superscalar garanteix la consistència dels resultats respectant
totes les dependències entre tasques.
Aquestes dependències són calculades analitzant la direccionalitat (entrada, sortida, entra-
da/sortida), la grandària i l’adreça a la que fa referència cada paràmetre contra aquells de
les tasques prèvies que ja estan al graf. Hi ha tres tipus de dependències:
• llegir després d’escriure RaW : són aquelles entre tasques que llegeixen dades sobre les
quals una altra tasca hi escriu.
• escriure després d’escriure WaW : són aquelles entre tasques que escriuen una certa
dada on una altra tasca hi ha escrit prèviament.
• llegir després d’escriure WaR: són aquelles entre tasques on una ha escrit sobre una
dada que un altra ja ha llegit prèviament.
La biblioteca d’execució s’estructura com un fil d’execució principal que executa tot el codi
que no pertany a tasques SMPSs i va omplint el graf, i un conjunt de fils d’execució que
s’encarreguen de consumir i executar tasques del graf. Quan una tasca ha estat executada,
els paràmetres de sortida són alliberats per a les següents que siguin dependents d’ells.
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2.5 Modes d’anàlisi del rendiment d’una aplicació
Un cop posat en context el programa sobre el qual es treballarà i el model de paral·lelització
que es vol aplicar, s’explicarà el mètode d’extracció i visualització d’informació que s’utilit-
zarà principalment en el projecte.
Pràcticament tota característica o peculiaritat d’un programa pot ser quantificada d’alguna
manera, si es troba la mètrica adient. Una mètrica no és més que la mesura en unes determi-
nades unitats d’una d’aquestes característiques intrínseques de l’aplicació i la seva execució.
De mètriques n’hi ha de molts tipus i per mesurar diferents propietats, ja que la varietat
d’usos i camps en els que s’utilitzen programes informàtics fa que cada aplicació es regeixi
per uns paràmetres diferents.
En l’àmbit de la supercomputació, on la gran majoria d’investigadors que hi treballen tenen
un cert nombre d’hores de càlcul assignades, una de les mètriques més importants és el temps
total d’execució del programa. A l’usuari li interessa reduir al màxim aquest temps (Ttotal)
tot realitzant els mateixos càlculs, de manera que consumeixi els recursos d’una manera el
més eficient possible. Aquest temps pot venir donat tant en les unitats clàssiques (hores,
minuts, segons, microsegons, etc) com en cicles de rellotge del processador. Passar d’una
unitat a l’altre és senzill, utilitzant la freqüència de rellotge del processador (f):
Ttotal =
#cicles
f
Dins del temps, es pot distingir el temps real (el que ha passat des que el programa ha
començat fins que ha acabat), o el temps de procés (el temps que el procés ha estat
utilitzant el processador). Cal notar que aquests dos temps no tenen perquè ser iguals, ja
sigui per culpa de la mateixa aplicació (realitza molta entrada / sortida i bloqueja el procés),
o per culpa de l’entorn (la planificació del sistema operatiu treu el procés de la CPU per
posar-ne un altre). Per tal de garantir l’ús òptim dels recursos, és necessari que el temps de
procés s’acosti al màxim al real, evitant situacions com les descrites.
En l’entorn del projecte, la mesura del rendiment que interessa es centra més en l’anàlisi de
certes parts del codi específiques on s’hi ha de dedicar més esforç per tal de paral·lelitzar
aquestes. Per aquesta raó, s’ha decidit fer servir Paraver13 com a eina principal. Cal notar
que també s’utilitzaran diversos mètodes d’extracció comunament utilitzats com per exemple
Gprof[GKM82] o TAU 14[SM06].
13 http://www.bsc.es/paraver
14Tuning and Analysis Utilities
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2.5.1 Paraver
Existeix una eina desenvolupada des del CEPBA15, actualment integrat al BSC-CNS que
s’anomena Paraver[PLC+95]. És una aplicació que permet extreure traces de l’execució d’un
cert programa, que contindran informació i dades dels valors de determinats paràmetres i
esdeveniments.
Paraver és una eina de visualització i anàlisi del rendiment que pot ser utilitzada per extreure
dades d’aplicacions:
• MPI
• OpenMP
• MPI+OpenMP
• SMPSs
• MPI+SMPSs
• Java
• Comptadors hardware
• Altres
Es basa en la interfície gràfica d’usuari Motif 16. Paraver va ser desenvolupat per solucionar
la necessitat de tenir una percepció global del comportament d’una aplicació d’una manera
visual amb la qual l’usuari és capaç de centrar-se en un anàlisi quantitatiu dels problemes.
Paraver ofereix una quantitat important d’informació útil per poder prendre decisions de
quina part del codi i quant de temps ha d’invertir el programador per millorar el rendiment
d’una aplicació.
El funcionament de Paraver es basa en vistes. Molts cops, les eines de visualització oferei-
xen diverses vistes del comportament d’aplicacions paral·leles de les quals normalment els
desenvolupadors només n’utilitzen un subconjunt d’aquestes. Paraver en canvi, defineix tres
tipus de vista diferents de les qual es pot extreure gairebé tota la informació que es desitgi.
Aquestes tres vistes són:
15Centre Europeu de Paral·lelisme de Barcelona, associat a la UPC
16http://www.opengroup.org/motif/
- 34 -
2 Entorn del projecte i estat de l’art 2.5 Modes d’anàlisi del rendiment d’una aplicació
• Vista gràfica: serveix per representar el comportament d’una aplicació en una escala
temporal que facilita al desenvolupador entendre el funcionament d’aquesta. També
ofereix una manera gràfica de detectar patrons de comportament o identificar proble-
mes. Veure figura 2.18.
Figura 2.18: Vista gràfica de Paraver
• Vista textual : ofereix tots els detalls de la informació mostrada. Figura 2.19.
Figura 2.19: Vista textual de Paraver
• Vista d’anàlisi : aquesta vista ofereix dades quantitatives de l’aplicació. Per exemple
nombre de vegades que es crida una funció, % temps... Figura 2.20.
El tipus de visualització gràfica és prou flexible per representar visualment un conjunt molt
ampli d’informació el qual pot ser referenciat per l’anàlisi quantitatiu. La vista de Paraver
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Figura 2.20: Vista analítica de Paraver
consisteix en un diagrama de temps amb una fila per objecte representat. Els tipus d’objectes
que es representaran són conceptes dels models de programació en paral·lel i els recursos
d’execució.
La informació mostrada per Paraver té tres elements identificatius: valors que depenen del
temps (anomenats valors semàntics) per a cada objecte representat, banderes que correspo-
nen a events puntuals que tenen lloc a l’objecte, i línies de comunicació que tenen relació
amb els objectes mostrats. Existeixen un conjunt d’opcions de visualització que permeten
definir els tipus de representació, els colors i l’escala de temps.
El mòdul de visualització representa planament els valors dels events que li són passats, sense
pre assignar cap tipus de semàntica. Això juga un paper fonamental en l’eina. La semàntica
de la informació mostrada (activitat d’un thread, fallades de memòria cau, seqüència de les
funcions cridades) la posa el programador. Paraver ofereix un conjunt de filtres i mòduls
semàntics per transformar la traça en el procés de visualització. Depenent de la manera
en la que hagi estat extreta la traça i la combinació d’aquests blocs, es pot obtenir un alt
nombre de magnituds semàntiques visualitzades.
La separació entre el poder visual (com mostrar) i el mòdul semàntic (què mostrar) ofereixen
un poder expressiu elevat.
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Exemples de visualització
Combinant diverses funcions semàntiques (sumes, signes, estats, valors de l’últim event...) a
cada nivell d’objecte, podem aconseguir un ampli conjunt de resultats a més a més del típic
diagrama de temps de processador:
• El perfil de comportament global del paral·lelisme de l’aplicació
• El consum total dels processadors quan es corre amb més d’una tasca per node
• Les comunicacions instantànies carregades durant un temps donat
• La evolució del valor d’una variable desitjada
• Instruccions per cicle executades per cada thread
• El balanç de càrrega dels diferents bucles paral·lels
Pel que fa a l’anàlisi qualitatiu d’una traça, combinant les diferents funcions després d’haver
aplicat el mòdul semàntic, podem aconseguir mostrar fàcilment informació com per exemple:
• Nombre de missatges enviats o rebuts durant l’interval seleccionat
• Mitjana d’utilització d’un processador
• Nombre d’events del tipus desitjat a cada processador
• Mitjana de temps entre dues comunicacions
• Nombre de bytes enviats entre cada parell de tasques
• Mitjana de fallades de memòria cau de nivell 2 per thread en una regió paral·lela
• Nombre de fallades de TLB per thread a cada rutina
• Mitjana d’instruccions per cicle a cada thread
• Patró de comunicacions de l’aplicació
Durant el desenvolupament del projecte, es realitzarà un anàlisis del profile de l’aplicació
utilitzant Paraver.
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Capítol 3
Desenvolupament del projecte
Feta ja la introducció necessària, aquest capítol es centra en el desenvolupament del projecte
realitzat. Es farà un anàlisis previ de l’aplicació centrant-se en els punts on més esforç s’ha
d’aplicar, després s’explicarà com s’han aplicat els models de programació OpenMP i SMPSs
a les funcions que més temps de càlcul requereixen i per últim es definiran els conjunts de
fitxers d’entrada que es faran servir per a la realització dels experiments i l’extracció dels
resultats.
3.1 Anàlisi inicial de l’aplicació
En aquesta secció es farà un anàlisi de l’aplicació. Primerament s’explicarà com funciona
la compilació de Gromacs a MareNostrum. Després s’examinaran les mesures de rendiment
extretes per determinar a quines parts s’aplicaran els models de paral·lelització i en quina
mesura.
Per realitzar la majoria de les probes durant aquesta secció, es farà servir una configuració
d’entrada anomenada Nucleosome. Aquest fitxer d’entrada conté un conjunt de 145.732
àtoms en un model d’aigua TIP3P1 on cada iteració representa 2 fs de la simulació real.
L’execució de proba consta de 200 iteracions de la simulació. El càlcul d’energies entre
àtoms de llarga distància es realitza mitjançant les funcions PME.
1veure manual de Gromacs apèndix B.2.1
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3.1.1 Elecció del compilador de Gromacs a MareNostrum
Normalment, en els entorns de supercomputació, existeixen aplicacions dissenyades per ser
compatibles en la majoria de plataformes heterogènies que existeixen. Aquesta és una de
les raons que pot provocar que aquestes puguin extreure el màxim rendiment del maquinari
ja que cada plataforma té les seves pròpies eines d’optimització conscients de l’arquitectura
que hi ha darrera. Per exemple, el conjunt d’instruccions de vectorització a PowerPC970
s’anomena VMX o AltiVec2, i és una programació a baix nivell que no serviria per cap altra
plataforma.
En el moment de buscar una solució per a aconseguir rendiments competitius d’una apli-
cació en múltiples arquitectures, el que es fa és utilitzar llibreries genèriques que ja han
estat optimitzades expressament per a cada arquitectura. D’aquesta manera, l’aplicació pot
utilitzar aquestes llibreries per a realitzar el major nombres operacions matemàtiques com-
plexes. Una d’aquestes llibreries molt utilitzada és FFTW3[FJ97]. FFTW és un conjunt de
rutines en C per realitzar el càlcul de les transformades de Fourier discretes en una o més
dimensions. FFTW té llicència de programari gratuït i és la llibreria més utilitzada per la
majoria d’aplicacions.
A MareNostrum, existeixen dos compiladors de C diferents: xlc4 i gcc5. Ambdós compi-
ladors poden ser utilitzats tant per compilar Gromacs com la llibreria auxiliar FFTW. Les
versions actuals que es fan servir són: gcc 4.4.0 i ibm xl c/c++ for Linux, v10.1.
Existeixen diversos estudis entre el rendiment que proporcionen els dos compiladors. En un
principi xlc hauria d’estar més orientat cap a l’arquitectura PowerPC970 que gcc, però en
alguns casos, el rendiment de l’aplicació canvia. És per això que s’ha decidit fer un petit
estudi d’escalabilitat per decidir quin dels dos compiladors es farà servir. L’estudi es farà
sobre el codi de Gromacs versió 4.0.5 sense modificar, intentant posar el màxim nombre
d’opcions d’optimització als dos compiladors. Es trauran traces de les dues versions i es
veurà quin és el que dóna més rendiment.
2http://www.freescale.com/webapp/sps/site/overview.jsp?code=DRPPCALTVC
3http://www.fftw.org/
4http://www-01.ibm.com/software/awdtools/xlcpp/linux/
5http://gcc.gnu.org/
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Compilació amb GCC
Primerament, es proposa utilitzar l’última versió de FFTW (3.2.1). Per compilar amb gcc,
només cal agafar el codi de Gromacs i executar la línia que definirà totes les variables i eines
que s’utilitzaran durant la compilació. Es faran servir les següents opcions de compilació:
-m64 -O3 -fomit-frame-pointer -finline-functions -maltivec -mabi=altivec -mcpu=970 -
mtune=970
Aquestes opcions són les que es recomanen per realitzar compilacions òptimes a MareNostrum
amb 64 bits i que utilitzin funcions VMX. L’opció de debug -g es farà servir per poder
extreure informació sobre el codi font al binari, la qual ens ajudarà a saber quina part estem
executant a l’hora d’extreure mesures de rendiment.
Un cop configurat i creat el fitxer que farà servir la eina make6, es compila Gromacs. Aquesta
compilació genera tots els binaris necessaris per realitzar una simulació a partir d’una topo-
logia donada. Com ja es disposa d’una configuració d’entrada vàlida, esmentada al principi
del capítol, només ens cal realitzar la simulació amb el binari mdrun.
Compilació amb XLC
En aquest cas també s’utilitzarà l’última versió de FFTW. Tal i com es fa amb gcc, Gromacs
també es pot configurar per a que es faci servir el compilador natiu d’IBM. Les opcions del
compilador que es faran servir són:
-qaltivec -O3 -qstrict -qarch=ppc970 -qtune=ppc970
Que també són les opcions recomanades per tal d’aconseguir una optimització adient. Un
cop configurat i vist que tot és correcte, es compila el codi amb la mateixa eina que s’ha
esmentat a la secció 3.1.1. Un cop obtingut el binari mdrun es passarà a realitzar les proves
de rendiment per ajudar a decidir quin compilador s’utilitzarà durant tota la realització del
projecte.
Comparació GCC amb XLC
Per decidir finalment quin compilador es farà servir, llençarem dues execucions amb la ma-
teixa configuració de nombre de processadors i processadors per node. S’ha executat la
simulació amb 200 iteracions i 64 processadors. Els temps de càlcul total ha estat gairebé el
6GNU make, eina que es fa servir per la generació de fitxers binaris.
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Figura 3.1: Comparació gcc amb xlc
mateix per ambdós casos, amb una diferència d’un segon, però que al ser una execució tan
curta, pot no ser discriminant. Els resultats s’han verificat de manera independent, pel que
es pot donar l’execució com a vàlida. S’extreu una traça de Paraver per poder observar les
diferències de comportament.
Com es pot observar a les traces de la figura 3.1, la traça superior esdevé l’execució amb
el compilador d’IBM, i la traça inferior, l’execució compilada amb gcc. L’escala de temps
de les dues finestres on es poden observar tres iteracions del càlcul de forces és la mateixa.
Això implica que visualment, podem comparar el temps que triga una iteració. La marca de
color groc indica el començament i el final d’una iteració de càlcul de forces. Es pot veure
que en el cas de gcc, aquesta iteració triga 36.98 ms i en el cas de xlc, 32.41 ms. Aquesta
millora d’aproximadament un 12% pot ser degut a les diferències internes entre les eines
d’optimització que tenen cadascun dels compiladors.
Si es té en compte que la millora de temps esdevindrà important un una execució de produc-
ció, la flexibilitat que atorga el compilador d’IBM, el futurs problemes que es poden trobar
utilitzant gcc amb les versions d’OpenMP i SMPSs, i els diferents estudis que senyalen una
millor gestió de les eines d’optimització conscients a l’arquitectura, s’ha escollit fer servir
xlc durant tot el desenvolupament del projecte.
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3.1.2 Extracció de mesures de rendiment
Un cop escollit el compilador que es farà servir i disposant d’una versió el més optimitzada
possible en termes de compilació, es farà un anàlisi de l’aplicació, intentant cercar quins
són els problemes d’escalabilitat que presenta i identificant les parts del codi que són més
susceptibles a un segon nivell de paral·lelització.
Bàsicament el que interessa és analitzar quina és l’eficiència i l’escalibilitat de l’aplicació,
utilitzant les eines d’extracció d’informació per conèixer com i on aplicar el model de pa-
ral·lelització i investigar quins altres recursos o optimitzacions es poden aplicar en un futur
per millorar encara més l’eficiència i escalibilitat de l’aplicació.
L’aplicació Gromacs es pot llençar de dues maneres diferents, una en la que definit el nombre
de processadors amb els que Gromacs podrà comptar a l’hora de realitzar l’execució, es fa
una decisió de quins realitzaran les operacions de càlcul de forces entre els àtoms, mentre
que els altres es dediquen a calcular la part de PME. Tal com es pot veure a la figura 3.2,
la traça de dalt pertany a l’execució completa amb els 64 processadors, mentre que a les
de sota, estan separats els processadors dedicats al càlcul de forces i els que realitzen PME.
Aquesta sobreposició de càlculs, requereix un sincronisme a l’hora de comunicar les dades
necessàries d’un lloc cap a l’altre, ja que cada funció necessita un conjunt de dades per a
operar. Aquesta dependència s’explica amb més detall a la secció Anàlisi de les funcions del
codi.
Figura 3.2: execució Gromacs separació partícules + PME
L’altre manera de llençar Gromacs és dedicant tots els processadors a realitzar la mateixa
feina, de manera que s’intercalen les crides que realitzen el càlcul de forces amb els que
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Figura 3.3: execució Gromacs seqüencial partícules + PME
calculen les energies (PME). A la figura 3.3 es pot observar el patró que segueix l’execució.
En cada iteració, existeix una part de càlcul de forces, comunicació forces, càlcul d’energies
(PME), comunicació d’energies, actualització de l’estat. Aquest patró està explicat amb més
detall a la figura 2.9.
Decidit doncs l’entorn de treball per on es començarà, es realitzarà ara un estudi del ren-
diment i l’escalabilitat de Gromacs. Quan es parla de rendiment, podem diferenciar dos
factors importants en aquest projecte: eficiència en quant a temps en el que el processador
està treballant i balanceig de la càrrega. L’escalabilitat és la propietat de l’evolució dels
paràmetres de rendiment de l’aplicació conforme s’augmente els recursos utilitzats. Veure
secció 2.2.1.1. El balanceig de la càrrega és la propietat de distribució de la feina a realitzar
per cada tasca. De manera que si totes les tasques tenen la mateixa feina a realitzar, i totes
dediquen la mateixa quantitat de temps per a realitzar-la, direm que el codi està balancejat.
Si per el contrari, la distribució de la càrrega de la feina no és equitativa, direm que el codi
està desbalancejat.
Anàlisi de rendiment
En aquesta secció es farà un anàlisis del rendiment de l’aplicació Gromacs. Es vol comparar
el temps on realment es genera càlcul i el temps que es dedica a les comunicacions, on el
processador no està realitzant feina. Per realitzar aquest anàlisi es farà servir la traça bàsica
de Paraver, on hi apareixen els estats MPI en el cas de que hi hagi crida MPI i ”running” en
el cas que el programa estigui realitzant càlcul.
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A la taula 3.1 podem observar quina és el percentatge de temps dedicat a cada operació. La
columna ”eficiència” refereix al temps de càlcul durant el qual no es realitza cap comunica-
ció MPI. Les comunicacions P2P són comunicacions punt a punt: MPI_send, MPI_recv,
MPI_sendrecv. I les col·lectives són les crides que realitzen comunicacions de totes les
tasques amb totes les tasques: MPI_Alltoall.
Procs Eficiència Comunicació p2p Col·lectives
16 57,90% 30,3% 9,49%
Mesura de 32 51,43% 32,71% 12,89%
l’eficiència 64 41,31% 41,95% 13,24%
128 33,49% 50,75% 12,59%
256 19,20% 67,66% 5,78%
Taula 3.1: Eficiència Gromacs v4.0.5 MPI
Com es pot observar a la figura 3.4, l’eficiència del codi va disminuint a mesura que aug-
mentem el nombre de processadors. Això és degut a que al haver més processadors dedicats
al càlcul, aquest temps es redueix, el problema però és que el temps de les comunicacions
punt a punt augmenta ja que hi ha un nombre més gran de comunicacions a realitzar. La
grandària del missatge de les comunicacions punt a punt va des de 176Kb en el cas dels 16
processadors fins a 4Kb en el cas de 256 processadors. El temps dedicat a la comunicació no
canvia, ja que aquests missatges tenen la mida suficient per a no sobrecarregar l’ample de
banda de la xarxa.
Figura 3.4: Gràfic eficiència Gromacs
A la figura 3.5 es pot observar el comportament de les funcions d’usuari de tres iteracions de
Gromacs amb la configuració NUCLEOSOME. Es pot observar com la millora de rendiment
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no suposa una escalabilitat lineal. Cal tenir en compte però que el temps d’espera entre
iteracions es podria ajustar si s’hagués configurat un nombre de processadors dedicats a
cada branca del codi de manera més eficient.
32
64
128
256
Funcions usuari a 
partícules Funcions usuari a PME
Figura 3.5: Comparació escalabilitat NUCLEOSOME
La causa d’aquesta pèrdua d’eficiència no només és provocada per l’augment en el nombre de
comunicacions i la càrrega de la xarxa. També té a veure amb el balanceig de càrrega en els
càlculs. A la següent secció es farà un estudi del balanceig de càrrega i les seves implicacions.
Anàlisi del balanceig de càrrega
Vist l’anàlisi de rendiment de l’aplicació, un del possibles problemes que pot reduir l’escala-
bilitat en gran mesura és el balanceig de la càrrega. S’ha demostrat que l’estructura de les
dades d’entrada i la configuració de la simulació afecten notablement al balanceig de càrrega
d’una aplicació. Quan s’analitza una aplicació, es parla de dos tipus diferents de balanceig:
balanceig en el nombre d’instruccions i balanceig en la duració.
El balanceig en el nombre d’instruccions fa referència al nombre d’instruccions que ha d’e-
xecutar una tasca. Quan es parla de balanceig es diu que una aplicació està balancejada en
quant a nombre d’instruccions sempre i quan totes les tasques hagin d’executar un mateix
nombre d’instruccions. Les causes que afecten al balanceig d’aquest tipus poden ser diverses,
però una de les més comunes són els salts condicionals dins del codi, ja que provocaria que
algunes tasques entressin per branques diferents a d’altres amb el que la feina a fer ja és
diferent.
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L’altre tipus de balanceig es pot observar és el balanceig en quant a duració. El que deter-
mina aquest balanceig és el temps que dedica una tasca a realitzar una certa operació de
càlcul. Moltes vegades aquest desbalanceig apareix a causa d’un desbalanceig en el nombre
d’instruccions ja que a nombre més gran d’instruccions, normalment, la quantitat de temps
és més elevada per a executar-les. Aquest tipus de balanceig suposa component important
en aplicacions MPI. Ja que en la majoria de cops es van alternant fases de càlcul amb fases
de comunicació. Les fases de càlcul són independents entre elles, ja que cada tasca disposa
de la informació necessària per a realitzar-ho. El problema el trobem en el salt d’una d’a-
questes fases cap a l’altre, ja que si es dóna el cas de que una tasca necessita la informació
d’una altra tasca la qual està desbalancejada, aquest haurà de bloquejar-se fins que li arribi
el missatge deixant el processador lliure però sense cap possibilitat de que sigui utilitzat per
alguna altra tasca.
Per tal de realitzar un estudi del balanceig de càrrega, s’utilitzaran tres configuracions d’en-
trada diferents:
• La configuració anomenada Nucleosome, que s’explica al principi de la secció. NU-
CLEOSOME
• Una configuració extreta d’un test que es realitza dins del projecte PRACE7 que s’a-
nomena TwoVersicles. Aquesta configuració disposa dues versicules en aigua amb un
total de 1.094.681 àtoms. TWOVERSICLES
• Una configuració bàsica de 900.000 àtoms d’aigua. Aquesta simulació no té molt de
sentit en un àmbit científic ja que simplement es mostraria el moviment de les partícules
en una caixa d’aigua. En canvi, al ser la mostra completament uniforme, ens donarà
una idea més aproximada de l’escalabilitat del programa. WATERBOX
Per realitzar l’anàlisi del balanceig de càrrega el que es farà inicialment serà buscar la con-
figuració correcta en quant a nombre de processadors per tal d’aconseguir una execució
significativament òptima. Com ja s’ha comentat al principi de la secció, la configuració dels
fitxers d’entrada i els recursos assignats a una execució poden variar el rendiment d’aquesta.
És per això que s’agafarà una configuració prou significativa en quant a recursos assignats
i un balanceig òptim a l’hora de dividir el domini en subdominis. Per cada cas, aquesta
configuració canvia. També cal notar que s’utilitzarà la versió que divideix el treball a fer
en dues branques, tal i com es descriu a la figura 3.2.
7http://www.prace-project.eu/
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La primera configuració d’entrada en ser analitzada serà WATERBOX. Per aquesta simulació
s’ha realitzat 200 passos de simulació amb una configuració de 223 tasques MPI de les quals
112 s’encarreguen de la part de partícules i 111 de la part de PME. Per tal de comprovar el
balanceig del programa, el que es farà primer de tot serà separar en dues vistes les tasques
per tal de poder veure per separat les dues branques d’execució. Un cop separades, extraiem
la informació que ens interessa: el temps real de càlcul per cada porció de codi de Gromacs.
Filtrarem qualsevol event MPI per tal de quedar-nos amb la part de càlcul que serà la
que interessarà durant l’execució del projecte. El que es veurà serà les parts de càlcul
entre dos events MPI. Quan finalitza una crida MPI, es genera un event, aquest event
va emmagatzemant de manera temporal els valors dels comptadors del nombre de cicles i
d’instruccions fins que el codi es troba amb una altra crida MPI. En aquest moment, es
genera un segon event i es guarda la informació dels comptadors permetent així conèixer la
durada en temps d’aquest estat, el nombre d’instruccions que ha executat i el nombre de
cicles que ha durat.
A la figura 3.6 es poden observar dues vistes amb la mateixa escala de temps (eix inferior)
de tres iteracions de Gromacs amb la configuració d’entrada WATERBOX. La part de dalt
mostra les 112 tasques que realitzen el càlcul de forces entre partícules i l’actualització de
l’estat (eix lateral). La traça inferior mostra les 111 tasques que realitzen el càlcul de la part
PME del codi. En aquest tipus de traces, els colors visualitzen la finestra de gradient on
cauen els valors de la traça. El verd clar implica que la porció de càlcul mostrada té una
duració mínima (en aquest cas es poden observar parts de càlcul de codi de fins a 0,05ms).
A mesura que augmenta el temps, aquest color va augmentant d’intensitat fins a convertir-se
en blau, tal i com es pot observar a la part inferior de la figura 3.6.
S’analitzarà ara el nombre d’instruccions entre dos events MPI d’una manera similar a l’an-
terior. El que es podrà observar doncs serà si el volum de feina a realitzar durant els períodes
de càlcul del codi són similars i si existeix alguna raó per la qual una tasca executés més
instruccions per cicle que una altra.
La figura 3.7 és molt similar a la figura 3.6, ja que a major nombre d’instruccions, major
quantitat de temps per realitzar-les. El que es pot observar és una variació de les instruccions
per cicle depenent de la funció que s’estigui executant. Aquesta variació és deguda a diverses
raons que depenen del codi, com per exemple l’ordre de les instruccions, les dependències
entre dades que no permeten l’execució superescalar del processador, la predicció de salts,
fallades de memòria cau, etc. El barem d’IPC amb el que treballa Gromacs es troba dins
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Figura 3.6: Vista duració útil 3 iteracions WATERBOX
d’uns límits raonables (0.6, 1,26) i podria ser un bon tema d’estudi per a l’optimització, però
no serà estudiat durant el transcurs d’aquest projecte.
El que veiem a la traça superior del càlcul de forces és que el nombre d’instruccions augmenta
en gran mesura. Això demostra que és la part de càlcul amb més volum de treball. L’IPC
alt en aquesta secció és provocat per la utilització de les funcions VMX, ja que al ser la
part més important del codi, els desenvolupadors han dedicat esforços per optimitzar el codi
conscientment a l’arquitectura on s’executa.
Aquestes vistes ens donen les idees sobre les parts útils del codi esmentades fins ara. El que
es veurà tot seguit serà un histograma de les funcions i la duració d’aquestes.
La visualització analítica que s’observa a la figura 3.8 permet demostrar si existeix algun
tipus de desbalanceig tant en instruccions com en duració d’aquestes. El funcionament
d’aquesta vista consisteix en una finestra de temps a l’espai de les columnes per cada tasca
que apareix a l’espai de les files. Quan la traça es troba amb que el valor d’un estat té un
cert nombre, agrega aquest valor (en aquest cas temps i instruccions) dins de la finestra de
les columnes, la qual es pot configurar. Aquesta operació es repeteix per cada valor dels
estats de la tasca que s’està analitzant. El valor del gradient funciona de la mateixa manera
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Figura 3.7: Vista instruccions útils 3 iteracions WATERBOX
que el de les traces observades anteriorment. La situació ideal d’aquesta vista analítica seria
una columna uniforme per cada funció del codi, que voldria dir que en totes les tasques, la
duració i el nombre d’instruccions d’una certa funció és el mateix, implicant balanceig de
càrrega.
En el quadrant superior esquerra trobem l’anàlisi de la duració de les funcions per a les
tasques que realitzen el càlcul de forces i l’actualització de l’estat de les partícules. En
l’inferior esquerra la duració de les tasques que realitzen càlcul d’energies. En els quadrants
drets, trobem el mateix anàlisi però pel nombre d’instruccions de les mateixes funcions. Es
pot observar que la part més important en quant a duració i nombre d’instruccions es troba
en el càlcul de forces. La distribució en forma de columnes uniformes significa que la duració
i el nombre d’instruccions és el mateix per a totes les tasques. En aquest cas trivial de càlcul
es pot observar clarament que cada columna pertany a una funció de càlcul diferent, i que
totes aquestes tenen un volum de treball similar.
Es farà el mateix anàlisi de les altres dues configuracions d’entrada on hi apareix una molècula
que pot significar un canvi en l’estructura de la simulació i per tant, una variació en quant a
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Figura 3.8: Histograma duració i instruccions útils WATERBOX
comportament de les funcions. Aquest problema existeix en tots els programes de dinàmica
mol·lecular, i és un aspecte important sobre el que treballar-hi.
Es començarà per analitzar les traces de la configuració d’entrada TWOVERSICLES. Aques-
ta configuració s’ha executat amb un total de 152 tasques MPI de les quals 88 s’han encar-
regat de la part de càlcul de forces entre partícules i 64 al càlcul d’energies PME.
A la figura 3.9, es pot observar les vistes gràfiques de Paraver de quatre iteracions de Gro-
macs amb la configuració d’entrada TWOVERSICLES. A la part esquerra apareixen les
traces que fan referència a la durada útil de les funcions, a la part dreta, el nombre d’ins-
truccions. Com es pot observar, en aquest cas, el càlcul de forces d’una iteració triga de
l’ordre de 62ms, mentre que a la configuració d’entrada WATERBOX triga uns 19ms. Ai-
xò és així perquè l’algoritme ha d’iterar per un nombre major de partícules que estan dins
de la descomposició del domini de la tasca. Tot i això, el nombre d’instruccions per cicle
disminueix en el segon cas, on s’obté un nombre d’instruccions per cicle de rellotge d’1.16,
mentre que al cas WATERBOX s’obté 1.26. La raó de la pèrdua d’instruccions per cicle és
l’existència de partícules diferents a les que composen l’estructura de l’aigua que impliquen
un comportament físic més complexe a l’hora d’analitzar el càlcul de forces i energies. Per
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Figura 3.9: Duració + instruccions útils TWOVERSICLES
aquesta mateixa raó, podem trobar un cert desbalanceig en quan a nombre d’instruccions
entre les tasques que es troben per la zona central de la traça.
S’analitzarà ara un histograma de la duració i el nombre d’instruccions per tenir una altra
referència que permeti conèixer més dades del comportament de l’aplicació amb aquesta
configuració d’entrada.
Si s’observa la figura 3.10 es pot veure que a l’histograma de la duració del càlcul, la finestra
superior a l’esquerra, la durada de la part del càlcul de forces està balancejada, però en
canvi, el nombre d’instruccions presenta un lleu desbalanceig que afecta al les tasques que
es troben per la zona central de la traça. Això indica que algunes tasques tenen menys
feina a realitzar a l’hora de calcular les forces entre partícules, tot i que aquesta variació no
afecta de la mateixa manera a la duració. La part encarregada de PME en canvi mostra
un comportament diferent. Tal i com es pot observar a la finestra inferior a la dreta, hi ha
un clar desbalanceig en el nombre d’instruccions d’algunes funcions que afecta a les tasques
centrals de l’espai de tasques. Aquesta diferència entre el nombre d’instruccions té una clara
implicació en el temps d’execució d’aquestes funcions. Es pot concloure doncs, que en aquest
cas, la descomposició del domini es fa de manera que algunes tasques tenen menys feina a
realitzar que les altres. Com la descomposició del domini és uniforme, depèn en quina posició
es trobi la molècula a analitzar dins de la caixa d’aigua.
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Figura 3.10: Histograma duració i instruccions útils TWOVERSICLES
Finalment, per tenir una tercera referència d’un conjunt d’entrada menys uniforme, s’ana-
litzarà el balanceig de NUCLEOSOME. Aquesta configuració es composa d’una mostra de
grandària inferior en quant a nombre de partícules que les dues utilitzades anteriorment, fet
que provocarà que el temps de les iteracions sigui menor i qualsevol variació del volum de
càlcul afecti a l’execució. Aquesta execució s’ha realitzat amb 208 tasques MPI, 104 de les
quals generen el càlcul de forces i les altres 104 d’energies.
El comportament que es pot observar a la figura 3.11 presenta un comportament bastant
diferent al vist fins ara en referència a la part de càlcul de forces. Amb la visualització gràfica
de Paraver ja es pot veure l’existència d’un clar desbalanceig entre tasques. No només en
nombre d’instruccions si no que també en la duració de les etapes de càlcul. Això fa que la
fase de comunicació que apareix després del càlcul de forces es vegi afectada per la durada
de la tasca que té un volum més gran d’instruccions a executar, pel que la resta de tasques
s’esperen sense cap opció a utilitzar el processador. La implicació en aquest cas és una
pèrdua d’eficiència. La part de PME, en canvi, sembla molt més estable i balancejada que la
de partícules. Per poder ampliar aquesta informació, es generarà un histograma on es podrà
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PARTICULES
PME
DURACIÓ INSTRUCCIONS
Desbalanceig
Instruccions
duració
8,2ms
9M
12M
IPC
~1,12
Figura 3.11: Duració + instruccions útils NUCLEOSOME
observar la distribució segons la durada o el nombre d’instruccions tal i com s’ha realitzat
anteriorment.
En l’histograma de la figura 3.12 es pot observar la diferència que existeix entre tasques, tant
en la duració de cada iteració com en el nombre d’instruccions que ha d’executar per calcular
les forces que afecten a les partícules de les que disposa la descomposició del domini. Així
doncs, en aquest últim cas es pot parlar de l’existència de desbalanceig de càrrega aprop del
50% de diferència entre la tasca que té menys volum de feina i la que en té més. La raó d’això
és que, al ser una simulació d’una molècula dispersa, quan s’ha realitzat la descomposició del
domini, hi ha tasques que disposen d’una part d’aquesta mentre que d’altres majoritàriament
disposen de partícules d’aigua.
La part d’energies en canvi, està molt més balancejada que la part de partícules. Es pot
veure com cada funció recau sobre la mateixa columna amb una dispersió mínima.
Amb tota la informació recollida fins al moment es pot veure que es disposa de tres con-
figuracions diferents, una de les quals no presenta desbalanceig (WATERBOX), una altra
presenta desbalanceig en la part de PME (TWOVERSICLES) i finalment una que presenta
desbalanceig en el càlcul de força entre partícules (NUCLEOSOME).
Les conclusions que es poden treure en aquesta secció d’anàlisi del desbalanceig de càrrega
són:
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Figura 3.12: Histograma duració i instruccions útils NUCLEOSOME
• El volum important de duració entre events MPI es troba a la part de les partícules,
durant el càlcul de forces. Això ofereix una oportunitat d’aplicació del model SMPSs
per tal de generar un segon nivell de paral·lelització. Així mateix, també es pot observar
que tot i no saber a priori el volum de feina que ha de calcular cada tasca MPI, la
duració d’aquest càlcul es gairebé el mateix per a tothom. La part que apareix tot
just abans del càlcul principal esdevé l’actualització de l’estat de la simulació, i té una
durada menor que el càlcul de forces però no menyspreable.
• En referència a la part de càlcul de PME, es veu que la granuralitat de les porcions
de càlcul és inferior. Tot i això es pot observar un patró de comportament que fa
possible la identificació de les funcions que generen més temps de càlcul i que poden
ser susceptibles a paral·lelització.
• El balanceig de la càrrega depèn en gran mesura de la configuració d’entrada. Com
que l’Heterogeneïtat de Gromacs permet realitzar un elevat nombre de simulacions
diferents, no es pot saber quin tipus de molècula està sent simulada en cada execució
de Gromacs. Per això, seria necessari disposar d’un mecanisme de balanceig dinàmic
en temps d’execució. Per això és necessari un altre nivell de paral·lelisme que es pot
aconseguir utilitzant el model SMPSs.
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Anàlisi de les funcions del codi
En aquest apartat es farà un anàlisi de les funcions més costoses del codi, a les quals poste-
riorment es realitzarà l’estudi per aplicar el segon nivell de paral·lelització amb el model de
programació SMPSs.
Primerament es realitzarà un estudi del profile de l’aplicació amb GPROF 8. Aquesta apli-
cació genera un gràfic de crides del codi en format text. També dóna informació sobre el
temps i el nombre de crides que s’han realitzat. Aquest primer profile ens pot donar una
idea de quines són les funcions que requereixen més temps de càlcul a l’algoritme principal
de Gromacs.
Figura 3.13: Anàlisi de les principals funcions de Gromacs
A la figura 3.13 podem observar les funcions principals ordenades pel percentatge de temps
que requereixen a l’algoritme de Gromacs. S’ha llençat l’execució amb 4 processadors.
Aquest anàlisi no té en compte les crides MPI, pel que la informació és únicament de les
funcions d’usuari. Les funcions que s’anomenen nb_kernel*** són les crides VMX que imple-
menta Gromacs i que únicament són cridades des de la funció do_nonbonded. Així doncs, a
partir d’aquí es pot anar al codi font per veure el comportament d’aquestes funcions i utilit-
zant el paquet de traceig ”mpitrace” instrumentar a mà aquestes funcions per tal d’extreure
més informació.
El que es farà ara serà instrumentar les funcions i amb l’ajuda de Paraver, mostrar gràfica-
ment com funciona l’algoritme i veure el temps dedicat a cada fase d’aquest.
8http://www.cs.utah.edu/dept/old/texinfo/as/gprof_toc.html
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Figura 3.14: Visualització comportament de les crides MPI i les principals funcions de Gro-
macs
Figura 3.15: Gràfic de la distribució de les funcions principals de Gromacs
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A la figura 3.14 podem observar el comportament de les crides durant 3 de les iteracions
que conformen l’algoritme principal. A la traça superior, tenim totes les crides MPI. Tal
com es pot observar, les que més temps requereixen és MPI_Sendrecv. L’altra funció MPI
que també denota un cert temps de càlcul és MPI_Alltoall. A la traça inferior es troben les
principals funcions tal i com hem vist a l’anàlisi de la figura 3.13. Es pot observar el patró
que segueix l’algoritme veient la traça inferior.
• Les funcions que pertanyen a la part del càlcul de partícules són: do_nonbonded,
calc_bonds i ewald_LRcorrection.
• Les que pertanyen a PME: spread_q_bsplines, gather_f_splines i solve_pme.
• Les funcions constrain i do_update són les que realitzen els càlculs necessaris per tal
d’actualitzar l’estat de la simulació (velocitat, posició...)
La figura 3.15 representa la distribució del temps de càlcul de les principals funcions de
Gromacs observades amb l’analitzador de Paraver. Cal tenir en compte que no computa el
temps en el que s’està executant codi MPI o en espera d’algun missatge.
Havent vist el patró de comportament, s’ha generat un gràfic de Gromacs per poder visualit-
zar de el flux de l’algoritme principal. Aquest gràfic només llista les funcionalitats importants
que es tindran en compte durant el projecte. Existeixen moltes altres funcions que realitzen
un conjunt de tasques però que computacionalment no són rellevants o estan encapsulades
dins d’altres.
A la figura 3.16 es pot observar el flux de càlcul simplificat de l’algoritme principal de
Gromacs. Aquest gràfic ha estat separat en les dues branques que conformen les parts
principals a l’hora de calcular una simulació de dinàmica mol·lecular.
A la part esquerra de la figura es mostra el comportament de la branca que s’encarrega
de generar la distribució del domini en subdominis, el càlcul de forces entre les partícules
del sistema i l’actualització de l’estat un cop es tenen totes les dades necessàries. Primer
genera la distribució del domini depenent del nombre de tasques de les que disposi l’execució.
Existeixen diverses restriccions a l’hora de dividir el domini segons els paràmetres d’entrada,
però aquesta distribució es pot configurar manualment amb una opció del binari. Un cop
generada la distribució, envia la informació sobre la distribució i les posicions de les partícules
a la part encarregada del càlcul d’energies. És en aquest moment quan l’algoritme pot
calcular les forces que afecten a tots els àtoms del sistema: primerament calcula les forces
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Figura 3.16: Flux de Gromacs
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entre partícules dins d’un cert radi d’acció que no tenen lligam atòmic (do_nonbonded),
després calcula les forces generades entre les partícules d’un àtom que disposen de lligam
atòmic (calc_bonds). Finalment utilitza una funció que corregeix els errors de dispersió
que puguin existir mantenint sempre certes un cert nombre d’equacions que mantenen el
sistema estable (ewald_LRcorrection). Un cop calculades les forces, cada subdomini de la
distribució comunica les forces que es troben en les zones llindars als dominis colindants,
aquesta comunicació es realitza en tres polsos, el primer en el sentit de les x, després en el
sentit de les y i finalment, en el sentit de les z. En aquest moment el procés s’atura i resta a
l’espera de les dades sobre les forces i les energies calculades per l’altra branca del programa.
Un cop es disposa de tota la informació necessària, es procedeix a fer l’actualització de l’estat
de les partícules i es realitza una última rectificació per tal d’oprimir els lligams entre les
partícules per tal de no dispersar l’àtom (do_update i constrain). És aquí també on es fa
l’escriptura de les dades sobre l’estat de la simulació que han estat indicades per l’usuari a
l’hora de llençar-la. En aquest punt, la simulació passa a un nou estat disposat de la mateixa
manera que l’inicial però havent simulat una certa quantitat de temps. Es pot demanar que
cada certs passos, es generi un nou fitxer d’entrada amb l’estat actual de la simulació per
tal de poder simular de nou a partir d’aquest punt en el futur. Finalment es comprova si
s’ha de realitzar més passos de l’algoritme i es torna al primer pas. Gromacs disposa de
certs comptadors de rendiment que permeten a les primeres iteracions generar la informació
suficient per saber si la descomposició del domini està ben distribuïda, és a dir, intentar
que els dominis disposin d’un nombre aproximat de partícules. És per això que es comprova
aquestes dades i es torna a fer una nova descomposició si s’escau.
A la part dreta, apareix la branca encarregada del calcul de les energies. Primerament, es
rep la disposició del domini segons la descomposició generada per l’altra branca. També
es reben les posicions de totes les partícules del sistema. Un cop disposada la informació
necessària, es fa una repartició de les energies que configuren el sistema en forma de malla
FFT(spread_q_bsplines). Un cop generada la malla, es realitza una comunicació col·lectiva
a tots els processadors per tal de que tots disposin de la contribució de la suma d’energies
de les malles locals de les altres tasques. Ara és quan es realitza el càlcul de les energies
d’atracció i repulsió entre les partícules locals del sistema (solve_pme). Un cop calculada
aquesta energia local, es torna a realitzar la comunicació per actualitzar la suma d’energies
locals afectada per les malles de les altres tasques. Aquestes energies suposen també una
contribució sobre els paràmetres de força que afecten al sistema. És per aquesta raó que
s’ha de calcular forces en aquest punt de l’algoritme (gather_f_bsplines). Un cop es disposa
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de tota la informació necessària sobre les energies i forces del sistema, s’envia a les tasques
encarregades de l’altra branca per tal de que es pugui actualitzar l’estat correctament. De
la mateixa manera que en l’altra branca, també es comprova si és necessari realitzar més
iteracions per tal de repetir el procés.
El procés descrit pertany a l’execució separada de les dues branques d’execució de Gromacs.
Al ser independents per cada iteració el càlcul d’energies i el càlcul de forces, es poden
sobreposar els dos processos. Però de la mateixa manera, també es pot escollir executar
l’algoritme seqüencial de manera que primer es realitza el càlcul de forces, s’enviaran les
dades necessàries a tots els processadors i es passarà a calcular la part de les energies.
Seguidament, amb totes les dades calculades es procedirà a actualitzar l’estat de la simulació
per tal de seguir executant més iteracions i avançar en la simulació.
El que es farà tot seguir és l’anàlisi del codi font d’una de les funcions de càlcul de Gromacs.
La funció a analitzar entra dins del grup de funcions encarregades a realitzar el càlcul de forces
entre partícules. El funcionament de la majoria d’aquestes funcions és similar, bàsicament
s’agafa el vector en el que s’ha virtualitzat tota la topologia de la simulació i es va iterant
segons el nombre de partícules per tal de calcular cada paràmetre que afecta la simulació.
Per tal d’escollir una funció prou descriptiva, s’analitzarà el codi de do_nonbonded, que es
troba a:
src/gmxlib/nonbonded/nonbonded.c
dins de la carpeta del codi font de Gromacs.
Aquesta funció agafa per cada partícula, la llista de partícules no unides per lligam atòmic
les quals la seva presència més pròxima que el paràmetre llindar configurat en els fitxers
d’entrada (anomenat cutoff radious) afecta a la força que ella mateixa aplica. Aquesta llista
li direm llista de veïns. Utilitzant les estructures de dades definides pels desenvolupadors per
tal de tenir una representació computacional de les estructures moleculars que es fan servir,
es realitza el càlcul de forces que aplica la partícula en qüestió sobre cada veí . Els algoritmes
utilitzats per realitzar aquests càlculs estan definits a la secció 4.1 del manual de Gromacs
[vHL+06] i estan discriminats segons el tipus de partícula que sigui, ja que depenent d’això
la força aplicada variarà. Veure figura 3.17.
Els resultats de les forces aplicades per els àtoms es guarden en una estructura en forma
de vector que disposa de tres elements per posició. Cada un d’aquest element de cada
posició del vector defineix la força aplicada sobre una partícula en cadascun dels tres eixos
de coordenades x, y i z. El que es fa, és una reducció sobre aquest vector, és a dir, que
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Figura 3.17: Representació càlcul forces
cada partícula aporta un cert valor de les components de la força que afegeix al que ja hi
havia en aquella posició, i aquest valor és independent del valor inicial que ja es trobava a la
posició a l’hora de realitzar el càlcul. Aquesta estratègia pot ser útil en un futur a l’hora de
paral·lelitzar la funció, ja que d’aquesta manera existeix la possibilitat de crear estructures
temporals que emmagatzemin aquests valors i finalment reduir aquests sobre l’estructura
original.
nblists = &fr ->nblists; /∗ Obtenim l a l l i s t a de v e ï n s ∗/
/∗ cada de s compos i c i ó d e l domini d i s p o s a de N l l i s t e s de v e ï n s ∗/
for (i=i0; (i<N); i++){
/∗ Ara s ’ i t e r a per cada una de l e s N l l i s t e s de v e ï n s
∗ que t é l a d e s c ompos i c i ó d e l domini ∗/
nlist = &( nblists[i]);
/∗ es mira qu in t i p u s de f u n c i o de c à l c u l de f o r ç a a p l i c a r .
∗ Aques t e s f u n c i o n s e s t an o p t im i t z a d e s per a c e r t e s
a r q u i t e c t u r e s . ∗/
funcio=escollir_tipus(nlist);
/∗ es c r i d a a l a f u n c i o o p t im i t z a d a en q ü e s t i ó per c a l c u l a r
∗ l e s f o r c e s de cada p a r e l l de p a r t í c u l e s . La r e du c c i ó de
∗ l e s f o r c e s s ’ a p l i c a s o b r e e l v e c t o r f ∗/
funcio(nlist ,f);
}
Figura 3.18: Estructura algoritme do_nonbonded
La figura 3.18 és la representació en alt nivell de l’algoritme de càlcul de forces sense lligam
atòmic. L’estructura d’aquest algoritme permet fraccionar el treball ja que a la funció de
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càlcul es passa com a paràmetre d’entrada els índex inferior i superior de l’estructura que
guarda les partícules i. La proposta serà dividir aquest treball en diversos blocs, on cada
processador calcularà la força de les partícules i que es troben en els dos índex que delimiten
el bloc.
Visita desenvolupador Gromacs
Durant la primera fase del projecte, es va iniciar contacte amb els desenvolupadors de Gro-
macs. Es va informar de la intenció d’aplicar un segon nivell de para·lelisme a la seva aplicació
amb l’objectiu de millorar el rendiment. La resposta per part seva va ser molt satisfactòria.
Els desenvolupadors majoritàriament es centren en l’eficiència dels algoritmes de càlcul per
tal de realitzar les operacions matemàtiques de la forma més eficient possible, utilitzant les
últimes versions de les llibreries matemàtiques i optimitzant el codi segons l’arquitectura on
sigui executat. En el moment del primer contacte amb ells, es va enviar un primer anàlisi de
Gromacs centrat però en l’estructura de les comunicacions, mostrant els diferents problemes
de contenció de dades i balanceig de càrrega. Es va mostrar la capacitat de les eines d’anàlisi
i es va indicar on es trobaven els problemes que afectaven a l’eficiència de Gromacs. També
es va justificar que un segon nivell de paral·lelisme podia ajudar al balanceig de càrrega ja
que aquest es pot portar a terme en temps d’execució.
Durant l’última setmana del Novembre de 2009 es va realitzar un congrés sobre ciències
de la vida a Barcelona. Es va aprofitar aquest congrés per a que Berk Hess, un dels tres
desenvolupadors principals de Gromacs, passés tres dies per discutir sobre el que s’estava
portant a terme.
El treball conjunt amb un dels desenvolupadors va permetre un considerable avanç en el
projecte. Això va ser possible gràcies als seus coneixements sobre la totalitat del codi de
Gromacs que va permetre resoldre dubtes i intercanviar informació valuosa sobre la manera
en com paral·lelitzar i el funcionament intern dels algoritmes de càlcul.
3.2 Aplicació dels models de paral·lelisme
Un cop s’ha portat a terme l’anàlisi de Gromacs i s’ha observat les possibilitats que ofereix un
segon nivell de paral·lelisme, s’aplicaran els dos models de paral·lelisme: OpenMP i SMPSs.
L’objectiu final del projecte és disposar d’una versió de Gromacs amb la major part del codi
paral·lelitzada amb SMPSs. Per arribar a assolir aquest objectiu, primer es passarà per una
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versió OpenMP de la qual s’extraurà l’estratègia utilitzada per tal de tasquificar les parts
paral·leles amb SMPSs.
3.2.1 OpenMP
Abans d’assolir l’objectiu principal del projecte, es va portar a terme una primera versió
de paral·lelització del codi amb el model OpenMP. En els apartats anteriors s’ha realitzat
un estudi del funcionament del codi i s’ha vist quines són les zones d’aquest és més viable
l’aplicació d’un segon nivell de paral·lelisme. La intenció del desenvolupament aquesta versió
del codi amb OpenMP és facilitar la programació de la versió definitiva amb SMPSs.
Havent estudiat el codi de les funcions candidates a ser paral·lelitzades, s’ha vist que en
alguns casos es pot aplicar els pragmes de paral·lelització directe un cop dividit el treball
en blocs. Això és possible ja que els bucles que iteren sobre estructures de sortida només
escriuen a certes posicions d’aquesta, per tant, mentre la divisió en blocs de la feina no es
sobreposi entre fils d’execució, no hi haurà dependències. En d’altres funcions, la reducció
dels valors a les estructures es porta a terme de manera dispersa, fet que provoca que
executant dos fils en paral·lel dins del mateix node, algunes d’aquestes reduccions es trobin
amb dependències ja que 2 o més fils escriuran a la mateixa posició. Per solucionar aquest
problema es crearan unes estructures temporals on cada fil escriurà a una d’elles de manera
independent i finalment s’assignarà la suma dels elements de cada estructura temporal a
l’estructura original.
La figura 3.19 mostra l’estructura de computació de l’estratègia que s’utilitzarà per emma-
gatzemar les dades temporals on només hi escriurà un fil OpenMP alhora. Un cop tots els
fils hagin acabat el càlcul, es realitzarà la reducció de tots els valors de les posicions d’a-
questes estructures temporals cap a l’estructura principal. En aquest punt, es podrà seguir
computant les següents parts de càlcul o comunicació d’aquestes estructures.
Per tal de realitzar una correcta aplicació del model OpenMP, s’haurà d’estudiar el codi
detingudament. Per d’obtenir un bon rendiment, es necessita saber on situar els pragmes
per tal d’obtenir una granuralitat suficient. Es pot trobar el cas de tenir l’existència de
diversos bucles imbricats on es podria aplicar OpenMP, on s’haurà d’escollir quin és el
lloc més adient. A part de l’existència de bucles imbricats, s’hauran de tenir en compte
les dependències de dades. Gromacs, al ser un codi iteratiu que majoritàriament recorre
estructures de dades des d’una posició inicial fins a una final, de totes les dades de sortida on
s’hi escrigui, s’haurà de comprovar que en cap cas existeixi qualsevol de les tres dependències
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necesitarà per computar la 
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Figura 3.19: Estructures temporals per a guardar les dades que finalment es reduiran a
l’estructura original
que es poden trobar en el moment que que dos fils escriuen alhora en la mateixa posició o
bé llegeixen d’una posició susceptible de ser modificada per un altre fil.
Per la realització d’aquesta part, es paral·lelitzarà cada funció per separat per tal d’analitzar
els possibles errors que hi vagin apareixent. Un cop tractats tant els errors de programació
com els dels resultats, es passarà a la següent funció. Un cop la paral·lelització hagi estat
aplicada i comprovada degudament a cada funció, s’ajuntarà el codi per tal de tenir una
visió global d’aquest. També s’ha hagut de modificar la configuració per compilar Gromacs
a MareNostrum per tal d’aconseguir un correcte funcionament de l’execució OpenMP. S’han
adaptat els scripts per a treure traces de manera que es pugui extreure informació tant de
la part OpenMP com de la part MPI.
Un cop preparat l’entorn de compilació i traceig, i havent estudiat les funcions principals de
Gromacs per tal d’aplicar un segon nivell de paral·lelisme utilitzant OpenMP. Per comen-
çar, s’aplicarà primer OpenMP a la part de partícules (càlcul de forces) i seguidament es
paral·lelitzaran les funcions que pertanyen a PME (càlcul d’energies).
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3.2.1.1 OpenMP a partícules
Les funcions dins de la part de càlcul de forces de les partícules que seran paral·lelitzades
són: do_nonbonded, calc_bonds, update i constrain. Aquestes quatre funcions tenen un
comportament similar. Les funcions de càlcul de forces do_nonbonded i calc_bonds agafen
com a paràmetres d’entrada la posició de les partícules i calculen les forces tal com s’ha
comentat en la secció anterior. La funció update en canvi, agafa com a paràmetres d’entrada
les posicions, forces i velocitats actuals de les partícules de forma que realitzant un conjunt
de càlculs sobre el moviment de partícules genera el nou estat actualitzant el contingut
de les estructures de velocitat i posició per a totes les partícules de les que es disposa
en la descomposició del domini. Finalment, la funció constrain realitza les comprovacions
pertinents per tal de constrènyer les distàncies i velocitats de les partícules amb lligam atòmic
per tal de mantenir estable la simulació i evitar una possible explosió de la simulació.
Update:
El bucle principal de la funció update itera des de una variable inicial fins a aquesta variable
més el nombre de partícules de les que disposa i realitza el càlcul tal i com es mostra a
la figura 3.20. Durant aquest càlcul, només es llegeix i s’escriu les posicions del vector
indicades per l’invariant del bucle. És per això que una paral·lelització directa en aquest
cas no implicaria dependències de dades ja que cada fil escriu i llegeix una sola posició dels
vectors compartits per tots els processadors del node. Així doncs, disposant dels vectors
de velocitats, forces, posicions i posicions noves dins de l’espai de memòria compartida, es
fraccionarà aquest bucle de manera que el procés principal generi un cert nombre de fils
que calcularan de manera paral·lela les noves velocitats i posicions de les que disposarà el
sistema.
L’algoritme de la figura 3.20 és una simplificació del codi que podem trobar a Gromacs dins
del fitxer font update.c. S’aplicarà doncs el pragma OpenMP adient, comprovant prèviament
quines són les variables privades, les que són privades però interessa el seu valor inicial i quines
compartides entre els processadors del mateix node. En aquest cas, tant els vectors de força,
velocitat i posició seran compartits, ja que tots els fils escriuran a la mateixa estructura però
en posicions diferents. El codi d’aquesta funció es troba a la secció A.1.1 de l’apèndix.
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inici
inici + 
#partícules
F VX
Entrada Entrada/sortida Sortida
X'
ALGORTIME UPDATE
per cada partícula (i) entre (inici ,inici +# partícules)
v0 = V[i];
V[i] = v0 + F[i]*dt;
X‘[i] = X[i] + V[i]*dt;
Figura 3.20: Algoritme update
Funcions de càlcul de forces
Les funcions de càlcul de forces que seran paral·lelitzades amb OpenMP són do_nonbonded
i calc_bonds. L’estratègia utilitzada en ambdós casos és la mateixa que la descrita en la
figura 3.19.
Nonbonded:
Pel cas de do_nonboded, és necessari generar quatre estructures temporals: f, fshifts, egcoul,
egnb. Les dues primeres fan referència a les estructures que disposen de les dades sobre les
forces aplicades a les partícules, les altres dues són estructures que emmagatzemen els valors
de les càrregues generades per les funcions de càlcul de forces. La funció a paral·lelitzar
son les encarregades de generar tot el conjunt de forces a les estructures en qüestió, i estan
programades en VMX. Bàsicament el que es mostra és un punter a funció que depenent
del tipus d’interacció a realitzar, cridarà a la funció que pertoca. Aquesta funció rep com
a paràmetre d’entrada la llista de partícules i i els índex on es troben les partícules j amb
les que haurà d’interaccionar. Aleshores, itera sobre de les seves partícules i, actualitzant
l’estructura de forces de totes les partícules j. El problema que es troba és que existeixen
diverses funcions VMX que són cridades, i el que s’hauria de fer és paral·lelitzar tots els
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ALGORTIME NONBONDED
Vector 
partícules
0 N
nombre de partícules que 
té cada bloc NB=nombre de blocs
GB
Bloc 1 Bloc 2 Bloc 3 Bloc 4 Bloc 5 ... Bloc NB
GB=
PI
N: nombre particules totals;
PI: posicio primera particula analitzar;
NI: nombre particules a analitzar;
X: tamany de fragment;
GB = (N/nombre_procesadors)/X;
NB = (N + GB - 1)/GB;
per tot (b) des de (0,NB) fer
PI = b * GB;
NI = minim(GB ,N - PI);
crida_funcio(PI ,NI ,...);
Figura 3.21: Algoritme do_nonbonded
bucles que es troben dins d’aquestes funcions. Per això s’ha decidit extreure un nivell per
sobre i influir sobre el codi que crida aquestes funcions, que es troba a nonbonded.c.
Observant la figura 3.21, el que s’ha realitzat per tal d’aconseguir la paral·lelització en aquest
punt, és dividir en blocs el nombre de partícules de les que disposa la descomposició del
domini. La divisió es realitza de manera que si dividim el nombre de partícules pel nombre
de processadors, obtenim quantes partícules ha de calcular cada processador. D’aquí, tornem
a dividir pel nombre d’iteracions que ens interessa que realitzi cada processador. Per tal de
realitzar en el futur un balanceig dinàmic, interessa que aquest nombre pugui canviar, podent
assignar en temps d’execució quantes iteracions realitzarà cada processador. Al dividir també
el nombre d’iteracions a repartir, es dóna el cas d’aconseguir un millor balanceig de càrrega
ja que els processadors que realitzin iteracions més llargues, poden ser ajudat per els que
han acabat. Per tant, ara la funció que calcula les forces, no tindrà només una crida com
fins ara, si no que en tindrà tantes com (N / GB).
Un cop acabat el càlcul, es procedirà a realitzar les reduccions. Depenent del tamany dels
fitxers d’entrada, el nombre de partícules i per tant, el nombre d’elements dels que disposen
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les variables temporals, aquesta reducció pot esdevenir molt costosa. És per això que s’ha
canviat l’ordre en el que es fa la reducció per tal de que es pugui recol·lectar els elements
d’aquesta de manera paral·lela. S’ha paral·lelitzat el bucle que itera sobre el nombre de
posicions del vector i cada fil d’execució recol·lectarà les dades de tots els elements de les
estructures temporals i els afegirà a la estructura original. Es pot observar el codi a la secció
A.1.2.
Calc_bonds:
En referència a la funció calc_bonds, l’estratègia és la mateixa que en el cas anterior: crear
estructures temporals que guardin els elements per a cada fil, cridar a la funció de càlcul
prèviament dividida en blocs i finalment reduir els valors a l’estructura original. Aquesta
funció, segueix el mateix model que do_nonbonded, però en aquest cas, existeixen dues
funcions diferents de càlcul depenent del tipus d’àtom amb el que s’estigui treballant. Així
doncs, al haver-hi dos tipus de crides diferents, es realitza la divisió en blocs per a cadascuna
d’elles.
Tal i com s’ha observat prèviament en la figura 3.15, la implicació del temps de càlcul
d’aquesta funció és substancialment menor al temps de la funció do_nonbonded. És per
aquesta raó que en aquest cas, s’ha agafat com a discriminador per dividir les estructures en
blocs, el nombre de fils d’execució que participen a la simulació. El que s’ha aconseguit, és
que la feina quedi dividida exactament en el nombre de fils OpenMP, i que cadascun d’ells
treballi sobre la seva part. Aquesta opció és eficient en el cas de calc_bonds ja que s’ha vist
que aquesta funció no és una de les que representen desbalanceig de temps a l’hora de portar
a terme una simulació. Veure codi secció A.1.3 de l’apèndix.
Constrain:
Per paral·lelitzar amb OpenMP la funció constrain, es porta a terme una barreja de les dues
estratègies esmentades anteriorment. Es realitza la divisió en bloc, generant un bucle amb
tantes iteracions com processadors OpenMP, per a que cadascun d’ells agafi una enèsima
part del treball a realitzar. Com també es tracta d’una funció lineal i sense desbalanceig, és
suficient en paral·lelitzar-la estàticament de la mateixa manera que en el cas de calc_bonds.
En aquest cas però, només s’ha de generar una estructura que contingui tantes instàncies
de l’estructura tensor com fils OpenMP. Al ser només una variable, es podria aplicar la
reducció implícita de la llibreria d’OpenMP, el problema és que l’estructura sobre la que s’ha
- 69 -
3.2 Aplicació dels models de paral·lelisme 3 Desenvolupament del projecte
de realitzar la reducció és una matriu NxN i la versió actual d’OpenMP no suporta aquesta
característica. Codi a A.1.4 de l’apèndix.
Anàlisis inicial OpenMP a partícules
A la figura 3.22 es pot veure l’histograma i les vistes gràfiques de les duracions de cada conjunt
d’iteracions que executa OpenMP a la part de càlcul de forces entre partícules. D’esquerra a
dreta, es pot observar el comportament de les funcions paral·lelitzades: do_update, constrain,
do_nonbonded (més reducció), calc_bonds (més reducció). L’execució s’ha realitzat amb un
planificador dinàmic amb blocs de 5 iteracions per el cas de do_nonbonded i estàtic per la
resta de funcions. A la figura 3.23 podem veure el gràfic del nombre de processadors que
estan executant iteracions paral·leles en cada moment. Les escales de temps són les mateixes
que les de la figura 3.22.
57,64 ms
131,8 ms
22,38 ms
TWOVERSICLES
WATERBOX
NUCLEOSOME
Bucles OpenMP 
balancejats en quant a 
duració
Primeres iteracions 
OpenMP molt curtes, 
després, balangeic 
global
Clar desbalanceig en les 
zones de càlcul de 
forces, globalment més 
balancejat
Figura 3.22: Duració iteracions OpenMP forces
A la configuració d’entrada WATERBOX, es pot observar el balanceig en el temps del grup
d’iteracions, ja que com s’ha vist anteriorment, aquest conjunt d’entrada està composat
només de partícules d’aigua, on el volum de càlcul de les forces és exactament el mateix per
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WATERBOX
TWOVERSICLES
NUCLEOSOME
do_update
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do_nonbonded + 
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calc_bonds + 
reducció
MPI
64
Figura 3.23: Gràfic amb nombre processadors executant OpenMP forces
a totes les descomposicions del domini. Així doncs, es pot concloure que en aquest cas, el
guany assolit al aplicar OpenMP és nul en comparació amb la versió MPI.
La configuració d’entrada TWOVERSICLES en canvi, presenta una variació en el temps
de les primeres iteracions dels processadors que es troben a la meitat de la traça. Aquesta
primera etapa en verd clar, significa que la duració dels blocs de cinc iteracions és molt
inferior a la resta. La raó que pot haver provocat aquest fet és la repartició de les partícules
que formen part de les proteïnes. Als processadors de la part superior, el nombre de par-
tícules i a calcular és inferior, en canvi però, el volum de feina és major, que significa que
l’afectació d’aquestes poques partícules i és elevada. En els processadors centrals, el nombre
de partícules i s’ha dividit en un nombre superior de blocs, que significa que aquest nombre
és elevat. El temps de càlcul d’aquestes partícules, és inferior, la qual cosa significa que la
seva afectació cap a d’altres partícules és menor. Tot i això, el resultat global de la funció
segueix estant balancejada.
En el cas de NUCLEOSOME el comportament difereix de les altres dues configuracions
d’entrada. En aquest cas, el temps a l’hora de fer una iteració per el càlcul de forces és molt
menor. Com ja s’ha vist prèviament, aquesta configuració d’entrada està molt desbalancejada
en quant a repartició de partícules. És per això que a l’hora de dividir el nombre de partícules
i en blocs, el nombre de blocs que apareix és molt variable. A part de la diferència entre el
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nombre de blocs, també tenim deferència en el nombre de partícules que són afectades, que
és el que es veu a l’histograma inferior amb la dispersió dels temps de cada conjunt de cinc
iteracions. També es pot observar en el gràfic que en la part del càlcul de forces no utilitzen
en tot moment els fils OpenMP que hi ha disponibles. Això ve donat perquè en alguns casos,
el tamany de partícules a mirar és massa baix per aconseguir una paral·lelització en blocs
eficient, ja que les iteracions i la duració es menor i provoca que el treball de la llibreria
d’OpenMP en temps d’execució esdevingui important en referència al temps. Tot i això,
podem observar que el balanceig global de les iteracions de càlcul de forces ha millorat.
3.2.1.2 OpenMP a PME
Primerament s’ha realitzat la paral·lelització a la part encarregada al càlcul de forces. Ara
es portarà a terme l’aplicació d’OpenMP a les funcions de Gromacs que pertanyen a la part
PME. Les funcions que han estat paral·lelitzades en aquesta branca són: make_bsplines,
spread_q_bsplines, gather_f_bsplines i solve_pme. Totes aquestes funcions es troben al
fitxer font pme.c. La finalitat d’aquestes funcions és crear una malla, a la qual es repartirà
les energies de les partícules de la descomposició del domini, després s’aplicarà un conjunt
d’equacions matemàtiques per simular la progressió d’aquesta malla i finalment es recull
de la malla les forces generades per les càrregues elèctriques de les partícules. La funció
make_bsplines agafa com a entrada les estructures que virtualitzen la composició de la
simulació i genera la malla que serà utilitzada durant l’algoritme de càlcul. Després, la
funció spread_q_bsplines reparteix per la malla ja creada les càrregues de les partícules de
la simulació. Un cop la malla està llesta, s’aplica la funció solve_pme. En aquest moment,
ja s’han realitzat els càlculs necessaris, és ara quan la funció gather_f_bsplines recull les
forces repartides per aquesta malla.
make_bsplines
Aquesta funció realitza un bucle iteratiu que recorre tots els elements d’un vector que conté
les partícules que disposen de càrrega elèctrica. Durant el bucle va generant una estructura
que posteriorment permetrà el càlcul d’energies i forces obtingudes per la càrrega d’aquestes
partícules. Aquest bucle va iterant sobre una estructura indexada per el nombre de partícula
que s’està visitant en cada moment. Per aquesta raó, no existeix dependència de dades.
S’ha aplicat la paral·lelització OpenMP directament sobre el bucle que itera el nombre de
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partícules. S’ha definit el planificador estàtic d’OpenMP ja que aquesta funció no presenta
desbalanceig. Veure codi de la funció a la secció A.1.5 de l’apèndix.
spread_q_bsplines
La funció spread_q_bsplines reparteix les càrregues de les partícules locals de la descompo-
sició del domini de la tasca que s’està executant sobre la malla. Partint d’una estructura
que és paràmetre d’entrada, genera tres zones d’acció d’aquestes. Cadascuna amb un límit
inferior i un límit superior. El valor d’aquestes zones d’acció és posat a zero en la primera
part de la funció. Un cop definides aquestes zones, la funció realitza un algoritme per esco-
lli un index dins de l’estructura d’entrada que apuntarà a un element dins de les tres zones
d’acció. Afegirà el valor de la càrrega a l’element apuntat per l’index prèviament calculat. Ja
que no es pot demostrar que dues iteracions diferents no apuntin al mateix index creant així
una dependència de dades, s’ha hagut de generar una estructura temporal per la reducció.
Aquesta estructura és una còpia de l’estructura d’entrada. Un cop realitzat el bucle paral·lel
que ha afegit les càrregues a l’estructura temporal, es porta a terme la reducció. Aquesta
reducció però, no reduirà tota la estructura, ja que gràcies a les tres zones d’acció definides,
podem saber l’índex mínim i màxim del domini del bucle paral·lel. Reduirem doncs tots els
elements els quals el seu índex es trobi dins d’aquests valors tal i com es pot observar a la
figura 3.24.
solve_pme
Aquesta funció realitza el càlcul sobre el coeficient virial9 un cop la malla ha estat generada
i adientment omplerta amb els valors inicials. El paràmetre de sortida és una matriu on
s’afegirà els valors dels càlculs virials. En la funció original, existeix una estructura de cinc
camps que es fa servir per calcular aquests coeficients. El que s’ha realitzat és una còpia
d’aquesta estructura ampliada de manera que que cada fil OpenMP disposi de la seva pròpia
estructura sense dependències. L’ampliació de l’estructura són set elements que es fan servir
per fer les sumes finals que s’han d’afegir a la matriu de sortida. Al final del bucle paral·lel
es realitza la reducció d’aquests valors de les diferents estructures a la matriu de càlcul
virial. Com ja se sap les grandàries dels cinc camps necessaris pel càlcul, es generarà una
estructura que contingui un vector per a cada fil OpenMP de 5*grandària_camps més set
elements tal i com s’observa a la figura 3.25. El bucle que realitza aquesta funció està definit
9http://es.wikipedia.org/wiki/Teorema_de_virial
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Figura 3.24: Reducció make_bsplines
per uns paràmetres d’inici i final calculats al principi d’aquesta funció. Per portar a terme
la paral·lelització, s’ha dividit el nombre total d’iteracions en tants blocs com fils OpenMP
existeixin. Cada fil porta a terme la seva part de càlcul i un cop ha finalitzat el bucle,
apliquem la reducció dels set elements temporals de cada fil a la matriu. El codi d’aquesta
funció es pot observar a la secció A.1.7.
gather_f_bsplines
La funció gather_f_bsplines itera sobre el nombre de partícules locals de la tasca i va afegint
a cadascun d’ells el valor de la força generada per les càrregues calculades prèviament. Com
que l’estructura que guarda els valors de la força està indexada pel nombre de partícula,
no existeixen dependències de dades durant la realització del bucle paral·lel. Així doncs es
paral·lelitzarà directament el bucle sense realitzar cap reducció després. Codi de la funció a
la secció A.1.8 de l’apèndix.
Anàlisi inicial OpenMP a PME
A continuació es mostrarà un anàlisi de la part paral·lelitzada amb OpenMP de la mateixa
manera que s’ha realitzat per la part del càlcul de forces.
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Figura 3.25: Estructura solve_pme
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Figura 3.26: Duració iteracions OpenMP a PME
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Figura 3.27: Gràfic amb nombre processadors executant OpenMP a PME
Analitzant les figures 3.26 i 3.27 es pot observar el comportament d’OpenMP a la part de
PME. A la figura 3.26 es mostra el temps de les iteracions paral·leles, mentre que a la figura
3.27 es mostra el nombre de processadors que estan executant càlcul en cada moment. A la
figura de les duracions, es pot observar un desbalanceig global a nivell d’aplicació, però en
canvi, es veu que el treball de cada tasca MPI està dividit en les mateixes parts en totes les
funcions menys amb solve_pme. Això és degut a que el nombre d’iteracions d’aquesta funció
és baix i a l’hora de dividir el nombre d’iteracions en blocs, hi haurà un processador que es
quedarà amb menys iteracions que els altres. Durant la realització de la paral·lelització amb
SMPSs es va canviar el codi de solve_pme per tal d’aconseguir una granuralitat inferior. En
aquesta segona versió de la funció, es va paral·lelitzar el segon bucle imbricat, el qual disposa
d’un nombre més elevat d’iteracions per tal de repartir entre els processadors. Es pot veure
la millora generada en el capítol 4.
En el cas NUCLEOSOME, es pot veure a la figura del nombre de processadors com aquests
mai arriben a treballar tots alhora, aquest fet significa que no hi ha suficient volum de feina
per tal de repartir aquesta tasca amb la paral·lelització actual. En mitja, la granuralitat
de les iteracions en el cas NUCLEOSOME és 0,2ms. Aquest fet dificulta que l’aplicació
d’una granuralitat inferior en els bucles paral·lels generi una millora en el temps útil dels
processadors paral·lels.
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3.2.2 SMPSs
En aquesta secció s’exposarà els passos seguits per tal de transformar les funcions esmenades
en els anteriors apartats amb l’objectiu de generar tasques d’execució de les funcions que
podran ser executades fora d’ordre i que seran tractades per la llibreria de SMPSs en temps
d’execució.
En el cas d’OpenMP, per compilar el codi, cal afegir l’opció del compilador d’IBM que permet
generar bucles paral·lels amb la sintaxi d’OpenMP. Per obtenir una aplicació que generi i
gestioni les tasques SMPSs, cal fer servir un compilador especial desenvolupat per la gent
encarregada d’SMPSs. Aquest compilador està preparat per compilar aplicacions utilitzant
per sota el compilador de GNU: gcc. En aquest cas, es vol utilitzar però el compilador
d’IBM per sota del compilador de SMPSs. Per aconseguir això, s’ha hagut de modificar i
generar una compilació pròpia del compilador de SMPSs. Es van trobar alguns problemes
per realitzar aquesta tasca, ja que existeixen conflictes de compatibilitat entre el compilador
de SMPSs i el d’IBM. Gràcies a l’ajuda dels desenvolupadors del grup de Computer Science
del BSC-CNS, es va poder aconseguir una versió que compilés SMPSs amb la interfície MPI
utilitzant el compilador d’IBM com a compilador intern. Els passos a seguir són: primer,
compilar tots els fitxers font que continguin alguna funció SMPSs o bé alguna crida a una
d’aquestes funcions. El compilador genera uns objectes .o especials que només podran ser
enllaçats amb les eines específiques de SMPSs. Un cop es tenen els objectes SMPSs i els
objectes normals compilats de la mateixa manera que la versió MPI, s’ajunten tots en una
llibreria. Aquesta llibreria serà utilitzada per generar el binari mdrun. Aquest binari també
ha de ser generat pel compilador de SMPSs. S’han creat un conjunt scripts que permeten la
realització d’aquesta tasca de forma automàtica.
Els passos a seguir per aquest compilador de SMPSs són: tractar el fitxer de codi font per
tal de traduir tots els pragmes SMPSs a funcionalitats externes que permetrà a la llibreria
d’execució en temps real gestionar les tasques descrites. En aquest cas, el tractament d’aquest
fitxer ha generat un altre fitxer de codi font amb les crides a les funcions SMPSs implícites.
Aquest fitxer font es compila amb el compilador de C que interessi, en aquest cas, xlc. Amb
tot, s’obté un binari que conté tant l’entorn MPI com la descripció i crides de totes les
tasques SMPSs.
Un cop disposat de l’entorn de programació adient per l’aplicació de SMPSs, es parteix del
codi font paral·lelitzat amb OpenMP per tal de modificar aquest i convertir en tasques les
parts paral·leles.
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Una característica interessant per al desenvolupament i aplicació de SMPSs, és que el mateix
codi ha de funcionar si es treu el pragma que defineix les funcions com a tasques SMPSs.
Aquest fet permet realitzar probes per tal de conèixer si un cert error es troba en el propi
codi o és fruit del paral·lelisme aplicat en temps d’execució, normalment produït per les
dependències de dades.
3.2.2.1 SMPSs a partícules
Les funcions que han estat paral·lelitzades amb SMPSs són les mateixes dues que en el cas
d’OpenMP. OpenMP té la limitació de que la regió paral·lelitzada està limitada a la mateixa
funció, i en aquest cas, el bucle for. SMPSs ofereix més flexibilitat a l’hora de programar
i interposar diverses tasques les dependències de les quals seran gestionades per la llibreria
d’execució en temps real. Per aquesta raó s’ha decidit treballar un nivell per sobre en el
cas de les funcions de càlcul. També s’han paral·lelitzat amb SMPSs les funcions update i
constrain.
Funcions de càlcul de forces
En la funció do_force_lowlevel que es troba al fitxer font force.c de Gromacs, apareixen
tres crides a les funcions de càlcul de forces en aquest ordre: do_nonbonded, calc_bonds i
ewald_LRcorrections. Aquestes funcions poden ser executades fora d’ordre, ja que la força
resultant de cadascuna d’elles no depèn de la resta. Aprofitant aquesta propietat i sabent
que les tres funcions utilitzen les mateixes estructures de sortida, s’ha decidit generar les
estructures temporals un nivell per sobre amb un nombre de còpies de l’estructura origi-
nal major que el nombre de processadors SMPSs. Només existirà una estructura amb les
respectives còpies per guardar les forces resultants de les tres funcions de càlcul. Aquestes
estructures seran passades com a paràmetre a cadascuna d’aquestes tres funcions. El funci-
onament consisteix en que cada funció internament tindrà un bucle de generació de tasques.
Aquest bucle enviarà com a paràmetre d’entrada sortida a les tasques un dels elements tem-
porals dins de l’estructura que guarda la reducció temporal. Al haver-hi més còpies que
processadors, s’evitarà en gran mesura la dependència de dades entre les tasques. Al final
de les tres crides, serà necessari un barrier de SMPSs per tal de sincronitzar i assegurar
que totes les tasques han finalitzat per poder realitzar aleshores una única reducció amb les
dades generades a les tres funcions. A la figura 3.28 es pot observar l’esquema de la crida
d’aquesta funció. Cal notar que ewald_LRcorrection no pot ser paral·lelitzada fent servir
- 78 -
3 Desenvolupament del projecte 3.2 Aplicació dels models de paral·lelisme
BARRERA
Planificador SMPSsFil principal
do_nonbonded
calc_bonds
ewald_LR
El planificador gestiona les 
dependències per tal de crear el graf 
que servirà tasques als processadors 
dedicats a SMPSs.
Reduccions
Un cop finalitzades totes 
les tasques SMPSs, es 
podrà creuar la barrera
do_nonbonded_smpss
calc_bonds_smpss
calc_bonds_smpss2
Figura 3.28: Esquema funció de càlcul de forces
l’estructura de dades que es fa servir actualment Gromacs. Per poder paral·lelitzar la funció,
seria necessària una reordenació dels elements que suposaria un treball extra més gran que
el possible guany obtingut.
nonbonded:
Seguint la mateixa filosofia que en la paral·lelització amb OpenMP, s’ha dividit el nombre de
partícules i en un cert nombre de blocs els quals seran computats dins de les tasques SMPSs.
Cada tasca és cridada amb tots els paràmetres necessaris per al càlcul i un punter per cada
estructura de forces temporal on guardarà els resultats. Es pot donar el cas que dues tasques
d’aquesta funció utilitzin el mateix vector temporal o bé que una tasca de calc_bonds també
els requereixi. Per això, s’ha establert com a paràmetre d’entrada-sortida d’aquesta funció
els vectors temporals i la seva mida. Aquests vectors són indexats cíclicament amb un index
que es va acumulant conforme es llença una tasca SMPSs. Com hi ha dos bucles imbricats
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abans de la crida de la funció SMPSs, aquest index es va acumulant de manera que el seu
valor serà l’index del bucle interior més l’index del bucle exterior multiplicat per el nombre
de blocs, aconseguint així més dispersió a l’hora d’assignar el paràmetre d’entrada sortida.
La resta de paràmetres s’han definit com a paràmetres d’entrada, ja que aquests només
són llegits per la funció de càlcul. Per convertir aquesta part del càlcul de forces a tasca
SMPSs, s’ha creat una funció anomenada do_nonbonded_smpss que és cridada tants cops
com nombres de blocs hi hagi definits. La divisió en blocs s’ha realitzat de manera que per
cada crida a la funció VMX de càlcul, se’n facin vint multiplicat pel nombre de processadors
SMPSs blocs . Veure codi a A.2.1.
calc_bonds:
Aquesta funció es troba al fitxer bondfree.c i es divideix en dues branques depenent del
tipus de lligam atòmic que sigui necessari calcular. Per aquesta raó, s’ha decidit generar
dues tasques SMPSs: calc_bonds_smpss i calc_bonds_smpss2. Cadascuna d’elles calcularà
la força depenent del tipus d’àtom. Els paràmetres d’entrada de les dues funcions són
diferents, però les estructures d’entrada sortida que es modificaran no. La funció modificada
calc_bonds serà l’encarregada de discriminar quin tipus d’operació s’ha d’aplicar i aleshores,
dividirà el treball en blocs seguint la mateixa estratègia que amb OpenMP. Aquesta mateixa
funció serà l’encarregada d’iterar sobre el nombre de blocs i generar les tasques SMPSs
adients. Codi a A.2.2.
ewald_LRcorrection:
La funció ewald_LRcorrection es troba al fitxer font ewald_util.c. Aquesta funció no pot
ser paral·lelitzada tenint en compte la configuració actual de les estructures que guarden
els elements de la simulació. No obstant, aquesta funció es pot executar fora d’ordre entre
les altres dues de càlcul de forces. El que s’ha realitzat ha estat convertir la funció sencera
en tasca SMPSs d’alta prioritat, per tant, en el moment en que aquesta es planifiqui i
no existeixi cap dependència amb l’estructura d’entrada sortida de forces, serà executada
immediatament, dedicant tot un processador a ella mentre els altres segueixen executant
tasques de càlcul de forces.
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Vector
original
...
Tasca #1
Tasca #2
Estructura vectors temporalPTP
Tasca #3
+
+
+
+
Tasca #N
Cada tasca SMPSs rep com a paràmetres el punter al 
vector original P i el punter a l'estructura de vectors 
temporals PT. Aleshores, realitzarà la reducció d'una secció 
definida de tots els vectors temporals cap a l'original.
Figura 3.29: Reducció vector Forces
Reduccions:
Un cop han acabat les tres tasques de calcular, s’ha de portar a terme la reducció de totes
les estructures temporals cap a les estructures originals. Per tal de poder realitzar aquesta
tasca, s’ha d’esperar a que les estructures temporals hagin estat omplertes en la seva totalitat.
Així doncs, es defineix una barrera de SMPSs implicant que en el moment que aquesta sigui
creuada, totes les tasques han acabat la seva execució.
El temps dedicat a la reducció de l’estructura que guarda els valors de les forces principals
no és menyspreable, ja que es disposa de diverses còpies de tamany N que s’han de recórrer.
Per tal de reduir aquest temps, s’ha paral·lelitzat també aquesta tasca tal i com es mostra
a la figura 3.29. Una de les primeres versions de la reducció va ser generar una tasca per
cada element temporal que existís. Aleshores, cada tasca té com a paràmetre d’entrada
sortida el vector original de forces sencer. El problema d’aquesta implementació és que
la reducció es serialitza substancialment, ja que només pot escriure una tasca alhora en el
vector original. Aquest mateix problema també apareix si s’intenta realitzar la reducció amb
la reserva d’espai de memòria de SMPSs tal i com es mostra a la figura 3.30 ja que cada
tasca necessita reservar l’espai de memòria on està f i totes les altres tasques es quedaran
bloquejades fins estigui lliure.
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#pragma css task input (...) inout(f) reduction (f)
...
rvec *tfnb[NTHREADS ];
...
#pragma mutex lock(f)
for (i=0;i<N;i++)
f[i] += tfnb[i];
# pragma mutex unlock (f)}
Figura 3.30: Reducció SMPSs
: do_nonbonded
: ewald_LRcorr
: calc_bonds
1 2 3 4 5
1 2
*
2 3
4
1
3 5
4 5
1 432 5
*Aquesta funció s'executa 
només entrar al gràfic de 
dependències ja que és 
d'alta prioritat i mai tindrà 
dependència
1 2 4 5
Figura 3.31: Exemple graf de dependències funcions càlcul forces SMPSs
La funció creada per realitzar les reduccions s’anomena do_f_reductions. Aquesta funció
divideix el vector de forces en diferents blocs i llença un conjunt de tasques SMPSs anome-
nades do_f_reducions_smpss amb els punters a les estructures més inici i final del bloc com
a paràmetres d’entrada. És necessari una barrera al final de la funció de reducció, ja que
aquestes estructures són necessàries per la comunicació posterior. Es pot veure el codi a la
secció A.2.3 de l’apèndix.
A la figura 3.31 es pot veure un exemple d’un graf de dependències creat per la llibreria de
SMPSs en temps real de les funcions de càlcul de forces. En aquest exemple, existeixen cinc
estructures temporals. Cada funció SMPSs agafarà l’adreça d’una d’aquestes estructures i
farà la reserva de l’espai de memòria. L’assignació de les estructures es realitza de manera
cíclica, per tant, la sisena funció agafarà un altre cop l’adreça de la primera estructura. El
graf generat doncs tindrà com a màxim, cinc tasques disponibles per ser executades alhora.
Cada funció que vulgui disposar d’una adreça dependrà de la tasca que l’estigui utilitzant.
La llibreria de SMPSs en temps d’execució se’n carrega de servir les funcions candidates.
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constrain i update:
Les funcions que modifiquen l’estat de la simulació a la branca de partícules i han estat
paral·lelitzades amb SMPSs són constrain i do_update. La filosofia de la paral·lelització
d’aquestes funcions és la mateixa que amb OpenMP. La millora que es pot introduir és
poder sobreposar ambdues funcions per tal que s’executin fora d’ordre. Un dels problemes
que existeix és que hi ha cassos on la comunicació és necessària entre aquestes dues funcions,
per això, en aquests casos s’ha de posar una barrera SMPSs. Al ser do_update la funció
que s’executa primer, reservarà com a paràmetre d’entrada sortida, el bloc de memòria
on modificarà tant la velocitat com la posició final de la partícula. Aleshores, si no hi ha
comunicació, la funció constrain comprovarà al moment d’escriure a les posicions de velocitat
i posició final si aquesta ha estat reservada prèviament. La funció csettle, que és la que s’ha
convertit en tasca SMPSs actualitza una matriu anomenada tensor. Es realitzarà diverses
còpies d’aquesta matriu de manera que s’hi pugui escriure sense dependència i aquesta serà
reduïda al final de la funció. Per això, és necessari un barrier en el moment d’acabar aquesta.
En aquest cas, la reducció pròpia de SMPSs també donava un problema de serialització, ja
que aquesta estructura és d’entrada sortida. S’ha decidit deixar la reducció manual ja que
al ser una matriu de tres per tres, el temps de reducció en aquest cas es negligible. Codis de
les funcions a l’apèndix seccions A.2.4 i A.2.6.
Anàlisis inicial SMPSs a partícules
A la figura 3.32 tenim un anàlisi d’una iteració de la part de partícules amb SMPSs de la
configuració d’entrada WATERBOX. A la part superior trobem l’histograma de la duració
de les diferents funcions que s’han paral·lelitzat amb SMPSs, junt amb les vistes del gradient
del temps de cada tasca amb l’identificador de quina tasca s’està executant en cada moment.
A la part inferior apareix un gràfic amb el temps agregat de la duració de cada tasca SMPSs
i les instruccions per cicle que executa cadascuna d’elles. Aquest cas és el més balancejat de
les tres configuracions d’entrada. D’aquesta figura es poden treure les següents conclusions:
• El balanceig de la duració de les funcions és positiu, ja que únicament apareix dispersió
en el cas de do_nonbonded que significa el temps de les tasques residuals quan la divisió
en blocs no està alineada.
• Tot i que sempre s’executa en el moment de ser cridada, seria favorable poder fraccionar
ewald_LRcorrection per tal d’incloure les tasques en el graf, tot i que aquest temps
- 83 -
3.2 Aplicació dels models de paral·lelisme 3 Desenvolupament del projecte
csettle(constrain)
do_f_reduction
do_update_md
do_nonbonded
ewald_LR_corr
38,57ms
0
500
1000
1500
2000
2500
Temps agregat funcions SMPSs
do_nonbonded
do_f_reduction
ew ald_LRcorr
csettle
do_update_md
m
s
1,24
0,7
0,35
0,56
Duració 
de les 
tasques
Definició 
tasques
IPC 
de les 
tasques
Figura 3.32: SMPSs profile Waterbox partícules
no dista gaire de l’execució de la tasca do_nonbonded_smpss que més temps de càlcul
requereix.
• El temps de càlcul de do_nonbonded és molt superior a les altres funcions, tot i que
també cal tenir en compte que el temps de reducció del vector de forces és elevat. Si
fos possible reconstruir els índex de les partícules de manera que es pogués saber quina
zona del vector de forces s’actualitzarà, es podria eliminar aquesta reducció aplicant
dependències de SMPSs.
• En aquesta configuració d’entrada no es realitza cap crida a calc_bonds, per això
aquesta funció no apareix a l’anàlisi.
• No es perd eficiència en quant a instruccions per cicle al aplicar SMPSs.
La figura 3.33 pertany a l’anàlisi realitzat a la configuració d’entrada TWOVERSICLES. A
la part superior de la figura es troba l’histograma filtrat només amb els temps de la funció
do_nonbonded_smpss, ja que és la més característica, les altres tenen un comportament
similar al de la figura 3.32. També es poden observar les vistes de les duracions de les
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Figura 3.33: SMPSs profile TWOVERSICLES partícules
tasques SMPSs i l’identificador d’aquestes. A la part inferior apareix el gràfic del temps
agregat de totes les funcions paral·lelitzades i la vista de les instruccions per cicle mentre
s’estan executant les tasques. El comportament del codi amb aquesta configuració d’entrada
difereix amb l’anterior, conclusions interessants que es poden extreure:
• En l’histograma de duració de les funcions, podem observar com en els processadors
centrals de la vista, hi ha tasques amb un temps molt menor mentre que als processa-
dors que es troben als límits superiors i inferiors tenen tasques amb un temps major.
Aquest comportament s’ha vist reflectit a la figura 3.26 durant la paral·lelització amb
OpenMP.
• El temps agregat de les tasques do_nonbonded_smpss és molt superior a les altres
tasques per aquesta configuració d’entrada. Apareix desbalanceig global en referència
a les tasques do_nonbonded_smpss.
• Tot i que el temps de reducció és proporcional al nombre de partícules a computar, la
seva implicació relativa és menor en aquest cas ja que les iteracions de càlcul de forces
tenen una duració major.
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Figura 3.34: SMPSs profile NUCLEOSOME partícules
• Es pot observar certes crides a les tasques calc_bonds_smpss i calc_bonds_smpss2 en-
tre l’execució de tasques de do_nonbonded així com l’execució de ewald_LRcorrections.
• En aquest cas es pot acusar una pèrdua d’instruccions per cicle en la iteració de càlcul
de forces que ve provocada pel fet d’aparèixer tasques de duració molt curta que genera
treball extra a la llibreria d’execució de SMPSs.
La figura 3.34 mostra l’anàlisi realitzat amb la configuració d’entrada NUCLEOSOME. Tal
i com s’ha realitzat abans, l’histograma de la part superior pertany únicament a la funció
do_nonbonded. Les vistes i el gràfic contenen la mateixa informació que s’ha vist prèviament.
Aquest cas és el més característic de les tres configuracions d’entrada:
• La duració de les tasques do_nonbonded_smpss està molt desbalancejada, això ve
provocat pel fet de que la pròpia configuració d’entrada no té les partícules repartides
de manera uniforme. Tot i això el balanceig global ha millorat respecte a la versió
MPI.
• En aquest cas, do_nonbonded_smpss segueix sent la funció que més temps de càlcul
necessita, però també es pot observar com apareixen més crides a calc_bonds.
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• En el fil principal de cada node, es pot observat un temps inicial on no s’està executant
cap tasca SMPSs. El fet que provoca aquest comportament és la creació de totes les
tasques SMPSs que s’han d’executar. Aquest temps també és característic en les altres
dues configuracions d’entrada, però al ser el temps de la iteració molt menor, la seva
implicació és major.
• La separació entre la crida a do_update_md i csettle indica que existeix comunicació
MPI entre aquestes dues ja que la simulació ho requereix, per tant, existeix un barrier
entre una i l’altra.
• Apareix una dispersió en quant a instruccions per cicle. Aquesta dispersió va des de
0,7 en la tasca menys eficient fins a 1,22. Tot i això, la mitja durant aquesta part de
càlcul és 0,9.
3.2.2.2 SMPSs a PME
En aquesta branca del codi, s’ha paral·lelitzat totes les funcions que havien estat paral·lelitzades
a la secció 3.2.1.2 més la funció calc_idx. Per aprofitar al màxim les característiques de
SMPSs, s’ha generat les diferents tasques de manera que es poden executar fora d’ordre, és
a dir, que no serà necessari una barrera fins que la última d’aquest grup acabi d’executar
totes les tasques pendents. Aquest grup de tasques són calc_idx, make_bsplines i spre-
ad_q_bsplines. Les tres funcions iteren sobre el mateix nombre de partícules, per aquesta
raó, la divisió en blocs ha de ser equivalent i això permet gestionar les dependències entre es-
tructures. A la figura 3.35 es mostra les dues estructures que discriminaran les dependències
entre les tres funcions. La funció calc_idx té com a paràmetres de sortida un bloc d’ele-
ments d’ambdues estructures idx i fractx. Les altres dues funcions tenen com a paràmetres
d’entrada el bloc d’una d’aquestes funcions. La dependència que es genera és llegir després
d’escriure. En el moment que la tasca calc_idx ha finalitzat, podran executar-se les dues
tasques de make_bsplines i spread_q_bsplines que requereixin el bloc de la tasca acabada.
La funció solve_pme es troba entre dues fases de comunicació que requereixen un funciona-
ment sèrie per tal d’obtenir les dades, per aquesta raó, és necessari programar una barrera
al final d’aquesta. El mateix problema existeix a la funció gather_f_bsplines.
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idx fractx
calc_idx
Zona de memoria reservada com 
a sortida per calc_idx
make_bsplines
spread_q
_bsplines
Figura 3.35: Estructura dependències calc_idx, make_bsplines i spread_q_bsplines
calc_idx:
Aquesta funció ha estat paral·lelitzada de manera directa tal i com es fa a OpenMP. El
bucle itera des de zero fins a un cert nombre de partícules linealment pel que no existeix
cap dependència dins d’aquesta funció. Al voler sobreposar les tres funcions i deixar al
planificador de SMPSs decidir quines tasques executar, s’ha de tenir en compte el tema de
les dependències entre aquestes. En el cas de calc_idx, existeixen dues estructures de sortida
que poden tenir conflicte amb les dos funcions següents i per aquesta raó es passa com a
paràmetre de sortida a la funció SMPSs. En el cas que qualsevol altra funció tingui com a
paràmetre d’entrada el bloc on està treballant calc_idx, haurà d’esperar a que aquest acabi.
Codi de la funció a A.2.5.
make_bsplines:
La funció make_bsplines itera sobre el mateix nombre que calc_idx, i segons els paràmetres
d’entrada, va generant una estructura de sortida. Aquesta funció necessita llegir uns valors
on ha escrit calc_idx. Al ser declarada com a sortida en la funció anterior i com a entrada en
aquesta, si hi ha conflicte entre dos blocs d’aquestes estructures, es generarà una dependència
que no permetrà executar make_bsplines_smpss fins que no hagi acabat calc_idx_smpss.
Veure codi a la secció A.2.7.
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spread_q_bsplines:
Per a aquesta funció s’ha hagut de generar una estructura temporal per guardar els valors
que aquesta funció va generant i poder reduir-los després. Una altra característica és que fa
servir com a paràmetre d’entrada de la funció SMPSs un paràmetre de sortida de calc_idx,
generant dependència en cas de conflicte. Codi a la secció A.2.8 de l’apèndix.
solve_pme:
S’han introduït canvis en la paral·lelització d’aquesta funció respecte a la realitzada amb
OpenMP. Tal i com es va veure, el bucle on es va aplicar la paral·lelització tenia casos on
el nombre d’iteracions era massa baix per poder generar una bona repartició del càlcul. Per
aquesta raó, s’ha decidit paral·lelitzar amb un nivell per sota. El bucle paral·lelitzat es crida
diverses vegades ja que està inclòs en un bucle superior. S’ha decidit fixar el tamany de bloc
en 2, per tal de disposar de 2*nombre_iteracions tasques en cada iteració. És necessari una
barrera per assegurar que totes les tasques han estat executades ja que les dades generades
per aquesta funció són necessàries en el següent pas. Codi de la funció: A.2.9.
gather_f_bsplines:
Aquesta funció s’ha paral·lelitzat en blocs segons el nombre de partícules existents. Es
generen uns càlculs depenent de la partícula sobre la qual s’estigui iterant i s’actualitza el
vector de forces d’aquesta partícula. El que permet el fet que cada iteració només actualitzi
la posició de l’índex és poder paral·lelitzar-la sense dependències internes. Tot just acabar
la funció hi ha una barrera ja que després intervé una fase de comunicació que necessita del
càlcul d’aquestes forces. Veure el codi a l’apèndix secció A.2.10.
Anàlisis inicial SMPSs a PME
La figura 3.36 mostra l’anàlisi de les tasques SMPSs de les funcions paral·lelitzades a la
branca de PME. A la part superior, s’ha realitzat un histograma per cadascuna de les
diferents tasques, mostrant el seu temps d’execució. Les vistes pertanyen a la duració útil de
les tasques, l’identificador i l’IPC d’aquestes. També apareix el gràfic amb el temps agregat
que tenen cadascuna en la iteració. Es pot veure que:
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Figura 3.36: SMPSs profile WATERBOX PME
• En la vista dels identificadors de les tasques, es pot veure com es sobreposen les tres
tasques inicials de la part de PME. Això ve provocat pel fet de que totes les tasques
a executar són introduïdes al graf de dependències i el planificador va decidint quines
s’executen en cada moment tenint en compte les dependències. L’eliminació de barreres
entre les funcions provoca un augment de la eficiència, ja que cap processador romandrà
en estat inactiu.
• Existeixen dos grups balancejats dins de les tasques make_bsplines_smpss. Aquest
desbalanceig queda amortit al sobreposar les tres tasques. Un desbalanceig semblant
apareix a les tasques spread_q_bsplines_smpss.
• Les tasques calc_idx i solve_pme estan balancejades. A les tasques gather_f_bsplines
apareixen algunes que tenen una duració superior, provocant un desbalanceig abans
no es pugui realitzar la comunicació.
• Existeix bona part del codi en el que no s’executa cap tasca SMPSs. En aquest espai
majoritàriament es porten a terme col·lectives i comunicacions MPI. També hi ha una
part sèrie del codi on es realitzen els càlculs que pertanyen a la llibreria FFT.
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Figura 3.37: SMPSs profile TWOVERSICLES PME
• Les instruccions per cicle equivalen al valor de la mitja per cada funció.
S’estudiarà ara l’anàlisi realitzat a les tasques SMPSs de la part PME amb la configuració
d’entrada TWOVERSICLES. A la figura 3.37, l’histograma, les vistes i el gràfic són els
mateixos que en el cas de WATERBOX:
• En aquest cas, també apareix sobreposició entre les tres tasques inicials.
• Es pot notar un comportament diferent en el temps dedicat a les tasques en els proces-
sadors que apareixen per la meitat de l’histograma (exceptuant calc_idx i solve_pme).
Com ja s’ha vist en la secció 3.1.2, aquests tenen un nombre menor d’instruccions ja
que la mostra no està completament balancejada.
• Existeix un node on les tasques solve_pme comencen més tard que la resta. Aquest fet
és provocat per la comunicació global que precedeix el càlcul però queda compensada
en la següent comunicació global.
Finalment es pot observar a la figura 3.38 l’anàlisi de les diverses tasques SMPSs a la part
de càlcul d’energies pel cas NUCLOSOME. Les conclusions que es poden treure d’aquest
anàlisi són:
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Figura 3.38: SMPSs profile NUCLEOSOME PME
• El temps de càlcul de les tres primeres tasques no és suficient per tal de realitzar
la sobreposició de les tres funcions. El desbalanceig que apareix en aquest punt és
la conseqüència del començament ja desbalancejat de les tasques. Localment estan
balancejades.
• Es pot veure als diferents histogrames com amb aquesta configuració d’entrada, les
tasques estan més balancejades localment que en els altres casos.
• En aquest cas, la tasca spread_q_bsplines_smpss s’executa durant més temps de càlcul
que la tasca solve_pme.
• Sembla ser que hi ha una pèrdua d’instruccions per cicle en aquest cas. La causa és
que s’hauria d’ajustar el tamany de bloc per tal de poder repartir millor la feina en
tasques, ja que la configuració d’entrada és substancialment menor que els altres dos
casos.
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Capítol 4
Anàlisi dels resultats
En aquest capítol es realitzarà una comparació dels resultats obtinguts amb les tres imple-
mentacions del codi de Gromacs. Després, es farà una valoració d’aquests resultats. Per
realitzar l’anàlisi, es farà servir l’execució amb la configuració d’entrada NUCLEOSOME i
128 processadors de MareNostrum. En el cas MPI, són 32 nodes amb 4 tasques MPI per
node, en el cas OpenMP i SMPSs són 32 nodes amb 4 fils d’execució per node.
A OpenMP es fa servir la versió millorada de la funció solve_pme, utilitzant la paral·lelització
de grau fi. A SMPSs, es fa servir una mida de bloc de 5 en la funció do_nonbonded, d’aquesta
manera es podrà realitzar la comparació amb el planificador dinàmic de mida 5 d’OpenMP.
També es realitzarà una explicació de la verificació científica dels resultats generats per
Gromacs. Aquesta verificació s’ha anat realitzant en cada canvi que s’ha aplicat al codi
durant el desenvolupament del projecte.
4.1 Anàlisi de les modificacions
Cal tenir en compte que la major part de l’anàlisi de les funcions paral·lelitzades tant amb
OpenMP com amb SMPSs ha estat realitzada durant la secció 3.2. Tot i això, manca fer
una comparació dels tres models que hi ha de Gromacs per tal de poder extreure conclusions
i possibles aplicacions futures.
En aquesta secció es realitzarà la comparació entre la versió original en MPI, la versió
paral·lelitzada amb OpenMP i la versió SMPSs. Amb la paral·lelització realitzada durant el
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desenvolupament del projecte, no s’espera directament una millora de l’eficiència global del
programa ja que segons la llei d’Amdahl vista a la secció 2.2.1.1 el guany de rendiment que
s’obté està limitat per la part no paral·lelitzada del codi.
Per realitzar l’anàlisi de les modificacions, es compararà l’extracció de mesures de rendiment
de tres execucions de la mateixa configuració d’entrada. Primerament es farà una comparació
entre la versió MPI i MPI/OpenMP, després, MPI contra MPI/SMPSs i finalment OpenMP
contra SMPSs. S’exposaran les conclusions de cada un d’aquests casos.
4.1.1 MPI vs MPI/OpenMP
S’analitzarà ara una traça on es pot observar les instruccions per cicle de les funcions del
codi on s’hi ha treballat durant el desenvolupament del projecte.
MPI
OpenMP
Càlcul 
forces
Pèrdua 
eficiència
Figura 4.1: MPI contra MPI/OpenMP
La figura 4.1 mostra dues vistes amb la mateixa escala de temps de les execucions amb
128 processadors de NUCLEOSOME. La vista superior pertany a l’execució amb MPI, i la
inferior OpenMP.
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Es pot observar que el temps d’una iteració augmenta en el cas d’OpenMP. Aquest fet ve
provocat per diverses raons:
• En el cas de les parts de càlcul, les parts que no han estat paral·lelitzades amb OpenMP,
són executades per 32 processadors (tasques MPI) en el cas d’OpenMP i per 128 pro-
cessadors en el cas MPI. Això provoca que aquestes parts s’executin aproximadament
quatre cops més ràpid en el cas MPI que en OpenMP.
• A la regió de càlcul de forces, també apareix una penalització provocada en aquest cas
per la llibreria d’OpenMP. El fet més característic que provoca aquesta penalització és
que existeixen parts on el fil principal de cada node està realitzant feina de gestió de
la llibreria d’OpenMP: obrir fils, tancar fils, etc).
• Cal notar que la reducció dels vectors temporals d’emmagatzemament de forces suposen
també una càrrega de temps en l’algoritme en l’execució OpenMP.
MPI
OpenMP
Figura 4.2: Comunicacions MPI contra MPI/OpenMP
• El temps emprat per les comunicacions és menor en el cas d’OpenMP, ja que el nom-
bre de comunicacions es redueix en un factor de quatre (128 contra 32 processadors
comunicant). Aquesta reducció es pot observar a la figura 4.2 on apareixen les crides
MPI d’ambdós casos. Tot i això el guany de la reducció del nombre de comunicacions
no compensa la pèrdua de rendiment amb aquest nombre de processadors. En diversos
estudis realitzats per l’equip de suport d’Operacions del BSC-CNS, s’ha demostrat que
la versió MPI de Gromacs escala fins a 256 processadors a MareNostrum, en algun cas
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arriba a 512 depenent de la configuració d’entrada. S’hauria de realitzar un conjunt de
jocs de proves fins a 4096 processadors MPI contra 1024 nodes més 4 fils OpenMP per
node. Aquestes proves no han estat possibles durant el temps de realització del pro-
jecte ja que és necessari un manteniment de la màquina per poder disposar d’aquests
recursos. Es pot afirmar de que en casos on el nombre de tasques MPI superés les 512,
les comunicacions i el desbalanceig de càrrega reduirien notablement la eficiència. I és
en aquest cas on el segon nivell de paral·lelització OpenMP milloraria l’escalabilitat
amb el mateix nombre de recursos. A més, la disposició del consorci europeu DEI-
SA pot permetre proves en d’altres supercomputadors que disposen d’un nombre més
elevat de nodes i processadors per node.
4.1.2 MPI vs MPI/SMPSs
S’analitzarà ara la versió de SMPSs envers la original amb només MPI. Com en el cas
anterior, la figura 4.3 mostra les instruccions per cicle de les funcions paral·lelitzades amb
SMPSs.
En aquest cas, l’augment en el temps d’execució és major que en el cas d’OpenMP. Les
conclusions que es poden treure són:
• Les parts no paral·lelitzades penalitzen amb quatre vegades el temps d’execució en el
cas de SMPSs. Mentre que el nombre de comunicacions són les mateixes que a la figura
4.2.
• La llibreria SMPSs també té una sobrecàrrega a l’hora de crear i gestionar les depen-
dències de totes les tasques. A la part inferior de la figura es pot veure que en certs
casos aquest temps ocupa gairebé la totalitat de les funcions. En aquest cas, el nom-
bre de partícules a calcular és baix, fent que el temps de creació i gestió augmenti en
proporció. Això provoca que no es pugui executar amb la totalitat de processadors
disponibles les tasques paral·leles.
• També hi participa el temps extra de les tasques de reducció dels vectors de forces.
• El comportament a l’hora d’escalar amb SMPSs és similar al d’OpenMP. En aquest
cas també es veuria millora a la versió paral·lelitzada amb SMPSs en execucions on el
nombre de processadors fos elevat.
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MPI
SMPSs
Temps processador 
principal crear tasques i 
gestionar dependències
Figura 4.3: IPC MPI contra MPI/SMPSs
4.1.3 OpenMP vs SMPSs
En aquesta secció es realitzarà la comparació entre les dues paral·lelitzacions, OpenMP i
SMPSs. Les dues simulacions han estat llençades amb la mida de bloc igual a cinc, pel que
cadascuna d’elles té el mateix nombre de blocs a calcular en el cas de do_nonbonded.
A la figura 4.4 es pot observar la comparació entre dues vistes amb la mateixa escala de temps
cadascuna d’una execució de Gromacs. La superior, ha estat llençada amb la versió paral·lela
del model SMPSs, i la inferior, amb el model OpenMP. En cada iteració de Gromacs, en el
cas OpenMP el planificador és dinàmic amb blocs de cinc elements, i en el cas SMPSs s’ha
definit en el codi que es divideixi el nombre de partícules a calcular en blocs de mida cinc.
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SMPSs
OpenMP
Figura 4.4: IPC SMPSs contra OpenMP
Es pot observar que el temps d’una iteració és menor amb OpenMP que amb SMPSs. Les
raon d’aquest fenomen són:
• Tenint en compte que cada paral·lelització realitza el mateix nombre de blocs, es pot
veure com en el cas d’OpenMP, aquests blocs d’iteració estan més compactes que en la
versió SMPSs. El planificador en temps d’execució d’OpenMP no gestiona cap tipus
de dependència perquè no hi ha, cada fil utilitza el vector temporal indexat amb el seu
identificador OpenMP [0..3]. En el cas de SMPSs en canvi, el planificador si que ha de
gestionar les dependències i reconstruir el graf cada cop que una tasca ha acabat i ha
alliberat una posició de memòria. Aquest fet provoca un treball extra donat l’elevat
nombre de tasques que ha de servir per node. Augmentant la mida del bloc es reduiria
el nombre de tasques fent que aquesta sobrecàrrega de treball sigui menor. A la figura
4.5 es pot observar les funcions que executa cada aplicació del model de paral·lelisme.
• Si existeix alguna dependència que obligui a esperar una tasca a que s’alliberi una
posició de memòria i no hi hagi cap altra tasca preparada per ser executada, el pro-
cessador estarà en espera, perdent temps d’execució. En aquest cas es diu que hi ha
serialització en les tasques.
- 98 -
4 Anàlisi dels resultats 4.1 Anàlisi de les modificacions
SMPSs
OpenMP
Figura 4.5: Funcions paral·lelitzades SMPSs i OpenMP
En el cas de SMPSs, amb l’objectiu de trobar una bona mida de bloc s’ha de tenir en
compte tant la sobrecàrrega de feina introduïda pel planificador de SMPSs com el nombre
d’estructures temporals i fils que s’executaran en paral·lel per evitar la serialització de les
tasques. Per tal de poder trobar un equilibri òptim entre els dos factors, s’ha definit el
tamany de bloc dinàmic de vint tasques per processador. S’ha de tenir en compte que en
algunes iteracions, el nombre de partícules que s’ha de calcular, és inferior al nombre en el
que s’ha de realitzar la divisió en blocs. En aquests casos, només hi haurà un únic bloc amb
totes les partícules que s’han de calcular.
El fet d’haver treballat amb el model SMPSs ha permès un constant contacte amb els desen-
volupadors que ha permès la millora d’algunes funcionalitats de la llibreria en temps d’execu-
ció. Al ser un model en desenvolupament, existien encara alguns casos d’us els quals encara
podien oferir un major rendiment. La realització d’aquest projecte ha permès millores en
aquest sentit.
En el cas de la paral·lelització amb el model OpenMP, la possibilitat de millora ve limita-
da per la pròpia implementació del model. Sí que existeixen possibles millores a realitzar
com per exemple la reducció de vectors automàtica o el balanceig dinàmic de càrrega. La
característica principal que ofereix la versió paral·lelitzada amb SMPSs és que el fet d’haver
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convertit les funcions principals de Gromacs en tasques ofereix un ampli ventall de millo-
res. Les dues millores principals aplicables a curt plaç són el balanceig dinàmic de càrrega
i la conversió de les crides MPI a tasques, oferint la possibilitat de sobreposar càlcul amb
comunicació.
L’evolució de la supercomputació s’està decantant cap a la inclusió d’acceleradors del ti-
pus gràfic als supercomputadors per tal realitzar càlculs intensius: GPU. L’arquitectura
d’aquests processadors obliguen als desenvolupadors d’aplicacions a utilitzar un altre llen-
guatge de programació, feina que genera una complexitat elevada per una portabilitat eficient
dels seus codis. La principal característica dels models de programació STARSs és que la
mateixa sintaxi de conversió en tasques pot ser utilitzada en tots els models desenvolupats.
Conseqüentment, es podrà utilitzar en un futur la versió desenvolupada amb SMPSs de
Gromacs per executar simulacions a una màquina amb acceleradores utilitzant el model que
estan desenvolupant anomenat GPUSs1[EQO09]. Aquest model permetrà executar la versió
paral·lelitzada amb SMPSs sense haver d’aplicar gaires canvis al codi ni tenir la necessitat
de conèixer l’arquitectura interna d’aquests tipus de processadors.
4.2 Verificació dels resultats
En referència a la validació dels resultats de les modificacions al codi de Gromacs, durant la
visita del desenvolupador del codi es va establir un senzill protocol per tal de poder verificar
que aquests són correctes. Aquest protocol consisteix en:
• Revisar si les energies del primer pas de l’algoritme són iguals, posant èmfasi a les
parts del càlcul de forces, que són els camps LJ-14 i Coulomb-14 i la temperatura.
Started mdrun on node 0
Step Time Lambda
0 0.00000 0.00000
Energies (kJ/mol)
Bond Angle Proper Dih. Ryckaert -Bell. LJ -14
3.497e+02 4.517e+04 2.093e+03 5.772e+04 2.456e+04
Coulomb -14 LJ (SR) Coulomb (SR) C oul. recip. Potential
2.758e+03 1.949e+05 -1.942e+06 -5.195e+05 -2.134e+06
Kinetic En. Total Energy Temperature Pressure (bar) Cons. rmsd ()
3.873e+05 -1.746e+06 3.067e+02 1.277e+03 4.481e-06
1GPU Superscalar
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• La temperatura s’ha de mantenir estable en el valor mitjà de la simulació:
<====== ############### ==>
<==== A V E R A G E S ====>
<== ############### ====== >
Bond Angle Proper Dih. Ryckaert -Bell. LJ -14
1.695e+04 4.394e+04 2.059e+03 5.754e+04 2.238e+04
Coulomb -14 LJ (SR) Coulomb (SR) C oul. recip. Potential
-3.625e+03 1.974e+05 -1.941e+06 -5.180e+05 -2.123e+06
Kinetic En. Total Energy Temperature Pressure (bar) Cons. rmsd ()
3.784e+05 -1.744e+06 2.995e+02 1.045e+01 0.000e+00
• Finalment revisar que la diferència dels nombres entre una execució MPI i una execució
amb els canvis establerts no suposin una diferència exagerada.
És normal que existeixi una variació en els nombres, ja que la descomposició del domini en
cada simulació és diferent. També afecta l’ordre en el que s’executen les funcions de càlcul
de coma flotant en l’apreciació dels decimals del resultat final en nombres Reals.
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Capítol 5
Planificació i Anàlisi econòmic
L’objectiu d’aquest capítol és donar una idea del cost del treball realitzat durant el projecte.
La primera part mostra la planificació pel projecte per a després comptar, per una banda,
les hores dedicades a la realització del mateix i, per altra banda, el cost de l’equipament
de la plataforma de mesures on s’han realitzat les proves, donant finalment el total del cost
econòmic que suposaria aquest projecte.
5.1 Planificació
En les següents línies es fa un repàs de la planificació temporal d’aquest projecte. A la figura
5.1 es troba el gràfic corresponent a aquesta planificació. El gràfic te una resolució setmanal,
i va des de finals d’Abril del 2009 fins a mitjans de Juny del 2010. En ell es pot comprovar
visualment l’evolució de les diferents parts que formen el projecte i la seva relació. A grans
trets, s’ha dividit el projecte en cinc etapes principals i diferenciades: estudi del codi del
projecte, estudi del model de programació, desenvolupament, estudi i proves dels models
aplicats i per últim la documentació del projecte, que inclou aquesta memòria.
Com a qualsevol projecte, cal començar amb una recerca d’informació sobre el tema, definir
els objectius i acotar la feina a realitzar. Aquesta tasca és la que queda reflectida com a
concepció del projecte. Inclou la recerca d’informació sobre l’estat de l’art, així com l’elecció
de les eines i l’aplicació a utilitzar. Un cop decidit prendre Gromacs com a punt de partida,
s’ha dut a terme un estudi més en profunditat del seu funcionament i s’ha utilitzat Paraver
per extreure mesures de rendiment. Cal tenir en compte que durant la instal·lació i preparació
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Figura 5.1: Planificació general del projecte
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de l’entorn per executar Gromacs, es van trobar alguns problemes de compatibilitat entre
l’aplicació i l’eina d’extracció de mesures de rendiment. Durant aquesta fase, també es va
començar el contacte amb els desenvolupadors.
Posteriorment es troba la fase d’estudi del model de programació escollit: SMPSs. Durant
aquesta fase es va estudiar el seu funcionament i implementació. Es va fer una instal·lació
especial en un directori local havent configurat el compilador de SMPSs per a que utilitzés el
compilador d’IBM. També es van realitzar alguns exemples de funcionament a MareNostrum.
Un cop realitzada tota la etapa de documentació i formació es va passar a realitzar el desen-
volupament del projecte. Inicialment es va portar a terme un estudi inicial de Gromacs
per a trobar els punts dèbils del codi. La primera versió paral·lela que es va implementar
va ser OpenMP. Durant la fase d’implementació d’OpenMP es va realitzar la visita d’un
dels desenvolupadors del codi al BSC-CNS. Tenint com a referència la versió OpenMP, es
desenvolupar la paral·lelització en SMPSs.
Una de les fases més extenses ha estat la de estudi i proves dels models aplicats. Com es
pot observar a la figura 5.1, les fases d’estudi d’OpenMP i la de SMPSs s’han sobreposat.
Això és degut a que durant la fase d’estudi, es van realitzar diverses modificacions en el
codi per tal d’obtenir una versió sense errors i el més òptima possible de la paral·lelització.
Molts canvis que afectaven a un model es replicaven en l’altre. Un cop realitzat l’estudi dels
models es va portar a terme l’estudi dels resultats finals. En aquesta fase també va haver
algunes modificacions en el codi.
Per últim, es contempla també l’etapa de documentació del projecte, que inclou tant aquesta
memòria com l’informe previ que es va realitzar a mitjans de març. La memòria es va
començar a escriure un cop acabada la primera versió de les paral·lelitzacions, de manera
que ja hi havia versions estables sobre les que treballar i els canvis des d’aquell moment
havien de ser menors. Com es pot veure, s’ha compaginat la realització de la documentació
amb la fase d’estudi i prova dels models.
5.2 Anàlisi econòmic
En aquesta secció es comptabilitza el cost total de realització del projecte, comptant els
costos relatius a la implementació dels models de paral·lelització i els costos derivats de la
realització dels experiments.
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5.2.1 Cost de la implementació
El cost d’implementació incorpora les hores d’anàlisi i programació de les diverses parts del
projecte. Això inclou l’estudi del codi de Gromacs, l’estudi dels models de paral·lelització,
les modificacions en el codi i l’anàlisi dels diversos estudis realitzats. Les hores invertides es
divideixen en dos perfils:
• Analista: Persona encarregada de dissenyar i planificar les tasques de programació.
• Programador: Persona que realitza totes les tasques de programació..
La taula 5.1 mostra el cost d’implementació del sistema complet.
Perfil Hores Preu/hora Total
Analista 520 50 e 26000 e
Programador 290 30 e 8700 e
Total 34700 e
Taula 5.1: Cost d’implementació
5.2.2 Cost de l’equipament
El següent apartat correspon al cost de l’equipament utilitzat per realitzar el projecte. Els
equips utilitzats han estat el portàtil i MareNostrum. L’equip portàtil és també l’eina de
treball per a realitzar altres tasques a part del projecte, i es pren com a període d’amortització
d’aquest 3 anys, on l’ús aproximat d’aquest han estat 12 mesos. Per tant, l’amortització
d’aquest equipament és del 15%.
Donat que els recursos de supercomputació que han intervingut en el projecte no s’han uti-
litzat ni molt menys exclusivament per a aquest treball, es comptabilitza el seu ús segons les
hores de càlcul utilitzades tal com si es tractés d’un usuari extern. No tindria sentit incloure
en els costos del projecte el cost d’adquisició i manteniment dels grans supercomputadors de
que disposa el centre.
La taula 5.2 mostra els costos de l’equipament per al desenvolupament del projecte.
Concepte Unitats Amortització Cost Total
Equip portàtil 1 0.15 1500 e 225 e
Hores de supercomputador 38000 1 0.15 e 5700 e
Total 5925 e
Taula 5.2: Cost de l’equipament utilitzat
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5.2.3 Cost total
Finalment, el cost total del projecte es reflecteix a la taula 5.3 amb la suma dels costos
d’implementació i els costos derivats de l’equipament.
Concepte Cost
Cost implementació 34700 e
Cost equipament 5925 e
Total 40625 e
Taula 5.3: Cost total del projecte
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Capítol 6
Conclusions i treball futur
En aquest capítol final del projecte es fa un breu resum del treball realitzat i s’exposen les
conclusions que se’n poden extreure. La primera part del capítol està enfocada a resumir les
tasques realitzades i la següent part a descriure les futures aplicacions i el treball que pot
derivar d’aquest projecte.
6.1 Conclusions
L’objectiu principal d’aquest projecte era escollir una aplicació real, altament utilitzada
en els centres de supercomputació. Un cop escollida i estudiada, aplicar un segon nivell
de paral·lelisme utilitzant el model OpenMP i posteriorment una versió híbrida utilitzant
l’estàndard MPI amb el model de programació SMPSs.
Es pot afirmar doncs que s’ha assolit l’objectiu establert a l’inici del projecte. El resultat
ha estat la creació de dues versions del codi de Gromacs adaptades amb els models de
programació OpenMP i SMPSs.
Alhora, també s’ha realitzat un estudi avançat de l’aplicació per tal d’oferir als desenvolupa-
dors del codi informació útil i valuosa sobre les fortaleses i les debilitats en els seus algoritmes
i ordenació de les estructures de dades.
Un dels problemes que ha afrontat el projecte ha estat el continu desenvolupament del codi a
l’hora que el model de paral·lelització SMPSs per part de terceres persones. Això ha implicat
que durant el desenvolupament, s’hagi hagut d’instaurar noves tècniques o algoritmes per
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tal d’obtenir la millora dels últims canvis realitzats, fet que ha endarrerit aquesta fase del
projecte. Per això, s’ha convertit en tasca complicada definir les fites en la fase de desenvo-
lupament del projecte. En un desenvolupament d’aquest tipus, sempre sorgeixen noves idees
o possibles millores en els algoritmes.
Com a conclusió general, cal dir que els resultats obtinguts amb l’aplicació dels models de
paral·lelització no han implicat una millora en l’eficiència, però sí s’ofereix la possibilitat i el
potencial de realitzar diverses tècniques i estratègies per tal d’aconseguir una millora en el
rendiment global. L’objectiu principal d’un projecte final de carrera és posar en pràctica tots
els coneixements obtingut durant els anys d’estudi a la facultat. Per tant, aquest projecte
final de carrera ha estat especialment interessant perquè ha permès aplicar els coneixements
de diverses branques apreses durant aquests anys. Com per exemple: estructures de da-
des, algoritmes, programació en multiprocessadors, arquitectures de computadors, codis de
programació, eines d’extracció de mesures de rendiment... També s’han pogut aplicar co-
neixements adquirits durant l’etapa laboral al centre BSC-CNS, i alhora aprendre conceptes
que seran de ben segur útils en el futur. En general, el projecte ha estat molt enriquidor a
nivell personal.
Per últim, no es pot tancar aquesta secció sense recalcar la filosofia oberta en quant a co-
operació que ha guiat aquest projecte. S’ha disposat d’una aplicació existent i altament
utilitzada per part de terceres persones amb l’objectiu d’oferir millores. S’ha utilitzat també
un model de programació desenvolupat al mateix centre que ha estat l’embolcall del projecte.
Fruit d’això, durant la realització del projecte s’ha establert una bona relació entre persones
de diferents departaments de la supercomputació en el BSC-CNS. A part, també s’ha es-
tablert una relació amb els desenvolupadors del codi, els quals tenen la intenció d’introduir
tècniques de paral·lelització en fils a la nova versió del codi.
6.2 Treball futur
El resultat d’aquest projecte representa una primera versió paral·lelitzada del codi, que
tot i servir de referent a l’hora de paral·lelitzar d’altres aplicacions, es necessari aplicar-hi
millores o ampliacions en diversos aspectes. Bona part de les millores que s’exposen en
aquesta secció són objectius que no han entrat dins de les fites d’aquest projecte. Algunes
d’aquestes propostes ja han estat exposades al llarg de la descripció del projecte, però pot
resultar útil recollir-les, ja que han de marcar el camí futur.
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Un dels primers punts té a veure amb la reducció de les estructures temporals, ja que s’ha vist
que aquestes representen un temps important que hauria de ser pal·liat. En el cas d’OpenMP,
la versió actual no suporta reduccions de vectors automàtiques, tot i que en un futur, està
pensat instaurar aquestes reduccions gestionades per la pròpia llibreria d’OpenMP. En el cas
de SMPSs, s’han pensat diverses tècniques de millora de l’algoritme de reducció. L’objectiu
en aquest cas seria aprofitar els processadors que s’han quedat sense tasques per a que
poguessin detectar quines estructures ja estan preparades i començar a reduir abans d’hora.
Tot i això el punt de les reduccions en el càlcul de forces no és de gran importància ja
que una de les principals millores és la sobreposició de càlcul amb comunicació. Existeix
una proposta de sobreposició de càlcul amb comunicacions MPI utilitzant el sistema híbrid
MPI/SMPSs[MLAV10]. Ara per ara no és possible l’aplicació d’aquesta proposta a causa
de l’ordenació de les partícules en les estructures de dades de Gromacs. Es té la idea de
la possible implementació que permetria aquest fet, però la reordenació actual del vector
implicaria un temps de càlcul superior al guany. Per realitzar de manera eficient aquesta
reordenació, s’ha de canviar algunes estructures de dades i algoritmes interns de Gromacs.
Per realitzar aquesta tasca, és imprescindible comptar amb la col·laboració dels desenvolu-
padors de Gromacs. Amb aquesta tècnica, es podria dividir en blocs directament el vector
de forces sabent a priori a quin bloc de posicions incidirà cada partícula. Per això ja no seria
necessari realitzar la reducció al acabar el càlcul.
Un segon punt de millora interessant seria l’aplicació del balanceig dinàmic en el nombre de
processadors de cada tasca MPI[GCL09]. La idea d’aquesta tècnica és utilitzar els proces-
sadors que estan bloquejats en alguna comunicació per realitzar tasques SMPSs d’un altre
procés MPI. Amb això s’aconseguirà mitigar el desbalanceig entre tasques MPI, ja que les
que hagin acabat abans el càlcul pertinent puguin ajudar a d’altres que disposen de més
treball a realitzar.
Com ja s’ha vist al capítol 4, el fet de disposar de la versió SMPSs del codi, permetrà la
conversió de manera automàtica a qualsevol dels altres models de STARSs. Aquests models
estan implementats per a diverses arquitectures no homogènies amb l’objectiu de reduir la
complexitat per als desenvolupadors de codi a l’hora de programar.
Finalment, un dels objectius generals a aconseguir en aquest treball futur seria la integració
cada cop més intensa del desenvolupament dels dos models en el codi de Gromacs. S’hauria de
mantenir la comunicació i la bona sintonia amb els desenvolupadors del codi per tal de poder
realitzar entre tots una pròspera cooperació entre experts d’arquitectura de computadors i
experts en dinàmica molecular.
- 111 -
6.2 Treball futur 6 Conclusions i treball futur
- 112 -
Capítol A
Llista de funcions del codi
A.1 OpenMP
A.1.1 Funció update
#pragma omp parallel for firstprivate(gf ,ga ,gt) \
private(w_dt ,lg ,d,vn ,vv ,u,va,vb) schedule( s ta t i c )
for (n=start; (n<end); n++) {
w_dt = invmass[n]*dt;
i f (cFREEZE)
gf = cFREEZE[n];
i f (cACC)
ga = cACC[n];
i f (cTC)
gt = cTC[n];
lg = tcstat[gt]. lambda;
for (d=0; d<DIM; d++) {
vn = v[n][d];
i f ((ptype[n] != eptVSite) && (ptype[n] != eptShell) && !
nFreeze[gf][d]) {
vv = lg*(vn + f[n][d]*w_dt);
/∗ do not s c a l e t h e mean v e l o c i t i e s u ∗/
u = gstat[ga].u[d];
va = vv + accel[ga][d]*dt;
vb = va + (1.0-lg)*u;
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v[n][d] = vb;
xprime[n][d] = x[n][d]+vb*dt;
} e l se {
v[n][d] = 0.0;
xprime[n][d] = x[n][d];
}
}
}
Listing A.1: do_update_md
A.1.2 Funció do_nonbonded
/∗ Creac io e s t r u c t u r e s t empo ra l s ∗/
rvec** tf;
int thread;
nthread = omp_get_max_threads ();
/∗ snew r e s e r v a l ’ e s p a i de memoria a d i e n t per a l ’ e s t r u c t u r a ∗/
snew(tf,nthread);
snew(tfshift ,nthread);
snew(tegnb ,nthread);
snew(tegcoul ,nthread);
for (thread =0; thread <nthread; thread ++) {
snew(tf[thread],mdatoms ->nr);
snew(tfshift[thread],SHIFTS);
snew(tegnb[thread],neg2);
snew(tegcoul[thread],neg2);
}
/∗ s e p a r a c i o de l ’ e s t r u c t u r a en b l o c s i c r i d a a f u n c i o de c a l c u l ∗/
bs=(nlist ->nri/omp_get_max_threads ())/20;
nb=(nlist ->nri + bs - 1)/bs;
#pragma omp parallel for private(is,nri)
for (b=0; b<nb; b++) {
is = b*bs;
nri = min(bs,nlist ->nri -is);
/∗ Ca l l t h e a p p r o p r i a t e nonbonded k e r n e l f u n c t i o n ∗/
(* kernelptr)( nri ,nlist ->iinr+is,
...
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tf[omp_get_num_thread ()],
tfshift[omp_get_num_thread ()],
tegcoul[omp_get_thread_num ()],
tegnb[omp_get_thread_num ()],
...);
}
/∗ r e d u c c i o de l e s dades t empora l s a l s v e c t o r s o r i g i n a l s ∗/
#pragma omp parallel for schedule( s ta t i c ) private(thread)
for (ai=0;ai <mdatoms ->nr;ai++){
for (thread =0; thread <nthread; thread ++) {
rvec_inc(f[ai],tf[thread ][ai]); /∗ incrementa l e s t r e s
p o s i c i o n s x , y , z de cada e l ement ∗/
}
}
for (thread =0; thread <nthread; thread ++) {
for (ai=0; ai <SHIFTS; ai++) {
fshift[ai*3+XX] += tfshift[thread ][ai][XX];
fshift[ai*3+YY] += tfshift[thread ][ai][YY];
fshift[ai*3+ZZ] += tfshift[thread ][ai][ZZ];
}
for (eg2=0; eg2 <neg2; eg2++) {
egcoul[eg2] += tegcoul[thread ][eg2];
egnb[eg2] += tegnb[thread ][eg2];
}
sfree(tf[thread ]);
sfree(tfshift[thread ]);
sfree(tegcoul[thread ]);
sfree(tegnb[thread ]);
}
sfree(tf);
sfree(tfshift);
sfree(tegcoul);
sfree(tegnb);
Listing A.2: do_nonbonded
A.1.3 Funció calc_bonds
int bs ,nthread ,thread;
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real* tv; /∗ v a r i a b l e que s ’ haurà de r e d u ï r a l f i n a l de cada grup
de c r i d e s ∗/
rvec **tf ,** tfshift; /∗ f o r c e s ∗/
nthread = omp_get_max_threads ();
snew(tv,nthread);
snew(tf,nthread);
snew(tfshift ,nthread);
for (thread =0; thread <nthread; thread ++) {
snew(tf[thread],md ->nr);
snew(tfshift[thread],SHIFTS);
}
/∗ Loop over a l l bonded f o r c e t y p e s t o c a l c u l a t e t h e bonded f o r c e s
∗/
for (ftype =0; (ftype <F_NRE); ftype ++) {
i f (interaction_function[ftype]. flags & IF_BOND && !(ftype ==
F_CONNBONDS || ftype == F_POSRES)){
nbonds=idef ->il[ftype].nr;
i f (nbonds > 0) {
ind = interaction_function[ftype ]. nrnb_ind;
nat = interaction_function[ftype ]. nratoms +1;
dvdl = 0;
i f (ftype < F_LJ14 || ftype > F_LJC_PAIRS_NB) {
/∗ c a l c u l d e l tamany de b l o c ∗/
bs=(( nbonds/nat+nthread - 1)/nthread)*nat;
#pragma omp parallel for schedule( s ta t i c )
for (thread =0; thread <nthread;thread ++){
tv[thread ]= interaction_function[ftype]. ifunc(min(
bs ,nbonds -( thread*bs)), idef ->il[ftype ].
iatoms+thread*bs , idef ->iparams , (const rvec
*)x, tf[thread], tfshift[thread], pbc_null ,
g, lambda , &dvdl , md, fcd , global_atom_index)
;
}
/∗ r e d u c c i o de l a v a r i a b l e v j a que s e r a n e c e s s a r i a
en e l f u t u r ∗/
for (thread =0; thread <nthread;thread ++){
v+=tv[thread ];
}
} e l se {
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/∗ c a l c u l d e l tamany de b l o c ∗/
bs=(( nbonds/nat+nthread - 1)/nthread)*nat;
#pragma omp parallel for schedule( s ta t i c )
for (thread =0; thread <nthread;thread ++){
tv[thread ]= do_listed_vdw_q(ftype , min(bs ,nbonds -(
thread*bs)), idef ->il[ftype ]. iatoms+thread*bs
, idef ->iparams , (const rvec*)x, tf[thread],
tfshift[thread], pbc_null , g, lambda , &
dvdl , md, fr , &enerd ->grpp , global_atom_index
);
}
/∗ r e d u c c i o de l a v a r i a b l e v j a que s e r a n e c e s s a r i a
en e l f u t u r ∗/
for (thread =0; thread <nthread;thread ++){
v+=tv[thread ];
}
}
epot[ftype] += v;
epot[F_DVDL] += dvdl;
}
}
}
/∗ es fan l e s r e du c c i on s d e l s v e c t o r s de f o r c e s ∗/
#pragma omp parallel for schedule( s ta t i c ) private(thread)
for (ai=0;ai <md ->nr;ai++){
for (thread =0; thread <nthread; thread ++) {
rvec_inc(f[ai],tf[thread ][ai]);
}
}
for (thread =0; thread <nthread; thread ++) {
for (ai=0; ai <SHIFTS; ai++) {
rvec_inc(fr ->fshift[ai],tfshift[thread ][ai]);
}
sfree(tf[thread ]);
sfree(tfshift[thread ]);
}
sfree(tf);
sfree(tfshift);
Listing A.3: calc_bonds
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A.1.4 Funció constrain
tensor* trmdr;
nblock = omp_get_max_threads ();
bs = (nsettle + nblock - 1)/nblock;
snew(trmdr ,nblock);
#pragma omp parallel for schedule( s ta t i c )
for (block =0; block <nblock; block ++) {
csettle(fplog , min(bs ,nsettle -block*bs), settle ->iatoms+block*bs
*2, x[0], xprime [0], dOH , dHH , mO, mH, invdt , v[0], vir!=
NULL , trmdr[omp_get_thread_num ()], &error);
}
/∗ r e du c c i on s ∗/
for (block =0; block <nblock; block ++) {
m_add(rmdr ,trmdr[block],rmdr);
}
Listing A.4: constrain
A.1.5 Funció make_bsplines
#pragma omp parallel for private(j,k,l,xptr ,dr ,data ,div ,ddata)
schedule( s ta t i c )
for (i=0; (i<nr); i++) {
/∗ With f r e e energy we do not use t h e charge check .
∗ In most c a s e s t h i s w i l l be more e f f i c i e n t than c a l l i n g
make_bsp l ines
∗ tw i ce , s i n c e u s u a l l y more than h a l f t h e p a r t i c l e s have c ha r g e s .
∗/
i f (bFreeEnergy || charge[i] != 0.0) {
xptr = fractx[i];
for (j=0; (j<DIM); j++) {
dr = xptr[j]; /∗ dr i s r e l a t i v e o f f s e t from lower c e l l
l i m i t ∗/
data =&( theta[j][i*order ]);
data[order -1]=0;
data [1]=dr;
data [0]=1 -dr;
for (k=3; (k<order); k++) {
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div =1.0/(k-1.0);
data[k-1]= div*dr*data[k-2];
for (l=1; (l<(k-1)); l++) {
data[k-l-1]= div*((dr+l)*data[k-l-2]+(k-l-dr)*data[k-
l-1]);
}
data [0]= div*(1-dr)*data [0];
}
/∗ d i f f e r e n t i a t e ∗/
ddata = &( dtheta[j][i*order]);
ddata [0] = -data [0];
for (k=1; (k<order); k++) {
ddata[k]=data[k-1]-data[k];
}
div =1.0/( order -1);
data[order -1]= div*dr*data[order -2];
for (l=1; (l<(order -1)); l++) {
data[order -l-1]= div *((dr+l)*data[order -l -2]+( order -l-dr
)*data[order -l-1]);
}
data [0]= div*(1-dr)*data [0];
}
}
}
Listing A.5: make_bsplines
A.1.6 Funció spread_q_bsplines
/∗ v a r i a b l e s l o c a l s per d e f i n i r e l domini de l a r e du c c i ó ∗/
int start =0;
int end =0;
/∗ c l e a r l o c a l area ∗/
localsize = grid ->la12r*grid ->pfft.local_nx;
ptr = grid ->ptr + grid ->la12r*grid ->pfft.local_x_start;
/∗ i n i c i a l i t z a c i ó pr imer v a l o r s t a r t i end ∗/
start = grid ->la12r*grid ->pfft.local_x_start;
end = (grid ->la12r*grid ->pfft.local_x_start) + localsize;
for (i=0; (i<localsize); i++) {
ptr[i] = 0;
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}
ol = &pme ->overlap [0];
/∗ c l e a r l e f t boundary area ∗/
for (b=0; b<ol->nleftbnd; b++) {
ptr = grid ->ptr + ol ->leftc[b].snd0*grid ->la12r;
bndsize = ol->leftc[b].snds*grid ->la12r;
/∗ comprobac ions per t r o b a r s t a r t menor i end major ∗/
start = min(ol->leftc[b].snd0*grid ->la12r ,start);
end = max((ol->leftc[b].snd0 + ol ->leftc[b].snds)*grid ->la12r ,
end);
for (i=0; (i<bndsize); i++) {
ptr[i] = 0;
}
}
/∗ c l e a r r i g h t boundary area ∗/
for (b=0; b<ol->nrightbnd; b++) {
ptr = grid ->ptr + ol ->rightc[b].snd0*grid ->la12r;
bndsize = ol->rightc[b].snds*grid ->la12r;
start = min(ol->rightc[b].snd0*grid ->la12r ,start);
end = max((ol->rightc[b].snd0 + ol ->rightc[b].snds)*grid ->la12r
,end);
for (i=0; (i<bndsize); i++) {
ptr[i] = 0;
}
}
/∗ Es t r u c t u r a t empora l ∗/
real **tptr;
int nthread ,thread ,tind;
nthread=omp_get_max_threads ();
snew(tptr ,nthread);
for (thread =0; thread <nthread;thread ++){
snew(tptr[thread],grid ->nptr);
}
/∗ Buc le p a r a l · l e l ∗/
#pragma omp parallel for private(thread ,n,qn ,idxptr ,norder ,i0,j0 ,k0
,thx ,thy ,thz ,ithx ,index_x ,valx ,ithy ,valxy ,index_xy ,ithz ,
index_xyz) firstprivate(ptr) schedule( s ta t i c )
for (nn=0; (nn<atc ->n); nn++){
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thread=omp_get_thread_num ();
n = nn;
qn = atc ->q[n];
idxptr = atc ->idx[n];
i f (qn != 0){
norder = n*order;
/∗ Po in t e r a r i t hm e t i c a l e r t , n e x t s i x s t a t emen t s ∗/
i0 = ii0 + idxptr[XX];
j0 = jj0 + idxptr[YY];
k0 = kk0 + idxptr[ZZ];
thx = atc ->theta[XX] + norder;
thy = atc ->theta[YY] + norder;
thz = atc ->theta[ZZ] + norder;
for (ithx =0; (ithx <order); ithx ++){
index_x = la12*i0[ithx];
valx = qn*thx[ithx];
for (ithy =0; (ithy <order); ithy ++){
valxy = valx*thy[ithy];
index_xy = index_x+la2*j0[ithy];
for (ithz =0; (ithz <order); ithz ++){
index_xyz = index_xy+k0[ithz];
/∗ p t r [ index_xyz ] += v a l x y ∗ t h z [ i t h z ] ; ∗/
tptr[thread ][ index_xyz] += valxy*thz[ithz];
}
}
}
}
}
/∗ r e d u c c i ó OpenMP ∗/
int ind;
#pragma omp parallel for private(thread) schedule( s ta t i c )
for (ind=start;ind <end;ind++){
for (thread =0; thread <nthread; thread ++) {
ptr[ind ]+= tptr[thread ][ind];
}
}
for (thread =0; thread <nthread; thread ++) {
sfree(tptr[thread ]);
}
sfree(tptr);
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Listing A.6: spread_q_bsplines
A.1.7 Funció solve_pme
/∗ b u f f e r t empora l per guardar e l s v a l o r s d e l s c à l c u l s ∗/
real **tbuf;
/∗ pun t e r a l s 7 e l emen t s f i n a l s de l ’ e s t r u c t u r a ∗/
real *sum;
int tkystart ,tkyend;
nthread=omp_get_max_threads ();
snew(tbuf ,nthread);
for (thread =0; thread <nthread; thread ++) {
snew(tbuf[thread ],5* maxkz +7);
}
bs = (kyend - kystart + nthread - 1)/nthread; /∗ g r anda r i a b l o c ∗/
#pragma omp parallel for private(tkystart ,tkyend ,ky,mhz ,m2,denom ,
tmp1 ,m2inv ,sum ,my ,by ,kx,mx,mhx ,mhy ,bx ,p0 ,kzstart ,kz,mz,d1 ,d2 ,
eterm ,struct2 ,ets2 ,vfactor ,ets2vf) default (shared) schedule(
s ta t i c )
for (thread =0; thread <nthread; thread ++) {
/∗ a s s i g n a c i o d e l s p un t e r s per r e a l i t z a r e l c à l c u l ∗/
mhz = tbuf[thread ];
m2 = mhz + maxkz;
denom = m2 + maxkz;
tmp1 = denom + maxkz;
m2inv = tmp1 + maxkz;
sum = m2inv+maxkz;
...
relitza_calcul ();
...
}
/∗ r e du c c i on s ∗/
for (thread =0; thread <nthread; thread ++) {
sum = tbuf[thread] + cbuf + 5* maxkz;
energy += sum [0];
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vir[XX][XX] += 0.25* sum [1];
vir[YY][YY] += 0.25* sum [4];
vir[ZZ][ZZ] += 0.25* sum [6];
vir[YY][XX] += 0.25* sum [2];
vir[ZZ][XX] += 0.25* sum [3];
vir[ZZ][YY] += 0.25* sum [5];
sfree(tbuf[thread ]);
}
vir[XX][YY] = vir[YY][XX];
vir[XX][ZZ] = vir[ZZ][XX];
vir[YY][ZZ] = vir[ZZ][YY];
sfree(tbuf);
Listing A.7: solve_pme
A.1.8 Funció gather_f_bsplines
#pragma omp parallel for private(nn,n,qn,fx ,fy ,fz ,idxptr ,norder ,i0 ,
j0 ,k0 ,thx ,thy ,thz ,dthx ,dthy ,dthz ,ithx ,index_x ,tx ,dx ,ithy ,
index_xy ,ty,dy ,fxy1 ,fz1 ,ithz ,gval) schedule( s ta t i c )
for (nn=0; (nn<atc ->n); nn++) {
n = nn;
qn = scale*atc ->q[n];
...
/∗ c a l c u l ∗/
...
atc ->f[n][XX] += -qn*( fx*nx*rxx );
atc ->f[n][YY] += -qn*( fx*nx*ryx + fy*ny*ryy );
atc ->f[n][ZZ] += -qn*( fx*nx*rzx + fy*ny*rzy + fz*nz*rzz );
}
Listing A.8: gather_f_bsplines
A.2 SMPSs
A.2.1 Funció do_nonbonded_smpss
/∗ ∗∗ do_nonbonded ∗∗ ∗/
int indx =0;
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int io ,nb ,b,is ,nri ,thread;
/∗ mida de b l o c ∗/
int bs=(nlist ->nri / css_get_max_threads ())/20;
i f (bs <16) bs=min(nlist ->nri ,16);
/∗ nombre de b l o c s ∗/
nb = (nlist ->nri + bs - 1)/bs;
for (b=0; b<nb; b++) {
indx=b+i*nb;
is = b*bs;
nri = min(bs,nlist ->nri -is);
count = 0;
/∗ c r i d a a l a f u n c i o SMPSs ∗/
do_nonbonded_smpss(indx%NESTRUCTURES , is, nri , nlist , fr, tshift
[indx%NESTRUCTURES], x, tf[indx%NESTRUCTURES], mdatoms ,
tegcoul[indx%NESTRUCTURES], tegnb[indx%NESTRUCTURES],
nblists , tabledata , nthreads , count , nrnb_ind , kernelptr ,
tfnb_size , tfshiftnb_size , eg_size);
}
/∗ ∗∗ do_nonbonded_smpss ∗∗ ∗/
#pragma css task input(i,is , nri , nlist , fr , x, mdatoms , nblists ,
tabledata , nthreads , count , nrnb_ind , kernelptr ,tfnb_size ,
tfshiftnb_size ,eg_size) inout(tshift[tfshiftnb_size],tf[
tfnb_size],tegcoul[eg_size],tegnb[eg_size ])
void do_nonbonded_smpss( int i, int is , int nri , t_nblist *nlist ,
t_forcerec * fr, rvec *tshift , rvec *x, rvec *tf, t_mdatoms *
mdatoms , real *tegcoul , real *tegnb , t_nblists * nblists , real
*tabledata , int nthreads , int count , int nrnb_ind , nb_kernel_t
*kernelptr , int tfnb_size , int tfshiftnb_size , int eg_size)
{
/∗ En aqu e s t punt e s r e a l i t z a l a c r i d a a l a f u n c i ó r e a l de c à l c u l
de f o r c e s programada en VMX i amb e l s paramet re s n e c e s s a r i s ∗/
(* kernelptr)(...)
}
Listing A.9: do_nonbonded
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A.2.2 Funció calc_bonds_smpss
/∗ ∗∗ ca l c_bonds ∗∗ ∗/
/∗ Loop over a l l bonded f o r c e t y p e s t o c a l c u l a t e t h e bonded f o r c e s
∗/
for (ftype =0; (ftype <F_NRE); ftype ++) {
nbonds=idef ->il[ftype].nr;
i f (nbonds > 0){
ind = interaction_function[ftype ]. nrnb_ind;
nat = interaction_function[ftype ]. nratoms +1;
dvdl = 0;
v=0;
i f (ftype < F_LJ14 || ftype > F_LJC_PAIRS_NB) {
/∗ cas c r i d a a l a f u n c i ó SMPSs numero 1 ∗/
bs=(( nbonds/nat+NESTRUCTURES - 1)/NESTRUCTURES)*nat;
i f (bs <16) bs=min(nbonds ,16);
for (b=0;b<NESTRUCTURES;b++){
calc_bonds_smpss (1,&tv[b%NESTRUCTURES], bs , min(bs,nbonds
-(b*bs)), (void*)(idef ->il[ftype]. iatoms+b*bs), (void
*)idef ->iparams , (rvec*)x, tf[b%NESTRUCTURES],
tfshift[b%NESTRUCTURES], (void*)pbc_null , (void*)g,
lambda , &tdvdl[b%NESTRUCTURES], (void*)md, (void*)fcd ,
(void*) global_atom_index , ftype , (void*)NULL , fr ,
tfnb_size , tfshiftnb_size);
}
}
e l se
{
bs=(( nbonds/nat+NESTRUCTURES - 1)/NESTRUCTURES)*nat;
i f (bs <16) bs=min(nbonds ,16);
for (b=0;b<NESTRUCTURES;b++){
calc_bonds_smpss2 (0, &tv[b%NESTRUCTURES], bs, min(bs ,nbonds -(
b*bs)), (void *)(idef ->il[ftype]. iatoms+b*bs), (void *)
idef ->iparams , (rvec*)x, tf[b%NESTRUCTURES], tfshift[b%
NESTRUCTURES], (void*)pbc_null , (void*)g, lambda , &tdvdl[
b%NESTRUCTURES], (void*)md, (void*)fcd , (void*)
global_atom_index , ftype , (void*)&enerd ->grpp , fr ,
tfnb_size , tfshiftnb_size , tegnb[b%NESTRUCTURES], tegcoul
[b%NESTRUCTURES], tegnb14[b%NESTRUCTURES], tegcoul14[b%
NESTRUCTURES ]);
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}
}
}
/∗ ∗∗ calc_bonds_smpss ∗∗ ∗/
#pragma css task input(flag , bs, iter , iatoms , iparams , x, pbc_null
, g, lambda , md, fcd , global_atom_index , ftype , enerd , fr ,
tfnb_size , tfshiftnb_size) inout(tv[F_NRE], tf[tfnb_size],
tfshift[tfshiftnb_size], tdvdl [1])
void calc_bonds_smpss( int flag , real *tv , int bs , int iter , void *
iatoms , void *iparams , rvec *x, rvec *tf, rvec *tfshift , void *
pbc_null , void *g, real lambda , real *tdvdl , void *md , void *
fcd , void *global_atom_index , int ftype , void *enerd ,
t_forcerec *fr, int tfnb_size , int tfshiftnb_size)
{
tv[ftype] += interaction_function[ftype ].ifunc(iter , (t_iatom
*)iatoms , (t_iparams *)iparams , (const rvec*)x, tf , tfshift ,
(t_pbc *)pbc_null , (t_graph *)g, lambda , tdvdl , (t_mdatoms
*)md, (t_fcdata *)fcd , ( int *) global_atom_index);
}
/∗ ∗∗ calc_bonds_smpss2 ∗∗ ∗/
#pragma css task input(flag , bs, iter , iatoms , iparams , x, pbc_null
, g, lambda , md, fcd , global_atom_index , ftype , enerd , fr ,
tfnb_size , tfshiftnb_size) inout(tv , tf[tfnb_size], tfshift[
tfshiftnb_size], tdvdl [1], tegnb[1], tegcoul [1], tegnb14 [1],
tegcoul14 [1])
void calc_bonds_smpss2( int flag , real tv[F_NRE], int bs , int iter ,
void *iatoms , void *iparams , rvec *x, rvec *tf, rvec *tfshift ,
void *pbc_null , void *g, real lambda , real *tdvdl , void *md ,
void *fcd , void *global_atom_index , int ftype , void *enerd ,
t_forcerec *fr, int tfnb_size , int tfshiftnb_size , real *tegnb ,
real *tegcoul , real *tegnb14 , real *tegcoul14)
{
tv[ftype] += do_listed_vdw_q(ftype , iter , (t_iatom *)iatoms , (
t_iparams *)iparams , (const rvec*)x, tf , tfshift , (t_pbc *)
pbc_null , (t_graph *)g, lambda , tdvdl , (t_mdatoms *)md, fr,
(gmx_grppairener_t *)enerd , ( int *) global_atom_index , tegnb ,
tegcoul , tegnb14 , tegcoul14);
}
Listing A.10: calc_bonds
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A.2.3 Reduccions SMPSs
void do_f_reduction( int n, rvec *f,rvec *tf[NTHREADS ]) {
int bs = (n + NTHREADS - 1)/NTHREADS;
int start ,end ,i;
for (i=0;i<NTHREADS;i++){
start=bs*i;
end=min(start+bs,n);
do_f_reduction_smpss(start , end , f, tf);
}
}
#pragma css task input(start ,end ,f,tf)
void do_f_reduction_smpss( int start , int end , rvec *f, rvec *tf[
NTHREADS ]) {
int iter =0;
int i;
int thread;
for (thread =0; thread <NTHREADS;thread ++) {
for (i=start;i<end;i++) {
rvec_inc(f[i],tf[thread ][i]);
}
}
}
Listing A.11: do_f_reductions
A.2.4 Funció do_update_md_smpss
/∗ ∗∗ do_update ∗∗ ∗/
ini=start;
end=start+homenr;
bs=(end+NTHREADS - 1)/NTHREADS;
for (n=start; n<start+homenr; n+=bs) {
do_update_md_smpss(n, min(end ,bs+n), invmass , dt , cFREEZE , cACC ,
cTC , tcstat , &v[n], ptype , nFreeze , f, gstat , accel , x, &
xprime[n]);
}
/∗ ∗∗ do_update_smpss ∗∗ ∗/
#pragma css task input(n, end , invmass , dt , cFREEZE , cACC , cTC ,
tcstat , ptype , nFreeze , f, x, gstat , accel) inout(v,xprime)
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void do_update_md_smpss( int n, int end , real *invmass , double dt,
void *cFREEZE , void *cACC , void *cTC , t_grp_tcstat *tcstat ,
rvec *v, void *ptype , ivec *nFreeze , rvec *f, t_grp_acc *gstat ,
rvec *accel , rvec *x, rvec *xprime) {
int indx;
double w_dt;
int gf=0,ga=0,gt=0;
real vn,vv ,va ,vb;
real lg,u;
int d,i;
for (i=n,indx =0;i<end;i++,indx ++){
w_dt = invmass[i]*dt;
i f ((unsigned short *) cFREEZE)
gf = ((unsigned short *) cFREEZE)[i];
i f ((unsigned short *)cACC)
ga = ((unsigned short *)cACC)[i];
i f ((unsigned short *)cTC)
gt = ((unsigned short *)cTC)[i];
lg = tcstat[gt]. lambda;
for (d=0; d<DIM; d++) {
vn = v[indx][d];
i f ((((unsigned short *)ptype)[i] != eptVSite) && (((unsigned
short *)ptype)[i] != eptShell) && !nFreeze[gf][d]) {
vv = lg*(vn + f[i][d]*w_dt);
/∗ do not s c a l e t h e mean v e l o c i t i e s u ∗/
u = gstat[ga].u[d];
va = vv + accel[ga][d]*dt;
vb = va + (1.0-lg)*u;
v[indx][d] = vb;
xprime[indx][d] = x[i][d]+vb*dt;
} e l se {
v[indx][d] = 0.0;
xprime[indx][d] = x[i][d];
}
}
}
Listing A.12: do_update
A.2.5 Funció calc_idx_smpss
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/∗ ∗∗ ca l c_ i d x ∗∗ ∗/
int bs ,iter;
bs=(atc ->n + NTHREADS -1)/NTHREADS;
for (iter =0; iter <atc ->n; iter+=bs) {
calc_idx_smpss(iter , min(atc ->n,iter+bs), x, pme , atc ->idx[iter
], atc ->fractx[iter]);
}
/∗ ∗∗ ca lc_idx_smpss ∗∗ ∗/
#pragma css task input(start ,end ,x,pme) output(idxdep ,fractxdep)
void calc_idx_smpss( int start , int end , rvec *x, gmx_pme_t pme , int
*idxdep , real *fractxdep) {
...
for (i=start; (i<end); i++) {
xptr = x[i];
idxptr = atc ->idx[i];
fptr = atc ->fractx[i];
...
}
Listing A.13: do_update
A.2.6 Funció constrain
/∗ ∗∗ c o n s t r a i n ∗∗ ∗/
bs=( nsettle+NTHREADS -1)/NTHREADS;
snew(trmdr ,NTHREADS);
for (block =0;block <NTHREADS;block ++){
csettle ((void*)fplog , min(bs ,nsettle -block*bs), settle ->iatoms+
block*bs*2, (void*)x[0], (void*) xprime [0], dOH , dHH , mO, mH
, invdt , (void*)v[0], (vir!=NULL)?1:0, trmdr[block%NTHREADS
], (void*)&error);
}
#pragma css barrier
for (block =0; block <NTHREADS; block ++) {
m_add(rmdr ,trmdr[block],rmdr);
}
sfree(trmdr);
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/∗ ∗∗ c s e t t l e ∗∗ ∗/
#pragma css task input(fpp ,nsettle ,iatoms ,b4p ,after ,dOH ,dHH ,mO,mH,
invdt ,vp,bCalcVir ,errorp) inout(rmdr)
void csettle(void *fpp , int nsettle , t_iatom *iatoms , void *b4p ,
real *after , real dOH , real dHH , real mO, real mH, real invdt ,
void *vp , bool bCalcVir , tensor rmdr , void *errorp)
Listing A.14: calc_idx
A.2.7 Funció make_bsplines_smpss
/∗ ∗∗ make_bsp l ines ∗∗ ∗/
int iter ,bs;
bs=(nr + NTHREADS -1)/NTHREADS;
for (iter =0; iter <nr; iter+=bs) {
make_bsplines_smpss(iter , min(nr,iter+bs), &fractx[iter],
bFreeEnergy , theta , dtheta , charge , order);
}
/∗ ∗∗ make_bsp l ines_smpss ∗∗ ∗/
#pragma css task input(start ,end ,bFreeEnergy ,theta ,dtheta ,charge ,
order) inout(fractx)
void make_bsplines_smpss( int start , int end , rvec *fractx , bool
bFreeEnergy , splinevec theta , splinevec dtheta , real *charge ,
int order) {
int i,j,k,l,indx;
real dr,div;
real *data ,*ddata ,*xptr;
for (i=start ,indx =0; (i<end); i++,indx ++) {
...
}
Listing A.15: make_bsplines_smpss
A.2.8 Funció spread_q_bsplines_smpss
/∗ ∗∗ s p r ead_q_bsp l i n e s ∗∗ ∗/
real **tptr;
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int thread ,tind;
int iter ,bs;
snew(tptr ,NTHREADS);
/∗ e s t r u c t u r a t empora l ∗/
for (thread =0; thread <NTHREADS;thread ++){
snew(tptr[thread],grid ->nptr);
}
/∗ SMPSS pa r t ∗/
bs=(atc ->n + NTHREADS + 1)/NTHREADS;
for (iter =0; iter <atc ->n; iter+=bs) {
spread_q_bsplines_smpss(iter , min(atc ->n,iter+bs), atc , (void *)
ii0 , (void *)jj0 , (void *)kk0 , la12 , la2 , tptr[(iter/bs)%
NTHREADS], order , atc ->idx[iter]);
}
#pragma css barrier
/∗ r e d u c t i o n ∗/
for (thread =0; thread <NTHREADS;thread ++){
for (iter =0; iter <atc ->n; iter ++){
ptr[iter ]+= tptr[thread ][iter];
}
sfree(tptr[thread ]);
}
/∗ ∗∗ spread_q_bsp l ines_smpss ∗∗ ∗/
#pragma css task input(start ,end ,atc ,ii0 ,jj0 ,kk0 ,la12 ,la2 ,order)
inout (idxdep ,tptr)
void spread_q_bsplines_smpss( int start , int end , pme_atomcomm_t *
atc , void *ii0 , void *jj0 , void *kk0 , int la12 , int la2 , real *
tptr , int order , int *idxdep) {
int b,i,nn,n,*i0 ,*j0 ,*k0 ,ithx ,ithy ,ithz;
int nx ,ny ,nz ,nx2 ,ny2 ,nz2;
int norder ,*idxptr ,index_x ,index_xy ,index_xyz;
real valx ,valxy ,qn;
real *thx ,*thy ,*thz;
for (nn=start; (nn<end);nn++) {
...
}
Listing A.16: spread_q_bsplines_smpss
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A.2.9 Funció solve_smpss
/∗ ∗∗ solve_pme ∗∗ ∗/
/∗ d e c l a r a c i ó de v a r i a b l e s t empo ra l s ∗/
int thread ,bs,iter;
real *tbuf[NTHREADS ];
matrix *tvir;
real *tenergy[NTHREADS ];
real *tmhz[NTHREADS ];
real *tm2[NTHREADS ];
real *tdenom[NTHREADS ];
real *ttmp1[NTHREADS ];
real *tm2inv[NTHREADS ];
real tsum[NTHREADS ][7];
int tkystart ,tkyend;
...
int indx =0;
for (thread =0; thread <NTHREADS; thread ++) {
snew(tmhz[thread],maxkz);
snew(tm2[thread],maxkz);
snew(tdenom[thread],maxkz);
snew(ttmp1[thread],maxkz);
snew(tm2inv[thread],maxkz);
for (iter =0;iter <7; iter ++)
tsum[thread ][iter ]=0.0;
}
for (ky=kystart; (ky<kyend); ky++) {
/∗ our l o c a l c e l l s ∗/
i f (ky <maxky) {
my = ky;
} e l se {
my = (ky-ny);
}
by = M_PI*vol*pme ->bsp_mod[YY][ky];
int nblocs =2;
bs = (nx + nblocs - 1)/nblocs;
i f (bs <16) bs=min(nx ,16);
for (thread =0; thread <nblocs; thread ++) {
tkystart = thread*bs;
tkyend = min(tkystart + bs ,nx);
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solve_pme_smpss(tkystart , tkyend , vol , maxky , ny, pme , nx ,
maxkx , nz, rxx , ryx , ryy , (void *)ptr , maxkz , rzx , rzy ,
rzz , la12 , la2 , factor , my , by , ky, tmhz[indx%NTHREADS],
tm2[indx%NTHREADS], tdenom[indx%NTHREADS], ttmp1[indx%
NTHREADS], tm2inv[indx%NTHREADS], tsum[indx%NTHREADS ]);
indx ++;
}
indx ++;
}
#pragma css barrier
/∗ r e du c c i on s ∗/
clear_mat(vir);
for (thread =0; thread <NTHREADS; thread ++) {
energy += tsum[thread ][0];
vir[XX][XX] += 0.25* tsum[thread ][1]; /∗ v i r x x ∗/;
vir[YY][YY] += 0.25* tsum[thread ][4]; /∗ v i r y y ∗/;
vir[ZZ][ZZ] += 0.25* tsum[thread ][6]; /∗ v i r z z ∗/;
vir[YY][XX] += 0.25* tsum[thread ][2]; /∗ v i r x y ∗/;
vir[ZZ][XX] += 0.25* tsum[thread ][3]; /∗ v i r x z ∗/;
vir[ZZ][YY] += 0.25* tsum[thread ][5]; /∗ v i r y z ∗/;
for (iter =0;iter <maxkz;iter ++){
mhz=tmhz[thread ];
m2=tm2[thread ];
denom=tdenom[thread ];
tmp1=ttmp1[thread ];
m2inv=tm2inv[thread ];
}
sfree(tmhz[thread ]);
sfree(tm2[thread ]);
sfree(tdenom[thread ]);
sfree(ttmp1[thread ]);
sfree(tm2inv[thread ]);
}
vir[XX][YY] = vir[YY][XX];
vir[XX][ZZ] = vir[ZZ][XX];
vir[YY][ZZ] = vir[ZZ][YY];
}
/∗ ∗∗ solve_pme_smpss ∗∗ ∗/
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#pragma css task input(tkystart ,tkyend ,vol ,maxky ,ny ,pme ,nx,maxkx ,nz
,rxx ,ryx ,ryy ,ptr , maxkz ,mhz , rzx ,rzy , rzz ,la12 ,la2 ,m2, factor ,
denom ,tmp1 ,m2inv ,my ,by ,ky) inout(sum)
void solve_pme_smpss( int tkystart , int tkyend , real vol , int maxky ,
int ny , gmx_pme_t pme , int nx , int maxkx , int nz , real rxx ,
real ryx , real ryy , void *ptr , int maxkz , real rzx , real rzy ,
real rzz , int la12 , int la2 , real factor , real my , real by,
int ky , real mhz[maxkz], real m2[maxkz], real denom[maxkz],
real tmp1[maxkz], real m2inv[maxkz], real sum [7]) {
int kx ,kzstart ,kz;
real mx,mz ,bx; t_complex *p0;
real d1,d2 ,mhx ,mhy ,eterm ,struct2 ,ets2 ,vfactor ,ets2vf;
rxx = pme ->recipbox[XX][XX];
ryx = pme ->recipbox[YY][XX];
ryy = pme ->recipbox[YY][YY];
rzx = pme ->recipbox[ZZ][XX];
rzy = pme ->recipbox[ZZ][YY];
rzz = pme ->recipbox[ZZ][ZZ];
/∗ f o r ( ky=t k y s t a r t ; ( ky<tkyend ) ; ky++) {
/∗ our l o c a l c e l l s
i f ( ky<maxky ) {
my = ky ;
} e l s e {
my = ( ky−ny ) ;
}
by = M_PI∗ v o l ∗pme−>bsp_mod [YY] [ ky ] ; ∗/
for (kx=tkystart; (kx<tkyend); kx++) {
...
}
Listing A.17: solve_pme_smpss
A.2.10 Funció gather_f_bsplines_smpss
/∗ ∗∗ g a t h e r_ f_b s p l i n e s ∗∗ ∗/
bs=(atc ->n + NTHREADS -1)/NTHREADS;
for (iter =0; iter <atc ->n; iter+=bs) {
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gather_f_bsplines_smpss(iter , min(atc ->n,iter+bs), order , scale ,
nx , ny , nz, nx2 , ny2 , nz2 , la2 , la12 , bClearF , ptr , atc ,
pme);
}
#pragma css barrier
/∗ ∗∗ ga the r_f_bsp l i ne s_smps s ∗∗ ∗/
#pragma css task input(start ,end ,order ,scale ,nx ,ny ,nz ,nx2 ,ny2 ,nz2 ,
la2 ,la12 ,bClearF ,ptr ,atc ,pme)
void gather_f_bsplines_smpss( int start , int end , int order , real
scale , int nx , int ny, int nz, int nx2 , int ny2 , int nz2 , int
la2 , int la12 , bool bClearF , real *ptr , pme_atomcomm_t *atc ,
gmx_pme_t pme) {
...
for (nn=start; (nn<end); nn++) {
...
}
}
Listing A.18: gather_f_bsplines_smpss
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Glossari de Termes
API Application Program Interface, interfície de programació d’aplicacions.
CPU Central Processing Unit o Unitat Central de Processament. CPU és sinònim de pro-
cessador.
DEISA Distributed European Infrastructure for Supercomputing Applications. Projecte
europeu que engloba els principals centres de supercomputació per tal de crear una
xarxa pionera a Europa del desenvolupament de les ciències de la computació.
DMA Direct Memory Access. Accés directe a memòria per part del maquinari per a no
haver d’utilitzar la CPU.
Flop Operació en coma flotant per segon.
gcc GNU C compiler. Compilador genèric del projecte GNU.
GPL GNU General Public License, principal llicència de programes de codi obert.
GPROF The GNU Profiler
GPU Graphics Processing Unit - Unitat de processament gràfica. És utilitzada principal-
ment al processament dels gràfics, amb l’objectiu alliberar feina al processador central.
Linpack Benchmark que es pren com a referència per mesurar el rendiment d’un supercom-
putador.
MD Molecular dynamics
MPI Message Passing Interface. Interfície de pas de missatges per a programes paral·lels.
OpenMP Paradigma de programació paral·lela amb memòria compartida (threads).
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PDB Protein Data Bank
POSIX Portable Operating System Interface, és una familia d’estàndards definits per IEEE
per a definir una API comuna per a sistemes UNIX.
PyMOL PyMOL Molecular Graphics System - http://www.pymol.org
RES Red Española de Supercomputación
Speed-up Guany que té una aplicació quan s’augmenten els recursos assignats per a la seva
execució.
Thread Fil d’execució dins d’un procés.
TLB translation lookaside buffer - és una memòria cau del processador que ajuda a les
traduccions de memòria virtual a memòria física
VMX VMX o Altivec és un conjunt d’instruccions SIMD (Single Instruccion Multiple Data)
propietat d’IBM que permeten realitzar operacions en coma flotant de registres de
fins a 128 bits en una sola instrucció
xlc Compilador natiu d’IBM per a les plataformes Power.
- ii -
Índex de figures
2.1 Esquema d’un sistema amb memòria compartida . . . . . . . . . . . . . . . . 10
2.2 Bucle seqüencial senzill . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Bucle senzill paral·lelitzat amb OpenMP . . . . . . . . . . . . . . . . . . . . 11
2.4 Multiplicació de matrius SMPSs . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Esquema d’un sistema amb memòria distribuïda . . . . . . . . . . . . . . . . 13
2.6 Programa mpi que es comunica seguint la forma d’un anell . . . . . . . . . . 15
2.7 Exemple de treball paral·lel a MareNostrum . . . . . . . . . . . . . . . . . . 20
2.8 Exemple de representació gràfica d’una proteïna . . . . . . . . . . . . . . . . 23
2.9 Algoritme de dinàmica molecular . . . . . . . . . . . . . . . . . . . . . . . . 25
2.10 Descomposició del domini en una reixa de 3x3x2. Les coordenades de les zones
1 a 7 són comunicades a la zona 0, que fa de límit entre les cel·les. rc és el
radi llindar per al càlcul de forces no-lligades. . . . . . . . . . . . . . . . . . 26
2.11 sintaxi SMPSs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.12 exemple tasca multiplicació matrius en blocs . . . . . . . . . . . . . . . . . . 29
2.13 directives inici i final SMPSs . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.14 exemple programa amb crides a la tasca SMPSs . . . . . . . . . . . . . . . . 30
2.15 graf de dependència entre les tasques SMPSs . . . . . . . . . . . . . . . . . . 31
2.16 punt de sincronització parcial . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.17 punt de sincronització global . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.18 Vista gràfica de Paraver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
- iii -
Índex de figures
2.19 Vista textual de Paraver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.20 Vista analítica de Paraver . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1 Comparació gcc amb xlc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 execució Gromacs separació partícules + PME . . . . . . . . . . . . . . . . . 43
3.3 execució Gromacs seqüencial partícules + PME . . . . . . . . . . . . . . . . 44
3.4 Gràfic eficiència Gromacs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5 Comparació escalabilitat NUCLEOSOME . . . . . . . . . . . . . . . . . . . 46
3.6 Vista duració útil 3 iteracions WATERBOX . . . . . . . . . . . . . . . . . . 49
3.7 Vista instruccions útils 3 iteracions WATERBOX . . . . . . . . . . . . . . . 50
3.8 Histograma duració i instruccions útils WATERBOX . . . . . . . . . . . . . 51
3.9 Duració + instruccions útils TWOVERSICLES . . . . . . . . . . . . . . . . 52
3.10 Histograma duració i instruccions útils TWOVERSICLES . . . . . . . . . . 53
3.11 Duració + instruccions útils NUCLEOSOME . . . . . . . . . . . . . . . . . . 54
3.12 Histograma duració i instruccions útils NUCLEOSOME . . . . . . . . . . . . 55
3.13 Anàlisi de les principals funcions de Gromacs . . . . . . . . . . . . . . . . . . 56
3.14 Visualització comportament de les crides MPI i les principals funcions de
Gromacs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.15 Gràfic de la distribució de les funcions principals de Gromacs . . . . . . . . . 57
3.16 Flux de Gromacs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.17 Representació càlcul forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.18 Estructura algoritme do_nonbonded . . . . . . . . . . . . . . . . . . . . . . . 62
3.19 Estructures temporals per a guardar les dades que finalment es reduiran a
l’estructura original . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.20 Algoritme update . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.21 Algoritme do_nonbonded . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.22 Duració iteracions OpenMP forces . . . . . . . . . . . . . . . . . . . . . . . . 70
3.23 Gràfic amb nombre processadors executant OpenMP forces . . . . . . . . . . 71
- iv -
A3.24 Reducció make_bsplines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.25 Estructura solve_pme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.26 Duració iteracions OpenMP a PME . . . . . . . . . . . . . . . . . . . . . . . 75
3.27 Gràfic amb nombre processadors executant OpenMP a PME . . . . . . . . . 76
3.28 Esquema funció de càlcul de forces . . . . . . . . . . . . . . . . . . . . . . . 79
3.29 Reducció vector Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.30 Reducció SMPSs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.31 Exemple graf de dependències funcions càlcul forces SMPSs . . . . . . . . . . 82
3.32 SMPSs profile Waterbox partícules . . . . . . . . . . . . . . . . . . . . . . . 84
3.33 SMPSs profile TWOVERSICLES partícules . . . . . . . . . . . . . . . . . . 85
3.34 SMPSs profile NUCLEOSOME partícules . . . . . . . . . . . . . . . . . . . 86
3.35 Estructura dependències calc_idx, make_bsplines i spread_q_bsplines . . . 88
3.36 SMPSs profile WATERBOX PME . . . . . . . . . . . . . . . . . . . . . . . . 90
3.37 SMPSs profile TWOVERSICLES PME . . . . . . . . . . . . . . . . . . . . . 91
3.38 SMPSs profile NUCLEOSOME PME . . . . . . . . . . . . . . . . . . . . . . 92
4.1 MPI contra MPI/OpenMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2 Comunicacions MPI contra MPI/OpenMP . . . . . . . . . . . . . . . . . . . 95
4.3 IPC MPI contra MPI/SMPSs . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4 IPC SMPSs contra OpenMP . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5 Funcions paral·lelitzades SMPSs i OpenMP . . . . . . . . . . . . . . . . . . . 99
5.1 Planificació general del projecte . . . . . . . . . . . . . . . . . . . . . . . . . 104
- v -
Índex de figures
- vi -
Índex de taules
3.1 Eficiència Gromacs v4.0.5 MPI . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.1 Cost d’implementació . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2 Cost de l’equipament utilitzat . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3 Cost total del projecte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
- vii -
Índex de taules
- viii -
Bibliografia
[Amd62] G.M. Amdahl. New concepts in computing system design. Proceedings of the
IRE, 50(5):1073–1077, May 1962.
[DM98] L. Dagum and R. Menon. Openmp: an industry standard api for shared-memory
programming. IEEE Computational Science & Engineering, 5(1):46–55, Jan.–
March 1998. http://www.openmp.org/.
[DZ83] J.D. Day and H. Zimmermann. The osi reference model. 71(12):1334–1340, Dec.
1983.
[EQO09] Rosa M. Badia Francisco D. Igual Jesus Labarta Rafael Mayo Eduard Ayguade
and Enrique S. Quintana-Ortí. An extension of the starss programming model
for platforms with multiple gpus. EuroPar Conference, 2009.
[F S02] R Haskin F Schmuck. Gpfs: A shared-disk file system for large computing clus-
ters. Proceedings of the 1st USENIX Conference on File and Storage Technologies,
19, 2002. http://www.ibm.com/systems/clusters/software/gpfs.html.
[FJ97] Matteo Frigo and Steven G. Johnson. The fastest Fourier transform in the west.
Technical Report MIT-LCS-TR-728, Massachusetts Institute of Technology, Sep-
tember 1997.
[GCL09] Marta Garcia, Julita Corbalan, and Jesus Labarta. Lewi: A runtime balancing
algorithm for nested parallelism. Parallel Processing, International Conference
on, 0:526–533, 2009.
[GKM82] Susan L. Graham, Peter B. Kessler, and Marshall K. Mckusick. Gprof: A call
graph execution profiler. SIGPLAN Not., 17(6):120–126, 1982.
- ix -
Bibliografia
[GLDS96] W. Gropp, Lusk E., N. Doss, and A. Skjellum. A High Performance Portable Im-
plementation of the MPI Message Passing Interface Standard, 1996. http://www-
unix.mcs.anl.gov/mpi/mpich1/docs.html.
[HKvL08] B Hess, C Kutzner, D van der Spoel, and E Lindahl. Gromacs 4: Algorithms for
highly efficient, load-balanced, and scalable molecular simulation. Theory Comp,
(435), 2008.
[Mes95] The Message Passing Interface Forum (MPIF). MPI: A Message-Passing Inter-
face Standard, 1995. http://www.mpi-forum.org/docs/.
[Mic07] Sun Microsystems. Lustre file system: High-performance storage architecture
and scalable cluster file system. 2007. http://www.sun.com/.
[MLAV10] Vladimir Marjanović, Jesús Labarta, Eduard Ayguadé, and Mateo Valero. Over-
lapping communication and computation by using a hybrid mpi/smpss approach.
In ICS ’10: Proceedings of the 24th ACM International Conference on Supercom-
puting, pages 5–16, New York, NY, USA, 2010. ACM.
[MNA] Marenostrum architecture. http://www.bsc.es.
[Myr] Myrinet overview. http://www.myri.com/myrinet/overview/.
[PBAL09] Judit Planas, Rosa M. Badia, Eduard Ayguadé, and Jesus Labarta. Hierarchical
task based programming with starss. International Journal of High Performance
Computing Applications, 23(3):284–299, August 2009.
[PLC+95] V. PILLET, J. LABARTA, T. CORTES, S. GIRONA, and D.A. de Computadors.
PARAVER: A Tool to Visualize and Analyze Parallel Code. Transputer and
OCCAM Developments: WoTUG-18: Proceedings of the 187th World Occam and
Transputer User Group Technical Meeting, 9th-13th April 1995, Manchester, UK,
1995. http://www.bsc.es/.
[Res] Cluster Resources. Moab workload manager administrator’s guide.
http://www.clusterresources.com.
[SM06] S. Shende and AD Malony. TAU: The TAU Parallel Performance System. Inter-
national Journal of High Performance Computing Applications, 20(2):287–331,
2006. http://www.cs.uoregon.edu/research/tau/home.php.
- x -
Bibliografia
[SMP09] SMP superscalar (SMPSs) User’s Manual, 2.1 edition, May 2009.
http://www.bsc.es/media/2295.pdf.
[top] Top500 supercomputing sites. http://www.top500.org.
[vHL+06] D van der Spoel, B Hess, E Lindahl, C Kutzner, A van Buuren, E Apol, J Meu-
lenhoff, D Tieleman, A Sijbers, R van Drunen, and H Berendsen. Gromacs 4
User Manual, 4.0 edition, 2006.
[YJG03] Andy B. Yoo, Morris A. Jette, and Mark Grondona. Slurm: Simple linux utility
for resource management. In Dror G. Feitelson, Larry Rudolph, and Uwe Schwi-
egelshohn, editors, JSSPP, volume 2862 of Lecture Notes in Computer Science,
pages 44–60. Springer, 2003. https://computing.llnl.gov/linux/slurm/.
- xi -
