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We demonstrate a systematic approach to sub-wavelength resolution lithographic image formation
on films covering areas larger than a wavelength squared. For example, it is possible to make a
lithographic pattern with a feature size resolution of λ/[2(N +1)] by using a particular 2M -photon,
multi-mode entangled state, where N ≤ M , and banks of birefringent plates. By preparing a
statistically mixed such a state one can form any pixel pattern on a 2M−N (N + 1)× 2M−N (N + 1)
pixel grid occupying a square with side L = 2M−N−1λ. Hence, there is a trade-off between the
exposed area, the minimum lithographic feature size resolution, and the number of photons used for
the exposure. We also show that the proposed method will work even under non-ideal conditions,
albeit with somewhat poorer performance.
PACS numbers: 42.50.Hz, 42.25.Hz, 42.65.-k, 85.40.Hp
I. INTRODUCTION
Classically, to create an optical image, one has to mod-
ulate a wavefront of an electromagnetic wave in space.
The minimum resolvable feature size of an imaged object
corresponds, roughly speaking, to the minimum modu-
lation period allowed, which turns to be of the order of
the wavelength λ of the light used. In fact, the Rayleigh
criterion establishes that the best resolution that can be
achieved classically is about λ/2, which is usually known
as the diffraction limit.
When the quantum nature of light is considered, one
is naturally confronted with the role that photon fluc-
tuations play in setting fundamental performance lim-
its for imaging systems. Even if all the technical noise
sources are eliminated from the imaging system, the
corpuscular nature of the photon induces fluctuations,
or shot noise, that determine a seemingly fundamental
spatial resolution, or standard quantum limit, of about
λ/(2
√
N), where N is the average number of photons.
Sub-wavelength imaging have been used in number of
applications [1, 2, 3, 4, 5, 6] and a careful analysis shows
that indeed the shot-noise sets the resolution limit [5, 6].
However, the quantum viewpoint allows for strategies
that could significantly improve the spatial resolution
beyond the standard quantum limit. A typical way of
reducing photon-counting noise is by using multi-mode
squeezed light [8, 9, 10, 11, 12, 13]. This possibility
has been experimentally demonstrated in other precision
measurement schemes [7] and allows one to attain an
optimum spatial resolution proportional to λ/2N , usu-
ally known as the Heisenberg limit. These sub shot-noise
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imaging systems enable resolving, in principle, arbitrarily
small details of an object in a diffraction-limited optical
system.
However, writing images imposes even more stringent
requirements than sub-wavelength resolution of spatial
features because in image writing one wants to write
small details with high contrast. A particular field where
circumventing the classical resolution limit is becoming
more and more important is optical lithography, which is
the primary tool for writing electronic-circuit patterns.
Current production technologies have tended to use light
of shorter wavelengths to fabricate ever-smaller device
features.
It has been known for some time that entangled pho-
ton pairs can be used to achieve Heisenberg limited res-
olution of time [14, 15, 16] and phase [17, 18, 19, 20],
but only very recently it has been proposed the use of
entanglement to increase high contrast image resolution
indefinitely [21, 22, 23]. The reason that these entan-
gled quantum states show increased resolution can be
traced back to the fact that they allow the modulation
period to be as small as λ/(2N), and thus they approach
Heisenberg-limited resolution. The process can be envi-
sioned as the photons clustering into a N -photon quasi-
particle with a linear momentum N times large as that of
a single photon, and therefore with a shorter de Broglie
wavelength [24]. It is the de Broglie wavelength that ul-
timately determines the interference resolution. This has
been appreciated for a long time in atomic, molecular and
solid-state physics, but has only recently been noticed for
electromagnetic waves.
In an earlier paper we discussed the use of recipro-
cal binomial states in sub-wavelength resolution lithog-
raphy [23]. Our method works for even number of pho-
tons 2N and it is especially germane to determine the
exposure sequence to generate any pixellated pattern on
a (N +1)× (N +1) grid, occupying a square with a half
wavelength long side. An advantage with the method is
2that only one particular entangled state needs to be gen-
erated: all other necessary states can be produced from
the first by means of, e.g., a small bank of phase plates
with a prescribed birefringence. Unfortunately, it is not
possible to generate larger patterns since the deposition
methods proposed hitherto all are periodic with a period
of half a wavelength [21, 22, 23]. Restricting the expo-
sure source of the lithography to four modes, with pair-
wise opposite wavevectors, Fig. 1, one can only increase
the size of the pattern by some factor by sacrificing the
pattern resolution by exactly the same factor. To be able
to adjust the size of the deposited pattern independently
of the resolution one must use more modes. In this pa-
per we report a systematic multi-mode extension to the
method we proposed earlier [23].
II. SUB-WAVELENGTH LITHOGRAPHY
A. One dimension, two modes
Our goal is to establish how to create arbitrary two-
dimensional patterns on a squared substrate of side L.
Suppose we have two counter-propagating beams in a
direction we shall denote X , see Fig. 1. The beams
propagate at angles ±θ to the normal of the substrate.
This substrate is coated with lithographic resist (in the
following we will refer to the resist as the film) and situ-
ated in the region where the beams overlap. In general,
provided the coherence lengths of the wave packets are
much longer than the side of the film, we do not need to
take into account the mode shapes and we will assume
that they are plane over the side of the film.
Following Ref. [21], the lithographic film absorption
is modeled by an M -photon absorption process. Thus,
the absorption process can be modeled by the operator
eˆ†M eˆM given by
eˆ†M eˆM ∝
(
1√
W
∑
i
aˆ†i
)M (
1√
W
∑
i
aˆi
)M
, (1)
where aˆi is the annihilation operator of mode i, and W
is the number of excited modes impinging on the film.
In this way, higher-order interference effects are natu-
rally brought out. The photosensitive “grains” in the
film must be much smaller than the shortest de Broglie
wavelength encountered in the exposure process. There-
fore, from the point of view of a “grain”, the photon
packets in the respective modes will be indistinguishable
in spite of their different linear momenta, as manifested
by (1).
Let us now discuss the interference in one dimension
between a pair of modes, labeled −1, 1, propagating in
the plane defined by the X axis and the film normal.
We restrict ourselves to consider states that are eigen-
states N1 of the total photon number in the modes ±1.
According to our assumptions the deposition rate in the
substrate ∆M is proportional to the expectation value of
the operator eˆ†M eˆM , where eˆ = (aˆ−1 + aˆ1)/
√
2. Let us
further assume that the two beams impinge at the angles
θ±1 = ±π/2. The beams will hence strike the film sur-
face at grazing incidence. Furthermore, we shall assume
that the modes are prepared in a two-mode reciprocal
binomial state of the general form
|ψ(Ni)〉 = 1√Ni
Ni∑
n=0
√
n!(Ni − n)! |n〉i ⊗ |Ni − n〉−i, (2)
where Ni is the total photon number of the two modes
and Ni =
∑Ni
n=0 n!(Ni − n)! is a normalization factor.
Let the X coordinate normalized to the optical wave-
length λ be denoted x. Since the two modes −1 and 1
impinge over the film in anti-parallel directions, the ac-
cumulated phase of mode 1 (propagating in the positive
X direction) at a distance λx from the left edge of the
film will be
Uˆ1 = exp(ikλxaˆ
†
1aˆ1) = exp(i2πxaˆ
†
1aˆ1), (3)
where k = 2π/λ, while mode −1 will have accumulated
the phase
Uˆ−1 = exp[ikλ(1− x)aˆ†−1aˆ−1] = exp[i2π(1− x)aˆ†−1aˆ−1]
(4)
at the same location. Using these free-space unitary
propagation operators, we find that at the location x,
the state (2) for modes ±1 is transformed into
|ψ(N1)x 〉 =
1√N1
N1∑
n=0
ei2πx(2n−N1)
√
n!(N1 − n)!|n〉1⊗|N1−n〉−1.
(5)
We can now translate the substrate a distance
λ/[4(N1 + 1)] to the left, and at the same time phase-
shift mode 1 by 2πℓ1x/(N1 + 1) (ℓ1x = 1, 2, . . . , N1 + 1)
relative to mode −1. The corresponding state will be
labeled |ψ(N1,ℓ1x)x 〉, where
|ψ(N1,ℓ1x)x 〉 =
1√N1
N1∑
n=0
e
iπ(2x−
ℓ1x−1/2
N1+1
)(2n−N1)
×
√
n!(N1 − n)! |n〉1 ⊗ |N1 − n〉−1. (6)
As shown in [23], this state will deposit a “one-
dimensional pixel”, that is, the deposition rate ∆M will
have a single pronounced peak λ/2(N1+1) wide, occupy-
ing the interval on the X-axis between λ(ℓ1x−1)/2(N1+
1) and λℓ1x/2(N1 + 1).
To make a qualitative comparison between the sub-
wavelength resolution lithographic method proposed in
Refs. [21, 22] and our method, we have calculated the
deposition pattern when the target pattern is a rectan-
gular trench. In Refs. [21, 22] such a trench, λ/4 wide,
was used as a trial target function for a 10-photon state.
We have done the same, but since a 10-photon state will
define a 11-pixel pattern (in one dimension) the natural
target trench function in our case is an integer number of
3pixel width wide. The pixel width for a 10-photon state is
λ/22. In Fig. 2 we have calculated the deposition rate for
a four pixel wide trench, that is, a trench 2λ/11 ≈ 0.18λ
wide. In order to make this pattern we can e.g. expose
the pixels sequentially employing the states indicated in
the figure caption. Although not shown in the figure,
remember that this two-mode deposition rate is periodic
with the period λ/2.
We see that the result of our method is almost the
same, both in the respect of edge sharpness and in expo-
sure penalty, to those obtained by the method proposed
by Boto et al. [21, 22]. As we shall show below, neither
the edge sharpness nor the exposure penalty need to be
sacrificed when the lithographic pattern is extended over
areas larger than a half a wavelength in each dimension.
A fundamental difference between the methods is that
the pattern producing state is pure in the proposal of
Boto et al., while our proposal is based on mixed states
(or a sequence of pure states if each pixel is deposited
separately).
B. One dimension, four modes
To overcome the limiting λ/2 periodicity of the de-
position rate we introduce another pair of modes −2
and 2 impinging along the X directions at angles θ±2 =
± arcsin[(N2 + 1)−1] from the film normal. Hence, they
have only the wavevector components ±2π/[λ(N2 + 1)]
in the X direction. We assume that this pair of modes
are prepared in a reciprocal binomial state, too. Conse-
quently, their state at location x is given by
|φ(N2)x 〉 =
1√N2
N2∑
n=0
ei2πx
2n−N2
N2+1
√
n!(N2 − n)!|n〉2⊗|N2−n〉−2.
(7)
(We use the symbol φ in the ket above to indicate that
the modes corresponding to the state do not impinge at
grazing incidence over the film surface.)
Now suppose the N1 + N2 photon, product state
|ψ(N1)x 〉⊗|φ(N2)x 〉 is prepared. Calculating the pattern de-
position rate ∆M , where now eˆ = (aˆ−2+ aˆ−1+ aˆ1+ aˆ2)/2
and M = N1 +N2, we find that
∆M ∝
∣∣∣∣∣
N1∑
m=0
ei2πx(2m−N1)
N2∑
n=0
e
i2πx
2n−N2
N2+1
∣∣∣∣∣
2
∝ 1
[(N1 + 1)(N2 + 1)]2
sin2[2(N1 + 1)πx]
sin2[2πx/(N2 + 1)]
. (8)
The deposition rate ∆M has a highest oscillation period
in x of 1/[2(N1 + 1)] and an overall periodicity of (N2 +
1)/2, corresponding to the physical lengths λ/[2(N1+1)]
and λ(N2 + 1)/2, respectively. A plot of (8) for the case
N1 = N2 = 3 is shown in Fig. 3. Note that the deposition
function spatial resolution is λ/8 and its periodicity is 2λ.
When we translate the substrate a distance λ/[4(N1+
1)] to the left, and at the same time phase-shift mode
2 by 2πℓ2x/(N2 + 1) + 2πℓ1x/[(N1 + 1)(N2 + 1)] (ℓ2x =
1, 2, . . . , N2+1) relative to mode −2, the state |φ(N2)x 〉 in
modes ±2 is transformed to
|φ(N2,ℓ1x,ℓ2x)x 〉 =
1√N2
N2∑
n=0
eiπ(2x−ℓ2x−
ℓ1x−1/2
N1+1
)
2n−N2
N2+1
×
√
n!(N2 − n)! |n〉2 ⊗ |N2 − n〉−2. (9)
Using (6) and (9) we see that the four-mode state
|ψ(N1)x 〉 ⊗ |φ(N2)x 〉 will consequently be transformed into
the state |ψ(N1,ℓ1x)x 〉 ⊗ |φ(N2,ℓ1x,ℓ2x)x 〉 after the translation
and respective relative phase shifts. The deposition rate
for this state can readily be calculated to be
∆M (ℓ1x, ℓ2x) ∝ 1
[(N1 + 1)(N2 + 1)]2
× sin
2{[2(N1 + 1)x− ℓ1x + 1/2]π}
sin2
[(
2x− ℓ2x − ℓ1x−1/2N1+1
)
π
N2+1
] .(10)
If we divide the part of the X axis between the origin
and the point x = (N2 + 1)/2 into (N1 + 1)(N2 + 1)
pieces, each 1/[2(N1 + 1)] long, each interval will repre-
sent a “one-dimensional pixel”. With a specific choice
of ℓ1x and ℓ2x we can deposit (or expose) pixel number
ℓ1x + (N + 1)ℓ2x [numbered from left to right and the
number taken modulo (N1+1)(N2+1)] with a negligible
exposure penalty (that is, negligible unwanted exposure
of nominally unexposed pixels). This can be clearly seen
in Fig. 4, where we have assumed that N1 = N2 = 3,
ℓ1x = 2, and ℓ2x = 1, leading to the exposure of pixel
number 6. The relative phase-shifts between the modes,
labeled by the numbers ℓ1x and ℓ2x, can be accomplished
via a bank of appropriately chosen birefringent plates,
provided that the modes ±1, and ±2, respectively, are
originally prepared in spatially and temporally degener-
ate modes, but with orthogonal polarizations as discussed
in Ref. [23].
The deposition-rate function (10) has two special prop-
erties that are worth pointing out. The first is that the
deposition rate will be identically zero at the center of all
unexposed pixels regardless of what other pixels are ex-
posed. Hence, a nominally unexposed pixel surrounded
by exposed pixels will remain unexposed at the pixel cen-
ter. This is a very appealing feature of the proposed
method since the exposure penalty hardly depends at
all on the particular pixel pattern one intends to expose.
The second nice feature is that the sum of the deposition-
rate functions for all pixels add up to unity; i.e.
N1+1∑
ℓ1x=1
N2+1∑
ℓ2x=1
∆M (ℓ1x, ℓ2x) ≡ 1, (11)
for all values of x. This, in turn, means that we never
risk overexposure, even if we expose two or more adja-
cent pixels. In fact, if a row, or column, of adjacent pixels
are exposed, the resulting deposition function ridge will
4hardly have any modulation [23]. The identity (11) also
means that if one wants to make the negative image of
some pixel pattern one can construct identically the neg-
ative image deposition rate by exposing all previously
unexposed pixels, and vice versa.
Let us now discuss the geometrical scaling properties of
the deposition rate. By decreasing the modes’ wavevec-
tor components in the film plane by a fixed factor, both
the minimum feature size resolution and the fundamental
period of deposition rate will increase by the same factor.
If we, e.g., let modes ±1 impinge at angles ± arcsin(1/2)
from the film normal and modes ±2 impinge at the an-
gles ± arcsin([2(N2 + 1)]−1), then the minimum feature
size resolution (i.e., pixel size) becomes λ/(N1 + 1) and
the period of deposition rate becomes (N2 + 1)λ. How-
ever, the wavevector component parallel to the film is
not only governed by the modes’ propagation angles but
are also governed by the de Broglie wavelength of the
impinging states. Therefore, the pixel and pattern sizes
are intimately connected to how we prepare the states.
If the (one-dimensional) film is modeled as a M = 2N -
photon absorber, the choice to partition the 2N pho-
tons equally between the two pairs of modes ±1, and
±2, as assumed in Fig. 4, is by no means necessary.
Instead we can, e. g., prepare modes −1 and 1 in a
two-mode (N − 1)-photon state |ψ(N−1)x 〉 and the modes
−2 and 2 in a two-mode (N + 1)-photon state |φ(N+1)x 〉.
The appropriate relative phase shifts are 2πℓ1x/N , where
ℓ1x = 1, 2, . . . , N and 2πℓ2x/(N + 2)+ 2πℓ1x/(N
2 + 2N)
where ℓ2x = 1, 2, . . . , N+2, respectively. In this case, the
minimum lithographic feature size resolution becomes
λ/(2N), the number of individually depositable pixels
become N(N + 2), and the fundamental period of the
deposition rate becomes λ(N + 2)/2. An illustration of
an ensuing deposition rate function is given in Fig. 5.
Continuing this re-partition one can either increase the
fundamental period of the deposition rate at the expense
of increasing the minimum resolution by increasing the
photon number in modes ±2 at the expense of the pho-
ton number in modes ±1, or vice versa. The attainable
minimum size resolution and deposition rate period are
shown in Table I.
C. Two dimensions, eight modes
One can now extend the lithographic exposure pro-
cedure to two dimensions by simply introducing two
additional pairs of modes ±1′ and ±2′, impinging to-
wards the film at corresponding angles to modes ±1 and
±2, but in the Y direction, perpendicular to X [23].
If the eight modes are prepared in the initial state
|ψ(N,ℓ1x)x 〉 ⊗ |φ(N,ℓ1x,ℓ2x)x 〉 ⊗ |ψ(N,ℓ1y)y 〉 ⊗ |φ(N,ℓ1y,ℓ2y)y 〉, the
deposition rate is given by the product of the correspond-
ing deposition rates in the X and in the Y directions.
Of course, if the number of photons in each of the two-
mode states |ψ(N,ℓ1x)x 〉, . . . , |φ(N,ℓ1y,ℓ2y)y 〉 is N , then the
film must have a non-negligible M = 4N -photon absorp-
tion cross section. If so, the assumed state will expose
the pixel (ℓ1x + (N + 1)ℓ2x, ℓ1y + (N + 1)ℓ2y) and leave
the remaining pixels essentially unexposed. In order to
expose a pattern, such as a line of adjacent pixels, one
must prepare a statistical mixture of the pixels’ asso-
ciated states or one can expose the pixels sequentially.
As shown in Ref. [23], diagonal lines composed of ex-
posed pixels will have an unacceptably large deposition
rate fluctuation along the diagonal center-line. However,
the minima can be “filled in” by depositing intermedi-
ate pixels (with their centers at the intersection points
between four adjacent regular pixels). Again, the states
corresponding to these intermediate pixels can be pre-
pared by appropriate relative phase shifts between the
mode pairs [23]. For the rest of this paper we shall only
study the deposition rates in one dimension, bearing in
mind that with our method the two-dimensional depo-
sition rate function is simply the product of two one-
dimensional functions.
III. GENERALIZED MULTI-MODE QUANTUM
LITHOGRAPHY
It is clear that the procedure to increase the deposition
rate period is not limited by considering only two pairs
of modes with opposite wavevectors in each dimension.
We can continue this procedure by introducing a third
pair of modes, labeled −3 and 3, impinging towards the
film at the angles θ±3 = ± arcsin[1/(N + 1)2] from the
film normal. If the number of photonsM contributing to
the film absorption process is divisible by 3 (or 6, in two
dimensions), so that M = 3N , and this photon number
is partitioned equally between the three modes, then one
will be able to deposit any pixellated patterns with the
minimum feature size resolution of λ/[2(N + 1)] over a
length of L = λ(N + 1)2/2.
However, in order to cover the maximum area for a
given number of photons M and resolvable feature size
λ/[2(N + 1)], where 1 ≤ N < M , the following product
state should be prepared:
|ψ(N,ℓ1x)x 〉 ⊗ |φ(1,ℓ1x,ℓ2x)x 〉 ⊗ . . .⊗ |φ(1,ℓ1x,ℓ2x,...,ℓ(M−N)x)x 〉,
(12)
where ℓ1x = 1, 2, . . . , N + 1, ℓ2x, . . . , ℓ(M−N)x = 1, 2,
and modes ±1 impinge at grazing incidence while modes
±i, i = 2, . . . ,M − N , impinge at the angles θ±i =
± arcsin(2−(i−1)). The rationale for preparing this state
is that the state |ψ(N,ℓ1x)x 〉 will determine the feature
size resolution and let us deposit any one of N + 1
pixels each with a size of λ/[2(N + 1)]. With the re-
maining M −N photons, each of the one photon states
|φ(1,ℓ1x,ℓ2x)x 〉, . . . , |φ(1,ℓ1x,ℓ2x,...,ℓ(M−N)x)x 〉 will allow us to
double the fundamental period of the deposition rate
function. If we compare this to a case where the M −N
photons are partitioned between a smaller number of
more highly excited states, it is clear that the state (12)
5gives a longer fundamental deposition rate period since
2M−N ≥M −N + 1 for all relevant numbers M and N .
With the initial state (12) one will be able to deposit any
one of 2M−N (N +1) pixels in one dimension, where each
pixel is λ/[2(N + 1)] wide. The fundamental period of
the pixel pattern will be L = 2M−N−1λ. With 2M pho-
tons one will be able to make a two-dimensional pattern
with this resolution and periodicity in both dimensions.
This is the major result in this paper. In Fig. 6 we have
plotted the one-dimensional deposition rate from the in-
terference between eight modes in a statistical mixture
of the states
|ψ(4,1)x 〉 ⊗ |φ(1,1,1)x 〉 ⊗ |φ(1,1,1,1)x 〉 ⊗ |φ(1,1,1,1,0x 〉 (13)
and
|ψ(4,3)x 〉 ⊗ |φ(1,3,1)x 〉 ⊗ |φ(1,3,1,1)x 〉 ⊗ |φ(1,3,1,1,0x 〉, (14)
where modes ±1 impinge at θ±1 = ±π/2 and the re-
maining three pairs of modes impinge at the angles
θ±2 = ± arcsin(1/2), θ±3 = arcsin(1/4), and θ±4 =
± arcsin(1/8). The total photon number in both states is
six, the same number assumed in Fig. 4 and Fig. 5. The
ensuing 32-pixel pattern is the largest one-dimensional
pattern one can make with six photons provided that the
minimum feature size is fixed to λ/8. The price for the
large number of depositable pixels is the difficulty one
will have generating this eight-mode state. If the states’
relative phase-shifts are generated by birefringent phase
plates, one will need two plates for the first pair of modes,
and three, four and five plates for the remaining three
pairs of modes, respectively. We can in principle con-
tinue this process ad infinitum, but for a fixed minimum
feature size, this requiresM , the number of photons con-
tributing to the exposure process, to increase. Since the
absorption cross section quite generally decreases rapidly
with increasing M , there will be a practical limit to such
an extension.
IV. IMPERFECTIONS DUE TO LOSSES AND
COMPETING MULTI-PHOTON ABSORPTION
PROCESSES
Above we have discussed how sub-wavelength imaging
can work under ideal conditions. However, in order for
the proposed method to be of practical use it is neces-
sary that it is robust against imperfections. Below we
shall discuss three mechanisms that will deteriorate the
image forming ability of entangled states: linear losses,
competing multi-photon absorption processes, and expo-
sure noise due to light quantization.
First we will discuss the effect of losses occuring be-
tween the state generator and the film. As long as the
film strictly absorbs the same number of photons as the
generated multi-mode state contains, losses will not af-
fect the lithographic resolution, it will only lower the
deposition rate by a fixed amount. This is rather ob-
vious, because if one or more photons are lost from an
M -photon state, noM -photon absorption process can be
triggered by the state. However, if there exists a com-
peting (M − 1)-photon absorption process in the film,
the film may be exposed even after a photon is lost. In
this case the modified deposition rate will be the same
whether the photon is lost before impinging on the film
or if only M − 1 out of M photons impinging on the film
are absorbed. Losses prior to the film will, however, shift
the relative proportion between (M − 1)- and M -photon
absorption processes in favor of the former by decreasing
the probability that the state impinging on the film con-
tains M photons. Therefore, losses in the optical system
prior to the film should be kept as low as possible. For-
tunately, losses will only gradually increase the required
exposure dose and shift the probability of absorption to-
ward absorption processes involving a smaller number of
photons.
Next, we shall examine how the deposition rate of a
M -photon state is affected by absorption processes in-
volving less than M photons. Two physical effects will
deteriorate the resolution and the exposure penalty in
this case. One is that if the state contains M photons,
but only M − 1 of them are absorbed, there are as many
final states as there are modes. If we look at the simplest
case, an impinging two-mode state |ψ(M)x 〉, the possible
final states are |1, 0〉 and |0, 1〉. Since these states are dis-
tinguishable, the absorption probability amplitudes lead-
ing to one of these final states will not interfere with the
amplitudes leading to the other. Only the initial state
|M, 0〉 (|0,M〉) will evolve into the state |1, 0〉 (|0, 1〉) with
certainty upon absorption of M − 1 photons. (All other
number-difference states |M −n, n〉, n 6= 0,M can evolve
either into |1, 0〉 or |0, 1〉). This means that the two ex-
treme number-difference states in the expansion of |φ(M)x 〉
cannot interfere in a M − 1 photon absorption process.
Therefore, the Fourier component with the highest spa-
tial frequency will be absent in the ensuing deposition
rate. Hence, the spatial resolution will decrease mono-
tonically with decreasing order of the absorption process.
A second effect will be that the destructive interference
between the absorption probabilities outside the desig-
nated pixel will be incomplete, leading to an increased
exposure penalty.
In Fig. 7 we have drawn the deposition rates of the
state |ψ(4,3)x 〉 due to 4-, 3-, 2-, and 1-photon absorption
processes. The curves have been normalized such that
the deposition rates all have a maximum of unity to fa-
cilitate comparisons. It can be seen that the width of
the deposition rate peak increases, and so does the ex-
posure penalty as the mismatch between the state and
the absorption process increases. It is, of course, possi-
ble to make a better deposition rate function for, e. g., a
3-photon absorption film by exposing the film by a state
of the kind |ψ(3)x 〉 instead of the state |ψ(4,3)x 〉. On the
positive side, it is seen that if the film allows both for a
3-photon and a 4-photon absorption process, our method
will yield a somewhat poorer result than if the 3-photon
6cross-section were identically zero. Still, the ensuing de-
position rate is moderately deteriorated as compared to
the ideal case.
In Fig. 8 we have drawn similar curves for a six-mode,
four photon state that exposes pixel 7 (from the left) of
12 pixels. Each pixel is λ/6 wide, and the fundamental
period of the deposition rate is 2λ. Again, 3-, 2-, and
1-photon absorption processes will deteriorate the depo-
sition rate, and in this case by a larger amount than for
the two-mode state. The physical reason is that with
a larger number of modes, there can also be a larger
number of final states that will separate the interference
paths into a larger number of distinguishable groups.
This will primarily affect the (destructive) interference
between the different absorption paths outside the de-
position rate peak. However, in the six-mode case too,
the deterioration is gradual. Hence, even if the 3-photon
cross section is not identically zero, the consequences are
not catastrophic.
The final effect we wish to discuss regards the fact that
the calculated deposition rate is an ensemble average.
In an experiment, the actual deposition rate may look
rather different than its expectation value. This effect
has not been discussed in any of the previous papers on
entangled-state sub-wavelength lithography [21, 22, 23].
If a state of the type given by (12) impinges on the
film, the probability of state absorption is with all likeli-
hood low. In addition, as have been discussed previously,
each pixel defined on the film must contain many photo-
sensitive grains since, for the method to make sense, the
grains must be smaller (preferably much smaller) than
the pixel size. Therefore, in order to expose a pixel, many
exposure shots (per pixel) are needed. Since the absorp-
tion process is stochastic, the ensuing exposure will also
be stochastic. The consequences of such an effect was
studied in the context of the opposite process, namely im-
age recognition, by Rose already in the 1940s [25, 26] (an
up-to-date review of this early work was recently writ-
ten by Burgess [27]). In a first order approximation, the
exposure of each pixel can be modeled by a Poisson distri-
bution with a mean determined by the relation between
the absorption probability of a grain, the deposition rate
at the pixel, and the exposure dose. It is clear that in
order to have pixels with a relative variation in exposure
of, say less than 10%, the mean number of exposed grains
must be larger than 100. This in turn implies that the
number of states that need to impinge on the film to ex-
pose this particular pixel must be much larger than 100.
As a consequence, it is desirable that the state generator
emits states with a high repetition frequency in order to
expose the film swiftly.
V. CONCLUSIONS
We have developed a multi-mode extension of the sub-
wavelength lithographic method based on multi-photon
absorption proposed in Ref. [23]. We have shown the
optimal way (in terms of the number of photons used
in the process) to generate a pixellated pattern of given
(sub-wavelength) resolution and pattern size. A salient
feature of our proposal is that only one particular multi-
mode photon number eigenstate needs to be prepared.
Any pixellated pattern can be generated from this state
by applying differential phase-shifts between the modes.
For a given lithographic feature resolution, the price to
be paid for a larger pattern is that the complexity of
the state used to expose the pattern increases. For each
doubling of the pattern area, two more modes in a one-
photon state must be used. This also requires the film
absorption process to increase by one in terms of pho-
tons absorbed in the process. Therefore it seems unlikely
that it will be possible to make very large patterns. We
have also studied the effects of imperfections, in terms
of losses, competing lower order multi-photon processes,
and deposition-rate fluctuations due to the quantization
of the light used for the exposure. We have shown
that neither effect results in catastrophic consequences,
demonstrating that the proposed method is somewhat
robust against imperfections.
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FIG. 1: A schematic showing the geometry of the lithographic
exposure.
FIG. 2: The deposition rate due to a pair of modes with
θ±1 = ±pi/2 and N = 10 in an equal statistical mixture
state between |ψ
(10,1)
x 〉, |ψ
(10,2)
x 〉, |ψ
(10,3)
x 〉, |ψ
(10,4)
x 〉, |ψ
(10,9)
x 〉,
|ψ
(10,10)
x 〉, and |ψ
(10,11)
x 〉. A trench, 4 pixels wide (= 4λ/22) is
formed. The unwanted exposure modulation of both the ex-
posed and the unexposed pixels is on the order of 10% of the
maximum exposure. The target deposition function is drawn
with thick lines.
FIG. 3: The deposition rate due to two pairs of modes with
θ±1 = ±pi/2 and θ±2 = ± arcsin(1/4) that are prepared in two
three-photon reciprocal binomial states. The deposition rate
is periodic with the period 2λ. The width of the deposition
rate peak is roughly λ/8.
8FIG. 4: The deposition rate due to two pairs of modes with
θ±1 = ±pi/2 and θ±2 = ± arcsin(1/4) in the six photon recip-
rocal binomial product state |ψ
(3,2)
x 〉⊗|φ
(3,2,1)
x 〉 exposing pixel
number six. The deposition rate is periodic with the period
2λ. Only one period is shown.
FIG. 5: The deposition rate due to two pairs of modes with
θ±1 = ±pi/2 and θ±2 = ± arcsin(1/5) in the state |ψ
(2,1)
x 〉 ⊗
|φ
(4,1,1)
x 〉. In comparison to the example in Fig. 4 the pixel
size is increased by a factor 4/3 to λ/6 while the deposition
rate period has increased by a factor 5/4 to 5λ/2.
FIG. 6: The deposition rate due to a superposition state of
four pairs of modes with three, one, one and one photon. The
pixel size is λ/8 while the deposition rate period has increased
to 4λ. The relative phase shifts of the states have been chosen
so that pixels 13 and 15 are exposed. As can be seen, the
deposition rate is zero at the center of pixel 14.
FIG. 7: The deposition rate due to a pair of modes with θ±1 =
±pi/2 in the state |ψ
(4,3)
x 〉. The solid line shows the deposition
rate for a 4-photon absorption film. The dashed, dotted, and
dash-dotted line represent the (normalized) deposition rate
for 3-, 2-, and 1-photon absorption processes, respectively.
FIG. 8: The deposition rate due to three pairs of modes with
θ±1 = ±pi/2, θ±2 = ± arcsin(1/2), and θ±3 = ± arcsin(1/4) in
the four photon state |ψ
(2,1)
x 〉⊗|φ
(1,1,2)
x 〉⊗|φ
(1,1,2,2)
x 〉. The solid
line shows the deposition rate for a 4-photon absorption film.
The dashed, dotted, and dash-dotted line represent (normal-
ized) the deposition rate for 3-, 2-, and 1-photon absorption
processes, respectively.
TABLE I: A table demonstrating the number of depositable
pixels, minimum feature size resolution, and the fundamen-
tal deposition rate periodicity for different partitions of N1 +
N2 = 2N photons between two pairs of modes in one dimen-
sion.
N1 N2 Number of pixels Feature size Periodicity
2N 0 2N + 1 λ/(4N + 2) λ/2
2N − 1 1 4N λ/4N λ
...
...
...
...
...
n 2N − n (n+ 1)(2N − n+ 1) λ/2(n+ 1) (2N − n+ 1)λ/2
...
...
...
...
...
1 2N − 1 4N λ/4 Nλ
0 2N 2N + 1 λ/2 (2N + 1)λ/2
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