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Abstract
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Introduction
The local geometry theory of planar analytic morphisms is an open field in the investigation of singular-
ities. In spite of the extraordinary tools introduced by Casas-Alvero in [5], these have not been developed
since they first appeared in [5] in 2007. This can be a surprising fact since on one hand one of this tools,
the tangent map, extend the concept of the usual differential map to the case of a singular morphism and
on the other hand he introduces a new invariant, the Trunks of a morphism, which describe the effect of
the morphism on the singularities of a curve, locally, on either complex smooth surface via direct or inverse
image[6]. Moreover, the main result in [5] describes the multiplicities at any point infinitely near to the
origin of the jacobian curve and half of the article [5] is devoted to give a description, as far as the theory
allows it, of the jacobian curve. Besides this description there are a lot of things to be said about the
behaviour of the jacobian curve, which are open problems that are not solved in [5] neither in [6].
Keeping this in mind, the goal of this Master Thesis is a double one: first of all, to adquire an strong
background that allows to heavily understand the concepts with we are going to work with; secondly, to
understand those concepts and to open a line of research about the problems related with this field. Both
goals have been achieved.
This memory is structured in three chapters. The first is a compilation of basic definitions and results
about singularities of plane curves. This is mainly a summary of some chapters of the excellent text book
of Casas-Alvero: “Singularities of Plane Curves”[4]. In this Chapter I focus my atention to define and to
state the main properties of Enriques’ infinitely near points and to state Enriques’ Theorem which relates
this geometrical description of the singularity of a germ of curve with its Puiseux series. For this it is
required to have cursed a grade curse at least in algebraic curves. Finally, I discuss some definitions and
basic properties about weighted clusters and pencils of curves that are needed in the rest of the work.
The second chapter can be divided into three parts: sections 2.1, 2.2 and 2.4 are devoted to introduce
and to develop the long and profound theory contained in [5]. Also, I want to remark that I have given
a new interpretation of the tangent map defined in [5]; this is done in Theorem 2.2.7. In section 2.3, we
have implemented the algorithm to compute the trunk and the tangent map given in [5] using Magma; I
have to especially thank Guillem Blanco for his invaluable help in implementing these algorithms which
have not only resulted in a significant saving of tedious calculations but have also given rise to interesting
conjectures. Finally, section 2.5 is, in my opinion, one of the most interesting parts; here I present and
discuss some relevant examples which show first, that there is a lot of work to do in the study of the
jacobian germ and, second, some disgressions about what could be the key information to obtain relevant
results. All these examples lead me to introduce the main question I am trying to solve now: “Can we
give a finite number of conditions to define a “general ”morphism such that it will have a “generic ”type
of jacobian? ”2.5.3 which is an open problem I am working at this moment.
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The last chapter is a first approach to the solution of this question for a specific type of morphisms. If we
choose our morphism in an special way we can identify the jacobian with a polar curve of some germ of
curve. To describe the topological type is an old problem solved by Casas-Alvero in [2] and [3]. The solution
to this problem is that we can choose the equation of the germ general enough, i.e. its coefficients do not
satisfy certain finite numbers of algebraic relations, such that its polars have a generic topological type. On
the other hand, in [8] and [1] it is shown that the base points of the jacobian system uniquely determine
the singular points of the curve. This is done by translating the problem to our context. In this way, we
want to follow this idea to obtain some kind of a converse result to those in [8] and [1]. Moreover, in [8]
it is given a precise characterization of the relation between the heights of the Trunks and the values of
the curve. In addition, I have proved that Casas-Alvero’s Theorem about polars implies that the heights of
the trunks have some precise values: Theorem 3.2.7. Finally, I present some examples in section 3.3 which
describe that, at this moment, we are not far to give a precise interpretation of Casas-Alvero’s Theorem
about polars into our context and hence to obtain a solution to Question 2.5.3 for this special case.
To conclude, I would like to make some special mentions. In the first place, to my father for endless
telephone talks especially abundant this year, my grandmother Ton˜i for being my example of overcoming,
and my family in general. Second, to Miguel A. Tiscar for sowing the seed of mathematics in my restless
brain. And finally, to my advisor Maria Alberich for giving me the necessary motivation in a so complicated
year for me, her involvement and her good advice without which this memory would not have finished.
2
1. Introduction to plane curve singularities
In this chapter we introduce the basic concepts about singularities of plane curves. This is mainly a
compilation of results of [4] which will be needed along this work. We assume the reader is familiar with
basic theory of plane curves which can be provided in a grade course in algebraic curves. We will consider
germs of curves at a point on a smooth complex surface. We first introduce the classical construction
of blowing-up a curve at a point. From this, we can define the notion of infinitely near points and we
introduce their main properties. Next, we state and discuss Enriques’ Theorem which plays a key role in
the study of infinitely near points and on this work. Finally, we state some basic definitions and properties
about weighted clusters and pencils.
1.1. Infinitely near points
Let S be a smooth complex surface and O ∈ S a fixed point. Let S be the set of all pairs (x , l) where
x ∈ S and l ∈ P1 a line through O containing x , i.e. S := {(x , l) ∈ S × P1 | x ∈ l} ⊂ S × P1. Consider
the projection
pi : S → S
(x , l) 7→ x
The fiber of pi over any point x other than O is simply (x , l) where l is the unique line through O and x .
However the fiber over O is an entire copy of P1 which is called exceptional divisor.
Definition 1.1.1. The quasi-projetive variety S just defined together with the natural projection pi is called
the blowing up of the point O.
The line EO := pi
−1(O) ∼= P1 is called exceptional divisor of the blowing up. Observe that it can be
naturally identified with the tangent directions of S at O. This is the reason why EO is also called the first
infinitesimal neighbourhood of O.
On the other hand, S \ EO → S \ {O} is an analytic isomorphism, i.e. S \ EO is dense with respect to the
Zariski topology in S and hence pi is a birrational equivalence between S and S .
This construction doesn’t depend on the local coordinate we are choosing in O ∈ S , this is because of
the following universal property: if pi
′
: S ′ → S is another blowing up, there exists a unique isomorphism
ϕ : S → S ′ such that pi′ ◦ ϕ = pi, and ϕ induces a linear projectivity between the two exceptional divisors.
Remark 1.1.2. Let’s see that S is already a quasi-projective variety by showing its explicit equations. Take
coordinates (x1, x2) ∈ S , (y1 : y2) ∈ P1, then x = (x1, x2) lies on the line l : y1x1 + y2x2 = 0 if and only if
(x1, x2) = λ(y1, y2) and it is equivalent to say that the matrix(
x1 x2
y1 y2
)
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has rank less or equal than 1, i.e. x1y2 − x2y1 = 0. Thus S = V (x1y2 − x2y1) ⊂ S × P1.
Definition 1.1.3. Let ξ be a germ of curve at O ∈ S . The pull-back of ξ by the projection morphism
associated to the blow-up at O, ξ = pi∗(ξ) is called the total transform of ξ by pi. If we consider the
equations of the blow-up we observe that ξ = ξ˜ + eO(ξ)EO , where eO(ξ) is the multiplicity of ξ at O and
ξ˜ is a curve on S not containing EO . We call ξ˜ the strict transform of ξ by pi.
Remark 1.1.4. We can identify ξ˜ = pi−1(ξ \ {O}), where the bar denotes here the Zariski closure in S . In
this way, ξ˜ intersect EO at a finite number of points so we can consider ξ˜ ∩ EO as a divisor on EO ⊂ P1;
this divisor can be identified with the tangent cone of ξ at O and eO(ξ) =
∑
p∈EO [ξ˜ · EO ]p where [ξ˜ · EO ]p
denotes the multiplicity of intersection at p. In particular, ep(ξ˜) ≤ eO(ξ) ∀p ∈ EO .
Note that if ξ is smooth at O then ξ˜ is also smooth, isomorphic to ξ and intersect EO transversally at a
single point.
Example 1.1.5. Let ξ : y 2 − x3 = 0 be the germ of the cuspidal curve at point O, with local coordinates
{x , y}, in a smooth complex surface S.
Figure 1.1: ξ : y 2 − x3 = 0
S := {((x , y), (u, s) ∈ S ×P1C | xs− yu = 0}, together with the natural projection pi : S ×P1 ⊇ S → S
is the blow-up at O. If we restrict ourselves to the affine chart u 6= 0 we have y = xs and the equation of
the total transform is given by ξ : x2s2− x3 = x2(s2− x) = 0. Hence EO : x = 0, and the strict transform
is ξ˜ : s2 − x = 0.
Figure 1.2: In red EO , in black the curve ξ˜ : s
2 − x = 0
Example 1.1.5 shows a special situation since the exceptional divisor is tangent to the strict transform.
This motivates us to perform a new blow up in S at the intersection point of ξ˜ and EO . In this way, to
perform succesive blow-ups leads to the following definition.
Definition 1.1.6. Recall, we call EO the first neighbourhood of O and hence its points are called points
in the first neigbourhood of O. Inductively, for any i > 1 we define the points in the i-th neighbourhood of
O to be the points in the first neighbourhood of any point in the (i-1)-th neighbourhood of O. The points
in any of this neigbourhood of O are called points infinitely near to O, and the set of them is denoted by
NO . Thus we have a natural partial order in NO ; for any p, q ∈ NO we say p precedes q, p ≤ q, if and
only if q is infinitely near to p.
Obviously, a point p ∈ NO is lying in a surface Sp which may be obtained by successively blowing-up the
points preceding p. We denote pip : Sp → S this composition of blowing-ups.
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Remark 1.1.7. In the same way as we have done in the case of the blow up at O, we denote by ξp, ξ˜p the
total and the strict transform of a germ of curve ξ by pip.
Definition 1.1.8. Let ξ be a germ of curve at O ∈ S , we define the multiplicity of ξ at p, ep(ξ), to be
the multiplicity ep(ξ˜) of the strict transform at p.
If we consider the total transform instead of the strict, we define the value of ξ at p as vp(ξ) := ep(ξ).
We say that a point p ∈ NO lies on ξ if and only if ep(ξ) > 0. We denote the set of infinitely near points
lying on ξ as NO(ξ).
Definition 1.1.8 can be used to compute the intersection multiplicity of two germs of curve in the
following way:
Proposition 1.1.9. (Noether’s Formula) Let ξ, ζ be germs of curve in O. The intersection multiplicity
[ξ · ζ]O is finite if and only if ξ and ζ share finitely many points infinitely near to O, and in such a case
[ξ · ζ]O =
∑
p∈NO(ξ)∩NO(ζ)
ep(ξ)ep(ζ).
Proof. Theorem 3.3.1 in [4]
Remark 1.1.10. If ξ, ζ have a common branch at O, both sides of the equality are ∞
Remark 1.1.11. Noether’s formula leads us to say that a point p ∈ NO(ξ) is simple (resp. multiple) on
ξ if and only if ep(ξ) = 1 (resp. ep(ξ) > 1). In particular an irreducible germ ξ is smooth if and only if
ep(ξ) = 1 for allp ∈ NO(ξ)
We have also the following result:
Theorem 1.1.12. A reduced germ of curve contains at most finitely many multiple infinitely near points.
Proof. Theorem 3.7.1 in [4]
Hence the following corollary states that we can resolve the singularities of a curve by a finite sequence
of blowing-ups.
Corollary 1.1.13. ( M.Noether) Given a curve ξ on a nonsigular surface S, there exists a finite sequence
of blowing ups of points S (r) → · · · → S (1) → S such that if we denote by
pi : S (r) = S ′ → S their composition, then the inverse image of the singular points of ξ is a union of
nonsigular curves (each isomorphic to P1) meeting transversally on the nonsingular surface S ′ and the
strict transform ξ˜ by pi is a nonsingular curve meeting transversally these curves.
1.1.1 Proximity
We have a partial order in NO , but it is not enough to describe precisely the behaviour of a singularity.
It is also important to study the relative position of the infinitely near points. In particular, by Corollary
1.1.13 we can obtain a minimal sequence of blowing ups resolving the singularities of a curve. From this
sequence we obtain a union of P1’s meeting transversaly on the desingularization surface. Therefore, to
study the relative position of infinitely near points is to study the intersections of the exceptional divisors
contained in the union of P1’s . This is what we call proximity relations.
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Definition 1.1.14. Let p, q ∈ NO . We say that q is proximate to p, denoted by q → p, if and only if q
belongs (as an ordinary or infinitely near point) to the exceptional divisor Ep of blowing up p
Remark 1.1.15. Since Ep is smooth, it is in particular irreducible at any of its points and hence in the first
neighbourhood of each point proximate to p there is just a single point proximate to p.
Additionally the relation of proximity is obviously invariant under isomorphisms.
Example 1.1.16. We return to Example 1.1.5 and consider the point P in Figure 1.2, which is the unique
point in ξ˜ ∩ EO . If we blow up P we have the following situation:
Figure 1.3: In red Ep, E˜O , in black the curve ξ˜p
In this way q is in the first neighbourhood of p and q is still proximate to O.
Proximity together with Noether’s formula enable us to state the law according to which the multiplic-
ities of the points on a germ may occur:
Theorem 1.1.17. For any (ordinary or infinitely near) point p on a germ of curve ξ, we have
ep(ξ) =
∑
q→p
eq(ξ).
Proof. Theorem 3.5.3 in [4]
Corollary 1.1.18. With the previous notation,
ep(ξ) ≥
∑
q∈Ep
eq(ξ).
If the curve ξ is irreducible, the proximity equalities gives a precise description of the sequence of
multiplicities as follows:
Theorem 1.1.19. Let ξ be an irreducible germ of curve, and let p,q be points on ξ, q in the first
neighbourhood of p. Write n = ep(ξ) and n
′ = eq(ξ) and perform the Euclidean division
n = hn′ + r , 0 ≤ r < n′ .
Then the points q1, ... , qh in the first,. . . ,h-th neighbourhoods of q and proximate to p belong to ξ with
multiplicities
eqi (ξ) = n
′, i = 1 ... , h − 1,
eqh(ξ) = r .
Moreover, no point proximate to p other than q, q1 ... , qh belongs to ξ.
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Let pi : Sn
pin−→ Sn−1 · · · pi1−→ SO = S be a finite composition of blowing-ups. The exceptional divisor of
pi is defined as F =
⋃n
i=1(pii ◦ · · ·pin)−1(pi−1), that is, as the union of the transforms of the exceptional
divisors of each pii where pii is the blowing up of pi−1 ∈ Si−1. It is known that F is the union of finitely
many smooth curves and any of them either do not intersect or intersect transversally at a single point, and
no three of them have a common point (Proposition 3.5.5 in [4]). This situation motivates the following
definition:
Definition 1.1.20. Let p be any point infinitely near to O, consider pip : Sp → S the composition of
blowing-ups giving rise to p. Then p belongs to either one or two components of the exceptional divisor
F = pi−1p (O). We say p is free if it belongs to one component. We say p is satellite if it belongs to two
components.
Example 1.1.21. According to Example 1.1.16 the point p in the first neighbourhood of O in the cusp is
free and the point q in the neigbourhood of p is satellite.
Remark 1.1.22. More generally it can be proved from the definitions that all points in the first neighbour-
hood of O are free; and that in the first neighbourhood of a free (resp. satellite) point there is exactly one
(resp. two) satellite points.
In particular if we consider a resolution of singularities as in Corollary 1.1.13 we have that any germ of
curve contains finitely many satellite points.
Observe that if ξ is a germ of curve at O, we can write its total transform after blowing up O (resp.
after blowing up an infinitely near point p) as follows:
ξ = ξ˜ + eO(ξ)EO .
Thus, if we repeat the process in every point infinitely near to O we obtain, from the previous considerations,
the following relations between values and multiplicities:
• If p is a free point proximate to q, then
vp(ξ) = ep(ξp) = ep(ξ˜p) + eq(ξq) = ep(ξ) + vq(ξ).
• If q is a satellite point, proximate to q1, q2 then
vp(ξ) = ep(ξp) = ep(ξ˜p) + eq1(ξq1) + eq2(ξq2) = ep(ξ) + vq1(ξ) + vq2(ξ).
1.1.2 Enriques diagrams
An important invariant in the study of plane curves singularities is the equisingularity class or equisin-
gularity type of a germ ξ. This is essentially a topological clasification of the behaviour of our singularity
in a sufficiently small neighbourhood of the point we are considering. The study of this topological classes
can be “simplified”by a graph representation of infinitely near points called Enriques diagram. Before
introducing them we need to extend a little bit the concept of singular point.
Definition 1.1.23. Let ξ be a germ of curve. A (proper or infinitely near) point p on ξ will be called
singular point of ξ if and only if either
(a) p is multiple on ξ, or
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(b) p is a satellite point, or
(c) p precedes a satellite point on ξ.
Example 1.1.24. Note that the easiest example of singular point which is simple and free is the point P
in the first neighbourhood of the origin in the cusp as we can see in Examples 1.1.5, 1.1.16.
Directly from the definition we have the following not surprising characterization of infinitely near
singular points:
Lemma 1.1.25. Let p be an infinitely near point and Ep the germ at p of the exceptional divisor of the
composition of the blowing-ups giving rise to p. The point p is a singular point of a germ ξ if and only if
[ξ˜p · Ep] > 1.
Obviously, from Corollary 1.1.13 and the definition of singular points, there are finitely many infinitely
near singular points on a germ of curve. We denote S(ξ) the subset of N (ξ) the set of all singular points
on a reduced germ ξ and also the first non-singular point of ξ on each one of its branches.
Definition 1.1.26. Two germs of curve ξ, ζ are said to be equisingular if and only if both are reduced and
non-empty and there exists a bijection ϕ : S(ξ) → S(ζ) such that both ϕ,ϕ−1 preserve natural ordering
and proximity of infinitely near points: for any p, q ∈ S(ξ), p is infinitely near (resp. proximate) to q if
and only if ϕ(p) is infinitely near (resp. proximate) to ϕ(q).
Remark 1.1.27. Let γ1, ... , γs be the branches of ξ, and for each i let pi the first point on γi which is
non-singular on ξ. The points p1, ... , ps are maximal with respect the natural order in S(ξ).
Equisingularity is in fact a topological equivalence class: two curves ξ, ζ through O are topologically
equivalent at O it there exist two neighbourhoods U, V ⊂ S and an homeomorphism h : U ∼=−→ V restricting
to an homeomorphism U ∩ ξ ∼=−→ V ∩ ζ, thus two curves are equisingular if and only if they are topologically
equivalent. The proof was achive in one sense due to Brauner, by a description of the topology of (U, ξ)
as a topological cone over a link in the three dimensional sphere. The converse is due to Zariski and
independently by Burau by a computation of the fundamental groups and Alexander polynomials of the
components of these links.
As we have already said equisingularity preserve proximity relations, hence the proximity equalities give rise
to the following proposition:
Proposition 1.1.28. If ϕ is an equisingularity between ξ and ζ then ep(ξ) = eϕ(p)(ζ) for all p ∈ S(ξ).
Proof. Proposition 3.8.3 in [4]
Thus the set S(ξ) is a subset of points together with its multiplicities, in particular if p is not maximal,
all points proximate to p on ξ belong to S(ξ); in a more general context it has the name of cluster.
A cluster of points infinitely near to O is a finite subset K ⊂ NO such that if p belongs to K so does any
point q < p. The depth of K is the maximum of the orders of the neighbourhoods of O which contain
some point of K.
A way to interpret a cluster of infinitely near points is the Enriques diagram of K, which encodes the
natural order together with proximity relations. They are drawn according to the following rules:
• If q is free and proximate to p, then the edge joining p and q is a smooth curve which if has the
same tangent at p as the edge ending at p in case p 6= O.
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• If points p and q (q in the first neighbourhood of p) have been represented, the rest of the points
proximate to p in the successive neighbourhoods of q (and the corresponding edges) are represented
on a straight half-line starting at q and orthogonal to the edge joining it with p. To avoid self-
intersections in the diagram, such half-lines are drawn alternatively to the right and to the left of the
preceding one.
The Enriques diagram of S(ξ) is called the Enriques diagram of ξ and it is a representation of the singularity
of ξ at O.
Example 1.1.29. We finally finish the example of the cuspidal curve ξ : y 2 − x3 = 0. We have its
desingularization:
This sequence of infinitely near points can be encoded in the following Enriques diagram:
q
P
O
P′
In general we give the Enriques diagram of a curve together with its multiplicities and/or values. Moreover,
by the proximity equalities since the unique satellite point has multiplicity 1 we know that all points after
q (there are infinitely many) are simple and free. This is why it’s enough to draw the following diagram,
despite the previous one, to interpret the equisingularity class of ξ:
1/6
1/3
2/2
1.2. Enriques Theorem
The purpose of this section is to relate infinitely near points with the Puisex series of a germ of curve.
More precisely, the Puiseux series provides a set of numerical equisigularity invariants, the characteristic
exponents, that determines the equisingularity class and hence the Enriques diagram. This relation is based
in Enriques theorem which is essentially a precise generalization of Theorem 1.1.19.
Definition 1.2.1. Let s =
∑
j>0 ajx
j/n be a Puiseux series and assume that it has polydromy order n, i.e.
n and gcd{j | aj 6= 0} have no common factors. We define the characteristic exponents of s as a finite
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set of rational numbers m1/n, ... , mk/n defined as follows: if we denote by (n) to be the sets of integers
multiples of n then m1 := min{j | aj 6= 0 j /∈ (n)}, and inductively if ni−1 = gcd(n, m1, ... , mi−1) 6= 1,
mi := min{j | aj 6= 0 j /∈ (ni−1)}. Since n is the polydromy order of s, there exist k for which nk = 1.
From the definition the Puiseux series can be written more precisely in the form:
s =
∑
j ∈ (n)
1 ≤ j < m1
ajx
j/n +
∑
j ∈ (n1)
m1 ≤ j < m2
ajx
j/n + · · ·+
∑
j ∈ (nk−1)
mk−1 ≤ j < mk
ajx
j/n +
∑
j≥mk
ajx
j/n.
Now assume that γ is an irreducible germ with origin at O having s as Puiseux series relative to fixed local
coordinates x,y and that s has polydromy order n and characteristic exponents {m1/n, ... , mk/n}.
Put m0 = 0, n
i = gcd(n, m1, ... , mi−1) so that in particular, n0 = n, nk = 1. For each i = 1, ... , k perform
the successive Euclidean divisions leading to ni = gcd(ni−1, mi ) = nir(i):
mi −mi−1 = hi0ni−1 + ni1
ni−1 = hi1n
i
1 + n
i
2
...
nir(i)−2 = h
i
r(i)−1n
i
r(i)−1 + n
i
r(i)
nir(i)−1 = h
i
r(i)n
i
r(i).
Notice that r(i) ≥ 1, hi0 ≥ 0 and hij > 0 for j = 1, ... , r(i). Then we have:
Theorem 1.2.2. (Enriques) There are on the irreducible germ γ in successive neighbourhoods, correspond-
ing to the i-th characteristic exponent of s,
hi0 n
i
0-fold points
pi0,1, ... , p
i
0,hi0
,
hi1 n
i
1-fold points
pi1,1, ... , p
i
1,hi1
,
...
hir(i)−1 n
i
r(i)−1-fold points
pir(i)−1,1, ... , p
i
r(i)−1,hi
r(i)−1
,
and hir(i) n
i
r(i)-fold points
pir(i),1, ... , p
i
r(i),hi
r(i)
.
The first of these points (either pi0,1 if h
i
0 6= 0 or pi1,1 otherwise) is the origin O if i = 1 or a free point in
the first neighbourhood of pi−1
r(i)−1,hi−1
r(i)−1
if i > 1. Furthermore, all points on γ after pkr(k),hr(k) are simple
and free.
To describe how the above points pij ,l are related by proximity, let us write p
i
0,0 = p
i−1
r(i−1),hi−1
r(i−1)
for i > 1.
We exclude first the case i = 1 and m1/n < 1, then all points
pi0,1, ... , p
i
0,hi0
, pi1,1 i = 1, ... , k ,
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but p10,1 = O are free points. The remaining ones are satellite points, more precisely for j = 1, ... , r(i)− 1,
pij ,1, ... , p
i
j ,hij
, pij+1,1
are proximate to pi
j−1,hij−1
and
pir(i),1, ... , p
i
r(i),hi
r(i)
are proximate to pi
r(i)−1,hi
r(i)−1
.
In the case i = 1 and m1/n < 1 we have h
1
0 = 0 then p
1
1,1 = O,
p11,2, ... , p
1
1,h11
and also p12,1 if r(i) > 1 are free points on the y-axis. The remaining ones are all satellite and proximity
between them is as above.
Proof. Theorem 5.5.1 in [4].
We can see that Enriques’ theorem describe infinitely near points in terms of Puiseux characteristic
exponents of a Puiseux series. Then the following two corollaries are obvious:
Corollary 1.2.3. Assume that the y-axis is not tangent to γ. Then the characteristic exponents of the
Puiseux series of γ are determined by the multiplicities of the points on γ and their proximity relations (i.e.
by the Enriques diagram of γ). In particular, characteristic exponents do not depend on the coordinates as
far as m1/n > 1,i.e. as far as the coordinates are chosen with the second axis non-tangent to γ
Corollary 1.2.4. Two irreducible germs are equisingular if and only if the have the same characteristic
exponents.
Moreover, the coefficients of the Puiseux series determines the position of the infinitely near points on
γ as it is shown in Chapter 5 of [4]. We include here two more results of Chapter 5 in [4] that we’ll be
needed in the next chapter.
Theorem 1.2.5. Let γ be an irreducible germ whose Puiseux series s has first characteristic exponent m/n,
say
s = a1x + · · ·+ ahxh + axm/n + · · ·
with a 6= 0. Denote p the last point on γ depending on m/n. Then a second irreducible germ γ′ goes
through all points on γ depending on m/n and has a free point not on the y-axis in the first neighbourhood
of p if and only if γ′ has a Puiseux series of the form
s ′ = a1x + · · ·+ ahxh + axm/n + · · · , a 6= 0.
Furthermore, there is an absolute projective coordinate in the first neighbourhood of p such that for all
branches γ′ above, the absolute coordinate of the point on γ′ in the first neighbourhood of p is an′ with
n′ = n/ gcd(m, n).
Consider p the last point on γ depending on m/n and let p′ be any free point in its first neigh-
bourhood, not on the y-axis and ϕ : Sp′ → S the composition of blowing ups giving rise to p’. Put
m′ = m/ gcd(n, m), n′ = n/ gcd(m, n). Denote by E the germ of the exceptional divisor of ϕ at p’. As-
sume that p’ has the coordinate of Theorem 1.2.5 equal to b, then p’ belongs to the germ yn
′ − bxm′ = 0.
Write ϕ∗(f ) = f the pull back for any f ∈ OO . We have:
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Proposition 1.2.6. With the previous notations, fix any n’-th root b1/n
′
. Then there exist local coordinates
x˜ , y˜ at p’ given by:
x = x˜n
′
y = (b1/n
′
+ y˜)x˜m
′
.
And such that, the germs at p’ defined by x , y , yn
′ − bxm′ are respectively n′E , m′E and n′m′E + ζ with
ζ being a smooth germ with origin at p’ non tangent to E.
Once we have shown that Puiseux series provide a set of numerical equisingularity invariants, the
characteristic exponents, we introduce one more equisingularity invariant which allows us to handle more
easily with characteristic exponents: it is the semigroup of a branch.
Definition 1.2.7. Let γ : f = 0 be an irreducible germ at O. We define the semigroup of γ as
Σ(γ) := {j ∈ N ∪ {0}| j = [γ · ξ] for a germ ξ at O} = {j ∈ N ∪ {0}| j = oγ(g) g ∈ OS,O , g /∈ (f )}
In this way, if the Puiseux series of γ is
s =
∑
j ∈ (n)
1 ≤ j < m1
ajx
j/n +
∑
j ∈ (n1)
m1 ≤ j < m2
ajx
j/n + · · ·+
∑
j ∈ (nk−1)
mk−1 ≤ j < mk
ajx
j/n +
∑
j≥mk
ajx
j/n.
By taking germs γi with Puiseux series
si =
∑
j ∈ (n)
1 ≤ j < m1
ajx
j/n +
∑
j ∈ (n1)
m1 ≤ j < m2
ajx
j/n + · · ·+
∑
j ∈ (ni−2)
mi−2 ≤ j < mi−1
ajx
j/n +
∑
j ∈ (ni−1)
mi−1 ≤ j < mi
ajx
j/n + · · ·
where the non explicit terms are assumed not to increase the polydromy order n/ni−1 of si . It is clear from
Noether formula that for each i = 1, ... , k ,
mˇi := [γi · γ] = (n − n
1)m1
ni−1
+ · · ·+ (n
i−2 − ni−1)mi−1
ni−1
+ mi
does not depend on the way the germs γi are chosen. Moreover, < n; mˇ1, ... , mˇk > is a set of generators of
Σ(γ) and hence two irreducible germ of curves are equisingular if and only if they have the same semigroup.
1.3. Weighted clusters
We have already said that the set of singular points is a particular example of a cluster of points. In
general, we can define a system of virtual multiplicities for a cluster K as a map ν : K → Z, i.e. an
assignation of an integer νp = ν(p) to each point of the cluster K .
Definition 1.3.1. A weighted cluster is a pair K = (K , ν) where K is a cluster of points and ν a system
of virtual multiplicities.
Definition 1.3.2. We say that a germ of curve ξ is going through O with virtual multiplicity νO if
eO(ξ) ≥ νO .
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In this way we can define a “generalized strict transform of ξ”by considering its virtual multiplicity
instead of the real one.
Definition 1.3.3. The virtual transform of ξ relative to the virtual multiplicity νO is the curve
ξˇ = ξ − νOE = ξ˜ + (eO(ξ)− νO)E .
Definition 1.3.4. Let p1, ... , ps ∈ K in the first neighbourhood of O, denote Ki the weighted cluster with
origin at pi that contains pi and all infinitely near points to it in K and having virtual multiplicities νi the
restriction of ν to Ki . We say that a curve ξ goes through K if and only if
(a) ξ goes through O with virtual multiplicity νO and
(b) the virtual transform ξˇ relative to νO goes through Ki for i = 1, ... , s.
Therefore, we can define the virtual transform ξˇp at point p ∈ K just by iterating the virtual transforms at
q ≤ p.
We say ξ goes through K with effective multiplicities equal to the virtual ones if and only if ep(ξ) = νp for
all p ∈ K .
We say that ξ goes sharply through K if and only if it goes through K with effective multiplicites equal
to the virtual ones and has no singular points outside of K.
Definition 1.3.5. A cluster K = (K , ν) is said to be consistent if and only if
νp ≥
∑
q → p
p ∈ K
νq.
For each point p ∈ K we define the excess of K at p as
ρp = νp −
∑
q → p
p ∈ K
νq.
An easy way to deal with weighted cluster of points is considering a germ of curve going sharply through
it. This fact is based in the following proposition:
Proposition 1.3.6. Let K = (K , ν) be a consistent cluster, then:
1. All germs going sharply through K are reduced.
2. If ξ is going sharply through K then for each p ∈ K , ξ has just ρp branches through p missing all
points after p in K. Hence ξ has a total of
∑
p∈K ρp branches.
3. Any two germs going sharply through K are equisingular.
Proof. Proposition 4.2.6 in [4]
In this way, the following definition is a natural translation to weighted cluster of the properties of the
germ of curve going sharply through it.
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Definition 1.3.7. We say that a cluster K is irreducible if the curves going sharply through it are irredicible.
If K = (K , ν) is consistent with origin at O and ξ is a germ of curve at O, we define the intersection
multiplicity as
[K · ξ] = [ξ · K] =
∑
p∈K
νpep(ξ).
Observe that [K · ξ] = [γ · ξ] where γ is any germ at O going through K with virtual multiplicities equal
to the virtual ones and sharing no point with ξ outside K.
We define the self-intersection of K as
K2 =
∑
p∈K
ν2p .
1.4. Pencils of a particular kind
We expose now some basic definitions about pencils. A pencil is essentially a family of germs of curve
given by some generators. In a natural way, pencils have associated a weighted cluster of points, the
base points, that somehow describe the family of germs the pencil is defining. Finally we point out some
technical results about pencils with irreducible cluster of base points.
Definition 1.4.1. A linear family of curves at OS,O , the local ring of S at O, is a set L of curves whose
equations are the non-zero elements of a linear subspace F ⊂ OS ,O .
If the family F is defined by an ideal I it is called a linear system.
The linear system defined by the whole ring is called irrelevant system.
Definition 1.4.2. A linear system of the form P = {ξα : α1f1 + α2f2 = 0}, with α1,α2 6= 0 and
f1 = 0, f2 = 0 being different non-empty germs is called pencil.
It has the obvious projective structure of projective complex line with coordinates [α1 : α2].
If g = gcd(f1, f2), the germ ζ : g = 0 is contained in every germ ξ ∈ P and it is called fixed part of P.
Thus we may write P = gP ′ with P ′ having no fixed part, P ′ is called variable part of P.
The purpose is to define the cluster of base points of a pencil. For this, we need to define a virtual
transform of P at the origin, and hence a virtual multiplicity, and then extend it inductively to the whole
NO . Let eO(P) := min{eO(ξ)| ξ ∈ P} be the multiplcity of P at O. If p is any point in the first
neighbourhood of O, let Op be the local ring at p in the surface Sp and ϕp : OS ,O → Op the induced
map by the blowing up ϕp : Sp → S . If z is an equation at p for the exceptional divisor and I is the ideal
which generates P then the ideal Ip = (z−eϕp(I ))Op is independent on the choice of z and defines a linear
system Pp at p, this system is by definition the transform of P with origin at p.
Remark 1.4.3. We define by iterating the proccess the virtual transforms to the whole NO . If P has no
fixed part, then for all but finitely many points infinitely near to O, the transform Pp is irrelevant.
Definition 1.4.4. If P is a pencil without fixed part, there is only a finite set K ⊂ NO such that ep(P) > 0
if and only if p ∈ K . Such a K is a cluster with virtual multiplicities ep(P), we denote it by BP(P) and
call it cluster of base points of P.
The main properties of base points of pencils are stated in the next theorem.
Theorem 1.4.5. If P is a pencil of germs at O without fixed part, then:
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1. All germs in P goes through BP(P).
2. All but finitely many germs in P go sharply through BP(P).
3. No point besides the base ones lies on two different germs in P going sharply through BP(P).
4. All but finitely many germs in P are reduced and have the same equisingularity type.
Proof. Theorem 7.2.10 in [4]
Consider a pencil P = {ξα : α1f1 + α2f2 = 0| α = α1α2 ∈ Cˆ}, where Cˆ = C ∪ {∞} with irreducible
cluster of base points. Denote by q the last point in BP(P) and by Eq the first neighbourhood of q. For
all α the virtual transform with origin at q of ξα has a single point qα in Eq. Hence the virtual transforms
ξˇα describe a pencil of lines at q. Assume now qα is a free point. Then since qα doesn’t belong to any
exceptional divisor other than that of blowing up q, ξα effectively goes through qα and eqα(ξα) = 1.
Proposition 1.4.6. The point qα is free if and only if ξα goes sharply through BP(P). In such a case ξα
is irreducible and effectively goes through qα.
Proof. Lemma 7.3 in [5].
Thus, the satellite points qα correspond to the germs ξα that do not go sharply through BP(P). These
germs are called special germs of the pencil P. We have the following characterization for the non
special germs:
Proposition 1.4.7. If P is a pencil with irreducible cluster of base points and γ is a multiple of an
irreducible germ, then:
1. If ξα ∈ P then [ξα · γ] ≥ [BP(P) · γ].
2. Assume that ξα is non-special. Then the above inequality is an equality if and only if ξα and γ share
no point in the first neighbourhood of the last point q of BP(P).
3. If γ has a free point qα in the first neighbourhood of q, then the germ ξα corresponding to qα is the
one with higher intersection with γ.
4. If the germ ξα with higher intersection with γ is non-special, then γ effectively goes through qα.
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2. Local geometry of planar analytic morphisms
Let S , T be smooth complex surfaces and let ϕ : S → T be an analytic morphism. In [5] are introduced
two new local invariants associated to ϕ called the trunks and the Tangent Map. They describe locally ϕ.
The situation along this chapter will be the following:
Let O ∈ S and consider local coordinates in a neighbourhood of O, {x , y}, let O ′ = ϕ(O) ∈ T and take
local coordinates in a neighbourhood of O’, {u, v}. We can identify the elements of OS,O to convergent
power series in x,y and for any h ∈ OS ,O we denote ĥ ∈ C[x , y ] its initial form. We denote o(h) = deg(ĥ)
which corresponds to the MS,O-adic valuation. Thus ϕ can be describe locally as
ϕ : S −→ T
(x , y) 7→
{
u = f (x , y)
v = g(x , y)
with f , g ∈ MS ,O . Along this chapter we shall assume that the pull-back morphism induced by ϕ,
ϕ∗ : OT ,O′ → OS,O is a monomorphism, or equivalently that no analytic curve in a neighbourhood of O’
contains the image of a neighbourhood of O, i.e., ϕ is dominant. We denote h∗ = ϕ∗(h) for h ∈ OT ,O′ .
If we consider the pencil of lines in OT ,O′ N = {lα : α1u + α2v = 0}, its pull-back image is a pencil of
germs in OS ,O , ϕ∗(N ) = P = {ξα : α1f +α2g = 0}. Thus all germs in P but at most one have the same
multiplicity at O which is eO(ϕ) := e(ϕ) := min(o(f ), o(g)) = n and we call it multiplicity of ϕ at O. We
will say that ϕ is dicritical at O if and only if all germs in P have multiplicity e(ϕ) at O. Put d = gcd(f , g)
then Φ : d = 0 defines the contracted germ of P. Therefore the pencil P ′ = {α1f /d + α2g/d = 0} has
no fixed part. Thus we define the cluster of base points of ϕ, BP(ϕ), as the cluster of base points of P ′ .
For any point p ∈ NO infinitely near to O we define the multiplicity of ϕ at p, denoted by ep(ϕ), as the
sum of the virtual multiplicity of p in BP(ϕ) and the (effective) multiplicity of Φ at p. A point p ∈ NO is
called fundamental point of ϕ if and only if p either is a base point of ϕ or lies in the contracted germ.
Now, we can consider p an infinitely near point to O on S and we denote pip : Sp → S the composition
of the blowing ups giving rise to p. We denote ϕp := ϕ ◦ pip. Thus, we denote Pp = {ϕ∗p(l) : l ∈ N},
PO = P. Thereby the fixed part of Pp is composed of the total transform of the contracted germ by ϕ plus
the exceptional part shared by all but finitely many total transforms by pip of the germs in P ′ . In this way,
BP(ϕp) consists of the points in BP(ϕ) equal or infinitely near to p with the same virtual multiplicities.
We say that ϕ is dicritical at p if ϕp is dicritical, i.e., p is a base point of P and the virtual transforms at
p of the germs in P have a variable tangent.
We denote by e(ϕp) = np the multiplicity of ϕp. Following the previous considerations we can relate
e(ϕp), ep(ϕ) as follows:
Lemma 2.0.8. Let p be an infinitely near point to O. Then:
If p is free, proximate to p’, it holds
e(ϕp) = ep(ϕ) + e(ϕp′ ).
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If p is satellite, proximate to p’,p”, it holds
e(ϕp) = ep(ϕ) + e(ϕp′ ) + e(ϕp′′ ).
Proof. For all but finitely many choices of ξ ∈ P we have ep(ϕ) = ep(ξ), e(ϕp) = ep(pi∗p(ξ)),
e(ϕp′) = ep′(pi
∗
p′(ξ)), e(ϕp′′ ) = ep′′ (pi
∗
p′′ (ξ)) and the result follows for the relations between values and
multiplicities.
Corollary 2.0.9. For all p infinitely near to O, e(ϕp) > 0. If p lies in the first neighbourhood of p’ then
e(ϕp) ≥ e(ϕp′) and equality holds if and only if p is free and non-fundamental.
2.1. Trunks
We want to use the theory of Chapter 1 to describe locally the behaviour of ϕ. For this we need to
analize the direct and the pull-back image of germs of curve. The description of Enriques’s theorem 1.2.2
of infinitely near points in terms of Puiseux series of an irreducible germ will play a key role to attach some
weighted clusters of points to our morphism and the succesive morphisms ϕp with p an infinitely near point
to O.
2.1.1 Approximate implicit equations
Keeping this in mind, we first begin introducing a rational algorithm, exposed in[7], such that given an
irreducible germ of plane curve γ defined by a proper parameterization it provides a sequence of polynomials
defining irreducible germs of curve that approximate γ up to an arbitrarily high degree.
Let γ be an irreducible germ of plane curve at O and let
φ : U ⊂ C −→ C2
t 7→
{
u = s1(t)
v = s2(t)
be a proper parameterization of γ and assume n = ordt(s1) ≤ ordt(s2). By taking as new parameter
u1/n = t(t−ns1(t))1/n we obtain the Puiseux series of γ being
s = s(u1/n) = s2(t(t
−ns1(t))1/n) =
∑
i≥n
aiu
i/n
Let m1/n, · · · , mr/n be the characteristic exponents of γ. Let p be a free point and mi/n the higher
characteristic exponent whose associated satellite points precede p. If i < r , p is associated to the
characteristic exponent mi+1/n; if i = r , p is a non-singular point of γ. There exists two irreducible germs
ζ1, ζ2 such that:
1. ζ1 has p as non-singular point, i.e., ζ1 has Puiseux series
mi+n
i
j∑
l=n
alu
l/n
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and no further characteristic exponents. If i = 0, j is the order of the neighbourhood of O that p
belongs to; if i > 0, p belongs to the (j+1)-th neighbourhood of qi (the last point associated to
mi/n). In particular ζ1 has order n/n
i and characteristic exponents m1/n, ... , mi/n. Hence for all q
preceding p we have eq(γ) = n
ieq(ζ1). Also ζ1 has no satellite point after p so ζ1 contains no point
of γ after pi+1.
2. ζ2 contains the satellite point pi as a simple point and has a non-singular point in its first neighbour-
hood, i.e., ζ2 has Puiseux series
mi−1∑
l=n
alu
l/n + aumi/n
and no further characteristic exponents. As above ζ2 has order n/n
i and characteristic exponents
m1/n, ... , mi/n. Hence for all q preceding p we have eq(γ) = n
ieq(ζ2). Moreover, by 1.2.5 there is
an absolute projective coordinate in the first neighbourhood of p such that for all branches ζ
′
2 above,
the absolute coordinate of the point on ζ
′
1 in the first neigbourhood of p is a
n/ni .
Let Γ := {ordt(f (s1(t), s2(t)))|f ∈ C{u, v}, f (s1(t), s2(t)) = 0} and suppose ζ : f = 0 has characteristic
exponents m1/n, ... , mr/n and choose µi an irreducible germ with origin at O and having the last free point
pi associated to mi/n as non-singular point.
To avoid confusions we denote for a moment ni = n(i) = gcd(n, m1, ... , mi ). Take
mˇi = [γ · µi ] = (n − n
(1))m1
n(i−1)
+ · · ·+ (n
(i−2) − n(i−1))mi
n(i−1)
+ mi
In particular we have n2 < n(0)mˇ1 < · · · < n(i−1)mˇi < · · · < n(r−1)mˇr . Then if ζ is ζ1 or ζ2 and p = pi+1
we have [γ·ζ] = mˇi+1; if p 6= pi+1 and no further point on ζ belongs to γ we have [γ·ζ] = n(i−1)mˇin(i) +(j+1)n(i)
Lemma 2.1.1. If ξ is a germ that doesn’t contain the last free point pi+1 associated to mi+1/n then
[γ · ξ] =< n, mˇ1, ... , mˇi > .
Proof. Lemma 3.1 in [7].
Lemma 2.1.2. Let p be a free point on γ and, either let i+1 be the index of the characteristic exponent
p is associated to, or i=r if p is one of the non-singular points of γ. Take n′ = n
i
ni+1
. Let ζ : f = 0 be an
irreducible germ that has p as a non-singular point and shares no further point with γ. Let ξ : g = 0 be a
germ for which [ξ · γ] = n′[ζ · γ] and whose irreducible components are either smooth and non-tangent to
γ or have one of the points pl , l ≤ i as non-singular.
(a) If i < r and p = pi+1 then ζβ : f
n′ − βg with β ∈ C \ {0} are irreducible germs of curve, have qi+1
as simple point and a non-singular point pβ in its first neighbourhood. Furthermore, β 7→ pβ is one
to one between C \ {0} and the set of free points in Eqi+1 .
(b) If p is not the last free point associated to one mi/n of γ then ζβ : f −βg = 0, β ∈ C are irreducible
and have p as non-singular point. Furthermore, β 7→ pβ is one to one between C \ {0} and the set
of free points in Ep.
Proof. Lemma 3.2 in [7].
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At this point we can describe the algorithm. Assume again γ to be an irreducible germ of curve
with characteristic exponents m1/n, ... , mr/n given by a proper parameterization u = s1(t), v = s2(t),
n = ordt(s1) ≤ ordt(s2).
Take P0 = u and assume by induction that P0, ... , Pi ∈ C[u, v ] define irreducible germs of curve that
have the last free point associated to m1/n, ... , mi/n as non-singular point. Then, the positive integers
mˇl = ordt(Pl(s1, s2)) are part of the minimal system of generators of Γ and n
l = gcd(mˇ0, ... , mˇl). Thus
ni = 1⇔ i = r .
For i = 0 take Q0,0 = v . Obviously ζ0,0 : Q0,0 = 0 is irreducible and contains O as a non-singular point.
For i > 0 write n′ = ni−1/ni , there exists c0i , ... , c
i−1
i non-negative integers so that n
′mˇi =
∑i−1
l=0 c
l
i mˇl and
take Mi ,0 =
∏i−1
l=0 P
cl
l . Then ordt(Mi ,0(s1, s2)) = n
′mˇi = n′ ordt(Pi (s1, s2)) after which we take
Qi ,0 = P
n′
i − αMi ,0 with α being chosen so that ordt(Qi ,0(s1, s2)) > n′mˇi .
The germs of curve ζβ : P
n′
i − βMi ,0 = 0 are irreducible for β ∈ C \ {0} and have the last point qi on
γ associated to mi/n as simple point and have in the first neighbourhood of qi a non-singular point that
varies with β.
Take ζi ,0 = ζα : Qi ,0 = 0. By the choice of α, [ζi ,0 · γ] > [ζβ · γ] then ζi ,0 contains neccesarily as non-
singular point, the free point on γ in Eqi ; note that this point is either associated to mi+1/n if i < r or a
non-singular point of γ if i = r .
Using induction on j ≥ 0, assume to have determined equations Qi ,l = 0 of irreducible germs ζi ,l : Qi ,l = 0
so that each ζi ,l contains all points on ζi ,l−1 that lie on γ and, unless ζi ,l−1 = γ, a further point p not
already on ζi ,l−1, which is non-singular for ζi ,l−1 belongs to γ and either is associated to mi+1/n if i < r
or is a non-singular point of γ if i=r.
If ordt(Qi ,j(s1, s2)) =∞ then ζi ,j = γ and we take Qi ,j+1 = Qi ,j . Note that in such a case ζi ,j has exactly
r characteristic exponents and so i=r.
Otherwise ordt(Qi ,j(s1, s2)) <∞, hence ζi ,j 6= γ and we can take p to be the last point of ζi ,j that belongs
to γ. The point p is non-singular for ζi ,j because the non-singular points of ζi ,j on γ are the free points
associated to mi+1/n. If i = r there are non-singular points of γ on ζi ,j and p is one of them.
As far as ordt(Qi ,j(s1, s2)) ∈< mˇ0, ... , mˇi > it holds ordt(Qi ,j(s1, s2)) ∈ (ni ) and we have
ordt(Qi ,j(s1, s2)) =
i∑
l=0
c li ,jmˇi for some non-negative integers c
l
i ,j .
Note that this is always the case if ni = 1 as then i=r and < mˇ0, ... , mˇi > is the semigroup of γ.
Take Mi ,j =
∏i
l=0 P
c li ,j
l then ordt(Qi ,j(s1, s2)) = ordt(Mi ,j(s1, s2)) after we take
Qi ,j+1 = Qi ,j−αMi ,j α being the only complex number for which ordt(Qi ,j+1(s1, s2)) > ordt(Qi ,j(s1, s2)).
If p 6= 0 then ζβ : Qi ,j − βMi ,j+1 = 0 for β ∈ C are irreducible, they have p as non singular point and
a variable point in its first neighbourhood. For β 6= α, [ζα · γ] > [ζβ · γ] hence, ζα = ζi ,j+1 contains
necessarily as a nonsingular point, a further non satellite point on γ which is eithter associated to mi+1/n
if i < r , or to a non-singular point of γ if i=r. The same is obviously true in case p = O as then i = j = 0,
Q0,0 = v and ordt(s2) = n, M0,0 = P0 = u.
In case ordt(Qi ,j(s1, s2)) /∈< mˇ0, ... , mˇi > with i < r then pi ,j is the last free point pi+1 associated to
mi+1/n. Furthermore pi+1 is nonsingular for ζi ,j because by the hypothesis ζi ,j contains, as non singular
point, at least one of the free points associated to mi+1/n and, clearly, this point precedes or equals pi+1.
Then we take Pi+1 = Qi ,j and ordt(Pi+1(s1, s2)) = mˇi+1 then ordt(Qi ,j(s1, s2)) /∈ (ni ).
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Assume that i < r or equivalently ni > 1. Since each ζi ,j contains at least one non-satellite point associated
to mi+1/n and lying not on ζi ,j−1 and there are finitely many of them, there is always j for which ζi ,j contains
pi neccesarily as non-singular point, and then ordt(Qi ,j(s1, s2)) = mˇi+1 /∈< mˇ0, ... , mˇi > .
Therefore, we have the following theorem.
Theorem 2.1.3. If the above algorithm is applied to series s1, s2 ∈ C{t} that make a proper param-
eterization of an irreducible germ of curve γ with order n and characteristic exponents m1/n, ... , mr/n,
then:
1. It runs finitely on i from 0 to r and indefinitely on j through steps (r,j).
2. Polynomials Pi giving rise to step i define an irreducible germ of curve that has the last free point
associated to mi/n as a nonsingular point.
3. The polynomial Qi ,j defines irreducible germ ζi ,j sharing with γ at least one point which is non-
singular for both germs. Either, γ = ζr ,j+l for l ≥ 0 or ζr ,j+1 contains as a nonsingular point at least
one non-singular point of g not already on ζr ,j .
Remark 2.1.4. The germ γ and all the ζr ,j for j ≥ 0 have the same singular points with the same
multiplicities. In particular all ζr ,j are equisingular to γ and all but finitely many of them are analytically
equivalent to γ.
Proposition 2.1.5. If the algorithm is run from a non-neccesarily proper parameterization (u1, u2) of
γ and gives, as partial output, integers m¯0, ... , m¯i with gcd(m¯0, ... , m¯i ) = 1 then (u1, u2) is a proper
parameterization.
2.1.2 Trunks of a morphism
At this point, we move to our general situation. Let
ϕ : S −→ T
(x , y) 7→
{
u = f (x , y)
v = g(x , y)
be an analytic dominant morphism as in the begining of the section. Suppose n := o(f ) ≤ o(g), i.e.,
e(ϕ) = o(f ) = n. We can write
u = f (x , y) = fn(x , y) + · · ·+ fi (x , y) + · · ·
v = g(x , y) = gn(x , y) + · · ·+ gi (x , y) + · · ·
where fi , gi denotes the homogeneneous parts of degree i.
Fix a pencil of lines L = {lα : α1x − α2y = 0} with α = α1α2 ∈ Cˆ. For all α 6= 0 every line lα can be
parametrized by
lα :
{ x = t
y = αt
Now we can consider the direct images of these lines by the morphism ϕ, γα = ϕ∗(lα) which have the
following equations in T:
γα :
{ u = fn(1,α)tn + · · ·+ fi (1,α)t i + · · ·
v = gn(1,α)t
n + · · ·+ gi (1,α)t i + · · ·
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If fn(1,α) 6= 0 we can obtain a Puisex-like parametrization of γα by taking
u1/n = t = tfn(1,α)
1/n(1 + · · ·+ fi (1,α)
fn(1,α)
t i−n + · · · )1/n
and then
u = tn
v =
∑
i≥n ai (α)t
i .
(2.1)
All ai (α) are rational funcions in α and fn(1,α)
1/n. Since ϕ∗ is a monomorphism at least one of them
must really depend on α. If we call n’ the minimal common denominator of the i/n for which ai 6= 0. The
germs γα are n/n
′ times the irreducible germ at O’ with Puiseux series
v =
∑
i≥n
ai (α)u
i/n.
As far as Enriques’ theorem 1.2.2 describing the infinitely near points on an irreducible germ from one of
this Puisex series still applies to γα, the previous rational algorithm could be applied to γα. If one takes for
this algorithm the above Puiseux series and the division algorithms are performed using the characteristic
exponents written with denominator n instead of n’ both Enrique’s theorem and the previous algorithm still
applies to γα.
At this point, in [5] Casas defines a weighted cluster T = T (ϕ), called the trunk or the main trunk of ϕ,
which doesn’t depend on the pencil L. The definition comes from the fact that it can happen that ai (α)
would be constant for n ≤ i < m where m is finite since otherwise we contradict the injectivity of ϕ∗. In
this situation all the germs γα, for α such that fn(1,α) 6= 0,α 6= 0 share some infinitely near points given
by Enriques’ theorem: O ′, all their free points depending on the coefficients ai , i < m, all their satellite
points that are satellite of one of the former free points and no further point. Moreover the multiplicities
of these shared points do not depend on α. This cluster of points together with their multiplicities is called
the trunk.
We call top the last point in T , the integer m is called height of the trunk. All the information in the
trunk can be expresed as the fractional power series which we call Puisex series of T :
S(u,α) =
∑
i<m
aiu
i/n + θ(α)um/n, with θ(α) a rational function.
Remark 2.1.6. It could happen that T would not be an irreducible cluster. In this case we put T = rTred
and call r multiplicity of T and Tred is irreducible.
The main property of the trunk is the following:
Theorem 2.1.7. If ζ is any germ of curve at O’
eO(ϕ
∗(ζ)) = [ζ · T ].
Proof. Theorem 4.1 in [5].
Remark 2.1.8. In fact, Theorem 2.1.7also proves that T is independent of the choice of L.
Thus it makes sense to associate to ϕ a semigroup of values:
Definition 2.1.9. Let ζ be a germ going sharply through Tred . Therefore, Γ(ϕ) = rΓ(ζ) is called semigroup
of ϕ.
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Corollary 2.1.10. The composition of ϕ∗ and the M-adic valuation of OS,O is a divisorial valuation with
values Γ(ϕ) and its centers and multiplicities are the points and multiplicities of T .
Remark 2.1.11. Let O′ = OT ,q with q the top of T and letM′ be its maximal ideal. Then 8.1.3 in [4] says
that the valuation of 2.1.10 is the restriction to OT ,O′ of the M′-adic valuation of O′ . Equivanlently, if E
denotes the exceptional divisor of blowing up q, for any germ ζ, ν(ζ) is the multiplicity of E as component
of the total transform of ζ after blowing up all centers.
In particular, if we consider the definition of infinitely near points per abstrazione what we are saying is
that q is playing the role of O’.
The computation directly from the definition of the trunk is heavily tedious. But there is nothing to
worry about, in [5] is given a rational algorithm to compute a pencil Q of germs of curves at O’ such that
BP(Q) = Tred . First we introduce the notion of homothetical polynomials:
Lemma 2.1.12. If P,P’ are homogeneous polynomials in x,y of degrees d and d’ then the jacobian deter-
minant J(P, P ′) is zero if and only if Pd ′ = aP ′d for some a ∈ C. Otherwise J(P, P ′) is homogeneous of
degree d+d’-2.
We say P,P’ are homothetical when J(P, P ′) = 0.
With this definition, the algorithm to compute the trunk is analogous to perform the algorithm to
approximate implicit equations: we are going to approximate γα using the previous algorithm as far as it
doesn’t deppend on α. Thus, according to the definition of the Puiseux series of the trunk this approximation
is going to be up to the order m, the height of the trunk. Therefore, the algorithm can be written as follows:
1. Start by taking P0 = u and h0,1 = v .
Using double induction on (i,j) assume to have determined P0, ... , Pi , hi ,1, ... , hi ,j ∈ OT ,O′ for
i ≥ 0, j ≥ 1, so that the initial forms P̂∗0, ... , P̂∗i , ĥ∗i ,1, ... , ĥ∗i ,j−1 are homothetical.
Write mˇl = o(P̂∗l), l = 0, ... , i and Γi =< mˇ0, ... , mˇi >.
2. Write mˇi+1 = o(h
∗
i ,j), n
i = gcd(mˇ0, ... , mˇi ), n
′ := ni/ni+1 and determine non negative integers
c0i ,j , ... , c
i
i ,j such that
n′mˇi+1 =
i∑
l=0
c li ,jmˇl
and take
Qi ,j =
i∏
l=0
P
c li ,j
l .
2.1 If ĥ∗i ,j is homothetical to P̂∗0, i. e., J(P̂∗0, ĥ∗i ,j , ) = 0 then take
hi ,j+1 = h
n
′
i ,j − aQi ,j
such that ĥ∗
n
′
i ,j − aQ̂∗i ,j = 0.
If n′ = 1 we return to 2 with hi ,j+1
If n′ 6= 1 we denote hi ,j+1 = hi+1,1 and make Pi+1 = hi ,j . Return to 2 with hi+1,1.
2.2 If ĥ∗i ,j is not homothetical to P̂∗0, i. e., J(P̂∗0, ĥ∗i ,j , ) 6= 0 then we end by taking
Q = {β1hn′i ,j + β2Qi ,j = 0}.
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Remark 2.1.13. Assume ϕ is non dicritical, call q and q’ the top and the last free point in T , respectively,
define the top twist of T as being n˜ :=
{ nk−1/r if q satellite,
1 otherwise
.
The interpretation of the algorithm is the follows: we are constructing a family of germs of curves given
by ζi ,j : hi ,j = 0 in such a way ζi ,1 : Pi = 0 correspond to the irreducible germs that generates Γ(ϕ) and
the last ζi ,j : hi ,j = 0, i.e. the germ defined by the equation hi ,j we put in Q, is so that f , h∗i ,j are not
homothetical; hence ̂J(f , h∗i ,j) = J(f̂ , ĥ∗i ,j).
Moreover, as we have said, we are just computing the algorithm to parameterize up to certain order the
germs of curves γα. In this way, if we fix α we interpret our morphism as a proper parameterization of
the direct images of lines in S and then we approximate this up to certain order. This order is given by
Enriques’s theorem as far as the approximations don’t depend on α, because up to the height of T the
parametrization of γα is the same but for α = 0. Thus, we obtain that the Puiseux-like parametrization
(2.1) is an approximation for all but finitely many γα up to the order m/n.
Once we have defined the main trunk we proceed as usual to extend the definition to all infinitely near points
p ∈ NO . As we have said at the begining of the Chapter we denote by ϕp = ϕ ◦ pip where pip : Sp → S is
the compostion of blowing-ups giving rise to p. Thus we can consider the previous construction applied to
the morphism ϕp. We define Tp(ϕ) := T (ϕp) the p-trunk of ϕ.
Therefore, the trunks of ϕ : S → T are its main trunk TO(ϕ) = T (ϕ) and all its p-trunks for p infinitely
near to O ∈ S .
The following proposition is a direct consequence of Theorem 2.1.10:
Proposition 2.1.14. For any germ ζ at O ′ ∈ T and any p equal or infinitely near to O ∈ S,
ep(ϕ
∗(ζ)) = [ζ · Tp(ϕ)]−
∑
p prox to p′
[ζ · Tp′(ϕ)].
2.2. Tangent Map
We introduce now the second invariant defined in [5], the tangent map. As before, we consider the
analytic morphism ϕ : S → T , denote by q the top of T (ϕ) and by EO , Eq the first neighbourhoods of O
and q, respectively, both endowed with their natural structures of P1.
Theorem 2.2.1. There is a rational map ϕ̂ : EO → Eq so that for any pencil of lines L at O and all but
finitely many l ∈ L, the image of the representative of l in EO is the representative of ϕ∗(l) in Eq.
Proof. Proposition 8.1 in [5]
Definition 2.2.2. The rational map of the Theorem 2.2.1, which is non-constant by the condition in the
claim, is called the tangent map to ϕ at O.
In fact we can be more precise in the definition as shows the following corollary:
Corollary 2.2.3. Let Q = {ζβ : β1h1 + β2h2 = 0, β = β1/β2} be a pencil with BP(Q) = Tred . Take β
as the absolute coordinate of the point qβ ∈ Eq corresponding to ζβ and let α = α1/α2 be the absolute
coordinate of the points pα ∈ EO lying on lα : α1y − α2x = 0:
1 The tangent cones to the inverse images of the germs in Q describe a one dimensional linear series
TC(Q∗) of degree T 2/r whose variable part is the linear series described by the fibres of ϕ̂.
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2 If pα does not belong to the fixed part of TC(Q∗) then ϕ̂(pα) = qβ if and only if ζβ is the germ
having higher intersection with ϕ∗(lα) = γα.
3 The equation of ϕ̂ is
β = − ĥ
∗
2(α, 1)
ĥ∗1(α, 1)
.
4 It holds deg(ϕ̂) ≤ T 2/r .
Proof. Corollary 8.3 in [5]
In this way, if q1 is the first satellite point in Eq we write F1 = ϕ̂
∗(q1) and call it the first special fibre
of ϕ̂. If q is satellite, then if we denote by q2 the second satellite in Eq we call F2 = ϕ̂
∗(q2) to the second
special fibre.
In [5] it is said that in the case ϕ is smooth, ϕ̂ agrees with the ordinary linear tangent map, but nowhere
is it made explicit. This is the following straightforward calculation:
Proposition 2.2.4. Let ϕ : S → T be a smooth analytic morphism between complex smooth surfaces S,T.
Then, if we consider the natural projective structure in the tangent spaces P(TOS), P(TO′T ), which are
isomorphic to P1 since S,T are smooth at O,O’, the usual linear tangent map at O, Dϕ(0) : TOS → TO′T
induces a Mo¨bius transformation P(TOS) → P(TO′T ) which coincides with the tangent map defined in
Theorem 2.2.1
Proof. Let
ϕ : S −→ T
(x , y) 7→
{
u = f (x , y)
v = g(x , y)
Since ϕ is smooth we have o(f ) = o(g) = 1 and f̂ not homothetical to ĝ .
If we consider in P(TOS) the projective coordinate α given by lα : αy − x = 0, as f̂ , ĝ are linear forms we
can write f̂ (1,α) = f̂ (1, 0)α + f̂ (0, 1) and ĝ(1,α) = ĝ(1, 0)α + ĝ(0, 1) thus the equation of the tangent
map is given by
ϕ̂(α) =
f̂ (1, 0)α + f̂ (0, 1)
ĝ(1, 0)α + ĝ(0, 1)
.
On the other hand,
u = f (x , y) = f1(x , y) + · · ·+ fi (x , y) + · · ·
v = g(x , y) = g1(x , y) + · · ·+ gi (x , y) + · · ·
can be seen as the Taylor expansions at O of f and g. In this way the differential map at O reads:
Dϕ(O) =
(
∂f
∂x (0, 0)
∂f
∂y (0, 0)
∂g
∂x (0, 0)
∂g
∂y (0, 0)
)
=
(
f̂ (1, 0) f̂ (0, 1)
ĝ(1, 0) ĝ(0, 1)
)
.
Then the Mo¨bius transformation defined by Dϕ(O) is
P(Dϕ(O)) : P(TOS) → P(TO′T )
α 7→ f̂ (1,0)α+f̂ (0,1)ĝ(1,0)α+ĝ(0,1)
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We have also one more interesting corollary of Theorem 2.2.1 which completes part 2 of Corollary 2.2.3:
Proposition 2.2.5. Assume that pα does not belong to the fixed part of TC(Q∗). If either γα = ϕ∗(lα)
has a free point in the first neighbourhood of q, or ϕ̂(pα) is free, then ϕ∗(pα) is the point on γα in the
first neighbourhood of q.
Proof. Corollary 8.4 in [5]
From the results of subsection 2.1.1 the trunk of a morphism is an approximation of any proper
parametrization of the direct image by ϕ of a generic line lα passing throug the origin O ∈ S where generic
“means”α 6= 0 and α doesn’t belong to the set of zeros of θ(α) (the rational function appearing in the
Puisseux series of the trunk). Due to 1.2.5 the last coefficient θ(α) is a non-constant rational function
which is encoding a tangent line to γα, i.e. a variable free point either in the m-th neighbourhood of O’ or
the (m+1)-th neighbourhood of O’ which really depends on α. Therefore this interpretation gives rise to
the following question:
Question 2.2.6. What is the relation between the tangent map and the variable rational function appearing
in the Puisseux series of the trunk?
Proposition 2.2.5 invites us to think that they encode the similar information. The following theorem,
which to the knowledge of the author is not present in the bibliography, tells us that as they are equivalent
as rational functions:
Theorem 2.2.7. With the previous notations
ϕ̂(α) = λθ−n˜(α)
where n˜ = nk−1/r and λ is a unit in OS,O , i.e. a complex number or an invertible convergent series.
Proof. Let again
ϕ :
{ u = f (x , y) = fn(x , y) + · · ·+ fi (x , y) + · · ·
v = g(x , y) = gn(x , y) + · · ·+ gi (x , y) + · · ·
where fi , gi denotes the homogeneneous parts of degree i.
Fix a pencil of lines L = {lα : α1x − α2y = 0} with α = α1α2 ∈ Cˆ. For all α 6= 0 consider the direct images
of the lines lα by the morphism ϕ, γα = ϕ∗(lα) which have the following equations in T:
γα :
{ u = fn(1,α)tn + · · ·+ fi (1,α)t i + · · ·
v = gk(1,α)t
k + · · ·+ gi (1,α)t i + · · ·
If fn(1,α) 6= 0 we can obtain a Puiseux-like parametrization of γα by taking
u1/n = t = tfn(1,α)
1/n(1 + · · ·+ fi (1,α)
fn(1,α)
t i−n + · · · )1/n,
and then we return to the Puiseux parametrization 2.1:
u = tn
v =
∑
i≥n ai (α)t
i
Now instead of applying Enriques’ Theorem, we are going to compare the algorithm given by Casas to
construct the pencil Q with BP(Q) = Tred with the constructive proccess to describe the infinitely near
points given in the proof of Enriques’ Theorem:
Let P0 = u, h0,1 = v , Γ0 = n, o(h
∗
0,1) = k , n
′ = ngcd(n,k) :
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(1) If ĥ∗0,1 is not homothetical to P̂
∗
0 :
We make n′k = c0n and Q = {α1vn′ + α2uc0 = 0}.
Observe that v ·uk/n(tk fn(1,α))−1 = (gk(1,α)tn+· · ·+gi (1,α)t i+· · · )(1+· · ·+ fi (1,α)fn(1,α) t
i−n+· · · )k =
gk (1,α)
fn(1,α)k,n
tk + · · · = gk (1,α)
fn(1,α)c0/n
′ tk + · · · . The coeficient gk (1,α)
fn(1,α)c0/n
′ really depends on α since ĥ∗0,1 is not
homothetical to P̂∗0 and also it is the k-th term of the Puiseux series
∑
i≥n ai (α)t
i . In particular it is
the first term really depending on α, therefore θ(α) = gk (1,α)
fn(1,α)c0/n
′ .
On the other hand, the tangent map is given by
û∗c0
û∗n
′ (1,α) = λ(
gk(1,α)
fn(1,α)c0/(n
′)2 )
−n′
with λ a unit in OS ,O depending on the quotient of the first coefficient of the expansions of
(fn(1,α)t
n + · · ·+ fi (1,α)t i + · · · )c0 , (gk(1,α)tk + · · ·+ gi (1,α)t i + · · · )n′
(2) If ĥ∗0,1 is not homothetical to P̂
∗
0 :
Again we make n′k = c0n. In the same way we have done in (1) we determine
am0,1 =
û∗c0
ĥ∗0,1
n′ = λ(
gk(1,α)
fn(1,α)c0/(n
′)2 )
−n′
which now doesn’t depend on α. Thus we perform the analytic change of coordinates h0,2 = v˜ =
vn
′ − am0,1uc0 .
(2.1) If n′ 6= 1:
We make P1 = v , Γ1 =< n, k > and denote h0,2 = h1,1. According to Proposition 1.2.6 if we fix a
n′-th root of a1/n
′
m0,1
and consider the pencil Q0,1 = {α1vn′ + α2uc0 = 0} thus{ u = u˜n′
v = (a
1/n′
m0,1
+ v˜)u˜c0
are the coordinate of blowing up the last point in BP(Q0,1) and v˜ determines a free point in Ep, i.e.
v˜ is n′c0Ep + ξ with ξ smooth and non-tangent to Ep thus its origin determines a free point in Ep
whose local coordinates are u˜, v˜ .
(2.2) If n′ = 1 we repeat the procces in (2.1).
We now proceed by induction and assume to have determined P0, ... , Pi , hi ,1, ... , hi ,j ∈ OT ,O′ such that
P̂∗0 , ... , P̂
∗
i , ĥ
∗
i ,1, ... , ĥ
∗
i ,j−1 are homothetical, i.e. to have determined the quotients
aml ,s =
Q̂∗l ,s
ĥ∗l ,s
n′
where Ql ,s =
∏l−1
i=0 P
c il ,s
i such that n
′
lo(h
∗
l ,s) =
∑l−1
i=0 = c
i
l ,smi with n
′
l =
gcd(m0,...,ml )
gcd(m0,...,ml ,o(h
∗
l ,s))
.
This proccess comes to an end when amk ,s really depends on α for some k,s, i.e. when we are in the case
(1) with ĥ∗k,s not homothetical to P̂
∗
0 .
Thus we have defined a pencil Q = {β1hn′k,s +β2Qk,s = 0} with BP(Q) = Tred , Γ(ϕ) =< m0, ... , mk > with
the equation of the tangent map being ϕ̂(α) = amk ,s(α) = λθ
−n˜(α) with n˜ = n′ = gcd(m0, ... , mk−1)/r .
26
One interesting property of the tangent map is that it relates tangent cones to inverse images and
inverse images of tanget cones:
Let pi : Tq → T be the composition of the blowing ups giving rise to the top q of T . We denote by a bar
the pull-back by pi.
Theorem 2.2.8. There is a divisor A on EO so that for any germ of curve ξ at O’,
ϕ̂∗(TC(ξ)) = TC(ϕ∗(ξ)) + [ξ · Tred ]A.
Proof. Choose a germ τ : h0 = 0 going sharply through Tred missing q, then [τ · Tred ] = T 2red − 1. Let
Q = {ξβ : β1h1 + β2h2 = 0} be a pencil with BP(Q) = Tred . If ξβ ∈ Q, both ξβ and τ have the same
multiplicities at the points preceding q then locally at q we have: ξβ = τ + ξ˜β, hence ξβ = τ + ξˇβ. And
so the virtual transforms describe a pencil of lines {ξˇβ : β1 h1h0 + β2
h2
h0
= 0}.
Take u˜, v˜ local coordinates at q such that h1
h0
, h1
h0
have as initial forms u˜, v˜ respectively. Let ξ : h = 0 and
denote P(u˜, v˜) the initial form of h. Let δ := deg P = eq(ξ) = [ξ · Tred ].
If we take ζ : P(h1
h0
, h1
h0
) − h = 0 then eq(ζ) > δ. Therefore, if we take ζ ′ : P(h1, h2) − hδ0h = 0 we have
eq(ζ
′) > δ(1 + [τ · Tred ]) = δT 2red . Hence, ξ′ : P(h1, h2)− hδ0h0 = 0 is such that ξ
′
= ζ ′.
Thus, 1r eO(ϕ
∗(ξ′)) = [ξ′Tred ] = eq(ζ ′) > δT 2red . Now, the initial form of (h∗0)δh∗ is (ĥ∗0)δĥ∗ and has degree
δeO(ϕ
∗(τ)) + eO(ϕ∗(ξ)) = δr T 2.
On the other hand ĥ∗1, ĥ
∗
2 are linearly independent of degree T 2/r then P(h∗1, h∗2) has initial form P(ĥ∗1, ĥ∗2)
of degree δT
2
r . Since ϕ
∗(ξ′) : P(h∗1, h
∗
2) − (h∗0)δh∗ = is such that eO(ϕ∗(ξ′)) > δrT 2red then we have
P(ĥ∗1, ĥ
∗
2) = (ĥ
∗
0)
δĥ∗.
Finally, if we take d := gcd(ĥ∗1, ĥ
∗
2), C : d = 0, then P(ĥ
∗
1/d , ĥ
∗
2/d) is an equation of ϕ̂(TC(ξ)), then by
taking A1 = TC(ϕ
∗(τ)) and A := A1 − C we have the result.
Corollary 2.2.9. Assume that ϕ is non-dicritical, let B be the tangent cone shared by all but one inverse
images of the lines in a pencil at O’ and q’ the last free point in T . If ζ is any germ at O’ missing q’, then
TC(ϕ∗(ζ)) = [ζ·T ]e(ϕ) B.
Proof. Corollary 9.3 in [5].
Remark 2.2.10. For a dicritical ϕ we take B as being the fixed part of the pencil of the tangent cones to
the inverse images of the lines of a pencil at O’.
As one can observe, divisors A, A1, C and B are uniquely determined by ϕ. We shall call C the
indeterminacy divisor of ϕ̂ and B the fundamental divisor of ϕ. As it is clear, B consists of the
fundamental points of ϕ in EO and the multiplicity of p in B is
∑
p′ ep′(ϕ) the summation running on all
points p’ equal or infinitely near to p and proximate to O. Moreover, if the top of T is free, i.e. q = q′
then we can apply Corollary 2.2.9 to the germ τ in the proof of Theorem 2.2.8 to give A1 =
r(T 2red−1)
e(ϕ) B.
In fact, in Section 2.1 we have described an algorithm to compute a pencil Q = {β1P + β2hn˜ = 0} with
n˜ the top twist and BP(Q) = Tred such that, ξ : h = 0 is an irreducible germ having multiplicity one at q’
and no satellite points after it and τ : P = 0 a germ missing q’ and having [τ · T ] = n˜[ξ · T ]. Then τ is the
first special germ in Q and if q is satellite n˜ξ is the second special germ. Furthermore, this construction
yields a relation between some of the divisors we have defined: TC(ϕ∗(τ)) = C + F1 and if q is satellite,
n˜ TC(ϕ∗(ξ)) = C + F2 and by Corollary 2.2.9 we obtain T
2
nr B = C + F1.
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2.3. Implementations with Magma
The algorithm to compute the pencil Q with BP(Q) = Tred has been implemented in Magma. Once
we have the pencil Q with BP(Q) = Tred , Theorem 2.2.1 gives us the equation of the tangent map from
the pull-back of its generators. We have implemented a a program that computes the equation of the
tangent map. Moreover, we have also implemented a program that computes the Puiseux series of the
trunk S(u,α) directly from its definition which, by Theorem 2.2.7, gives an alternative way to compute
the tangent map.
2.3.1 Algorithm to compute the trunk
First of all, recall that given ϕ :
{
u = f (x , y)
v = g(x , y)
the algorithm to compute Q such that BP(Q) = Tred
is :
1. Start by taking P0 = u and h0,1 = v .
Using double induction on (i,j) assume to have determined P0, ... , Pi , hi ,1, ... , hi ,j ∈ OT ,O′ for
i ≥ 0, j ≥ 1, so that the initial forms P̂∗0, ... , P̂∗i , ĥ∗i ,1, ... , ĥ∗i ,j−1 are homothetical.
Write mˇl = o(P̂∗l), l = 0, ... , i and Γi =< mˇ0, ... , mˇi >.
2. Write mˇi+1 = o(h
∗
i ,j), n
i = gcd(mˇ0, ... , mˇi ), n
′ := ni/ni+1 and determine non negative integers
c0i ,j , ... , c
i
i ,j such that
n′mˇi+1 =
i∑
l=0
c li ,jmˇl
and take
Qi ,j =
i∏
l=0
P
c li ,j
l .
2.1 If ĥ∗i ,j is homothetical to P̂∗0, i. e., J(P̂∗0, ĥ∗i ,j , ) = 0 then take
hi ,j+1 = h
n
′
i ,j − aQi ,j
such that ĥ∗
n
′
i ,j − aQ̂∗i ,j = 0.
If n′ = 1 we return to 2 with hi ,j+1.
If n′ 6= 1 we denote hi ,j+1 = hi+1,1 and make Pi+1 = hi ,j . Return to 2 with hi+1,1.
2.2 If ĥ∗i ,j is not homothetical to P̂∗0, i. e., J(P̂∗0, ĥ∗i ,j , ) 6= 0 then we end by taking
Q = {β1hn′i ,j + β2Qi ,j = 0}.
Thus in the implementation we are going to return Q, Γ(ϕ) and the top twist n˜ = n′.
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i n t r i n s i c M u l t i p l i c i t y ( f : : RngMPolLocElt ) −> R n g I n t E l t
{Computes t he m u l t i p l i c i t y a t th e o r i g i n o f an h y p e r s u r f a c e s i n g u l a r i t y }
R := Parent ( f ) ; M := i d e a l<R | R . 1 , R.2> ; n := 0 ; I := M;
w h i l e NormalForm ( f , I ) eq 0 do
I ∗:= M; n +:= 1 ;
end w h i l e ; r e t u r n n ;
end i n t r i n s i c ;
i n t r i n s i c TangentCone ( f : : RngMPolLocElt ) −> RngMPolLocElt
{Computes t he t a n g e n t cone a t t he o r i g i n o f an h y p e r s u f a c e }
n := M u l t i p l i c i t y ( f ) ;
r e t u r n &+[m : m i n Terms ( f ) | &+Exponents (m) eq n ] ;
end i n t r i n s i c ;
i n t r i n s i c Trunk ( F : : [ RngMPolLocElt ] ) −> [ ]
{Computes t he p e n c i l a s s o c i a t e d to th e t r u n k o f t he morphism F}
r e q u i r e Rank ( U n i v e r s e ( F ) ) eq 2 : ” Elements must be b i v a r i a t e p o l y n o m i a l s ” ;
r e q u i r e #F eq 2 : ” Morphism must be d e f i n e d by two e l e m e n t s ” ;
R := Parent ( F [ 1 ] ) ; S<u , v> := L o c a l P o l y n o m i a l R i n g ( R a t i o n a l F i e l d ( ) , 2 ) ;
Sort (˜F , func<x , y | M u l t i p l i c i t y ( x ) − M u l t i p l i c i t y ( y )>);
n := Min ( [ M u l t i p l i c i t y ( f ) : f i n F ] ) ; H := [ u , v ] ; G := [ n ] ;
N := [ n ] ; Phi := hom<S −> R | F>; h0 := TangentCone ( Phi ( u ) ) ;
h := TangentCone ( Phi (H[#H ] ) ) ; m := M u l t i p l i c i t y ( Phi (H[#H ] ) ) ;
w h i l e Determinant ( J a c o b i a n M a t r i x ( [ h , h0 ] ) ) eq 0 do
G c a t := [m] ; n i := Gcd (N[#N] , m) ; N c a t := [ n i ] ;
nn := N[#N − 1 ] d i v N[#N ] ; , v := SemiGroupMembership ( nn ∗ m, G ) ;
Q := &∗[H[ i ] ˆ v [ i ] : i i n [ 1 . . #G ] ] ; q := TangentCone ( Phi (Q) ) ;
a := S ! E x a c t Q u o t i e n t ( qˆm, h ˆ( nn ∗ m) ) ; H c a t := [H[#H] ˆ nn − a ∗ Q ] ;
h := TangentCone ( Phi (H[#H ] ) ) ; m := M u l t i p l i c i t y ( Phi (H[#H ] ) ) ;
end w h i l e ;
G c a t := [m] ; n i := Gcd (N[#N] , m) ; N c a t := [ n i ] ;
nn := N[#N − 1 ] d i v N[#N ] ; , v := SemiGroupMembership ( nn ∗ m, G ) ;
r e t u r n [H[#H] ˆ nn , &∗[H[ i ] ˆ v [ i ] : i i n [ 1 . . #G ] ] ] , G , nn ;
end i n t r i n s i c ;
One can see that it doesn’t need to use double index (i , j) neither differenciate between hi ,j and Pi in the
implementation. Theoretically, the reason for double index (i , j) is just to fix the index i for the number
of generators of the semigroup Γ(ϕ) and keep Pi to know the equation of the germ ξi : Pi = 0 such that
mˇi = [ξi · T ] = o(ϕ∗(Pi )). Then we move j in the following sense:
We have determined ζi ,j : hi ,j = 0 and we want to construct ζi ,j+1 : hi ,j+1 = 0 such that [ζi ,j+1 · T ] =
o(h∗i ,j+1) > [ζi ,j · T ]. Then, as far as ĥ∗i ,j , P̂∗0 are not homothetical, the germ ζi ,j+1 is irreducible, has
multiplicity n/ni and goes through all points of T on ζi ,j with the same multiplicities and at least a further
point in T .
Therefore, we consider B = {τα : α1Qi+1 + α2hn′i ,j = 0}. Then we choose a ∈ C \ {0,∞} such that the
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initial forms ĥ∗
n
′
i ,j−aQ̂∗i ,j = 0 cancels is equivalent to choose τa ∈ B having higher intersection with T , and
therefore going through at least a further point in T , which is the way it is implemented here. In particular
we can apply Lemma 2.1.3 to all τα ∈ B and then here comes the double index: if hi ,j 6= Pi+1 then the
last free point in ζi ,j is not the last free point qi+1 associated to the characteristic exponent mi+1/n; if
hi ,j = Pi+1 then BP(B) consist of the points in T up to the last satellite associated to the characteristic
exponent mi+1/n, hence τa is going through the first free point in T after the satellite points associated
to mi+1/n.
This process works as far as ĥ∗i ,j , P̂
∗
0 are homothetical.
Example 2.3.1. The output is: [ generators of the pencil Q with BP(Q) = T ], [ The semigroup Γ(ϕ) ],
the top twist n˜:
(a) Trunk ( [ xˆ2+y ˆ5 , x ˆ3∗ y+x∗y ˆ 3 ] ) ;
[
v ,
uˆ2
]
[ 2 , 4 ]
1
(b) Trunk ( [ xˆ2+y ˆ5 , xˆ3+x∗y ˆ 3 ] ) ;
[
−uˆ3 + v ˆ2 ,
uˆ2∗ v
]
[ 2 , 3 , 7 ]
1
(c) Trunk ( [ xˆ4+x ˆ5∗ y ˆ4 , xˆ6+y ˆ 9 ] ) ;
[
−uˆ6 + vˆ4−2∗v ˆ2∗u ˆ3 ,
uˆ6∗ v
]
[ 4 , 6 , 15 ]
2
2.3.2 Algorithm to compute the tangent map
Once we have computed a pencil whose cluster of base points is the reduced trunk, it is easy to
implement an algorithm to compute the tangent map. Corollary 2.2.3 gives an explicit equation for the
tangent map directly from the pencil:
i n t r i n s i c TangentMap ( F : : [ RngMPolLocElt ] ) −> [ ]
{ The t a n g e n t map o f a p l a n a r morphism }
r e q u i r e Rank ( U n i v e r s e ( F ) ) eq 2 : ” Elements must be b i v a r i a t e p o l y n o m i a l s ” ;
r e q u i r e #F eq 2 : ” Morphism must be d e f i n e d by two e l e m e n t s ” ;
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R := Parent ( F [ 1 ] ) ; S<u , v> := L o c a l P o l y n o m i a l R i n g ( R a t i o n a l F i e l d ( ) , 2 ) ;
Sort (˜F , func<x , y | M u l t i p l i c i t y ( x ) − M u l t i p l i c i t y ( y )>);
T1 := Trunk ( F ) ; Phi := hom<S −> R | F>; T := [ Phi ( S ! g ) : g i n T1 ] ;
P:=[ TangentCone ( g ) : g i n T ] ;
r e t u r n P ;
end i n t r i n s i c ;
Moreover, Theorem 2.2.7 gives an alternative method to compute the tangent map by computing the
Puiseux series of the trunk. The following is the implemention of an algorithm that computes the Puiseux
series of the trunk and hence the tangent map according to this alternative way:
i n t r i n s i c PuiseuxTrunk ( F : : [ RngMPolLocElt ] ) −> [ ]
{ Compute th e P u i s e u x e x p a n s i o n a s s o c i a t e d to a map F }
r e q u i r e Rank ( U n i v e r s e ( F ) ) eq 2 : ” Elements must be b i v a r i a t e p o l y n o m i a l s ” ;
A<a> := L a u r e n t S e r i e s R i n g ( A l g e b r a i c C l o s u r e ( R a t i o n a l F i e l d ( ) ) ) ;
P<t> := P u i s e u x S e r i e s R i n g (A ) ;
S := [ P | Evaluate ( f , <t , a∗ t>) : f i n F ] ;
Sort (˜S , func<x , y | V a l u a t i o n ( x ) − V a l u a t i o n ( y )>);
n := V a l u a t i o n ( S [ 1 ] ) ; t t := Reverse ( S [ 1 ] ˆ ( 1 / n ) ) ;
r e t u r n [ P | t ˆn ] c a t [ P | Evaluate ( S [ i ] , t t ) : i i n [ 2 . . # S ] ] ;
end i n t r i n s i c ;
We show now the computations for the tangent map of the Puiseux series and tangent map of (a),(b),(c)
in Example 2.3.1:
Example 2.3.2. (a) TangentMap ( [ xˆ2+y ˆ5 , x ˆ3∗ y+x∗y ˆ 3 ] ) ;
[
x∗y ˆ3 + x ˆ3∗y ,
x ˆ4
]
> PuiseuxTrunk ( [ xˆ2+y ˆ5 , x ˆ3∗ y+x∗y ˆ 3 ] ) ;
[
t ˆ2 ,
( a + a ˆ3)∗ t ˆ4 + (−2∗a ˆ6 − 2∗a ˆ8)∗ t ˆ7 + (6∗ a ˆ11 + 6∗a ˆ13)∗ t ˆ10 +
(−85/4∗a ˆ16 − 85/4∗a ˆ18)∗ t ˆ13 + (165/2∗ a ˆ21 + 165/2∗ a ˆ23)∗ t ˆ16
+ (−21735/64∗a ˆ26 − 21735/64∗ a ˆ28)∗ t ˆ19 + (1456∗ a ˆ31 +
1456∗a ˆ33)∗ t ˆ22 + (−3293037/512∗a ˆ36 − 3293037/512∗ a ˆ38)∗ t ˆ25
+ O( t ˆ27)
]
With a = α = x/y , then we can observe that ϕ̂(α) = y
3+x2y
x3
= (a + a3)−1 and n˜ = 1. This reflect
the necessity of the exponent −n˜ in Theorem 2.2.7
(b) TangentMap ( [ xˆ2+y ˆ5 , xˆ3+x∗y ˆ 3 ] ) ;
[
2∗x ˆ4∗ y ˆ3 ,
x ˆ7
]
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> PuiseuxTrunk ( [ xˆ2+y ˆ5 , xˆ3+x∗y ˆ 3 ] ) ;
[
t ˆ2 ,
t ˆ3 + a ˆ3∗ t ˆ4 − 3/2∗a ˆ5∗ t ˆ6 − 2∗a ˆ8∗ t ˆ7 + 33/8∗a ˆ10∗ t ˆ9 +
6∗a ˆ13∗ t ˆ10 − 14∗a ˆ15∗ t ˆ12 − 85/4∗a ˆ18∗ t ˆ13 +
6783/128∗ a ˆ20∗ t ˆ15 + 165/2∗ a ˆ23∗ t ˆ16 − 429/2∗ a ˆ25∗ t ˆ18 −
21735/64∗ a ˆ28∗ t ˆ19 + 930465/1024∗ a ˆ30∗ t ˆ21 + 1456∗a ˆ33∗ t ˆ22 −
3978∗a ˆ35∗ t ˆ24 − 3293037/512∗ a ˆ38∗ t ˆ25 + O( t ˆ26)
]
This example shows that in Theorem 2.2.7 both λ and the exponent −n˜ are needed, here with
λ = 1/2, n˜ = 1
(c) TangentMap ( [ xˆ4+x ˆ5∗ y ˆ4 , xˆ6+y ˆ 9 ] ) ;
[
2∗x ˆ12∗ y ˆ18 ,
x ˆ30
]
>PuiseuxTrunk ( [ xˆ4+x ˆ5∗ y ˆ4 , xˆ6+y ˆ 9 ] ) ;
[
t ˆ4 ,
t ˆ6 + a ˆ9∗ t ˆ9 − 3/2∗a ˆ4∗ t ˆ11 − 9/4∗a ˆ13∗ t ˆ14 + 15/4∗a ˆ8∗ t ˆ16
+ 207/32∗ a ˆ17∗ t ˆ19 − 725/64∗ a ˆ12∗ t ˆ21 − 21∗a ˆ21∗ t ˆ24
+ 45/128∗ a ˆ16∗ t ˆ26 + 150183/2048∗ a ˆ25∗ t ˆ29 + O( t ˆ31)
]
Here λ = 1/2 and n˜ = 2
2.4. Jacobian multiplicities
In [5] is developed all the theory of trunks to obtain the multiplicities of the jacobian germ at any point
p infinitely near to the origin O which is its main application.
Recall that we are considering ϕ : S → T an analytic morphism between smooth complex analytic surfaces,
O ∈ S , O ′ = ϕ(O). We take local coordinates at O, x,y, and local coordinates at O’, u,v such that the
expresion of ϕ locally at O is:
ϕ : S −→ T
(x , y) 7→
{
u = f (x , y)
v = g(x , y)
Moreover, we are assuming that the pull back morphism ϕ∗ : OT ,O′ → OS,O is injective, i.e. no analytic
curve in a neighbourhood of O’ contains the image of a neighbourhood of O. In fact, the injectivity of ϕ∗
is equivalent to the functional independence of f,g hence the jacobian determinant
J(ϕ) = J(f , g) =
∂(f , g)
∂(x , y)
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is not identically zero. Thus it defines a germ of curve at O that will be called the jacobian germ, or just
the jacobian, of ϕ at O and denoted by J = J(ϕ).
Lemma 2.4.1. If ζ : h = 0 is any irreducible germ having the last free point q′ ∈ T as a simple point and
no satellite points after it, then [T · ζ]− [T · ζ ′] = m for any u-polar ζ ′ : ∂h/∂v = 0 of ζ.
Proof. As in the definition of T we take γα = ϕ∗(lα) with lα : αx − y = 0. For all but finitely many values
of α we have
γα :
{ u = tn
v =
∑
i<m ai t
i + am(α)t
m + · · ·
Since the germ ζ is an irreducible germ having the last free point q′ ∈ T as a simple point and no satellite
points after it, it has Puiseux series s1 =
∑
i<m aiu
i/n + · · · , thus no one of the conjugates sj of s1 have
partial sum
∑
i<m ai t
i . Then,
m = ot(sα(t)− s1(tn)) > ot(sα(t)− sj(tn)).
On the other hand, we can write the Weiertrass form of h, h = uk
∏e
j=1(v − sj(u)) and then
ζ ′ :
∂h
∂v
= h(
∑
j
1
v − sj(u)) = 0.
Therefore, for all but finitely many α we have:
[T · ζ]− [T · ζ ′] = −ot(
∑
j
1
sα(t)− sj(tn)) ≤ maxj ot(sα(t)− sj(t
n)) ≤ m
since am(α) cannot be canceled. But we have seen that m = ot(sα(t)− s1(tn)), thus
m = max
j
ot(sα(t)− sj(tn)) = ot(sα(t)− s1(tn)).
Finally, since we want [T · ζ]− [T · ζ ′] = m for any u-polar, it remains to prove that [T · ζ]− [T · ζ ′] doesn’t
depend on h which together with the previous calculation finish the proof:
If one takes ζ : ωh = 0 with ω invertible, the new polar is ζ ′′ : ω ∂h∂v + h
∂ω
∂v = 0. If [T · ζ] − [T · ζ ′] < 0
since m > 0 we have nothing to prove. If [T · ζ] − [T · ζ ′] > 0 then for all α such that am(α) 6= 0,
ot(h(t
n, sα(t)) > ot(
∂h
∂v (t
n, sα(t))) then [T · ζ ′] = [T · ζ ′′] and [T · ζ]− [T · ζ ′] doesn’t depend on h.
In this way, maxh{[T · ζ]− [T · ζ ′]} = m.
Remark 2.4.2. In the algorithm exposed in Section 2.1 we have seen that we can construct a pencil
Q = {α1hn˜ +α2P = 0} such that BP(Q) = Tred . Moreover, if q and q’ are the top and the last free point
of T respectively, the germ ζ : h = 0 is irreducible and have multiplicity one at q’ and no satellite points
after it. Therefore, Lemma 2.4.1 applies to this germ and gives an interesting of the height of the trunk
and the role that is playing the germ ζ : h = 0 in Q.
In fact, the height of the main trunk is related to the multiplicity at the origin of the jacobian:
Theorem 2.4.3. If n = e(ϕ), the multiplicity at O of ϕ, and m denotes the height of T then
eO(J(ϕ)) = n + m − 2.
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Proof. Let
ϕ :
{ u = f (x , y) = fn(x , y) + · · ·+ fi (x , y) + · · ·
v = g(x , y) = gn(x , y) + · · ·+ gi (x , y) + · · ·
be the local expresion of ϕ at O. For any equation h of any germ ζ : h = 0 at O’ we have:
J(f , h(f , g)) =
∂h
∂v
(f , g)J(f , g).
Recall the elementary fact that if d , d ′ are analytic functions at O then o(J(d , d ′)) ≥ o(d) + o(d ′) − 2.
The equality is true if and only if the initial forms are not homothetical.
Then, if we take orders at O we have
eO(J(ϕ)) = o(J(f , g)) = o(J(f , h(f , g)))− o(∂h
∂v
(f , g)) ≥ o(f ) + o(h(f , g))− 2− o(∂h
∂v
(f , g))
= n + eO(ϕ
∗(ζ))− 2− eO(ϕ∗(ζ ′))
= n + [T · ζ]− 2 + [T · ζ ′],
where ζ ′ denotes the polar germ of ζ, ζ ′ : ∂h∂v = 0.
If the above inequality is strict, then the difference [T · ζ]− [T · ζ ′] is not maximal:
If the equality is strict then the initial forms of f and h(f , g) are homothetical, and so there exists b ∈ C
so that o(f n
′ − bh(f , g)n) > nn′ where n = o(f ) = eO(ϕ), n′ = o(h(f , g)) = [T · ζ]. Take h1 = un′ − bhn
and ζ1 : h1 = 0 so that ϕ
∗(h1) : f n
′ − bh(f , g)n = 0 and the last inequality may be written [T · ζ1] > nn′.
On the other hand the polar ζ ′1 : h
n−1 ∂h
∂v = 0 then,
[T · ζ ′1] = (n − 1)[T · ζ] + [T · ζ ′] = nn′ − [T · ζ] + [T · ζ ′]
for which
[T · ζ1]− [T · ζ ′1] > [T · ζ]− [T · ζ ′].
Then we have finished the proof since in Lemma 2.4.1 we have already proven that
maxh{[T · ζ]− [T · ζ ′]} = m. Thus, eO(J) = n + m − 2
Remark 2.4.4. One can observe that the procedure to reach equality in
eO(J(ϕ)) ≥ n + [T · ζ]− 2 + [T · ζ ′]
is exactly the algorithm to compute the pencil whose cluster of base points is the reduced trunk. We begin
with ζ : v = 0, i.e. v = h(f , g) = g ; then if the initial forms of f and g are homothetical then the inequality
is strict, hence it is not maximal. Therefore there exist h1 = hi ,j satisfying the conditions h1 = u
n′ − bhn
and ζ1 : h1 = 0 so that ϕ
∗(h1) : f n
′ − bh(f , g)n = 0 and [T · ζ1] > nn′. We continue this process until
we reach to an irreducible germ (the germ we have considered in the previous remark) ζj : hi ,j = 0 having
the last free point q′ ∈ T as a simple point and no satellite points after it, then [T · ζ] − [T · ζ ′] = m is
maximal and so the initial forms of f and h∗i ,j = hi ,j(f , g) are not homothetical.
We can also extend this theorem to obtain the multiplicities in every point infinitely near to O. For this
we need the following lemma:
Lemma 2.4.5. Let p be a point infinitely near to O, we use a tilde to denote strict transform with origin
at p and for any q < p we denote by Fq the germ at p of the strict transform of the exceptional divisor of
blowing up q. Then:
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1. If p lies in the first neighbourhood of p’ and is free, then
J(ϕp) = J˜(ϕ) + (mp′ + np′ − 1)Fp′ .
2. If p is satellite, proximate to p”,p’, p′ > p′′, then
J(ϕp) = J˜(ϕ) + (mp′ + np′ − 1)Fp′ + (mp′′ + np′′ − 1)Fp′′ .
Where np = e(ϕp) and mp is the height of Tp
Proof. Denote by pi the blowing-up of p’, then J(pi) = Fp′ . From ϕp = ϕp′ ◦ pi we get
J(ϕp) = pi
∗(J(ϕp′)) + Fp′ .
We proceed by induction:
If p′ = O then by Theorem 2.4.3 we have:
pi∗(J(ϕp′) = J˜(ϕ) + (m + n − 2)FO .
If p′ 6= O and it is free, Fq = ∅ if q 6= p′, hence we can apply induction hypothesis together with Theorem
2.4.3 to have:
pi∗(J(ϕp′) = J˜(ϕp′) + (mp′ + np′ − 2)Fp′ .
Finally if p is satellite, Fq = ∅ if q 6= p′, p′′, Fp′′ 6= ∅ and since p’ is proximate to p” we can use induction
hypothesis to obtain:
pi∗(J(ϕp′) = J˜(ϕp′) + (mp′ + np′ − 2)Fp′ + (mp′′ + np′′ − 1)Fp′′ .
Then the next Theorem is just a trivial consequence of Theorem 2.4.3 and Lemma 2.4.5:
Theorem 2.4.6. The multiplicities of the jacobian of ϕ are:
ep(J(ϕ)) =
{ m + n − 2 if p=O,
mp + np −mp′ − np′ − 1 if p is free, proximate to p’,
mp + np −mp′ − np′ −mp′′ − np′′ if p is satellite, proximate to p’,p”.
Corollary 2.4.7. The multiplicities of J(ϕ) at O and all points infinitely near to O, and hence the germ
J(ϕ) itself, are determined by the trunks of ϕ.
Corollary 2.4.8. If p is not a fundamental point of ϕ, mp = mp′ + ep(J) + 1 if p is free and
mp = mp′ + mp′′ + ep(J) if p is satellite.
In fact, we cannot only determine the multiplicities of J(ϕ) at O and all points infinitely near to O but
also the multiplicities of the principal tangents to J(ϕ).
Consider the tangent cone to J(ϕ) as a divisor on EO . Again denote by q the top of T , n˜ = nk−1/nk if q
satellite and n˜ = 1 if q free the top twist, B the fundamental divisor and F1, F2 the special fibres of ϕ̂. We
also write Fp = ϕ̂
∗(ϕ̂(p)) the fibre of any p ∈ EO .
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Theorem 2.4.9. The multiplicities of the principal tangents to the jacobian germ of ϕ are as follows:
ep(TC(J)) =
m + n
n
ep(B)− 1 +
{ − 1n˜ep(F1) if p ∈ F1,
1
n˜ep(F2) if p ∈ F2,
ep(Fp) otherwise.
Proof. Theorem 12.2 in [5].
We have some direct consequences of Theorem 2.4.9:
Corollary 2.4.10. A point p belongs to F1 if and only if
ep(TC(J)) <
n + m
n
ep(B)− 1.
Corollary 2.4.11. If p belongs to a special fibre, then n˜ep(B) is a multiple of n/ gcd(m, n). Otherwise,
ep(B) is a multiple of n/ gcd(m, n).
Corollary 2.4.12. If ϕ is non-dicritical and B has a single point, B = np, then the number of tangents to
J going not through p, counted according to multiplicities, is
1
n˜
deg ϕ̂− 1.
In particular deg ϕ̂ is, in this case, a multiple of n˜.
Remark 2.4.13. In fact, by Theorem 2.2.7 deg ϕ̂ is always a multiple of n˜.
Corollary 2.4.14. If ϕ is non-dicritical
deg ϕ̂ ≤ n˜(n + m − ](B)),
](B) being the cardinal of supp(B). This bound is sharp.
2.5. Discussion on some relevant examples
As we have just seen, the trunks of a morphism determine the multiplicities of the jacobian germ at O
and all infinitely near points to O, due to Corollary 2.4.7. Also, the main trunk together with the tangent
map determine the multiplicities of the principal tangents to the jacobian, from Theorem 2.4.9. Despite
all this information, we cannot say a lot of things about the topological type of the jacobian germ directly
from the base points of ϕ even knowing the main trunk and the tangent map. We present here some
examples illustrating this fact.
Example 2.5.1. The first two morphisms are exposed in [5] as an example that the equisingularity types
of the pair of germs f = 0, g = 0 (f,g being the equations of the local expression of ϕ) nor those of all
germs in the pencil λ0f + λ1g = 0 can provide complete information on the equisingularity type of the
jacobian germ J(f , g) = 0. We also include two more morphisms of this type that show the importance of
non-constant terms in the Puiseux series of the main trunk beyond the first non-constant one:
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1. ϕ :
{ u = x9 + 9y 11
v = x11 + 11x2y 11
. The Enriques diagram of BP(ϕ) is:
2/22
2/11
9
1/54
2/33
2/44
1/99
22 free
Figure 2.1: Enriques diagram of BP(ϕ)
The pencil Q = {α1(v 9 − u11) + α2u9v 2 = 0} is such that BP(Q) = Tred , and the main trunk is:
2/22
2/11
9
1/54
2/33
2/44
1/99 1/100
1/101
1/102
1/103
The tangent map is given by the equation ϕ̂ = −99( yx )22 and the Puiseux series of the trunk is:
> PuiseuxTrunk ( [ xˆ9+9∗y ˆ11 ,11∗ x ˆ2∗ yˆ11+x ˆ 1 1 ] ) ;
[
t ˆ9 ,
t ˆ11 − 11∗a ˆ22∗ t ˆ15 + 572/3∗ a ˆ33∗ t ˆ17 − 2849∗a ˆ44∗ t ˆ19 +
41184∗ a ˆ55∗ t ˆ21 − 5321800/9∗ a ˆ66∗ t ˆ23 + 25506052/3∗ a ˆ77∗ t ˆ25
−122762871∗a ˆ88∗ t ˆ27 + 144316215472/81∗ a ˆ99∗ t ˆ29 −
233938192873/9∗ a ˆ110∗ t ˆ31 + O( t ˆ33)
]
The jacobian germ is J(ϕ) : xy 21 = 0, whose Enriques diagram is just the origin with multiplicity
22.
2. ϕ :
{ u = x9 + 2y 11
v = x11 + x2y 11
. The Enriques diagram of BP(ϕ) is the same as 1. Tred is defined by the
base points of the pencil Q = {α1(v 9 − u11) + α2u10v = 0}:
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2/22
2/11
9
1/54
2/33
2/44
1/99
1/101
1/100
The tangent map is ϕ̂ = −13( yx )11 and the Puiseux series of the trunk is:
> PuiseuxTrunk ( [ xˆ9+2∗y ˆ11 , x ˆ2∗ yˆ11+x ˆ 1 1 ] ) ;
[
t ˆ9 ,
t ˆ11 − 13/9∗a ˆ11∗ t ˆ13 + 98/27∗ a ˆ22∗ t ˆ15 − 21788/2187∗ a ˆ33∗ t ˆ17 +
563584/19683∗ a ˆ44∗ t ˆ19 − 185536/2187∗ a ˆ55∗ t ˆ21 +
1229239040/4782969∗ a ˆ66∗ t ˆ23 − 34094635328/43046721∗ a ˆ77∗ t ˆ25
+ 7424/3∗ a ˆ88∗ t ˆ27 − 245390044926208/31381059609∗ a ˆ99∗ t ˆ29 +
7045027411261952/282429536481∗ a ˆ110∗ t ˆ31 + O( t ˆ33)
]
The jacobian germ J(ϕ) : xy 10(13x9 − 4y 11) = 0 has three branches:
2
3
20
1
2
2
1
3. ϕ :
{ u = x9 + 2y 11
v = x11 + +x11y + x2y 11
. The Enriques diagram of BP(ϕ) is the same as 1. Tred is defined
by the base points of the pencil Q = {α1(v 9 − u11) + α2u5v 5 = 0}:
2/22
2/11
9
1/54
2/33
2/44
1/99
1/100
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The tangent map is ϕ̂ = 9 yx and the Puiseux series of the trunk is:
> PuiseuxTrunk ( [ xˆ9+2∗y ˆ11 , x ˆ2∗ yˆ11+x ˆ11∗ y+x ˆ 1 1 ] ) ;
[
t ˆ9 ,
t ˆ11 + a∗ t ˆ12 − 13/9∗a ˆ11∗ t ˆ13 − 8/3∗a ˆ12∗ t ˆ14 + 98/27∗ a ˆ22∗ t ˆ15
+200/27∗a ˆ23∗ t ˆ16 − 21788/2187∗ a ˆ33∗ t ˆ17 − 64/3∗a ˆ34∗ t ˆ18
+563584/19683∗a ˆ44∗ t ˆ19 + 414352/6561∗ a ˆ45∗ t ˆ20
− 185536/2187∗ a ˆ55∗ t ˆ21− 11277056/59049∗ a ˆ56∗ t ˆ22
+ 1229239040/4782969∗ a ˆ66∗ t ˆ23 +3853696/6561∗a ˆ67∗ t ˆ24
− 34094635328/43046721∗ a ˆ77∗ t ˆ25−26279587840/14348907∗a ˆ78∗ t ˆ26
+ 7424/3∗ a ˆ88∗ t ˆ27 +745937201152/129140163∗ a ˆ89∗ t ˆ28
− 245390044926208/31381059609∗ a ˆ99∗ t ˆ29
− 29324472320/1594323∗ a ˆ100∗ t ˆ30
+ 7045027411261952/282429536481∗ a ˆ110∗ t ˆ31
+5559315016386560/94143178827∗ a ˆ111∗ t ˆ32 + O( t ˆ33)
]
The Jacobian germ J(ϕ) : x(9x18−242x9y 11−143x9y 10−44y 21) = 0 in this case has four branches:
3
4
19
2
3
3
1
1
1
1
1
We can see that the germs in λ0f + λ1g = 0 don’t provide complete information on the equisingularity
type of J(f , g). Maybe this is not a very surprising fact since in all three cases the trunk is different and
hence the multiplicity at the origin of J(ϕ) varies.
A more interesting fact arise when you look at the Puiseux series of the third example: of course the
first non-constant term is the tangent map, but if we look beyond this term, we find that the non-constant
functions of t13 and t15 are exactly the tangent maps corresponding to examples 2 and 1 respectively. Thus
a natural question in this example is: can we find a morphism with fundamental points those of 1 and
with deg ϕ̂ = 12? A logical attempt to approach it is to try to obtain a trunk whose top were the satellite
point with value 99. Despite efforts, I have failed to achieve this and it seems that it cannot be possible
to achieve such a trunk with the prescribed set of fundamental points 1 neither a tangent map with deg ϕ̂
in this case. It also seems that the coefficient −8/3a12t14 in the Puiseux series of the third case may be
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related with the new branch appearing in the jacobian of this example. In any case, we can see that we are
far from describing the behavior of the Jacobian on the fundamental points if we only have a prescribed
set of base points of a morphism.
After the results 14.7,15.4,16.2 in [5] we know that many of the p-trunks can be computed from those
corresponding to preceding points, and hence do not contain any new information. Those p-trunks corre-
spond to p-trunks with p an infinitely near point to O, free, non-fundamental and such that p does not
belong to J(ϕ). In general, the behaviour of the non-fundamental points belonging to the jacobian germ
is well described in [5]. After that, if one sees Example 2.5.1, one can be tempted to say that maybe the
main trunk together with some coefficients at the begining of its Puiseux series provide enough information
to give some characterization of the fundamental points that belong to the jacobian germ. Unfortunately
the following example shows that it is not enough.
Example 2.5.2. 1. ϕ :
{ u = y 2 + y 4
v = (x − 4y)3 + x6 . The Enriques diagram of BP(ϕ) is:
1/6
1/3
2/2
Tred is defined by the base points of Q = {α1v 2 + α2u3 = 0}. Then the Enriques diagram of Tred is
the same as those of the BP(ϕ). The tangent map has equation
ϕ̂ =
4096y 6 − 6144xy 5 + 3840x2y 4 − 1280x3y 3 + 240x4y 2 − 24x5y + x6
y 6
and the Puiseux series of the trunk is
> PuiseuxTrunk ( [ yˆ2+x ˆ4 , xˆ6+(x−4∗y ) ˆ 3 ] ) ;
[
t ˆ2 ,
( aˆ−3 − 12∗aˆ−2 + 48∗aˆ−1 + −64)∗ t ˆ3 + (−3/2∗aˆ−7 + 18∗aˆ−6 −
72∗aˆ−5 + 96∗aˆ−4)∗ t ˆ5 + aˆ−6∗ t ˆ6 + (27/8∗ aˆ−11 − 81/2∗aˆ−10 +
162∗aˆ−9 − 216∗aˆ−8)∗ t ˆ7 − 3∗aˆ−10∗ t ˆ8 + (−143/16∗aˆ−15 +
429/4∗ aˆ−14 − 429∗aˆ−13 + 572∗aˆ−12)∗ t ˆ9 + 9∗aˆ−14∗ t ˆ10 +
(3315/128∗ aˆ−19 − 9945/32∗ aˆ−18 + 9945/8∗ aˆ−17 −
3315/2∗ aˆ−16)∗ t ˆ11 − 28∗aˆ−18∗ t ˆ12 + (−20349/256∗aˆ−23 +
61047/64∗ aˆ−22 − 61047/16∗ aˆ−21 + 20349/4∗ aˆ−20)∗ t ˆ13 +
90∗aˆ−22∗ t ˆ14 + (260015/1024∗ aˆ−27 − 780045/256∗ aˆ−26 +
780045/64∗ aˆ−25 − 260015/16∗ aˆ−24)∗ t ˆ15 − 297∗aˆ−26∗ t ˆ16 +
(−1710855/2048∗aˆ−31 + 5132565/512∗ aˆ−30 − 5132565/128∗ aˆ−29 +
1710855/32∗ aˆ−28)∗ t ˆ17 + 1001∗aˆ−30∗ t ˆ18 +
(92116035/32768∗ aˆ−35 − 276348105/8192∗ aˆ−34 +
276348105/2048∗ aˆ−33 − 92116035/512∗ aˆ−32)∗ t ˆ19 −
3432∗aˆ−34∗ t ˆ20 + (−631165425/65536∗aˆ−39 +
1893496275/16384∗ aˆ−38 − 1893496275/4096∗ aˆ−37 +
40
631165425/1024∗ aˆ−36)∗ t ˆ21 + 11934∗ aˆ−38∗ t ˆ22 +
(8775943605/262144∗ aˆ−43 − 26327830815/65536∗ aˆ−42 +
26327830815/16384∗ aˆ−41 − 8775943605/4096∗ aˆ−40)∗ t ˆ23 −
41990∗ aˆ−42∗ t ˆ24 + O( t ˆ25)
]
The jacobian has two branches:
3
2 1
1
Figure 2.2: J(ϕ) : −12x5y − 48x5 + 384x4y − 768x3y 2 − 6x2y + 48xy 2 − 96y 3 = 0
2. ϕ :
{ u = y 2 + y 4
v = (x − 4y)3 + x7 . The Enriques diagram of BP(ϕ) is the same as 1. Tred is defined by
the base points of Q = {α1v 2 + α2u3 = 0}. Then the Enriques diagram of Tred is again the same
as those of the BP(ϕ). The tangent map is the same as the previous example so it has equation
ϕ̂ =
4096y 6 − 6144xy 5 + 3840x2y 4 − 1280x3y 3 + 240x4y 2 − 24x5y + x6
y 6
and the Puiseux series of the trunk is:
> PuiseuxTrunk ( [ yˆ2+x ˆ 4 , ( x−4∗y)ˆ3+x ˆ 7 ] ) ;
[
t ˆ2 ,
( aˆ−3 − 12∗aˆ−2 + 48∗aˆ−1 + −64)∗ t ˆ3 + (−3/2∗aˆ−7 +18∗aˆ−6 − 72∗aˆ−5
+ 96∗aˆ−4)∗ t ˆ5 + (27/8∗ aˆ−11 − 81/2∗aˆ−10 + 162∗aˆ−9 − 216∗aˆ−8
+aˆ−7)∗ t ˆ7+ (−143/16∗aˆ−15 + 429/4∗ aˆ−14 − 429∗aˆ−13 + 572∗aˆ−12
− 7/2∗aˆ−11)∗ t ˆ9 + (3315/128∗ aˆ−19 − 9945/32∗ aˆ−18 + 9945/8∗ aˆ−17
− 3315/2∗ aˆ−16 + 91/8∗aˆ−15)∗ t ˆ11 + (−20349/256∗aˆ−23 + 61047/64∗ aˆ−22
− 61047/16∗ aˆ−21+ 20349/4∗ aˆ−20 − 595/16∗ aˆ−19)∗ t ˆ13+(260015/1024∗ aˆ−27
− 780045/256∗ aˆ−26 + 780045/64∗ aˆ−25 − 260015/16∗ aˆ−24
+ 15827/128∗ aˆ−23)∗ t ˆ15+ (−1710855/2048∗aˆ−31 +5132565/512∗aˆ−30
− 5132565/128∗ aˆ−29 + 1710855/32∗ aˆ−28 − 107065/256∗ aˆ−27)∗ t ˆ17
+ (92116035/32768∗ aˆ−35 − 276348105/8192∗ aˆ−34 +276348105/2048∗aˆ−33
− 92116035/512∗ aˆ−32 + 1470735/1024∗ aˆ−31)∗ t ˆ19
+(−631165425/65536∗aˆ−39+ 1893496275/16384∗ aˆ−38
−1893496275/4096∗aˆ−37 + 631165425/1024∗ aˆ−36
− 10235115/2048∗ aˆ−35)∗ t ˆ21 + (8775943605/262144∗ aˆ−43
−26327830815/65536∗aˆ−42 +26327830815/16384∗aˆ−41
−8775943605/4096∗aˆ−40+ 576281475/32768∗ aˆ−39)∗ t ˆ23 + O( t ˆ25)
]
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One can see that it is the same Puiseux series as 1 up to the third term, a−6t6, in fact the powers
of t that are present in 1 have the same coefficients in 2 than in 1.
The jacobian has in this case three branches:
3
2 2
Figure 2.3: J(ϕ) : −14x6y − 48x5 + 384x4y − 768x3y 2 − 6x2y + 48xy 2 − 96y 3 = 0
3. ϕ :
{ u = y 2 + y 4
v = x3 − 64y 3 + 48x2y + x7 . The Enriques diagram of BP(ϕ) is the same as 1. Tred is
defined by the base points of Q = {α1v 2 + α2u3 = 0}. Then the Enriques diagram of Tred is again
the same as those of the BP(ϕ). The tangent map is the same as the previous example so it has
equation
ϕ̂ =
4096y 6 − 6144xy 5 + 3840x2y 4 − 1280x3y 3 + 240x4y 2 − 24x5y + x6
y 6
and the Puiseux series of the trunk is:
> PuiseuxTrunk ( [ yˆ2+x ˆ4 ,−64∗yˆ3+48∗x ˆ2∗ y+xˆ3+x ˆ 7 ] ) ;
[
t ˆ2 ,
( aˆ−3 + 48∗aˆ−2 + −64)∗ t ˆ3 + (−3/2∗aˆ−7 − 72∗aˆ−6
+96∗aˆ−4)∗ t ˆ5+ (27/8∗ aˆ−11 + 162∗aˆ−10 − 216∗aˆ−8 + aˆ−7)∗ t ˆ7
+(−143/16∗aˆ−15−429∗aˆ−14 + 572∗aˆ−12 − 7/2∗aˆ−11)∗ t ˆ9
+(3315/128∗aˆ−19+9945/8∗aˆ−18 − 3315/2∗ aˆ−16
+ 91/8∗aˆ−15)∗ t ˆ11+(−20349/256∗aˆ−23 −61047/16∗aˆ−22
+20349/4∗aˆ−20−595/16∗aˆ−19)∗ t ˆ13+(260015/1024∗ aˆ−27
+ 780045/64∗ aˆ−26 − 260015/16∗ aˆ−24 + 15827/128∗ aˆ−23)∗ t ˆ15
+(−1710855/2048∗aˆ−31 − 5132565/128∗ aˆ−30+ 1710855/32∗ aˆ−28
− 107065/256∗ aˆ−27)∗ t ˆ17+ (92116035/32768∗ aˆ−35
+276348105/2048∗aˆ−34 −92116035/512∗aˆ−32
+ 1470735/1024∗ aˆ−31)∗ t ˆ19 +(−631165425/65536∗aˆ−39
− 1893496275/4096∗ aˆ−38 +631165425/1024∗aˆ−36
− 10235115/2048∗ aˆ−35)∗ t ˆ21+ (8775943605/262144∗ aˆ−43
+ 26327830815/16384∗ aˆ−42 − 8775943605/4096∗ aˆ−40
+ 576281475/32768∗ aˆ−39)∗ t ˆ23 + O( t ˆ25)
]
The Jacobian has again three different branches:
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3Figure 2.4: J(ϕ) : −14x6y − 192x5 − 768x3y 2 − 6x2y + 192xy 2 = 0.
Therefore, example 2.5.2 shows that we cannot expect to obtain some type of characterization of the
topological type of the jacobian only by calculating the main trunk, Puiseux series and tangent map at the
origin. We need to study at least some of the morphisms ϕp with p ∈ BP(ϕ). Now, the natural question
is the following one:
Question 2.5.3. Can we give a finite number of conditions to define a “general ”morphism such that it
will have a “generic ”type of jacobian?
This is one of my main lines of research at the time to finish the present work. A natural approach is
to consider first a special case of morphism, which we are going to introduce in next chapter.
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3. Singularities of polar curves
As we have said at the end of the previous chapter, a natural approach to attack Question 2.5.3 is to
consider first a special case, which we are going to discuss in this chapter.
In [2] and [3] Casas-Alvero gives a precise description of the singularities and the topological type of generic
and special polars of a “general”germ of an algebraic curve with given characteristic exponents. In this way,
Question 2.5.3 is not only motivated by the examples showed in the previous chapter, it is also motivated
to find an analogous result to those established in [2] and [3]. Also, the results of [2] and [3] say what is a
generic jacobian in the following situation:
Let ξ : f (x , y) = 0 be a germ of curve at O on a smooth complex surface S. Consider a morphism ϕ given
by the local expression (x , y) 7→ (u, v) = (f (x , y), g(x , y)) such that
1. η : g(x , y) = 0 defines a smooth germ of curve at O,
2. J(ϕ) is a generic transverse polar of ξ ,
3. the point on η in the first neighbourhood of O is not in BP(J(ξ)).
3.1. General notions about polar germs
First of all, we review some basic results and definitions about polar germs.
Let ξ : f = 0 be a non-empty germ of curve at O and g be an analytic function such that η : g = 0 is a
smooth germ of curve at O. We define the g-polar, or just polar, of ξ relative to the equation f as the
jacobian determinant
Pg (f ) :
∂(f , g)
∂(x , y)
=
∣∣∣ ∂f∂x ∂f∂y∂g
∂x
∂g
∂y
∣∣∣ = 0
The definition of Pg (f ) does not depend on the choice of coordinates, so it is always possible to take x = g
and then the equation of the g-polar is just ∂f∂y .
If ξ is a multiple of the curve η, the polar germ is undefined because the jacobian is identically zero so
we will always assume that ξ contains some irreducible component different from η. In general, Pg (f )
depends on the equations f and g, and not only on the germs ξ and η; when no confusion may arise we
write Pg (f ) = Pg (ξ).
Proposition 3.1.1. Let ξ be a non-empty germ at O, ζ = Pg (f ) any g-polar of ξ and η : g = 0. Assume
ξ 6= rη then we have:
(a) [ζ · η] = [ξ · η]− 1.
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(b) eO(ζ) ≥ eO(ξ)− 1 and the inequality is strict if and only if all branches of ξ are tangent to η.
(c) If no branch of ξ is tangent to η, then no branch of the polar ζ is tangent to η either.
Proof. Proposition 6.1.7 in [4].
We say that ζ is a transverse polar if and only if no branches of ξ is tangent to η. Otherwise we say
that ζ is non-transverse.
Now, consider the ideal J(ξ) = (f , ∂f∂x ,
∂f
∂y ), which is called the jacobian ideal of ξ and it is independent of
the choice of coordinates. Therefore, it defines a linear system J(ξ) which will be called jacobian system
of ξ. In fact, every h ∈ J(ξ) has the form:
h = u1
∂f
∂x
+ u2
∂f
∂y
+ u3f
with either u1 or u2 invertible at O. In this way, every germ ζ ∈ J(ξ) has multiplicity eO(ζ) ≥ eO(ξ) − 1
and those for which equality holds are polar germs. Hence, there is a non-empty Zariski-open subset of
J(ξ) whose elements define polar germs. Thus generic germs in J(ξ) can be assumed to be polar germs.
We can also obtain some information about the behaviour of polar germs under blowing up:
Proposition 3.1.2. Assume that ξ is a germ of curve at O, γ is a branch of ξ and p is the first free point
on γ not on η : g = 0. Then the strict transform at p of any g-polar of ξ is a g˜ − polar of the strict
transform of ξ at p, g˜ being an equation of the exceptional divisor at p.
Proof. Proposition 6.2.4 in [4].
Corollary 3.1.3. Let ξ be a non-empty germ of curve with origin at O. Assume that g defines a smooth
germ η : g = 0 at O. If p is any free point on ξ not on η and Ep denotes the germ at p of the exceptional
divisor, then [ζ˜p · Ep] = [ξ˜p · Ep]− 1 for any g-polar ζ of ξ.
Proof. Corollary 6.2.7 in [4].
Also a classical formula about polar germs is the first Plu¨cker formula:
Theorem 3.1.4. (Plu¨cker formula) If r denotes the number of branches of ξ,
[ξ · Pg (ξ)] =
∑
p∈ξ
ep(ξ)(ep(ξ)− 1) + [ξ · η]− r
in the sense that one side is finite if and only if the other is so, and then they agree.
Proof. Theorem 6.3.1 in [4].
Theorem 3.1.5. Let ξ : f = 0 be a non-empty germ of curve and x,y local coordinates at O. If ξ has r
branches then it holds
[Px(f ) · Py (f )] =
∑
p∈ξ
ep(ξ)(ep(ξ)− 1) + 1− r
in the sense that one side is finite if and only if the other is so, and then they agree.
Proof. Theorem 6.4.1 in [4].
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Therefore, we can see that the intersection multiplicity [Px(f ) · Py (f )] does not depend on the co-
ordinates x,y or the equation f of ξ. Thus we can define one of the most intersting local invariants of
curves:
Definition 3.1.6. The Milnor number of a non-empty germ of curve ξ is
µ(ξ) := [Px(f ) · Py (f )].
Remark 3.1.7. µ(ξ) is an equisingularity invariant.
There are also other equisingularity invariants that deserve mention in this section, they are called polar
invariants. To give a simpler introduction we will restrict ourselves to the case of transverse polar germs.
Definition 3.1.8. We say that a point p ∈ NO(ξ) is a rupture point of ξ if either:
1. p is a satellite point an there is at least one free point on ξ in its first neighbourhood, or
2. p is either O or a free point and there are at least two free points on ξ in its first neighbourhood.
We denote by R(ξ) the set of rupture points of ξ.
Definition 3.1.9. Let q ∈ NO and denote by γq an irreducible germ through q whose point in the first
neighbourhood of q is free and does not belong to ξ. We define the rational number:
I (q) := Iξ(q) :=
[ξ · γq]
eO(γq)
.
This number is independent of the choice of the curve γq. The polar invariants are the set of quotients
I (q) where q is a rupture point of ξ.
Theorem 3.1.10. Let ζ = Pg (ξ) be a transverse polar of a non-empty reduced germ of curve ξ, and let
γ1, ... , γs be the branches of ζ. Then{ [ξ · γi ]
eO(γi )
}
i=1,...,s
= {I (q)}q∈R(ξ).
Proof. Theorem 6.11.5 in [4].
To finish, let ξ be a non-empty, singular, reduced germ of curve and consider its jacobian system J(ξ).
Then, J(ξ) has no fixed part and we have:
Proposition 3.1.11. If ξ is a singular reduced germ of curve, its jacobian system is neat and there is a
non-empty Zariski open subset of the jacobian ideal of ξ whose elements define polar germs of ξ which are
all reduced and have the same equisingularity type.
Proof. Proposition 8.5.1 in [4].
Theorem 3.1.12. Let ξ1, ξ2 be germs of curve, both reduced and singular:
1. If BP(J(ξ1)) = BP(J(ξ2)) then S(ξ1) = S(ξ2).
2. If BP(J(ξ1)) and BP(J(ξ2)) are similar weighted clusters then ξ1, ξ2 are equisingular.
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Proof. Theorem 8.6.4 in [4].
Moreover, [8] and [1] show that the base points of the jacobian system J(ξ) uniquely determine the
singular points of the curve ξ. This is done by an algorithm which recover the set of rupture points R(ξ)
directly from the weighted cluster BP(J(ξ)). This algorithm is achieved by translating the problem to a
morphism and studying the situation like it has been exposed at the beginning of the chapter.
3.2. Polar germs and analytic morphisms
3.2.1 Translating the problem
As we have just said, the key point in [8] and [1] is to translate the situation of generic transverse
polars Pg (f ) of a germ of curve ξ : f = 0 to a morphism where we can apply the theory we have exposed
in Chapter 2. Let’s see how do we do this:
We choose a system of local coordinates (x,y) in a neighbourhood U of O, and take f to be some equation
for ξ. Take also η : g = 0 to be a smooth germ at O such that:
1. ζ = Pg (f ) is a generic transverse polar of ξ, and
2. the point on η in the first neighbourhood of O is not in BP(J(ξ)).
Note that the first condition implies that η is not tangent to ξ. On the other hand, the existence of η is
guaranteed since the first condition is satisfied by generic smooth germs through O and the second one
exclude finitely many tangent directions at O.
Therefore, we can think of ζ as the jacobian germ of the morphism ϕ : U → C2 defined by local equations
(x , y) 7→ (u, v) = (f (x , y), g(x , y)). Since we are assuming ζ to be a generic polar, we know that f and g
share no common factors and so ϕ has no contracted germ. Thus the only fundamental points are its base
points BP(ϕ). From this definition the only possibility for BP(ϕ) is to be irreducible and to have only free
points with virtual multiplicity one. Thus the fundamental points of ϕ are exactly the first eO(ξ) points in
NO(η). In particular, there are no fundamental points in BP(J(ξ)) but the origin. In this way, we can use
Corollary 2.4.8 and hence mp > m
′
p for any p in BP(J(ξ)) and p’ proximate to p.
In this situation the interpretation of polar invariants is the following:
Lemma 3.2.1. If p ∈ NO is any point infinitely near to O and such that γp is not tangent to η.If np
denotes the multiplicity of the composite morphism ϕp = ϕ ◦ pip, where pip is the composition of blow-ups
given rise to p and if vp(ξ) denotes the value of ξ at p, then
Iξ(p) =
vξ(p)
np
.
Proof. Lemma 2.2.1 in [8].
Now the important thing is the relation between the values vp(ξ) and the heights mp of the p-trunks
Tp. The immediate result from the definitions is the following:
Lemma 3.2.2. For any point p infinitely near to O, we have the inequality
vp(ξ) ≤ mp.
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Proof. Lemma 2.3.1 in [8].
In [8] it also given some characterizations of when vp(ξ) = mp. One of them is the following:
Proposition 3.2.3. Let p be any point infinitely near to O such that γp is not tangent to η. Then the
equality vp(ξ) = mp holds if and only if the total transforms ξp and ηp at p have non-homothetical tangent
cones.
Proof. The algorithm which computes the trunk Tp stops at the first step if and only if the initial forms
of ϕ∗p(u) and ϕ∗p(v) are non-homothetical, i.e. the total transforms ξp and ηp at p have non-homothetical
tangent cones.
Let’s denote n′ = npgcd(np ,vp(ξ)) and c0 =
n′vp(ξ)
np
. It is enough to prove that the cluster of base points of
the pencil Q = {αun′ + βv c0 = 0} has height vp(ξ). Thus, if the algorithm stops at the first step then
BP(Q) = Tred and hence mp = vp(ξ).
Since o(ϕ∗p(v)) = np ≤ o(ϕ∗p(u)) = vp(ξ) we must take P0 = v and h0,1 = u in the algorithm to compute
the trunk.
Now if vp(ξ) ∈ (np) then n′ = 1 and the general germ in Q has Puiseux series
−β
α
v
vp(ξ)
np
and hence BP(Q) = (Tp)red has height c0, but Tp = np(Tp)red , thus Tp has height npc0 = vp(ξ) as we
wanted.
Finally, if vp(ξ) /∈ (np) then the general germ in Q has Puiseux series
n′
√
−β
α
v
vp(ξ)/ gcd(np ,vp(ξ))
np/ gcd(np ,vp(ξ))
and hence BP(Q) = (Tp)red has height c0, but Tp = gcd(np, vp(ξ))(Tp)red , thus Tp has height
gcd(np, vp(ξ))c0 = vp(ξ) as we wanted.
Since it is not done in [8], once we have this characterization the natural question is the following:
Question 3.2.4. How much bigger is mp than vp(ξ) in the cases where vp(ξ) < mp?
The proof of the proposition 3.2.3 may give us some clues to answer this question:
As a first remark, we know for sure that vp(ξ) < mp if and only if the algorithm to compute the p-trunk
does not stop at the first step. Moreover, if this is the case by the way we are choosing η, we can write
ηp = nqEq if p is free or ηp = nq′Eq′+ nqEq if p is satellite. Therefore, after considering the second step of
the algorithm ζ0,2 : h0,2 = u
n′−αv c0 where α ∈ C\{0} such that (û∗)n′−α(ĥ∗0,1)c0 = 0, i.e. the pull-back
ϕ∗p(h0,2) has a free point not in Eq neither Eq′ and hence the tangent cones of ϕ∗p(h0,2) and ηp are non-
homothetical and the algorithm to compute the trunk stops. Thus we have proved the following proposition:
Proposition 3.2.5. Under the assumptions of Proposition 3.2.3 vp(ξ) < mp if and only if the algorithm
to compute the p-trunk performs exactly 2 steps. Or equivalently, mp = o(ϕ
∗
p(h0,2)).
One may now think that most of the work is done but unfortunately not. Following the proof of
Proposition 3.2.3 and the proof of Proposition 3.2.5 we know that mp = o(ϕ
∗
p(h0,2)), but to know what is
o(ϕ∗p(h0,2)) is the difficult part: we don’t know a priori who are going to be the tangent cone of ϕ∗p(h0,2)!
Fortunatly thanks to Corollary 2.4.8 and [2] we are going to see in the next subsection that if we choose ξ
unibranched general enough germ of curve then if vp(ξ) < mp then mp = vp(ξ) + 1.
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3.2.2 General polars
From now on γ will be a germ at O of an unibranched germ of curve. Let M = {mi/n}i=1,...,k denote
the system of characteristic exponents of γ. We recall that the cluster of infinitely near points of γ is given
by Enriques Theorem 1.2.2.
Put m0 = 0, n
i = gcd(n, m1, ... , mi−1) so that in particular, n0 = n, nk = 1. For each i = 1, ... , k perform
the successive Euclidean divisions leading to ni = gcd(ni−1, mi ) = nir(i):
mi −mi−1 = hi0ni−1 + ni1
ni−1 = hi1n
i
1 + n
i
2
...
nir(i)−2 = h
i
r(i)−1n
i
r(i)−1 + n
i
r(i)
nir(i)−1 = h
i
r(i)n
i
r(i).
Notice that r(i) ≥ 1, hi0 ≥ 0 and hij > 0 for j = 1, ... , r(i). Then we have:
hi0 n
i
0-fold points
pi0,1, ... , p
i
0,hi0
hi1 n
i
1-fold points
pi1,1, ... , p
i
1,hi1
...
hir(i)−1 n
i
r(i)−1-fold points
pir(i)−1,1, ... , p
i
r(i)−1,hi
r(i)−1
and hir(i) n
i
r(i)-fold points
pir(i),1, ... , p
i
r(i),hi
r(i)
The first of these points (either pi0,1 if h
i
0 6= 0 or pi1,1 otherwise) is the origin O if i = 1 or a free point in
the first neighbourhood of pi−1
r(i)−1,hi−1
r(i)−1
if i > 1. Furthermore, all points on γ after pkr(k),hr(k) are simple
and free.
To describe how the above points pij ,l are related by proximity, let us write p
i
0,0 = p
i−1
r(i−1),hi−1
r(i−1)
for i > 1.
We exclude first the case i = 1 and m1/n < 1, then all points
pi0,1, ... , p
i
0,hi0
, pi1,1 i = 1, ... , k
but p10,1 = O are free points. The remaining ones are satellite points, more precisely for j = 1, ... , r(i)− 1,
pij ,1, ... , p
i
j ,hij
, pij+1,1
are proximate to pi
j−1,hij−1
and
pir(i),1, ... , p
i
r(i),hi
r(i)
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are proximate to pi
r(i)−1,hi
r(i)−1
.
In the case i = 1 and m1/n < 1 we have h
1
0 = 0 then p
1
1,1 = O,
p11,2, ... , p
1
1,h11
and also p12,1 if r(i) > 1 are free points on the y-axis. The remaining ones are all satellite and proximity
between them is as above.
Now, we define the cluster K ′(γ) by taking the points pij ,t , i = 1, ... , k , j = 0, ... , r(i), t = 1, ... , h
i
j each
pij ,t being taken with virtual multiplicity either n
i
j if j is odd or n
i
j − 1 if j is even, excepted for the points
pi
r(i),hi
r(i)
which are always taken with multiplicity nis(i) − 1. Therefore, have the following result:
Theorem 3.2.6. All branches γ with system of characteristic exponents M having equation
Fγ =
∏
n=1
(
y −
∑
i∈I (M)
iaix
i/n
)
whose coefficients ai do not satisfy a certain finite set of non-trivial algebraic relations, have its polar
Px(Fγ) going through K
′(γ) with effective multiplicities equal to the virtual ones and with no singularities
outside of K ′(γ).
Proof. Proposition 11.1 and Theorem 11.3 in [2]
Now, we are going to show that Theorem 3.2.6 together with Corollary 2.4.8 gives the generic values
for mp = vp(ξ) or mp = vp(ξ) + 1:
Proposition 3.2.7. Let γ be an unibranched germ of curve at O whose coefficients do not satisfy the
finite set of non-trivial algebraic relations given in Theorem 3.2.6. Consider a neighbourhood U of O
with the system of local coordinates (x,y), let ϕ : U → C2 be a morphism defined by local equations
(x , y) 7→ (u, v) = (Fγ , x). Keeping the notations of the previous consideration then for all plj ,i 6= plr(l),hl
r(l)
we have
mplj ,i
=
{ vplj ,i (γ) + 1 if j is odd,
vplj ,i
(γ) if j is even,
and for those pl
r(l),hl
r(l)
we have
mpl
r(l),hl
r(l)
= vpl
r(l),hl
r(l)
(γ).
Proof. First we notice that by the election of ϕ we have J(ϕ) = Px(Fγ). Therefore, the multiplicities of
J(ϕ) at the points plj ,i are given by Theorem 3.2.6 by the virtual multiplicities of those points in K
′(γ).
We first begin with the origin O, directly from Theorem 2.4.3 we have
mO = eO(J) + 1 = vO(γ)− 1 + 1 = vO(γ).
Now we look at p10,1 which is a free point with j even thus Corollary 2.4.8 and Noether’s formula gives
mp10,1
= mO + ep10,1
(J) + 1 = vO(γ) + n
1
0 − 1 + 1 = vp10,1(γ).
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Points p10,t with t = 2, ... , h0 are all free having ep10,1
(J) = n10 − 1 thus recursively using Corollary 2.4.8 and
Noether’s formula we have determined
mp10,t
= vp10,t
(γ) for t = 1, ... , h0.
Now the point p11,1 is free having ep11,1
(J) = n11 therefore
mp11,1
= mp10,h0
+ n11 + 1 = vp10,h0
(γ) + n11 + 1 = vp11,1
(γ) + 1.
The first satellite point p11,2 is proximate to p
1
1,1 and p
1
0,h0
and have multiplicity ep11,2
(J) = n11 hence
mp11,2
= mp11,1
+ mp10,h0
+ ep11,2
= vp11,1
(γ) + 1 + vp10,h0
(γ) + n11 = vp11,2
(γ) + 1.
In this case, points p11,t for t = 2, ... , h
1
1 are satellite proximate to p
1
0,h0
, p11,t−1 and recursively we can
determine
mp11,t
= mp11,t−1
+ mp10,h0
+ ep11,t
= vp11,t−1
(γ) + 1 + vp10,h0
(γ) + n11 = vp11,t
(γ) + 1.
Now we look at the point p12,1 which is proximate to p
1
0,h0
, p11,h1 and have multiplicity ep12,1
= n12 − 1 thus
mp12,1
= mp11,h1
+ mp10,h0
+ ep12,1
= vp11,h1
(γ) + 1 + vp10,h0
(γ) + n12 − 1 = vp12,1(γ).
In the same way we have done previously now the points p12,t for t = 2, ... , h
2
2 are proximate to p2,t−1, p1,h11
having multiplicity ep12,t
= n12 − 1 thus
mp12,t
= mp11,h1
+ mp12,t−1
+ ep12,t
= vp11,h1
(γ) + 1 + vp12,t−1
(γ) + n12 − 1 = vp12,t (γ).
In this situation for points p1j ,t for j = 0, ... , r(1), t = 1, ... , h
1
j except for p
1
r(1),h1
r(1)
we can determine
mp1j ,t
=
{ vp1j ,t (γ) + 1 if j is odd,
vp1j ,t
(γ) if j is even.
Finally it remains to study the point p1
r(1),h1
r(1)
which is satellite and proximate to p1
r(1)−1,h1
r(1)−1
, p1
r(1),h1
r(1)
−1
and have multiplicity ep1
r(1),h1
r(1)
= n1r(1) − 1 thus we have
mp1
r(1),h1
r(1)
=mp1
r(1),h1
r(1)
−1
+ mp1
r(1)−1,h1
r(1)−1
+ ep1
r(1),h1
r(1)
= vp1
r(1),h1
r(1)
−1
(γ) + 1 + vp1
r(1)−1,h1
r(1)−1
(γ) + n1r(1) − 1 = vp1
r(1),h1
r(1)
(γ) if r(1) is odd
and
mp1
r(1),h1
r(1)
=mp1
r(1),h1
r(1)
−1
+ mp1
r(1)−1,h1
r(1)−1
+ ep1
r(1),h1
r(1)
= vp1
r(1),h1
r(1)
−1
(γ) + vp1
r(1)−1,h1
r(1)−1
(γ) + 1 + n1r(1) − 1 = vp1
r(1),h1
r(1)
(γ) if r(1) is even.
In both cases mp1
r(1),h1
r(1)
= vp1
r(1),h1
r(1)
(γ). Therefore, we start at p20,1 in the same way we have started with
p10,1. Since the proximity relations and the multiplicities of the jacobian follow the same rule for the points
plj ,t with l = 2, ... , k and the case mp1
r(1),h1
r(1)
= vp1
r(1),h1
r(1)
(γ) is in general true for pl
r(l),hl
r(l)
, recursively we
obtain the result.
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As a final remark one can ask if Proposition 3.2.7 provides some relevant information, i.e. does
there exist morphisms (in the sense of the statement of the proposition) with some point p such that
mp > vp(ξ) + 1? The answer is yes as we can see in the following example:
Example 3.2.8. Consider ξ : f (x , y) = x3 + y 7 + x4y 2 = 0 whose Enriques diagram is:
p4 1/21
p2 1/7
p0 3/3
p1 3/6
p3 1/14
Figure 3.1: ξ : f (x , y) = x3 + y 7 + x4 ∗ y 2 = 0
If we take ϕ with local equations given by (x , y) 7→ (u, v) = (2x + y , f (x , y)) then the heights of the
p-trunks for p = p0, ... , p4 are:
mp0 = 3 = vp0(ξ), mp1 = 6 = vp1(ξ), mp2 = 9 = vp2(ξ) + 2, mp3 = 15 = vp3(ξ) + 1, mp4 = 21 = vp4(ξ).
Therefore, the heights are as we expect except for the point p2. Then the jacobian of ϕ doesn’t give a
general polar in this case.
3.3. Some work in progress
We can “fix”the Example 3.2.8 to obtain an equation for ξ having the heights given by Theorem 3.2.7
just by replacing the monomial x4y 2 by xy 5 as shows the following example:
Example 3.3.1. Consider ξ : f (x , y) = x3 + y 7 + xy 5 = 0 whose Enriques diagram is:
p4 1/21
p2 1/7
p0 3/3
p1 3/6
p3 1/14
Figure 3.2: ξ : f (x , y) = x3 + y 7 + xy 5 = 0
If we take ϕ with local equations given by (x , y) 7→ (u, v) = (2x + y , f (x , y)) now the heights of the
p-trunks for p = p0, ... , p4 are:
mp0 = 3 = vp0(ξ), mp1 = 6 = vp1(ξ), mp2 = 9 = vp2(ξ) + 1, mp3 = 15 = vp3(ξ) + 1, mp4 = 21 = vp4(ξ).
Before starting with further examples, we state here a lemma that will be useful in which follows:
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Lemma 3.3.2. Assume that local coordinates x,y at O are fixed. For a germ of curve γ at O the following
are equivalent:
1. γ has equation
f (x , y) = a0,ny
n + am,0x
m +
∑
ni+mj>nm
ai ,jx
iy j ,
with a0,n 6= 0, am,0 6= 0.
2. γ is irreducible, has single characteristic exponent m/n and Puiseux series
s = axm/n + · · · , a 6= 0
Furthermore, any irreducible germ γ′ with single characteristic exponent m/n is analytically isomorphic to
a germ γ satisfying the above equivalent conditions
Proof. Lemma 6.6.1 in [4]
Taking this lemma into account we are going to show two relevant examples on which we obtain an
equation of ξ such that the heights of the trunks are those given in Proposition 3.2.7 and it has the expected
general polar:
Example 3.3.3. Consider ξ with semigroup < 5, 12 >. Therefore by Lemma 3.3.2,
ξ : f (x , y) = y 5 − x12 +
∑
5i+12j>60
ai ,jx
iy j = 0
p4 1/35
p2 2/12
p0 5/5
p1 5/10
p3 2/24
p5 1/60
Then we consider ϕ0 : (x , y) 7→ (u, v) = (x +y , y 5−x12 +
∑
5i+12j>60 ai ,jx
iy j). We perform successive
blow-ups
ϕ1 : (x , y) 7→ (u, v) = (x + xy , (xy)5 − x12 +
∑
5i+12j>60 ai ,jx
i+jy j)
ϕ2 : (x , y) 7→ (u, v) = (x + x2y , (x2y)5 − x12 +
∑
5i+12j>60 ai ,jx
i+2jy j)
ϕ3 : (x , y) 7→ (u, v) = (xy + x2y 3, (x2y 3)5 − (xy)12 +
∑
5i+12j>60 ai ,j(xy)
i+2jy j)
ϕ4 : (x , y) 7→ (u, v) = (xy 2 + x2y 5, (x2y 5)5 − (xy 2)12 +
∑
5i+12j>60 ai ,j(xy
2)i+2jy j)
ϕ5 : (x , y) 7→ (u, v) = (x3y 2 + x7y 5, (x7y 5)5 − (x3y 2)12 +
∑
5i+12j>60 ai ,j(x
3y 2)i+2j(xy)j).
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For ϕ0,ϕ1 as we expect we have mp0 = vp0(ξ), mp1 = vp1(ξ) independently of the terms
∑
5i+12j>60 ai ,jx
iy j
because the condition 5i + 12j > 60 implies i + j > 5 and i + 2j > 10. Now, for ϕ2 we have homothetical
tangent cones since i + 3j > 12 and hence x , x12 are homothetical. Thus, we perform a second step on
the algorithm to compute the trunk:
v∗ + (u∗)12 = x10y 5 − x12 +
∑
5i+12j>60
ai ,jx
i+2jy j + x12 + 12x23y + · · ·
We want some monomial in
∑
5i+12j>60 ai ,jx
i+2jy j of order vp2(ξ) + 1 = 12 + 1 = 13 then i + 3j = 13
and the only possibility is a10,1 6= 0 which gives rise to the equation f (x , y) = y 5 − x12 + x10y . This is
enough to our purpose since by the condition 5i + 12j > 60 in all cases the corresponding tangent cones
are determined by the corresponding blow-up of y 5 − x12. Therefore, for ϕ3 we perform a second step on
the algorithm and the corresponding order is given by x10y 25 + a10,1x
12y 13 and then mp3 = vp3(ξ) + 1 as
we wanted. In an analogous way for ϕ4,ϕ5 only one step is performed and mp4 = vp4(ξ), mp5 = vp5(ξ) as
we wanted.
Moreover, in Example 6.7.2 of [4] it is showed that if we consider the germs γα : 3y
5−x12 +15x10−5αx5y 3
then generic polars of γα for α
2 6= 4 have two branches both with single characteristic exponent 5/2.
In this case, the morphism we have just constructed has jacobian germ having two branches both with
single characteristic exponen 5/2.
In the view of this example together with the previous considerations it becomes more or less obvious
that always we could find a finite set of algebraic non-trivial relations on the coefficients ai such that the
equation of ξ satisfy the values of the heights given in Proposition 3.2.7. The problem is to know if these
conditions are equivalent, stronger or weaker thant the conditions given in Theorem 3.2.6. The following
example shows that probably these conditions are weaker than those in Theorem 3.2.6:
Example 3.3.4. This example is due to Pham. He introduced it to illustrate the fact that equisingular
germs may have non-equisingular generic polars, and hence that the equisingularity type of the generic
polars do not only depend on the equisingularity classes of the original germs. We consider all germs
ξλ : f = y
3 − x11 + λx8y = 0
p4 1/21
p3 2/11
p0 3/3
p1 3/6
p2 3/9
p5 1/33
All these germs are equisingular, but the values λ = 0 and λ 6= 0 determine non-equisingular polar
germs. This is the typical example that shows that the equisingularity type of ξ does not determine, in
general, the equisingularity types of its polar germs, nor even those generic or transverse ones.
Unfortunately if we introduce this example in our setting ϕ : (x , y) 7→ (u, v) = (x + y , y 3 − x11 + λx8y)
the values of the heights of the p-trunks satisfy the relations given in Proposition 3.2.7 independently of
the value λ. This shows us that it is probably not enough to impose that the values of the heights of the
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p-trunks are those given in the Proposition 3.2.7. We can be a bit more precise:
By Lemma 3.3.2 all germs ξλ are analytically isomorphic to a germ with equation:
ξ : f (x , y) = y 3 − x11 +
∑
3i+11j>33
ai ,jx
iy j = 0.
Then we consider ϕ0 : (x , y) 7→ (u, v) = (x + y , y 3 − x11 +
∑
3i+11j>33 ai ,jx
iy j). We perform successive
blow-ups
ϕ1 : (x , y) 7→ (u, v) = (x + xy , (xy)3 − x11 +
∑
3i+11j>33 ai ,jx
i+jy j)
ϕ2 : (x , y) 7→ (u, v) = (x + x2y , (x2y)3 − x11 +
∑
3i+11j>33 ai ,jx
i+2jy j)
ϕ3 : (x , y) 7→ (u, v) = (x + x3y , (x3y)3 − x11 +
∑
3i+11j>33 ai ,jx
i+3jy j)
ϕ4 : (x , y) 7→ (u, v) = (xy + x3y 4, (x3y 4)3 − (xy)11 +
∑
3i+11j>33 ai ,j(xy)
i+3jy j)
ϕ5 : (x , y) 7→ (u, v) = (x2y + x7y 4, (x7y 4)3 − (x2y)11 +
∑
3i+11j>33 ai ,j(x
2y)i+3j(xy)j).
In the same way we have done in the previous example ϕ0,ϕ1,ϕ2 satisfies
mp0 = vp0(ξ), mp1 = vp1(ξ), mp2 = vp2(ξ). In ϕ3 we need to perform a second step in the algorithm to
compute the trunk:
v∗ + (u∗)11 = x9y 3 − x11 +
∑
3i+11j>33
ai ,jx
i+3jy j + x11 + 11x12y + · · ·
We want some mononial of order vp3(ξ) + 1 = 11 + 1 = 12 but observe that in this case this is always
guaranteed by x9y 3 and it cannot disappear because it is the total transform of the monomial y 3. Therefore
we are going to have mp3 = vp3(ξ) + 1 independently of the expression
∑
3i+11j>33 ai ,jx
iy j .
Anyway since we are looking for a general procedure we can ask for coefficients in
∑
3i+11j>33 ai ,jx
iy j
having i + 4j = 12, those are a8,1 6= 0 and a4,2 6= 0 thus we would obtain the equation
f (x , y) = y 3 − x11 + a8,1x8y + a4,2x4y 2.
With this equation as in example 3.3.3 for ϕ4,ϕ5 only one step is performed and mp4 = vp4(ξ), mp5 = vp5(ξ)
as we wanted.
Moreover, J(ϕ0) has two branches whose Puiseux series, and hence their equisingularity type, deppend on
the coefficients a8,1, a4,2:
1. If a4,2 = 0 and a8,1 6= 0 both branches have Puiseux series t4 + · · · .
2. If a4,2 = 0 and a8,1 = 0 both branches have Puiseux series t
5 + · · · .
3. If a4,2 6= 0 and a8,1 6= 0 both branches have Puiseux series t4 + · · · .
4. If a4,2 6= 0 and a8,1 = 0 one branch has Puiseux series t4 + · · · and the other t6 + · · · .
According to Casas-Alvero Theorem 3.2.6 cases 1 and 3 correspond to general polars since they go sharply
through K ′(ξ), i.e. with effective multiplicities equal to the virtual ones and with no singularities outside
of K ′(ξ). Cases 1 and 2 are those corresponding to Pham’s example. Finally case 4 is an special one since
it does not meet the conditions of the Theorem 3.2.6 but it is a polar going sharply through K ′(ξ), i.e.
having effective multiplicities equal to the virtual ones and with no singularities outside of K ′(ξ).
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As a final conclusion, Examples 3.3.1, 3.3.3 and 3.3.4 show that mp depend not only on the eq-
uisingularity class of ξ but also on the isomorphism classes. Thus confirming the classic Pham’s ex-
ample that equisingular germs may have non-equisingular polars. Moreover, the conditions about mp;
mp = vp(ξ), mp = vp(ξ) + 1 following the rule of Proposition 3.2.7, seem to be enough to determine
a general type of polars but not exactly in the sense of Theorem 3.2.6 as shows example 3.3.4. In any
case, we are working at the moment to look for a precise characterization of the necessary and sufficient
conditions on the heights mp in the general case with arbitrary characteristic exponents. More specifically,
to recover from these conditions on the mp the conditions of the Casas-Alvero’s theorem 3.2.6 without
need to use the degeneracy of Newton’s polygon of the polars (which is a key argument in the proof of
Theorem 3.2.6) and hence to characterize in a simpler way the conditions of the Casas-Alvero’s Theorem.
To do this we need to study in detail the particular cases in which the rule given in Proposition 3.2.7 is
fulfilled but the polars are not general in Casas-Alvero sense.
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