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ABSTRACT
Antony, Thomas M.S.A.A., Purdue University, December 2014. Rapid Indirect Tra-
jectory Optimization on Highly Parallel Computing Architectures. Major Professor:
Michael J. Grant.
Trajectory optimization is a field which can benefit greatly from the advantages
o↵ered by parallel computing. The current state-of-the-art in trajectory optimiza-
tion focuses on the use of direct optimization methods, such as the pseudo-spectral
method. These methods are favored due to their ease of implementation and large
convergence regions while indirect methods have largely been ignored in the litera-
ture in the past decade except for specific applications in astrodynamics. It has been
shown that the shortcomings conventionally associated with indirect methods can be
overcome by the use of a continuation method in which complex trajectory solutions
are obtained by solving a sequence of progressively di cult optimization problems.
High performance computing hardware is trending towards more parallel archi-
tectures as opposed to powerful single-core processors. Graphics Processing Units
(GPU), which were originally developed for 3D graphics rendering have gained popu-
larity in the past decade as high-performance, programmable parallel processors. The
Compute Unified Device Architecture (CUDA) framework, a parallel computing ar-
chitecture and programming model developed by NVIDIA, is one of the most widely
used platforms in GPU computing. GPUs have been applied to a wide range of fields
that require the solution of complex, computationally demanding problems.
A GPU-accelerated indirect trajectory optimization methodology which uses the
multiple shooting method and continuation is developed using the CUDA platform.
The various algorithmic optimizations used to exploit the parallelism inherent in
the indirect shooting method are described. The resulting rapid optimal control
xiii
framework enables the construction of high quality optimal trajectories that satisfy
problem-specific constraints and fully satisfy the necessary conditions of optimality.
The benefits of the framework are highlighted by construction of maximum termi-
nal velocity trajectories for a hypothetical long range weapon system. The techniques
used to construct an initial guess from an analytic near-ballistic trajectory and the
methods used to formulate the necessary conditions of optimality in a manner that is
transparent to the designer are discussed. Various hypothetical mission scenarios that
enforce di↵erent combinations of initial, terminal, interior point and path constraints
demonstrate the rapid construction of complex trajectories without requiring any a-
priori insight into the structure of the solutions. Trajectory problems of this kind were
previously considered impractical to solve using indirect methods. The performance
of the GPU-accelerated solver is found to be 2x–4x faster than MATLAB’s bvp4c,
even while running on GPU hardware that is five years behind the state-of-the-art.
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1. INTRODUCTION
Trajectory optimization problems can be solved using a wide variety of techniques [1].
Since the dawn of modern computing, research by the trajectory design community
has focused on direct optimization methods [2–6]. The pseudo-spectral method and
other collocation methods are commonly used direct methods. A historical collocation
method involves discretizing the trajectory into a number of nodes and optimizing
the trajectory assuming a cubic interpolation between the nodes [6]. Current state-of-
the-art optimization software such as GPOPS [7] and DIDO [8] use pseudo-spectral
methods which implement a more e cient quadrature scheme such as Legendre-
Guass-Lobatto [3] with the assumption that the trajectory can be approximated as a
polynomial. Both of these methods require a non-linear programming (NLP) solver
such as SNOPT [9] and are very computationally intensive for large optimization
problems.
One factor that these approaches rarely consider, is the computing platform on
which they are executed. While Moore’s Law [10] has remained relevant decades after
it was originally described, resulting in the packing of more and more transistors into
smaller semiconductor devices, the clock-rate at which computer processors operate
have essentially peaked [11]. Computing hardware is now transitioning towards highly
parallel architectures rather than powerful monolithic processors [12, 13].
Graphics processing units (GPU) were originally designed to be used as dedicated
processors for rendering 3D graphics on computers. E↵orts to exploit the GPU for
general purpose computing applications (GPGPU) have been underway since the early
2000’s [14, 15]. One of the earliest demonstrations of GPU computing was a matrix-
matrix multiplication algorithm [16]. The availability of floating point operations on
GPU hardware allowed the implementation of more advanced computational methods
on the GPU [17–19]. Over the last decade, the computing power of GPUs has grown
2
exponentially as compared to CPUs as shown in Fig. 1.1 and Fig. 1.2 [20]. The
modern GPU is a highly capable parallel processor with peak arithmetic and memory
bandwidth that substantially outpaces its CPU counterparts [21].
Figure 1.1. CPU vs. GPU performance – Theoretical GFLOPS [20]
While early e↵orts at GPGPU computing demonstrated great speedups for many
applications, it required the programmer to possess intimate knowledge of graphics
APIs and GPU architectures. Many basic programming features such as random
memory reads/writes and double precision floating point operations were not sup-
ported. NVIDIA’s Compute Unified Device Architecture (CUDA) is a framework
that allows the use of graphics processing units as highly parallel general purpose
computing processors. CUDA transforms the graphics processing unit into a power-
ful parallel processor with thousands of cores. GPUs are now used for accelerating
scientific computation in a wide range of fields [22–29].
Direct methods for trajectory optimization, specifically pseudo-spectral and col-
locations methods, convert the trajectory optimization problem into a non-linear
programming problem that involves many sequential, iterative operations instead of
large, independent parallel operations. Some of the attempts at implementing NLP
3
Figure 1.2. CPU vs. GPU performance – Theoretical memory band-
width (GB/s) by year [20]
algorithms on GPUs have noted 2x-3x speedups over their CPU counterparts for
applications in machine learning [30] and radio interferometry [31]. Another recent
implementation is that of the L-BFGS-B nonlinear optimization algorithm on a GPU
which shows significant speedups, but for only extremely large optimization problems,
with dimensions numbering in the millions [32]. The authors of Ref. 32 evaluated the
performance of their L-BFGS-B GPU algorithm using the Elastic-Plastic Torsion
problem and presented the timing comparisons. As shown in Fig. 1.3, the GPU does
not start showing any benefits in speed for that algorithm until the NLP problem
size reaches around 6400. Even with a problem size of 40000, the speedup can be
observed to be only around 5x.
All these examples consist of NLP problems with extremely large dimensionality.
This seems to indicate that the speedups in these examples were produced by virtue of
the problems being large enough to take advantage of the large number of processors























Figure 1.3. Speedup of L-BFGS-B algorithm on GPU for the Elastic-
Plastic Torsion problem [32].
NLP problems resulting from the application of pseudo-spectral methods to trajectory
problems usually have dimensions in the high hundreds or low thousands. Unless
other radically di↵erent algorithms with a high degree of parallelism are developed, it
seems reasonable to infer that current direct pseudo-spectral optimization algorithms
may not benefit from the significant advantages associated with implementation on
parallel architectures.
Global search methods such as Genetic Algorithms (GA) and Particle Swarm
Optimizers (PSO) are other methods used in direct optimization that may enjoy sig-
nificant advantages from implementation on a parallel architecture [33–37]. However,
GA and PSO methods are zero-order methods and the lack of optimality conditions
in these methods lead to lower quality solutions and di culty in directly handling
constraints. GA and PSO are also much more computationally intensive and time
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consuming than gradient based algorithms. Prior work has shown that the incorpo-
ration of trajectory constraints into the PSO process through penalty functions or as
additional objectives greatly increases the di culty of the design process, while indi-
rect methods are able to precisely satisfy trajectory constraints without this added
di culty [38].
Alternatively, indirect methods use calculus of variations to formulate the op-
timization problem as a boundary value problem (BVP) [39]. The BVPs can be
solved using a suitable numerical solver, and the shooting method is a popular and
fast solver [40, 41]. As discussed in the upcoming chapters, the shooting method has
many features that make it suitable for implementation on a highly parallel com-
puting architecture such as the GPU. It can be shown that even for a problem with
small dimensionality (e.g., an augmented state vector of size 6–24 in a typical hy-
personic optimization problem), the shooting method enables a considerable speedup
even while running on GPU hardware that is five years behind the state-of-the-art.
Indirect methods also have the advantage of generating high quality solutions that
satisfy the necessary conditions of optimality. [39].
Historically, three major reasons have been cited as being the reasons for avoiding
the use of indirect methods for real-world optimization problems [6].
1. The use of indirect methods requires knowledge of optimal control theory and
involves many mathematical derivations that have to be performed prior to the
actual solution process.
2. Incorporating path inequality constraints requires a-priori knowledge of the se-
quence of constrained and unconstrained segments.
3. A very good initial guess is required for the process to converge to a solution.
This is often di cult, especially for the mathematical “costate” variables.
All these drawbacks can be overcome using di↵erent strategies, enabling rapid,
complex, high quality trajectory optimization using indirect methods. Modern ad-
6
vancements in symbolic computation enables the automated derivation of the equa-
tions and the necessary conditions of optimality. The second and third problems
listed above can be mitigated by starting the solution process with a short trajec-
tory outside the design space and then using a continuation method to incrementally
change the problem to ultimately solve the problem of interest [42]. The same process
can be used to incorporate path constraints into the trajectory.
The boundary value problem resulting from using optimal control theory can be
solved using a numerical method such as multiple shooting [43] or a solver such
MATLAB’s bvp4c [44] (which uses a collocation method). The shooting method was
selected because of its rapid convergence characteristics and low memory use, as well
as the inherent parallelism that makes it ideal for implementing on a GPU. Shooting
methods convert the boundary value problem into a series of initial value problems.
The dynamic equations of the system are propagated using a numerical integration
scheme such as 4th order Runge-Kutta (RK4) with guesses for the unknown initial
values. The errors in the final value are then corrected iteratively until the desired
tolerance is satisfied. This is discussed in further detail in Sections 2.4 and 2.5.
Gradient based algorithms such as the shooting methods depend on the avail-
ability of accurate sensitivity information to converge towards the solution. The
calculation of the sensitivity information is the most computationally intensive part
of the process. This part of the algorithm can be accelerated using an NVIDIA GPU
to obtain considerable speedups over a conventional CPU. The computational e↵ort
required for computing sensitivity information needed for gradient based optimiza-
tion algorithms increases exponentially with problem complexity. Given a dynamic
system of N equations, the computation of first-order sensitivities has a computa-
tional complexity of O(N2) [45]. Computing the sensitivity information for multiple
segments of the trajectory (as is the case in multiple shooting) further increases the
amount of computation to be performed. Existing CPU architectures are unable to
exploit the massive parallelism inherent in this problem.
7
Previous work [45], has shown that it is possible to use the GPU to accelerate the
computation of sensitivity information for the dynamic system. Following on from
that work, many GPU specific optimizations were devised to make the algorithm much
faster. The algorithm and the data structures used were designed in such a way as to
obtain maximum performance from the GPU. This GPU-based sensitivity algorithm
was also designed to be used as part of a larger automated optimization framework.
The framework computes the necessary conditions of optimality transparently to the
end-user and uses the multiple shooting method to solve the resulting boundary value
problem. This optimal control solver, which utilizes indirect methods and GPUs,
is capable of solving complex hypersonic trajectory optimization problems with a
runtime on the order of tens of seconds on an obsolete GPU (Fermi architecture as
opposed to the newer and more powerful Kepler and Maxwell architectures).
Trajectory optimization problems are considered complex because of their infinite-
dimensional nature and the presence of discontinuities and constraints in the design
space. Indirect methods give solutions of the highest quality and the goal of this
research is to implement a solver that can rapidly construct complex, optimal, con-
strained hypersonic trajectories. Even with the exponential increase in computing
power available over the last few decades, there is yet to be any aerospace platform
that is capable of performing on-board, real-time trajectory optimization for atmo-
spheric flight. Some scenarios where this can be applied is in ascent/abort guidance
for future launch vehicles, adaptive guidance software on military aircraft that can
rapidly react to adverse situations, and autonomous mission analysis of any kind on
future aerospace platforms. This research demonstrates that trajectory optimization
problems can be solved using a GPU to obtain su cient speedups for supporting
future applications for on-board real-time optimization.
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2. OVERVIEW OF INDIRECT TRAJECTORY
OPTIMIZATION
2.1 Calculus of Variations
Calculus of variations is a field of mathematics that has found applications in
fields ranging from optics to quantum mechanics to aerospace engineering, and is the
progenitor of modern optimal control theory. While early descriptions of relevant
problems can be traced back as far as 300 A.D. [46], the most famous problem asso-
ciated with calculus of variations is the Brachistochrone problem, posed by Johann
Bernoulli in Acta Eruditorum in 1696 [47]. The word “brachistochrone” originates
from the Greek words for “shortest” and “time”. Bernoulli’s original problem state-
ment was,
Given two points A and B in a vertical plane, what is the curve traced
out by a point acted on only by gravity, which starts at A and reaches B
in the shortest time?
This seemingly simple problem attracted the attention of such great minds as New-
ton, Lagrange, and Leibniz and eventually resulted in the rise of a field of mathemat-
ics known as calculus of variations. Lagrange approached the problem by considering
sub-optimal trajectories close to the optimal path. Euler and Lagrange independently
developed the di↵erential equation that is now known as the Euler-Lagrange Equa-
tion [48]. By following Lagrange’s technique, a more generalized set of necessary
conditions of optimality can be formulated, using the Euler-Lagrange theorem [49].
This theorem can be used to solve optimal control problems, in which the path result-
ing from a control variable that optimizes a cost functional is computed, and forms
the foundation of indirect trajectory optimization.
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Trajectory optimization problems involve the calculation of the time-history of
the control variable(s) associated with a system that optimizes a given performance
index while satisfying problem-specific constraints at the initial point, terminal point
and interior points as well as path constraints. Hypersonic trajectory optimization
refers to specific case of trajectories of vehicles flying at hypersonic velocities through
an atmosphere. This is generally more complicated than solving pure spaceflight
trajectories which, in some cases, may have closed-form analytical solutions [50]. A
trajectory optimization problem is generally expressed in the form given in Eq. (2.1).





L(x, u, t) dt being the path cost. There are also initial and
terminal constraints,  and   respectively, that are to be satisfied simultaneously.








L(x,u, t) dt (2.1)
Subject to :
ẋ = f(x,u, t) (2.2)





) = 0 (2.4)
t0 = 0
2.2 Necessary Conditions of Optimality
Indirect methods optimize the cost functional J shown in Eq. (2.1) by formulating
a multi-point boundary value problem that represents the necessary conditions of
optimality. If these boundary conditions are satisfied, the solution will be locally
optimal in the design space. In order to do this, the dynamic equations of the system
are augmented with a set of costates, and the necessary conditions of optimality are
formulated by applying the Euler-Lagrange equation [49].
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The Hamiltonian is defined as shown in Eq. (2.5), where   is the costate vector
with its corresponding dynamic equations defined in Eq. (2.6). The optimal control
law, u(t) is obtained as a function of the states and costates by solving Eq. (2.7). The
initial and terminal boundary conditions on the costates are specified in Eqs. (2.8)
and (2.9), where ⌫0 and ⌫f are sets of undetermined parameters which are used to
adjoin these boundary conditions to the cost functional. The time of flight of the
trajectory is determined by the free-final time condition in Eq. (2.10). The necessary
conditions of optimality are defined by Eqs.(2.6–2.10, and they form a well-defined
Two-Point Boundary Value Problem (TPBVP) that can be solved rapidly using the
shooting method.
H = L(x, u, t) +  T (t)f(x,u, t) (2.5)







































2.3 Path Constraints & Interior Point Constraints
The presence of path constraints and interior point constraints further complicates
the boundary conditions by introducing corner conditions in certain costates and
e↵ectively splitting the trajectory into multiple arcs. Path constraints are usually of
the form shown in Eq. (2.11). To obtain the control history for the constrained arc,
time derivatives of the path constraints are taken until the control variable appears
explicitly. If this happens with the qth derivative, the Hamiltonian is augmented as
11
shown in Eq. (2.12), and the control law for the constraint boundary is obtained by
solving S(q) = 0.
S(x, t)  0 (2.11)
H = L+  Tf + µTS(q) (2.12)
The addition of path constraints also modifies the dynamic equations of the
costates along the constrained arcs as shown in Eq. (2.13), where the multipliers
µ are calculated by solving Eq. (2.14).


















The states are continuous at the entry (t1) and exit (t2) of the constrained arc as
shown in Eq. (2.15). Corner conditions on costates are chosen such that the costates
are continuous at the exit of the constrained arc as shown in Eq. (2.16). The tangency
conditions described in Eq. (2.17) and corner conditions in Eq. (2.18) and Eq. (2.19)







































Interior point constraints are very similar to the tangency conditions in a path
constraint, described in Eq. (2.17). It can be considered to be a case where the
constrained arc is infinitesimally small. The states remain continuous across the
“junction”, but the costates and the Hamiltonian may have jump conditions imposed
on them. An interior point constraint is defined as shown in Eq. (2.20). Introduc-
ing interior point constraints into the problem results in the continuity and corner
conditions in Eq. (2.21), where ⇧ is a vector of unknown parameters.













The Multi-Point Boundary Value Problem (MPBVP) resulting from applying the
necessary conditions of optimality discussed above, is solved using the multiple shoot-
ing method.
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2.4 Single Shooting Method
If X is the augmented state vector consisting of both the states and costates as
shown in Eq. 2.22a, a TPBVP resulting from a trajectory optimization problem takes







g(X0,Xf ) = 0 (2.22b)
Ẋ(t) = f(X, t) (2.22c)
where X0 and Xf are the values of X at the times t0 and tf respectively.
The single shooting method root-solves for the values of X0 and Xf that satisfy
these conditions. In order to do so, an initial guess for X0 is used to propagate the
dynamic equations of the system (Ẋ). Along with the dynamic equations we also
propagate equations describing the sensitivity of the system which form the state




are obtained by propagating Eqs. (2.22c)
and (2.23) and are used to evaluate the residual error (✏) in the boundary conditions
(value of g(X0,Xf )). T
 ̇ = F ·  , F = @f
@X
,  (t0) = IN (2.23)
his residual is then used to compute a correction ( X0) to the initial guess which
will drive this error to zero as shown in Eqs. (2.24a–2.24e).
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g(X0,Xf ) = ✏ (2.24a)
g(X0 + X0,Xf ) = 0 (2.24b)
=) g(X0 + X0,Xf )  g(X0,Xf ) =  ✏ (2.24c)
















 X0 =  ✏ (2.24e)
The correction vector  X0 can be thus be obtained by solving the following linear
system in Eq. (2.25).
(M +N ) X0 =  ✏ (2.25)
where M and N are the Jacobian matrices, obtained by taking partial derivatives
of the boundary conditions g with respect to X0 and Xf respectively, and   is the
sensitivity matrix of the system. This is called the single shooting method.
2.5 Multiple Shooting Method
When a trajectory optimization problem contains path inequality or interior point
constraints, the trajectory is split into multiple arcs, with the possibility of discontinu-
ities at the junctions. These boundary value problems are called multipoint boundary
value problems (MPBVP). The problem may also contain scalar parameters such as
the Lagrange multipliers, ⌫0, ⌫f and ⇡, that have to be solved along with the state
and costate trajectories. In such cases, the correction vector is computed using an
extension of the single shooting method, called the multiple shooting method. The
general form of a MPBVP is as follows:
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Arc 1 Arc 2 Arc n Arcs 3 to (n-1) 
s3 
sf(n-1) 
Figure 2.1. An example multi-point boundary value problem.





f1(t, s) if t0 < t < t1




(t, s) if t
n 1 < t < tn
where s1, s2 . . . sn are the values at the left endpoints of the arcs, sf1, sf2, . . . sfn
are the values at the right endpoints of the arcs as shown in Fig. 2.1, and p is the set
of scalar parameters.
To solve this problem, we first compute a Jacobian matrix J , which is of the form:
J =
h






































The sensitivity matrices for each arc is computed separately as  1, 2, . . . n.
The correction vector  s will consist of corrections to s1, s2 . . . sn and p, and it is
computed by solving the following linear system.
J s =  ✏ (2.28)
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3. PARALLEL SENSITIVITY COMPUTATIONS ON THE
GPU
3.1 Overview of the NVIDIA Fermi Architecture
The general layout of an Intel CPU and that of an NVIDIA Fermi [51] GPU
are shown in Fig. 3.1 and Fig. 3.2, respectively. In the CPU shown in Fig. 3.1,
there are four processing cores and a large cache memory block. In the Fermi GPU
(Fig. 3.3), each of the long green rectangles represent a Streaming Multiprocessor
(SM), that contain up to 32 individual processing cores or Streaming Processors (SP)
for a total of up to 512 processing cores per GPU (Fig. 3.3). The newer Kepler [52]
and Maxwell [53] architectures support up to 2880 cores per GPU.
The reason for the discrepancy in performance between CPUs and GPUs is that
the GPU is specialized for compute-intensive, highly parallel operations. On the
other hand, CPUs were designed with more transistors dedicated to data caching,
and flow control, rather than data processing. Hence, a GPU is especially suited to
problems which can be expressed as data-parallel computations [20], with a high ratio
of arithmetic operations to memory operations.
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Figure 3.1. Intel Core i7 Nehalem architecture [54].
Figure 3.2. NVIDIA Fermi architecture [51].
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3.2 Overview of the NVIDIA CUDA framework
Figure 3.3. Fermi streaming multiprocessor [51].
The Compute Unified Device Architecture (CUDA) is a parallel computing frame-
work and architecture developed by NVIDIA for enabling general purpose computing
on their GPUs. CUDA implements extensions to several industry standard program-
ming languages including C, C++, and Fortran and comes with an extensive library
of commonly used parallel programming constructs. It is particularly useful for solv-
ing problems which are more computationally intense as opposed to memory or data
intense due to the relatively slow nature of GPU memory. CUDA programs have been
able to give speedups of 5x to 500x over their CPU counterparts in many applications
ranging from molecular simulation [25] to modeling of aircraft tra c [26]. Struc-
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turing the problem and the data in the right manner is key to obtaining maximum
performance in GPU computing.
The parallel functionality in CUDA is implemented in units called kernels. When
a kernel is invoked, it is copied onto the thousands of cores on the GPU and executed
simultaneously. Typically, the thousands of threads that are spawned perform the
same set of operations on di↵erent sets of data. This is called the Single Instruction
Multiple Data or SIMD paradigm. Algorithms that are able to follow the SIMD
paradigm as much as possible are able to obtain maximum performance from GPU
computing. It is to be noted that the concept of a “thread” on a GPU is di↵erent
from what it means on a CPU. Generating and scheduling threads in CUDA is much
faster than doing the same on a CPU, but each individual processor on a GPU will
not be as powerful as a CPU core.
When a kernel is invoked, a large number of threads are launched, collectively
called a grid. The grid is divided into thread blocks and each thread block consists
of the individual threads. Each thread-block is scheduled to execute on a single SM
where all of its threads are executed simultaneously. The manner in which CUDA
schedules and executes the individual threads plays an important role in structuring
the problem for maximum performance. This is examined in detail in Chapter 4.
NVCC, the NVIDIA C Compiler compiles the CUDA C code into a binary format
that can be interpreted by the GPU. The code is separated into “host” and “device”
code, with the former running on the CPU and the latter on the GPU. The two
parts of the code are compiled separately and then combined. In CUDA, there can
be no GPU device code that runs by itself. There is always some host code which
launches the kernels and then collects the results for post-processing. NVCC can also
generate device code that can be loaded by CUDA at runtime. This is very useful in






















Figure 3.4. Flowchart of GPU accelerator implementation.
3.3 GPU-Accelerated Solver Implementation
The GPU-accelerated optimal control solver implements a MATLAB interface.
The host-code which controls the overall process and launches the GPU kernel is
pre-compiled into a MATLAB mex library. The solver uses the Mathematica [55] to
derive the necessary conditions of optimality and generates and compiles CUDA C
code transparently to the designer. This produces standalone device code in a binary
format which can be loaded at run-time by CUDA (described further in Section 5.4).
This process is to be executed only once per problem. Once the CUDA binaries are
available, changing problem parameters doesn’t require recompilation. Figure 3.4
outlines this process.
The dynamic equations of the system are propagated on the CPU using compiled
MATLAB code and only the sensitivity information is propagated on the GPU. It was
done in this manner because the number of dynamic equations (usually around 6-24
for re-entry problems), does not o↵er a big enough problem to justify the overheads
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of using the GPU. Benchmarks showed that a hybrid method where the states are
propagated on the CPU and the sensitivities on the GPU gave the best performance
with current hardware. The solver was tested on an NVIDIA Tesla M2090 GPU
(Fermi architecture) with an Intel Xeon E5-2670 2.60GHz processor CPU.
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4. GPU OPTIMIZATIONS
At the most basic level, computing the sensitivity matrix or the State Transition Ma-
trix (STM) involves propagating N2 extra di↵erential equations for a dynamic system
of N equations. The naive way of porting this over to a GPU would involve assigning
each equation (from both the original system of equations, as well as the STM) to a
separate thread on the GPU, and launching a kernel to solve the problem. While this
is very simple to implement, it is also very ine cient. In fact, benchmarking showed
that this made the process twice as slow as performing the same operation on a CPU.
In order to optimize the code for maximum performance on the GPU, it is necessary
to understand how the threads are scheduled and executed by CUDA.
4.1 GPU Occupancy and Thread Divergence
Modern GPUs have a large quantity of device memory on the order of gigabytes.
However, accessing this memory is typically slower than memory access by a CPU.
CUDA’s thread scheduling process is key to overcoming this problem. At the hard-
ware level, the threads from a kernel are executed in groups called “warps”, each with
32-128 threads depending on architecture. When the threads in a warp request data
from memory and are waiting for it, the whole warp is replaced with a new one for
execution on the SM. This way, as long as there are enough threads to schedule on the
processor, CUDA can very e ciently hide the latency of memory access. However,
this is also the main caveat in GPU computing: the problem has to be large enough
and have enough parallel units running simultaneously to hide the memory latency.
All the threads in a single thread-block will always be executed on the same SM.
This allows the threads to communicate with each other, if required, using high speed
shared memory. Every thread in a warp must execute the same code in order for them
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to be executed in parallel. If this is not the case, the threads will incur a penalty by
executing in a serial manner. This is called the thread divergence penalty.
Both the memory latency and thread divergence penalties can be addressed by
splitting the trajectory into smaller segments. This is possible because of a unique
feature of the STM, which makes it possible to compute its value for the entire
trajectory by independently computing the STMs for segments of the trajectory and
combining them. If  1,  2 . . . P are the STMs of the individual trajectory segments,
the STM for the whole trajectory,   can be computed as shown in Eq. (4.1). It is to





P 1 ·  P 2 ·  P 3 · . . . ·  2 ·  1 (4.1)
Since the GPU used in our tests supports launching up to 512 threads per thread-
block, the trajectory is split into a maximum of 512 segments, each integrating a
fixed number of RK4 time steps. The work is assigned such that every thread in a
thread-block processes the same element of the STM for di↵erent segments of the
trajectory. This way the algorithm follows the SIMD paradigm, since every thread in
one thread-block will integrate the same equations for di↵erent trajectory segments.
Thus, the thread divergence penalty can be avoided.
It is possible to maximize the occupancy of the GPU cores by scheduling the mos
number of threads possible. This in turn speeds up the algorithm by having enough
threads scheduled to hide the memory access latency. If the trajectory is setup to use
512 RK4 time steps (which is su cient for a typical hypersonic trajectory problem)
and then split into 512 segments, each thread propagates a di↵erent time step of the
STM propagation in parallel, making it much faster than propagating the 512 time
steps sequentially on a CPU.
This e↵ect is further magnified when the multiple shooting method from Sec-
tion 2.5 is used. In this case, the trajectory is separated into multiple arcs, with the
possibility of some of them following di↵erent dynamic equations (e.g., in the case
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of constrained arcs). In such a situation, each trajectory arc can be assigned to a
di↵erent set of thread-blocks, with each individual arc again being split into smaller
segments, enabling the parallel computation of the sensitivity information for multiple
trajectory arcs.
The propagation of the dynamic equations of the trajectory is still performed on
the CPU since the segmented approach is not possible for propagation of those equa-
tions. The data from the CPU-propagated trajectory including the intermediate RK4
stages are preprocessed into the segmented form that is required for the propagation
of the STM on the GPU.
4.2 Memory Access Coalescing
GPU device memory is accessed in chunks of 32-, 64-, or 128-byte data blocks
called memory transactions. When a warp executes an instruction that accesses device
memory, it coalesces the memory accesses of the threads within the warp into one or
more transactions. Depending on the distribution of the memory addresses accessed
by the threads, it may have to issue more memory transaction requests to access the
same amount of data. In order to optimize this, the data stored on the GPU memory
should be stored such that adjacent threads in a thread-block access consecutive
memory addresses when reading or writing to memory. This allows memory to be
fetched using minimum number of transactions, resulting in higher data throughput.
In the case of the optimal control solver, this is implemented by storing the STM
data in a particular manner. STMs for all the di↵erent segments of the trajectory
are combined into one large data structure, as shown in Figure 4.1. The diagram
represents the storage of the elements of the STM for a trajectory with P segments
and N dynamic equations.  
k
i,j
represents element (i, j) of the STM for trajectory
segment k. The data is stored in column-major format. Each thread-block propagates
the same element of the STM for all the trajectory segments. For example, the
first column of the data structure, stores element  
1,1
for all the trajectory segments,
26
followed by the element  
2,1
and so on. The first thread-block propagates the equations
for element  
1,1





. Thus, each thread-block propagates the same dynamic equations for di↵erent
segments of the trajectory and every thread in the block accesses memory elements




































































































































































































Figure 4.1. Combined STM data structure in GPU memory.
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4.3 Parallel Matrix Reduction
One of the main advantages of using CUDA as opposed to other GPU program-
ming technologies, is the availability of built-in GPU-optimized libraries for perform-
ing common operations in scientific computing. The NVIDIA CUDA Basic Linear
Algebra Subroutines (CUBLAS ) library is a GPU-accelerated version of the standard
BLAS library that o↵ers GPU-optimized versions of many common linear algebra and
matrix operations.
CUBLAS was originally designed for operations on large matrices and was opti-
mized for such operations. In older versions, it was possible to use CUDA streams
to launch multiple kernels that run concurrently to perform operations on a large
number of smaller matrices. However, starting with CUDA Toolkit 5.0, CUBLAS
o↵ers a batched matrix multiplication API that is meant for e cient multiplication
of a large number of smaller matrices on the GPU.
Since the computation of STMs from a segmented trajectory involves a long chain
of matrix multiplication operations shown in Eq. (4.1), the new batched matrix mul-
tiplication API is found to be useful for making the process even faster. In order to
do this, the process in Eq. (4.1) is transformed into a series of parallel steps called































log2512 = 9 steps
(4.2)
The number of trajectory segments is chosen to be a power of 2 so that the
matrix reduction process results in two matrices at the end, which are multiplied to
give the complete STM. Each of the bracketed operations in Eq. (4.2) were performed
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independently of each other in parallel. If there are P segments in the trajectory, the
complete STM can be obtained in log2P steps of parallel matrix reduction as against
P separate sequential matrix multiplications when using serial processing.
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5. SOLUTION STRATEGY
5.1 A Hypersonic Trajectory Optimization Problem
Trajectory optimization of a hypothetical unpowered long range weapon is used
to demonstrate the benefits of the GPU-accelerated optimal control solver. In the
following examples, a hypothetical US warship is located near the Gulf of Oman. A
hypothetical high-value target is located in a cave within a mountain range inside
Afghanistan. The long range weapon must be delivered with maximum velocity to
the target. The vehicle is assumed to be released at a specified boost condition with
a certain altitude, latitude, longitude, and velocity. A terminal position is specified
in terms of altitude, latitude, and longitude. These common entry/impact conditions
are specified in Table 5.1.
There may also be other constraints at the initial or terminal point as well as
di↵erent combinations of path constraints (such as heat rate) and/or interior point
constraints (e.g., country overflight constraints) along the trajectory depending on the
scenario being analyzed. These conditions represent fictitious but relevant mission
scenarios.
A vehicle-centric polar coordinate system and 3-DOF dynamic model [56] are used
to develop the equations of motion for the problem as shown in Eqs. (5.2–5.7). Angle
of attack, ↵, and bank angle,  , are used as the control variables in the optimization
problem. A spherical Earth gravity model with an exponential atmosphere is assumed
with the parameters shown in Table 5.2. A high performance hypersonic vehicle model
with a mass of 340 kg and peak L/D of around 2.5 is selected. The optimal control
problem is formally stated in Eqs. (5.1)–(5.9).
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Table 5.1. Post-boost staging and impact conditions.
State Post-Boost Condition Impact Condition
Altitude, h 80,000 m 4,570 m
Velocity, v 6000 m/s free
Flight-Path Angle,   free -60 deg
Latitude, ✓ 23.14 deg 33.66 deg
Longitude,   64.07 deg 67.63 deg
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5.2 Development of Necessary Conditions
In order to use indirect methods to solve trajectory problems, it is first required
to derive the necessary conditions for all the possible scenarios in the problem. This
includes corner conditions for interior point and path constraints, control laws, and
boundary conditions. The algorithm derives these using Mathematica [55]. The
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control law is derived by symbolically root-solving the control law equation, also
using Mathematica. The control law is root-solved numerically if complete analytical
formulations of the dynamics of the system are not available. This can be the case
when tables of aerodynamic data are used to model the vehicle’s behavior.
5.3 Selection of Control Options
The algorithm derives all the possible control combinations by applying optimal
control theory. For example, in the test scenarios in Chapter 6, root-solving for the
control variables results in four distinct combinations of angle of attack and bank
angle. This happens because root-solving trigonometric functions results in multiple
answers.
During the optimization process, the correct control branch is selected based on
Pontryagin’s Minimum Principle described by Eq. (5.10), where “*” refers to the
optimum solution. Essentially, the Hamiltonian from Eq. (2.5) is evaluated for all
the possible control options, and the one which gives the minimum value is selected
as the optimal control, and this process is repeated for every point of time in the
trajectory. This selection process is automated and performed fully transparently to
the designer and is performed for both the constrained and unconstrained trajectory
segments.
H(x⇤(t),u⇤(t), ⇤(t), t)  H(x(t),u(t), x(t), t) (5.10)
5.4 Compilation of Problem-Specific Files
Executing code on the GPU requires compilation of the code into special binary
formats that are readable by the GPU. This has to be done for the code that contains
the dynamic equations (Eq. (5.1)) specific to the problem. This is a one-time process,
as long as no further changes are made to the equations of motion. The dynamic
equations for the state transition matrix, shown in Eq. (2.23), involve partial deriva-
tives of the equations of motion. These are numerically computed using either the
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finite di↵erence method or complex-step derivative method as shown in Eqs. (5.11)
and (5.12) depending on the designer’s choice. The complex-step derivative method,
while being very accurate to arbitrary precision, cannot be used in the cases where
there are complex solutions for the control law. Numerical derivatives are required
mainly because it is not possible to take analytical derivatives of the dynamic equa-
tions due to the presence of the control selection process described in Section 5.3.
The use of numerical derivatives also ensures that it is possible to use non-analytic
formulations of the dynamic system’s behavior (e.g., high-fidelity CFD aerodynamic









f 0(x) ⇡ f(x+ h)  f(x)
h
(5.12)
The dynamic equations of the states, costates, and the sensitivity matrix are
written as C++ source code and compiled using NVIDIA’s nvcc compiler into Parallel
Thread Execution (PTX) or CUDA Binary (CUBIN) format. In later runs of the
optimization process, these files can be directly loaded on the GPU. The boundary
conditions are written as MATLAB source files and are compiled into MEX binary
files for faster processing.
5.5 Dynamic Scaling
The di↵erent states and costates in the MPBVP resulting from using indirect
methods can vary from each other by several orders of magnitude. This presents a
problem while solving the MPBVP using numerical methods. For example, it may be
impractical to enforce a tight error tolerance (e.g., 10 10), on a state that has values
on the order of 109. In order to mitigate this issue, the states, costates, constants,
parameters, constraints, and the independent variable (time) are dynamically scaled
during every iteration of the continuation method. It is generally di cult to identify
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scaling factors for all these parameters for complex, hypersonic problems. By starting
with a simple problem and evolving it into more complex problems (as discussed
later in Sections 5.6 and 5.7), it is possible to evolve the scaling factors based on the
solution history of the past iterations during the continuation process. This scaling
methodology is fully automated and the designer only has to specify the scaling factor
associated with each of the fundamental units. Dynamic scaling is key to enabling
solution convergence in the test cases described in Chapter 6.
5.6 Construction of the Initial Guess
In order to seed the continuation process, it is necessary to supply it with a rel-
atively simple optimization problem as an initial guess. Since the objective is to
maximize the velocity at impact, a simple trajectory that can be solved is one that
flies nearly straight down from the assumed post-boost staging condition. The opti-
mal trajectory for reaching a target almost directly underneath the staging location,
with maximum velocity, would be a near-ballistic trajectory that minimizes the drag
coe cient of the vehicle. Hence, the Allen and Eggers trajectory solution [57] for
ballistic trajectories can be used to construct a high quality initial guess to this op-
timization problem.
Assuming that drag forces dominate and a nearly-constant flight path angle for the
steep trajectory, the closed form expression for velocity as a function of altitude can
be obtained as shown in Eq. (5.13) where V0 is the post-boost initial velocity of the
weapon. The latitude and longitude can be reasonably assumed to be linearly varying
and the assumption of a constant flight path angle of  80  prevents singularities in






The costates for this initial trajectory can be constructed by reverse integration
from the terminal point. From optimal control theory, the costate corresponding
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to velocity can be computed using Eq. (5.14) when maximizing the velocity at the
terminal point. The costates for flight-path angle, latitude, longitude and azimuth
are chosen to be zero. The costate for altitude can be computed by equating the








This initial guess trajectory, being very close to the optimum, rapidly converges to
a solution. Starting with this solution, the targeted location is moved until it matches
the desired terminal conditions as shown in Figs. 5.1 and 5.2. At the end of this
process, a maximum terminal velocity trajectory connecting the post-boost staging
location and the targeted impact location is obtained. In the following examples,
this trajectory is used as the initial guess to construct more complicated, highly
constrained trajectories for a range of scenarios.
Figure 5.1. Side view of initial part of continuation process
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Figure 5.2. Full extension of trajectory to final target
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6. TEST SCENARIOS AND BENCHMARKS
The hypersonic trajectory optimization problem defined in Chapter 5.1 is used to
construct a number of hypothetical mission scenarios in the following sections, to
demonstrate the application of the GPU-accelerated indirect solver for generating high
quality optimal trajectories. The runtime performance of the solver is also compared
to that of MATLAB’s bvp4c for the same test cases. The examples described below
demonstrate that it is possible to rapidly construct high quality, optimal, hypersonic
trajectories using indirect methods.
6.1 Impact Geometry Constraints
This hypothetical example demonstrates user-specified constraints at the point of
impact of the weapon in terms of position, flight path angle, and azimuth. These
impact geometry constraints are dependent on the terrain and orientation of the cave
entrance. In order to illustrate multiple impact geometries, trajectory solutions are
computed for a range of terminal azimuth directions. The full sweep of optimal trajec-
tories for di↵erent impact directions are shown in Fig. 6.1. Note that the trajectories
are clustered together for the majority of the trajectory and do not separate until the
weapon is very close to the target, as shown in Fig. 6.2.
In this test case, the terminal heading ( ) is constrained to be a range of di↵erent
values to showcase impacts on south-facing to north-facing targets. It can be seen from
Fig. 6.2 that when the target is facing towards the shore, the trajectory involves flying
straight to the target. As the target faces more and more west, the vehicle performs
a banked dive to the target. When the target is facing directly opposite to the shore,
the vehicle can be seen to fly directly over the target at around 6 km altitude before
turning around. All these optimal trajectories maximize the velocity of impact, while
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satisfying the impact geometry constraints. The entire process, including solving all
the 124 intermediate trajectories, was completed in approximately 24 seconds using
the GPU solver. No prior insight into the structure of the optimal solution was
required in order to construct these complicated trajectories.
Fig. 6.3 illustrates the penalty in terminal velocity from performing aggressive
maneuvers required to satisfy the impact geometry constraints. The banked dives
and the increase in angle of attack required to perform the aggressive maneuvers can
also be seen in the control history. It can also be seen that the very first trajectory
which involves a direct flight to the target does not require any complex maneuvers.
The corresponding well-behaved costates from the optimization problem are shown
in Fig. 6.4. From optimal control theory, the costate corresponding to the longitude
can be shown to be constant for this problem, since the equations of motion are
independent of longitude. This is illustrated in the plot for  
✓
in Fig. 6.4.
Figure 6.1. Impact geometry constraints – Overview
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Figure 6.2. Impact geometry constraints – Pre-impact view
Figure 6.3. Impact geometry constraints – Trajectory and control history
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Figure 6.4. Impact geometry constraints – Costates
6.2 Post-Boost Geometry Constraints
In this example, maximum terminal velocity trajectories are constructed for a
range of constrained initial headings as shown in Fig. 6.5. The terminal heading is
left unconstrained. This essentially means that the weapon is not launched directly
towards the target. This is also a pre-cursor to enforcing country overflight constraints
where the weapon cannot be launched directly toward the target. The only impact
geometry constraint is a terminal flight path angle constraint of  60  that forces a
steep approach angle.
Launching the weapon in a direction away from the target necessitates the use of
a skip maneuver in order to maximize the terminal velocity, as shown in Fig. 6.6 and
Fig. 6.7. The further the initial heading is directed away from the target, the deeper
the weapon has to dive into the atmosphere to obtain su cient lift to perform the ag-
gressive turn maneuver. This will also help loft the vehicle to a higher altitude, which
is required to minimize drag and maximize the impact velocity. It can also be seen
that there is a penalty in terminal velocity when the vehicle is directed further away
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from the target. The costates corresponding to the trajectory are shown in Fig. 6.8.
Since the terminal heading is no longer constrained, the costate corresponding to the
azimuth,  
 
, can be seen to be equal to zero at the terminal point, as required by
optimal control theory. This shows that the trajectories obtained are indeed optimal.
The final trajectory obtained is extremely di↵erent from the simple starting trajec-
tory, and the solver computes these results without requiring any insight into the
structure of the final trajectory. The entire process, including computation of all the
intermediate trajectories was completed in 50 seconds on the GPU solver.
Figure 6.5. Post-boost geometry constraints – Overview
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Figure 6.6. Post-boost geometry constraints – Dive and loft maneuver






















































































































Figure 6.8. Post-boost geometry constraints – Costates
6.3 Stagnation Heat Rate Constraint
While the previous examples demonstrated the computation of trajectories with
constraints at the initial and terminal points, this test case shows the construction
of trajectories with a path constraint on stagnation heat rate. Path constraints were
traditionally considered to be very di cult to implement using indirect methods due
to the presence of jump conditions in costates (Fig. 6.11) which are di cult to guess
a-priori. The use of continuation allows the constraints to be introduced in an auto-
mated manner, without requiring any prior insight into the structure of the solution.
The process starts with the trajectory from the previous example with a constraint
on the initial heading. The path constraint is added by splitting the trajectory at
the point of peak heating, introducing a short constrained arc at this location and
rapidly reducing this constraint in a series of continuation steps until it reaches the
desired value. The e↵ect of enforcing the constraint on the optimal solution is shown
in Fig. 6.9 and Fig. 6.10. It can be seen that constraining the heat rate to a lower
value causes the vehicle to fly at a higher altitude. This reduces the amount of lift
generated and the control authority available, which then leads to delaying the turn
towards the target. The trajectory also consists of a penalty in terminal velocity
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as the heat rate constraint becomes more strict. The initial angle of attack is also
increased to ensure that the stagnation heat rate constraint is satisfied.
The Sutton and Graves [58] convective heating model is used for calculating the
stagnation-point heat rate as shown in Eq. (6.1). Since it is a function of radial
position and velocity, the corresponding costates will have discontinuities at the entry
point of the constrained arc as shown in Fig. 6.11. These jump conditions are also
satisfied with high precision to ensure that the trajectories are optimal and of high







Figure 6.9. Stagnation heat rate – Increased altitude and delayed turn maneuver
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Figure 6.10. Stagnation heat rate – Trajectory and control history
Figure 6.11. Stagnation heat rate – Costates
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6.4 Country Overflight Constraint
This scenario involves constructing a maximum terminal velocity trajectory that
does not overfly Pakistan. This is implemented by introducing an interior point
constraint (or a waypoint) into the trajectory. A path constraint is not suitable
in this case since the vehicle (which has limited lift) may not be able to track a
complex border geometry. In order to compute this trajectory, first, an optimal
trajectory connecting the post-boost staging location and the target is constructed
that satisfies the terminal geometry constraints. Then the way point is introduced and
the trajectory is “pushed” outside of Pakistan in a rapid continuation process as shown
in Figs. 6.12 and 6.13. This process of introducing the waypoint and incrementally
changing it, is done in a completely automated manner, transparent to the designer.
The presence of a terminal heading constraint forces the vehicle to fly in complicated
“corkscrew” trajectory at the end as shown in Fig. 6.12.
A subset of the optimal solutions from the family of optimal trajectories are shown
in Fig. 6.14, split into pre-waypoint (Unconstrained Arc 1) and post-waypoint (Un-
constrained Arc 2) trajectories. The transition point of these two sets of arcs represent
the waypoint. It can be seen that the position of the waypoint occurs right after a
dive, which is required in order to ensure that the vehicle has enough control au-
thority to make the aggressive turn maneuver. This dive also enables the vehicle to
loft up to minimize drag, and therefore maximizing the terminal velocity. These two
opposing factors are balanced with high precision to ensure that the vehicle tracks
the overflight constraint while also maximizing the terminal velocity. It can also be
observed that, as expected, the terminal velocity takes a penalty as the vehicle is
forced to fly further out from its target. The corresponding costates can be seen in
Fig. 6.15. Since the country overflight constraint is expressed as a function of latitude
and longitude, a corner condition in the costates corresponding to these states ( ✓
and   ) can be observed as well. This entire solution process was completed in 85
seconds using the GPU solver.
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Figure 6.12. Country overflight constraint
Figure 6.13. Country overflight constraint – Turn and loft maneuver
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Figure 6.14. Country overflight constraint – Trajectory and control history
Figure 6.15. Country overflight constraint – Costates
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6.5 Simultaneous Constraints
The previous examples illustrated the rapid construction of families of trajectories
suitable for a wide range of mission scenarios. The ability to construct such families of
trajectories are very useful when conducting trade studies. In contrast, this example
shows a single, complex trajectory that satisfies all the required mission constraints.
It represents a combination of multiple constraints that results in a very complex
optimal trajectory. In this hypothetical example, the weapon is initially directed at
a hypothetical target in Pakistan as shown in Fig. 6.16. However, the weapon is re-
designated to a di↵erent target during the boost-phase, essentially constraining the
post-boost geometry to that required for the original target. A maximum velocity
trajectory for the new target is constructed, simultaneously satisfying constraints in
initial heading and velocity, stagnation heat rate, contested airspace avoidance zones,
and impact flight-path angle. The final optimized trajectory and its control history
shown in Figures 6.16 and 6.17 and were constructed in 75 seconds using the GPU
solver.
The final “S” trajectory requires su cient control authority at two specific points
along the trajectory in order to perform the corresponding turns. These dives and the
subsequent lofts can be seen in Fig. 6.17. The two dives are timed precisely so as to
have enough lift to perform the maneuvers while still maximizing the velocity at the
target. The indirect method solves for the complex control histories (Fig. 6.17) and
corner conditions (Fig. 6.18) with high precision. Fig. 6.19 shows a zoomed in view
of the costates at the initial part of the trajectory to illustrate the corner conditions
at the entry point of the stagnation heat rate constraint. Even in such a complex
and highly constrained trajectory, the necessary conditions of optimality are fully
satisfied, resulting in a high quality solution.
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Figure 6.16. Simultaneous constraints example – Final trajectory solution
Figure 6.17. Simultaneous constraints example – Trajectory and control history
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Figure 6.18. Simultaneous constraints example – Costates




All of the example cases were solved using both MATLAB’s bvp4c solver as well as
the GPU-based multiple shooting solver (bvpgpu) built by the author. As discussed
in Chapters 2 and 4, the multiple shooting method has many features that lends
itself to being suitable for implementation on the GPU. The nature of the sensitivity
matrix used in the multiple shooting method allows the splitting of the trajectory
into smaller segments which can then be computed independently of each other. This
is one of the major advantages of this method over bvp4c. bvp4c uses a collocation
method to solve the boundary value problem. It is a purely CPU-based algorithm
that does not utilize any kind of parallel processing.
The runtimes for solving the di↵erent test scenarios using the two solvers are
compared in Fig. 6.20. It can been seen that at present, the GPU accelerated shooting












































































































































In this study, a highly parallelized indirect optimization strategy for the rapid de-
sign of optimal trajectories is developed. The multiple shooting method is used to
develop a custom algorithm that executes very e ciently on a highly parallel GPU
computational architecture. It is demonstrated that indirect optimization methods
can be used to rapidly solve complex optimization problems by utilizing the GPU-
accelerated multiple shooting method. The various algorithmic optimizations that
help maximize GPU performance by accounting for GPU processor occupancy, mem-
ory access coalescing, and parallel matrix operations are examined. It is seen that
the data structures used to store information, as well as the manner in which the
problem is structured is crucial to obtaining optimum performance on an GPU. The
methodology is demonstrated to provide considerable speedups over using a CPU-
based solution method such as MATLAB’s bvp4c to solve trajectory optimization
problems.
The design of maximum terminal velocity trajectories using a hypothetical long
range weapon system is used to showcase the di↵erent kinds of trajectory problems
that can be solved using this methodology. An e cient strategy for constructing an
initial guess using an analytic ballistic trajectory is illustrated. Various combinations
of initial, terminal, interior point and path constraints are enforced on the trajectory
to demonstrate the design of complex hypersonic trajectories. These constraints are
enforced in an automated manner, completely transparently to the designer, without
any a-priori knowledge about the structure of the final solution. Pontryagin’s Mini-
mum Principle is used to evaluate multiple control options at every point along the
trajectory to ensure optimality of the final solution. The necessary conditions of opti-
mality, which includes complicated corner conditions in the non-physical costates, are
fully satisfied to a high precision in these complex trajectory solutions. The examples
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demonstrated that the GPU-accelerated solver is capable of rapidly constructing high
quality, optimal hypersonic trajectories using indirect methods that were previously
considered impractical.
The current trend in high performance computing technology is towards more
parallel architectures, such as multi-core processors and GPUs, rather than mono-
lithic, powerful processors. The work illustrated here demonstrates that indirect
methods have characteristics that make them very well suited for implementation on
these emerging computational architectures, enabling rapid, automated construction
of high quality optimal trajectories.
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8. FUTURE WORK
There were specific parts of the shooting algorithm that could be modified (e.g., by
splitting the trajectory into segments) to enhance its performance on the GPU. While
these modifications helped parallelize the algorithm to a certain extent, the GPU is
still not utilized to its full potential. There are definitely other modifications to the
algorithm that can be done to improve the performance further and increase GPU
processor occupancy. Further segmenting the trajectory into separate arcs beyond
what is dictated by optimal control theory may help make the problem more parallel
and e cient by allowing parallel propagation of the equations of motion. This will
also make the problem less sensitive, allowing it to converge to the final solution in
fewer continuation steps.
Solving problems with a large number of states such as multi-vehicle or swarm
problems, as well as the use of higher fidelity 6DOF models will probably lead to the
saturation of the GPU processors. In this case, it will also be advantageous to modify
the solver to make use of multiple GPUs.
The current solver uses a fixed-step RK4 integrator for propagating the trajecto-
ries. This comes with the limitation that we are forced to manually pick a step-size
which may not be ideal for all parts of the trajectory. Using an adaptive stepping
approach will help the solver adapt according to the sensitivity of the problem.
There may be numerical methods for solving boundary value problems, other than
the multiple shooting method that are more suited for implementation on the GPU.
One example is the Modified Chebyshev-Picard Iteration (MCPI) method [59–61].
In this method, the trajectory is modeled using Chebyshev polynomial orthogonal
basis functions and an iteration process based on the Picard-Lindelöf theorem [62]
is used to converge towards the solution. Ref. 60 also demonstrates an NVIDIA
CUDA implementation of this algorithm, showing considerable speedups over the
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CPU variant. Various test cases also show that the convergence properties of the
MCPI method are independent of the initial guess. However, the MCPI method was
formulated for use with BVPs with specific kinds of boundary conditions. A more
generalized form of the method is yet to be formulated. Similar methods have been
applied to astrodynamics problems [63–65], but they are yet to be used for hypersonic
trajectory optimization. The inherent parallel nature of a generalized MCPI method
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[18] Jens Krüger and Rüdiger Westermann. Linear algebra operators for gpu imple-
mentation of numerical algorithms. In ACM Transactions on Graphics (TOG),
volume 22, pages 908–916. ACM, 2003.
[19] Jesse D. Hall, Nathan A. Carr, and John C. Hart. Cache and bandwidth aware
matrix multiplication on the GPU. 2003.
[20] NVIDIA Corporation. Cuda C Programming Guide, 2014.
[21] John D. Owens, Mike Houston, David Luebke, Simon Green, John E. Stone, and
James C. Phillips. Gpu computing. Proceedings of the IEEE, 96(5):879–899,
2008.
[22] John E. Stone, David J. Hardy, Ivan S. Ufimtsev, and Klaus Schulten. GPU-
accelerated molecular modeling coming of age. Journal of Molecular Graphics
and Modelling, 29(2):116–125, 2010.
[23] Dimitri Komatitsch, Gordon Erlebacher, Dominik Göddeke, and David Michéa.
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