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Abstract 
The local structure evolution as a function of composition and temperature, and 
the resulting electrical conductivities were studied in samples with general composition 
(Yb1-xNdx)2Zr2O7, using Reverse Monte Carlo (RMC) modelling of total neutron 
scattering data and Impedance Spectroscopy. At low neodymium content (0.00 ≤ x ≤ 
0.50), this system crystallizes in the fluorite structure with space group 𝐹𝑚3̅𝑚, where-as 
at high neodymium content (0.75 ≤ x ≤ 1.00), a pyrochlore structure with space group 
𝐹𝑑3̅𝑚 is observed. For compositions with high neodymium content prepared at lower 
temperatures, a fluorite structure is seen, which shows gradual evolution of pyrochlore 
ordering with increasing calcination temperature. Cation anti-site disorder was present 
throughout the compositional range. Total conductivity increases with increasing Nd 
content, up to a maximum at x = 0.75 and then decreases. The conductivity of these 
oxides is of the order of 10-4 S cm−1 at 700 °C. 
Variable temperature neutron powder diffraction experiments were carried out on 
the (Nd1-xCax)2Zr2O7-x (0.10 ≤ x ≤ 0.50) system, to investigate the local structural 
evolution as a function of composition and temperature. The entire compositional range 
studied exhibits a single phase with a pyrochlore-type structure. The variable temperature 
study showed that the pyrochlore structure is maintained throughout the temperature 
range studied. No cation anti-site disorder was present in any of the compositions, over 
the temperature range studied. Total conductivity increases with increasing Ca content, up 
to a maximum at x = 0.30 and then decreases. The conductivity of these oxides is of the 
order of 10-3 S cm−1 at 700 °C. 
Structural evolution in oxidising and reducing atmospheres was investigated in 
cerium zirconate, Ce2Zr2O7+δ. A number of transformations were revealed, depending on 
the atmosphere (O2 vs CO) and temperature. Upon heating the pyrochlore phase in 
flowing O2, three distinct phases were observed, with transitions at ca. 140 C and 410 
C. At around 140 C, a previously un-identified phase formed, which was fitted with a 
triclinic model that contained 10 Ce and 10 Zr sites, each with a distorted cubic 
coordination. Above 410 C, the triclinic phase transformed to a cubic phase, 
corresponding to the κ-phase (space group P213). RMC modelling of the local structure of 
the -phase, revealed an ordered, pyrochlore-like cation sub-lattice, with a disordered 
anion sub-lattice. Upon re-heating the κ-phase in CO, the pyrochlore phase re-appeared at 
around 260 °C. At 290 °C, the pyrochlore phase was phase pure.  
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Chapter 1 – Introduction  
 
1.1 Energy and fuel cells 
 
The full development of clean and sustainable energy technologies is crucial for the 
world’s current wellbeing and its future development. Amongst all the various 
technologies studied to date, fuel cells play an especially important role.1 Fuel cells allow 
for direct conversion of chemical energy into electrical energy and consists of an 
electrolyte, a cathode, and an anode, as shown in Fig. 1.1. A fuel, such as hydrogen is fed 
into the anode, and an oxidant such as oxygen is fed into the cathode.2 The anode and 
cathode catalyse the respective chemical reactions, whereas the electrolyte acts as a 
barrier to fuel and/or oxidant diffusion, thus preventing direct chemical combustion. Half-
cell reactions take place at the anode and cathode, producing ions which then traverse the 
electrolyte. The flow of ionic charge then induces a flow of electronic charge through an 
outside circuit, thus producing electrical power.3 
 
Fig. 1.1 Schematic of an individual fuel cell.4 
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Fuel cells offer several advantages over conventional power generation 
technologies, such as: higher conversion efficiency, lower production of pollutants, zero 
noise pollution, and the ability for co-generation.5 However, it has proved difficult to 
develop fuel cells into competitive technological products. Problems have mainly been 
associated with the synthesis of materials with the appropriate properties that would allow 
for a competitive cost  of electricity over existing technologies.6,7 Though progress has 
been made in the development of these technologies, there is still a great need for novel 
materials and an understanding of their structural and mechanistic features.8,9,10 These 
issues have been the driving force in the search for alternative materials. 
Amongst all the fuel cell types investigated to date, solid oxide fuel cells (SOFCs) 
are especially promising, mainly due to their fuel flexibility. SOFCs use hydrocarbon 
fuels, and thus have the potential to act as a bridging technology between current and 
future hydrogen-based technologies.11 However, the widespread use of SOFCs has been 
hindered by their high operating temperatures (800 to 1000 °C). High operating 
temperatures preclude the use of materials with cheaper fabrication costs such as metals, 
instead of ceramics, for the non-electrochemical parts of the fuel cell. High operating 
temperatures also increase the likelihood of cracks in the material developing upon 
thermal cycling. Therefore, it has become a major research challenge to reduce the 
operating temperature of SOFCs (Top) to < 800 °C.
12,13 
The lower operating temperatures would then allow for the use of cheaper materials 
in interconnects and heat exchangers, thus significantly reducing the overall cost.14,15 The 
lower operating temperature would also result in an increase in the durability of 
component materials, due to reduced problems with thermal cycling. However, the lower 
operating temperature results in some new disadvantages, such as an increased electrolyte 
resistance and a decrease in the rates of the electro-catalytic reactions.12 This ultimately 
results in a reduction of the cell voltage and hence power output.  
Thus, finding new combinations of electrolyte and electrode materials that minimise 
these losses while allowing for fast ion transport and high rates of electrochemical 
reactions remains a significant materials challenge.10 Several areas of interest have 
emerged with regard to solid oxide fuel cells, such as the discovery of new compounds 
through in-situ characterization techniques and theoretical methods for predicting ion 
migration mechanisms and the associated activation energies.16  
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1.2 Oxide-ion conductors and electrolytes 
 
Oxide ion conductors are materials in which oxide ions are able to migrate in the 
oxide lattice via oxide ion vacancies or interstitials.17 This is a diffusive process, where 
the oxide ions occupy partially an array of crystallographically equivalent sites. Ionic 
conductivity (σ) can be expressed as the product of the charge carrier concentration, ionic 
charge and mobility, equation 1.1: 
𝜎 = ∑ 𝑛𝑖𝑒𝑖µ𝑖
𝑖
                                                                (1.1) 
where ni is the number of charge carriers of species i (oxide ions), ei is the charge of the 
ions (1.6 × 10-19 C for monovalent ions) and μi is the mobility of the ions defined as the 
proportionality constant between the velocity of the charge carriers and their driving 
force, where the driving force is the gradient in electrochemical potential of the charge 
carriers of species i. The temperature dependence of the conductivity is then expressed by 
the Arrhenius equation, as: 
𝜎 𝑇 = 𝐴𝑇 exp (−
𝐸
𝑅𝑇
)                                                        (1.2) 
where A is the pre-exponential factor, E is the activation energy, R is the gas constant 
(8.314 J K-1 mol-1) and T is the absolute temperature (in K). The activation energy is an 
indication of the difficulty of ion hopping. 
The magnitude of ion conduction varies considerably between materials, and thus the 
type of the electrolyte determines the operation temperature of the fuel cell. Therefore, 
the performance of the electrolyte is crucial to the development of intermediate 
temperature SOFCs (IT-SOFCs).6,18 Several oxide-ion conducting electrolytes have been 
investigated to date, however, none is entirely satisfactory for application in IT-SOFCs 
with an operating temperature,  Top, less than 800 °C. Despite continued research efforts 
into alternative oxide-ion conducting materials, it is difficult to synthesise electrolyte 
materials with appropriate properties for one to displace the conventional fluorite 
structured compounds based on ZrO2 and CeO2. Nevertheless, the search for new 
electrolyte materials with improved properties continues.19  
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Research efforts have been dedicated to the optimization of both new and 
conventional electrolyte materials, primarily via chemical doping and novel synthesis 
routes. Chemical doping induces mobile oxygen vacancies into the host compound, 
resulting in increased ionic conductivity up to some maximum value. Many oxide ion 
conducting materials display order-disorder phase transitions and exhibit high oxide ion 
conductivities only above the transition into the more disordered phase. Chemical doping 
encourages the order-disorder phase transition, leading to increased ionic conductivities at 
lower temperatures.8 
 
1.3 Electrolyte materials 
 
The electrolyte materials studied to date can be grouped into three main structure type 
categories: (i) fluorite-based materials (zirconia, ceria, doped bismuth oxide, pyrochlore); 
(ii) perovskites and related intergrowth structures (lanthanum gallate, brownmillerites, 
BiMeVOX), (iii) LaMOX and apatites.20 While the various structure types offer their 
advantages and disadvantages, their practical use and operation temperatures that may be 
achieved depend crucially on the minimum film thickness that may be successfully 
manufactured.   
 
1.3.1 Fluorite-structured oxides 
 
The majority of materials that have shown a suitable combination of properties for 
electrolytic applications are of the fluorite-type crystal structure, Fig. 1.2. In particular, 
these material types have been shown to possess adequate oxide-ion conductivities, 
accompanied with high structural stabilities in both oxidising and reducing atmospheres. 
Oxide ions are conducted via the oxygen hopping mechanism along oxygen ion 
vacancies, the concentrations of which can be further increased via doping with cations of 
lower valency. 
Page 12 of 278 
 
 
Fig. 1.2 Unit cell contents of the ideal fluorite structure, consisting of cubic close packed 
cations (blue atoms) with the anions (red atoms) occupying all the tetrahedral sites. 
 
1.3.1.1 Zirconia-based solid electrolytes 
 
The high conductivity phase with the fluorite structure of pure zirconia is achieved 
at temperatures above 2300 °C,21 however, acceptor dopants can be added into the 
material which stabilise the high temperature phase and also increase the concentration of 
oxygen vacancies.22 Typical acceptor dopants include Y3+ and Sc3+, producing yttria-
stabilized zirconia (YSZ) and scandium-stabilized zirconia (ScSZ) respectively. Indeed, 
the material of choice for commercial SOFCs is YSZ with 8 mol % Y2O3. This is mainly 
due to YSZ possessing reasonable levels of ionic conductivities accompanied with high 
structural stability under operating conditions. Stabilised zirconias show high levels of 
compatibility with the most common electrode materials, and a high chemical stability 
with regard to the reactant media. The conductivity of stabilised zirconias is mainly ionic 
with minimal electronic contribution, as compared to other electrolytes materials.  
On the other hand, ScSZ exhibits a higher ionic conductivity, and as such has 
received considerable research interest, however its practical use has been hampered by 
the high cost of scandium.23 The small size mismatch between Zr4+ and Sc3+ results in 
low activation energies for defect formation, leading to high ion mobility and 
conductivity. The highest conductivity of all zirconium oxides is shown by ScSZ with 8-
12 mol % Sc.23 However, the activation energy for conductivity in this system is high and 
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therefore conductivity drops rapidly with decreasing temperature, until at 500 °C the 
conductivity of ScSZ is lower than that of YSZ. At higher Sc contents (10–15 mol %) the 
conductivity diminishes more rapidly with decreasing temperature, due to the cubic phase 
transforming to a rhombohedral phase which possesses a lower ionic conductivity.23 
Nevertheless, the cubic phase of ScSZ can be stabilised by the addition of small amounts 
of other dopants such as Y3+.22 
Compatibility issues are indeed of huge concern for electrolyte materials in 
SOFCs, since the electrolyte is located at the centre-point of the fuel cell assembly and is 
thus in contact with the electrodes, the sealants, and the interconnects. For YSZ, chemical 
instability in relation to the cathode material is generally of greatest concern. This is 
because at high temperatures, YSZ reacts with the perovskite electrode materials, 
resulting in a pyrochlore phase that blocks oxide ion migration across the 
electrode/electrolyte interface.7 Furthermore, aging of both the YSZ and ScSZ is of great 
concern as it leads to diminished conductivities during operation. In ScSZ, aging has been 
attributed to the formation of a distorted fluorite phase.24 
 
1.3.1.2 Doped ceria electrolytes 
 
Doped ceria and doped lanthanum gallate possess a high ionic conductivity, and 
form the most viable alternatives to stabilised zirconias as electrolyte materials for IT-
SOFCs. Additionally, these materials have been shown to have a satisfactory 
compatibility with electrode materials containing perovskite oxides.   
The two most widely used alternatives to YSZ as electrolytes in IT-SOFCs are 
doped ceria and doped lanthanum gallate, both because of the high ionic conductivity and 
compatibility with high-performance electrode materials, such as cobalt-containing 
perovskite oxide cathodes. At lower temperatures (500–700 °C), doped ceria materials 
have been shown to possess higher conductivities than stabilised zirconias. This has been 
attributed to the larger ionic radius of  Ce4+ (0.87 Å in 6-fold coordination) than Zr4+ 
(0.72 Å),25 which leads to a more open structure through which oxide ions migrate. Total 
conductivities are of greater ionic character with decreasing temperatures, until at 500 °C 
electronic conductivity is negligible. Furthermore, doped ceria compounds have a high 
chemical stability with respect to the electrode materials. 
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 Aliovalent substitution has been used to increase the number of oxygen vacancies 
in the crystal lattice, via a charge compensation mechanism.26 The dopant species also 
tend to act as nucleating centres for vacancy clusters. The conductivity increases with 
dopant concentration up to a maximum and then decreases, as was seen in zirconia.27 
Gadolinium and samarium, used as dopants, offer the highest conductivity in ceria based 
materials, due to their lowest size mismatch.28,29 As with zirconia, co-doping has been 
used to further improve the conductivity of ceria based materials.30 Other dopants used in 
ceria based materials include lanthanum, yttrium, ytterbium, and neodymium.31 However, 
there is still a great need for a better understanding between the dopant species and the 
resulting conductivity in these materials. 
The main drawback of doped ceria compounds is the reduction of Ce4+ to Ce3+, at 
temperatures above ca. 600 °C, which gives rise to electronic conductivity and an 
expansion of the lattice, which induces mechanical failure.32,33,34 
 
1.3.1.3 Bi2O3- based electrolytes 
 
Bismuth oxide undergoes a phase transition at ~730 °C, which is accompanied 
with almost two orders of magnitude increase in conductivity.35,36 This high temperature 
phase has a face centred cubic array of Bi3+ cations, with the oxide ions randomly spread 
over three quarters of the tetrahedral interstices. The oxygen sub-lattice contains a high 
concentration of vacancies, which is the reason for its high oxide ion conductivity. This 
phase (δ-Bi2O3) shows the highest conductivity (σ ≈ 2.3 S cm
-1 at 800 °C) amongst all the 
oxide ion conductors.5,37 However, this phase has a narrow temperature range of stability 
between 730 °C and its melting point at approximately 830 °C.38 At temperatures below 
730 °C, depending on cooling conditions, this phase transforms to either the monoclinic 
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Solid solution formation with other oxides has been used extensively, in attempts 
to stabilise the high temperature phase at lower temperatures.40,41,42 It was thus shown that 
the optimum conductivity can be achieved for the lowest concentration of the substituent 
cations necessary to stabilize the high temperature δ-phase at lower temperatures.43,44 
Bi2O3-based materials possess several disadvantages, such as low stability in reducing 
atmospheres and low mechanical strength.45,46  
 
1.3.2 Perovskite and related intergrowth structures 
 
The ABO3 perovskite structure, Fig. 1.3, allows for a large choice of doping with 
cations of lower valence either on the A or the B sites. The lattice, therefore contains a 
large concentration of mobile oxygen vacancies, leading to high oxide ion conductivities.8 
These materials are therefore most promising for electrolytic applications.16 
 
Fig. 1.3 Crystal structure of cubic perovskite, ABO3, showing the corner-shared AO6 
octahedra with the B cations (large cyan atom) centred on 12-coordinate sites. The small 
red spheres are O atoms. 
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1.3.2.1 LaGaO3-based electrolytes 
 
Goodenough & co-workers and Ishihara & co-workers first reported the high ionic 
conductivity of La0.9Sr0.1Ga0.8Mg0.2O2.85 (LSGM).
47,48 This material was shown to possess 
higher conductivities than YSZ at intermediate temperatures, with ionic conductivity over 
a wide range of oxygen partial pressure (10-20 < pO2 < 1).
49,50 Computational studies have 
revealed that ionic conductivity proceeds via a vacancy hopping mechanism, along the 
GaO6 octahedron edge.
51 Transition metals, such as cobalt and iron have been used as 
dopant to further improve on the conductivity of LSGM.52,53 Achieving processing 
conditions for fabricating single phase microstructures of LSGM remains a challenge. 
Additionally, volatility of gallium at high temperatures and its chemical instability under 
oxidising and/or reducing conditions have further hindered the use of LSGM in 
electrolytic applications.30,54,55,56  
 
1.3.2.2 Brownmillerite-like phases derived from Ba2In2O5 
 
The brownmillerite-type structure, A2B2O5, consists of corner-shared BO6 
octahedra alternating with layers of corner-shared BO4 tetrahedra. The brownmillerite-
type crystal structure is only possible for B cations that are able to form both octahedral 
and tetrahedral coordination geometries, as is the case for Al3+, Ga3+, In3+, and Ge4+. This 
structure type is a derivative of the perovskite structure, where the oxygen vacancies are 
ordered into alternate BO2 sheets.
57 58  
Partial substitution of Ba2In2O5 has been shown to lead to high conductivity 
materials.59 The highly-conductive, disordered cubic, perovskite structure can be 
stabilised at intermediate temperatures via the substitution of In with cations such as Zr4+, 
Ce4+, Sn4+ or Hf4+.60,61 Thus, at intermediate temperatures, doped Ba2In2O5 shows an 
ionic conductivity that is higher than stabilized zirconia.62 Nevertheless, there are 
significant challenges to be overcome in the practical use of Ba2In2O5-based materials, 
due to their low stability in humid atmospheres and in the presence of CO2.
63,64  
  





The crystal structure of the BIMEVOXes is derived from the parent oxide 
Bi4V2O11. Its lattice consists of (Bi2O2)n
2n+ layers alternating with perovskite-like 
(VO3.5)n
2n– layers, Fig. 1.4. These materials contain a large concentration of oxygen 
vacancies, with the potential for high ionic conductivity.20,65 
Complex polymorphism is seen in these materials, derived from three main 
phases, 𝛼, β and γ.66 The highly conductive γ-phase can be stabilised at room temperature 
via the substitution of V with a range of iso- and aliovalent cations, such as Cu2+, Ni2+, 
Co2+, and Mg2+. Total conductivities have been shown to be almost purely ionic in nature, 
at temperatures above 630 C.8 However, BIMEVOXes do possess some crucial 
disadvantages, such as low stability in reducing atmospheres and low mechanical 
strength. 
 
Fig. 1.4 Idealized γ-Bi4V2O11-δ structure.  Red octahedra represent VO6, blue pyramids 
represent BiO4, and green spheres represent Bi atoms.
66 
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1.3.3 New oxide-ion conductors 
 
As described above, many conventional materials with high ionic conductivity are 
known, with some already in practical use. However, their widespread application is still 
limited by several drawbacks, such as high operating temperatures, partial electronic 
conductivity and/or poor chemical stability. These issues have hinted on the need to 
develop new materials with improved properties. In this section, the most recent advances 
in the development of novel oxide-ion conducting materials are highlighted. 
 
1.3.3.1 La2Mo2O9 (LAMOX) 
 
First reported by Lacorre et al. in 2000, La2Mo2O9 (LAMOX) is a fast oxide ion 
conductor, with a conductivity surpassing that of YSZ.67 The crystal structure of LAMOX 
shows a first order phase transition at approximately 580 °C, where it transforms from the 
non-conductive 𝛼-phase to the highly-conductive β-phase, which shows a maximum 
conductivity of 6  10-2 S cm-1 at 800 °C.68 The β-phase may be stabilised at room 
temperature by doping with group one (e.g., K+ and Rb+)  or group two (e.g., Ca2+ and 
Ba2+) cations onto the La site.69,70,71 
LAMOX materials do, however, possess low chemical stability under reducing 
conditions, leading to reactivity with the electrode materials. Additionally, the total 
conductivity of these materials tends to have a considerable electronic contribution at low 
oxygen partial pressures. These disadvantages of LAMOX materials rather limit their use 




Apatite type oxides are a very interesting class of new materials being considered 
as alternative materials for SOFC electrolyte applications.72 The apatite structure, Fig. 
1.5, with general formula M10(XO4)6O2±y where M stands for a lanthanide cation and X is 
a p-block element, allows for a large variety of dopants on both the M and X sites. The 
crystal structure of these materials is thus very flexible to local distortion and volume 
changes.73  
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The conductivity of these materials depends crucially on non-stoichiometry; the 
stoichiometric compositions in terms of cations and anions have very low conductivities. 
In these material types, the mechanism of conductivity is of interstitial-type transport, 
which is enabled by the high concentration of defects such as interstitial oxide ions. This 
is in contrast to the mechanism of ionic conductivity found in fluorite and perovskite 
materials, where conductivity occurs via a vacancy hopping mechanism.74 Additionally, 
the conductivity in the apatite structure is anisotropic and shows an optimum value in the 
direction of the c-axis. Of particular interest amongst the apatite type materials, are 
apatite silicates and germanates, which have been shown to have high ionic conductivities 
at intermediate temperatures.75 76 
As would be expected from a new material under study, there are several 
disadvantages associated with these material types. In particular, they are difficult to 
synthesise, as very high temperatures (>1600 °C) are required. Therefore, finding new, 
more efficient, methods of synthesis has become a research challenge.77  The ionic 
conductivity of these materials has been shown to improve with extra addition of oxygen, 
however, the non-stoichiometry range supported by the apatite crystal structure is very 
narrow.8 
 
Fig. 1.5 The apatite structure, M10(XO4)6O2±x, (tetrahedra = XO4, purple spheres = M, red 
spheres = O).72 
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The pyrochlore crystal structure (A2B2X6Y) is a 2 2  2 superstructure derivative 
of the fluorite type structure (AX2), where both cation and anion vacancies are 
ordered.78,79 The fully ordered pyrochlore structure crystallizes in the cubic space group 
𝐹𝑑3̅𝑚 (i.e. F 41/d, 3̅, 2/m, No. 227, where F stands for face centred cubic centring, 41, is 
a four-fold screw axis with a translational component of ¼, d is a ‘diamond’ glide plane, 
3̅ is a 3-fold inversion axis, 2 is a two-fold rotational axis and m is a mirror plane), with 
eight formula units per unit cell. This space group contains two possible origin choices, 
with origin choice two being the most commonly used. Origin choice two places the 
smaller B-site cations at the 16c (0, 0, 0) site and the larger A-site cations at the 16d (1/2, 
1/2, 1/2) site. The structure consists of three distinct tetrahedral anion sites (8a, 8b, and 
48f), with one of the anion sites (site 8b) being vacant in the fully ordered structure. The 
A-site cations are the larger trivalent lanthanide cations, and the B-site cations are the 
smaller tetravalent transition-metal or main group cations (e.g., Ti4+, Zr4+, Hf4+). X and Y 
are typically oxygen anions, but can include OH– and F– anions. The A-site cation is 8-
coordinate within a distorted cubic polyhedron, while the B cation is 6-coordinate within 
a distorted octahedral environment, Fig. 1.6. 80 
 
Figure 1.6 (a) The pyrochlore structure, A2B2O7, showing the A-site (blue) and B-site 
(green) polyhedra, and (b) the local coordination environment around the A- and B-site 
cations. The O(1) and O(2) oxygen atoms located at the 48f and 8b sites are shown as 
gold and red balls, respectively.81 
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The phase stability of the pyrochlore structure is determined by the relative ionic 
radii i.e the ionic radius ratio, rA/rB, and the 48f oxygen positional parameter x.
82,83,84 The 
rA/rB for stable pyrochlore compounds has been shown to lie between 1.46 (Gd2Zr2O7) 
and 1.78 (Sm2Ti2O7) under ambient conditions, however, this may be increased to the 
range of 1.29–2.30 by high-pressure, high-temperature, synthesis.79,85 The pyrochlore 
structure may contain considerable amounts of cation anti-site disorder, depending on 
composition and the synthesis route of the material.78,86,87 The crystal structure allows for 
a large degree of substitutional and/or displacive disorder on the A-site, as result of the 
weak interactions between the B2O6 and A2O′ sub-lattices.
84,88,89 Order-disorder 
transformations, Fig. 1.7, are commonly seen in compounds with the pyrochlore 
structure. The order–disorder transformation occurs simultaneously on both the cation 
and the sub-lattice. However, the cation and anion disordering may occur to different 
degrees and at different rates.90,91,92  
 
 
Figure 1.7 Order-disorder transition between the ordered pyrochlore structure, A2B2O7, 
and the disordered defect-fluorite (A/B)4O7 structure. Red balls represent oxygen atoms 
and the squares with holes represent anion vacancies.93 
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1.4.2 Ionic conductivity 
 
Pyrochlore oxide materials have been shown to possess high ionic conductivities 
and thus are promising electrolytes materials for SOFC applications.30,88,94,95,96 What is 
especially interesting about pyrochlore oxides, is the fact that their electrical behaviour 
spans from those of insulators through semiconductors and onto fast ionic conductors. 
This is as a result of the ability of the pyrochlore structure to accommodate a wide range 
of cations and both the A- and B-sites. At high temperatures, pyrochlore oxide materials 
are intrinsic ionic conductors, with their conductivity being comparable to that of 
YSZ.97,98,99 However, these compounds have relatively low oxide ion conductivity at 
intermediate temperatures (700–800 °C) and thus, need further improvement in 
conductivity, in order to meet the requirements of IT-SOFCs. 
In order to achieve high levels of oxide ion conductivity, the pyrochlore structure 
must contain a high concentration of mobile oxygen vacancies coupled with a low 
activation energy for ion migration. The vacancy concentration is in turn determined by 
the presence of Frenkel defects, which is substantially encouraged by the presence of 
disorder in the cation sub-lattice.86,95,100,101,102 Cation disordering can be further enhanced 
by either increasing the average size of the cations at the B-site or by decreasing the 
average size of the cations at the A-site.94,103,104,105 Alternatively, structural disorder can 
be thermally induced in a system with a fixed composition.102,106,107,108 Nevertheless, 
compounds showing high degrees of disorder also display higher activation energies for 
ion migration.109,107,110 Thus, optimum ionic conductivities are obtained in partially 
ordered systems.78,111,112  
Static lattice energy minimization calculations86 and molecular dynamics 
simulations113 indicate that oxygen ion transport in pyrochlore oxide materials occurs via 
an oxygen vacancy hopping mechanism between the 48f sites.89,110,114 Yamamura et al. 
systematically investigated the relationship between crystal structure and oxide-ion 
conductivity for various pyrochlore oxides and found that oxide-ion conductivity is 
strongly dependent on crystal phase, cation radius ratio, and the degree of ordering of 
oxygen vacancies.112,115,116 Similarly, Shlyakhtina and Shcherbakova carried out a 
comprehensive structural and electrical study of Ln2M2O7-based (Ln = La–Lu, Y, Sc; M = 
Ti, Zr, Hf, Sn) oxides and showed that the M─O bond covalency also plays a significant 
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role in determining oxide-ion conductivities.99,117 Furthermore, moving away from 
stoichiometry diminishes ionic conductivity, as was found in rare earth zirconates,118 as 
well as in rare earth titanates.119 
Conductivity in pyrochlore oxide materials can be further improved via doping at 
either the A-site,120,121,122 the B-site,123,124 or both.125,126 The effectiveness of the dopant 
species in enhancing oxide-ion conductivity is crucially dependant on dopant site location 
(“A” or “B” cation sub-lattice) and on dopant concentration.127 Ionic conductivity 
increases initially with dopant concentration, due to the increasing concentration of 
oxygen vacancies, however, it reaches a maximum after which it declines. The decline in 
conductivity can be understood in terms of the formation of defect clusters, which act to 
trap mobile oxygen vacancies.  
 
1.4.2.1 Titanate pyrochlore oxides 
 
Rare earth titanate pyrochlore oxides have been shown to possess high oxide ion 
conductivities, with some surpassing that of YSZ.128,129,130 The conductivity of un-doped 
Gd2Ti2O7 is low, due to low levels of intrinsic anion disorder and therefore low 
concentration of mobile oxygen vacancies. On the other hand, pyrochlore-type Gd2Zr2O7 
demonstrates substantial structural disorder which induces ionic conductivity as high as 
0.01 S cm-1 at 900 °C.131 Therefore, the Gd2(ZrxTi1-x)2O7 pyrochlore is an extrinsic ionic 
conductor at low Zr concentrations, however it becomes an intrinsic fast-ion conductor at 
large Zr concentrations.107,127, 
Substitution of Gd3+ by Ca2+ was found to be very effective in enhancing ionic 
conductivity in (Gd1-xCax)2Ti2O7- (x = 0.05–0.10), where conductivities as high as 0.02–
0.03 S cm-1 at 900 °C were achieved.104,132 However, the solubility of calcium in the 
gadolinium sub-lattice is limited to no more than 7 atomic%.127 Mo-doped Gd2Ti2O7, on 
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Incorporation of calcium cations into the ytterbium sub-lattice in Yb2Ti2O7 
increases the ionic conductivity from 1 × 10-2 S cm-1 to ~0.2 S cm-1 at 1000 °C in 
(Yb0.9Ca0.1)2Ti2O6.9, which, to the best of my knowledge, is the maximum value observed 
for all rare earth pyrochlore oxides.134 Further A-site doping in the 
(Yb0.9⎯xTbxCa0.1)2Ti2O7–δ (х = 0.1, 0.2, 0.3, 0.4) pyrochlores was shown to have no 
significant effect on the bulk component of their oxide-ion conductivity.135  
Other pyrochlore-type titanate compounds include systems of the form 
Ln2+xTi2−xO7–x/2, which consist of a disordered pyrochlore structure with significant 
amounts of cation anti-site defects. These systems have been shown to possess a 
maximum ionic conductivity of 10-3 S cm-1 at 740 °C.136  
 
1.4.2.2 Zirconate pyrochlore oxides 
 
In rare earth zirconate pyrochlore oxide materials, the highest oxide ion 
conductivity is seen in the stoichiometric zirconates of the intermediate lanthanide 
systems (Ln = Sm–Gd), which are always intrinsically disordered.97,106,109 Yamamura et 
al. reported the oxide-ion conductivity of the fluorite and pyrochlore phases in the 
Ln2Zr2O7 systems.
112 It was thus shown that oxide-ion conductivity increases with 
increasing ionic radius ratio in the fluorite phase range, up to a maximum (8.3  10-3 S 
cm-1 at 800 °C) in the vicinity of the phase boundary in the pyrochlore phase range, after 
which it decreases.  
Gd2Zr2O7 has the highest intrinsic ionic conductivity (~10
-2 S cm-1 at 700 °C) 
amongst the un-doped pyrochlore compounds.78,137 However, in order to further improve 
the ionic conductivity of these materials, various dopants have been incorporated at the 
Gd3+ site.138,139,140 For example, replacement of Gd3+ by Nd3+ in Gd2Zr2O7 was shown to 
progressively increase oxygen vacancy ordering, which resulted in an order of magnitude 
increase in ionic conductivity at an Nd concentration of 50 mol%.138 The relationship 
between structural disorder and the resulting enhancement of ionic conductivity was also 
observed in the Gd2(Sn1-xZrx)2O7 (GSZ) system.
141 
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Yamamura et al. reported pyrochlore-type La2Zr2O7 materials with a conductivity 
of 4.2  10-4 S cm-1 at 800 °C,112 which is much lower than that of YSZ (~2.5  10-2 S cm-
1 at the same temperature).19 On the other hand, Ou et al. reported La2Zr2O7 nanofibers 
possessed a maximum conductivity of 0.016 S cm-1 at 500 °C, which is ~400 times higher 
than that of the previously reported bulk La2Zr2O7.
142 Yang et al. carried out a systematic 
study into the system (La1-xYx)2Zr2O7 (0 ≤ x ≤ 1).
143 They found that conductivity 
increased consistently with increasing Y concentration up to the pyrochlore/fluorite phase 
boundary (x = 0.5), due to increased concentrations of mobile oxygen vacancies. 
However, once the system had transformed to the fluorite structure, further increase in Y 
concentration decreased conductivity, due to increased activation energy for migration. 
Thus, optimum conductivity was obtained near the pyrochlore-to-fluorite phase boundary.  
 
1.4.2.3 Hafnate and ruthenate pyrochlore oxides 
 
The ionic conductivity of hafnate pyrochlore oxides was found to be lower than 
that of the zirconate analogues. This was attributed to the higher degree of covalency in 
the Hf–O bonds, which leads to an increase in the bond strength and hence the activation 
energy for migration increases.144 On the other hand, the total conductivities of ruthenate 
pyrochlores (Bi2Ru2O7 or Pb2Ru2O6.5) are dominated by a high electronic contribution 
(10-1000 S cm-1 at room temperature).145,146 Electrical characterization of R2MnRuO7 (R 
= Tb, Dy, Ho, Er, Tm, Yb, Lu and Y) showed these systems to exhibit semiconducting 
behaviour, with the highest conductivity possessed by the Er2MnRuO7 system, reaching a 
maximum value of 8.9 S cm-1 at 900 °C.147  
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1.5 Aims and objectives 
 
In this thesis, attempts have been made to synthesise a range of pyrochlore type 
oxides that exhibit significant oxide ion conductivity. The co-precipitation method was 
used to prepare the materials studied. Unlike traditional solid-state synthesis, co-
precipitation allows the cations to be homogeneously distributed, and thus significantly 
reduces the sintering temperature and time, to produce ceramics with densities close to 
the theoretical values. 
X-ray and neutron diffraction techniques have been used to experimentally determine 
the extent to which substitutional changes affect the crystal structure and the local 
environment of pyrochlore oxides, particularly with respect to the fluorite/pyrochlore 
phase boundary. Upon substitution into the system, the cations become disordered, 
making positional determination of the oxygen atoms especially difficult. Neutron 
scattering can provide insight to a material that would otherwise be unattainable through 
X-ray diffraction. A qualitative interpretation of the neutron diffraction data is given via 
Reverse Monte Carlo (RMC) modelling. 
The electrical conductivity of the sintered specimens was measured by a dc two-
probe method, in the temperature range 150 - 800 C. Based on the results, the trend of 
bonding with the chemical valence and coordination number is analysed, and the 
relationship between bonding and the conductivity properties is discussed. A mechanistic 
understanding of the disordering processes and the resulting electrical conductivity 
properties in these materials has been constructed by matching the structural predictions 
(both average and local) with electrical conductivity observations.  
Chapter 2 details the experimental techniques and programs used to produce the 
atomistic configurations. Chapter 3 details the structural and electrical study into the 
(Yb1-xNdx)2Zr2O7 with 0.00 ≤ x ≤ 1.00 system, which is known to undergo the 
fluorite/pyrochlore transition.148 Chapter 4 details the study of the effects of aliovalent 
doping in the system (Nd1-xCax)2Zr2O7-x with 0.00 ≤ x ≤ 0.50, where particular emphasis 
is paid to the increased vacancy concentration and the resulting electrical conductivity. 
Finally, in chapter 5 the effect of cation ordering in cerium zirconate oxides is 
investigated. A number of fluorite/pyrochlore related phases are identified.  
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Chapter 2 – Methods   
 
2.1 Chapter overview 
 
A number of methods have been used to characterise the materials synthesised in this 
thesis, including X-ray and neutron diffraction, and alternating current (AC) impedance 
spectroscopy. In this chapter, the background and justifications of the use of these 
methods are introduced. Details of the samples synthesised, as well as the general 
synthetic methods, are given along with instrumental and operational parameters for the 
characterisation methods. Specific details of the studied systems are given in the 
subsequent chapters. 
 
2.2 Materials synthesis 
 
The conventional solid-state reaction technique is commonly implemented, due to its 
ease and simplicity of set up. The method does, however, possess some major 
disadvantages such as high calcination temperature, uneven particle size distribution, and 
poor sintering of the products. Alternative synthesis methods have been sought in the 
literature, which aim to achieve an atomic-scale mixture of the reactants that would lead 
to enhanced materials’ diffusion and homogeneity. To mention but a few of these 
techniques: solution combustion synthesis, co-precipitation, sol–gel, and hydrothermal 
methods.149 
The compounds investigated in this thesis, Table 2.1, were synthesised via the co-
precipitation method. Stoichiometric amounts of the zirconium (ZrOCl2·8H2O) and 
lanthanide (Ln2O3) cation precursors were dissolved in distilled water and hydrochloric 
acid (2 M) respectively. The solutions were warmed gently, to aid dissolution, when 
necessary. Ammonia solution (2 M) was added to the mixed solution, until it reached a 
pH of 11. The resulting precipitate was filtered and washed several times with water and 
then ethanol. The precipitate was then dried at 80 °C in an oven. The hydrate powder 
decomposed to a polycrystalline oxide upon heating to 900 – 1500 °C for 12 h.  
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(Yb1-xNdx)2Zr2O7 (Nd1-xCax)2Zr2O7-δ Ce2Zr2O7+δ 
Composition 
Annealing 
temperature / C 
Composition 
Annealing 
temperature / C 
Annealing 
temperature / C 
x = 0.00 1150 x = 0.10 1350  500 
x = 0.25 1150 x = 0.20 1350  1000 
x = 0.50 1150 x = 0.30 1350  1500 
x = 0.75 
950 x = 0.40 1350   
1150 x = 0.50 1350   
1350       
x = 1.00 
950       
1150       
1350         
*original samples for neutron diffraction were synthesised by the group of Dr S. Hull, 
ISIS Facility, Rutherford Appleton Laboratory, UK.  
 
2.3 Powder diffraction 
 
2.3.1 The crystalline state 
 
The crystalline state of solid materials is characterised by long range-internal order of 
its atomic constituents, manifested by symmetry operations such as translational, 
rotational, reflection, and inversion symmetry.150 On the other hand, amorphous materials 
are those that lack this internal long-range ordering, although they may show well defined 
short-range ordering of atoms. Having said that, a real crystalline material is far from 
perfect, as it always contains a number of defects, such as interstitial atoms, vacancies or 
atoms replaced by another chemical species.151 Defects will be spread randomly when 
found in small concentrations such as in the form of impurities, however they will tend to 
influence each other at higher concentrations. This influence may result from a small 
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charge imbalance or a slight geometrical distortion of the local environment. This can 
result in clustering of individual point defects. While changes in the random distribution 
of defects can result from this, in many cases the clusters themselves may be randomly 
distributed, making the identification of defect clustering over random distributions of 
point defects difficult. Many of the physical and chemical properties of crystals depend 
on the presence of defects, and a thorough understanding of these defects is necessary to 
understand these physical properties.152  
 
2.3.2 Structural characterisation of crystalline materials 
 
Diffraction techniques are the methods of choice for structural elucidation of 
crystalline materials.153 Diffraction is the process of scattering of incident radiation by a 
material with internal periodic order, involving constructive and destructive interference 
of the scattered radiation. The patterns of diffraction reflect the arrangement and 
distribution of the scattering constituents making up the material under study.154 For 
diffraction to occur, the wavelength of the incident radiation must be of the same order of 
magnitude as the distance between the scattering objects. This ensures that each 
consecutive beam of the scattered radiation travels a distance equal to an integral multiple 
of the wavelength, λ, which is necessary for the scattered beams to interfere 
constructively.155 These conditions may be summarised using geometry, Fig. 2.1, and 
calculated via Bragg’s law, equation 2.1: 
 
𝜆 = 2𝑑ℎ𝑘𝑙 sin 𝜃ℎ𝑘𝑙                                                         (2.1) 
 
where λ is the wavelength of the incident radiation, the indices h, k and l are three 
integers (the Miller indices) that uniquely label each lattice plane and hence each intensity 
maximum ('peak') in the diffraction pattern and dhkl is the interplanar spacing of a specific 
set of lattice planes, defined by the Miller indices. It thus follows, for diffraction of 
monochromatic radiation to occur from a particular set of lattice planes, they must be 
orientated at the correct angle θhkl, called the Bragg angle, with respect to the incident 
radiation. In the powder diffraction method, a monochromatic beam of radiation 
bombards a finely powdered sample, which consists of vast numbers of randomly 
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orientated crystallites. Thus, at any one time, a number of the crystallites will be correctly 




Fig. 2.1 Geometry of diffraction and its relationship to Bragg’s Law. Note the definition 
of .156 
 
The occurrence of diffraction was first demonstrated by von Laue, Friedrich and 
Knipping in 1912, who showed that incident X-rays could be diffracted by crystalline 
solids.157 The first practical use of the newly discovered phenomenon was then made by 
the Bragg father-and-son team, who in 1913, successfully determined the crystal structure 
of sodium chloride. X-rays have wavelengths from ∼0.1 to ∼100 Å, which are located 
between γ-radiation and ultraviolet rays in the electromagnetic spectrum, Fig. 2.2. X-rays 
are the simplest, most accessible, and by far the most commonly used radiation in powder 
diffraction.  
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Fig. 2.2 Top – schematic of the transverse electromagnetic wave in which electric (E) and 
magnetic (H) vectors are mutually perpendicular, and both are perpendicular to the 
direction of the propagation vector of the wave, k. Bottom – the electromagnetic 
spectrum.158 
 
A widely used alternative to X-rays in diffraction experiments, are beams of 
neutrons.159,160 Neutrons are subatomic particles with no charge and a mass similar to that 
of the protons (1.675 × 10−27 kg). Neutrons also have a magnetic moment, which arises 
from the combination of their constituent quarks. Following on from quantum mechanics, 
fast moving neutrons behave like waves, with wavelength, λ, determined by the de 




                                                                 (2.2) 
 
where h is Planck’s constant (h = 6.626 × 10−34 Js), m is the particle’s rest mass, and ν is 
the particle’s velocity (mν = p, particle momentum).161 As with X-rays, scattered neutron 
beams can therefore reveal the distribution of the internal constituents of crystal structures 
in reciprocal space. Nevertheless, whereas electrons are scattered almost entirely by 
electron shells of the atoms, neutrons are scattered mainly by the atomic nuclei. This 
leads to major practical implications, giving each technique its associated advantages and 
disadvantages. 
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In diffraction experiments, the measured intensity of each Bragg peak is directly 
proportional to the square of the structure factors, F(hkl) (i.e |F(hkl)|2). Therefore, while 
the magnitude of the structure factor, |F(hkl)|, can be directly obtained,  its phase is 
unknown. This is known as the phase problem of crystallography.162 Techniques  that 
provide estimated values of the phase of the structure factor (e.g. the Patterson method or 
direct methods) are employed to determine the structure. Alternatively, as is often used in 
Rietveld analysis of powder diffraction data, where peak overlap represents an additional 
complication in structure determination, starting models based on structural analogues are 
used to provide initial phasing of the structure factors. In both cases, subsequent structure 
refinement ensures that the crystal structure is consistent with the diffraction data.163 
Techniques such as difference Fourier analysis can be used to locate additional atoms in 
the model. 
 
2.3.3 Complementarity of X-ray and neutron diffraction 
 
X-ray and neutron diffraction techniques possess strengths and weaknesses that are 
often complementary to each other, and so the choice of one radiation type over the other, 
or indeed the use of both radiation types in a single study, is of importance.164 The X-ray 
scattering power of each atom in the periodic table increases monotonically with atomic 
number, Fig. 2.3, since X-rays are scattered by electrons and thus the scattering power 
follows the number of electrons that the atoms possess. This means that elements with 
similar atomic number will be difficult to distinguish in the crystal structure using X-ray 
data, since they possess similar X-ray scattering powers. Furthermore, it is difficult to 
determine the positions of small atoms (i.e. low atomic number) in the presence of large 
atoms (i.e. high atomic number), due to the relatively small scattering power of the 
smaller atoms being eclipsed by the larger scattering power of the larger atoms. 
Interference effects cause the X-ray scattering power of an atom to diminish with 
increasing wave vector, Q, Fig. 2.4, which is determined by the inverse of the size of the 
atom, where the absolute value of Q follows from Fig. 2.5 as: 
𝑄 = |𝑸| =
4𝜋
𝜆
sin 𝜃                                                      (2.3) 
Q determines the length scale that is probed by the diffraction experiment, with small Q 
corresponding to large distances and large Q corresponding to small distances.      
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Neutrons can penetrate into matter much further than X-rays, Fig. 2.6, due to their 
relatively weak interaction with matter. This is especially important in the study of bulk 
phenomena such as phase transitions. The greater penetration depth of neutrons also 
results in better grain statistics, due to the signal of the incident beam averaging over 
larger sample volumes. The use of complex equipment for control of sample 
environments is more readily available with neutron beams. However, this has the 
disadvantage that long counting times (of the order of minutes and hours) are needed and 
relatively large samples (1–10 cm3) are typically required. 
The neutron scattering power, or cross-section, σ,165 of an atomic nucleus defined 
as:  
𝜎 = 4𝜋𝑏2                                                             (2.4)                  
is independent of atomic number and varies in an irregular manner on moving across the 
periodic table, Fig. 2.3. This means that a lighter element can be a stronger neutron 
scatterer than a heavier element, and two elements with similar atomic number can have 
strikingly different scattering powers. When the material under study contains a mixture 
of light and heavy elements, structural elucidation might only be possible with neutron 
data.92, 166  
 
Fig. 2.3 Neutron-scattering lengths, b, (red line) and X-ray scattering amplitudes (blue 
line) for various isotopes (neutrons based on naturally-abundant isotopes unless 
specifically identified) and elements (X-rays).167 
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Even though with neutrons, elements with similar atomic numbers can be 
distinguished, there can be other pairs of atoms with very different atomic numbers, but 
with similar neutron scattering cross-sections (e.g. Cl and Br), which would be better 
distinguished with X-ray data. None of the elements of the periodic table possesses 
exceptionally large neutron scattering cross-sections, and so it is never the case where the 
scattering of one atom is swamped by that of another atom.  Furthermore, isotopes of the 
same element have different scattering powers, which differ not only in magnitude, but 
also in ‘sign’, since the scattering process may or may not give a change of phase of π to 
the wave of the neutron beam. With neutron data, one may use the technique of isotopic 
substitution, where the neutron scattering cross-section for a chemical species can be 
altered by changing the isotopic composition.168  
Due to the very small size of nuclei as compared to the wavelength of the neutron 
beam, they are considered as ‘point’ scatterers. Thus the nucleus- neutron scattering 
power is independent of scattering angle, Fig. 2.4. As a result, the diffraction intensities 
are stronger at higher angles, as compared to those obtained with X-rays. Therefore, a 
powder neutron diffraction pattern contains considerably more intensity information at 
high 𝜃 values than a powder XRD pattern of the same material. Furthermore, the range of 
momentum transfer, Q, available with neutrons is greater than that with X-rays, because 
of the Q dependence of the X-ray form factor. 
 
Fig. 2.4 Variation in X-ray scattering factor f (red line) and neutron scattering length b 
(blue line) for a neutral neodymium atom with wave vector Q. 
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Neutron diffraction data at high angles pinpoint the location of the atomic nuclei, 
whereas X-ray data provide information on the distribution of the electron density. This 
difference is especially important, since it cannot always be assumed that the nuclei reside 
at the centre of the electron cloud, due to valence effects. Therefore, when high accuracy 
information needs to be established on the material under study, then neutron diffraction 
is the technique of choice.  
 
 
Fig. 2.5 Geometry  of the powder diffraction measurement and definition of the scattering 
vector, Q. 169 
 
Although neutrons interact mainly with the atomic nuclei, neutrons also have a 
magnetic moment, which interacts with the magnetic moment of atoms that possess 
unpaired electrons. Thus, in materials with magnetic atoms (e.g., Mn, Fe), peaks may 
occur in the diffraction pattern that are solely due to magnetic scattering, from which, 
magnetic pole figures may be measured. However, if no magnetic super-structures are 
present in the material under study, the magnetic contribution to scattering is very 
difficult to separate from nuclear scattering. 
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Fig. 2.6 Plot showing how deeply a beam of electrons, X-rays, or thermal neutrons 
penetrates a particular element in its solid or liquid form before the beam intensity has 
been reduced by a factor 1/e, which is about 37% of its original intensity. The neutron 
data are for neutrons having a wavelength of 0.14 nm.170 
 
The combined use of XRD and neutron powder diffraction data is advantageous over 
the use of powder XRD data alone or powder neutron diffraction data alone, due to the 
complementary characteristics of each technique, as described above. However, as the 
opportunity to record powder neutron diffraction data is much less routine due to the need 
for central facilities, it is common practice to first determine the structure of the material 
under study using powder XRD data and then to plan powder neutron diffraction 
experiments, if various structural aspects cannot be adequately determined from the 
analysis of the powder XRD data. 
Both, XRD and neutron powder diffraction data were used for the structural 
characterisation of the materials investigated in this thesis. The use of neutron diffraction 
data was essential for the study of these materials, in order to pinpoint the locations of the 
oxygen atoms and their vacancies. This is because oxygen atoms display appreciable 
neutron scattering amongst the much heavier cations.  
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2.3.4 Data collection and normalization 
 
The depth and breadth of structural information that may be extracted from a powder 
diffraction pattern is inherent in several factors, such as the nature and energy of the 
incident radiation and the chemical/physical properties of the specimen. Thus, the choice 
of instrument and type of radiation is of paramount importance, for a successful outcome 
of an experiment, especially if the material under study has very subtle details such as a 
light/heavy atom mixture, etc.  
 
2.3.4.1 X-ray data collection 
 
X-rays are commonly produced, in a laboratory setting, through impacts of high 
energy electrons with a metal target, in the so-called ‘X-ray tube’. Experiments are 
performed using a fixed wavelength, while treating the scattering angle as the variable 
quantity, Fig. 2.7. The sample and detector are rotated by  and 2, respectively, where 
the reflected beams form a ‘cone’ of angle 2𝜃 about the incident beam. Intensities are 
lower at high angles, thus data are sometimes collected for longer at high angles. 
 
Fig. 2.7 Basic Bragg Brentano geometry. The dotted circle centred on the sample 
position represents the goniometer circle on which the image of the divergent source of X 
rays is focussed by diffraction from the flat plate sample. 171 
 
Page 38 of 278 
 
All the powder samples studied in this thesis, were characterised via X-ray powder 
diffraction (XRD), using instruments such as a PANalytical X’Pert-Pro or a Siemens 
D5000. Data were collected using Ni filtered Cu-K𝛼 radiation (λ = 1.5418 Å) at room 
temperature, in flat plate 𝜃/𝜃 or 𝜃/2𝜃 geometry respectively. Data were typically collected 
over the 2𝜃 range 5 to 120°. For elevated temperature studies an Anton Paar HTK-16 or 
an Anton Paar HTK-1200 furnace was used over the temperature range 25 to 800 °C in 
steps of 50 °C. Samples were mounted on a Pt strip inside the camera (HTK-16) or on a 
Pt coated ceramic disk (HTK-1200). 
 
2.3.4.2 Neutron data collection 
 
Neutron diffraction experiments are performed either with constant wavelength 
neutron beams at nuclear reactors or with multiple wavelength neutron beams at 
spallation sources, Fig. 2.8, both of which are only available at large-scale, central 
facilities. In a spallation neutron source, Fig. 2.9, highly intense neutron beams are 
produced via bombardment of a heavy metal target such as tungsten with high energy 
pulses of protons, Fig. 2.10. To obtain wavelengths suitable for diffraction experiments, 
the neutron pulses are moderated, i.e. slowed down, Fig. 2.11, followed by collimation, to 
produce finely narrowed beams. 
 
Fig. 2.8 Diffraction techniques: (A) crystal-monochromator diffraction and (B) time-of-
flight diffraction.172 
 









Fig. 2.10 Nuclear reactions: fission and spallation.173 
 
 
Page 40 of 278 
 
 
Fig. 2.11 Moderation of neutrons. 174 
 
 
Unlike X-rays and other electromagnetic radiation, for which velocity in a vacuum 
is constant, fast-moving neutrons have an associated velocity that is inversely 
proportional to their wavelength, through the de Broglie relationship. Therefore, a pulse 
of neutrons with a range of wavelengths becomes spatially extended along its flight path. 
The time it takes for neutrons in a single pulse to travel from the source, through the 
sample, and into the final detector (time-of-flight, TOF) is measured with very high 
accuracy, Fig. 2.8 B, which is equal to the distance divided by its velocity. Given that the 
distance is also known to high accuracy, the velocity is determined to a similarly high 








                                                                  (2.5) 
From Bragg’s law  
 
𝜆 = 2𝑑 sin 𝜃 =
ℎ𝑡
𝑚𝐿
     ⇒    𝑑 =
ℎ𝑡
2𝑚𝐿 sin 𝜃
                                        (2.6) 
 
The total flight time is given by Eqn. 2.7, assuming there is no energy transfer during the 
scattering process. L is, therefore, the total flight path 
 










                                                       (2.7) 
 








)                                                           (2.8) 
 
The overall resolution is defined as equation 2.9, in which there are three independent 

















                                    (2.9) 
 
For a properly designed time-of-flight diffractometer, the three variables contribute 
equally to the resolution. This simplifies equation 2.9 to: 






= √3𝑐𝑜𝑡Ѳ∆Ѳ                                        (2.10) 
 
All the neutron diffraction data presented in this thesis were collected on the 
Polaris diffractometer at ISIS,175,176 Fig. 2.12. Polaris is a powder neutron diffractometer 
with medium resolution and high intensity. Its resolution is around 0.33% as the sample 
position is 14.0 m from the moderator. There are five groups of detectors as in Fig. 2.13; 
the back-scattering detectors have the highest resolution. The sample containers are 
typically made of vanadium, because this element has little coherent scattering (i.e. no 
strong Bragg peaks), but it does have appreciable incoherent scattering which contributes 
to the background. The data were collected over a wide Q range (between 0.3 to 31.4 Å-
1), suitable for total scattering analysis. 
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Fig. 2.12 Aerial view of ISIS and TS2 (the box-shaped building in foreground right) at 
the Rutherford Appleton Laboratory, UK. Part of the synchrotron ring Diamond is visible 




Fig. 2.13 Schematic view of POLARIS with detector banks 1–5 shaded with different 
colours.177 
 




2.3.4.3 Gudrun corrections 
 
The aim of the data corrections is to take the neutron counts as received by the 
instrument detectors and convert them to the appropriate scattering functions that can be 
interpreted in terms of the structure of the material. For total neutron scattering analysis, 
the data should be collected over as wide a range of scattering vectors as possible, and 
extending to high-Q. Therefore, the data need to be collected for longer, in order to 
measure the weaker, broader diffuse scattering with sufficient statistics. The data are then 
normalised accurately and placed on an absolute scale; this is done using vanadium, 
which, for neutrons, has a small coherent scattering length.  
The data presented in this thesis were corrected using the program Gudrun, which is 
the ISIS data correction and normalisation toolkit for total scattering data.178 Gudrun 
treats the experimental data for background, absorption, multiple-scattering etc. and 
produces normalised total scattering data. There are two separate processes that are run, 
in order to analyse diffraction data collected at a spallation source using Gudrun, namely 
Purge and Gudrun itself. The Purge portion of the program checks for non-functioning or 
noisy detectors, thereby eliminating them from the analysis in the subsequent summing of 
the groups. The Gudrun portion of the program then calculates the differential cross 
section (DCS) from the TOF diffraction data in the following steps: 
(i) Subtract background 
(ii) Normalize to calibration 
(iii) Subtract multiple scattering 
(iv) Apply absorption corrections 
(v) Divide by number of atoms in sample 
Scattering functions in both reciprocal space, S(Q), and real space, G(r) and D(r), are 
produced as output files. 
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2.3.5 Data analysis 
 
2.3.5.1 Diffuse scattering 
 
The diffraction patterns of crystalline materials with considerable amounts of disorder 
consist of sharp Bragg peaks, as well as diffuse peaks observed as broad undulations in 
the background scattering, Fig. 2.14. Diffuse scattering is associated with short-range 
atomic order and/or short-range magnetic order.179,180 As the extent of disorder increases, 
the Bragg intensities decrease, but diffuse scattering increases, until for highly disordered 
crystals only a few Bragg peaks are observed.181  
Bragg diffraction contains information about the distribution of atoms on an absolute 
scale, whereas diffuse scattering contains information about the arrangements of atoms 
relative to each other. Thus, for a full structural elucidation of disordered crystalline 
materials, information from both, Bragg and diffuse scattering, is required.182,183 For the 
purposes of the work carried out in this thesis, only the short-range atomic order, as 
opposed to magnetic order is of interest. 
 
Fig. 2.14 Comparison of the features of Bragg diffraction and diffuse scattering 
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2.3.5.2 The structure factor 
 
In diffraction theory, the sample being studied can be described as an assembly of 
atoms, whose positions can be approximated by a Dirac delta function (mathematical 
representation of a point): 





2 𝛼2⁄                                                         2.11 
 
defined by the following properties: δ (x ≠ 0) = 0, δ (x = 0) = ∞, and ꭍ δ (x) dx = 1.  
For a monoatomic material, the sample’s weighted density, ρ(r), over all space is given 
by: 
𝜌(𝐫) = ∑ 𝑏𝑗𝛿(𝐫𝑗 − 𝐫)
𝑗
                                                       2. 12 
Application of the standard Fourier transform to the sample density: 
∫ 𝛿(𝒓𝑗 − 𝒓) exp(𝑖𝐐 · 𝒓) 𝑑𝑟 = exp(𝑖𝐐 · 𝒓𝑗)                                       2.13 
gives the scattering function F(Q): 
𝐹(𝐐) = ∫ 𝜌(𝐫) exp(𝑖𝐐 · 𝐫) 𝑑𝐫 =  ∑ 𝑏𝑗 exp(𝑖𝐐 · 𝐫𝑗)
𝑗
                              2.14 
where Q is the scattering vector equal to the change in wave vector of the neutron beam 
through the scattering process, and the integral is taken over all space. 
Neutron or X-ray diffraction experiments give the scattered intensity per unit atom 
|𝐹(𝐐)|2, the so-called structure factor S(Q):  

















∑ 𝑏𝑖𝑏𝑗exp[𝑖𝐐 · (𝐫𝑖 − 𝐫𝑗)]
𝑖,𝑗




∑ 𝑏𝑖𝑏𝑗 exp(𝑖𝐐 · 𝐫𝑖𝑗)
𝑖,𝑗
                                                                            (2.15) 
where rij is the separation between pairs of atoms, and N is the total number of atoms in 
the sample.   
The scattering data are averaged over all orientations of Q and rij, to account for the fact 
that the scattering experiments were carried out with polycrystalline samples, as: 






∫ exp(𝑖𝑄𝑟𝑖𝑗 cos 𝜃) sin 𝜃 d𝜃
𝜋
0
                   (2.16)  
where 𝑄 = |𝐐| and 𝑟𝑗𝑘 = |𝐫𝑗 − 𝐫𝑘|, and 𝜃 and ϕ are angles in spherical coordinates such 
that θ is the polar angle between Q and rjk, and ϕ is the azimuthal angle ranging from 0 to 
2π.  
〈exp(𝑖𝐐 · 𝐫𝑖𝑗)〉 =
1
2





                     (2.17)     
Hence, the experimentally observed structure factor, S(Q), averaged over all orientations, 








                                          (2.18)    
 
2.3.5.3 The pair distribution function (PDF) 
 
The PDF is a histogram of all interatomic distances within a given material, Fig. 2.15, 
which is calculated via the Fourier transform of both the Bragg reflections as well as 
diffuse scattering.184 Thus, the partial PDF can be defined as the number of atoms of type 
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j, lying within a shell of radius r and thickness dr, centred on an atom of type i. The 
overall PDF can then be constructed via a summation of all the partial PDFs with 
appropriate weighting, consistent with the relative concentration and neutron scattering 
power of each atom.  
The PDF reflects both the long-range structural order, as well as the local structural 
disorder. PDF analysis has been widely used for studying materials without long-range 
structural order, such as glasses and liquids. The advent of high power X-ray and neutron 
sources allowed PDF analysis to be applied to the study of crystalline materials.185 As 
PDF has several roots in different scientific communities, the terminology varies across 
the literature. The work carried out in this thesis follows the nomenclature outlined by 
Keen.186  
 
Fig. 2.15 Schematic sketch to illustrate the relationship between the structure and the 
PDF. The circles represent the first four interatomic distances in a simple 2D lattice. The 
projection of these distances onto a 1D graph corresponds to the positions of the peaks in 
the PDF. Maxima in the PDF are in addition weighted by the average coordination 
number and the product of the scattering lengths of the respective atom pairs.187 
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The PDF theory follows on from Equation 2.18 above, which can be broken down 
into two parts, one involving scattering from the same atom types (i = j), and the other 












                                 (2.19)    





𝑖  can be expressed as 
∑ 𝑐𝑖𝑏𝑖
2
𝑖 , where ci is the concentration of species i. The second part of equation 2.19, may 
be expressed as the number of particles of type j between distances r and r + dr from a 
particle of type i and ρj = cjρ0, as: 
𝑛𝑖𝑗(𝑟) = 4𝜋𝑟
2𝜌𝑗𝑔𝑖𝑗(𝑟)d𝑟                                                 (2.20) 
where gij(r) is the pair distribution function. 













                (2.21) 
Therefore, the scattering function S(Q), can be re-defined as: 
𝑆(𝑄) = ∑ 𝑏𝑖
2
𝑖






                    (2.22) 
The integral diverges at Q = 0, since gij(r) → 1 as r → ∞. Thus, this is subtracted from the 
data, since all it does is to add a constant which, when Fourier transformed, gives a delta 
function. Therefore, a new function i(Q), is defined as: 






                       (2.23) 
which can be expressed in terms of the scattering function S(Q) as: 
𝑖(𝑄) = 𝑆(𝑄) − ∑ 𝑐𝑖𝑏𝑖
2
𝑖






           (2.24) 
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The real-space pair distribution function D(r) is defined as: 
𝐷(𝑟) = 4𝜋𝜌𝑟 ∑ 𝑐𝑖𝑐𝑗𝑏𝑖𝑏𝑗(𝑔𝑖𝑗(𝑟) − 1)
𝑖,𝑗
                               (2.25) 
which can be expressed in terms of i(Q) as: 






                    (2.26) 
𝑄𝑖(𝑄) = 4𝜋𝜌 ∫ ∑ 𝑐𝑖𝑐𝑗𝑏𝑖𝑏𝑗𝑟(𝑔𝑖𝑗(𝑟) − 1) sin(𝑄𝑟) d𝑟
𝑖≠𝑗
                                                  
= ∫ 𝐷(𝑟) sin(𝑄𝑟) d𝑟                                                                                    (2.27) 




∫ 𝑄𝑖(𝑄) sin(𝑄𝑟) d𝑟                                                   (2.28) 
and therefore 
𝐺(𝑟) = 𝐷(𝑟) − 4𝜋𝜌𝑟                                                                            (2.29) 
Coordination numbers are then obtained from integrating the pair distribution functions 
gij(r) over r, as: 
𝐶𝑁 = ∫ 4𝜋𝑟2𝑐𝑗𝜌0𝑔𝑖𝑗(𝑟)d𝑟
𝑟2
𝑟1
                                                            (2.30) 
This determines the number of atoms of type j between distances r1 and r2 from an atom 
of type i. 
It results from the definition of the PDF as the atom pair correlation function, that 
some structural information of the material under study can be extracted directly from the 
PDF, in a model-independent way. Bond lengths can be extracted from peak positions, 
coordination numbers can be extracted from peak integrated intensities, and finally, 
information about static or thermal disorder can be calculated from the peak widths.188 
Nevertheless, modelling the PDF data, reveals much more information than model-
independent analysis.  
  
Page 50 of 278 
 
A number of approaches have been developed to model PDFs. One approach is 
the so-called 'large-box refinement', as implemented in the RMCprofile program.189, 190 
The Reverse Monte Carlo (RMC) algorithm is used in the refinement strategy, which 
performs random structural modifications, in order to minimise the difference between 
the observed and calculated data sets. RMCprofile can simultaneously refine a model 
against both, PDF and Bragg diffraction data; through Bragg diffraction, the RMC 
algorithm maintains the average crystal structure close to that determined from a prior 
Rietveld refinement.  All the RMC modelling work presented in this thesis was carried 
out using the RMCProfile program. This was especially useful in the investigation of 
local cation disorder and oxygen vacancy distribution. 
Another approach, which is commonly implemented using the program 
PDFgui,191 is the so-called 'small-box refinement'. The main difference from the ‘large-
box refinement’ approach lies in the availability of the parameters and the choice of the 
refinement strategy. Whereas in large-box methods, the only parameters are atomic 
coordinates, small-box methods also include additional parameters, such as atomic ADPs, 
etc. Thus, the two methods, model disorder in very distinct ways.  
In PDFgui, the user initially expands the asymmetric unit of a starting structure to 
a single unit cell or a supercell. Atom coordinates and instrumental parameters are then 
refined, using a standard least-squares algorithm, as opposed to performing random 
modifications of the structure, as implemented in the RMC algorithm. A particular 
strength of PDFgui, is the ability to refine the structure to a limited distance range, instead 
of the full PDF. This allows e.g. differentiation between a truly local structure and the 
average structure.  
Yet another approach, as used in the DISCUS program,192 allows the user to expand 
an initial structure to either a small or a large box, and to refine the local structure with 
respect to PDF or powder diffraction data. The main strength of this approach lies in its 
toolboxes that allow a wide variety of small and extended defects to be introduced into 
the structure. The DISCUS approach does, however, require prior knowledge of the types 
of defects present. As the refinement algorithm is based on a population-based 
evolutionary algorithm, it is computationally more expensive than PDFgui. 
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2.4 Rietveld refinement 
 
2.4.1 Introduction to the method 
 
Structure determination from diffraction data involves three main stages, i.e.: (i) unit 
cell determination and space group assignment, (ii) structure solution and (iii) structure 
refinement.154 In structure solution, the aim is to construct an approximate description of 
the structure of the material, making use of the space group and unit cell as determined in 
the first stage, but having no knowledge of the atom arrangements in the unit cell. 
Provided the structure solution represents a close approximation to the actual structure, 
structure refinement can then produce a thorough description of the structure of the 
material under study.  
In structure refinement, the various numerical parameters that describe the model 
structure are adjusted, until the best fit is achieved between the observed and calculated 
data sets. The Rietveld refinement method is the default technique of structure refinement 
from powder XRD and neutron diffraction data.193,194 The method was introduced by 
Hugo Rietveld in 1969, for analysing complex diffraction patterns via a curve-fitting 
procedure.195 The underlying concept of Rietveld refinement is that the entire diffraction 
pattern, given in step-scanned intensity data, is subjected to refinement at once, via a 
least-squares procedure.  
2.4.2 Strengths of the method 
 
It is inevitable that some information is lost in the diffraction process, due to 
overlapping peaks resulting from the ‘projection’ of the three-dimensional reciprocal 
lattice to a one-dimensional diagram. This difficulty can be overcome considerably via 
the use of step scanned profile intensities, instead of integrated intensities in the 
refinement procedure. In this way, the experimental data are used directly as measured, 
and it also allows for the extraction of maximum information content. Besides the 
refinement of the crystal structure, the Rietveld technique also provides a wealth of other 
interesting non-structural information, such as the peak width and shape, which can be 
related to crystallite size and strain. Furthermore, multiple phases can be refined 
simultaneously, where the scale factor is related to the amount of each of the phases 
present.  
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2.4.3 Limitations of the method 
 
Like all methods based on least squares, the Rietveld refinement technique has a small 
radius of convergence of the parameters subjected to refinement. Therefore, for a 
successful refinement, the starting structural model must be a close representation of the 
actual crystal structure. This is especially necessary for the atomic parameters, where 
small deviations away from the true positions can result in drastically different peak 
intensities. The refinement requires constant monitoring, due to the global minimum of 
the least-squares residual function being relatively shallow, which can easily lead to false 
minima. Furthermore, the refinement algorithm will allow many more parameters to be 
refined than the data can actually support, and it frequently happens that two or more 
models lead to refinements that give very similar fits to the data, thus the user has to 
guide the refinement sensibly.  
On the basis of counting statistics, the profile R-index rarely falls to the expected 
value, which is primarily caused by errors in the background estimation and the 
deficiencies of the assumed peak shapes. As a consequence, it is often difficult to know 
when the refinement procedure is actually complete. Thus, it is recommended to calculate 
difference Fourier maps and to take deviations seriously.196 A difference Fourier map is 
produced by subtracting the scattering density calculated for the model from that 
calculated from observed reflection intensities.  
 
𝐶𝑑𝑖𝑓𝑓𝑚𝑎𝑝 = (𝑚|𝐹𝑜𝑏𝑠| − 𝐷|𝐹𝑐𝑎𝑙𝑐|)
(2𝜋𝑖𝜙𝑐𝑎𝑙𝑐)                                 (2.31) 
 
where m is an estimate of the phase error, and D is a scale factor. 
The difference map, thus, highlights the electron density not accounted for in the 
model. Additionally, difference maps allow for the user to see if further parameters need 
to be added, which is especially important since the algorithm cannot in itself introduce 
new parameters to the refinement.  
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2.4.4 Practical guide to the method 
 
The basis for the Rietveld refinement is that the entire digitised experimental powder 
XRD/NPD pattern is used directly as measured, without any further manipulation. A 
digitised powder pattern is then calculated from the structural model, in order to compare 
it to the experimental pattern. The calculated structure factors along with the peak shape, 
background and instrumental parameters are used to calculate the intensity of a given 




where s is a scale factor; Lhkl is a function containing Lorentz, polarisation and 
multiplicity factors;  is the value of the profile peak shape function at position xi for a 
peak whose calculated position is xhkl and may be 2 values for constant wavelength 
experiments or time-of-flight;  Phkl is the preferred orientation function; y(back)i is the 
background intensity at point I and A is an absorption correction factor. 
With a structural model and reasonable values for the starting parameters, the 
Rietveld refinement can begin. The main refinement parameters can be divided into three 
overarching groups,197 i.e.: (i) basic experimental parameters, such as profile parameters, 
half-widths, etc, (ii) unit cell parameters and crystallographic symmetry, and (iii) the 
structural parameters. The parameters are adjusted, i.e. refined, by least squares methods, 
in order to obtain the optimal fit, between the entire experimental and the entire 
calculated powder XRD/NPD patterns. The background is typically dealt with via the use 
of orthogonal Chebyshev polynomials of higher order (typically 15–20). 
Numerical criteria of fit are used for assessment of the fit in quantitative detail, 
while graphical criteria allow for a global view, noting the ways in which the model 
might be at error. Of the several R-factors used to check on the quality of the refinement, 
Rwp, defined as: 
𝑅𝑤𝑝 = {
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is statistically the most meaningful indicator, since the numerator is the residual that is 
minimized in the least squares procedure. The scaling of the calculated pattern to the 
observed one must be correct, in order to obtain a reasonable difference map. To check 
this, plots of the observed and calculated patterns should always be examined by eye. The 
structure should be refined to convergence, that is, the maximum shift/e.s.d. in the final 
cycle of refinement should be no more than 0.10. All parameters (profile and structural) 
should be refined simultaneously to obtain correct estimated standard deviations.  
The GSAS suite of programs was used to carry out the Rietveld whole profile fitting, 
for the analysis of the Bragg reflection data, for the work presented in this thesis.198,199 All 
the thermal parameters in the models presented in this thesis were refined isotropically. 
Typically, the thermal parameters (Uiso) of the cation sites were tied to the same value, 
whilst being refined. The thermal parameters of all the oxide ions were also typically tied 
to the same value, although the sites were crystallographically independent. 
2.5 Reverse Monte Carlo (RMC) modelling 
 
2.5.1 Introduction to RMC modelling 
 
RMC modelling and neutron diffraction make a powerful combination of techniques 
for studying crystalline materials with significant amounts of structural 
disorder.168,200,201,202 Through RMC modelling, three-dimensional models of the material 
under study are produced, which agree quantitatively with the experimental data, within 
their errors and subject to a set of constraints.203,204 Thus, RMC modelling differs from 
the conventional computer simulation techniques, in that it is driven by experimental data, 
rather than by parameterised equations.205  
The starting configuration typically consists of a supercell of the crystal unit cell, as 
determined by a prior Rietveld refinement. The supercell is as large as is practically 
feasible (~104 atoms) in order to minimise finite-size effects. Periodic boundary 
conditions are used, in order to avoid edge effects. In equilibrium, configurations are 
considered to be statistically independent, if separated by at least N accepted moves.181 
Some moves that increase χ2 are accepted, so that the final result can, in principle, be 
independent of the initial configuration.203 If the fit is consistent with all the data 
available, then the output configuration will be a true structural representation of the 
sample being studied.206 
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2.5.2 Strengths of RMC modelling 
 
The RMC algorithm requires as input only the density and chemical composition of 
the sample, thus, no other assumptions about the sample need to be made.207 The 
application of the closest-approach constraints allows simple systematic errors, such as 
incorrect normalization, to be readily corrected for. The explicit inclusion of Bragg 
scattering, gives more weight to the distribution of the atomic positions on an absolute 
scale, thus allowing the analysis to focus more on the correlation of the atomic 
positions.189,208 Furthermore, fitting both total scattering factors as well as pair 
distribution functions is beneficial, since each function emphasises different aspects of the 
structure.  
The inclusion of the bond valence sum (BVS) formalism avoids the formation of 
regions containing chemically unreasonable local configurations, which is especially 
important in the early stages of refinement.209 Furthermore, the BVS constraints provide 
the fitting procedure with additional chemical information, in order to better differentiate 
between cation species that possess similar neutron scattering powers. The RMC 
algorithm can model the atomic and magnetic structures simultaneously, thus there is no 
need for an experimental separation of the nuclear and magnetic scattering components. 
The spins are rotated randomly on the atomic positions and the atom positions are also 
moved randomly, in order to minimize χ2.  
The output configuration contains a three-dimensional atomic structure and a three-
dimensional spin structure, which are consistent with the experimental total structure 
factor(s), within experimental error.179,181 The output configuration can be averaged onto 
a single unit cell, which can then be used to generate atom density maps or iso-surfaces. 
Programs such as ‘atomeye’ are available for viewing both the full configuration and the 
averaged unit cell distributions.210 By examining the distribution in detail, considerable 
information can be extracted on the nature and extent of disorder in the material under 
study. The density distribution can also give an insight into the mechanism of ionic 
conduction, since the pathways along which ions move will have a higher ion density 
than other non-conducting pathways.  
 
Page 56 of 278 
 
2.5.3 Limitations of RMC modelling 
 
RMC models will always contain errors, which are often intrinsic to errors in the data 
and thus attempting to remove them, may result in other errors. Nevertheless, a small 
number of errors does not necessarily invalidate the usefulness of a model.203 
Additionally, there may often be a range of configurations with different degrees of 
disorder that match the data equally well, however, by maximising the range of 
experimental data, this problem can be minimised. In principle, the result of the RMC 
modelling is independent of the starting configuration, subject to the constraints applied, 
however, in practice this condition takes too long to achieve.203 RMC also has the obvious 
disadvantage in comparison with MD or MC simulations in that it provides only static 
structural information and gives no details about the dynamics and the thermodynamics of 
the system. 
 
2.5.4 Practical guide to RMC modelling 
 
The starting point for RMCProfile is to generate an initial configuration of atoms, 
which is defined by a box with periodic boundary conditions and a given size, along with 
a list of constituent atoms and their positions within the box. The reciprocal space 
function S(Q) and a real space correlation function, usually G(r) or D(r), as well as the 
Bragg profile data are calculated from the atom positions in the configuration. The Bragg 
data are included, to act as a constraint to preserve the long-range order in the structure. 
In order to reflect the finite size of the simulation box, the observed S(Q) is convolved 













d𝑄′                                 (2.34) 
 
During an RMC simulation, atoms are chosen at random and their positions varied 
in a random manner, in order to improve the agreement with the experimental data. The 
overall comparison between the calculated functions and experimental data is then 
obtained by summing the individual χ2 functions, as: 
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χ2 = 𝑤1 ∑





                                                                          
+ 𝑤2 ∑





                
+ 𝑤3 ∑












                                                                        (2.35) 
 
where wm is the 
2 weighting of component m, Icalc (hkl) is the calculated Bragg intensity, 
Iexp (hkl) is the experimental Bragg intensity, fj are constraints applied to the RMC 
calculation, and σi is the error that can be adjusted to modify the weighting for a 
particular constraint. By adjusting the weights of each component, the fit can be 
optimised so as not to unduly weight a particular component.  
If the move improves the agreement within the applied constraints, then the move is 
accepted; if it worsens the agreement, then the move is still accepted if it lies within a 
certain probability P given by: 
 
𝑃 = exp (
−2
2
)                                                                (2.36)   
 
where 2 is the increase in 2 caused by the move. If rejected the atom is returned to its 
original position. Atoms continue to be moved in this manner, until the agreement with 
the data is maximised and subsequent moves only cause the agreement factor to deviate 
by small amounts about the minimum. The resulting configuration of atoms may then be 
considered as consistent with the experimental structural data.  
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2.6 Impedance spectroscopy (IS) 
 
2.6.1 Introduction to IS 
 
IS is a powerful technique of elucidating electrical properties of materials and their 
interfaces.211 The method typically involves investigating the alternating current (AC) 
response of the material under study, through direct measurement of impedance, in the 




                                                                 (2.37) 
where ν(t) = V0 sin (ωt) is a monochromatic signal at frequency of ω/2π applied to the 
system, and i(t) = Im sin (ωt + θ) is the measured resulting steady state current. θ is 
therefore the phase difference between the voltage and the current. Assuming a linear 
response to the applied voltage, the waveforms can be considered to be sinusoidal and can 
be described by vector quantities, as: 
𝑉(𝑡, 𝜔) = 𝑉0(cos(𝜔𝑡) − 𝑖 sin(𝜔𝑡)) = 𝑉0𝑒𝑖𝜔𝑡                                   (2.38) 
𝐼(𝑡, 𝜔) = 𝐼0(cos(𝜔𝑡 + 𝜃) − 𝑖 sin(𝜔𝑡 + 𝜃)) = 𝐼0𝑒
𝑖𝜔𝑡+𝜃                          (2.39) 
For handling simplicity of the impedance of an a.c. circuit with multiple components, the 




= |𝑍|𝑒𝑗𝜃 = 𝑍′ + 𝑗𝑍′′                                         (2.40) 
where Z’ = |Z| cos θ and Z” = |Z| sin θ. 
Impedance measurements are made over a wide range of frequencies, by applying 
an AC potential to an electrochemical cell, and then measuring the current through the 
cell. The current is shifted in phase from the voltage by angle , Fig. 2.16, which is 
attributed to the delay in the electrical response of the sample to the applied voltage.212 
Both the magnitude (resistive) and phase shift (reactive) parts of impedance are frequency 
dependent.  
 
Page 59 of 278 
 
 
Fig. 2.16 Schematic diagram showing the waveforms of alternating voltage (Vω) and 
current (Iω) in AC impedance measurements. V0 and I0 are the amplitudes of voltage and 
current wave functions. 
 
From the impedance spectrum, it is possible to identify different RC elements, 
based on the capacitance values, and assign them to the appropriate regions of the 
measured system. The values of the individual R and C components may then be 
quantified. Small capacitance values, e.g. 10-12 F cm-1, are associated with large volume 
fractions, i.e. bulk material, whereas larger capacitances, e.g. 10-9 F cm-1, are associated 
with progressively smaller volume fractions (grain boundaries, assuming a brickwork 
model for the ceramic microstructure). Typical capacitance values and their possible 
interpretations are listed in Table 2.2. 
 
Table 2.2 Capacitance values and their possible interpretation.211 
Capacitance, Fcm-1 Phenomenon Responsible 
10-12 bulk 
10-11 minor, second phase 
10-11 – 10-8 grain boundary 
10-10 – 10-9 bulk ferroelectric near TC (Curie Temperature) 
10-9 – 10-7 surface layer 
10-7 – 10-5 sample-electrode interface 
10-4 electrochemical reactions 
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The impedance spectrum can also be modelled via an equivalent electrical circuit, 
which contains resistive (R) and reactive (L inductance and/or C capacitance) 
components, both of which can be determined. For example, an equivalent circuit 
commonly used to represent electrical properties of a polycrystalline material contains 
two RC sections connected in series. These sections refer to electrically distinct regions 
within the material, e.g. bulk and grain boundary components, as shown in Fig. 2.17.  
 
 
Fig. 2.17 Complex impedance spectrum for an ionic conductor.213,214 Rb represents the 
bulk contribution resistance, Rgb represents the grain boundary contribution, and Rb + 
Rgb is the total resistance.  
 
The equivalent circuit model can also be filled by other RC elements, 
corresponding to other physical properties and processes, such as dielectric relaxation of 
the bulk, sample-electrode interface, and electrochemical reactions at the interface. As 
such, the AC impedance electrical response of the measured system is quite complex; 
fitting to the equivalent circuit model should therefore be performed via sophisticated 
numerical analysis. The difficulty over the interpretation of IS data, is that it is often 
possible to fit a number of plausible equivalent circuits to a given data set, thus a critical 
assessment is required in deciding the appropriateness of a particular circuit. 
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2.6.2 IS procedure   
 
IS measurements to characterise the ionic/electronic conducting behaviour of the 
compounds investigated in this thesis were made using the standard two-probe 
experiment, Fig. 2.18, with cells of regular shape (rectangular blocks, with approximate 
dimensions of 5 mm × 2 mm × 8.5 mm), where two identical platinum electrodes were 
applied to parallel sides of the sample. The electrodes were prepared by plasma 
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The impedance spectra for the work presented in this thesis, were recorded with 
an automated setup (available at the Faculty of Physics, Warsaw University of 
Technology, Poland), suitable for measurements of large absolute values of impedance, 
which combined a Solartron 1260 Impedance/Gain Phase Analyser (or Novocontrol 
Alpha AN impedance analyser) and a Keithley 428 Current Amplifier, as previously 
demonstrated.215 Impedance was measured in the frequency range from 10 MHz to 0.01 
Hz (between 16 and 8 frequency points per decade), with an applied AC signal of 50 mV 
rms. Measurements were made in air, at constant temperatures from approximately 100 
C to 850 C, in two heating and cooling cycles (20 C temperature steps, 10 min 
stabilisation time before each measurement). For a set of test frequencies, the impedance 
was measured before and after acquisition of each spectrum. When the summed relative 
difference in measured impedance exceeded the assumed tolerance of 1%, the 
measurement was repeated, as described elsewhere.216   
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Lanthanide zirconium oxides have been widely studied for many of their chemical 
and physical properties. Potential technological applications include, thermal barrier 
coatings (TBCs),217,218 nuclear waste storage materials,219,220 photocatalysis,221,222 and 
electrolyte materials for solid oxide fuel cells.223,99,224 These compounds exhibit either a 
defect-fluorite or a pyrochlore type structure, depending on stoichiometry, the relative 
cationic radii, the synthesis method, and the thermal treatment history.225,166 Generally, 
the pyrochlore structure is favoured for lanthanides with an ionic radius larger than that of 
Gd3+ (r = 1.053 Å for eight coordinate geometry)25 and the defect fluorite structure is 
favoured for smaller lanthanides. The properties of greatest technological interest in these 
materials are found near the fluorite-pyrochlore phase boundary. 
The potential of lanthanide zirconium oxides to possess significant ionic and/or 
electronic conductivity was first shown in 1983 by Van Dijk et al.109 Shlyakhtina and 
Shcherbakova reported conductivities in the range of 10-2 S cm-1 for Ln2Zr2O7 (Ln = Gd, 
Eu, Sm) at 800 °C;99 these conductivities are up to five orders of magnitude higher than 
those of most of the lanthanide (Er, Ho, Dy) titanates they studied, with Yb2Ti2O7 being 
the exception, as shown in Fig. 3.1. Amongst the zirconates, conductivity is highest for 
Gd2Zr2O7, which then decreases linearly with increasing radius of the lanthanide cation. 
The higher conductivity in Gd2Zr2O7 is attributed to the smaller size mismatch between 
Gd3+ (1.05 Å) and Zr4+ (0.72 Å) cations.25 With increasing size mismatch between the 
lanthanide and Zr4+ cations, the structure becomes more ordered, which results in a 
decrease in ionic conductivity. 
The local structure in lanthanide zirconium oxides can be different from the long-
range structure, which may affect the disordering mechanisms and the phase 
transformations that occur in these materials. Furthermore, when large concentrations of 
defects such as anion vacancies are present, they can aggregate into extended defects such 
as clusters, which leads to structural changes with remarkable effects on electrical 
properties.86,226 Computational calculations have shown that the most stable intrinsic 
defect in these compounds are oxygen Frenkel pairs, consisting of a vacant 48f position 
and an interstitial ion located in the 8a site, of the 𝐹𝑑3̅𝑚 space-group. The order/disorder 
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transformation involves anti-site defects and anion Frenkel pairs, with the randomization 
of the cations between the 16c and 16d sites, and the oxygen anion/vacancies over the 
48f, 8b, and 8a sites.  
 
Fig. 3.1 Ionic conductivity vs. lanthanide ionic radius for some of the Ln2M2O7 (Ln = 
Sm─Yb; M = Ti, Zr, Hf) pyrochlores.99 
 
Migration of oxide ions takes place via thermally activated hopping to adjacent 
oxygen vacancies; as such, the oxide ion conductivity depends on the energy of formation 
of Frenkel defects, which is significantly lowered by increased cation disordering.227,110 
However, the activation energy needed for oxide ion migration increases with increased 
disorder, and thus optimum conductivities are found in partially ordered systems. 
Furthermore, ionic conductivity has been found to improve significantly by modifying the 
compositions through incorporation of appropriate aliovalent dopants to optimum doping 
concentrations, which acts not only by changing the vacancy concentration (see Chapter 
4), but also by increasing the amount of disorder in the system.228,225  
Given the impact of disorder and the local environment on the properties of 
lanthanide zirconium oxides, the simultaneous use of multiple techniques to achieve a 
complete understanding of the structure is crucial in explaining observed behaviour; this 
is particularly important for compositions near the pyrochlore/defect-fluorite phase 
boundary. However, few comprehensive studies of these materials, involving techniques 
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such as neutron diffraction, have been reported. Various studies have been carried out on 
the binary Nd2Zr2O7 and Yb2Zr2O7 systems; Fabrichnaya et al.
229 and Stolyarova et al.230 
established the phase equilibrium diagrams of Nd2Zr2O7 and Yb2Zr2O7 respectively, Fig. 
3.2. However, to the best of my knowledge, no neutron diffraction study has been carried 





Fig. 3.2 Binary phase diagrams for (a) Nd2O3-ZrO2 
229 and (b) Yb2O3-ZrO2 
230 systems. 
Phase abbreviations are: Fluorite (F), Tetragonal (T), Monoclinic (M), Pyrochlore (Pyr), 
Liquid (L), cubic Yb2O3 solid solution (C), and Yb4Zr3O12 phase with rhombohedral 
structure (δ). 
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Based on the cationic radius ratio rule (chapter 1.4.1) with the ionic radii from 
Shannon,25 these systems are predicted to show the fluorite structure for Yb-rich 
compositions, which gradually transform to pyrochlore structure with increasing Nd 
content, Fig. 3.3. 
 
Fig. 3.3 Plot of radius ratio (rA/rB) as a function of composition, in (Yb1-xNdx)2Zr2O7, 
with ionic radii of 0.985, 1.109, and 0.72 Å for Yb3+, Nd3+, and Zr4+ respectively.25 
 
Liu et al. studied structure evolution in (Yb1-xNdx)2Zr2O7, using X-ray 
diffrasction.148 In the compositional range 0.00 ≤ x ≤ 0.55, the samples exhibited a single 
phase fluorite structure; the compositions in the range 0.60 ≤ x ≤ 0.70 exhibited a mixture 
of pyrochlore and fluorite structures; while the compositional range 0.75 ≤ x ≤ 1.00 
exhibited a single phase pyrochlore structure. These authors also studied the electrical 
properties of this system, using impedance spectroscopy.231 Conductivity depended 
heavily on composition at all studied temperatures, and was shown to have an optimum 
value (9.32  10-3 S cm-1 at 900 °C) at the composition Nd1.8Yb0.2Zr2O7. 
  






Sample powders of general composition (Yb1-xNdx)2Zr2O7 were synthesised via a 
co-precipitation method, with an aqueous mixture of zirconyl chloride (ZrOCl2·8H2O, 
99.9%, Sigma Aldrich) and the appropriate rare-earth nitrates, followed by a subsequent 
high-temperature treatment. The synthesis from solution has the advantage of yielding a 
highly homogeneous cation distribution at relatively low temperatures.149 
Stoichiometric amounts of neodymium (Nd2O3, 99.9%, Sigma Aldrich) and 
ytterbium (Yb2O3, 99.9%, Sigma Aldrich) oxides were dissolved in warm (80 °C) 2 M 
nitric acid. The solutions were then mixed together, along with the zirconyl chloride 
solution and stirred for 60 min. The mixed solution was slowly added under stirring to an 
excess of dilute ammonia solution with a pH value of 13, to obtain a gel-like precipitate. 
The gel was filtered, washed with distilled water several times to a pH value of 7, and 
then washed twice with industrial methylated spirit (IMS). The washed precipitate was 
dried at 80 C for 24 h, then ground, and calcined at the required temperature in the range 
800 - 1350 °C for 24 h, in air. Table 3.1 summarises the quantities of precursors used for 
the compositions prepared in this study.  
 
Table 3.1 Masses of reactants and volume of solvents used in the synthesis of the 























0.00 11.07 0 150 18.11 150 300 
0.25 8.50 2.42 150 18.53 150 300 
0.50 5.80 4.95 150 18.96 150 300 
0.75 2.97 7.60 150 19.42 150 300 
1.00 0.00 10.39 150 19.90 150 300 
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Sample composition was confirmed via Energy Dispersive X-ray Spectroscopy 
(EDS), using a Scanning Electron Microscope (FEI Inspect F) at the NanoVision Centre, 
Queen Mary University of London. The EDS detector used was the ‘Inca X-act’ from 
Oxford Instruments. Measurements were carried out at 5 different sample positions; the 
average of which and the corresponding standard deviations are shown in Table 3.2. 
Table 3.2 Compositional confirmation via EDS. Standard deviations are given in 
parentheses. 
x Chemical Formula Cation Ratio from EDS /   
Nd  :  Yb  :  Zr 
0.00 Yb2Zr2O7      0.0 : 2.0(4) : 2.0(8) 
0.25 Nd0.5Yb1.5Zr2O7 0.5(1) : 1.6(4) : 2.0(6) 
0.50 NdYbZr2O7 1.0(3) : 1.1(3) : 2.3(8) 
0.75 Nd1.5Yb0.5Zr2O7 1.4(5) : 0.5(2) : 2.1(11) 




X-ray powder diffraction data were collected on either a PANalytical X’Pert Pro 
diffractometer fitted with an X’Celerator detector, or a Siemens D5000, using Ni filtered 
Cu-K radiation ( = 1.5418 Å). Data were collected in flat plate  / geometry over the 
2 range 5 to 120 in steps of 0.0167, with an effective scan time of 200 s per step for 
the X’Pert Pro or steps of 0.02 with a scan time of 10 s per step for the D5000. 
Calibration was carried out with an external LaB6 standard. For elevated temperature 
measurements, data were collected on the X’Pert Pro diffractometer using an Anton Paar 
HTK-16 camera. Measurements were performed at 50 C intervals from, 100 to 1300 C. 
For these measurements, data were collected in the 2  range 5 to 120, in steps of 
0.0167, with an effective scan time of 50 s per step. 
Room-temperature total neutron scattering data were obtained at the ISIS facility, 
using the POLARIS diffractometer.177 Data were collected on back-scattering (average 
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angle 146.72), 90 (average angle 92.5), intermediate-angle (average angle 52.21), 
low-angle (average angle 33.5) and very low angle (average angle 24.75) detectors, 
corresponding to the approximate d-spacing ranges 0.04-2.6 Å, 0.05-4.1 Å, 0.73-7.0 Å. 
0.3-48 Å and 0.13-13.8 Å, respectively. In each case, the sample was loaded into a thin 
walled 11mm diameter vanadium can, which was placed in front of the backscattering 
detectors, using an automatic sample changer. Data collections corresponding to total 
proton beam charge values of 1000 µA h to 1200 µA h were collected. Data collections of 
ca. 600 µA h were performed on an empty vanadium can, on the empty sample changer, 
and on a vanadium rod, for subsequent data correction purposes. 
 Long-range structure was analysed by the Rietveld method 195 using the General 
Structure Analysis System (GSAS) set of programs,199 and the EXPGUI interface.198 X-
ray and neutron diffraction data were used simultaneously. Neutron diffraction data were 
corrected for instrument background and divided by a vanadium spectrum, which 
normalised the data to the energy distribution of the incident neutron flux, taking into 
account the variation in detector efficiency with neutron energy. Neutron data from the 
back-scattering and 90 banks were used in the Rietveld analyses. The background for 
each data set was modelled using a multi-term shifted Chebyshev polynomial. Neutron 
peak profiles were fitted using the time of flight GSAS type 2 profile function, while X-
ray data were fitted using a pseudo-Voigt function (constant wavelength GSAS type 2). 
Initial models for structure refinement were based either on the ideal fluorite (space group 
𝐹𝑚3̅𝑚, No. 225) or the pyrochlore (space group 𝐹𝑑3̅𝑚, No. 227) structures. Least 
squares refinement was carried out by varying the parameters in the following order: cell 
parameters, diffractometer constant (DIFA), peak-shape parameters, atomic coordinates, 
thermal parameters and finally site occupancies. DIFA introduces small corrections to 
account for peak shifts due to neutron absorption in the sample.  
For total neutron scattering analysis, the background scattering and beam 
attenuation were corrected for using the program Gudrun,178 and the resulting normalised 
total scattering structure factors, S(Q), were used to obtain the corresponding total radial 
distribution function, G(r), via a Fourier transform, as described in Chapter 2. It is Q 
which determines the length scale that is probed by the diffraction experiment, with small 
Q corresponding to large distances and large Q corresponding to small distances. A Q 
maximum of 25 Ǻ-1 was chosen. The graphical user interface (GUI), provided with the 
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Gudrun distribution, was used as a guided editor for file input and to also provide 
graphics capabilities for looking at the outputs. 
The analysis of the total neutron scattering data (Bragg peaks plus diffuse 
scattering components) was carried out using the RMCProfile software.232 Reverse Monte 
Carlo (RMC) simulations used configuration boxes of 10  10  10 unit cells for the 
fluorite structures and 5  5  5 unit cells for the pyrochlore structures, both with 
approximate dimensions of approximately 50 Å  50 Å  50 Å, and containing 
approximately 11000 atoms. Initial configurations were generated from supercells of the 
refined crystal structure, with atoms randomly distributed over sites in the supercell 
corresponding to the regular 4a and 8c crystallographic sites in the 𝐹𝑚3̅𝑚 space group 
for the fluorite structure and 16c, 16d, 48f, 8a, 8b sites in the 𝐹𝑑3̅𝑚 space group for the 
pyrochlore structure.  
Fitting was carried out against the reciprocal space data, S(Q), the real space data, 
G(r), and the Bragg profile data to provide a constraint for the long-range crystallinity. 
The G(r) profile was chosen rather than the often used D(r) for ease of visualization and 
direct comparison with calculated individual pair correlations gij(r). S(Q) was broadened 
by convolution with a box function (Chapter 2, equation 2.38), in order to reflect the 
finite size of the simulation box. Calculations were performed using bond valence 
summation (BVS) constraints.209 M-O and O-O minimum distance constraints  were used, 
to avoid unrealistically short M-O and O-O contact distances. Additionally, a loose O-O 
constraint in the form of a Morse potential,190 was needed to satisfactorily model the first 
gOO(r) correlation centred around 2.6 Å, due to the extent of disorder in the oxide ion 
distribution, particularly in the fluorite structures. The potential consisted of a stretch 
value of 1.29 eV, a stretch search of 25 %, and a temperature of 1500 K. 
The maximum displacement for all moves was set to 0.04 Å for cations and 0.08 
Å for anions. Atom swapping was found to have no significant effect on the fit. A set of 
ten parallel runs on different random configurations were used to produce average gij(r) 
plots and to calculate standard deviations on derived parameters.  The low standard 
deviations (~ 0.5 %) provided for adequate statistics. To ensure convergence of 
calculations, the values of χ2 for the fits to the Bragg, the S(Q), and the G(r) data were 
plotted as a function of run time. For compositions near the fluorite/pyrochlore phase 
boundary, the same conclusions were reached whether a disordered fluorite or an ordered 
pyrochlore supercell was used as a starting configuration.  
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3.2.3 Electrical measurements 
 
For electrical measurements, the calcined powders were finely ground in a mortar 
and pestle, pressed uniaxially into cylindrical pellets, by applying a pressure of 180 MPa, 
and then sintered in air at 1600 C. Sintered pellets had densities of ∼ 93 % of the 
theoretical value, Table 3.3a, as determined by the Archimedes method, with water as the 
displaced fluid. Electrical measurements were carried out via a.c. impedance 
spectroscopy up to ca. 850 °C, using a fully automated Solatron 1255/1286 system, in the 
frequency range 1 Hz to 5 × 105 Hz. Measurements were carried out at the Institute of 
Physics, Warsaw University of Technology, Poland. The pellets were cut as rectangular 
blocks, Table 3.3b, using a diamond saw. Platinum electrodes were sputtered by cathodic 
discharge on the two smallest faces. Impedance spectra were acquired over two cycles of 
heating and cooling at stabilized temperatures. 
   
Table 3.3. Parameters for pellets of (Yb1-xNdx)2Zr2O7 used in electrical measurements 
(a) Measured pellet densities ( 0.05), theoretical powder densities and relative densities  
Composition 
Measured density  
(g cm-3) 
Theoretical density  
(g cm-3) 
Relative Density  
(%) 
x = 0.00 7.12 7.708 92.3 
x = 0.25 7.00 7.375 95.0 
x = 0.50 6.51 7.040 92.5 
x = 0.75 6.14 6.701 91.6 
x = 1.00 5.79 6.371 90.9 
 
(b) Pellet dimensions ( 0.02) 
Composition Length (mm) Height (mm) Width (mm) aL/A (cm-1) 
x = 0.00 5.57 4.23 1.38 9.54 
x = 0.25 6.89 4.21 1.55 10.56 
x = 0.50 8.32 5.29 1.80 8.74 
x = 0.75 7.16 4.50 1.56 10.20 
x = 1.00 8.32 5.11 1.64 9.95 
aA = (height  width) 
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3.3 Results and discussion 
 
3.3.1 Phase behaviour 
 
Attempts were initially made to prepare compositions in the series (Yb1-
xNdx)2Zr2O7 (0.00 ≤ x ≤ 1.00) through solid state reaction of the parent oxides Yb2O3, 
Nd2O3 and ZrO2, at various temperatures. Fig. 3.4 shows the X-ray diffraction patterns of 
samples prepared at 1500 C. Only in the case of the x = 1.00 composition is a single 
phase observed, corresponding to the pyrochlore structured phase Nd2Zr2O7. The results 
suggested that cation diffusion was too slow at these temperatures and that better mixing 
of the precursors was required. 
 
Fig. 3.4. Room temperature X-ray powder diffraction patterns of compositions in the 
series (Yb1-xNdx)2Zr2O7 (0.00 ≤ x ≤ 1.00), prepared by solid state methods at 1500 C. 
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In order to improve precursor mixing, a co-precipitation route for synthesis was 
adopted following the work of Liu et al.148  Fig. 3.5 shows the X-ray diffraction patterns 
of co-precipitated samples of composition (Yb1-xNdx)2Zr2O7 (0.00 ≤ x ≤ 1.00) after 
annealing at 800 C for 5 h. Each of the samples shows broad peaks characteristic of the 
fluorite structure.  
 
Fig. 3.5. Room temperature X-ray diffraction patterns of co-precipitated samples of 
composition (Yb1-xNdx)2Zr2O7 (0.00 ≤ x ≤ 1.00), after annealing at 800 C for 5 h. Note 
peaks at ca. 39, 46 and 67 2 are due to the Pt sample holder. 
 
In each case, the samples appear to be phase pure, within the detection limits (2-3 
wt%) of the technique, thus indicating the total solubility of Nd in the Yb2Zr2O7 fluorite 
structure. As described above, lanthanide zirconates display the fluorite structure for 
cations smaller than Gd3+, and the pyrochlore structure for cations larger than Gd3+. As 
such, ytterbium zirconate is known to exhibit the fluorite structure,233 whereas 
neodymium zirconate exhibits the pyrochlore structure, as seen in Fig. 3.4 above.234,235  
However, in the present case, pyrochlore ordering is not evident in samples annealed at 
800 C and is consistent with previous studies.148 
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Fig. 3.6 shows X-ray diffraction patterns of a representative sample, as a function 
of temperature, following co-precipitation and annealing at 800 C. The X-ray diffraction 
patterns of other compositions are given in the Appendix. In each case, the Bragg peaks 
are seen to narrow as a result of sintering. The diffraction patterns at 1300 C are plotted 
separately in Fig. 3.7.  It is evident that at this temperature, a pure fluorite phase is seen 
for compositions x = 0.00 to x = 0.50, while at x = 1.00 a pure pyrochlore phase is 
formed. Close inspection of the pattern for the x = 0.75 composition (Fig. 3.7 inset) 
shows weak pyrochlore ordering peaks, confirming this composition to exhibit an 
intermediate type structure at this temperature. 
 
Fig. 3.6. Representative variable temperature X-ray diffraction data for (Yb1-xNdx)2Zr2O7; 
x = 0.75. 
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Fig. 3.7. X-ray diffraction patterns at 1300 C of co-precipitated samples of composition 
(Yb1-xNdx)2Zr2O7 (0.00 ≤ x ≤ 1.00), after annealing at 800 C for 5 h. Detail of the pattern 
for the x = 0.75 composition are inset. Note peak at ca. 46 2 is due to the Pt sample 
holder. 
 
In order to directly compare the fluorite and pyrochlore structures, it is helpful to 




                                                                          (3.1)   
where ap is the pyrochlore lattice parameter.  Fig. 3.8 shows the thermal variation of af, 
derived from Rietveld analysis of the data, for each of the studied compositions. Thermal 
hysteresis is observed in the plots. On heating up to 1300 C, curvature is seen in the 
plots, while on cooling, all samples show a linear plot for the lattice parameter. The extent 
of the hysteresis increases with increasing x-value, with the most hysteretic samples (x = 
0.75 and 1.00) showing the fluorite structure before heating and the pyrochlore structure 
after heating. This suggests, that the observed curvature on heating may not only be 
associated with sintering, but also with ordering phenomena, which are most obvious in 
the samples that exhibit the pyrochlore structure after heating. If indeed this curvature is 
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associated with ordering, then the observed low levels of hysteresis in the other 
compositions might indicate that a degree of local ordering occurs, even in compositions 
that maintain the fluorite structure after heating.  
 
Fig. 3.8. Thermal variation of equivalent fluorite lattice parameter, af, derived from 
variable temperature X-ray diffraction data for co-precipitated samples of composition 
(Yb1-xNdx)2Zr2O7 (0.00 ≤ x ≤ 1.00), after annealing at 800 C for 5 h. 
 
Fig. 3.9 shows the room temperature X-ray powder diffraction patterns for a set of 
samples calcined at 1150 C. As seen with the data at 1300 C (Fig. 3.7) above, with 
increase in Nd3+ content, the structure transforms gradually from fluorite to pyrochlore. 
The pyrochlore ordering reflections (since the pyrochlore is a fluorite derivative), i.e. 
(111), (113), (133), and (115) are evident in two samples, x = 0.75 and x = 1.00. Thus, a 
decrease in the intensity of these reflections in the powder X-ray diffraction patterns is 
generally indicative of anti-site disorder in compounds adopting the pyrochlore-type 
structure.225 In the case of the x = 0.75 composition, the intensity of the pyrochlore 
ordering peaks is relatively low, suggesting that the amount of anti-site disorder is 
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Fig. 3.9. Room temperature X-ray diffraction patterns of co-precipitated samples of 
composition (Yb1-xNdx)2Zr2O7 (0.00 ≤ x ≤ 1.00), after calcination at 1100 C for 5 h. 
Indices of the pyrochlore super-lattice reflections are shown.    
 
In the present study, no pyrochlore ordering peaks are evident in the diffraction 
data for the x  0.50 compositions, and the samples appear more fluoritic in nature, at 
least in terms of long-range order. However, bearing in mind the small hysteresis seen in 
the thermal expansion of the lattice parameter seen in Fig. 3.8 above, one cannot exclude 
the possibility of local pyrochlore type ordering for both the x = 0.50 and x = 0.25 
compositions. As discussed above in section 3.1, lanthanide zirconates where the 
lanthanide cation has an ionic radius larger than that of Gd3+, tend to adopt the pyrochlore 
structure, while those with ionic radii below that of Gd3+ generally exhibit a defect 
fluorite structure. Therefore, assuming the ionic radius of Gd3+ (1.053 Å)25  to be the 
limiting value, the theoretical phase boundary composition, xc, is easily calculated from 
the ionic radii of Yb3+ and Nd3+ (0.985 Å and 1.109 Å, respectively)25 as follows:  
1.053 = (1 - xc)0.985 + 1.109xc                           (3.2) 
This gives a value for xc of 0.548, i.e. entirely consistent with the observed phase 
behaviour in the present study.  
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Fig. 3.10. shows the compositional variation of af. The unit cell parameter is seen 
to increase linearly with increasing x-value in accordance with Vegard’s law, up to x = 
0.50, reflecting the substitution of the smaller Yb3+ cations by larger Nd3+ cations. A 
slight positive deviation is seen above x = 0.50, reflecting the larger volume of the more 
ordered pyrochlore phases. The value of the pyrochlore lattice parameter of ~10.67 Å for 
Nd2Zr2O7 is in fairly reasonable agreement with the value reported by Subramanian et 
al.79  
 
Fig. 3.10. Compositional variation of equivalent fluorite lattice parameter, af, for co-
precipitated samples of composition (Yb1-xNdx)2Zr2O7 (0.00 ≤ x ≤ 1.00), after calcination 
at 1150 C for 5 h. Error bars are smaller than the symbols used. 
 
Compositions between x = 0.75 and x = 1.00 were examined to reveal the 
evolution of the pyrochlore super-structure, using neutron diffraction, Fig. 3.11. The 
pyrochlore superstructure peaks at x = 0.75 are considerably broader than those from the 
fluorite sub-structure, indicative of poor long-range ordering of the pyrochlore super-
structure. The super-structure peaks are seen to become sharper with increasing x-value, 
consistent with increasing long-range order. Thus, compositions below x = 1.0, may be 
thought of as partially ordered, similar to what was observed in the Gd2-xTbxZr2O7 system 
by Reynolds et al.237  
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Fig. 3.11. Neutron diffraction profiles (back-scattered data) for samples of composition 
(Yb1-xNdx)2Zr2O7 (0.75  x  1.00), calcined at 1150 C.  
 
Fig. 3.12 shows the neutron diffraction profiles for the x = 0.75 and 1.00 
compositions, calcined at various temperatures. In both cases, for samples calcined at 950 
C, only peaks corresponding to the fluorite structure are seen, but the peak widths are 
very broad, indicative of poor crystallinity. Increasing the calcination temperature to 1150 
C results in a narrowing of peaks, indicative of improved crystallinity. However, for the 
x = 0.75 composition, the pyrochlore super-structure peaks are very broad, suggesting 
only limited long-range order and significant anti-site cation disorder. After calcination at 
1350 C, the super-structure peaks for the x = 0.75 composition are sharper, but are still 
broader than the sub-structure peaks and the corresponding super-structure peaks for the x 
= 1.00 composition. Similar behaviour has been observed in lanthanide titanates238 and 
hafnates.239 These results indicate that even at a calcination temperature of 1350 C, some 
fluorite like disorder persists in the x = 0.75 composition.  
The variation of equivalent fluorite lattice parameter with calcination temperature 
is shown in Fig. 3.13 for compositions x = 0.75 and x = 1.00. In both cases, af is seen to 
increase with increasing calcination temperature, with changes between 950 C and 1350 
C of ca. 0.38% and 0.28% for the x = 0.75 and x = 1.00 compositions, respectively.These 
very small changes are likely associated with ordering and the removal of lattice strain. 
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Fig. 3.12. Neutron diffraction patterns for (Yb1-xNdx)2Zr2O7 (x = 0.75 and 1.00), calcined 
at different temperatures. 
 
Fig. 3.13. Equivalent fluorite lattice parameter af as a function of calcination temperature 
for (Yb1-xNdx)2Zr2O7 (x = 0.75 and 1.00). Some of the error bars are smaller than the 
symbols used. 
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Average crystallite sizes were determined from the peak widths in the X-ray 
powder diffraction data of the studied compositions using Eqn 3.3. These are summarised 




     ⇒      𝛽 =
18000𝐾𝜆
𝜋Lx
                                    (3.3)  
where  is the mean size of the crystallites,  is the X-ray wavelength, K is a 
dimensionless shape factor with a value close to unity,  is the Bragg angle and Lx is the 
Lorentzian mixing parameter obtained from GSAS. Unsurprisingly, crystallite sizes are 
seen to increase significantly with increasing calcination temperature. 
 
Table 3.4. Average crystallite size as a function of composition and calcination 





Lx Crystallite Size (Å) 
x = 0.00 1150 11.1(4) 716 
x = 0.25 1150 12.6(2) 631 
x = 0.50 1150 14.7(9) 540 
x = 0.75 
1350   8.8(2) 909 
1150 12.5(3) 636 
  950 41.5(8) 192 
x = 1.00 
1350   4.7(1)                1692 
1150    9.2(2) 869 
  950 27.4(6) 291 
 
 
3.3.2 Long-range structure 
 
As mentioned above, the pyrochlore structure can be described as a cation and 
anion/vacancy ordered derivative of the fluorite structure. Therefore, X-ray diffraction 
patterns of the pyrochlore phase contain weak super-lattice reflections, in addition to the 
main reflections observed from the defect-fluorite phase. On the basis of the presence or 
absence of these super-lattice reflections, patterns corresponding to samples with x below 
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0.75 were refined in the defect-fluorite structure (space group 𝐹𝑚3̅𝑚), and those obtained 
from samples with x = 0.75 and 1.00, that exhibited the super-lattice reflections, were 
refined in the pyrochlore structure (space group 𝐹𝑑3̅𝑚) or a combination of both fluorite 
and pyrochlore structures. 
 
3.3.2.1 Fluorite structured samples 
 
Initial refinements of the fluorite structured compositions were carried out with 
oxygen atoms located on the ideal fluorite 8c site (0.25, 0.25, 0.25). This gave satisfactory 
fits in all cases. Nevertheless, further attempts to improve the fit were made, by 
considering positional disorder, the presence of which was indicated by the thermal 
parameters for anions (0.0489 Å2 in the case of Yb2Zr2O7). To model this disorder, the 
oxygen scattering was allowed to refine away from the ideal site in the 32f position ca. 
0.27, 0.27 0.27. In all cases, this improved the fit. The significance of the improvement 
was checked using the F-Test described by Hamilton.240 For example in the case of 
Yb2Zr2O7, the total Rwp improved from 0.0316 to 0.0306, for the 8c and 32f site models 
respectively, at the expense of one additional variable. The total number of data points 
was 9697 with 114 variables. Using the Hamilton method, to represent a significantly 
better model the R-factor ratio needs to be higher than 1.0004 for these numbers of 
observables and variables. The observed R-factor ratio of 1.032 confirms the 
improvement to be significant. Attempts to refine simultaneous occupation of 8c and 32f 
sites, as seen for example in -Bi2O3,
241 failed to show any improvement over the single 
32f site model. This was echoed for all compositions studied. Therefore, the results 
presented here correspond to the 32f single site model.  
The fitted diffraction profiles for a representative fluorite structured composition, 
x = 0.25 calcined at 1150 C are given in Fig. 3.14 (the rest of the fits are given in 
Appendix B), with the corresponding crystal and refinement parameters given in Table 
3.5 and the refined structural parameters and significant contact distances given in Table 
3.6 (note symmetry related equivalent positions in Table 3.6 are denoted by the prime 
symbol, i.e. O(1)’).   








Fig. 3.14. Fitted diffraction profiles for a representative fluorite structured sample in the 
system (Yb1-xNdx)2Zr2O7, calcined at 1150 °C; x = 0.25, fits to (a) neutron backscattering; 
(b) neutron 90, and (c) X-ray data are shown.  Observed (crosses), calculated (solid line), 
and difference (lower) profiles of are shown. Reflection positions are indicated by 
markers. 
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Table 3.5. Crystal and refinement parameters for fluorite structured compositions in the 
system (Yb1-xNdx)2Zr2O7 (0.00  x  0.50) calcined at 1150 C 
Composition x = 0.00 x = 0.25 x = 0.50 
Calcination temp. (C) 1150 1150 1150 
Formula Yb2Zr2O7 Yb1.5Nd0.5Zr2O7 YbNdZr2O7 
Mr (g mol
-1) 640.52 626.14 611.74 
Crystal system Cubic Cubic Cubic 
Space group 𝐹𝑚3̅𝑚 𝐹𝑚3̅𝑚 𝐹𝑚3̅𝑚 
Lattice parameter (Å) 5.1676(3) 5.2046(3) 5.2450(5) 
Volume (Å3) 137.99(2) 140.98(2) 144.29(4) 
Z 1 1 1 
Dcalc (g cm
-3) 7.708 7.375 7.040 
R-factors:    
Neutron back scattering 
Rwp = 0.0285 Rwp = 0.0183 Rwp = 0.0228 
Rp = 0.0339 Rp = 0.0205 Rp = 0.0247 
Rex = 0.0037 Rex = 0.0038 Rex = 0.0028 
RF2 = 0.1344 RF2 = 0.0928 RF2 = 0.0976 
Neutron 90 
Rwp = 0.0313 Rwp = 0.0221 Rwp = 0.0283 
Rp = 0.0462 Rp = 0.0312 Rp = 0.0314 
Rex = 0.0034 Rex = 0.0035 Rex = 0.0026 
RF2 = 0.1115 RF2 = 0.0820 RF2 = 0.0708 
X-ray 
Rwp = 0.0685 Rwp = 0.0677 Rwp = 0.0745 
Rp = 0.0517 Rp = 0.0522 Rp = 0.0593 
Rex = 0.0496 Rex = 0.0546 Rex = 0.0600 
RF2 = 0.0241 RF2 = 0.0278 RF2 = 0.0712 
Totals 
Rwp = 0.0306 Rwp = 0.0213 Rwp = 0.0264 
Rp = 0.0516 Rp = 0.0519 Rp = 0.0588 
2 29.15 13.19 38.18 
Total no. of variables 114 114 114 
No. of profile points:    
Neutron back scattering 1713 1713 1713 
Neutron 90 2007 2007 2007 
X-ray 5977 5977 5977 
Total 9697 9697 9697 
No. of reflections:    
Neutron back scattering 57 61 63 
Neutron 90 40 41 41 
X-ray 24 24 26 
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Table 3.6. Refined atomic parameters and significant contact distances for fluorite 
structured compositions in the system (Yb1-xNdx)2Zr2O7 (0.00  x  0.50), calcined at 
1150 C  
Composition x = 0.00 x = 0.25 x = 0.50 
Yb/Nd/Zr site 4a 4a 4a 
Yb/Nd/Zr x,y,z 0 0 0 
Yb/Nd/Zr Occ. 0.5/0/0.5 0.375/0.125/0.5 0.25/0.25/0.5 
Yb/Nd/Zr Uiso (Å
2) 0.0246(2) 0.0242(1) 0.0220(2) 
O(1) site 32f 32f 32f 
O(1) x,y,z 0.2728(3) 0.2725(2) 0.2726(3) 
O(1) Occ. 0.21875 0.21875 0.21875 
O(1) Uiso (Å
2) 0.0338(5) 0.0379(4) 0.0440(5) 
Yb/Nd/Zr-O(1) (Å) 2.1781(6) 2.1945(5) 2.2113(8) 
Yb/Nd/Zr-O(1) (Å) 2.442(3) 2.456(2) 2.476(3) 
where  indicates a symmetry related atom. 
  
As seen in Fig. 3.10 above, the lattice parameter increases with increasing Nd3+ 
content. The isotropic thermal parameter for O(1) is also seen to increase with increasing 
x-value, reflecting increasing disorder on the site.  
For compositions x = 0.75 and x = 1.00, broadened diffraction patterns with no 
pyrochlore ordering peaks are seen for samples calcined at 950 C, and therefore, these 
were modelled on the fluorite structure. As seen above in the lower x-value compositions, 
the single 32f site model gave a slightly better fit than the single 8c site model. Fig. 3.15 
shows the fitted diffraction profiles for the x = 1.00 composition calcined at 950 C (fitted 
diffraction profiles for the x = 0.75 composition calcined at 950 C are given in Appendix 
B), with the corresponding refinement and crystal parameters in Table 3.7 and the refined 
structural parameters and significant contact distances in Table 3.8.   
  








Fig. 3.15. Fitted diffraction profiles for a representative fluorite structured sample (x = 
1.00) in the system (Yb1-xNdx)2Zr2O7, calcined at 950 °C. Fits to (a) neutron back 
scattering, (b) neutron 90,  and (c) X-ray data are shown.  Observed (crosses), calculated 
(solid line), and difference (lower) profiles of are shown. Reflection positions are 
indicated by markers. 
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Table 3.7. Crystal and refinement parameters for fluorite structured compositions in the 
system (Yb1-xNdx)2Zr2O7 (0.75  x  1.00), calcined at 950 C 
Composition x = 0.75 x = 1.00 
Calcination temp. (C) 950 950 
Formula Yb0.5Nd1.5Zr2O7 Nd2Zr2O7 
Mr (g mol
-1) 597.33 582.92 
Crystal system Cubic Cubic 
Space group 𝐹𝑚3̅𝑚 𝐹𝑚3̅𝑚 
Lattice parameter (Å) 5.2831(16) 5.3301(21) 
Volume (Å3) 147.45(13) 151.43(18) 
Z 1 1 
Dcalc (g cm
-3) 6.727 6.392 
R-factors:   
Neutron back scattering 
Rwp = 0.0190 Rwp = 0.0279 
Rp = 0.0259 Rp = 0.0281 
Rex = 0.0029 Rex = 0.0039 
RF2 = 0.1089 RF2 = 0.1165 
Neutron 90 
Rwp = 0.0246 Rwp = 0.0330 
Rp = 0.0328 Rp = 0.0296 
Rex = 0.0025 Rex = 0.0036 
RF2 = 0.1373 RF2 = 0.1714 
X-ray 
Rwp = 0.0750 Rwp = 0.0905 
Rp = 0.0599 Rp = 0.0700 
Rex = 0.0641 Rex = 0.0751 
RF2 = 0.0600 RF2 = 0.0620 
Totals 
Rwp = 0.0229 Rwp = 0.0314 
Rp = 0.0594 Rp = 0.0839 
2 28.21 33.84 
Total no. of variables 114 114 
No. of profile points:   
Neutron back scattering 1868 1815 
Neutron 90 2325 2399 
X-ray 6879 4999 
Total 11072 9213 
No. of reflections:   
Neutron back scattering 110 97 
Neutron 90 108 131 
X-ray 30 30 
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Table 3.8. Refined atomic parameters and significant contact distances for fluorite 
structured compositions in the system (Yb1-xNdx)2Zr2O7 (0.75  x  1.00), calcined at 950 
C  
Composition x = 0.75 x = 1.00 
Yb/Nd/Zr site 4a 4a 
Yb/Nd/Zr x,y,z 0 0 
Yb/Nd/Zr Occ. 0.125/0.375/0.5 0/0.5/0.5 
Yb/Nd/Zr Uiso (Å
2) 0.0184(2) 0.0135(2) 
O(1) site 32f 32f 
O(1) x,y,z 0.2734(4) 0.2754(4) 
O(1) Occ. 0.21875 0.21875 
O(1) Uiso (Å
2) 0.0426(7) 0.0441(8) 
Yb/Nd/Zr-O(1) (Å) 2.2254(10) 2.2408(11) 
Yb/Nd/Zr-O(1) (Å) 2.502(4) 2.542(4) 
 
  
Despite being calcined at 950 C, the unit cell parameters for the x = 0.75 and 1.00 
fluorite structures are very close to the equivalent fluorite lattice parameter values for the 
same compositions calcined at 1150 C, that exhibited the pyrochlore structure (Fig. 3.10 
above).  Therefore, despite the difference in calcination temperature and crystallite size, it 
is useful to compare fluorite structural parameters across the whole compositional range. 
Fig. 3.16 shows the compositional variation of M-O(1) distances for the fluorite 
structured compositions. Both M-O(1) and M-O(1) increase with increasing x-value, 
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Fig. 3.16. Compositional variation of M-O distances, M-O(1) (blue) and (M-O(1) (red),  
in fluorite structured samples of composition (Yb1-xNdx)2Zr2O7. Some of the error bars are 
smaller than the symbols used. 
 
To account for the effect of chemical expansion of the unit cell, the M-O(1) bond 








                     (3.4) 
where a0 is the lattice parameter of the x = 0.00 composition. The resulting plots of 
normalised bond distances show a maximum in M-O(1) and a minimum in M-O(1) at x = 
0.25 (Fig. 3.17).  
These variations reflect the extent of distortion of the cation coordination 
environment, as the oxygen atoms shift away from the ideal 8c site towards the apices of 
the tetrahedral site in the <1 1 1> direction. This is easily seen in the O(1)-8c distance 
(Fig. 3.18), which reflects the normalized M-O(1) plot. The extent of distortion in the 
cation coordination environment rises sharply from x = 0.50 to 1.00, the compositional 
region where the critical cation ratio is reached, and the thermodynamically stable phase 
is of pyrochlore structure. 
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Fig. 3.17. Compositional variation in normalised bond distances, (M-O(1))norm (blue) and 
(M-O(1))norm (red), in fluorite structured samples of composition (Yb1-xNdx)2Zr2O7  
 
Fig. 3.18. Compositional variation of O(1)-8c distance in fluorite structured samples of 
composition (Yb1-xNdx)2Zr2O7. Error bars are smaller than the symbols used. 
 




From the data in Table 3.6 and Table 3.8 above, it is possible to construct models 
for the local cation environments in this system. Since short inter-site contact distances 
preclude the simultaneous occupancy of more than one 32f site per tetrahedral cavity in 
the cubic close packed lattice, and bearing in mind the preferred coordination number of 
six for the small Zr4+ cation in oxide systems, it is likely that zirconium achieves this 
coordination through six shorter contacts to O(1), while the larger Nd3+ cation is likely to 
exhibit longer bond distances for example to the O(1) site, which is slightly further away. 
If all the Zr4+ cations exhibit six coordination, then the remaining oxygen atoms must be 
coordinated to Ln3+ in eight coordination geometry. In conjunction with the data in Table 
3.8, two proposed coordination geometries are shown in Fig. 3.19, with Zr4+ in a distorted 
octahedral geometry and Ln3+ in cubic coordination geometry. These models are 
consistent with the average coordination numbers and bond lengths/angles as well as the 






Fig. 3.19. Proposed coordination geometries for (a) zirconium and (b) Yb/Nd in fluorite 
structured compositions of general formula (Yb1-xNdx)2Zr2O7. Figures generated from the 
refined parameters for Nd2Zr2O7. 
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3.3.2.2 Pyrochlore structured samples 
 
For samples of composition 0.75  x ≤ 1.00 annealed at 1150 °C, a number of 
models were tried to accurately fit the data. All compositions could be fitted with 
disordered fluorite model, but this failed to take into account the pyrochlore ordering 
peaks. Fits using a simple ordered pyrochlore model accounted for these super-lattice 
peaks, but there was difficulty in accurately modelling the peak shape, since the super-
lattice peaks were broader than those arising from the fluorite sub-lattice (see Fig. 3.11 
above). This broadening suggests that the coherence length of the pyrochlore ordering 
was small.  
Fits were improved by the use of a two-phase pyrochlore plus defect fluorite 
model, for example the total Rwp for the x = 0.75 composition improved from 0.0436 to 
0.0321, for the single phase and two-phase models, respectively. This model can be 
interpreted as ordered pyrochlore regions within a disordered fluorite matrix, reflecting 
the transition from the fluorite to pyrochlore structures proceeding via the intermediate 
emergence and progressive growth of pyrochlore-type domains in a fluorite matrix.239  
However, despite the quality of the two-phase fit, the exact composition of the two phases 
in this model remains uncertain.  
A more useful approach is to try to account for the preferred hkl dependent 
broadening in the peak shape parameters and treat the sample as a single pyrochlore phase 
with some disorder. Disorder on the anion sub-lattice was modelled first. Three oxygen 
atom sites were included in the model, viz.: O(1), the 48f site at ca. 0.375, 0.125, 0.125, 
O(2) the 8b site at 0.375, 0.375, 0.375 and O(3) the 8a site at 0.125, 0.125, 0.125, with 
respective starting occupancies of 1.0, 1.0 and 0.0. Initially, unconstrained refinement of 
site occupancies on these sites was carried out. These invariably led to partial occupancy 
of O(1) and O(3) and full occupancy of O(2). Therefore, in further refinements the 
occupancies of the O(1) and O(3) sites were allowed to vary within a total occupancy 
constraint and the occupancy of O(2) was fixed at unity.  
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The extent of anti-site cation ordering was also investigated in the refinements, 
with three different cations distributed over two sites.  Therefore anti-site disorder was 
refined assuming an equal preference for Yb3+ and Nd3+ to substitute for Zr4+ and vice 
versa, i.e.: 







•   (3.5) 
 
Attempts to refine preferential substitution for a single lanthanide cation type always 
resulted in higher R-factors. To facilitate the refinement, isotropic thermal parameters for 
the A and B cation sites were tied to a single variable.  
 Fig. 3.20 shows the fitted diffraction profiles for a representative sample (x = 
0.75), calcined at 1150 C in the compositional range 0.75  x  1.00. The corresponding 
crystal and refinement parameters are given in Table 3.9, refined structural parameters 












Fig. 3.20. Fitted diffraction profiles for a representative pyrochlore structured sample in 
the system (Yb1-xNdx)2Zr2O7, calcined at 1150 C; x = 0.75, fits to (a) neutron 
backscattering; (b) neutron 90,  and (c) X-ray data are shown.  Observed (crosses), 
calculated (solid line), and difference (lower) profiles of are shown. Reflection positions 
are indicated by markers. 
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Table 3.9. Crystal and refinement parameters for pyrochlore structured compositions in 
the system (Yb1-xNdx)2Zr2O7 (0.75  x  1.00), calcined at 1150 C 
Composition x = 0.75 x = 0.80 x = 0.85 
Calcination temp. (C) 1150 1150 1150 
Formula Yb0.5Nd1.5Zr2O7 Yb0.4Nd1.6Zr2O7 Yb0.3Nd1.7Zr2O7 
Mr (g mol
-1) 597.32 594.44 591.56 
Crystal system Cubic Cubic Cubic 
Space group 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 
Lattice parameter (Å) 10.5798(9) 10.6144 (29) 10.6326(21) 
Volume (Å3) 1184.2(3) 1195.9 (1.0) 1202.0(7) 
Z 8 8 8 
Dcalc (g cm
-3) 6.701 6.603 6.538 
R-factors:    
Neutron back scattering 
Rwp = 0.0389 Rwp = 0.0369 Rwp = 0.0403 
Rp = 0.0532 Rp = 0.0528 Rp = 0.0604 
Rex = 0.0037 Rex = 0.0050 Rex = 0.0051 
RF2 = 0.1545 RF2 = 0.1368 RF2 = 0.1464 
Neutron 90 
Rwp = 0.0487 Rwp = 0.0463 Rwp = 0.0474 
Rp = 0.0486 Rp = 0.0502 Rp = 0.0562 
Rex = 0.0035 Rex = 0.0049 Rex = 0.0049 
RF2 = 0.1504 RF2 = 0.1336 RF2 = 0.1143 
X-ray 
Rwp = 0.0765 Rwp = 0.0696 Rwp = 0.0755 
Rp = 0.0595 Rp = 0.0536 Rp = 0.0565 
Rex = 0.0517 Rex = 0.0506 Rex = 0.0509 
RF2 = 0.0434 RF2 = 0.0340 RF2 = 0.0444 
Totals 
Rwp = 0.0447 Rwp = 0.0425 Rwp = 0.0446 
Rp = 0.0594 Rp = 0.1115 Rp = 0.1169 
2 59.99 32.24 34.41 
Total no. of variables 119 121 120 
No. of profile points:    
Neutron back scattering 1986 1986 1986 
Neutron 90 2117 2117 2118 
X-ray 6581 6581 6581 
Total 10684 10684 10685 
No. of reflections:    
Neutron back scattering 724 727 745 
Neutron 90 326 330 326 
X-ray 126 126 126 
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Table 3.9. Continued  
Composition x = 0.90 x = 0.95 x = 1.00 
Calcination temp. (C) 1150 1150 1150 
Formula Yb0.2Nd1.8Zr2O7 Yb0.1Nd1.9Zr2O7 Nd2Zr2O7 
Mr (g mol
-1) 588.68 585.80 582.92 
Crystal system Cubic Cubic Cubic 
Space group 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 
Lattice parameter (Å) 10.6488(18) 10.6677(13) 10.6722(3) 
Volume (Å3) 1207.6(6) 1214.0(5) 1215.5(1) 
Z 8 8 8 
Dcalc (g cm
-3) 6.476 6.410 6.371 
R-factors:    
Neutron back scattering 
Rwp = 0.0389 Rwp = 0.0321 Rwp = 0.0306 
Rp = 0.0582 Rp = 0.0475 Rp = 0.0490 
Rex = 0.0050 Rex = 0.0051 Rex = 0.0040 
RF2 = 0.1231 RF2 = 0.0839 RF2 = 0.0562 
Neutron 90 
Rwp = 0.0409 Rwp = 0.0336 Rwp = 0.0292 
Rp = 0.0544 Rp = 0.0484 Rp = 0.0475 
Rex = 0.0048 Rex = 0.0048 Rex = 0.0036 
RF2 = 0.1144 RF2 = 0.0815 RF2 = 0.0624 
X-ray 
Rwp = 0.0799 Rwp = 0.0823 Rwp = 0.0887 
Rp = 0.0598 Rp = 0.0626 Rp = 0.0660 
Rex = 0.0524 Rex = 0.0534 Rex = 0.0543 
RF2 = 0.0408 RF2 = 0.0576 RF2 = 0.0517 
Totals 
Rwp = 0.0405 Rwp = 0.0335 Rwp = 0.0307 
Rp = 0.1156 Rp = 0.1164 Rp = 0.0658 
2 30.61 20.19 26.08 
Total no. of variables 118 118 116 
No. of profile points:    
Neutron back scattering 1985 1985 1985 
Neutron 90 2325 2325 2431 
X-ray 6581 6581 6880 
Total 10891 10891 11296 
No. of reflections:    
Neutron back scattering 753 769 769 
Neutron 90 562 572 772 
X-ray 126 126 126 
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Table 3.10a. Refined atomic parameters and significant contact distances for pyrochlore 
structured compositions in the system (Yb1-xNdx)2Zr2O7 (0.75  x  0.85), calcined at 
1150 C  
Composition x = 0.75 x = 0.80 x = 0.85 
Yb(1)/Nd(1)/Zr(1) site 16d 16d 16d 
Yb(1)/Nd(1)/Zr(1) x,y,z 0.5 0.5 0.5 
Yb(1) Occ. 0.198(4) 0.161(5) 0.130(3) 
Nd(1) Occ. 0.593(11) 0.643(18) 0.738(19) 
Zr(1) Occ. 0.210(15) 0.196(23) 0.132(22) 
Yb(2)/Nd(2)/Zr(2) site 16c 16c 16c 
Yb(2)/Nd(2)/Zr(2) x,y,z 0.0 0.0 0.0 
Yb(2) Occ. 0.052(4) 0.039(5) 0.020(3) 
Nd(2) Occ. 0.157(11) 0.157(18) 0.112(19) 
Zr(2) Occ. 0.790(15) 0.804(23) 0.868(22) 
Yb/Nd/Zr Uiso (Å
2) 0.0153(1) 0.0123(2) 0.0108(2) 
O(1) site 48f 48f 48f 
O(1) x 0.3496(2) 0.3438(1) 0.3415(1) 
O(1) y,z 0.125 0.125 0.125 
O(1) Occ. 0.867(4) 0.889(3) 0.912(2) 
O(1) Uiso (Å
2) 0.0299(4) 0.0251(4) 0.0217(3) 
O(2) site 8b 8b 8b 
O(2) x,y,z 0.375 0.375 0.375 
O(2) Occ. 1.0 1.0 1.0 
O(2) Uiso (Å
2) 0.074(2) 0.0379(9) 0.0284(6) 
O(3) site 8a 8a 8a 
O(3) x,y,z 0.125 0.125 0.125 
O(3) Occ. 0.799(24) 0.666(16) 0.527(12) 
O(3) Uiso (Å
2) 0.074(2) 0.0379(9) 0.0284(6) 
Yb(1)/Nd(1)/Zr(1)-O(1) (Å) 2.4556(13) 2.5036(10) 2.5243(8) 
Yb(1)/Nd(1)/Zr(1)-O(2) (Å) 2.2906(2) 2.2981(5) 2.3020(3) 
Yb(2)/Nd(2)/Zr(2)-O(1) (Å) 2.1466(10) 2.1244(7) 2.1166(6) 
Yb(2)/Nd(2)/Zr(2)-O(3) (Å) 2.2906(2) 2.2981(5) 2.3020(3) 
M-O weighted average (Å) 2.298 2.310 2.316 
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Table 3.10b. Refined atomic parameters and significant contact distances for pyrochlore 
structured compositions in the system (Yb1-xNdx)2Zr2O7 (0.90  x  1.00), calcined at 
1150 C  
Composition x = 0.90 x = 0.95 x = 1.00 
Yb(1)/Nd(1)/Zr(1) site 16d 16d 16d 
Yb(1)/Nd(1)/Zr(1) x,y,z 0.5 0.5 0.5 
Yb(1) Occ. 0.093(2) 0.048(1)  
Nd(1) Occ. 0.838(18) 0.903(17) 0.909(3) 
Zr(1) Occ. 0.069(20) 0.050(18) 0.091(3) 
Yb(2)/Nd(2)/Zr(2) site 16c 16c 16c 
Yb(2)/Nd(2)/Zr(2) x,y,z 0.0 0.0 0.0 
Yb(2) Occ. 0.007(2) 0.002(1)  
Nd(2) Occ. 0.062(18) 0.047(15) 0.091(3) 
Zr(2) Occ. 0.944(1) 0.950(18) 0.909(3) 
Yb/Nd/Zr Uiso (Å
2) 0.0172(2) 0.00711(8) 0.0059(1) 
O(1) site 48f 48f 48f 
O(1) x 0.33907(7) 0.33719(5) 0.33582(3) 
O(1) y,z 0.125 0.125 0.125 
O(1) Occ. 0.944(1) 0.968(1) 0.985(1) 
O(1) Uiso (Å
2) 0.0172(2) 0.0133(1) 0.00986(7) 
O(2) site 8b 8b 8b 
O(2) x,y,z 0.375 0.375 0.375 
O(2) Occ. 1.0 1.0 1.0 
O(2) Uiso (Å
2) 0.0171(4) 0.0101(2) 0.0059(1) 
O(3) site 8a 8a 8a 
O(3) x,y,z 0.125 0.125 0.125 
O(3) Occ. 0.335(8) 0.190(5) 0.091(3) 
O(3) Uiso (Å
2) 0.0171(4) 0.0101(2) 0.0059(1) 
Yb(1)/Nd(1)/Zr(1)-O(1) (Å) 2.5457(6) 2.5637(4) 2.5748(2) 
Yb(1)/Nd(1)/Zr(1)-O(2) (Å) 2.3055(3) 2.3096(2) 2.31060(5) 
Yb(2)/Nd(2)/Zr(2)-O(1) (Å) 2.1079(4) 2.1027(3) 2.0972(2) 
Yb(2)/Nd(1)/Zr(2)-O(3) (Å) 2.3055(3) 2.3096(2) 2.31060(5) 
M-O weighted average (Å) 2.323 2.329 2.332 
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Fig. 3.21 shows the variation in the pyrochlore lattice parameter as a function of 
composition from x = 0.75 to x = 1.0. The lattice parameter shows the expected expansion 
with increasing x-value, as the larger Nd3+ cation replaces the smaller Yb3+ cation. The 
plot shows slight deviation from linearity at x = 0.75 and x = 1.00. This is due to small 
differences in calibration between X-ray data collected on the D5000 diffractometer (x = 
0.80 to 0.95) and those collected on the X’Pert Pro diffractometer (x = 0.75 and 1.00). 
This is also reflected in higher R-factors for the fits to the D5000 data.   
Anti-site cation disorder is evident across the compositional range, but decreases 
with increasing x-value (Fig. 3.22). At x = 0.75 the system contains around 20% anti-site 
cation disorder, decreasing to less than 10% at x = 1.00. 
 
Fig. 3.21. Compositional variation of pyrochlore lattice parameter in (Yb1-xNdx)2Zr2O7 










Fig. 3.22. Compositional variation of (a) 16d and (b) 16c fractional site occupation by 
Yb, Nd and Zr in (Yb1-xNdx)2Zr2O7 (0.75  x  0.10) compositions, calcined at 1150 C. 
Some of the error bars are smaller than the symbols used. 
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''OO Vi                                 (3.6) 
Occupancy of the 8a site requires displacement of anions from either the 48f or 8b 
sites.110,237 In the present case, the 8b (O(2)) site was always found to be fully occupied 
and the Frenkel vacancies are entirely located on the 48f site (O(1)).  
The concentration of Frenkel defects decreases with increasing x-value as seen in 
Fig. 3.23, which shows the oxygen site occupancies presented as a fraction of total 
oxygen content. At x = 0.75, around 10% of the total oxide sub-lattice is displaced into 
the O(3) site.  
 
Fig. 3.23. Compositional variation of oxide ion site occupancies presented as a fraction of 
total oxide ion content in (Yb1-xNdx)2Zr2O7 (0.75  x  0.10) compositions calcined at 
1150 C. Error bars are smaller than the symbols used. 
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The presence of oxygen Frenkel defects is correlated with the anti-site cation 
disorder. In an ideal pyrochlore structure, the larger lanthanide cations would be located 
exclusively in the 16d site and the smaller Zr4+ cations in the 16c site. Cations on the 16d 
site coordinate to six O(1) (48f site) atoms and two O(2) (8b site) atoms (Fig. 3.24a), 
while those on the 16c site adopt a lower coordination number of six made up of six 
contacts to O(1) (48f site) atoms (Fig. 3.24b). As seen in Table 3.10 above, it is cations 
on the 16c site that coordinate to the interstitial O(3) oxide ions in the 8a site. The anti-
site cation disorder means that some Zr4+ is present on the 16d site and prefers a lower 
coordination geometry, which is achieved through the Frenkel vacancies on the O(1) site 
(Fig.3.24c) . Similarly, the lanthanide cations present on the 16c site can achieve a higher 
coordination number by coordinating to two additional O(3) atoms (8a site) as seen in 
Fig. 3.24d.  Indeed, the ratio of the number of Yb3+ and Nd3+ cations located on the 16c 
site to the number of oxide ions on the O(3) site is approximately 1:2 for all but the x = 











Fig. 3.24. Cation coordination geometries in (Yb1-xNdx)2Zr2O7, showing (a) lanthanide 
cation on 16d site, (b) zirconium cation on 16c site, (c) lanthanide cation on 16c site and 
(d) zirconium cation on 16d site. Figures generated from the x = 0.75 composition, 
calcined at 1350 C. 




Table 3.11 Compositional variation in anion:cation ratios in (Yb1-xNdx)2Zr2O7 (0.75  x  
0.10) compositions, calcined at 1150 C. 
Composition (x) Yb(2) + Nd(2) per 
cell 
O(3) per cell O3:[Yb(2) + Nd(2)] 
0.75 
3.3(2) 6.4(2) 1.9 
0.80 
3.1(3) 5.3(1) 1.7 
0.85 
2.1(3) 4.2(1) 2.0 
0.90 
1.1(3) 2.68(6) 2.4 
0.95 
0.78(8) 1.52(4) 1.9 
1.00 
1.46(5) 0.73(2) 0.5 
 
 
As for the fluorite structured samples, it is helpful to examine the extent of 
displacement of the oxygen atoms within the tetrahedral site, as a measure of the 
distortion of the cation coordination polyhedron. Only the O(1) position has a refineable 
coordinate (x) and  its distance to the centre of the site at 0.375, 0.125 0.125 is plotted as a 
function of composition in Fig. 3.25. As seen for the fluorite systems, there is a general 
increase in this distance from x = 0.75 to x = 1.0, indicating increasing distortion in the 
cation coordination polyhedron, with increasing Nd3+ content.  
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Fig. 3.25. Compositional variation of the distance from O(1) the centre of the 
tetrahedral site (Tetcen) in the ccp lattice of pyrochlore structured compositions of 
(Yb1-xNdx)2Zr2O7, calcined at 1150 C. Error bars are smaller than the symbols used. 
 
Fig. 3.26 shows the fitted diffraction profiles for the pyrochlore sample of the x = 
1.00 composition, calcined at 1350 C (the fitted diffraction profiles for the other 
pyrochlore sample calcined at 1350 C, i.e. the x = 0.75 composition, are given in 
Appendix B). The crystal and refinement parameters are given in Table 3.12, with the 
refined structural parameters and significant contact distances, given in Table 3.13.  
The percentage changes in refined parameters between the samples calcined at 
1150 and 1350 C are summarised graphically in Fig. 3.27. The lattice parameter shows a 
very small but measurable increase of around 0.2% for samples calcined at 1350 C, 
compared to those calcined at 1150 C. This shift in the lattice parameter is probably 
associated with the relief of crystallographic strain. The higher temperature allows for 
better sintering of the material and grain growth, as evidenced in the increase in crystallite 
size in Table 3.4 above. 
  








Fig. 3.26. Fitted diffraction profiles for a representative pyrochlore structured sample in 
the system (Yb1-xNdx)2Zr2O7, x = 1.00, calcined at 1350 °C; fits to (a) and (d) neutron 
back scattering, (b) and (e) neutron 90  and (c) and (f) X-ray data are shown.  Observed 
(crosses), calculated (solid line), and difference (lower) profiles of are shown. Reflection 
positions are indicated by markers. 
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Table 3.12. Crystal and refinement parameters for pyrochlore structured compositions in 
the system (Yb1-xNdx)2Zr2O7 (0.75  x  1.00), calcined at 1350 C 
Composition x = 0.75 x = 1.00 
Calcination temp. (C) 1350 1350 
Formula Yb0.5Nd1.5Zr2O7 Nd2Zr2O7 
Mr (g mol
-1) 597.32 582.92 
Crystal system Cubic Cubic 
Space group 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 
Lattice parameter (Å) 10.6043(4) 10.68948(7) 
Volume (Å3) 1192.5(1) 1221.43(3) 
Z 8 8 
Dcalc (g cm
-3) 6.654 6.340 
R-factors:   
Neutron back scattering 
Rwp = 0.0287 Rwp = 0.0231 
Rp = 0.0467 Rp = 0.0266 
Rex = 0.0040 Rex = 0.0040 
RF2 = 0.1124 RF2 = 0.0538 
Neutron 90 
Rwp = 0.0292 Rwp = 0.0234 
Rp = 0.0434 Rp = 0.0353 
Rex = 0.0036 Rex = 0.0037 
RF2 = 0.1150 RF2 = 0.0494 
X-ray 
Rwp = 0.0830 Rwp = 0.0951 
Rp = 0.0634 Rp = 0.0760 
Rex = 0.0543 Rex = 0.0553 
RF2 = 0.0570 RF2 = 0.0974 
Totals 
Rwp = 0.0297 Rwp = 0.0247 
Rp = 0.0633 Rp = 0.0756 
2 26.97 15.82 
Total no. of variables 119 88 
No. of profile points:   
Neutron back scattering 1985 1861 
Neutron 90 2325 2321 
X-ray 6581 6880 
Total 10891 11062 
No. of reflections:   
Neutron back scattering 724 559 
Neutron 90 560 562 
X-ray 124 126 
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Table 3.13. Refined atomic parameters and significant contact distances for fluorite 
structured compositions in the system (Yb1-xNdx)2Zr2O7 (0.75  x  1.00), calcined at 
1350 C. 
Composition x = 0.75 x = 1.00 
Yb(1)/Nd(1)/Zr(1) site 16d 16d 
Yb(1)/Nd(1)/Zr(1) x,y,z 0.5 0.5 
Yb(1) Occ. 0.226(2)  
Nd(1) Occ. 0.677(5) 0.934 (7) 
Zr(1) Occ. 0.097(7) 0.066(6) 
Yb(2)/Nd(2)/Zr(2) site 16c 16c 
Yb(2)/Nd(2)/Zr(2) x,y,z 0.0 0.0 
Yb(2) Occ. 0.024(2)  
Nd(2) Occ. 0.073(5) 0.066(7) 
Zr(2) Occ. 0.903(7) 0.934(7) 
Yb/Nd/Zr Uiso (Å
2) 0.01263(6) 0.00567(4) 
O(1) site 48f 48f 
O(1) x 0.34080(5) 0.33509(2) 
O(1) y,z 0.125 0.125 
O(1) Occ. 0.955(1) 0.992(1) 
O(1) Uiso (Å
2) 0.0204(1) 0.00940(5) 
O(2) site 8b 8b 
O(2) x,y,z 0.375 0.375 
O(2) Occ. 1.0 1.0 
O(2) Uiso (Å
2) 0.0164(3) 0.00462(9) 
O(3) site 8a 8a 
O(3) x,y,z 0.125 0.125 
O(3) Occ. 0.270(5) 0.045(2) 
O(3) Uiso (Å
2) 0.0164(3) 0.00462(9) 
Yb(1)/Nd(1)/Zr(1)-O(1) (Å) 2.5227(4) 2.5842(2) 
Yb(1)/Nd(1)/Zr(1)-O(2) (Å) 2.29590(6) 2.31434(1) 
Yb(2)/Nd(2)/Zr(2)-O(1) (Å) 2.1074(3) 2.0972(1) 








Fig. 3.27. Percentage change in refined structural parameters between samples calcined at 
1150 C and 1350 C for x = 0.75 and x = 1.00 compositions.  
 
The most significant changes are the reduction of cation anti-site disorder and the 
concentration of oxide ion Frenkel defects; the latter is illustrated graphically in Fig. 
3.28a. While the samples calcined at the higher temperature still show measureable 
amounts of both types of defects, their concentration is much lower than at 1150 C. For 
both compositions, the O3:[Yb(2)+Nb(2)] ratio decreases (Fig. 3.28b), suggesting the 
correlation between oxygen Frenkel interstitials and cation anti-site disorder is weaker at 
higher temperatures. For the x = 0.75 composition, there is a 35% increase in the distance 
between O(1) and the tetrahedral site centre, suggesting more positional disorder within 
the tetrahedral site at the higher calcination temperature. However, for the x = 1.00 










Fig. 3.28. Percentage change in (a) oxide ion fractions of total oxide ion content and (b) 
oxygen distances and O(3):Ln(2) ratio between samples calcined at 1150 C and 1350 C 
for x = 0.75 (black) and x = 1.00 (red) compositions. 
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The degree of cation order, Ø, can be expressed as a function of the occupancy, σ, 
of Ln (Nd and Yb) on the larger A site as: Ø = 2σ - 1. For the fully disordered fluorite 
structure, σ = 0.5 and Ø = 0. In the ideally ordered pyrochlore structure, Ln only occupies 
the A-site (σ = 1.0) and Ø is 1 (100%).93 As shown in Table 3.14, the Rietveld refinement 
results suggest that the degree of cation ordering for compositions 0.00 ≤ x ≤ 0.50 are 
close to 0.5. Similarly, the degree of cation ordering for compositions 0.75 ≤ x ≤ 1.00, 
synthesised at 950 °C is also close to 0.5. However, the degree of cation ordering for 
compositions 0.75 ≤ x ≤ 1.00, synthesised at 1150 and 1350 °C, that exhibit the 
pyrochlore structure, show significant deviations from the expected values, indicative of 
significant anti-site cation disorder, especially for the x = 0.75 composition.  
 
Table 3.14 Degree of cation ordering in the (Yb1-xNdx)2Zr2O7 system derived from 
Rietveld analysis.  
Composition Annealing Temperature (°C) Ln occupancy, σ Ø (%) 
x = 0.00 1150 0.539(4) 7.78 
x = 0.25 1150 0.509(5) 1.84 
x = 0.50 1150 0.520(1) 3.94 
 
x = 0.75 
1350 0.903(5) 80.62 
1150 0.790(5) 58.08 
950 0.515(9) 3.08 
x = 0.80 1150 0.779(10) 55.76 
x = 0.85 1150 0.795(10) 58.94 
x = 0.90 1150 0.841(9) 68.20 
x = 0.95 1150 0.864(8) 72.88 
 
x = 1.00 
1350 0.934(7) 86.84 
1150 0.909(3) 81.82 
950 0.500(-) 0.00 
 
  
Page 111 of 278 
 
3.3.3 Local structure 
 
G(r) profiles for samples calcined at 1150C are shown in Fig. 3.29. A gradual  





Fig. 3.29. G(r) profiles for samples of (Yb1-xNdx)2Zr2O7 calcined at 1150 C, showing (a) 
full profile and (b) short range correlations. 
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Detail of the G(r) profiles for the x = 0.00 and x = 1.00 samples calcined at 1150 
C are shown in Fig. 3.30, as representative examples of fluorite and pyrochlore patterns, 
respectively. Individual types of pair correlations are indicated on the plots. The main 
difference between the pyrochlore and the fluorite patterns is the separation of the Zr-O 





Fig. 3.30. Detail of G(r) profiles for (Yb1-xNdx)2Zr2O7 samples calcined at 1150 C, 
showing (a) x = 0.00 (fluorite) and (b) x = 1.00 (pyrochlore) patterns, with individual 
types of pair correlation indicated. 
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 A similar evolution of the total pair correlation function is seen when comparing 
the profiles for the x = 0.75 and 1.00 compositions, calcined at different temperatures 
(Fig. 3.31). For the samples calcined at 950 C, the profiles are fluoritic, reflecting the 
absence of long-range order shown in the Bragg data, with pyrochlore features evident at 
1150 C and 1350 C. It is interesting to note the difference in the sharpness of the 
features at 1150 and 1350 C between the x = 0.75 and 1.00 compositions, with the 
former showing much broader correlations, reflecting the extent of disorder seen in the 
Rietveld analysis. 
 
Fig. 3.31. Detail of G(r) profiles for (Yb1-xNdx)2Zr2O7 (x = 0.75 and 1.00) samples 
calcined at different temperatures.  
 
Representative fits to the Sbox(Q) and G(r) data for a fluorite and a pyrochlore 
structured sample, derived from RMC analyses are shown in Fig. 3.32 and Fig. 3.33, 
respectively. Fits to the data from all other samples are given in Appendix C. The quality 
of the fits is high and the BVS values are all reasonably close to the expected values 
(Table 3.15).   
  






Fig. 3.32. Representative fits to (a) S(Q) and (b) G(r) profiles obtained by RMC 
modelling of neutron data from the (Yb1-xNdx)2Zr2O7 (x = 0.50), fluorite structured 
sample calcined at 1150 °C. The black dots show the experimental data, the solid red line 
shows the calculated profile, and the difference profile is shown by the solid blue line.  
   






Fig. 3.33. Representative fits of (a) S(Q) and (b) G(r) profiles, obtained by RMC 
modelling of neutron data from the (Yb1-xNdx)2Zr2O7 (x = 1.00), pyrochlore structured 
sample calcined at 1150 °C. The black dots show the experimental data, the solid red line 
shows the calculated profile, and the difference profile is shown by the solid blue line. 
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Table 3.15 Bond valence sums (BVS) from RMC analyses 
Composition Calcination temp. 
(C) 
Nd3+ Yb3+ Zr4+ O2- 
x = 0.00 1150 n/a 2.940(8) 3.831(5) 1.935(1) 
x = 0.25 1150 3.041(9) 2.972(8) 3.833(5) 1.949(1) 
x = 0.50 1150 3.023(7) 2.941(9) 3.828(5) 1.946(2) 
 
x = 0.75 
1350 2.982(3) 2.837(6) 3.822(9) 1.934(3) 
1150 3.016(3) 2.907(6) 3.828(9) 1.948(3) 
950 3.015(5) 2.929(9) 3.833(4) 1.950(1) 
 
x = 1.00 
1350 2.960(4) n/a 3.877(2) 1.953(1) 
1150 2.995(3) n/a 3.904(1) 1.971(1) 
950 2.995(3) n/a 3.807(5) 1.943(1) 
 
3.3.3.1 Bond lengths and coordination numbers 
M-O and O-O pair correlation functions, gij(r) for samples calcined at 1150 C, 
derived from RMC analyses, are shown in Figs. 3.34-3.36. For the x = 0.00 composition, 
three peaks attributable to Zr-O, Yb-O and O-O are distinguished at around 2.0, 2.2 and 
2.6 Å, respectively. The introduction of Nd into the system is characterised by an Nd-O 
correlation at around 2.4 Å, which overlaps considerably with the first O-O peak. At x = 
1.00, the Nd-O correlation is broad, ranging from around 2.1 to 3.0 Å, with three maxima 
evident at 2.21, 2.41 and 2.55 Å, suggesting a range of Nd-O bonds. The shortest of these 
might arise through a degree of cation anti-site disorder, but in the absence of evidence of 
such disorder in the Rietveld analysis may simply be an artefact from the data. Fig. 3.37 
shows a comparison between the calculated gOO(r) profiles for the x = 0.75 and 1.00 
compositions, calcined at 1150 C. In the x = 0.75 composition, the first O-O peak is 
broad, indicative of significant positional disorder in the system, and the second 
maximum at around 3.15 Å is poorly developed, thus indicating that the composition x = 
0.75 has an oxide ion sub-lattice that is more fluorite-like. At x = 1.00, the gOO(r) profile 
has developed into two sharp maxima at around 2.69 and 3.15 Å, corresponding to the 
first and second nearest O neighbours in the ordered pyrochlore structure. There is little 
evidence for an O-O correlation at around 2.25 Å, which would correspond to the O(1)-
O(3) distance and is consistent with minimal occupation of the O(3) site at x = 1.00, as 
observed in the Rietveld analysis.  








Fig. 3.34. Partial radial distribution functions, gMO(r) and gOO(r), determined from RMC 
modelling, in the system (Yb1-xNdx)2Zr2O7, calcined at 1150 °C; (a) x = 0.00, (b) x = 0.25, 
and (c) x = 0.50  








Fig. 3.35. Partial radial distribution functions, gMO(r) and gOO(r), determined from RMC 
modelling, in the system (Yb1-xNdx)2Zr2O7, x = 0.75; calcined at (a) 950 °C, (b) 1150 °C, 
and (c) 1350 °C. 
  








Fig. 3.36. Partial radial distribution functions, gMO(r) and gOO(r), determined from RMC 
modelling, in the system (Yb1-xNdx)2Zr2O7, x = 1.00; calcined at (a) 950 °C, (b) 1150 °C, 
and (c) 1350 °C.  
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Fig. 3.37. Detail of calculated partial radial distribution functions, gOO(r) for (Yb1-
xNdx)2Zr2O7 (x = 0.75 and 1.00), samples calcined at 1150 °C.  
 
The M-O coordination numbers are given in Table 3.16. Two types of 
coordination number can be defined, depending on the type of interactions being 
considered. The site coordination number is based on integration of the gMO(r) curve up to 
3.50 Å, corresponding approximately to the point at which the curve flattens out, and 
takes into account all M-O contacts, including bonding and non-bonding interactions. A 
local coordination number may also be calculated, through integration up to the first 
minimum in the gMO(r) plots (Figs. 3.34-3.36 above), and gives a good approximation to 
the number of oxide ions in the immediate coordination sphere of the cations. The 
compositional variation of the local MO coordination numbers is illustrated graphically in 
Fig. 3.38. The coordination numbers of neodymium and ytterbium increase upon the 
fluorite to pyrochlore transition (at x = 0.75), whereas the coordination number of 
zirconium decreases with the fluorite to pyrochlore transition. The coordination numbers 
of Zr and Nd are close to those expected for six and eight coordinations, respectively. 
That for Yb is rather lower than expected. In the case of Yb, the site coordination 
numbers appear to give a more accurate picture of the true coordination number. Similar 
conclusions can be made when comparing the x = 0.75 and x = 1.00 compositions 
calcined at different temperatures (Fig. 3.39).  
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Table 3.16 M-O coordination numbers (CN) from RMC analysis. Estimated standard 
deviations are given in parentheses. 
  Site CN Local CN 
Comp. Calcination 
temp. (C) 
Nd-O Yb-O Zr-O Nd-O Yb-O Zr-O 
x = 0.00 1150 n/a 7.46(8) 7.17(8) n/a 6.16(6) 6.56(7) 
x = 0.25 1150 7.48(20) 7.30(10) 7.16(8) 7.48(20) 6.39(6) 6.49(6) 
x = 0.50 1150 7.55(14) 7.28(15) 7.13(9) 7.55(14) 6.28(11) 6.42(5) 
x = 0.75 1350 7.69(2) 7.83(3) 6.61(2) 7.69(2) 6.77(7) 6.03(2) 
1150 7.62(2) 7.79(3) 6.71(2) 7.62(2) 6.68(7) 6.08(3) 
950 7.46(9) 7.21(22) 7.04(8) 7.46(9) 6.37(17) 6.37(5) 
x = 1.00 1350 7.82(1) n/a 6.37(1) 7.82(1) n/a 5.97(1) 
1150 7.85(1) n/a 6.29(1) 7.85(1) n/a 5.98(1) 
950 7.36(1) n/a 7.00(2) 7.36(1) n/a 6.19(1) 
 
 
Fig. 3.38. Compositional variation of local coordination numbers in (Yb1-xNdx)2Zr2O7, 
samples calcined at 1150 °C, derived from RMC analyses. Error bars represent the 
standard deviation in the 10 parallel runs. The fluorite to pyrochlore transition occurs at x 
= 0.75. 
 






Fig. 3.39. Variation of local coordination numbers in (Yb1-xNdx)2Zr2O7  samples calcined 
at different temperatures, derived from RMC analyses: (a) x = 0.75 and (b) x = 1.00. The 
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The modal contact distances can be measured from the individual gij(r) profiles, as 
the first peak maximum and are given in Table 3.17a. These show little variation, other 
than a slight lengthening of the Zr-O distance in the pyrochlore structured samples. In 
contrast, the weighted average M-O distance ( MOD ) derived from these, equation 3.7, 
shows an increasing trend with increasing x-value, confirming that the change in lattice 
parameter seen in Fig. 3.10 is predominantly due to the change in composition rather than 










      (3.7) 
 
where CNMO and DMO represent the individual M-O coordination numbers and modal 
distances, respectively. 
An alternative way to calculate the contact distances, is to take a mean value up to 
a certain cut off from the specific gij(r) and these are shown in Table 3.17b. The values 
using this approach are directly comparable to those obtained from the Rietveld analysis 
given above in Tables 3.6, 3.8, 3.10 and 3.13. To examine the extent of cation ordering, it 
is helpful to look at the gMM(r) correlations (Figs. 3.40-3.42). The most noticeable change 
in the gMM(r) correlations is the absence of next-nearest neighbour correlations of the type 
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Table 3.17. M-O Contact distances (Å) derived from RMC analyses  
(a) Modal contact distances 
Composition Calcination 
temp. (C) 
Nd-O Yb-O Zr-O Av. M-O 
x = 0.00 1150 n/a 2.238(4) 2.052(5) 2.142(1) 
x = 0.25 1150 2.374(13) 2.230(4) 2.047(3) 2.225(6) 
x = 0.50 1150 2.368(14) 2.227(8) 2.084(77) 2.234(26) 
x = 0.75 1350 2.380(12) 2.224(9) 2.166(2) 2.266(5) 
1150 2.379(35) 2.200(10) 2.169(3) 2.258(11) 
950 2.381(6) 2.239(17) 2.089(53) 2.244(14) 
x = 1.00 1350 2.362(28) n/a 2.178(1) 2.282(16) 
1150 2.421(5) n/a 2.172(1) 2.313(3) 
950 2.388(2) n/a 2.163(1) 2.285(1) 
 
(b) Mean contact distances 
Composition Calcination 
temp. (C) 
Nd-O Yb-O Zr-O Av. M-O 
x = 0.00 1150 n/a 2.271(3) 2.146(4) 2.206(1) 
x = 0.25 1150 2.527(8) 2.281(3) 2.146(4) 2.327(4) 
x = 0.50 1150 2.539(7) 2.278(6) 2.142(4) 2.332(4) 
x = 0.75 1350 2.539(4) 2.325(3) 2.118(1) 2.344(2) 
1150 2.532(3) 2.312(3) 2.122(1) 2.337(1) 
950 2.527(5) 2.285(9) 2.140(4) 2.328(3) 
x = 1.00 1350 2.540(2) n/a 2.107(1) 2.352(1) 
1150 2.524(1) n/a 2.105(1) 2.342(1) 
950 2.515(1) n/a 2.133(1) 2.340(1) 
  








Fig. 3.40. Partial radial distribution functions, gMM(r), as determined from RMC 
modelling, in the system (Yb1-xNdx)2Zr2O7, calcined at 1150 °C; for (a) x = 0.00, (b) x = 
0.25, and (c) x = 0.50. Nd-Zr (blue), Yb-Zr (red), all others (grey). 
  








Fig. 3.41. Partial radial distribution functions, gMM(r), as determined from RMC 
modelling, in the system (Yb1-xNdx)2Zr2O7, x = 0.75; samples calcined at (a) 950 °C, (b) 
1150 °C, and (c) 1350 °C.  Nd-Zr (blue), Yb-Zr (red), all others (grey). 
  








Fig. 3.42. Partial radial distribution functions, gMM(r), as determined from RMC 
modelling, in the system (Yb1-xNdx)2Zr2O7, x = 0.75; samples calcined at (a) 950 °C, (b) 
1150 °C, and (c) 1350 °C.  Nd-Zr (blue), Yb-Zr (red), all others (grey). 
  
Page 128 of 278 
 
The final configuration from the RMC analysis is a box containing 11000 atoms. 
This model can be analysed in a number of ways, to reveal details of cation, anion and 
vacancy distributions. In the case of cation distributions, it is helpful to look at the cation-
cation nearest neighbour (NN) and next-nearest neighbour (NNN) distances. For a 
completely random distribution of cations, as in the fully disordered fluorite phase, one 
would expect each cation to have a distribution of nearest neighbours and next-nearest 
neighbours reflecting the stoichiometry. For example, for the x = 0.50 composition, a 
purely random distribution should yield cation-cation nearest neighbour and next-nearest 
neighbour ratios of 1:1:2 for Yb:Nd:Zr. In contrast, for an ideal pyrochlore structure, the 
larger lanthanide cations and smaller zirconium cations are ordered. The nearest 
neighbours consist of six lanthanide and six zirconium cations and would thus be 
expected to show a nearest neighbour ratio reflecting stoichiometry. However, the next-
nearest neighbours at about 5.2 Å are six cations of the other type, i.e. the lanthanide 
cations would have Zr4+ cations as exclusive next-nearest neighbours and vice versa (Fig. 
3.43).  
 
Fig. 3.43. Cation-cation nearest neighbour and next-nearest neighbour distributions in an 
ideal pyrochlore structure. Yellow and blue spheres represent 16c and 16d cation sites, 
respectively (or vice versa).   
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Table 3.18a summarises the NN and NNN distributions, around each cation type, 
in the studied compositions at the calcination temperatures studied. Theoretical NN and 
NNN distributions based on stoichiometry are shown for comparison in Table 3.18b. For 
the fluorite structured samples, the nearest neighbour distributions entirely reflect the 
stoichiometry of the compositions, confirming a random distribution of nearest neighbour 
cations. There is a small, but persistent, deviation from the random distribution values for 
next-nearest neighbour cations, with Nd3+, Yb3+ and Zr4+ all slightly favouring Nd3+ as a 
next-nearest neighbour over Zr4+. This may be associated with a minimization of long-
range repulsion between the highly polarizing Zr4+ cations and the less polarizing Nd3+ 
cations, in a similar way to that described by Pauling’s fourth rule of ionic crystal 
structures. However, this rule generally relates to nearest neighbour cations, and in the 
present case, the nearest neighbours also show a random distribution.  
As for the fluorite structured samples, the pyrochlore structured samples show 
random nearest neighbour distributions of cations reflecting stoichiometry. However, the 
next-nearest neighbour cations show significant (~15%) deviations from the random 
distribution. As described above, in the absence of anti-site cation disorder, there should 
be negligible amounts of A(NNN)A and B(NNN)B contacts (where A is Nd or Yb and B is 
Zr). However, while in all cases the A(NNN)B and B(NNN)A contacts are predominant, 
there is evidence for some anti-site cation disorder with Nd(NNN)Nd, Nd(NNN)Yb, 
Yb(NNN)Nd Yb(NNN)Yb and Zr(NNN)Zr present. It is interesting that there are relatively 
few Zr(NNN)Zr contacts in the x = 0.75 pyrochlore structured samples, despite evidence 
from the other cation NNN distributions for anti-site cation disorder. 
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Table 3.18a. Percentage nearest neighbour (NN) and next-nearest neighbour (NNN) 






Nd Yb Zr Nd Yb Zr 
0.00 1150 n/a n/a n/a n/a n/a n/a 
0.25 1150 11.8(7) 37.8(9) 50.4(6) 14.4(9) 37.8(6) 47.8(9) 
0.50 1150 24.0(5) 25.2(5) 50.7(3) 27.8(9) 24.9(4) 47.2(6) 
0.75 
1350 36.1(2) 12.4(1) 51.4(2) 14.2(5) 3.5(2) 82.2(7) 
1150 36.0(3) 12.4(1) 51.5(2) 14.6(9) 3.5(2) 81.9(5) 
950 36.3(4) 12.7(2) 51.1(4) 40.4(4) 12.2(3) 47.4(5) 
1.00 
1350 49.1(2) n/a 50.9(1) 20.4(5) n/a 79.6(3) 
1150 49.6(3) n/a 50.4(2) 18.5(7) n/a 81.5(4) 







Nd Yb Zr Nd Yb Zr 
0.00 1150 n/a 49.7(3) 50.3(3) n/a 52.8(5) 47.2(3) 
0.25 1150 12.2(3) 37.6(5) 50.2(3) 14.9(2) 37.8(6) 47.2(5) 
0.50 1150 24.3(5) 25.0(3) 50.6(3) 28.5(5) 24.6(6) 46.8(6) 
0.75 
1350 36.6(4) 12.5(3) 50.9(2) 11.1(7) 2.4(4) 86.5(9) 
1150 36.5(3) 12.6(4) 50.9(1) 11.1(5) 2.2(3) 86.7(6) 
950 36.8(5) 12.7(9) 50.5(9) 40.6(9) 11.9(2) 47.5(9) 
1.00 
1350 n/a n/a n/a n/a n/a n/a 
1150 n/a n/a n/a n/a n/a n/a 







Nd Yb Zr Nd Yb Zr 
0.00 1150 n/a 49.4(3) 50.6(2) n/a 52.7(4) 47.3(5) 
0.25 1150 12.1(1) 37.3(2) 50.6(3) 15.0(3) 37.4(4) 47.6(4) 
0.50 1150 24.3(2) 25.1(2) 50.7(4) 28.2(4) 24.4(3) 47.4(4) 
0.75 
1350 37.2(2) 12.5(1) 50.3(1) 74.8(7) 24.9(2) 0.3(1) 
1150 37.3(1) 12.5(1) 50.2(1) 74.5(5) 24.7(2) 0.8(2) 
950 36.9(3) 12.6(2) 50.5(3) 40.3(4) 12.1(2) 47.6(5) 
1.00 
1350 49.7(1) n/a 50.3(1) 89.6(3) n/a 10.4(3) 
1150 49.9(2) n/a 50.1(2) 86.4(4) n/a 13.6(2) 
950 50.2(7) n/a 49.8(8) 51.9(9) n/a 48.1(9) 
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Table 3.18b. Theoretical nearest neighbour (NN) and next-nearest neighbour (NNN) 






Nd Yb Zr Nd Yb Zr 
0.00 1150 n/a n/a n/a n/a n/a n/a 
0.25 1150 12.5 37.5 50.0 12.5 37.5 50.0 
0.50 1150 25.0 25.0 50.0 25.0 25.0 50.0 
0.75 
1350 37.5 12.5 50.0 0.0 0.0 100.0 
1150 37.5 12.5 50.0 0.0 0.0 100.0 
950 37.5 12.5 50.0 37.5 12.5 50.0 
1.00 
1350 50.0 n/a 50.0 0.0 n/a 100.0 
1150 50.0 n/a 50.0 0.0 n/a 100.0 







Nd Yb Zr Nd Yb Zr 
0.00 1150 n/a 50.0 50.0 n/a 50.0 50.0 
0.25 1150 12.5 37.5 50.0 12.5 37.5 50.0 
0.50 1150 25.0 25.0 50.0 25.0 25.0 50.0 
0.75 
1350 37.5 12.5 50.0 0.0 0.0 100.0 
1150 37.5 12.5 50.0 0.0 0.0 100.0 
950 37.5 12.5 50.0 37.5 12.5 50.0 
1.00 
1350 n/a n/a n/a n/a n/a n/a 
1150 n/a n/a n/a n/a n/a n/a 







Nd Yb Zr Nd Yb Zr 
0.00 1150 n/a 50.0 50.0 n/a 50.0 50.0 
0.25 1150 12.5 37.5 50.0 12.5 37.5 50.0 
0.50 1150 25.0 25.0 50.0 25.0 25.0 50.0 
0.75 
1350 37.5 12.5 50.0 75.0 25.0 0.0 
1150 37.5 12.5 50.0 75.0 25.0 0.0 
950 37.5 12.5 50.0 37.5 12.5 50.0 
1.00 
1350 50.0 n/a 50.0 100.0 n/a 0.0 
1150 50.0 n/a 50.0 100.0 n/a 0.0 
950 50.0 n/a 50.0 50.0 n/a 50.0 
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3.3.3.2 Vacancy concentration and ordering 
 
Three basic vacancy pair alignments can be defined with respect to the cubic 
coordination of the cation in the ideal fluorite structure, each characterized by a specific 
vacancy-vacancy distance and O-M-O angle (Fig. 3.44). Assuming a random distribution 
of vacancies, a ratio of 1:2:1.3 for <100>:<110>:<111> vacancy pairs is expected. The 
values given in Table 3.19 show no significant departure from these ideal ratios in 
fluorite structured compositions. However, in pyrochlore structured compositions, (0.75 ≤ 
x ≤ 1.00 calcined at 1150-1350 °C) there is a clear and significant preference for <111> 
ordering, compared to the random situation. In the ideal pyrochlore structure, the 
vacancies show exclusive <111> ordering. The observed distributions are consistent with 
a high degree of pyrochlore-type ordering on the oxide sub-lattice, but with both <100> 
and <110> aligned vacancy pairs still present, reflecting the additional oxygen Frenkel 
defects seen in the Rietveld analysis.   
 
 
Fig. 3.44 Possible vacancy pair alignments around cations in the ideal fluorite structure, 
with characteristic vacancy-vacancy distances and vacancy-metal-vacancy angles shown. 
 
It is possible to reveal details of the local environment around vacancies through 
careful examination of the RMC configurations. Using a similar approach to that 
discussed above, the vacancy “coordination” environment can be probed to reveal 
evidence of preferential distribution of vacancies between cations. The nearest neighbour 
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cation distributions around oxide ion vacancies are presented as percentages of the total 
number of nearest neighbour cations in Table 3.19. A random distribution of vacancies 
would be expected to yield percentage distributions reflecting the stoichiometry. 
However, the values in Table 3.19 for the percentage of cation nearest neighbours around 
a vacancy, %vac(NN)M, show appreciable deviation from a purely random distribution.   
The high percentage of Nd3+/Yb3+ nearest neighbours in the fluorite type 
compositions, strongly suggests preferential association of vacancies with these cations. 
However, in the end member compositions with the fluorite type structure, this preference 
is less clear, with values close to those expected for a random vacancy distribution.  For 
the x = 0.75 pyrochlore structured samples, vacancies appear to be preferentially 
associated with Yb3+, while for the x = 1.00 pyrochlore structured samples, there is clear 
preferential association of vacancies with Zr4+, consistent with previous work on similar 
systems.242  
 
Table 3.19 Tetrahedral site oxygen vacancy concentrations per fluorite cell, oxide ion 


















0.00 1150 1.04(2) 1.00:2.13:1.38 n/a 51.3(3) 48.7(3) 
0.25 1150 0.97(2) 1.00:2.09:1.38 24.6(7) 33.5(14) 41.9(14) 
0.50 1150 0.97(1) 1.00:1.98:1.34 30.4(11) 27.5(14) 42.0(18) 
0.75 1350 0.93(1) 1.00:6.35:15.01 30.6(2) 19.0(2) 50.5(3) 
1150 0.97(1) 1.00:4.88:7.47 31.4(2) 19.5(3) 49.1(3) 
950 0.99(1) 1.00:1.94:1.26 34.46(12) 22.7(10) 42.8(16) 
1.00 1350 0.97(2) 1.00:4.68:48.47 36.4(4) n/a 63.6(4) 
1150 0.96(1) 1.00:6.83:198.10 32.2(5) n/a 67.8(5) 
950 0.96(1) 1.00:6.15:17.50 46.6(3) n/a 53.4(3) 
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3.3.3.3 Cation coordination 
 
The bond angles in the fluorite and pyrochlore structures provide a sensitive means of 
differentiating between the two structures. In the ideal pyrochlore structure, two values 
are expected at around 74° and two around 109 (determined by the 48f oxygen x 
fractional coordinate) for the O-Ln-O angles and two around 90 for the O–Zr–O angles 
(Fig. 3.45); whereas in the fluorite structure, the two O–Zr–O angles are expected at 
around 70 and 110°, corresponding to O atoms aligned on the <100> and <110> 
directions, in the cubic coordination environment around a cation, in the same way as 
seen for vacancy pairs in Fig. 3.44 above.234  
The O-M-O angular distribution functions AOMO(Ѳ), derived from the RMC 
configurations are shown in Figs. 3.46-3.48. In compositions x = 0.00 to 0.50 calcined at 
1150 °C and x = 0.75 and 1.00 calcined at 950 °C, the distribution of O–Zr–O angles is 
close to the expected values for the ideal fluorite structure. However, the O-Nd-O 
distribution is significantly different, particularly at lower angles, where the peak 
maximum is seen approximately 5° lower than seen for the other two distributions. This 
difference suggests a greater local distortion away from the fluorite structure around Nd3+ 
than around the other cations. In compositions x = 0.75 and 1.00 calcined at 1150 and 
1350 °C, the O–Zr–O angles correspond very closely to those expected from the ideal 











Fig. 3.45. O-M-O angles in Nd2Zr2O7, calcined at 1350 C. 
 
  








Fig. 3.46. O-M-O angular distribution functions as determined from RMC modelling, in 
the system (Yb1-xNdx)2Zr2O7, calcined at 1150 °C; for (a) x = 0.0, (b) x = 0.25, and (c) x = 
0.50.   
  








Fig. 3.47. O-M-O angular distribution functions as determined from RMC modelling, in 
the system (Yb1-xNdx)2Zr2O7, x = 0.75; calcined at (a) 950 °C, (b) 1150 °C, and (c) 1350 
°C. 
  








Fig. 3.48. O-M-O angular distribution functions as determined from RMC modelling, in 
the system (Yb1-xNdx)2Zr2O7, x = 1.00; calcined at (a) 950 °C, (b) 1150 °C, and (c) 1350 
°C. 
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3.3.4 Electrical conductivity 
 
To analyse the IS data, the following overall expanded equivalent circuit was 
assumed, Fig. 3.49, based on an equivalent circuit described for the oxygen ion conductor 
BIMEVOX.243 The equivalent circuit was built of resistors, R, capacitors, C, and constant 
phase elements  (cpe), P, whose complex capacitance was expressed as: 





                                                      (3.8)  
Thus, the magnitude A of the cpe is expressed in farads. If n = 0 then this element 
behaves like a pure capacitor, when n = 1 it behaves as a pure resistor, and a cpe with 
exponent n = 0.5 can be denoted as a Warburg element, W. 
 
 
Fig. 3.49 Electrical equivalent circuit model used for IS data analysis.  
 
The electrical properties of the sample-material itself are included mainly in the 
elements P, Rg, Pgb, Rgb, PC-C, and RC-C. The cpe P models the complex capacitance of 
the sample at high frequencies and represents the high frequency permittivity. The DC 
conductivity of the grain interiors of a polycrystalline sample are represented by the 
resistor Rg. The frequency dependence of ionic conductivity and of the permittivity of the 
grains (dielectric relaxation process) is modelled by the capacitor CC-C and the cpe 
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element PC-C connected in series constitute the Cole–Cole complex dielectric function.
244 
The contribution of grain boundaries to the impedance of the polycrystalline sample is 
represented by the resistance Rgb and the cpe element Pgb. The rest of the elements Pdl, Rct, 
Pads and Rads correspond to properties of the electrode-electrolyte interface, i.e. double 
layer capacitance, charge transfer resistance and adsorption of oxygen on the porous 
platinum electrode. At higher temperatures the elements  Pads and Rads had to be doubled 
due to more complex electrochemical behaviour (however detailed and more systematic 
studies of the electrode-electrolyte processes were not a subject of this work).  
It was not possible to fit all parameters of the equivalent circuit to impedance spectra 
over the whole temperature range, due to the shift of the frequency window; the applied 
frequency range only covers a limited range of values corresponding to relaxation times,  
= RC, where frequency f = 1/. Therefore at lower temperatures, impedance spectra 
reflected mainly the bulk properties of samples, while at higher temperatures features 
associated with the electrode-electrolyte interface were more evident. For example, in the 
case of the Nd1.5Yb0.5Zr2O7 composition, the following impedance spectra analysis was 
performed which was similar to the analysis of all other compositions included in this 
chapter as well as in chapter 4, Fig. 3.50. At lower temperatures, around 100 – 200 C, 
one full semicircle dispersion was observed with a second one only partially visible. 
Therefore, the equivalent circuit had to be reduced to those elements sensitive to higher 








Circuit description code: (P(CP)(R(RP))); Temp. = 129.1 °C; Rms = 1.37;  







P∞ 4.0700e-12 F 2.%  
 
n∞ 0.000 0.1% 
Pc-c 1.9500e-11 F 10% 
nc-c 0.462 4.% 
Rb 8.5770e+09 Ω 1.% 
Rgb 6.9060e+09 Ω 11% 
Pgb 1.7460e-09 F 13% 
ngb 0.128 37%  
 
Fig. 3.50 Values of parameters of the equivalent circuit estimated for impedance spectra 
measured for a polycrystalline sample of Nd1.5Yb0.5Zr2O7 at 129 C. Resistance Rb is 
indicated as the intercept of the semicircle dispersion with the Re(Z) axis.  
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The high frequency permittivity is represented by the constant phase element, P, 
which proved to provide a better quality of fit than an ordinary capacitor. The fitted value 
of the exponent n is close to 0, which can be interpreted as a capacitance with nearly 
constant low loss. The elements Cc-c, Pc-c are characteristic for the Cole-Cole relaxation 
function with an  nc-c value close to 0.5. These parameters were able to be estimated only 
at lower temperatures when long range ionic movement (d.c. conductivity) is reduced. 
The second semicircle exhibits capacitance values (Pgb) in the order of  10
-9 F (with ngb 
close to 0), this may be associated with a grain boundary dispersion of a polycrystalline 
sample. The processes connected with the electrode-electrolyte interface dispersion were 
not observed at this temperature. 
At higher temperatures, around 200 - 400 C, the impedance spectra evolved and 
the lower frequency dispersion was more pronounced, Fig. 3.51, including the additional 
elements Pads and Rads, simulating adsorption or ionic diffusion in the non-blocking porous 
Pt electrode, with Pads  around 10
-7 F and nads close to 0.5.   Pgb values remain in the order 
of 10-9 F, previously indicated as the grain boundary capacitance. However the shape of 
the impedance spectra may suggest that this semicircle can be regarded as a double layer 
capacitance connected with charge transfer resistance at the electrode.  
In the temperature range 400 - 800 C the impedance spectra, Fig. 3.52, shifted to 
the impedance of an electrode-electrolyte interface and again additional elements Pads2 
and Rads2 were added to the equivalent circuit model to satisfy the fitting procedure. At 
high frequencies the properties of the bulk material were hardly seen and some elements 
had to be deleted from the equivalent circuit model. 
Based on visual inspection of the data, only one parameter could be estimated 
precisely over the whole temperature range, i.e. the resistance of the bulk sample, 
probably associated with grain interior resistance. Taking into account the dimensions of 
the sample, the conductivity values were calculated and analysed further as a function of 
temperature and material composition. 
  




Circuit description code: (P(CP)(R(P(R(RP))))); Temp. = 245.4 °C; Rms = 0.606 
Geometrical factor = 0.407cm-1 





P∞ 8.0700e-12 F 3.%  
 
n∞ 0.032 6.% 
Pc-c 4.5280e-09 F 17% 
nc-c 0.683 3.% 
Rb 4.9960e+0 Ω .3% 
Pgb 3.8140e-09 F 4.% 
ngb 0.140 6.% 
Rgb 5.4090e+0 Ω 2.% 
Rads 6.1100e+0 Ω 3.% 
Pads 1.0660e-07 F .9% 
nads 0.476 1.% 
 
Fig. 3.51 Values of parameters of the equivalent circuit estimated for impedance spectra 
measured for the polycrystalline sample of Nd1.5Yb0.5Zr2O7 at 245 C.  
 
 




Circuit description code: (PR)(P(R(RP)(RP))); Temp. = 586.5 °C; Rms = 0.136 
Geometrical factor = 0.407cm-1 









n∞ 0.113 16% 
Rb 9.7870e+02 Ω .2% 
Pgb 7.8280e-09 F 5.% 
ngb 0.093 4.% 
Rgb 1.4800e+03 Ω 2.% 
Rads1 2.1840e+02 Ω 14% 
Pads1 1.4420e-05 F 21% 
nads1 0.451 9.% 
Rads2 3.2840e+03 Ω .3% 
Pads2 6.4660e-05 F .4% 
nads2 0.451 .3% 
 
Fig. 3.52 Values of parameters of the equivalent circuit estimated for impedance spectra 
measured for a polycrystalline sample of Nd1.5Yb0.5Zr2O7 at 586 C.  
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The Arrhenius plots for (Yb1-xNdx)2Zr2O7-δ (0.00 ≤ x ≤ 1.00) are shown in Fig. 
3.53, with the compositional variation of activation energies and total conductivities 
shown in Fig. 3.54. For the fluorite structured compositions (0.00 ≤ x ≤ 0.50), the plots 
show near linear behaviour, with only the x = 0.00 composition showing some deviation 
at low temperatures. For the pyrochlore structured compositions (x = 0.75 and x = 1.00) 
there is deviation from linearity. For the x = 0.75 composition, three linear regions are 
observed. The low temperature region below ca. 350 C and the high temperature region 
above ca. 430 C have very similar activation energies and are linked by an intermediate 
temperature region with lower activation energy. For the x = 1.00 composition, a much 
lower conductivity is observed than at x = 0.75.  
The activation energies decrease with increasing Nd content over the entire 
compositional range studied. Only in the case of the end members, do the activation 
energies in the high and low temperature regions differ appreciably. Attempts to measure 
transport numbers in this system have so far been unsuccessful. However, the values of 
activation energy in both high and low temperature regions of around 1 eV are typical of 
ionic conductors. Characteristic values of conductivity in the high and low temperature 
regions typified by the conductivities at 300 C and 700 C (300 and 700, respectively) 
show a maximum for the x = 0.75 composition with a value of 6.82  10-4 S cm-1 at 700 
°C. This composition corresponds to the sample with the highest level of oxygen Frenkel 














Fig. 3.53. Arrhenius plots of total conductivity for (Yb1-xNdx)2Zr2O7 compositions with x 












Fig. 3.54. Compositional variation of (a) high temperature EHT and low temperature 
ELT activation energies, and (b) total conductivity at 300 C (300) (blue) and 700 C 
(700) (red) in (Yb1-xNdx)2Zr2O7, with x = 0.00, 0.25, 0.50, 0.75, and 1.00, at 300 and 700 
°C. 
  





Samples of ytterbium neodymium zirconate (Yb1-xNdx)2Zr2O7 (0.00  x  1.00) 
were synthesised via a co-precipitation method. Powder X-ray and neutron diffraction 
results and structural analyses via the Rietveld refinement method, show that at low 
neodymium contents (0.00  x  0.50), these systems crystallize in the fluorite structure 
with space group 𝐹𝑚3̅𝑚, whereas at high neodymium content (0.75  x  1.00) a 
pyrochlore structure with space group 𝐹𝑑3̅𝑚 is observed. At 75% neodymium content, 
the material undergoes a fluorite/pyrochlore phase transition. For compositions with high 
neodymium content prepared at lower temperatures (950 °C), a fluorite structure is 
observed, which shows gradual evolution of pyrochlore ordering with increasing 
calcination temperature (1150-1350 °C). The transition from the fluorite to pyrochlore 
structures is believed to proceed via the intermediate emergence, and progressive growth, 
of pyrochlore-type microdomains in a fluorite matrix.  
In compositions which retain the fluorite structure, considerable non-equivalence 
of the cation local environment was observed, with variation in composition. 
Coordination numbers, derived from total neutron scattering analyses, indicate the 
coordination number of Zr4+ to be close to 6 in the pyrochlore structure and close to 7 in 
the fluorite structure. The coordination numbers of Nd3+ and Yb3+ were close to 7 and 
showed little variation with the extent of disorder. Evidence for anti-site cation disorder is 
found in the pyrochlore structured samples.  
For fluorite structured samples, total electrical conductivity generally shows 
classical Arrhenius behaviour up to around 800 C. Activation energies decrease as the 
average size of the cation at the A-site decreases, with increasing Nd content. Total 
conductivity increases with increasing Nd content, up to a maximum at x = 0.75 and then 
decrease; this appears to be correlated with the concentration of oxygen Frenkel defects in 
the pyrochlore structure.  The conductivity of these oxides is of the order of 10-4 S cm−1 at 
700 °C. 
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Isovalent substitution has been found to increase the ionic conductivity of 
pyrochlore-type oxides by at least four orders of magnitude, which has been attributed to 
increased disorder in both the cation and anion sub-latices.127 However, optimum 
conductivity is crucially dependent on dopant concentration, with maximum conductivity 
corresponding to a minimum in activation energy. Furthermore, activation energy has 
been shown to be hugely determined by structural disorder, often increasing with 
increased disorder,110 due to the formation of oxygen-vacancy dopant association.76 
Di-valent dopant cations have been incorporated substitutionally into the host 
lattice of pyrochlore oxides, wherein, structural effects of dopant concentration and the 
resulting ionic conductivities were investigated. When divalent ions are accommodated in 
a pyrochlore host lattice, they must be charge-compensated by a positively charged lattice 
defect.245  The resultant defect cluster consists of a cation anti-site pair, adjacent to an 









′′                           (4.1) 
 
Therefore, doping with lower valence cations causes a local charge imbalance and 
thus promotes the formation of charge-compensating oxygen vacancies,137 with anion 
Frenkel being the most likely defect.84 As compared to other divalent dopants, Ca2+ has 
been shown to be most effective in enhancing electrical conductivity in titanate 
pyrochlore oxides.104 Kramer and Tuller have shown that the substitution of 10% Ca for 
Gd in Gd2Ti2O7, results in ionic conductivities in the range of 10
-2 S cm-1 at 1000 °C, 
which is substantially higher than in the un-doped compound.127 Similar enhancements in 
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More recently, Shlyakhtina et al. have shown that 10% Ca doped Yb2Ti2O7 at the 
A-site resulted in exceptionally high electrical conductivities, i.e. ≈ 2  10-2 S cm-1 740 °C 
and ≈ 0.2 S cm-1 at 1000 °C.247 Belov et al. found that the doping of intermediate 
lanthanide titanate oxides with divalent cations enhanced conductivity, with the optimum 
conductivity achieved at 10% substitution.132 While the effect of divalent and trivalent 
dopants on oxide ion conductivity in pyrochlore titanium oxides has been studied 
extensively, few systematic studies have been performed on the effect of divalent dopants 
on oxide ion conductivity in pyrochlore zirconium oxides.  
In this chapter, a variable-temperature neutron powder diffraction experiment was 
carried out on the (Nd1-xCax)2Zr2O7-x (0.10 ≤ x ≤ 0.50) system, in order to investigate the 
local structural evolution as a function of composition and temperature. Total scattering 
analysis has been used to examine the thermal variation of oxide ion and vacancy 






Samples of (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50) were prepared via the co-
precipitation method, in which stoichiometric amounts of neodymium oxide (Nd2O3, 
purity 99.9%, Sigma Aldrich) and calcium nitrate (Ca(NO3)2, purity 99.9%, Sigma 
Aldrich) were dissolved in nitric acid (2 M) and distilled water, respectively, Table 4.1. 
The solutions were then mixed together, along with the zirconyl chloride solution, and 
stirred for 60 min. The mixed solution was slowly added under stirring to excess dilute 
ammonia solution with a pH value of 13 to obtain a gel-like precipitate. The gel was 
filtered, washed with distilled water several times to a pH value of 7, and then washed 
twice with industrial methylated spirits (IMS). The washed precipitate was dried at 80 C 
for 24 h. The dried mixture was ground uisng a mortar and pestle, placed in a Pt crucible 
and heated in an electric furnace to 1350 C for 24 h in air. Full solubility of calcium was 
achieved over the entire composition range studied.  
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Table 4.1 Masses of reactants and volume of solvents used in the synthesis of the 
compositions of (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50) studied in this chapter 
Composition x = 0.10 x = 0.20 x = 0.30 x = 0.40 x = 0.50 
Nd2O3 Mass (g) 10.78 9.95 9.05 8.08 7.03 
Ca(NO3)2 Mass (g) 1.17 2.43 3.78 5.26 6.85 
2M nitric acid volume (ml) 150 150 150 150 150 
ZrOCl2·8H2O Mass (g) 22.93 23.81 24.77 25.80 26.92 
H2O Volume (ml) 150 150 150 150 150 
Ammonia Volume (ml) 300 300 300 300 300 




X-ray powder diffraction data were collected on an PANalytical X’Pert Pro 
diffractometer fitted with an X’Celerator detector, using Ni-filtered CuK radiation (λ = 
1.5418 Å). Data were collected in flat plate θ/θ geometry in steps of 0.033°, with an 
effective scan time of 250 s per step, over the range 5 to 120° 2θ. Calibration was carried 
out with an external LaB6 standard.  For variable temperature measurements, samples 
were mounted on a Pt strip in an Anton Paar HTK-16 high temperature camera. Data 
were collected at 25 C and at 50 C intervals from 100 C to 800 C in steps of 0.0167, 
over the 2θ range 5 to 120, with scan stimes of 200 s per step for the collections at 25 
and 800 C and 50 s per step for all other temperatures.  
  Variable-temperature neutron diffraction data were obtained at the ISIS facility, in 
the temperature range 20–800 C, using the POLARIS diffractometer. Data were 
collected, on back-scattering (average angle 146.72), 90 (average angle 92.5), 
intermediate-angle (average angle 52.21), low-angle (average angle 33.5) and very low 
angle (average angle 24.75) detectors, corresponding to the approximate d-spacing 
ranges 0.04-2.6 Å, 0.05-4.1 Å, 0.73-7.0 Å. 0.3-48 Å and 0.13-13.8 Å, respectively. The 
samples were placed in a sealed silica glass tube inside an 11 mm diameter V can. Data 
were collected, at room temperature and from 300 to 800 °C, ion steps of 50 °C, 
corresponding to total proton beam charge values of 30 µA h. For the x = 0.1 to 0.3 
compositions, at 800 C an extended data collection of 200 A was carried out to afford 
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higher quality data, while for the x = 0.5 composition extended collections of ca. 1000 A 
h were made at 500 and 800 C. Unfortunately, due to time constraints on the instrument, 
the 800 C data set for the x = 0.3 composition could only be collected for a proton beam 
charge equivalent of 30 A h.   
Total scattering measurements,182 were carried out for the most heavily doped 
sample at 20, 500, and 800 °C, consisting of a minimum of 8-hour collection time. Each 
collection corresponded to a total proton beam charge ranging from 1000 µA h to 1200 
µA h. Long-range structure was analysed by the Rietveld method using the General 
Structure Analysis System (GSAS) set of programs,199 and the EXPGUI interface.198 
XRD and NPD data were used simultaneously. The background for each bank was 
modelled as a 24-term shifted Chebyshev polynomial, and the peak profiles were fited 
using the GSAS type 2 profile. A cubic subcell model in space group 𝐹𝑑3̅𝑚 was used for 
refinement; Nd and Ca were located on the 16d site 0.5, 0.5, 0.5, Zr was located on the 
16c site 0,0,0, and oxide ions were distributed over three sites: 48f at ca. 0.375, 0.125, 
0.125; 8a at 0.125, 0.125, 0.125, and 8b at 0.375, 0.375, 0.375. 
Total neutron scattering, involving analysis of both Bragg and diffuse scattering, 
was used to shed light on vacancy ordering.248,249 The program Gudrun,178 was used to 
apply corrections for background scattering and beam attenuation and the resulting 
normalized total scattering structure factors, S(Q), were then used to obtain the 
corresponding total radial distribution function, G(r), via Fourier transformation. 
RMCProfile was used for reverse Monte Carlo (RMC) modelling of the pair distribution 
function (PDF) data.189 A 5  5  5 pyrochlore super-cell, containing a total of about 
10000 atoms, was used as the starting configuration for RMC modelling. Vacancies were 
distributed randomly in the starting configuration over the sites corresponding to O(1) and 
O(3) in the 𝐹𝑑3̅𝑚 pyrochlore subcell according to the Rietveld analysis results. BVS 
restraints were used, to favour configurations with chemically sensible geometries and to 
help guide the refinements in the initial stages.209 A closest approach distance was used to 
avoid unrealistically short M-O and O-O contacts. An O-O interatomic potential with low 
relative weighting was used to ensure a relaistic O-O distribution. Fitting was carried out 
against S(Q), G(r), and the Bragg profile data, the latter to provide a constraint for the 
long-range crystallinity. S(Q) was broadened by convolution with a box function (chapter 
2, equation 2.38), in order to reflect the finite size of the simulation box. A set of 10 
parallel calculations was carried out to ensure satisfactory statistics. 
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4.2.3 Electrical measurements 
 
For electrical measurements, the powders were finely ground in a mortar and 
pestle, pressed uniaxially into cylindrical pellets of approximate dimensions 11 mm 
diameter and 2 mm thick, by applying a pressure of 180 MPa and then sintered in air at 
1600 C for 12 h. Sintered pellets had densities of ∼ 93 % of the theoretical value, Table 
4.2a, as determined by the Archimedes method. The  samples were prepared as 
rectangular blocks, Table 4.2b, cut from slowly cooled sintered pellets, using a diamond 
saw. Platinum electrodes were sputtered by cathodic discharge on the two smallest faces. 
Electrical measurements were carried out via a.c. impedance spectroscopy up to ca. 850 
C, using a fully automated Solartron 1255/1286 system, in the frequency range from 1 
Hz to 5 × 105 Hz. Impedance spectra were acquired over two cycles of heating and 
cooling at stabilized temperatures. Impedance at each frequency was measured repeatedly 
until consistency (2% tolerance in drift) was achieved or a maximum number of 25 
repeats had been reached.  
 
Table 4.2a Measured pellet densities and theoretical densities for compositions in the 
(Nd1-xCax)2Zr2O7-x system 
Composition x = 0.10 x = 0.20 x = 0.30 x = 0.40 x = 0.50 
Measured density (g cm-3) 5.712 5.324 5.150 5.041 5.019 
Theoretical density (g cm-3) 6.067 5.720 5.521 5.407 5.401 
Relative Density (%) 94.1 93.1 93.3 93.2 92.9 
 
Table 4.2b Pellet dimensions for electrical measurements for compositions of  
(Nd1-xCax)2Zr2O7-x  
Composition x = 0.10 x = 0.20 x = 0.30 x = 0.40 x = 0.50 
Length (mm) 8.65 9.24 8.45 8.12 8.69 
Height (mm) 5.61 6.19 5.34 5.71 4.95 
Width (mm) 1.56 1.68 1.86 1.67 1.71 
L/A (cm-1)a 9.87 8.74 8.51 8.52 10.27 
aWhere L/A = Length/(Height  Width) 
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4.3 Results and discussion 
 
4.3.1 Average structure 
 
Fig. 4.1 shows diffraction patterns of (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50) powders 
sintered in air at 1350 °C, for 12 h.  All of the compositions studied exhibited a single 
phase with a pyrochlore-type structure. The adoption of a pyrochlore-type structure in 
these systems can be rationalised based on the fact that the average cation radius ratio of 
A and B cations, RA/RB, is greater than 1.36 (Table 4.3).
250,251 In both the X-ray and 
neutron data, the pyrochlore ordering peaks are seen to weaken, with increasing x-value, 
suggesting greater disorder with increasing calcium content. Fig. 4.2 shows detail of the 
X-ray diffraction patterns in the 2 range 56 to 61°. The (311)F/(622)Py (where F 
represents fluorite and Py pyrochlore) peak gradually shifts towards higher 2 with 
increasing calcium content, which is attributed to the change in the average ionic radius 
of the cations on the A site, i.e. (1-x) Nd3+ and x Ca2+ cations. The narrower peaks of the x 
= 0.0 composition reflect its higher crystallinity. The refined lattice parameters as a 
function of calcium content are depicted in Fig. 4.3 and exhibit an approximately linear 
decrease with increasing calcium content from x = 0.00 to x = 0.50, which agrees well 
with Vegard’s law [a(nm) = 0.5288 + 0.0146x]. This is attributed to the substitution of the 
larger Nd3+ cations [ionic radius (8-coordinate) = 1.11 Å] for the smaller Ca2+ cations 
[ionic radius (6-coordinate) = 1.00 Å].25  
 
Table 4.3 A/B site average ionic radius ratios in (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50). 
Ionic radii used were: Nd3+ (8-coordinate), 1.11 Å; Ca2+ (6-coordinate), 1.00 Å and Zr4+ 
(6-coordinate), 0.72 Å.25 
Composition RA/RB 
x = 0.10 1.526 
x = 0.20 1.511 
x = 0.30 1.496 
x = 0.40 1.481 
x = 0.50 1.465 
 
  






Fig. 4.1. Room temperature powder diffraction patterns for samples of general formula 
(Nd1-xNdx)2Zr2O7-x (0.00 ≤ x ≤ 0.50) calcined at 1350 C, (a) X-ray and (b) neutron back-
scattering. Pt peaks from the sample holder are indicated by asterisks in the X-ray data, 
with indices of the pyrochlore ordering peaks shown in the inset.  
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Fig. 4.2. Detail of the room temperature X-ray powder diffraction patterns for samples of 
general formula (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50), showing the (311)F/(622)Py peak in 
the 2𝜃 range of 56-61°.  
 
Fig. 4.3. Compositional variation of lattice parameter for co-precipitated samples of 
composition (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50). Error bars are smaller than the symbols 
used. 
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Average crystallite sizes were determined from the peak widths in the X-ray 
powder diffraction data of the studied compositions, using equation 3.3 (Chapter 3). As 
shown in Table 4.4, there appears to be no significant correlation between composition 
and the crystallite size and all samples showed good crystallinity. 
 
Table 4.4 Average crystallite size as a function of composition and calcination 





Lx Crystallite Size (Å) 
x = 0.00 1350 4.7(1) 1692 
x = 0.10 1350 6.3(1) 1258 
x = 0.20 1350 7.3(2) 1082 
x = 0.30 1350 6.1(2) 1307 
x = 0.40 1350 6.3(1) 1268 
x = 0.50 1350 5.5(2) 1434 
 
 
The fitted diffraction profiles for a representative composition (x = 0.5) at room 
temperature are shown in Fig. 4.4, with those from other compositions given in Appendix 
B. Good fits to the data were obtained for all compositions. The crystal and refinement 
parameters for all compositions at room temperature are given in Table 4.5, with the 
refined structural parameters and significant contact distances in Table 4.6. 
The diffraction data for the (Nd1-xCax)2Zr2O7-x (0.10 ≤ x ≤ 0.50) system can be 
fully indexed in the cubic 𝐹𝑑3̅𝑚 space group. Using origin setting 2 (with origin at 0, 0, 
0), the Zr4+ cations are placed on the 16c (0, 0, 0) site, the Nd3+ and Ca2+ cations are 
distributed randomly on the 16d (1/2, 1/2, 1/2) site, with the oxide ions O(1), O(2), and 
O(3) distributed over three sites at 48f (ca. 0.375, 1/8, 1/8), 8a (1/8, 1/8, 1/8), and 8b (3/8, 
3/8, 3/8) sites, respectively. Initial refinements of the oxygen site occupancies showed no 
appreciable departure away from unity for the O(2) site and subsequent refinements were 
carried with the O(2) site fully occupied and a total occupancy constraint beteen O(1) and 
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O(3). Isotropic displacement parameters were refined for all atoms. In all cases, when 
attempts were made to allow for cation disorder, negative occupancies for the anti-sites 
were obtained. The best fit was ultimately achieved for a unit cell with complete cation 
order, but for which the occupancy of the oxygen 8b was 1.0, and both the 8a and 48f 
oxygen sites are only partially occupied.  
The refined structural parameters in Table 4.6 show that the oxide ions are 
predominantly located in the 48f and 8b sites. However, there is also considerable 
occupation of the 8a site, which increases with increasing calcium content. This reflects 
progressive disorder, evident in the weakening of the pyrochlore ordering peaks with 
increasing Ca content seen in the diffraction patterns (Fig. 4.1 above). This type of 
distribution is common in ordered pyrochlore structures.252,253 Neodymium and calcium 
coordinate eight O2- ions in scalenohedra (distorted cubes), with two short bonds to O(2) 
at approximately 2.29 Å and six longer bonds to O(1) at approximately 2.50 Å. There are 
also eight contacts to zirconium, in the structure with six bonds to O(1) at approximately 
2.10 Å, forming trigonal antiprisms (distorted octahedra), and two longer contacts to O(3) 
at approximately 2.30 Å.  
  









Fig. 4.4. Fitted diffraction profiles for (Nd0.5Ca0.5)2Zr2O6.5 (x = 0.50) at room temperature, 
showing fits to (a) neutron back-scattering, (b) neutron 90  and (c) X-ray data. Observed 
(crosses), calculated (solid line), and difference (lower) profiles are shown. Reflection 
positions are indicated by markers. 
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Table 4.5. Crystal and refinement parameters for pyrochlore structured compositions in 
the system (Nd1-xCax)2Zr2O7-x (0.10  x  0.50) at room temperature. Estimated standard 
deviations are given in parentheses. 
Composition x = 0.10 x = 0.20 x = 0.30 
Calcination temp. (C) 1350 1350 1350 
Formula Nd1.8Ca0.2Zr2O6.9 Nd1.6Ca0.4Zr2O6.8 Nd1.4Ca0.6Zr2O6.7 
Mr (g mol
-1) 560.49 538.06 515.63 
Crystal system Cubic Cubic Cubic 
Space group 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 
Lattice parameter (Å) 10.6532(2) 10.6179(3) 10.5873(3) 
Volume (Å3) 1209.0(1) 1197.1(9) 1186.7(1) 
Z 8 8 8 
Dcalc (g cm
-3) 6.176 6.006 5.826 
R-factors:    
Neutron back scattering 
Rwp = 0.0217 Rwp = 0.0278 Rwp = 0.0290 
Rp = 0.0250 Rp = 0.0347 Rp = 0.0346 
Rex = 0.0055 Rex = 0.0055 Rex = 0.0057 
RF2 = 0.0739 RF2 = 0.1205 RF2 = 0.1370 
Neutron 90 
Rwp = 0.0220 Rwp = 0.0302 Rwp = 0.0326 
Rp = 0.0281 Rp = 0.0359 Rp = 0.0369 
Rex = 0.0052 Rex = 0.0053 Rex = 0.0054 
RF2 = 0.0558 RF2 = 0.1003 RF2 = 0.1085 
X-ray 
Rwp = 0.0769 Rwp = 0.0794 Rwp = 0.0809 
Rp = 0.0563 Rp = 0.0619 Rp = 0.0621 
Rex = 0.0570 Rex = 0.0614 Rex = 0.0550 
RF2 = 0.0712 RF2 = 0.0757 RF2 = 0.0759 
Totals 
Rwp = 0.0235 Rwp = 0.0303 Rwp = 0.0324 
Rp = 0.0560 Rp = 0.0616 Rp = 0.0619 
2 7.59 12.19 13.37 
Total no. of variables 115 115 115 
No. of profile points:    
Neutron back scattering 1991 1991 1991 
Neutron 90 2116 2116 2116 
X-ray 6581 6582 6582 
Total 10688 10689 10689 
No. of reflections:    
Neutron back scattering 781 779 771 
Neutron 90 406 403 397 
X-ray 126 124 122 
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Table 4.5. Continued 
Composition x = 0.40 x = 0.50 
Calcination temp. (C) 1350 1350 
Formula Nd1.2Ca0.8Zr2O6.6 NdCaZr2O6.5 
Mr (g mol
-1) 493.19 470.76 
Crystal system Cubic Cubic 
Space group 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 
Lattice parameter (Å) 10.5408(3) 10.5008(4) 
Volume (Å3) 1171.2(1) 1157.9(1) 
Z 8 8 
Dcalc (g cm
-3) 5.667 5.493 
R-factors:   
Neutron back scattering 
Rwp = 0.0205 Rwp = 0.0187 
Rp = 0.0231 Rp = 0.0205 
Rex = 0.0057 Rex = 0.0026 
RF2 = 0.2071 RF2 = 0.2364 
Neutron 90 
Rwp = 0.0224 Rwp = 0.0219 
Rp = 0.0263 Rp = 0.0263 
Rex = 0.0054 Rex = 0.0026 
RF2 = 0.1193 RF2 = 0.1429 
X-ray 
Rwp = 0.0741 Rwp = 0.0764 
Rp = 0.0582 Rp = 0.0593 
Rex = 0.0590 Rex = 0.0638 
RF2 = 0.0617 RF2 = 0.0486 
Totals 
Rwp = 0.0231 Rwp = 0.0208 
Rp = 0.0579 Rp = 0.0589 
2 6.83 24.52 
Total no. of variables 115 115 
No. of profile points:   
Neutron back scattering 1991 1991 
Neutron 90 2116 2116 
X-ray 6582 6581 
Total 10689 10688 
No. of reflections:   
Neutron back scattering 769 758 
Neutron 90 392 386 
X-ray 122 122 
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Table 4.6. Refined atomic parameters and significant contact distances for compositions 
in the system (Nd1-xCax)2Zr2O7-x at room temperature. Estimated standard deviations are 
given in parentheses. 
Composition x = 0.10 x = 0.20 x = 0.30 x = 0.40 x = 0.50 
Ca/Nd site 16d 16d 16d 16d 16d 
Ca/Nd x,y,z 0.5 0.5 0.5 0.5 0.5 
Ca/Nd Occ. 0.1/0.9 0.2/0.8 0.3/0.7 0.4/0.6 0.5/0.5 
Zr site 16c 16c 16c 16c 16c 
Zr x,y,z 0.0 0.0 0.0 0.0 0.0 
Zr Occ. 1.0 1.0 1.0 1.0 1.0 
Ca/Nd/Zr Uiso (Å
2) 0.00702(5) 0.00887(8) 0.01021 0.0118(1) 0.0131(1) 
O(1) site 48f 48f 48f 48f 48f 
O(1) x 0.33665(3) 0.33961(4) 0.34205(5) 0.34597(7) 0.35218(9) 
O(1) y,z 0.125 0.125 0.125 0.125 0.125 
O(1) Occ. 0.983(1) 0.960(1) 0.939(1) 0.915(1) 0.890(1) 
O(1) Uiso (Å
2) 0.01239(7) 0.0177(1) 0.0219(2) 0.0289(3) 0.0384(3) 
O(2) site 8b 8b 8b 8b 8b 
O(2) x,y,z 0.375 0.375 0.375 0.375 0.375 
O(2) Occ. 1.0 1.0 1.0 1.0 1.0 
O(2) Uiso (Å
2) 0.0067(1) 0.0130(2) 0.0194(3) 0.0283(4) 0.0358(6) 
O(3) site 8a 8a 8a 8a 8a 
O(3) x,y,z 0.125 0.125 0.125 0.125 0.125 
O(3) Occ. 0.099(3) 0.238(4) 0.364(5) 0.508(7) 0.658(9) 
O(3) Uiso (Å
2) 0.0067(1) 0.0130(2) 0.0194(3) 0.0283(4) 0.0358(6) 
Ca/Nd-O(1) (Å) 2.5641(2) 2.5344(3) 2.5098(4)   2.4715(5) 2.4197(6) 
Ca/Nd-O(2) (Å) 2.30648(3) 2.29885(4) 2.29221(5) 2.28215(4) 2.27349(6) 
Zr-O(1) (Å) 2.0973(1) 2.1044(2)    2.1101(3) 2.1202(4) 2.1441(5) 
Zr-O(3) (Å) 2.30648(3) 2.29885(4) 2.29221(5) 2.28215(4)   2.27349(6) 
Nd/Ca-O wt. av. (Å) 2.499(1) 2.474(1) 2.453(1) 2.421(1) 2.380(1) 
Zr-O wt. av. (Å) 2.104(2) 2.119(2) 2.131(3) 2.145(3) 2.170(4) 
 
 
Taking into account the partial occupancies of O(1) and O(3) sites, the average 
coordination numbers for Nd3+/Ca2+ and Zr4+ can be calculated (Table 4.7). The average 
Nd3+/Ca2+ coordination number decreases and that of Zr4+ increases with increasing 
calcium content. This reflects the increasing number of oxygen Frenkel defects, as oxide 
ions on the O(1) site are displaced onto the O(3) site.  
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From the values in Table 4.7, it is possible to speculate on the local coordination 
of Ca2+ and Nd3+. If the system showed an ideal pyrochlore structure, where O(1) and 
O(2) were fully occupied and O(3) was vacant, there would be a 1:3:0.5 ratio of 
Nd/Ca:O(1):O(2) atoms in the cell, giving a coordination number of 8 for ions on the A 
site. As seen in Table 4.7, the observed A-site coordination number is lower than this 
figure. If it is assumed that all Nd3+ cations do indeed adopt eight-coordination, as is 
found to be close to the case in the unsubstituted system Nd2Zr2O7 (x = 0.0, Chapter 3, 
Table 3.12), then it is possible to calculate the coordination number of calcium.  
Taking the x = 0.1 composition as an example, there are 14.4 Nd3+, 1.6 Ca2+ ions 
per cell, with 47.184 O2- ions in the O(1) site and 8 in the O(2) site. To achieve eight-
coordination for all the Nd3+ cations requires 43.2 oxide ions on the O(1) site (i.e. 14.4  
3) and 7.2 on the O(2) site (i.e. 14.4  0.5). This leaves 3.984 O(1) and 0.8 O(2) oxide 
ions to coordinate to 1.6 Ca2+ ions per cell giving 2.49 O(1) and 0.5 O(2) oxide ions per 
Ca2+. The observed ratio Ca:O(1):O(2) of 1:2.49:0.5 is approximately halfway between 
the ideal eight coordinate ratio 1:3:0.5 and that for six coordination of 1:2:0.5. Since each 
O(1) bonds to 2 Nd3+/Ca2+ ions (and 2 Zr4+ ions) and O(2) bonds exclusively to 4 
Nd3+/Ca2+, this gives a coordination number of 6.98 (i.e. 2  2.49 + 4  0.5) for Ca2+. As 
seen in Table 4.7, calcium coordination number is seen to decrease somewhat with 
increasing x-value. The cation coordination environments are illustrated in Fig. 4.5. 
 
Table 4.7. Average cation coordination numbers (CN) in the (Nd1-xCax)2Zr2O7-x system at 
room temperature. Those for Ca2+ are based on the assumption of eight-coordinate 
geometry for Nd3+. 
Cation x = 0.10 x = 0.20 x = 0.30 x = 0.40 x = 0.50 
Nd3+/Ca2+ CN 7.90 7.76 7.63 7.49 7.34 
Zr4+ CN 6.10 6.24 6.36 6.50 6.66 
Nd3+ CN 8 8 8 8 8 
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(a) (b) (c) 
Fig. 4.5. Cation site coordination in (Nd1-xCax)2Zr2O7-x; (a) Nd
3+ (b) Zr4+ and (c) Ca2+. 
Results for the x = 0.1 composition at room temperature were used to generate the 
images. 
 
Fig. 4.6a shows the compositional variation of M-O distances as a function of 
composition.  Nd/Ca-O(1) and M-O(2/3) decrease with increasing x-value. In the case of 
the M-O(2)/3 distance this reflects the decreasing unit cell volume. However, in the case 
of the M-O(1) distances, the unit cell contraction does not account fully for the observed 
decrease. As seen in Chapter 3, the distance between O(1) and the centre of the 
tetrahedral site at 0.375, 0.125, 0.125 (Fig. 4.6b) reveals the underlying trend of a curved 
decrease in this distance, indicating reduced cation site distortion, with increasing calcium 
content.   
The thermal behaviour of this system was studied by variable-temperature XRD 
and neutron diffraction, from ambient temperature to 800 °C. Fig. 4.7a and Fig. 4.8 show 
X-ray and neutron powder diffraction patterns for the x = 0.5 composition which are 
representative (the rest of the diffraction patterns are given in Appendix A). The patterns 
show that the pyrochlore structure is maintained throughout the temperature range 
studied, which was repeated across the compositional range explored. Fig. 4.7b shows 
detail of XRD patterns for the x = 0.50 at the studied temperatures in the 2𝜃 range of 28° 
to 35°. It can be observed that as the temperature increases, the reflections progressively 










Fig. 4.6. Compositional variation of (a) M-O distances and (b) the displacement of the 
O(1) site from the ideal tetrahedral site centre in (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50). 
Error bars are smaller than the symbols used. 
 
 






Fig. 4.7. Variable temperature X-ray powder diffraction data for (Nd0.5Ca0.5)2Zr2O6.5 (x = 
0.50) from room temperature to 800 °C, showing (a) full patterns and (b) detail of the 222 
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Fig. 4.8. Powder neutron diffraction data for (Nd0.5Ca0.5)2Zr2O6.5 (x = 0.5) at selected 
temperatures up to 800 °C. 
 
The thermal variation of the cubic lattice parameter for the studied compositions is 
shown in Fig. 4.9, for both heating and cooling. The lattice parameter of each sample 
shows a linear increase with increasing temperature, as was indicated by the qualitative 
inspection of their XRD and neutron diffraction patterns in Fig. 4.7 and Fig. 4.8 above, 
with little difference between heating and cooling plots. 
The diffraction patterns at 800 °C are plotted in Fig. 4.10. The plots show no 
apparent changes from the room temperature plots shown in Fig. 4.1b above, other than a 
thermal expansion. The fitted diffraction profiles for the x = 0.5 composition at 800 C 
are shown in Fig. 4.11, with those for the other studied compositions given in Appendix 
B. The crystal and refinement parameters for all the studied compositions at 800 C are 
given in Table 4.8, with the refined structural parameters and significant contact 
distances in Table 4.9. 
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Fig. 4.9. Thermal variation of cubic lattice parameter for (Nd1-xCax)2Zr2O7 -x(0.10 ≤ x ≤ 
0.50) 
 
Fig. 4.10. Neutron diffraction patterns for (Nd1-xCax)2Zr2O7-x at 800 C. 
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The diffraction data for the (Nd1-xCax)2Zr2O7-x (0.10 ≤ x ≤ 0.50) system at 800 C 
can be fully indexed in the cubic 𝐹𝑑3̅𝑚 space group, as for the room temperature 
diffraction data above. In all cases, when attempts were made to allow for cation disorder, 
negative occupancies for the anti-sites were obtained. The best fit was ultimately 
achieved for a unit cell with complete cation order, but for which the occupancy of the 
oxygen 8b was 1.0, and both the 8a and 48f oxygen sites were only partially occupied. 
The refined structural parameters are given in Table 4.9 and show that the oxide 
ions are predominantly located in the 48f and 8b sites, as was seen in the room 
temperature data above. However, there is a slight increase in the occupancy of the 48f 
sites and a slight decrease in that of the 8a sites at 800 C, compared to those of the same 
composition at room temperature, indicating a more ordered anion sub-lattice at 800 C. 
Both the weighted average Nd/Ca-O and Zr-O distances increase in going from room 












Fig. 4.11. Fitted diffraction profiles for (Nd0.5Ca0.5)2Zr2O6.5 (x = 0.50) at 800 C, showing 
fits to (a) neutron back-scattering, (b) neutron 90  and (c) X-ray data. Observed 
(crosses), calculated (solid line), and difference (lower) profiles of are shown. Reflection 
positions are indicated by markers.  
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Table 4.8. Crystal and refinement parameters for pyrochlore structured compositions in 
the system (Nd1-xCax)2Zr2O7-x (0.10  x  0.50) at 800 C. Estimated standard deviations 
are given in parentheses. 
Composition x = 0.10 x = 0.20 x = 0.30 
Calcination temp. (C) 1350 1350 1350 
Formula Nd1.8Ca0.2Zr2O6.9 Nd1.6Ca0.4Zr2O6.8 Nd1.4Ca0.6Zr2O6.7 
Mr (g mol
-1) 560.49 538.06 515.63 
Crystal system Cubic Cubic Cubic 
Space group 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 
Lattice parameter (Å) 10.7390(2) 10.7012(2) 10.6745(3) 
Volume (Å3) 1238.5(1) 1225.5(1) 1216.3(1) 
Z 8 8 8 
Dcalc (g cm
-3) 6.029 5.867 5.684 
R-factors:    
Neutron back scattering 
Rwp = 0.0168 Rwp = 0.0171 Rwp = 0.0174 
Rp = 0.0220 Rp = 0.0242 Rp = 0.0242 
Rex = 0.0057 Rex = 0.0055 Rex = 0.0056 
RF2 = 0.1014 RF2 = 0.1189 RF2 = 0.1577 
Neutron 90 
Rwp = 0.0203 Rwp = 0.0218 Rwp = 0.0232 
Rp = 0.0247 Rp = 0.0289 Rp = 0.0308 
Rex = 0.0054 Rex = 0.0052 Rex = 0.0053 
RF2 = 0.0792 RF2 = 0.1029 RF2 = 0.1220 
X-ray 
Rwp = 0.0792 Rwp = 0.0820 Rwp = 0.0754 
Rp = 0.0583 Rp = 0.0648 Rp = 0.0592 
Rex = 0.0584 Rex = 0.0633 Rex = 0.0566 
RF2 = 0.0527 RF2 = 0.0468 RF2 = 0.0733 
Totals 
Rwp = 0.0209 Rwp = 0.0215 Rwp = 0.0225 
Rp = 0.0579 Rp = 0.0643 Rp = 0.0589 
2 5.58 6.35 6.76 
Total no. of variables 115 115 115 
No. of profile points:    
Neutron back scattering 1991 1991 1991 
Neutron 90 2116 2116 2116 
X-ray 6582 6582 6582 
Total 10689 10689 10689 
No. of reflections:    
Neutron back scattering 805 794 787 
Neutron 90 416 412 409 
X-ray 128 126 126 
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Table 4.8. Continued 
Composition x = 0.40 x = 0.50 
Calcination temp. (C) 1350 1350 
Formula Nd1.2Ca0.8Zr2O6.6 NdCaZr2O6.5 
Mr (g mol
-1) 493.19 470.76 
Crystal system Cubic Cubic 
Space group 𝐹𝑑3̅𝑚 𝐹𝑑3̅𝑚 
Lattice parameter (Å) 10.6256(1) 10.5867(3) 
Volume (Å3) 1199.7(1) 1186.5(1) 
Z 8 8 
Dcalc (g cm
-3) 5.532 5.360 
R-factors:   
Neutron back scattering 
Rwp = 0.0172 Rwp = 0.0112 
Rp = 0.0270 Rp = 0.0152 
Rex = 0.0152 Rex = 0.0027 
RF2 = 0.1934 RF2 = 0.1730 
Neutron 90 
Rwp = 0.0194 Rwp = 0.0149 
Rp = 0.0307 Rp = 0.0198 
Rex = 0.0144 Rex = 0.0027 
RF2 = 0.1455 RF2 = 0.0995 
X-ray 
Rwp = 0.0718 Rwp = 0.0757 
Rp = 0.0554 Rp = 0.0588 
Rex = 0.0588 Rex = 0.0637 
RF2 = 0.0791 RF2 = 0.0446 
Totals 
Rwp = 0.0280 Rwp = 0.0138 
Rp = 0.0551 Rp = 0.0583 
2 1.54 10.35 
Total no. of variables 115 115 
No. of profile points:   
Neutron back scattering 1991 1991 
Neutron 90 2116 2116 
X-ray 6582 6581 
Total 10689 10688 
No. of reflections:   
Neutron back scattering 781 777 
Neutron 90 404 403 
X-ray 124 122 
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Table 4.9. Refined atomic parameters and significant contact distances for compositions 
in the system (Nd1-xCax)2Zr2O7-x at 800 C. Estimated standard deviations are given in 
parentheses. 
Composition x = 0.10 x = 0.20 x = 0.30 x = 0.40 x = 0.50 
Ca/Nd site 16d 16d 16d 16d 16d 
Ca/Nd x,y,z 0.5 0.5 0.5 0.5 0.5 
Ca/Nd Occ. 0.1/0.9 0.2/0.8 0.3/0.7 0.4/0.6 0.5/0.5 
Zr site 16c 16c 16c 16c 16c 
Zr x,y,z 0.0 0.0 0.0 0.0 0.0 
Zr Occ. 1.0 1.0 1.0 1.0 1.0 
Ca/Nd/Zr Uiso (Å
2) 0.0181(1) 0.0193(1) 0.0199(1) 0.0226(2) 0.0220(1) 
O(1) site 48f 48f 48f 48f 48f 
O(1) x 0.33510(5) 0.33851(5) 0.34124(6) 0.34535(15) 0.35175(9) 
O(1) y,z 0.125 0.125 0.125 0.125 0.125 
O(1) Occ. 0.988(1) 0.964(1) 0.945(1) 0.931(2) 0.902(1) 
O(1) Uiso (Å
2) 0.0306(2) 0.0352(2) 0.0393(3) 0.0499(6) 0.0587(4) 
O(2) site 8b 8b 8b 8b 8b 
O(2) x,y,z 0.375 0.375 0.375 0.375 0.375 
O(2) Occ. 1.0 1.0 1.0 1.0 1.0 
O(2) Uiso (Å
2) 0.0164(2) 0.0239(3) 0.0302(4) 0.0389(9) 0.0432(6) 
O(3) site 8a 8a 8a 8a 8a 
O(3) x,y,z 0.125 0.125 0.125 0.125 0.125 
O(3) Occ. 0.071(3) 0.215(4) 0.328(5) 0.414(9) 0.585(7) 
O(3) Uiso (Å
2) 0.0164((2) 0.0239(3) 0.0302(4) 0.0389(9) 0.0432(6) 
Ca/Nd-O(1) (Å) 2.59616(33) 2.5623(4) 2.5363(5)    2.4957(11) 2.4425(7) 
Ca/Nd-O(2) (Å) 2.32506(3) 2.31688(4) 2.31109(5) 2.30051(2) 2.29208(5) 
Zr-O(1) (Å) 2.10691(21) 2.11558(26) 2.12351(32) 2.1342(8) 2.1593(5) 
Zr-O(3) (Å) 2.32506(3) 2.31688(4) 2.31109(5) 2.30051(2) 2.29208(5) 
Nd/Ca-O wt. av. (Å) 2.528(4) 2.499(5) 2.478(6) 2.444(10) 2.402(8) 
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The cation coordination numbers at 800 C derived from the Rietveld analysis are 
shown in Table 4.10. Those for Ca2+ are based on the assumption that Nd3+ adopts eight 
fold coordination. The average Nd3+/Ca2+ coordination number decreases and that of Zr4+ 
increases with increasing calcium content, as was seen in the room temperature data. 
However, the Nd3+/Ca2+ coordination numbers at 800 C are consistently higher than 
those at room temperature, whereas the Zr4+ coordination numbers are consistently lower, 
indicating the cation sub-lattice to be more pyrochlore-like at 800 C than at room 
temperature. 
 
Table 4.10. Average cation coordination numbers (CN) in the (Nd1-xCax)2Zr2O7-x system 
at 800C. Those for Ca2+ are based on the assumption of eight-coordinate geometry for 
Nd3+. 
Cation x = 0.10 x = 0.20 x = 0.30 x = 0.40 x = 0.50 
Nd3+/Ca2+ CN 7.93 7.78 7.67 7.59 7.41 
Zr4+ CN 6.07 6.21 6.33 6.41 6.58 
Nd3+ CN 8 8 8 8 8 
Ca2+ CN 7.28 6.92 6.90 6.87 6.82 
 
A high quality neutron diffraction data set was collected on the x = 0.5 
composition, at 500 C for total scattering analysis. Prior to the RMC analysis, the data 
were modelled using conventional Rietveld analysis. The fitted diffraction profiles for 
this composition at 500 C are shown in Fig. 4.12, with the crystal and refinement 
parameters given in Table 4.11 and the refined structural parameters in Table 4.12. The 
occupancy of the 48f sites at 500 C is higher than the corresponding values at room 
temperature, but lower than those at 800 C. The occupancy of the 8a sites at 500 C is 
lower than the corresponding values at room temperature, but higher than those at 800 C. 
This reflects an anion sub-lattice that is intermediate between room temperature and 800 
C, as would be expected. The weighted average Nd/Ca-O and Zr-O bond distances at 
500 C are also intermediate to those at room temperature and those at 800 C. 
  








Fig. 4.12. Fitted diffraction profiles for (Nd0.5Ca0.5)2Zr2O6.5 (x = 0.50) at 500 C, showing 
fits to (a) neutron back-scattering, (b) neutron 90  and (c) X-ray data. Observed 
(crosses), calculated (solid line), and difference (lower) profiles of are shown. Reflection 
positions are indicated by markers.  
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Table 4.11. Crystal and refinement parameters for (Nd0.5Ca0.5)2Zr2O6.5 at 500 C. 
Estimated standard deviations are given in parentheses. 
Composition x = 0.50 




Crystal system Cubic 
Space group 𝐹𝑑3̅𝑚 
Lattice parameter (Å) 10.5511(6) 





Neutron back scattering Rwp = 0.0132 Rp = 0.0160 Rex = 0.0027 RF2 = 0.1855 
Neutron 90 Rwp = 0.0169 Rp = 0.0222 Rex = 0.0027 RF2 = 0.1081 
X-ray Rwp = 0.1407 Rp = 0.1088 Rex = 0.1272 RF2 = 0.0919 
Totals Rwp = 0.0157 Rp = 0.1048 
2 =13.31 
Total no. of variables 115 
No. of profile points:  
 Neutron back scattering 1991 Neutron 90 2116 X-ray 6581 
Total 10688 
No. of reflections: Neutron back scattering 769 Neutron 90 397 X-ray 122 
 
Table 4.12. Refined atomic parameters and significant contact distances for compositions 
in the system (Nd1-xCax)2Zr2O7-x at 500 C. Estimated standard deviations are given in 
parentheses. 
Composition x = 0.50 O(2) site 8b 
Ca/Nd site 16d O(2) x,y,z 0.375 
Ca/Nd x,y,z 0.5 O(2) Occ. 1.0 
Ca/Nd Occ. 0.5/0.5 O(2) Uiso (Å
2) 0.0402(5) 
Zr site 16c O(3) site 8a 
Zr x,y,z 0.0 O(3) x,y,z 0.125 
Zr Occ. 1.0 O(3) Occ. 0.617(8) 
Ca/Nd/Zr Uiso (Å
2) 0.0182(1) O(3) Uiso (Å
2) 0.0402(5) 
O(1) site 48f   
O(1) x 0.35187(9)   
O(1) y,z 0.125   
O(1) Occ. 0.897(1)   
O(1) Uiso (Å
2) 0.0500(4)   
    
Ca/Nd-O(1) (Å) 2.4334(6) Zr-O(1) (Å) 2.1527(5) 
Ca/Nd-O(2) (Å) 2.28438(10) Zr-O(3) (Å) 2.28438(10) 
Nd/Ca-O wt. av. (Å) 2.400(1) Zr-O wt. av. (Å) 2.177(8) 
Page 177 of 278 
 
4.3.2 Local structure 
 
G(r) profiles for (Nd0.5Ca0.5)2Zr2O6.5 (x = 0.50), at 20, 500, and 800 °C are shown in 
Fig. 4.13. A gradual evolution of the pattern is seen, as the temperature increases, 





Fig. 4.13. G(r) profiles for samples of (Nd0.5Ca0.5)2Zr2O6.5, showing (a) full profile and 
(b) short range correlations.  
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The Nd/Ca-O correlation is seen to sharpen with increasing temperature, as the 
first O-O correlation shifts to longer distances. This can be explained by considering the 
Rietveld analysis results. Table 4.13 shows the O-O distances for (Nd0.5Ca0.5)2Zr2O6.5 at 
20, 500 and 800 C. While there is some thermal expansion in these distances, alone this 
does not explain the observed changes in the G(r) profiles. However, taking into account 
the changes in oxide ion distribution at the three studied temperatures it is clear that the 
first O-O correlation at around 2.4 Å, associated with O(1)-O(3) in the average structure 
analysis, is expected to diminish in intensity with increasing temperature, while those for 
O(1)-O(1) (ca. 2.7 Å) and O(1)-O(2) (ca. 2.9 Å) are expected to increase in intensity, as 
is observed.  
 
Table 4.13. Predicted O-O pair correlations and relative intensities derived from Rietveld 
analysis of (Nd0.5Ca0.5)2Zr2O6.5 
Temp C O(1)-O(3) O(1)-O(1)  O(1)-O(2) %O(1)-O(3) %O(1)-O(1) %O(1)-O(2) 
20 2.386 2.647  2.865 76.3 14.3 9.4 
500 2.394 2.66 2.882 76.9 14.3 8.8 
800 2.401 2.669 2.893 78.2 14.5 7.3 
Mult O1-O3  1 
O3-O1  6 O1-O1 4 
O1-O2  1 
O2-O1  6 
   
 
Reverse Monte Carlo (RMC) analysis was used to model the G(r) and S(Q) 
profiles for (Nd0.5Ca0.5)2Zr2O6.5, generated from data collected at 20, 500, and 800 °C. 
The fit to the room temperature profiles are shown in Fig. 4.14 as a representative 
example, with the fits to the other temperatures given in Appendix C.  
  






Fig. 4.14. Fitted (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of neutron 
scattering data from (Nd0.5Ca0.5)2Zr2O6.5, at room temperature. The black dots show the 
experimental data, the solid red line shows the calculated profile, and the difference 
profile is shown by the solid blue line. 
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The partial radial distribution functions, gNd-O(r), gCa-O(r), gZr-O(r), and gO-O(r) 
extracted from the RMC configurations are shown in Fig. 4.15. The first peak in the gNd-
O(r), and gCa-O(r) correlations narrows and appears to increase in intensity with increasing 
temperature, relative to the first gZr−O(r) correlation. Another striking difference between 
the plots, is that the gO-O(r) peak splits into two peaks in going from room temperature to 
elevated temperatures, with the O-O correlation distinctly broader at room temperature 
than at elevated temperatures.  
The final bond valence sums (BVS) along with M-O coordination numbers and 
modal and mean contact distances are given in Table 4.14. The BVS values are all very 
close to those expected. There is little variation in distances and coordination numbers 
between temperatures from the RMC analyses. Two types of coordination number can be 
defined, depending on the type of interaction being considered. Calculation of the site 
coordination number involved integration of the gM-O(r) curve up to the point at which it 
flattens out (taken as 3.35 Å), and includes all M-O interactions, as introduced in Chapter 
3. As shown in Table 4.14, the site coordination numbers of Zr are significantly lower 
than the coordination numbers of Nd and Ca, as would be expected from the pyrochlore 
structure. The local coordination number, on the other hand, may be calculated by 
integration of the gMO(r) curve up to the first minimum, which gives a reasonable 
approximation to the number of anions in the immediate coordination sphere of the 
cations.  
The results in Table 4.14 show site and local coordination numbers agree very 
well for Nd3+ and Ca2+, but differ considerably for Zr4+, suggesting that the site 
coordination numbers reflect better the true coordination number for Zr4+. Interestingly, 
there is little difference found between the Nd3+ and Ca2+ coordination numbers with both 
cations having values around 7.2, and Zr4+ significantly lower at around 6.2. These are 
slightly lower than those from the Rietveld analysis. To allow direct comparison with the 
crystallographic study, both mean and modal contact distances are shown in Table 4.14. 
The modal contact distances are all appreciably lower than the mean values. This is 
because the mean values include both the shorter bonding interactions, as well as the 
longer, weaker, interactions. In all cases, the mean values are close to the sum of the ionic 
radii (2.51 Å, 2.40 Å, and 2.12 Å, for Nd-O, Ca-O, and Zr-O respectively, based on an 8-
fold coordination for Nd and a 6-fold coordination for Ca and for Zr).25  
  









Fig. 4.15  Partial radial distribution functions, gijM-O(r) and gijO-O(r), as determined 
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Table 4.14 Bond valence sums (BVS), M-O coordination numbers (CN) and modal and 
mean M-O contact distances (Å) from RMC analysis of (Nd0.5Ca0.5)2Zr2O6.5 at 20, 500 
and 800 °C. Values are averages of 10 parallel calculations and standard deviations are 
given in parentheses. Site coordination numbers were derived by integration of gM-O(r) to 
a maximum of 3.35 Å. 
 
    20 °C 500 °C 800 °C 
BVS 
Nd3+ 3.033(6) 3.023(3) 3.006(3) 
Ca2+ 2.039(4) 2.018(3) 1.998(3) 
Zr4+ 3.704(3) 3.678(7) 3.716(4) 
O2- 1.919(2) 1.907(2) 1.913(1) 
Site CN 
Nd-O 7.20(2) 7.25(2) 7.27(3) 
Ca-O 7.18(3) 7.19(3) 7.19(2) 
Zr-O 6.28(1) 6.22(2) 6.20(2) 
Local CN 
Nd-O 7.20(2) 7.25(2) 7.27(3) 
Ca-O 7.18(3) 7.19(3) 7.19(2) 
Zr-O 5.91(1) 5.77(2) 5.70(2) 
Distances 
Nd-O Mode 2.36(1) 2.26(1) 2.42(1) 
Nd-O Mean 2.481(2) 2.495(2) 2.500(2) 
Ca-O Mode 2.32(1) 2.35(3) 2.37(1) 
Ca-O Mean 2.485(2) 2.501(3) 2.509(2) 
Zr-O Mode 2.07(1) 2.06(1) 2.11(1) 
Zr-O Mean 2.116(1) 2.110(1) 2.106(1) 
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The thermal variation of the site MO coordination numbers is illustrated 
graphically in Fig. 4.16. There is a slight increase in the coordination numbers of 
neodymium and calcium with increasing temperature, whereas the coordination number 
of zirconium decreases, indicating the structure to be more pyrochlore-like at elevated 
temperatures.  
 
Fig. 4.16. Thermal variation of site coordination numbers in (Nd0.5Ca0.5)2Zr2O6.5 derived 
from RMC analyses. 
 
The O-M-O angular distribution functions, AOMO(Ɵ), derived from the RMC 
configurations at the three studied temperatures are shown in Fig. 4.17. The O-Nd-O and 
O-Ca-O distributions are similar to each other and show distributions around ca. 70, 
109 and 180, corresponding to the angles between <100>, <110> and <111> aligned 
oxide ions, respectively, in the MO8 distorted cubic coordination environments of the 
pyrochlore structure. There is little difference between the O-Nd-O and O-Ca-O 
distributions, underlining the difficulty in distinguishing between these atoms in the 
present system. In contrast, the O-Zr-O distribution shows maxima at around 80, 100 
and 180, consistent with a trigonal anti-prismatic (distorted octahedral) geometry as 
evident in the Rietveld analysis.  









Fig. 4.17 O-M-O angular distribution functions for (Nd0.5Ca0.5)2Zr2O6.5 at (a) 20 °C, 
(b) 500 °C, and (c) 800 °C. 
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The final RMC configurations may be examined for vacancy concentration and 
vacancy ordering or clustering, as demonstrated in chapter 3. The defect distribution 
parameters obtained from the RMC calculations are summarized in Table 4.15. At each 
temperature, the tetrahedral vacancy concentration is seen to remain almost constant with 
increasing temperature, at around 1 per formula unit, which is lower than the calculated 
value of 1.5.  
Three basic vacancy pair alignments can be defined with respect to the cubic 
coordination of the cation in the ideal fluorite structure, each characterized by a specific 
vacancy-vacancy distance, as demonstrated in chapter 3. Assuming a random distribution 
of vacancies, a ratio of 1:2:1.3 for <100>:<110>:<111> vacancy pairs is expected. As 
vacancies are introduced into the structure, any non-random distribution results in a 
change in this ratio. For an ideal pyrochlore, the expected ratio is 0:0:1 i.e. all vacancy 
pairs show <111> alignment. The values given in Table 4.15 show a clear departure from 
these ideal ratios. Whilst there is a preference for <111> ordering compared to the 
random situation, there are still appreciable numbers of <100> and <110> aligned 
vacancy pairs. As the temperature increases the ratio begins to approach that of a random 
distribution.  
Using a similar approach to that discussed above, the vacancy “coordination” 
environment can be probed to reveal evidence of preferential distribution of vacancies 
between the cations. The nearest neighbour cation distributions around oxide ion 
vacancies are presented as percentages of the total number of nearest neighbour cations in 
Table 4.15. A random distribution of vacancies would be expected to yield percentage 
distributions reflecting the stoichiometry, i.e. 25% Nd3+, 25% Ca2+, and 50% Zr4+. The 
values given in Table 4.15 for %vac(NN)M show no significant deviation from a purely 
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Table 4.15 Defect concentration and nearest neighbour distribution parameters derived 
from RMC analyses of (Nd0.5Ca0.5)2Zr2O6.5 at 20, 500 and 800 °C. Values are averages of 
10 parallel calculations and standard deviations are given in parentheses. 
  20 °C 500 °C 800 °C Theoretical 
No. tet. vacancies 
formula unit. 
1.05(1) 0.98(1) 0.93(1) 1.5 
100:110:111 1.00:2.14:2.50 1.00:2.15:2.15 1.00:1.96:1.83 
Rand. 1.0:2.0:1.3 
Pyr. 0:0:1 
%vac(NN)Nd 25.6(2) 25.3(1) 25.0(3) 25 
%vac(NN)Ca 26.2(3) 25.6(2) 25.7(2) 25 
%vac(NN)Zr 48.3(3) 49.2(2) 49.4(3) 50 
%Nd(NN)Nd 24.6(1) 24.7(1) 24.9(2) 25 
%Nd(NN)Ca 24.4(2) 24.5(1) 24.4(2) 25 
%Nd(NN)Zr 51.0(2) 50.8(1) 50.7(2) 50 
%Ca(NN)Nd 24.5(2) 24.6(1) 24.5(2) 25 
%Ca(NN)Ca 24.5(3) 24.7(1) 24.7(2) 25 
%Ca(NN)Zr 51.0(2) 50.8(1) 50.7(1) 50 
%Zr(NN)Nd 25.3(1) 25.2(1) 25.2(1) 25 
%Zr(NN)Ca 25.2(1) 25.1(1) 25.1(1) 25 
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The RMC configurations also allow for the examination of the specific local 
environment of the different types of cations, which is particularly relevant in the case of 
systems where different types of cation share the same crystallographic site and are hence 
effectively indistinguishable in the average structure analysis. Fig. 4.18 shows the cation 
partial pair correlations. It is very evident that there is no significant change in the cation 
distributions in going from room temperature to 500 and 800 °C. The cation pair 
correlations of gNd-Zr(r) and gCa-Zr(r) show similar distributions to each other, however 
their distributions are significantly different to the gCa-Nd(r), gNd-Nd(r), gCa-Ca(r) and gZr-
Zr(r) cation pair correlations. The percentage of each type of cation-cation nearest 
neighbours, %M(NN)M, Table 4.15 above, at each of the studied temperatures, shows no 
significant deviation away from a random distribution. As explained in Chapter 3, for an 
ideal pyrochlore with no anti-site cation disorder, the nearest neighbours should reflect 
the stoichiometry. However, the next-nearest neighbours for cations are never on the 
same type of site (A or B). Thus gA-A(r) and gB-B(r) type correlations should show no peak 
at around 5.3 Å.  Indeed, Table 4.16 confirms this, with very low levels of anti-site cation 
disorder. 
Table 4.16 Next-nearest neighbour distribution parameters derived from RMC analyses 
of (Nd0.5Ca0.5)2Zr2O6.5 at 20, 500 and 800 °C. Values are averages of 10 parallel 
calculations and standard deviations are given in parentheses. 
  20 °C 500 °C 800 °C Theoretical 
%Nd(NNN)Nd 5.0(7) 4.5(3) 3.8(5) 0 
%Nd(NNN)Ca 5.6(4) 5.1(2) 4.9(4) 0 
%Nd(NNN)Zr 89.5(3) 90.4(2) 91.3(4) 100 
%Ca(NNN)Nd 5.5(4) 5.1(2) 4.8(4) 0 
%Ca(NNN)Ca 6.0(9) 5.4(6) 5.4(3) 0 
%Ca(NNN)Zr 88.5(4) 89.6(2) 89.8(3) 100 
%Zr(NNN)Nd 47.8(2) 48.7(1) 48.7(2) 50 
%Zr(NNN)Ca 47.9(2) 48.7(1) 48.8(1) 50 
%Zr(NNN)Zr 4.3(3) 2.6(4) 2.5(5) 0 
  








Fig. 4.18 Cation-cation partial radial distribution functions, gM-M(r), as determined 
from RMC modelling, for (Nd0.5Ca0.5)2Zr2O6.5  at (a) 20 °C, (b) 500 °C, and (c) 800 
°C. 
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4.3.3 Electrical conductivity 
 
The Arrhenius plots of total conductivity for (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50) 
are shown in Fig. 4.19. Each plot shows two linear regions with a transition at around 400 
C, similar to what was observed in the Yb doped system (Chapter 3). In all the Ca 
substituted compositions, the higher temperature region has a lower activation energy 
than the low temperature region. For the x = 0.0 composition, the Arrhenius plot is almost 
linear, with the activation energy of the high temperature region slightly higher than that 
of the low temperature region. This change in activation energy is likely to be associated 
with the change in oxide ion distribution seen in the Rietveld analysis (Table 4.6 above) 
and the vacancy distribution (Table 4.15 above). 
 
 
Fig. 4.19 Arrhenius plots of total conductivity for (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50). 
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The compositional variation of total conductivity is shown in Fig. 4.20a. The Ca 
substituted compositions all show higher conductivity than the un-substituted 
composition, particularly at higher temperatures. The low temperature conductivity, 
characterised by the conductivity at 300 C (300), has values in the order of 10
-7 S cm-1 
and exhibits a maximum at the x = 0.2 composition. For the high temperature region, the 
conductivity at 700 C (700) has values in the order of 10
-3 S cm-1, with a maximum at x 
= 0.3. Activation energies are in the range 0.80–1.30 eV (Fig. 4.20b). Both the low 
temperature activation energy, ELT, and that at high temperature, EHT, increase with 
increasing calcium content.  
The increase in conductivity with calcium content is due to the higher 
concentration of charge carriers caused by Ca-substitution in Nd2Zr2O7. Partial 
replacement of Nd3+ by Ca2+ cations cause a reduction in the positive charge, which is 
compensated by the formation of oxygen vacancies, which leads to an increase in ionic 
conductivity. However, above an optimum substitution level, vacancy-vacancy 
interactions become significant, thus reducing ion mobility.254 The conductivity is much 
higher at 700 °C than at 300 °C for each composition, confirming that the oxide ion 
diffusion process is thermally activated. Optimum conductivity is obtained at 










Fig. 4.20. Compositional variation of (a) total conductivity at 300 C (300) (blue) & 700 
C (700) (red) and (b) high temperature EHT & low temperature ELT activation 
energies in (Nd1-xCax)2Zr2O7-x, with x = 0.00, 0.10, 0.20, 0.30, 0.40 and 0.50, at 300 and 
700 °C. 
 





Phase pure compounds of (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50) were synthesised via a 
co-precipitation method. These compounds exhibit a defect pyrochlore structure, with no 
evidence of significant anti-site cation disorder, but increasing concentrations of oxygen 
Frenkel defects with increasing calcium content. The pyrochlore structure is maintained at 
temperatures up to 800 C.  
Coordination numbers around 7 for Ca2+, 8 for Nd3+ and 6 for Zr4+ are indicated by 
Rietveld analysis. RMC modelling confirmed the coordination number for Zr4+, however 
it yielded coordination numbers of around 7.2 for both Ca2+ and Nd3+ cations. A distorted 
cubic type coordination is observed for Nd3+ and Ca2+, with Zr4+ in a trigonal anti-
prismatic (distorted octahedral) coordination. A non-random vacancy distribution is 
observed with a clear preference for <111> ordering, consistent with a preferred 
pyrochlore-like distribution of vacancies. However, increasing temperature causes a more 
random distribution of vacancies and a partial redistribution of oxide ions, which appears 
to correlate with a change in activation energy at around 400 C, seen in Arrhenius plots 
of conductivity.  
Substitution by Ca2+ causes an increase in vacancy concentration, thus increasing 
electrical conductivity. However, the activation energy for conductivity also increases 
with calcium content, and optimum conductivity (10-3 S cm-1 at 700 °C) was achieved for 
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Ceria-based materials possess a high oxygen storage capacity (OSC), 
accompanied with high oxygen uptake/release rates. These materials are therefore widely 
used as oxygen storage materials in automotive exhausts.255 Of particular interest is the 
CeO2-ZrO2 solid solution, which has a much higher OSC than pure CeO2. These 
properties are primarily the result of Ce cations undergoing fast oxidation/reduction 
reactions (Ce3+↔Ce4+), with varying temperatures and atmospheres.256 Furthermore, the 
properties of these materials are strongly dependent on crystal structure, due to the 
various phases possessing different concentrations of Ce3+ cations. For example, the OSC 
of -CeZrO4, in which the cerium and zirconium ions are ordered, was shown to be about 
twice as large as that of the fluorite-CeZrO4.
257 The local structure, oxygen stoichiometry, 
and oxygen vacancies, are also pivotal to oxygen storage in these materials and their 
release capabilities.258,259 
Cerium zirconate materials with the pyrochlore structure have previously been 
prepared via the intercalation of oxygen, as was first demonstrated by Thomson et al. in 
the synthesis of Ce2Zr2O7.
260 Intercalation is defined as the insertion of a guest atom or 
molecule into a host solid structure, or the removal of such species from the solid 
structure, without inducing a major alteration of the host structure.261 Through 
intercalation, new meta-stable structures with interesting properties may be produced, 
such as the fluorite-structured compound, Ce2Zr2O7.97, which retains the cation ordering 
of the pyrochlore structure.262 The process of intercalation was pivotal to the development 
of rechargeable lithium ion batteries,263 and it is no less promising for the further 
advancement of SOFC electrode/electrolyte materials.32 
While CeO2 forms the cubic fluorite structure only, ZrO2 can form three structural 
polymorphs, i.e. monoclinic, tetragonal, and cubic. As the content of CeO2 in the CeO2–
ZrO2 solid solution is increased from 20 to 80 mol%, tetragonal and cubic phases are 
formed.264 Several studies have previously been performed on the CeO2-ZrO2 system 
under reducing and oxidising conditions, where pyrochlore-like phases have been seen in 
reducing conditions.265,266,267  
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The xCeO2-(1-x)ZrO2 system forms the cubic fluorite structure at high temperatures, 
over the entire compositional range, Fig. 5.1. However, for compositions with x ≤ 0.65, a 
phase transition occurs upon cooling, forming the tetragonal t-(CexZr1-x)O2 phase, which 
is distinguished from the cubic fluorite phase by the splitting of the (400) Bragg 
peak.268,269,270 Furthermore, the tetragonal phase exists in three forms, denoted t, t and t, 
all with space group P42/nmc.
269,270 In the compositional range 0.44 ≤ x ≤ 0.57, the t-
(CexZr1-x)O2 phase can be reduced at high temperatures, forming the pyrochlore phase, 
where both Ce and Zr cations are ordered in the <110> direction.271  
Under controlled re-oxidation, the pyrochlore phase transforms to one of the two 
metastable cubic phases: β-Ce2Zr2O7.5,
272 or κ-CeZrO4 
273. The β-Ce2Zr2O7.5 phase is an 
oxygen-rich pyrochlore phase, where approximately half of the oxygen vacancy sites are 
occupied. The κ-CeZrO4 phase is a fully oxidised fluorite phase, where the cation 
ordering of the pyrochlore structure is retained. As would be expected, the local structure 
symmetry of the κ-phase is significantly lower than that of the pyrochlore phase.  
 
Fig. 5.1. Phase relations in the system ZrO2-CeO2.
274  is Ce2Zr2O10 
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Using neutron diffraction, Achary et al. determined the crystal structures of 
Ce2Zr2O7, β-Ce2Zr2O7.5, and κ-CeZrO4, Fig. 5.2.
275 The cubic lattice was maintained 
throughout the compositional range, but with a systematic decrease in lattice parameter 
with increasing oxygen content. Pyrochlore-type cation ordering was also maintained 
with increasing oxygen content, however, there was a systematic lowering of symmetry 
from space group 𝐹𝑑3̅𝑚, to 𝐹4̅3𝑚, to P213, and ultimately to 𝐹𝑚3̅𝑚. Sasaki et al. also 
assigned the 𝐹4̅3𝑚 space group to the intermediate phase, β-Ce2Zr2O7.5,266 and the 
primitive cubic P213 space group to the fully oxidised κ-CeZrO4 phase.
276 However, 
space group 𝑅3̅𝑚 is the only maximal non-isomorphic subgroup of 𝐹𝑑3̅𝑚 that retains 
cation ordering. As such, Thomson et al. found the 𝑅3̅𝑚 space group to be most 
appropriate for describing the oxygen distribution in the nearly fully oxidised Ce2Zr2O7.97 
phase.262 
 
Fig. 5.2. Structural transformations in Ce2Zr2O7, Ce2Zr2O7.5, and Ce2Zr2O8. [V] denotes 
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In this chapter, structural details of the Ce2Zr2O7-δ system have been characterised in 
situ, during chemical intercalation of oxygen at variable temperature. In particular, the 
work set out to identify an intermediate phase occurring at low temperatures under an 
atmosphere of O2. Neutron diffraction was used to investigate the structural changes with 
the reaction, especially to elucidate the extent to which oxygen intercalation had taken 
place, and to establish the positions occupied by the interstitial oxide ions. A mechanistic 
correlation has been built between the lattice of the stoichiometric pyrochlore and its 





The initial syntheses and data collection were carried out in 2012 by a team led by Dr 
S. Hull at the ISIS Facility, Rutherford Appleton Laboratory. Synthesis was carried out 
using the procedure of Burbano et al.254 
Powder neutron diffraction data were collected on the Polaris diffractometer at the 
ISIS Facility, Rutherford Appleton Laboratory, UK. Pellets of κ-CeZrO4 (nominal 
composition) were placed in a 12 mm diameter open quartz tube inside a vertical furnace 
with vanadium windows. Gas flow in and out of the tube was controlled using mass flow 
controllers, with a flow rate of ca. 10 sscm. To ensure reduction of the sample, it was first 
heated in situ to 600 C in flowing CO, where a data set of 38 A h was collected. After 
cooling, the sample was heated in flowing O2, from 110 C to 750 C in steps of 10 C 
and data collections of 20 A h made at each step. At 750 C an extended data collection 
of 373 A h was carried out. After cooling to 100 C, the atmosphere was changed to CO 
and the sample heated to 550 C in steps of 10 C. A data collection of 40 A h was 
collected at each step.  For total scattering analysis, data collections of 1455, 914 and 
1163 A h were carried out on samples of a fully disordered fluorite of the pyrochlore 
composition Ce2Zr2O7, a sample of the same composition showing weak pyrochlore 
ordering and a sample of κ-CeZrO4-, respectively in thin walled vanadium cans of 11 
mm diameter at room temperature. Data on an empty vanadium can and the empty 
instrument were collected for data correction purposes.   
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For  average structure analysis, data collected on the back-scattering (average 
angle 146.72) detector bank was used in refinements using the Rietveld method with the 
GSAS set of programs,199 and the EXPGUI interface,198. The starting models were based 
on the structures reported by Raison et al.277 for the 𝐹𝑑3̅𝑚 pyrochlore structure; Sasaki et 
al.272 for the -phase structure in space group 𝐹4̅3𝑚, Kishimoto et al.276 for the -phase 
in space group P213 and Kol’ko et al.
278 for the fluorite structure in space group 𝐹𝑚3̅𝑚. 
For neutron total scattering analysis, the background scattering and beam attenuation 
were corrected for using the program Gudrun,178 and the resulting normalised total 
scattering structure factors, S(Q), were then used to obtain the corresponding total radial 
distribution function, G(r), via a Fourier transform, as described in Chapter 2. A Q 
maximum of 25 Ǻ-1 was used in calculations.  
Analysis of the total neutron scattering data (Bragg peaks plus diffuse scattering 
components) was carried on the -CeZrO4- structure.
232 RMC simulations used 
configuration boxes of 5  5  5 unit cells, with approximate dimensions of 50 Å  50 Å 
 50 Å, containing approximately 11000 atoms. Initial configurations were generated 
from supercells of the refined crystal structure, with atoms randomly distributed over sites 
in the supercell corresponding to those in the P213 crystallographic cell. Fitting was 
carried out against the reciprocal space data, S(Q), the real space data, G(r), and the 
Bragg profile data to provide a constraint for the long-range crystallinity. S(Q) was 
broadened by convolution with a box function (Chapter 2, equation 2.38), in order to 
reflect the finite size of the simulation box. Calculations were performed using bond 
valence summation (BVS) constraints.209 M-O and O-O closest approach constraints (gM-
O(r) and gO-O(r)) were used, to avoid unrealistically short M-O and O-O contact distances. 
A loose inter-atomic potential was used to model the O-O bond distribution. A set of ten 
parallel runs were used to produce average gij(r) plots and to calculate standard deviations 
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5.3 Results and discussion 
 
5.3.1 Heating under O2 
 
A sample of the κ-phase with nominal composition CeZrO4 was first heated at 600 C 
in flowing CO, to ensure complete reduction of cerium. Fig. 5.3 shows the fitted 
diffraction profile for the data collected at 600 C.  The data were successfully modelled 
in space group 𝐹𝑑3̅𝑚. The crystal and refinement parameters are summarised in Table 
5.1 with refined structural parameters and significant contact distances in Table 5.2. The 
fit shows the sample to be phase pure (within the limits of the technique). Attempts to 
refine the oxygen stoichiometry and occupancy of the 8a site always resulted in the 
ordered pyrochlore model (i.e. the occupancy of 8a refined to a small negative value and 
that of the 8b and 48f sites around 1.0 or greater). Similarly, no cation anti-site disorder 
could be refined, confirming the sample to be a fully ordered pyrochlore, i.e. Ce2Zr2O7. 
 
Fig. 5.3. Fitted neutron diffraction profile for Ce2Zr2O7 at 600 C, prepared by reducing 
ordered Ce2Zr2O8 in situ in flowing CO.  Observed (red + symbols), calculated (green 
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Table 5.1 Crystal and refinement parameters for Ce2Zr2O7 at 600 C in flowing CO. 




Crystal system Cubic 
Space group mFd3  
Lattice parameter (Å) 10.8225(2) 




Temperature ( C) 600 
Atmosphere Flowing CO 
R-factors:  
Neutron back scattering data 
Rwp = 0.0263 
Rp = 0.0404 
Rex = 0.0175 
RF2 = 0.1160 
2 2.309 
Total no. of variables 44 
No. of profile points 2668 
No. of reflections 541 
 
Table 5.2. Refined structural parameters and significant contact distances for Ce2Zr2O7 at 
600 C in flowing CO. Estimated standard deviations are given in parentheses. 
Atom Site x y z Occ. Uiso (Å
2) 
Ce 16d 0.5 0.5 0.5 1.0 0.0139(2) 
Zr 16c 0.0 0.0 0.0 1.0 0.0139(2) 
O(1) 48f 0.33209(8) 0.125 0.125 1.0 0.0201(3) 




2.6387(6)  6     
Ce-O(2) 
(Å) 
2.34314(3)  2     
Zr-O(1) 
(Å) 
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Following cooling in flowing CO, the atmosphere was switched to flowing O2 and 
the sample heated. Fig. 5.4a shows the neutron diffraction patterns of Ce2Zr2O7 on 
heating in flowing O2, with detail shown in Fig. 5.4b. Three distinct regions can be 





Fig. 5.4. Neutron diffraction patterns for Ce2Zr2O7 on heating in flowing O2, showing (a) 
full backscattering data and (b) detail of the patterns in the region of the pyrochlore (440) 
peak. Low temperature (110 to 130 C), intermediate temperature (140 to 400 C) and 
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In the low temperature region from 110 to 130 C, the diffraction patterns are 
dominated by a pyrochlore type phase, which was modelled satisfactorily using the 
standard pyrochlore model in space group 𝐹𝑑3̅𝑚, with a nominal composition of 
Ce2Zr2O7 as previously identified.
275 However, weak features on the lower d-spacing side 
of the main peaks indicated a minor secondary phase which becomes more prominent 
with increasing temperature. This secondary phase is attributed to β-Ce2Zr2O7.5 and was 
refined in space group 𝐹4̅3𝑚 using the model of Sasaki et al.272 
The fit to the backscattering data at 130 C using the two-phase model is shown as 
a representative example in Fig. 5.5, with the corresponding crystal and refinement 
parameters in Table 5.3 and refined structural parameters and significant contact 
distances in Table 5.4.  
 
Fig. 5.5. Fitted neutron diffraction profile for a sample of composition Ce2Zr2O7+ at 130 
C, in flowing O2.  Observed (red + symbols), calculated (green line) and difference 
(violet line) profiles are shown. Reflection positions are indicated by markers: lower = 
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Table 5.3. Crystal and refinement parameters for a sample of composition Ce2Zr2O7+ at 
130 C in flowing O2. Estimated standard deviations are given in parentheses. 
Phase Phase 1 Phase 2 
Formula Ce2Zr2O7 Ce2Zr2O7.33(3) 
Mr (g mol
-1) 574.68 580.0 
Crystal system Cubic Cubic 
Space group 𝐹𝑑3̅𝑚 𝐹4̅3𝑚 
Lattice parameter (Å) 10.7682(2) 10.6671(2) 
Volume (Å3) 1248.60(6) 1213.78(7) 
Z 8 8 
Dcalc (g cm
-3) 6.114 6.348 
Weight fraction 0.535(5) 0.465(5) 
Temperature ( C) 130 
Atmosphere Flowing O2 
R-factors:  
Neutron back scattering data 
Rwp = 0.0261 
Rp = 0.0469 
Rex = 0.0240 
RF2 = 0.0783 
2 1.204 
Total no. of variables 54 
No. of profile points 2668 
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Table 5.4. Refined structural parameters and significant contact distances for Ce2Zr2O7+ 
at 130 C in flowing O2. Estimated standard deviations are given in parentheses. 
(a) Phase 1 Ce2Zr2O7 
Atom Site x y z Occ. Uiso (Å
2) 
Ce 16d 0.5 0.5 0.5 1.0 0.0088(2) 
Zr 16c 0.0 0.0 0.0 1.0 0.0060(2) 
O(1) 48f 0.33218(9) 0.125 0.125 1.0 0.0100(2) 




2.6247(7)  6     
Ce-O(2) 
(Å) 
2.33137(3)  2     
Zr-O(1) 
(Å) 
2.0992(4)  6     
 
(b) Phase 2  Ce2Zr2O7.33(3) 
Atom Site x y z Occ. Uiso (Å
2) 
Ce 16e 0.1242(4) 0.1242(4) 0.1242(4) 1.0 0.0090(3) 
Zr 16e 0.6217(2) 0.6217(2) 0.6217(2) 1.0 0.0090(3) 
O(1) 24f 0.2698(3) 0.0 0.0 1.0 0.0125(4) 
O(2) 24g 0.5422(3) 0.25 0.25 1.0 0.0125(4) 
O(3) 4a 0.0 0.0 0.0 1.0 0.0125(4) 
O(4) 4b 0.5 0.5 0.5 0.667(34) 0.0125(4) 
O(5) 4c 0.25 0.25 0.25 1.0 0.0125(4) 




2.434(3)  3  Zr-O(1) (Å) 2.170(2)  3 
Ce-O(2) 
(Å) 
2.598(3)  3  Zr-O(2) (Å) 2.114(3)  3 
Ce-O(3) 
(Å) 
2.295(7)  1  Zr-O(4) (Å) 2.248(4)  1 
Ce-O(5) 
(Å) 
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Unsurprisingly, the lattice parameter and M-O distances in phase 1 are smaller 
than the corresponding values for the same phase at 600 C seen in Table 5.2 above. In 
phase 2, Ce is  in a distorted cubic coordination with O, with three bonds to O(1), three to 
O(2) and one each to O(3) and O(5) and an average Ce-O distance of 2.464(3) Å (Fig. 
5.6a). Zr also sits in a distorted cubic site (Fig. 5.6b), however, the partial occupancy of 
O(4) lowers the average coordination number to 7.667, with a weighted average bond 
distance of 2.181(2) Å. These average distances compare with average values in the 
pyrochlore phase of 2.5514(5) Å and 2.0992(4) Å for Ce-O and Zr-O, respectively, 
showing that while the average Zr-O distance lengthens in the -phase, the average Ce-O 






Fig. 5.6. Cation coordination in -Ce2Zr2O7.3335 (a) Ce coordination, (b) Zr coordination. 
 
The variation in refined weight fraction for the two phases derived from the 
Rietveld analysis is shown in Fig. 5.7. The 𝐹𝑑3̅𝑚 phase remains the predominant phase 
throughout this temperature range. However, the non-stoichiometric 𝐹4̅3𝑚 phase fraction 
reaches as high as 46 wt% at 130 C. Interestingly, the refined oxygen content of the 
secondary 𝐹4̅3𝑚 phase increases significantly with increasing temperature and taking this 
into account as well as the weight fractions (converted to mole fractions), allows for the 
average oxygen content (x) per Ce2Zr2Ox formula unit in the sample to be calculated. This 
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Fig. 5.7. Refined weight fractions for 𝐹𝑑3̅𝑚 and 𝐹4̅3𝑚 phases of Ce2Zr2O7+ on heating 
in O2, over the temperature range 110 to 130 C. Error bars are smaller than the symbols 
used. 
 
Fig. 5.8. Oxygen content per Ce2Zr2Ox formula unit in 𝐹𝑑3̅𝑚 and 𝐹4̅3𝑚 phases and 
weighted average over the sample on heating in O2, over the temperature range 110 to 
130 C. Error bars are smaller than the symbols used. 
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At around 140 C, the 𝐹4̅3𝑚 phase disappears and a previously unidentified phase 
appears alongside a small amount of the 𝐹𝑑3̅𝑚 phase. This new phase is phase pure by 
150 C. Additional reflections in the diffraction pattern suggested a lowering of symmetry 
to the cubic -phase (in space group P213). However, the fit to the data (Fig. 5.9a) 
showed significant differences especially around 1.87 Å, where the cubic (440) peak was 
clearly split (Fig. 5.9b).  A number of models were tried to fit these data, including 
LeBail fits in rhombohedral (R3̅m), tetragonal (I4/mmm and P4/mmm), orthorhombic 
(P212121 and Pmmm) and monoclinic distortions (C2/m, P2/m and P21) of the cubic P213 
phase. None of these models could satisfactorily fit the observed peak splitting of the 
cubic (440) peak. The only model that satisfactorily fitted the profile was a triclinic 
model, the details of which are presented below. 
The fitted diffraction profile using the triclinic model for the data at 150 C is 
shown in Fig. 5.10 as a representative example, with the crystal and refinement 
parameters summarised in Table 5.5, refined structural parameters in Table 5.6 and 












Fig. 5.9. (a) Fitted neutron diffraction profile for Ce2Zr2O7+ at 150 C in flowing O2. Fit 
performed using a cubic model in space group P213 with a = 10.5811(5) Å and (b) detail 
of the fit showing splitting of the cubic 440 peak. Observed (red + symbols), calculated 
(green line) and difference (violet line) profiles are shown. Reflection positions are 










Fig. 5.10. (a) Fitted neutron diffraction profile for Ce2Zr2O7+ at 150 C in flowing O2 
using a triclinic model and (b) detail of the fit showing fit to split cubic 440 peak. 
Observed (red + symbols), calculated (green line) and difference (violet line) profiles are 
shown. Reflection positions are indicated by markers. 
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Table 5.5. Crystal and refinement parameters for Ce2Zr2O7+ at 150 C in flowing O2. 




Crystal system Triclinic 
Space group P-1 
Lattice parameters: a = 10.6004(10) Å, b = 10.5520(8) Å, c = 10.5911(13) Å 
 = 90.346(7),  = 89.878(10),  = 89.859(8)  




Temperature ( C) 150 
Atmosphere Flowing O2 
R-factors:  
Neutron back scattering 
data 
Rwp = 0.0375 
Rp = 0.0571 
Rex = 0.0240 
RF2 = 0.0731 
2 2.632 
Total no. of variables 187 
No. of profile points 2592 
No. of reflections 33252 
 
Table 5.6. Refined structural parameters for Ce2Zr2O7+ at 150 C in flowing O2. 
Estimated standard deviations are given in parentheses. 
Atom Site x y z Occ. Uiso (Å
2) 
Ce(1) 1a 0.0 0.0 0.0 1.0 0.0062(13) 
Ce(2) 2i 0.504(7) 0.253(8) 0.749(9) 1.0 0.0062(13) 
Ce(3) 2i 0.752(8) 0.500(8) 0.251(8) 1.0 0.0062(13) 
Ce(4) 2i 0.245(9) 0.749(9) 0.503(10) 1.0 0.0062(13) 
Ce(5) 2i -0.004(11) 0.246(8) 0.257(8) 1.0 0.0062(13) 
Ce(6) 2i 0.254(8) -0.001(9) 0.249(7) 1.0 0.0062(13) 
Ce(7) 2i 0.246(8) 0.252(7) 0.005(8) 1.0 0.0062(13) 
Ce(8) 1f 0.5 0.0 0.5 1.0 0.0062(13) 
Ce(9) 1e 0.5 0.5 0.0 1.0 0.0062(13) 
Ce(10) 1g 0.0 0.5 0.5 1.0 0.0062(13) 
Zr(1) 1h 0.5 0.5 0.5 1.0 0.0064(9) 
Zr(2) 2i -0.008(5) 0.758(5) 0.258(5) 1.0 0.0064(9) 
Zr(3) 2i 0.261(6) -0.005(6) 0.759(4) 1.0 0.0064(9) 
Zr(4) 2i 0.762(5) 0.260(5) -0.008(5) 1.0 0.0064(9) 
Zr(5) 2i 0.504(7) 0.750(6) 0.753(6) 1.0 0.0064(9) 
Zr(6) 2i 0.746(5) 0.506(6) 0.744(5) 1.0 0.0064(9) 
Zr(7) 2i 0.756(5) 0.756(6) 0.492(5) 1.0 0.0064(9) 
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Table 5.6 Continued 
 
Zr(8) 1c 0.0 0.5 0.0 1.0 0.0064(9) 
Zr(9) 1b 0.0 0.0 0.5 1.0 0.0064(9) 
Zr(10) 1d 0.5 0.0 0.0 1.0 0.0064(9) 
O(1) 2i 0.377(7) 0.878(5) 0.377(6) 1.0 0.0061(6) 
O(2) 2i 0.386(5) 0.386(5) 0.866(5) 1.0 0.0061(6) 
O(3) 2i 0.123(8) 0.617(6) 0.616(6) 1.0 0.0061(6) 
O(4) 2i 0.122(7) 0.125(6) 0.122(6) 1.0 0.0061(6) 
O(5) 2i 0.396(10) 0.868(10) 0.869(10) 0.52(23) 0.0061(6) 
O(6) 2i 0.385(9) 0.377(10) 0.368(9) 0.74(23) 0.0061(6) 
O(7) 2i 0.097(18) 0.677(22) 0.174(23) 0.20(12) 0.0061(6) 
O(8) 2i 0.106(8) 0.122(10) 0.628(10) 0.54(24) 0.0061(6) 
O(9) 2i 0.134(7) 0.877(6) 0.617(5) 1.0 0.0061(6) 
O(10) 2i 0.131(6) 0.130(4) 0.832(5) 1.0 0.0061(6) 
O(11) 2i 0.123(7) 0.634(6) 0.360(5) 1.0 0.0061(6) 
O(12) 2i 0.127(8) 0.861(6) 0.131(6) 1.0 0.0061(6) 
O(13) 2i 0.357(5) 0.121(6) 0.628(6) 1.0 0.0061(6) 
O(14) 2i 0.370(8) 0.623(8) 0.633(9) 0.80(23) 0.0061(6) 
O(15) 2i 0.133(5) 0.438(4) 0.133(4) 1.0 0.0061(6) 
O(16) 2i 0.133(6) 0.122(6) 0.420(5) 1.0 0.0061(6) 
O(17) 2i 0.128(5) 0.639(5) 0.935(4) 1.0 0.0061(6) 
O(18) 2i 0.126(7) 0.357(6) 0.624(6) 1.0 0.0061(6) 
O(19) 2i 0.347(6) 0.629(6) 0.134(6) 1.0 0.0061(6) 
O(20) 2i 0.371(7) 0.124(6) 0.138(6) 0.96(23) 0.0061(6) 
O(21) 2i 0.129(7) 0.877(5) 0.361(5) 1.0 0.0061(6) 
O(22) 2i 0.166(5) 0.872(6) 0.867(6) 1.0 0.0061(6) 
O(23) 2i 0.373(8) 0.616(6) 0.378(6) 1.0 0.0061(6) 
O(24) 2i 0.367(7) 0.378(5) 0.580(5) 1.0 0.0061(6) 
O(25) 2i 0.373(8) 0.872(6) 0.648(6) 1.0 0.0061(6) 
O(26) 2i 0.363(7) 0.114(6) 0.879(6) 1.0 0.0061(6) 
O(27) 2i 0.100(4) 0.382(5) 0.856(5) 1.0 0.0061(6) 
O(28) 2i 0.147(7) 0.381(7) 0.372(6) 1.0 0.0061(6) 
O(29) 2i 0.367(7) 0.882(6) 0.107(5) 1.0 0.0061(6) 
O(30) 2i 0.371(7) 0.149(5) 0.371(6) 1.0 0.0061(6) 
O(31) 2i 0.376(7) 0.637(6) 0.869(7) 1.0 0.0061(6) 
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Table 5.7. Significant contact distances in Ce2Zr2O7+ at 150 C in flowing O2. Estimated 
standard deviations are given in parentheses. 
Contact Distance (Å) Contact Distance (Å) 
Ce(1)-O(4) 2.25(7) Zr(1)-O(6) 2.26(10) 
Ce(1)-O(4) 2.25(7) Zr(1)-O(6) 2.26(10) 
Ce(1)-O(10) 2.65(5) Zr(1)-O(14) 2.35(8) 
Ce(1)-O(10) 2.65(5) Zr(1)-O(14) 2.35(8) 
Ce(1)-O(12) 2.43(7) Zr(1)-O(23) 2.23(8) 
Ce(1)-O(12) 2.43(7) Zr(1)-O(23) 2.23(8) 
Ce(1)-O(22) 2.61(6) Zr(1)-O(24) 2.09(7) 
Ce(1)-O(22) 2.61(6) Zr(1)-O(24) 2.09(7) 
Ce(2)-O(1) 2.29(9) Zr(2)-O(7) 1.66(18) 
Ce(2)-O(2) 2.25(9) Zr(2)-O(8) 2.03(9) 
Ce(2)-O(13) 2.45(9) Zr(2)-O(10) 2.00(8) 
Ce(2)-O(19) 2.36(10) Zr(2)-O(11) 2.20(9) 
Ce(2)-O(23) 2.34(12) Zr(2)-O(12) 2.25(9) 
Ce(2)-O(24) 2.67(11) Zr(2)-O(18) 2.15(9) 
Ce(2)-O(26) 2.51(11) Zr(2)-O(21) 2.21(7) 
Ce(2)-O(29) 2.49(10) Zr(2)-O(27) 2.14(7) 
Ce(3)-O(2) 2.27(11) Zr(3)-O(5) 2.29(13) 
Ce(3)-O(3) 2.29(11) Zr(3)-O(8) 2.53(11) 
Ce(3)-O(14) 2.21(12) Zr(3)-O(9) 2.38(8) 
Ce(3)-O(17) 2.75(10) Zr(3)-O(10) 2.11(7) 
Ce(3)-O(18) 2.39(11) Zr(3)-O(13) 2.18(9) 
Ce(3)-O(24) 2.54(10) Zr(3)-O(22) 2.01(8) 
Ce(3)-O(27) 2.30(10) Zr(3)-O(25) 2.11(9) 
Ce(3)-O(31) 2.36(12) Zr(3)-O(26) 2.09(8) 
Ce(4)-O(1) 2.37(10) Zr(4)-O(5) 2.61(12) 
Ce(4)-O(3) 2.25(12) Zr(4)-O(7) 2.41(23) 
Ce(4)-O(9) 2.15(11) Zr(4)-O(12) 2.17(8) 
Ce(4)-O(11) 2.33(12) Zr(4)-O(17) 1.76(7) 
Ce(4)-O(14) 2.33(16) Zr(4)-O(19) 2.13(8) 
Ce(4)-O(21) 2.37(13) Zr(4)-O(22) 2.19(8) 
Ce(4)-O(23) 2.36(11) Zr(4)-O(29) 2.29(9) 
Ce(4)-O(25) 2.42(13) Zr(4)-O(31) 2.33(7) 
Ce(5)-O(3) 2.34(9) Zr(5)-O(5) 2.08(12) 
Ce(5)-O(4) 2.33(11) Zr(5)-O(6) 2.19(11) 
Ce(5)-O(9) 2.32(12) Zr(5)-O(14) 2.33(12) 
Ce(5)-O(15) 2.82(11) Zr(5)-O(20) 2.20(11) 
Ce(5)-O(16) 2.62(10) Zr(5)-O(25) 2.19(11) 
Ce(5)-O(17) 2.71(9) Zr(5)-O(30) 2.15(9) 
Ce(5)-O(22) 2.50(13) Zr(5)-O(31) 2.19(10) 
Ce(5)-O(28) 2.46(15) Zr(5)-O(32) 2.14(10) 
Ce(6)-O(1) 2.28(11) Zr(6)-O(6) 2.21(12) 




Page 212 of 278 
 
Table 5.7. Continued 
 
Ce(6)-O(12) 2.35(11) Zr(6)-O(11) 2.30(8) 
Ce(6)-O(16) 2.55(9) Zr(6)-O(15) 1.92(8) 
Ce(6)-O(20) 2.16(12) Zr(6)-O(19) 2.17(9) 
Ce(6)-O(21) 2.20(11) Zr(6)-O(23) 2.22(9) 
Ce(6)-O(29) 2.28(10) Zr(6)-O(28) 2.05(8) 
Ce(6)-O(30) 2.39(11) Zr(6)-O(32) 2.22(9) 
Ce(7)-O(2) 2.53(10) Zr(7)-O(6) 2.53(11) 
Ce(7)-O(4) 2.26(11) Zr(7)-O(8) 2.33(12) 
Ce(7)-O(10) 2.54(10) Zr(7)-O(13) 2.18(9) 
Ce(7)-O(15) 2.66(9) Zr(7)-O(16) 1.98(9) 
Ce(7)-O(20) 2.37(12) Zr(7)-O(18) 2.12(8) 
Ce(7)-O(26) 2.32(9) Zr(7)-O(24) 2.08(8) 
Ce(7)-O(27) 2.60(9) Zr(7)-O(28) 2.29(9) 
Ce(7)-O(32) 2.31(12) Zr(7)-O(30) 2.22(9) 
Ce(8)-O(1) 2.24(6) Zr(8)-O(7) 2.81(20) 
Ce(8)-O(1) 2.24(6) Zr(8)-O(7) 2.81(20) 
Ce(8)-O(13) 2.40(5) Zr(8)-O(15) 2.10(6) 
Ce(8)-O(13) 2.40(5) Zr(8)-O(15) 2.10(6) 
Ce(8)-O(25) 2.47(8) Zr(8)-O(17) 2.11(6) 
Ce(8)-O(25) 2.47(8) Zr(8)-O(17) 2.11(6) 
Ce(8)-O(30) 2.49(6) Zr(8)-O(27) 2.22(5) 
Ce(8)-O(30) 2.49(6) Zr(8)-O(27) 2.22(5) 
Ce(9)-O(2) 2.22(6) Zr(9)-O(8) 2.18(11) 
Ce(9)-O(2) 2.22(6) Zr(9)-O(8) 2.18(11) 
Ce(9)-O(19) 2.54(6) Zr(9)-O(9) 2.29(7) 
Ce(9)-O(19) 2.54(6) Zr(9)-O(9) 2.29(7) 
Ce(9)-O(31) 2.40(7) Zr(9)-O(16) 2.09(7) 
Ce(9)-O(31) 2.40(7) Zr(9)-O(16) 2.09(7) 
Ce(9)-O(32) 2.43(9) Zr(9)-O(21) 2.38(6) 
Ce(9)-O(32) 2.43(9) Zr(9)-O(21) 2.38(6) 
Ce(10)-O(3) 2.18(7) Zr(10)-O(5) 2.25(12) 
Ce(10)-O(3) 2.18(7) Zr(10)-O(5) 2.25(12) 
Ce(10)-O(11) 2.44(7) Zr(10)-O(20) 2.38(6) 
Ce(10)-O(11) 2.44(7) Zr(10)-O(20) 2.38(6) 
Ce(10)-O(18) 2.41(8) Zr(10)-O(26) 2.28(6) 
Ce(10)-O(18) 2.41(8) Zr(10)-O(26) 2.28(6) 
Ce(10)-O(28) 2.41(7) Zr(10)-O(29) 2.20(7) 
Ce(10)-O(28) 2.41(7) Zr(10)-O(29) 2.20(7) 
 
 The structure contains 10 Ce and 10 Zr crystallographically unique atoms each 
within a distorted cubic site. The Ce-O contact distances range from 2.15 to 2.82 Å, with 
a weighted average of 2.41(10) Å, while Zr-O contacts range from 1.66 to 2.81 Å, with a 
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weighted average of 2.19(12) Å. Each of the Ce and Zr coordination environments are 





















Fig. 5.11. Cerium coordination geometries in Ce2Zr2O7+ at 150 C in flowing O2. 
 






















Fig. 5.12. Zirconium coordination geometries in Ce2Zr2O7+ at 150 C in flowing O2. 
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It is observed that Ce(3), Zr(3), Zr(4), Zr(6) and Zr(7) adopt seven-coordinate 
geometries with oxygen atoms, with the eighth contact essentially a non-bonding 
interaction. In the cases of Ce(5) and Zr(8), six-coordinate geometries are observed, 
giving trigonal prismatic and distorted octahedral geometries, respectively. Additionally, 
the partial occupancies of O(5), O(6), O(7), O(8), O(14) and O(20) lower coordination 
numbers even further (Table 5.8). 
Table 5.8. Cation coordination numbers in Ce2Zr2O7+ at 150 C in flowing O2. 
Atom CN Atom CN Atom CN Atom CN Atom CN 
Ce(1) 8.00 Ce(2) 8.00 Ce(3) 6.80 Ce(4) 7.80 Ce(5) 6.00 
Ce(6) 7.96 Ce(7) 7.96 Ce(8) 8.00 Ce(9) 8.00 Ce(10) 8.00 
Zr(1) 7.08 Zr(2) 7.20 Zr(3) 7.00 Zr(4) 6.20 Zr(5) 7.02 
Zr(6) 6.74 Zr(7) 6.54 Zr(8) 6.00 Zr(9) 6.08 Zr(10) 6.96 
 
The values in Table 5.8 give average coordination numbers of 7.7(7) and 6.7(4) 
for Ce and Zr, respectively. Due to the relatively short data collection time of the runs in 
this study, the values of the site occupancies and hence the derived coordination numbers, 
must be treated cautiously. Nevertheless, the numbers appear to be consistent with those 
expected for a partially stuffed pyrochlore, where additional oxygen is present in the 
interstitial site (corresponding to the 8b site in the cubic 𝐹𝑑3̅𝑚 structure). 
 On further heating the sample above 410 C, a transition occurs from the triclinic 
phase to a cubic phase, corresponding to the κ-phase (space group P213). The data at 750 
C were collected for 373 A h and represent a high quality data set. The fitted neutron 
diffraction profile of the sample at 750 C is shown in Fig. 5.13, with the corresponding 
crystal and refinement parameters in Table 5.9 and the refined structural parameters and 
significant contact distances in Table 5.10. 
 
Page 216 of 278 
 
 
Fig. 5.13. Fitted neutron diffraction profile for -CeZrO4- at 750 C in flowing O2. 
Observed (red + symbols), calculated (green line) and difference (violet line) profiles are 
shown. Reflection positions are indicated by markers.  
 
Table 5.9. Crystal and refinement parameters for -Ce2Zr2O7+ at 750 C in flowing O2. 




Crystal system Cubic 
Space group P213 
Lattice parameter (Å) a = 10.6127(2)  




Temperature ( C) 750 
Atmosphere Flowing O2 
R-factors:  
Neutron back scattering data 
Rwp = 0.0260 
Rp = 0.0449 
Rex = 0.0058 
RF2 = 0.0679 
2 20.73 
Total no. of variables 71 
No. of profile points 2433 
No. of reflections 2209 
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Table 5.10. (a) Refined structural parameters and (b) significant contact distances for -
Ce2Zr2O7+ at 750 C in flowing O2. Estimated standard deviations are given in 
parentheses. 
(a) 
Atom Site x y z Occ. Uiso (Å
2) 
Ce(1) 4a 0.1317(10) 0.1317(10) 0.1317(10) 1.0 0.0148(8) 
Ce(2) 12b 0.1274(9) 0.3750(11) 0.3750(9) 1.0 0.0148(8) 
Zr(1) 4a 0.6168(7) 0.6168(7) 0.6168(7) 1.0 0.0149(5) 
Zr(2) 12b 0.6164(6) 0.8807(8) 0.8795(6) 1.0 0.0149(6) 
O(1) 4a 0.0064(10) 0.0064(10) 0.0064(10) 1.0 0.0155(4) 
O(2) 4a 0.2476(9) 0.2476(9) 0.2476(9) 0.84(3) 0.0155(4) 
O(3) 4a 0.4899(7) 0.4899(7) 0.4899(7) 1.0 0.0155(4) 
O(4) 4a 0.7701(14) 0.7701(14) 0.7701(14) 0.43(3) 0.0155(4) 
O(5) 12b 0.2551(7) 0.2631(6) -0.0519(4) 1.0 0.0155(4) 
O(6) 12b 0.2471(8) 0.2448(9) 0.5095(5) 0.85(2) 0.0155(4) 
O(7) 12b 0.0159(11) 0.0003(7) 0.2620(6) 1.0 0.0155(4) 
O(8) 12b 0.0015(9) 0.0014(7) 0.7526(5) 1.0 0.0155(4) 
 
(b) 
Contact Distance (Å) Contact Distance (Å) 
Ce(1)-O(1) 2.303(26) Zr1-O(3) 2.333(20) 
Ce(1)-O(2) 2.130(25) Zr1-O(4) 2.819(27) 
Ce(1)-O(5) 2.731(6)  3 Zr1-O(5) 2.176(10) 
Ce(1)-O(7) 2.401(12)  3 Zr1-O(7) 2.166(10) 
Ce(2)-O(1) 2.355(9) Zr2-O(3) 2.130(6) 
Ce(2)-O(2) 2.298(9) Zr2-O(4) 2.320(6) 
Ce(2)-O(5) 2.579(12) Zr2-O(5) 2.018(10) 
Ce(2)-O(6) 2.358(13) Zr2-O(6) 2.241(13) 
Ce(2)-O(6) 2.331(17) Zr2-O(6) 2.359(11) 
Ce(2)-O(7) 2.440(13) Zr2-O(7) 2.172(12) 
Ce(2)-O(8) 2.268(12) Zr2-O(8) 2.326(10) 
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Fig. 5.14. Cation coordination environments in -Ce2Zr2O7+ at 750 C in flowing O2. 
 
While all cations sit in cubic sites, it can be seen that Ce(1) and Zr(1), coordinate 
only 5 and 7 of the oxygen atoms, respectively. Taking into account the partial occupancy 
of  O(2), O(4) and O(6), the cations Ce(1), Ce(2), Zr(1) and Zr(2) have a coordination 
numbers of 4.84, 7.54, 7.00 and 7.13, respectively. This gives average coordination 
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The variation of cubic unit cell parameter on heating in flowing O2 is shown in 
Fig. 5.15. The lattice parameter is seen to drop sharply on the transition from the cubic 
phase to the triclinic phase at around 140 C. There is a second significant drop, although 
not as great, on the transition from the triclinic phase to the cubic -phase. 
 
 
Fig. 5.15. Variation of cubic lattice parameter on heating Ce2Zr2O7 from 100 C to 750 
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The variation in O content, x, per Ce2Zr2Ox formula unit is shown in Fig. 5.16. 
There is a significant increase in oxygen content on the transition from the pyrochlore 
phase to the triclinic phase. This occurs at a point where there is a significant decrease in 
lattice parameter and hence volume, which is associated with the oxidation of Ce3+ to the 
smaller Ce4+, with respective ionic radii of 1.143 and 0.97 Å, for the ions in eight 
coordinate geometry.25 There is little significant change in oxygen content on the 
transition from the triclinic phase to the cubic -phase. This suggests that the change in 
lattice parameter seen in Fig. 5.15 above is due to ordering processes, with the more 
disordered phase (triclinic) showing a larger volume than the more ordered cubic phase. 
 
 
Fig. 5.16. Oxygen content per Ce2Zr2Ox formula unit on heating in O2, over the 
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5.3.2 Heating under CO 
After cooling to 100 C, the atmosphere was switched to flowing CO and the 
sample reheated in 10 C steps up to 550 C. Fig. 5.17a shows the neutron diffraction 
profiles over this temperature range, with detail shown in Fig. 5.17b. The -CeZrO4- 
phase seen at 750 C in flowing O2, persists at 100 C in flowing CO up to around 190 
C, where a second phase appears. This is evident in Fig. 5.17b, with a peak appearing at 
ca. 1.87 Å. This second phase was modelled on the β-Ce2Zr2O7.5- phase in space 
group 𝐹4̅3𝑚, as seen on heating in flowing O2. At around 260 C, a third phase is evident 
with a peak at around 1.91 Å in Fig. 5.17b. The third phase corresponds to a pyrochlore 
phase in space group 𝐹𝑑3̅𝑚. At 290 C the -phase has completely disappeared and at 
310 C the pyrochlore phase is pure (within the limits of the technique).  
Fig. 5.18 shows the fitted diffraction profile for the sample at 550 C in flowing 
CO, with the corresponding crystal and refinement parameters in Table 5.11 and refined 
structural parameters and significant contact distances in Table 5.12. No attempt was 
made to model any cation disorder using these data. The refined oxygen content showed 
some deficiency on the 48f site suggesting some possible additional oxygen on the 8a site 
(0.125 0.125 0.125) is required to achieve electroneutrality, although this was not refined 
in the model. 
 
 






Fig. 5.17. Neutron diffraction patterns for -CeZrO4- on heating in flowing CO showing 
(a) full backscattering data and (b) detail of the patterns in the region of the pyrochlore 
(440) peak. Low temperature (100 to 260 C) and high temperature (270 to 550 C) 
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Fig. 5.18. Fitted neutron diffraction profile for Ce2Zr2O7-δ at 550 C in flowing CO. 
Observed (red + symbols), calculated (green line) and difference (violet line) profiles are 
shown. Reflection positions are indicated by markers.  
 
Table 5.11. Crystal and refinement parameters for Ce2Zr2O7-δ at 550 C in flowing CO. 




Crystal system Cubic 
Space group 𝐹𝑑3̅𝑚 
Lattice parameter (Å) a = 10.8137(2)  




Temperature ( C) 550 
Atmosphere Flowing CO 
R-factors:  
Neutron back scattering data 
Rwp = 0.0257 
Rp = 0.0400 
Rex = 0.0173 
RF2 = 0.1025 
2 2.42 
Total no. of variables 45 
No. of profile points 2668 
No. of reflections 541 
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Table 5.12. Refined structural parameters and significant contact distances (Å) for 
Ce2Zr2O7-δ at 550 C in flowing CO. Estimated standard deviations are given in 
parentheses. 
Atom Site x y z Occ. Uiso (Å
2) 
Ce 16d 0.5 0.5 0.5 1.0 0.0130(2) 
Zr 16c 0.0 0.0 0.0 1.0 0.0130(2) 
O(1) 48f 0.33193(8) 0.125 0.125 0.962(5) 0.0173(3) 
O(2) 8b 0.375 0.375 0.375 1.0 0.0173(3) 
 
Ce-O(1) 2.6377(6)  6    
Ce-O(2) 2.34125(3)  2    
Zr-O(1) 2.1069(4)  6    
 
 
The lattice parameter evolution on heating in CO is seen in Fig. 5.19. There is a 
simple thermal expansion of the cubic lattice from 100 C to around 240 C, where the 
lattice parameter sharply rises, until around 290 C, corresponding to the appearance of 
the pyrochlore phase. Variation of the refined oxygen content x in the Ce2Zr2Ox formula 
unit, during heating in flowing CO is shown in Fig. 5.20. The oxygen content is seen to 
drop dramatically at around 240 C, corresponding to the point where the reduced 𝐹𝑑3̅𝑚 
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Fig. 5.19. Variation of cubic lattice parameter on heating -CeZrO4- from 100 C to 550 
C in flowing CO. 
 
Fig. 5.20. Oxygen content per Ce2Zr2Ox formula unit on heating in CO, over the 
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5.3.3 Room Temperature Structures 
Long data collections were performed at room temperature on samples of fluorite-
Ce2Zr2O7, a sample of Ce2Zr2O7 with partial pyrochlore ordering and  κ-CeZrO4- in order 
to obtain high quality data suitable for total scattering analysis. Prior to the total scattering 
analysis, the long range structures were characterised by Rietveld analysis using these 
data. The fitted diffraction profiles from the Rietveld analysis for each of the three 
samples are shown in Fig. 5.21, with the crystal and refinement parameters given in 
Table 5.13. The refined structural parameters and significant contact distances are given 
in Tables 5.14, 5.15 and 5.16 for the fluorite- Ce2Zr2O7, pyrochlore-Ce2Zr2O7 and κ-














Fig. 5.21. Fitted back scattering neutron diffraction profiles for cerium zirconate samples 
at room temperature, (a) fluorite- Ce2Zr2O7 (𝐹𝑚3̅𝑚), (b) pyrochlore-Ce2Zr2O7 (𝐹𝑑3̅𝑚) 
and (c) κ-CeZrO4- (P213). Observed (crosses), calculated (solid line), and difference 
(lower) profiles are shown. Reflection positions are indicated by markers. 
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Table 5.13. Crystal and refinement parameters for cerium zirconate samples (fluorite-
Ce2Zr2O7, pyrochlore-Ce2Zr2O7 and  κ-CeZrO4-) at room temperature. Estimated 
standard deviations are given in parentheses. 
Chemical formula Ce2Zr2O7 Ce2Zr2O7 Ce2Zr2O7.48(5) 
Phase Fluorite Pyrochlore  
Mr (g mol
-1) 574.68 574.68 582.44 
Crystal System Cubic Cubic Cubic 
Space group 𝐹𝑚3̅𝑚 𝐹𝑑3̅𝑚 P213 
Lattice parameter (Å) 5.29408(5) 10.6512(8) 10.5338(2) 
Volume (Å3) 148.379(4) 1208.3(1) 1168.83(8) 
Z 1 8 8 
Dcalc (g cm
-3) 6.431 6.098 6.619 
Temperature ( C) 20 20 20 
Atmosphere Vacuum Vacuum Vacuum 
R-factors:    
Neutron backscattering                                    Rwp = 0.0305 
Rp = 0.0349 
Rex = 0.0063 
RF
2 = 0.1150 
Rwp = 0.0762 
Rp = 0.0728 
Rex = 0.0081 
RF
2 = 0.1842 
Rwp = 0.0898 
Rp = 0.1201 
Rex= 0.0045 
RF
2 = 0.0680 
2 24.02 90.02 419.0 
No. of variables 45 51 71 
No. of profile points used 2760 2668 2433 
No. of reflections 105 519 2165 
 
 
Table 5.14. Refined atomic parameters and significant contact distances for fluorite-
Ce2Zr2O7 in space group 𝐹𝑚3̅𝑚. Estimated standard deviations are given in parentheses. 
Atom Site x y z Occ. Uiso (Å
2) 
Ce 4a 0.5 0.5 0.5 0.5 0.0089(1) 
Zr 4a 0.0 0.0 0.0 0.5 0.0089(1) 
O(1) 32f 0.2612(7) 0.2612(7) 0.2612(7) 0.21875 0.0189(6) 
 
Ce-O(1) 2.260(2)     
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Table 5.15. Refined atomic parameters and significant contact distances for pyrochlore-
Ce2Zr2O7 in space group 𝐹𝑑3̅𝑚 at room temperature. Estimated standard deviations are 
given in parentheses. 
Atom Site x y z Occ. Uiso (Å
2) 
Ce(1) 16d 0.5 0.5 0.5 0.62(3) 0.0083(3) 
Ce(2) 16c 0.0 0.0 0.0 0.38(3) 0.0083(3) 
Zr(1) 16d 0.5 0.5 0.5 0.38(3) 0.0083(3) 
Zr(2) 16c 0.0 0.0 0.0 0.62(3) 0.0083(3) 
O(1) 48f 0.3605(4) 0.125 0.125 0.70(2) 0.0252(9) 
O(2) 8b 0.375 0.375 0.375 0.86(4) 0.0252(9) 
O(3) 8a 0.125 0.125 0.125 0.69(3) 0.0252(9) 
 
Ce/Zr(1)-O(1) 2.398(2)  6    
Ce/Zr(1)-O(2) 2.30605(3)  2    
Ce/Zr(2)-O(1) 2.221(2)  6    
Ce/Zr(2)-O(3) 2.30605(3)  2    
 
 
Table 5.16. (a) refined structural parameters and (b) significant contact distances for -
CeZrO4- in space group P213 at room temperature. Estimated standard deviations are 
given in parentheses. 
(a) 
Atom Site x y z Occ. Uiso (Å
2) 
Ce(1) 4a 0.1328(9) 0.1328(9) 0.1328(9) 1.0 0.0037(7) 
Ce(2) 12b 0.1284(8) 0.3755(10) 0.3730(7) 1.0 0.0037(7) 
Zr(1) 4a 0.6166(6) 0.6166(6) 0.6166(6) 1.0 0.0054(5) 
Zr(2) 12b 0.6165(6) 0.8801(7) 0.8811(5) 1.0 0.0054(5) 
O(1) 4a 0.0029(8) 0.0029(8) 0.0029(8) 1.0 0.0051(3) 
O(2) 4a 0.2430(5) 0.2430(5) 0.2430(5) 1.0 0.0051(3) 
O(3) 4a 0.4838(8) 0.4838(8) 0.4838(8) 1.0 0.0051(3) 
O(4) 4a 0.7685(7) 0.7685(7) 0.7685(7) 0.72(3) 0.0051(3) 
O(5) 12b 0.2550(7) 0.2595(7) -0.0504(5) 0.87(2) 0.0051(3) 
O(6) 12b 0.2463(7) 0.2459(9) 0.5110(6) 0.88(2) 0.0051(3) 
O(7) 12b -0.0016(8) -0.0032(7) 0.2624(5) 1.0 0.0051(3) 
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Table 5.16. Continued 
(b) 
Contact Distance (Å) Contact Distance (Å) 
Ce(1)-O(1) 2.369(22) Zr1-O(3) 2.241(17) 
Ce(1)-O(2) 2.012(19) Zr(1)-O(4) 2.772(15) 
Ce(1)-O(5) 2.677(6)  3 Zr(1)-O(5)  3 2.140(10)  3 
Ce(1)-O(7) 2.433(9)  3 Zr(1)-O(7)  3 2.145(8)  3 
Ce(2)-O(1) 2.329(7)  Zr(2)-O(3) 2.125(6)  
Ce(2)-O(2) 2.298(6)  Zr(2)-O(4) 2.314(5)  
Ce(2)-O(5) 2.567(10) Zr(2)-O(5) 2.038(10) 
Ce(2)-O(6) 2.349(11) Zr(2)-O(6) 2.230(11) 
Ce(2)-O(6) 2.313(14) Zr(2)-O(6) 2.319(10) 
Ce(2)-O(7) 2.335(13) Zr(2)-O(7) 2.170(10) 
Ce(2)-O(8) 2.237(9)  Zr(2)-O(8) 2.306(7)  
Ce(2)-O(8) 2.311(12) Zr(2)-O(8) 2.228(9)  
 
The diffraction pattern of the fluorite structured composition (Fig. 5.21a) shows 
no evidence of pyrochlore ordering. As seen in the Yb1-xNdxZr2O7 system (Chapter 3) the 
fluorite structure shows oxide ions located on the 32f site within the tetrahedral cavity of 
the ccp lattice. The displacement of the 32f site from the tetrahedral site centre at 0.25, 
0.25, 0.25 is around 0.10 Å, which is smaller than seen in the fluorite structured 
compositions in the Yb1-xNdxZr2O7 system and indicates less cation site distortion than in 
the system with three different cations occupying the 4a site. When refined freely, the 
oxygen site occupancy gave a value close to the calculated value and in the final 
refinements was fixed at the stoichiometric value.  
Comparison of the diffraction patterns in Fig. 5.21a and Fig. 5.21b reveals that 
although very similar, the pyrochlore structured sample shows weak pyrochlore ordering 
peaks that are broadened in comparison to the fluorite sub-lattice peaks. This is indicative 
of partial ordering. Indeed, the results in Table 5.15 reveal both anti-site cation disorder 
and oxygen Frenkel defects present, with around 38% anti-site cation disorder and 28% 
Frenkel defects. Oxygen Frenkel interstitials are located on the 8a site and vacancies on 
both the 8b and 48f sites. The extent of disorder in the compound is reflected in the 
weakness of the pyrochlore ordering peaks and can be compared with those in Fig. 5.3 for 
a fully ordered pyrochlore.  
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The additional peaks of the -phase are clearly evident in Fig. 5.21c. The refined 
oxygen stoichiometry of 7.485 is significantly lower than that in a fully oxidised sample 
and corresponds to an average oxidation state for Ce of 3.485, indicating roughly equal 
amounts of Ce3+ and Ce4+. The extent of oxidation is slightly higher than seen in the 
sample in flowing O2 at 750 C (Table 5.10) and in the room temperature case it is O(4), 
O(5), and O(6) rather than O(2), O(4) and O(6) that are partially occupied. The cation 
coordination geometries are very similar to those seen at 750 C.  
The main difference in the coordination geometries between those at room 
temperature and at 750 C lies in the Ce(1) coordination. Whereas the Ce(1)-O(5) 
interactions were clearly non-bonding at 750 C (at 2.73 Å) at room temperature they are 
shorter at 2.567 Å. However, this is still outside the sum of the ionic radii (2.523 Å), 
assuming all the Ce was in the 3+ oxidation state. This value lowers to 2.44 Å if half the 
Ce is in the +4 state as observed (values based on ionic radii of cations in eight coordinate 
geometry).25 As for the structure at 750 C, by taking into account the partial occupancies 
and the non-bonding interactions, the individual cation coordination numbers can be 
calculated as 5, 7.63, 6.61 and 7.35 for Ce(1), Ce(2), Zr(1) and Zr(2), respectively, giving 
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5.3.3 Local structure 
 
Reverse Monte Carlo (RMC) analysis was used to model the G(r) and S(Q) profiles 
for κ-CeZrO4- generated from data collected at room temperature. The fits to the profiles 





Fig. 5.22 The (a) G(r) and (b) Sbox(Q) fits obtained by the RMC modelling of neutron 
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The partial radial distribution functions, gCe-O(r), gZr-O(r), and gO-O(r) extracted 
from the RMC configurations are shown in Fig. 5.23. The first peak in the gCe-O(r) plot is 
narrower and has a higher intensity relative to the first gZr−O(r) correlation. The O-O 
correlation is a broad single peak, resembling those seen in the fluorite structured 
compounds in chapter 3. 
 
Fig. 5.23.  Partial radial distribution functions, gM-O(r) and gO-O(r), as determined from 
RMC modelling of data from κ-CeZrO4- collected at room temperature. 
 
The final bond valence sums (BVS) along with M-O coordination numbers and 
modal and mean contact distances are given in Table 5.17. The BVS values for Zr4+ and 
O2- ions are all very close to those expected. A BVS value of 3.7 for Ce3+ reflects the fact 
that the system is not fully oxidised, as seen in the Rietveld analysis where an average 
oxidation state of ca. 3.5 was found (Table 5.16). As described in Chapter 3, two types of 
coordination number can be defined, i.e. the site and local coordination numbers. As 
shown in Table 5.17, the site coordination number for Zr is significantly lower than that 
for Ce, but the local coordination numbers for these cations are both fairly close to 7, as 
seen in the average weighted values from the Rietveld analysis.  
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The mean contact distance for Ce-O is larger than the modal Ce-O distance, while 
the reverse is true for Zr-O. These compare with average values from the Rietveld 
analysis of 2.40 and 2.22 Å for Ce-O and Zr-O. The mean values from both the Rietveld 
and RMC analyses are close to the sum of the ionic radii, taking into account the average 
oxidation state of cerium derived from the Rietveld analysis, with Ce-O and Zr-O values 
of 2.44 Å and 2.10 Å, respectively, based on an 8-fold coordination for Ce, a 6-fold 
coordination for Zr and a 4-fold coordination for oxygen).25  
 
Table 5.17. Bond valence sums (BVS), M-O coordination numbers (CN) and modal and 
mean M-O contact distances (Å) from RMC analysis of κ-CeZrO4- collected at room 
temperature. Values are averages of 10 parallel calculations and standard deviations are 
given in parentheses. Site coordination numbers were derived by integration of gMO(r) to 












Ce-O Mode 2.31(1) 
Ce-O Mean 2.42(1) 
Zr-O Mode 2.22(1) 
Zr-O Mean 2.17(0) 
Av. M-O Mode 2.27(1) 
Av. M-O Mean 2.30(0) 
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The O-M-O angular distribution functions, AOMO(Ɵ), derived from the RMC 
configurations at the three studied temperatures are shown in Fig. 5.24. The O-Ce-O 
distribution is centred around ca. 70, 109 and 180, corresponding to the angles 
between <100>, <110> and <111> aligned oxide ions, respectively, in the MO8 distorted 
cubic coordination environments. However, the O-Ce-O distribution is significantly 
different to that of O-Zr-O, particularly at lower angles, where the peak maximum for 
<100> aligned oxygen is seen approximately 5° lower than seen for the O-Zr-O 
distribution. This difference suggests a greater local distortion around the cerium cations 
compared to zirconium. Both distributions are closer to that of pyrochlore than of fluorite.  
 
Fig. 5.24. O-M-O angular distribution functions as determined from RMC modelling of 
data from κ-CeZrO4- collected at room temperature 
 
As was shown in Chapters 3 and 4, three basic vacancy pair alignments can be 
defined with respect to the cubic coordination of the cation, each characterized by a 
specific vacancy-vacancy distance. Assuming a random distribution of vacancies, a ratio 
of 1:2:1.3 for <100>:<110>:<111> vacancy pairs is expected. The values given in Table 
5.18 show considerable departure from a random distribution, with a clear and significant 
preference for <111> ordering, compared to the random situation, confirming a more 
pyrochlore like vacancy ordering.  
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It is possible to reveal details of the local environment around vacancies through 
careful examination of the RMC configurations. Using a similar approach to that 
discussed in chapters 3 and 4, the vacancy “coordination” environment can be probed to 
reveal evidence of preferential distribution of vacancies between cations. The nearest 
neighbour cation distributions around oxide ion vacancies are presented as percentages of 
the total number of nearest neighbour cations in Table 5.18. A random distribution of 
cations would be expected to yield percentage distributions reflecting the stoichiometry. 
However, the values in Table 5.18 for the percentage of cation nearest neighbours around 
a vacancy, %vac(NN)M, show significant deviation from a purely random distribution. 
The high percentage of Zr4+ nearest neighbours strongly suggests preferential association 
of vacancies with these cations.  
 
Table 5.18 Defect concentration and distribution parameters derived from RMC analysis 
of data collected for κ-CeZrO4-  at room temperature. Values are averages of 10 parallel 




No. tet. vacancies per 







%vac(NN)Ce 44.4(13) 50 
%vac(NN)Zr 55.6(13) 50 
%Ce(NN)Ce 49.0(2) 50 
%Ce(NN)Zr 51.0(4) 50 
%Zr(NN)Ce 49.8(3) 50 
%Zr(NN)Zr 50.2(1) 50 
%Ce(NNN)Ce 15.0(5) 0 
%Ce(NNN)Zr 85.0(9) 100 
%Zr(NNN)Ce 99.9(9) 100 
%Zr(NNN)Zr 0.1(1) 0 
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The extent of cation ordering, can be examined through the gMM(r) correlations 
(Fig. 5.25). The most noticeable change is the absence of next-nearest neighbour 
correlations of the type Ln-Ln at around 5.3 Å, indicating an ordered cation sublattice, as 
found in the pyrochlore structure.  
 
Fig. 5.25. Cation-cation partial radial distribution functions, gM-M(r), as determined from 
RMC modelling of data from κ-CeZrO4- collected at room temperature. 
 
Table 5.18 also summarises the NN and NNN distributions around each cation 
type. The NN distributions around both cations show no significant deviation away from 
a random situation. There is some deviation away from the expected values in the next-
nearest neighbour distributions, for example the value for Ce(NNN)Ce is higher than 
should be expected. While this may indicate some degree of anti-site cation disorder, this 
was not evident in the Rietveld analysis and examination of Fig 5.25 suggests that this 








Reduction of the κ-phase, in flowing CO at 600 C, produced the fully ordered 
pyrochlore phase, i.e. Ce2Zr2O7. Upon heating the pyrochlore phase in flowing O2, three 
distinct phases were observed, with transitions at ca. 140 C and 410 C. In the low 
temperature region, the neutron diffraction patterns were dominated by the pyrochlore 
type phase. However, a minor secondary phase was also present which became more 
prominent with increasing temperature, reaching a weight fraction as high as 46 wt% at 
130 C. The secondary phase was attributed to β-Ce2Zr2O7.5 and was refined in space 
group 𝐹4̅3𝑚. The β-phase was found to consist of longer Zr-O, but shorter Ce-O 
distances, as compared to the pyrochlore phase.  
At around 140 C, the β-phase disappeared and a previously un-identified phase 
appeared alongside a small amount of the pyrochlore phase. This new phase was phase 
pure by 150 C. A number of models were tried to fit the neutron diffraction data of the 
new phase, including, rhombohedral, tetragonal, orthorhombic and monoclinic distortions 
of the cubic P213 phase. The only model that satisfactorily fitted the profile was a triclinic 
model, which contained 10 Ce and 10 Zr sites, each with a distorted cubic coordination. 
There was a significant increase in oxygen content on the transition from the cubic phase 
to the triclinic phase. This occurred at a point where there was a significant decrease in 
lattice parameter and hence volume, which was associated with the oxidation of Ce3+ to 
the smaller Ce4+. 
On further heating the sample above 410 C, a transition occurred, from the 
triclinic phase to a cubic phase, corresponding to the κ-phase (space group P213), but with 
little significant change in oxygen content at this transition. RMC modelling of the local 
structure of the -phase, revealed an ordered, pyrochlore-like, cation sub-lattice, with a 
disordered anion sub-lattice. On re-heating the κ-phase in flowing CO, a second phase 
appeared at around 190 °C, which was modelled on the β-Ce2Zr2O7.5- phase in space 
group 𝐹4̅3𝑚, as seen on heating in flowing O2. At around 260 °C, the pyrochlore phase 
re-appeared alongside the κ- and the β-phases. At 290 °C, the pyrochlore phase was phase 
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Chapter 6 – Overall Conclusions  
 
The work described in this thesis has focused on achieving a greater fundamental 
understanding of the structural, defect and mechanistic features of lanthanide zirconate 
materials as potential electrolytes for intermediate temperature sold oxide fuel cells (IT-
SOFCs). Multiple strategies were employed to optimise these materials, including 
chemical substitution, thermal treatments, and different synthetic routes. This was 
necessary for these materials, since they show order-disorder phase transitions, which are 
accompanied by significant changes in electrical conducting properties. Of the many 
material types studied previously for such purposes, fluorite/pyrochlore related 
compounds were chosen in this study, for their wide range of potential properties. In 
order to achieve high oxide ion conductivities in these materials, attempts were made to 
create high concentrations of mobile vacancies, with low activation energies for ion 
migration. In particular, vacancy concentration was promoted via the formation of 
Frenkel defects, through increased disorder in both the cation and anion sub-lattices.  
The use of the co-precipitation method for the synthesis of the materials studied in 
this thesis, allowed for lower calcination temperatures, as compared to the conventional 
solid-state reaction method. The combined use of X-ray and neutron diffraction allowed 
for the precise determination of the anion sub-lattice and its defects, which would have 
not been possible otherwise. The use of total scattering through PDF analysis, as opposed 
to Bragg scattering alone, allowed for the determination of the local structure that relied 
on experimental data. Furthermore, modelling of the PDF data via the RMC method 
allowed for much more structural information to be revealed, than straight model 
independent analysis. In this way, the distribution of atoms on an absolute scale was 
possible (from the Bragg scattering), as well as the arrangement of atoms relative to each 
other (from the diffuse scattering), both of which were essential for the purposes of the 
study. Finally, the use of impedance spectroscopy (IS) allowed for the electrical 
properties to be determined, the results of which, were interpreted in light of the data 
from the structural analyses. 
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The local structure evolution as a function of composition and temperature, and 
the resulting electrical conductivities were studied in samples with general composition 
(Yb1-xNdx)2Zr2O7. Variable-temperature neutron powder diffraction experiments were 
carried out on the (Nd1-xCax)2Zr2O7-x (0.10 ≤ x ≤ 0.50) system, in order to investigate the 
local structural evolution as a function of composition and temperature. Structural 
evolution in oxidising and reducing atmospheres was investigated in cerium zirconate, 
Ce2Zr2O7+δ. 
Fluorite/pyrochlore phase transformations were observed in the (Yb1-xNdx)2Zr2O7 
system, that depended on the composition and on the calcination temperature of the 
material.  At relatively low calcination temperatures (800 °C), all of the samples showed 
broad peaks in X-ray and neutron diffraction patterns, characteristic of the fluorite 
structure. With increased calcination temperature (1150 and 1350 °C), ytterbium rich 
compositions retained the fluorite structure, whereas neodymium rich compositions 
exhibited fluorite to pyrochlore phase transformations. The fluorite to pyrochlore 
transformation occurs in a gradual manner, with pyrochlore structured micro-domains 
spread in the fluorite matrix. The best example of this was seen in the x = 0.75 
composition calcined at 1150 C, where fits to the Bragg data were significantly 
improved by the use of a two-phase pyrochlore plus defect fluorite model. The pyrochlore 
micro-domains grow with increasing neodymium content and/or increasing calcination 
temperature, eventually becoming the dominant phase. There was a significant increase in 
the coordination numbers of neodymium and ytterbium upon the fluorite to pyrochlore 
transition, whereas the coordination number of zirconium decreased on this transition. 
Anti-site cation disorder was evident across the compositional range, but decreased with 
increasing Nd content. At x = 0.75, the system contains around 20% anti-site cation 
disorder, decreasing to less than 10% at x = 1.00.  
All of the compositions in the (Nd1-xCax)2Zr2O7-x (0.10 ≤ x ≤ 0.50) system exhibit 
a single phase with a pyrochlore-type structure. In contrast to the Nd/Yb system, no 
fluorite to pyrochlore phase transformations were observed. However, in both the X-ray 
and neutron data in the Nd/Ca system, the pyrochlore ordering peaks were seen to weaken 
with increasing x-value, suggesting greater disorder with increasing calcium content. The 
best fit to the Bragg data was ultimately achieved for a unit cell with complete cation 
order, again in contrast to the Nd/Yb system, where significant amounts of cation anti-site 
disorder were found to exist in the pyrochlore structured sompositions.  
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The average Nd3+/Ca2+ coordination number decreased and that of Zr4+ increased 
with increasing calcium content. This reflects the increasing number of oxygen Frenkel 
defects as oxide ions on the O(1) site are displaced onto the O(3) site. The variable-
temperature study showed that the pyrochlore structure in the Nd/Ca system is maintained 
throughout the temperature range studied. The diffraction patterns at 800 °C showed no 
significant changes from the room temperature plots, other than a thermal expansion. In 
samples of x = 0.75 and x = 1.00 compositions calcined at 1350 C, there was a reduction 
of cation anti-site disorder and the concentration of oxide ion Frenkel defects, compared 
to when the samples were calcined at 1150 °C.  
G(r) profiles for both the Nd/Yb and Nd/Ca systems showed a gradual evolution 
of the pattern with calcination temperature in the case of the former and sample 
temperature in the case of the latter, reflecting structural change. The M-O correlations 
were seen to sharpen with increasing temperature, as the first O-O correlation shifted to 
longer distances. There were slight increases in the coordination numbers of neodymium, 
ytterbium and calcium with increasing temperature, whereas the coordination number of 
zirconium decreased, indicating the structure to be more pyrochlore-like at elevated 
temperatures. There was no significant change in the cation-cation pair distributions in 
the Nd/Ca system, in heating from room temperature to 500 and 800 °C. The high 
percentage of Nd3+/Yb3+ nearest neighbours around a vacancy in the fluorite type 
compositions, strongly suggests preferential association of vacancies with these cations. 
Whilst there was a clear preference for <111> vacancy ordering in the Nd/Ca system 
compared to the random situation, there were still appreciable numbers of <100> and 
<110> aligned vacancy pairs. In pyrochlore structured compositions (0.75 ≤ x ≤ 1.00 
calcined at 1150-1350 °C) of the Nd/Yb system, there was also a clear and significant 
preference for <111> ordering, compared to the random situation. However, both <100> 
and <110> aligned vacancy pairs were still present, which reflected the additional oxygen 
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Structural analyses of cerium zirconate, revealed a number of phase 
transformations, depending on the atmosphere (O2/CO) and temperature. Reduction of the 
κ-phase, in flowing CO at 600 C, produced the fully ordered pyrochlore phase, i.e. 
Ce2Zr2O7. Upon heating the pyrochlore phase in flowing O2, three distinct phases were 
observed, with transitions at ca. 140 C and 410 C. In the low temperature region, the 
neutron diffraction patterns were dominated by the pyrochlore type phase (Ce2Zr2O7) and 
the β-phase (Ce2Zr2O7.5). 
At around 140 C, the β-phase was transformed to a previously un-identified 
phase. The only model that satisfactorily fitted the profile of the new phase was a triclinic 
model, which contained 10 Ce and 10 Zr sites, each with a distorted cubic coordination. 
There was a significant increase in oxygen content on the transition from the cubic phase 
to the triclinic phase. On further heating the sample above 410 C, a transition occurred, 
from the triclinic phase to a cubic phase, corresponding to the κ-phase (space group 
P213). RMC modelling of the local structure of the -phase revealed an ordered, 
pyrochlore-like cation sub-lattice, with a disordered anion sub-lattice. On re-heating the 
κ-phase in flowing CO, the -phase appeared as a second phase at around 190 °C. At 
around 260 °C, the pyrochlore phase re-appeared alongside the κ- and the β-phases. At 
290 °C, the pyrochlore phase was phase pure.  
The Arrhenius plots for (Yb1-xNdx)2Zr2O7-δ (0.00 ≤ x ≤ 0.50) compositions show 
near linear behaviour, with only the x = 0.00 composition showing some deviation at low 
temperatures. For the pyrochlore structured compositions (x = 0.75 and x = 1.00) there is 
deviation from linearity. For the x = 0.75 composition, three linear regions were observed. 
Characteristic values of conductivity in the high and low temperature regions, typified by 
the conductivities at 300 C and 700 C (300 and 700, respectively), show a maximum 
for the x = 0.75 composition, with a value of 6.82  10-4 S cm-1 at 700 °C. This 
composition corresponds to the sample with the highest level of oxygen Frenkel defects, 
as found in the Rietveld analysis. 
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The Arrhenius plots of total conductivity for (Nd1-xCax)2Zr2O7-x (0.00 ≤ x ≤ 0.50) 
show two linear regions with a transition at around 400 C, similar to what was observed 
for pyrochlore structured compositions in the Yb-doped system. In all the Ca substituted 
compositions, the high-temperature region has a lower activation energy than the low-
temperature region. Like the Nd/Yb system, the Ca substituted compositions show higher 
conductivity than the un-substituted composition, particularly at higher temperatures. For 
the high-temperature region, the conductivity at 700 C (700) has values in the order of 
10-3 S cm-1, with a maximum at x = 0.3. Both the low-temperature activation energy, 
ELT, and that at high-temperature, EHT, increase with increasing calcium content. The 
increase in conductivity with calcium content is due to the higher concentration of charge 
carriers caused by Ca-doped Nd2Zr2O7. However, above an optimum substitution level, 
vacancy-vacancy interactions become significant, thus reducing ion mobility. 
 
6.1 Wider Implications 
 
The work carried out in this thesis has shown how the local structural disorder can 
prevail in materials that contain long-range order. Furthermore, RMC modelling of total 
scattering data has been shown to be a powerful technique of studying materials that 
exhibit subtle phase transformations. RMC modelling allowed for both the cation and 
anion coordination environments to be probed, thus revealing the nature and extent of 
oxygen vacancies present. Reasonable levels of oxide ion conductivity were obtained, 
particularly in the (Nd1-xCax)2Zr2O7-x system. However, it is clear that higher conductivity 
is associated with greater disorder. The work has shown that optimising the level of 
disorder through modification of both synthesis conditions and composition is key to 
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6.2 Future Work  
 
Time did not permit the inclusion of a total scattering study in the cerium 
zirconate system of a fully disordered fluorite and a partially ordered pyrochlore, both 
with the composition Ce2Zr2O7. This will make an interesting comparison with the Yb/Nd 
system, where both these structural types were seen. Further work on the triclinic phase in 
the cerium zirconate system is needed. In particular, a higher quality data set would be 
useful in allowing for better determination of the individual cation environments. In the 
Nd/Ca system, the limit of the solid solution requires investigation as does the effect of 
higher sintering temperatures. For example, would higher sintering temperatures for the x 
= 0.5 composition afford greater order? 
It is evident from the study of the Yb/Nd system that the concentration of Frenkel 
defects has a significant influence on conductivity. Variation of the defect concentration 
through modifying composition and calcination/annealing temperature has been shown to 
enhance conductivity. However, further optimization and investigation of related systems 
is required, in order to reach the values of conductivity necessary for use in IT-SOFCs. In 
addition, measurements of transference numbers are needed to confirm that conductivity 















Fig. 7.1. Variable temperature X-ray diffraction data for (Yb1-xNdx)2Zr2O7; (a) x = 0.00, 










Fig. 7.2. Variable temperature X-ray diffraction data for (Yb1-xNdx)2Zr2O7; (a) x = 0.50, 













Fig. 7.3. Variable temperature X-ray diffraction data for (Nd1-xCax)2Zr2O7-x; (a) x = 0.10, 













Fig. 7.4. Variable temperature X-ray diffraction data for (Nd1-xCax)2Zr2O7-x; (a) x = 0.30, 













Fig. 7.5. Variable temperature neutron diffraction data for (Nd1-xCax)2Zr2O7-x; (a) x = 













Fig. 7.6. Variable temperature neutron diffraction data for (Nd1-xCax)2Zr2O7-x; (a) x = 
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Fig. 7.7. Fitted diffraction profiles for fluorite structured samples in the system (Yb1-
xNdx)2Zr2O7 for (a) to (c) x = 0.00 and (d) to (f) x = 0.50 compositions. Fits to (a) and (d) 
neutron back scattering, (b) and (e) neutron 90  and (c) and (f) X-ray data are shown.  
Observed (crosses), calculated (solid line), and difference (lower) profiles of are shown. 





















Fig. 7.8. Fitted diffraction profiles for fluorite/pyrochlore samples in the system (Yb1-
xNdx)2Zr2O7, x = 0.75; for (a) to (c) calcined at 950 °C and (d) to (f) calcined at 1350 °C. 
Fits to (a) and (d) neutron back scattering, (b) and (e) neutron 90  and (c) and (f) X-ray 
data are shown.  Observed (crosses), calculated (solid line), and difference (lower) 























Fig. 7.9. Fitted diffraction profiles for pyrochlore structured samples in the system (Yb1-
xNdx)2Zr2O7 for (a) to (c) x = 0.80 and (d) to (f) x = 0.85 compositions. Fits to (a) and (d) 
neutron back scattering, (b) and (e) neutron 90  and (c) and (f) X-ray data are shown.  
Observed (crosses), calculated (solid line), and difference (lower) profiles of are shown. 























Fig. 7.10. Fitted diffraction profiles for pyrochlore structured samples in the system (Yb1-
xNdx)2Zr2O7 for (a) to (c) x = 0.90 and (d) to (f) x = 0.95 compositions. Fits to (a) and (d) 
neutron back scattering, (b) and (e) neutron 90  and (c) and (f) X-ray data are shown.  
Observed (crosses), calculated (solid line), and difference (lower) profiles of are shown. 

















Fig. 7.11. Fitted diffraction profiles for pyrochlore samples in the system (Yb1-
xNdx)2Zr2O7, x = 1.00; calcined at 1150 °C. Fits to (a) neutron back scattering, (b) neutron 
90  and (c) X-ray data are shown.  Observed (crosses), calculated (solid line), and 























Fig. 7.12. Fitted diffraction profiles for samples in the system (Nd1-xCax)2Zr2O7-x for (a) to 
(c) x = 0.10 and (d) to (f) x = 0.20 compositions. Fits to (a) and (d) neutron back 
scattering, (b) and (e) neutron 90  and (c) and (f) X-ray data are shown.  Observed 
(crosses), calculated (solid line), and difference (lower) profiles of are shown. Reflection 























Fig. 7.13. Fitted diffraction profiles for samples in the system (Nd1-xCax)2Zr2O7-x for (a) to 
(c) x = 0.30 and (d) to (f) x = 0.40 compositions. Fits to (a) and (d) neutron back 
scattering, (b) and (e) neutron 90  and (c) and (f) X-ray data are shown.  Observed 
(crosses), calculated (solid line), and difference (lower) profiles of are shown. Reflection 
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Fig. 7.14. Fits to (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of 
neutron data from the (Yb1-xNdx)2Zr2O7, x = 0.00. The black dots show the experimental 
data, the solid red line shows the calculated profile, and the difference profile is shown by 
the solid blue line.  
 
 







Fig. 7.15. Fits to (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of 
neutron data from the (Yb1-xNdx)2Zr2O7, x = 0.25. The black dots show the experimental 
data, the solid red line shows the calculated profile, and the difference profile is shown by 











Fig. 7.16. Fits to (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of 
neutron data from the (Yb1-xNdx)2Zr2O7, x = 0.75, calcined at 950 °C. The black dots 
show the experimental data, the solid red line shows the calculated profile, and the 











Fig. 7.17. Fits to (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of 
neutron data from the (Yb1-xNdx)2Zr2O7, x = 0.75, calcined at 1150 °C. The black dots 
show the experimental data, the solid red line shows the calculated profile, and the 











Fig. 7.18. Fits to (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of 
neutron data from the (Yb1-xNdx)2Zr2O7, x = 0.75, calcined at 1350 °C. The black dots 
show the experimental data, the solid red line shows the calculated profile, and the 











Fig. 7.19. Fits to (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of 
neutron data from the (Yb1-xNdx)2Zr2O7, x = 1.00, calcined at 950 °C. The black dots 
show the experimental data, the solid red line shows the calculated profile, and the 











Fig. 7.20. Fits to (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of 
neutron data from the (Yb1-xNdx)2Zr2O7, x = 1.00, calcined at 1350 °C. The black dots 
show the experimental data, the solid red line shows the calculated profile, and the 











Fig. 7.21. Fitted (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of neutron 
scattering data from (Nd0.5Ca0.5)2Zr2O6.5, at 500 °C. The black dots show the experimental 
data, the solid red line shows the calculated profile, and the difference profile is shown by 











Fig. 7.22. Fitted (a) S(Q) and (b) G(r) profiles obtained by the RMC modelling of neutron 
scattering data from (Nd0.5Ca0.5)2Zr2O6.5, at 800 °C. The black dots show the experimental 
data, the solid red line shows the calculated profile, and the difference profile is shown by 
the solid blue line. 
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Appendix D – Conductivity  
 
Table 7.1 Activation energies and total conductivities in the system (Yb1-xNdx)2Zr2O7 
(0.00 ≤ x ≤ 1.00) 










σ at 300°C 
[Scm-1] 
0.00 1.5395 0.0034 1.33E-04 1.4245 0.0188 6.96E-10 
0.25 1.3747 0.003 1.73E-04 1.3435 0.0065 3.06E-09 
0.5 1.2202 0.0027 2.3E-04 1.2415 0.0032 1.23E-08 
0.75 1.0436 0.0074 6.82E-04 1.0744 0.0206 2.79E-07 
1.00 0.8232 0.0014 9.31E-05 0.7328 0.0039 2.15E-07 
 
 
Table 7.2 Activation energies and total conductivities in the system (Nd1-xCax)2Zr2O7 
(0.10 ≤ x ≤ 0.50) 










σ at 300°C 
[Scm-1] 
0.1 0.7836 0.0026 0.282E-03 0.9737 0.0097 4.16E-07 
0.2 0.8971 0.0056 1.345E-03 1.1181 0.0081 4.75E-07 
0.3 0.9564 0.0063 1.728E-03 1.2195 0.0074 2.96E-07 
0.4 1.0317 0.0098 1.645E-03 1.2382 0.0032 2.19E-07 
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