The scheme of the paper is as follows. In Section 1 we give definitions and review some background material. In Section 2 we describe the distribution of maximal sequences occurring in the space of permutation sequences.* These distributions have been computed exactly for spaces of permutations of length n = 2(1)36, and have been approximated by Monte Carlo computations for certain values of n ranging up to 10,000. In Section 3 we consider several selection strategies and the corresponding distribution of selected monotonie subsequences.
The computations were performed on the IBM 7094 at the Computer Center of the University of California, Berkeley. We are indebted to David M. Matula for some of the calculations in Section 3. We should like to thank Geri Stephen for her assistance in the preparation of the manuscript.
1. Definitions and Conventions. 1.1. Throughout this paper the term sequence is to be understood to mean finite sequence. Standard terms, if not here defined, are used according to the definitions given in [3] .
1.2. Definition. Let (X, <) be a (totally) ordered space and let n he a fixed natural number. A partial ordering is induced in each element of the cartesian product Xn in the following natural way. If (xi, • • •, x») is in Xn let S denote the space consisting of the set {xi, ■ ■ -, Xn] together with the partial ordering x; ^ x¡ if and only if x¿ < x¡ and ¿ < j. In what follows, the space S varies over the set of permutation sequences obtained from (1, 2, • • -, n).
1.3. Definition. A chain in *S is a (totally) ordered subset of S. The length of a chain is the number of elements in it. A maximal chain in S is a chain that is not a proper subset of any other chain in S. A maximal chain in S which has length at least as great as that of any other chain in S is called a spine of S.
1.4. Definition. A maximal chain in S which has length at least as small as that of any other chain in S is called an Erdös chain. (For results on Erdös chains, see [1] , [8] , and [12].) 1.5 . Definition. By an nth order selection algorithm (applied to sequences of length n) is meant an algorithm A which selects a monotonie subsequence from a sequence (xi, • • -, xn) according to the following scheme. The first entry xi is selected or rejected on the basis of its size according to a rule of A, so we might write, according to A(xi). The second entry is selected or rejected in a manner determined by the ordered pair (xi, X2) so we might write, according to A(xi, x2); and here we are to understand that A acts upon knowledge of whether Xi was selected or not. Similarly x3 is selected or rejected by A according to A(xi, x2, x3), and here we understand that A has the information as to which (if any) subset of {xi, x2j was selected. And so, for each x,-, the selection or rejection of x, is determined by A on the basis of the set \x¡ :j ^ ¿} and upon the selected subset of this set. So an nth order selection algorithm is essentially one in which all information (concerning selections already made and the preceding part of the original sequence) up to the current point of selection is available to the algorithm. The opposite notion is embodied in the definition of Oth order selection algorithm, which, applied to a sequence (xi, • • -, x") selects or rejects each x¿ (i ^ n) according to A(x,-, s) where s is the value of the last selection (if there were such) preceding the decision to select Xi) in other words, a Oth order algorithm simply selects or rejects each xt according to a rule which depends only upon this Xi and the last previously selected entry and is oblivious to the past history of the sequence.
1.6. Definition. The distinguished (nondecreasing) subsequence of the sequence (xi, • • -, Xn) is obtained using the Oth order selection algorithm: Select X\. For each ¿ > 1, select x¿ if x, is not less than the element selected last, prior to consideration of Xi.
2. The Distribution of Monotonicities in Pn. In [1] the authors considered the question of monotonicities in the space Pn consisting of the space of all permutations of (1, 2, • ■ -, n). Our viewpoint was to consider simultaneously the maximal increasing and decreasing subsequences of the elements of this space. Some preliminary results concerning this distribution were obtained in [1] , and an encompassing result was derived by Schensted [12] , who showed the relationship between the distribution and representations of the symmetric group. However, the question of the actual distributions was left open both by [1] and [13] . We now proceed to fill in this gap by exhibiting the results of the requisite computations. First, however, we review the basis of the calculations.
2.1. Definition. A Young tableau of order n is an array of the integers 1,2, • • -, n satisfying the following. The array consists of rows and columns. For each row, the entries in that row form an increasing sequence. For each column, the entries (moving down that column) form an increasing sequence. Each row contains at least as many entries as the row beneath it. Each column contains as least as many entries as the column to its right.
Each permutation of (1, 2, • • -, n) uniquely determines a Young tableau. The determination proceeds as follows. Let the permutation be (xi, x2, • ■ -, x"). For the moment, define the first entry in the first row of the tableau to be x\. Now, if at the ¿th step, the first i entries of the sequence have been used in the developing tableau then at the next step the element x¿+i is inserted into the first row of the tableau by displacing the smallest entry in the first row which is larger than x,+i or by appending xi+i at the end of the first row if it is larger than all entries in the first row.
If an entry y is displaced from the first row by xi+i then y is inserted into the second row by letting it displace the smallest entry in the second row which is larger than y or by simply appending y to the second row if there is no such element. The process is continued from row to row until either the original xi+i or a displaced element is appended to the end of a row. Then the whole process is renewed for Xi+2, ■ • ■ until all of the entries of the original permutation sequence have been entered into the tableau.
2.2. Theorem (Schensted). If T is the Young tableau generated by the permutation sequence (xi, • • •, x») then the greatest length of a maximal monotone increasing subsequence of (xi, ■ ■ ■, xn) is equal to the number of columns of T, and the greatest length of a maximal monotone decreasing subsequence of (xi, • • -, xn) is equal to the number of rows of T.
2.3. Definition. By a partition of the positive integer n we mean a monotonically nonincreasing sequence of positive integers which sum to n. According to our convention, these sequences correspond to the four partially ordered sets with Hasse diagrams [3] :
The corresponding Young tableaux are:
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The Young tableaux with their associated hook numbers are: If one considers the Young tableaux generated by permutations of (1, 2, ■ • -, n) it is evident that different permutations can give rise to the same tableau shape (i.e., partition tableau). The number of tableaux with the same shape arising in this fashion is given by a powerful combinatorial theorem : 2.5. Theorem (Frame-Robinson-Thrall [10] ). The number of tableaux with given shape that contain the integers 1,2, ■ ■ ■ ,n is n\/ \\ ¡hi, where the hi are the hook numbers associated with the cells of the tableau.
Finally we need [12, Theorem 3] , which is obtained from 2.2 and 2.5.
Theorem (Schensted).
The number of sequences consisting of the distinct numbers xi, ■ ■ ■, xn and having a longest increasing subsequence of length j and a longest decreasing subsequence of length k is the sum of the squares of the numbers of identically shaped partition tableaux with j columns and k rows.
Based upon the preceding results, the distribution of monotonicities has been computed exactly for the spaces pn (n ^ 36). The procedure is to generate the distinct partitions of n, to generate the partition tableaux, load the cells with their hook numbers, evaluate the square of the value of the Frame-Robinson-Thrall function. This result is then added to one of several running sums, corresponding to the maximal partition element mi (for the increasing subsequences of greatest length where this length happens to be m/) or to one of several running sums corresponding to fc (for the case of the decreasing subsequences of greatest length where this length happens to be k, and (mi, • ■ -, mk) is the current partition of n), or to one of several running sums corresponding to j = max [m, k] for the case of monotone subsequences of greatest length when this length happens to be j.
These exact distributions were calculated on a 7094 using the multiple-precision fixed point routines described in [2] . The results are shown in Table 1 , giving the distribution of permutations of (1, 2, -• -, n) which contain increasing subsequences of greatest length as well as the distribution according to monotonie subsequences of greatest length. According to the statement of a celebrated theorem of Erdös [8] , every sequence of length k2 + 1 contains a maximal monotone subsequence of length at least k + 1. Hence the zeros as the first k entries in Table lb .
The exact calculation for the distribution of monotonicities could be carried out on the 7094 only for sequences of length ;£ 36. For sequences of greater length, we examined the expected length of the monotonically increasing subsequences of greatest length by a Monte Carlo procedure. That is, using a pseudo-random number generator we generated sequences of real numbers x (0 < x < 1) with uniform distribution, and verified that the distribution for sequences of length S 36 matched the exact distributions. We then examined the distributions in Monte Carlo fashion for sequences of length up to 10,000. The results are summarized in Fig. 1 (and Table 2 ). It may be observed that the expected length of the spine, over the range n ^ 10,000, approaches the value Ln = 2 V n. This gives us a standard for estimating efficiencies of sorting algorithms which may be applied over Pn. 3. Two Sorting Strategies over Pn. We consider first the 0th order sorting strategy over Pn. This consists of selecting the initial element (in a permutation sequence), and, having selected an element, selecting the first following element in the sequence which is greater. The resulting selected subsequence is called the distinguished subsequence.
3.1. Theorem. In the space Pn the expected length of the distinguished subsequence is Ln=Y, AT1.
k=l Proof. The statement of the theorem is clearly true for n = 1. We proceed by induction. Suppose that the statement of the theorem holds for k á n. Given any particular sequence in Pn, there are n + 1 waysin which sequences of Pn+i may be formed through the adjunction of the number n + 1 to this particular sequence, and with each of these new sequences is associated the probability (n + l)~l. For each new sequence so constructed, the corresponding distinguished subsequence ends with the adjoined number. Hence the expected length of the corresponding distinguished subsequence is greater by unity than the expected length of a distinguished subsequence in that part of the original sequence preceding the adjoined integer, averaged over the positions that the adjoined integer may occupy. This is just This concludes the proof. We now consider the nth order strategy for natural sorting in Pn. According to the definition, the sorting algorithm of an nth order strategy has available, at the point where it decides whether to select the ith sequence element, the identity of the previously considered sequence elements xk, k < i. The selection algorithm for Pn accordingly has the following form. A choice level Ci (where Ci is a natural number, 0 < Ci ¿ n) determines the selection of the first sequence element xi (i.e. if xi g Ci then xi is selected). A selection level C2 = fi(xî) is defined, depending upon xi. The second sequence element x2 is selected accordingly (if ii á i¡ S C2 in the case that xi was selected, or else simply x2 i= C2 in the alternate case). What is required is the sequence of functions fo(S) = Ci, fi(S) = C2, • ■ • (where S is an arbitrary sequence in Pn) which maximizes the expected length of the selected subsequence.
To show how the choice levels are made, we will consider the example of Pa.. We suppose that the expected lengths from the optimal choice functions are known for Pi, Pi, and P3. (These expected lengths are: (Li> = 1, (L2) = 3/2, (Li) = 2.)
There are four possibilities for the value of Ci (i.e. Ci = 1, 2, 3, or 4). Consider the expected lengths of the selected subsequence which results from each possible value of Ci. Thus, if Ci = 1 the first element of a permutation sequence will be selected if and only if it has the value unity. In this case the remaining sequence consists of a permutation of the sequence (2, 3, 4) and by, assumption, the strategy and expected length of P3 are known and may be applied to the permutation of (2, 3, 4)--with certain obvious adjustments. The expected length in this case, which we shall denote ¿4(1), is just the value of L3 + 1 weighted by the probability (which is 1/4) that unity occurs as the initial entry of the sequence from Pi added to the value (L3) which in turn is weighted by the probability that unity does not occur as the first sequence entry. So, L¿1) = 4_1[(1 + (L3)) + 3(L3>] . Table 2 Expected lengths of (1) monotonically increasing subsequences of greatest length, (2) of monotone subsequences of greatest length, and (3) observed (Monte Carlo) means of monotonically increasing subsequences of greatest length, (4) of monotone increasing subsequences selected according to the nth order strategy; (5) is the initial selection level used in (4).
If we take Ci = 2 then the argument proceeds in a similar way, except that now if either 1 or 2 occurs as the initial sequence element it is selected, and if 2 occurs and is selected then since the selection algorithm applies now only to sequence entries with values greater than 2, the strategy and expected length of the selected subsequence from P2 comes into play, thus L4(2) = 4->[(l + (Ls>) + (1 + (Z.2» + 2<Ls>].
And similarly L4(3) and L4(4) may be evaluated. Then Ci is defined as that value of A; which maximizes Li(k). In the general case (Ln+i) = max in + l)"1 k + On + 1 -k)(Ln) + ¿ (L"-,-+1> 0<k&n L t_2 J and it follows that the expected lengths of the selected subsequences and the choice levels are determined at the same time.
The required functions may be computed, using a course-of-values recursion. For this we are indebted to Mr. David Matula, who provided us with columns 4 and 5 of Table 2 , computed in double-precision directly from the above equation. It will be observed that the expected length of the selected monotone subsequences, in sequences of length n, is approximately (2n)1/2.
Conclusions. Over the range which has been examined (n ^ 10,000), let n be the ratio of the expected value of a monotone subsequence, selected according to the 0th order strategy, to the expected length of the monotone subsequence of greatest length. Then Xîfc"1 l°gn n 1 2Vn 2Vn
Let r2 be the ratio of the expected length of the monotone subsequence, selected according to the nth order strategy, to the expected length of the monotone subsequence of greatest length. Then r2 ~ (2n)l/2/2Vn = 1/V2 . Table 3 Tableaux with maximal weights for group of order n; 10 g n ^ 36 In computing the exact distributions of the spines (for n ^ 36), the corresponding Tn were obtained automatically. These are exhibited (for 10 ^ n ^ 36) in Table 3 , although it is not believed that they suggest the form of Tn for large n. 
