Low power design is gaining increasing attention as the market for battery powered portable products expands and as power consumption becomes the stumbling block for further systern integration. This paper examines strategies to minimize ]power consumption of digital circuits by reducing the supp1:y voltage, by using power-conscious design methodologies and tools at the behavioral, logic and circuit levels, and by dynamic power management. The paper highlights some of the more effective and promising approaches for achieving ultra low power VLSI circuits and systems.
Introduction
L o w power, yet high-throughput and computationally intensive, circuits are becoming a critical application domain. One clriving factor behind this trend is the growing class of persoinal computing devices (digital pens, portable desk-tops, audio-and video-based multimediaproducts) as well as wireless communications and imaging systems (personal digital assistants, personal communicators, smart cards) that demand high-speed computations, complex functionalities and often real-time processing capabilities with low power consumption. Another crucial driving factor is that excessive power consumption is becoming the limiting factor in integrating more transistors on a single chip or on a multiple-chip module. lJnless power consumption is dramatically reduced, the resulting heat will limit the feasible packing and performance of VLSI circuits and systems. Indeed, circuits synthesized for low power are also less susceptible to run time failures.
Synthesis and design tools equipped with power estimation capabilities could be used to observe the effects of various transformations and optimizations on key design space parametlers: area, delay and power. Unfortunately, existing CAD systems do not have any power estimation tools at the behavioral synthesis levels. At the same time, they lack robust, accurate and efficient techniques forpower estimation at the logic level. Ideally, the behavioral power prediction tools should interact with the logic level tools to improve their accuracy. Similarly, logic level tools should interact with the circuit-level power simulation techniques. Combining all of these capabilities in a single CAD framework, providing variouis mechanisms for back annotation of detailed power estimates into the higher levels, and technology and implementation style calibration of the high level prediction tools are important open problems that must be addressed.
Most of the high level power prediction tools use a combination of deterministic algorithm analysis, combined with profiling and simulation to address data dependencies. The analytic models m&e simplifying assumptions about the word-level statistics (e.g., uniform white noise or dual bittype data) and the spatial and/or temporal correlations (e.g., lack thereof). New methods are required that address these issues by permitting arbitrary word-level statistics and capturing these correlations. At the same time, the empirical models are significantly less accurate than their circuit and gate-level counterparts due to lack of detailed information about the switching activities and the physical capacitances.
A major shortcoming of the existing gate-level power analyzers is that they do not consider correlations among the circuit inputs (i.e., temporal interdependence of each input and concurrent transitions of multiple inputs). Another shortcoming is that the existing tools do not calculate the power dissipation due to hazards and short glitches accurately. Yet the hazardous component of dynamic power dissipation is the dominant component in certain circuits and in any case is not negligible. Finally, short circuit dissipation which is a strong function of input slew rates is currently not handled. The short circuit dissipation is however expectrxt to rise in significance for low voltage submicron CMOS technologies.
Behavioral synthesis constructs a structural view of the data path and a logical view of the control unit of a circuit.
The data path consists of a set of interconnected functional units (arithmetic, logic, memory and registers) and steering units (multiplexers and busses) while the contrcll unit sends signals to the data path to schedule the appropriate sequence of operations in time. The behavioral synthesis process consists of three steps: allocation, assignment and scheduling. These steps determine how many instances of each resource are needed, on what resource each operation is performed and when each operation is executed. It is necessary to develop behavioral synthesis techniques that also account for power dissipation in the circuit. This extends the two-dimensional optimization problem to a third dimension. The three phases of the behavioral synthesis process must be thus modified to produce low power circuits. Unfortunately, power dissipation is a strong function of signal statistics and correlations, and hence is non-deterministic. Automatic techniques that (1) minimize the switching activity on globally shared busses and register files, (2) combine architecture optimization with voltage scaling to allow tradeoff between area and low-power, (3) exploit the input signal statistics to perform register and module allocation and binding for low power, (4) schedule operations to minimize the switching activity from one cycle step to next, (5) do loop transformations to minimize the switching activity, (6) generate code that has less memory operands and whenever possible use registers instead of memory, (7) minimize accessing distant or globally shared resources, etc. are needed. Logic synthesis determines the gate-level representation of a circuit. Example inputs to a logic synthesis system include two-level logic representation, multi-level Boolean networks, finite state machines and technology mapped circuits. Depending on the input specification (combinational versus sequential, synchronous versus asynchronous), the target implementation (two-level versus multi-level, unmapped versus mapped, ASICs versus FPGAs), the objective function (area, delay, power, testability) and the delay models used (zero-delay, unit-delay, unit-fanout delay, or library delay models), different techniques may be applied to transform and optimize the initial description.
Both the switching activity and the capacitive loading can be optimized during logic synthesis. It therefore has more potential for reducing the power dissipation than physical design. On the other hand, less information is available during logic synthesis, and hence, factors such as slew rates, short circuit currents, etc. cannot be captured properly. Research in this area is focusing on the following: (1) Developing low power version of various logic minimization and restructuring techniques and doing this in such a way that the timing and/or area constraints are met, (2) Developing more accurate, yet simple, computational models for the slew rates, short circuit currents, parasitic wiring capacitances, signal statistics, etc.
Physical design fits between the netlist of gates specifica-. tion and the geometric (mask) representation known as the layout. It provides the automatic layout of circuits minimizing some objective function subject to given constraints. Depending on the target design style (full-custom, standardcell, gate arrays, FPGAs), the packaging technology (printed circuit boards, multi-chip modules, wafer-scale integration) and the objective function (area, delay, power, reliability), various optimization techniques are used to partition, place, resize and route gates.
Under a zero-delay model, the switching activity of gates remains unchanged during layout optimization, and hence, the only way to reduce power dissipation is to decrease the load on high switching activity gates by proper netlist partitioning and gate placement, gate and wire sizing, transistor reordering, and routing. At the same time, if a real-delay model is used, various layout optimization operations influence the hazard activity in the circuit. This is however a very difficult analysis and optimization problem and requires further research. It should be noted that by applying post-layout optimization techniques (such as buffer and wire sizing, local restructuring and re-mapping, etc.), power can be further reduced.
Status
In the past, there was a very low effort on power estimation techniques and virtually no interest from industrial companies. It is only recently that more research is being done in this area and that companies are interested, pushed by a need for portable products and cheap packaging. In the following, we will discuss the existing and on-going efforts in design methodology and tool development targeting low power dissipation at various levels of the design hierarchy.
Most of the high level power prediction tools use a combination of deterministic algorithm analysis, combined with profiling and simulation to address data dependencies. Important statistics include the number of instructionsof a given type, the number of bus, register and memory accesses and the number of I/O operations ( [6, 21] ), executed within a given period. Instruction level simulation or behavioral DSP simulators are easily adapted to produce this information. A parametric model is described in [36] , where the power dissipation of the various components of a typical processor architecture are expressed as a function of a set of primary parameters. The technique suffers from an abundance of parameters and is sensitive to mismatches in the modeling assumptions. Analytic modeling efforts have been described in [29, 161 where a parameterized power model is developed for macro-modules. These models however ignore the correlations among various data busses, and hence, tend to produce inaccurate power estimates.
Assuming that the repetition frequency (sample, execution or instruction rate) is a given design constraint, the only means to reduce the projected dissipation of an application is by either reducing the supply voltage or the effective capacitance (i.e., the product of physical capacitance and the switching activity). A good overview of the use of optimizing transformations for supply voltage reduction is given in [6] . Concurrency increasing transformations include (time) loop unrolling, pipelining and control flow optimizations. The critical path of an application can be reduced by algebraic transformations, retiming and pipelining. There are many means of reducing the potential effective capacitance of an algorithm. The most obvious way is to reduce the number of operations by choosing either the right algorithm for a given function or by eliminating redundant operators (for instance, using dead code and common sub-expression elimination) [33] . Memory accesses often contribute a substantial part of the dissipation in both computational and signal processing applications. Replacing expensive accesses to background (secondary) memory by foreground memory references, or using distributed memory instead of a single centralized memory can cause a substantial power reduction Optimizing the instruction set is another means of reducing the power consumption in a processor. As an example, providing a special datapath for often executed instructions reduces the capacitance switched for each execution of that instruction (compared to executing that instruction on a general purpose ALU). In [35] , it was demonstrated that choosing a Gray-coded instruction addressing scheme results in an average reduction in switching activity, equal to 37% over a range of benchmarks. In that same reference, a "cold scheduling" approach for traditional microprocessor architectures was proposed. In [39] , a CISC-typeinstruction level power model for analyzing and minimizing the power dissipation of embedded software is presented.
At the behavioral synthesis level, there is agreat need to develop automatic techniques for low power allocation, assignment and scheduling techniques, for concurrency increasing and critical path reducing transformations, and for dynamic power management. At the instruction level, a power model for RISC-type architectures must be developed and software compilation techniques for low power explored.
At the RT level, power estimation techniques based on information theoretic measures (entropy and informational energy) have been proposed in [25, [42, 41, 43, 23, 19, 201 . These works must be extended to account for power dissipation due to wiring capacitances, slew rate, perturbation of gate delay parameters due to process or temperature variations. The impact of additional sources of power consumption (i.e., short-circuit and DC leakage currents) should be studied and conditions and design styles under which these sources of power consumption become important should be identihi.
A number of techniques for reducing power consumption during: behavioral and logic synthesis and physical design have been proposed in the recent past including, among others, techniques for using self-timed circuits and selective adjuslment of the supply voltage [27] , module allocation and binding and scheduling [30, 12] , register allocation and binding [7] , exploiting gated clocks during FSM synthesis [3] [45] , transistor sizing and ordering [37] , wire sizing [9] and clock tree generation [47] . Most of these techniques only consider power dissipation due to steady-state transitions and ignore the effect of hazarddglitches, interconnmt capacitances, short-circuit currents and even leakage current (DC-leakage paths and subthreshold currents). The SO1 technology, submicron device sizes, and lower voltage supply tends to exacerbate some of these second-order effects to a point where they cannot be ignored.
Providing a good library with a lot of different instances of the same cell (with different drive strengths) is important to give the technology mapping and sizing algorithms enough flexibility to optimize the circuit for power dissipation and to obmin solutions that come close to semi-custom designs.
Studies such as that reported in E241 will be useful in developing a macro-cell library for low power applications.
Techniques which trade-off switching time for power dissipation during signal transition have not been incorporated into thie optimization process. It is worthwhile to integrate these inewly developed techniques into logic synthesis and physical design. For example, timing analysis can determine which signals can be "softly" switched without impacting overal I performance. From this information, optimization and synthesis algorithms can be applied to evaluate and automatically insert logic for recovering signal energy [2] .
A more detailed overview of the state-of-art in low power digital design, the impact of CAD and the challenges ahead are given in [34] .
Promising Directions 3.1 Behavioral Level
A wide class of transformations can be done at the behavioral level and most of them are typically aimed at either reducing the number of cycles in a computation or reducing the number of resources used in the computation. One interesting approach is to introduce more concurrency in a circuit to speed it up and then to reduce the voltage until it realizes its originally required speed. The linear increase in capacitance clue to parallelism is compensated for by the quadratic power reduction due to reducing the voltage. This can result in circuits that use several times less power. Although this transformation is not directly changing the supply voltage, it allows a design to sperate with a lower supply voltage by increasing the concurrency. Another interesting approach is to reduce the supply voltage of each functional unit (thus reducing the power consumption, but increasing the delay of the unit) in the data path as much as possible while satisfying the timing requirements in terms of the cycle-time or throughput (in the case of pipelined circuits). This approach requires various support circuitry including level-converters and DC/DC converters.
It is desirable to keep the system power consumption close to a minimum level necessary to perform the required task.
This can be achieved by partitioning the design into subcircuits whose power dissipation levels can be independently controlled and by powering down sub-circuits wlhich are not in use. We can also move the work to less power constrained parts of the system, for example, by performing the task on fixed stations rather than mobile sites.
It has been shown in both computational and signal processing applications that memory accesses often contribute a major part of the power dissipation. So it is attractive to concentrate on transformations that particularly aim at minimizing the power dissipation during memory accesses. Replacing expensive accesses to background memiory (which switches larger capacitance per access) by foreground memory references (which switches smaller capacitance per access), or using distributed memory instead of a single centralized memory can cause a substantial power reduction. Finally, selecting the correct data representation or encoding can reduce the switching activity. For instance, the almost universally used two's complement notation has the disadvantage that all bits of the representation are toggled for a transition from 0 to -1, which occurs rather often. This is not the case in the sign magnitude representation, where only the sign bit is toggled. Choosing the correct data encoding can impact the dissipation in data signals with distinct properties, such as signal processing data paths, address counters and state machines.
Other transformations at this level do not diiffer fundamentally from the classical behavioral transformations, but now the cost function used to steer the transformations is different. A key challenge however is to exploit the input signal statistics (i.e., switching activity on indiviidual inputs and correlations among a set of inputs) to minimize the power consumption during register and module allocation and binding while maintaining the same cycle-time or throughput.
Logic Level
Once the various system level, architectural and technological choices are made, it is the switched capacitance (that is, the product of the switching activity and the capacitive loading) that determines the power consumption of a circuit.
In the remainder of this section, some techniques for reducing the switched capacitance subject to meeting the performance specifications will be enumerated. In general, the strategy for synthesizing circuits for low power consumption is to restructure the circuit to obtain low switching probability values at nodes that drive large capacitive loads.
State assignment of a finite state machine has a significant impact on the area of its final logic implementation. In the past, many researchers have addressed the encoding problem for minimum areaof two-level or multi-level logic implementations. These techniques can be modified to minimize Lhe power dissipation. One approach is to minimize the switching activity on the present state lines of the machine by giving uni-distance codes to states with high transition frequencies to one another. A more effective approach is to consider the complexity of the combinational logic resulting from the state assignment and to modify the objective functions used in the conventional encoding schemes.
Network don't cares can be used to simplify each node so as to minimize the switching activity of the node. One should however consider how changes in the global function of an internal node affects the switching activity (and thus, the power consumption) of nodes in its transitive fanout. The impacts of this optimization on post-mapping area and delay must however be carefully considered.
Extraction based on algebraic division (using cube-free primary divisors or kernels) has proven to be very successful in creating an area-optimized multi-level Boolean network. The kemel extraction procedure can be modified to generate multi-level circuits with low power consumption. The main idea is to calculate the power savings factor for each candidate kernel based on how its extraction will affect the loading on its input lines and the amount of logic sharing. Minimizing the average power consumption during technology mapping is proven to be simple and effective. The approach consists of two steps. In the first step, an optimized Boolean network is decomposed into two-input NAND and inverter gates such that the sum of average switching rates for all nodes in the network is minimum. In the second step, power consumption versus delay tradeoff curves are constructed and used during technology mapping to find a minimal power mapping for given timing constraints (subject to the error arising from unknown loads). Gate and/or transistor sizing for low power dissipation also promises to be quite effective. In general, library gates have pins that are functionally equivalent which means that inputs can be permuted on those pins without changing function of the gate output. These equivalent pins may have different input pin loads and pin dependent delays. It is well known that the signal to pin assignment in a CMOS logic gate has a sizable impact on the propagation delay through the gate. If we ignore the power dissipation due to charging and discharging of internal capacitances, it becomes obvious that high switching activity inputs should be matched with pins that have low input capacitance. However, the internal power dissipation also varies as a function of the switching activities and the pin assignment of the input signals. One can use heuristics, for example, a reasonable heuristic assigns the signal with largest probability of assuming a controlling value (zero for NMOS and one for PMOS) to the transistor near the output terminal of the gate. The rationale is that this transistor will switch off as often as possible, thus blocking the internal nodes from non-productive charge and discharge events.
Physical Level
Under a zero-delay model, the switching activity of gates remains unchanged during layout optimization, and hence, the only way to reduce power dissipation is to decrease the load on high switching activity gates by proper netlist partitioning and gate placement, gate and wire sizing, transistor reordering, and routing. At the same time, if a real-delay model is used, various layout optimization operations influence the hazard activity in the circuit.
Netlist partitioning is key in breaking a complex design into pieces which are subsequently optimized and implemented as separate blocks. In general, the off-block capacitances are much higher than the on-block capacitances (one to two orders of magnitude). It is therefore essential to develop partitioning schemes that keep the high switching activity nets entirely within the same block as much as possible. Techniques based on local neighborhood search (e.g., the F M heuristic) can be easily adapted to do this. In particular, it is adequate to assign net weights based on the switching activity values of the driver gates and then find a minimum cost partitioning solution. Placement algorithms can be easily modified to minimize the power dissipation. For example, a popular placement algorithm for small-cell ICs is to formulate the problem as a constrained mathematical programming problem and then solve it in two phases: global optimization and slot assignment. The only change needed here is to use the total weighted net length as the objective function during each phase (net weights are calculated as the expected switching activities of gates driving the nets). Routing for low power can be performed by net weighting where again the net weights are derived from the switching activity values of the driver gates. The nets with higher weights are more critical and should be given priority during routing. Alternatively, one can modify a hierarchical global routing procedure based on recursive construction of cut lines and linear assignment, to generate tree connections with smaller lengths for nets that are driven by gates with higher switching rates.
Wire and/or driver sizing are often needed to reduce the interconnect delay on time-critical nets. Wire sizing however tends to increase the load on the driver and hence increase the power dissipation. A simultaneous wire and driver sizing approach can however reduce the interconnect delay with only a small increase in the power dissipation.
Clock is the fastest and most heavily loaded net in a digital system. Power dissipation of the clock net contributes a large fraction of the total power consumption. The objective of low power clock routing is to minimize the load on the clock drivers (and hence the clock tree length) subject to meeting a tolerable clock skew. Algorithms are needed for minimum Steiner tree routing with bounded difference between the shortest and the longest source to sink path length in the resulting tree and/or with bounded skew.
Power Management Strategies
In many synchronous applications a lot of power is dissipated by the clock. The clock is the only signal that switches all the time and it usually has to drive a very large clock tree.
Moreover in many cases the switching of the clock causes a lot of additional unnecessary gate activity. For that reason, circuits are being developed with controllable clocks. This means that from the master clock other clocks are derived that can be slowed down or stopped completely with respect to the master clock, based on certain conditions. The circuit itself is partitioned in different blocks and each block is clocked with its own (derived) clock. The power savings that can be achieved this way are very application dependent, but can be significant.
Re-computation logic may reduce the power dissipation in a data-path by a significant amount with marginal increases in circuit area and delay. The basic idea is to selectively precompute the output logic values of the circuits one clock cycle before they are required, and then use the precomputed values to reduced internal switching activity in the succeeding clock cycle. In a combinational circuit, it is possible to identify subsets of gates which do not contribute to the computation initiated with some input stimulus. Power can thus be: reduced by turning off these subsets of gates. The overhead of detecting and disabling these sub-circuits may however be large.
Power savings techniques that recycle the signal energies using the adiabatic switching principles rather than dissipating theim as heat are promising in certain applications where speed c m be traded for lower power. Similarly, techniques based on combining self-timed circuits with a mechanism for selective adjustment of the supply voltage that minimizes the power while satisfying the performance constraints show good signs.
Conclusion
Essential elements of a low power design environment include means of analyzing the dissipation of a proposed or an existing design, mechanisms for minimizing the power consumption when needed and techniques to explore the impact of (design trade-offs on the power consumption, area and performance of a design.
A number of researchers are investigating modeling and estimation of power consumption as well as techniques for minimizing power at the various levels of design abstraction (layout, logic, register-transfer, behavioral, system and algorithimic levels). The primary goal is to achieve a 1OX reduction in power without sacrificing functionality and performance. To this end, they are developing general principles and novel techniques to guide the design of power-efficient electrordc systems and explore how the availability of lowpower design techniques impacts chip, module, and system level design decisions.
Power management strategies such as gated clocks, stoppable clocks, adaptive supply voltages, precomputation logic, energy recovery techniques, various power management modes, dynamic switching between power modes, etc. are also being researched and employed.
