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Abstract
Recently, the Yang-Mills gradient flow is found to be a useful concept not only in lattice simula-
tions but also in continuous field theories. Since its smearing property is similar to the Wilsoninan
“block spin transformation”, there might be deeper connection between them. In this work, we
define the “effective action” which generates configurations at a finite flow time and derive the
exact differential equation to investigate the flow time dependence of the action. Then Yang-
Mills gradient flow can be regarded as the flow of the effective action. We also propose the flow
time dependent gradient, where the differential equation becomes similar to the renormalization
group equation. We discuss a possibility to regard the time evolution of the effective action as the
Wilsonian renormalization group flow.
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I. INTRODUCTION
Recently, the Yang-Mills gradient flow (or the Wilson flow) [1–4] is found to be a useful
concept in lattice simulations and widely applied to various issues. Since it is regarded as
a continuous stout smearing of the link variables, effects coming from the lattice cut-off are
reduced while the IR (or long-range) physics is kept unchanged. Moreover, the fact that the
smeared link variables look closer to the smooth renormalized fields enables us to measure
the topological charge and energy momentum tensor even on the lattice.
Not only in lattice simulations but also in continuous field theories, the gradient flow
shows an attractive property. In the 4-dimensional pure Yang-Mills theory, any correlation
function in terms of the gauge fields at a finite flow time (= t) are finite without additional
renormalization, once the gauge coupling is renormalized suitably [5]. The 2-dimensional
O(N) non-linear sigma model has also been studied and shown its renormalizability [6, 7].
Since the smearing property of the gradient flow is similar to the Wilsoninan “block spin
transformation”, we want to reveal deeper relation between them, or eventually construct
the Wilsonian renormalization group (RG) using good properties of the gradient flow. One of
the advantages of this approach is that the gradient flow is compatible with the gauge sym-
metry. Thus there is a possibility to carry out the Wilsonian RG transformation in a gauge
symmetric way, which is usually difficult in functional RG approaches with a momentum
cut-off.
As a first step to achieve the above final goal, it could be worth studying the “effective
action” of the 4-dimensional lattice SU(3) pure Yang-Mills theory, which generates the
configurations smeared by the Wilson flow. This effective action is defined by changing the
integration variables,
e−St[V ] ≡
∫
DU δ(V − V¯t[U ]) e−SW[U ], (1)
where SW is the Wilson plaquette action and V¯t[U ] is the solution of the Wilson flow equation
with the initial condition V¯0[U ] = U .
In our previous work [8], the t-dependence of St has been investigated by the lattice
simulation. St is truncated so that it contains the Wilson plaquettes and the rectangular
loops only and their corresponding couplings are determined by the demon method [9, 10].
The result shows that the coupling of the plaquette grows while that of the rectangular
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tends to be negative with the flow time as the known improved actions [11–16]. However
the obtained trajectory in 2-coupling theory space travels in the opposite direction to the
renormalization trajectory investigated by QCD-TARO collaboration [16].
In this work, we propose a different method to study the effective action defined by Eq. (1).
We derive the exact differential equation for St starting from the Wilson flow equation for
the link variables. The solution of this proposed equation tells us the t-dependence of
couplings. Unlike the previous work, we do not require implementing lattice simulations in
our method. Moreover, the differential equation is just a linear inhomogeneous first-order
differential equation and its solution can be obtained analytically. For an application, we
give a solution in a truncated 8-coupling theory space. Note that the truncation of the
action is just for a practical reason and our differential equation itself is exact without any
truncation. The result agrees with that of Ref. [8] on the negativeness of the coupling of the
rectangular. On the other hand, the coupling of the plaquette shows the different behavior.
In contrast to the monotonic increase observed in Ref. [8], it increases at a small t region
and tends to decrease at around
√
8t ≃ 1 in our result. We find that this difference can be
understood as the difference of the truncation.
We also propose an extension of the differential equation to more generic cases: it is not
limited to the Wilson flow but can take any t-dependent lattice action for the gradient flow
equation. For example, the “trivializing action” [2] which gives the vanishing St at a fixed
t = t0 could be a good candidate. In this work, St itself is taken as a concrete example of the
t-dependent action, where the extended differential equation is quadratic in St and becomes
similar to the RG equation. We also give a solution in the same truncated theory space as
the case of the Wilson flow. In this case, the coupling of the plaquette shows the similar
behavior as explained in the previous paragraph while the other 7 couplings rapidly grow
with increasing the flow time. Then we discuss a possibility to regard this time evolution as
the Wilsonian RG flow.
The rest of our paper is organized as follows. First, we define the exact differential
equation for the effective action and show its solution in a truncated theory space in Sect. II.
Then we extend the equation to the gradient flow with arbitrary t-dependent action in
Sect. III. The case where St itself is chosen as a concrete example of the t-dependent action
is considered in Sect. III B. We discuss similarities and differences of the time evolution
compared to the Wilsonian RG flow in Sect. III C. A summary is given in Sect. IV.
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II. EXACT DIFFERENTIAL EQUATION FOR THE EFFECTIVE ACTION
In this section, we derive the exact differential equation for the action starting from the
Wilson flow equation for the link variables. The basic idea for the derivation has been
proposed in the context of the exact renormalization group equation [17, 18]. In this work,
we concentrate on the 4-dimensional lattice SU(3) pure Yang-Mills theory, but it is expected
to be applied to various field theories. We also give a solution of the obtained equation in
truncated 8-coupling theory space.
A. The effective action and its differential equation
Let us define the effective action St by the change of variables:
e−St[V ] ≡
∫
DU δ(V − V¯t[U ]) e−SW[U ], (2)
where SW[U ] is the Wilson plaquette action,
SW[U ] = −1
6
β
∑
x,µ6=ν
TrWµν(x) + const., β = 6/g
2
0,
Wµν(x) = Uµ(x)Uν(x+ µ)U
†
µ(x+ ν)U
†
ν (x),
(3)
and V¯t[U ] = {V¯µ(x; t)} is the solution of the Wilson flow equation,
dV¯µ(x; t)
dt
= −g20{∂x,µSW[U ]}|U=V¯tV¯µ(x; t),
V¯µ(x; t)|t=0 = Uµ(x).
(4)
Here we take t to be a dimensionless parameter. The differentiation with respect to the link
variables on a differentiable function f [U ] is defined by
∂ax,µf [U ] =
d
ds
f [Us]
∣∣∣∣
s=0
,
Usν (y) =
{
esT
a
Uµ(x) if (y, ν) = (x, µ),
Uν(y) otherwise,
(5)
and ∂x,µ = T
a∂ax,µ, where T
a are the anti-hermitian SU(3) generators whose normalization
is given by
Tr (T aT b) = −1
2
δab. (6)
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With Eq. (5) and Eq. (6), an infinitesimal change of f [U ] is
df [U ] = −2
∑
x,µ
Tr [dUµ(x)U
−1
µ (x)T
a] ∂ax,µf [U ]. (7)
To derive the differential equation for St, we differentiate both hand sides of Eq. (2) with
respect to t,
−dSt[V ]
dt
e−St[V ] =
∫
DU
d
dt
[δ(V − V¯t[U ])] e−SW[U ]. (8)
The differentiation of the delta function in Eq. (8) is evaluated as
d
dt
δ(V − V¯t[U ]) = g20
∑
x,µ
∂¯ax,µSW[V¯t] ∂
a
x,µ[δ(V − V¯t[U ])], (9)
where ∂ax,µ and ∂¯
a
x,µ denote the differentiation with respect to Vµ(x) and V¯µ(x; t) respectively.
Substituting Eq. (9) for Eq. (8), we finally obtain
−dSt[V ]
dt
e−St[V ] = g20
∑
x,µ
∂ax,µ
[
∂ax,µSW[V ]e
−St[V ]
]
, (10)
or equivalently,
dSt[V ]
dt
= g20
∑
x,µ
{∂ax,µSt[V ]∂ax,µSW[V ]− (∂ax,µ)2SW[V ]}. (11)
Note that this equation is independent of g20 since SW ∝ 1/g20 and the overall g20 on the right
hand side of Eq. (11) is canceled.
B. Solution in truncated theory space
We demonstrate computing St by solving Eq. (11) in this subsection. To this end, we
truncate St, as is often the case in studies of a functional renormalization group. Note
that this truncation is just for a practical reason and Eq. (11) itself is exact without any
truncation. In the following, we take the truncation so that St is in the 8-coupling theory
space:
St[V ] = −1
6
7∑
i=0
βi(t)Wi[V ] + (independent of V ), (12)
5
where each Wi is defined by the sum of the trace of the associated Wilson loops over the
whole lattice,
Wi =
∑
C∈Ci
Tr {U(C)} if i = 0, 1, 2, 5,
Wi =
∑
{C,C′}∈Ci
Tr {U(C)}Tr {U(C ′)} if i = 3, 4, 6, 7.
(13)
Here U(C) denotes the the ordered product of the link variables along the loop C. The
Wilson plaquette is associated with C0. The other classes Ci≥1 of Wilson loops and pairs
of them are constructed by the contraction of two Wilson plaquettes with a common link
variable (see Fig. 1). Hereafter we omit the V -independent term in St. We also take the
W1 W2 W3 W4
W5 W6 W7
FIG. 1. Classes of Wilson loops and pairs of them in the truncated St. The loops 5, 6, 7 lie on a
single plaquette of the lattice. The other loops occupy two plaquettes which can lie in a plane or
be at right angles in three dimensions.
initial condition as S0 = SW, specifically,
β0(0) = β,
βi(0) = 0 if i = 1, . . . , 7,
(14)
for simplicity.
Note that the truncation is reasonable in a small t regime, since contributions from the
loops which occupy larger area of the lattice is not negligible in a large t regime. In fact,
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the solution under the above truncation scheme are same as the exact one up to O(t2). For
higher orders in t, the number of the required Wilson loops grows factorially and analytic
calculation becomes harder.
Now let us rewrite Eq. (11) as the differential equations for βi(t). The left hand side of
Eq. (11) becomes
dSt[V ]
dt
= −1
6
7∑
i=0
dβi(t)
dt
Wi[V ], (15)
where the differentiation is performed at constant V .
For computing the right hand side of Eq. (11), we make use of an identity for the SU(3)
generators,
(T a)αβ(T
a)γδ = −1
2
(
δαδδβγ − 1
3
δαβδγδ
)
. (16)
Some algebraic manipulations yield
∑
x,µ
∂ax,µW0 ∂ax,µW0 =W1 −W2 − 13W3 + 13W4
− 2W5 + 23W6 − 43W7, (17)
∑
x,µ
∂ax,µW1 ∂ax,µW0 = 30W0 + · · · , (18)
∑
x,µ
∂ax,µW2 ∂ax,µW0 = 50W0 + · · · , (19)
∑
x,µ
∂ax,µW3 ∂ax,µW0 = 120W0 + · · · , (20)
∑
x,µ
∂ax,µW4 ∂ax,µW0 = 120W0 + · · · , (21)
∑
x,µ
∂ax,µW5 ∂ax,µW0 = 4W0 + · · · , (22)
∑
x,µ
∂ax,µW6 ∂ax,µW0 = 12W0 + · · · , (23)
∑
x,µ
∂ax,µW7 ∂ax,µW0 = 6W0 + · · · , (24)
∑
x,µ
(∂ax,µ)
2W0 = −163 W0, (25)
up to an irrelevant constant in V . Omitted part in Eqs. (18)-(24) does not contain W1≤i≤7.
7
Comparing the coefficient of Wi on the both hand sides of Eq. (11), we finally obtain
dβi(t)
dt
=
7∑
j=0
Mijβj(t) + 32δi0, (26)
where Mij is the 8× 8 real matrix given by
Mij =


0 −30 −50 −120 −120 −4 −12 −6
−1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
1
3
0 0 0 0 0 0 0
−1
3
0 0 0 0 0 0 0
2 0 0 0 0 0 0 0
−2
3
0 0 0 0 0 0 0
4
3
0 0 0 0 0 0 0


, (27)
within our truncation scheme. Note that since the right hand side of Eq. (11) is linear in St,
the differential equation of βi(t) always forms as Eq. (26) with any truncation. Eq. (26) is
just a linear inhomogeneous first-order differential equation and easily solved analytically.
The solutions of βi(t) with Eq. (14) and Eq. (27) are given by
β0(t) = β cos
(
2
√
7t
)
+
16√
7
sin
(
2
√
7t
)
,
βi(t) = Mi0γ(t), for i = 1, . . . , 7,
γ(t) =
8
7
[
1− cos
(
2
√
7t
)]
+
β
2
√
7
sin
(
2
√
7t
)
.
(28)
We plot these solutions as the functions of
√
8t in Fig. 2. β = 6 is taken for the initial
condition. Note that β1(t) = M10γ(t) = −γ(t) and βi≥2(t) are proportional to γ(t). Two
dot-dashed lines in Fig. 2 represent β0(t) and β1(t) obtained by the numerical fit in Ref. [8]
respectively, where St is truncated so that it has the Wilson plaquettes and rectangular
loops only.
From Fig. 2, the two approaches agree on the negativeness of β1(t) at t > 0, which has
been already reported by Ref. [8], however the flow time dependence is clearly different.
This can be understood as the difference of the truncation of St, since we obtain
β0(t) = β cosh
(√
30t
)
+
16
√
30
15
sinh
(√
30t
)
,
β1(t) = −16
15
[
cosh
(√
30t
)
− 1
]
−
√
30
30
β sinh
(√
30t
)
,
(29)
8
-4
-2
 0
 2
 4
 6
 8
 10
 0  0.2  0.4  0.6  0.8  1  1.2  1.4
(8t)
1/2
0(t)
-
-
(t)
0(t)
-
-
(t)
0 in Ref.[2]
1 in Ref.[2]
√
8t
β0(t) in Eq. (28)
β1(t) in Eq. (28)
β0(t) in Eq. (29)
β1(t) in Eq. (29)
β0(t) in Ref. [8]
β1(t) in Ref. [8]
FIG. 2. β0(t) and β1(t) as functions of
√
8t. The value of β which is the initial value of β0(t)
is taken to be 6 as same as that in Ref. [8]. The solid lines represent β0(t) and β1(t) = −γ(t)
in Eq. (28), the dashed lines represent those in Eq. (29) and the dot-dashed lines represent those
determined in Ref. [8] by the lattice simulation.
when we set βi≥2(t) to be 0 in Eq. (26). These solutions are also plotted as two dashed lines
in Fig. 2. The similar exponential dependence in t has been observed in Ref. [8], although
the value of the exponent still does not coincide.
For our solution, the flow time dependence of β0(t) looks interesting. Since the expecta-
tion value of the plaquette at a finite t is considered to be larger than that of the plaquette at
t = 0, we naively expect the coupling of the plaquette to increase monotonically with t. On
the other hand, our result shows that it increases at a small t region due to the second term
on the right hand side of Eq. (26), then turns to decrease at around
√
8t ≃ 1. This appar-
ently looks inconsistent with our naive guess. However we may not discuss the value of the
plaquette based only on β0(t) because the inverse of the squared “effective gauge coupling”
is not given by β0(t) but given by a suitable linear combination of βi(t). Algebraically, the
second derivative of β0(t) with respect to t satisfies
d2β0(t)
dt2
= M200β0, M
2
00 = −28 < 0, (30)
in this truncation, which causes such a behavior of β0(t). Note that d
2β0(t)/dt
2 < 0 is just a
consequence of the algebraic manipulation and truncation effects on these solutions should
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be kept in mind.
III. EXTENSION TO FLOW TIME DEPENDENT GRADIENT FLOW
In this section, we consider the extension of Eq. (11) to more generic cases. Specifically,
the flow equation is not limited to the Wilson flow equation (Eq. (4)) but can be taken as
a flow equation with an arbitrary chosen action. For example, the “trivializing action” [2]
which gives the vanishing St at a fixed t = t0 could be a good candidate. St itself can also be
chosen as the seeding action generating St+dt as similar as a conventional RG transformation.
A. Extension of Eq. (11)
To extend Eq. (11) to more generic cases, let us consider an infinitesimal change of the
flow time at t as follows,
e−St+dt[V
′] =
∫
DV δ(V ′ − V¯dt[V ]) e−St[V ], (31)
Suppose that V¯dt[V ] is given by
V¯µ(x; dt)[V ] = Vµ(x)− {∂x,µSt[V ]}Vµ(x)dt +O((dt)2), (32)
where St[V ] is an arbitrary t-dependent action generating the flow of the link variables from
t to t + dt. Then by comparing the O(dt) terms on both hand sides of Eq. (31), we obtain
the flow time dependent gradient flow equation for St:
dSt[V ]
dt
=
∑
x,µ
{∂ax,µSt[V ]∂ax,µSt[V ]− (∂ax,µ)2St[V ]}, (33)
where an initial action can be any lattice action which consists of Wilson loops and products
of them. When we choose St = g20SW, Eq. (33) is equivalent to Eq. (11) in which the flow
of St is generated by the Wilson flow.
B. A concrete example: St = g20St
In this subsection, we analyze Eq. (33) in the case of St = g20St, namely
dSt[V ]
dt
= g20
∑
x,µ
{∂ax,µSt[V ]∂ax,µSt[V ]− (∂ax,µ)2St[V ]}, (34)
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with the same truncation (Eq. (12) and Fig. 1) and initial condition (Eq. (14)) of St as in
Sect. II B.
The computation is almost same as in the previous section. For this case, we additionally
need the relations in App. A in order to derive the following differential equation for βi(t),
dβ0(t)
dt
= −β0(t)
β
[60β1(t) + 100β2(t) + 240β3(t) + 240β4(t)
+ 8β5(t) + 24β6(t) + 12β7(t)− 32], (35)
dβ1(t)
dt
= − 1
β
[
β20(t) + 12β
2
1(t) + 28β
2
2(t) + 20β2(t)β5(t)− 48β1(t) + 6β3(t)
]
, (36)
dβ2(t)
dt
= − 1
β
[−β20(t) + 24β1(t)β2(t) + 12β1(t)β5(t)− 62β2(t)− 6β4(t)] , (37)
dβ3(t)
dt
= − 1
β
[−1
3
β20(t) + 24β1(t)β3(t) + 6β1(t)β7(t) + 40β2(t)β4(t) + 20β2(t)β6(t)
+ 48β23(t) + 24β3(t)β7(t) + 48β
2
4(t) + 16β4(t)β5(t) + 48β4(t)β6(t)
− 66β3(t)] , (38)
dβ4(t)
dt
= − 1
β
[
1
3
β20(t) + 24β1(t)β4(t) + 12β1(t)β6(t) + 40β2(t)β3(t) + 10β2(t)β7(t)
+ 96β3(t)β4(t) + 16β3(t)β5(t) + 48β3(t)β6(t) + 24β4(t)β7(t)
− 6β2(t)− 62β4(t)] , (39)
dβ5(t)
dt
= − 1
β
[−2β20(t) + 60β1(t)β2(t)− 56β5(t)− 24β6(t)] , (40)
dβ6(t)
dt
= − 1
β
[
2
3
β20(t) + 60β1(t)β4(t) + 60β1(t)β6(t) + 100β2(t)β3(t) + 240β3(t)β4(t)
+ 8β5(t)β7(t) + 24β6(t)β7(t)− 24β5(t)− 56β6(t)] , (41)
dβ7(t)
dt
= − 1
β
[−4
3
β20(t) + 60β1(t)β3(t) + 100β2(t)β4(t) + 240β
2
3(t) + 240β
2
4(t)
+ 32β5(t)β6(t) + 48β
2
6(t) + 12β
2
7(t)− 72β7(t)
]
, (42)
within our truncation scheme. These are no longer solved analytically since the equations
are quadratic in βi(t), which is the consequence of the fact that Eq. (34) is quadratic in St.
As in Sect. II B, the numerical solutions of Eqs. (35)-(42) with β = 6 are plotted in
Fig. 3 as the functions of
√
8t. The dashed line represents β0(t) and the solid lines represent
βi≥1(t). Fig. 3 shows that the behavior of β0(t) is similar to that of in Sect. II B, while
|βi≥1(t)| rapidly grow with increasing t. Comparing Eqs. (35)-(42) with Eq. (26), we have
linear and quadratic terms in βi≥1(t) on the right hand side of Eqs. (36)-(42), which amplifies
11
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FIG. 3. Numerical solutions of βi(t) as functions of
√
8t with β = 6 as same as Fig. 2. The dashed
line represents β0(t) and the solid lines represent βi≥1(t).
the value of |βi≥1(t)|. Then β0(t) receives the effect of this growth in |βi≥1(t)| and decrease
less than its initial value. These explain such an interesting time evolution of couplings as
seen in Fig. 3.
C. Similarities and differences compared to the Wilsonian RG flow
As noted in Sect. I, our final goal is to construct a scheme of gauge-invariant renormal-
ization group. Here we discuss on this subject based on the result in Sect. III B.
Let us assume that the flow time dependence of β0(t) described above is common to
any βi(t): we assume that a coupling βi(t) associated with a class of Wilson loops or their
products whose “extent” is roughly around
√
8t ≃ n becomes relevant at (n−1) . √8t . n
and turns to be irrelevant at
√
8t & n. This implies that Eq. (34) contains a picture of the
renormalization group and (1 +
√
8t)a could be regarded as a effective lattice spacing. To
confirm this assumption, a truncated theory space should be enlarged while the number of
conceivable classes of Wilson loops increases factorially.
However, since the gradient flow is just a smearing of the link variables, the time evolution
of St does not have a coarse-graining step. St is defined on the fine lattice even at a large t
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regime. Therefore, we need a coarse-graining step to eventually construct a RG scheme in
this approach, for example to obtain the beta function of the gauge coupling. This could be
one of future perspectives of this work. Note that a coarse-graining step on the lattice could
define a discretized RG equation rather than continuous (differential) one like Eq. (33).
IV. SUMMARY
In this work, we have first proposed the exact differential equation for the effective action
St defined by Eq. (2), which enables us to determine the flow time dependence of the action
without lattice simulations. It is investigated in truncated 8-coupling theory space (Eq. (12)
and Fig. 1) and the analytical solutions have been obtained (Eq. (28)). Then the equation
is extended to more generic cases, where the flow equation of link variables is not limited
to the Wilson flow but can be a gradient flow with an arbitrary t-dependent action St. We
also have analyzed its concrete example: St = g20St in Sect. III B and given the solution in
the same truncated theory space as the case of the Wilson flow.
For the case of the Wilson flow, the differential equation of couplings becomes a linear in-
homogeneous first-order differential equation with any truncation, therefore it can be solved
analytically. The solutions are shown in Eq. (28) and plotted in Fig. 2 as the functions of
√
8t. We have found that the coefficient of the rectangular loop (β1) tends to negative at
t > 0, which agrees with the result of Ref. [8] and known improved actions [11–16]. However
the flow time dependence of couplings is different from that of Ref. [8]. For our solution, the
coefficient of the Wilson plaquette (β0) increases at the beginning, then turns to decrease at
around
√
8t ≃ 1.
For the case of St = g20St, the differential equation of couplings is no longer integrated
analytically, since it is quadratic in couplings. The numerical solutions are shown in Fig. 3 as
same as the case of the Wilson flow. Similarly to the case of the Wilson flow, β0(t) increases
at the beginning then decrease less than its initial value. On the other hand, |βi≥1(t)| look
rapidly increasing with the flow time. These are caused by linear and quadratic terms in
βi≥1(t) on the right hand side of Eqs. (35)-(42), which are absent in Eq. (26). Then we
have discussed a possibility to regard this time evolution as the Wilsonian RG flow. For
completing our final goal to construct the gauge-invariant RG from the gradient flow, we
need to make the differential equation contain a coarse-graining step.
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We finally comment on our truncation of the effective action. The Wilson plaquette and 7
classes of Wilson loops and their products (Fig. 1), which can be constructed by contracting
two Wilson plaquettes with a common link variable has been taken into account in this
work. This truncation is compatible with the small flow time expansion only for the case
of the Wilson flow in Sect. II. Hence, the solution of Eq. (11) is exact up to O(tn) when all
of the classes with contracting up to n Wilson plaquettes are included in St. On the other
hand for the case of St = g20St in Sect. III B, we should include other loops in St if we want
an accurate solution in the small flow time expansion.
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Appendix A: Calculation details for the derivation of Eqs. (35)-(42)
For evaluating the first term on the right hand side of Eq. (34), we need to compute the
coefficient Tij,k (i, j, k = 1, . . . , 7) defined by
∑
x,µ
∂ax,µWi∂ax,µWj =
7∑
k=0
Tij,kWk + · · · , (A1)
in addition to Eqs. (17)-(24). By this definition, Tij,k is symmetric in the exchange between
i and j: Tij,k = Tji,k. We list non-zero elements of Tij,k in the following,
T11,1 = 12, T22,1 = 28, T25,1 = 20, T12,2 = 24,
T15,2 = 12, T13,3 = 24, T17,3 = 6, T24,3 = 40,
T26,3 = 20, T33,3 = 48, T37,3 = 24, T44,3 = 48,
T45,3 = 16, T46,3 = 48, T14,4 = 24, T16,4 = 12,
T23,4 = 40, T27,4 = 10, T34,4 = 96, T35,4 = 16,
T36,4 = 48, T47,4 = 24, T12,5 = 60, T14,6 = 60,
T16,6 = 60, T23,6 = 100, T34,6 = 240, T57,6 = 8,
T67,6 = 24, T13,7 = 60, T24,7 = 100, T33,7 = 240,
T44,7 = 240, T56,7 = 32, T66,7 = 48, T77,7 = 12.
(A2)
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For the second term, the following relations are needed in addition to Eq. (25),
∑
x,µ
(∂ax,µ)
2W1 = −8W1, (A3)
∑
x,µ
(∂ax,µ)
2W2 = −313 W2 −W4, (A4)
∑
x,µ
(∂ax,µ)
2W3 = −11W3 +W1, (A5)
∑
x,µ
(∂ax,µ)
2W4 = −313 W4 −W2, (A6)
∑
x,µ
(∂ax,µ)
2W5 = −283 W5 − 4W6, (A7)
∑
x,µ
(∂ax,µ)
2W6 = −283 W6 − 4W5, (A8)
∑
x,µ
(∂ax,µ)
2W7 = −12W7 + (independent of V ). (A9)
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