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Abstract
Consider a sufficiently smooth nearly integrable Hamiltonian system of
two and a half degrees of freedom in action-angle coordinates
Hε(ϕ, I, t) = H0(I) + εH1(ϕ, I, t), ϕ ∈ T2, I ∈ U ⊂ R2, t ∈ T = R/Z.
Kolmogorov-Arnold-Moser Theorem asserts that a set of nearly full measure in
phase space consists of three dimensional invariant tori carrying quasiperiodic
dynamics.
In this paper we prove that for a class of nearly integrable Hamiltonian
systems there is an orbit which contains these KAM tori in its ω-limit set.
This implies that the closure of the orbit has almost full measure in the phase
space. As byproduct, we show that KAM tori are Lyapunov unstable. The
proof relies in the recent developments in the study of Arnold diffusion in
nearly integrable systems [BKZ11, KZ12]. It is a combination of geometric
and variational techniques.
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1 Introduction
1.1 The main result
Let U be a convex bounded open subset of Rn. Consider a C2 smooth strictly convex
Hamiltonian H0(I), I ∈ U , i.e. for some D > 1 we have
D−1‖v‖ ≤ 〈∂2IH0(I)v, v〉 ≤ D‖v‖ for any I ∈ U and v ∈ Rn. (1)
Fix r ≥ 2 and consider the space of Cr–perturbations: Cr(Tn × U × T) ∋
H1(ϕ, I, t). Denote the unit sphere with respect to the standard Cr norm, given by
maximum of all partial derivative of order up to r, by Sr = {H1 ∈ Cr : ‖H1‖Cr = 1} .
In this paper we study dynamics of nearly integrable systems
Hε(ϕ, I, t) = H0(I) + εH1(ϕ, I, t). (2)
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Assume that for some r ≥ 2,
‖H0‖C3r+9 ≤ 1, ‖H1‖Cr ≤ 1. (3)
Consider η > 0, τ > 0. A vector ω ∈ Rn is called (η, τ)-Diophantine if |ω · k+ k0| ≥
η |(k, k0)|−n−τ for each (k, k0) ∈ (Zn \ {0})× Z. Denote by
Dη,τ =
{
ω : |ω · k + k0| ≥ η |(k, k0)|−n−τ
}
(4)
this set of frequencies. Denote U ′ = ∇H0(U) the set of values of the gradient of
H0. It is a bounded open set in R
n. Let U ′η ⊂ U ′ be the set of points whose η-
neighborhoods belong to U ′. Denote by Leb the Lebesgue measure on Tn ×Rn × T
and DUη,τ := Dη,τ ∩ U ′η.
Theorem 1. (time-periodic KAM) Let η, τ > 0, r > 2n + 2τ + 2. Assume (1)
and (3). Then there exist ε0 = ε0(H0, η, τ) > 0 and c0 = c0(H0, r, n) > 0 such
that for any ε with 0 < ε < ε0 and any ω ∈ DUη,τ the Hamiltonian H0 + εH1 has
a (n + 1)-dimensional (KAM) invariant torus Tω and dynamics restricted to Tω is
smoothly conjugate to the constant flow (ϕ˙, t˙) = (ω, 1) on Tn+1. Moreover,
Leb(∪ω∈Dη,τ∩U ′η Tω) > (1− c0η) Leb(Tn × U ′ × T).
This theorem was essentially proven by Po¨schel [Po¨s82]. We add the actual
derivation in Appendix A. One can enlarge the set of KAM tori by lowering η and
improve the lower bound to 1 − c0
√
ε, but we do not rely on this improvement. In
this paper we study the Arnold diffusion phenomenon for these systems in the case
n = 2 and consider only the tori with frequencies in DUη,τ . Denote the set of all such
KAM tori by KAMUη,τ := ∪ω∈DUη,τ Tω.
Recall a well known question about ergodic behavior of Hamiltonians systems:
The Quasi-ergodic Hypothesis (Ehrenfest [Ehr59], Birkhoff [Bir68]) A typical
Hamiltonian has a dense orbit in a typical energy surface.
Theorem 2. (The First Main Result) Let η, τ > 0. Then, for any r ≥ 2018 and
any C3r+9 smooth strictly convex Hamiltonian H0 there exists a Cr dense set of per-
turbations D ⊂ Sr such that for any H1 ∈ D there is ε = ε(η, τ, r,H0, H1) ∈ (0, ε0)
(where ε0 is the constant from Theorem 1) with the property that the Hamiltonian
H0 + εH1 has an orbit (ϕε(t), Iε(t), t) accumulating to all KAM tori from KAM
U
η,τ ,
i.e.
KAMUη,τ ⊂ ∪t∈R (ϕε(t), Iε(t), t).
An autonomous version of this result can be obtained using the standard energy
reduction (see e.g. [Arn89, Sect 45]).
This result can be considered a weak form of the quasi-ergodic hypothesis.
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The result presented in this paper does not obtain full dense orbits but orbits
dense in a set of large measure, and deals with nearly integrable systems only. Note
that the quasiergodic hypothesis is not always true. Herman showed a counterex-
ample in T2n× [−1, 1]2. He obtained open sets of Hamiltonian systems with a KAM
persistent tori of codimension 1 in the energy surface (see [Yoc92]).
Theorem 2 is a considerable improvement of the result from [KZZ09], where it
is constructed a Hamiltonian of the form 1
2
∑3
j=1 I
2
j + εH1(ϕ, I) having an orbit
accumulating to a positive measure set of KAM tori in a fixed energy level. An
example of this form with an orbit accumulating to a fractal set of tori of maximal
Hausdorff dimension is constructed in [KS12].
Lyapunov stability of KAM tori For the union of KAM tori KAMUη,τ one of
the basic questions, studied in this paper, is the question of Lyapunov stability of
these tori. In particular, we show that
For a class of nearly integrable Hamiltonian systems all KAM tori in fixed Dio-
phantine class KAMUη,τ are Lyapunov unstable.
Lyapunov stability of a KAM torus is closely related to a question of Lyapunov
stability of a totally elliptic fixed point. An example of a 4-dimensional map with
a Lyapunov unstable totally elliptic fixed point was constructed by P. Le Calvez
and R. Douady [LCD83]. For generic resonant elliptic points of 4-dimensional maps
instability was established in [KMV04]. A class of examples of nearly integrable
Hamiltonians having an unstable KAM torus was recently obtained by J. Zhang
and C.-Q. Cheng [CZ13].
Douady [Dou88] proved that the stability or instability property of a totally
elliptic point is a flat phenomenon for C∞ mappings. Namely, if a C∞ symplectic
mapping f0 satisfies certain nondegeneracy hypotheses, then there are two mapping
f and g such that
• f0 − f and f0 − g are flat mappings at the origin and
• the origin is Lyapunov unstable for f and Lyapunov stable for g.
This shows that Lyapunov stability is not an open property. Thus, the only
chance to have robustness in the Main Theorem is to support perturbations of H1
away from KAM tori. Moreover, the closer we approach to KAM tori the smaller
the size of those perturbations has to be. This naturally leads us to a Whitney
topology relative to the union of KAM tori.
1.2 Whitney KAM topology and an improvement of the
main result
Denote Cs(T3 × B2,KAMUη,τ ) — the space of Cs functions with the natural Cs-
topology such that they tend to 0 as (ϕ, I) approaches KAMUη,τ inside the comple-
ment.
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Let s be a positive integer. Let M be one of U \ DUη,τ ⊂ R2, T3 × (U \ DUη,τ ), or
T3 × U \KAMUη,τ . If f is a Cs real valued function on M , the Cs-norm of f
‖f‖Cs = sup
x∈M, |α|≤s
‖∂αf(x)‖,
where the supremum is over the absolute values of all partial derivatives ∂α of order
≤ s.
Introduce a strong Cs-topology. We endow it with the strong Cs-topology on the
space of functions on a non-compact manifold or the Cs Whitney topology. A base
for this topology consists of sets of the following type. Let Ξ = {ϕi, Ui}i∈Λ be a
locally finite set of charts onM , where M is as above. Let K = {Ki}i∈Λ be a family
of compact subsets of M, Ki ⊂ Ui. Let also ε = {εi}i∈Λ be a family of positive
numbers. A strong basic neighborhood N s(f,Ξ, K, ε) is given by
∀i ∈ Λ ‖(fϕi)(x)− (gϕi)(x)‖s ≤ εi ∀x ∈ Ki.
The strong topology has all possible sets of this form. Let ε0 be small positive.
Endow Cs(T3 × U,KAMUη,τ ) with the strong topology.
Theorem 3. (The Second Main result) Let η, τ > 0. Then, for any r ≥ 2018
and any C3r+9 smooth strictly convex Hamiltonian H0 there exists a Cr dense set of
perturbations D ⊂ Sr such that for any H1 ∈ D there is ε = ε(η, τ,H0, H1) > 0 with
the property that there is a set W open in Cr-Whitney KAM topology such that for
any ∆H1 ∈ W the Hamiltonian H0+ ε(H1+∆H1) has an orbit (Iε(t), ϕε(t), t) such
that
KAMUη,τ ⊂ ∪t∈R (Iε(t), ϕε(t), t).
Theorem 3 certainly implies Theorem 2.
1.3 Open problems:
Is there a strong form of diffusion for prevalent perturbations? The class of
perturbations for which the main result holds is not generic. It is expected that the
conclusion of Theorem 3 holds for a prevalent set of perturbations. Loosely speaking,
choose any Cr perturbation εH1 and add a potential perturbation ∆H1 whose Fourier
coefficients are chosen randomly inside a certain Hilbert cube with respect to the
Lebesgue product measure. Then, one expects that for most coefficients there is an
orbit accumulating to all tori from KAMUη,τ
1.
Is there diffusion for prevalent perturbations? The question of prevalent
diffusion is open even for “simple Arnold diffusion”, i.e. diffusion along finitely many
resonances, as all results [Mat03, Mat08, Che13, KZ12, KZ14a, KZ14b] study only
“a cusp residual set of perturbations” (see e.g. Thm. 1 [KZ12]).
1For discussion of prevalence see e.g. [HK10] and references therein
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Is there diffusion for analytic perturbations? All papers aforementioned
in the previous item deal with smooth Hamiltonian systems. Proving diffusion for
analytic Hamiltonian systems is a deep open problem.
Lyapunov stability of totally elliptic points Is a nonresonant totally elliptic
fixed point of a prevalent 4-dimensional symplectic map is Lyapunov unstable? In
[KMV04] this is shown for a generic resonant totally elliptic point in dimension 42.
Essential coexistence of zero and nonzero Lyapunov exponents In [CHP13]
(resp. [HPT13]) volume preserving flows (resp. diffeomorphisms) of a 5-dimensional
compact manifold are constructed such that there are positive and zero Lyapunov
exponents both on a set of positive measure. One of interesting open problems is to
construct such examples for nearly integrable systems.
1.4 Arnold diffusion
Recall that the quasi-ergodic hypothesis asks for the existence of a dense orbit in
a typical energy surface of a typical Hamiltonian system. Arnold diffusion asks a
much weaker question: whether a typical nearly integrable Hamiltonian has orbits
whose actions make a drift with size independent of the perturbative parameter.
The study of Arnold diffusion was initiated by Arnold in his seminal paper
[Arn64], where he obtained a concrete Hamiltonian system with an orbit undergoing
a small drift in action. In the last decades there has been a huge progress in the
area. The works of Arnold diffusion can be classified in two different groups, the
ones which deal with a priori unstable systems and the ones dealing with a priori
stable systems (as defined in [CG94]). The first ones are those whose first order
presents some hyperbolicity. They have been studied both by geometric methods
[DdlLS06, GdlL06, DdlLS08, DH09, GT08, Tre04, Tre12, DdlLS13] and variational
methods [Ber08, CY04, CY09]. A priori stable systems are those who are close to a
completely integrable Hamiltonian system. That is systems close to a Hamiltonian
system whose phase space is foliated by quasiperiodic invariant tori. The existence
of Arnold diffusion in a priori stable systems was only known in concrete examples
[Bes96, Bes97, BCV01, Dou88, FM00, FM01, FM03, KL08a, KL08b, KLS14, Zha11]
until the recent works [Mat03, BKZ11, KZ12, KZ14a, KZ14b, Che13].
The present paper relies on the techniques that have developed in the last decades
in the field of Arnold diffusion. We follow the approach initiated in [BKZ11, KZ12]
which mixes geometric and variational techniques. In the geometric part we rely
on the theory of normally hyperbolic invariant manifolds [HPS77, Fen72] (see also
[Moe96, DdlLS00, Ber10a]). In the variational part we rely on the theory developed
by J. Mather [Mat91a, Mat91b, Mat04, Mat11], A. Fathi [Fat11], P. Bernard [Ber08]
and Ch.-Q.Cheng–J.Yan [CY04, CY09].
2 Even examples of analytic non-resonant totally elliptic Lyapunov unstable fixed points are
unknown
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2 Outline of the proof of Theorem 2
The proof of Theorem 2 has several parts, which we describe in this section. In
the proof we establish some robust mechanism of diffusion and, in particular, derive
Theorem 3. The proofs of each part are given in Sections 3 –8. We start by listing
these parts. Recall that U ′η ⊂ ∇H0(U) is the set of points whose η-neighborhoods
belong to ∇H0(U) and DUη,τ := Dη,τ ∩ U ′η. Fix R0 ≫ 1 (to be determined) and
a sequence of radii {Rn}n∈Z+ , where Rn+1 = R1+2τn for each n ∈ Z+. Consider
another “reciprocal” sequence {ρn}n∈Z+ , ρn = R−3+5τn for each n ∈ Z+. For each
k ∈ (Z2 \ 0) × Z denote Γk = {ω ∈ U ′ : k · (ω, 1) = 0} the corresponding resonant
segment.
1. A tree of Dirichlet resonant segments :
• We construct a sequence of grids of Diophantine frequencies in Dnη,τ ⊂
DUη,τ such that 3ρn-neighborhood ofDnη,τ containsDUη,τ and ρn-neighborhoods
of points of Dnη,τ are pairwise disjoint.
• To each grid Dnη,τ we associate a collection of pairwise disjoint Voronoi
cells (see Figure 1): open neighborhoods {Vorn(ωn)}ωn∈Dnη,τ such that
Bρn(ωn) ⊂ Vorn(ωn) and Vorn(ωn) ∩ Dη,τ ⊂ B3ρn(ωn).
We construct a collection of generations of resonant segments
S = ∪n∈Z+Sn, Sn = ∪kn∈Fn{Sωnkn },
where Fn ⊂ (Z2 \ 0) × Z is a collection of resonances, Sωnkn ⊂ Γkn. We
choose this collection such that most of the intersections between the dif-
ferent resonant segments are empty and if nonempty we have quantitative
estimates.
• By construction each segment of generation n is contained in a Voronoi
cell Vorn−1(ωn−1) for some ωn−1 ∈ Dn−1η,τ , i.e. Sωnkn ⊂ Vorn−1(ωn−1). We
say that segments Sωnkn from Sn belong to the generation n.
We call a resonance segment from S a Dirichlet resonant segment.
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Figure 1: Voronoi cells
By construction Dirichlet segments accumulates to all the Diophantine fre-
quencies in DUη,τ and satisfy several properties (see Key Theorem 1 for details).
These Dirichlet segments have a tree structure except that segments of the
same generation can have multiple intersections (junctions)! See Section 3.
Notice that this part is number theoretic and independent of the Hamiltonian
H0!
2. Global (Po¨schel) normal form and molification: Our main result does not have
loss of derivatives. To compensate the loss of derivatives caused by the normal
forms we mollify our Hamiltonian Hε to H
′
ε so that it is C∞ away from KAM
tori KAMUη,τ .
In order to construct diffusion orbits, we consider the Hamiltonian H ′ε in the
Po¨schel normal form
N ′(ϕ, I, t) = H ′ε ◦ ΦPo¨s(ϕ, I, t) = H ′0(I) + εR(ϕ, I, t)
where R vanishes on Φ−1Po¨s(KAM
U
η,τ ) (see Theorem 5).
It is convenient to identify resonances in the action space. To each Dirichlet
segment Sωnkn ⊂ Sn with kn ∈ Fn we associated a Diophantine frequency ωn ∈Dnη,τ . For each ωn ∈ Dnη,τ denote In := (∂IH ′0)−1(ωn) and
Iωnkn := {I ∈ Uη : ∂IH ′0(I) ∈ Sωnkn }.
Similarly, we can define Voronoi cells in action space:
Vorn(In) = {I ∈ Uη : ∂IH ′0(I) ∈ Vorn(ωn)}.
By construction we have Sωnkn ⊂ Vorn(ωn). In the proof we always perturb
away from KAM tori KAMUη,τ and this does not affect H
′
0. It is convenient to
9
describe perurbations as well as diffusing conditions in Po¨schel’s coordinates.
Notice that in Po¨schel coordinates all KAM tori are flat, i.e.
ΦPo¨s(KAM
U
η,τ ) = {(ϕ, I, t) : ∂IH ′0(I) ∈ DUη,τ}.
3. Deformation of the Hamiltonian N∗: We modify the Hamiltonian N ′ to N∗ by
a small Cr perturbation supported away from KAM tori KAMUη,τ so that the
resulting Hamiltonian N∗ is non-degenerate (in a way that we specify later).
This perturbation is done in Section 4. Notice that this modification procedure
is also done by induction:
N∗(ϕ, I, t) = N ′(ϕ, I, t) +
∑
n∈N∪{0}
∆Nn(ϕ, I, t), where
• the 0-th generation perturbation ∆N0 is supported in a O(√ε)-neighbor-
hood of all horizontal and vertical resonant lines Sk with |k| ≤ R0.
• the n-th generation perturbation ∆Nn is supported in n-th order Voronoi
cells, i.e. ∆Nn(ϕ, I, t) = 0 for any I 6∈ Vorn(In) for any In with ∂IH ′0(In) ∈
Dnη,τ .
The zero step is done as in [KZ12] and it allows us to construct a net of
normally hyperbolic invariant cylinders (NHIC from now on3) along the reso-
nances in I0.
In the n-th step we modify our Hamiltonian in Voronoi cells of order n close to
Dirichlet resonant segments of order n so that it satisfies some non-degeneracy
conditions, while non-degeneracy conditions of orders k < n from previous
steps still hold true. The result of the Deformation is given in Key Theorem 3.
In particular, it gives existence of NHICs for the truncated Hamiltonian (20).
4. Resonant Normal Forms : Fix a generation n and a Dirichlet segment Iωnkn of
this generation. In Section 5, we derive Resonant Normal Forms for N ′ for
points (ϕ, I, t) such that I is close to Iωnkn . We obtain normal forms of two
different types:
• A single resonant one
N ′ ◦ Φkn(ψ, J, t) = Hkn0 (J) + Zkn(ψs, J) +Rkn(ψs, ψf , J, t) (5)
where Zkn only depends on the slow angle ψs = kn · (ψ, t), (ψs, ψf , t)
form a basis and Rkn is small relatively to non-degeneracy of Zkn. This
normal form is similar to the normal form obtained in [BKZ11] (see Key
Theorem 2).
3Note that in some cases we obtain normally hyperbolic invariant manifolds diffeomorphic to
a cylinder minus a ball. In this case we call them normally hyperbolic invariant manifolds and
abbreviate NHIMs
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• A double resonant one
N ′ ◦ Φkn,k′(ψ, J, t) = Hkn,k′0 (J) + Zkn,k
′
(ψ, J) (6)
where Zkn,k′ only depends on the two slow angles ψs1 = kn · (ψ, t), ψs2 =
k′ · (ψ, t). This normal form is valid near the double resonance
∇H ′0(I∗) · kn = ∇H ′0(I∗) · k′ = 0.
Here we use the normal form procedure from [Bou10] (see Key Theorem
5).
We consider this normal form in the cores of the double resonances (see
Fig. 3). Thanks to the deformation procedure we can completely remove
the time dependence in the normal form in there. In [KZ12] the double
resonant normal form Hamiltonian is a small pertubation of a two degree
of freedom mechanical system. Here the “non-mechanical” remainder is
not negligible and the leading order has the form (6). To study such
systems we apply a generalized Mapertuis principle (see Appendix C)
and use the technique developed in Appendix A of [KZ12].
5. A tree of NHICs : In Section 7, using the non-degeneracy from the Deformation
step and the Resonant Normal Forms of the previous step, we build a tree of
NHICs along all Dirichlet resonant segments.
In the single resonant regime, we obtain NHICs along the resonant segments
Iωnkn . We denoted these cylinders by Cωn,ikn (see Key Theorem 4). In the double
resonance regime we obtain several NHICs by analogy with [KZ12] (see Key
Theorems 6 and 7 and Corollary 3 for details).
6. Localization of Aubry sets : We prove the existence of certain Aubry sets lo-
calized inside the NHICs from the previous step. We also establish a graph
property, which essentially says that these Aubry sets have the same structure
as Aubry-Mather sets of twist maps (see Key Theorems 8 and 9 for details
and Section 8 for proofs).
7. Shadowing : It turns out that to construct orbits accumulating to all KAM
tori KAMUη,τ it suffices to find diffusing orbits shadowing a chain of Aubry sets
A(c)’s with c’s accumulating to every point of Ω−1(DUη,τ ), where Ω = H ′0 is the
frequency map in Po¨schel coordinates, see in (11). It is sufficient to choose c’s
from the tree of Dirichlet resonant segments Ω−1(S)4.
To shadow a chain of Aubry sets we study so-called c-equivalence proposed by
Bernard. It turns out that c-equivalence is an equivalence relation. Moreover,
4near θ-strong double resonance resonances, defined in 7, we need to be more careful with choice
of c’s. See Key Theorem 9 and Section 2.5.2 for details
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all sets within an equivalence class can be shadowed by an orbit (see Propo-
sition 4). To prove c-equivalence we study three regimes: a priori unstable
(diffusion along one NHIC), bifurcations (jump from one NHIC to another in
the same homology), a turn — a jump from a NHIC with one homology to
a NHIC with a different one. The first two regimes are essentially done in
[BKZ11]. The last one is similar to [KZ12] (see Key Theorem 10 and Section
2.6 for details).
Now we describe each step and, in particular, state all ten Key Theorems.
2.1 A tree of Dirichlet resonances
The first step is to construct a tree of generations of special resonant segments
S = {Sn}n∈Z, Sn = {Sωnkn }kn∈Fn
in the frequency space U ′ ⊂ R2 such that the following properties hold
• Each segment Sωnkn belongs to the intersection of the resonant segment and the
corresponding Voronoi cell Sωnkn ⊂ Γkn ∩Vorn−1(ωn−1) ∩B3ρn−1(ωn−1), i.e. there
are kn ∈ (Z2 \ 0)× Z and ωn−1 ∈ Dn−1η,τ such that this inclusion holds.
• Any segment Sωnkn of generation n intersects only segments of the generations
n− 2 and n− 1 and the segments of generation n+ 1 and n+ 2 associated to
frequencies Dn+1η,τ ∩Vorn−1(ωn−1) and Dn+2η,τ ∩Vorn−1(ωn−1) respectively. How-
ever, it does not intersect any segment of any prevous generation generation
n+ k or n− k, k ≥ 3.
• We have quantitative information about properties of intersections of segments
of generation n inside of the same Voronoi cell.
• The union ∪n ∪kn∈Fn Sωnkn is connected.
• The closure ∪n ∪kn∈Fn Sωnkn contains all Diophantine frequencies in DUη,τ (see
(4)).
We shall call these segments Dirichlet resonant segments. We define them to
satisfy quantitative estimates on speed of approximation. Recall that an elementary
pigeon hole principle show that for any bounded set U ⊂ R2 and any any ω =
(ω1, ω2) ∈ U there is a sequence kn(ω) ∈ (Z2 \ 0)× Z such that
|kn(ω) · (ω, 1)| ≤ |kn(ω)|−2 and |kn(ω)| → ∞ as n→∞.
We choose our segments so that
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• For each Sωnkn ⊂ Γkn there is a Diophantine number ωn ∈ Dnη,τ such that
|kn · (ω, 1)| ≤ |kn|−2+3τ ,
• If Sωnkn ∩ Sω
′
n
k′n
6= ∅, then we have an upper bound on ratio |kn|/|k′n| as well as a
uniform lower bound for the angle of intersection between Γkn and Γk′n.
The tree of Dirichlet resonances is obtained in two steps.
• We fix a Diophantine ω∗ ∈ DUη,τ and construct a connected “zigzag” approach-
ing ω∗ (see Section 3.1).
• We define Dirichlet resonant segments and show how to deal with all frequen-
cies in DUη,τ simultaneously (see Section 3.3).
It turns out that we cannot just construct the “zigzag” for each frequency and
then consider the union over all frequencies in DUη,τ , because we need estimates on
the complexity of the intersection among resonant segments5. Now we define the
sequence of discrete sets {Dnη,τ}n∈Z+ .
Consider that R0 ≫ 1 (to be determined) and we denote
Rn+1 = R
1+2τ
n , ρn = R
−(3−5τ)
n , ∀n ∈ Z+ (7)
and Br(ω) be an r-ball centered at ω. Note that the sequence ρn also satisfies
ρn+1 = ρ
1+2τ
n . Define a sequence of discrete sets Dn = Dnη,τ ⊂ DUη,τ with n ≥ 1.
By the Vitali covering lemma from any finite cover of DUη,τ by ρn-balls, there is
a subcover Bn having the following two properties:
1. Replacing ρn-balls of subcover Bn by concentric 3ρn-balls we cover DUη,τ .
2. The ρn-balls of Bn are pairwise disjoint.
Moreover, by the Besicovitch covering theorem from the cover by balls of radius
3ρn, one can choose a finite subcover such that each point is covered by at most κ
balls for some κ which depends only on dimension. In [Sul94] it is shown that in the
2-dimensional case κ = 19. Denote the set of the centers of the balls of this cover by
Dnη,τ . For each point ωn ∈ Dnη,τ consider all neighbors, i.e. points ≤ 6ρn away from
ωn. Define the set of points that are closer to ωn than to any other neighbor and at
most 3ρn away from ωn. Denote this set by Vorn(ωn) and, following the standard
terminology, call it Voronoi cells. The properties of the coverings by balls and the
Voronoi cells, are summarized in the following
5Too many segments, too many intersections to control.
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Lemma 1. Consider the set of frequencies U ′η ⊂ U ′. Then, there exists a sequence
of discrete sets Dnη,τ ⊂ DUη,τ ⊂ U ′η, n ≥ 1, satisfying
DUη,τ =
⋃
n≥1
Dnη,τ
such that for the Voronoi cell Vorn(ω
∗) ⊂ U ′ associated to each frequency ω∗ of the
set Dnη,τ we have
ω∗ ∈ Bρn(ω∗) ⊂ Vorn(ω∗) and Vorn(ω∗) ∩ Dη,τ ⊂ B3ρn(ω∗).
Moreover, each ω ∈ DUη,τ belongs to at least one and at most 19 balls B3ρn(ω∗), and
Bρn(ω
∗) ∩Bρn(ω′) = ∅ for any ω∗ 6= ω′ ∈ Dnη,τ .
We use this sequence of discrete sets Dnη,τ to construct a tree of resonances. The
key theorem of this first step is the following.
Figure 2: A branch of a resonant tree. The solid black (resp. blue) lines correspond
to resonant segments associated to ωn−1 (resp. of ωkn’s). The dashed lines correspond
to boundaries of the Voronoi cells Vorn−1(ωn−1) and Vorn(ωkn)’s. Recall that resonant
segments of the same generation may intersect
Key Theorem 1. Consider the sequence of sets {Dnη,τ}n≤1 and the associated
Voronoi cells Vorn(ω
∗
n), ω
∗
n ∈ Dnη,τ . Then, there are constants c1, c2 > 0, R∗ ≫ 1
and 0 < τ ∗ ≪ 1, such that, for any R0 ∈ [R∗,+∞) and τ ∈ (0, τ ∗) and tak-
ing Rn+1 = R
1+2τ
n , ρn = R
−(3−5τ)
n , for each n ∈ Z+ and ω∗n ∈ Dnη,τ , there exists
k∗n ∈ (Z2 \ 0)× Z which satisfies the following properties:
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1. The vectors belong to the following annulus Rn
4
≤ |k∗n| ≤ Rn.
2. The vectors satisfy ηR
−(2+τ)
n ≤ |k∗n · (ω∗, 1)| ≤ R−(2−3τ)n .
3. The associated resonant segment Sω∗nk∗n satisfies S
ω∗n
k∗n
∩ Bρn(ω∗n) 6= ∅.
4. Let ω∗n−1 ∈ Dn−1η,τ be a frequency in the previous generation so that ω∗n ∈
Vorn−1(ω∗n−1) and k
∗
n−1 the associated resonant vector, i.e. Sω
∗
n−1
k∗n−1
∩Vorn−1(ω∗n−1) 6=
∅. Then, the angle k∗n 6‖ k∗n−1 satisfies ∡(k∗n, k∗n−1) ≥
π
10
.
5. The resonances Γk∗n and Γk∗n−1 intersect in Vorn−1(ω
∗
n−1) at only one point.
6. Let Sω∗nk∗n ⊂ Γk∗n be the minimal segment, which contains the above intersection
and also all the intersections of Γk∗n with the resonant lines associated to all
frequencies in Dn−1η,τ ∩ Vorn(ω∗n). Then, Sω
∗
n
k∗n
⊂ Bρn−1(ω∗n−1).
7. Any other resonant line Γk intersecting B3ρn(ω
∗
n), satisfies
|kn|
|k| ≤ Rc1τn .
8. Let Fn ⊂ (Z2 \ 0)×Z be the set of integer vector kn’s selected above. Let ω′ be
an intersection point of Sωnkn and S
ω′n
k′n
for some ωn, ω
′
n ∈ Dnη,τ and kn, k′n ∈ Fn.
Then, there are at most ρc2τn resonant lines Sω
′′
n
k′′n
from the n generation passing
through ω′.
This Theorem is proved in Section 3.
As a consequence of this Theorem we obtain a set of Dirichlet resonant vectors
and a tree of resonances in the frequency space. Nevertheless the tree of resonances
formed by the Dirichlet resonant segments, obtained in Key Theorem 1, is not
connected since the segments associated to the first generation belong to different
Voronoi cells and therefore they do not intersect. To connect them, we consider a
0-generation.
Definition 4. Fix R0 ≫ 1 and ρ0 = R−(3−5τ)0 . Define sets Fn ⊂ (Z2 \ 0) × Z as
follows.
F0 = {k ∈ (Z2\{0})×Z : k ·(1, 0, 0) = 0 or k ·(0, 1, 0) = 0, gcd(k) = 16, |k| ≤ R0},
which corresponds to vertical and horizontal lines in frequency space. The associated
net of resonances in frequency space S0 ⊂ U ′η ⊂ R2 is given by
S0 =
⋃
k∈F0
{
ω ∈ U ′η ⊂ R2 : (ω, 1) · k = 0
}
.
6where gcd(k) is the greatest common divisor of absolute values of components of k.
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For n ≥ 1 we define the set Fn as the set of Dirichlet resonant vectors k ∈ (Z2 \
{0})× Z obtained in Key Theorem 1 and
Sn =
⋃
kn∈Fn
Sωnkn , S =
⋃
n≥0
Sn. (8)
where Sωnkn are the resonant segments obtained in Key Theorem 1.
By the definition of S0 and Key Theorem 1 we have constructed a net of reso-
nances S which satisfies the needed conditions. They are summarized in the next
corollary of Key Theorem 1.
Corollary 1. The resonance net S ⊂ U ′η ⊂ R2 is connected, DUη,τ ⊂ S. Moreover,
each Sn = {Sω
∗
n
k∗n
: k ∈ Fn}, n ≥ 1, satisfies all the properties of Key Theorem 1.
2.2 Deformation of the Hamiltonian and a tree of NHICs
Step 2 of the proof is to deform the Hamiltonian. The deformation has two goals.
• Recover the loss of regularity due to the normal form procedures.
• Obtain a properly non-degenerate Hamiltonian.
Using these non-degeneracies we prove the existence of a tree of NHICs in Step 3.
In this section we explain both Steps 2 and 3.
Fix small η, τ > 0. Denote aτ := a +O(τ), where |O(τ)| < Cτ for some C > 0
independent of ε, ρn and n. Since τ is small, the notation is used if a multiple in
front of τ is irrelevant.
Consider the nearly integrable Hamiltonian (2). Assume it satisfies conditions
(1) and (3). We construct a small Cr-perturbation ∆H , so that for small enough ε
the Hamiltonian
H0 + εH1 + ε∆H
satisfies the required properties. This perturbation consists of four parts:
∆H = ∆Hmol +∆Hsr +∆Hdr +∆Hshad. (9)
To perform these deformations consider the net of resonances given by Key Theorem
1.
1. Mollification ∆Hmol: Throughout the proof of Theorem 2 we need to perform
normal forms, which decrease regularity. To stay in the Cr regularity class, we
mollify the Hamiltonian Hε so that it is C∞. See Section 4.
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2. Perturbation ∆Hsr: It is supported near single resonances. In Section 5 we
construct NHICs along single resonances. The normal forms show that, to
construct such NHICs, it is sufficient to have hyperbolicity of the first order
approximation. Using the deformation we indeed attain required hyperbolicity.
See Section 4.1.
3. Perturbation ∆Hdr: It is supported in the neighborhoods of double resonances.
Analogous to the previous one but for the double resonances. In double reso-
nances, we need also some hyperbolicity properties to construct certain NHICs.
This third deformation is done simultanenously with ∆Hsr in Section 4.1.
4. Perturbation ∆Hshad: It is supported near chosen resonant lines. This defor-
mation allows us to shadow a chosen collection of (Aubry) invariant sets. See
Section 2.6.
2.2.1 The Po¨schel normal form and molification of the Hamiltonian
We start by mollifying H1 and performing the Po¨schel normal form.
Lemma 2. Fix any γ ≪ 1 independent of ε. There exists a Cr small perturbation
∆Hmol such that
‖∆Hmol1 ‖Cr ≤ γ and ‖H1 +∆Hmol1 ‖Cr+κ <∞ for any κ > 0.
All estimates in the proof will depend on the parameter γ. Since it is a fixed
parameter we do not keep track of this dependence. After this lemma, the regularity
of the Hamiltonian H ′ε = H0 + εH1 + ε∆H
mol
1 is the same as the original regularity
of H0, that is C3r+9.
Now we apply the Po¨schel normal form. It was obtained in [Po¨s82] for au-
tonomous Hamiltonian Systems. In Section A, it is explained how to adapt it to the
non-autonomous setting.
Theorem 5. Let η, τ > 0 and {ρn}n≥1 be the sequence defined in Key Theorem 1.
There exist ε0 > 0 such that there exists a C3r−2τ change of coordinates ΦPo¨s so that
the Hamiltonian N ′ = (Hε +∆Hmol) ◦ ΦPo¨s is of the form
N ′(ϕ, I, t) = H ′0(I) +R(ϕ, I, t) (10)
where H ′0 satisfies
• D−1Id ≤ ∂2IH ′0(I) ≤ D Id with the constant D introduced in (1), and
• R vanishes on the set
Eη,τ =
{
(ϕ, I, t) : ∂IH
′
0(I) ∈ DUη,τ
}
, i.e. R|Eη,τ ≡ 0.
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Moreover, if Uλ(Eη,τ ) is the set of points λ-close to Eη,τ , for each n ≥ 1, we have
the following estimates
‖R‖Cj(Uρn(Eη,τ )) ≤ C ε ρ3r−2τ−jn
where C > 0 is a constant independent of ε and ρn and j = 0, . . . , ⌊3r − 2τ⌋.
Note that Eη,τ = Φ
−1
Po¨s(KAM
U
η,τ ) is the union of KAM tori KAM
U
η,τ with fixed Dio-
phantine frequency. In the Po¨schel coordinates all these tori are flat, I = constant.
Moreover, R being zero at Eη,τ implies that it is flat at these points. Indeed, each
such a point is a Lebesgue density point.
In Step 1 we constructed a tree of resonances segments in the frequency space.
Now we need to pull it back to the action space. We do it using the frequency map
associated to the integrable Hamiltonian H ′0 obtained in Theorem 5. We define the
frequency map
Ω(I) = ∂IH
′
0(I). (11)
By Theorem 5 , H ′0 is strictly convex and Ω is a global diffeomorphism on U . As
given in Definition 4, we have two type of resonances:
• horizontal and vertical resonant segments of low order from F0,
• the resonances from Fn, n ≥ 1, approaching the Diophantine frequencies.
In both cases we pull back these segments to the frequency space by Ω. For each
k ∈ F0 we define
Ik = {I ∈ Uη : Ω(I) ∈ Sk} .
For each ωn ∈ Dnη,τ , we define the resonant segment Iωnkn =
{
I ∈ Uη : Ω(I) ∈ Sωnkn
}
.
Analogously, we can define
In = {I ∈ Uη : Ω(I) ∈ Sn} , I =
⋃
n≥0
In. (12)
where Sn is the union of Dirichlet resonant segments defined in (8).
2.2.2 Different regimes along resonances
To prove the existence of NHICs along the resonant segments Iωnkn in the action space,
we need to divide the tree of resonant segments in two different regimes. We call
these regimes single resonance zones and core of double resonances. The difference
between them is whether the points are very close to intersections of resonant lines
of comparable order or are not close to such intersections.
Fix a generation n, a segment Iωnkn and θ > 0. Define the θ-strong resonances inIωnkn .
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Definition 6. Let k′, k′′ ∈ (Z2 × 0)× Z. Define
〈k′, k′′〉 = {k ∈ (Z2 × 0)× Z : k = pk′ + qk′′, p, q ∈ Z}
the lattice generated by integer combinations of k′ and k′′ and call
N (k′, k′′) = min{|K| : K 6= 0, K ∈ 〈k′, k′′〉}
the order of the double resonance. We also define 〈k〉 = 〈k, 0〉.
Definition 7. A double resonance Iωnkn ∩ Γk′ is called θ-strong if there exists k′′ ∈N (〈kn, k′〉 \ 〈kn〉) such that
|k′| ≤ |k|θ.
Otherwise, the double resonance is called θ-weak.
The parameter θ will be fixed later on. It depends on other parameters which
appear throughout the proof. The list of all these parameters is given in Appendix
E.
Consider the sequence {ρn}n≥1 defined in Key Theorem 1. By Lemma 10, we
can cover the segment Iωnkn by µn balls Bµn(Ii) where
C−1ρ
(2θ−1) 1+2τ
3−5τ
n ≤ µn ≤ Cρ(2θ−1)
1+2τ
3−5τ
n
for some constant C > 0, and I0 ∈ Iωnkn is a θ-strong double resonance.
Figure 3: Different regimes along a resonances:
The larger balls have radii µn and are centered at θ-strong double resonances.
The smaller balls represent the core of these double resonances Corn(k, k
′).
The rectangles are the single resonance zones Srn(kn, k
′, k′′) along single resonances.
Now we define the single resonance zones and core of the double resonances. The
core of the double resonance is defined as
Corn(k, k
′) = T2 ×BCρmn (I0)× T, where m = θ + 1. (13)
Lemma 9 implies that two consecutive θ-strong double resonances are ∼ ρ 23 τ θ+1τ far
away from each other. Thus the choice of the parameter m implies two consecutive
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cores of double resonance do not overlap. This implies that there exists a single
resonance zone in between.
Let I ′0, I
′′
0 ∈ Iωnkn be two consecutive θ-strong double resonances corresponding to
(kn, k
′) and (kn, k′′). Then, the single resonance zone in between is given by
Srn(kn, k
′, k′′) = T2 ×
{
I ∈ An(kn, k′) ∪ An(kn, k′′) : dist(I, Iωnkn ) ≤ cρ
m+ 1
3
θ+1
n
}
× T,
(14)
where An(kn, k′) is the annulus around the core of the double resonance,
An(kn, k′) = {I ∈ U : cρmn ≤ |I − I0| ≤ µn} . (15)
The parameter c is chosen so that c > C to have overlap with (13).
In each of these zones we will obtain different NHICs.
• Corn(k, k′): the dynamics is essentially the same as in the double resonances
in [KZ12]. Nevertheless, it turns out that in this regime, the systems are not
close to a a mechanical system as in [KZ12]. Thus, we have to deal with more
general 2 degree of freedom Hamiltonian systems. This requires modifying the
proof in [KZ12]. See Section 5.3 and Appendix C.
• Srn(kn, k′, k′′): the dynamics is essentially the same as in the single resonance
zones studied in [BKZ11, KZ12].
In the next two sections we deal with the two different regimes. In both cases we
apply a normal form procedure to the Hamiltonian (10). The normal form leads to
new Hamiltonian which now can be treated as a perturbation of a new first order
and is “easier” to analyze.
2.3 Analysis of the single resonance zones
We consider a single resonance zone (14), that is a tubular neighborhood along
the resonant segment Iωnkn such that it overlaps the core of two consecutive double
resonances (see Figure 3). Then, we prove that in such neighborhood there is a
NHIC. It suffices to
• perform a change of coordinates and show that our system is a small pertur-
bation of a system which depends on actions and on the slow angle kn · (ϕ, t)
only.
• perturb the Hamiltonian so that this first order has sufficient nondegeneracy
to imply the existence of a NHIC (see Key Theorem 3).
• use an isolating block argument, as in [BKZ11], to prove that the full system
has a NHIC (see Key Theorem 4).
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2.3.1 Normal forms along single resonances
The next Theorem shows the existence of the normal form. A more precise statement
is done in Section 5.2. Recall that m has been defined in (13) (see also Appendix E
for the values of the considered constants) and θ is used in the definition of θ-strong
double resonances, which turn is used in the definition of the single resonant zones
(14).
Key Theorem 2. Fix q = 252, θ = 3q + 1, m = θ + 1 and r ≥ m + 5q. Let
N ′ = (Hε +∆Hmol) ◦ ΦPo¨s be the Hamiltonian defined in (10), kn ∈ Fn and Srn =
Srn(kn, k
′, k′′) be a single resonance zone defined in (14). Then, there exists constants
C,D ≥ 1 independent of ρn and a symplectic change of coordinates Φn := Φkn such
that
Hkn(ψ, J, t) = N ′ ◦ Φn(ψ, J, t)
= Hkn0 (J) + Zkn(kn · (ψ, t), J) +Rkn(ψ, J, t)
(16)
with the following properties
• Hkn0 is strictly convex: D−1Id ≤ ∂2IHkn0 ≤ D Id.
• Zkn and Rkn satisfy
‖Zkn‖C2(Φ−1n (Srn)) ≤ Cρ
4
3
r−2m
n , ‖Rkn‖C2(Φ−1n (Srn)) ≤ Cρq(r+1)−2mn .
• Φn satisfies ‖Φn − Id‖C1 ≤ Cρ2r−2m.
2.3.2 NHICs for the truncated system
Thanks to the normal form given in Key Theorem 2, one can look at the Hamiltonian
(16) as a perturbation of the truncated Hamiltonian Hkn0 + Zkn . Now we deform
the Hamiltonian (10) by a small Cr perturbation so that the truncated Hamiltonian
has a NHIC. Then, in Section 2.3.3 we show that it persists for Hamiltonian (16).
To analyze the truncated system, we consider slow-fast variables. The slow-fast
angles are defined as ϕsϕf
t
 = A˜
ϕ1ϕ2
t
 with A˜ =
k∗e2
e3
 (17)
where ei are the standard coordinate vectors (if this change is singular, replace some
of the coordinate vectors). To have a symplectic change of coordinates, we perform
the change of coordinates JsJf
E
 = A˜−T
J1J2
E
 (18)
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to the conjugate actions. E is the variable conjugate to time, which is not mod-
ified when the change (53) is performed. We call Lsf to this symplectic linear
change of variables and denote J = (Js, Jf). As shown in Section 7.1 it satisfies
‖Lsf‖, ‖(Lsf)−1‖ ≤ Cρ− 13−τ . After this change of coordinates, we have
Ĥkn = N ′ ◦ Φn ◦ Lsf = Hkn ◦ Lsf = Ĥkn0 + Ẑkn + R̂kn (19)
where Hkn is the Hamiltonian (16). Now, the truncated system is just
Htrunc(ψ, J) = Ĥkn0 (J) + Ẑkn(ψs, J). (20)
and the resonance Iωnkn can be parameterized as a graph Js = Js∗(Jf ) with
Iωnkn = {(Js(Jf), Jf) : Jf ∈ [b−kn , b+kn]}. (21)
Key Theorem 3. Let d = 14. With the notation of Key Theorem 2, there exists
C,D > 1 and a Cr function ∆Hsr supported in the Srn and satisfying ‖∆Hsr‖Cr(Srn) ≤
Cρ1+4τn such that the conclusion of Key Theorem 2 applied to
N ′′ = (Hε +∆Hmol +∆Hsr) ◦ ΦPo¨s
holds along with the following properties. Consider b−kn < b
+
kn
, so that Jf ∈ [b−kn , b+kn]
parameterizes the single resonance Iωnkn ∩ Srn. Then, there exists a sequence of
action values {Jfi }Ni=1 ⊂ [b−kn , b+kn], such that for each Jf∗ ∈ [b−kn , b+kn ], the HamiltonianHtrunc(ψs, Js, Jf∗ ), defined by (19) with N ′ replaced by N ′′, satisfies the following
conditions:
• has one degree of freedom, is Tonelli,
• for each Jf∗ ∈ (Jfi , Jfi+1), there is a unique critical point (ψs∗, Js∗) (as defined in
(75)) which is of saddle type. The same is true for [b−kn , J
f
1 ) and (J
f
N , b
+
kn
].
• for Jf = Jfi , there are exacly two critical points (ψs∗, Js∗) and (ψ¯s∗, J¯s∗) of saddle
type.
• In both cases, eigenvalues of the hyperbolic periodic orbits λ, −λ, where
λ ≥ Cρ
dr+1
2
n .
The family of critical points discussed here are minimal in a proper sense (see
(75)). Notice also that properties such as hyperbolicity of periodic orbits are inde-
pendent of coordinate system and, therefore, apply to the Hamiltonian N ′′.
We fix d = 14 throughout the proof. Nevertheless, we keep the notation d to
simplify the exposition. Recall that in Appendix E we list all the involved constants
and the relations between them.
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Key Theorem 3 implies that the truncated Hamiltonian Htrunc, given by (20),
has a sequence of NHICs{
(ψ, J, t) : (ψs, Js) = (ψs∗(J
f), Js∗(J
f)), Jf ∈ (Jfi , Jfi+1)
}
. (22)
Thanks to hyperbolicity these NHICs can be actually slightly extended to intervals
[Jfi − δ, Jfi+1+ δ] for small (ρn-dependent) δ > 0. For the first and last one can take
the intervals [b−kn , J
f
1 + δ] and [J
f
N − δ, b+kn ] respectively.
2.3.3 NHICs along single resonances
Now we show that the NHIC (22) persists for the Hamiltonian (16). The normal
hyperbolicity of the NHIC (22) is very weak since the eigenvalues of the saddle of
Htrunc(ψs, Js, Jf∗ ) are of size ρ(dr+1)/2n . The weak hyperbolicity is the reason why we
need to reduce the size of the perturbation R to ‖R‖C2 ≤ ρq(r+1)n to ensure that
these NHICs persist for the full system. We state the persistence of the NHICs in
the intervals [Jfi − δ, Jfi+1 + δ] to simplify the statement. The same Theorem holds
for the first and last interval.
Key Theorem 4. With notations introduced in Key Theorem 3 fix any i = 1, . . . N ,
then there exists a C1 map
(Ψsi ,J si )(ψf , Jf , t) : T× [Jfi −
δ
2
, Jfi+1 +
δ
2
]× T→ T× R
such that the NHIC
Cωn,ikn = {(ψs, Js) = (Ψsi ,J si )(ψf , Jf , t); (ψf , Jf , t) ∈ T× [Jfi −
δ
2
, Jfi+1 +
δ
2
]× T}
is weakly invariant with respect to the vector field associated to the Hamiltonian (19),
in the sense that the vector field is tangent to Cωn,ikn . Moreover, Cωn,ikn is contained in
the set
Vi :=
{
(ψ, J); Jf ∈ [Jfi −
δ
2
, Jfi+1 +
δ
2
],
|ψs − ψs∗(Jf)| ≤ Cρm−1+2drn , |Js − Js∗(Jf )| ≤ Cρ2m−1+2drn
}
,
(23)
for some constant C > 0 independent of ρn and contains all the full orbits of (16)
contained in Vi. We also have the estimates
|Ψsi (ψf , Jf)− ψs∗(Jf )| ≤ Cρm−1+5drn , |Jsi (ψf , Jf , t)− Js∗(Jf )| ≤ Cρ2m−1+5drn ,
and ∣∣∣∣∂Ψs∂Jf
∣∣∣∣ ≤ Cρ 32dr− 3m+12n , ∣∣∣∣∂Ψs∂ψf
∣∣∣∣ ≤ Cρ 32dr−m+12n .
23
This theorem is proved in Section 7. Notice that
Remark 8. The eigendirections of the minimal saddle (ψs∗, J
s
∗) are twisted in the
phase space. Thus, the localizations on the angle and action components are not
independent.
To drift along these cylinders later in Section 2.6 we need to have a good local-
ization of these cylinders in Po¨schel coordinates. This can be deduced from Key
Theorems 2 and 4. To simplify the statement we consider again the slow-fast vari-
ables. Call Lsf the change given by (17)– (18). The next corollary gives estimates
for the cylinder for the Hamiltonian
(Hε +∆H
mol +∆Hsr) ◦ ΦPo¨s ◦ Lsf .
Note that the resonant segment Iωnkn can be still parameterized by Is = Is∗(If),
If ∈ [a−kn , a+kn], where this interval is just the rescaling by J = ρmI of the former
interval [b−kn , b
+
kn
]. We call {Ii}Ni=1 the bifurcation values.
Corollary 2. Take any i = 1, . . . N , where N has been introduced in Key Theorem
3. There exist C1 maps
(Ψ˜si , J˜ si )(ϕf , If , t) : T×
[
Ifi −
δ
2
, Ifi+1 +
δ
2
]
× T→ T× R
such that the NHICs
C˜ωn,ikn =
{
(ϕs, Is) = (Ψsi ,J si )(ϕf , If , t); (ϕf , If , t) ∈ T×
[
Ifi −
δ
2
, Ifi+1 +
δ
2
]
× T
}
are weakly invariant with respect to the vector field associated to the Hamiltonian
(Hε +∆H
mol +∆Hsr) ◦ ΦPo¨s ◦ Lsf ,
in the sense that the vector field is tangent to C˜ωn,ikn . The NHICs C˜ωn,ikn are contained
in the set
Vi :=
{
(ϕ, I); If ∈
[
Ifi −
δ
2
, Ifi+1 +
δ
2
]
,
|ϕs − ψs∗(Jf)| ≤ Cρ2r−2mn , |Is − Is∗(Jf)| ≤ Cρ2r−2mn
}
,
(24)
for some constant C > 0 independent of ρ and they contains all the full orbits of
(16) contained in Vi.
Note that in this corollary the slow angle and action localization worsens with
respect to Key Theorem 4. The reason is that we perform the change of coordi-
nates Φn given by Key Theorem 2. Note that nevertheless we still have slow angle
localization since 2r − 2m ≥ 10q (see Apendix E).
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2.4 Analysis of the core of double resonances
2.4.1 Normal forms in the core of double resonances
To study the core of the double resonances we need to proceed as in the single
resonance zone analysis and first perform a normal form. We follow [Bou10] (see
Section 5.3). This Theorem involves the constants θ, m and r whose values can be
found in Appendix E.
Key Theorem 5. Consider the constants θ, m and r as in Key Theorem 2. Let
N ′′ = (Hε +∆Hmol +∆Hsr) ◦ ΦPo¨s
be the Hamiltonian from Key Theorem 3, kn ∈ Fn, ρn defined in Key Theorem 1. Let
(kn, k
′) form a θ-strong double resonance, i.e. |k′| ≤ |k|θ and Corn = Corn(kn, k′)
be the core of the double resonance (13).
Then, there exists constants C,D > 1 independent of ρn, a Cr function ∆Hdr
supported in a ρm neighborhood of Corn satisfying
‖∆Hdr‖Cr(Corn) ≤ Cρn and ‖∆Hdr‖C2(Corn) ≤ Cρ2q(r+1)n
and a symplectic change of coordinates Φn = Φ
kn,k′ satisfying
‖Φn − Id‖C1 ≤ Cρ2r−3m− 23 τ (1+θ),
such that
Hkn,k′(ψ, J, t) = (Hε +∆Hmol +∆Hsr +∆Hdr) ◦ ΦPo¨s ◦ Φn(ψ, J, t)
= Hkn,k′0 (J) + Zkn,k
′
(ψ, J) =: Ndr ◦ Φn(ψ, J, t).
(25)
where Hkn,k′0 and Zkn,k′ satisfy
D−1ρ
2
3 τ
(1+θ)
n Id ≤ ∂2JHkn,k
′
0 ≤ Dρ
− 2
3 τ
(1+θ)
n Id,
∥∥∥Zkn,k′∥∥∥
Cr(Corn)
≤ Cρ2r+
1
3 τ
(r−2)−3m− 2
3 τ
(1+θ)
n
(26)
where the first set of inequalities is in the sense of quadratic forms.
Moreover, (25) satisfies hypotheses [H0]-[H3] and [A1]-[A2], defined in the next
section.
Our choice of parameters (see Appendix E) implies that the whole Hamiltonian
Hkn,k′ is convex with respect to the actions.
Remark 9. The perturbation ∆Hdr is nonzero in the overlapping zone between the
core of the double resonances Corn(kn, k
′) and the single resonance zones Srn(kn, k′, k′′).
Nevertheless, using smallness of the C2 norm, one can see that Key Theorems 2 and
4 remain true.
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The new Hamiltonian (25) is autonomous and, therefore, has two degrees of
freedom. In particular, its energy is conserved. We study dynamics within energy
levels
SE =
{
(ψ, J) : Hkn,k′(ψ, J) = E
}
.
2.4.2 Cylinders in the core of double resonances
Fix D > 1 and a small ρ > 0. Consider the class of Hamiltonians
H(ψ, J) = H0(J) + Z(ψ, J) ψ ∈ T2, J ∈ R2 (27)
satisfying (26). Notice that all these Hamiltonians are Tonelli.
A property of a Tonelli Hamiltonian is Man˜e´’s Cr generic if there is a Cr generic
set of potential U ∈ Cr(T2) such that HU = H + U satisfies this property.
Let αH(0) be the critical energy level defined in Appendix C. Shifting H by a
constant assume αH(0) = 0. As in [KZ12] we study two regimes:
• high energy: E ∈ (E0, E∗) for small E0 > 0 and large E∗,
• low energy: E ∈ (0, 2E0).
Man˜e´’s generic properties of the high energy regime In the high energy
regime we obtain similar results to the ones obtained in [KZ12]. Nevertheless note
that now we do not deal with a mechanical system as in that paper since now the
potential also depends on the actions. The proof in [KZ12] relies on identifying
certain periodic orbits of the Hamiltonian with orbits of the geodesic flow on T2
given by the Mapertuis metric associated to the mechanical system restricted to
a fixed (regular) energy level. This is not possible in the present case. However,
following [CIPP98], one can obtain a Finsler metric δE associated to the Hamiltonian
H in the regular energy levels SE . We call ℓE the length associated to the metric
δE . This metric allows us to obtain similar results to those in [KZ12] (see Appendix
C).
We fix a homology class h ∈ H1(T2,Z) and we look for the shortest geodesics in
this homology class with respect to the length ℓE.
Key Theorem 6. For any Man˜e´’s generic Hamiltonian H of the form (27), satis-
fying (26), we have
[H1] On the critical energy level SαH(0) there is a unique minimal critical point of
saddle type with distinct eigenvalues −λ1 < −λ2 < 0 < λ2 < λ1.
Fix E0 = E
∗
0(λ1, λ2, ‖H‖C2) > 0 small, E∗ > 0 large, and a homology class h ∈
H1(T2,Z). Then, there exist a monotone sequence of energies {Ej}Nj=1 ⊂ (E0, E∗)
such that
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[H2] For each E ∈ ∪Nj=0(Ej, Ej+1)∪(EN , E∗), there exists a unique shortest geodesic
γEh with respect to the length ℓE. Moreover, it is non-degenerate in the sense
of Morse, i. e. the corresponding periodic orbit is hyperbolic.
[H3] For E = Ej, there exists two shortest geodesics γ
E
h and γ
E
h with respect to the
length ℓE. Moreover, they are non-degenerate in the sense of Morse, i. e. the
corresponding periodic orbit is hyperbolic. Moreover they satisfy
d(ℓE(γ
E
h ))
dE
∣∣∣∣
E=Ej
6= d(ℓE(γ
E
h ))
dE
∣∣∣∣
E=Ej
.
In Appendix C, this Theorem is reduced to a similar theorem in [KZ12]. Thanks
to the hyperbolicity of the periodic orbits, γhE has a unique smooth local continuation
to a energy interval [Ej − δ, Ej+1 + δ] for small δ > 0. For the energies outside of
[Ej , Ej+1] the orbit is still hyperbolic but it is not the shortest geodesic anymore.
We consider the union
MEj,Ej+1h =
⋃
E∈[Ej−δ,Ej+1+δ]
γEh , i = 1, . . . , N. (28)
For the boundary intervals we take [E0, E1+ δ] and [EN − δ, E∗]. The hyperbolicity
of γEh implies that MEj,Ej+1h is a NHIC of H.
Man˜e´’s generic properties of the low energy regime Now we deal with the
low energy regime, that is, energy close to critical energy E = 0. Let (ψ∗, J∗) be
the minimal saddle which belongs to S0. Without loss of generality, assume that
(ψ∗, J∗) = (0, 0). The Finsler metric δ0 is singular at ψ = 0. Let γ0h be the shortest
geodesic in the homology h with respect to the Finsler metric induced on T2 from
S0. The result for mechanical systems was proven by Mather in [Mat03].
Lemma 3. The geodesic γ0h satisfies one of the following statements:
• 0 6∈ γ0h and γ0h is not self-intersecting. We call such homology class h simple
non-critical and the corresponding geodesic a simple loop.
• 0 ∈ γ0h and γ0h is self-intersecting. We call such homology class h non-simple
and the corresponding geodesic a non-simple.
• 0 ∈ γ0h and γ0h is a regular geodesic. We call such homology class h simple
critical.
As explained in [KZ12] in the mechanical systems setting, there are at least two
homology classes which are simple non-critical, that is, with associated geodesics
which contain the saddle and are non-intersecting. In the phase space, such geodesics
are homoclinic orbits to the saddle at (0, 0). The next lemma describes what happens
generically in the self-intersecting case. It was proved by Mather in the mechanical
systems setting in [Mat08] (see also Appendix C).
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Lemma 4. Let H satisfy (26) and condition [H0] of Key Theorem 6. Let δ0 be
the Jacobi-Finsler metric on the critical energy level. Consider h ∈ H1(T2,Z) such
that the associated geodesic γ0h, of δ0, is non-simple. Then for a Man˜e´ generic
Hamiltonian H, there exist homology classes h1, h2 ∈ H1(T2,Z), integers n1, n2 with
h = n1h1 + n2h2 such that the associated geodesics γ
0
h1
and γ0h2 are simple critical.
Recall that the condition [H0] is open.
For E > 0, the geodesic has no self-intersections. Therefore, this lemma implies
that there is a unique way of writing γ0h as a concatenation of γ
0
h1
and γ0h2. Denote
n = n1 + n2.
Lemma 5. There exists a sequence σ = (σ1, . . . , σn) ∈ {1, 2}n, unique up to cyclical
permutation, such that
γ0h = γ
0
hσ1
∗ γ0hσ2 . . . ∗ γ
0
hσn
.
These lemmas describe what happens at the critical energy level. From this
information we describe what happens for small energy. Assume the Hamiltonian
(27) satisfies [H0]. In a neighborhood of the minimal saddle (0, 0) there is a local
system of coordinates (s, u) = (s1, s2, u1, u2) such that the ui axes correspond to the
eigendirections of λi and the si axes correspond to the eigendirections of −λi for
i = 1, 2.
Now we need to impose some assumptions on the geodesics γ0h. They are different
depending on the properties stated in Lemma 3 satisfying the geodesic. We denote
by γ+ = γ0h,+ be a homoclinic to (0, 0) of homology h and γ
− = γ0h,− the symmetric
one with respect to the involution I 7→ −I, t 7→ −t. Assume that
[A1 ] The homoclinics γ± are not tangent to the u2 or s2 axis at (0, 0).
Since the eigenvalues are all different, this implies that they are tangent to the u1
and s1 axis. Assume without loss of generality, that γ
+ approaches (0, 0) along
s1 > 0 in forward time and along u1 > 0 in backward time. Using reversibility, γ
−
approaches (0, 0) along s1 < 0 in forward time and along u1 < 0 in backward time.
For the nonsimple case we assume the following. We consider two homoclinics
γ1 and γ2 which are in the same direction instead of being in the opposite direction.
[A1′ ] The homoclinics γ1 and γ2 are not tangent to the s2 and u2 axis at (0, 0). Both
approach (0, 0) along s1 > 0 in forward time and along u1 > 0 in backward
time.
In the case the homology h is simple and 0 6∈ γ0h we assume the following.
[A1′′ ] The closed geodesic γ0h is hyperbolic
Fix any d > 0 and δ ∈ (0, d). Let Bd be the d-neighborhood of (0, 0) and let
Σs± = {s1 = ±δ} ∩Bd, Σu± = {u1 = ±δ} ∩Bd
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be four local sections transversal to the flow of (25). We define the local maps
Φ++loc : U
++ ⊂ Σs+ → Σu+, Φ−+loc : U−+ ⊂ Σs− → Σu+
Φ+−loc : U
+− ⊂ Σs+ → Σu−, Φ−−loc : U−− ⊂ Σs− → Σu−
These maps are defined by the first time the flow of (25) hits the sections Σu±. These
maps are not defined in the whole sets U±±, since some orbits might escape. For
such points we consider that the maps are undefined.
For the simple case, by assumption [A1], we know that for δ small enough, γ+
intersects Σu+ and Σ
s
+ and γ
− intersects Σu− and Σ
s
−. Let p
+ and q+ (respectively
p− and q−) the intersection of γ+ (resp. γ−) with Σu+ and Σ
u
+ (resp. Σ
u
− and Σ
u
−).
Then, for small neighborhoods V ± ∋ q± there are well defined Poincare´ maps
Φ±glob : V
± −→ Σs±.
In the nonsimple case, [A2′] implies that γi, i = 1, 2, intersect Σu+ at qi and Σ
s
+ at
pi. The associated global maps are denoted
Φiglob : V
i −→ Σs+ i = 1, 2.
Analyzing the composition of these maps at energy surfaces of small energy, we
show that there exist periodic orbits shadowing the homoclinics and concatenation
of homoclinics.
We now assume that the global maps are “in general position”. We will only
phrase our assumptions [A3] for the homoclinic γ+ and γ−. The assumptions for
γ1 and γ2 are identical, only requiring different notations and will be called [A3′].
Let W s and W u denote the local stable and unstable manifolds of (0, 0). Note that
W u ∩Σu± is one-dimensional and contains q±. Let T uu(q±) be the tangent direction
to this one dimensional curve at q±. Similarly, we define T ss(p±) to be the tangent
direction to W s ∩ Σs± at p±.
[A3 ] Image of strong stable and unstable directions under DΦ±glob(q
±) is transverse
to strong stable and unstable directions at p± on the energy surface S0 = {H =
0}. For the restriction to S0 we have
DΦ+glob(q
+)|TS0T uu(q+) ⋔ T ss(p+), DΦ−glob(q−)|TS0T uu(q−) ⋔ T ss(p−).
This condition is equivalent to W s(0) ⋔ W u(0).
[A3′ ] Suppose condition [A3] hold for both γ1 and γ2.
In the case that the homology h is simple and 0 /∈ γ0h, we assume
[A3′′ ] The closed geodesic γ0h is hyperbolic.
29
Figure 4: The cylinders by Corollary 3 in the low energy regime in the core of double
resonances. They are foliated by the periodic orbits obtained in Key Theorem 7.
The two cylinders are tangent to the plane span by the weak stable and unstable
directions of the saddle (0, 0). Such cylinders are called kissing cylinders in [KZ12].
Key Theorem 7. Consider a Hamiltonian H of the form (27) satisfying conditions
(26).
1. Fix one homology class h ∈ H1(T2,Z) (resp. two classes h1, h2). Then for
Man˜e´ Cr generically H satisfies [H0] and assumptions [A1-A3].
For Hamiltonians satisfying these assumptions we have:
2. Consider the geodesics γ± associated to the Hamiltonian (27). Then, there
exists e0 > 0 such that
• For each E ∈ (0, e0], there exists a unique periodic orbit γE+ corresponding
to a fixed point of the map Φ+glob ◦ Φ++loc restricted to the energy surface
SE.
• For each E ∈ (0, e0], there exists a unique periodic orbit γE− corresponding
to a fixed point of the map Φ−glob ◦ Φ−−loc restricted to the energy surface
SE.
• For each E ∈ [−e0, 0), there exists a unique periodic orbit γEc correspond-
ing to a fixed point of the map Φ−glob ◦ Φ+−loc ◦ Φ+glob ◦ Φ−+loc restricted to the
energy surface SE.
3. Consider the geodesics γ1 and γ2 associated to the Hamiltonian (27). Then,
there exists e0 > 0 such that for each E ∈ (0, e0], the following hold. For any
σ = (σ1, . . . , σn) ∈ {1, 2}n, there is a unique periodic orbit, denoted by γEσ ,
corresponding to a unique fixed point of the map
Πni=1
(
Φσiglob ◦ Φ++loc
)
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restricted to the energy surface SE. (Product stands for composition of maps.)
The second part of this Theorem is proved in [KZ12], Theorem 6. Namely, if
conditions [A1-A3] holds then conclusions 2 and 3 hold. A proof that condition 1 is
Man˜e´ generic is Theorem 4, [KZ12].
As a corollary of Key Theorem 7, we have NHICs.
Corollary 3. Consider a Hamiltonians H of the form (27) satisfying (26).
1. Fix a simple noncritical homology class h ∈ H1(T2,Z). Consider the homo-
clinic orbits γ± and family of periodic orbits γE+ , γ
E
− , γ
E
c obtained in Key
Theorem 7. Then, the set
Me0h =
⋃
0<E≤e0
γE+ ∪ γ+
⋃
−e0≤E<0
γEc ∪ γ−
⋃
0<E≤e0
γE−
is a C1 normally hyperbolic invariant manifold (NHIM) with boundaries γe0±
and γe0c for the flow of Hamiltonian (26).
2. Fix a nonsimple homology class h ∈ H1(T2,Z). Consider the periodic orbits
γEσ obtained in Key Theorem 7, where σ is the sequence determined by Lemma
4. Then, for any 0 < e < e0, the set
Me,e0h =
⋃
e<E≤e0
γEσ
is a C1 NHIM with boundary for the flow of Hamiltonian (26).
All cylinders associated to simple homology classes are tangent along a two
dimensional plane at the original formed by the weak hyperbolic directions (s1, u1).
For this reason, in [KZ12], the cylinders Me0h are called kissing cylinders.
Taking the constants E0 and e0 introduced in Key Theorems 6 and 7 respectively,
such that E0 < e0 implies that there is overlapping between the low and the high
energy regime. Take a simple non-critical homology class h. Then, ME0,E1h , the
last of the cylinders given in Key Theorem 6 can be continued by Me0h thanks to
Corollary 3 and the uniqueness given by Key Theorem 7. That is,
ME0,E1h ∪Me0h ∪ME0,E1−h is a NHIM.
Once we have defined these cylinders we have to put them into the framework of
this paper. Fix ωn−1 ∈ Dn−1η,τ and a Dirichlet resonant segment Iωnkn ⊂ Vorn−1(ωn−1).
Select a θ-strong double resonance (kn, k
′) in Iωnkn given in action space by a point
I0 ∈ Iωnkn ∩ Iωnk′ . For all k∗ ∈ Z3 such that I0 ∈ Iωnkn ∩ Iωnk∗ we have an associated
homology class hn = hn(k
∗, kn, k′). Then, we can define the sequence of NHICs
Mk∗n,kn =ME0n,E∗nhn ∪Men,e
0
n
hn
. (29)
where the second object can be omitted if hn is simple. All the limit energies depend
on the properties of the averaged system.
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2.5 Localization of the Aubry sets
In this section we localize the Aubry sets of certain cohomologies and show that
they belong to the NHICs obtained in Section 2.2. First in Section 2.5.1 we deal
with the single resonance zones Sr(kn, k
′, k′′) and then, in Section 2.5.2, we deal with
the core of double resonances Cor(kn, k
′) (see (14) and (13) for the definitions).
2.5.1 Aubry sets in the single resonance zones
We need to improve the estimates of [BKZ11] since the hyperbolicity of the NHIC
C˜ωn,ikn given by Corollary 2 is very weak. First we state it for the Hamiltonian obtained
in Key Theorem 2 by a normal form procedure. Then we deduce analogous results
for the Hamiltonian
Ndr :=
(
Hε +∆H
mol +∆Hsr +∆Hdr
) ◦ ΦPo¨s (30)
The Aubry A˜Ndr(c) and the Man˜e´ sets N˜Ndr(c) are defined in Appendix D.
Fix a resonant segment Iωnkn , given as a parametrized curve in (21). Consider the
Hamiltonian H = Hkn obtained in Key Theorem 2 and the cylinders Cωn,ikn obtained
in Key Theorem 4.
Theorem 10. With these notations for each cohomology class c = (cs, cf) = (Js∗(c
f), cf)
with cf ∈ [a˜−, a˜+], the Aubry A˜H(c) and the Man˜e´ N˜H(c) sets satisfy the following.
• There exists a constant C > 0 independent of ρn and c and b > 0 which might
depend on ρ such that
1. If c = (Js∗(c
f ), cf) with cf ∈ [Ji+ b, Ji+1− b], A˜H(c) ⊂ N˜H(c) ⊂ Cωn,ikn and
A˜H(c) ⊂ N˜H(c) ⊂ BCρ 94dr(ψ
s
∗(c
f))× T2 × B
Cρ
2
3 r+m
(c).
2. If c = (Js∗(c
f), cf) with cf ∈ [Ji+1 − b, Ji+1 + b], A˜H(c) ⊂ Cωn,ikn ∩ Cωn,i+1kn
and
A˜H(c) ⊂
(
B
Cρ
9
4 dr
(ψs∗(c
f )) ∪B
Cρ
9
4 dr
(ψ
s
∗(c
f))
)
× T2 × B
Cρ
2
3 r+m
(c).
• Let π(ψf ,t) be the projection onto the fast and time components (ψf , t). Then,
we have that π(ψf ,t)
∣∣
A˜H(c) is one-to-one and the inverse is Lipschitz.
The proof of this Theorem is in Section 8. It follows similar lines as the results
obtained in [BKZ11] but additional estimates are required to deal with very small
hyperbolicity. Note that close to bifurcation we do not have localization of Man˜e´ sets
since it can contain heteroclinic orbits between orbits belonging to both cylinders.
From this Theorem we can deduce an analogous result for the Hamiltonian Ndr
in (30). It is enough to use the following Theorem from [Ber07].
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Theorem 11. Let L : TM −→ R be a Tonelli Lagrangian and G : T ∗M −→ R the
associated Hamiltonian. If Ψ : T ∗M −→ T ∗M is an exact symplectomorphism, then
A˜G◦Ψ(c) = Ψ−1A˜G(c) and N˜H◦Ψ(c) = Ψ−1N˜G(c)
If we apply this Theorem to the results of Theorem 10, we obtain the following
Key Theorem 8. Fix a resonant segment Iωnkn and consider the Hamiltonian N# =
Ndr ◦Lsf, where Ndr has been defined in (30) and Lsf is the linear symplectic change
of coordinates given in (17), (18). Consider also the cylinders C˜ωn,ikn obtained in
Corollary 2. For each cohomology class c = (cs, cf) = (Is∗(c
f), cf) with cf ∈ [a˜−, a˜+],
the Aubry A˜N#(c) and the Man˜e´ set N˜N#(c) satisfy the following.
• There exists a constant C > 0 independent of ρn and c and a constant b which
might depend on ρ such that
1. If c = (Js∗(c
f), cf) with cf ∈ [Ii + b, Ii+1 − b], A˜N#(c) ⊂ N˜N#(c) ⊂ C˜ωn,ikn
and
A˜N#(c) ⊂ N˜H(c) ⊂ BCρ2r−2m(ψs∗(cf))× T2 ×BCρ 23 r+m+Cρ2r−2m(c).
2. If c = (Js∗(c
f ), cf) with cf ∈ [Ii+1 − b, Ii+1 + b], A˜N#(c) ⊂ C˜ωn,ikn ∩ C˜ωn,i+1kn
and
A˜N#(c) ⊂
(
BCρ2r−2m(ψ
s
∗(c
f )) ∪B
Cρr−
5
2m
(ψ
s
∗(c
f )
)
×T2×B
Cρ
2
3 r+m+Cρ2r−2m
(c).
• Let π(ϕf ,t) be the projection onto the fast and time components (ϕf , t). Then,
we have that π(ϕf ,t)
∣∣
A˜
N#
(c)
is one-to-one and the inverse is Lipschitz.
As happened in Corollary 2, the localization worsens with respect to Key Theo-
rem 8 since we perform the change of coordinates Φn given by Key Theorem 2.
Note that the change of coordinates given by Key Theorem 2 is a canonical
transformation which is close to the identity. Thus, the graph property is still true
when we go back to Po¨schel coordinates.
2.5.2 Aubry sets in the core of the double resonances
In the double resonance regime, after a normal form procedure, we deal with the
Hamiltonian
H(ψ, J) = H0(J) + Z(ψ, J), ψ ∈ T2, J ∈ R2,
satisfying (26). In Corollary 3 we have constructed a variety of Normally Hyperbolic
Invariant Manifolds. Now, we need to see that certain Aubry sets belong to those
NHIMs. We proceed as in [KZ12]. Nevertheless, recall that now, at first order, we
do not have a mechanical system.
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The cylinders obtained in Key Theorem 6 and Corollary 3 are related to the
integer homology classes whereas the Aubry sets are related to the cohomology
classes. Therefore, the first step is to relate them. Each minimal geodesic γEh
corresponds to a minimal measure of the system associated to Hamiltonian (25).
Moreover, it has associated a cohomology class. Assume that γEh is parameterized
so that it satisfies the Euler-Lagrange equation and call T = T (γEh ) to its period.
Then, the probability measure supported on γEh is a minimal measure and its rotation
number is T−1. Then, the associated cohomology class is the convex subset
LFβ(h/T (γEh )),
ofH1(T2,R), where LFβ is the Legendre-Fenchel transform of the β-function defined
in Appendix D. Recall that in Key Theorems 6 and 7 we have seen that for E ∈
(0, E0) or E ∈ (Ej, Ej+1) j = 0, . . . , N − 1, there exists a unique minimal geodesic
γEh for energy E. In this case, we define
λEh =
1
T (γEh )
.
For the bifurcation values E = Ej there are two minimal geodesics γ
E
h and γ
E
h .
We write λEh = 1/T (γ
E
h ), where the choice of geodesic is arbitrary. In [KZ12] it is
shown that the set LFβ(λEh h) is independent of the choice of geodesic in the setting
of mechanical systems. This fact is still true for Hamiltonians of the form (27)
satisfying (26). The set LFβ(λEh h) is a well defined set function of E.
We call the union ⋃
E>0
LFβ(λEh h)
the channel associated to the homology h and we choose a curve of cohomologies
along this channel. For cohomologies in such curve, the Aubry sets will belong to
the NHICs obtained in Key Theorem 6 and Corollary 3. Note that if the Hamilto-
nian formulation the reparameterized geodesic γEh becomes a two dimensional torus.
Indeed, since we are in the non-autonomous setting and, therefore, we need to add
the time component. We denote this torus by T2
γEh
⊂ T2 ×R2 ×T. Analogously the
critical point ψ = 0 now becomes a periodic orbit, which we denote by T0.
Key Theorem 9. (see Prop. 4.1 [KZ12]) Consider the Hamiltonian H of the form
(27) satisfying (26). There exists a continuous function ch : [0, E] −→ H1(T2,R)
satisfying ch(E) ∈ LFβ(λEh h) with the following properties
1. For E ∈ (0, E0) or E ∈ (Ej , Ej+1), j = 0, . . . , N − 1, A˜(ch(E)) = T2γEh .
2. For E = Ej, j = 0, . . . , N − 1, A˜(ch(Ej)) = T2γEh ∪ T
2
γEh
.
3. If h is simple critical, then, A˜(ch(0)) = T2γ0h and for λ ∈ [0, 1), A˜(λch(0)) = T0.
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4. If h is simple non-critical, then, A˜(ch(0)) = γ0h ∪ T0 and for λ ∈ [0, 1),
A˜(λch(0)) = T0.
2.6 Diffusion mechanism, shadowing, equivalent forcing classes
We construct diffusing orbits using variational methods. The method is the same
as in [BKZ11] and [KZ12] and inspired by Mather [Mat93, Mat96]. The gen-
eral idea is to shadow a chain of Aubry sets A˜(c)’s parametrized by cohomologies
c ∈ H1(T2,R). In [Ber08] definitions of forcing and c-equivalence of two cohomology
class are proposed. They have the following important property. For two cohomolo-
gies c, c′ ∈ H1(T2,R) if c forces c′ and c′ forces c, denoted c ⊢ c′, and c′ ⊢ c, then c
and c′ are c-equivalent. It turns out that c-equivalence is an equivalence relation (see
Proposition 4 in Appendix D). Moreover, if c ⊣⊢ c′, then there are two heteroclinic
orbits going from A˜(c) to A˜(c′) and from A˜(c′) to A˜(c) (see Proposition 4). Forcing
relation and its dynamical consequences are explained in Appendix D.
For “Diophantine” cohomologies we have the following
Lemma 6. (see e.g. [Sor11]) For the Hamiltonian N in the Po¨schel normal form
(10) for every c such that ∂H ′0(c) = ω ∈ DUη,τ the Aubry set A˜N(c), the Man˜e´ set
N˜N(c), and the KAM torus Tω of the corresponding rotation vector ω coincide.
Consider the tree of Dirichlet resonances S = ∪nSn, defined in (8). Using c-
equivalence it suffices to show that for any h and h′ in S close enough and c ∈ LFN(h)
and c′ ∈ LFN(h′) we have that c and c′ are c-equivalent. We show that for each
h away from θ-strong resonances and c ∈ LF(h) we have that A˜(c) belongs to a
NHIC. It turns out that away from junctions at θ-strong resonances there are two
essentially different cases:
• diffuse along one homology class and
• jump from one homology class to another.
Consider a Hamiltonian Ndr = (Hε+∆H
mol+∆Hsr+∆Hdr)◦ΦPo¨s introduced in
Key Theorem 5. Consider the collection of Dirichlet resonances S and their preimage
in the action space (12)
I = Ω−1(S) ⊂ U.
For each n ∈ N, kn ∈ Fn, let k′ be such that (kn, k′) form a θ-strong resonance, i.e.
|k′| ≤ |kn|θ (see definition 7). Consider the core of this resonance Corn(kn, k′), given
by (13). Denote the projection onto the action space of the Cρmn -neighborhood of
this double resonance by CorIn(kn, k
′).
Define
I∗ = I \ ∪n∈N ∪kn∈Fn ∪k′ CorIn(kn, k′),
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where the last union is taken over k′ such that (kn, k′) form a θ-strong resonance.
Since Ndr satisfies Key Theorem 4, we have the existence of NHICs Cωnkn away
from θ-strong resonances and by Corollary 3 existence of NHI Manifolds Mk′,kn as
those resonances (see also (29)).
Key Theorem 10. With the above notations suppose Ndr satisfies conditions of
Key Theorem 5, then there is a C∞ small perturbation ∆Hshad supported away from
pull backs of all NHICs Cωnkn and of all NHIMs Mk
′,kn, such that for
N∗ = (Hε +∆Hmol +∆Hsr +∆Hdr +∆Hshad) ◦ ΦPo¨s
all cohomology classes c ∈ I∗ are contained in a single forcing class and the closure
LFN∗(DUη,τ ) ⊂ I
∗
.
Moreover, the same conclusion holds for N• which are close to N∗ in Whitney
KAM topology. In particular, for each n ∈ N, in each Dirichlet resonance Iωnkn away
from θ-strong double resonances, the single resonant normal form
Hkn0 (J) + Zkn(ψn, J) +Rkn(ψ, J, t)
from Key Theorem 2, and at each θ-strong double resonance (kn, k
′), the normal
form
Hkn,k′0 (J) + Zkn,k
′
(ψ, J)
from Key Theorem 5 obtained from N• and of N∗ are Cr-close.
This theorem implies that there are orbits which drift along the single resonance
segment and jump from one segment to the other. In Section 2.6 we explain how
to adapt the ideas from [BKZ11, KZ12] to our setting. We need to pay attention to
both single and double resonance regimes. Notice that the set I∗ is not connected:
it only becomes connected if we add the cores of double resonances. The reason is
that the choice of the cohomology path at θ-strong double resonances which belongs
to a single forcing class and connects different single resonant segments is somewhat
involved (see Key Theorem 9). Thus, to simplify the exposition we do not describe
these paths in this theorem and we defer its description to Section 2.6. Thus, even
if Key Theorem 10 may makes an illusion that proving c-equivalence for c close but
on “different” sides of the core of a θ-strong double resonance is straightfoward, it is
certainly not the case: it is fairly involved and occupies chapters 6,11,12 in [KZ12]
(see Section 2.6).
2.6.1 Key Theorem 10 implies Theorem 2
For every c such that ω = ∂H ′0(c) ∈ DUη,τ by Lemma 6 the corresponding Aubry
set A˜N∗(c) coincides with the Man˜e´ N˜N∗(c). Therefore, for any neighborhood of V
of A˜N∗(c) in the phase space and any cn → c we have that A˜N∗(cn) belongs to a
36
neighborhood V for n sufficiently large (see e.g. Thm 1, [Ber10b]). Since dynamics
on N˜N∗(c) = Tω is minimal, the limit limcn→c A˜N∗(cn) = A˜N∗(c). Therefore, finding
orbits shadowing invariant sets A˜N∗(cn) for any sequence cn → c implies that such
orbits accumulate to the KAM torus Tω and contain it in its closure.
By Key Theorem 10 we know that all c from the pullbacks I∗ of the Dirichlet
resonant segments S without the cores of the θ-strong double resonances are c-
equivalent. In particular, for any Diophantine ω ∈ DUη,τ we have a “zigzag” Sωkn, n ∈
N accumulating to ω. Pull backs Iωkn , n ∈ N contain c’s which accumulate to
c = Ω−1(ω).
Now it suffices to prove c-equivalence for all c’s in I∗, which by Proposition 5.1
implies existence of shawoding orbits. It turns out that the proof of the property
of c-equivalence depends on local properties of the underlying Hamiltonian and is
robust with respect to C2-small perturbations. Therefore, the “moreover” part holds.
Now we start the detailed description of the proof and, in particular, prove all
Key Theorems. Recall that Key Theorems 6, 7, and 9 are proven in [KZ12].
Therefore, we need to prove only seven Key Theorems.
3 First step of the proof: Selection of resonances
In this section we prove Key Theorem 1. That is, we construct a net of resonances
{Sn}n∈Z in the frequency spaces U ′η such that the following properties hold
• each segment Sn belongs to a resonant segment
Sn ⊂ Γkn = {ω ∈ U ′η : kn · (ω, 1) = 0}
for some kn ∈ (Z2 \ 0)× Z.
• The union ∪nSn is connected
• The closure ∪nSn contains all Diophantine frequencies in DUη,τ (see (4)).
Moreover, we need these resonances satisfy quantitative estimates on speed of ap-
proximation. We choose our segments so that
• for each Sn ⊂ Γkn there is a Diophantine number ω ∈ Dη,τ such that
|kn · (ω, 1)| ≤ |kn|−2+3τ .
• if Sn ∩ Sn′ 6= ∅, then we have a bound on ration |kn|/|kn′| as well as angle of
intersection.
37
3.1 Approximation of Diophantine vectors
In this section we explain how to construct a sequence of resonant segments ap-
proaching one single Diophantine frequency. Later, in Section 3.3 we explain how
to deal with all (η, τ)-Diophantine frequencies at the same time and we prove Key
Theorem 1.
Take ω = (ω1, ω2) ∈ Dη,τ ⊂ R2. For each k ∈ (Z2 × 0) × Z denote Γk =
{ω : (ω, 1) · k = 0} the resonant line. We state the results in the frequency space.
Therefore all results are indepenent of the Hamiltonian.
Fix a (η, τ)-Diophantine frequency ω ∈ Dη,τ . We construct a zigzag of curves
{Γωn}n≥1 approximating ω and satisfying certain quantitative estimates.
Theorem 12. Fix ω∗ ∈ Dη,τ and a sequence of radii {Rn}n∈Z defined as
Rn+1 = R
1+2τ
n , R0 ≫ 1, κ ≥ 1.
Then, there exist ξ > 0 and c > 0 and a sequence of (Z2 \ 0)× Z-vectors {kn}n∈N,
such that for each positive integer n we have
1. The n-th vector kn belong to the following annulus
Rn
4
≤ |kn| ≤ Rn.
2. The vectors satisfy
ηR−(2+τ)n ≤ |kn · ω| ≤ 16η−2R−(2−2τ)n .
3. Consecutive vectors satisfy kn 6‖ kn+1 and the angles between them satisfy
∡(kn, kn+1) ≥ π
6
.
4. Let
Dn(ω
∗) =
{|ω∗ − ω| ≤ ξη−7/2R−(3−4τ)n } . (31)
Then ωn+1 := Γkn ∩ Γkn+1 ⊂ Dn(ω∗). Denote Γω∗n ⊂ Γkn the segment between
ωn and ωn+1. Then Γ
ω∗(ωn, ωn+1) ⊂ Dn(ω∗).
5. Any other resonance Γk intersecting Dn(ω
∗), satisfies
|kn|
|k| ≤ c2η
−2R2τn .
This Theorem is proved in Section 3.2. From item 2 there, we obtain upper and
lower bounds for the distance between ω∗ and any point in Γω
∗
n .
Corollary 4. For any point ω ∈ Γω∗n we have
ηR−3−τn ≤ |ω − ω∗| ≤ ξη−7/2R−(3−4τ)n
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Proof. The second estimate is given in the Theorem. For the first one, it is enough
to use the Diophantine property 4 to obtain
|ω − ω∗| ≥ |kn · ω
∗|
|kn| ≥
η
|kn|3+τ ≥ ηR
−3−τ
n .
3.2 Proof of Theorem 12: approaching one Diophantine fre-
quency
The key point of the proof of Theorem 12 is a non-homogeneous Dirichlet Theorem,
which can be found in [Cas57, Chapter 5, Theorem VI]. We state a simplified ver-
sion, which is sufficient for our purposes. In this section, the norm ‖ · ‖ measures
the maximal distance to the integers, where the maximum is also taken over each
component, i.e. for v = (v1, . . . , vn) ∈ Rn we denote
‖v‖ := min
(m1,...,mn)∈Zn
max
1≤j≤n
|vj −mj |.
Theorem 13. Let L(x), x = (x1, . . . , xn) be a linear form and fix C,X > 0. Suppose
that there does not exist any x ∈ Zn \ 0 such that
‖L(x)‖ ≤ A and |xi| ≤ X.
Then, for any α ∈ R, the equations
‖L(x)− α‖ ≤ A1 and |xi| ≤ X1.
have an integer solution, where
A1 =
1
2
(h+ 1)A, X1 =
1
2
(h+ 1)X and h = X−nA−1.
This Theorem allows us to prove Theorem 12
Proof of Theorem 12. Let ω∗ ∈ DUη,τ , i.e. |(ω∗, 1) · k| ≥ η|k|−2−τ for each k ∈
Z2×(Z\0). Consider the sequence of {Rn}n∈N. We prove Theorem 12 by induction.
Assume that we have kn and we need to obtain kn+1 satisfying items 1–5.
Consider a point k˜ at distance Rn+1/2 in the direction perpendicular to kn along
the plane Tω∗ = {x : x · ω∗ = 0}. Take a ball of radius Rn+1/4 around it. We want
to find a good approximating vector in this ball. This vector must be of the form
kn+1 = k˜ + x with |x| ≤ Rn+1/4. This implies that for any kn+1 from this ball kn
and kn+1 make an angle at least π/6 and item 3 holds.
Define the linear form L(x) = ω∗ · x and α = ω∗ · k˜. Then,
ω∗ · kn+1 = L(x) + α.
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Now we apply Theorem 13 taking
X =
(
ηRn+1
4
)1/(1+τ)
.
Then, using the Diophantine condition we know that taking
A =
η
X2+τ
,
the equation ‖L(x)‖ ≤ A has no solution for |x| ≤ X . Thus, we get,
h = η−1Xτ .
Then, using the formula for X , we get a vector x satisfying |x| ≤ X1 with
X1 =
1
2
(h+ 1)X ≤ η−1X1+τ = Rn+1
4
which is solution of
|kn+1 · ω∗| = ‖L(x)− α‖ ≤ hA ≤ 1
X2
≤ 16
η2R2−2τn+1
.
Moreover, |kn+1| = |k˜ + x| ≥ Rn+1/4. Thus, kn+1 satisfies items 1 and 2.
In order to obtain the first k1, it is enough to apply the classical Dirichlet The-
orem. This k1 satisfies better estimates.
Now, to prove that the resonant segment Γω
∗
kn+1
intersects Γω
∗
kn
. We start by
pointing out that, using the already obtained estimates from item 4
dist
(
Γω
∗
kn , ω
)
=
|k · ω∗|
|k| ≤ η
−7/2R−(3−4τ)n+1 .
Then, taking into account that we have a uniform bound of the angle between kn
and kn+1, one can take ξ large enough independent of Rn+1 so that the two resonant
segments intersect.
It only remains to see that any other resonance crossing Γω
∗
kn
is of almost the
same order. Assume that there is a resonance Γk intersects the disk
D (ω∗) =
{
|ω − ω∗| ≤ ξη−7/2R−(3−4τ)n+1
}
,
This implies that the distance to ω∗ has to satisfy
dist(Γk, ω
∗) =
|k · ω∗|
|k| ≤ ξη
−7/2R−(3−4τ)n+1 .
which, using the Diophantine condition (4) implies
|k| ≥ ξ−1η7/2R3−4τn+1 |k · ω∗| ≥ ξ−1η9/2R3−4τn+1 |k|−(2+τ)
and then
|k|3+τ ≥ ξ−1η9/2R3−4τn+1 .
Then, taking τ small enough, one can get the last estimate of Theorem 12.
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3.3 Net of resonances: proof of Key Theorem 1
In Section 3.1 we have obtained a sequence of Dirichlet resonances approaching a
single Diophantine frequency ω∗ ∈ DUη,τ . Now we generalize this result to obtain
sequences of resonances approaching all frequencies in DUη,τ and we prove Theorem
1. Since the number of Dirichlet resonant segments grows we need to control the
complexity of possible intersections. We modify the strategy of the proof of Theorem
12.
In Section 2.1, we have defined the sequence of sets of Diophantines frequencies
Dnη,τ , which are 3ρn-dense subsets of DUη,τ , such that no two points in Dnη,τ are closer
than ρn. In Lemma 1 we have given some properties of these sets. Consider ωn ∈ Dnη,τ
and its Voronoi cell Vorn(ωn) (see Section 2.1). Assume that at the stage n we have
obtained a resonance Γkn which intersects Bρn(ωn) ⊂ Vorn(ωn) and we call S(Γωnkn ) a
segment of it. Now, at the following step, we consider the frequencies of Dn+1η,τ which
are contained in Vorn(ωn),
{ωjn+1}j∈F∗ = Dn+1η,τ ∩Vorn(ωn),
which have associated Voronoi cells Vorn(ω
j
n+1). From Lemma 1 and using the
definition of the sequence {ρn}n∈N one can easily deduce the following lemma.
Lemma 7. Take ρ0 > 0 small enough. Then, for all n ∈ N and any ωn ∈ Dnη,τ . The
set of points in ω∗ ∈ Dn+1η,τ such that B3ρn+1(ω∗) ∩ Vorn(ωn) 6= ∅ contains at most
Kρ−4τn points, for some constant K > 0 independent of ρn.
Now at each step n we need to place resonant segments that intersect the cor-
responding Voronoi cells. We place them using the results in Section 3.1 in such a
way that the placed resonant segments do not intersect resonant segments which do
not belong to the neighboring generations. This, jointly with Lemma 7, will give a
good bound of the possible multiple intersections of Dirichlet resonant lines.
Now we are ready to prove Key Theorem 1. Recall that we are looking for
Dirichlet resonant lines Γk∗,jn+1
such that
• Γk∗,jn+1 intersects Bρn+1(ω
∗,j
n ) ⊂ Vorn(ω∗,jn+1).
• Γk∗,jn+1 intersects the previous resonant segment Γk∗n inside B3ρn(ω
∗
n).
• Does not intersect resonant segments which do not belong to the neighboring
generations.
Proof of Key Theorem 1. As in the proof of Theorem 12, the norm ‖ · ‖ measures
the distance to the integers. We prove this Theorem inductively. Assume that
we have placed the Dirichlet resonant segments for the frequencies of the first n
generations and fix a frequency ωn ∈ Dnη,τ . Now we place the Dirichlet resonant
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segments associated with the frequencies Dn+1η,τ ∩ Vorn(ωn). Assume, by inductive
hypothesis, that all the already placed Dirichlet resonant lines satisfy the properties
stated in Theorem 1.
Now, proceeding as in the proof of Theorem 12, for each ω∗,jn+1 ∈ Dn+1η,τ ∩Vorn(ωn)
we can obtain a Dirchlet resonant integer satisfying
Rn+1
4
≤ |k∗,jn+1| ≤ Rn+1
and
ηR−(2+τ)n ≤ |k∗,jn+1 · ω∗,jn+1| ≤ 16η−2R−(2−2τ)n .
Thus, taking R0 large enough (independently of n), we obtain the first two properties
of the vectors k∗,jn+1. Statements 4 and 5, 6 and 7 are also proved as in Theorem 12.
Now we prove the last statement. We prove that that the resonant line Γkn
can only intersect segments which belong to the previous, next to previous and
future generations. We first show that Γkn cannot intersect any ρm ball around any
frequency of Dmη,τ with m ≥ n+ 2. Take ω∗m ∈ Dmη,τ . Then, the distance
dist(Γkn, ω
∗
m) =
|kn · ω∗m|
|kn| ≥
η
|kn|3+τ
≥ 1
R3+τn
≥ ρ1+3τn > ρn+2
Therefore dist(Γkn, ω
∗
m) > ρm for any m ≥ n+2. Since a Dirichlet resonant segment
Sωmkm associated to a frequency ωm of the generation m ≥ n + 2 satisfies Sωmkm ⊂
Bρm(ωm−1), where ωm−1 is such that ωm ∈ Vorm−1(ωm−1), it cannot intersect Sωnkn .
Recall that, by statement 6, we know that Sωnkn ⊂ Bρn(ω∗n−1). Reasoning analo-
gously, the resonant lines associated to frequencies in Dmη,τ with m ≤ n − 3 cannot
intersect Bρn(ω
∗
n−1) and therefore, they cannot intersect Sωnkn either. This completes
the proof of Theorem 1.
Analyzing the resonances belong to a generation n ≥ 1, we can see that in
suitable neighborhoods of the intersections of resonances, there cannot exist other
intersections. This fact will be crucial then, in the analysis of the resonances. It is
stated in the next two lemmas.
Lemma 8. Consider Sk′ and Sk′′, two of the resonant segments obtained in Theorem
1 which intersect at a point ω′ = Sk′ ∩Sk′′. Assume k belongs to the n-th generation
and k′ belongs to the n + 1 generation. Then, any other resonant segment Sk of
those obtained in Theorem 1 intersecting the ball Bρ2n(ω
′) must also contain ω′.
Lemma 9. Fix θ > 1, n ∈ N and consider Sk′ one of the resonant segments of the
n generation obtained in Theorem 1. Assume that a resonant line Γ′′k with |k′′| ≤ Rθn
intersects Sk′ and call ω′ to the intersection point. Then,
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• Any other resonant line Γk with |k| ≤ Rθn intersecting the ball Bρ(1+2θ)/(3−5τ)n (ω′)
must also contain ω′.
• Any other resonant segment Sk of those obtained in Theorem 1 intersecting
the ball B
ρ
(1+2θ)/(3−5τ)
n
(ω′) must also contain ω′.
We devote the rest of the sections to prove Lemmas 8 and 9.
Proof of Lemma 8. Let ω′ ∈ Sk′ ∩Sk′′ be a θ-strong double resonance. Let |ω′| ≥ ν.
By definition ω′ · k′ = ω′ · k′′ = 0. Therefore, ω ‖ k′ × k′′, where × is the wedge
product. Let k∗ be a resonance such that Γk∗ passes through the ρ2n-neighborhood
of ω′ but does not contain ω′. Then, k∗ satisfies |ω · k∗| ≤ ρ2n|k∗|. On the other
hand, since k∗ is not a linear combination of k′ and k′′ (otherwise Γk∗ would contain
ω′, we have that (k′ × k′′) · k∗ 6= 0. Since they are integer vectors, this implies that
|(k′ × k′′) · k∗| ≥ 1. Then,
|ω′ · k∗| ≥ ν|(k
′ × k′′) · k∗|
|k′ × k′′| ≥
ν
|k′ × k′′| ≥ νR
−(2+2τ)
n .
Thus, recalling that |ω · k∗| ≤ ρ2n|k∗| and the definition of ρn, we obtain
νR−(2+2τ)n ≤ ρ2n|k∗| ≤ R−(6−10τ)n |k∗|,
which implies that |k∗| ≥ νR4−12τn and therefore, it cannot belong to the generations
n or n + 1. Assume that it belongs to a generation m ≥ n + 2 and we reach a
contradiction.
If k∗ belongs to the m generation, we have that Rm ≥ νR4−12τn . Then, using
the relation between Rm and ρm, we can ensure that there is ωm ∈ Dmη,τ which
satisfies dist(Γk∗ , ωm) ≤ ρm ≤ ρ4−13τn . This implies that ω′ ∈ Sk′ ∩ Sk′′ satisfies
dist(ω′, ωm) ≤ 2ρ2n. Therefore, dist(Sk′, ω) ≤ 2ρ2n and dist(Sk′′, ω) ≤ 2ρ2n. Neverthe-
less, this violates the Diophantine condition satisfied by ωm and therefore we have
reached a contradiction.
Proof of Lemma 9. It follows the same lines as the proof of Lemma 8. We take ν
such that |ω′| ≥ ν and Γk∗ which passes through the ρ1+θn -neighborhood of ω′ but
does not contain ω′. Then, proceeding as in the proof of Lemma 8, one can see that
k∗ must satisfy
dist(ω′,Γk∗) ≥ ν
R1+θn |k∗|
≥ ν
R1+2θn
≥ νρ(1+2θ)/(3−5τ)n ,
This proves the first statement of the lemma. The second one can be proved as in
Lemma 8.
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4 The deformation procedure
We devote this section to explain the different deformations that we need to perform
to the Hamiltonian H1 in (2). These deformations have been explained in Section
2.
The first deformation is to mollify H1, as stated in Lemma 2.
We devote the rest of this section to explain the other deformations.
4.1 Perturbation along resonant segments
As explained in Section 2, the perturbation along resonances has two different terms.
One supported in the neighborhoods of single resonances and the other one sup-
ported in the neighborhood of double resonances. In fact, this perturbation is con-
structed as two infinite sums
∆Hsr +∆Hdr =
∞∑
n=0
∆Hsrn +∆H
dr
n . (32)
The support of ∆Hsr0 is localized along the single resonances in Ik, k ∈ F0 (see
Definition 4). The support of ∆Hdr0 is localized in the neighborhoods of the double
resonances which appear along the resonances in I0. The supports of ∆H
sr
n , n ≥ 1
are localized in action space in a neighborhood of the Dirichlet resonances Iωnkn of the
n-th generation selected in Key Theorem 1. The supports of ∆Hdrn are localized in
action space in the neighborhoods of θ-strong double resonances. By construction
supports of ∆Hsrn (resp. ∆H
dr
n ) and ∆H
sr
m (resp. ∆H
dr
m ) are disjoint if |n−m| > 1.
Recall that we are dealing with the C∞ Hamiltonian
H ′ε = H0 + εH1 + ε∆H
mol,
given by Lemma 2.
4.1.1 The perturbation along the resonance of I0
The analysis of the step 0 resonances is done in [BKZ11] and [KZ12]. The step 0
perturbation ∆H(0) = ∆Hsr0 +∆H
dr
0 is designed to construct diffusion along the zero
generation of resonant segments {Ik}k∈F0 . Let I0 = {Ik}k∈F0 be all single resonant
segments of the zero generation. Then
∆Hsr0 =
∑
k∈F0
∆Hk0 ◦ Φ−1k , (33)
where Φk is a canonical change of variables which is obtained in [BKZ11] and is
defined in T2 × Bε1/4(I0)× T. As explained in [BKZ11], this change is chosen such
that
H ′ε ◦ Φk = H0 + εZk + δεRk
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for some small δ > 0 and ‖Zk‖C2 ≤ C, ‖Rk‖C2 ≤ C, for some C independent of ρ
and ε.
Let I ij = Ikj ∩ Iki, ki, kj ∈ F0 be all double resonances given by non-empty
intersections of resonant segments of the first generation with other first generation
resonant segments, or other resonant segments creating double strong resonances,
as defined in [BKZ11, KZ12]. Let E = E(H0, H1) be a large number. Then
∆Hdr0 =
∑
ki,kj∈F0
∆H ij0 ◦ Φ−1ij , (34)
where Φij is obtained in [KZ12]. It is the composition of a canonical change of
variables and a rescaling and is defined in T2 × BE√ε(ωij) × T. As explained in
[KZ12], is constructed so that
H ′ε ◦ Φij = Kij + εZij + ε3/2Rij ,
where Kij is a positive definite quadratic form, Zij is a potential depending on a
2-dimensional slow angle ϕsij, and ‖Rij‖C2 ≤ C.
After this step 0 deformation, we have the Hamiltonian
H(0)ε := H
′
ε +∆H
dr
0 +∆H
sr
0 . (35)
4.1.2 The perturbation along resonances of In for n ≥ 1
The rest of the perturbations
∆H(n) = ∆Hsrn +∆H
dr
n (36)
are designed to construct diffusion along the generations of resonant segments {Iωnkn }kn∈Fn ,
n ≥ 1. Each such segment is a Dirichlet resonance of the n generation. We con-
struct these deformations inductively. Assume that one has already modified the
Hamiltonian along the Dirichlet resonant segments belonging to the generations
1, 2, . . . , n − 1. We denote by H(n−1)ε the Hamiltonian after adding the generation
1, 2, . . . , n− 1 deformations. Now we show how to construct the generation n defor-
mation.
Since the Voronoi cells constructed in Lemma 1 are pairwise disjoint, we restrict
our discussion to one Voronoi cell Vorn(ω
∗
n) with ω
∗
n ∈ Dnη,τ . Denote by Fn(ω∗n)
the set of resonant vectors of the n generation such that the associated resonant
segments intersect the Voronoi cell Vorn(ω
∗
n). That is,
Fn(ω∗n) =
{
kn ∈ Fn : Iωnkn ∩Vorn(ω∗n) 6= ∅
}
.
Let θ > 1 be specified later. Then we define
∆Hsr,ω
∗
n =
∑
kn∈Fn(ω∗)
∆Hknn ◦ Φ−1kn , (37)
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where Φkn is a change of variables defined for the single resonance zone Srn(kn, k
′, k′′).
The functions ∆Hknn are obtained in Section 6 and the change Φkn is obtained
through a normal form procedure in Section 5.2. Now we define
H
(n)
ε := H
(n−1)
ε +
∑
ω∗∈Dnη,τ
∆Hsr,ω
∗
n .
Let W ω
∗
n = {ωj}j∈Jn be the set of all θ-strong double resonances inside the Voronoi
cell Vorn(ω
∗) except the ones involving Dirichlet resonant segments belonging to the
previous generations. Define
∆Hdr,ω
∗
n =
∑
j∈Jn
∆Hjn ◦ Φ−1j (38)
where the function ∆Hjn is obtained in Appendix C. The change of variables Φj is
defined for (ϕ, I, t) ∈ T2×BCρmn (ωj)×T) for some C ≥ 0 independent of ρn. Recall
that m = θ + 1 (see (13) and Appendix E for the value of the constants θ and m).
The change of coordinates Φj is given by Bounemoura Normal Form and is obtained
in Section 5.3 (see Theorem 15, which is based on [Bou10]). As explained in that
section, the change Φj is constructed such that
H¯(n) ◦ Φj = Kj + Zj +Rj .
where Kj is Hamiltonian which only depends on the actions, Zj is function which
only depends on the actions and the 2-dimensional slow angle ϕsj, and ‖Rj‖C2 ≤
Cρ
q(r+1)
n (see Section 5.3). The deformation is constructed so that Rj is eliminated.
Lemma 9 implies that the sets T2×BCρmn (ωj)×T are disjoint and thus we can deform
the core of all the double resonances without overlapping the deformations (the
deformations along single resonances and in double resonances certainly overlap).
Thus, now we consider the Hamiltonian
H(n)ε := H¯
(n)
ε +
∑
ω∗∈Dnη,τ
∆Hsr,ω
∗
n +
∑
ω∗∈Dnη,τ
∆Hdr,ω
∗
n . (39)
which is the Hamiltonian after the generation n deformation.
5 Different regimes & normal forms approaching
Diophantine ω’s
In this section we want to analyze the Hamiltonian (10) when we approach the
Diophantine frequencies through the resonant segments obtained in Theorem 1. To
this end, we fix some ω∗ ∈ Dnη,τ for some n ≥ 1 and we analyze a small neighborhood
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of it. Recall that the analysis of the generation 0 resonances is done in [BKZ11] and
[KZ12].
As we have explained in Section 2 (see also Section 3), we approach the Dio-
phantine frequencies through Dirichlet resonant segments, which intersect at double
resonances. To analyze them, we cover the resonant segments with balls centered at
θ-strong double resonances (see Definition 7). Then, in each of these balls we will
perform certain normal forms.
First in Section 5.1, we consider one of the resonant vectors kn obtained in
Theorem 1. Then, we show that the associated resonant segment Iωnkn in action space
can be covered by neighborhoods of double resonances of sufficiently low order. We
divide these neighborhoods into two parts where we perform different normal forms.
In Section 5.2 we analyze the so-called single resonance zones (14). We proceed
analogously as the single resonance zones in [BKZ11, KZ12]. Nevertheless, here we
need more accurate normal forms. In Section 5.3 we analyze what we call the core of
the double resonances (13), which are small balls around θ-strong double resonances.
Thanks to these normal form procedure, we obtain good first orders of the Hamil-
tonian system in the neighborhoods of those double resonances. Later, in Section
7, we use these normal forms and new first orders to prove the existence of NHICs
along the resonances in the different regimes.
5.1 Covering the Dirichlet segments by strong double reso-
nances
We need to analyze the Hamiltonian (10) in a neighborhood of the Dirichlet resonant
segments Iωnkn obtained in Theorem 1 (recall that Iωnkn is a resonant segment in action
space and Sωnkn is the same resonant segment in frequency space). To analyze this
segment we follow the approach in [KZ12].
In this section, we fix k = kn and consider the associated resonant segment
Ik = Iωnkn . Recall Ik belongs to the ball B3ρn−1(ω∗n1) centered at a frequency of the
previous generation Dn−1η,τ . To simplify notation, we define ρ = ρn−1.
First we analyze the density of θ-strong double resonances in Ik. The measure
of how separated they are has been given in Lemma 9.
Lemma 10. Consider the resonant segment Ik and consider the double resonant
points
Pk′ = Ik ∩ {k′ · ω = 0}
for |k′| ≤ K. Then, for each such point Pk′ there exists another point Pk′′ such that
|Pk′ − Pk′′ | ≤ CK−2|k|
for some constant C independent of k and K.
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Proof. To prove this lemma we make first a change of variables in the frequency
space to put Γk as a horizontal line. We define the new frequencies v1 = k · ω,
v2 = ω2 and v3 = ω3 = 1. Now, the new frequency v = (v1, v2, 1) ∈ Γk if v1 = 0. A
double resonance corresponds to v2 ∈ Q. Now we can apply Dirichlet Theorem to
ensure that for any v2 ∈ Γk there exist integers q and p with |q| ≤ K such that∣∣∣∣v2 − pq
∣∣∣∣ ≤ 1K2 .
Thus, in the v coordinates, we obtain that the double resonances are at a distance at
most 2K−2. Undoing the change of coordinates and measuring the distance of the
double resonances in the original frequency space we obtain the wanted estimates.
Recall that the frequency map Ω has estimates indepedent of ε and ρ and therefore,
the estimates in frequency and action space are equivalent.
Denote a ball centered at a θ-strong double resonance point Pk′ of radius µn as
Bµn(Pk′) = {|I − Pk′| ≤ µ} .
Recall the Definition 7 of θ-strong double resonance. Then, taking K = Rθn =
R
θ(1+2τ)
n−1 = ρ
−θ 1+2τ
3−5τ , Lemma 10 ensures that, for some constant C3 > 0, the curve Ik
satisfies
Ik ⊂
⋃
|k′|≤Rθn
Bµn(Pk′)
with
µn = C3ρ
(2θ−1) 1+2τ
3−5τ . (40)
As explained in Section 2, we divide these balls into two different parts: the single
resonance zones and the core of the double resonance. The single resonance zone is
defined in (14) and it is analyzed in Section 5.2. The core of double resonances is
defined in (13) and is studied in Section 5.3.
5.2 Normal form along single resonance: proof of Key The-
orem 2
Following [BKZ11, KZ12], we study the Hamiltonian (10) in the single resonance
zones Srn(kn, k
′, k′′) defined in (14). We perform several steps of normal form instead
of just one, since we need the remainder to be smaller than in those papers.
First we add a variable E conjugate to time to Hamiltonian (10) to have an
autonomous Hamiltonian system, as done in [BKZ11]. We define the Hamiltonian
H(ϕ, I, t, E) = N ′(ϕ, I, t) + E.
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We abuse notation and take I = (I1, I2, E) and ϕ = (ϕ1, ϕ2, t). By Theorem 5, this
Hamiltonian can be split as H = H0 +H1 where
H0(I) = H ′0(I1, I2) + E , H1(ϕ, I) = R(ϕ1, ϕ2, I1, I2, t).
We perform a translation to assume that the double resonance is located at I = 0
and we perform the following rescaling to the action variables
Φsc : J −→ I = ρmJ (41)
where m has been introduced in (13). After a time rescaling, the system associated
to the Hamiltonian (10) becomes Hamiltonian with respect to
H(J, ϕ) = H0(ρmJ) +H1(ϕ, ρmJ). (42)
Denote by S˜rn(kn, k
′, k′′) the rescaled single resonance zone. We perform several
steps of normal form to this Hamiltonian as in [KZ12]. In S˜rn(kn, k
′, k′′), the Hamil-
tonian (42) satisfies
‖H0‖C3r−2τ ≤ C , ‖H1‖C2r−2τ−m/2 ≤ Cρr+m/2.
Theorem 14. Consider the Hamiltonian (42). There exists a change of coordinates
Φ : S˜rn(kn, k
′, k′′) −→ R2 × T3 such that H ◦ Φ is of the form
H ◦ Φ(ϕ, J) = H˜0(J) + Z(kn · ϕ, J) +R(ϕ, J) (43)
where H˜0(J) = H0(ρmJ) and the other terms satisfy
‖Z‖C2 ≤ Cρ 43 r , ‖R‖C2 ≤ Cρq(r+1),
for some constant C independent of ρ.
Moreover,
‖Φ− Id‖C1 ≤ Cρr−m/2.
As explained in [BKZ11], the normal form procedure done in Theorem 14 always
keeps the form H(ϕ, J, t) + E. Thus, the obtained Hamiltonian H ◦ Φ(ϕ, J) can be
written as a non-autonomous Hamiltonian.
To obtain the normal form in Key Theorem 2 it suffices to undo the rescaling
(41). Note that the inverse change has Cj norm of size ρ−jm. Then, one recovers the
estimates in Key Theorem 2.
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5.2.1 Proof of Theorem 14: Normal form in the single resonance zones
The proof of this Theorem follows [BKZ11, KZ12]. Nevertheless we perform several
steps of normal form instead of just one.
We define the projections associated to low, high and resonant harmonics har-
monics
(π<f)(J, ϕ) =
∑
k∈Z3, |k|≤Rθn, k 6∈〈kn〉
f [k](J)e2πik·ϕ
(π≥f)(J, ϕ) =
∑
k∈Z3, |k|≥Rθn
f [k](J)e2πik·ϕ
(πknf)(J, ϕ) =
∑
ℓ∈Z, |ℓ|≤Rθn/|kn|
f [ℓkn](J)e2πiℓkn·ϕ
(see the definition of θ in Appendix E). These projections satisfy that f = π<f +
π≥f + πknf . To obtain estimates for these projections we use this lemma, proved in
[BKZ11]. To state it, we define [k] = max{|ki|} for k ∈ Zm\{0} and [(0, . . . , 0)] = 1.
Lemma 11. [BKZ11] For g(ϕ, I) ∈ Cr(Tm ×B), we have
• If ℓ < r, ‖gk(I)e2πik·ϕ‖Cℓ ≤ [k]ℓ−r‖g‖Cr,
• Let gk(I) be a series of functions such that the inequality ‖∂αI gk‖C0 ≤M [k]−|α|−m−1
holds for each multi-index α with |α| ≤ ℓ, for some M . Then, we have
‖∑k∈Zm gk(I)e2πik·ϕ‖Cℓ ≤ κM ,
• Let (Π+Kg)(ϕ, I) =
∑
|k|>K gk(I)e
2πik·ϕ. Then, for ℓ ≤ r −m − 1, ‖Π+Kg‖Cℓ ≤
κKm−r+ℓ+1‖g‖Cr ,
where κ is a constant which only depends on m.
Now we perform the normal form to reduce the size of the non-resonant harmon-
ics. We see that at step j we have a Hamiltonian Hj of the form
Hj(ϕ, J) = H˜0(J) + Zj(ϕ, J) +Rj(ϕ, J) +Rj≥(ϕ, J)
where H˜0(J) = H0(ρmJ), Zj only contains resonant harmonics, Rj≥ only contains
high harmonics and Rj may contain all harmonics but will be increasingly small.
The normal form removes the low harmonics of Rj . A posteriori we will show that
the high harmonics are small due to the high regularity. In the first step, we take
Z0 = 0, R0 = H1, R0≥ = 0.
We prove inductively that at the j step, the terms in the Hamiltonian satisfy
‖Zj‖C2r−m/2−2τ−5j ≤ Cρr+m/2
‖Rj<‖C2r−m/2−2τ−5j ≤ Cρr+m/2+j(r−m/2) , ‖Rj≥‖C2r−m/2−2τ−5j ≤ Cρr+m/2.
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In the step 0, these estimates are trivially satisfied.
To reduce the size of Rj, we perform a change of coordinates defined by the time
one map of the flow associated to the Hamiltonian
Γj(J, ϕ) =
∑
k∈Z3,
0<|k|≤Rθn,k /∈〈k〉
Rj,k(J)
∂JH˜0(J) · k
e2πik·ϕ.
To bound this Hamiltonian we first bound the small divisors (∂JH˜0(J) · k)−1. We
only need to bound the small divisors for k 6∈ 〈kn〉 and |k| ≤ Rθn. We write k as
k = (k˜, k′) where k˜ ∈ R2 and analogusly kn = (k˜n, k′n). Then, we can decompose k˜
as an orthogonal decomposition k˜ = αkn + k
⊥
n , where α ∈ Z and k⊥n is orthogonal
to kn. We know that
α =
|k˜|
|kn| ≤
2Rθn
Rn/4
≤ 8Rθ−1n ≤ 8ρ−
1
3 τ
(θ−1).
Then, we can write k as
k = αkn + k̂, where k̂ = (k˜
⊥, k′ − αk′n).
Thus, recalling that H˜0(J) = H0(ρmJ), we have∣∣∣k · ∂JH˜0(J)∣∣∣ = |k · ∂J [H0(ρmJ)]| ≥ ∣∣∣k̂ · ∂J [H0(ρmJ)]∣∣∣− |α| |kn · ∂J [H0(ρmJ)]| .
We bound each term. For the second term, we use the fact that we are looking for
estimates in the rescaled single resonance zone and therefore we look at J ∈ R2 such
that dist(J, I˜ωnkn ) ≤ cρ
1
3
θ+1, where I˜ωnkn is the resonant segment Iωnkn in the resonant
variables. Then,
|kn · ∂J [H0(ρmJ)]| . ρmdist(J, I˜ωnkn )|kn| . ρm+
1
3 τ
θ+1Rn ≤ ρm+ 13 τ θ+ 23 τ .
The ρm comes from the relation between the frequencies and the rescaled actions.
Now we look for a lower of bound the first term
∣∣∣k̂ · ∂J [H0(ρmJ)]∣∣∣. In frequency
space Γk̂ is orthogonal to Sωnkn . In the actions I, the single resonance zone only
contains point at a distance bigger than ρm from θ-strong resonances and points at
a distance of order one in the rescaled actions J . Then,
|k̂ · ∂J [H0(ρmJ)]| & ρmdist(J,Γkˆ)|k̂| & ρm.
where we have used |k̂| ≥ 1.
The estimates of |α|, |kn · ∂J [H0(ρmJ)]| and |k̂ · ∂J [H0(ρmJ)]| imply
|k · ∂J [H0(ρmJ)]| & ρm.
51
One can easily also see that∣∣∂ℓJ (k · ∂J [H0(ρmJ)])−1∣∣ . ρ−m.
where |ℓ| = 1 . . . 2r −m/2− 2τ .
We use these estimates and Lemma 11, to bound Γj.
‖Γj‖C2r−m/2−2τ−5j−4 ≤ Cρ−m‖Rj<‖C2r−m/2−2τ−5j ≤ Cρr+m/2+j(r−m/2)−m.
We define Φjt the flow associated to the Hamiltonian Γ
j and the time one map
Φj = Φj1. Using the Faa di Bruno formulas, one can see that
‖Φj − Id‖C2r−m/2−2τ−5(j+1) ≤ C‖Γj‖C2r−m/2−2τ−5j−4 ≤ Cρr+m/2+j(r−m/2)−m.
Now, we analyze the new Hamiltonian Hj+1 = Hj ◦ Φj . Define F jt = Zj + Rj≥ +
(Rj − π<Rj) + tπ<Rj = Zj +Rj≥ + (πknRj + π≥Rj) + tπ<Rj . Then, Hj can be
written as
Hj+1(J, ϕ) = H˜0 + Zj +Rj≥ + πknRj + π≥Rj +
∫ 1
0
{F jt ,Γj} ◦ Φjtdt.
We define then,
Zj+1 = Zj + πknRj , Rj+1 =
∫ 1
0
{F jt ,Γj} ◦ Φjtdt, Rj+1≥ = Rj≥ + π≥Rj .
We use the estimates for Zj, Rj , Rj≥ and Γj to bound the Poisson Bracket appearing
in these terms. One can see that ‖Ft‖C2r−m/2−2τ−5j−4 ≤ Cρr+m/2. Then,∥∥{F jt ,Γj}∥∥C2r−m/2−2τ−5(j+1) ≤ C ∥∥F jt ∥∥C2r−m/2−2τ−5j−4 ∥∥Γj∥∥C2r−m/2−2τ−5j−4 ≤ Cρr+m/2)+(j+1)(r−m/2).
Then, applying the Faa di Bruno formula, one obtains
‖Rj+1‖C2r−m/2−2τ−5(j+1) ≤
∥∥{F jt ,Γj} ◦ Φjt∥∥C2r−m/2−2τ−5(j+1) ≤ Cρr+m/2)+(j+1)(r−m/2).
To obtain the bounds for Zj+1 and Rj+1≥ it is enough to use Lemma 11.
To complete the lemma, we perform N = ⌊1
5
(r− m
2
− 2τ)⌋ steps of normal form.
Then,
‖ZN‖Cr ≤ Cρr+m2
‖RN‖Cr ≤ Cρr+m2 +N(r−m2 ) ≤Cρ 15 (r−m2 )(r−m2 −2τ) , ‖RN≥‖Cr ≤ Cρr+
m
2 .
Now, we estimate the C2 norm. Note that the only ones which change the norm are
ZN and RN≥ since they only contain high harmonics. Applying Lemma 11,
‖ZN‖C2 ≤ Cρr+m2 + 13 τ (r−2) ≤ Cρ 43 r
‖RN‖C2 ≤ Cρ 15 (r−m2 )(r−m2 −2τ)
‖RN≥‖C2 ≤ Cρ(r+
m
2
)+ 1
3 τ
θ(r−6) ≤ Cρ(1+ 13 τ θ)r−2τ+m2 .
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Since θ = 3(q + 1) (see Appendix E) and r ≥ m+ 5q, we have
‖RN≥‖C2 ≤ Cρ(q+2τ )r−2τ+
m
2 ≤ Cρq(r+1).
and, since r ≥ m+ 5q, we have
‖RN‖C2 ≤ Cρ 15 (r−m2 )(r−m2 −2τ) ≤ Cρq(r+1).
Taking Z = ZN and R = RN + RN≥ , we obtain the Hamiltonian stated in
Theorem 14.
5.3 Normal Form in the cores of double resonances: proof
of Key Theorem 5
5.3.1 Bounemoura normal form
Consider µ-neighborhoods of a double resonance of period T such that Tµ < 1.
We derive a normal form describing behavior near a double resonance, proposed by
Bounemoura [Bou10].
We state first a result of [Bou10], which deals with perturbations of linear Hamil-
tonian systems. Denote by
DR = T2 × BR(I∗)× T, BR(I∗) ⊂ R3.
Call a frequency ω# ∈ R2 rational if
T = inf{t > 0 : t(ω#, 1) ∈ Z3 \ 0} <∞
is well defined. By definition T is the period of the corresponding periodic orbit of
the unperturbed flow.
Theorem 15. Consider a Hamiltonian h(ϕ, I) = ℓ(I) + f(ϕ, I) defined in DR,
where ℓ(I) = ω# · I is linear, ω# is a T periodic frequency and ‖f‖Ck ≤ µ. Assume
Tµ ≤ C and |ω| ≤ C for some constant C > 0 independent of µ and T . Then, there
exists a constant C ′ independent of µ and T and Cp symplectic change of coordinates
Φ : DR/2 −→ DR with ‖Φ− Id‖Cp ≤ C ′(Tµ) such that
h ◦ Φ = ℓ+ g + f˜
with {g, ℓ} = 0 and the estimates
‖g‖Cp ≤ C ′µ and ‖f‖Cp ≤ C ′(Tµ)k−pµ.
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This Theorem is proven in [Bou10] with p = 2. It is easy to check that it works
for any p ≤ k.
To apply this Theorem to our setting we rescale the Hamiltonian Ndr = (Hε +
∆Hmol +∆sr) ◦ΦPo¨s and we make it autonomous by adding a variable conjugate to
time. We consider the scaling
Φsc : (ϕ, J) −→ (ϕ, I) = (ϕ, ρmJ). (44)
Then, the Hamiltonian Ndr = (Hε+∆H
mol+∆sr) ◦ΦPo¨s becomes a Hamiltonian of
the form
H(J, ϕ) = ℓ(J) +H1(J, ϕ)
where ℓ(J) = ω#·J is linear andH1 satisfies ‖H1‖C3r−2τ−α . ρα. We take α = 2r−m.
Thus,
‖H1‖Cr+m−2τ . ρ2r−m.
Note that we are abusing notation and ϕ now includes t and J includes the variable
conjugate to time. Now, we apply Theorem 15 with k = r+m− 1 and p = r. Since
the double resonance is θ-strong, we have that ρ−(1+2τ)/3 < |k′| < ρ−(1+2τ)θ/3. Thus,
the period of the unperturbed flow ℓ(J) satisfies
T ≤ |k| · |k′| < R1+θn ≤ ρ−(1+θ)(1+2τ)/3.
Note that after rescaling, the core of the double resonance corresponds to DC . We
apply Theorem 15 not to the DC , but to the larger set D2C . It gives a change of
coordinates Φdr : DC −→ D2C such that
H˜(J, ϕ, t) = H ◦ Φdr(J, ϕ) = ℓ(J) + Z(J, ϕ) +R(J, ϕ, t)
with
‖Z‖Cr ≤ C ′ρ2r−m , ‖R‖Cr ≤ C ′(ρ2r−m−(1+θ)(1+2τ)/3)m−1ρ2r−m.
and
‖Φdr − Id‖Cr ≤ C ′ρ2r−m−(1+θ)(1+2τ)/3.
for some C ′ > 0 independent of ρ.
Notice that {ω#I,Z} = 0 implies that, expanding Z in a Fourier series, it
contains only resonant harmonics, namely, integers k ∈ (Z2 \ {0}) × Z given by
k ·ω# = 0. By Key Theorem 1, any vector k such that ω#·k = 0 satisfies |k| ≥ R1−cτn .
Then, since ‖Z‖Cr ≤ Cρm, ρ = ρn = R−(3−5τ)n we have that its Fourier coefficients
hk decay as |hk| ≤ cρm|k|−r. Therefore,
‖Z‖C2 ≤ c ρ2r−m |k|−(r−2) ≤ c ρ2r−mR−(r−2)n = c ρ2r−m+
r−2
3−5τ .
Warning: The resonant term Z, in general, is not determined by resonant Fourier
coefficients of H1. Indeed, after one step of averaging we have remainders of order
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ρ2m, while resonant Fourier coefficients of H1 are bounded by c ρmR−1τ (3r−2τ−m)n .
For our range of parameters the former dominates the latter.
Now, we want to remove completely the remainder R˜ from the core of the double
resonance. To this end we want to add a Cr small perturbation to the Hamiltonian.
Consider a bump function χ : R2 −→ R such that χ(J) = 1 if |J | ≤ C and χ(J) = 0
if |J | ≥ 2C. Then, we define
∆Hdr =
(
χR˜
)
◦ (Φsc ◦ Φdr)−1
where Φsc is the scaling 44. Note that ‖(Φsc)−1‖Cr ≤ ρ−mr. Therefore, we can
estimate the norms of ∆Hdr as follows. Since we take m = θ + 1 and r ≥ m + 5q
(see Appendix E), for the Cr norm we have
‖∆Hdr‖Cr ≤ (ρ2r−m−(1+θ)(1+2τ)/3)m−1ρ2r−m−mr. ≤ C ′ρn.
For the C2 norm, recalling also that θ = 3q + 1, we have
‖∆Hdr‖Cr ≤ C ′(ρm−(1+θ)(1+2τ)/3)2r−2τ−mρ−m ≤ C ′ρ2q(r+1).
Once we add ∆Hdr, the Hamiltonian H˜ becomes
H˜(J, ϕ, t) = ℓ(J) + Z(J, ϕ). (45)
To complete the proof of Key Theorem 5 it only remains to perform the rescaling
(Φsc)−1 and to make a change of variables to separate the slow and the fast angles.
This is explained in the next section.
5.3.2 Slow-fast variables
Define ϕs1ϕs2
t
 = A
ϕ1ϕ2
t
 with A =
kk′
e3
 (46)
where e3 = (0, 0, 1). To have a symplectic change of coordinates, we perform the
change of coordinates Js1Js2
E
 = A−T
J1J2
E
 (47)
to the conjugate actions, where E is the variable conjugate to time. To simplify
notation, we call J to J = (Js1 , J
s
2). It can be seen that such matrix and its inverse,
satisfy
‖A‖, ‖A−1‖ . ρ− 23 τ (1+θ) (48)
and the same bounds are satisfied by their transposed matrices.
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If we apply the symplectic change of coordinates (46), (47) to the Hamiltonian
(45) it can be seen that now ℓ(I) only depends on E and therefore it disappears if one
considers the non-autonomous setting. Then, we scale back the actions considering
the inverse of the change (44) and we obtain a Hamiltonian of the form
Ĥ(I, ϕ) = Ĥ0(I) + Ẑ(I, ϕs) (49)
where Ĥ0(I) = 〈Z〉(ρ−mI), where the average is taken with respect to ϕs, expressed
in slow-fast variables. The Hamiltonian Ĥ0 is strictly convex, that is,
D−1ρ
2
3 τ
(1+θ) Id ≤ ∂2JĤ0 ≤ Dρ−
2
3 τ
(1+θ)Id
for some D > 1 independent of ρ since it is close to the original H ′0 ◦ Φsc. The
appereance of the factors ρ and ρ−1 comes from the change to slow-fast variables.
The function Ẑ is just Ẑ = Z − Ĥ0 expressed in slow-fast variables and rescaled
actions. Thus, it satisfies ∥∥∥Ẑ∥∥∥
C2
≤ ρ2r+ 13 τ (r−2)− 43 τ (1+θ)−3m
Using the choice of parameters in Appendix E we have that
2r +
1
3 τ
(r − 2)− 4
3 τ
(1 + θ)− 3m ≥ 2
3 τ
(1 + θ)
Therefore, the Hamiltonian (49) is strictly convex with respect to the actions.
This completes the proof of Key Theorem 5.
6 Deformation of average potentials: proof of Key
Theorem 3
We devote this section to deform the Hamiltonian N ′, defined in (10), so that the
first order of the normal form along single resonance given by Theorem 14 is non
degenerate. By Key Theorem 2 the leading order is given by
Ĥ(ϕ, J) = Ĥ0(J) + Ẑ(ϕs, J), ϕ = (ϕs, ϕf) ∈ T2, J ∈ R2.
We prove thus Key Theorem 3, which ensures the non-degeneracy of this first order.
Note that we want to deform Ẑ so that the deformation, in the original variables,
has small Cr norm. We denote this deformation ∆Z. It certainly depends on the
single resonance Iωnkn , where we have this normal form. Moreover, we choose ∆Z
supported in a small neighborhood of it. We do not write explicitly this dependence
to avoid cluttering the notation.
The goal of this section is to prove the following. This Theorem is proved through
a parameter exclusion procedure. The parameter exclusion procedure proposed here
is similar to [HK07] and is closely related to notion of prevalence [HK10, Kal97].
56
Theorem 16. Let ω∗ ∈ Dnη,τ be a Diophantine number for some n ∈ Z+, ρ =
ρn, 0 < 50τ < 1, let Vorn(ωn) be its Voronoi cell. Let {Iωnkn }kn∈Fn(ω∗) be Dirichlet
resonant segments inside Vorn(ω
∗) in action space, i.e. Iωnkn ⊂ Vorn(ω∗). Let Un(ω∗)
be the ρ2-neighborhood of the union of all these segments. Let
Ĥ(ϕ, J) = Ĥ0(J) + Ẑ(ϕs, J)
be the first order given by the normal form of Theorem 14.
Then, there exists a ρ1+4τ -small in the Cr topology pertubation ∆Z(J, ϕ) such
that for any k ∈ Fn(ω∗), ϕs = ϕsk the single averaged potential
Zsrk (ϕs, Jf) = Zk(ϕs, Jf ) + ∆Zk(ϕs, Jf)
satisfies the following conditions:
• For each Jf ∈ [ak−, ak+] each global maximum of Zsrk (ϕsk, Jf) is ρd(r+1) nonde-
generate, i.e.
∂2ϕsZsrk (ϕs, Jf) ≥ ρd(r+1).
• There are finitely many Jf ∈ [ak−, ak+] such that Zsrk (ϕs, Jf) has exactly two
global maxima, denoted ϕ1min(J) and ϕ
2
min(J) and we have
|∂JfZsrk (ϕ1min(J), Jf)− ∂JfZsrk (ϕ2min(J), Jf)| ≥ ρ7d(r+1)/4,
in other words, values at the maxima change in Jf with speeds different by
≥ λ7/4∗ .
• There are no Jf ∈ [ak−, ak+] such that Zsrk (ϕsk, Jf) has more than two global
maxima.
Proof. Here we prove this Theorem using Theorem 17 (proven and stated below).
Denote by χρj a C∞ bump function given by
χρj (J
f) =
{
1 if dist (J(Jf),S(Γkj )) ≤ ρ2,
0 if dist (J(Jf),S(Γkj )) ≥ 2ρ2.
In the 2ρ2 tube neighborhood we would like to perturb by trigonometric polynomials.
Zσj (ϕj , Jf) = Zj(ϕj, Jf) + χρj (Jf) (σ1 cos 2πϕj + σ2 sin 2πϕj + σ3 cos 4πϕj+
++ σ4 cos 4πϕj + J
fσ5 cos 2πϕj + J
fσ6 sin 2πϕj).
Since the perturbation is Cr-small, it suffices to have
|σ1|, |σ2|, |σ3|, |σ4|, |σ5|, |σ6| ≤ ρ2(1+4τ)(r+1).
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Denote by Dν the 6-dimensional cube of these parameters. Recalling the relation
between R := Rn and ρ and |k| < R we have
ρ2(1+4τ)(r+1) ≤ R−2(3−4τ)(1+4τ)(r+1) ≤ |k|−2(1+4τ)(3−4τ)(r+1).
Denote by µρ the Lebesgue probability measure supported on the product of two
disks Dν of radii ν = ρ
2(1+4τ)(r+1).
Apply Theorem 17. Then,
µρ
{
(σ1, σ2, σ3, σ4, σ5, σ6) ∈ Dν : ∃Jf ∈ [ak∗− , ak
∗
+ ] such that either Zσj (ϕj, Jf )
has a λ∗–degenerate minimum or Zσj (ϕj, Jf) has two global minima such
that speed of change of values with respect to Jf differ by at least λ7/4∗
or in the presence of two global minima of Zσj (ϕj , Jf) values at
a (possible) 3rd (local) minima and at a global minimum differ by at least λ7/4∗
}
≤ (3C3 + 7)(1 + |a+ − a−|)C
2
3
√
λ∗
8 π5 ν3
.
where C3 is bounded by the C4-norm of H0.
Since |J+ − J−| is bounded by ρ, for ν = ρ2(1+4τ)(r+1) we have that for any
perturbation Zσj (ϕj , Jf) with σ ∈ Dρ2(1+4τ)(r+1) localized in the ρ2-neighborhood of a
Dirichlet resonant segment Iωnkn is Cr-small. In order to assure that measure of the
exceptional set being small it suffices to pick λ∗ = ρ14(r+1). Then the upper bound
on measure is
(3C3+7)C23 ρ
(1−24τ)(r+1)
8π5
.
6.1 Perturbation of families of functions on the circle
Let ft : T → T, t ∈ [a−, a+] be a Cr smooth one-parameter family of periodic
functions θ ∈ T = R/Z. Consider the following 6-parameter extended family:
Ft(θ, σ) = ft(θ) + σ1 cos 2πθ + σ2 sin 2πθ+
+σ3 cos 4πθ + σ4 sin 4πθ + tσ5 cos 2πθ + tσ6 sin 2πθ.
Fix ν > 0. Denote
Dν := {(σ1, σ2, σ3, σ4) : σ21 + σ22 ≤ ν2, σ23 + σ24 ≤ ν2, σ25 + σ26 ≤ ν2}
the direct products of three disks and by µν product of the Lebesgue probability
measures on each.
Notice that the set of parameteres Dν is invariant with respect to rotations.
Indeed, using the sine and cosine sum formula for properly chosen {σi(θ∗)}i we have
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that
σ1 cos 2π(θ + θ
∗) + σ2 sin 2π(θ + θ∗) + σ3 cos 4π(θ + θ∗) + σ4 sin 4π(θ + θ∗)+
tσ5 cos 2π(θ + θ
∗) + tσ6 sin 2π(θ + θ∗)
= σ1(θ
∗) cos 2πθ + σ2(θ∗) sin 2πθ + σ3(θ∗) cos 4πθ + σ4(θ∗) sin 4πθ+
tσ5(θ
∗) cos 2πθ + tσ6(θ∗) sin 2πθ,
(50)
where σ21+σ
2
2 = σ
2
1(θ
∗)+σ22(θ
∗), σ23+σ
2
4 = σ
2
3(θ
∗)+σ24(θ
∗), σ25+σ
2
6 = σ
2
5(θ
∗)+σ26(θ
∗).
Fix σ ∈ D1ν . For t ∈ [a−, a+] we study global minima of Ft(·, σ). Let
θmin(t, σ) := {θ∗ : Ft(θ∗, σ) = min
θ
Ft(θ, σ)}
be a global minimum. Let λ(t, σ) := minθmin(t,σ) ∂
2
θFt(θ, σ)|θ=θmin(t,σ).
Call a value t∗ ∈ [a−, a+] bifurcation if there are at least two global minima
θ1min(t, σ) and θ
2
min(t, σ). Denote by Bσ ∈ [a−, a+] the set of bifurcation points of
Ft(·, σ). Introduce the difference between speed of change of values at the global
minima with respect to t:
d1(t
∗, σ) = min{|∂tFt(θ, σ)|θ=θ1min(t) − ∂tFt(θ, σ)|θ=θ2min(t)|},
where minimum is taken over all possible pairs of global minima. For a bifurcation
value introduce we have two global minima θ1min(t) and θ
2
min(t).
d2(t
∗, σ) = min
θmin
{F (θmin, σ)− F (θ1min(t), σ)},
where the minimum is taken over all local minima different from θ1min(t) and θ
2
min(t).
Denote
C3 = max
t∈[a−,a+], θ∈T, σ∈Dν
{|∂∗Ft(θ, σ)|, |∂2∗Ft(θ, σ)|, |∂3∗Ft(θ, σ)|},
where partial derivates are taken with respect to σ an t only.
The goal of this section is to prove the following
Theorem 17. Let ft(θ) be a C4 smooth one-parameter family of periodic functions
t ∈ [a−, a+] with ‖ft‖C3 ≤ C3. Then
µν{(σ1, σ2, σ3, σ4, σ5, σ6) ∈ Dν :
min
t∈[a−,a+]
λ(t, σ) ≤ λ∗, min
t∗∈Bσ
(d1(t
∗, σ) + d2(t∗, σ)) ≤ λ7/4∗ } ≤
(3C3 + 7)C
2
3
√
λ∗
8 π5 ν3
.
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6.2 Condition on local minimum
In order to determine the set of almost degenerate minima define the following set:
Cr(λ∗) ={(σ1, σ2, σ3, σ4, σ5, σ6) ∈ Dr : ∃t ∈ [a−, a+],
∂θFt(θ
∗, σ) = 0, |∂2θFt(θ, σ)| ≤ λ∗, θ∗ is a local minimum}.
We embed this set into a bigger set using the following trick and the discretization
method from [HK07]. If θ∗ is a local minimum of a C4 function g on T and g′′(θ∗)
is small, then g(3)(θ∗) should also be small. Otherwise, it is not a local minimum.
Here is the formal claim about relations between first, second, and third derivatives.
Let θ∗ ∈ T be a local minimum of g(θ) for some θ∗ ∈ T. This implies that g′(θ∗) =
0. Consider the second and third derivative at the critical point g′′(θ∗), g(3)(θ∗).
Since θ∗ is a local minimum, g′′(θ∗) ≥ 0 and, in case, g′′(θ∗) = 0 we have g′′(θ∗)(σ) =
0.
Lemma 12. Let g ∈ C4, ‖g‖C4 ≤ C and θ∗ is a local minimum and 0 ≤ g′′(θ∗) ≤ λ,
then |g(3)| ≤ 3(C + 2)√λ.
Proof. Expand g near its local minimum θ∗ using Taylor with the remainder in the
Lagrange form. We have
g(θ∗ + δθ) = g(θ∗) + g′(θ∗)δθ +
1
2
g′′(θ∗)δθ2 +
1
6
g(3)(θ∗ + ξ)δθ3,
where |ξ| < |δθ|. By the Intermediate Value Theorem we can rewrite
g(θ∗ + δθ) =
1
2
δθ2
(
g′′(θ∗) +
1
3
g(3)(θ∗ + ξ)
)
=
=
1
2
δθ2
(
g′′(θ∗) +
1
3
g(3)(θ∗)δθ + g(4)(θ∗ + η) ξ δθ
)
≥ 0.
Plug in δθ = −sign (g(3)(θ∗))√λ. We have
g′′(θ∗) +
1
3
g(3)(θ∗)δθ + g(4)(θ∗ + η) ξ δθ ≤ λ− (C + 2)λ+ Cλ ≤ −λ < 0.
This is a contradiction.
Let λ# = λ∗/C3 be small positive. Denote by Z2λ# the λ
#-grid in [a−, a+] × T.
To estimate measure of Cr(λ∗) we use the discretization trick (see e.g. [HK07]).
Crd(λ∗) = {(σ1, σ2, σ3, σ4, σ5, σ6) ∈ Dν : ∃(t∗, θ∗) ∈ Z2λ# ,
|∂θFt(θ∗, σ)| ≤ 2λ∗, |∂2θFt(θ∗, σ)| ≤ 2λ∗, |∂3θFt(θ∗, σ)| ≤ (3C3 + 7)λ∗}.
One of the key element of the proof is the following estimate
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Lemma 13. With the above notations we have
µν{Crd(λ∗) ∪ B(λ∗)} ≤ (3C3 + 7)C
2
3 (|a+ − a−|+ 1)
√
λ∗
16 π5 ν3
.
This lemma implies Theorem 17 through a simple approximation argument. Sup-
pose σ ∈ Cr(λ∗). Then there exists t′ ∈ [a−, a+] and θ′ ∈ T such that
∂θFt′(θ
′, σ) = 0, |∂2θFt′(θ′, σ)| ≤ λ∗
and θ′ is a local minimum. Then by Lemma 12 we have
|∂2θFt′(θ′, σ)| ≤ 3(C + 2)
√
λ∗.
Now we can approximate (t′, θ′, σ) by a Z2λ∗/C3-grid point with precision λ∗/C. Due
to derivatives of order up to 4 being bounded by C3 we can transfer the above
bounds to a nearby grid point.
Proof. The proof proceeds as follows. We estimate a probability that given (t∗, θ∗) ∈
Z2λ#
µν{(σ1, σ2, σ3, σ4, σ5, σ6) ∈ Dν : |∂θFt∗(θ∗, σ)| ≤ 2λ∗,
|∂2θFt∗(θ∗, σ)| ≤ 2λ∗, |∂3θFt∗(θ∗, σ)| ≤ (3C3 + 7)λ∗}.
Rewrite the family using (50) as follows
Ft∗(θ
∗ + δθ, σ∗ + δσ) = ft∗(θ∗ + δθ) + σ1(θ∗) cos 2πδθ + σ2(θ∗) sin 2πδθ
+σ3(θ
∗) cos 4πδθ + σ4(θ∗) sin 4πδθ + tσ5(θ∗) cos 2πδθ + tσ6(θ∗) sin 2πδθ.
Compute the first derivatives
∂θFt∗(θ
∗ + δθ, σ∗ + δσ) = ∂θft∗(θ∗ + δθ)+
−2πσ1(θ∗) sin 2πδθ + 2πσ2(θ∗) cos 2πδθ−
4πσ3(θ
∗) sin 4δθ + 4πσ4(θ∗) cos 4δθ − 2πtσ5(θ∗) sin 2πδθ + 2πtσ6(θ∗) cos 2πδθ.
For δθ = 0. Fix any values of (σ1(θ
∗), σ3(θ∗), σ4(θ∗)) we see that probability
Leb{σ1(θ∗) : |∂θFt∗(θ∗ + δθ, σ∗ + δσ)| ≤ 2λ∗} ≤ 4λ
∗
2π
.
Compute the second derivatives
∂2θFt∗(θ
∗ + δθ, σ∗ + δσ) = ∂2θft∗(θ
∗ + δθ)− 4π2σ1(θ∗) cos 2πδθ − 4π2σ2(θ∗) sin 2πδθ−
16π2σ3(θ
∗) cos 4δθ + 16π2σ4(θ∗) sin 4δθ − 4π2tσ5(θ∗) cos 2πδθ − 4tπ2σ6(θ∗) sin 2πδθ.
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For δθ = 0. Fix any values of (σ2(θ
∗), σ3(θ∗), σ4(θ∗)) we see that probability
Leb{σ2(θ∗) : |∂2θFt∗(θ∗ + δθ, σ∗ + δσ)| ≤ 2λ∗} ≤
4λ∗
4π2
.
Compute the third derivatives
∂3θFt∗(θ
∗ + δθ, σ∗ + δσ) = ∂3θft∗(θ
∗ + δθ) + 8π3σ1(θ
∗) sin 2πδθ − 8π3σ2(θ∗) cos 2πδθ
−64π3σ3(θ∗) sin 4δθ+64π3σ4(θ∗) cos 4δθ++8π3tσ5(θ∗) sin 2πδθ−8π3tσ6(θ∗) cos 2πδθ.
For δθ = 0. Fix any values of (σ1(θ
∗), σ2(θ∗), σ2(θ∗)) we see that probability
Leb{σ4(θ∗) : |∂3θFt∗(θ∗ + δθ, σ∗ + δσ)| ≤ (3C3 + 7)
√
λ∗} ≤ 2(3C3 + 7)
√
λ∗
64π3
.
The number of grid points is |a+ − a−|λ−2# = C23 |a+ − a−|λ−2∗ . Using the fact that
the measure µν is the product of two Lebesgue probability measures of the disks
σ21+σ
2
2 ≤ ν2 and σ23 +σ42 ≤ ν2 we combine the above estimates and get the required
bound.
6.3 Bifurcation of global minima
Suppose t∗ ∈ B be a bifurcation point, i.e. there are at least two global minima
θ1min(t, σ) and θ
2
min(t, σ). In order to determine the set of almost having two global
minima having nearly the same speed of change of values in t define the following
set:
B1(λ∗) = {(σ1, σ2, σ3, σ4) ∈ Dν : ∃t ∈ [a−, a+],
|F (θ1min(t, σ), σ)− F (θ2min(t, σ), σ)| ≤ λ7/4∗ ,
|∂tF (θ1min(t, σ), σ)− ∂tF (θ2min(t, σ), σ)| ≤ λ7/4∗ }
As before to estimate measure of this set we discretize the set of parameters and
of θ’s. Consider λ# = λ∗/C23 grid. We can find λ
#-closest points of the grid to
each global minima and denote them by θ¯1min(t, σ) and θ¯
2
min(t, σ). For parameters
σ 6∈ Cr(λ∗) we have that
|∂θFt(θimin(t, σ), σ)| ≤ λ∗ for i = 1, 2.
Now the discretized verions of the set B(λ∗) is
B1,d(λ∗) = {(σ1, σ2, σ3, σ4) ∈ Dν : ∃(θ1, θ2, t) ∈ Z3λ# , |∂θF (θ1, σ)|, |∂θF (θ2, σ)| ≤ 2λ∗,
|∂2θF (θ1, σ)|, |∂2θF (θ2, σ)| ≥ λ∗, |F (θ1min(t, σ), σ)− F (θ2min(t, σ), σ)| ≤ 2λ7/4∗ ,
|∂tF (θ1min(t, σ), σ)− ∂tF (θ2min(t, σ), σ)| ≤ 2λ7/4∗ }.
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Show that B1(λ∗) ⊂ B1,d(λ∗). We have
|Ft(θ¯imin(t, σ), σ)− Ft(θimin(t, σ), σ)| ≤ λ2∗/C3.
Therefore, if
|Ft(θ1min(t, σ), σ)− Ft(θ2min(t, σ), σ)| ≤ λ7/4∗
implies
|Ft(θ¯1min(t, σ), σ)− Ft(θ¯2min(t, σ), σ)| ≤ λ7/4∗ + 2λ2∗/C3 ≤ 2λ7/4∗
Also if
|∂tFt(θ1min(t, σ), σ)− ∂tFt(θ2min(t, σ), σ)| ≤ λ7/4∗
implies
|∂tFt(θ¯1min(t, σ), σ)− ∂tFt(θ¯2min(t, σ), σ)| ≤ λ7/4∗ + 2λ2∗/C3 ≤ 2λ7/4∗ .
Choose a parameter σ such that
|∂2σFt(θ¯1min(t, σ), σ)| ≥ λ∗ for all t ∈ [a−, a+].
Then
|θ1min(t, σ)− θ2min(t, σ)| ≥
λ∗
C3
and
|θ¯1min(t, σ)− θ¯2min(t, σ)| ≥
λ∗
C3
− 2λ# ≤ λ∗
2C3
.
Therefore,
Leb{σ4(θ¯1min(t, σ)) : |Ft(θ¯1min(t, σ), σ)− Ft(θ¯2min(t, σ), σ)| ≤ 2λ7/4∗ } ≤ 8C3λ3/4∗
and
Leb{σ6(θ¯1min(t, σ)) : |∂tFt(θ¯1min(t, σ), σ)− ∂tFt(θ¯2min(t, σ), σ)| ≤ 2λ7/4∗ } ≤ 8C3λ3/4∗ .
Combining we get
µν{(σ1, σ2, σ3, σ4, σ5, σ6) ∈ Dν : σ /∈ Crd(λ∗), min
t∗∈Bσ
d(t∗, σ) ≤ 2λ7/4∗ } ≤
C33
√
λ∗
2 π2 ν3
.
We now prove the following
Lemma 14. With the above notations we have µν{B1,d(λ∗)} ≤ C
3
3
√
λ∗
2 π2 ν3
.
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Proof. In order to study quantitative absence of three global minima we use a very
similar strategy. The condition of having three global minima can be written as
follows. If a function G has three global minima, then it has three critical points
with the same value:
G(θ0) = G(θ1) = G(θ2), G
′(θ0) = G′(θ1) = G′(θ2) = 0.
We need a quantitative version of when this condition almost holds. We have
B2(λ∗) = {(σ1, σ2, σ3, σ4) ∈ Dν : ∃t ∈ [a−, a+], max
i=1,2,3
|∂θF (θimin(t, σ), σ)| ≤ λ∗
max
i 6=j∈{1,2,3}
|F (θimin(t, σ), σ)− F (θjmin(t, σ), σ)| ≤ λ7/4∗ }.
By analogy with we rewrite the family
Ft(θ, σ) = ft(θ) + σ1(θ1) cos 2πθ + σ2(θ1) sin 2πθ + σ3(θ1) cos 4πθ+
+σ4(θ1) sin 4πθ + tσ5(θ1) cos 2πθ + tσ6(θ1) sin 2πθ =: ft(θ) + Pσ(θ; θ1).
Using independent parameters we evaluate measure of
|∂θFt(θi, σ)| ≤ λ∗, i = 1, 2, 3 and
|Ft(θ1, σ)− Ft(θ2, σ)| ≤ λ∗, |Ft(θ1, σ)− Ft(θ3, σ)| ≤ λ∗,
To keep the condition ∂θFt(θ1, σ) = 0 it suffices to have ∂θPσ(θ1; θ1) = 0.
To keep the condition ∂θFt(θ2, σ) = 0 it suffices to have ∂θPσ(θ2; θ1) = 0.
To keep the condition ∂θFt(θ2, σ) = 0 it suffices to have ∂θPσ(θ3; θ1) = 0.
To keep the condition Ft(θ1, σ) − Ft(θ2, σ) = 0 it suffices to have Pσ(θ1; θ1) −
Pσ(θ2; θ1) = 0.
To keep the condition Ft(θ1, σ) − Ft(θ3, σ) = 0 it suffices to have Pσ(θ1; θ1) −
Pσ(θ3; θ1) = 0.
We obtain five conditions and four variables. Linear algebra calculations com-
plete the proof in the same way as before.
6.4 Deformation of single averaged potential along Dirichlet
resonances
Fix the collection of the Dirichlet resonances {kj}j∈Fn. Denote this collection by
Fn. Each resonance k ∈ Z3 has the corresponding averaged potential of H˜1(J, ϕ),
given by
Zk(ϕ
s, J) =
∑
m∈Z
h˜mk(J) exp(imϕ
s), ϕs ∈ T,
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where h˜p, p ∈ Z3 are the Fourier coefficients of H˜1(J, ϕ). We add a perturbation
H˜1(J, ϕ) + ∆H1(J, ϕ)
so that for each k ∈ {kj}j∈Fn the averaged potential
Z ′kj(ϕ
s, J) = Zk(ϕ
s, J) + χρnj (J)∆Zkj (ϕ
s, J), ϕs ∈ T
has at most two non-degenerate global minima and at each we have
min
Jf
∂2ϕsϕsZ
′
k(ϕ
s, Js(Jf ), Jf) ≥ ρ5(r+1).
The perturbation has the following form:
∆Z(ϕ, Jf) =
∑
kj∈Fn
χρnj (J)
(
∆h1k cos(k · ϕ) + ∆h2k sin(k · ϕ) + ∆h3k cos(2k · ϕ)+
+∆h4k sin(2k · ϕ) + Jf ∆h5k sin(2k · ϕ) + Jf ∆h6k sin(2k · ϕ)
)
.
In order to have small Cr norm of the perturbation we have
|∆hjk| ≤ ln = R−r−1n ρr+1 ∼ ρ4(r+1)/3.
We prove that for the 6-dimensional Lebesgue measure of each resonance
mes{ (∆h1k,∆h2k,∆h3k,∆h4k,∆h5k,∆h6k) :6 ∃Jk ∈ [J−k , J+k ] s.t.
Zk(ϕ
s, Js(Jf ), Jf) + ∆Zk(ϕ
s)
has a ρ9(r+1)/2n –degenerate global minimum}
≤ C ρ
9(r+1)/2
n
l3n
≤ Cρ(r+1)/2,
(51)
where C is a universal constant independent of Z. The reason we have l3n in the
demoninator, because we find three conditions to be almost fullfilled to have a locally
degenerate minimum. Each condition, when measures with respect to normalized
measure get additional ln in the denominator. The volume of a 4-dimensional ball
of radius δ is δ4, so there exists a perturbation of size ρ35(r+1)/24.
7 The NHICs along single resonances: proof of
Key Theorem 4
In this section we prove Key Theorem 4 by proving the existence of NHICs in the
single resonance zones along the Dirichlet resonant segment Iωnkn given by Theorem
12. We use the normal forms that we have obtained in Theorem 14. We follow the
techniques developed in [BKZ11]. Nevertheless, the approach in that paper needs to
be modified since now the different parameters involved satisfy different relations.
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7.1 Change to slow-fast variables
First we perform a change of variables to Hamiltonian (43) separate the slow and
fast angles. This change is ρn-dependent and therefore we need accurate estimates.
To simplify notation, in this section we take ρ = ρn.
We define ϕsϕf
t
 = A˜
ϕ1ϕ2
t
 with A˜ =
k∗e2
e3
 (52)
where ei are the standard coordinate vectors (if this change is singular, replace some
of the coordinate vectors). To have a symplectic change of coordinates, we perform
the change of coordinates JsJf1
E
 = A˜−T
J1J2
E
 (53)
to the conjugate actions. E is the variable conjugate to time, which is not not
modified when the change (53) is performed. We call J to J = (Js, Jf). The matrix
A˜ and its inverse, satisfy
‖A˜‖, ‖A˜−1‖ . ρ− 13−τ (54)
and the same bounds are satisfied by their transposed matrices. The next lemma
gives estimates for the transformed Hamiltonian.
Lemma 15. If we apply the symplectic change of coordinates (52)–(53) to the Hamil-
tonian (43), we obtain a Hamiltonian of the form
Ĥ(J, ϕ) = Ĥ0(J) + Ẑ(J, ϕs) + R̂(J, ϕs, ϕf , t), (55)
where Ẑ only depends on the slow angle, R̂ depends on all three angles, and they
satisfy the following bounds∥∥∥Ẑ∥∥∥
C2
≤ C5ρ 43 r− 23 τ ≤ C5ρ 43 r−1
and ∥∥∥R̂∥∥∥
C2
≤ C5ρq(r+1)− 23 τ ≤ C5ρq(r+1)−1.
Moreover, Ĥ0 satisfies
1
2
D−1ρ2m+1Id ≤ 1
2
D−1ρ2m+
2
3
+τ Id ≤ ∂2JH0(J) ≤ 2Dρ2m−
2
3
−τ Id ≤ 2Dρ2m−1Id
where D is the constant introduced in (1).
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In this system of coordinates the resonant vector has become kn = (1, 0, 0). We
prove the existence of a NHIC along this resonance for the Hamiltonian (55). The
resonance Iωnkn is now defined by
∂JsĤ0(J) = 0. (56)
Since ∂Jf Ĥ0(J) 6= 0 along the resonance. The resonant segment Iωnkn can be param-
eterized as a graph as Js = Js∗(J
f ) for Jf ∈ [b−kn , b+kn ], for some b−kn < b+kn .
7.2 Existence of NHICs
Key Theorem 3 implies that the truncated HamiltonianHtrunc in (20) has a sequence
of NHICs (see (22)). Now we show persistence of those cylinders for the Hamiltonian
(55).
The key idea, used in [BKZ11], [KZ12], is to construct an isolating block around
{ϕs∗(Jf)} × {Js(Jf)} × T× [b− − δ, b+ + δ]× T ∋ (ϕs, Js, ϕf , Jf , t).
We shall at some occasions lift the map ϕs∗ to a C2 map taking values in R without
changing its name. To simplify notations, we will be using the O(·) notation, where
f = O(g) means |f | ≤ Cg for a constant C independent of ρ, δ, and r. In particular,
we will not be keeping track of the parameterD, which is considered fixed throughout
the paper.
Theorem 18. There exists a C1 map
(Θs, P s)(ϕf , Jf) : T2 × [a−, a+]→ T× R
such that the cylinder
C = {(ϕs, J˜s) = (Θs, P s)(ϕf , J˜f); (Js∗(pf), Jf ) ∈ Iωnkn , ϕf ∈ T2}
is weakly invariant with respect to the vector field associated to the Hamiltonian
(55), in the sense that the vector field is tangent to C. The cylinder C is contained
in the set
V :=
{
(ϕ, J˜); J˜f ∈ [a−, a+],
‖ϕs − ϕs∗(J˜f)‖ ≤M ′ρm−1+2dr, ‖Js − Js∗(Jf )‖ ≤M ′ρm−1+2dr
}
,
(57)
for some constant M ′ independent of ρ and it contains all the full orbits of (55)
contained in V . We have the estimates
‖Θs(ϕf , J˜f)− ϕs∗(J˜f)‖ .M ′ρm−1+5dr
‖P s(ϕf , J˜f , t)− J˜s∗(J˜f )‖ .M ′ρm−1+5dr ,∥∥∥∥∂Θs
∂J˜f
∥∥∥∥ .M ′ρ 32dr−m+12 , ∥∥∥∥∂Θs∂ϕf
∥∥∥∥ . ρ 32dr−m+12 .
This theorem implies Key Theorem 4. It only suffices to undo the scaling 41.
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7.3 Proof of Theorem 18: existence of NHICs
Theorem 18 is a consequence of Theorem 4.1 in [BKZ11]. Nevertheless we need
to slightly modify the system associated to the Hamiltonian to be able to apply
that Theorem since the different parameters involved in [BKZ11] satisfy different
relations. Moreover, recall that the change (53) makes convexity ρ-dependent.
We redo the proof in [BKZ11]. We start estimating different quantities and
computing its ρ dependence. The Hamiltonian flow admits the following equations
of motion
ϕ˙s = ∂JsĤ0 + ∂JsẐ + ∂JsR
J˙s = −∂ϕsẐ − ∂ϕsR
ϕ˙f = ∂Jf Ĥ0 + ∂Jf Ẑ + ∂JfR
J˙f = −∂ϕfR
t˙ = 1,
(58)
we denote this vector field by F .
First we look for a good first order. Since in the present setting is much smaller
than the size of the angle dependent part of the Hamiltonian, the first order con-
sidered in [BKZ11] cannot be used. Instead, we consider a different one. This new
first order will allow us to look for a system of coordinates suitable for the isolating
block procedure.
ϕ˙s = ∂JsĤ0 + ∂JsẐ
J˙s = −∂ϕsẐ
ϕ˙f = ∂Jf Ĥ0
J˙f = 0
t˙ = 1
(59)
Now, due to Key Theorem 3, for any fixed Jf ∈ [Jfi − δ, Jfi+1 + δ], the point
(ϕs∗,i(J
f), Js∗,i(J
f)) is a hyperbolic critical point for the system
ϕ˙s = ∂JsĤ0 + ∂JsẐ, J˙s = −∂ϕsẐ.
Moreover, the differential associated to the the hyperbolic point is given by
M(Jf ) =
(
a b
c −a
)
where
a = ∂ϕsJsẐ(ϕ̂s∗(Jf), Ĵs∗(Jf))
b = ∂JsJsĤ0(Ĵs∗(Jf )) + ∂JsJsẐ(ϕ̂s∗(Jf), Ĵs∗(Jf))
c = −∂ϕsϕsẐ(ϕ̂s∗(Jf ), Ĵs∗(Jf ))
(60)
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Thanks to Key Theorem 3, these coefficients satisfy
|a| . ρ 43 r−1 and 0 < ρ
2m+1 . b . ρ2m−1
0 < ρdr . c . ρ
4
3
r−1.
(61)
The eigenvalues of the hyperbolic critical points are given by ±λ where
λ =
√
a2 + bc (62)
Therefore, they satisfy ρ
dr+2m+1
2 . λ . ρ
2
3
r+m−1.
We diagonalize the matrix associated to these critical points. To this end we
define the matrix
S =
(
a+
√
a2 + bc −b
c a+
√
a2 + bc
)
First, we give some estimates on the critical point (ϕs∗(J
f ), Js∗(J
f )) and the matrix
S.
Lemma 16. The hyperbolic critical point (ϕs∗(J
f ), Js∗(J
f )) and the matrix S satisfy
the following estimates ∣∣∂Jfϕs∗(Jf )∣∣ , ∣∣∂JfJs∗(Jf )∣∣ . ρ 43 r−dr−3
and
|S| .ρ2m−1 |S−1| . ρ−dr−2
|∂JfS| .ρ
8
3
r− 3
2
dr−7 |∂JfS−1| . ρ
20
3
r− 7
2
dr.
Proof. The estimates for the critical point can be obtained applying implicit deriva-
tion, since one obtains
M
(
∂Jfϕ
s
∗
∂JfJ
s
∗
)
=
(
−∂JfJsĤ0 − ∂JfJsẐ
∂JfϕsẐ
)
where the right hand side is evaluated at the critcal points. Thus,(
∂Jfϕ
s
∗
∂JfJ
s
∗
)
=
1
a2 + bc
(
a b
c −a
)(−∂JfJsĤ0 − ∂JfJsẐ
∂JfϕsẐ
)
We have that detM & ρ2m+dr+1. Then, using also the estimates for a, b and c in
(61), one obtains the desired bounds.
The estimate for |S| is straightforward. For S−1, one just needs to take into
account that detS = 2a2 + 2bc + 2a
√
a2 + bc satisfies | detS| ≥ 2bc & ρ2m+dr+1.
Now, we compute the bounds for the derivatives ∂JfS and ∂JfS
−1. To this end,
we need to compute the derivative for a, b, c and detS. By the definiton of a in
(60), we have that
|∂Jfa| ≤
∥∥∥Ẑ∥∥∥
C3
(1 + |∂JfJs∗ |+ |∂Jfϕs∗|) . ρ
8
3
r−dr−5
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The computations for ∂Jf c is analogous. For ∂Jf b it is enough to recall also that∣∣∣∂JsJfJf Ĥ0∣∣∣ . ρ3m−2.
Therefore, we obtain also that |∂Jf b| . ρ 43 r+3m−dr−5.
Using these estimates and also (61), we obtain the bound for ∂JfS. For ∂JfS
−1,
we need upper bounds for
∂Jf detS =
(
2− a√
a2 + bc
)
(a∂Jfa + c∂Jf b+ b∂Jf c) + 2∂Jfa
√
a2 + bc
Using the just obtained bounds and (61), one can see that |∂Jf detS| . ρ 83 r+m− 32dr−7 ≤
ρ
8
3
r− 3
2
dr. Then, using all these estimates, we obtain that |∂JfS−1| . ρ 83 r− 72dr−3m−3.
We define the new coordinates(
x
y
)
= S−1
(
ϕs − ϕs∗(Jf)
Js − Js∗(Jf)
)
(63)
The inverse change is given by(
ϕs
Js
)
=
(
ϕs∗(Jf)
Js∗(Jf)
)
+ S
(
x
y
)
We look for an isolating block in the region |x| ≤ η, |y| ≤ η were η is a parameter
to be determined and depends on ρ. We need also to rescale the other variables,
I = ν−1Jf
Θ = γϕf
(64)
where the parameters ν, γ ≪ 1 will be determined later.
Lemma 17. Assume that |x| ≤ η, |y| ≤ η. Then, the following estimates are
satisfied
|ϕs − ϕs∗(Jf)| . ρ2m−2η, |Js − Js∗(Jf)| . ρ2m−2η
Lemma 18. In the new variables, the equation (58) takes the following form(
x˙
y˙
)
= Λ
(
x
y
)
+O
(
ρr+(q−2d)r + ρ6r+(q−
7
2
d)rη + ρ6m−drη2
)
(65)
where Λ = diag(λ,−λ).
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Proof. Applying the change (63),(64), we have(
x˙
y˙
)
=∂JfS
−1J˙f
(
ϕs − ϕs∗(Jf)
Js − Js∗(Jf)
)
+ S−1
(
ϕ˙s
J˙s
)
+ S−1
(
ϕ˙s∗
J˙s∗
)
=∂JfS
−1J˙fS
(
x
y
)
+ S−1
(
ϕ˙s
J˙s
)
+ S−1
(
∂Jfϕ
s
∗
∂JfJ
s
∗
)
J˙f .
We analyze of each three terms. For the first one, we use that J˙f = O(ρqr) and the
estimates in Lemmas (16) and (17) to obtain∣∣∣∣∂JfS−1J˙fS (xy
)∣∣∣∣ ≤ ρ 203 r+(q− 72d)r+2m−1η.
Using the same lemmas, for the third term we obtain∣∣∣∣S−1(∂Jfϕs∗∂JfJs∗
)
J˙f
∣∣∣∣ . ρ 43 r+(q−2d)r−5
For the second term, we use equation (58). Indeed, we have that(
ϕ˙s
J˙s
)
= M
(
ϕs − ϕs∗
Js − Js∗
)
+ ρ3m−2
(O (ϕs − ϕs∗)2
O (Js − Js∗)2
)
+O (ρqr)
= M
(
ϕs − ϕs∗
Js − Js∗
)
+O (ρ7m−6η2 + ρqr) .
Therefore
S−1
(
ϕ˙s
J˙s
)
= Λ
(
x
y
)
+O (ρ7m−dr−8η2 + ρ(q−d)r−2)
Using the relation between d and q, one obtains the desired estimates.
To prove the existence of an isolating block, we need to analize also the linearized
equation. We first analyze the linearization of the change of coordinates (63), (64).
Lemma 19. The linearization of the change of coordinates (x, y,Θ, I, t)→ (ϕs, Js, ϕf , Jf , t)
is of the following form
T =
(
∂(ϕs, Js, ϕf , Jf , t)
∂(x, y,Θ, I, t)
)
=

S 0 νA 0
0 0 γ−1 0 0
0 0 0 ν 0
0 0 0 0 1

where
A = ∂Jf
(
ϕs∗
J∗s
)
+ ∂JfS
(
x
y
)
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The linearization of the inverse change of coordinates is of the form
T−1 =

S−1 0 B 0
0 0 γ 0 0
0 0 0 ν−1 0
0 0 0 0 1

where
B = ∂JfS
−1
(
ϕs − ϕs∗
Js − Js∗
)
+ S−1∂Jf
(
ϕs∗
Js∗
)
Moreover, the norms of T and T−1 have the following bounds
|T | . γ−1 + ρ 43 r−dr−3ν + ρ 83 r− 32dr−7ην∣∣T−1∣∣ . ν−1 + ρ 43 r−2dr−5 + ρ 203 r− 72dr+2m−2η.
Proof. The computation of T and T−1 is straightforward. To compute their norms
we first bound A and B. By Lemma 16, one can see that A and B satisfy
|A| ≤ ρ 43 r−dr−3 + ρ 83 r− 32dr−7η
|B| ≤ ρ 43 r−2dr−5 + ρ 203 r− 72dr+2m−2η.
From these estimates, one can obtain the bounds for T and T−1, recalling that
m = r/10 (see (13)) and that γ ≪ 1 and ν ≪ 1.
Lemma 20. In the coordinate system (x, y,Θ, I, t), the linearized system is given
by the block matrix
L =
(
Λ 0
0 0
)
+O
(
ρ2m−2γ, ρ5m−dr−6η, ρ
4
3
r−drνγ, ρ
8
3
r− 5
2
drην
)
+O
(
ρqrγ−1ν−1, ρ
4
3
r−(q−2d)r−5γ−1, ρ
20
3
r−(q− 7
2
d)r+2m−2γ−1η, ρ
4
3
r+(q−d)r−3, ρ
8
3
r+(q−3d)r−5ν
)
.
Proof. Denote by F the vector field (58). Then,
DF =
M +O(ρ3m−3η) 0 v2 0vT1 0 C 0
0 0 0 0
+O (ρqr)
where
v1 =
(
∂JfϕsẐ
∂JfJs(Ĥ0 + Ẑ)
)
, v2 =
(
∂JfJs(Ĥ0 + Ẑ)
∂JfϕsẐ
)
and C = ∂JfJf
(
Ĥ0 + Ẑ
)
. Therefore, using the estimates (15), we have that
|v1| ≤ ρ2m−1, |v2| ≤ ρm−2, |C| ≤ ρ2m−2.
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The matrix L is given by L = T−1 ·DF · T . Thus, we just need to multiply the
matrices. We obtain
L =

Λ+O(|S−1||S|ρ3m−3η) 0 S−1((M +O(ρ3m−3η))A+ v2)ν 0
γvT1 S 0 (v
T
1 A+ C)νγ 0
0 0 0 0
0 0 0 0
+O (|T−1||T |ρqr) .
To bound each term, we take advantage of a cancellation which arises in L. We
define
v∗2 =
(
∂JfJs(Ĥ0(Js∗ , Jf ) + Ẑ(ϕs∗, Js∗ , Jf))
∂JfϕsẐ(ϕs∗, Js∗ , Jf)
)
.
Then, we have that
M
(
∂Jfϕ
s
∗
∂JfJ
s
∗
)
+ v∗2 = 0.
Thus, using the definition of A we have that∣∣S−1((M +O(ρ3m−3η))A+ v2)ν∣∣ .|S−1||A|ρ3m−3ην + |S−1||v2 − v∗2|ν
+ |S−1||M ||∂JfS|
∣∣∣∣(xy
)∣∣∣∣ ν.
Then, using the estimates of v1, v2 and C, the fact that γ ≪ 1 and ν ≪ 1, the
estimates of A given in Lemma 19 and the estimates given in Lemma 16, we obtain
L =
(
Λ 0
0 0
)
+O
(
|T−1||T |ρqr, ρ3m−3γ, ρ5m−dr−6η, ρ 43 r−dr+2m−5νγ, ρ 83 r− 52drην
)
.
Finally it is enough to use the estimates for |T−1| and |T | given in Lemma 19.
Now, it is enough to choose the parameters η, ν and γ to show that the remainder
is smaller than the first order of Λ. This allows us to show the existence of the
isolating block. We make two different choice of parameters. The first choice is to
construct the smallest possible isolating block. This gives the sharper estimates for
the size of the cylinder and also gives good bounds for its derivatives. The second
one is to obtain the largest isolating block where we can prove the existence of
the cylinder. This gives the maximal set where we can ensure the existence and
uniqueness of the cylinder.
First, we take η = ρ5dr, ν = 1 and γ = ρ2dr. Recalling that q = 18d (see
Appendix E), we obtain that the equation obtained in Lemma 18 becomes(
x˙
y˙
)
= Λ
(
x
y
)
+O (ηρdr) (66)
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and the matrix L obtained in Lemma 20
L =
(
Λ 0
0 0
)
+O (ρ2dr) (67)
Now we are ready to apply the isolating block argument as done in [BKZ11]. We
apply Proposition A.1 [BKZ11] to the system in coordinates (x, y,Θ, I, t). More
precisely, with the notations of appendix B [BKZ11], we set
u = x, s = y, c1 = (Θ, t), c2 = I,Ω = R
2 × Ωc2 = R2 ×
[
a− − λ2
ν
,
a+ + λ
2
ν
]
.
We fix α = λ/2 and we take Bu = {u : ‖u‖ ≤ η} and Bs = {s : ‖s‖ ≤ η}. Then, by
(66), one can easily see that
x˙ · x ≥ αx2 if |x| = η, |y| ≤ η, (Θ, I, t) ∈ Ω
y˙ · y ≤ −αy2 if |x| ≤ η, |y| = η, (Θ, I, t) ∈ Ω
Moreover, using (67) and recalling that α = λ/2, we have that
Luu = λ+O
(
ρ2dr
) ≥ α
Lss = λ+O
(
ρ2dr
) ≥ α
on Bu×Bs ×Ω. Finally, following the notations of Proposition A.1 of [BKZ11], we
have that m . ρ2dr. Therefore, K ≤ 1/√2 since
K =
m
α− 2m . ρ
3
2
dr−m+1
2 ≪ 1
Thus, we can apply Proposition A.1 of [BKZ11]. This implies that there exists a C1
map
wc = (wcu, w
c
s) : Ω −→ R2
which satisfies ‖dwc‖ ≤ 2K, is γ−1-periodic in Θ and 1-periodic in t, and the graph
of which is weakly invariant. Now it only remains to go back to the original variables
by defining (
wcϕs
wcJs
)
=
(
ϕs∗(J
f)
Js∗(J
f )
)
+ S
(
wcu
(
γϕf , ν−1Jf , t
)
wcs
(
γϕf , ν−1Jf , t
))
Then, we obtain∣∣wcϕs − ϕs∗(Jf )∣∣ ≤ ρm−1η ≤ ρm−1+5dr, ∣∣wcJs − Js∗(Jf )∣∣ ≤ ρm−1η ≤ ρm−1+5dr
and for the derivatives∣∣∂Jfwcϕs∣∣ . Kν−1 . ρ 32dr−m+12 , ∣∣∂(ϕf ,t)wcϕs∣∣ . K . ρ 32dr−m+12
The second choice of parameters is η = ρ2dr, ν = ρ2dr, γ = ρdr. Proceeding analo-
gously one can see that the isolating block argument goes through also with these
choice of parameters. This choice of parameters gives the set V given in Theorem
18 where there is no other invariant set except the cylinder.
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8 Aubry sets in single resonance zones: proof of
Key Theorem 8
We devote this section to study the properties of the Aubry and Man˜e´ sets corre-
sponding to Dirichlet resonances in the single resonance zones and we prove Key
Theorem 8. The definition of this sets is given in Appendix D. We explain how to
modify the approach developed in [BKZ11]. We only deal with cohomologies which
are not close to the bifurcation values. The other case can be adapted from [BKZ11]
following the same ideas.
We consider the Hamiltonian (55) and show that the Aubry sets related to certain
cohomology classes c ∈ H1(T2) belong to the invariant cylinder along the resonance
Iωn,ikn obtained in Theorem 18. We also prove the Mather graph property for the
Aubry sets.
The proof of Theorem 8 is a consequence of the following two Theorems, which
give vertical and horizontal estimates for the Aubry set. The first result replicates
Theorem 4.1 in [BKZ11] and provides vertical estimates and also a graph property
for the Weak KAM solutions analogous to the Mather graph principle. This Theorem
is proved in Section 8.1
Theorem 19. Consider the Hamiltonian (55). Then, for each cohomology class c ∈
R2 and each weak KAM solution u of H at cohomology c, the set I˜(u, c) is contained
in a Cρ2r/3−1-Lipschitz graph above T2, and in the domain ‖J − c‖ ≤ Cρ2r/3−1, for
some constant C > 0 independent of ρ.
The next Theorem also gives estimates for the horizontal localization of the
Aubry sets. We adapt the statement of [BKZ11] to our purposes. This Theorem is
proved in Section 8.2.
Theorem 20. Consider the Hamiltonian (55) and a cohomology class c = (cs, cf) =
(Js∗(c
f), cf) with cf ∈ [a˜−, a˜+]. Then, for ρ > 0 small enough, the Man˜e´ set N˜ (c)
satisfies
sN˜ (c) ⊂ Bκρ9dr/4(ϕs∗)× T2 × Bκρ9dr/4(cs)× Bκρ2r/3−1(cf) ⊂ T2 × R2 × T
for some constant κ > 0 independent of ρ.
Then, it only remains to undo the rescaling (41).
With these two Theorems we are ready to prove Key Theorem 8
Proof of Key Theorem 8. Theorem 20 implies that the suspended Man˜e´ set sN˜ (c)
sets belong to the set V introduced in Theorem 18. Since the set sN˜ (c) is invariant,
belonging to V implies that it must belong to the cylinder Cωnkn .
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Now it only remains to show that the set I˜(u, c) is a Lipschitz graph over the
fast angle ϕf . Let (ϕi, Ji), i = 1, 2 be two points in I˜(u, c). By Theorem 19 we
know that
‖J2 − J1‖ ≤ Cρ2r/3−1‖ϕ2 − ϕ1‖ ≤ Cρ2r/3−1
(
‖ϕs2 − ϕs1‖+ ‖ϕf2 − ϕf1‖
)
.
Now, using the fact that I˜(u, c) belongs to Cωnkn , we know that
‖ϕs2 − ϕs1‖ ≤ Cρ3dr/2−(m+1)/2
(
‖J2 − J1‖+ ‖ϕf2 − ϕf1‖
)
.
Combining these two estimates, we obtain
‖J2 − J1‖ ≤ Cρ2r/3−1‖ϕf2 − ϕf1‖.
8.1 Vertical estimates: proof of Theorem 19
The proof of Theorem 19 follows the same lines of the proof of Theorem 4.1 in
[BKZ11], taking into account the different choice of parameters. We define L(ϕ, v, t)
the Lagrangian associated to Ĥ. Then,
∂vvL(ϕ, v, t) =
(
∂JJĤ(ϕ, ∂vL(ϕ, v, t), t)
)−1
∂ϕvL(ϕ, v, t) = −∂ϕJĤ(ϕ, ∂vL(ϕ, v, t), t)∂vvL(ϕ, v, t)
∂ϕϕL(ϕ, v, t) = ∂ϕϕĤ(ϕ, ∂vL(ϕ, v, t), t)− ∂ϕJĤ(ϕ, ∂vL(ϕ, v, t), t)∂ϕvL(ϕ, v, t)
(68)
Therefore, we have the estimates
‖∂vvL‖C0 . ρm−1, ‖∂ϕvL‖C0 . ρ 43 r+m−2, ‖∂ϕϕL‖C0 . ρ 43 r−1. (69)
Recall that a function u : Tn −→ R is called K-semi-concave if the function
x 7→ u(x)−K ‖x‖
2
2
is concave on Rn, where u is seen as a periodic function on Rn. We state two lemmas.
The first is proven in [BKZ11] and is a simple case of Lemma A.10 of [Ber08]. The
second one is proven in [Fat11].
Lemma 21. If u : Tn −→ R is K-semi-concave, then it is (K√n)-Lipschitz.
Lemma 22. Let u and v be K-semi-concave functions, and let I ⊂ Tn be the set of
points where the sum u+v is minimal. Then, the functions u and v are differentiable
at each point of I, and the differential x 7→ du(x) is 6K-Lipschitz on I.
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The Weak KAM solutions of cohomology c are defined as fixed points of the
operator Tc : C(Tn) −→ C(Tn) defined by
Tc(u)(ϕ) = min
γ
u(γ(0)) +
∫ T
0
(L(γ(t), γ˙(t), t) + c · γ˙(t)) dt
where the minimum is taken on the set of C1 curves γ : [0, 1] −→ Tn satisfying the
final condition γ(T ) = ϕ.
Proposition 1. For each c ∈ Rn, each Weak KAM solution u of cohomology c is
Cρ2r/3−1-semi-concave and Cρ2r/3−1-Lipschitz for some constant C > 0 independent
of ρ > 0.
Proof. Consider Φ : [0, T ] −→ Tn an optimal curve for Tc. That is a curve satisfying
u(ϕ) = u(Φ(0)) +
∫ T
0
(
L(Φ(t), Φ˙(t), t) + cΦ˙(t)
)
dt.
We lift Φ to a curve in Rn and consider Φx(t) = Φ(t) +
t
T
x. Then, Φx(T ) = ϕ + x.
Then, we have that
u(ϕ+ x)− u(ϕ) ≤
∫ T
0
(
L(Φx(t), Φ˙x(t), t)− L(Φ(t), Φ˙(t), t) + cx˙
T
)
dt.
Proceeding as in [BKZ11], one can bound the integral by
u(ϕ+x)−u(ϕ) ≤
(
c+ ∂vL(Φ(T ), Φ˙(T ), T )
)
·x+K
(
ρ
4
3
r−1T + ρ
4
3
r+m−2 +
ρm−1
T
)
|x|2
Then, taking T ∈ [ρ−2r/3+m/2/2, ρ−2r/3+m/2] (this interval contains an integer since
ρ≪ 1), we obtain
u(ϕ+ x)− u(ϕ) ≤
(
c+ ∂vL(Φ(T ), Φ˙(T ), T )
)
· x+Kρ 23 r+m2 −1|x|2
≤
(
c+ ∂vL(Φ(T ), Φ˙(T ), T )
)
· x+Kρ 23 r|x|2.
This estimate gives the semi-concavity constant and therefore, also the Lipschitz
constant.
8.2 Horizontal estimates: proof of Theorem 20
Hamiltonian (55) is of the form Ĥ(ϕ, J) = H1(ϕs, J) + R̂(ϕs, J) where
H1(ϕs, J) = Ĥ0(J) + Ẑ(ϕs, J). (70)
First we perform a change of coordinates which puts the ϕs coordinate of the hy-
perbolic critical point of H1 at the origin and removes some terms in its associated
linearization. A similar change has been done in Section 7 but now we need it to be
symplectic.
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Lemma 23. There exists a exact symplectic change of coordinates (ϕ, J) = Ψ(ϕ˜, J˜)
such that, for each fixed J˜f ∈ [a˜−, a˜+],
K1 = H1 ◦Ψ−1, (71)
as a function of (ϕ˜s, J˜s), has a hyperbolic critical point at (ϕ˜s∗, J˜
s
∗) = (0, J
s
∗(J
f)) and
moreover it satisfies
D−1ρm+1 ≤∂JsJsK1(0, Js∗(Jf)) ≤ Dρm−1
ρdr ≤− ∂ϕsϕsK1(0, Js∗(Jf)) . ρ
4
3
r−1.
and
∂JsϕsK1(0, Js∗(Jf)) = 0, ∂JfϕsK1(0, Js∗(Jf)) = 0.
Proof. We perform the change of variables in several steps. First we put the curve
of critical points at (0, Js∗(J
f)) and then we modify its linearization. Note that even
if these changes are only going to matter in a neighborhood of the curve of critical
points we need them to be global. The reason is that we want to see that they are
exact symplectic.
The first change of coordinates is defined by
(ϕ̂s, Ĵs) = (ϕs − ϕs∗(Jf), Js)
(ϕ̂f , Ĵf) = (ϕf − ∂Jfϕs∗(Jf)Js, Jf)
It is exact symplectic and it sets the ϕs component of the curve of critical points at
0. Note that H1 is independent of ϕf . Nevertheless, we need to consider it in all
these change of coordinates so that we can apply it later on to the full Hamiltonian
Ĥ keeping the symplectic structure.
Now we eliminate the crossed derivatives. By construction, the Hamiltonian H1
after this change of coordinates is of the form,
H′1(ϕ̂s, Ĵ) =a0(Ĵf) + a20(Ĵf )(ϕ̂s)2 + a11(Ĵf)ϕs
(
Ĵs − Js∗(Jf)
)
+ a02(Ĵ
f)
(
Ĵs − Js∗(Jf)
)2
+ higher order terms,
where by hypothesis a20 = ∂JsJsĤ1(0, Js∗(Jf )) > 0 and D−1ρm+1 ≤ a20 ≤ Dρm−1,
a02 = ∂ϕsϕsĤ1(0, Js∗(Jf )) < 0 and ρdr ≤ −a02 . ρ4r/3−1, and a11 = ∂ϕsJsĤ1(0, Js∗(Jf))
and |a11| . ρ4r/3+m−2.
Note that we already have that ∂ϕsJfH′(0, Js∗(Jf)) = 0. To set the crossed
derivative ∂ϕsJs to zero, it is enough to consider the change of coordinates
(ϕ˜s, J˜s) =
(
ϕ̂s, Ĵs +
a11(Ĵ
f)
2a20(Ĵf)
ϕ̂s
)
(ϕ˜f , J˜f) =
(
ϕ̂f − ∂Jf
[
a11(Ĵ
f )
2a20(Ĵf)
]
(ϕ̂s)2
2
, Ĵf
)
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This change is well defined since a20 > 0 but is not periodic in ϕ
s. To make it
periodic it is enough to consider a function b : T→ R such that for ϕs ∈ (−1/4, 1/4),
b(ϕs) = (ϕs)2/2. Then, we consider the periodic extension of the change
(ϕ˜s, J˜s) =
(
ϕ̂s, Ĵs +
a11(Ĵ
f)
2a20(Ĵf )
∂ϕ̂sb(ϕ̂
s)
)
(ϕ˜f , J˜f) =
(
ϕ̂f − ∂Jf
[
a11(Ĵ
f )
2a20(Ĵf)
]
b(ϕ̂s), Ĵf
)
.
This change of coordinates is exact symplectic.
To obtain now the estimates of the second derivatives with respect to J˜s of
Lemma (23), it is enough to point out that ∂J˜sJ˜sK1(0, Js∗(Jf)) = a20(Jf) = ∂JsJsĤ1(0, Js∗(Jf ))
which satisfies the desired estimates. Moreover,
∂ϕ˜sϕ˜sK1(0, Js∗(Jf )) = a02(Jf)−
a211(J
f)
2a20(Jf )
≤ a02(Jf ) ≤ −ρdr
and ∣∣∂ϕ˜sϕ˜sK1(0, Js∗(Jf))∣∣ ≤ |a02(Jf)|+ ∣∣∣∣ a211(Jf)2a20(Jf)
∣∣∣∣ . ρ 43 r−1.
If we apply the change obtained in Lemma 23 to the Hamiltonian Ĥ, we obtain
a new Hamiltonian K which is of the form
K = K1 +K2
where K2 = R̂ ◦ Ψ and therefore satisfies ‖K2‖C2 . ρqr. We study the horizontal
localization of the Aubry sets along a fixed single resonance for the Hamiltonian K.
Then we deduce them for (55) and we prove Theorem 20. The results for K are
summarized in the next two propositions. The first one gives localization estimates
for the Aubry sets with respect to the slow angle.
Proposition 2. Consider a cohomology class c = (cs, cf) = (Js∗(c
f), cf) with cf ∈
[a˜−, a˜+]. Then, the slow angle coordinate of any point belonging to the Man˜e´ set
N˜ (c) associated to the Hamiltonian K satisfies
|ϕ˜s| ≤ κρ5dr/2
for some constant κ > 0 independent of ρ.
Proposition 3. Consider a cohomology class c = (cs, cf) = (Js∗(c
f), cf) with cf ∈
[a˜−, a˜+]. Then, the slow action coordinate of any point belonging to the Man˜e´ set
N˜ (c) associated to the Hamiltonian K satisfies
|J˜s| ≤ κρ9dr/4
for some constant κ > 0 independent of ρ.
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These two propositions are proved respectively in Sections 8.2.1 and 8.2.2. Now,
using the symplectic invariance of the Man˜e´ set, we are ready to prove Theorem
20. Since the change of coordinates in Lemma 23 is exact, it is enough to apply
Theorem 11, which was proven in [Ber07].
Proof of Theorem 20. Thus, applying the change of coordinates given by 23, we
obtain
|ϕs − ϕs∗(Jf)| = |ϕ˜s| ≤ κρ5dr/2
and
|Js − Js∗(Jf)| = |Ĵs| ≤ |J˜s|+
|a11|
|a20| |ϕ˜
s| ≤ 2κρ9dr/4
8.2.1 Localization for the slow angle: proof of Proposition 2
We start by studying the Lagrangian L. The following lemma is straightforward.
Lemma 24. The Lagrangian L, the Legendre dual of K, can be split as
L = L1 + L2
where L1 is the Legendre transform of K1 and L2 satisfies ‖L2‖C2 . ρqr.
We study this Lagrangian and the function α associated to the Hamiltonian K
along the cohomology classes belonging to the resonance. Thus, throughout this
section we consider cohomology classes c = (cs, cf ) = (Js∗(c
f), cf), cf ∈ [a˜−, a˜+]. We
define ω = ∂JK1(0, c). This implies that c = ∂vL1(0, ω).
Lemma 25. Consider a cohomology class c = (Js∗(c
f), cf) with cf ∈ [a˜−, a˜+]. The
α function associated to K satisfies
K1(0, c)− Cρqr ≤ α(c) ≤ K1(0, c) + Cρqr.
for some constant C > 0 independent of ρ.
Proof. It follows the same lines as the proof of Lemma 4.4 in [BKZ11]. For the
upper bound, it is enough to take into account that
α(c) ≤ max
(ϕ,t)
K(ϕ, c, t) ≤ max
ϕs
K1(ϕ
s, c) + max
(ϕ,t)
K2(ϕ, c, t).
For the lower bound, we consider the Haar measure µ of the torus T×{0}×{ω}×T,
which is not necessarily invariant but is closed. Then
α(c) ≥ c · ω −
∫
L dµ ≥ c · ω − L1(0, ω)− Cρqr ≥ K1(0, c)− Cρqr.
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We use these lemmas to obtain precise upper and lower bounds for the La-
grangian. We use these estimates to obtain good upper and lower bounds for the
action along curves belonging to the Aubry sets.
Lemma 26. Consider a cohomology class c = (Js∗(c
f), cf) with cf ∈ [a˜−, a˜+]. Then,
L(ϕ, v, t)− cv + α(c) ≤(∂vL1(ϕs, ω)− c)(v − ∂JK1(ϕs, c))
− (K1(ϕs, c)−K1(0, c))
+
Dρm−1
2
‖∂vL1(ϕs, ω)− ∂vL1(0, ω)‖2
+ ρqr +
Dρm−1
2
‖v − ω‖2
L(ϕ, v, t)− cv + α(c) ≥(∂vL1(ϕs, ω)− c)(v − ∂JK1(ϕs, c))
− (K1(ϕs, c)−K1(0, c))
+
ρm+1
2D
‖∂vL1(ϕs, ω)− ∂vL1(0, ω)‖2
− ρqr + ρ
m+1
2D
‖v − ω‖2
To prove this lemma, we first prove the following lemma.
Lemma 27. Consider a cohomology class c = (Js∗(c
f), cf) with cf ∈ [a˜−, a˜+]. Then,
the Lagrangian L1 satisfies
L1(ϕs, ω)−L1(0, ω) ≤(∂vL1(ϕs, ω)− c)(ω − ∂JK1(ϕs, c))
− (K1(ϕs, c)−K1(0, c))
+
Dρm−1
2
‖∂vL1(ϕs, ω)− ∂vL1(0, ω)‖2
L1(ϕs, ω)−L1(0, ω) ≥(∂vL1(ϕs, ω)− c)(ω − ∂JK1(ϕs, c))
− (K1(ϕs, c)−K1(0, c))
+
D−1ρm+1
2
‖∂vL1(ϕs, ω)− ∂vL1(0, ω)‖2
Proof. We know that
L1(0, ω) = cω −K1(0, c).
For the other term, we write L1(ϕs, ω) = ∂vL1(ϕs, ω)ω − K1(ϕs, ∂vL1(ϕs, ω)) and
applying Taylor to K1 with respect to the actions
L1(ϕs, ω) ≤∂vL1(ϕs, ω)ω −K1(ϕs, c)− ∂JK1(ϕs, c) (∂vL1(ϕs, ω)− ∂vL1(0, ω))
+
Dρm−1
2
‖∂vL1(ϕs, ω)− ∂vL1(0, ω)‖2
Analogously, one can obtain the lower bounds.
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Using Lemma 27, the proof of Lemma 26 follows the same lines of the analogous
lemma in [BKZ11]
Proof of Lemma 26. To compute the upper bound, we apply Taylor at v = ω and
we use Lemma 24.
L(ϕ, v, t) ≤ L1(ϕs, v) +O (ρqr)
≤ L1(ϕs, ω) + ∂vL1(ϕs, ω)(v − ω) + Dρ
m−1
2
‖v − ω‖2 +O (ρqr)
Then, it is enough to use Lemma 27. One can obtain the lower bound analogously.
Now, from Lemma 26, we derive estimates doing Taylor expansion around ϕs = 0.
Lemma 28. Consider a cohomology class c = (Js∗(c
f), cf) with cf ∈ [a˜−, a˜+]. Then,
the Lagrangian L satisfies
L(ϕ, v, t)− cv + α(c) ≤ρ 43 r−1 |ϕs|2 + Dρ
m−1
2
‖v − ω‖2
+ ρ
4
3
r−1 |ϕs|2 ‖v − ω‖+ ρ 83 r−2 |ϕs|4 + ρqr
L(ϕ, v, t)− cv + α(c) ≥ρdr |ϕs|2 + Dρ
m+1
2
‖v − ω‖2
− ρ 43 r−1 |ϕs|2 ‖v − ω‖ − ρ 83 r−2 |ϕs|4 − ρqr
Proof. We bound each term in Lemma 26. For the first one, we take into account
that by (69) and Lemma 23, we have that ∂ϕsvsL(0, ω) = 0 and ∂ϕsvfL(0, ω) = 0.
Now, applying Taylor at ϕs = 0 we have
|∂vL1(ϕs, ω)− c| . ρ 43 r−1|ϕs|2
|v − ∂JK1(ϕs, c)| . ‖v − ω‖+ ρ 43 r−1|ϕs|2
Therefore,we obtain
|(∂vL1(ϕs, ω)− c)(v − ∂JK1(ϕs, c))| . ρ 43 r−1|ϕs|2‖v − ω‖+ ρ 83 r−2|ϕs|4
For the second term, we use Lemma 23 to obtain K1(ϕs, c) − K1(0, c) . ρ4r/3−1r21
and K1(ϕs, c)−K1(0, c) & ρdrr21. The rest of the terms are straightforward.
This lemma gives very precise positive upper bounds for the Lagrangian but
only close to ϕs = 0. To obtain the horizontal estimates we also need global positive
lower bounds. They are given in the next lemma.
Lemma 29. Consider a cohomology class c = (Js∗(c
f), cf) with cf ∈ [a˜−, a˜+]. Then,
the Lagrangian L satisfies
L(ϕ, v, t)− cv + α(c) ≥ ρdr|ϕs|2 − Cρqr.
82
Proof. By definition
L1(ϕs, v) = max
J
{Jv −K1(ϕs, J)} ≥ cv −K1(ϕs, c).
So, we have that L(ϕ, v, t) − cv ≥ −K1(ϕs, c) − Cρqr. Now it only remains to use
the lower bounds of α(c) obtained in Lemma 25, which lead to
L(ϕ, v, t)− cv + α(c) ≥ − (K1(ϕs, c)−K1(0, c))− Cρqr.
To complete the proof it suffices to use the properties of K1 obtained in Lemma
23.
Now, we obtain upper bounds for the action,
Lemma 30. Let u(ϕ, t) be a weak KAM solution at cohomology c ∈ Γ. Given
r1 & ρ
qr/2−2r/3+1/2 and two points (ϕ1, t1) and (ϕ2, t2) ∈ T× B(0, r1)× T, we have
u(ϕ2, t2)− u(ϕ1, t1) . ρ 23 rr1
Proof. We proceed as in [BKZ11] by taking a curve
ϕ(t) = ϕ1 + (t− t˜1) ϕ˜2 − ϕ˜1 + (T + t˜2 − t˜1)ω
T + t˜2 − t˜1
where T ∈ N is a parameter to be fixed later, and t˜i ∈ [0, 1) and ϕ˜i ∈ [0, 1)2 are
representatives of the angular variables ti, ϕi. Then,
u(ϕ2, t2)− u(ϕ1, t1) .
∫ t˜2+T
t˜1
L(ϕ(t), ϕ˙(t), t)− c · ϕ˙(t) + α(c) dt
By Lemma 28,
u(ϕ2, t2)−u(ϕ1, t1) .
∫ t˜2+T
t˜1
(
Dρm−1‖ϕ˙(t)− ω‖2 + ρ 43 r−1r21‖ϕ˙(t)− ω‖+ ρ
4
3
r−1r21
)
dt.
Then,
u(ϕ2, t2)− u(ϕ1, t1) .
∫ t˜2+T
t˜1
Dρm−1
(T + t˜2 − t˜1)2
+
ρ
4
3
r−1r21
T + t˜2 − t˜1
+ ρ
4
3
r−1r21 dt
.
Dρm−1
T + t˜2 − t˜1
+ ρ
4
3
r−1r21 + ρ
4
3
r−1r21(T + t˜2 − t˜1).
Now, taking
1
r1ρ
2
3
r−m
2
≤ T + t˜2 − t˜1 ≤ 2 1
r1ρ
2
3
r−m
2
we obtain
u(ϕ2, t2)− u(ϕ1, t1) . ρ 23 r+m2 −1r1 ≤ ρ 23 rr1
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Now we look for lower bounds of the action so that we can reach a contradiction.
We adapt the argument in [BKZ11]. We consider the invariant set I˜(v, c) ⊂ T2 ×
R2 × T associated to a suspended weak KAM solution v at cohomology c, and its
projection I(v, c) ⊂ T2 × T. The set I˜(v, c) is the suspension of the invariant set
I˜(u, c) associated to u(ϕ) = v(ϕ, 0). We consider also a curve ϕ(t) : R −→ T2
calibrated by u. Namely,∫ t2
t1
L(ϕ(t), ϕ˙(t), t)− c · ϕ˙(t) + α(c) dt = u(ϕ(t2), t2)− u(ϕ(t1), t1)
for each interval (t1, t2). Since u is bounded, this integral is bounded independently
of the time interval. Now, if we take r1 =
√
2Cρ(q−d)r, by Lemma 25, we know that
L(ϕ, v, t)− cv + α(c) ≥ 1
2
ρdrr21
if ϕs does not belong to the ball B(0, r1). Then, the set of times for which ϕ
s does
not belong to this ball must have finite measure. Call [t1, t2] to one of the connected
components of this open set of times. Then, ϕs(t1) ans ϕ
s(t2) both belong to B(0, r1).
Therefore, by Lemma 30, we have that∫ t2
t1
L(ϕ(t), ϕ˙(t), t)− cϕ˙(t) + α(c) dt = u(ϕ(t2), t2)− u(ϕ(t1), t1) ≤ ρ 23 rr1 (72)
Now, we assume that ϕs(t) is not contained in the ball B(0, r0) with r0 = ρ
5dr/2 and
we reach a contradiction. Note that we take q = 18 and therefore r1 < r0. Assume
that the points out of this ball happen in the time interval [t1, t2] (if not change the
time connected component). Then, call t4 the first time such that |ϕs(t4)| = r0 and
t3 the time the largest time in [t1, t4] such that |ϕs(t3)| = r0/2. Then,∫ t2
t1
L(ϕ(t), ϕ˙(t), t)− cϕ˙(t) + α(c) dt ≥
∫ t4
t3
L(ϕ(t), ϕ˙(t), t)− cϕ˙(t) + α(c) dt.
since the function in the integral is always positive.
Now we bound this integral using Lemma 29 and using that in this time interval
|ϕs(t)| ≥ r0/2.∫ t4
t3
L(ϕ(t), ϕ˙(t), t)− cϕ˙(t) + α(c) dt ≥
∫ t4
t3
1
2
ρdr(ϕs(t))2 dt ≥ 1
8
ρ6dr(t4 − t3).
So, joining this estimate with (72) we have that ρ6dr(t4−t3)/8 ≤ ρ 23 rr1 which implies
t4 − t3 ≤ 8
√
2Cρ
2
3
r+ q−13d
2
r. Now, we know that
r0
2
= ϕs(t4)− ϕs(t3) =
∫ t4
t3
ϕ˙s(t)dt
84
Using the diferential equation we have that ϕ˙s = O(ρm−1Js + ρ 43 r−1(ϕs)2). By the
vertical estimates, for the calibrated curve we know that |Js| ≤ ρ 23 r (since cs = 0)
and we are assuming that |ϕs| ≤ r1. So |ϕ˙s(t)| . ρm+ 23 r−1 ≤ ρ 23 r. This implies that
r0
2
=
∣∣∣∣∫ t4
t3
ϕ˙s(t)dt
∣∣∣∣ ≤ ρ 23 r(t4 − t3)
Thus, we obtain that
1
2
ρ5dr/2 ≤ 8
√
2Cρ
4
3
r+ q−13d
2
r
Since we take q = 18 we get a contradiction. This implies that all the curve must
be inside the ball of radius r0 = ρ
5dr/2.
8.2.2 Localization for the slow action: proof of Proposition 3
To ensure that the Aubry sets belong to the cylinder obtained in Theorem 18 we
need to improve estimates for the slow action J˜s obtained in Proposition 19. As we
have done in the previous section we omit the tildes over the variables to simplify
notation. We consider the invariant set I˜(v, c) ⊂ T2 × R2 × T associated to a
(suspended) weak KAM solution v of the Hamiltonian (71) at a cohomology class
c, and its projection I(v, c) ⊂ T3. Recall that the set I˜(v, c) is the suspension
of the invariant set I˜(u, c) associated to the restriction u(ϕ) = v(ϕ, 0). Consider
ϕ(t) : R→ T2, a calibrated curve by u. That is,∫ t2
t1
L(ϕ(t), ϕ˙(t), t)− c · ϕ˙(t) + α(c) dt = u(ϕ(t2), t2)− u(ϕ(t1), t1)
for each interval (t1, t2). In Section 8.2.1, we have seen that these calibrated curves
must satisfy |ϕs| . ρ5dr/2.
First, prove that for a calibrated curve (ϕ(t), J(t)), the associated action Js(t)
satisfies |Js(t)| ≤ ρ9dr/4/2 for all time except for a bounded set of times. By Lemma
28,
L(ϕ, v, t)− cv + α(c) ≥ρdr |ϕs|2 + Dρ
m+1
2
‖v − ω‖2
− ρ 43 r−1 |ϕs|2 ‖v − ω‖ − ρ 83 r−2 |ϕs|4 − ρqr
≥ρdr |ϕs|2 + Dρ
m+1
2
(
‖v − ω‖ − ρ
4
3
r−m−2
D
|ϕs|2
)2
− ρ
8
3
r−m−3
2D
|ϕs|4 − ρ 83 r−2 |ϕs|4 − ρqr
Now, since |ϕs(t)| . ρ5dr/2 for all t ∈ R, we know that
L(ϕ(t), ϕ˙(t), t)− cv + α(c) ≥ Dρ
m+1
2
(
‖ϕ˙(t)− ω‖ − ρ
4
3
r−m−2
D
|ϕs(t)|2
)2
− ρqr
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Consider the corresponding curve in the Hamiltonian setting (ϕ(t), J(t)) and assume
that |Js(t)| ≥ ρ9dr/4/2 for some subset of time I ⊂ R. Then, since by the Legen-
dre transform |ϕ˙s(t)| & |ρm+1Js(t)| & ρ9dr/4+m+1. Then, L(ϕ, v, t) − cv + α(c) &
ρ9dr/2+3m+3. Therefore, the time subset I ⊂ R in which |Js(t)| ≥ ρ9dr/4/2 must be
bounded. Otherwise, the action along the curve would be infinite.
Assume that there exist times t1 < t2 such that J
s(t1) = ρ
9dr/4/2 and Js(t2) =
ρ9dr/4. If they would not exist, one would have that for all time |Js(t)| ≤ ρ9dr/4 and
the proof of Proposition 3 would be finished. Since the curve is calibrated, we know
that, for all t ∈ [t1, t2], |ϕs(t)| ≤ ρ5dr/2.
We obtain upper bounds for t2 − t1. We have that
ρ9dr/4
2
= Js(t2)− Js(t1) =
∫ t2
t1
J˙s(t)dt
Using the equation associated to Hamiltonian (71), we have that |J˙(t)| . ρ5dr/2+4r/3−1.
Therefore, ρ9dr/4/2 . (t2− t1)ρ5dr/2+4r/3−1. This implies that t2− t1 & ρ−dr/4−4r/3+1.
Moreover, we know that |ϕs(t2)− ϕs(t1)| ≤ 2ρ5dr/2 and
ϕs(t2)− ϕs(t1) =
∫ t2
t1
ϕ˙s(t)dt
Using the equation associated to Hamiltonian (71), we have that |ϕ˙s| ≥ Dρm+1Js−
Cρ4r/3−1(ϕs)2 for some constant C > 0. This implies that |ϕ˙s| ≥ Dρ9dr/4+m+1/4.
Therefore,
2ρ5dr/2 ≥
∫ t2
t1
|ϕ˙s(t)| dt ≥ D
4
ρ9dr/4+m+1(t2 − t1),
which implies that t2 − t1 . ρdr/4−m−1. Thus, we have a contradiction and we can
deduce that |Js(t)| ≤ ρ9dr/4 for all t ∈ R.
9 Shadowing: proof of Key Theorem 10
We split the proof of Key Theorem 10 into three steps:
• single resonance;
• double resonance, high energy;
• double resonance, low energy.
Single resonance: Consider n ∈ N, kn ∈ Fn and a Dirichlet resonance semgent
between two consecutive θ-strong resonances, which belongs to Srn = Srn(kn, k
′, k′′).
Then, by Key Theorem 8, for each c ∈ Srn, the Aubry set A˜Ndr(c) satisfies
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• vertical localization or localization in the action component, i.e. the projection
onto the action space belongs to the Cρ
2r/3+m
n + Cρ2r−2mn –neighborhood of c.
• horizontal localization or localized in the slow angle, i.e. the projection onto
the slow angle ψs belongs to an interval of length 2Cρ2r−2m.
• cylinder localization, i.e. A˜Ndr(c) is contained in one (resp. two) of the NHICs
Cωn,ikn (resp. Cωn,ikn and Cωn,i+1kn ),
• the 2-torus graph property or A˜Ndr(c) is a Lipschitz graph over the (ψf , t)
component.
It turns out this is enough so that the scheme from [BKZ11, KZ12] of proving
c-equivalence applies to all c’s in Srn. Note that in the proof there one studies the
discrete Aubry set A˜0(c) = A˜(c) ∩ {t = 0} and the last item is replaced by the
projection onto the fast angle ψf .
The core of a θ-strong double resonance: Consider the core of the double
resonance Corn(kn, k
′) of a θ-strong double resonance (kn, k′), defined in (13). Its
projection onto the action space is given by the Cρmn -neighborhood of I0. By Key
Theorem 5 at each Corn(kn, k
′) the Hamiltonian Ndr, given by (30), has a normal
form given by a Hamiltonian
H(ψ, J) = H0(J) + Z(ψ, J) =: Ndr ◦ Φn
of two degrees of freedom (27) satisfying conditions (26). Notice that at a θ-strong
double resonance we start with a linear change of coordinates given by (17– 18). It
can happen that K = det A˜ > 1. In this case we consider covering
ξ : T2 → T2 , ϕ 7→ ξ(ϕ) = Kϕ.
This covering lifts to a symplectic covering
Ξ : T ∗T2 → T ∗T2 , (ϕ, J) = (ϕ, I1/K, I2/K)→ Ξ(ϕ, I) = (ξ(ϕ), I1/K, I2/K).
Consider the lifted Hamiltonian N˜ = N ◦ Ξ. It is well known, see [Fat98, CP02,
Ber08] that
A˜N˜(ξ∗c) = Ξ−1(A˜N(c)).
On the other hand, the inclusion
N˜N˜(ξ∗c) ⊃ Ξ−1(N˜N(c)) = Ξ−1(A˜N˜(c))
is not an equality. More exactly, the set A˜N˜(c) is the union of K2 disjoint copies of
A˜N(c) obtained one from another by a parallel translation, while N˜N˜(ξ∗c) always
contains heteroclinic orbits connecting these copies.
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By Theorem 11 for any c
AH(c) = ΦnANdr(c),
where in notations of Key Theorem 5 we have Ndr ◦ Φn = H. Therefore, we can
analyze the Aubry sets of H and relate them to those of Ndr.
It is known that an Aubry set A˜H(c) of an autonomous Tonelli Hamiltonian
H belong to the energy surface {H = αH(c)}, where αH(c) is the alpha function,
defined in (77). This function takes its minimum at 0 and corresponds to I0. In Key
Theorem 6 depending on properties of H we determine a small energy E0 > 0 and
separately study
• (high energy) αH(c) > αH(0) + E0
• (low energy) αH(0) + E0 > αH(c) > αH(0).
By analogy with [KZ12], we first, we prove c-equivalence for high energy and then
for low energy.
It turns out the single resonance and the double resonance high energy are sim-
ilar and we can use [KZ12]. To carry out the proof of c-equivalence we need four
properties of the Aubry sets A˜H(c), analogous to the single resonance. Namely,
• vertical localization or the natural projection of A˜H(c) into the action compo-
nent belongs to a small neighborhood of c.
• horizontal localization the Aubry set A˜H(c) is a periodic orbit or a union of
two periodic orbits, therefore, after a proper smooth change of coordinates it
belongs to a small neighborhood of θs = θs∗.
• cylinder localization the Aubry set A˜H(c) is contained in one (resp. two) of
NHICs MEj ,Ej+1h (resp. MEj,Ej+1h ∪MEj+1,Ej+2h ) for h given by the kn and k′n
(see (28) and (29) for definitions).
• the 2-torus graph property or A˜H(c) is a Lipschitz graph over a certain 2-torus.
9.1 Equivalent forcing class along single resonances
Here we follow the scheme from [BKZ11] and [KZ12], sect 6.1. In the single resonance
Srn = Srn(kn, k
′, k′′) between the adjacent cores of double resonances. Let Γ(n) ⊂
LFNdr(Srn) be a monotone connected segment connecting the end points LF(∂Srn).
It is monotone in the sense that if crosses LFNdr(ω) for each ω ∈ Srn only once. For
example, {(Js(Jf ), Jf)}, given by (21). One can show that LFNdr(∂Srn) contains
an open set.
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• (passage values) We say that c ∈ Γ1 ⊂ Γ(n), if N˜Ndr(c) is contained in only
one NHIC, has only one static class, and the projection onto θf component is
not the whole circle. Due to a result of Mather [Mat93] (and in the forcing
setting, [Ber08]), c is in the interior of its forcing class.
• (bifurcation values) We say that c ∈ Γ2 ⊂ Γ(n) has exactly two static classes
and each one is contained in one NHIC. In this case we would like to jump
from one cylinder to another.
• (invariant curve values) We say that c ∈ Γ3 ⊂ Γ(n), if A˜Ndr(c) is contained in
a single cylinder, but the projection onto (θf , t) component is the whole two
torus7. In this case it is impossible to move within the cylinder, the normal
hyperbolicity will be used.
Theorem 21. (see Theorem 12 [KZ12], Proposition 6.9 [BKZ11], Proposition 11.4
[KZ12]) Fix a Dirichlet resonant segment S(n) and the Hamiltonian
Ndr = (Hε +∆H
mol +∆Hsr +∆Hdr) ◦ ΦPo¨s
given by (30). Then, there exists a C∞ small perturbation ∆Hshad1 supported away
from pull backs of all NHICs C˜ωn,ikn in single resonance zones given by Corollary 2
and away from pull backs of all manifolds Mk′,kn, defined in (29), such that for
Ndr,1 = (Hε +∆H
mol +∆Hsr +∆Hdr +∆Hshad1 ) ◦ ΦPo¨s,
Γ2 is finite and
Γ(n) = Γ1 ∪ Γ2 ∪ Γ3 ⊂ LFNdr(Srn). (73)
The diffusion for both bifurcation values Γ2 and invariant curve values Γ3 re-
quires additional transversalities. In the case that A˜Ndr(c) is an invariant circle, this
transversality condition is equivalent to the transversal intersection of the stable and
unstable manifolds. This condition can be phrased in terms of the barrier functions.
In the bifurcation set Γ2, the Aubry set A˜Ndr(c) has exactly two static classes.
In this case the Man˜e set N˜Ndr(c) ) A˜Ndr(c). Let ψ0 and ψ1 be contained in each
of the two static classes of ANdr(c), we define
b+
Ndr,c
(ψ) = hNdr,c(ψ0, ψ)+hNdr,c(ψ, ψ1) and b
−
Ndr,c
(ψ) = hNdr,c(ψ1, ψ)+hNdr,c(ψ, ψ˜0),
where hNdr,c is the Peierls barrier for cohomology class c associated to the Hamil-
tonian Ndr, defined in Appendix D. Let Γ∗2 be the set of bifurcation c ∈ Γ2 such
that the set of minima of each b+
Ndr,c
and b−
Ndr,c
located outside of ANdr(c) is to-
tally disconnected. In other words, these minima correspond to heteroclinic orbits
7in [BKZ11] we study the discrete Aubry set A˜0(c) = A˜(c) ∩ {t = 0} and obtain an invariant
circle
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connecting different components of the Aubry set A˜Ndr(c) and heteroclinic orbits
N˜Ndr(c) \ A˜Ndr(c) form a non-empty and totally disconnected set. Since the Aubry
and the Man˜e sets are symplectic invariants [Ber07], it suffices to prove these prop-
erties using a convenient canonical coordinates, e.g. normal forms.
In the case c ∈ Γ3, we have N˜ (c) = I˜(c, u) = A˜(c) and it is an invariant circle8.
We first consider the covering for some positive integer N
ξ : T2 → T2 , ψ = (ψf , ψs)→ ξ(ψ) = (ψf , Nψs).
This covering lifts to a a symplectic covering
Ξ : T ∗T2 → T ∗T2 , (ψ, J) = (ψ, Jf , Js)→ Ξ(ψ, J) = (ξ(ψ), Jf , Js/2),
and we define the lifted Hamiltonian N˜ = Ndr ◦ Ξ. It is known that
A˜N˜(c˜) = Ξ−1
(I˜N˜ (c))
where c˜ = ξ∗c = (cf , cs/2). On the other hand, the inclusion
N˜N˜(c˜) ⊃ Ξ−1
(N˜N˜(c)) = Ξ−1(A˜Ndr(c))
is not an equality for c ∈ Γ3. More precisely, for c ∈ Γ3(ε), the set A˜N˜(c˜) is the
union of two circles, while I˜N˜(c˜) contains heteroclinic connections between these
circles. Similarly to the case of Γ2, we choose a point θ0 in the projected Aubry set
AN˜(c), and consider its two preimages θ˜0 and θ˜1 under ξ. We define
b+
N˜,c
(ψ) = hN˜,c(ψ˜0, ψ) + hN˜,c(ψ, θ˜1) and b
−
N˜ ,c
(ψ) = hN˜,c(θ˜1, ψ) + hN˜ ,c(ψ, ψ˜0)
where hN˜,c is the Peierl’s barrier associated to N˜ . Γ
∗
3 is then the set of cohomologies
c ∈ Γ3 such that the set of minima of each of the functions b±N˜,c, located outside of
the Aubry set AN˜(c˜), is totally disconnected. In other words,
NN˜(c˜) \ AN˜(c˜) is non-empty and totally disconnected.
Since the Aubry and the Man˜e sets are symplectic invariants [Ber07], as before
it suffices to prove these properties using a convenient canonical coordinates, e.g.
normal forms.
We can perform an additional perturbation such that the above transversality
condition is satisfied.
Theorem 22. Let Ndr,1 be the Hamiltonian from Theorem 21. Then there exists
arbitrarily Cr small perturbation ∆Hshad2 ◦ ΦPo¨s of Ndr,1, preserving all Aubry sets
A˜N˜(c) with c ∈ Γsrj , such that for Ndr,2 = Ndr,1 + ∆Hshad2 ◦ ΦPo¨s we have Γ2 = Γ∗2
and Γ3 = Γ
∗
3. Moreover, Γ
sr
j = Γ1 ∪ Γ∗2 ∪ Γ∗3 is contained in a single forcing class.
8see Appendix D for definition of I˜Ndr(c, u), which implies A˜Ndr(c) ⊂ I˜Ndr(c, u) ⊂ N˜Ndr(c).
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The proof of this Theorem is the same as the proof of Thm. 12 [KZ12] or
Theorem 6.4 [BKZ11]. The crucial element of the proof is a lemma of Cheng-Yan
[CY09]. One can find a small perturbation ∆Hshad2 localized away from NHICs and,
therefore, away from Aubry sets. We refer to section 11.6 [KZ12] for details.
9.2 Equivalent forcing class along double resonances
In the core of a double resonance we diffuse either along one resonance Γ across this
double resonance or we diffuse inside along one Γ and diffuse outside along another
Γ′. Recall also that at the core of each double resonance, modulo rescaling, the
dynamics is symplectically conjugate to a Tonelli Hamiltonian H = Hkn,k′ of two
degrees of freedom. By Theorem 11 Aubry and Man˜e sets of conjugate systems are
also conjugate. Therefore, it suffices to describe these sets for a Hamiltonian H of
the form (27) satisfying (26).
By a result of Diaz Carneiro [Car95] each Aubry set AH(c) and each Man˜e set
NH(c) is contained in a certain energy surface of H. Thus, it is convenient to
parametrize these sets by energy. Suppose H satisfies conditions [H1-H3] of Key
Theorem 6. As we discussed in section 2.4.2, it is natural to consider tow regimes:
• (high energy) αH(0) + e ≤ E ≤ αH(0) + E∗
• (low energy) αH(0) ≤ E ≤ αH(0) + 2e,
where e is small positive and E∗ is large positive. At the critical energy SαH(0) there
is a critical point denoted ϕ∗.
In local coordinates of the double resonance each resonance Γ has a uniquely
defined integer homology class h ∈ H1(T2,Z). Denote by h (resp. h′) cohomology
class corresponding to Γ (resp. to Γ′).
In section 4.2.2 [KZ12] using a Legendre-Fenchel transform LF of the Hamilto-
nian H, given homology h we show how to choose cohomology c¯h. In Proposition
4.1 of [KZ12] we show that for Hamiltonians satisfying [H1]-[H3] and a proper choice
of cohomology for high energy E each Aubry set AH(c¯h(E)) of H is
• either a periodic orbit, denoted γEh ,
• or the union of two periodic orbits, denoted γEh and γ¯Eh .
In the case of low energy there are three different cases. In Theorem 7 [KZ12] we
show that for each low energy αH(0) < E ≤ αH(0)+2e the periodic orbit γEh exists,
is unique and smoothly depends on E. Consider the limit limE→αH(0)+ γ
E
h = γ
∗
h.
Mather [Mat11] showed that generically there are three possibilities:
• (simple non-critical) γ∗h does not contain the critical point ϕ∗.
• (simple critical) γ∗h contains the critical point ϕ∗.
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• (non-simple) γ∗h is a non-simple curve, which contains the critical point ϕ∗,
and there are two simple curves γ∗h1 and γ
∗
h2
and two integers n1, n2 ∈ Z+ such
that h = n1h1 + n2h2.
Equivalent forcing class at double resonance, high energy
Naturally, at a double resonance one can associate to each reconance Γ of the
Hamiltonian N∗ an integer homology class h ∈ H1(T2,Z) of the slow system H.
Using the function c¯h(E) we can define Γe ⊂ Γ such that the corresponding Aubry
sets A˜H(c¯h(E)) = γEh have high energy αH(0) + e ≤ E ≤ αH(0) + E∗.
By Key Theorem 9, for high energy for each ch(E) ∈ Γe, the Aubry set A˜H(c¯h(E))
is contained in one of the NHICs, and has a local graph property (see section 11.1,
Figure 21 [KZ12]). Reproducing exactly the same double cover construction as in
the previous section we define the lifted Hamiltonian N˜ . For the resonant segment
Γe we have an analog of Theorem 22.
Theorem 23. Let Ndr,2 be the Hamiltonian from Theorem 22. Then there exists
arbitrarily Cr small perturbation ∆Hshad3 ◦ ΦPo¨s of Ndr,2, preserving all Aubry sets
A˜N ′(c) with c ∈ Γe, such that for Ndr,3 = Ndr,2 + ∆Hshad3 ◦ ΦPo¨s we have Γ2 = Γ∗2
and Γ3 = Γ
∗
3. Moreover, Γe = Γ1 ∪ Γ∗2 ∪ Γ∗3 is contained in a single forcing class.
The proof is quite similar to the proof of Theorem 21, see Key Theorem 9,
[KZ12].
Equivalent forcing class at double resonance, low energy
Recall that generically at low energy we have three cases: simple noncritical,
simple critical, nonsimple. To achieve this condition we perturb Ndr,3 to N∗.
The first two cases can be handled in the same way as high energy. See Theorem
13 and 14 section 6.2 [KZ12]. These two Theorems are analogs of Theorems 21 and
22.
Now we face the problem of passing the double resonance along either nonsimple
resonance Γ or entering along one resonance Γ and exiting along another one Γ′. See
Figure 12 Section 3.5 [KZ12].
Since each simple critical resonance contains a periodic orbit of H corresponding
to the saddle critical point of H, in order to construct diffusion in the above cases
it suffices to construct a jump. Namely, prove forcing relation in the following case.
Let Γ define homology h ∈ H1(T2,Z) such that defined a non-simple γ∗h. In
particular, γ∗h contains the critical point ϕ
∗ and there are two simple curves γ∗h1 and
γ∗h2 and two integers n1, n2 ∈ Z+ such that h = n1h1 + n2h2.
We need to prove forcing relation between ch(E) and ch1(E) for some low energy
E, i.e. αH(0) ≤ E ≤ αH(0) + e.
For the slow system H this is proven in Section 12.4 [KZ12]. Deducing the same
result for the original system is given by approximation of barrier of N ′ with a
barrier of H can be done in the same was as in section 12.3 [KZ12].
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A A time-periodic KAM
Consider a Hamiltonian H0(I) in action-angle variables, where angles ϕ ∈ Tn and I
belongs to a bounded open set U ⊂ Rn. Consider a smooth time-periodic perturba-
tion
Hε(ϕ, I, t) = H0(I) + εH1(ϕ, I, t).
Using the standard procedure associate to it an autonomous Hamiltonian
H∗ε (ϕ, I, t, E) = H0(I) + E + εH1(ϕ, I, t),
where E is conjugate to t. Therefore, orbits of Hε and projected along E orbits of
H∗ε are the same as those of Hε independently of the value of E.
Consider an auxiliary Hamiltonian H0(I, E) = exp(H0 + E) and its frequency
map ω(I) = ∇H0(I, E) = (exp(H0 + E)∇H0, exp(H0 + E)). Define
Hε(ϕ, I, t, E) = exp(H0(I) + E + εH1(ϕ, I, t)).
Write this Hamiltonian in the form
Hε(ϕ, I, t, E) = H0 + εH1(ϕ, I, t, E)
Notice that orbits of Hε coincide with orbits of Hε after constant time change.
Call H0 non-degenerate in U if for each I ∈ U and each E we have
det
(
∂ω(I, E)
∂(I, E)
)
6= 0.
Recall that a frequency ω ∈ Dη,τ is called (η, τ)-Diophantine and it has been defined
in (4).
Theorem 24. [Po¨s82] Let η, τ > 0 and r ≥ 2n + 2τ . Let H0 be a real analytic
Hamiltonian on U and H1 be Cr smooth on U × R × Tn+1 resp. Suppose H0 is
non-degenerate in U . Then there exists ε0 = ε0(H0, η, τ) > 0 and c0 = c0(H0, r)
such that for any ε with 0 < ε < ε0 and any ω ∈ Dη,τ the Hamiltonian H0 + εH1
has a (n+1)-dimensional (KAM) invariant torus Tω and dynamics restricted to Tω
is smoothly conjugate to the constant flow (ϕ˙, t˙) = ω on Tn+1. Moreover, for the
union tori
Leb(∪ω∈Dη,τTω) > (1− c0η) · Leb(U × Tn × T),
where Leb is the Lebesgue measure.
One can improve η to be proportional to
√
ε, but we do not use this modification.
Notice that dynamics of Hε is independent of a choice of E. Namely, for any
E 6= E ′ and any initial condition (ϕ0, I0, t0) orbits of Hε starting (ϕ0, I0, t0, E)
and (ϕ0, I0, t0, E
′) have the same projection along E. In particular, if (ϕ0, I0, t0, E)
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belongs to a KAM torus Tω, then (ϕ0, I0, t0, E ′) also belongs to a KAM torus Tλω
for λ = exp(E − E ′). Similarly, if (ϕ0, I0, t0, E) does not belong to a KAM torus,
then (ϕ0, I0, t0, E
′) also does not belong to any KAM torus.
Recall that we have assumed that H0(I) is called strictly convex (see (1)).
Corollary 5. Let η, τ > 0 and r ≥ 2n+ 2τ . Let H0 be a real analytic Hamiltonian
on U and H1 be Cr smooth on U × R× Tn × T resp. Suppose H0 is strictly convex
on U . Then there exists ε0 = ε0(H0, η, τ) > 0 and c0 = c0(H0, r) such that for any
ε with 0 < ε < ε0 and any ω ∈ Dη,τ the Hamiltonian H0 + εH1 has a (n + 1)-
dimensional (KAM) invariant torus Tω and dynamics restricted to Tω is smoothly
conjugate to the constant flow (ϕ˙, t˙) = λω on Tn+1 with λ = ω−1n+1. Moreover, for
the union tori
µE(∪ω∈Dη,τTω) > (1− c0η) · µE(U × Tn × T),
where µE is the Lebesgue measure.
To prove this corollary it suffices to show that if H0 is strictly convex in U , then
H0 is non-degenerate in U × R.
Lemma 31. If H0 is strictly convex, then the Hessian of H0 is nondegenerate.
Proof. Notice that the Hessian of H0 has the following form
H0

∂2I1I1H0 + ∂I1H0∂I1H0 . . . ∂
2
I1In
H0 + ∂I1H0∂InH0 ∂I1H0
∂2I2I1H0 + ∂I2H0∂I1H0 . . . ∂
2
I2In
H0 + ∂I2H0∂InH0 ∂I1H0
. . . . . . . . .
∂2InI1H0 + ∂InH0∂I1H0 . . . ∂
2
InInH0 + ∂InH0∂InH0 ∂InH0
∂I1H0 . . . ∂InH0 1
 . (74)
Denote the last matrix Hess(I, E). The determinant for this matrix is equal to
get
Hn0 detHess(I, E).
In order to compute det Hess(I, E) for each line j = 1, . . . , n we multiply the last
time by ∂IjH0 and subtract from j-th line.
Hn0 det

∂2I1I1H0 . . . ∂
2
I1In
H0 0
∂2I2I1H0 . . . ∂
2
I2In
H0 0
. . . . . . . . .
∂2InI1H0 . . . ∂
2
InInH0 0
∂I1H0 . . . ∂InH0 1
 .
Notice that H0 is always positive and the determinant equals det Hess H0. Since
H0 is positive definite, determinant is not zero.
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A.1 Application of Po¨schel Theorem to our setting
In this section we apply Theorem 24 to the situation where H0 is only finitely
differentiable9.
We use a more precise version of Theorem 24. Fix α > 1 and λ > τ +n > n and
let H be of class Cα,λα if it is of class Cα in the I-variables, but of class Cλα in the
ϕ-variables.
Theorem 25. (Po¨schel [Po¨s82]) Let H0 be real analytic and nondegenerate, such
that the frequency map ∇H¯0 is a diffeomorphism I → Rn, and consider a differen-
tiable perturbation H¯ = H¯0 + εH¯1 of class Caλ+λ+n+τ with λ > τ + n and α > 1 not
in the discrete set Λ = {i/λ + j, i, j ≥ 0 integers}. Then, for small η > 0, one can
choose |ε| proportional to η2 so that there exists a diffeomorphism
T = Ψ0 ◦ Φε : Tn ×Dη,τ → Tn × Rn
which on Tn ×Dη,τ , transforms the Hamiltonian equations of motion into
θ˙ = ω, ω˙ = 0.
More precisely, Ψ0 is the real analytic inverse of the frequency map, and Φε is a
diffeomorphism of class Cαλ,α close to the identity. Its Jacobian determinant uni-
formly bounded from above and below. In addition, if H is of class Cβλ+λ+n−1+τ with
α ≤ β ≤ ∞, one can modify Φε outside Tn × Dη,τ so that Φε is of class Cβλ,β for
β 6∈ Λ.
Now we apply this result to Hamiltonians with finite regularity. Expand the
Hamiltonian H0 near ξ ∈ D using Taylor formula and write Hε as follows:
Hε(θ, ξ+∆I) = H0(ξ)+〈∇H0(ξ),∆I〉+1
2
〈∂2H0(ξ)∆I,∆I〉+Q3(∆I, ξ)+εH1(θ, ξ+∆I),
where Q3(∆I, ξ) is the cubic remainder. Consider the ball of radius d = ε
1/3 around
ξ. Denote
H¯0(I) = H0(ξ) + 〈∇H0(ξ),∆I〉+ 1
2
〈∂2H0(ξ)∆I,∆I〉.
and
εH¯1 = H¯ − H¯0 = Q3(∆I, ξ) + εH1(θ, ξ +∆I).
Let r = αλ + λ + n − 1 + τ . Assume that H0 ∈ Cr+3 and H1 ∈ Cr. Then the
remainder H¯1 ∈ Cr+3. The condition
|∂2IIH¯0|Ω+ρ, |(∂2IIH¯0)−1|Ω+ρ ≤ R
are clearly satisfies, because ∂2IIH¯0 ≡ ∂2H0(ξ).
Application of Theorem 25 gives existence of a diffeomorphism Ψ0 ◦Φε defined in
Tn×Dε1/3(ξ). Covering Tn×D by balls of radius ξ and applying Whitney Extension
Theorem (see e.g. [Po¨s82]) we obtain a global change of coordinates. Moreover, we
have H0 ∈ Cα+1 and H1 ∈ Cα where α = (r − n+ 1− τ)/λ.
9The authors are grateful to Popov for pointing out this approach
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B Smoothness of compositions and the inverse
In this appendix we state several results dealing with the smoothness of the compo-
sition of Cr functions. Let x = (x1, . . . , xn) ∈ Rn be coordinate system in Rn.
Lemma 32. ([DH09] Appendix C) Let F ∈ Ck(Rn) and G ∈ Ck(Rn,Rn), k ≥ 1.
Then for some c = c(n, k) we have
‖F ◦G‖Ck ≤ c(‖F‖C1 ‖G‖Ck +
k∑
p=2
‖F‖Cp
∑
j1+···+jp=k
‖G‖Cj1 . . . ‖G‖Cjp ).
In particular,
‖F ◦G‖Ck ≤ c(‖F‖C1 ‖G‖Ck + ‖F‖Ck‖G‖kCk−1).
Consider DR = DR × Tn+1 ⊂ Rn × Tn+1 ∋ (I, ϕ, t). Let H ∈ Ck(DR) be a Ck
smooth function. Denote by XH the Hamiltonian vector field associated to H give
by
XH = (∂ϕH,−∂ϕH),
where ∂∗ are partial derivatives with respect to the coordinate variables. Clearly we
have XH ∈ Ck−1(DR,R2n) and
‖XH‖Ck−1(DR) ≤ ‖H‖Ck(DR).
Assume that ‖∂ϕH‖C0(DR) < δ for some δ < R. Then, by the Mean Value Theorem
the time t map of the vector field ΦHt is a well-defined Ck−1 map and satisfies
ΦH = ΦH1 : DR−δ → DR.
If H is integrable, then δ can be chosen equal to 0.
In what follows we need to estimate the Ck norm of ΦH in terms of the Ck norm
of the vector field XH . One can expect to have Φ
H being Ck close to the identity
when XH is Ck close to zero. In our case, for smaller k is will indeed be true, but
for higher k estimates will deteriorate. Recall the standard relation
ΦHt = Id +
∫ t
0
XH ◦ ΦHs ds.
It follows from the classical formula due to Faa` di Bruno (see e.g. [AR67]) that
‖F ◦G‖Ck ≤ c‖F‖Ck‖G‖kCk
for some c = c(n, k) and for Ck vector-valued functions defined on appropriate
domains. Recall that at some point of the proof we consider a molification of a
Ck smooth vector field with a molifing parameter σ. In this setting we have the
following
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Lemma 33. Let XHσ ∈ Ck(DR,R2n) be a one-parameter family of Ck vector field,
δ, σ0 be small positive, 0 < m < k. Assume that
max
0≤σ≤σ0
‖XHσ‖C0(DR) < δ,
max
0≤σ≤σ0
‖XHσ‖Ck(DR) < 1, and ‖XHσ‖Ck+m(DR) < σ−m,
then
‖ΦHσ − Id‖Ck(DR−δ) ≤ c‖XHσ‖Ck(DR) ‖ΦHσ − Id‖Ck+m(DR−δ) ≤ c‖XHσ‖Ck+m(DR)
for some c = c(n, k, R). In addition,
‖F ◦ ΦHσ‖Ck(DR−δ) < c‖F‖Ck(DR) ‖ΦHσ‖kCk(DR).
This lemma for m = 0 is lemma 3.1 [Bou10]. (see also similar to lemma 3.15
[DH09]). For m > 0 we use estimates from the proof of lemma 3.15 [DH09].
Proof: By the Fundamental Theorem of calculus we have
ΦHσt (x) = x+
∫ t
0
∂ΦHστ
∂τ
(x)dτ = x+
∫ t
0
XHσ ◦ ΦHστ (x) dτ, dτ,
where x = (I, ϕ, t) ∈ DR and for the canonical matrix J of the symplectic form
ω = dI ∧ dϕ + dE ∧ dt we have XH = J∇H . The extra variable E, conjugated
to the angle s, was introduced to make apparent the symplectic character of the
change of variables. Using the last formula of lemma 32 we obtain
‖ΦHσ1 ‖Cl ≤ ‖Id‖Cl +
∫ 1
0
‖XHσ ◦ ΦHστ ‖Cl dτ ≤ ‖Id‖Cl+
∫ 1
0
‖XHσ‖C1‖ΦHστ ‖Cl + l∑
p=2
‖XHσ‖Cp
∑
j1+···+jp=l
‖ΦHστ ‖Cj1 . . . ‖ΦHστ ‖Cjp
 dτ,
where l = 2, . . . , k +m and c is a constant depending on l and n. Notice also that
in this and the similar sums given below all {js}s are strictly positive.
For l = 1 we have
‖ΦHσ1 ‖C1 ≤ ‖Id‖C1 +
∫ 1
0
‖XHσ‖C1‖ΦHστ ‖C1 dτ.
Now by induction define
al = max
0≤t≤1, 0≤σ≤σ0
‖ΦHσt ‖Cl.
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Denote dl = max0≤σ≤σ0 ‖XHσ‖Cl. We know that dl ≤ 1 for 1 ≤ l ≤ k and dk+l ≤ σ−l
for 1 ≤ l ≤ m. Then,
a1 ≤ 1 + d1a1,
and
al ≤ 1 + d1al + dlal1 + c
l−1∑
p=2
dp
∑
j1+···+jp=l
aj1 . . . ajp.
As in the proof of Lemma 3.15 [DH09] we see that for 1 ≤ l ≤ k we have al ≤ Dl
with Dl being independent of σ. For ak+l, 1 ≤ l ≤ m we proceed by induction. Let
l = 1.
ak+1 ≤ 1 + d1ak+1 + cdk+1ak+11 + c
k∑
p=2
dp
∑
j1+···+jp=k
aj1 . . . ajp ≤ c+ cσ−1.
Let 1 < l ≤ m < k. We have
ak+l ≤ 1 + d1ak+l + cdk+lak+l1 + c
k+l−1∑
p=2
dp
∑
j1+···+jp=k+l−1
aj1 . . . ajp ≤ c+ cσ−l.
Due to the fact thatm < k and all {js}s are strictly positive in the second line sum in
each of its elements there is at most one js∗ > k. In this case p < l−1 ≤ m−1 < k−1
and all other js < l− 1 ≤ m− 1 < k− 1. Thus, js∗ ≤ k+ l− p ≤ k+ l− 2 and such
an element in the sum is bounded by cσ−l+2. All others are uniformly bounded.
However, dk+l ≤ σ−l and gives the leading term.
Lemma 34. Let 0 < s < r. Let Φσ : Ω → Rd be a one-parameter family of Cr
smooth maps of an open set Ω ⊂ Rd which is C2-close to the identity on the closure
and such that for some C > 0 we have
‖Φσ‖Cs ≤ C ‖Φσ‖Cs+j ≤ Cσ−j for j ≤ r − s.
Then for the inverse Φ−1σ is Cr-smooth on Ω′σ = Φσ(Ω), namely, ‖Φ−1σ (y)‖Cr(Ω′) is
bounded. Moreover,
‖Φ−1σ ‖Cs ≤ C ‖Φ−1σ ‖Cs+j ≤ Cσ−j for j ≤ r − s.
Proof: Denote for β, α ∈ Zn+ β ≺ α if βi ≤ αi for i = 1, . . . , n.
Differentiate Φ−1σ ◦ Φσ(x) wrt x. In the domain of definition x ∈ Ω we have
DΦ−1σ (Φσ(x))DΦσ(x) ≡ Id,
where DΦ−1σ (y) and DΦσ(x) are n× n linearization matrices.
Let α ∈ Zn+ with |α| < r. Consider
0 ≡ ∂α(DΦ−1σ (Φσ(x))DΦσ(x)).
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For any integer k with 0 ≤ k ≤ r denote by DkΦσ(x) the collection of all partial
derivatives of order up to k. Let ej = (0, . . . , 1j, . . . , 0). By induction we can prove
the following statement:
0 ≡ ∂α(DΦ−1σ (y)|y=Φ(x)DΦσ(x)) =
=
∑
β≺α
∂βDΦ−1σ (y)|y=Φσ(x)Pβ,α(DΦσ(x), . . . , D|α−β|Φσ(x)),
where Pβ,α are n×nmatrix polynomials with β ≺ α satisfying the following inductive
formula: for any j = 1, . . . , n
Pβ,α+ej(DΦσ(x), . . . , D
|α−β|+1Φσ(x)) =
= ∂xjPβ,α(DΦσ(x), . . . , D
|α−β|Φσ(x)) + ∂xjΦσ(x)Pβ−ej ,α(DΦσ(x), . . . , D
|α−β|Φσ(x)),
and P0,0(DΦσ(x)) = DΦσ(x). Notice that all partial derivatives of Φ
−1
σ of order ≤ r
can be explicitly computed using partial derivatives of Φσ of order ≤ r and of Φ−1
of order ≤ r − 1. This implies the claim.
C Generic Tonelli Hamiltonians & a Generalized
Mapertuis Principle
Consider a Cr smooth function H : T ∗Tn → R. It is called a Tonelli Hamiltonian if
• H(ϕ, I) is positive definite, i.e., the Hessian ∂2IiIjH is positive definite ∀(ϕ, I) ∈
Tn.
• H has superlinear growth, i.e. H(ϕ, I)/‖I‖ → ∞ as ‖I‖ → ∞.
Recall that x = (ϕ, I) is a critical point if the gradient of H vanishes. A function
H is called a Morse function if at any critical point, the Hessian ∂2xxH is non-singular
and critical points have pairwise distinct values. Morse functions form an open dense
set in a properly chosen topology (see e.g. [Mil63]).
We say that a property is Man˜e´’s Cr generic if there is a Cr generic set of
potentials U on T2 such that HU = H + U satisfies this property. We prove that
properties in Lemma 4 and Key Theorems 6 and 7 are Man˜e´’s Cr generic.
We introduce some notations: ∇H(ϕ, I) is the gradient, i.e. the set of all partial
derivatives, π : T ∗Tn → Tn is the natural projection, ∇IH(ϕ, I) and ∇ϕH(ϕ, I) are
the I and the ϕ-gradients, given by the set of partial derivatives with respect to I
and ϕ respectively.
Lemma 35. The property that H is a Morse function is Man˜e´’s Cr generic.
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Proof. Due to convexity for each ϕ∗ ∈ Tn the map ∇IH(ϕ∗, ·) : Rn → Rn is a
diffeomorphism. Therefore, for each ϕ∗ there is at most one point I∗(ϕ∗) such
that ∇IH(ϕ∗, I∗(ϕ∗)) = 0. By the Implicit Function Theorem I∗(ϕ∗) is a smooth
function. In particular, outside of some compact set in T ∗Tn there are no critical
points of ∇H(ϕ, I) = 0. Due to superlinearity this compact set is contained in
{H ≤ E} for some large E.
Let U : Tn → R be a potential. Consider a family HU = H + U of potential
perturbations. Notice that adding a potential does not change the function I∗ :
Tn → T ∗Tn and equations for a critical point ∇HU(ϕ, I) = 0 can be rewritten in
the form
∇ϕH(ϕ, I)|I=I∗(ϕ) +∇U(ϕ) = 0.
Generically in U this function as a function of ϕ has isolated solutions to this
equation. These solutions lift to critical points of HU by means of the function
I∗. Once critical points of HU ae isolated an arbitrary small localized potential
perturbation H′U = HU +U ′ of HU we can assure that H′U is Morse or, equivalently,
all critical points are in {H′U ≤ E} and nondegenerate. In addition, critical points
have pairwise distinct values.
In [CIPP98] the following definition of αH(0) is given. Let ω be a smooth one
form on Tn. It is a section of the bundle Tn → T ∗Tn. Let Gf ⊂ T ∗Tn be the
graph of the differential df of the smooth function f . It is well known that Gf is a
Lagrangian submanifold of T ∗Tn. Define
αH(0) = inf
E∈R
H−1(−∞, E) contains Gf for all C∞ function f.
This definition is equivalent to the one of Mather as proven in [CIPP98].
In [CIPP98] it is also shown that if E > αH(0), the dynamics of the Hamiltonian
flow of H restricted to the energy surface {H = E} is a reparametrization of the
geodesic flow on the unit tangent bundle of an appropriately chosen Finsler metric
on Tn. Below we define the corresponding Finsler metric for E > αH(0) and describe
this relation.
Lemma 36. Let H be a Tonelli Hamiltonian and a Morse function. Then αH(0) is
a critical value of H. Moreover, for n = 2 after a possible potential perturbation the
corresponding unique critical point (ϕ∗, I∗) is a saddle of the Hamiltonian flow and
has real eigenvalues.
Notice that a critical point of a Hamiltonian H corresponds to a fixed point of
the Hamiltonian flow of H. Thus, this Lemma motivates the following definition:
Let H : T ∗Tn → R be a Tonelli Hamiltonian, then a fixed point (ϕ∗, I∗) is called
minimal if
H(ϕ∗, I∗) = αH(0). (75)
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Since a Man˜e´ Cr generic Hamiltonian H is a Morse function, each critical value
corresponds to a unique critical point. For n = 2 we also have that this critical
point is a saddle fixed point.
Proof. Notice that E∗ = α(0) cannot be a regular value of H as the fact that
H−1(−∞, E∗) contains the graph Gf , implies that H−1(−∞, E∗ − δ) also contains
Gf ′ for small enough δ > 0 and f
′ close to f .
Since critical points have pairwise distinct values, on the critical energy surface
{H = E∗} we have exactly one non-degenerate critical point. Show that {H = E∗}
has a saddle critical point.
LetGf ⊂ H−1(−∞, E∗) be a graph of the differential df for some smooth function
f . The projection πH−1(−∞, E∗− δ) cannot contain Tn, otherwise, we can deform
f to f ′ and have Gf ′ ⊂ H−1(−∞, E∗ − δ).
Consider a neighborhood V of the only critical point (ϕ∗, I∗) ∈ T∗Tn with
H(ϕ∗, I∗) = E. Denote by πn the natural projection of T∗Tn → Tn. By Morse
lemma (see e.g. [Mil63]) in local coordinates (x1, . . . , x2n) = Φ(ϕ, I) for some a we
have
H ◦ Φ−1(x) = a +
k∑
i=1
x2i −
2n∑
i=k+1
x2i .
Thus, πn is a smooth projection onto a n-dimensional surface Φ ((T
n × 0) ∩ V ) given
by Φπn ◦Φ−1. Denote by KL the kernel of πm(0). Perturbing H, if necessary, make
the subspaces x1R, . . . , x2nR transverse toKL and, therefore, transverse to the kerner
of πn(x) for all x ∈ U = Φ(V ), i.e. near 0. Due to fiber convexity of H we have that
for all x ∈ U the set {H−1(a′) ∩ T∗xTn} is convex (if nonempty). We know that for
small δ > 0
• the projection of πn(H−1(a+ δ)) contains U ,
• the projection of πn(H−1(a− δ)) does not contain U .
If k < n convexity in the fiber KL fails. If k > n, πnH−1(a+ δ) does not contain U .
In the cases k = n the energy surface {H = a} locally consists of two transverse
n-dimensional surfaces, that are invariant. If n = 2, then linearizing the Hamiltonian
vector field at 0 we have two invariant subspaces of dimension two. Consider the
eigenvalues of the linearization. Since the vector field is Hamiltonian, each egenvalue
λ has a pair λ−1. The linearization is real, thus, all complex eigenvalues come in
pairs: λ /∈ R and its conjugate λ¯. Therefore, if eigenvalues are away from the unit
cirle, they form quadruples.
By a perturbation move eigenvalues away from 1. If a pair of complex conjugate
eigenvalues are on the unit circle, then one pair of conjugate variables is the sum of
squares and enters into the Hamiltonian with one sign, while the other pair has the
opposite sign to keep k = 2. This contradicts fiber convexity. Therefore, eigenvalues
should be away from the unit circle. If some nonreal eigenvalues are away from
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the unit circle, they come in quadruples. In this case there is no pair of invariant
2-dimensional subspaces. Thus, (ϕ∗, I∗) is a saddle with real eigenvalues.
Denote by Emin = α(0). Consider a mechanical system H(ϕ, I) = K(I)−U(ϕ),
where K(I) is a positive definite quadratic form and U(ϕ) is a smooth potential on
T2. One can associate H the Jacobi metric gE(ϕ) = 2
√
E + U(ϕ)K. Let E > Emin.
According to the Mapertuis principle the orbits ofH on the energy surface {H = E}
are time reparametrization of geodesics of gE. In [KZ12] as a slow system in a double
resonance we study mechanical systems of the above form H = K −U and state all
non-degeneracy conditions on the Hamiltonian H using Mapertuis principle.
In our case we cannot assure that the slow system H is a mechanical system.
However, for a Tonelli Hamiltonian H there is a generalized Mapertuis principle,
described below.
C.1 A generalized Mapertuis principle
Let L be a Lagrangian given as a Legendre transform of H. Given any c ∈
H1(Tn,R) ∼= Rn, define
α(c) = inf
∫
(L− c · I) dµ(ϕ, I),
where the infimum is taken over all probability measures µ in TTn. It is called
Mather’s α-function. α(c) is the average of the Hamiltonian on the support of the
c-minimal measures.
Denote by Lc(ϕ, v) = L(ϕ, v) − c · v for any c ∈ Rn. Let Hc be the Legendre-
Fenchel dual of Lc(ϕ, v), then it has the form H(ϕ, I + c). For any t > 0, x, y ∈ Tn
and c ∈ Rn we introduce the following quantity:
htc(x, y) =
∫ t
0
Lc(ξ(s), ξ˙(s)) ds,
where the infimum is taken over of the piecewise C1 curve ξ : [0, t] → Tn such that
ξ(0) = x and ξ(t) = y. It is well know that we can define the Man˜e´e’s critical
potential and Peierls barrier respectively as follows
ϕc(x, y) = inf
t>0
htc(x, y) + α(c) t
hc(x, y) = lim inf
t→∞
htc(x, y) + α(c) t.
For given c ∈ Rn, define the projected Aubry set
Ac = {x ∈ Tn : hc(x, x) = 0}.
In order to define a Finsler metric associate to the flow of H on the energy surface
{H = E} we need the following definition. We use the variant approach in [FS04],
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where only the case c = 0 was considered. For any fixed x ∈ Tn , define the sublevel
set
Z¯c(x) = {I ∈ Rn : Hc(x, I) ≤ α(c)}, for c ∈ Rn, and
δc(x, v) = σZ¯c(x)(v), x ∈ Tn, v ∈ Rn,
where σC(v) is the support function with respect to the compact convex set C, i.e.,
σC(v) = max{〈x, v〉 : x ∈ C}, v ∈ Rn.
Denote by σα(c)(x, v) = σZ¯c(x)(v), where Zα(c)(x) = {I ∈ Rn : H(x, I) ≤ α(c)}.
For any x, y ∈ Tn, define
Sc(x, y) = inf
∫ 1
0
δc(ξ(t), ξ˙(t))dt = inf
∫ 1
0
(σc(ξ(t), ξ˙(t))− cξ˙(t))dt,
where the infimum is taken over of the piecewise C1 curve ξ : [0, t] → Tn such that
ξ(0) = x and ξ(t) = y.
It is natural to call the quantity δc(x, v) — the Jacobi–Finsler metric for the gen-
eralized Maupertuis principle with the restriction of the energy α(c). If the kinetic
energy function is of the form of Riemannian metric gx(v, v) = 〈v, v〉x, δ0(x, v) is
the usual Jacobi metric
√
E − U(x), where E = α(c) > minc α(c). In [Che13] the
following useful statement if proven.
Theorem 26. The Finsler length of δc(x, v) and action Lc + α(c) coincide, i.e.
ϕc(x, y) = Sc(x, y).
It follows from Lemma 36 that
Corollary 6. Let n = 2 and H(ϕ, I) be a Tonelli Hamiltonian, then the property
that H is a Morse function and the only critical point (ϕ∗, I∗) ∈ H−1(α(0)) of the
Hamiltonian flow associated to H is a saddle with real eigenvalues is Man˜e´ generic.
For Tonelli Hamiltonians satisfying this property the associated Jacobi-Finsler
metric δ0 has exactly one critical point at ϕ
∗.
C.2 Proof of Lemma 4
Proof. We use a proof from unpublished notes by Kaloshin and Zhang. It is easy to
see that all the properties are open. To prove density, we show that by an arbitrarily
small perturbation by a potential, the system satisfies condition of this lemma.
Let S ⊂ T3 be a smooth global section not containing m0, and intersecting every
curve in homology h¯. Lift S and the metric δ0 to the universal cover. Denote by
lδ(γ) δ0-length of γ. Consider the variational problem
min
ϕ∈S
lδ(γ), γ(0) = ϕ, γ(T ) = x+ h¯.
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Any minimizer γ0 projects to a shortest geodesic of homology h¯. Perturbing the sec-
tion if necessary, we may assume at least one of the minimizer intersect S transver-
sally, i.e. γ0 ∩ S at isolated points. Let ϕ0 be one such point, for δ > 0, let U0(ϕ)
be a function satisfying:
• U(ϕ0) = 0 and U(ϕ) ≥ 0 for all ϕ 6= ϕ0.
• U(ϕ) = const for ϕ /∈ Bδ(ϕ0) and ‖U‖Cr = o(1) as δ → 0.
Consider the new potential function U + U0, for the new variational problem there
exists a unique minimizer intersecting S at ϕ0.
Since γ0 is a geodesic outside of the critical point m0, it has no self-intersection
outside of m0.
If m0 /∈ γ0, then γ0 must be a simple closed curve of homology h¯.
If m0 ∈ γ0 and γ0 is not a simple closed curve, then it must be concatenation of
simple closed curves, intersecting at m0. We assume that for each integer homology
class g with lδ(g) ≤ lδ(h¯) the minimizer is unique. This is open and dense from the
earlier argument. Then the components of γ0 must have different homology classes.
We claim: for a collection of simple curves with different homologies in T2, to
avoid intersection at more than one point, the only possibility is the following (This
is similar to the discussion of Mather in [Mat08]):
• There are two curves γ1 and γ2 with homologies h1 and h2 generating Z2, and
if there is a third simple curve, it must have homology ±(h1 + h2).
To see this, make a (integer linear) change of basis such that h1 = (0, 1). It’s easy to
see that unless h2 = ±(1, n), the curves γ1, γ2 intersect at two points. h1, h2 clearly
form a basis. Now T2 \ γ1 ∪ γ2 is an open rectangle with m0 at four vertices, and
the only room left is the diagonal, i.e. a simple curve of homology ±(h1 + h2).
We now make an additional perturbation, such that
lδ(h1) + lδ(h2) < lδ(h1 + h2),
the system now fall into the non-simple case as given in the condition of the Lemma.
D Weak KAM theory, the Aubry and Man˜e´ sets
In this appendix we review the concepts we need from Mather Theory [Mat91a,
Mat91b, Mat93]. We use the approach developed by Fathi [Fat11] and Bernard
[Ber10a].
Let (M, g) be a smooth compact Riemannian manifold and consider a C2 Hamil-
tonian H : T ∗M ×R −→ R. We denote (ϕ, I) the points in T ∗M , Ψts(ϕ, I) the time
(t − s)-map of the Hamiltonian vector field of H with initial time s and Ψt = Ψt0.
Assume the following hypotheses:
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• Periodicity: H(ϕ, I, t+ 1) = H(ϕ, I, t) for each (ϕ, I) ∈ T ∗M and t ∈ R.
• Completeness: the Hamiltonian vector field of H generates a complete flow.
• Convexity: for each (ϕ, t) ∈M × T, H(ϕ, I, t) is strictly convex on T ∗ϕM .
• Super-linearity: for each (ϕ, t) ∈M ×T, the function H(ϕ, I, t) is super-linear
in I, i. e. lim|I|→+∞H(ϕ, I, t)/|I| → ±∞.
We call the the Hamiltonians satisfying these hypotheses Tonelli Hamiltonians. To
each Tonelli Hamiltonian H we associate the Lagrangian given by the Legendre
transform
L(ϕ, v, t) = sup
I∈T ∗xM
{v · I −H(ϕ, I, t)} ,
The Legendre transform is an involution, that is, the Legendre transform of L is H .
The Legendre transform defines a diffeomorphism
L : (ϕ, I, t) −→ (ϕ, v, t) = (ϕ, ∂IH(ϕ, I, t), t),
whose inverse is given by
L−1 : (ϕ, v, t) −→ (ϕ, I, t) = (ϕ, ∂vL(ϕ, v, t), t).
The Hamiltonian flow is mapped to the Euler-Lagrange flow given by L. The La-
grangian L satisfies properties analogous to the ones stated for H : periodicity, fiber
convexity on TϕM and superlinear growth as |v| → +∞.
D.1 Overlapping pseudographs
Given K > 0, a function f : M −→ R is called a K-semi-concave function if for any
ϕ ∈ M , there exists Iϕ ∈ T∗M , such that for each chart ψ at x, we have
f ◦ ψ(y)− f ◦ ψ(x) ≤ Iϕ(dψx(y − x)) +K‖y − x‖2
for all y. The linear form Iϕ is called a super-differential at ϕ. A function f is called
semi-concave if it is K-semi-concave for some K > 0. A semi-concave function is
Lipschitz.
Given a Lipschitz function u : M −→ R and a closed smooth form η on M , one
can consider the subset Gη,u ⊂ T ∗M defined by
Gη,u = {(x, ηx + dux) : x ∈ M such that dux exists} .
We call a set G ⊂ T ∗M an overlapping pseudograph if there exist a closed one form
η and a semi-concave function u such that G = Gη,u. The overlapping pseudographs
are well suited to study unstable invariant manifolds. If G can be represented in two
different ways Gη,u and Gη′,u′, η and η′ must belong to the same cohomology class.
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Therefore, each pseudograph G has a well defined cohomology class c = c(G) =
c(Gη,u) = [η], where [η] is the De Rahm cohomology of η. The function u is then
uniquely defined up to an additive constant. Thus, if we denote by S the set of semi-
concave functions on M , and by P the set of overlapping pseudographs we have the
identification
P = H1(M,R)× S/R.
We denote by Pc, the set of overlapping pseudographs with cohomology c.
D.2 The Lax-Oleinik semi-group
Denote by Σ(t, ϕ1; s, ϕ2) the set of absolutely continuous curves γ : [t, s] −→ M
such that γ(t) = ϕ1 and γ(s) = ϕ2. Denote by dγ(τ) = (γ(τ), γ˙(τ), τ) the one-jet of
γ. It is well defined for almost every τ . Given a a closed form η and a cohomology
class c ∈ H1(M,R) we define
Lc(dγ(τ)) = L(dγ(τ))− c(γ˙(τ)), Lη(dγ(τ)) = L(dγ(τ))− η(γ˙(τ)) (76)
The Lagrangians Lc and Lη have the same Euler-Lagrange flow as L.
We define the Lax-Oleinik operator on C0(M,R),
Tηu(ϕ) = min
ϕ∈M,γ∈Σ(0,θ;1,ϕ)
(
u(θ) +
∫ 1
0
Lη(dγ(τ)) dτ
)
.
The operator Tη is contracting, that is ‖Tηu− Tηv‖∞ ≤ ‖u− v‖∞.
It turns out that there exists a unique map Φ : P −→ P such that
Φ(Gη,u) = Gη,Tηu
for all smooth forms η and all semi-concave functions u. Moreover, c(Φ(G)) = c(G).
The map Φ is continuous and preserves Pc for each c ∈ H1(M,R). Fathi proved
that Φ has a fixed point in each Pc (see e.g. [Fat11]). Denote by Vc the set of these
fixed points and by V = ∪cVc their union.
D.3 Mather, Aubry and Man˜e´ sets
The set of fixed points Vc satisfies
G ⊂ Ψ(G)
where Ψ = Ψ1 is the time one map of the Hamiltonian flow. Then, we can define
the invariant compact sets
I˜(G) =
⋂
n≥0
Ψ−n(G).
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We use the notation I˜(u, c), where G = Gη,u and c = [η]. Using these invariant
sets, we define the Mather, Aubry and Man˜e´ sets. To each cohomology class c ∈
H1(M,R), we associate the non-empty invariant sets
M˜(c) ⊂ A˜(c) ⊂ N˜ (c),
where A˜(c) = ∩G∈Vc I˜(G) and N˜ (c) = ∪G∈Vc I˜(G) are the Aubry and Man˜e´ sets.
The Mather sets M˜(c) is the union of the supports of the invariant measures of
the Hamiltonian flow Ψt on A˜(c). In the case dependence of the Hamiltonian H is
essential use subindex, i.e. M˜H(c), A˜H(c), N˜H(c).
We define also the Mather alpha function. Among several equivalent ways, we
use the definition in [Sor11]. Let M(L) be the space of probability measures on TM
that are invariant under the Euler-Lagrange flow of L and such that
∫
TM
Ldµ <∞.
It can be seen that this set is non-empty. Recall that the Hamiltonian Lc where c
is a cohomology class has been defined in (76) and it has the same Euler-Lagrange
flow as L. This implies M(Lc) = M(L). Then, we define the α function as
α : H1(M,R) −→ R, c 7→ min
µ∈M(L)
∫
TM
Lc dµ. (77)
Note that the action of Lc does not depend on the chosen representative in the
cohomology class and therefore, the α function is well defined. It can be seen that
α(c) is convex and super-linear.
We also define the Peierls’ barrier. For n ∈ N, consider the function hnL : M ×
M → R by
hnc (ϕ, ψ) = min
γ(0)=ϕ,γ(n)=ψ
∫ n
0
(L(γ, γ˙, t)− c · γ˙ + α(c))dt.
The Peierls’ barrier is
hc(ϕ, ψ) = lim inf
n→∞
hnc (ϕ, ψ). (78)
The limit exists, and the function hc is Lipschitz in both variables.
D.4 Forcing relation
Following [Ber10a] we define the forcing relation ⊣⊢. Given two pseudographs G
and G ′ we define the relation G ⊢N G ′ as
G ⊢N G ′ ⇔ G ′ ⊂ ∪Nn=1Ψn(G).
We say that G forces G ′, and we write G ⊢ G ′, if there exists N ∈ N such that
G ⊢N G ′. If G is a subset of T ∗M and c ∈ H1(M,R), the relations G ⊢ c and G ⊢N c
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mean that there exists an overlapping pseudograph G ′ of cohomology c such that
G ⊢ G ′ (respectively G ⊢N G ′). Finally, for two cohomology classes c, c′ ∈ H1(M,R),
the relation c ⊢N c′ means that for each pseudograph G with cohomology c, we have
G ⊢N c′. The relation ⊢ is transitive either between overlapping pseudographs or
cohomology classes. We introduce the symmetric relation
c ⊣⊢ c′ ⇔ c ⊢ c′ and c′ ⊢ c.
We say that c and c′ force each other. In [Ber10a] it is shown that the forcing
relation ⊣⊢ is an equivalence relation (see Proposition 5.1 there).
We use the forcing relation to drift along the cylinders. We use the following
result from [Ber10a]
Proposition 4 (Proposition 0.10 in [Ber10a]). (i) Let G an G ′ be two Lagrangian
graphs of cohomologies c, c′ ∈ H1(M,R). If c ⊣⊢ c′, then there exists an integer time
n such that Ψn(G) intersects G ′.
(ii) If c ⊣⊢ c′, there exist two heteroclinic trajectories of the Hamiltonian flow
from A˜(c) to A˜(c′) and from A˜(c′) to A˜(c).
(iii) Let {ci}i∈Z be a sequence of cohomology classes all of which force the others.
Fix for each i a neighborhood Ui of the corresponding Mather set M˜(ci) in T ∗M .
There exists a trajectory of the Hamiltonian flow Ψt which visits in turn all the sets
Ui. In addition, if the sequence stabilizes to c− on the left, or (and) to c+ on the
right, the trajectory can be selected to be negatively asymptotic to A˜(c−) or (and)
asymptotic to A˜(c+).
E Notations
E.1 Fixed constants
• d – measures hyperbolicity of NHICs Cωn,ikn along single resonances. We take d = 14.
• q – measures the smallness of the remainder of the single resonance normal form
Rkn . We take q = 18d = 252.
• θ – measures the amount of double resonances considered. We choose it θ = 3q+1 =
757.
• m – measures the radius of the core of double resonances Corn(kn, k′). We choose
m = θ + 1 = 758.
• r – regularity of the original Hamiltonian H0+ εH1. It satisfies r ≥ m+5q = 2018.
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E.2 Other notations
• H0 + εH1 – the original nearly integrable Hamiltonian.
• D – constant measuring the convexity of H0: D−1‖v‖ ≤ 〈∂2h0(I)v, v〉 ≤ D‖v‖.
• Dη,τ – the set of diophantine frequencies satisfying |ω · k| ≥ η|k|−(2+τ), with dio-
phantine exponent τ and diophantine constant η.
• DUη,τ = Dη,τ ∩ U
• KAMUη,τ – KAM tori of H0 + εH1 with frequency in DUη,τ .
• {ρn}n≥1, ρn+1 = ρ1+2τn – sequence measuring the density of resonances at generation
n.
• Dnη,τ ⊂ DUη,τ – grid of Diophantine frequencies which are 3ρn dense in DUη,τ such that
no two points in Dnη,τ are closer than ρn.
• Γk – resonance line in frequency space defined by ω · k = 0.
• {kn} – integer vectors whose associated resonance Γkn intersects B3ρn(ωn) of the
diophantine frequency ωn ∈ Dnη,τ . They depend on ωn even if not explicitly stated.
• {Rn}n≥1, ρn = R−3+5τn , Rn+1 = R1+2τn – sequence dual to {ρn}n≥1. It will measure
size of Γkn which are ρn dense.
• Sk ⊂ Γk – resonant segments of the zero generation.
• Sωnkn ⊂ Γk – resonant segment along which we obtain drifting orbits.
• Sn – union of resonant segments Sωnkn ⊂ Γk of generation n.
• S = {Sn}n≥0 – the union of all resonant segments.
• H ′ε = H0 + εH1 + ε∆Hmol – mollification of the Hamiltonian H0 + εH1.
• ΦPo¨s – canonical transformation which gives the Po¨schel normal form, see Theorem
5.
• N ′ = Hε ◦ΦPo¨s = H ′0 + εR – Po¨schel normal form.
• Ω = ∂IH ′0 – the frequency map
• In = Ω−1(ωn) – action associated by the map Ω to a Diophantine frequency in Dnη,τ .
• Ik = Ω−1(Sk) – resonant segment of the first generation in action space.
• Iωnkn = Ω−1(Sωnkn ) – dirichlet resonant segment in action space.
• ∆Hsr – deformation of N ′ to attain non-degeneracy along single resonances.
• ∆Hdr – deformation of N ′ to attain non-degeneracy in double resonances.
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• ∆Hshad – deformation of N ′ to attain non-degeneracy which allows shadowing.
• Srn(kn, k′, k′′) – single resonance zone along Sωnkn between the punctures given by
Γk′ &Γk′′ .
• Corn(kn, k′) – core of the double resonance around Γkn ∩ Γk′ .
• Hkn = Hkn0 + Zkn +Rkn – normal form along single resonances, see Key Theorem
2.
• Φn = Φkn – canonical transformation which gives the single resonance normal form.
• Cωn,ikn , i = 1, . . . , N – normally hyperbolic invariant cylinders in the transition zone
Srn(kn, k
′, k′′). It is given in Key Theorem 4.
• Hkn,k′ = Hkn,k′0 +Zkn,k
′
– normal form in the core of double resonance Corn(kn, k
′),
see Key Theorem 5.
• δE – Finsler metric associated to a Hamiltonian H = H0+Z at the energy {H = E}.
• ℓE – length associated to the Finsler metric δE .
• γEh – closed geodesic of homology h ∈ H1(T2,Z) given by the length ℓE .
• MEj ,Ej+1h – NHICs made by the union of geodesics γEh with E ∈ [Ej − δ,Ej+1 + δ].
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