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PSEUDOSPECTRAL BOUND AND TRANSITION THRESHOLD FOR
THE 3D KOLMOGOROV FLOW
TE LI, DONGYI WEI, AND ZHIFEI ZHANG
Abstract. In this paper, we establish the pseudospectral bound for the linearized operator
of the Navier-Stokes equations around the 3D Kolmogorov flow. Using the pseudospectral
bound and the wave operator method introduced in [19], we prove the sharp enhanced
dissipation rate for the linearized Navier-Stokes equations. As an application, we prove that
if the initial velocity satisfies
∥∥U0−
(
k−2f sin(kfy), 0, 0
)∥∥
H2
≤ cν
7
4 (ν the viscosity coefficient)
and kf ∈ (0, 1), then the solution does not transition away from the Kolmogorov flow.
1. Introduction
In this paper, we consider the 3-D incompressible Navier-Stokes equations on the torus
Ω =
{
(x, y, z) : y ∈ T2pi/kf , x, z ∈ T2pi
}
:
∂tU − ν∆U + U · ∇U +∇P = F,
∇ · U = 0,
U(0, x, y, z) = U0(x, y, z),
(1.1)
where ν > 0 is the viscosity coefficient, U(t, x, y, z) is the velocity, P (t, x, y, z) is the pressure,
and F is the Kolmogorov force given by
F =
(
γ sin(kfy), 0, 0
)
.
Here γ ∈ R is the amplitude, and kf is the wave number. This force was introduced by
Kolmogorov to study the transition problem at high Reynolds number(ν → 0) in a setting
neglecting material boundaries. An exact solution of (1.1) is given by
U∗ =
( γ
νk2f
sin(kfy), 0, 0
)
, P ∗ = C,(1.2)
which is called the Kolmogorov flow.
Beginning with Reynolds’s famous paper [25] in 1883, the stability and transition to turbu-
lence of the laminar flows at high Reynolds number has been an active field in the fluid me-
chanics [12, 26, 28, 35]. In this paper, we are concerned with the stability and transition of the
Kolmogorov flow U∗. To this end, we introduce the perturbation V = (v1, v2, v3) = U − U∗,
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which satisfies
(
∂t +
γ
νk2f
sin(kfy)∂x − ν∆
)
v1 +
γ cos(kfy)
νkf
v2 = −∂xP − V · ∇v1,(
∂t +
γ
νk2f
sin(kfy)∂x − ν∆
)
v2 = −∂yP − V · ∇v2,(
∂t +
γ
νk2f
sin(kfy)∂x − ν∆
)
v3 = −∂zP − V · ∇v3,
∇ · V = 0,
V (0) = V0(x, y, z).
(1.3)
The formulation in terms of the shear wise velocity v2 and vorticity ω2 = ∂zv1−∂xv3 plays
an important role in this paper:
(
∂t +
γ
νk2f
sin(kfy)∂x − ν∆
)
∆v2 +
γ
ν
sin(kfy)∂xv2 = −∆(V · ∇v2)− ∂2(∆p),(
∂t +
γ
νk2f
sin(kfy)∂x − ν∆
)
ω2 +
γ
νkf
cos(kfy)∂zv2 = ∇ · (−vω2 + ωv2).
(1.4)
Here ω = ∇×V = (ω1, ω2, ω3) and p = −∆−1
( 3∑
i,j=1
∂ivj∂jvi
)
. Recently, this formulation was
used to study the regularity criterion in terms of one velocity component for the Navier-Stokes
equations [8, 9].
The flow U∗ is linearly stable for any ν ≥ 0 if kf ≤ 1 [10, 30]. However, it could be
unstable and transition to turbulence to small perturbations at high Reynolds number [10,
27, 30], which is referred to as subcritical transition. Up to now, we are still lacking a good
understanding of this transition. As suggested by Kelvin [18], the following stability threshold
problem may be more accessible from a mathematical point of view:
Given a norm ‖ · ‖X , find a β = β(X) so that
‖V0‖X ≤ νβ =⇒ stability,
‖V0‖X ≫ νβ =⇒ instability.
Here the exponent β is referred to as the transition threshold in the applied literatures.
There are a lot of works [13, 20, 22, 24] in applied mathematics and physics devoted to
estimating β. Recently, Bedrossian, Germain, Masmoudi et al. made an important progress
on the stability threshold problem for the 3-D Couette flow (y, 0, 0) in T2 × R in a series of
works [2, 3, 4, 6, 7]. Roughly speaking, their results could be summarized as follows:
• if the perturbation is in Gevrey class, then β ≤ 1 [2];
• if the perturbation is in Sobolev space, then β ≤ 32 [4].
While in T× R, the transition threshold is smaller:
• if the perturbation is in Gevrey class, then β = 0 [6];
• if the perturbation is in Sobolev space, then β ≤ 12 [7].
The stability and transition for general shear flows are a challenging problem. One of
main difficulties is that the linearized operator around general shear flow is non-selfadjoint
and nonlocal so that the spectral analysis becomes very difficult and the spectral properties
are very different from the selfadjoint operators.
In the ideal case(i.e., ν = 0), the analysis for the 2-D linearized operator around shear flows
can be reduced to solve the Rayleigh equation [32, 33, 34]. In the viscous case, the problem
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is more difficult, since it involves solving a fourth order ODE(Orr-Sommerfeld equation).
Recently, there are some important progress on the enhanced dissipation for the 2-D linearized
Navier-Stokes equations around the Lamb-Oseen vortex and Kolmogorov flow [1, 11, 14, 15,
16, 19, 21, 34]. To our knowledge, there are few results in 3-D except for the Couette flow.
We refer to the survey paper [5] for more recent results and open questions.
The first goal of this paper is to study the pseudospectral bound for the linearized operator
around the 3-D kolmogorov flow. Pseudospectra has been an important concept in under-
standing the hydrodynamic stability due to the non-normality of the linearized operators
[28, 29]. We introduce the linearized operators
Lv = γ
νk2f
sin(kfy)∂xv − ν∆v + γ
ν
sin(kfy)∂x∆
−1v,(1.5)
Hv = γ
νk2f
sin(kfy)∂xv − ν∆v.(1.6)
The linearized Navier-Stokes equations of (1.4) take as follows{
(∂t + L)∆v2 = 0,
(∂t +H)ω2 = − γνkf cos(kfy)∂zv2.
(1.7)
Let ∆v2 = ϕ and φˆ(k1, y, k3) denote the Fourier transform of φ(x, y, z) with respect to the
directions (x, z). Using the pseudospectral bound and wave operator method introduced in
[19], we prove the enhanced decay estimates of the solution for the linearized system (1.7).
Theorem 1.1. Given kf ∈ (0, 1], there exist constants c2, c3 ∈ (0, 1), such that if 0 < ν <
c2|γ| 12 , then for any (k1, k3) ∈ Z2, k1 6= 0, the solution of (1.7) satisfies
1. if k21 + k
2
3 > k
2
f , then for any t > 0
‖ϕˆ(t, k1, ·, k3)‖L2 ≤ Ce−at‖ϕˆ(0, k1, ·, k3)‖L2 ,
‖ωˆ2(t, k1, ·, k3)‖L2 ≤ Ce−at‖ωˆ2(0, k1, ·, k3)‖L2 + C|k1|−1e−at(1 + at)‖ϕˆ(0, k1, ·, k3)‖L2 ;
2. if k21 + k
2
3 = k
2
f = 1, then for any t > 0
‖Q1ϕˆ(t, k1, ·, k3)‖L2 ≤ Ce−c3t|k1γ|
1
2−νt‖Q1ϕˆ(0, k1, ·, k3)‖L2 ,
‖P1ϕˆ(t, k1, ·, k3)‖L2 ≤ e−νt‖ϕˆ(0, k1, ·, k3)‖L2 + Ce−νt|γ|
1
6 ν−
1
3 ‖Q1ϕˆ(0, k1, ·, k3)‖L2 ,
‖ωˆ2(t, k1, ·, k3)‖L2 ≤ Ce−c3t|k1γ|
1
2−νt‖ωˆ2(0, k1, ·, k3)‖L2 .
Here a = c3|k1γ| 12 + ν(k21 + k23) is the decay rate, and Q1 is the orthogonal projection from
L2(T2pi) to L
2
0(T2pi) =
{
f ∈ L2(T2pi);
∫ 2pi
0 f(y)dy = 0
}
, P1 = I −Q1.
The second goal of this paper is to study the stability threshold of the 3-D Kolmogorov
flow, whose proof relies on the enhanced decay estimates for the linearized system (1.7).
Theorem 1.2. Given kf ∈ (0, 1), there exist constants c2, c′, c4 ∈ (0, 1), such that if
γ ∈ (−1, 1), 0 < ν < c2|γ| 12 , and ‖V0‖H2 ≤ c4ν
5
2 |γ|− 34 , then the solution V of (1.3) is global
in time and satisfies
‖v2(t)‖H2 + ec
′
√
γt‖(∆v2)6=(t)‖L2 + ec
′
√
γt‖∂xω2(t)‖L2 + ‖P0v3(t)‖H1 ≤ C‖V0‖H2 ,
‖V (t)‖H2 ≤ C|γ|
1
4/ν‖V0‖H2 .
Here P0f =
1
2pi
∫
f(x, y, z)dx, f 6= = f − P0f.
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Some remarks:
1. If γ = ν, U∗ is independent of ν, thus the transition threshold β ≤ 74 . In this case,
the solution is included in a basin of attraction of the Kolmogorov flow with the size
of ν. The transition threshold should be not optimal. To improve it, more subtle
analysis is needed. In 2-D, the last two authors and Zhao proved that the transition
threshold β is less than 23+ [34].
2. For simplifying the presentation, we consider the case of kf < 1. Our result could be
extended to the case of kf = 1. For kf > 1, the flow U
∗ is linearly unstable.
3. The enhanced dissipation rate of the linearized operator around the 2-D Kolmogorov
flow (sin y, 0) was independently proved by Wei et al. [34] and Ibrahim et al.[16]. In
3-D, the problem is more difficult, since we need to handle a coupled linear system
(1.7). Back to 2D, the bound of ‖P1ϕˆ(t, k1, ·, k3)‖L2 is better than the corresponding
one(see 3.203) in [16], where there is loss of ν−
1
3 . Here the loss is ν−
1
6 by taking
γ = ν.
2. Sketch of the proof and ideas
2.1. Pseudospectra. To study the linearized Navier-Stokes equations (1.7), we first consider
the resolvent estimates of the following linear operator in section 3:
Lλw = i
α
ν
[
(sin y − λ)w + sin yϕ]− ν∂2yw,
where (∂2y − β2)ϕ = w, α, λ ∈ R, ν > 0.
In the case without nonlocal term sin yϕ, the problem is relatively simple. For λ > 1, we
consider the estimate ∣∣〈iα
ν
(sin y − λ)w − ν∂2yw,χ[yˆ−,yˆ+]w
〉∣∣
for some yˆ− ∈ (pi2 , pi2 + δ) and yˆ+ ∈ (5pi2 − δ, 5pi2 ) with δ = |α|−
1
4 ν
1
2 ≪ 1. For λ ∈ [0, 1], we take
0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi such that λ = sin y1 = sin y2, and choose some yˆ− ∈ (y2, y2 + δ) and
yˆ+ ∈ (y1 + 2pi − δ, y1 + 2pi). Then we consider the estimates∣∣〈iα
ν
(sin y − λ)w − ν∂2yw,χ[y1,y2]w
〉∣∣, ∣∣〈iα
ν
(sin y − λ)w − ν∂2yw,χ[yˆ−,yˆ+]w
〉∣∣.
The key point is that in the interval (y1 + δ, y2 − δ) and (y2 + δ, y1 + 2pi − δ), we have
λ− sin y & δ2.
We control L2 estimate of w in the other intervals of δ size by using L∞ estimate of w, while
‖w‖2L∞ ≤ ‖w‖L2‖w′‖L2 + ‖w‖2L2 .
For the full operator Lλ, the case of λ > 1 is similar. For λ ∈ [0, 1], we can first reduce it
to consider the operator L˜λu = i
α
ν [(sin y − λ)u + λϕ] − ν∂2yu. Let 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi so
that λ = sin y1 = sin y2, and (ϕ, u) satisfy{
(∂2y − β˜2)ϕ = u, y1 ≤ y ≤ y2,
ϕ(y1) = ϕ(y2) = 0.
To handle the nonlocal term, one of the key points is the following coercive estimate:
λ
( ∫ y2
y1
(sin y − λ)2
∣∣∣( ϕ
sin y − λ)
′
∣∣∣2dy + ∫ y2
y1
β˜2|ϕ|2dy
)
≤
∫ y2
y1
(sin y − λ)|u|2dy + 〈λϕ, uχ(y1,y2)〉.
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This is similar to the situation of the Lamb-Oseen operator when |k| ≥ 2. Only when |k| = 1,
we need to use the wave operator.
After taking Fourier transformation in x, z, the linearized operators L and H are reduced
to
L′k1,k3 = −νk2f∂2y +
ik1
k2f
γ
ν
sin y
(
1− (β2 − ∂2y)−1
)
,
H′k1,k3 = −νk2f∂2y +
ik1
k2f
γ
ν
sin y,
where β2 =
k2
1
+k2
3
k2
f
. These two operators are accretive. Define
Ψ(H) = inf
{‖(H − iλ)f‖; f ∈ D(H), λ ∈ R, ‖f‖ = 1}.
Using the resolvent estimates of Lλ, we can prove that
Ψ(H′k1,k3) ≥ c|k1γ|
1
2 , Ψ(L′k1,k3) ≥ c|k1γ|
1
2 (1− β−2).(2.1)
2.2. Enhanced dissipation. For the accretive operatorH, we can derive the following sharp
semigroup bound from the pseudospectra Ψ(H):
‖e−tH‖ ≤ e−tΨ(H)+pi/2.
Thus, using the pseudospectra bounds (2.1), we can show that
‖e−tHg6=‖L2 ≤ Ce−c|γ|
1
2 t−νt‖g6=‖L2 ,
‖e−tLg6=‖L2 ≤ Ce−c|γ|
1
2 t−νt‖g6=‖L2 .
However, these two estimates are not enough to handle the linearized coupled system (1.7).
Let f(t, y) = ϕˆ(t, k1, y, k3) and g(t, y) = ωˆ2(t, k1, y, k3). Then (1.7) becomes{
∂tf + (ν(k
2
1 + k
2
3) + L′k1,k3)f = 0,
∂tg + (ν(k
2
1 + k
2
3) +H′k1,k3)g = ik3k3
f
γ
ν cos y(α
2 − ∂2y)−1f,
where α2 =
k2
1
+k2
3
k2
f
. The main trouble comes from the term ik3
k3
f
γ
ν cos y(α
2−∂2y)−1f , which can
not be viewed as a source term of g. Otherwise, this will lead to a bad decay estimate. Our
key idea is to use the wave operator method introduced in [19]. Following the construction
in [34], we can find an operator D2 so that
D2
(
sin y(1 + (∂2y − α2)−1)ω
)
= sin yD2(ω)− (∂2y − α2)−1ω.
Then we introduce a good unknown g1 = g +
k3
k1kf
cos yD2(f), which satisfies
∂tg1 + (ν(k
2
1 + k
2
3) +H′k1,k3)g1 =
νkfk3
k1
[cos yD2, ∂
2
y ]f.
Based on this formulation, we can show that for α > 1
‖g(t)‖L2 ≤ Ce−at‖g0‖L2 +
Ce−at(1 + at)‖f0‖L2
|k1| ,
where a = ν(k21 + k
2
3) + c|k1γ|
1
2 . The price we pay is the extra growth factor (1 + at).
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In the case of α = 1, we also need some new ideas to control the growth of ‖P1f(t)‖L2 . In
this case, f satisfies
∂tf = −νf + νf ′′ − iβ
ν
sin yu = −νf + L1u,
where L1u = νu′′ − νu− iβν sin yu with f ′′ = u′′ − u and β = γk1. In particular, we need the
following coercive estimate
|〈L−11 1, 1〉| ≥ cν/|β|,
and the key observation:
〈L−11 f, 1〉(t) = e−νt〈L−11 f0, 1〉.
Thus, we can control |P1f(t)| in the following way
|P1f(t)| ≤ C(|β|/ν)|〈L−11 P1f(t), 1〉| ≤ C(|β|/ν)(|〈L−11 Q1f(t), 1〉| + |〈L−11 f(t), 1〉|)
≤ C(|β|/ν)(e−νt|〈L−11 f0, 1〉| + ‖L−11 Q1f(t)‖L1).
2.3. Nonlinear stability threshold. To study the nonlinear stability, the first step is to
establish the enhanced decay estimates for the inhomogeneous system:
(∂t + L)∆v2 = divf,
(∂t +H)ω2 = − γ
νkf
cos(kfy)∂zv2 + divg.
More precisely, we will establish the following decay estimates:
‖(∆v2)6=‖2Xc′ .‖(∆v2)6=(0)‖
2
L2 + ν
−1‖ec′
√
|γ|tf 6=‖2L2L2 ,
‖∂xω2‖2Xc′ .‖(∆v2)6=(0)‖
2
L2 + ‖∂xω2(0)‖2L2
+ ν−1
(
‖ec′
√
|γ|tf 6=‖2L2L2 + ‖ec
′
√
|γ|t∂xg‖2L2L2
)
,
where
‖u‖2Xc′ = ‖e
c′
√
|γ|tu‖2L∞L2 + |γ|
1
2 ‖ec′
√
|γ|tu‖2L2L2 + ν‖ec
′
√
|γ|t∇u‖2L2L2 .
The semigroup method does not work, since we only have the decay estimates of the semigroup
in L2. To overcome this difficulty, the key idea is to use the following energy estimate for the
linearized equation:
‖(∆v2)6=(t)‖2L2 + ν
∫ t
0
‖(∇∆v2)6=(s)‖2L2ds ≤ C‖(∆v2)6=(0)‖2L2 + Cν−1
∫ t
0
‖f 6=(s)‖2L2ds.
This property seems special for the Kolmogorov flow. Again, we need to use the wave operator
for the decay estimates of ω2.
Next we introduce the following two quantities:
M0(T ) = sup
0≤t≤T
(‖v2(t)‖H2 + ec′√γt‖(∆v2)6=(t)‖L2 + ec′√γt‖∂xω2(t)‖L2 + ‖P0v3(t)‖H1),
M1(T ) = sup
0≤t≤T
‖V (t)‖H2 .
Our goal is to show the following uniform estimates:
M0(T ) ≤ C1‖V0‖H2 , M1(T ) ≤ C1(|γ|/ν2)‖V0‖H2 .
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The main difficulty is to control the part of the solution without the enhanced decay. For the
nonlinear estimates, we have to study nonlinear interaction between two parts very carefully
and use the good structures. The most subtle estimate is ‖P0v1‖H2 , where P0v1 satisfies
(∂t − ν∆)P0v1 + γ cos(kfy)
νkf
P0v2
= −P0v2∂yP0v1 − P0v3∂zP0v1 − P0(V 6= · ∇(v1)6=).
In this equation, the trouble terms are
γ cos(kfy)
νkf
P0v2 and P0v2∂yP0v1, which give rise to the
so called lift-up effect in 3-D. To overcome this difficulty, our idea is to introduce the steady
solution v
(1)
1 , i.e.,
− ν∆v(1)1 + a2∂yv(1)1 +
γ cos(kfy)
νkf
a2 = 0,
where a2 is the average of v2 on the domain. That is, v
(1)
1 = −
νkf cos(kfy) + a2 sin(kfy)
(νkf )2 + a
2
2
γa2
νk2f
,
thus,
‖v(1)1 ‖H2 ≤
C|γa2|
ν2
≤ C|γ|
ν2
‖V0‖H2 .
Let v
(2)
1 = P0v1 − v(1)1 . Then v(2)1 satisfies a heat equation with good source terms:
(∂t − ν∆)v(2)1 +
γ cos(kfy)
νkf
(P0v2 − a2)
= −P0v2∂yv(2)1 − (P0v2 − a2)∂yv(1)1 − P0v3∂zv(2)1 − P0(V6= · ∇(v1)6=).
3. Resolvent estimate of the linearized operator
In this section, we study the resolvent estimate of the linearized operator in T:
Lλw = i
α
ν
[
(sin y − λ)w + sin yϕ]− ν∂2yw,(3.1)
where (∂2y − β2)ϕ = w, α, λ ∈ R, ν > 0. In [16], Ibrahim et al. studied the resolvent estimate
of a similar operator by developing an abstract framework. We will follow the approach
developed in [19], which seems more elementary and simple.
3.1. Resolvent estimate without nonlocal term. In this subsection, we consider the
following linear operator Nλ without nonlocal term
Nλw = iα
ν
(sin y − λ)w − ν∂2yw.(3.2)
Proposition 3.1. Given 0 < ν ≤ 1, |α| ≫ ν2 and λ ∈ R, there exists a constant C > 0
independent of ν, α, λ, such that for any w ∈ H2(T)
‖Nλw‖L2 ≥ C|α|
1
2‖w‖L2 .(3.3)
Proof. Let us first consider the case of |λ| > 1. Without loss of generality, we assume λ > 1.
Let δ = |α|− 14 ν 12 ≪ 1, then pi2 + δ < 5pi2 − δ. We choose yˆ− ∈ (pi2 , pi2 + δ) and yˆ+ ∈ (5pi2 − δ, 5pi2 )
so that
|w′(yˆ−)|2 + |w′(yˆ+)|2 ≤ ‖w
′‖2
δ
.(3.4)
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By integration by parts, we get∣∣〈iα
ν
(sin y − λ)w − ν∂2yw,χ[yˆ−,yˆ+]w
〉∣∣
≥
∣∣∣iα
ν
∫ yˆ+
yˆ−
(sin y − λ)|w|2dy + ν
∫ yˆ+
yˆ−
|∂yw|2dy
∣∣∣− ν(|w′w¯(yˆ+)|+ |w′w¯(yˆ−)|)
≥
√
2
2
( |α|
ν
∫ yˆ+
yˆ−
(λ− sin y)|w|2dy + ν
∫ yˆ+
yˆ−
|∂yw|2dy
)
− ν(|w′w¯(yˆ+)|+ |w′w¯(yˆ−)|),
and by (3.4), we have
ν
(|w′w¯(yˆ+)|+ |w′w¯(yˆ−)|) ≤ 2ν√
δ
‖w′‖L2‖w‖L∞ ,
which yield that
‖iα
ν
(sin y − λ)w − ν∂2yw‖‖w‖ +
2ν√
δ
‖w′‖L2‖w‖L∞
&
∣∣〈iα
ν
(sin y − λ)w − ν∂2yw,χ[yˆ−,yˆ+]w
〉∣∣+ 2ν√
δ
‖w′‖L2‖w‖L∞
&
|α|
ν
∫ yˆ+
yˆ−
(λ− sin y)|w|2dy ≥ |α|
ν
∫ 5pi
2
−δ
pi
2
+δ
(1− sin y)|w|2dy.
For any y ∈ (pi2 + δ, 5pi2 − δ), we have
1− sin y ≥ sin pi
2
− sin(pi
2
+ δ) = sin
pi
2
− sin(pi
2
− δ) = 2 sin δ
2
cos(
pi
2
− δ
2
) = 2 sin2
δ
2
& δ2.
Thus, we have
‖w‖2
L2([pi
2
+δ, 5pi
2
−δ]) .
ν
δ2|α|
(‖iα
ν
(sin y − λ)w − ν∂2yw‖‖w‖ +
2ν√
δ
‖w′‖L2‖w‖L∞
)
.
On the other hand, we have
‖w‖2L∞ ≤ ‖w‖L2‖w′‖L2 + ‖w‖2L2 ,(3.5) ∣∣〈iα
ν
(sin y − λ)w − ν∂2yw,w
〉∣∣ ≥ ν‖w′‖2L2 .(3.6)
Thus, we deduce that
‖w‖2L2 = ‖w‖2L2([pi
2
+δ, 5pi
2
−δ]) + ‖w‖2L2([pi
2
,pi
2
+δ]∪[ 5pi
2
−δ, 5pi
2
])
.
ν
δ2|α|
(‖Nλw‖L2‖w‖L2 + 2ν√
δ
‖w′‖L2‖w‖L∞
)
+ δ‖w‖2L∞
.
ν
δ2|α|
(‖Nλw‖L2‖w‖L2 + 2ν√
δ
‖w′‖
3
2
L2
‖w‖
1
2
L2
)
+ δ‖w′‖L2‖w‖L2 + δ‖w‖2L2 .
As δ ≪ 1, this shows that
‖w‖2L2 .
ν
δ2|α| (‖Nλw‖L2‖w‖L2 +
2ν
1
4√
δ
‖Nλw‖
3
4
L2
‖w‖
5
4
L2
) +
δ√
ν
‖Nλw‖
1
2
L2
‖w‖
3
2
L2
,
which implies that
‖Nλw‖L2 & min
{δ2|α|
ν
,
δ
10
3 |α| 43
ν
5
3
,
ν
δ2
}‖w‖L2 & |α| 12‖w‖L2 .
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Due to τpiNλ = N−λτpi, where τpiw(y) = w(y + pi). Hence, for λ < −1, we also have
‖Nλw‖L2 & |α|
1
2‖w‖L2 .(3.7)
The case of |λ| ≤ 1 follows from the following lemma. 
Lemma 3.2. Under the same assumptions as Proposition 3.1 and λ ∈ [−1, 1], it holds that
for any w ∈ H2(T)
‖Nλw‖L2 ≥ C|α|
1
2‖w‖L2 .
Proof. Without loss of generality, let us first assume that λ ∈ [0, 1]. Then there exist 0 ≤
y1 ≤ pi2 ≤ y2 ≤ pi such that λ = sin y1 = sin y2. For 0 < δ ≤ pi2 , we can choose y− ∈ (y1, y1+δ)
and y+ ∈ (y2 − δ, y2) so that
|w′(y−)|2 + |w′(y+)|2 ≤ ‖w
′‖2
δ
,(3.8)
where δ will be determined later.
First of all, we consider the case of 0 < δ < y2−y12 . As above, by integration by parts, we
have ∣∣〈iα
ν
(sin y − λ)w − ν∂2yw,χ[y−,y+]w
〉∣∣
≥
√
2
2
( |α|
ν
∫ y+
y−
(sin y − λ)|w|2dy + ν
∫ y+
y−
|∂yw|2dy
)
− ν(|w′w¯(y+)|+ |w′w¯(y−)|),
and by (3.8),
ν
(|w′w¯(y+)|+ |w′w¯(y−)|) ≤ 2ν√
δ
‖w′‖L2‖w‖L∞ ,
which yield that
‖iα
ν
(sin y − λ)w − ν∂2yw‖‖w‖ +
2ν√
δ
‖w′‖L2‖w‖L∞
&
|α|
ν
∫ y+
y−
(sin y − λ)|w|2dy ≥ |α|
ν
∫ y2−δ
y1+δ
(sin y − λ)|w|2dy.
For y ∈ (y1 + δ, y2 − δ), we have
sin y − sin y1 = cos y1(y − y1) + sin(θy + (1− θ)y1)
2
(y − y1)2 ≥ cos y1δ + sin y1δ2 & δ2.
Therefore,
‖w‖2L2([y1+δ,y2−δ]) .
ν
δ2|α|
(‖iα
ν
(sin y − λ)w − ν∂2yw‖‖w‖ +
2ν√
δ
‖w′‖L2‖w‖L∞
)
,
which along with (3.5) and (3.6) gives
‖w‖2L2([y1,y2]) = ‖w‖2L2([y1+δ,y2−δ]) + ‖w‖2L2([y1,y1+δ]∪[y2−δ,y2])
.
ν
δ2|α| (‖Nλw‖L2‖w‖L2 +
2ν√
δ
‖w′‖L2‖w‖L∞) + δ‖w‖2L∞
.
ν
δ2|α| (‖Nλw‖L2‖w‖L2 +
2ν√
δ
‖w′‖
3
2
L2
‖w‖
1
2
L2
) + δ‖w′‖L2‖w‖L2 + δ‖w‖2L2 .(3.9)
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Now we estimate w in [y2, y1 + 2pi]. Similarly, let us choose y˜− ∈ (y2, y2 + δ) and y˜+ ∈
(y1 + 2pi − δ, y1 + 2pi) so that
|w′(y˜−)|2 + |w′(y˜+)|2 ≤ ‖w
′‖2
δ
.(3.10)
In a similar way as above, we can deduce that
‖iα
ν
(sin y − λ)w − ν∂2yw‖‖w‖ +
2ν√
δ
‖w′‖L2‖w‖L∞
&
|α|
ν
∫ y˜+
y˜−
(λ− sin y)|w|2dy ≥ |α|
ν
∫ y1+2pi−δ
y2+δ
(λ− sin y)|w|2dy.
For y ∈ (y2 + δ, y1 + 2pi − δ), we have
sin y2 − sin y ≥ sin y2 − sin(y2 + δ) = sin y1 − sin(y1 − δ) = 2 sin δ
2
cos(y1 − δ
2
)
=2 sin
δ
2
(cos y1 cos
δ
2
+ sin y1 sin
δ
2
) = cos y1 sin δ + 2 sin y1(sin
δ
2
)2
& cos y1δ + sin y1δ
2 & δ2.
Therefore, we can conclude that
‖w‖2L2([y2,y1+2pi]) = ‖w‖2L2([y2+δ,y1+2pi−δ]) + ‖w‖2L2([y2,y2+δ]∪[y1+2pi−δ,y1+2pi])
.
ν
δ2|α| (‖Nλw‖L2‖w‖L2 +
2ν√
δ
‖w′‖
3
2
L2
‖w‖
1
2
L2
) + δ‖w′‖L2‖w‖L2 + δ‖w‖2L2 .(3.11)
Taking δ = |α|− 14 ν 12 , it follows from (3.9) and (3.11) that for δ < y2−y12
‖Nλw‖L2 & |α|
1
2‖w‖L2 .(3.12)
Next we consider the case of δ = |α|− 14 ν 12 ≥ y2−y12 . Let us choose yˆ− ∈ (y2, y2 + δ) and
yˆ+ ∈ (y1 + 2pi − δ, y1 + 2pi) so that
|w′(yˆ−)|2 + |w′(yˆ+)|2 ≤ ‖w
′‖2
δ
.(3.13)
Using integration by parts as above, we deduce that
‖iα
ν
(sin y − λ)w − ν∂2yw‖‖w‖ +
2ν√
δ
‖w′‖L2‖w‖L∞
&
|α|
ν
∫ yˆ+
yˆ−
(λ− sin y)|w|2dy ≥ |α|
ν
∫ y1+2pi−δ
y2+δ
(λ− sin y)|w|2dy.
For y ∈ (y2 + δ, y1 + 2pi − δ), we have
sin y2 − sin y & δ2.
Then we infer that
‖w‖2L2 = ‖w‖2L2([y2,y1+2pi]) + ‖w‖2L2([y1,y2])
= ‖w‖2L2([y2+δ,y1+2pi−δ]) + ‖w‖2L2([y2,y2+δ]∪[y1+2pi−δ,y1+2pi]) + ‖w‖2L2([y1,y2])
.
ν
δ2|α| (‖Nλw‖L2‖w‖L2 +
2ν√
δ
‖w′‖
3
2
L2
‖w‖
1
2
L2
) + δ‖w′‖L2‖w‖L2 + δ‖w‖2L2(pi,2pi),
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which shows that for δ ≥ y2−y12 ,
‖Nλw‖L2 & α|
1
2 ‖w‖L2 .
The same estimate holds for λ ∈ [−1, 0] due to τpiNλ = N−λτpi. 
3.2. Resolvent estimate of Lλ. In this subsection, we consider the full linearized operator
Lλ.
Proposition 3.3. Given 0 < ν ≤ 1, |α| ≫ ν2, λ ∈ R and |β| > 1(β ∈ R), there exists a
constant C > 0 independent of ν, α, λ, β, such that for any w ∈ H2(T)
‖Lλw‖L2 ≥ C|α|
1
2 (1− β−2)‖w‖L2 ,
where (∂2y − β2)ϕ = w.
Proof. Let u = w + ϕ. As (∂2y − β2)ϕ = w, (∂2y − β˜2)ϕ = u for β˜2 = β2 − 1. Thus,
‖ϕ′′‖L2 ≤ ‖u‖L2 , ‖ϕ‖L2 ≤ β−2‖w‖L2 .
Using Proposition 3.4, we obtain∥∥iα
ν
[(sin y − λ)w + sin yϕ]− ν∂2yw
∥∥
L2
≥ ∥∥iα
ν
[(sin y − λ)u+ λϕ]− ν∂2yu‖L2 − ν‖ϕ′′
∥∥
L2
≥ (C|α| 12 − ν)‖u‖L2 & |α|
1
2 (1− β−2)‖w‖L2 .

Proposition 3.4. Under the same assumptions as Proposition 3.3, it holds that
‖iα
ν
[(sin y − λ)u+ λϕ]− ν∂2yu‖L2 ≥ C|α|
1
2‖u‖L2 ,
where (∂2y − β˜2)ϕ = u with β2 − 1 = β˜2.
We need the following lemmas.
Lemma 3.5. For λ ∈ [0, 1], let 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi so that λ = sin y1 = sin y2. Let ϕ, u
satisfy the following Dirichlet problem{
(∂2y − β˜2)ϕ = u, y1 ≤ y ≤ y2,
ϕ(y1) = ϕ(y2) = 0.
(3.14)
Then it holds that
− 〈ϕ, uχ(y1,y2)〉 = β˜2 ∫ y2
y1
|ϕ(y)|2dy +
∫ y2
y1
|ϕ′(y)|2dy,(3.15)
− 〈λϕ, uχ(y1,y2)〉 ≤ (pi2 − y1) sin y1cos y1
∫ y2
y1
(sin y − λ)|u(y)|2dy,(3.16)
and
λ
( ∫ y2
y1
(sin y − λ)2
∣∣∣( ϕ
sin y − λ)
′
∣∣∣2dy + ∫ y2
y1
β˜2|ϕ|2dy
)
≤
∫ y2
y1
(sin y − λ)|u|2dy + 〈λϕ, uχ(y1,y2)〉.(3.17)
If ϕ, u satisfy {
(∂2y − β˜2)ϕ = u, y2 ≤ y ≤ y1 + 2pi,
ϕ(y2) = ϕ(y1 + 2pi) = 0.
(3.18)
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Then we have
−〈ϕ, uχ(y2,y1+2pi)〉 = β˜2 ∫ y1+2pi
y2
|ϕ(y)|2dy +
∫ y1+2pi
y2
|ϕ′(y)|2dy.(3.19)
Proof. The equalities (3.15) and (3.19) are obvious. Let
0 ≥ K1(y, z) =

sinh β˜(y − y2) sinh β˜(z − y1)
β˜ sinh β˜(y2 − y1)
, y ≥ z,
sinh β˜(y − y1) sinh β˜(z − y2)
β˜ sinh β˜(y2 − y1)
, y ≤ z.
Then we have ϕ(y) =
∫ y2
y1
K1(y, z)u(z)dz. Let
I(f)(y) = −
∫ y2
y1
K1(y, z)f(z)dz = (y − y1)(pi − y − y1)(3.20)
for f(y) = 2 + β˜2(y − y1)(pi − y1 − y). Thus, for y1 ≤ y ≤ y2
λI(f)
f
(y) ≤ λ(y − y1)(pi − y − y1)
2(sin y − λ) (sin y − λ),
from which and (7.1), we infer that for any λ ∈ [0, 1]
λI(f)
f
≤ (
pi
2 − y1) sin y1
cos y1
(sin y − λ).
Since K1(y, z) ≤ 0 and K1(y, z) is symmetric in y, z, we obtain
− 〈λϕ, uχ(y1,y2)〉
= −
∫ y2
y1
∫ y2
y1
K1(y, z)u(z)u¯(y)dzdy
≤ 1
2
∫ y2
y1
∫ y2
y1
−K1(y, z)f(z)
f(y)
|u(y)|2dzdy + 1
2
∫ y2
y1
∫ y2
y1
−K1(y, z)f(y)
f(z)
|u(z)|2dydz
=
∫ y2
y1
I(f)(y)
f(y)
|u(y)|2dy ≤ (
pi
2 − y1) sin y1
cos y1
∫ y2
y1
(sin y − λ)|u(y)|2dy,
which shows (3.16).
By integration by parts, we have∫ y2
y1
|ϕ′|2 − sin y
sin y − λ |ϕ|
2dy =
∫ y2
y1
(sin y − λ)2
∣∣∣( ϕ
sin y − λ)
′
∣∣∣2dy.
On the other hand, we have
(sin y − λ)|u|2 + 2λϕu+ λ2 |ϕ|
2
sin y − λ ≥ 0.
Therefore, we obtain∫ y2
y1
(sin y − λ)|u|2dy + 〈λϕ, uχ(y1,y2)〉 ≥− 〈λϕ, uχ(y1,y2)〉− λ2 ∫ y2
y1
|ϕ|2
sin y − λdy
=λ
( ∫ y2
y1
|ϕ′|2 + β˜2|ϕ|2dy
)
− λ2
∫ y2
y1
|ϕ|2
sin y − λdy
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≥λ
( ∫ y2
y1
|ϕ′|2 − sin y
sin y − λ |ϕ|
2dy
)
+ λ
∫ y2
y1
β˜2|ϕ|2dy
=λ
∫ y2
y1
(sin y − λ)2
∣∣∣( ϕ
sin y − λ)
′
∣∣∣2dy + λ∫ y2
y1
β˜2|ϕ|2dy,
which shows (3.17). 
Lemma 3.6. For λ ∈ [0, 1], let 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi so that λ = sin y1 = sin y2. If (ϕ, u)
satisfies (3.18), then we have∫ y2
y1
|ϕ(y)|2
(sin y − λ)2 dy .
1
(y2 − y1)2
∫ y2
y1
∣∣∣( ϕ(y)
sin y − λ)
′
∣∣∣2(sin y − λ)2dy + |ϕ(pi2 )|2
(y2 − y1)3 ,(3.21)
Proof. Let us first assume that ϕ(pi2 ) = 0. Then we have∫ y2
y1
ϕ(y)
sin y − λg(y)dy =
∫ y2
y1
∫ y
pi
2
(
ϕ(z)
sin z − λ)
′dzg(y)dy
=
∫ y2
pi
2
(
ϕ(z)
sin z − λ)
′dz
∫ y2
z
g(y)dy −
∫ pi
2
y1
(
ϕ(z)
sin z − λ)
′dz
∫ z
y1
g(y)dy
≤
( ∫ y2
pi
2
∣∣∣( ϕ(z)
sin z − λ)
′(z − y2)
∣∣∣2dz) 12(∫ y2
pi
2
∣∣∣∫ y2z g(y)dy
y2 − z
∣∣∣2dz) 12
+
( ∫ pi
2
y1
∣∣∣( ϕ(z)
sin z − λ)
′(z − y1)
∣∣∣2dz) 12( ∫ pi2
y1
∣∣∣∫ zy1 g(y)dy
y1 − z
∣∣∣2dz) 12
≤ C
(∫ y2
y1
∣∣∣( ϕ(z)
sin z − λ)
′
∣∣∣2min((z − y1)2, (z − y2)2)dz) 12( ∫ y2
y1
|g(y)|2dy
) 1
2
.(3.22)
Thanks to (7.9), we know that∫ y2
y1
∣∣∣( ϕ(z)
sin z − λ)
′
∣∣∣2min((z − y1)2, (z − y2)2)dz ∼ ∫ y2
y1
∣∣∣( ϕ(z)
sin z − λ)
′
∣∣∣2 (sin z − λ)2
(y2 − y1)2 dz.(3.23)
Taking g(y) = ϕ(y)sin y−λ in (3.22), we obtain∫ y2
y1
|ϕ(y)|2
(sin y − λ)2 dy .
∫ y2
y1
∣∣∣( ϕ(y)
sin y − λ)
′
∣∣∣2 (sin y − λ)2
(y2 − y1)2 dy.
If ϕ(pi2 ) 6= 0, then ϕ(y)sin y−λ =
∫ y
pi
2
( ϕ(z)sin z−λ)
′dz + ϕ(
pi
2
)
1−λ . Similarly, we have∫ y2
y1
(∫ y
pi
2
(
ϕ(z)
sin z − λ)
′dz +
ϕ(pi2 )
1− λ
)
g(y)dy
.
( 1
(y2 − y1)2
∫ y2
y1
|( ϕ(y)
sin y − λ)
′|2(sin y − λ)2dy
) 1
2
( ∫ y2
y1
|g(y)|2dy
) 1
2
+
|ϕ(pi2 )|
1− λ (y2 − y1)
1
2
(∫ y2
y1
|g(y)|2dy
) 1
2
,
which implies (3.21) by noting that 1− λ ∼ (y2 − y1)2 and taking g(y) = ϕ(y)sin y−λ . 
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In the following lemmas, we assume that (ϕ, u) satisfies (∂2y − β˜2)ϕ = u. We introduce the
decomposition ϕ = ϕ1 + ϕ2, where
ϕ2(y) =

sinh β˜(y − y1)
sinh β˜(y2 − y1)
ϕ(y2) +
sinh β˜(y2 − y)
sinh β˜(y2 − y1)
ϕ(y1), y1 ≤ y ≤ y2,
sinh β˜(y − y2)
sinh β˜(y1 + 2pi − y2)
ϕ(y1) +
sinh β˜(y1 + 2pi − y)
sinh β˜(y1 + 2pi − y2)
ϕ(y2), y2 ≤ y ≤ y1 + 2pi.
Then we have {
(∂2y − β˜2)ϕ1 = u,
ϕ1(y1) = ϕ1(y2) = ϕ1(y1 + 2pi) = 0,
and {
(∂2y − β˜2)ϕ2 = 0,
ϕ2(y1) = ϕ2(y1 + 2pi) = ϕ(y1), ϕ2(y2) = ϕ(y2).
Lemma 3.7. For λ ∈ [0, 1], let 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi so that λ = sin y1 = sin y2. Then it
holds that for any δ ∈ (0, 1]
‖u‖2L2(y2,y1+2pi) ≤ CE1(u), ∀u ∈ L2,(3.24)
where
E1(u) = ν|α|(y2 − y1 + δ)δ ‖Lλu‖L2‖u‖L2 +
ν2
|α|(y2 − y1 + δ)δ ‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ))
+
ν2
|α|(y2 − y1 + δ)δ 32
‖u′‖L2‖u‖L∞ + δ‖u‖2L∞ +
‖λϕ2‖2L∞
(y2 − y1 + δ)2δ
with Lλu = iαν [(sin y − λ)u+ λϕ]− ν∂2yu.
Proof. By integration by parts, we get∣∣∣Im〈− ν∂2yu+ iαν [(sin y − λ)u+ λϕ], χ(y2,y1+2pi)u〉∣∣∣
=
∣∣∣α
ν
∫ y1+2pi
y2
(sin y − λ)|u(y)|2dy + νIm(u′u¯(y2)− u′u¯(y1)) + Im(iα
ν
∫ y1+2pi
y2
λϕu¯dy)
∣∣∣
≥ |α|
ν
(∫ y1+2pi
y2
(λ− sin y)|u(y)|2dy −
∫ y1+2pi
y2
λϕ1u¯dy
)
− ν(|u′u¯(y2)|+ |u′u¯(y1)|)− |α|
ν
∣∣∣ ∫ y1+2pi
y2
λϕ2u¯dy
∣∣∣,
which implies that∫ y1+2pi
y2
(λ− sin y)|u(y)|2dy +
∫ y1+2pi
y2
−λϕ1udy
≤ ν|α| ‖Lλu‖L2‖u‖L2 +
2ν2
|α| ‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ)) +
∣∣∣ ∫ y1+2pi
y2
λϕ2udy
∣∣∣.(3.25)
Similarly, we have∣∣∣Im〈− ν∂2yu+ iαν [(sin y − λ)u+ λϕ], χ(y2+δ,y1+2pi−δ) usin y − λ〉∣∣∣
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=
∣∣∣Im(− ν ∫ y1+2pi−δ
y2+δ
u′′u¯
sin y − λdy + i
α
ν
∫ y1+2pi−δ
y2+δ
|u|2dy + iα
ν
∫ y1+2pi−δ
y2+δ
λϕu¯
sin y − λdy
)∣∣∣
=
∣∣∣Im(− ν u′u¯
sin y − λ
∣∣∣y1+2pi−δ
y2+δ
+ ν
∫ y1+2pi−δ
y2+δ
|u′|2
sin y − λdy − ν
∫ y1+2pi−δ
y2+δ
u′u¯
cos y
(sin y − λ)2 dy
)
+ Im
(
i
α
ν
∫ y1+2pi−δ
y2+δ
|u|2dy + iα
ν
∫ y1+2pi−δ
y2+δ
λϕu¯
sin y − λdy
)∣∣∣
≥ −ν‖u′u¯‖L∞(B(y1,δ)∪B(y2,δ))
( 1
| sin(y2 + δ)− sin y2| +
1
| sin(y1 − δ) − sin y1|
)
− ν‖u‖L∞‖u′‖L2
∥∥∥ cos y
(sin y − λ)2
∥∥∥
L2(y2+δ,y1+2pi−δ)
+
|α|
2ν
∫ y1+2pi−δ
y2+δ
|u|2dy
− |α|
2ν
∫ y1+2pi−δ
y2+δ
λ2|ϕ|2
(sin y − λ)2 dy,
which implies that
|α|
2ν
∫ y1+2pi−δ
y2+δ
|u|2dy ≤ ‖Lλu‖L2
∥∥∥ u
sin y − λ
∥∥∥
L2(y2+δ,y1+2pi−δ)
+
2ν‖u′u¯‖L∞(B(y1,δ)∪B(y2 ,δ))
| sin(y1 − δ) − sin y1|
+ ν‖u‖L∞‖u′‖L2
∥∥∥ cos y
(sin y − λ)2
∥∥∥
L2(y2+δ,y1+2pi−δ)
+
|α|
2ν
∫ y1+2pi−δ
y2+δ
λ2|ϕ|2
(sin y − λ)2 dy,
which along with (7.2) and (7.5) gives
‖u‖2L2(y2,y1+2pi) ≤ ‖u‖2L2(y2+δ,y1+2pi−δ) + 2δ‖u‖2L∞
.
ν
|α|(y2 − y1 + δ)δ ‖Lλu‖L2‖u‖L2 +
ν2
|α|δ(y2 − y1 + δ)‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ))(3.26)
+
ν2
|α|δ 32 (y2 − y1 + δ)
‖u′‖L2‖u‖L∞ + δ‖u‖2L∞ +
∫ y1+2pi−δ
y2+δ
λ2|ϕ|2
(sin y − λ)2 dy.
It remains to estimate
∫ y1+2pi−δ
y2+δ
λ2|ϕ|2
(sin y−λ)2 dy. We have∫ y1+2pi−δ
y2+δ
λ2|ϕ|2
(sin y − λ)2 dy .
∫ y1+2pi−δ
y2+δ
λ2|ϕ1|2
(sin y − λ)2 dy +
∫ y1+2pi−δ
y2+δ
λ2|ϕ2|2
(sin y − λ)2 dy.
For y ∈ [y2 + δ, 3pi2 ], we have
| sin y − sin y2| = 2| cos y + y2
2
sin
y − y2
2
| = 2| sin y1 − y
2
sin
y − y2
2
| ∼ (y − y1)(y − y2),
and for y ∈ [3pi2 , y1 + 2pi − δ], we have
| sin y − sin y2| = 2| cos y + y2
2
sin
y − y2
2
| = 2| sin y1 − y
2
sin
y − y2
2
|
= 2| sin 2pi + y1 − y
2
sin
2pi + y2 − y
2
| ∼ (2pi + y1 − y)(2pi + y2 − y),
from which, we infer that∫ y1+2pi−δ
y2+δ
λ2|ϕ1|2
(sin y − λ)2 dy .
∫ 3pi
2
y2+δ
λ2|ϕ1|2
(sin y − λ)2 dy +
∫ y1+2pi−δ
3pi
2
λ2|ϕ1|2
(sin y − λ)2 dy
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.
1
(y2 − y1 + δ)2
(∫ 3pi
2
y2+δ
λ2| ∫ yy2 ϕ′1dz|2
(y − y2)2 dy +
∫ y1+2pi−δ
3pi
2
λ2| ∫ y1+2piy ϕ′1dz|2
(y1 + 2pi − y)2 dy
)
.
Then by Hardy’s inequality, we get∫ y1+2pi−δ
y2+δ
λ2|ϕ1|2
(sin y − λ)2dy .
1
(y2 − y1 + δ)2
∫ y1+2pi−δ
y2+δ
λ2|ϕ′1|2dy.(3.27)
By (3.19) and (3.25), we have
1
(y2 − y1 + δ)2
∫ y1+2pi
y2
λ2|ϕ′1|2dy ≤
λ2
(y2 − y1 + δ)2 〈−ϕ1, uχ(y2,y1+2pi)〉
.
λ
(y2 − y1 + δ)2
( ν
|α| ‖Lλu‖L2‖u‖L2 +
2ν2
|α| ‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ)) +
∣∣ ∫ y1+2pi
y2
λϕ2udy
∣∣)
.
ν
|α|(y2 − y1 + δ)2 ‖Lλu‖L2‖u‖L2 +
ν2
|α|(y2 − y1 + δ)2 ‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ))
+ λ
‖λϕ2‖L∞
δ
1
2 (y2 − y1 + δ)
δ
3
2‖u‖L∞ + δ 12‖u‖L1(y2+δ,y1+2pi−δ)
y2 − y1 + δ .
By (3.25) and (7.4), we have
‖u‖2L1(y2+δ,y1+2pi−δ) ≤
(∫ y1+2pi
y2
(λ− sin y)|u(y)|2dy
)∥∥∥ 1
sin y − λ
∥∥∥
L1(y2+δ,y1+2pi−δ)
.
(
ν
|α| ‖Lλu‖L2‖u‖L2 +
2ν2
|α| ‖u
′u¯‖L∞(B(y1,δ)∪B(y2 ,δ)) +
∣∣∣ ∫ y1+2pi
y2
λϕ2udy
∣∣∣) 1 + ln(1 + y2−y1δ )
(y2 − y1 + δ)
≤ (E1(u)(y2 − y1 + δ)δ + ‖λϕ2‖L∞(2δ‖u‖L∞ + ‖u‖L1(y2+δ,y1+2pi−δ)))1 + ln(1 + y2−y1δ )(y2 − y1 + δ)
. E1(u)δ
(
1 + ln(1 +
y2 − y1
δ
)
)
+ ‖λϕ2‖L∞‖u‖L1(y2+δ,y1+2pi−δ)
1 + ln(1 + y2−y1δ )
(y2 − y1 + δ) ,
which gives
‖u‖2L1(y2+δ,y1+2pi−δ) . E1(u)δ
(
1 + ln(1 +
y2 − y1
δ
)
)
+ ‖λϕ2‖2L∞
(1 + ln(1 + y2−y1δ ))
2
(y2 − y1 + δ)2
. E1(u)δ
(
1 + ln(1 +
y2 − y1
δ
)
)2
. E1(u)δ
(
1 +
y2 − y1
δ
)
= E1(u)(y2 − y1 + δ).(3.28)
Then by (3.27), we obtain ∫ y1+2pi−δ
y2+δ
λ2|ϕ1|2
(sin y − λ)2 dy . E1(u).(3.29)
Thanks to (7.3), we have∫ y1+2pi−δ
y2+δ
λ2|ϕ2|2
(sin y − λ)2dy ≤ ‖λϕ2‖
2
L∞
∫ y1+2pi−δ
y2+δ
1
(sin y − λ)2 dy
.
‖λϕ2‖2L∞
δ(y2 − y1 + δ)2 ≤ E1(u).(3.30)
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Finally, (3.24) follows from (3.26), (3.29), and (3.30). 
Lemma 3.8. For λ ∈ [0, 1], let 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi so that λ = sin y1 = sin y2. Then it
holds that for any δ ∈ (0, y2−y14 ]
‖u‖2L2 ≤ CE2(u),(3.31)
where
E2(u) = ν|α|δ(y2 − y1)‖Lλu‖L2‖u‖L2 +
ν2
|α|δ(y2 − y1)‖u
′u¯‖L∞(B(y1,δ)∪B(y2 ,δ)) + δ‖u‖2L∞
+
ν2
|α|δ 32 (y2 − y1)
‖u′‖L2‖u‖L∞ +
‖λϕ2‖2L∞
(y2 − y1)2δ + δ
3‖u′‖2L∞(B(y1,δ)∪B(y2,δ))
+
ν2
|α|2
1
(y2 − y1)3δ ‖Lλu‖
2
L2 +
ν4
|α|2
(‖u′‖2L∞(B(y1,δ)∪B(y2,δ))
(y2 − y1)3δ2 +
‖u′‖2L2
(y2 − y1)3δ3
)
.
Proof. We get by integration by parts that∣∣∣Im〈−ν∂2yu+ iαν [(sin y − λ)u+ λϕ], χ(y1,y2)u〉∣∣∣
=
∣∣∣α
ν
∫ y2
y1
(sin y − λ)|u(y)|2dy − νIm(u′u¯(y2)− u′u¯(y1)) + Im
(
i
α
ν
∫ y2
y1
λϕu¯dy
)∣∣∣
≥ |α|
ν
( ∫ y2
y1
(sin y − λ)|u(y)|2dy +
∫ y2
y1
λϕ1u¯dy
)
− ν(|u′u¯(y2)|+ |u′u¯(y1)|)− |α|
ν
∣∣∣ ∫ y2
y1
λϕ2u¯dy
∣∣∣,
which implies that
1
(y2 − y1)2
( ∫ y2
y1
(sin y − λ)|u(y)|2dy +
∫ y2
y1
λϕ1udy
)
≤ 1
(y2 − y1)2
( ν
|α| ‖Lλu‖L2‖u‖L2 +
2ν2
|α| ‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ)) +
∣∣∣ ∫ y2
y1
λϕ2udy
∣∣∣)
. E2(u) + ‖λϕ2‖L
∞
(y2 − y1)δ 12
δ
1
2‖u‖L∞ . E2(u).(3.32)
Similarly, we have∣∣∣Im〈− ν∂2yu+ iαν [(sin y − λ)u+ λϕ], χ(y1+δ,y2−δ) usin y − λ〉∣∣∣
=
∣∣∣Im(− ν ∫ y2−δ
y1+δ
u′′u¯
sin y − λdy + i
α
ν
∫ y2−δ
y1+δ
|u|2dy + iα
ν
∫ y2−δ
y1+δ
λϕu¯
sin y − λdy
)∣∣∣
=
∣∣∣Im(− ν u′u¯
sin y − λ
∣∣∣y2−δ
y1+δ
+ ν
∫ y2−δ
y1+δ
|u′|2
sin y − λdy − ν
∫ y2−δ
y1+δ
u′u¯
cos y
(sin y − λ)2 dy
)
+ Im
(
i
α
ν
∫ y2−δ
y1+δ
|u|2dy + iα
ν
∫ y2−δ
y1+δ
λϕu¯
sin y − λdy
)∣∣∣
≥ −ν‖u′u¯‖L∞(B(y1,δ)∪B(y2,δ))
( 1
| sin(y2 − δ) − sin y2| +
1
| sin(y1 + δ)− sin y1|
)
− ν‖u‖L∞‖u′‖L2
∥∥∥ cos y
(sin y − λ)2
∥∥∥
L2([y1+δ,y2−δ])
+
|α|
2ν
∫ y2−δ
y1+δ
|u|2dy − |α|
2ν
∫ y2−δ
y1+δ
λ2|ϕ|2
(sin y − λ)2 dy,
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which implies that
|α|
2ν
∫ y2−δ
y1+δ
|u|2dy ≤‖Lλu‖L2
∥∥∥ u
sin y − λ
∥∥∥
L2([y1+δ,y2−δ])
+
2ν‖u′u¯‖L∞(B(y1,δ)∪B(y2,δ))
| sin(y1 + δ)− sin y1|
+ ν‖u‖L∞‖u′‖L2
∥∥∥ cos y
(sin y − λ)2
∥∥∥
L2([y1+δ,y2−δ])
+
|α|
2ν
∫ y2−δ
y1+δ
λ2|ϕ|2
(sin y − λ)2 dy,
which along with (7.6), (7.8), and y2 − y1 ≥ 4δ gives
‖u‖2L2(y1,y2) .
ν
|α|δ(y2 − y1)‖Lλu‖L2‖u‖L2 +
ν2
|α|δ(y2 − y1)‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ))(3.33)
+
ν2
|α|δ 32 (y2 − y1)
‖u′‖L2‖u‖L∞ + δ‖u‖2L∞ +
∫ y2−δ
y1+δ
λ2|ϕ|2
(sin y − λ)2dy.
We bound the last term as∫ y2−δ
y1+δ
λ2|ϕ|2
(sin y − λ)2 dy .
∫ y2−δ
y1+δ
λ2|ϕ1|2
(sin y − λ)2 dy +
∫ y2−δ
y1+δ
λ2|ϕ2|2
(sin y − λ)2dy.
First of all, we get by (7.7) that∫ y2−δ
y1+δ
λ2|ϕ2|2
(sin y − λ)2 dy ≤ ‖λϕ2‖
2
L∞
∫ y2−δ
y1+δ
1
(sin y − λ)2 dy .
‖λϕ2‖2L∞
(y2 − y1)2δ ≤ E2(u).(3.34)
Thanks to (3.33), (3.24), and E1(u) ≤ E2(u), it remains to prove that∫ y2−δ
y1+δ
λ2|ϕ1|2
(sin y − λ)2dy . E2(u).
The proof is split into two cases.
Case 1. λ ∈ [0,
√
3
2
].
In this case, we have 0 ≤ y1 ≤ pi3 , y2 = pi − y1. By Hardy’s inequality and (7.9), we get∫ y2−δ
y1+δ
λ2|ϕ1|2
(sin y − λ)2 dy =
∫ pi
2
y1+δ
λ2|ϕ1|2
(sin y − λ)2 dy +
∫ y2−δ
pi
2
λ2|ϕ1|2
(sin y − λ)2 dy
.
λ2
(y2 − y1)2
(∫ pi
2
y1+δ
| ∫ yy1 ϕ′1dz|2
(y − y1)2 dy +
∫ y2−δ
pi
2
| ∫ yy2 ϕ′1dz|2
(y − y2)2 dy
)
.
λ2
(y2 − y1)2
∫ y2
y1
|ϕ′1|2dy.
Thanks to (3.16) and (3.15), we have∫ y2
y1
(sin y − λ)|u|2dy + 〈λϕ1, uχ(y1,y2)〉 ≥
(
1− (
pi
2 − y1) sin y1
cos y1
) ∫ y2
y1
(sin y − λ)|u|2dy
&
∫ y2
y1
(sin y − λ)|u|2dy & 〈−λϕ1, uχ(y1,y2)〉 ≥ λ
∫ y2
y1
|ϕ′1|2dy.
Then by (3.32), we obtain∫ y2−δ
y1+δ
λ2|ϕ1|2
(sin y − λ)2 dy .
∫ y2
y1
(sin y − λ)|u|2dy + 〈λϕ1, uχ(y1,y2)〉
(y2 − y1)2 . E2(u).(3.35)
Case 2. λ ∈ [
√
3
2
,1].
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Thanks to (3.21), (3.17), (3.32), we find∫ y2−δ
y1+δ
λ2|ϕ1|2
(sin y − λ)2 dy .
λ2
(y2 − y1)2
∫ y2
y1
|( ϕ1(y)
sin y − λ)
′|2(sin y − λ)2dy + |λϕ1(
pi
2 )|2
(y2 − y1)3
.
λ
(y2 − y1)2
( ∫ y2
y1
(sin y − λ)|u|2dy + 〈λϕ1, uχ(y1,y2)〉
)
+
|λϕ1(pi2 )|2
(y2 − y1)3
.E2(u) +
|λϕ1(pi2 )|2
(y2 − y1)3 .(3.36)
Thus, it remains to control
|λϕ1(pi2 )|2
(y2−y1)3 . For any δ ≤ θ ≤
y2−y1
4 , we have∫ y2−θ
pi
2
( ϕ1(y)
sin y − λ
)′
(y2 − θ − y)dy −
∫ pi
2
y1+θ
( ϕ1(y)
sin y − λ
)′
(y − y1 − θ)dy
=
ϕ1(y)
sin y − λ(y2 − θ − y)
∣∣∣y2−θ
pi
2
+
∫ y2−θ
pi
2
ϕ1(y)
sin y − λdy
− ϕ1(y)
sin y − λ(y − y1 − θ)
∣∣∣pi2
y1+θ
+
∫ pi
2
y1+θ
ϕ1(y)
sin y − λdy
=
∫ y2−θ
y1+θ
ϕ1(y)
sin y − λdy −
ϕ1(
pi
2 )
1− λ (y2 − y1 − 2θ),
which gives
(y2 − y1 − 2θ)
|ϕ1(pi2 )|
1− λ ≤
∣∣∣ ∫ y2−θ
y1+θ
ϕ1(y)
sin y − λdy
∣∣∣+ ∫ y2−θ
y1+θ
∣∣∣( ϕ1(y)
sin y − λ)
′
∣∣∣min(y2 − y, y − y1)dy
.
∣∣∣ ∫ y2−θ
y1+θ
ϕ1(y)
sin y − λdy
∣∣∣+ (y2 − y1) 12( ∫ y2−θ
y1+θ
∣∣∣( ϕ1(y)
sin y − λ)
′
∣∣∣2min(y2 − y, y − y1)2dy) 12
.
∣∣∣ ∫ y2−θ
y1+θ
ϕ1(y)
sin y − λdy
∣∣∣+ (y2 − y1) 12( ∫ y2−θ
y1+θ
∣∣∣( ϕ1(y)
sin y − λ)
′
∣∣∣2 (sin y − λ)2
(y2 − y1)2 dy
) 1
2
.
As 1− λ ∼ (y2 − y1)2, this gives
λ2|ϕ1(pi2 )|2
(y2 − y1)3 .
λ2
∣∣ ∫ y2−θ
y1+θ
ϕ1(y)
sin y−λdy
∣∣2
y2 − y1 + λ
2
∫ y2−θ
y1+θ
∣∣∣( ϕ1(y)
sin y − λ)
′
∣∣∣2 (sin y − λ)2
(y2 − y1)2 dy.(3.37)
By (3.17) and (3.32), we get
λ2
∫ y2
y1
|( ϕ1(y)
sin y − λ)
′|2 (sin y − λ)
2
(y2 − y1)2 . E2(u).
To estimate λ
2
y2−y1
∣∣ ∫ y2−θ
y1+θ
ϕ1(y)
sin y−λdy
∣∣2, we consider two subcases:
Case 2.1. β˜2(y2 − y1)2 ≥ 1.
Taking θ = y2−y14 , we get by (7.7) that
λ2
y2 − y1
∣∣∣ ∫ y2−θ
y1+θ
ϕ1(y)
sin y − λdy
∣∣∣2 ≤ λ2
y2 − y1
∫ y2−θ
y1+θ
|ϕ1|2dy
∫ y2−θ
y1+θ
1
(sin y − λ)2 dy
.
λ2
(y2 − y1)3θ
∫ y2−θ
y1+θ
|ϕ1|2dy . λ
2β˜2
(y2 − y1)2
∫ y2−θ
y1+θ
|ϕ1|2dy,
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which along with (3.17) and (3.32) gives
λ2
y2 − y1
∣∣ ∫ y2−θ
y1+θ
ϕ1(y)
sin y − λdy
∣∣2 . E2(u).(3.38)
Case 2.2. β˜2(y2 − y1)2 ≤ 1.
Take θ = δ and
χ(y) = η
( y − pi2
y2 − y1
)
with η(z) =
{
1, |z| ≤ 1,
0, |z| ≥ 2.
By integration by parts, we get∣∣∣ ∫ 3pi2
−pi
2
ϕ′χ′ + β˜2ϕχdy
∣∣∣ = ∣∣∣ ∫ 3pi2
−pi
2
−u(y)χ(y)dy
∣∣∣.
Due to χ(y) = 1 for y ∈ [y1 + δ, y2 − δ], this implies that∣∣∣ ∫ y2−δ
y1+δ
−u(y)dy
∣∣∣ ≤ ∣∣∣ ∫ 3pi2
−pi
2
ϕ′χ′ + β˜2ϕχdy
∣∣∣+ 4δ‖u‖L∞ + ∫ 2pi+(y1−δ)
y2+δ
|u(y)|dy.(3.39)
Recall that Lλu = iαν [(sin y − λ)u+ λϕ]− ν∂2yu. Then u =
−i ν
α
(Lλu+ν∂2yu)−λϕ
sin y−λ , hence,∣∣∣ ∫ y2−δ
y1+δ
λϕ
sin y − λdy
∣∣∣− ∣∣∣ ∫ y2−δ
y1+δ
i να (Lλu+ ν∂2yu)
sin y − λ dy
∣∣∣
≤
∣∣∣ ∫ y2−δ
y1+δ
i να(Lλu+ ν∂2yu) + λϕ
sin y − λ dy
∣∣∣
=
∣∣∣ ∫ y2−δ
y1+δ
−u(y)dy
∣∣∣ ≤ ∣∣∣ ∫ 3pi2
−pi
2
ϕ′χ′ + β˜2ϕχdy
∣∣∣+ 4δ‖u‖L∞ + ∫ 2pi+(y1−δ)
y2+δ
|u(y)|dy,
which implies that
1
y2 − y1
∣∣∣ ∫ y2−δ
y1+δ
λϕ1
sin y − λdy
∣∣∣2
.
δ2
y2 − y1 ‖u‖
2
L∞ +
ν2
|α|2(y2 − y1)
∣∣∣ ∫ y2−δ
y1+δ
Lλu
sin y − λdy
∣∣∣2 + ν4|α|2(y2 − y1)
∣∣∣ ∫ y2−δ
y1+δ
u′′
sin y − λdy
∣∣∣2
+
1
y2 − y1
∣∣∣ ∫ y2−δ
y1+δ
λϕ2
sin y − λdy
∣∣∣2 + 1
y2 − y1
∣∣∣ ∫ 3pi2
−pi
2
ϕ′χ′ + β˜2ϕχdy
∣∣∣2 + 1
y2 − y1
(∫ 2pi+(y1−δ)
y2+δ
|u(y)|dy
)2
:= I1 + · · ·+ I6.
Next we estimate Ii(i = 1, · · · 6) one by one. Due to y2 − y1 ≥ 4δ, we have
I1 ≤ δ‖u‖2L∞ . E2(u).
Thanks to (7.7), we get
I2 .
ν2‖Lλu‖2L2
|α|2(y2 − y1)
∫ y2−δ
y1+δ
1
(sin y − λ)2 dy .
ν2
|α|2
1
δ(y2 − y1)3 ‖Lλu‖
2
L2 ≤ E2(u).
By (7.6) and (7.8), we have
I3 =
ν4
|α|2(y2 − y1)
∣∣∣ u′
sin y − λ
∣∣∣y2−δ
y1+δ
+
∫ y2−δ
y1+δ
u′ cos y
(sin y − λ)2 dy
∣∣∣2
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.
ν4
|α|2
(‖u′‖2L∞(B(y1,δ)∪B(y2,δ))
δ2(y2 − y1)3 +
‖u′‖2L2
(y2 − y1)3δ3
)
≤ E2(u).
By (7.7), we get
I4 =
∣∣ ∫ y2−δ
y1+δ
λϕ2
sin y−λdy
∣∣2
y2 − y1 . ‖λϕ2‖
2
L∞
∫ y2−δ
y1+δ
dy
(sin y − λ)2 .
‖λϕ2‖2L∞
(y2 − y1)2δ ≤ E2(u)
By (3.28), we have
I6 =
1
y2 − y1 ‖u‖
2
L1(y2+δ,y1+2pi−δ) ≤
C
y2 − y1E1(u)(y2 − y1 + δ) ≤ CE1(u) ≤ CE2(u).
For I5, we have
I5 =
1
y2 − y1
∣∣∣ ∫ 3pi2
−pi
2
ϕ′χ′ + β˜2ϕχdy
∣∣∣2
.
1
y2 − y1
(
‖ϕ′1‖2L2([−pi
2
, 3pi
2
]\(y1−δ,y2+δ))‖χ
′‖2L2 + ‖ϕ′2‖2L1‖χ′‖2L∞ + β˜4‖ϕ‖2L1(B(pi
2
,2(y2−y1)))
)
.
1
y2 − y1
[‖ϕ′1‖2L2([−pi
2
, 3pi
2
]\(y1−δ,y2+δ))
y2 − y1 +
‖ϕ′2‖2L1
(y2 − y1)2 + β˜
4
(∫ 2(y2−y1)+pi2
−2(y2−y1)+pi2
|ϕ|dy
)2]
=I15 + I
2
5 + I
3
5.
By (3.19), (3.25), (3.28) and λ ∈ [
√
3
2 , 1], we have
I15 =
1
(y2 − y1)2 ‖ϕ
′
1‖2L2([−pi
2
, 3pi
2
]\(y1−δ,y2+δ)) .
1
(y2 − y1)2 ‖ϕ
′
1‖2L2(y2,y1+2pi)
.
1
(y2 − y1)2λ
〈− λϕ1, uχ(y2,y1+2pi)〉 . 1(y2 − y1)2 〈− λϕ1, uχ(y2,y1+2pi)〉
.
1
(y2 − y1)2
( ν
|α| ‖Lλu‖L2‖u‖L2 +
2ν2
|α| ‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ)) +
∣∣∣ ∫ y1+2pi
y2
λϕ2udy
∣∣∣)
.E2(u) + ‖λϕ2‖L
∞
(y2 − y1)2δ 12
(
δ
3
2‖u‖L∞ + δ
1
2 ‖u‖L1(y2+δ,y1+2pi−δ)
)
. E2(u).
By the definition of ϕ2 and the monotonicity of sinh, we get
I25 =
1
(y2 − y1)3 ‖ϕ
′
2‖2L1 .
‖ϕ2‖2L∞
(y2 − y1)3 .
‖λϕ2‖2L∞
(y2 − y1)2δ ≤ E2(u).
Due to β˜2(y2 − y1)2 ≤ 1, we have
I35 =
β˜4
( ∫ 2(y2−y1)+pi2
−2(y2−y1)+pi2
|ϕ|dy
)2
y2 − y1 .
β˜4
( ∫ 2(y2−y1)+pi2
−2(y2−y1)+pi2
|ϕ1|dy
)2
+ β˜4
( ∫ 2(y2−y1)+pi2
−2(y2−y1)+pi2
|ϕ2|dy
)2
y2 − y1
. β˜4
∫ 2(y2−y1)+pi2
−2(y2−y1)+pi2
|ϕ1|2dy + β˜4(y2 − y1)‖ϕ2‖2L∞
.
1
λ(y2 − y1)2λβ˜
2
∫ 2(y2−y1)+pi2
−2(y2−y1)+pi2
|ϕ1|2dy + ‖λϕ2‖
2
L∞
(y2 − y1)2δ ,
which along with (3.17), (3.32), (3.19) and (3.25) gives
I35 . E2(u), thus, I5 . E2(u).(3.40)
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Summing up the estimates of Ii(i = 1, · · · 6), we conclude
1
y2 − y1
∣∣∣ ∫ y2−δ
y1+δ
λϕ1
sin y − λdy
∣∣∣2 . E2(u).
This completes the proof of the lemma. 
Lemma 3.9. For any ν ∈ (0, 1], λ ∈ [0, 1] and δ ∈ (0, 1], it holds that
‖λϕ2‖2L∞
(y2 − y1 + δ)2δ . F1(u),(3.41)
where
F1(u) =
ν2‖Lλu‖2L2
|α|2δ2(y2 − y1 + δ)2 +
ν3‖Lλu‖L2‖u‖L2
|α|2δ4(y2 − y1 + δ)2 + δ‖u‖
2
L∞ .
Proof. For any a > 0, b > 0, we have∫ a+b
a−b
ϕ(y)dy = 2bϕ(a) +
∫ a+b
a
ϕ′′(z)
(a− z)2
2
dz +
∫ a
a−b
ϕ′′(z)
(z − b)2
2
dz,
which implies that
|ϕ(a)| ≤ 1
2b
|
∫ a+b
a−b
ϕ(y)dy|+ b2‖ϕ′′‖L∞ .(3.42)
For any a ∈ B(y1, δ), there exits b ∈ [ δ2 , δ] so that
|u′(a+ b)|2 + |u′(a− b)|2 ≤ 2
δ
‖u′‖2L2 .
Recall that Lλu = iαν [(sin y − λ)u+ λϕ]− ν∂2yu. Then we have
|
∫ a+b
a−b
λϕ(y)dy| ≤ ν|α|
∫ a+b
a−b
|Lλu|dy + ν
2
|α| (|u
′(a+ b)|+ |u′(a− b)|) +
∫ a+b
a−b
| sin y − λ|dy‖u‖L∞
.
νδ
1
2
|α| ‖Lλu‖L2 +
ν2
|α|δ 12
‖u′‖L2 + (y2 − y1)δ2‖u‖L∞ .
Thanks to ‖ϕ′′‖L∞ . ‖u‖L∞ , we infer that for any a ∈ B(y1, δ)
|λϕ(a)|
(y2 − y1 + δ)δ 12
.
ν
|α|(y2 − y1 + δ)δ ‖Lλu‖L2 +
ν2
|α|δ2(y2 − y1 + δ)‖u
′‖L2 + δ
1
2‖u‖L∞ ,
which gives
‖λϕ‖2L∞(B(y1,δ))
(y2 − y1 + δ)2δ .
ν2‖Lλu‖2L2
|α|2δ2(y2 − y1 + δ)2 +
ν4‖u′‖2L2
|α|2δ4(y2 − y1 + δ)2 + δ‖u‖
2
L∞ .(3.43)
Similarly, we have
‖λϕ‖2L∞(B(y2,δ))
(y2 − y1 + δ)2δ .
ν2‖Lλu‖2L2
|α|2δ2(y2 − y1 + δ)2 +
ν4‖u′‖2L2
|α|2δ4(y2 − y1 + δ)2 + δ‖u‖
2
L∞ .
Thanks to ‖λϕ2‖L∞ ≤ ‖λϕ‖L∞(B(y1,δ)∪B(y2,δ)), we deduce that
‖λϕ2‖2L∞
(y2 − y1 + δ)2δ .
ν2‖Lλu‖2L2
|α|2δ2(y2 − y1 + δ)2 +
ν4‖u′‖2L2
|α|2δ4(y2 − y1 + δ)2 + δ‖u‖
2
L∞ . F1(u).
this completes the proof. 
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Lemma 3.10. For any ν ∈ (0, 1], λ ∈ [0, 1] and δ ∈ (0, 1], it holds that
δ3‖u′‖2L∞(B(y1,δ)∪B(y2,δ)) . F2(u),(3.44)
where
F2(u) = δ
6(y2 − y1 + δ)2|α|2
ν4
F1(u) + δ
4
ν2
‖Lλu‖2L2 .
Proof. First of all, we have
‖u′‖L∞(B(y1,δ)) .
1
δ
‖u‖L∞ + ‖u′′‖L1(B(y1,δ)).
Recalling Lλu = iαν [(sin y − λ)u+ λϕ]− ν∂2yu, we find
δ
3
2
∫
B(y1,δ)
|u′′|dy ≤ δ
3
2 |α|
ν2
∫ y1+δ
y1−δ
|(sin y − λ)u|dy + δ
3
2 |α|
ν2
∫ y1+δ
y1−δ
|λϕ|dy + δ
3
2
ν
∫ y1+δ
y1−δ
|Lλu|dy
.
δ3(y2 − y1 + δ)|α|
ν2
δ
1
2 ‖u‖L∞ + δ
2
ν
‖Lλu‖L2 +
(y2 − y1)δ3|α|
ν2
‖λϕ‖L∞(B(y1,δ)∪B(y2,δ))
(y2 − y1 + δ)δ 12
,
from which and (3.43), we infer that
δ3‖u′‖2L∞(B(y1,δ)) .
δ6(y2 − y1)2|α|2
ν4
δ‖u‖2L∞ +
δ4
ν2
‖Lλu‖2L2 +
δ6(y2 − y1 + δ)2|α|2
ν4
F1(u)
.
δ6(y2 − y1 + δ)2|α|2
ν4
F1(u) + δ
4
ν2
‖Lλu‖2L2 .
The estimate in B(y2, δ) is similar. 
Now we are in a position to prove Proposition 3.4.
Proof. First of all, we consider the case of λ > 1. We get by integration by parts that∣∣Im〈iα
ν
[(sin y − λ)u+ λϕ]− ν∂2yu, u〉
∣∣ = |α|
ν
(∫ 2pi
0
(λ− sin y)|u|2dy + λ‖ϕ′‖2L2 + λβ˜2‖ϕ‖2L2
)
.
which implies that∫ 2pi
0
(λ− sin y)|u|2dy + λ‖ϕ′‖2L2 + λβ˜2‖ϕ‖2L2 ≤
ν
|α| ‖Lλu‖L2‖u‖L2 .(3.45)
Let δ ∈ (0, 1]. Then for any y ∈ (pi2 + δ, 5pi2 − δ), we have
1− sin y ≥ sin pi
2
− sin(pi
2
+ δ) = sin
pi
2
− sin(pi
2
− δ) = 2 sin δ
2
cos(
pi
2
− δ
2
) = 2 sin2
δ
2
& δ2.
Then it follows from (3.45) that
‖u‖2L2 ≤ ‖u‖2L2(pi
2
+δ, 5pi
2
−δ) + 2δ‖u‖2L∞ . δ−2
∫ 2pi
0
(λ− sin y)|u|2dy + δ‖u‖2L∞
.
ν
|α|δ2 ‖Lλu‖L2‖u‖L2 + ν
− 1
2 δ‖Lλu‖
1
2
L2
‖u‖
3
2
L2
+ δ‖u‖2L2 .(3.46)
Here we used the following fact that
‖u‖L∞ ≤ ‖u′‖
1
2
L2
‖u‖
1
2
L2
+ ‖u‖L2 ≤ ν−
1
4 ‖Lλu‖
1
4
L2
‖u‖
3
4
L2
+ ‖u‖L2 ,(3.47)
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due to ν‖u′‖2L2 = |Re〈Lλu, u〉|. Taking δ = |α|−
1
4 ν
1
2 ≪ 1, we infer that
‖u‖2L2 .
‖Lλu‖L2‖u‖L2
|α| 12
+
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
|α| 14
,
which implies that
‖Lλu‖L2 & |α|
1
2‖u‖L2 .(3.48)
Next we handle the case of λ ∈ [0, 1]. Then there exist 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi so that
λ = sin y1 = sin y2.
Case 1. |α|− 14 ν 12 ≥ y2−y14 .
Let 1≫ δ = |α|− 14 ν 12 ≥ y2−y14 . Using (3.24) and ‖u‖2L2(y1,y2) . δ‖u‖2L∞ ≤ E1(u), we deduce
that ‖u‖2L2 . E1(u). Now we estimate each term in E1(u).
Thanks to (3.41), we have
‖λϕ2‖2L∞
(y2 − y1 + δ)2δ .
ν2‖Lλu‖2L2
|α|2δ2(y2 − y1 + δ)2 +
ν3‖Lλu‖L2‖u‖L2
|α|2δ4(y2 − y1 + δ)2 + δ‖u‖
2
L∞
.
ν2‖Lλu‖2L2
|α|2δ4 +
ν3‖Lλu‖L2‖u‖L2
|α|2δ6 + δ‖u‖
2
L∞ ,
from which and (3.44), we infer that
δ3‖u′‖2L∞(B(y1,δ)∪B(y2 ,δ)) .
δ8|α|2
ν4
(ν2‖Lλu‖2L2
|α|2δ4 +
ν3‖Lλu‖L2‖u‖L2
|α|2δ6 + δ‖u‖
2
L∞
)
+
δ4
ν2
‖Lλu‖2L2
=
2‖Lλu‖2L2
|α| +
‖Lλu‖L2‖u‖L2
|α| 12
+ δ‖u‖2L∞ ,
which in turn gives
ν2
|α|(y2 − y1 + δ)δ ‖u
′u¯‖L∞(B(y1,δ)∪B(y2,δ)) .
ν2
|α|δ4 δ
3
2‖u′‖L∞(B(y1,δ)∪B(y2,δ))δ
1
2‖u‖L∞
.
ν2
|α|δ4
(
δ3‖u′‖2L∞(B(y1,δ)∪B(y2,δ)) + δ‖u‖2L∞
)
.
‖Lλu‖2L2
|α| +
‖Lλu‖L2‖u‖L2
|α| 12
+ δ‖u‖2L∞ .
For other terms, we have by (3.47) that
ν2
|α|δ 52
‖u′‖L2‖u‖L∞ ≤
ν4
|α|2δ6 ‖u
′‖2L2 + δ‖u‖2L∞ ≤
ν3‖Lλu‖L2‖u‖L2
|α|2δ6 + δ‖u‖
2
L∞ ,
δ‖u‖2L∞ .
δ
ν
1
2
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
+ δ‖u‖2L2 ≤
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
|α| 14
+ δ‖u‖2L2 .
Summing up, we conclude
‖u‖2L2 .
‖Lλu‖2L2
|α| +
‖Lλu‖L2‖u‖L2
|α| 12
+
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
|α| 14
+ δ‖u‖2L2 .(3.49)
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Due to δ ≪ 1, this implies that
‖Lλu‖L2 & |α|
1
2‖u‖L2 .(3.50)
Case 2. |α|− 14 ν 12 ≤ y2−y14 .
Take δ3(y2 − y1)|α| = ν2, then 0 < δ ≤ y2−y14 . In this case, we have ‖u‖L2 ≤ E2(u) by
(3.31). Let us estimate each term in E2(u).
First of all, we have
ν
|α|δ(y2 − y1)‖Lλu‖L2‖u‖L2 .
‖Lλu‖L2‖u‖L2
|α| 12
,
and by (3.47),
E12 (u) := δ‖u‖2L∞ ≤
δ
ν
1
2
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
+ δ‖u‖2L2 .
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
|α| 14
+ δ‖u‖2L2 ,
and
ν2‖u′‖L2‖u‖L∞
|α|δ 32 (y2 − y1)
= δ‖u′‖L2δ
1
2‖u‖L∞ ≤ δ2‖u′‖2L2 + δ‖u‖2L∞
≤ δ
2
ν
‖Lλu‖L2‖u‖L2 + δ‖u‖2L∞
.
‖Lλu‖L2‖u‖L2
|α| 12
+
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
|α| 14
+ δ‖u‖2L2 .
Thanks to (3.41), we have
‖λϕ2‖2L∞
(y2 − y1)2δ .
ν2‖Lλu‖2L2
|α|2δ2(y2 − y1)2 +
ν3‖Lλu‖L2‖u‖L2
|α|2δ4(y2 − y1)2 + δ‖u‖
2
L∞
.
‖Lλu‖2L2
|α| +
‖Lλu‖L2‖u‖L2
|α| 12
+
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
|α| 14
+ δ‖u‖2L2 .
Thanks to (3.44), we have
E22 (u) :=δ3‖u′‖2L∞(B(y1,δ)∪B(y2,δ))
.
δ6(y2 − y1)2|α|2
ν4
F1(u) + δ
4
ν2
‖Lλu‖2L2
.
‖Lλu‖2L2
|α| +
‖Lλu‖L2‖u‖L2
|α| 12
+
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
|α| 14
+ δ‖u‖2L2 .
Then we have
ν2‖u′u¯‖L∞(B(y1,δ)∪B(y2 ,δ))
|α|δ(y2 − y1) ≤
ν2δ
3
2 ‖u′‖L∞(B(y1,δ)∪B(y2,δ))δ
1
2 ‖u‖L∞
|α|δ3(y2 − y1)
≤ δ3‖u′‖2L∞(B(y1,δ)∪B(y2,δ)) + δ‖u‖2L∞ = E12 (u) + E22 (u).
For the other terms, we have
ν2
|α|2
1
(y2 − y1)3δ ‖Lλu‖
2
L2 .
‖Lλu‖2L2
|α| ,
26 TE LI, DONGYI WEI, AND ZHIFEI ZHANG
ν4
|α|2
‖u′‖2L∞(B(y1,δ)∪B(y2,δ))
(y2 − y1)3δ2 ≤ E
2
2 (u),
ν4
|α|2
‖u′‖2L2
(y2 − y1)3δ3 ≤
‖Lλu‖L2‖u‖L2
|α| 12
.
Summing up, we conclude
‖u‖2L2 .
‖Lλu‖2L2
|α| +
‖Lλu‖L2‖u‖L2
|α| 12
+
‖Lλu‖
1
2
L2
‖u‖
3
2
L2
|α| 14
+ δ‖u‖2L2 ,
which implies that
‖Lλu‖L2 & |α|
1
2‖u‖L2 .
As τpiLλ = L−λτpi, the same result holds for λ ≤ 0. This completes the proof of the
proposition. 
4. Pseudospectral bound and semigroup bound
4.1. Pseudospectral bound. Recall that an operator H in a Hilbert space X is accretive
if Re〈Hf, f〉 ≥ 0 for all f ∈ D(H), or equivalently ‖(λ+H)f‖ ≥ λ‖f‖ for all f ∈ D(H) and
all λ > 0 [23]. The operator H is called m-accretive if in addition any λ < 0 belongs to the
resolvent set of H[17]. We define
Ψ(H) = inf
{‖(H − iλ)f‖; f ∈ D(H), λ ∈ R, ‖f‖ = 1}.
Let β2 =
k2
1
+k2
3
k2
f
(β > 0). We introduce two operators
L′k1,k3 = −νk2f∂2y +
ik1
k2f
γ
ν
sin y
(
1− (β2 − ∂2y)−1
)
,
H′k1,k3 = −νk2f∂2y +
ik1
k2f
γ
ν
sin y.
Since L′k1,k3 and H′k1,k3 are relatively compact perturbations of the operator −νk2f∂2y , which
itself has compact resolvent, it is clear that the operators L′k1,k3 and H′k1,k3 have compact
resolvent and only point spectrum. Thus, we only need to check L′k1,k3 and H′k1,k3 are
accretive, which will imply that they are also m-accretive.
For the operatorH′k1,k3 , we takeX = L2(T2pi) andD(H′k1,k3) = H2(T2pi). Then Re〈H′k1,k3f, f〉 =
νk2f‖∂yf‖2L2 ≥ 0, thus H′k1,k3 is m-accretive. For the operator L′k1,k3 , we take X = L2(T2pi)
with the norm ‖f‖∗ = 〈f, f − (β2 − ∂2y)−1f〉1/2 and the inner product 〈f, g〉∗ = 〈f, g − (β2 −
∂2y)
−1g〉, and D(L′k1,k3) = H2(T2pi). If k21 + k23 > k2f , β2 > 1, then this norm is equivalent to
the L2 norm: (1 − β−2)‖f‖2L2 ≤ ‖f‖2∗ ≤ ‖f‖2L2 , which can be easily proved by using Fourier
transform. It is easy to see that
Re
〈L′k1,k3f, f〉∗ = −νk2f 〈∂2yf, f〉∗ = νk2f 〈∂yf, ∂yf − ∂y(β2 − ∂2y)−1f〉 = νk2f‖∂yf‖2∗ ≥ 0.
Thus, L′k1,k3 is m-accretive.
Lemma 4.1. If γ ≫ ν2, then Ψ(H′k1,k3) ≥ c|k1γ|
1
2 .
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Proof. Let α = k1γ/k
4
f . Then we have
(H′k1,k3 − iλ)w = k2f
(
i
α
ν
(sin y − νλ
α
)w − ν∂2yw
)
.
Then it follows from Proposition 3.1 that
‖(H′k1,k3 − iλ)w‖L2 = k2f
∥∥iα
ν
(sin y − νλ
k2fα
)w − ν∂2yw
∥∥
L2
≥ ck2f |α|
1
2‖w‖L2 = c|k1γ|
1
2‖w‖L2 .

We define Ψ(L′k1,k3) = inf
{‖(L′k1,k3 − iλ)f‖∗; f ∈ D(L′k1,k3), λ ∈ R, ‖f‖∗ = 1}.
Lemma 4.2. If γ ≫ ν2 and β2 = (k21 + k23)/k2f > 1, then Ψ(L′k1,k3) ≥ c|k1γ|
1
2 (1− β−2).
Proof. For λ ∈ R, let α = k1γ/k4f , λ1 =
νk2
f
λ
k1γ
. Then we have
(L′k1,k3 − iλ)w = k2f
(
i
α
ν
((sin y − λ1)w + sin yϕ)− ν∂2yw
)
,
where ϕ = (β2 − ∂2y)−1w. Let u = w + ϕ, then we have (∂2y − β˜2)ϕ = u for β˜2 = β2 − 1 and
‖ϕ′′‖L2 ≤ ‖u‖L2 .
Thanks to Proposition 3.4, we deduce that∥∥iα
ν
[(sin y − λ1)w + sin yϕ]− ν∂2yw
∥∥
L2
≥ ∥∥iα
ν
[(sin y − λ1)u+ λ1ϕ]− ν∂2yu
∥∥
L2
− ν‖ϕ′′‖L2
≥ (c|α| 12 − ν)‖u‖L2 ≥ c|α|
1
2‖u‖L2 .
Using the fact that (1− β−2)‖w‖2L2 ≤ ‖w‖2∗ = 〈w, u〉 ≤ ‖w‖L2‖u‖L2 , we have
(1− β−2)‖w‖L2 ≤ ‖u‖L2 , (1− β−2)‖w‖2∗ ≤ (1− β−2)‖w‖L2‖u‖L2 ≤ ‖u‖2L2 .
Then we conclude
‖(L′k1,k3 − iλ)w‖∗ ≥(1− β−2)
1
2‖(L′k1,k3 − iλ)w‖L2
=(1− β−2) 12k2f
∥∥iα
ν
[(sin y − λ1)w + sin yϕ]− ν∂2yw
∥∥
L2
≥c(1− β−2) 12 k2f |α|
1
2 ‖u‖L2 ≥ c(1− β−2)|k1γ|
1
2 ‖w‖∗.

4.2. Semigroup bounds. To obtain the semigroup bound from the pseudospectral bound,
we use the following Gearhart-Pru¨ss type lemma with sharp bound from [31].
Lemma 4.3. Let H be a m-accretive operator in a Hilbert space X. Then ‖e−tH‖ ≤ e−tΨ+pi/2
for any t ≥ 0.
Proposition 4.4. Given kf ∈ (0, 1] and γ > 0, if |γ| ≫ ν2, then there exist constants
C, c > 0 independent of γ, ν such that
‖e−tHg6=‖L2 ≤ Ce−c|γ|
1
2 t−νt‖g6=‖L2 .(4.1)
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Proof. We write
g(x, y, z) =
∑
(k1,k3)∈Z2
ϕˆ(k1, kfy, k3)e
i(k1,k3)·(x,z), ‖g6=‖2L2 =
4pi2
kf
∑
k1 6=0
‖ϕˆ(k1, ·, k3)‖2L2 .
Then we have
e−tHg6=(x, y, z) =
∑
k1 6=0
e−ν(k
2
1
+k2
3
)te
−tH′
k1,k3 ϕˆ(k1, ·, k3)(kfy)ei(k1,k3)·(x,z).
By Lemma 4.3, we have
‖e−tH′k1,k3‖L2→L2 ≤ e−ct|k1γ|
1
2+pi/2,(4.2)
from which, it follows that
‖e−tHg6=‖2L2 =
4pi2
kf
∑
k1 6=0
‖e−ν(k21+k23)te−tH′k1,k3 ϕˆ(k1, ·, k3)‖2L2
≤4pi
2
kf
∑
k1 6=0
e−2ν(k
2
1+k
2
3)te−2ct|k1γ|
1
2+pi‖ϕˆ(k1, ·, k3)‖2L2
≤4pi
2
kf
Ce−2νt
∑
k1 6=0
e−2ct|γ|
1
2 ‖ϕˆ(k1, ·, k3)‖2L2 = Ce−2c|γ|
1
2 t−2νt‖g6=‖2L2 .
This completes the proof. 
Proposition 4.5. Given kf ∈ (0, 1) and γ > 0, if |γ| ≫ ν2, there exists constants C, c > 0
independent of γ, ν such that
‖e−tLg6=‖L2 ≤ Ce−c|γ|
1
2 t−νt‖g6=‖L2 .(4.3)
Moreover, for any c′ ∈ (0, c), there exists a constant C(c, c′) so that
ν
∫ +∞
0
e2c
′|γ| 12 s‖(∇e−tLg)6=(s)‖2L2ds ≤ C(c, c′)‖g6=‖2L2 .(4.4)
The proposition follows from the following two lemmas.
Lemma 4.6. Given kf ∈ (0, 1] and γ > 0, let f(t, y) solve
∂tf +
(
ν(k21 + k
2
3) + L′k1,k3
)
f = 0, f(0) = f0.(4.5)
If |γ| ≫ ν2, then there exist constants C, c > 0, such that if k1, k3 ∈ Z, k1 6= 0, β2 =
(k21 + k
2
3)/k
2
f > 1, then
‖f(t)‖L2 ≤ Ce−c|k1γ|
1
2 t−ν(k2
1
+k2
2
)t‖f0‖L2 .(4.6)
Proof. As f(t) = e−ν(k
2
1+k
2
3)te
−tL′
k1,k3f0, we have
‖f(t)‖L2 ≤ e−ν(k
2
1+k
2
3)t‖e−tL′k1,k3f0‖L2 .(4.7)
By Lemma 4.2 and Lemma 4.3, we have
‖e−tL′k1,k3f0‖∗ ≤ e−ct(1−β−2)|k1γ|
1
2+pi/2‖f0‖∗.
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Notice that β2 ≥ c0(kf ) > 1 with c0 = 2 for kf = 1 and c0 = 1/k2f for kf < 1. Using the fact
that (1− β−2)‖f‖2L2 ≤ ‖f‖2∗ ≤ ‖f‖2L2 , we have
‖e−tL′k1,k3f0‖L2 ≤ Ce−ct|k1γ|
1
2 ‖f0‖L2
with C > 0, c > 0 depending only on kf , which along with (4.7) gives (4.6). 
Lemma 4.7. Given kf ∈ (0, 1] and γ > 0, let f(t, y) solve (4.5). If |γ| ≫ ν2, then there exist
constants C, c > 0, such that if k1, k3 ∈ Z, k1 6= 0, β2 = (k21 + k23)/k2f > 1, then
νk2f
∫ t
0
(
β2‖f(s)‖2L2 + ‖∂yf(s)‖2L2
)
ds ≤ C‖f0‖2L2 ,(4.8)
νk2f
∫ t
0
e2as
(
β2‖f(s)‖2L2 + ‖∂yf(s)‖2L2
)
ds ≤ C(1 + at)‖f0‖2L2 ,(4.9)
where a = ν(k21 + k
2
3) + c|k1γ|
1
2 with c as in (4.6). Moreover, for any c′ ∈ (0, c), there exists
a constant C(c, c′), so that
νk2f
∫ +∞
0
e2c
′|k1γ|
1
2 s
(
α2‖f(s)‖2L2 + ‖∂yf(s)‖2L2)ds ≤ C(c, c′)‖f0‖2L2 .(4.10)
Proof. We define −(∂2y − α2)ϕ = f . Then we have〈
∂tf + (ν(k
2
1 + k
2
3) + L′k1,k3)f, f
〉
=
1
2
d
dt
‖f(t)‖2L2 + νk2fβ2‖f‖2L2 + νk2f‖∂yf‖2L2 +Re
ik1
k2f
γ
ν
〈sin y(f − ϕ), f〉 = 0,
and 〈
∂tf + (ν(k
2
1 + k
2
3) + L′k1,k3)f, ϕ
〉
=
1
2
d
dt
(
β2‖ϕ(t)‖2L2 + ‖ϕ′(t)‖2L2
)
+ νk2f‖f(t)‖2L2 +Re
ik1
k2f
γ
ν
〈sin y(f − ϕ), ϕ〉 = 0,
which imply that
1
2
d
dt
(‖f(t)‖2L2 − α2‖ϕ(t)‖2L2 − ‖ϕ′(t)‖2L2)+ νk2f((α2 − 1)‖f(t)‖2L2 + ‖∂yf‖2L2) = 0.(4.11)
Thanks to ‖f‖2L2 = β4‖ϕ‖2L2 + 2β2‖ϕ′‖2L2 + ‖ϕ′′‖2L2 , we obtain
νk2f
∫ t
0
(
(β2 − 1)‖f(s)‖2L2 + ‖∂yf(s)‖2L2
)
ds
=
1
2
[
(‖f(0)‖2L2 − β2‖ϕ(0)‖2L2 − ‖ϕ′(0)‖2L2)− (‖f(t)‖2L2 − β2‖ϕ(t)‖2L2 − ‖ϕ′(t)‖2L2)
]
≤ C‖f0‖2L2 ,
which gives (4.8) due to β2 − 1 ∼ β2. Moreover, by (4.6),
νk2f
∫ t
0
e2as
(
(β2 − 1)‖f(s)‖2L2 + ‖∂yf(s)‖2L2
)
ds
≤ C(‖f0‖2L2 − e2at‖f(t)‖2L2) +
∫ t
0
2a‖f(s)‖2L2e2asds
. (1 + at)‖f0‖2L2 ,
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which gives (4.9). It follows from (4.11) that ∀c′ ∈ (0, c)
νk2f
∫ t
0
e2c
′
√
|k1γ|s((α2 − 1)‖f(s)‖2L2 + ‖∂yf(s)‖2L2)ds
=
1
2
[
(‖f(0)‖2L2 − α2‖ϕ(0)‖2L2 − ‖ϕ′(0)‖2L2)− e2c
′
√
|k1γ|t(‖f(t)‖2L2 − α2‖ϕ(t)‖2L2 − ‖ϕ′(t)‖2L2)
]
+ 2c′
√
|k1γ|
∫ t
0
‖f(s)‖2L2e2c
′
√
|k1γ|sds
. ‖f0‖2L2 + 2c′
√
|k1γ|
∫ t
0
e2(c
′−c)
√
|k1γ|sds‖f(0)‖2L2 . ‖f0‖2L2 ,
which gives (4.10). 
5. Enhanced dissipation of the linearized Navier-Stokes equations
In this section, we prove Theorem 1.1. We will need to use the wave operator method
introduced in [19].
5.1. Wave operator. In the appendix, we will construct a wave operator D1 = D
(α)
1 with
the following properties.
Proposition 5.1. Let α > 1. It holds that
D1
(
cos y(1 + (∂2y − α2)−1)ω
)
= cos yD1(ω) + (∂
2
y − α2)−1ω,(5.1)
‖ sin yD1(∂2yω)− ∂2y(sin yD1(ω))‖L2 ≤ C
(|α|‖ω‖L2 + ‖∂yω‖L2).(5.2)
If ω ∈ H2(T), then D1(ω) ∈ H2(T) and
‖ sin yD1(ω)‖L2 ≤ Cα−1‖ω‖L2 ,(5.3)
‖∂y(sin yD1(ω))‖L2 ≤ C
(‖ω‖L2 + α−1‖∂yω‖L2).(5.4)
Let us make a translation D2 = D
(α)
2 = τ−pi/2 ◦ D1 ◦ τpi/2, where τaf(y) = f(a + y). Then
we find that
D2
(
sin y(1 + (∂2y − α2)−1)ω
)
= sin yD2(ω)− (∂2y − α2)−1ω,(5.5)
‖ cos yD2(∂2yω)− ∂2y(cos yD2(ω))‖L2 ≤ C
(|α|‖ω‖L2 + ‖∂yω‖L2),(5.6)
‖ cos yD2(ω)‖L2 ≤ Cα−1‖ω‖L2 ,(5.7)
‖∂y(cos yD2(ω))‖L2 ≤ C
(‖ω‖L2 + α−1‖∂yω‖L2).(5.8)
5.2. Enhanced dissipation. Let ∆v2 = ϕ, and taking the Fourier transform in x, z and
changing y to kfy, we have
ϕ(t, x, y, z) =
∑
(k1,k3)∈Z2
ϕˆ(t, k1, kfy, k3)e
i(k1,k3)·(x,z),
ω2(t, x, y, z) =
∑
(k1,k3)∈Z2
ωˆ2(t, k1, kfy, k3)e
i(k1,k3)·(x,z).
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Let f(t, y) = ϕˆ(t, k1, y, k3) and g(t, y) = ωˆ2(t, k1, y, k3). Then the linearized Navier-Stokes
equations (1.7) become
∂tf + (ν(k
2
1 + k
2
3) + L′k1,k3)f = 0,
∂tg + (ν(k
2
1 + k
2
3) +H′k1,k3)g = ik3k3
f
γ
ν cos y(α
2 − ∂2y)−1f,
f(0) = f0, g(0) = g0.
(5.9)
where α2 =
k21+k
2
3
k2
f
and
L′k1,k3 = −νk2f∂2y +
ik1
k2f
γ
ν
sin y(1− (α2 − ∂2y)−1),
H′k1,k3 = −νk2f∂2y +
ik1
k2f
γ
ν
sin y.
In what follows, we assume γ ≫ ν2.
5.2.1. Case of α > 1.
Proposition 5.2. If k1 6= 0 and α > 1, then there exist constants C, c > 0 so that
‖g(t)‖L2 ≤ Ce−at‖g0‖L2 +
Ce−at(1 + at)‖f0‖L2
|k1| ,(5.10)
where a = ν(k21 + k
2
3) + c|k1γ|
1
2 .
Proof. By (5.5), we have
cos yD2 ◦ L′k1,k3 −H′k1,k3 ◦ cos yD2 = −νk2f [cos yD2, ∂2y ] +
ik1
k3f
γ
ν
cos y(α2 − ∂2y)−1.
Let g1 = g +
k3
k1kf
cos yD2(f). Then we have
∂tg1 + (ν(k
2
1 + k
2
3) +H′k1,k3)g1 =
νkfk3
k1
[cos yD2, ∂
2
y ]f.(5.11)
It follows from (4.2) that
‖e−t(ν(k21+k23)+H
′
k1,k3
)‖L2→L2 ≤ Ce−ν(k
2
1+k
2
3)t−c|k1γ|
1
2 t,
which along with (5.6) and (4.9) gives
‖g1(t)‖L2 ≤Ce−ν(k
2
1+k
2
3)t−c|k1γ|
1
2 t‖g1(0)‖L2
+ C
ν|kfk3|
|k1|
∫ t
0
e−(ν(k
2
1
+k2
3
)+c|k1γ|
1
2 )(t−s)∥∥[cos yD2, ∂2y ]f(s)∥∥L2ds
≤Ce−at‖g1(0)‖L2 + Ce−at
ν|kfk3|
|k1|
∫ t
0
eas
(
α‖f(s)‖L2 + ‖∂yf(s)‖L2
)
ds
≤Ce−at‖g1(0)‖L2 + Ce−at
ν|kfk3|
|k1|
√
t
(∫ t
0
e2as
(
α2‖f(s)‖2L2 + ‖∂yf(s)‖2L2
)
ds
) 1
2
≤Ce−at‖g1(0)‖L2 + Ce−at
∣∣k3
k1
∣∣(νt) 12 (1 + at) 12‖f0‖L2
≤Ce−at‖g1(0)‖L2 +
Ce−at(1 + at)‖f0‖L2
|k1| ,
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where by (5.7), we have
‖g1(0)‖L2 ≤‖g0‖L2 +
∣∣ k3
kfk1
∣∣‖ cos yD2f(0)∥∥L2
≤‖g0‖L2 + C
∣∣ k3
kfk1
α−1
∣∣‖f0‖L2 ≤ ‖g0‖L2 + C ‖f0‖L2|k1| .
Then by (4.6) and (5.7), we obtain
‖g(t)‖L2 ≤‖g1(t)‖L2 +
∣∣ k3
kfk1
∣∣‖ cos yD2f(t)‖L2
≤Ce−at‖g1(0)‖L2 +
Ce−at(1 + at)‖f0‖L2
|k1| +C
∣∣ k3
kfk1
α−1
∣∣‖f(t)‖L2
≤Ce−at
(
‖g0‖L2 +
‖f0‖L2
|k1|
)
+
Ce−at(1 + at)‖f0‖L2
|k1| +
Ce−at‖f0‖L2
|k1|
≤Ce−at‖g0‖L2 +
Ce−at(1 + at)‖f0‖L2
|k1| ,
which gives (5.10). 
Now Theorem 1.1 follows from (4.7) and (5.10). Moreover, it follows from (5.10) that if
0 < kf < 1, then we have
‖∂x(ω2)(t)‖L2 ≤ Ce−c|γ|
1
2 t−νt(‖∂x(ω2)(0)‖L2 + ‖(∆v2)6=(0)‖L2).(5.12)
5.2.2. Case of α = 1. In this case, k21+k
2
3 = k
2
f = 1. Since we assume k1 6= 0, we must have
|k1| = 1, k3 = 0. Then the first equation of (5.9) becomes
∂tf + ν(1− ∂2y)f + i
γk1
ν
sin yf + i
γk1
ν
sin yϕ = 0,
where (∂2y − 1)ϕ = f . Let γk1 = β, u = f + ϕ, then f ′′ = u′′ − u. Thus, we obtain
∂tf = −νf + νf ′′ − iβ
ν
sin yu = −νf + L1u,(5.13)
where L1u = νu′′ − νu− iβν sin yu = νf ′′ − iβν sin yu.
Lemma 5.3. It holds that
‖L−11 u‖L2 ≤ C|β|−
2
3 ν
1
3 ‖u‖L2 ,(5.14)
‖L−11 u‖L1 ≤ C|β|−
5
6 ν
2
3 ‖u‖L2 .(5.15)
Here C is a constant independent of β, ν.
Proof. It is easy to see that
‖u‖2L1((δ,pi−δ)∪(pi+δ,2pi−δ)) =
∥∥u sin y 1
sin y
∥∥2
L1((δ,pi−δ)∪(pi+δ,2pi−δ))
≤‖u sin y‖2L2
∥∥ 1
sin y
∥∥2
L2((δ,pi−δ)∪(pi+δ,2pi−δ)) .
‖u sin y‖2L2
δ
,
which gives
‖u‖2L1 . δ2‖u‖2L∞ +
‖u sin y‖2L2
δ
.(5.16)
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Similarly, we have
‖u‖2L2((δ,pi−δ)∪(pi+δ,2pi−δ)) =
∥∥u sin y 1
sin y
∥∥2
L2((δ,pi−δ)∪(pi+δ,2pi−δ))
≤‖u sin y‖2L2
∥∥ 1
sin y
∥∥2
L∞((δ,pi−δ)∪(pi+δ,2pi−δ)) .
‖u sin y‖2L2
δ2
.
which along with (5.16) gives
‖u‖2L1
δ
+ ‖u‖2L2 . δ‖u‖2L∞ +
‖u sin y‖2L2
δ2
.(5.17)
Obviously, we have
|Im〈L1u, u sin y〉| =
∣∣β
ν
‖u sin y‖2L2 + Im〈νu′, u cos y〉
∣∣,
which gives
|β|
ν
‖u sin y‖2L2 ≤ ‖L1u‖L2‖u sin y‖L2 + ν‖u′‖L2‖u‖L2 ,
hence,
|β|
ν
‖u sin y‖2L2 ≤
ν
|β| ‖L1u‖
2
L2 + 2ν‖u′‖L2‖u‖L2 .(5.18)
It follows from (5.17) and (5.18) that
‖u‖2L1
δ
+ ‖u‖2L2 . δ‖u‖2L∞ +
ν2
δ2|β|2 ‖L1u‖
2
L2 +
ν2
δ2|β|‖u
′‖L2‖u‖L2 .
Using the facts that
‖u‖2L∞ ≤ (‖u′‖L2 + ‖u‖L2)‖u‖L2 , |〈L1u, u〉| ≥ ν‖u′‖2L2 + ν‖u‖2L2 ,
we deduce that
‖u‖2L1
δ
+ ‖u‖2L2 .
δ
ν
1
2
‖L1u‖
1
2
L2
‖u‖
3
2
L2
+
ν2
δ2|β|2 ‖L1u‖
2
L2 +
ν
3
2
δ2|β| ‖L1u‖
1
2
L2
‖u‖
3
2
L2
.
which implies that by taking δ = ν
2
3 |β|− 13 ≪ 1 that
‖L1u‖L2 & min
{ ν
δ2
,
δ|β|
ν
,
δ4|β|2
ν3
}‖u‖L2 = |β| 23
ν
1
3
‖u‖L2 ,
‖L1u‖L2 & min
{ ν
δ4
,
δ
1
2 |β|
ν
,
δ2|β|2
ν3
}‖u‖L1 = |β| 56
ν
2
3
‖u‖L1 .
Thus, L1 is injective, thanks to Fredholm alternative theorem, L1 is invertible. This completes
the proof. 
Lemma 5.4. There exists a constant c independent of β, ν so that
|〈L−11 1, 1〉| ≥ cν/|β|.(5.19)
Proof. Let u = L−11 1. Then we have
−Re〈L−11 1, 1〉 = −Re〈u, 1〉 = −Re〈u,L1u〉 = ν
(‖u′‖2L2 + ‖u‖2L2).(5.20)
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For every δ ∈ (0, 1), we can choose δ1 ∈ (δ/2, δ) such that |u′(−δ1)|2 + |u′(δ1)|2 ≤ 2‖u′‖2L2/δ.
Then we have |u(y)− u(0)| ≤ |y| 12‖u′‖L2 . Thanks to L1u = 1, we get
δ ≤ 2δ1 =
∫ δ1
−δ1
L1udy = ν
(
u′(δ1)− u′(−δ1)
)− ∫ δ1
−δ1
(
νu(y) + i
β
ν
sin yu(y)
)
dy
= ν
(
u′(δ1)− u′(−δ1)
)− ∫ δ1
−δ1
(
νu(y) + i
β
ν
sin y(u(y)− u(0)))dy
≤ ν(|u′(δ1)|+ |u′(−δ1)|)+ ν‖u‖L1(−δ,δ) + |β|ν
∫ δ
−δ
| sin y||u(y)− u(0)|dy
≤ 2ν‖u′‖L2/δ
1
2 + ν(2δ)
1
2 ‖u‖L2 +
|β|
ν
∫ δ
−δ
|y||y| 12 ‖u′‖L2dy
≤ 2ν‖u′‖L2/δ
1
2 + 2ν‖u‖L2 +
|β|
ν
δ
5
2‖u′‖L2 ,
which by taking δ = ν
2
3 |β|− 13 ≪ 1 gives
δ ≤ 3ν‖u′‖L2/δ
1
2 + 2ν‖u‖L2 ≤ C(ν/δ
1
2 )(‖u′‖2L2 + ‖u‖2L2)
1
2 .
Then we infer from (5.20) that
|〈L−11 1, 1〉| ≥ ν(‖u′‖2L2 + ‖u‖2L2) ≥ C−1ν(δ
3
2/ν)2 = C−1δ3/ν = C−1ν/|β|.

Let X = L20(T2pi) =
{
f ∈ L2(T2pi);
∫ 2pi
0 f(y)dy = 0
}
with the norm ‖f‖∗ =
〈
f, f −
(1 − ∂2y)−1f
〉1/2
and the inner product 〈f, g〉∗ =
〈
f, g − (1 − ∂2y)−1g
〉
. We denote by Q1 the
orthogonal projection from L2(T2pi) to X. Then Q1L′k1,k3 is a closed operator in X with
D(Q1L′k1,k3) = H2(T2pi) ∩X. We have the following norm equivalence.
Lemma 5.5. If f ∈ X = L20(T2pi), then 12‖f‖2L2 ≤ ‖f‖2∗ ≤ ‖f‖2L2 .
This result can be easily proved by using Fourier transform.
Since 〈Q1L′k1,k3f, f〉∗ = 〈L′k1,k3f, f〉∗ = −νk2f 〈∂2yf, f〉∗ = νk2f‖∂yf‖2∗ ≥ 0 for f ∈ X,
Q1L′k1,k3 is m-accretive. We define
Ψ(Q1L′k1,k3) = inf
{
‖(Q1L′k1,k3 − iλ)f‖∗; f ∈ D(Q1L′k1,k3), λ ∈ R, ‖f‖∗ = 1
}
.
Lemma 5.6. If k21 + k
2
3 = k
2
f = 1, then Ψ(Q1L′k1,k3) ≥ c|k1γ|
1
2 .
Proof. For w ∈ D(Q1L′k1,k3) = H2(T2pi) ∩ X, λ ∈ R, let α = k1γ/k4f , λ1 = νk2fλk1γ , ϕ0 =
(∂2y − 1)−1w, u = w + ϕ0. Then ∂2yϕ0 = u and
(L′k1,k3 − iλ)w = k2f
(
i
α
ν
(
(sin y − λ1)w + sin yϕ0
)− ν∂2yw)
= k2f
(
i
α
ν
(
(sin y − λ1)u+ λ1ϕ0
)− ν∂2yw) .
Since (Q1L′k1,k3 − iλ)w = (L′k1,k3 − iλ)w − a for some constant a, if λ 6= 0, then we have
(Q1L′k1,k3 − iλ)w = k2f
(
i
α
ν
(
(sin y − λ1)u+ λ1ϕ
)− ν∂2yw)
with ϕ = ϕ0 − aνiαk2
f
λ1
= ϕ0 − aiλ , and ∂2yϕ = u.
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Using the fact that 12‖w‖2L2 ≤ ‖w‖2∗ = 〈w, u〉 ≤ ‖w‖L2‖u‖L2 , we have
‖w‖L2 ≤ 2‖u‖L2 , ‖w‖2∗ ≤ ‖w‖L2‖u‖L2 ≤ 2‖u‖2L2 .
Thanks to Proposition 3.4, we have (fix ϕ and let β˜ → 0)
2
1
2‖(Q1L′k1,k3 − iλ)w‖∗ ≥‖(Q1L′k1,k3 − iλ)w‖L2
=‖iα
ν
[(sin y − λ1)w + sin yϕ]− ν∂2yw‖L2
≥‖iα
ν
[(sin y − λ1)u+ λ1ϕ]− ν∂2yu‖L2 − ν‖ϕ′′‖L2
≥(c|α| 12 − ν)‖u‖L2 ≥ c|α|
1
2 ‖w‖∗
for λ 6= 0. This is also true for λ = 0 by taking the limit. 
Now we are in a position to prove Theorem 1.1.
Thanks to L′k1,k31 = 0, we have Q1L′k1,k3 = Q1L′k1,k3Q1. Notice that ∂tf = −νf −L′k1,k3f .
Hence,
∂tQ1f = −νQ1f −Q1L′k1,k3Q1f,
which gives Q1f(t) = e
−νte−tQ1L
′
k1,k3Q1f0. Then by Lemma 4.3, Lemma 5.6 and Lemma 5.5,
we deduce that
‖Q1f(t)‖L2 ≤ 2‖e−tQ1L
′
k1,k3Q1f0‖∗ ≤ e−ct|k1γ|
1
2+pi/2‖Q1f0‖L2 .
Thanks to ∂tL−11 f = −νL−11 f + u, we have
∂t〈L−11 f, 1〉 = −ν〈L−11 f, 1〉,
hence,
〈L−11 f, 1〉(t) = e−νt〈L−11 f0, 1〉.(5.21)
Let P1 = I −Q1. By Lemma 5.4 and (5.21), we get
|P1f(t)| ≤ C(|β|/ν)|〈L−11 P1f(t), 1〉| ≤ C(|β|/ν)(|〈L−11 Q1f(t), 1〉| + |〈L−11 f(t), 1〉|)
≤ C(|β|/ν)(e−νt|〈L−11 f0, 1〉| + ‖L−11 Q1f(t)‖L1)
≤ C(|β|/ν)(e−νt|β|− 56 ν 23 ‖f0‖L2 + |β|− 56 ν 23 ‖Q1f(t)‖L2)
≤ C|β| 16 ν− 13 (e−νt‖f0‖L2 + e−νt‖Q1f0‖L2) ≤ C|γ| 16 ν− 13 e−νt‖f0‖L2 .
Thus, if P1f0 = 0, then
‖P1f(t)‖L2 ≤ C|γ|
1
6 ν−
1
3 e−νt‖Q1f0‖L2 .
Otherwise, f(t)− e−νtP1f0 is also a solution of (5.13), and then
|P1f(t)− e−νtP1f0| ≤ C|γ|
1
6 ν−
1
3 e−νt‖f0 − P1f0‖L2 = C|γ|
1
6 ν−
1
3 e−νt‖Q1f0‖L2 ,
which gives
‖P1f(t)‖L2 ≤ e−νt‖P1f0‖L2 + C|γ|
1
6 ν−
1
3 e−νt‖Q1f0‖L2 .
Finally, due to k3 = 0, k
2
1 + k
2
3 = 1, we have g(t) = e
−νte−tH
′
k1,k3g0, and then
‖g(t)‖L2 ≤ Ce−ct|k1γ|
1
2−νt‖g0‖L2 .
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6. Nonlinear stability threshold
We will work on the system in terms of the shear wise velocity v2 and vorticity ω2
(
∂t +
γ
νk2f
sin(kfy)∂x − ν∆
)
v2 +
γ
ν
sin(kfy)∂xv2 = −∆(V · ∇v2)− ∂2(∆p),(
∂t +
γ
νk2f
sin(kfy)∂x − ν∆
)
ω2 +
γ
νkf
cos(kfy)∂zv2 = ∇ · (−vω2 + ωv2),
(6.1)
where ω = ∇× V = (ω1, ω2, ω3) and p = −∆−1
( 3∑
i,j=1
∂ivj∂jvi
)
.
We introduce the norm
‖ϕ‖Lp
T
Lq = ‖‖ϕ‖Lq‖Lp(0,T ) , ‖ϕ‖LpTHN = ‖‖ϕ‖HN ‖Lp(0,T ) .
For the simplicity, ‖ϕ‖LpLq = ‖ϕ‖Lp
T
Lq and ‖ϕ‖LpHN = ‖ϕ‖Lp
T
HN for T = +∞.
6.1. Decay estimates of the shear wise velocity. We decompose the shear wise velocity
as v2 = v
L
2 + v
NL
2 with {
(∂t + L)∆vNL2 = divf,
∆vNL2 (0) = 0,
(6.2)
and {
(∂t + L)∆vL2 = 0,
∆vL2 (0) = ∆v2(0),
(6.3)
where L = γ
νk2
f
sin(kfy)∂x − ν∆+ γν sin(kfy)∂x∆−1 and f = −∇(V · ∇v2)− (0,∆p, 0).
Lemma 6.1. There exists a a constant C > 0 independent of t so that
‖(∆vNL2 )6=(t)‖2L2 + ν
∫ t
0
‖(∇∆vNL2 )6=(s)‖2L2ds ≤ Cν−1
∫ t
0
‖f 6=(s)‖2L2ds,(6.4) ∥∥∥ ∫ t
0
e−(t−s)L(divf 6=(s))ds
∥∥∥2
L2
≤ Cν−1
∫ t
0
‖f 6=(s)‖2L2ds.(6.5)
Proof. By integration by parts, we get
Re
〈
(∂t + L)∆vNL2 ,∆vNL2
〉
=
1
2
∂t‖∆vNL2 ‖2L2 + ν‖∇∆vNL2 ‖2L2 +Re
〈γ
ν
sin(kfy)∂xv
NL
2 ,∆v
NL
2
〉
=Re
〈
divf,∆vNL2
〉
,
and
Re
〈
(∂t + L)∆vNL2 ,−vNL2
〉
=
1
2
∂t‖∇vNL2 ‖2L2 + ν‖∆vNL2 ‖2L2 − Re
〈 γ
νk2f
sin(kfy)∂x∆v
NL
2 , v
NL
2
〉
=Re〈divf,−vNL2 〉.
Then we have
1
2
∂t
(‖∆vNL2 ‖2L2 − k2f‖∇vNL2 ‖2L2)+ ν(‖∇∆vNL2 ‖2L2 − k2f‖∆vNL2 ‖2L2)
= Re〈divf,∆vNL2 〉 − k2fRe〈divf,−vNL2 〉 = −Re〈f,∇∆vNL2 〉 − k2fRe〈f,∇vNL2 〉.
It is easy to see that
−Re〈f,∇∆vNL2 〉 − k2fRe〈f,∇vNL2 〉 ≤ ‖f‖L2‖∇∆vNL2 ‖L2 + ‖f‖L2‖∇vNL2 ‖L2
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≤ Cν−1(1− k2f )−1‖f‖2L2 +
ν(1− k2f )
2
‖∇∆vNL2 ‖2L2 ,
and
‖(∆vNL2 )6=‖2L2 ≥ ‖(∇vNL2 )6=‖2L2 , ‖(∇∆vNL2 )6=‖2L2 ≥ ‖(∆vNL2 )6=‖2L2 .
Thus, we conclude
1
2
∂t
(‖(∆vNL2 )6=‖2L2 − k2f‖(∇vNL2 )6=‖2L2)+ ν2(1− k2f )‖(∇∆vNL2 )6=‖2L2 . ν−1‖f 6=‖2L2 ,
which gives
(1− k2f )
(
‖(∆vNL2 )6=(t)‖2L2 + ν
∫ t
0
‖(∇∆vNL2 )6=(s)‖2L2ds
)
. ν−1
∫ t
0
‖f 6=(s)‖2L2ds.(6.6)
This proves (6.4). Using the fact that
∆vNL2 (t) =
∫ t
0
e−(t−s)L(div f(s))ds,
and (6.4), we infer that∥∥∥ ∫ t
0
e−(t−s)L(div f 6=(s))ds‖2L2 = ‖(∆vNL2 )6=(t)
∥∥∥2
L2
. ν−1
∫ t
0
‖f 6=(s)‖2L2ds.
This proves (6.5). 
Lemma 6.2. Let c be in Proposition 4.5 and c′ ∈ (0, c). It holds that∥∥ec′√|γ|t(∆vNL2 )6=∥∥2L∞L2 + |γ| 12∥∥ec′√|γ|t(∆vNL2 )6=∥∥2L2L2(6.7)
+ ν‖ec′
√
|γ|t(∇∆vNL2 )6=
∥∥2
L2L2
. ν−1‖ec′
√
|γ|tf 6=‖2L2L2 .
Proof. We define Jk(τ) by
Jk(τ) =

∫ kτ0
(k−1)τ0
e−(τ−s)Ldiv f 6=(s)ds, τ ≥ kτ0,∫ τ
(k−1)τ0
e−(τ−s)Ldiv f 6=(s)ds, (k − 1)τ0 ≤ τ ≤ kτ0,
0, τ ≤ (k − 1)τ0.
(6.8)
Thanks to (6.5), we deduce that for τ ∈ [(k − 1)τ0, kτ0]
‖Jk(τ)‖2L2 . ν−1
∫ τ
(k−1)τ0
‖f 6=(s)‖2L2ds ≤ ν−1
∫ kτ0
(k−1)τ0
‖f 6=(s)‖2L2ds := I2k .(6.9)
As Jk(τ) = e
−(τ−kτ0)LJk(kτ0) for τ ≥ kτ0, we deduce from (4.3) that for τ ≥ kτ0
‖Jk(τ)‖2L2 . e−2c
√
|γ|(τ−kτ0)‖Jk(kτ0)‖2L2 . e−2c
√
|γ|(τ−kτ0)I2k .(6.10)
Taking τ0 =
1√
|γ| . It follows from (6.9) and (6.10) that for t ∈ [(l − 1)τ0, lτ0](l ∈ N
+)
‖(∆vNL2 )6=(t)‖L2 ≤
+∞∑
k=1
‖Jk(t)‖L2 ≤
l−1∑
k=1
‖Jk(t)‖L2 + CIl ≤ C
l∑
k=1
e−c(l−k)Ik.
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Notice that
ν−1
∫ kτ0
(k−1)τ0
e2c
′
√
|γ|s‖f 6=(s)‖2L2ds ∼ ν−1e2c
′k
∫ kτ0
(k−1)τ0
‖f 6=(s)‖2L2ds,
which implies that
+∞∑
k=1
e2c
′kI2k ≤ Cν−1‖ec
′
√
|γ|tf 6=‖2L2L2 .
Then we deduce that for c′ ∈ (0, c)
‖(∆vNL2 )6=(t)‖L2 .
l∑
k=1
e−c(l−k)Ik .
( l∑
k=1
e−2c
′(l−k)I2k
) 1
2
( l∑
k=1
e−2(c−c
′)(l−k)
) 1
2
. ν−1e−c
′l‖ec′
√
|γ|tf 6=‖L2L2
for any t ∈ [(l − 1)τ0, lτ0](l ∈ N+), which implies that∥∥ec′√|γ|t(∆vNL2 )6=∥∥2L∞L2 . ν−1∥∥ec′√|γ|tf 6=∥∥2L2L2 .(6.11)
On the other hand, we also have
‖(∆vNL2 )6=(t)‖L2 .
l∑
k=1
e−c(l−k)Ik .
( l∑
k=1
e−(c+c
′)(l−k)I2k
) 1
2
( l∑
k=1
e−(c−c
′)(l−k)
) 1
2
.
( l∑
k=1
e−(c+c
′)(l−k)I2k
) 1
2
for any t ∈ [(l − 1)τ0, lτ0](l ∈ N+), which implies that
|γ| 12
∫ +∞
0
e2c
′
√
|γ|t‖(∆vNL2 )6=(t)‖2L2dt ≤C|γ|
1
2
+∞∑
l=0
e2c
′l
∫ (l+1)τ0
lτ0
‖(∆vNL2 )6=(t)‖2L2dt
≤C|γ| 12
+∞∑
l=0
e2c
′lτ0
l+1∑
k=1
e−(c+c
′)(l+1−k)I2k
=C
+∞∑
k=1
e2c
′kI2k
+∞∑
l=k−1
e−2(c−c
′)(l+1−k)
.
+∞∑
k=1
e2c
′kI2k . ν
−1‖ec′
√
|γ|tf 6=(t)‖2L2L2 .(6.12)
It follows from (6.6) that
1
2
∂te
2c′
√
|γ|t(‖(∆vNL2 )6=‖2L2 − k2f‖(∇vNL2 )6=‖2L2)+ ν2 (1− k2f )e2c′√|γ|t‖(∇∆vNL2 )6=‖2L2
. ν−1e2c
′
√
|γ|t‖f 6=‖2L2 + |γ|
1
2 e2c
′
√
|γ|t(‖(∆vNL2 )6=‖2L2 − k2f‖(∇vNL2 )6=‖2L2),
from which and (6.12), it follows that
ν
∫ +∞
0
e2c
′
√
|γ|t‖(∇∆vNL2 )6=(t)‖2L2dt
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≤ Cν−1
∫ +∞
0
e2c
′
√
|γ|t‖f 6=(t)‖2L2dt+ C
∫ +∞
0
|γ| 12 e2c′
√
|γ|t‖(∆vNL2 )6=(t)‖2L2dt
≤ Cν−1‖ec′
√
|γ|tf 6=(t)‖2L2L2 .(6.13)
Summing up (6.11), (6.12) and (6.13), we conclude (6.7). 
Proposition 6.3. Let c be as in Proposition 4.5 and c′ ∈ (0, c). It holds that
‖ec′
√
|γ|t(∆v2)6=‖2L∞L2 + |γ|
1
2 ‖ec′
√
|γ|t(∆v2)6=‖2L2L2 + ν‖ec
′
√
|γ|t(∇∆v2)6=‖2L2L2(6.14)
. ‖(∆v2)6=(0)‖2L2 + ν−1‖ec
′
√
|γ|tf 6=‖2L2L2 .
Proof. Thanks to (∆vL2 )(t) = e
−tL(∆vL2 )(0), it follows from (4.3) and (4.4) that
‖ec′
√
|γ|t(∆vL2 )6=‖2L∞L2 + |γ|
1
2 ‖ec′
√
|γ|t(∆vL2 )6=‖2L2L2 + ν‖ec
′
√
|γ|t(∇∆vL2 )6=‖2L2L2
. ‖(∆v2)6=(0)‖2L2 ,
which along with (6.7) gives (6.14) due to (∆v2)6= = (∆vNL2 )6= + (∆v
L
2 )6=. 
6.2. Decay estimates of the shear wise vorticity. We write
(∂t +H)ω2 = − γ
νkf
cos(kfy)∂zv2 + divg,(6.15)
where H = γ
νk2
f
sin(kfy)∂x − ν∆ and g = −ω2(v1, v2, v3) + v2(ω1, ω2, ω3).
Similar to the proof of Proposition 6.3, we have
Proposition 6.4. Let c be as in Proposition 4.4 and c′ ∈ (0, c). Let (g1, g2) satisfy (∂t +
H)g1 = divg2. If P0g1 = P0g2 = 0, then we have
‖g1‖2Xc′ ≤ C‖g1(0)‖
2
L2 + Cν
−1‖ec′
√
|γ|tg2‖2L2L2 ,(6.16)
where
‖g1‖2Xc′ = ‖e
c′
√
|γ|tg1‖2L∞L2 + |γ|
1
2 ‖ec′
√
|γ|tg1‖2L2L2 + ν‖ec
′
√
|γ|t∇g1‖2L2L2 .
To handle (6.15), we need to use the wave operator. Recall that we introduce D2 = D
(α)
2
in section 5.1. For f(x, y, z) =
∑
k1 6=0
f̂(k1, kfy, k3)e
i(k1x+k3z), we define
D˜2f(x, y, z) =
∑
k1 6=0
D
(
√
k2
1
+k2
3
/kf )
2 f̂(k1, ·, k3)(kfy)ei(k1x+k3z).
Similar to (5.5)-(5.8), we can prove
D˜2
(
sin(kfy)(1 + k
2
f∆
−1)ω
)
= sin(kfy)D˜2(ω)− k2f∆−1ω,(6.17)
‖ cos(kfy)D˜2(∆ω)−∆(cos(kfy)D˜2(ω))‖L2 ≤ C‖∇ω‖L2 ,(6.18)
‖(∂x, ∂z) cos(kfy)D˜2(ω)‖L2 ≤ C‖ω‖L2 ,(6.19)
‖∇(∂x, ∂z) cos(kfy)D˜2(ω)‖L2 ≤ C‖∇ω‖L2 .(6.20)
Proposition 6.5. Let c be as in Proposition 4.4 and c′ ∈ (0, c). Then we have
‖∂xω2‖2Xc′ .‖(∆v2)6=(0)‖
2
L2 + ‖∂xω2(0)‖2L2(6.21)
+ ν−1
(
‖ec′
√
|γ|tf 6=‖2L2L2 + ‖ec
′
√
|γ|t∂xg‖2L2L2
)
.
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Proof. First of all, using (6.17) and D˜2∂x = ∂xD˜2, we have
cos(kfy)D˜2 ◦ L −H ◦ cos(kfy)D˜2 = −ν
[
cos(kfy)D˜2,∆
]− γ
ν
cos(kfy)∂x∆
−1.
Let g1 = ∂xω2 +
1
kf
∂z cos(kfy)D˜2((∆v2)6=). Then we find that
(∂t +H)g1 = ∂x(∂t +H)ω2 + 1
kf
∂z(∂t +H) cos(kfy)D˜2((∆v2)6=)
= ∂x
(− γ
νkf
cos(kfy)∂3v2 + divg
)
+
1
kf
∂z∂t cos(kfy)D˜2((∆v2)6=)
+
1
kf
∂z cos(kfy)D˜2(L(∆v2)6=) + 1
kf
∂z
(
ν[cos(kfy)D˜2,∆] +
γ
ν
cos(kfy)∂1∆
−1
)
(∆v2)6=
= − γ
νkf
cos(kfy)∂x∂zv2 + div∂1g +
1
kf
∂z cos(kfy)D˜2((∂t + L)(∆v2)6=)
+ ∂z
( 1
kf
ν[cos(kfy)D˜2,∆](∆v2)6=
)
+
γ
νkf
cos(kfy)∂z∂x(v2)6=
= div∂xg +
1
kf
∂z cos(kfy)D˜2((∆f0)6=) + ∂z
( 1
kf
ν[cos(kfy)D˜2,∆](∆v2)6=
)
= div∂xg +
1
kf
∂z∆cos(kfy)D˜2((f0)6=) + ∂z
( 1
kf
[cos(kfy)D˜2,∆](ν∆v2 + f0)6=
)
:= divg2,
where ∂x(v2)6= = ∂xv2, f0 = −V · ∇v2 − ∂yp and
g2 = ∂xg +
1
kf
∂z∇ cos(kfy)D˜2((f0)6=) +
(
0, 0,
1
kf
[cos(kfy)D˜2,∆](ν∆v2 + f0)6=
)
.(6.22)
By (6.18) and (6.20), we get
‖g2‖L2 ≤ ‖∂xg‖L2 +
1
kf
∥∥∂z∇ cos(kfy)D˜2((f0)6=)∥∥L2 + 1kf ‖[cos(kfy)D˜2,∆](ν∆v2 + f0)6=‖L2
≤ ‖∂xg‖L2 + C‖∇(f0)6=‖L2 + C‖∇(ν∆v2 + f0)6=‖L2
≤ ‖∂xg‖L2 + C‖∇(f0)6=‖L2 + Cν‖∇(∆v2)6=‖L2 .(6.23)
Using (6.16), (6.23), (6.19), div f = ∆f0 and (6.14), we deduce
‖g1‖2Xc′ .ν
−1‖ec′
√
|γ|tg2‖2L2L2 + ‖g1(0)‖2L2
.ν−1‖ec′
√
|γ|t∂xg‖2L2L2 + ν−1‖ec
′
√
|γ|t∇(f0)6=‖2L2L2 + ν‖ec
′
√
|γ|t∇(∆v2)6=‖2L2L2
+ ‖∂xω2(0)‖2L2 + ‖k−1f ∂z cos(kfy)D˜2((∆v2)6=)(0)‖2L2
.ν−1‖ec′
√
|γ|t∂xg‖2L2L2 + ν−1‖ec
′
√
|γ|tf 6=‖2L2L2 +
(‖(∆v2)6=(0)‖2L2 + ν−1‖ec′√|γ|tf 6=‖2L2L2)
+ ‖∂xω2(0)‖2L2 + ‖(∆v2)6=(0)‖2L2 .
This shows that
‖g1‖2Xc′ .‖∂xω2(0)‖
2
L2 + ‖(∆v2)6=(0)‖2L2 +
1
ν
(‖ec′√|γ|t∂1g‖2L2L2 + ‖ec′√|γ|tf 6=‖2L2L2).(6.24)
On the other hand, by (6.19) and (6.20), we have
1
kf
‖∂z cos(kfy)D˜2((∆v2)6=)‖2Xc′ ≤ C‖(∆v2)6=‖
2
Xc′
,
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and by (6.14),
‖(∆v2)6=‖2Xc′ ≤ C
(‖(∆v2)6=(0)‖2L2 + ν−1‖ec′√|γ|tf 6=‖2L2L2).
Therefore, we conclude
‖∂xω2‖2Xc′ .‖g1‖
2
Xc′
+
1
kf
‖∂z cos(kfy)D˜2((∆v2)6=)‖2Xc′
.‖g1‖2Xc′ +
(‖(∆v2)6=(0)‖2L2 + ν−1‖ec′√|γ|tf 6=‖2L2L2)
.‖∂xω2(0)‖2L2 + ‖(∆v2)6=(0)‖2L2 + ν−1‖ec
′
√
|γ|t∂1g‖2L2L2 + ν−1‖ec
′
√
|γ|tf 6=‖2L2L2 ,
which gives (6.21). 
6.3. Nonlinear estimates. The following lemma gives the estimates of the velocity in terms
of (v2, w2).
Lemma 6.6. It holds that for i, j ∈ {1, 3},
‖∂i∂j(vi)6=‖L2 + ‖∂j(vi)6=‖L2 + ‖∂x∂jV ‖L2 ≤ C
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2),(6.25)
‖∂i∇(vi)6=‖L2 + ‖∇(vi)6=‖L2 + ‖∂xω‖L2 ≤ C
(‖(∆v2)6=‖L2 + ‖∇∂xω2‖L2),(6.26)
Proof. First of, we have the following relations
v1 = (∂
2
x + ∂
2
z )
−1(∂zω2 − ∂x∂yv2), v3 = −(∂2x + ∂2z )−1(∂xω2 + ∂z∂yv2).
Using the fact that ‖ϕ6=‖L2 ≤ ‖∂xϕ6=‖L2 = ‖∂xϕ‖L2 , we infer that∑
i,j∈{1,3}
(‖∂i∂j(vi)6=‖L2 + ‖∂j(vi)6=‖L2 + ‖∂x∂jV ‖L2)
. ‖∂2x(v1)6=‖L2 + ‖∂1∂z(v1)6=‖L2 + ‖∂2z (v3)6=‖L2 + ‖∂x∂z(v3)6=‖L2
+ ‖∂x(v1)6=‖L2 + ‖∂z(v1)6=‖L2 + ‖∂x(v3)6=‖L2 + ‖∂z(v3)6=‖L2
+ ‖∂2xv1‖L2 + ‖∂x∂zv1‖L2 + ‖∂2xv2‖L2 + ‖∂x∂zv2‖L2 + ‖∂2xv3‖L2 + ‖∂x∂zv3‖L2
≤ ‖∂2x(v1)‖L2 + ‖∂x∂zv1‖L2 + ‖∂2z (v3)6=‖L2 + ‖∂x∂zv3‖L2 + ‖∂2xv3‖L2 + ‖∂x∇v2‖L2)
≤ ‖(∂2x + ∂2z )−1(∂2x∂zω2 − ∂3x∂yv2)‖L2 + ‖(∂2x + ∂2z )−1(∂2z∂xω2 − ∂2x∂z∂yv2)‖L2
+ ‖(∂2x + ∂2z )(v3)6=‖L2 + ‖∂x∇v2‖L2)
. ‖∂xω2‖L2 + ‖∂y∂xv2‖L2 + ‖(∂xω2 + ∂z∂yv2)6=‖L2 + ‖∂x∇v2‖L2)
. ‖∂xω2‖L2 + ‖∂x∇v2‖L2 + ‖(∆v2)6=‖L2) . ‖∂xω2‖L2 + ‖(∆v2)6=‖L2 ,
which gives (6.25).
Similarly, we have∑
i∈{1,3}
‖∂i∇(vi)6=‖L2 +
∑
i∈{1,3}
‖∇(vi)6=‖L2 + ‖∂xω‖L2
≤ ‖∂x∇(v1)6=‖L2 + ‖∂z∇(v3)6=‖L2 + ‖∇(v1)6=‖L2 + ‖∇(v3)6=‖L2 + ‖∂x∇V ‖L2
. ‖∂x∇(v1)6=‖L2 + ‖∂z∇(v3)6=‖L2 + ‖∂x∇(v3)6=‖L2 + ‖∂x∇v2‖L2)
. ‖(∂2x + ∂2z )−1(∂x∂z∇ω2 − ∂2x∂y∇v2)6=‖L2 + ‖(∂2x + ∂2z )−1(∂x∂z∇ω2 + ∂2z∂y∇v2)6=‖L2
+ ‖(∂2x + ∂2z )−1(∂2x∇ω2 + ∂z∂x∂y∇v2)6=‖L2 + ‖∂x∇v2‖L2
. ‖(∇ω2)6=‖L2 + ‖(∂y∇v2)6=‖L2 + ‖∂x∇v2‖L2) . ‖(∆v2)6=‖L2 + ‖∇∂xω2‖L2 ,
which gives (6.26). 
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For the nonlinear estimates, we need the following lemma.
Lemma 6.7. It holds that for j ∈ {1, 3}
‖f1∂jf2‖L2 ≤ C
(‖∂jf1‖L2 + ‖f1‖L2)‖∆f2‖L2 .
Proof. Let us consider the case of j = 1. We write fl(x, y, z) =
∑
k∈Z
eikxfl,k(y, z) for l = 1, 2.
Then we have
‖f1‖2L2 + ‖∂xf1‖2L2 = 2pi
∑
k∈Z
(1 + k2)‖f1,k‖2L2 ,
‖∆f2‖2L2 = 2pi
∑
k∈Z
(
k4‖f2,k‖2L2 + 2k2‖∇f2,k‖2L2 + ‖∆f2,k‖2L2
)
.
Therefore, (∑
k∈Z
‖f1,k‖L2
)2 ≤∑
k∈Z
(1 + k2)‖f1,k‖2L2
∑
k∈Z
1
1 + k2
≤ C(‖f1‖2L2 + ‖∂xf1‖2L2).(6.27)
By 2-D Gagliardo-Nirenberg inequality, we have
k2‖f2,k‖2L∞ ≤ Ck2‖f2,k‖L2‖f2,k‖H2 ≤ C
(
k4‖f2,k‖2L2 + ‖∆f2,k‖2L2
)
.(6.28)
We write eimxf1,m(y, z)∂xf2(x, y, z) =
∑
k∈Z
ikei(k+m)xf1,m(y, z)f2,k(y, z), and by (6.28),
‖eimxf1,m(y, z)∂jf2‖2L2 = 2pi
∑
k∈Z
‖ikf1,mf2,k‖2L2 ≤ 2pi
∑
k∈Z
k2‖f1,m‖2L2‖f2,k‖2L∞
≤ C
∑
k∈Z
‖f1,m‖2L2(k4‖f2,k‖2L2 + ‖∆f2,k‖2L2) ≤ C‖f1,m‖2L2‖∆f2‖2L2 ,
from which and (6.27), we infer that
‖f1∂xf2‖L2 =
∥∥∑
m∈Z
eimxf1,m(y, z)∂xf2
∥∥
L2
≤
∑
m∈Z
‖eimxf1,m(y, z)∂jf2‖L2
≤
∑
l∈Z
C‖f1,m‖L2‖∆f2‖L2 ≤ C
(‖∂xf1‖L2 + ‖f1‖L2)‖∆f2‖L2 .
The case of j = 3 is similar. 
Lemma 6.8. It holds that
‖(∆p)6=‖L2 + ‖∇(V · ∇v2)6=‖L2 + ‖∂x(ω2V )‖L2 + ‖∂x(v2ω)‖L2(6.29)
≤ C‖v2‖H2‖∇∂xω2‖L2 + C
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)(‖∇∆v2‖L2 + ‖V ‖H2),
and
‖∆p‖L2 + ‖∇(V · ∇v2)‖L2 + ‖P0(V · ∇v3)‖L2
≤ C(‖v2‖H2 + ‖P0v3‖H1 + ‖∂xω2‖L2)(‖∇∆v2‖L2 + ‖∇∂xω2‖L2 + ‖∇(P0v3)‖L2)(6.30)
+ C
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖V ‖H2 .
Proof. Step 1. Estimates of the pressure p.
Recall that
∆p = −
3∑
i,j=1
∂ivj∂jvi = −
3∑
i,j=1
∂ivj∂j(vi)6= −
3∑
i,j=1
∂ivj∂jP0vi.(6.31)
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For i, j ∈ {1, 3}, by Lemma 6.7 and Lemma 6.6, we get
‖∂ivj∂j(vi)6=‖L2 ≤ C
(‖∂i∂j(vi)6=‖L2 + ‖∂j(vi)6=‖L2)‖∆vj‖L2
≤ C(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖V ‖H2 ,
and for i ∈ {1, 3}, j = 2, we have
‖∂ivj∂j(vi)6=‖L2 ≤ C
(‖∂i∂j(vi)6=‖L2 + ‖∂j(vi)6=‖L2)‖∆vj‖L2
≤ C(‖(∆v2)6=‖L2 + ‖∇∂xω2‖L2)‖∆v2‖L2 ,
and for i = 2, by Sobolev embedding, we have
‖∂ivj∂j(vi)6=‖L2 ≤ ‖∂ivj‖L4‖∂j(vi)6=‖L4 ≤ C‖V ‖H2‖∆(v2)6=‖L2 .
This shows that
3∑
i,j=1
‖∂ivj∂j(vi)6=‖L2 ≤ C
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖V ‖H2 + C‖∇∂xω2‖L2‖v2‖H2 .(6.32)
Similarly, we can obtain
3∑
i,j=1
‖(∂ivj∂jP0vi)6=‖L2 =
3∑
i,j=1
‖(∂ivj)6=∂jP0vi‖L2
≤ C(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖P0V ‖H2 + C‖∇∂xω2‖L2‖P0v2‖H2 .(6.33)
Due to ∂xP0 = 0, we get
3∑
i,j=1
‖P0(∂ivj∂jP0vi)‖L2 =
3∑
i,j=1
‖∂iP0vj∂jP0vi‖L2 = 2‖(∂2P0v2)2‖L2 + 2‖∂2P0v3∂3P0v2‖L2
≤ C(‖∂2P0v2‖2L4 + ‖∂2P0v3‖L2‖∂3P0v2‖L∞),
which gives
3∑
i,j=1
‖P0(∂ivj∂jP0vi)‖L2 ≤C
(‖∆v2‖L2‖∇∆v2‖L2 + ‖P0v3‖H1‖∇∆v2‖L2).(6.34)
Summing up (6.31)-(6.34), we deduce that
‖(∆p)6=‖L2 ≤C
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖V ‖H2 + C‖∇∂xω2‖L2‖v2‖H2 ,(6.35)
‖∆p‖L2 ≤C
(‖v2‖H2 + ‖P0v3‖H1)(‖∇∆v2‖L2 + ‖∇∂xω2‖L2)(6.36)
+ C
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖V ‖H2 .
Step 2. Estimates of ∇(V · ∇v2).
We write
∇(V · ∇v2) =
3∑
j=1
∇(vj∂jv2) =
3∑
j=1
∇((vj)6=∂jv2) +
3∑
j=1
∇(P0vj∂jv2).(6.37)
For j ∈ {1, 3}, by Lemma 6.7 and Lemma 6.6, we get
‖∇((vj)6=∂jv2)‖L2 ≤ ‖∇(vj)6=∂jv2‖L2 + ‖(vj)6=∇∂jv2‖L2
≤ C(‖∇∂j(vj)6=‖L2 + ‖∇(vj)6=‖L2)‖∆v2‖L2 + C(‖∂j(vj)6=‖L2 + ‖(vj)6=‖L2)‖∇∆v2‖L2
≤ C(‖(∆v2)6=‖L2 + ‖∇∂xω2‖L2)‖∆v2‖L2 + C(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖∇∆v2‖L2 ,
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and for j = 2, we have
‖∇((vj)6=∂jv2)‖L2 ≤ C‖(vj)6=‖H2‖∂jv2‖H1 ≤ C‖∆(v2)6=‖L2‖∆v2‖L2 .
This shows that
3∑
j=1
‖∇((vj)6=∂jv2)‖L2 .
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖∇∆v2‖L2 + ‖∇∂xω2‖L2‖v2‖H2 .(6.38)
For j ∈ {1, 2, 3}, we have
‖∇(P0vj∂jv2)6=‖L2 = ‖∇(P0vj∂j(v2)6=)‖L2(6.39)
≤ C‖P0vj‖H2‖∂j(v2)6=‖H1 ≤ C‖V ‖H2‖∆(v2)6=‖L2 .
Due to ∂xP0 = 0, we have
3∑
j=1
‖P0∇(P0vj∂jv2)‖L2 =
3∑
j=1
‖∇(P0vj∂jP0v2)‖L2 ≤
3∑
j=2
‖P0vj∂jP0v2‖H1(6.40)
≤ C
3∑
j=2
‖P0vj‖H1‖∂jP0v2‖H2 ≤ C
(‖v2‖H2 + ‖P0v3‖H1)‖∇∆v2‖L2 .
Summing up (6.37)-(6.40), we conclude
‖∇(V · ∇v2)6=‖L2 ≤C
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)(‖V ‖H2 + ‖∇∆v2‖L2)(6.41)
+ C‖∇∂xω2‖L2‖v2‖H2 ,
‖∇(V · ∇v2)‖L2 ≤C
(‖v2‖H2 + ‖P0v3‖H1 + ‖∂xω2‖L2)‖∇∆v2‖L2(6.42)
+ C‖∇∂xω2‖L2‖v2‖H2 .
Step 3. Estimate of ∂x(V ω2).
We write
∂x(V ω2) = (∂xV )(∂zv1 − ∂xv3) + V ∂xω2.
It follows from Lemma 6.7 that
‖∂x(V ω2)‖L2 ≤ ‖∂xV ∂zv1‖L2 + ‖∂xV ∂xv3‖L2 + ‖V ∂xω2‖L2
≤ C(‖∂x∂zV ‖L2 + ‖∂xV ‖L2)‖∆v1‖L2 +C(‖∂2xV ‖L2 + ‖∂xV ‖L2)‖∆v3‖L2 + ‖V ‖L∞‖∂xω2‖L2
≤ C(‖∂x∂zV ‖L2 + ‖∂xV ‖L2 + ‖∂2xV ‖L2)‖∆V ‖L2 + C‖V ‖H2‖∂xω2‖L2
≤ C(‖∂x∂zV ‖L2 + ‖∂2xV ‖L2 + ‖∂xω2‖L2)‖V ‖H2 ,
from which and Lemma 6.6, we infer that
‖∂x(V ω2)‖L2 ≤ C
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)‖V ‖H2 .(6.43)
Step 4. Estimate of ∂x(ωv2).
We have
∂x(ωv2) = (∂xω)v2 + ω∂xv2, ∂xv2 = ∂x(v2)6=.
It follows from Lemma 6.6 that
‖∂x(ωv2)‖L2 ≤‖(∂xω)v2‖L2 + ‖ω∂xv2‖L2
≤‖∂xω‖L2‖v2‖L∞ +C‖ω‖H1‖∂x(v2)6=‖H1
≤C(‖(∆v2)6=‖L2 + ‖∇∂xω2‖L2)‖v2‖H2 + C‖V ‖H2‖(v2)6=‖H2
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≤C‖(∆v2)6=‖L2‖V ‖H2 + C‖∇∂xω2‖L2‖v2‖H2 .(6.44)
Then (6.29) follows from (6.35),(6.41),(6.43) and (6.44).
Step 5. Estimate of P0(V · ∇v3).
We write
P0(V · ∇v3) = P0V · ∇P0v3 + P0(V 6= · ∇(v3)6=).
Thanks to ∂xP0 = 0 and ∂yP0v2 + ∂zP0v3 = 0, we get
P0v · ∇P0v3 = P0v2∂yP0v3 + P0v3∂zP0v3 = P0v2∂yP0v3 − P0v3∂yP0v2,
which gives
‖P0v · ∇P0v3‖L2 ≤‖P0v2‖L∞‖∂yP0v3‖L2 + ‖P0v3‖L4‖∂yP0v2‖L4
≤C‖v2‖H2‖∂yP0v3‖L2 +C‖P0v3‖H1‖∇∆v2‖L2 .(6.45)
For j ∈ {1, 3}, by Lemma 6.6, we have
‖(vj)6=∂j(v3)6=‖L2 ≤ ‖(vj)6=‖L∞‖∂j(v3)6=‖L2 ≤ C‖V ‖H2
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2),
and for j = 2, we have
‖(vj)6=∂j(v3)6=‖L2 ≤ ‖(vj)6=‖L∞‖∂j(v3)6=‖L2 ≤ C‖v2‖H2
(‖(∆v2)6=‖L2 + ‖∇∂xω2‖L2).
This shows that
‖V6= · ∇(v3)6=‖L2 ≤ C‖V ‖H2
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)+ C‖v2‖H2‖∇∂xω2‖L2 .
Thus, we obtain
‖P0(V · ∇v3)‖L2 ≤ ‖P0V · ∇P0v3‖L2 + ‖V 6= · ∇(v3)6=‖L2(6.46)
≤ C‖v2‖H2‖∂2P0v3‖L2 + ‖P0v3‖H1‖∇∆v2‖L2 + C‖V ‖H2
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)
+C‖v2‖H2‖∇∂xω2‖L2 .
Then (6.29) follows from (6.36), (6.42) and (6.46). 
Lemma 6.9. It holds that
‖∇(V · ∇V )6=‖L2 + ‖V6= · ∇V 6=‖H1 ≤ C‖V ‖H2‖∆V 6=‖L2 .
Proof. Thanks to V · ∇V = V · ∇V 6= + V · ∇P0V , we have
‖∇(V · ∇V )6=‖L2 ≤‖V · ∇V 6=‖H1 + ‖V 6= · ∇P0V ‖H1
≤C‖V ‖H2‖∇V 6=‖H1 + C‖V 6=‖H2‖∇P0V ‖H1 ≤ C‖V ‖H2‖∆V 6=‖L2 .
Similarly, we have
‖V6= · ∇V 6=‖H1 ≤ C‖V 6=‖H2‖∇V 6=‖H1 ≤ C‖V 6=‖2H2 ≤ C‖V ‖H2‖∆V 6=‖L2 .
This completes the proof. 
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6.4. Nonlinear stability. Let us introduce the following notations
M0(T ) = sup
0≤t≤T
(‖v2(t)‖H2 + ec′√γt‖(∆v2)6=(t)‖L2 + ec′√γt‖∂xω2(t)‖L2 + ‖P0v3(t)‖H1),
M1(T ) = sup
0≤t≤T
‖V (t)‖H2 , ‖f‖2Y0 := ‖f‖2L∞L2 + ν‖∇f‖2L2L2 .
Theorem 6.10. Given kf ∈ (0, 1), there exist constants a0, ε1 ∈ (0, 1), C1 > 1, such that
for any 0 < |γ| < 1, 0 < ν ≤ a0|γ| 12 , T > 0 , if the solution U = V + U∗ ∈ C([0, T ],H2) ∩
L2([0, T ],H3) of (1.1) satisfies
M0(T ) < ε1ν, M1(T ) < ε1ν
1
2 |γ| 14 ,
then there hold
‖∇P0v3‖2Y0 + ‖∆v2‖2Y0 + ‖(∆v2)6=‖2Xc′ + ‖∂xω2‖
2
Xc′
+ ν−1‖∆p‖2L2L2 ≤ C‖V0‖2H2 ,(6.47)
‖∆V 6=‖2Xc′ + ‖∆P0v3‖
2
Y0 ≤ C|γ|
1
2 /ν2‖V0‖2H2 ,(6.48)
M0(T ) ≤ C1‖V0‖H2 , M1(T ) ≤ C1(|γ|/ν2)‖V0‖H2 .(6.49)
Proof. Step 1. Proof of (6.47).
Recall the definitions of f, g, p in (6.2) and (6.15). Then by Lemma 6.8, we have
‖ec′
√
γt∂xg‖2L2L2 + ‖ec
′
√
γtf 6=‖2L2L2 + ‖ec
′
√
γt(∆p)6=‖2L2L2
≤ C(‖ec′√γt(∆p)6=‖2L2L2 + ‖ec′√γt∇(V · ∇v2)6=‖2L2L2 + ‖ec′√γt∂x(V ω2)‖2L2L2
+ ‖ec′
√
γt∂x(ωv2)‖2L2L2
)
≤ C‖v2‖2L∞H2‖ec
′
√
γt∇∂xω2‖2L2L2 + C
(‖ec′√γt(∆v2)6=‖2L2L2 + ‖ec′√γt∂xω2‖2L2L2)‖V ‖2L∞H2
+ C
(‖ec′√γt(∆v2)6=‖2L∞L2 + ‖ec′√γt∂xω2‖2L∞L2)‖∇∆v2‖2L2L2 ,
which gives
‖ec′
√
γt∂1g‖2L2L2 + ‖ec
′
√
γtf 6=‖2L2L2 + ‖ec
′
√
γt(∆p)6=‖2L2L2(6.50)
≤ CM20 ν−1‖∂xω2‖2Xc′ + C|γ|
− 1
2
(‖(∆v2)6=‖2Xc′ + ‖∂xω2‖2Xc′ )M21 + CM20 ν−1‖∆v2‖2Y0 .
It follows from Proposition 6.3, Proposition 6.4 and (6.50) that
‖(∆v2)6=‖2Xc′ + ‖∂xω2‖
2
Xc′
(6.51)
≤ C‖∂xω2(0)‖2L2 + C‖(∆v2)6=(0)‖2L2 + Cν−1‖ec
′
√
γt∂1g‖2L2L2 + Cν−1‖ec
′
√
γtf 6=‖2L2L2
≤ C
[
‖V (0)‖2L2 + ν−1
(
M20 ν
−1‖∂xω2‖2Xc′ + |γ|
− 1
2 (‖(∆v2)6=‖2Xc′ + ‖∂xω2‖
2
Xc′
)M21
+M20 ν
−1‖∆v2‖2Y0
)]
.
It is easy to find that
(∂t − ν∆)P0v3 = −P0(V · ∇v3)− P0∂3p,
(∂t − ν∆)P0∆v2 = −∆P0(V · ∇v2)− ∂2P0∆p = divP0f.
Then we can deduce that
‖P0∆v2‖2Y0 ≤ C
(‖P0∆v2(0)‖2L2 + ν−1‖P0f‖2L2L2),
‖∇P0v3‖2Y0 ≤ C
(‖∇P0v3(0)‖2L2 + ν−1‖P0(V · ∇v3)‖2L2L2 + ν−1‖P0∂3p‖2L2L2),
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from which and Lemma 6.8, we infer that
‖∇P0v3‖2Y0 + ‖P0∆v2‖2Y0 + ν−1‖∆p‖2L2L2
≤ C(‖∇P0v3(0)‖2L2 + ν−1‖P0∂3p‖2L2L2 + ν−1‖P0(V · ∇v3)‖2L2L2 + ‖∆v2(0)‖2L2
+ ν−1‖f‖2L2L2
)
+ ν−1‖∆p‖2L2L2
≤ C‖V0‖2H2 + Cν−1
(‖∆p‖2L2L2 + ‖∇(V · ∇v2)‖2L2L2 + ‖P0(V · ∇v3)‖2L2L2)
≤ C‖V0‖2H2 + Cν−1
(‖v2‖2L∞H2 + ‖P0v3‖2L∞H1 + ‖∂xω2‖2L∞L2)(‖∇∆v2‖2L2L2 + ‖∇∂xω2‖2L2L2
+ ‖∇(P0v3)‖2L2L2
)
+ Cν−1
(‖(∆v2)6=‖2L2L2 + ‖∂xω2‖2L2L2)‖V ‖2L∞H2 ,
which gives
‖∇P0v3‖2Y0 + ‖P0∆v2‖2Y0 + ν−1‖∆p‖2L2L2(6.52)
≤ C
[
‖V (0)‖2H2 + ν−1M20 ν−1
(‖∆v2‖2Y0 + ‖∇(P0v3)‖2Y0 + ‖∂xω2‖2Xc′ )
+ ν−1|γ|− 12 (‖(∆v2)6=‖2Xc′ + ‖∂xω2‖2Xc′ )M21 ].
Using the fact that
‖∆v2‖Y0 ≤ ‖P0∆v2‖Y0 + ‖(∆v2)6=‖Y0 ≤ ‖P0∆v2‖Y0 + ‖(∆v2)6=‖Xc′ ,
and (6.51)-(6.52), we obtain
‖∇(P0v3)‖2Y0 + ‖∆v2‖2Y0 + ‖(∆v2)6=‖2Xc′ + ‖∂xω2‖
2
Xc′
+ ν−1‖∆p‖2L2L2
≤ C‖V0‖2H2 + Cν−1M20 ν−1
(‖∆v2‖2Y0 + ‖∂xω2‖2Xc′ + ‖∇(P0v3)‖2Y0)
+ Cν−1|γ|− 12 (‖(∆v2)6=‖2Xc′ + ‖∂xω2‖2Xc′ )M21 + Cν−1[M20 ν−1‖∂xω2‖2Xc′
+ |γ|− 12 (‖(∆v2)6=‖2Xc′ + ‖∂xω2‖2Xc′ )M21 +M20 ν−1‖∆v2‖2Y0]
≤ C‖V0‖2H2 + C(M20 ν−2 + ν−1|γ|−
1
2M21 )
[
‖∆v2‖2Y0 + ‖(∆v2)6=‖2Xc′
+ ‖∂xω2‖2Xc′ + ‖∇(P0v3)‖
2
Y0
]
.
Therefore, there exists ε1 ∈ (0, 1) so that if
M0 ≤ ε1ν, M1 ≤ ε1ν
1
2 |γ| 14 ,
then
‖∇(P0v3)‖2Y0 + ‖∆v2‖2Y0 + ‖(∆v2)6=‖2Xc′ + ‖∂xω2‖
2
Xc′
+ ν−1‖∆p‖2L2L2 ≤ C‖V0‖2H2 .
Step 2. Estimate of M0.
In order to estimate M0, we need the momentum conservation. Integrating (1.3) in T2pi ×
T2pi/kf × T2pi, we have
∂t〈vi, 1〉 = 0,
which implies that
ai := 〈vi(t), 1〉/〈1, 1〉
is a constant and |ai| ≤ C‖V0‖H2 for i = 1, 2, 3. This along with (6.47) gives
‖v2(t)‖H2 ≤ C
(|a2|+ ‖∆v2(t)‖L2) ≤ C(‖V0‖H2 + ‖∆v2‖Y0) ≤ C‖V0‖H2 ,
‖P0v3(t)‖H1 ≤ C
(|a3|+ ‖∇(P0v3)(t)‖L2) ≤ C(‖V0‖H2 + ‖∇(P0v3)‖Y0) ≤ C‖V0‖H2 ,
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ec
′
√
γt‖(∆v2)6=(t)‖L2 + ec
′
√
γt‖∂xω2(t)‖L2 ≤ ‖(∆v2)6=‖Xc′ + ‖∂xω2‖Xc′ ≤ C‖V0‖H2 ,
which shows
M0 ≤ C‖V0‖H2 .
Step 3. Proof of (6.48).
First of all, we find that(
∂t +
γ
νk2f
sin(kfy)∂x − ν∆
)
∆v3
= 2∂3
( γ
νkf
cos(kfy)∂xv2
)
−∆(V · ∇v3)− ∂z∆p− 2γ
νkf
cos(kfy)∂x∂yv3 +
γ
ν
sin(kfy)∂xv3
:= divg2,3,
where
g2,3 = −∇(V · ∇v3)−
(γ
ν
sin(kfy)v3,
2γ
νkf
cos(kfy)∂xv3,∆p− 2γ
νkf
cos(kfy)∂xv2
)
,
and(
∂t +
γ sin(kfy)
νk2f
∂x − ν∆
)
∆v1
= −∆(γ cos(kfy)
νkf
v2
)
+ 2∂x
(γ cos(kfy)
νkf
∂xv2
)− ∂y( 2γ
νkf
cos(kfy)∂xv1
)− ∂x γ
ν
sin(kfy)v1
−∆(V · ∇v1)− ∂x∆p := divg2,1,
where
g2,1 =−∇
(γ cos(kfy)
νkf
v2
)− (∆p− 2γ
νkf
cos(kfy)∂xv2 +
γ
ν
sin(kfy)v1,
2γ
νkf
cos(kfy)∂xv1, 0
)
−∇(V · ∇v1).
Thanks to Lemma 6.6 and Lemma 6.9, we have
‖(g2,3)6=‖L2 ≤ ‖∇(V · ∇v3)6=‖L2 +
|γ|
ν
‖(v3)6=‖L2 +
2|γ|
νkf
‖∂xv3‖L2 +
2|γ|
νkf
‖∂xv2‖L2 + ‖(∆p)6=‖L2
≤ ‖∇(V · ∇v3)6=‖L2 +
C|γ|
ν
‖∂xv3‖L2 +
2|γ|
νkf
‖∂xv2‖L2 + ‖(∆p)6=‖L2
≤ C‖V ‖H2‖∆V 6=‖L2 +
C|γ|
ν
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)+ ‖(∆p)6=‖L2 ,(6.53)
and
‖(g2,1)6=‖L2 ≤
|γ|
νkf
‖∇(cos(kfy)v2)6=‖L2 + ‖∇(V · ∇v1)6=‖L2 +
|γ|
ν
‖(v1)6=‖L2 +
2|γ|
νkf
‖∂xv1‖L2
+
2|γ|
νkf
‖∂xv2‖L2 + ‖(∆p)6=‖L2
≤‖∇(V · ∇v1)6=‖L2 +
C|γ|
ν
‖∂xv1‖L2 +
C|γ|
ν
‖(v2)6=‖H1 + ‖(∆p)6=‖L2
≤C‖V ‖H2‖∆V6=‖L2 +
C|γ|
ν
(‖(∆v2)6=‖L2 + ‖∂xω2‖L2)+ ‖(∆p)6=‖L2 .(6.54)
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Then it follows from (6.16), (6.54) and (6.53) that
‖(∆v1)6=‖2Xc′ + ‖(∆v3)6=‖
2
Xc′
≤ C‖(∆v1)6=(0)‖2L2 + C‖(∆v3)6=(0)‖2L2 + Cν−1‖ec
′
√
γt(g2,1)6=‖2L2L2 + Cν−1‖ec
′
√
γt(g2,3)6=‖2L2L2
≤ C‖V0‖2H2 + Cν−1‖V ‖2L∞H2‖ec
′
√
γt∆V 6=‖2L2L2 + Cν−1‖ec
′
√
γt(∆p)6=‖2L2L2
+
C|γ|
ν2
(‖ec′√γt(∆v2)6=‖2L2L2 + ‖ec′√γt∂xω2‖2L2L2)
≤ C‖V0‖2H2 + Cν−1M21 |γ|−
1
2‖∆V 6=‖2Xc′ +
C|γ| 12
ν2
(‖(∆v2)6=‖2Xc′ + ‖∂xω2‖2Xc′ )
+ Cν−1
[
M20 ν
−1‖∂xω2‖2Xc′ + |γ|
− 1
2
(‖(∆v2)6=‖2Xc′ + ‖∂xω2‖2Xc′ )M21 +M20 ν−1‖∆v2‖2Y0],
which gives
‖(∆v1)6=‖2Xc′ + ‖(∆v3)6=‖
2
Xc′
(6.55)
≤ C‖V0‖2H2 + Cν−1M21 |γ|−
1
2‖∆V 6=‖2Xc′ +
C|γ| 12 +M20
ν2
‖V0‖2H2 .
Thanks to (6.47), we know
‖(∆v2)6=‖2Xc′ ≤ C‖V0‖
2
H2 ,
which along with (6.55) ensures that
‖∆V 6=‖2Xc′ ≤C
(‖(∆v1)6=‖2Xc′ + ‖(∆v2)6=‖2Xc′ + ‖(∆v3)6=‖2Xc′ )
≤C‖V0‖2H2 + Cν−1M21 |γ|−
1
2‖∆V 6=‖2Xc′ +
C|γ| 12 +M20
ν2
‖V0‖2H2 .
Hence, if M1 ≤ ε1ν 12 |γ| 14 for some constant ε1 ∈ (0, 1), then
‖∆V 6=‖2Xc′ ≤ C‖V0‖
2
H2 +
C|γ| 12 +M20
ν2
‖V0‖2H2 ≤
C|γ| 12
ν2
‖V0‖2H2 .(6.56)
Recall that
(∂t − ν∆)∆P0v3 = −∆P0(V · ∇v3)− ∂3P0∆p.
A direct calculation gives
P0(V · ∇v3) = P0V · ∇P0v3 + P0(V 6= · ∇(v3)6=),
P0V · ∇P0v3 = P0v2∂yP0v3 + P0v3∂zP0v3.
It is easy to see that
‖P0V · ∇P0v3‖H1 ≤ C
(‖v2‖H2 + ‖P0v3‖H1)‖∇∆P0v3‖L2 ,
from which and Lemma 6.9, we infer that
‖∇P0(V · ∇v3)‖L2 ≤ ‖P0V · ∇P0v3‖H1 + ‖V 6= · ∇(v3)6=‖H1
≤ C(‖v2‖H2 + ‖P0v3‖H1)‖∇∆P0v3‖L2 + C‖V ‖H2‖∆V 6=‖L2 .
Then we have
‖∆P0v3‖2Y0 ≤C
(‖∆P0v3(0)‖2L2 + ν−1‖∇P0(V · ∇v3)‖2L2L2 + ν−1‖P0∆p‖2L2L2)
≤C‖V0‖2H2 + Cν−1
(‖v2‖2L∞H2 + ‖P0v3‖2L∞H1)‖∇∆P0v3‖2L2L2
+ Cν−1‖V ‖2L∞H2‖∆V6=‖2L2L2 + Cν−1‖∆p‖2L2L2
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≤C‖V0‖2H2 + Cν−1M20 ν−1‖∆P0v3‖2Y0 + Cν−1M21 |γ|−
1
2 ‖∆V6=‖2Y0 + C‖V0‖2H2 .
Hence, if M0 ≤ ε1ν, M1 ≤ ε1ν 12 |γ| 14 for some constant ε1 ∈ (0, 1), then
‖∆P0v3‖2Y0 ≤ C‖V0‖2H2 + C‖∆V 6=‖2Y0 ≤
C|γ| 12
ν2
‖V0‖2H2 ,(6.57)
which along with (6.56) gives (6.48).
Step 4. Estimate of M1.
By (6.48) and |a3| ≤ ‖V0‖H2 , we get
‖v3(t)‖2H2 ≤C
(|a3|+ ‖∆P0v3(t)‖L2 + ‖(∆v3)6=(t)‖L2)2
≤C‖V0‖2H2 +
C|γ| 12
ν2
‖V0‖2H2 ≤
C|γ| 12
ν2
‖V0‖2H2 .(6.58)
The estimate of P0v1 is very subtle. Recall that
(∂t − ν∆)P0v1 + γ cos(kfy)
νkf
P0v2 = −P0(V · ∇v1)
= −P0v2∂yP0v1 − P0v3∂zP0v1 − P0(V 6= · ∇(v1)6=).
Let v
(1)
1 = −
νkf cos(kfy) + a2 sin(kfy)
(νkf )2 + a
2
2
γa2
νk2f
. Then we find that
− ν∆v(1)1 + a2∂yv(1)1 +
γ cos(kfy)
νkf
a2 = 0,
and
‖v(1)1 ‖H2 =
‖ cos(kfy)‖H2
((νkf )2 + a
2
2)
1
2
|γa2|
νk2f
≤ C|γa2|
ν2
≤ C|γ|
ν2
‖V0‖H2 ≤
C|γ|
ν2
M0 ≤ C|γ|
ν
.(6.59)
Let P0v1 = v
(1)
1 + v
(2)
1 . Due to ∂zv
(1)
1 = 0, we have
(∂t − ν∆)v(2)1 +
γ cos(kfy)
νkf
(P0v2 − a2)
= −P0v2∂yv(2)1 − (P0v2 − a2)∂yv(1)1 − P0v3∂zv(2)1 − P0(V6= · ∇(v1)6=),
which gives
(∂t − ν∆)∆v(2)1 = divf1,
where
f1 =−∇
[
(
γ cos(kfy)
νkf
+ ∂yv
(1)
1 )(P0v2 − a2)
]−∇(P0v2∂yv(2)1 + P0v3∂zv(2)1 )
−∇P0(V 6= · ∇(v1)6=).
Using the fact that ‖P0v2 − a2‖H2 ≤ C‖∇∆v2‖L2 and Lemma 6.9, we infer that
‖f1‖L2 ≤
∥∥(γ cos(kfy)
νkf
+ ∂yv
(1)
1 )(P0v2 − a2)
∥∥
H1
+ ‖P0v2∂yv(2)1 ‖H1 + ‖P0v3∂zv(2)1 ‖H1
+ ‖V6= · ∇(v1)6=‖H1
≤C
[∥∥γ cos(kfy)
νkf
+ ∂yv
(1)
1
∥∥
H1
‖P0v2 − a2‖H2 + ‖P0v2‖H2‖∂yv(2)1 ‖H2
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+ ‖P0v3‖H1‖∂zv(2)1 ‖H2 + ‖V ‖H2‖∆V 6=‖L2
]
≤C
[( |γ|
ν
+ ‖v(1)1 ‖H2
)‖∇∆v2‖L2 + (‖v2‖H2 + ‖P0v3‖H1)‖∇∆v(2)1 ‖L2 + ‖V ‖H2‖∆V 6=‖L2].
Then we conclude
‖∆v(2)1 ‖2Y0 ≤ C
(‖∆v(2)1 (0)‖2L2 + ν−1‖f1‖2L2L2)
≤ C(‖∆P0v1(0)‖2L2 + ‖∆v(1)1 ‖2L2)+ Cν−1( |γ|ν + ‖v(1)1 ‖H2)2‖∇∆v2‖2L2L2
+ Cν−1
(‖v2‖2L∞H2 + ‖P0v3‖2L∞H1)‖∇∆v(2)1 ‖2L2L2 + Cν−1‖V ‖2L∞H2‖∆V 6=‖2L2L2
≤ C(‖V0‖2H2 + ‖v(1)1 ‖2H2)+ Cν−1M20 ν−1‖∆v(2)1 ‖2Y0 +Cν−1M21 |γ|− 12 ‖∆V 6=‖2Y0
+ Cν−2(|γ|/ν)2‖∆v2‖2Y0 .
Hence, if M0 ≤ ε1ν, M1 ≤ ε1ν 12 |γ| 14 , then
‖∆v(2)1 ‖2Y0 ≤C(‖V0‖2H2 + ‖v
(1)
1 ‖2H2) + C‖∆V 6=‖2Y0 + Cν−2(|γ|/ν)2‖∆v2‖2Y0
≤C(|γ|/ν2)2‖V0‖2H2 + C(|γ|
1
2 /ν2)‖V0‖2H2 + C(|γ|/ν2)2‖V0‖2H2
≤C(|γ|/ν2)2‖V0‖2H2 ,(6.60)
which along with (6.59) and (6.60) gives
‖∆P0v1(t)‖L2 ≤ ‖∆v(2)1 (t)‖L2 + ‖∆v(1)1 (t)‖L2 ≤ C(|γ|/ν2)‖V0‖H2 .
Therefore,
‖v1(t)‖2H2 ≤C
(|a1|+ ‖∆P0v1(t)‖L2 + ‖(∆v1)6=(t)‖L2)2
≤C‖V0‖2H2 + C|γ|
1
2 /ν2‖V0‖2H2 +C(|γ|/ν2)2‖V0‖2H2 ≤ C(|γ|/ν2)2‖V0‖2H2 .(6.61)
Summing up (6.61), (6.58) and (6.47), we conclude
‖V (t)‖2H2 =‖v1(t)‖2H2 + ‖v2(t)‖2H2 + ‖v3(t)‖2H2
≤C(|γ|/ν2)2‖V0‖2H2 + C‖V0‖2H2 + C|γ|
1
2 /ν2‖V0‖2H2 ≤ C(|γ|/ν2)2‖V0‖2H2 ,
which implies that M1 ≤ C(|γ|/ν2)‖V0‖H2 . 
6.5. Proof of Theorem 1.2. Obviously, we have
M0(0) +M1(0) ≤ C1‖V0‖H2 .
While by the assumption, we know
‖V0‖H2 ≤ ε1ν
5
2 |γ|− 34 /(2C1).(6.62)
Therefore, there exists T > 0 so that M0(T ) < ε1ν, M1(T ) < ε1ν
1
2 |γ| 14 , which imply by
Theorem 6.10 that
M0(T ) ≤ ε1ν/2, M1(T ) ≤ ε1ν 12 |γ| 14/2.
Then Theorem 1.2 follows from a continuous argument.
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7. Appendix
7.1. Some basic inequalities.
Lemma 7.1. Let λ ∈ [0, 1], sin y1 = sin y2 = λ and 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi. Let
g(y) =
(y − y1)(pi − y − y1)
2(sin y − λ) , y1 < y < y2.
Then g′(y) ≤ 0 for y ∈ (y1, pi/2] and
sup
y1<y<y2
g(y) = lim
y→y1+
g(y) =
pi
2 − y1
cos y1
.(7.1)
Proof. For y ∈ (y1, y2), we have
g′(y) =
(pi − 2y)(sin y − λ)− cos y(y − y1)(pi − y − y1)
2(sin y − λ)2 .
Let h(y) := (pi − 2y)(sin y − λ)− cos y(y − y1)(pi − y − y1). Using Taylor’s formula
sin y1 = sin y + cos y(y1 − y)− sin y
2
(y1 − y)2 − cos(θy1 + (1− θ)y)
3!
(y1 − y)3,
for some θ ∈ [0, 1], we get
h(y) =(pi − 2y)
[
(y − y1) cos y + sin y
2
(y − y1)2 − cos(θy1 + (1− θ)y)
3!
(y − y1)3
]
− cos y(y − y1)(pi − y − y1)
=
[
(
pi
2
− y) sin y − cos y](y − y1)2 − (pi − 2y)cos(θy1 + (1− θ)y)
3!
(y − y1)3.
Let t = pi2 − y, then (pi2 − y) sin y− cos y = t cos t− sin t = cos t(t− tan t) ≤ 0 for t ≤ 0. Hence,
h(y) ≤ 0 for y ∈ (y1, pi2 ], which implies that
sup
y1<y≤pi2
g(y) = lim
y→y1+
g(y) =
pi
2 − y1
cos y1
.
While for y ∈ [pi2 , y2), we have g(y) = g(pi − y), therefore,
sup
y1<y<y2
g(y) = sup
y1<y≤pi2
g(y) = lim
y→y1+
g(y) =
pi
2 − y1
cos y1
.

Lemma 7.2. Let λ ∈ [0, 1], sin y1 = sin y2 = λ and 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi. Then for any
0 < δ ≤ 1, we have
1
| sin(y1 − δ) − sin y1| ∼
1
(y2 − y1 + δ)δ ,(7.2) ∥∥∥ 1
sin y − λ
∥∥∥
L2(y2+δ,y1+2pi−δ)
.
1
(y2 − y1 + δ)δ 12
,(7.3)
∥∥∥ 1
sin y − λ
∥∥∥
L1(y2+δ,y1+2pi−δ)
.
1 + ln(1 + y2−y1δ )
(y2 − y1 + δ) ,(7.4) ∥∥∥ cos y
(sin y − λ)2
∥∥∥
L2(y2+δ,y1+2pi−δ)
.
1
(y2 − y1 + δ)δ 32
.(7.5)
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Proof. As pi2 − y1 + δ2 ∈ (0, 3pi4 ), sin(pi2 − y1 + δ2) ∼ pi2 − y1 + δ2 , hence,
| sin(y1 − δ)− sin y1| = 2
∣∣ cos(y1 − δ
2
) sin
δ
2
∣∣ = 2∣∣ sin(pi
2
− y1 + δ
2
) sin
δ
2
∣∣
∼ (pi
2
− y1 + δ
2
)
δ =
y2 − y1 + δ
2
δ ∼ (y2 − y1 + δ)δ,
which gives (7.2).
For y ∈ [y2 + δ, 3pi2 ], y−y12 ∈ [y2−y1+δ2 , 3pi4 ], then | sin y−y12 | ∼ (y − y1) and
| sin y − sin y2| = 2
∣∣ cos y + y2
2
sin
y − y2
2
∣∣ = 2∣∣ sin y − y1
2
sin
y − y2
2
∣∣
∼ (y − y1)(y − y2) ≥ (y2 − y1 + δ)(y − y2),
hence, ∫ y1+2pi−δ
y2+δ
1
(sin y − λ)2 dy .
1
(y2 − y1 + δ)2
∫ 3pi
2
y2+δ
1
(y − y2)2dy .
1
(y2 − y1 + δ)2δ ,
which gives (7.3). Similarly, we have∫ y1+2pi−δ
y2+δ
1
| sin y − λ|dy = 2
∫ 3pi
2
y2+δ
1
(sin y − λ)dy ≤ C
∫ 3pi
2
y2+δ
1
(y − y1)(y − y2)dy
≤ C
y2 − y1 + δ
∫ 2y2−y1+δ
y2+δ
1
(y − y2)dy + C
∫ +∞
2y2−y1+δ
1
(y − y2)2 dy
≤ C 1 + ln(1 +
y2−y1
δ )
(y2 − y1 + δ) ,
which gives (7.4).
If y2 + δ ≤ pi, then for y ∈ [y2 + δ, pi]
| cos y|
(sin y − λ)2 =
| sin(y − pi2 )|
2| sin y−y12 sin y−y22 |2
∼ y −
pi
2
(y − y1)2(y − y2)2
=
1
2
( 1
(y − y1)(y − y2)2 +
1
(y − y1)2(y − y2)
)
≤ 1
(y − y1)2(y − y2) .
1
(y2 − y1 + δ)(y − y2)2 ,
which gives∫ pi
y2+δ
cos2 y
(sin y − λ)4 dy .
1
(y2 − y1 + δ)2
∫ pi
y2+δ
1
(y − y2)4 dy .
1
(y2 − y1 + δ)2δ3 ,
and for y ∈ [pi, 3pi2 ], we have
| cos y|
(sin y − λ)2 =
| sin(3pi2 − y)|
2| sin y−y12 sin y−y22 |2
∼
3pi
2 − y
(y − y1)2(y − y2)2 ∼
3pi
2 − y
y22(y − y2)2
.
1
(y − y2)2 ,
which gives ∫ 3pi
2
pi
cos2 y
(sin y − λ)4 dy .
∫ 3pi
2
pi
1
(y − y2)4 dy .
1
δ3
.
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This shows (7.5) for y2 + δ ≤ pi. If y2 + δ ≥ pi, then∫ 3pi
2
y2+δ
cos2 y
(sin y − λ)4 dy .
∫ 3pi
2
y2+δ
1
(y − y2)4dy .
1
δ3
.

Lemma 7.3. Let λ ∈ [0, 1], sin y1 = sin y2 = λ and 0 ≤ y1 ≤ pi2 ≤ y2 ≤ pi. Then for any
0 < δ ≤ min(1, y2−y14 ), we have
| sin(y1 + δ) − sin y1| ∼ |y2 − y1 − δ|δ,(7.6) ∥∥∥ 1
sin y − λ
∥∥∥
L2(y1+δ,y2−δ)
.
1
(y2 − y1)δ 12
,(7.7) ∥∥∥ cos y
(sin y − λ)2
∥∥∥
L2(y1+δ,y2−δ)
.
1
(y2 − y1)δ 32
.(7.8)
Proof. For any y ∈ [y1, y2], we have
| sin y − sin y1| = 2
∣∣∣ sin y2 − y
2
sin
y − y1
2
∣∣∣ ∼ (y2 − y)(y − y1),(7.9)
which gives (7.6). Similarly, we have∫ y2−δ
y1+δ
1
(sin y − λ)2 dy ∼
∫ y2−δ
y1+δ
1
(y2 − y)2(y − y1)2 dy
=
1
(y2 − y1)2
∫ y2−δ
y1+δ
(
1
y2 − y +
1
y − y1 )
2dy .
1
(y2 − y1)2δ ,
which gives (7.7). For y ∈ [y1 + δ, y2 − δ], we have
| cos y|
(sin y − λ)2 ∼
|y − pi2 |
(y − y1)2(y2 − y)2 =
1
2
∣∣∣ 1
(y − y1)(y2 − y)2 −
1
(y2 − y)(y − y1)2
∣∣∣,
hence, ∫ y2−δ
y1+δ
| cos y|2
(sin y − λ)4 dy ∼
∫ y2−δ
y1+δ
∣∣∣ 1
(y − y1)(y2 − y)2 −
1
(y2 − y)(y − y1)2
∣∣∣2dy
.
1
(y2 − y1)2
(∫ pi
2
y1+δ
1
(y − y1)4 dy +
∫ y2−δ
pi
2
1
(y2 − y)4 dy
)
.
1
(y2 − y1)2δ3 ,
which gives (7.8). 
7.2. Wave operator. The construction of wave operator is similar to [34].
7.2.1. Notations and some estimates. We first introduce some notations from [34].
Let α > 1, u(y) = − cos y and let φ1(y, c) be a function constructed in Proposition 3.6,
which satisfies the properties in Lemma 3.7 and Proposition 3.8. For c = u(yc) ∈ D0 = (−1, 1)
and j = 0, 1, k = 1, 2, let
II(c) =
∫ pi
0
1
(u(y)− c)2
( 1
φ1(y, c)2
− 1
)
dy,
A(c) = sin3 ycII(c), B(c) = pi cos yc,
Jkj (c) =
−u′(yc)(u(jpi) − c)k
φ1((1− j)pi, c)k−1φ′1((1− j)pi, c)
, Jj(c) = J
2
j (c),
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A1(c) = J1(c)− J0(c) + sin2 ycA(c), B1(c) = sin2 ycB,
ρ(c) = (u(pi) − c)(c− u(0)) = 1− c2 = sin2 yc.
We define Int(ϕ) to be a 2pi periodic function so that
Int(ϕ)(y) =
∫ y
0
ϕ(y′) dy′ for y ∈ [0, pi], Int(ϕ)(y) = Int(ϕ)(−y) for y ∈ [−pi, 0].
We denote
II1,1(ϕ)(yc) = p.v.
∫ pi
0
Int(ϕ)(y) − Int(ϕ)(yc)
(u(y)− u(yc))2 dy,
II1(ϕ)(yc) = p.v.
∫ pi
0
∫ y
yc
ϕ(y′)φ1(y′, c)dy′
φ(y, c)2
dy,
Ej(ϕ)(yc) =
∫ jpi
yc
ϕ(y)φ1(y, c)dy for j = 0, 1,
L0(ϕ)(yc) =
∫ pi
0
∫ z
yc
ϕ(y)
1
(u(z) − c)2
(
φ1(y, c)
φ1(z, c)2
− 1
)
dydz.
It is easy to see that
II1(ϕ) = II1,1(ϕ) + L0(ϕ).
We denote
Λ1(ϕ)(yc) = Λ1,1(ϕ)(yc) + Λ1,2(ϕ)(yc),
Λ3(ϕ)(yc) = ρ(c)Λ1(ϕ)(yc) + Λ3,1(ϕ)(yc),
where
Λ1,1(ϕ)(yc) = ρ(c)u
′′(yc)II1,1(ϕ)(c),
Λ1,2(ϕ)(yc) = ρ(c)u
′′(yc)L0(ϕ)(c) + u′(yc)ρ(c)II(c)ϕ(yc),
Λ3,1(ϕ)(yc) = Jj
(
u′′(yc)
u′(yc)
E1−j(ϕ) + ϕ(yc)
) ∣∣∣∣1
j=0
.
It holds that if (α2 − ∂2y)ψ = ω with ψ(0) = ψ(pi) = 0, then
ρII1
(
u′′ψ + uω
)
= ρuII1(ω)− ψ(yc)A,(7.10)
if (α2 − ∂2y)ψ = ω with ψ′(0) = ψ′(pi) = 0, then
ρII1
(
u′′ψ + uω
)
= ρuII1(ω)− ψ(yc)A.(7.11)
See the proof of Proposition 10.2 in [34].
Let us recall the following estimates for A,B,A1,B1, Jj :
C−1(1 + α sin yc)2 ≤ (A(c)2 + B(c)2) ≤ C(1 + α sin yc)2,
|A(c)| ≤ Cα sin yc, |∂cA(c)| ≤ Cmin(α2, α/ sin yc),
|∂2cA(c)| ≤ Cmin(α2/ sin2 yc, α/ sin3 yc),
∂cB(c) = −pi, ∂2cB(c) = 0,
see Proposition 4.3 in [34], and
(1 + α sin yc)
6
Cα4
≤ A1(c)2 +B1(c)2 ≤ C(1 + α sin yc)
6
α4
,
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|A1(c)| ≤ C(1 + α sin yc)3/α2, |∂cA1(c)| ≤ C(1 + α sin yc),
|∂2cA1(c)| ≤ Cmin(α2,
α
sin yc
),
|B1(c)| ≤ C sin2 yc, |∂cB1(c)| ≤ C, |∂2cB1(c)| ≤ C,
see Proposition 4.5 in [34], and for m = 0, 1, 2,
|∂mc J1−j(c)| ≤ Cmin
( |(1 − j)pi − yc|5
α2| sin yc|2mφ1(jpi, c) , α
2m−2
)
,
which implies
|∂mycJ1−j(c)| ≤ Cmin
( |(1− j)pi − yc|5
α2| sin yc|mφ1(jpi, c) , α
m−2
)
,(7.12)
see Lemma 4.8 in [34]. As ∂yc = u
′(yc)∂c, we can deduce that for k = 0, 1, 2,∣∣∣∣∂kyc( 1A + iB)
∣∣∣∣ ≤ Cαk(1 + α sin yc)1+k ,
∣∣∣∣∂kyc( 1A1 + iB1
)∣∣∣∣ ≤ Cα2+k(1 + α sin yc)3+k .(7.13)
Now we recall some estimates of II1,1. See Lemma 10.4, Lemma 7.4 and Lemma 7.5 in [34].
Lemma 7.4. It holds that
‖ sin yc[∂2y , ρII1,1]ω‖L2 ≤ C‖ω‖H1 .
For k = 0, 1, 2, we have
‖ρII1,1(ϕ)‖Hkyc ≤ C‖ϕ‖Hk .
If ϕ ∈ H10 (0, pi), then
‖ sin ycII1,1(ϕ)‖L2yc ≤ C‖ϕ‖H1 .
Next we recall some estimates of L0. See Lemma 10.5, Lemma 7.6 and Lemma 7.7 in [34].
Lemma 7.5. It holds that
| sin3 yc[∂2yc ,L0]ϕ| ≤ Cα
1
2 (‖ϕ‖H1 + α‖ϕ‖L2),∥∥u′(yc)3∂cL0(ϕ)∥∥L∞ ≤ Cα‖ϕ‖L∞(0,pi) + Cα 12 ‖ϕ′‖L2(0,pi),
‖u′(yc)2L0(ϕ)‖L∞ ≤ Cα 12‖ϕ‖L2(0,pi).
For p ∈ (1,∞), if ϕ/u′ ∈ Lp, then there exists a constant C such that,
‖ sin ycL0(ϕ)‖L∞(0,pi) ≤ Cα
1
p ‖ϕ‖W 1,p(0,pi),
‖L0(ϕ)‖L∞(0,pi) ≤ Cα‖ϕ‖W 1,∞(0,pi),
‖ sin3 yc∂cL0(ϕ)‖L∞(0,pi) ≤ Cα
1
2 ‖ϕ‖H1(0,pi).
Finally, we present some estimates of Ej. First of all, by the proof of Lemma 4.8 in [34],
we know that for ω ∈ H2(0, pi), ω′(0) = ω′(pi) = 0,
− Ej(∂2yω) = ω′(yc) +
∫ jpi
yc
∂yω(y)∂yφ1(y, c)dy.
On the other hand, we have∥∥Jj∂yω∥∥L2 ≤ Cα−2‖∂yω‖L2 ,
PSEUDOSPECTRA AND STABILITY FOR 3D KOLMOGOROV FLOW 57∣∣∣Jj ∫ (1−j)pi
yc
∂yφ1(y, c)∂yωdy
∣∣∣ ≤ C sin yc
α
1
2
‖∂yω‖L2 ,
from which and (7.13), we deduce that∥∥∥∥JjE1−j(ω′′)A1 + iB1
∥∥∥∥
L2
≤ C
∥∥∥∥ α−2A1 + iB1
∥∥∥∥
L∞
‖∂yω‖L2 +
∥∥∥∥∥α−
1
2 sin yc
A1 + iB1
∥∥∥∥∥
L2
‖∂yω‖L2 ≤ C‖∂yω‖L2 .
The following estimates come from (8.1), (8.9), (8.10), (8.12) and (8.13) in [34]:∥∥∥ Ej(ϕ)
φ1(jpi, c)(jpi − yc)
∥∥∥
Lp
≤ C‖ϕ‖Lp , 1 < p ≤ +∞,(7.14) ∥∥∥∥ (pi − yc)min(αyc, 1)
∫ 0
yc
ϕ(y)
∂cφ1(y, c)
φ1(0, c)
dy
∥∥∥∥
Lp
≤ Cα‖ϕ‖Lp , 1 < p ≤ ∞,(7.15) ∥∥∥∥ ycmin(α(pi − yc), 1)
∫ pi
yc
ϕ(y)
∂cφ1(y, c)
φ1(pi, c)
dy
∥∥∥∥
Lp
≤ Cα‖ϕ‖Lp , 1 < p ≤ ∞,(7.16) ∥∥∥∥yc(pi − yc)2 ∫ 0
yc
ϕ(y)
∂2cφ1(y, c)
φ1(0, c)
dy
∥∥∥∥
Lp
≤ Cα2‖ϕ‖Lp , 1 < p ≤ ∞,(7.17) ∥∥∥∥y2c (pi − yc)∫ pi
yc
ϕ(y)
∂2cφ1(y, c)
φ1(pi, c)
dy
∥∥∥∥
Lp
≤ Cα2‖ϕ‖Lp , 1 < p ≤ ∞.(7.18)
To deal with the even part, we introduce
Λ3,2(ϕ) = J1(c)E0(ϕ) − J0(c)E1(ϕ) = Jj(c)E1−j(ϕ)|1j=0.
Using the fact that φ1(y, c) ≥ 1, φ1(yc, c) = 1, ∂cφ1(yc, c) = 0, we infer that
∂ycΛ3,2(ω) = (∂ycJjE1−j(ω)− Jjω(yc))
∣∣∣∣1
j=0
+ Jju
′
∫ (1−j)pi
yc
∂cφ1(y, c)ω(y)dy − ω(yc)
∣∣∣∣1
j=0
= T1 + T2,
and
∂2ycΛ3,2(ω) = (∂
2
ycJj)E1−j(ω)
∣∣∣∣1
j=0
+ (2∂ycJju
′ + Jju′′)
∫ (1−j)pi
yc
∂cφ1(y, c)ω(y)dy
∣∣∣∣1
j=0
+ Jju
′2
∫ (1−j)pi
yc
∂2cφ1(y, c)ω(y)dy
∣∣∣∣1
j=0
− (Jjω′(yc) + (∂ycJj)ω(yc))
∣∣∣∣1
j=0
= T3 + T4 + T5 + T6.
By (7.12) and (7.14), we have
‖Λ3,2(ω)/ sin yc‖L2 ≤ Cα−2‖ω‖L2 , ‖T1‖L2 ≤ Cα−2‖ω‖L2 ,
‖T3‖L2 ≤ Cα−1‖ω‖L2 , ‖T6‖L2 ≤ Cα−1‖∂yω‖L2 +Cα−2‖ω‖L2 .
By (7.12), (7.15) and (7.16), we have
‖T2/ sin yc‖L2 ≤ Cα−1‖ω‖L2 , ‖T4‖L2 ≤ Cα−1‖ω‖L2 .
By (7.12), (7.17) and (7.18), we have
‖T5/ sin yc‖L2 ≤ C‖ω‖L2 .
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By (7.13), we have∥∥∥∥ Λ3,2(ω)1 + α sin yc
∥∥∥∥
L2
≤ Cα−3‖ω‖L2 ,(7.19) ∥∥∥∥ ∂ycΛ3,2(ω)1 + α sin yc
∥∥∥∥
L2
≤ ‖T1‖L2 + α−1‖T2/ sin yc‖L2 ≤ Cα−2‖ω‖L2 ,(7.20) ∥∥∥∥∥∂2ycΛ3,2(ω)A1 + iB1
∥∥∥∥∥
L2
≤ Cα2
∥∥∥∥∥ ∂2ycΛ3,2(ω)1 + α sin yc
∥∥∥∥∥
L2
(7.21)
≤ Cα2(‖T3‖L2 + ‖T4‖L2 + ‖T6‖L2) + Cα ‖T5/ sin yc‖L2 ≤ C(α‖ω‖L2 + ‖∂yω‖L2).
In summary, we conclude∥∥∥∥∥ [∂2yc ,Λ3,2](ω)A1 + iB1
∥∥∥∥∥
L2
≤ C(‖∂yω‖L2 + α‖ω‖L2).(7.22)
7.2.2. Construction of wave operator. For any function ϕ(y) defined on [−pi, pi], we define
−D1(ϕo)(−yc) = D1(ϕo)(yc) = 1
u′′
(
Λ1(ϕo)(yc)
A + iB
− ϕo(yc)
)
=
ρII1(ϕo)(yc)− piiϕo(yc)
A + iB
,
D1(ϕe)(−yc) = D1(ϕe)(yc) = 1
u′′
(
Λ3(ϕe)(yc)
A1 + iB1
− ϕe(yc)
)
=
ρu′(yc)(ρII1(ϕe)− piiϕe) + J1(c)E0(ϕe)− J0(c)E1(ϕe)
u′(yc)(A1 + iB1)
,
where ϕo =
ϕ(y)−ϕ(−y)
2 and ϕe =
ϕ(y)+ϕ(−y)
2 .
Let us first prove the property (5.1).
Let ψ = −(∂2y − α2)−1ω. If ω is odd, then ψ is odd and ψ(0) = ψ(pi) = 0. Then we have
D1(u
′′ψ + uω) =
ρII1(u
′′ψ + uω)− pii(u′′ψ + uω)
A + iB
=
ρuII1(ω)− ψ(yc)A− pii(u′′ψ + uω)
A + iB
= uD1(ω)− ψ,
which shows that for ω odd,
−D1(cos y(ω − ψ)) = − cos yD1(ω)− ψ.
If ω is even, then ψ is also even and ∂yψ(0) = ∂yψ(pi) = 0. Then we have
u′′D1(u′′ψ + uω) =
Λ3(u
′′ψ + uω)(yc)
A1 + iB1
− (u′′ψ + uω)(yc)
=
uΛ3(ω)(yc)
A1 + iB1
− (u′′ψ + uω)(yc) = uu′′D1(ω)− u′′ψ,
and −D1(u′′ψ + uω) = −uD1(ω) + ψ. This shows that for ω even,
D1(cos y(ω − ψ)) = cos yD1(ω) + ψ.
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7.2.3. Commutator estimate of wave operator. Here we prove (5.2) and consider two cases.
1. The odd case.
Let ω ∈ H2 be odd and ω(0) = ω(pi) = 0. Direct calculation gives
∂2yc(sin ycD1(ω))− sin ycD1(∂2yω)
= ρII1,1(ω)∂
2
yc
( sin yc
A+ iB
)
+ 2∂yc
(
ρII1,1(ω)
)
∂yc
( sin yc
A+ iB
)
+
sin yc[∂
2
yc , ρII1,1]ω
A+ iB
+ L0(ω)∂2yc
(
ρ
sin yc
A+ iB
)
+ 2∂ycL0(ω)∂yc
(
ρ
sin yc
A+ iB
)
+
ρ sin yc[∂
2
yc ,L0]ω
A+ iB
− ω∂2yc
(pii sin yc
A+ iB
)
− 2∂ycω∂yc
(pii sin yc
A+ iB
)
= I1 + · · ·+ I8.
By Lemma 7.4 and (7.13), we get
‖I1‖L2 ≤ C‖ sin ycII1,1‖L2
∥∥∥ sin yc∂2yc( sin ycA+ iB)∥∥∥L∞ ≤ C‖ω‖H1 ,
‖I2‖L2 ≤ C‖ρII1,1‖H1
∥∥∥∂yc( sin ycA+ iB)∥∥∥L∞ ≤ C‖ω‖H1 ,
‖I3‖L2 ≤ C‖ sin yc[∂2y , ρII1,1]ω‖L2 ≤ C‖ω‖H1 .
By Lemma 7.5 and (7.13), we get
‖I4‖L2 ≤ Cα−
1
2‖ sin ycL0(ω)‖L∞
∥∥∥ α 12
sin yc
∂2yc
(ρ sin yc
A+ iB
)∥∥∥
L2
≤ C‖ω‖H1
∥∥∥ α 12
(1 + α sin yc)
∥∥∥
L2
≤ C‖ω‖H1 ,
‖I5‖L2 ≤ Cα−
1
2‖ sin2 yc∂ycL0(ω)‖L∞
∥∥∥ α 12
sin2 yc
∂yc
(ρ sin yc
A+ iB
)∥∥∥
L2
≤ C‖ω‖H1
∥∥∥ α 12
(1 + α sin yc)
∥∥∥
L2
≤ C‖ω‖H1 ,
and by Lemma 7.5 again,
‖I6‖L2 ≤ Cα−
1
2
∥∥∥ α 12
(1 + α sin yc)
∥∥∥
L2
‖ sin3 yc[∂2yc ,L0]ω‖L∞
≤ C(‖ω‖H1 + α‖ω‖L2).
By (7.13), we have
‖I7‖L2 ≤ C‖ω/u′‖L2
∥∥∥ sin yc∂2yc(pii sin ycA+ iB )∥∥∥L∞ ≤ C‖ω‖H1 ,
‖I8‖L2 ≤ C‖∂yω‖L2
∥∥∥∂yc(pii sin ycA+ iB )∥∥∥L∞ ≤ C‖∂yω‖L2 .
Summing up, we conclude the odd case.
2. The even case.
Let ω ∈ H2 be even and ω′(0) = ω′(pi) = 0. Direct calculation gives
∂2yc(sin ycD1(ω))− sin ycD1(∂2yω)
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=
ρu′(yc)
A1 + iB1
[∂2yc , ρII1,1]ω + 2∂yc
( ρu′(yc)
A1 + iB1
)
∂yc
(
ρII1,1(ω)
)
+ ∂2yc
( ρu′(yc)
A1 + iB1
)
ρII1,1(ω)
+
ρ2u′(yc)
A1 + iB1
[∂2yc ,L0]ω + ∂yc
( ρ2u′(yc)
A1 + iB1
)
∂yc
(L0(ω)) + ∂2yc( ρ2u′(yc)A1 + iB1
)
L0(ω)
− piiω∂2yc
( ρu′(yc)
A1 + iB1
)
− 2pii∂yc
( ρu′(yc)
A1 + iB1
)
∂ycω
+ ∂2yc
( 1
A1 + iB1
)
Λ3,2(ω) + 2∂yc
( 1
A1 + iB1
)
∂ycΛ3,2(ω) +
[∂2yc ,Λ3,2]ω
A1 + iB1
= I ′1 + · · ·+ I ′11.
By (7.13) and Lemma 7.4, we get
‖I ′1‖L2 ≤ C
∥∥∥∥ ρA1 + iB1
∥∥∥∥
L∞
∥∥ sin yc[∂2yc , ρII1,1]ω∥∥L2 ≤ C(α‖ω‖L2 + ‖∂yω‖L2),
‖I ′2‖L2 ≤ C
∥∥∥∥∂yc( ρu′(yc)A1 + iB1
)∥∥∥∥
L∞
∥∥∂yc(ρII1,1(ω))∥∥L2 ≤ C‖ω‖H1 ,
‖I ′3‖L2 ≤ C
∥∥∥∥∂2yc( ρu′(yc)A1 + iB1
)∥∥∥∥
L∞
∥∥ρII1,1(ω)∥∥L2 ≤ Cα‖ω‖L2 .
By (7.13) and Lemma 7.5, we get
‖I ′4‖L2 ≤ C
∥∥∥∥ ρA1 + iB1
∥∥∥∥
L2
‖ sin3 yc[∂2yc ,L0]ω‖L∞ ≤ C(α‖ω‖L2 + ‖∂yω‖L2),
and
‖I ′5‖L2 ≤ C
∥∥∥∥ 1sin2 yc∂yc
( ρ2u′(yc)
A1 + iB1
)∥∥∥∥
L2
∥∥ sin2 yc∂yc(L0(ω))‖L∞
≤ C(α 12 ‖ω‖L∞ + ‖ω′‖L2) ≤ C(α‖ω‖L2 + ‖ω′‖L2),
and
‖I ′6‖L2 ≤ C
∥∥∥∥ 1sin2 yc∂2yc
( ρ2u′(yc)
A1 + iB1
)∥∥∥∥
L2
∥∥ρL0(ω)∥∥L∞
≤ Cα‖ω‖L2 .
We get by (7.13) that
‖I ′7‖L2 ≤ C‖ω‖L2
∥∥∥∥∂2yc( ρu′(yc)A1 + iB1
)∥∥∥∥
L∞
≤ Cα‖ω‖L2 ,
‖I ′8‖L2 ≤ C‖∂yω‖L2
∥∥∥∥∂yc( ρu′(yc)A1 + iB1
)∥∥∥∥
L∞
≤ C‖∂yω‖L2 .
By (7.13), (7.19) and (7.20), we get
‖I ′9‖L2 ≤ Cα4
∥∥∥∥ Λ3,2(ω)1 + α sin yc
∥∥∥∥
L2
≤ Cα‖ω‖L2 ,
‖I ′10‖L2 ≤ Cα3
∥∥∥∥ ∂ycΛ3,2(ω)1 + α sin yc
∥∥∥∥
L2
≤ Cα‖ω‖L2 .
And by (7.22), we have
‖I ′11‖L2 ≤ C(‖∂yω‖L2 + α‖ω‖L2).
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Summing up, we conclude the even case.
7.2.4. H1 estimate of wave operator. We need the following lemmas.
Lemma 7.6. It holds that
‖ sin3 yc[∂yc ,L0](ϕ)‖L∞ ≤ C(‖ϕ‖L∞ + α
1
2‖ϕ‖L2).
Proof. By (7.6) in [34], we get
∂ycL0(ϕ) =
(L0(ϕ′)− I0,1(ϕ) + I0,0(ϕ)) + u′(yc)L1(ϕ),
which gives
[∂yc ,L0](ϕ) = −I0,1(ϕ) + I0,0(ϕ) + u′(yc)L1(ϕ).
We get by (7.7) in [33] that
| sin3 ycI0,j(ϕ)| ≤ C‖ϕ‖L∞ ,
and by Lemma 7.6 in [33], we get
|u′(yc)4L1(ϕ)| ≤ Cα 12‖ϕ‖L2 .
This proves the lemma. 
Lemma 7.7. It holds that
‖ρII1(ϕ)‖L2 ≤ C‖ϕ‖L2 , ‖ρL0(ϕ)‖L2 ≤ C‖ϕ‖L2 .
Proof. We can write L0(ϕ) = L0,1(ϕ) + L0,2(ϕ) + L0,3(ϕ) so that for yc ∈ Ik,
L0,1(ϕ)(yc) = L0,1(ϕχJk)(yc),
L0,2(ϕ)(yc) =
∫ pi
0
∫ z
yc
ϕ(y)(1 − χJk(y))
1
(u(z) − c)2
φ1(y, c)
φ1(z, c)2
dydz,
L0,3(ϕ)(yc) = −
∫ pi
0
∫ z
yc
ϕ(y)(1 − χJk(y))
1
(u(z) − c)2 dydz,
Here Ik = ((k − 1)pi/n, kpi/n] for 1 ≤ k ≤ n, k ∈ Z and Ik = ∅ otherwise, and Jk =
Ik−1 ∪ Ik ∪ Ik+1, and n is the integer such that n ≤ piα < n+ 1.
Due to α > 1, we have n ≥ 3, piα < n + 1 < 3n/2 and |y − yc| ≤ 2pi/n < 3/α for
yc ∈ Ik, y ∈ Jk. By Lemma 7.5, we have
|u′(yc)2L0,1(ϕ)(yc)|2 ≤ Cα
∫ pi
0
|ϕ(y)|2χ{|y−yc|≤3/α}dy,
which gives
‖(u′)2L0,1(ϕ)‖2L2 ≤ Cα
∫ pi
0
|ϕ(y)|2
∫ pi
0
χ{|y−yc|≤3/α}dycdy ≤ C‖ϕ‖2L2 .(7.23)
By Lemma 3.7 and Proposition 3.8 in [34], we know that 1 ≤ φ1(y, c) ≤ φ1(z, c) and 0 <
φ1(y,c)
φ1(z,c)2
≤ 1φ1(z,c) ≤ Ce−C
−1α|z−yc| for yc ≤ y ≤ z ≤ pi or 0 ≤ z ≤ yc ≤ y. On the other hand,
u′(yc)|z − yc| ≤ C|u(z)− c| and |y − yc| ≥ pi/n ≥ 1/α for yc ∈ Ik, y 6∈ Jk. Thus, we obtain
|u′(yc)2L0,2(ϕ)(yc)| ≤ C‖ϕ‖L∞
∫
{|z−yc|≥1/α}∩[0,pi]
|z − yc|u′(yc)2
(u(z)− c)2 e
−C−1α|z−yc|dz
≤ C‖ϕ‖L∞
∫
{|z−yc|≥1/α}∩[0,pi]
1
|z − yc|e
−C−1α|z−yc|dz
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≤ C‖ϕ‖L∞
∫
{|z|≥1}
1
|z|e
−C−1|z|dz ≤ C‖ϕ‖L∞ ,
and
‖(u′)2L0,2(ϕ)‖L1 ≤ C
∫ pi
1/α
∫ yc−1/α
0
∫ yc−1/α
z
|ϕ(y)| u
′(yc)2
(u(z) − c)2 e
−C−1α|z−yc| dydzdyc
+C
∫ pi−1/α
0
∫ pi
yc+1/α
∫ z
yc+1/α
|ϕ(y)| u
′(yc)2
(u(z) − c)2 e
−C−1α|z−yc| dydzdyc
≤ Cα2
∫ pi−1/α
0
|ϕ(y)|
∫ y
0
∫ pi
y+1/α
e−C
−1α|z−yc|dzdycdy
+Cα2
∫ pi
α
|ϕ(y)|
∫ y−1/α
0
∫ pi
y
e−C
−1α|z−yc|dycdzdy
≤ Cα
∫ pi−1/α
0
|ϕ(y)|
∫ y
0
e−C
−1α|y−yc|dycdy
+Cα
∫ pi
1/α
|ϕ(y)|
∫ y−1/α
0
e−C
−1α|z−y|dzdy ≤ C
∫ pi
0
|ϕ(y)|dy,
from which and the interpolation, we deduce that
‖(u′)2L0,2(ϕ)‖L2 ≤ C‖ϕ‖L2 .(7.24)
Using the fact that
II1,1(ϕ)(yc) = p.v.
∫ pi
0
Int(ϕ)(y) − Int(ϕ)(yc)
(u(y)− u(yc))2 dy = p.v.
∫ pi
0
∫ z
yc
ϕ(y)dy
(u(z)− c)2 dz,
we find that L0,3(ϕ)(yc) = −II1,1((1 − χJk)ϕ)(yc), thus,
L0,3(ϕ)(yc) + II1,1(ϕ)(yc) = II1,1(χJkϕ)(yc) := L0,4(ϕ)(yc),
for yc ∈ Ik. By Lemma 7.4, we have
‖ρII1,1(ϕ)‖L2 ≤ C‖ϕ‖L2 ,(7.25)
which implies
‖ρL0,4(ϕ)‖L2(Ik) ≤ ‖ρII1,1(χJkϕ)‖L2 ≤ C‖χJkϕ‖L2 .
Thus, we have
‖ρL0,4(ϕ)‖2L2 =
n∑
k=1
‖ρL0,4(ϕ)‖2L2(Ik) ≤ C
n∑
k=1
‖χJkϕ‖2L2(7.26)
=C
n∑
k=1
(‖ϕ‖2L2(Ik−1) + ‖ϕ‖2L2(Ik−1) + ‖ϕ‖2L2(Ik+1)) ≤ C‖ϕ‖2L2 .
Notice that ρ(c) = (sin yc)
2 = u′(yc)2, and L0(ϕ) = L0,1(ϕ) + L0,2(ϕ) + L0,3(ϕ), and
II1(ϕ) = L0(ϕ) + II1,1(ϕ) = L0,1(ϕ) + L0,2(ϕ) + L0,4(ϕ). Then the result is a consequence of
(7.23),(7.24),(7.25) and (7.26). 
Now we are in a position to prove (5.3) and (5.4).
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Proof. Let ω = ωo + ωe with ωo =
ω(y)−ω(−y)
2 and ωe =
ω(y)+ω(−y)
2 . Then by (7.13), (7.19)
and Lemma 7.7, we have
‖ sin yD1(ωo)‖L2 ≤
∥∥∥∥ sin ycA+ iB
∥∥∥∥
L∞
(‖ρII1(ωo)‖L2 + pi‖ωo‖L2) ≤ Cα−1‖ωo‖L2 ,
and
‖ sin yD1(ωe)‖L2 ≤C
∥∥∥∥α2 sin3 yc(ρII1(ωe)− piiωe) + α2Λ3,2(ωe)(1 + α sin yc)3
∥∥∥∥
L2
≤Cα−1(‖ρII1(ωe)‖L2 + pi‖ωe‖L2) + Cα2
∥∥∥∥ Λ3,2(ωe)1 + α sin yc
∥∥∥∥
L2
≤Cα−1‖ωe‖L2 ,
which show the inequality (5.3).
If ω ∈ H2(T), by (5.2) , we have
sin yD1(ω) ∈ H2((−pi, 0) ∪ (0, pi)), D1(ω) ∈ H2((−5pi/6,−pi/6) ∪ (pi/6, 5pi/6)).
By the proof of Proposition 6.1 in [34], we have ‖ ∂kycΛ1(ωo)
(sin yc)2−k(1+α sin yc)
‖L2 ≤ Cα
1
2‖ωo‖H2 for k =
0, 1, 2, using (7.13) and −u′′D1(ωo)(−yc) = u′′D1(ωo)(yc) = Λ1(ωo)(yc)A+iB −ωo(yc), we deduce that
u′′D1(ωo) ∈ H2(T). By the proof of Proposition 6.2 in [34], we have ‖ ∂
k
yc
Λ1(ωe)
(sin yc)2−k(1+α sin yc)3
‖L2 ≤
Cα−
1
2‖ωe‖H2 for k = 0, 1, 2, using (7.13) and u′′D1(ωe)(−yc) = u′′D1(ωe)(yc) = Λ3(ωe)(yc)A1+iB1 −
ωe(yc), we deduce that u
′′D1(ωe) ∈ H2(T). As u′′(y) = cos y, and u′′D1(ω) ∈ H2(T), we have
D1(ω) ∈ H2((−pi/3, pi/3) ∪ (2pi/3, 4pi/3)). Therefore, D1(ω) ∈ H2(T) if ωH2(T).
Now we prove (5.4). Direct calculation gives
∂yc(sin ycD1(ωo)) = ρII1,1(ωo)∂yc
( sin yc
A+ iB
)
+ ∂yc
(
ρII1,1(ωo)
)( sin yc
A+ iB
)
+ L0(ωo)∂yc
(
ρ
sin yc
A+ iB
)
+ ∂ycL0(ωo)
(
ρ
sin yc
A+ iB
)
− ωo∂yc
(pii sin yc
A+ iB
)
− ∂ycωo
(pii sin yc
A+ iB
)
= I1 + · · ·+ I6.
By Lemma 7.4 and (7.13), we get
‖I1‖L2 ≤ C‖ sin ycII1,1‖L2
∥∥∥ sin yc∂yc( sin ycA+ iB)∥∥∥L∞ ≤ Cα−1‖ωo‖H1 ,
‖I2‖L2 ≤ C‖ρII1,1‖H1
∥∥∥( sin yc
A+ iB
)∥∥∥
L∞
≤ Cα−1‖ωo‖H1 .
By Lemma 7.5, Lemma 7.6, Lemma 7.7 and (7.13), we get
‖I3‖L2 ≤ Cα−
1
2‖ sin2 ycL0(ωo)‖L∞
∥∥∥ α 12
sin2 yc
∂yc
(ρ sin yc
A+ iB
)∥∥∥
L2
≤ C‖ωo‖L2
∥∥∥ α 12
(1 + α sin yc)
∥∥∥
L2
≤ C‖ωo‖L2 ,
‖I4‖L2 ≤ C‖ sin2 ycL0(ω′o)‖L2
∥∥∥ 1
sin2 yc
(ρ sin yc
A+ iB
)∥∥∥
L∞
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+ C
∥∥∥ sin3 yc[∂yc ,L0](ωo)‖L∞∥∥∥ 1sin3 yc
(ρ sin yc
A+ iB
)∥∥∥
L2
≤ Cα−1‖ω′o‖L2 + Cα−
1
2 (‖ωo‖L∞ + α
1
2 ‖ωo‖L2) ≤ Cα−1‖ω′o‖L2 + C‖ωo‖L2 .
By (7.13), we get
‖I5‖L2 ≤ C‖ωo‖L2
∥∥∥ sin yc∂yc(pii sin ycA+ iB )∥∥∥L∞ ≤ C‖ωo‖H1 ,
‖I6‖L2 ≤ C‖∂yωo‖L2
∥∥∥(pii sin yc
A+ iB
)∥∥∥
L∞
≤ Cα−1‖∂yω‖L2 .
Summing up, we conclude the odd case. For the even case, we have
∂yc(sin ycD1(ω))
=
( ρu′(yc)
A1 + iB1
)
∂yc
(
ρII1,1(ωe)
)
+ ∂yc
( ρu′(yc)
A1 + iB1
)
ρII1,1(ωe)
+
( ρ2u′(yc)
A1 + iB1
)
∂yc
(L0(ωe))+ ∂yc( ρ2u′(yc)A1 + iB1
)
L0(ωe)
− piiωe∂yc
( ρu′(yc)
A1 + iB1
)
− pii
( ρu′(yc)
A1 + iB1
)
∂ycωe
+ ∂yc
( 1
A1 + iB1
)
Λ3,2(ωe) +
( 1
A1 + iB1
)
∂ycΛ3,2(ωe)
= I ′1 + · · ·+ I ′8.
By (7.13) and Lemma 7.4, we get
‖I ′1‖L2 ≤ C
∥∥∥∥( ρu′(yc)A1 + iB1
)∥∥∥∥
L∞
∥∥∂yc(ρII1,1(ωe))∥∥L2 ≤ Cα−1‖ωe‖H1 ,
‖I ′2‖L2 ≤ C
∥∥∥∥∂yc( ρu′(yc)A1 + iB1
)∥∥∥∥
L∞
∥∥ρII1,1(ωe)∥∥L2 ≤ C‖ωe‖L2 .
By (7.13), Lemma 7.6 and Lemma 7.7, we get
‖I ′3‖L2 ≤ C
∥∥∥∥ 1sin2 yc
( ρ2u′(yc)
A1 + iB1
)∥∥∥∥
L∞
∥∥ sin2 ycL0(ω′e)‖L2
+ C
∥∥∥∥ 1sin3 yc
( ρ2u′(yc)
A1 + iB1
)∥∥∥∥
L2
∥∥ sin3 yc[∂yc ,L0](ωe)‖L∞
≤ Cα−1‖ω′e‖L2 + α−
1
2 (‖ωe‖L∞ + α
1
2 ‖ωe‖L2) ≤ C(‖ωe‖L2 + α−1‖ω′e‖L2).
By (7.13) and Lemma 7.5, we get
‖I ′4‖L2 ≤ C
∥∥∥∥ 1sin2 yc∂yc
( ρ2u′(yc)
A1 + iB1
)∥∥∥∥
L2
∥∥ρL0(ωe)∥∥L∞ ≤ C‖ωe‖L2 .
By (7.13), we get
‖I ′5‖L2 ≤ C‖ωe‖L2
∥∥∥∥∂yc( ρu′(yc)A1 + iB1
)∥∥∥∥
L∞
≤ C‖ωe‖L2 ,
‖I ′6‖L2 ≤ C‖∂yωe‖L2
∥∥∥∥( ρu′(yc)A1 + iB1
)∥∥∥∥
L∞
≤ Cα−1‖∂yωe‖L2 .
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By (7.13), (7.19) and (7.20), we get
‖I ′7‖L2 ≤ Cα3
∥∥∥∥ Λ3,2(ωe)1 + α sin yc
∥∥∥∥
L2
≤ C‖ωe‖L2 ,
‖I ′8‖L2 ≤ Cα2
∥∥∥∥∂ycΛ3,2(ωe)1 + α sin yc
∥∥∥∥
L2
≤ C‖ωe‖L2 .
Summing up, we conclude the even case. 
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