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ABSTRACT
Berry phase plays an important role in many non-trivial phenomena over a broad range
of many-body systems. In this thesis we focus on the Berry phase due to the change of
the particles’ momenta, and study its effects in free and interacting fermionic systems. We
start with reviewing the semi-classical kinetic theory with Berry phase for a non-interacting
ensemble of fermions – a Berry Fermi gas – which might be far-from-equilibrium. We partic-
ularly review the famous Berry phase contribution to the anomalous Hall current. We then
provide a concrete and general path integral derivation for the semi-classical theory. Then
we turn to the specific example of Weyl fermion, which exhibits the profound quantum phe-
nomenon of chiral anomaly; we review how this quantum effect, and its closely related chiral
magnetic effect and chiral vortical effect, arise from Berry phase in the semi-classical kinetic
theory. We also discuss how Lorentz symmetry in the kinetic theory of Weyl fermion, seemly
violated by the Berry phase term, is realized non-trivially; we provide a physical interpre-
tation for this non-trivial realization, and discuss its mathematical foundation in Wigner
translation. Next, we turn towards interacting fermionic systems. We consider Fermi liq-
uid near equilibrium, and propose the Berry Fermi liquid theory – the extension to Landau
Fermi liquid theory incorporating Berry phase (and other) effects. In our proposed Berry
Fermi liquid theory, we can show the Berry phase is a Fermi surface property, qualitatively
unmodified by interactions. But there also arise new effects from interactions, most notably
the emergent electric dipole moment which contributes to the anomalous Hall current in
addition to the usual Berry phase contribution. We prove our proposed Berry Fermi liquid
theory from quantum field theory to all orders in Feynman diagram expansion under very
general assumptions.
The discussion of Berry Fermi gas is based on the previous literature and the author’s
works [14] and [13]. The Berry Fermi liquid theory follows from the author’s work [15].
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CHAPTER 1
INTRODUCTION
1.1 Background, Problems and Results
As we learn to do quantum mechanics, we learn to diagonalize the Hamiltonian:
H = U D U†. (1.1)
The diagonal matrix D is the spectrum of energy eigenvalues, while the unitary matrix U
has its columns as energy eigenstates. We have learned to pay much attention to D when
considering the dynamics, or time evolution, of the system. But it would be hard to believe
if the U part has no effect on dynamics.
Indeed, the U part has effects that people have noticed in different problems. But it was
not until 1984 that a unified, general picture appeared. This is Berry’s picture of geometric
phase [8], or Berry phase as we call it. Suppose the Hamiltonian depends on a few adjustable
parameters QI . For simplicity, we let |u(Q)〉 be an energy eigenstate (a column of U(Q))
whose corresponding energy eigenvalue E(Q) (an entry of D(Q)) is well gapped with other
eigenvalues. Now we adjust the parameters QI in time, QI = QI(t); the variation in time
is so slow compared to the energy gap over ~. Then, according to the quantum adiabatic
theorem, if the initial state is prepared in u(Q(t = 0)), the state of the system will stay in
the instantaneous eigenstate |u(Q(t))〉 of the Hamiltonian, up to a complex phase. That is,
the state at time t is |ψu(t)〉 = eiθ(t)|u(Q(t))〉 with θ(t = 0) = 0. Now let’s compute the
phase θ(t). Using the Schro¨dinger’s equation i~∂t|ψu(t)〉 = H(Q(t)) |ψu(t)〉, we have
i~ ∂t|u(Q(t))〉 − ~ ∂tθ(t) |u(Q(t))〉 = E(Q(t)) |u(Q(t))〉 (1.2)
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Contracting with 〈u(Q(t))| on the left, and integrating over time, we find the phase is
θ(t) = −
∫ t
0
dt′ E(Q(t
′))
~
−
∫ Q(t)
Q(0)
dQI a
I(Q), aI(Q) ≡ −i 〈u(Q)|∂QI |u(Q)〉 (1.3)
The first term is the usual dynamical phase from the diagonalD part of the Hamiltonian. The
second term is the geometric phase due to the U part, and aI is called the Berry connection
in the space of QI . But we are not done yet. The definition of |u(Q)〉 is ambiguous. We
can redefine it by |u(Q)〉 → eiφ(Q)|u(Q)〉 (corresponding to redefining U by multiplying a
unitary diagonal matrix to its right), and the Berry connection will shift by aI → aI +∂QIφ,
so its contribution to θ(t) will be shifted by the boundary term φ(Q(t)) − φ(Q(0)). Thus,
it seems the Berry connection contribution is just arbitrary. It indeed is, except if the we
adjust the system back to its initial setup Q(t) = Q(0). In that case, the phase
θBerry =
∫ Q(t)=Q(0)
Q(0)
dQI a
I(Q) (1.4)
is independent of the choice of φ, but only depends on the loop QI(t) traces out (due to
our physical adjustment) in the Q space. This unambiguous phase is the Berry phase. Note
that the Berry phase does not depend on how QI(t) changes with time, but only on the loop
traced out. A closely related concept is the Berry curvature
bIJ (Q) ≡ ∂QIaJ (Q)− ∂QJaI(Q) (1.5)
which represents “the density of Berry phase per unit area in the Q space”, and is unam-
biguously independent of the choice of phase φ(Q). If we compare the Berry phase θBerry to
the magnetic flux Φ, then the Berry connection aI(Q) is analogous to the vector potential
Ai(~x), while the Berry curvature b
IJ (Q) is analogous to the magnetic field Fij(~x).
The phenomenon of Berry phase is rooted in the mismatching between the inner product
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structure of the Hilbert space (“dagger-ing”) and the detailed way the Hamiltonian depends
on Q; this mismatching is captured in the definition of aI . This is analogous to another
phenomenon of geometric phase – the Foucault pendulum, where the precession angle is
due to the mismatching between the pendulum’s tendency to move under inertia and the
transport of the pendulum as the Earth rotates. In both cases adiabaticity plays a crucial
role. In the Berry phase case, the time variation of Q must be slow enough for the state |ψ〉
to stay proportional to the instantaneous eigenvector |u(Q(t))〉. In the Foucault pendulum
case, the transport of the pendulum must be slow enough that it does not exert force on the
pendulum’s motion.
In the above we have considered the parametersQ being externally adjustable parameters.
But they can also be quantum numbers, and that is the scenario we focus on in this thesis.
Consider the Weyl Hamiltonian as an example: Hˆαβ = pˆi(σ
i)αβ . The Hilbert space has
an infinite dimensional subspace, on which the momentum operator acts, as well as a two
dimensional subspace, the internal space, on which the Pauli matrices act. If we diagonalize
the momentum operators first, we can use the quantum numbers pi to label the left-over part
of the Hamiltonian, which now acts only on the two dimensional internal space (spinor space)
Hαβ(p) = pi(σ
i)αβ . Another example is the Bloch wave in a lattice. We can diagonalize the
lattice momentum part first, and then the Hamiltonian becomes a matrix, labelled by the
lattice momentum, acting on the discrete band index. In this thesis, the QI we consider are
the spatial momentum pi, so the Berry curvature is a curvature in the momentum space.
Of course, if pi are good quantum numbers, the momentum will be constant in time and
there will be no Berry phase effect. Therefore, to see the effects of the momentum space
Berry curvature, we must perturb the system so that the particle’s momentum changes slowly
in time.
As we can see from the above, Berry curvature effects are very common; they generally
exist if there is an internal Hilbert space of more than one dimension (i.e. more than one
3
Fermionic systems Neglect Berry Phase Include Berry Phase
Free simple Fermi gas Berry Fermi gas
Interacting
Landau’s Fermi liquid Berry Fermi liquid
non-Fermi liquid. . .
Table 1.1: Free and interacting fermionic systems, with and without Berry phase.
band). However, their effects are order ~ suppressed compared to the usual phase due to
the energy eigenvalue. Therefore, Berry curvature effects are only visible if we consider the
next-to-leading order effects in ~ expansion, or equivalently low frequency / long wavelength
expansion. This is why they are usually overlooked in more traditional studies of bands.
In this thesis, we consider multi-band fermionic systems, both free and interacting ones,
in which the particles’ momenta change in time due to external electromagnetic field, mani-
festing the effects of the momentum space Berry curvature. Let’s organize the different cases
as Table 1.1. In this thesis we study the two cell on the right, the non-interacting Berry
Fermi gas, and the interacting Berry Fermi liquid. Below we introduce the contents in this
table in some details.
The upper left cell of simple Fermi gas is the most elementary case. The key concept is
Pauli’s exclusion principle, leading to phenomena such as degeneracy pressure, the existence
of Fermi surface. . . which are fundamental to our present day understanding of the physical
world.
In simple Fermi gas, Pauli exclusion is crucial to the macroscopic ensemble behavior;
however, the particles’ dynamics is completely classical. If we go one order higher in ~
expansion, we will see the quantum effects on the dynamics due to the momentum space
Berry curvature. This brings us into the regime of Berry Fermi gas theory. Berry phase effect
in fermionic system made its first appearance as early as 1950s, when Karplus, Luttinger
and Kohn studied the anomalous Hall effect in ferromagnets and attributed the effect to
an “anomalous velocity” (explained below) of the electrons in the lattice [36, 39, 51, 50].
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Of course, this was before the formulation of the general concept of Berry phase [8]. The
formal connection between the anomalous velocity and the Berry phase was realized by
Chang, Niu and Sundaram in the 1990s [12, 11, 72]. The anomalous velocity is a quantum
correction to the particle’s velocity perpendicular to the external force (electric field), much
like the Lorentz force is a force perpendicular to the particle’s velocity. Chang, Niu and
Sundaram made this analogy mathematically concrete; in particular, the role played by the
magnetic field (a curvature of magnetic flux in position space) in Lorentz force is played by
the momentum space Berry curvature in the anomalous velocity.
Berry curvature in Fermi gas leads to other interesting phenomena besides anomalous
Hall effect. Most amazingly, the profound phenomenon of chiral anomaly can be reproduced
from Berry curvature. The chiral anomaly is the phenomenon that, in a system of Weyl
fermions, the right-handed fermion number and the left-handed fermion number are sepa-
rately conserved classically, but quantum mechanically they are not conserved, only their
sum, the total fermion number (total electric charge) is conserved. This phenomenon has
important experimental consequences (e.g. the pion decay rate) and deep mathematical
structure. In recently years it was shown this phenomenon can be reproduced from the
Berry curvature effect in the kinetic theory of Weyl fermions [67, 68, 69, 29, 16]. Two closely
associated phenomena, chiral magnetic effect (CME) [77, 28] and the chiral vortical effect
(CVE) [76, 66], can also be reproduced from the Berry curvature in kinetic theory.
The above aspects of Berry Fermi gas will be reviewed in Chapter 2 of this thesis.
At the same time as Berry Fermi gas theory achieves such success in describing Weyl
fermions, a sharp problem arises. Weyl fermion is a relativistic particle respecting Lorentz
invariance. On the other hand, the entire story of Berry curvature explicitly breaks Lorentz
invariance, since it is a curvature in the space of spatial momentum ~p, i.e. it depends on
the choice of a reference frame. In Chapter 3 of this thesis we provide the resolution to this
problem [14]. For the semi-classical theory with Berry curvature to be Lorentz invariant,
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or equivalently frame independent, it turns out the “spacetime position” xµ and the “four
momentum” pµ of the Weyl fermion must be frame dependent. This sounds odd, but it is a
consequence of the fact that the semi-classical Weyl fermion has non-point-like feature due
to its spin, and therefore the physical meaning of xµ and pµ must be interpreted carefully. It
was also known that the frame dependence of x and p is related to Wigner translation [25, 71],
the non-compact part of the little group of a massless spinning particle; in this thesis we will
present the relation in a way somewhat different from the presentation in the literature.
We will take one step further, and consider how collisions of Weyl fermions can be included
in the semi-classical kinetic theory in compatible with Lorentz invariance [13]. Collisions
will relax a far-from-equilibrium ensemble, described by our chiral kinetic theory, to local
equilibrium, described by chiral hydrodynamics. This is an important step, establishing the
bridge from microscopic quantum mechanics to locally-equilibrium hydrodynamics, via the
far-from-equilibrium kinetic theory.
The above explains the first row in Table 1.1. But in real systems interactions are
generally present, and usually not small. Therefore we need to turn to the second row.
Landau’s theory of Fermi liquid [41, 40], established in the 1950s, is one of the cor-
nerstones of condensed matter physics. A Fermi liquid is an interacting fermionic system
satisfying two conditions: its ground state is described by a Fermi surface much like that of a
non-interacting Fermi gas, and moreover its low energy spectrum is described by “quasiparti-
cle” excitations which are qualitatively similar to non-interacting particles. With his superb
insight, Landau realized there is only one effect of interaction at low energy – a local interac-
tion potential energy between quasiparticles. Quasiparticle decay and collision arising from
interactions are suppressed by the low energy, due to the limited availability of decay / colli-
sion channels. Thus, the low energy behavior of a Fermi liquid can be described by a kinetic
theory very similar to that of a Fermi gas, with the addition of a local interaction potential
energy. This simple picture, the Landau Fermi liquid theory, has been extremely successful
6
in describing a large class of interacting fermionic systems, most notably Helium-3 [6] and
electrons in normal metal.
Landau’s intuitive theory was soon proven by matching with Feynman diagram expansion
to all orders in perturbations theory, by Landau himself and others [43, 59, 49, 1]. In the
1990s, Landau’s original insight was finally concretely casted in the language of low energy ef-
fective field theory [60, 61]. Except for a possible instability in the Bardeen-Cooper-Schrieffer
channel, Landau’s Fermi liquid theory provides a truly universal low-energy effective descrip-
tion of Fermi liquid systems with short-ranged interactions.
We shall now turn to the motivation of our Berry Fermi liquid theory [15]. As mentioned
above, people have derived many interesting results from Berry Fermi gas theory, but how
much of those survives once interaction is included (as in real systems)? Also, are there
any new effects arising from interactions that are not present in Berry Fermi gas theory?
To answer these two questions, we have to extend Landau’s Fermi liquid theory into next-
to-leading order in low energy / long wavelength expansion. This extension, we call Berry
Fermi liquid theory, is presented in Chapter 4. We will also provide a proof to the Berry
Fermi liquid theory by resumming Feynman diagram expansion to all orders. Our main
results are the followings. First, it is known that for a Fermi gas, the Berry curvature effects
can be written as Fermi surface integral [32]. It would be important if the same can be done
for a Fermi liquid, because for a Fermi liquid the system’s properties far from the Fermi
surface are generally complicated and non-universal. We show this indeed can be done in
Fermi liquid, and the form of the Fermi surface integral is almost the same as in Fermi gas.
Second, in addition to the usual Berry curvature contribution, there is a new contribution
to the anomalous Hall effect from the quasiparticles’ emergent electric dipole moment due
to interactions. Third, at next-to-leading order in low energy / long wavelength expansion,
we have to consider quasiparticle decay and collisions; however, they have no contribution
to the “interesting physics” such as anomalous Hall effect, chiral magnetic effect, etc.
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In the previous literature, the work that has the most overlap with our Berry Fermi liquid
theory is Ref. [62] where the interplay between Berry curvature and interaction has been
studied in a very general context. The authors of Ref. [62] showed, via the Keldysh formalism,
that the quasiparticles’ motion has an anomalous velocity due to the Berry curvature, as in
the non-interacting case, but the content of the Berry curvature is modified by interactions.
There are four main differences between Ref. [62] and our Chapter 4. First, in contrast
to Ref. [62], we only study linear response, which does not see the effect of the anomalous
velocity. Second, in our theory the Berry curvature effects show up in (the non-quasiparticle
contribution to) the current, which is not computed in Ref. [62]. Third, we are able to take
into account the effect of the quasiparticle collisions and the finite quasiparticle lifetime.
Last, we are able to answer the question whether interesting transport phenomena such
as the anomalous Hall effect involve Fermi surface contribution only, or involve Fermi sea
contribution as well.
One can notice at the bottom of Table 1.1, there is also “non-Fermi liquid”. Fermi liquid
describes a large class of interacting fermionic systems, but there are also many non-Fermi
liquid systems, not satisfying one or both assumptions about Fermi liquid. The study of
these systems is an important subject, but far beyond the scope of this thesis.
Finally, we emphasize that impurities / disorders are completely neglected in this thesis.
This is a purely theoretical idealization. There are extra non-trivial effects if disorders are
included. For instance, there will be extra contribution to anomalous Hall effect from skew-
scattering and side-jump; see Ref.[53] for review.
The chapters of this thesis are related to the author’s research works as the following.
Chapter 2 is mostly a summarization of previous literature, except for Section 2.4, which is a
generalized and refined version of the path integral derivation in the author and collaborators’
work Ref.[14]. The first two sections of Chapter 3 are also based on [14]; the third section
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is from some unpublished work of the author; Section 3.4 is an elaboration of the author
and collaborators’ work [13]. Chapter 4 is mainly a reproduction of the author and advisor’s
recent work [15], with the example in Section 4.1 added for demonstration purpose.
Needless to say, the references included in this thesis are far from a complete list on
this rich subject. Here the author only included those which were more familiar to the
author during the course of study. There must be a lot of important works missing from the
references due to the author’s limitation.
1.2 Organization of the Thesis
Chapters 2 and 3 are devoted to Berry Fermi gas system without interaction. In Chapter 2,
we start with a review of the symplectic formulation of classical mechanics. Then we present
the semi-classical action of a single particle with Berry curvature in external electromagnetic
field, and extract the implications from the action using the symplectic formulation. We then
consider a non-interacting ensemble of such particles – we focus on fermions in particular –
and discuss the general effects of Berry curvature on the ensemble’s macroscopic behavior;
we will pay particular attention to the anomalous Hall current due to Berry curvature. To
support the validity of the semi-classical action, in Section 2.4 we derive it from path integral
under very general setting, and get to understand the microscopic origin of the particle’s
Berry curvature as well as its magnetic dipole moment. We then turn from the general
case to the specific example of Weyl fermion as a concrete demonstration of the general
formalism. The example of Weyl fermion is important in its own. It has band touching, and
exhibits chiral anomaly as well as the associated chiral magnetic effect and chiral vortical
effect. We will present the computation of chiral magnetic effect and chiral anomaly from
the semi-classical theory of Berry Fermi gas, and discuss the physical picture.
The semi-classical theory of Weyl fermion seems to violate Lorentz invariance, but it must
not. In Chapter 3 we resolve this puzzle. We will first provide a physical argument arguing
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that the notion of “position” of a semi-classical massless spinning particle must be frame
dependent. Then we present in detail how Lorentz invariance is realized non-trivially in the
semi-classical theory – both the notion of “position” and “momentum” are frame dependent.
We will show that, despite the frame dependence of position and momentum, the current
and stress-energy tensor are frame independent (Lorentz covariant), and therefore they are
the legitimate basic physical observables. We will give a physical interpretation to the non-
trivial realization of Lorentz invariance based on the helical (spinning) feature of the current.
In Section 3.3 we will explore the mathematical foundation of the non-trivial realization of
Lorentz invariance – it is due to Wigner translation, the non-compact part of the little group
of a massless spinning particle. Finally, in Section 3.4 we will consider one step beyond Fermi
gas theory. We assume the Weyl fermions collide, and study the restrictions on the form
of the collisionful kinetic theory due to Lorentz invariance. We show that such collisionful
kinetic theory of Weyl fermions will relax to the familiar chiral hydrodynamical limit, in
which we will compute the chiral vortical effect.
Chapter 4 is devoted to interacting fermionic systems with Berry curvature. We start
with a simple example, Dirac fermion with weak contact interaction in 2 spatial dimensions,
to demonstrate the appearance of new contribution to anomalous Hall current not present
in non-interacting systems. This example shows the inclusion of interaction must be a
non-trivial story. To proceed, we first provide a quick review on the computation of linear
response in Landau’s Fermi liquid theory. Then we present our proposed Berry Fermi liquid
theory, which incorporates Berry curvature effects (as well as other effects) in extension to
Landau’s theory. In Section 4.4 we derive the Berry Fermi liquid theory from perturbative
quantum field theory under very general assumptions. Our derivation is valid to all orders in
Feynman diagram expansion, as long as we stay in the long wavelength limit. The quantum
field theoretic derivation itself is quite technical and length, involving heavy use of Cutkosky
cut, Ward-Takahashi identity and combinatorial diagrammatic techniques; the organization
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of the derivation is provided at the beginning of Section 4.4.
At the end of each of these three chapters there is a “Summary and Outlook” section,
summarizing the main results and ideas in that chapter, and discussing unresolved problems
and future directions of study. These discussions will not be repeated in the final Conclusion
chapter. The final Conclusion chapter will contain brief discussions in broader perspective.
1.3 Conventions in the Thesis
To make the computations readable, it is important to clarify the conventions.
We generally consider systems in d spatial dimensions, i.e. (d+ 1) spacetime dimensions,
with d ≥ 2.
We denote spacetime (relativistic or not) coordinate as xµ, with x0 being time t (instead
of ct in usual relativistic context) and xi (i = 1, . . . , d) being spatial position. Spatial
momentum is denoted as pi = pi, while kinetic energy is denoted as p
0 = −p0. For derivatives
with respect to momentum, we denote ∂0p ≡ ∂/∂p0 = −∂/∂p0 = ∂p0 = −∂p0 while ∂ip ≡
∂/∂pi = ∂/∂p
i = ∂ip = ∂pi . This rule of raising and lowering indices on momentum is
compatible with, but does not rely on the Minkowski metric; it follows from the canonical
structure of classical / quantum mechanics.
For relativistic systems, our convention of Minkowski metric is ηµν = diag(−1, 1, . . . , 1),
and our convention of spacetime Levi-Civita symbol is 012...d = −012...d = 1.
We set the Boltzmann constant to kB = 1. For relativistic systems the speed of light
c = 1 is understood. However, we will generally leave ~ explicit to keep track of the quantum
effects in the semi-classical Berry curvature framework. We will set ~ = 1 in the quantum
field theory computations in Sections 4.1 and 4.4.
The validity of the semi-classical picture relies on low frequency / long wavelength ex-
pansion, i.e. the expansion of qµ ∼ ~ ∂xµ over the typical energy / momentum scale of the
system. It is equivalent to keep track of ~ or q; in Chapters 2 and 3 we keep track of the
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former, and in Chapter 4 the latter.
The notation X [i1...in] means Xi1...in with all the indices antisymmetrized; there are n!
terms in total, and in our convention there is an overall factor of 1/n!. The notation X{i1...in}
means Xi1...in with all the indices symmetrized; again there are n! terms in total and in our
convention there is an overall factor of 1/n!.
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CHAPTER 2
BERRY FERMI GAS
In this chapter, we discuss the semi-classical theory of a single particle with Berry curvature,
and extract its implications on an ensemble of non-interacting fermions – a Berry Fermi gas.
The particular strength of the Berry Fermi gas theory, as a Boltzmann type kinetic theory,
is that it describes macroscopic systems far-from-equilibrium, and therefore has broader
application (when interactions are small) than the commonly used hydrodynamics theory
which assumes local equilibrium. We will see how the Berry phase-related interesting physics
of anomalous Hall effect, chiral magnetic effect and chiral anomaly are computed in the Berry
Fermi gas theory.
This field has been very well-developed, therefore this chapter is mostly a summarization
of previous works. Section 2.4 contains a path integral derivation of the semi-classical theory
with full generality, which is not written down explicitly in the previous literature.
2.1 Review of Symplectic Formulation of Classical Mechanics
To most efficiently convey the Berry phase physics, we use the symplectic form formulation
of classical mechanics. Below is a brief review of the formulation.
2.1.1 Worldline Parametrized by Time
Consider the action of a single particle moving in d-dimensional space under Hamiltonian
H(~p, ~x, t):
S[~p(t), ~x(t)] =
∫
dS, dS = pidx
i −H(~p, ~x, t)dt (2.1)
where the integration is along an arbitrary worldline of the particle in the 2d-dimensional
phase space. We regard the first term of dS as the symplectic part, and the second term as
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the Hamiltonian part. Now we denote (xi, pi) collectively as ξI , so the action can be written
as
dS = ωIdξ
I −H(ξ, t)dt (2.2)
where ωI is called the symplectic 1-form, ωxi = pi, ωpi = 0. Adding to ωI a total ξ
I derivative
changes the action by a boundary term and affects no dynamics.
Consider arbitrary infinitesimal variations δξI :
δdS = δξIωIJdξ
J − δξI
(
∂ξIH + ∂tωI
)
dt, (2.3)
where dropping total derivative terms is always implicitly understood. Here ωIJ ≡ 2∂[ξIωJ ]
is the symplectic 2-form. Explicitly,
ωIJ =

ωxixj = 0 ωxipj = −δ
j
i
ωpixj = δ
i
j ωpipj = 0
 . (2.4)
On the other hand, ∂tωI = 0 in the present case; we will see below why we formally keep it.
The equation of motion (EoM) is derived by requiring dξ to be such that δdS is total
derivative for arbitrary δξ. This requires
ωIJdξ
J =
(
∂ξIH + ∂tωI
)
dt, i.e. dξI/dt
∣∣∣
EoM
= ωIJ
(
∂ξJH + ∂tωJ
)
, (2.5)
where ωIJ ≡ (ω−1)IJ is the inverse symplectic 2-form whose components are those of the
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Poisson brackets :
ωIJ ≡ (ω−1)IJ =

{xi, xj} = 0 {xi, pj} = δij
{pi, xj} = −δji {pi, pj} = 0
 . (2.6)
Similar, the symmetries of an action can be derived by requiring δξ to be such that δdS
is total derivative for arbitrary dξ. This requires the existence of some function Q(~x, ~p, t),
called the Noether charge of the corresponding symmetry, such that
δξIωIJ = −∂ξJQ, δξI
(
∂ξIH + ∂tωJ
)
= ∂tQ. (2.7)
It is easy to see when the EoM (2.5) is satisfied, dQ/dt|EoM = −δdS/dt = 0, i.e. the Noether
charge is a conserved quantity at EoM. Finally, if the symmetry transformation involves the
transformation of some non-dynamical parameter α on which H depends, then the second
equation in (2.7) should have an extra term δα∂αH on the left-hand-side.
All these seem quite trivial – all we have done is to state the textbook Hamiltonian
mechanics [30] in some fancy language. But the key point is the following: Now it is no longer
necessary to use (xi, pi) to parametrize the phase space; ξ
I can be arbitrary parametrization
of the phase space, and (2.3), (2.5) and (2.7) still hold, as long as we require ωIJ to transform
as a (0, 2)-tensor on the phase space. That is, under reparametrization ξI → ξ′I ′ ,
ωI ′J ′ = ωIJ∂ξ′I′ξ
I∂
ξ′J ′ξ
J . (2.8)
If ωIJ in a parametrization ξ
I still takes the “standard form” (2.4), then the parametrization
ξI are called canonical variables, otherwise ξI are non-canonical; for the study of Berry
curvature physics it is convenient to use non-canonical variables, as we will see later. Clearly,
in any parametrization, ω is always a non-degenerate, closed 2-form – in fact, these two
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properties are the defining properties of a symplectic 2-form. Non-degeneracy means the
phase space is physical and involves no redundant gauge degree of freedom; the dynamics
is completely determined by the EoM (2.5). The meaning of closed-ness will be discussed
later.
The reparametrization of ξI → ξ′I ′ can even be time dependent, as long as we require
the Hamiltonian to transform accordingly:
H ′ = H + ωJ∂tξJ (2.9)
so that the action (2.2), or equivalently its variation (2.3), remains invariant up to total
derivative.
Let’s see a simple example of non-canonical variables. A particle moving in external
electromagnetic field has action
dS = pidx
i + Ai(~x, t)dx
i −H(~p, ~x, t)dt (2.10)
(we have absorbed the electric potential −A0 into H). Here pi is the physical momentum
and is not canonical to xi. Explicitly,
ωIJ =

ωxixj = Fij ωxipj = −δ
j
i
ωpixj = δ
i
j ωpipj = 0
 (2.11)
where Fij ≡ 2∂[xiAj] is the magnetic field, and its corresponding block ωxixj gives rise to
the Lorentz force. One can define the canonical momentum
Pi(t) ≡ pi(t) + Ai(~x(t)), (2.12)
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so that (xi, Pi) are canonical variables and ω is brought back into the standard form (2.4),
at the price that H would now depend on A through pi = Pi − Ai.
The transformation law (2.8) implies the volume element
d2dξ
√
detωIJ = d
2dξ′
√
detωI ′J ′ (2.13)
is the natural volume element in the phase space – this is called the Liouville volume element.
For canonical variables clearly it is just d2dξ. An important property of the volume element
is the Liouville’s theorem:
∂t
√
detω + ∂ξI
(√
detω
dξI
dt
∣∣∣∣∣
EoM
)
= −
√
detω
2
3∂[ξIωJK] ω
IJωKL
(
∂ξLH + ∂tωL
)
= 0 (2.14)
where the second equality follows from the closed-ness ∂[ξIωJK] = 0. One can understand
this theorem as: a fluid (ensemble of independent particles) is flowing in the phase space in
time according to the EoM, but the Liouville volume of this fluid remain the same over time.
A question arises. In general relativity, we know not all metrics are locally reparametrization-
equivalent to the Minkowski metric, and the local inequivalence is measured by the Riemann
curvature. Are all symplectic 2-forms locally reparametrization-equivalent to the standard
one (2.4)? The answer is Yes: All non-degenerate closed 2-form is locally reparametrization-
equivalent to the form (2.4). This is the Darboux theorem and can be easily proven by
constructing a reparametrization using interpolation [23]. Thus, in classical mechanics, lo-
cally there is no non-trivial background in the phase space. The most familiar example is
(2.12).
But globally there is non-trivial information in the symplectic 2-form. While closed 2-
forms are locally exact, globally they may not be if the phase space is not simply-connected;
if so, ωI cannot be a globally continuous 1-form over the phase space. The failure of ωIJ
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being globally exact is measured by its de Rham cohomology. In our Berry phase story, this
issue is associated with the semi-classical picture of chiral anomaly in Section 2.6, where
the classical phase space has non-trivial topology because of band-touching points in the
momentum space.
2.1.2 Worldline Parametrized by Intrinsic Parameter
In the above, we have reviewed the symplectic formulation of single particle classical mechan-
ics. While the formalism is mostly beautiful, it has one ugliness: Time t, which we use to
parametrize the worldline, is a physical quantity, so the system may have time dependence,
and the phase space reparametrization ξ → ξ′ might also have time dependence. These
time dependence makes the symplectic 1-form appear explicitly in (2.5) and (2.9). But the
symplectic 1-form is contains non-physical information – the phase space gauge freedom of
adding total ξ derivative. Is there a formulation that can get rid all these troubles due to
time dependences?
There is another motivation for an alternative formulation. If we consider relativistic
systems (which we will), Lorentz invariance puts time and space at equal footing. But using
time to parametrize the worldline makes time special.
With these motivations, it is now clear how we shall reformulate the physics. Instead of
using the physical time t to parametrize the particle’s worldline, we use some intrinsic time
parameter τ . Since τ is intrinsic to the worldline only, the physical system shall not depend
on τ , and the any physically meaningful transformation should not depend on τ . The price
we pay is we promote the physical time and the associated energy to dynamical quantities.
For example, the action (2.10) is reformulated as
S =
∫
dS, dS = pµdx
µ + Aµ(x)dx
µ −H(p, x)λdτ (2.15)
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where x0 ≡ t is time and −p0 = p0 is energy. λ is the einbein on the worldline such
that λdτ = λ′dτ ′ under worldline reparametrization. λ is also a Lagrange multiplier – the
variation with respect to it demands H(p, x) = 0, from which the energy p0 can be solved in
the form
p0 = H(~p, ~x, t) (2.16)
where H is the Hamiltonian in our old formulation. The EoM for x0 relates the intrinsic λdτ
to the physical dx0, while the EoM for p0 will be compatible with dp0/λdτ = dH/λdτ . For
non-relativistic particle, we can choose H = p0 − |~p|2/2m. For relativistic particle, a nice
choice is H = pµpµ+m2 so that the entire action is manifestly Lorentz invariant (demanding
p0 > 0 in the solution is implicitly understood).
Now the phase space is 2(d+1)-dimensional, and instead of the (xµ, pµ) parametrization,
we can consider arbitrary parametrization ξI ; any parametrization of the phase space should
be independent of the worldline parameter τ . The formal results in the old formulation are
straightforwardly carried over, except dt are replaced by λdτ , and now nothing has the
∂τ dependence. The only unobvious modification is the Liouville phase space volume now
becomes
∫
d2dξ
√
detωIJ =
∫
d2d+2ξ
√
detωIJ δ(H)
d
λdτ
. (2.17)
(This can be proven by invoking the EoM for dx0/λdτ .) In particular, the right-hand-
side is invariant under reparametrization ξ → ξ′, because the reparametrization must be τ
independent and hence H′ = H. For relativistic systems, this expression of Liouville phase
space volume is very useful because it is manifestly Lorentz invariant as long as we have
chosen a Lorentz invariant expression for H (e.g. H = pµpµ +m2).
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2.2 Semi-Classical Particle with Berry Phase
Having had the formalism of symplectic 2-form introduced, we are ready to present the
semi-classical mechanics of a single particle with Berry curvature. The quantum mechanical
justification of this formalism is left to Section 2.4. To be consistent with the literature, we
will use the physical time as the worldline parameterization in this chapter. The intrinsic
parametrization will be used in the next chapter when we discuss the Lorentz invariance of
semi-classical Weyl fermions.
The action is [10, 83]
S =
∫
dS, dS = pidx
i + Ai(~x, t)dx
i − ~ ai(~p)dpi −H0(~p, ~x, t)dt+ A0(~x, t)dt (2.18)
where we have separated A0 from H, so that H = H0 − A0. ai(~p) is the Berry connection
in the momentum space. Microscopically it is given by
~ ai(~p) = −i~ u†α(~p) ∂ipuα(~p) = i~ ∂ipu†α(~p) uα(~p) (2.19)
where uα(~p) is the normalized Bloch state or spinor of the quantum mechanical particle
when Aµ = 0. The Berry curvature is given by
~ bij(~p) ≡ ~ 2∂[ip aj](~p) = −2i~ ∂[ip u†α(~p) ∂j]p uα(~p). (2.20)
We leave ~ explicit to keep track of semi-classical effects. Quantum mechanically, we can
multiply uα by a ~p-dependent complex phase, and no physics should change; indeed, such
a transformation adds to ai a total pi-derivative, under which the action and the Berry
curvature are left invariant.
What is the range of applicability of this action? As we will see in the derivation in
Section 2.4, the semi-classical dynamics is valid to first order in ~ (compared to the typical
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action of a worldline). This means ~∂x/|~p| is kept to first order, so the expansion over ~ is
equivalent to the low frequency / long wavelength expansion over ∂xµ .
The symplectic 2-form is given by
ωIJ =

ωxixj = Fij ωxipj = −δ
j
i
ωpixj = δ
i
j ωpipj = −~ bij
 . (2.21)
Since the semi-classical theory is valid to order ~, we only need to find the determinant and
inverse of ωIJ to order ~. The determinant, and hence Liouville volume, is modified by the
Berry curvature [84, 26]
√
detω = 1 + ~Fijbij/2. (2.22)
The inverse, or Poisson bracket, is given by
ωIJ =

{xi, xj} = −~ bij {xi, pj} = δij + ~ bikFkj
{pi, xj} = −δji − ~Fikbkj {pi, pj} = Fij + ~FikbklFlj
 . (2.23)
The EoM (2.5) written explicitly to order ~ will read
dxi
dt
∣∣∣∣∣
EoM
= ∂ipH0 + ~ bij
(
Fj0 + Fjk∂
k
pH0 − ∂xjH0
)
,
dpi
dt
∣∣∣∣
EoM
= Fi0 + Fij
dxj
dt
∣∣∣∣∣
EoM
− ∂xiH0
=
(
δ
j
i + ~Filb
lj
)(
Fj0 + Fjk∂
k
pH0 − ∂xjH0
)
(2.24)
(recall that Fij is the magnetic field and Fi0 = −F0i is the electric field). The ~ term in
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dxi/dt, given by the Berry curvature contracting with the force, is the famous anomalous
velocity [36, 72].
Here we work with Berry curvature in the momentum space only. Of course, if there is
some external adjustable parameter, on which the Hamiltonian depends, that varies slowly in
space and time, there would be extra Berry curvature components bpixj , bxipj and bxixj [72,
10, 83]. In this thesis we would not consider such generality.
Although the Darboux theorem mentioned in Section 2.1 guarantees the existence of
canonical variables, they are rarely used in the semi-classical Berry phase physics literature.
Here we mention them for completeness. If Berry curvature is absent, xi and Pi ≡ pi + Ai
are canonical variables. In the presence of Berry curvature, a convenient choice of canonical
variables (X i,Pi) valid to order ~ is
xi = X i − ~ ai( ~P − ~A( ~X , t)), pi = Pi − Ai( ~X , t)− ~ aj( ~P − ~A( ~X , t)) Fij( ~X , t);
X i = xi + ~ ai(~p), Pi = pi + Ai(~x, t) + ~ aj(~p) ∂xiAj(~x, t). (2.25)
(Here we expand in ~ which is the natural expansion parameter in semi-classical physics; in
[83] the authors expanded in A.) According to (2.9), the Hamiltonian should shift by
Hcano.(P , ~X , t) = H(~p, ~x, t)− ~ ai(~p) ∂tAi(~x, t)
= H0( ~P − ~A, ~X , t)− A0( ~X , t) + ~ ai( ~P − ~A) ×(
Fi0 + Fij ∂PjH0( ~P − ~A, ~X , t)− ∂ ~X iH0( ~P − ~A, ~X , t)
)
(2.26)
where H = H0 − A0, and the argument of Aµ is ( ~X , t). The Liouville volume in canonical
variables is the usual ddP ddX .
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2.3 Ensemble of Berry Fermi Gas
In the previous section we considered the Berry curvature effects for a semi-classical single
particle. Now we study the effects in an ensemble of non-interacting particles – in this
thesis we focus on fermions. One of the important consequence is the relation between the
anomalous Hall current and the anomalous velocity due to Berry curvature [36, 72].
2.3.1 Boltzmann Equation and Current
We let ρ denote the particle density per unit d2dξ = ddx ddp:
ρ(~p, ~x, t) ≡ dN
ddx ddp
. (2.27)
If particles are moving independently and not being created or annihilated, the continuity
equation
∂tρ+ ∂ξI
(
ρ dξI/dt
)
= 0 (2.28)
must hold whether or not EoM is satisfied. Now we define the distribution function f(~p, ~x, t)
to be the particle density per Liouville volume:
f ≡ ρ√
detω
=
dN
d2dξ
√
detω
. (2.29)
With the aid of the Liouville’s theorem (2.14), the continuity equation implies the collisionless
Boltzmann equation
∂tf +
(
dξI/dt
)∣∣∣
EoM
∂ξIf = ∂tf + ∂ξIf ω
IJ
(
∂ξJH + ∂tωJ
)
= 0. (2.30)
For fermions, Pauli exclusion requires 0 ≤ f ≤ 1.
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A system is in equilibrium, i.e. ∂f = 0, if ωIJ , H are time independent and f = f(H).
However, in reality there is always some small collision (whose relaxation time is perhaps
much longer compared to our time scale of interest), therefore really the only equilibrium
distribution is the Fermi Dirac distribution f = fFD(H).
The usual physical observables for an ensemble are the current and the stress-energy
tensor. First consider the current of a single particle with worldline (zi(t), pi(t)) in the
phase space satisfying the EoM:
J
µ
sp(~x, t)[~p, ~z] ≡ δS[~p, ~z]
δAµ(~x, t)
∣∣∣∣
EoM
=
∫
dt′
(
dzµ
dt′
∣∣∣∣
EoM
− 2∂H(~p, ~z, t
′)
∂Fνµ(~z, t′)
∂zν
)
δd(~z − ~x)δ(t′ − t) (2.31)
where the integral is along the physical worldline (satisfying EoM) of the particle in the
phase space, and z0 ≡ t′, x0 ≡ t. For an ensemble of non-interacting particles, the total
current is just the integral of the single particle currents over the particle density in the
phase space:
Jµ(~x, t)
≡
∫
ddp ddz
√
detω(~p, ~z, t)
(2pi~)d
f(~p, ~z, t) J
µ
sp(~x, t)[~p, ~z]
=
∫
ddp
√
detω(~p, ~x, t)
(2pi~)d
[
dxµ
dt
∣∣∣∣
EoM
f(~p, ~x, t) + ∂xν
(
−2∂H(~p, ~x, t)
∂Fµν(~x, t)
f(~p, ~x, t)
)]
.(2.32)
The J0 component is interpreted as the particle density at (~x, t), while the J i components are
the current density. The conservation ∂xµJ
µ = 0 just follows from the U(1) gauge invariance
as usual.
Clearly the first term in (2.32) is the transport current. What is the nature of the
second term? Note that −2∂H/∂Fij can be understood as the magnetic dipole moment and
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−2∂H/∂Fi0 the electric dipole moment, so the second term really corresponds to the electric
polarization density (when µ = 0) and magnetization / electric polarization current (when
µ = i). This term plays an important role in, for instance, defining the chiral vortical current
for Weyl fermions, as we will see in Section 3.4.4.
We emphasize that although in the definition of the current, we made use of the electro-
magnetic field, the result also holds for neutral particles, as we can take the charge of the
particle (which has been absorbed in A) to the zero limit.
If we couple the action to a spacetime structure (general relativity geometry for relativistic
particle or Newton-Cartan geometry for non-relativisitic particle), we can also derive the
stress-energy tensor. This is beyond the scope of this thesis. We just comment the followings.
The energy density T 00 should take the form
∫
ddp
√
detω(~p, ~x, t)
(2pi~)d
[H(~p, ~x, t)f(~p, ~x, t) + (terms with ∂xf)] , (2.33)
while the momentum density T i0 should take the form
∫
ddp
√
detω(~p, ~x, t)
(2pi~)d
[pif(~p, ~x, t) + (terms with ∂xf)] , (2.34)
as one would expect. Moreover, the conservation ∂xνT
µν = F
µ
λJ
λ must hold. When we
discuss the specific example of Weyl fermion in Section 2.5, we will present the full form of
its stress-energy tensor, omitting the derivation which requires either coupling to spacetime
metric or performing the Belinfante procedure to the Noether stress-energy tensor.
All the discussion so far has been completely general. Now we focus on Berry fermion
gas in particular. We impose some additional restrictions:
• The electric dipole moment vanishes. This is a reasonable assumption for non-interacting
fermions; in particular this is true for non-interacting electrons in a lattice. However,
as we will consider in Chapter 4, interactions in general lead to emergent electric dipole
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moment.
• The magnetic dipole moment of a single fermion is order ~, and depends on ~p only but
not on ~x. This is the case because the only characteristic scale of a particle that has
dimension [x] (needed to cancel the [x]−1 from ∂x in electromagnetic field) should be
~/|~p|.
• The only x dependence in H is the electric potential and the magnetic dipole term.
Physically, this corresponds to no force other than electromagnetic force is acting on
the particle, or alternatively, we have effectively absorbed all other forces acting on the
particle into the electric potential A0.
With these assumptions, we can write
H(~p, ~x, t) = H ′(~p, ~x, t)− A0(~x, t) = E(~p)− ~µij(~p)Fij(~x, t)/2− A0(~x, t) (2.35)
where ~µij(~p) is the magnetic dipole moment; its microscopic relation to the Bloch state or
spinor uα will be given in the next section when we perform the path integral derivation.
Now, the current (2.32) satisfying the EoM (2.24) reads
J0(~x, t) =
∫
ddp
(2pi~)d
(
1 + ~
Fijb
ij
2
)
f, (2.36)
J i(~x, t) =
∫
ddp
(2pi~)d
[
∂ipH f + ~ bijFj0 f + ~Fjk
3b[ij∂
k]
p H
2
f + ~ µij∂xjf
]
. (2.37)
Below we look at some interesting implications from these expressions. It is these implications
that drove people into the study of Berry Fermi gas systems.
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2.3.2 Anomalous Hall Effect
First we consider the anomalous Hall current in a spatially uniform electric field oscillating in
time (so that the particles do not keep accelerating), without magnetic field. The anomalous
Hall current, i.e. that perpendicular to the electric field, is given by [12, 11, 72]
δJ iH(~x, t) = Fj0(~x, t)
∫
ddp
(2pi~)d
~ bij(~p) f(~p, ~x, t). (2.38)
This is correct in the semi-classical framework presented so far. However, recall that when we
defined the Berry curvature, the spinor / Bloch state uα is multi-component, which means
there exists bands besides the u-band, and each of these bands has its own distribution f
and Berry curvature bij . To get the full anomalous Hall current, we must sum up (2.39) for
all bands.
More specifically, suppose u is the conducting band in a lattice system, there should
also be some valence band(s) and some empty bands. Let’s further assume the system is
oscillating around in thermal equilibrium, i.e. f(~p, ~x, t) equals fFD(E(~p)) plus oscillation due
to the electric field. If we consider linear response, in (2.39) we can approximate f = fFD.
Finally, we assume the temperature is very small compared to the gap between the u-band
and the other bands, so we can approximately take f = 1 for all valence bands and f = 0
for all empty bands. The total physical anomalous Hall current in linear response
δJ iH tot. = Fj0
(∫
ddp
(2pi~)d
~ bij fFD(E) +
∑
w
∫
ddp
(2pi~)d
~ bijw
)
(2.39)
where w runs over the valences bands, and the integration is over the Brillouin zone (BZ)
for a lattice system.
For d = 2 spatial dimensions, each valence band w contributes to the Hall conductivity
ijCw/(2pi~), where Cw is an integer called the Chern number of the w-band. The proof is
the following [74, 37]. When b
ij
w (~p) is an exact 2-form over the BZ, by Stoke’s Theorem the
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valence band contribution vanishes. b
ij
w is non-exact when the complex phase of the spinor
/ Bloch state wα(~p) cannot be chosen smoothly over the BZ. In such case, we can divide
the BZ into multiple patches. The complex phase of uα(~p) is smooth within each patch, but
discontinuous over the boundaries (which are topologically S1 circles) between the patches.
By Stoke’s Theorem,
∫
ddp
(2pi~)d
~ bijw =
ij~
(2pi~)2
∑
B
∫ 2pi
0
dθB
d∆φwB(θB)
dθB
(2.40)
where B labels the boundaries between patches, and θB parametrizes the boundary B (topo-
logically an S1 circle), and ∆φwB(θB) is the discontinuity of the complex phase of w
α over
B. Since wα(~p) is single valued in each patch, ∆φwB must change by a multiple of 2pi as
θB goes from 0 to 2pi. Therefore each B contributes an integer to Cw, and hence Cw is an
integer. Thus, in d = 2 each valence band contributes a quantized Hall conductivity, whilst
the conducting band contributes a non-quantized part.
2.3.3 Equilibrium Current
Now we look at the ~ corrections to the equilibrium current. We have f = fFD(H), and we
can choose the gauge so that Aµ is time independent. Using the expression (2.35) for the
Hamiltonian, we find
J0(~x, t) =
∫
ddp
(2pi~)d
[
fFD(E − A0) + ~
Fij
2
(
bij − µij∂E
)
fFD(E − A0)
]
, (2.41)
J i(~x, t) =
∫
ddp
(2pi~)d
[
vi fFD(E − A0) + ~Fj0
(
bij − µij∂E
)
fFD(E − A0)
+ ~Fjk
3b[ijvk]
2
fFD(− A0)
]
(2.42)
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where vi(~p) ≡ ∂ipE(~p) is the band velocity. In J0, we see both the Berry curvature cor-
rection [84, 26] and the magnetic dipole moment correction to the fermion density. In J i
(whose first term is zero is usual systems), the anomalous Hall current receives an additional
magnetic dipole moment contribution compared to to the spatially uniform case (2.39) (note
that the equilibrium current depends on µij only through this anomalous Hall current term).
The last term of J i is a magnetic field induced equilibrium current; as we will see in Section
2.5, in the case of Weyl fermion, this term gives rise to the chiral magnetic effect.
Again, since uα is multi-component, there exist other bands. We have to add up the
contributions to Jµ from all bands. The total equilibrium Hall current is (not assuming
small temperature)
δJ iH tot. = Fj0
∑
u
∫
ddp
(2pi~)d
~
(
b
ij
u − µiju ∂E
)
fFD(Eu − A0). (2.43)
Again, in d = 2, if for any band w we can approximately take fFD(Ew − A0) = 1 (valence
band), then its contribution is quantized. The total magnetic field induced equilibrium
current is
δJ iM tot. = Fjk
∑
u
∫
ddp
(2pi~)d
~
3b
[ij
u v
k]
u
2
fFD(Eu − A0). (2.44)
We may write vkufFD = ∂pk
∫ Eu−A0
const dε fFD(ε) and integrate ~p by parts, so that the above
would be proportional to ∂
[k
p b
ij]
w which vanishes. But there is an important caveat, as we
will discuss through the example of Weyl fermion in Section 2.5.
2.4 Derivation from Path Integral
By now we have presented the semi-classical formalism of particle with Berry curvature; the
formalism is valid to first order in ~∂x/|~p|. We also derived some interesting implications
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in non-interacting fermionic systems. In this section we provide the quantum mechanical
derivation of the semi-classical formalism. The original derivation is to evolution a wave
packet in time, see [10] for review. This method has an intuitive physical picture; however,
its drawback is the steps in the derivation are not so straightforward, and the role of the
assumed shape of the original wave packet is not entirely clear. Alternatively, there are
derivations from field theory, which have the strength of being generalizable to interacting
systems ([62] and Section 4.4 of this thesis). But such derivations have a significant drawback:
they are limited to the near-equilibrium situation, i.e. f = fFD + perturbations, while for
non-interacting systems the semi-classical formalism should hold far-from-equilibrium. There
is also a non-commutative coordinate method [31] which is quite general, but may appear
unfamiliar at first sight. The method we want to present here is a path integral derivation,
based on [69, 14] and refined to be more systematic and generalized. This method is very
general, straightforward and familiar compared to other methods.
The idea of the method is the following [69]. The single particle time-ordered propagator
(i.e. the unitary time evolution) from t = 0 to t = T is given by
Gˆαβ(T, 0) = T exp
(
− i
~
∫ T
0
dt Hˆ(Pˆ , xˆ, t)
)α
β
(2.45)
where xˆi is the position operator and Pˆi is the canonical momentum operator, and Hˆ
α
β(Pˆ , xˆ, t)
is the multi-component Hamiltonian operator and we assume its (xˆ, t) dependence is entirely
due to Aµ. Let u
α be an eigenvector (band) of Hˆαβ when Aµ = 0, well gapped with other
bands. We want to evaluate Gˆαβ in between initial and final states in the u-band, and express
the amplitude as
〈
u
†
α(~pT , T )
∣∣∣ Gˆαβ(T, 0) ∣∣∣ uβ(~p0, 0) 〉
=
∫
D(~p, ~x) exp
[
i
~
(
S[~p, ~x] +O(~2)
)]
+ (band hopping contributions). (2.46)
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We want to show:
• The action S[~p, ~x], to order ~, is given by (2.18), with Hamiltonian (2.35).
• The path integral measure D(~p, ~x) is the product of Liouville volume measure over
infinitely many time slices.
• The band hopping contributions are order O(~2F 2/∆4) suppressed, where ∆ is the
energy gap between the u-band and other bands. This is analogous to the quantum
adiabatic theorem.
Below we present the derivation in full details.
Microscopically the Hamiltonian should take the form of the “quantum version” of (2.35).
Hˆαβ(Pˆ , xˆ, t) = Eˆ
α
β(Pˆ − A(xˆ, t))− δαβ A0(xˆ, t)
−~ (µˆαβ)ij(Pˆ − A(xˆ, t))
Fij(xˆ, t)
2
+O(~2) (2.47)
Here (µˆαβ)
ij is the intrinsic (bare) magnetic dipole matrix that the fermion might have. Now
we use the commutation between xˆ and Pˆ to rewrite the operators in “anti-commutator
ordering”: every term is ordered as the anti-commutator of a purely Pˆ -dependent operator
and a purely xˆ-dependent operator. That is
Hˆαβ(Pˆ , xˆ, t) =
(
Eˆαβ(Pˆ )−
1
2
{
∂
Pˆi
Eˆαβ(Pˆ ), Ai(xˆ, t)
}
+O( ~A2)
)
− δαβ A0(xˆ, t)
−
(
1
2
{
~(µˆαβ)
ij(Pˆ ),
Fij(xˆ, t)
2
}
+O(~ ~A2)
)
+O(~2) (2.48)
(all the higher order terms are also in anti-commutator ordering). We use the anti-commutator
ordering because it is the simplest ordering rule that preserves EM U(1) gauge invariance to
order ~ in all intermediate steps.
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For the purpose of deriving semi-classical physics, the O(~2) terms can be dropped. For
now, let’s also neglect the order A2 terms. They will be restored easily at the end using U(1)
gauge invariance.
As usual, we discretize the period from t = 0 to t = T into many time slices of duration
δt, so small that Hˆ2 δt2/~2 can be neglected. The time slice labeled by t lasts from t− δt/2
to t+ δt/2. At the beginning time t− δt/2 of the time slice, we insert
1 =
∫ ddxt−δt/2
(2pi~)d/2
|xt−δt/2〉 〈xt−δt/2|. (2.49)
Then we are left with Pˆ operators residing in the time slice, and we decompose them into
Pˆi =
∫
ddPt
(2pi~)d/2
|Pt〉 (Pt)i 〈Pt|. (2.50)
This procedure keeps the EM U(1) gauge invariance
Ai(~z, t)→ Ai(~z, t) + ∂zif(~z), (Pt)i → (Pt)i +
∂Xif(x
i
t+δt/2
) + ∂Xif(x
i
t−δt/2)
2
(2.51)
manifest. The propagator now becomes
Gˆ(T, 0) = T
∏
t
[
1ˆ− i δt
~
Hˆ(Pˆ , xˆ, t)
]
= T
∏
t
ddPt d
dxt−δt/2
(2pi~)d
exp
(
i
~
(Pt)i
(
xt+δt/2 − xt−δt/2
)i) ×
[
1ˆ− i δt
~
Eˆ(Pt) +
i δt
~
∂iP Eˆ(Pt)
Ai(xt+δt/2, t) + Ai(xt−δt/2, t)
2
+
i δt
~
1ˆ
A0(xt+δt/2, t) + A0(xt−δt/2, t)
2
+
i δt
~
~ µˆij(Pt)
2
Fij(xt+δt/2, t) + Fij(xt−δt/2, t)
2
]
(2.52)
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where the α, β indices are hidden in the matrix multiplication, with 1ˆ being δαβ .
Here we remind that the canonical commutation relation is realized in path integral as
the following [27]. Denote δPt+δt/2 ≡ Pt+δt − Pt. It is important that δPt+δt/2 should not
be regarded as of order δt. Rather, we have
∫
ddxt+δt/2 exp
(
− i
~
xit+δt/2 (δPt+δt/2)i
)
f(xt+δt/2) (δPt+δt/2)k
=
∫
ddxt+δt/2 exp
(
− i
~
xit+δt/2 (δPt+δt/2)i
)
(−i~)∂xk
t+δt/2
f(xt+δt/2) (2.53)
via integration of xt+δt/2 by parts. Therefore, effectively −δPt+δt/2 → i~∂xt+δt/2 . Similarly,
denote δxt ≡ xt+δt/2 − xt−δt/2, effectively we have −δxt → −i~∂Pt .
We need to reduce the multi-band problem to a single band problem. Recall we are
regarding A as a perturbation such that each Aµ(xt+δt/2, t) can be kept to linear order
(we will easily restore O(A2) terms by gauge invariance at the end). We decompose the
“unperturbed part” 1ˆ− (iδt/~)Eˆ(Pt) into eigenvectors of Eˆ(Pt):
δαβ −
iδt
~
Eˆαβ(Pt) =
(
1− iδt
~
E(Pt)
)
uα(Pt) u
†
β(Pt) + (other bands) (2.54)
where u(P ) is an eigenvector with energy eigenvalue E(P ), and in the u band lies the initial
and final states. The crucial step towards the semi-classical picture is, in the decomposition
above we can keep the uu† term and drop all other bands. The reason is the following. It is
not hard to see, after the decomposition, any matrix element of hopping between the u-band
and another band is of order
A δP/∆2 ∼ ~F/∆2 (2.55)
where ∆ is the energy gap between the u-band and the other hand; this is completely
analogous to the quantum adiabatic theorem mentioned in the Introduction, except now
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there is no externally adjustable parameter, but a quantum number P which is not strictly
conserved due to the EM field. Our initial and final states are both in the u-band, so if
hopping occurs, it must occur at least twice – hop out and eventually hop back, yielding an
amplitude of order ~2F 2/∆4, which we can neglect. Therefore, it is legitimate to order ~ to
move towards the semi-classical picture by keeping uu† in the decomposition above. This
also explains why the semi-classical formalism is usually not applicable to higher order in ~
– because then we will have to consider hopping which is a non-classical behavior.
After the projection to the u-band, the projected propagator Guu reads
Guu(0, T )
=
∏
t
ddPt d
dxt−δt/2
(2pi~)d
exp
(
i
~
(Pt)i
(
xt+δt/2 − xt−δt/2
)i) ×
[
u
†
α(Pt) u
α(Pt−δt)
(
1− i δt
~
E(Pt)
)
+
i δt
~
u
†
α(Pt+δt)∂
i
P Eˆ
α
β(Pt)u
β(Pt−δt)
Ai(xt+δt/2, t) + Ai(xt−δt/2, t)
2
+
i δt
~
u
†
α(Pt+δt) u
α(Pt−δt)
A0(xt+δt/2, t) + A0(xt−δt/2, t)
2
− i δt
~
u
†
α(Pt+δt) ~ (µˆαβ)
ij(Pt) u
β(Pt−δt)
2
Fij(xt+δt/2, t) + Fij(xt−δt/2, t)
2

(2.56)
Now, we expand those EM perturbation terms in the square bracket in powers of δPt+δt/2
and δPt−δt/2, and then, as mentioned before, replace them by −i~∂xt+δt/2 and −i~∂xt−δt/2 .
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We define the “band magnetic dipole moment”
µ
ij
band ≡ −i ∂
[i
Pu
†
α
(
δαβE − Eˆαβ
)
∂
j]
P u
β
=
i
2
(
∂
j
Pu
†
α ∂
i
P Eˆ
α
β u
β − u†α ∂iP Eˆαβ ∂jPuβ”
)
− aj ∂iPE (2.57)
and the “bare magnetic dipole moment”
µ
ij
bare ≡ u
†
α
(
µˆαβ
)ij
uβ . (2.58)
The total magnetic dipole moment is defined as µij ≡ µijband+µ
ij
bare. We find, to linear order
in A and in ~,
Guu(0, T )
=
∏
t
ddPt d
dxt−δt/2
(2pi~)d
exp
(
i
~
(Pt)i
(
xt+δt/2 − xt−δt/2
)i) ×
[
u
†
α(Pt) u
α(Pt−δt)
(
1− i δt
~
E(Pt)
)
+
i δt
~
~µij(Pt)
2
Fij(xt+δt/2, t) + Fij(xt−δt/2, t)
2
+
i δt
~
∂iPE(Pt)
(
1− ~ aj(Pt) ∂xj
) Ai(xt+δt/2, t) + Ai(xt−δt/2, t)
2
+
i δt
~
(
1− ~ aj(Pt) ∂xj
) A0(xt+δt/2, t) + A0(xt−δt/2, t)
2
]
=
∏
t
ddPt d
dxt−δt/2
(2pi~)d
exp
(
i
~
(Pt)i
(
xt+δt/2 − xt−δt/2
)i) ×
u
†
α(Pt) u
α(Pt−δt)
[
1− i δt
~
(
E(Pt)− ~µ
ij(Pt)
2
Fij(xt+δt/2, t) + Fij(xt−δt/2, t)
2
− ∂iPE(Pt)
Ai(xt+δt/2, t) + Ai(xt−δt/2, t)
2
−
A0(xt+δt/2, t) + A0(xt−δt/2, t)
2
)]
(2.59)
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Note that µ
ij
band has no direct counter-part in the original Hamiltonian operator (2.47); its
emergence is a purely quantum effect. For example, in particle physics, the famous g = 2 of
a Dirac fermion (say electron) is its µ
ij
band, and there is no µ
ij
bare as the usual Dirac equation
has no Pauli term. On the other hand, as we move on to solid state physics, the electron’s
g = 2 serves as its µ
ij
bare in Bloch’s band theory, and the observed magnetic dipole moment
usually involves an additional µ
ij
band due to the lattice.
Finally we recognize the consecutive product of uu† as the momentum space Wilson line
with connection ai, and exponentiate the iδt/~ terms. Passing over to the continuum limit,
we find
Guu(0, T ) =
∏
t
ddPt d
dxt−δt/2
(2pi~)d
×
exp
(
i
~
∫ T
0
(
Pidx
i − ~ ai(~P )dPi −H(~P − ~A, ~x, t) dt
))
(2.60)
where the Hamiltonian takes the form (2.35), with ~P − ~A(~x, t) in place of ~p. To connect
towards (2.18), we define the physical momentum
(pt)i = (Pt)i −
Ai(Xt+δt/2) + Ai(Xt−δt/2)
2
(2.61)
which is invariant under (2.51). Note that ddP ddx = ddp ddx, however
exp
(
− i
~
~ ai(~P )dPi
)
= exp
(
− i
~
~ ai(~p)dpi −
i
~
~ bij(~p)Ai(~x, t)dpj
)
=
(
1− i
~
~ bij(~p)Ai(~x, t)dpj
)
exp
(
− i
~
~ ai(~p)dpi
)
(2.62)
(total derivative dropped). The second term is of order ~A, so we can view it as a pertur-
bation, and replace Aidpj → −i~∂xiAj without affecting other terms (to order ~ and order
A). This gives the Berry curvature correction to the Liouville volume element (2.22).
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In summary, we have proven the u-band propagator
Guu(0, T ) =
∫
D (~p, ~x) exp
(
i
~
S[~p, ~x]
)
(2.63)
where S is given by (2.18) with Hamiltonian (2.35), and the path integral measure is
D(~p, ~x) ≡
∏
t
ddpt d
dxt−δt/2
(2pi~)d
(
1 + ~
bij(pt)
2
Fij(xt+δt/2, t) + Fij(xt−δt/2, t)
2
)
, (2.64)
where the second term is the Berry curvature correction to the Liouville volume element.
Band hopping contributions are order ~2F 2/∆4 suppressed compared to Guu, therefore we
drop them; on the other hand, this shows one cannot improve the semi-classical action to
order ~2, because then one has to include hopping, which is a non-classical behavior.
Our derivation above assumed linear response and kept each Aµ(xt−δt/2, t) to leading
order. However, it is now obvious that our conclusion remains unchanged when we include
higher orders in A. This is because the EM U(1) gauge invariance must be respected. Any
order An (n ≥ 2) term will just enter the higher order expansion of E(~P − ~A), any order
AnδP or order ~FAn−1 term will enter the higher order expansion of µij(~P − ~A), and any
non-trivial new effects (similar to the emergence of µ
ij
band) are at least order A
2δP 2 ∼ ~2F 2
which are negligible at order ~ anyways.
2.5 Example: Chiral Kinetic Theory of Weyl Fermion
So far we have introduced the semi-classical formalism of Berry Fermi gas, and established
its microscopic foundation from path integral. Here we demonstrate the formalism in a
concrete example. The example we choose is that of Weyl fermion, which have received
much attention in recent years. This example is a two band system that is easy to solve, but
it has very rich physics due to the band touching point (Weyl node) at ~p = 0 – most notably
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the chiral anomaly and its associated effects. In high energy physics, in particular in the
study of hot, dense quark gluon plasma, light quarks can be approximately viewed as Weyl
fermions, and the semi-classical theory can be useful in describing its far-from-equilibrium
state [67, 69, 16].
Moreover, thanks to its simplicity of Weyl Hamiltonian, its appearance is very general –
if a multi-band system has two bands touching, then almost always it can be approximated
(unless there is some prohibition due to symmetries) by the Weyl fermion band structure
for energy and momenta near the Weyl node. If such band touching occurs in a solid state
system, such material is called a Weyl semimetal [78, 86, 75], which is one of the most
focused area of experimental study in recent years [33, 85, 52]. A closedly related solid
state system, in which two Weyl nodes of opposite chiralities reside at the same point in
momentum space (usually due to symmetry; band degeneracy near the Weyl node required),
called Dirac semimetal [87], is also under extensive experimental study [46, 45, 55, 44].
2.5.1 Single Weyl Fermion
We consider a right-handed Weyl fermion. The quantum mechanical Hamiltonian is
Hˆαβ = (Pi − Ai) (σi)αβ − A0 δαβ (2.65)
for i = 1, 2, 3 (for left-handed Weyl fermion, we have −σi in place of σi). When Aµ = 0, the
eigenvalues are ±|~p|, whose associated eigenvectors (spinors) are respectively
uα(~p) =

cos(θ/2)
eiφ sin(θ/2)
 , wα(~p) =

−e−iφ sin(θ/2)
cos(θ/2)
 (2.66)
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where (|~p|, θ, φ) are the spherical coordinates in the momentum space. We view the negative
energy w-band as the Dirac sea; a hole in the Dirac sea is recognized an anti-particle. We
can compute the Berry curvature in the u-band according to (2.20)
ijk ~ bk(~p) ≡ ~ bij(~p) =
~
2
ijk
pk
|~p|3 , (2.67)
and the magnetic dipole moment in the u-band according to (2.57)
ijk ~µk(~p) ≡ ~µij(~p) =
~
2
ijk
pk
|~p|2 . (2.68)
In both expressions, the ~/2 factor is the helicity of the right-handed Weyl fermion; for a
right-handed Weyl anti-fermion (hole in the w-band), it will be −~/2. (For left-handed, the
±~/2 would be exchanged.) In particular, µk being pointed along pk is related to the the
well known fact that the direction of spin of a relativistic massless spinning particle is locked
with the direction of momentum [80].
The semi-classical action and Hamiltonian are
dS = pidx
i + Aµdx
µ − aidpi −H0dt, H0 = H + A0 = |~p| − ~Bkpk/|~p|2 (2.69)
where ijkB
k ≡ Fij is the magnetic field and Ek = Fk0 is the electric field. (Note that
accidentally one can write H0 = |~p|/
√
detω.) A puzzle arises immediately. The microscopic
theory of Weyl fermion is Lorentz invariant, but the semi-classical action is not; more broadly,
the entire Berry curvature formalism is not Lorentz invariant because Berry curvature by
definition is purely spatial. Where did the Lorentz invariance go? We put this aside for now.
The entire next chapter will be devoted on this problem.
Needless to say, the expressions of bk and µk become problematic as ~p → 0. But they
should, because ~p→ 0 is where the u-band and the w-band meet, and according to Section
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2.4, the semi-classical single particle picture is legitimate only when (~F/∆)2 negligible,
where in the present case ∆ = 2|~p|. Therefore, physically we should place some infrared (IR)
cutoff |~p|IR such that ~F/|~p|2IR . 1, and the semi-classical theory is only valid if the particle
momentum |~p|  |~p|IR. The most important fact associated with this band touching is
the Berry curvature obeys the “inverse square law” as if there is Berry curvature monopole
residing at the band touching point (Weyl node) ~p = 0. Mathematically
~ 3∂[kp bij] = ~ ijk∂lpbl = 4piijk
~
2
δ3(~p). (2.70)
(This is related to the fact there is no way to choose u and w so that their phases are
continuously well-defined all over the momentum space. For example, in the phases we have
chosen above, u and w are undefined along θ = pi (|~p| = −p3).) Consequently the symplectic
2-form has Liouville flow monopole
∂
[i
p ωpipj ] = −4piijk
~
2
δ3(~p). (2.71)
This does not mean the symplectic 2-form is not closed, because ~p = 0 hidden under the IR
cutoff is not part of the classical phase space anyways. Rather, this means the symplectic
2-form is not exact in the classical phase space with the |~p| < |~p|IR region removed (and
hence becomes topologically non-trivial); there can be symplectic flow (Liouville flow) flowing
in and out through the |~p| = |~p|IR classical-quantum interface. This is closely related to
Nielsen and Ninomiya’s famous spectral flow interpretation of chiral anomaly [58], as we will
elaborate on in the next section.
40
The EoM (2.24) for Weyl fermions are explicitly
dxi
dt
=
pi
|~p|
(
1 + ~Bkbk
)
+ ijk~ bkEj , (2.72)
dpi
dt
=
(
1 + ~Blbl
)
ijkB
k pj
|~p| +
(
1− ~Bkbk
)
Ei + ~µk
∂Bk
∂xi
+ ~ biEjBj . (2.73)
Notably, since bi = pi/2|~p|3, the last term in dpi/dt is radial in the momentum space when
EjBj 6= 0. If we have an ensemble of particles, collectively there will be a total number of
particles flowing through the |~p| = |~p|IR the interface, so that they appear up in / disappear
from the classical phase space. Of course this is again related to the chiral anomaly to be
explored in the next section.
Before we move on, we comment about the generality of the Weyl Hamiltonian (2.65).
In a multi-band system, if we are interested in two bands which are touching, we can always
write the Hamiltonian about this two bands as
Hˆαβ = hi(~p)(σ
i)αβ + h0(~p)δ
α
β . (2.74)
Suppose the two bands are touching at some momentum ~p. Clearly h0 has no business
to do with the touching. Moreover, since there are three hi’s and at the same time three
pj components, generically the Jacobian det(∂
j
phi) is non-zero near the Weyl node (unless
dictated by some symmetry), that is, the mapping of the 3-dimensional momentum space
into the 3-dimensional space of hi is generically non-degenerate. Therefore, up to redefinition
of variables, the Weyl Hamiltonian is very generic in band touching systems. This is why
this example is very useful. In a lattice system, there is the famous Weyl fermion doubling
theorem [56, 57] stating that the number of Weyl nodes with det(∂
j
phi) > 0 (right-handed)
and det(∂
j
phi) < 0 (left-handed) must be equal; we will provide a simple proof to it later,
based on Berry curvature.
41
Figure 2.1: As the narrow wave packet of a Weyl fermion moves along a path in the space,
its spatial current, imagined as a bunch of arrows on the wave packet, will trace out a bunch
of helical trajectories round the path over time.
2.5.2 Ensemble
The above discussion focuses on a single particle. Now we consider the behavior of an
ensemble of non-interacting Weyl fermion gas. The kinetic theory is called chiral kinetic
theory [69]. The chiral kinetic theory enables us to study macroscopic ensemble of Weyl
fermions far-from-equilibrium, and hence (in systems where interactions effects are small)
has broader application then the chiral hydrodynamics. In particular, the chiral anomaly
computation in the next section is legitimate even when the system is far-from-equilibrium.
The density and current (2.37) are explicitly
J0 =
∫
d3p
(2pi~)3
(
1 +
~
2
Bk
pk
|p|3
)
f, (2.75)
J i =
∫
d3p
(2pi~)3
[(
1 + ~Bk
pk
|~p|3
)
pi
|~p|f +
~
2
ijkEj
pk
|~p|3f +
~
2
ijk
pk
|~p|2 ∂xjf
]
. (2.76)
The anomalous Hall current term will be non-vanishing only if the distribution function is
in a rotationally non-symmetric configuration.
With this expression for J i, we can picture the single particle current. Let f(~p, ~x, t)
be a narrow distribution localized in position space and momentum space (can be thought
of as representing a Gaussian wave packet). If the particle is spinless, the current J i can
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be viewed as a narrow bunch of arrows pointing along its direction of velocity, and over
time these arrows will trace out a narrow bunch of parallel lines. However, with spin,
and in particular for massless spinning particle whose direction of spin is locked to the
direction of momentum [80], the magnetization current term will make the bunch arrows
wind around the direction of velocity, and over time the arrows trace out a narrow bunch
of helices, as illustrated by Figure 2.1. Therefore, in the sense of the “shape” of the single
particle current, we really can view the quantum mechanical spin as the particle’s current
“physically” spinning around its direction of velocity. This helical feature of the current is
closely related to the Lorentz invariance of the semi-classical Weyl fermion, as we will see in
the next chapter.
We will write down the stress-energy tensor without derivation, as the derivation requires
either coupling to spacetime metric or performing the Belinfante procedure to the Noether
stress-energy tensor, both of which are beyond the scope of this thesis. The energy density
is
T 00 =
∫
d3p
(2pi~)3
|~p|f (2.77)
which is the usual integration of the Hamiltonian (without the A0 part), with the magnetic
dipole correction to the energy and the Berry curvature correction to the Liouville measure
cancelled out. The momentum density and energy flux is
T i0 = T 0i =
∫
d3p
(2pi~)3
[(
1 +
~
2
Bk
pk
|p|3
)
pif +
~
2
ijk
pk
2|~p| ∂xjf
]
. (2.78)
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The spatial stress tensor is
T ij =
∫
d3p
(2pi~)3
[(
1 + ~Bk
pk
|p|3
)
pipj
|~p| f +
~
2
(
p{ij}klEk
pl
|~p|3 +
B{ipj}
|~p|2 − δ
ijB
kpk
|~p|2
)
f
+
~
2
p{ij}kl pl|~p|2∂xkf
]
. (2.79)
The terms in T i0 and T ij with ∂xf arise from the spin 1/2 of the Weyl fermion coupling to
the spacetime spin connection, they can be viewed as the momentum and the stress carried in
the “spinning motion” of the particle. The stress-energy tensor is traceless−T 00+T ijδij = 0,
as the Weyl fermion is massless.
With some work one can verify the energy and momentum conservation
∂xµT
µν = F νλJ
λ (2.80)
is satisfied. On the other hand, the charge conservation ∂xµJ
µ is violated due to the chiral
anomaly proportional to ~EkBk, as we will see in the next section.
2.5.3 Chiral Magnetic Effect
Although the chiral kinetic theory is originally purposed for describing far-from-equilibrium
systems, from the theory we can learn interesting effects in an equilibrium state too. Most
notable are the chiral magnetic effect (CME) [77, 28] and the chiral vortical effect (CVE) [76,
66]. Both of them are tightly related to the chiral anomaly [66, 54, 47], and equivalently,
the Berry curvature monopole [67, 69, 16, 14]. Here we will discuss the CME, which has
been observed in a recent experiment [44] on Dirac semimetal. On the other hand, the CVE
will be discussed later in Section 3.4.4 when we find the most general form of equilibrium
distribution in the absence of external field.
Consider a Weyl fermion ensemble in a static (but might be spatially non-uniform) mag-
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netic field. Assume the system is in Fermi-Dirac distribution. By (2.42), we find the equi-
librium current from the u-band is
J i = ~Fjk
∫
ddp
(2pi~)d
3b[ij∂
k]
p E
2
fFD(E)
= ~Fjk
∫
ddp
(2pi~)d
3
2
b[ij∂
k]
p
∫ E
εmin
dε fFD(ε) (2.81)
where the lower limit εmin of the ε integral is arbitrary. Now we integrate pk by parts, which
yields [67]
J i = ~Fjk
∫
ddp
(2pi~)d
3
2
∂
[i
p b
jk]
∫ εsurf
E
dε fFD(ε). (2.82)
In particle physics, εsurf ≡ E(~p→∞) =∞ arises as the boundary term from the integration
by part. In solid state physics, the momentum space a is boundary-less BZ, so we can let
εsurf be our arbitrarily chosen εmin. The current J
i is physical, so it must be independent
of our arbitrarily chosen εmin. Indeed, this is due to
∫
ddp
(2pi~)d
3
2
∂
[i
p b
jk] = 0 (2.83)
being a total derivative in a boundary-less BZ. For d = 3 this is just the fermion double
theorem, since right-handed and left-handed Weyl nodes have opposite Berry curvature
charge [56, 57].
A question about the general computation above is, we know the semi-classical picture
fails near the band touching region where ∂
[i
p b
jk] 6= 0, so how can we trust the integral of
fFD near such region? Recall the system is in equilibrium, so there shall be no net band
hopping, and we can extrapolate the validity of semi-classical theory arbitrarily close to the
Weyl nodes. Even in non-equilibrium state, as long as a sufficiently large neighborhood of the
band touching region is approximately in equilibrium, we should still be able to extrapolate.
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The discussion above is completely general. Specifically for our system of Weyl fermion,
εsurf =∞, and the monopole is given by (2.70) occurring at E = 0. To get the total current,
we also need to first add the w-band contribution, and then subtract the contribution when
the w-band is full. The subtraction is due to the regularization of the definition of J i against
the infinite Dirac sea. This is equivalent to subtracting the contribution of the anti-particles,
which are under the same temperature as the particles but at opposite chemical potential, and
have opposite Berry curvature and opposite electric charge (couples oppositely to magnetic
field). Therefore
J itot =
4pi
(2pi~)3
~
2
Bi
∫ ∞
0
dε (fFD(ε;µ, T )− fFD(ε;−µ, T ))
=
4pi
(2pi~)3
~
2
Bi µ (2.84)
regardless of temperature. One can also compute the momentum density / energy flux and
find
T i0tot =
4pi
(2pi~)3
~
2
Bi
(
µ2
2
+
pi2T 2
6
)
. (2.85)
This is the well-known chiral magnetic effect in current and in momentum density (for sure,
the two are related [66, 54, 47]).
On the other hand, let’s consider a two band Weyl semimetal instead. In Weyl semimetal,
there is no regularization against any Dirac sea, so we just add up the contributions from
both bands – the fermions in both bands have the same electric charge and are subjected to
the same chemical potential and energy, but see opposite Berry curvature monopoles charge
at each Weyl node. Therefore
J itot = ~Fjk
∫
ddp
(2pi~)d
3
2
∂
[i
p b
jk]
∫ εusurf
εwsurf
dε fFD(ε) = 0 (2.86)
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since the ε integral is independent of ~p and the ~p integral is a total derivative integral
over a boundary-less BZ. This proves that there is no CME for any Weyl semimetal in
equilibrium [5]. In order to observe CME in a Weyl semimetal, the regions near the right-
handed Weyl node(s) and the left-handed Weyl node(s) must be prepared to fill up to
different energies; the simplest way to do so is by the chiral anomaly [65] introduced in the
next section. This is how the recent experiment on the observation of CME [44] (in Dirac
semimetal) is performed.
2.6 Chiral Anomaly in Chiral Kinetic Theory
Anomaly is one of the most fascinating subjects of quantum mechanics. It refers to the fact
that a symmetry in classical mechanics may not be consistent with quantum mechanics, and
hence must be broken by order ~. Anomalies have significant experimental consequences,
and also profound mathematical structure. Here we will not review the subject; see e.g. [81]
for good pedagogical introduction.
The earliest and simplest example of anomaly is the chiral anomaly [2, 7], originally
studied in the context of quarks and successfully explained the experimentally observed pion
lifetime. This anomaly can be stated as the following. Consider a left-handed Weyl fermion
species and a right-handed Weyl fermion species, uncoupled with each other, and have the
same coupling to the electromagnetic (EM) field. One would expect both of them have their
own fermion number conservation U(1)L and U(1)R; the sum of their fermion numbers is the
total EM U(1) charge, and the difference is called the axial U(1)A charge. The statement
of chiral anomaly is, quantum mechanically it is inconsistent to have U(1)L, U(1)R and the
left- right-handed parity all in one theory. In reality the spacetime parity (this is built-in
if we view the left- and right-handed Weyl fermions as a single Dirac fermion) and the EM
U(1) gauge invariance should be respected, but then the axial U(1)A must be broken by
the anomaly, i.e. the left- and right-handed fermion numbers are not separately conserved,
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although their sum, the total physical electric charge, is conserved. More precisely,
∂xµJ
µ
R = −∂xµJ
µ
L =
4pi
(2pi~)3
~
2
µνρσ
8
FµνFρσ =
4pi
(2pi~)3
~
2
EkB
k (2.87)
(remarkably, this is the exact result [3]) so that their sum vanishes but their difference does
not. Can we avoid this if we have only right-handed Weyl fermion to start with? As long
as we want to it to behave as “right-handed” at the quantum mechanical level, its fermion
number must be non-conserved as the above.
But where does the fermion number go? In solid state system, Nielsen and Ninomiya
provided a very intuitive spectral flow interpretation with concrete computation [58]. Sup-
pose we have an electron in the valence band. If we turn on EkB
k > 0, the electron rises into
the conducting band through the right-handed Weyl node so that ∂xµJ
µ
R > 0. Eventually, in
the conducting band, the electron must move towards in the left-handed Weyl node (whose
existence is guaranteed the doubling theorem mentioned before), through which it sinks back
into the valence band, and hence ∂xµJ
µ
L < 0, but the total electron number is of course con-
served. In high energy physics, there is no doubling theorem and no path connecting the
right-handed Weyl mode to the left-handed Weyl mode. However, there are infinite Dirac
seas. With EkB
k > 0, right-handed Weyl fermions in their Dirac sea will increase in energy
so that the top ones will pop up as right-handed fermion excitations, while left-handed Weyl
fermions in their Dirac sea will decrease in energy, leaving some holes in the Dirac sea, which
are left-handed anti-fermion excitations (there is some language ambiguity here – this is an
anti-fermion of the Weyl mode of left-handed chirality, but the anti-fermion itself has right-
handed helicity). Of course, this statement requires ultra-violet (UV) regularization, and for
the regularization to be consistent with parity and EM U(1) gauge invariance, the rate of
creating right-handed fermion excitations and left-handed anti-fermion excitations must be
equal.
The remarkable success of chiral kinetic theory is that such spectral flow can even to
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Figure 2.2: The spectral flow under chiral anomaly with ~E · ~B > 0 for Weyl semimetal (left)
and for Weyl fermions (right).
computed in the (semi-)classical framework [67, 68, 69] (closed related ideas also in [29, 16]).
The spectral flow is illustrated in Figure (2.2).
We already have all the recipes for the computation. To expedite the computation, for
now let’s pretend we can trust the semi-classical theory even in the vicinity of Weyl node and
the Boltzmann equation (2.30) holds in this vicinity. Clearly this assumption is unphysical,
but we will justify the result of our computation later. We take ∂xµ on the current (2.32).
We can ignore the magnetization current term because ∂H/∂F is order ~ and ∂x
√
detω is
also order ~. We are left with the velocity term:
∂xµJ
µ(x) =
∫
ddp
(2pi~)d
∂xµ
(√
detω
dxµ
dt
∣∣∣∣
EoM
f
)
=
∫
ddp
(2pi~)d
[
∂t
(√
detω f
)
+ ∂ξI
(√
detω
dξI
dt
∣∣∣∣∣
EoM
f
)]
. (2.88)
In the second line we added a total ~p derivative which equals zero, because there is no
boundary term as we assumed we can include the vicinity of the Weyl node as part of the
classical phase space. The integrand of the second line is just the left-hand-side of the
continuity equation (2.14), which usually vanishes. However, in the spirit of spectral flow,
we allow it to be violated at the Weyl node, but we assume the Boltzmann equation (2.30)
still holds. The difference between the continuity equation and the Boltzmann equation is
given by (2.14) which is non-zero at the Weyl node where the symplectic 2-form fails to be
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closed. Therefore
∂xµJ
µ(x) = −
∫
ddp
(2pi~)d
f
√
detω
2
3∂[ξIωJK] ω
IJωKL
(
∂ξLH + ∂tωL
)
. (2.89)
This is the general formula relating the chiral anomaly to the non-closedness of the symplectic
2-form at band touching. For a right-handed Weyl fermion, we apply (2.71). Since the non-
closedness is order ~, we can ignore any ~ term in (2.23) for ωIJ , and also take ∂xiH+∂tωL '
−Ei. Thus, for a right-handed Weyl fermion,
∂xµJ
µ =
4pi
(2pi~)3
~
2
EkB
k f(~p = 0, ~x, t). (2.90)
But can we make clear sense of f at the Weyl node? We do not need to worry about this,
because to get ∂xµJ
µ
R, we also need to subtract the anti-fermion contribution, which has
opposite Berry curvature. Therefore
∂xµJ
µ
R = ∂xµJ
µ − ∂xµ J˜µ = 4pi
(2pi~)3
~
2
EkB
k
(
f(~p = 0, ~x, t) + f˜(~p = 0, ~x, t)
)
. (2.91)
The factor in the parenthesis is 1 because anti-fermion density is just hole density in the
w-band, and at ~p = 0 the w-band meets the u-band. Thus, we have computed the chiral
anomaly (2.87) in semi-classical (order ~) chiral kinetic theory. No assumption of near
equilibrium is needed.
Finally we justify the left-over subtleties. When we add the total ~p derivative term in
(2.88), there really should be a boundary term due to the |~p|IR cutoff. By the Stoke’s
Theorem, clearly (2.90) is just computing this boundary term, but instead of f(~p = 0, ~x, t),
we should integrate about f(~p, ~x, t) over the |~p|IR interface; similarly for the anti-fermions.
However, f and f˜ at the |~p|IR interface not necessarily add up to 1 because they are in
different bands. How shall we interpret our computation then? With the spectral flow
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picture, it is easy to see that, in the presence of the chiral anomaly flow, f + f˜ around
the |~p|IR interfaces (one in the u band and the other in the w band) cannot stay away
from 1 because the momentum space below these interfaces has limited volume of order
√
~F 3. Instead, f + f˜ around the |~p|IR interfaces must average to 1 over the spacetime
scale &
√
~/F . Therefore, our computation must be interpreted as the effect averaged over
a spacetime scale &
√
~/F . But this indeed is the regime of validity of our semi-classical
~∂x/|~p| expansion. Therefore the computation is justified within our framework.
2.7 Summary and Outlook
In this chapter, we have reviewed formal aspects of the Berry Fermi gas theory, the semi-
classical theory of non-interacting Fermi gas with Berry curvature, and presented a general
and conceptually simple derivation of the semi-classical theory from single particle path in-
tegral. We demonstrated the idea by the concrete example of Weyl fermion, which, despite
its computational simplicity, has rich and deep physical implications and broad applications.
Most notably, the chiral anomaly and the associated chiral magnetic effect can be compu-
tation from the Berry curvature monopole residing at the band touching point. We kept
our computations in the most formal expressions, so that it is clear that these effects are
robust and do not depend on the details of the system. We also presented the relation be-
tween anomalous Hall effect and Berry curvature, which was the earliest relation that drew
people’s attention toward Berry curvature in fermionic systems.
For sure, the formalism we presented here does not encompass the full story of Berry
phase physics in non-interacting fermionic system. We considered momentum space Berry
phase only, but clearly there can also be other components of Berry phase [72, 10, 83] due
to, e.g. extra externally adjustable parameter in the system. More importantly, even for
momentum space Berry phase only, we restricted to particles that have no internal degrees
of freedom. That is, we assumed our particle is microscopically described by a single band
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u. We made this assumption for simplicity. In general physical systems there might be
band degeneracy so that the particle must be described by multiple degenerate bands, and
therefore has internal degrees of freedom. In such case, the Berry curvature would have
internal indices and becomes a non-abelian curvature [21, 63, 83], and leads to some new
interesting implications. The path integral and the semi-classical formalism we presented
here can be straightforwardly generalized to the case with internal degrees of freedom.
There are not much formal, general, outstanding puzzles lingering around the Berry
Fermi gas theory, because the whole formalism can be derived by the quantum mechanics of
single particle (e.g. our path integral derivation) due to the absence of interactions. But for
applications to specific systems, there certainly are remaining problems.
The next problem we will discuss is, in the particular system of Weyl fermions, how is the
Lorentz symmetry realized in the Berry curvature formalism, which intrinsically separates
time and space. This is clearly a sharp problem in chiral kinetic theory. The resolution to
this problem, however, also deepens our understanding of the Berry curvature formalism in
general.
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CHAPTER 3
LORENTZ SYMMETRY IN CHIRAL KINETIC THEORY
In this chapter we study how Lorentz symmetry is realized in the semi-classical theory of
Weyl fermion (2.69). Our conclusion is that, there is nothing wrong with the semi-classical
theory, but the realization of Lorentz symmetry is non-trivial. More particularly, we should
not regard the spacetime position (t, ~x) and energy-momentum (H0, ~p) as Lorentz covariant
physical observables; their definitions are frame dependent. Rather, the frame independent
observables are (as one might expect), the current and stress-energy tensor in Section 2.5.2.
We start with stating a puzzle motivating the idea that the notion of position must
be frame dependent. Then we use the intrinsic-time parameter formulation of the action
introduced in Section 2.1 and see how the frame independence of the action is realized.
We provide a physical explanation based on the single particle current Figure 2.1, and a
mathematical explanation relating the non-trivial frame independence with the little group
of a massless spinning particle. Finally, we discuss if the Weyl fermions have a collision term
in the Boltzmann equation, how the collision should be realized to be compatible with the
non-trivial frame independence. We will see this colliding theory relaxes to the well-known
chiral hydrodynamics, and we compute the famous chiral vortical effect (CVE) [66].
This chapter resolves the puzzle of Lorentz symmetry in the semi-classical Berry curvature
formalism. However, resolving this problem also sheds light on the interpretation of the
formalism in general, as we will see along the text.
3.1 Puzzle
The most direct puzzle we see is that the action (2.69) for a semi-classical Weyl fermion
manifestly breaks Lorentz invariance. In particular, the Berry curvature depends on the
spatial momentum only, how can the action possibly be Lorentz invariant at all?
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Figure 3.1: Consider a head-on collision between two massless spinning particles. In the
center-of-mass frame, the incoming particles have no orbital angular momentum ~L and no
total spin angular momentum ~S, and hence no total angular momentum ~J ; so are the out-
going particles. If we boost along the direction of the incoming particles, then the incoming
particles still have no ~L and no ~S and hence ~J = 0; however, the out-going particles have
~S 6= 0, and in order for ~J to be conserved, they must have non-zero ~L = −~S.
A resolution would be that, in addition to the usual Lorentz boost, ~x and ~pmust transform
with additional order ~ corrections; this is indeed how the problem is resolved. However,
such modification to the Lorentz boost would mean the four vectors xµ and pµ are frame
dependent quantities, which sounds strange. Now we present a physical argument why this
has to be the case [14].
Recall that the a spinning massless particle’s spin angular momentum is always locked
with its momentum, ~S = s~pˆ, where s = ±1/2 for right-handed and left-handed Weyl
fermions respectively. Let’s suppose the particles can collide with each other. In particular,
consider a head-on collision as illustrated in Figure 3.1. In the center-of mass-frame of the
collision, the incoming particles have zero total orbital angular momentum ~L, zero total spin
angular momentum ~S and hence zero total angular momentum ~J ; so are the outgoing ones.
Now we boost along the direction of the incoming particles. The ~L, ~S and ~J of the incoming
particles are still zero as before. However, the outgoing particles now have non-zero ~S since
their momenta are not in opposite directions. In order for ~J to still be conserved, we must
conclude that the outgoing particles have ~L = −~S 6= 0, which means they do not fly out
directly from the “collision point” of the incoming particles. Thus, a local collision viewed in
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Figure 3.2: A schematic illustration of the non-local collision of massless spinning particles
in a non-center-of-mass frame.
the center-of-mass frame becomes a non-local collision in the boosted frame, schematically
shown in Figure 3.2. This enforces the idea that the notion of “position” must be frame
dependent.
Clearly the collision here can be a fictitious one just to facilitate the argument that the
position of a massless spinning particle must be frame dependent. The same must hold
for non-colliding particles, for example photons (which we will mention later). A massive
particle does not have this ambiguity because we can always go to its own center-of-mass
frame to define its position; on contrary, there is no center-of-mass frame for a massless
particle.
3.2 Non-Trivial Frame Dependence
To understand the Lorentz invariance in the semi-classical theory of Weyl fermion (2.69), we
first use the intrinsic-time parameter formulation of the action introduced in Section 2.1 to
express (2.69) “as Lorentz invariant as possible”:
S =
∫
dS, dS[x, p, λ] = pµdx
µ + Aµ(x)dx
µ − aµ(~p)d~pµ −H(p, x)λdτ (3.1)
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where
~pµ ≡ pµ + pνnνnµ, |~p| =
√
~pµpµ (3.2)
and nµ is a normalized future time-like frame vector, which is taken to be (1, 0, 0, 0) in the
non-relativistic formalism. But in the relativistic formalism we do not fix its components;
in fact, the formalism we are presenting here works even if nµ is spacetime dependent, and
this fact will be useful when we consider the chiral vortical effect later. The Hamiltonian is
given by
H(p, x) = pµpµ − ~Fµν(x)Σµν(~p), ~Σµν(~p) ≡ −~
2
µνρσpρnσ
|~p| (3.3)
where ~Σµν is the spin angular momentum of Weyl fermion (the Pauli-Lubanski pseudo-
vector is proportional to µνρλ~Σµνpρ); we can see it is orthogonal to the direction of mo-
mentum, which is a feature of massless spinning particle. Clearly the Weyl fermion’s spin
generates its magnetic dipole moment. The Berry curvature (2.67) now reads
~ bµν(~p) = −~
2
µνρσpρnσ
|~p|3 . (3.4)
λ serves a Lagrange multiplier that demands H = 0, which leads to the “on-shell condition”
−p · n ≡ −pµnµ = |~p| − ~FµνΣµν/2|~p| (3.5)
(taking the −p · n > 0 solution is always understood) which is the H0 in (2.69). We can
derive the EoM from the action. The EoM relating the physical time to intrinsic time is
−nµ dxµ/(2λdτ) = −nµpµ = |~p| − ~FµνΣµν/2|~p|. (3.6)
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The other EoMs just reduce to (2.73) when nµ = (1, 0, 0, 0) and are not reproduced here
(the EoM for energy is to relate the d/(2λdτ) of (3.5) to d~p/(2λdτ) and dx/(2λdτ)).
In the form (3.1) and (3.3), Lorentz invariant is manifest as everything is written as
contraction of Lorentz indices. The problem now becomes (the order ~ terms of) the action
depends on a reference frame nµ.
3.2.1 Infinitesimal Transformation
In fact, under an infinitesimal change of reference frame, if we let x and p transform by order
~ terms, the action can remain invariant to order ~. The symplectic part p ·dx+A ·dx−a ·dp
is invariant under infinitesimal change of frame
nµ → nµ + βµ, β · n = 0 (3.7)
accompanied with [14]
xµ → xµ + ~ bµν(~p) βν (p · n), pµ → pµ + Fµν ~ bνλ(~p) βλ (p · n). (3.8)
This frame dependence of x was originally found in [64] while that of p is new. Substituting
these into the Hamiltonian (3.3), we find it transforms by an overall factor
H → H
(
1 + 2~nλFλµbµνβν
)
. (3.9)
We can make the action invariant by letting λ to transform with the opposite factor so that
H λ remains invariant. (This is valid even when nµ is x dependent, because the x dependence
will only add to the transformation of n an order ~ term, but n itself appears in the action
in order ~ terms only, so the difference will the O(~2).)
The invariance of the Hamiltonian part seems quite trivial, for we can always use λ to
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cancel the transformation of H. This is not the case; in fact, this is the most non-trivial part
of the story. Note that H transforms by an overall factor, so the on-shell condition H = 0
is frame independent. Were it not transforming by an overall factor, the transformation of
λ must involve 1/H which would be problematic. This condition is highly restrictive.
What is the most general Lorentz invariant semi-classical action with non-zero Berry
curvature? Rotational invariance and point-like monopole dictates the Berry curvature to be
that of Weyl fermion (the overall factor is fixed quantum mechanically). Then one can show
frame independence dictates the most general dispersion relation to be given by (3.3) [68, 14]
up to a mass term m2 so small that m2~F/|~p|4 can be neglected. The allowance of such
small mass term is compatible with the fact that a high speed massive Dirac or Majorana
fermion can be approximately seen as a Weyl fermion. The exclusion of other possibilities
reflects the fact that any non-interacting Lorentz invariant term that can be added to the
Weyl Lagrangian must be at least order ~2F 2.
One can compute the commutation of two frame transformations by β and β′. It is
non-vanishing:
xµ → xµ + ~
λκρσnλpκβρβ
′
σ
|~p|2
pµ
|~p| , pµ → pµ + ~
λκρσnλpκβρβ
′
σ
|~p|2 Fµν
pν
|~p| . (3.10)
One can see the transformation is proportional to the EoM evolution of the variables [14].
A transformation proportional to the EoM evolution always leaves the action invariant, as is
obvious from (2.3) letting δξ be proportional to (2.5). Therefore, the frame transformation
together with the EoM evolution transformation form a group. The mathematical origin of
this algebra is discussed in the next section.
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3.2.2 Finite Transformation On-Shell
For the frame transformation to be useful, we must not only have its infinitesimal form (3.8)
but also the finite form. We would only need it when the “on-shell condition” H = 0 is
satisfied. We can integrate the infinitesimal transformation imposing H = 0, and find, under
n→ n′, [25, 71, 13]
x′µ = xµ + ∆µ
nn′(p), p
′
µ = pµ + Fµν(x)∆
ν
nn′(p), ∆
µ
nn′ ≡
~
2
µνρσpνnρn
′
σ
(p · n)(p · n′) . (3.11)
When Fµν = 0, the total angular momentum
J µν ≡ xµpν − xνpµ + ~Σµν (3.12)
is frame independent, but we are not aware of an analogy that is frame independent when
Fµν 6= 0.
One can easily see Figures 3.1 and 3.2, obtained based on physical arguments, agree with
the mathematical form of the frame dependence.
3.2.3 Current, Stress-Energy Tensor and Physical Interpretation
If the position and momentum are frame dependent quantities, what are the physical observ-
ables of the Weyl fermion that are frame independent? They are the current and stress-energy
tensor, for a single particle or for an ensemble. Understanding the frame independence of
them gives us a clear physical interpretation for the frame dependence of position and mo-
mentum.
The single particle current, defined as
J
µ
sp(x)[z, p, λ] ≡ δS[z, p, λ]
δAµ(x)
∣∣∣∣
EoM
, (3.13)
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is certainly frame independent, because both the action and the field Aµ(x) are (in this
expression the particle’s frame dependent position is z; x is an arbitrary point in spacetime
that has nothing to do with the particle). For an ensemble of particles, we need to integrate
over the phase space with measure (2.17). The measure is also frame independent – the
invariance of the symplectic part of the action leads to the invariance of d4z d4p
√
detω (the
symplectic 2-form with time and energy is to expand (2.21) so that the i, j indices become
µ, ν indices), while the invariance of H λ leads to the invariance of δ(H)/λ. Finally, we need
the distribution function to depend on frame so that
f ′(~p′, z′) = f(~p, z), i.e. f ′(~p′, x) = f(~p, x)−∆nn′ · ∂xf(~p, x) (3.14)
(because here z is the particle’s position, while x is just a generic point in the spacetime
which does not depend on the frame). Then, the ensemble current
Jµ(x) =
∫
d4z d4p
(2pi~)4
δ(H) θ(−p · n)
2λdτ
√
detω f(~p, x) J
µ
sp(x)[z, p, λ] (3.15)
must be frame independent J ′µ(x) = Jµ(x).
The current (2.76) can be written as
Jµ(x) =
∫
d3~p
(2pi~)3 (−p · n)
[(
1 + ~
Fρσb
ρσ
2
)
pµ + ~ bµνFνλnλ(−p · n)
+ ~Σµν∂xν
]
f(~p, x). (3.16)
One can manifestly check its frame independence under (3.8) with the aid of the collisionless
Boltzmann equation.
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The stress-energy tensor can be written as
Tµν =
∫
d3~p
(2pi~)3 (−p · n)
[(
1 + ~
Fρσb
ρσ
2
)
pµpν + ~
(
Fρσp
{µ − F {µρ pσ
)
bν}ρnσ(−p · n)
+ ~ p{µΣν}λ ∂xλ
]
f(~p, x), (3.17)
It can be obtained by coupling the action to spacetime metric and then integrating over the
phase space, therefore by the same argument it must also be frame independent T ′µν(x) =
Tµν(x).
Now we can give a physical interpretation to the frame dependence of the particle’s
position and momentum. As we did in Section 2.5.2, consider a single particle current where
f is localized in space and momentum space, i.e. a narrow wave packet; for concreteness
one can take f(~p, x) = (2pi~)3δ3(~x− ~z(t))δ3(~p− ~q(t)) where the particle’s position ~z(t) and
momentum ~q(t) satisfy the EoM. The current is helical as illustrated in Figure 2.1. It is easy
to see the particle’s “position” ~z must be interpreted as “the spatial center of the helix”.
While the helical current itself is frame independent, it is an elementary relativity fact that
the notion of of “spatial center” of a rotating body is frame dependent, in a way qualitatively
agree with (3.11). Similarly, ~p must be interpreted as the “momentum carried at the spatial
center of the helix”, and therefore is also frame dependent when there is EM force curving
the helical trajectory. A more pictorial analysis of this interpretation is found in [71]. What
we have seen is the massless, quantum version of the phenomenon that was first learned in
the context of massive rotating bodies [24, 20].
Clearly what we described here did not rely on the particle being a Weyl fermion. Similar
frame dependence of the “position” or “center” occurs in photons too, except the helicity
±~/2 must be replaced by ±~. The associated experimental phenomenon for photon is that,
when a circular polarized light beam (or photon) undergoes a refraction, the center of the
beam (or photon wave packet) undergoes an order ~ slight shift, much like the scenario in
61
Figure 3.2. See [9] for a review on this subject.
3.3 Relation to Wigner Translation
In the previous section we have seen the frame dependence of the definition of a massless
spinning particle’s position and momentum. This ambiguity only arises for massless particle
which does not have a natural frame, the rest (center-of-mass) frame, to define its position
and momentum. In this section we see the mathematical origin of the frame dependence – in
particular, its relation to the Wigner translation [82] for massless particle. This relation can
be seen via various methods [25, 71]. Here we demonstrate a method based on an alternative,
group theoretic expression of the action.
First we briefly review the concept of little group and Wigner translation. Suppose we a
have time-like four vector, say (m, 0, 0, 0). Among the six dimensional Lorentz group, a three
dimensional subgroup leaves this vector invariant; clearly this subgroup is just the SO(3)
rotation in the time-like vector’s rest frame. Such Lorentz subgroup that leaves a four vector
invariant is called the vector’s little group, or stablizer. What if the four vector is null, say
ka = (κ, 0, 0, κ) (κ has the dimension of energy)? The little group is the Euclidean group
ISO(2) generated by [80]
J3, A3 ≡ J2 −K1, B3 ≡ −J1 −K2 (3.18)
where Ji are rotation generators and Ki are boost generators, whose non-zero components
are
(Ji)
j
k = (Ji)jk = ijk, (Ki)
0
j = (Ki)
j
0 = −(Ki)0j = (Ki)j0 = −δij . (3.19)
One can easily check J3, A3, B3 annihilate k
a. Clearly J3 is the rotation along the spatial
direction of the null vector. A3, B3 are certain combinations of rotation and boost; the
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transformation generated by them are called Wigner translation.
Now we assume Aµ = 0 and consider the following action
S[x, L] =
∫ (
L aµ ka
dxµ
dτ
− ~
2
(J3)
a
b
2
L
µ
a
dL bµ
dτ
)
dτ (3.20)
where [xµ(τ), L
µ
a(τ)] should be viewed as a worldline lying in the Poincare´ group R3,1 o
SO(3, 1). There is a natural group theoretical and geometrical way to construction of such
actions from Lie groups; see [4, 64] and we will not review the construction here. We will
very soon see this action is physically equivalent to the Weyl fermion action at Aµ = 0. We
will interpret L aµ ka as the momentum pµ and (~/2)L
µ
aL
ν
b(J3)ab as the spin matrix ~Σ
µν .
Note that the physical conditions pµp
µ = 0 and pµΣ
µν = 0 are already built-in.
The action (3.20) has two obvious properties. It is independent of the choice of ka as
long as it stays null and (J3)
a
b stays the rotational generator annihilating ka. This can be
seen by performing a Lorentz transformation on the ab indices (involving a redefinition of L).
Moreover, it has the physical Poincare´ invariance of adding a constant to x and performing
a Lorentz transformation on the µν indices.
If we assert the action above describes the Weyl fermion, we must resolve the following:
A Weyl fermion has six physical degrees of freedom (~x, ~p), while the action (3.20) has ten
degrees of freedom (xµ, L
µ
a) of the Poincare´ group. If they can match, the action (3.20)
must have four gauge (unphysical) degrees of freedom along the worldline. This is indeed
the case. If we consider an generic infinitesimal Poincare´ transformation
xµ → xµ + Lµaχa, Lµa → Lµb(δab + λab), λab = −λba (3.21)
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we can easily find the following gauge transformations leave the action invariant:
χa = d(τ) ka + (~/2) (a(τ) (e1)a + b(τ) (e2)a) ,
λab = b(τ) (A3)
a
b − a(τ) (B3)ab + c(τ) (J3)ab (3.22)
where (e1)
a = δa1 and (e2)
a = δa2 are the unit spatial vectors orthogonal to k
a, and a, b, c, d
are four arbitrary infinitesimal gauge parameters along the worldline. The d transformation
is a version of the transformation proportional to the EoM evolution that we mentioned
at the end of Section 3.2.1, and has nothing special to do with massless spinning particle.
The c transformation is an obvious one. Most interesting is the gauge Wigner translation
parametrized by a, b – it involves a transformation of x, which means the “position x” is
not a gauge invariant physical quantity. This hints the gauge Wigner transformation is
related to the frame dependence (3.8). Another evidence is that the momentum pµ and the
total angular momentum J µν are gauge invariant under Wigner translation, in agreement
with their frame independence when Aµ = 0. Yet another evidence is, one can check the
commutation of two Wigner translations is a d transformation, also in agreement with the
algebra mentioned at the end of Section 3.2.1.
How to explicitly realize the relation? Note that the benefit of (3.20) over (3.1) is that
the former is manifestly Lorentz invariant and frame independent (no frame vector nµ is
involved), but the price payed is it involves gauge degrees of freedom as mentioned above.
To reduce (3.20) to (3.1), we need to use a frame vector nµ to fix the Wigner translation
gauge. More particularly, note that in (3.3), the spin matrix satisfies both pµΣ
µν = 0 as well
as nµΣ
µν = 0, while in the present formalism of (3.20), we only have the former constraint
but not the latter, because there is no frame nµ. To fix the Wigner gauge, we use an arbitrary
frame vector nµ (can be spacetime dependent), and impose the gauge fixing condition
nµΣ
µν = 0. (3.23)
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Equivalently, we are gauge fixing L to take the form of “first perform a boost (with respect
to our frame n) along the direction of ~k so that κ is boosted to |~p|, then rotate the vector into
the direction of ~p”. Under such gauge fixing, the action (3.20) reduces to the Weyl action
(3.1) with H = 0. If we pick another reference frame n′µ, the gauge fixing condition will
change, so we must perform a Wigner translation to satisfy the new gauge fixing condition,
and the transformation is precisely (3.11) at Aµ = 0 (the easiest way to see this is to use the
Wigner gauge invariance of J µν [13]).
Everything said above did not rely on the smallness of ~, because there has been no
external field Aµ. How to extend the connection between Wigner translation and frame
dependence to the case with Aµ 6= 0? If we just add to (3.20) the minimal coupling Aµ(x)dxµ,
the gauge invariance of Wigner translation is clearly broken at order ~, which is undesired.
To remedy this to order ~, it can be shown that in addition to the minimal coupling, one
must also replace
ka → ka − ~FρσΣρσ k¯a
4κ2
(3.24)
in the first term of (3.20), where k¯a = (κ, 0, 0,−κ); moreover, the gauge Wigner transfor-
mation of L must also be accompanied with a correction term to λab by
− ~
4κ2
[
(K3)
a
b
Fρσ L
ρ
cL
σ
d(aA¯3 + bB¯3)
cd
2
+ 2
(
bA¯3 − aB¯3
)a
b FρσΣ
ρσ
]
(3.25)
where A¯3 = J2 +K1 and B¯3 = −J1 +K2 are the Wigner translation generators for k¯. The
replacement (3.24) leads to the “on-shell condition” H = 0 with the magnetic dipole term in
(3.3). Performing the gauge fixing as before, one can show under a change of frame choice
nµ → n′µ, the Wigner translation needed to accommodate the new gauge fixing condition is
precisely (3.11).
This explains the mathematical original of the frame dependence of x and p, valid to
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order ~. Furthermore, in the presence of Aµ, one can show that no further correction can
make the action (3.20) Wigner translation invariant, or equivalently make the action (3.1)
frame independent, at order ~2. This is the symmetry based argument towards our comment
made in Section 2.4, that the semi-classical theory generally cannot be extended to order ~2,
because at that order we have to consider the presence of other bands.
3.4 Chiral Kinetic Theory with Collisions
We have already completed the discussion of Lorentz invariance in non-interacting chiral
kinetic theory, with both the physical interpretation and mathematical structure explored.
In this section we take one step further [13]. We would like to consider chiral kinetic theory
with collisions, and study what constraints Lorentz invariance places on it. We will construct
an entropy current, and determine what the most general form of hydrodynamical limit (local
equilibrium) is. As expected, it is the well known chiral hydrodynamics [66, 54, 47], from
which we will compute the famous chiral vortical effect (CVE).
So far we have only been able to study chiral kinetic theory with collisions in the absence
of EM field. Moreover, we have to point out the formalism presented here is solely based
on symmetry principles, and lacks of a microscopic derivation. Microscopically, collisions
are due to interactions between particles, so this section is beyond the non-interacting Berry
Fermi gas theory. It is well-known that microscopic interactions lead to many effects in
the kinetic theory other than collisions, for example an interaction potential energy; in this
section we assume collisions is the dominating effect, while other effects can be ignored.
3.4.1 Current
Collisions in chiral kinetic theory must be non-trivial. As we have seen from Figures 3.1 and
3.2, the collision must be non-local in general. However to construct a non-local collision
kernel respecting Lorentz invariance is not obvious. Before we resolve this problem, though,
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we shall resolve another, perhaps more straightforward problem.
In the absence of EM field, the momentum pµ is a frame independent variable. The
current (3.16) reduces to
Jµ(x) =
∫
(p)
jµ(p, x) ≡
∫
d4p
(2pi~)3
2δ(p · p) θ(−n · p) jµ(p, x) (3.26)
where the “phase space current” (the single particle current integrated over z) is
jµ(p, x) ≡ pµf(p, x) + ~Σµν(p)∂xνf(p, x). (3.27)
Clearly the integral
∫
(p) is frame independent. We expect j
µ to be frame independent too.
But it is not. Recall that the distribution transforms as (3.14), i.e.
f ′(p, x)− f(p, x) = −~∆nn′ · ∂xf(p, x). (3.28)
(recall that here x is not “a particle’s position” but a generic point in the spacetime, which is
frame independent). Because ~Σµν transforms as −2x[µpν] does (invariance of total angular
momentum), we find
j′µ(p, x)− jµ(p, x) = ~,∆µ
nn′(p) (−p · ∂xf(p, x)) . (3.29)
When the ensemble is collisionless, the collisionless Boltzmann equation (2.30) reads p·∂xf =
0, and therefore jµ and hence Jµ are indeed frame independent.
But once we include collisions, the Boltzmann equation becomes
p · ∂xf =
∫
BCD
CABCD[f ] +O(~). (3.30)
Here we are considering all possible collisions AB ↔ CD with p = pA, and integrating over
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the momenta of the other particles,
∫
B ≡
∫
(pB)
etc. The collision kernel is
CABCD = WCD→AB −WAB→CD (3.31)
where W is the collision rate whose detailed form will be given later; it should be frame
independent at zeroth order in ~. The Boltzmann equation at order ~ will also be given later.
The issue now is, the collision term makes jµ and hence Jµ(x) become frame dependent at
order ~.
The physical observable Jµ being frame dependent is certainly unacceptable. But how
can it be, given that we obtained Jµ from the action, which is itself frame independent?
The problem is, the action is frame independent only up to boundary terms. For collision-
less ensemble, the worldlines have no end points and therefore there would be no boundary
terms. With collisions, however, the Weyl fermion action varies by a boundary term of
Aµ~∆µnn′
∣∣∣final
initial
, resulting in the frame dependence of jµ. This means, although our descrip-
tion of the particle’s helical current is frame independent along the worldline, the description
of the ends of the worldline depends on a frame, which causes the problem.
The problem is now reduced to, which frame should we choose to describe the end points?
We do not need one frame for all the worldlines. The choice of frame can be different for
each collision event. We assume, for each 2-to-2 collision event, there is a “special frame” n¯µ
that, if we view the collision event in this special frame, then each particle’s current is just
the usual single particle current, ending (for incoming particles) or starting (for outgoing
particles) at a common collision point, just as in the spinless case. If we view the event in
another frame nµ, then we transform each single particle current according to the boundary
term of the action, i.e. the single particle current transforms by ~∆µnn¯ with a delta function
localized at the collision point. In the context of 2-to-2 collision, there is a natural choice for
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the “special frame” n¯µ – the center-of-mass (CoM) frame of the particular 2-to-2 collision:
n¯µ =
(p+ pB)
µ√
−(p+ pB)2
=
(p+ pB)
µ
√−2p · pB
=
(pC + pD)
µ√
−(pC + pD)2
=
(pC + pD)
µ
√−2pC · pD
. (3.32)
In the following we will make this assumption.
This is just the idea behind Figure 3.1 made concrete. Based on this reasoning, the
presence of collision modifies the collisionless phase space current (3.27) into
jµ ≡ pµf + ~Σµν∂xνf +
∫
BCD
CABCD ~∆
µ
n¯n (3.33)
where the last term captures the frame dependent “end point current” localized at each
collision point. From our reasoning, jµ must be frame independent by construction. Then,
in retrospect, it is in fact natural to “define” the phase space distribution by the time
component of the phase space current:
f =
−n · j
−n · p. (3.34)
Now that j and p are frame independent, we can find the frame dependence of f is, in
addition to (3.28),
f ′ − f = −~∆nn′ · ∂xf +
∫
BCD
CABCD
~∆nn′ · n¯
p · n¯ , (3.35)
where we have used the nice identity
∆
µ
nn′ + ∆
µ
n′n′′ + ∆
µ
n′′n = p
µ∆nn′ · n′′
p · n′′ (3.36)
that follows from the definition (3.11) of ∆. Now, one can compute j′µ − jµ using (3.35)
and find j′µ − jµ = 0 as it should. This checks the consistency of our formalism.
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Now that we have a frame independent phase space current jµ, we assert the physical
current and the stress-energy tensor are give by
Jµ(x) =
∫
(p)
jµ(p, x), Tµν(x) =
∫
(p)
p{µjν}(p, x). (3.37)
In the collisionless limit, they reduce to (3.16) and (3.17) at Aµ = 0. We can check ∂xµJ
µ = 0
and ∂xµT
µν = 0 after we developed the Boltzmann equation.
3.4.2 Boltzmann Equation
Now we have found how to consistently express Jµ and Tµν in terms of f in the presence
of collisions. But we still need to figure out how the distribution f evolves in time, that is,
what is the collisionful Boltzmann equation (3.30) to order ~. The collision kernel we find
must reflect the non-local collision in Figure 3.2.
In usual kinetic theory, i.e. the theory at zeroth order in ~, the collision rate for identical
fermions is given by
WAB→CD[f ] =
1
2!
|M(s, t)|2 (2pi)4δ4(pA + pB − pC − pD) ×
f(pA, x)f(pB , x) (1− f(pC , x)) (1− f(pD, x)) (3.38)
whereM is the scattering amplitude computed from quantum field theory, with Mandelstam
variables s ≡ (pA + pB)2, t ≡ (pA − pC)2. But at order ~, the f ’s are frame dependent, so
the collision rate becomes ambiguous. Fortunately, again, for each collision event we have a
natural choice of frame, the CoM frame n¯µ. Therefore we are led to consider the distribution
in the CoM frame for each collision event
f¯ =
−n¯ · j
−n¯ · p, (3.39)
70
and we propose the collision rate for each collision event should be
WAB→CD[f¯ ] =
1
2!
|M(s, t)|2 (2pi)4δ4(pA + pB − pC − pD) ×
f¯(pA, x)f¯(pB , x)
(
1− f¯(pC , x)
) (
1− f¯(pD, x)
)
. (3.40)
With this proposition, we have a fix the right-hand-side of (3.30) to order ~. Since the right-
hand-side does not depend on an arbitrarily chosen reference frame now, the left-hand-side
must not be. The most natural choice of the left-hand-side would be ∂x · j, which reduces
back to p · ∂xf at zero order in ~. Therefore, we propose the Boltzmann equation with
collisions at Aµ = 0 should be
∂x · j(p, x) =
∫
BCD
CABCD[f¯ ] =
∫
BCD
(
WAB→CD[f¯ ]−WCD→AB [f¯ ]
)
(3.41)
where p = pA. Both side are now manifestly frame independent.
In practice, it is more convenient to use f in some lab frame nµ, instead of having to
consider f¯ in the CoM frame of each collision. For this purpose, we may rewrite (3.41) as
p · ∂xf =
∫
BCD
CABCD[f ]
(
1−
∫
B′C ′D′
dCAB′C ′D′ [f ]
df
~∆n¯n · n¯′
p · n¯′
)
(3.42)
where n¯′ is the COM frame of the collision AB′ ↔ C ′D′.
As usual, integrating the Boltzmann equation (3.41) with either
∫
(p) or
∫
(p) p
µ yields zero.
This reflects the conservation of charge and momentum under collisions. More precisely, this
leads to ∂xµJ
µ = 0 and ∂xµT
µν = 0 (with the aid of (3.42)).
3.4.3 Entropy Current
Once collision is included, we are led to the most important concept of Boltzmann’s kinetic
theory – the existence of an entropy current Sµ which is non-decreasing ∂x ·S ≥ 0. This is the
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famous Boltzmann’s H-Theorem, revealing the fact the effects of collisions are irreversible
and drive the systems towards disorder. When entropy is maximized, i.e. ∂x · S → 0,
the system has relaxed to local equilibrium, and this is the hydrodynamical limit of kinetic
theory.
In our formalism, a general frame independent phase space current takes the form
j
µ
φ = p
µφ(f) + ~Σµν∂xνφ(f) +
∫
BCD
CABCD ~∆
µ
n¯n
dφ(f)
df
(3.43)
where φ(f) is an arbitrary smooth function of f ; clearly the charge current j is the jφ when
φ(f) = f . Its frame independence j′µφ = j
µ
φ can be verified by (3.35) and (3.36). Moreover,
its divergence is
∂x · jφ =
∫
BCD
CABCD[f¯ ]
dφ(f¯)
df¯
(3.44)
using (3.42).
With the above, if we know in usual kinetic theory (zeroth order in ~) what the φ
corresponding to entropy current is, we immediately have the entropy current at first order
in ~. It is elementary that in usual kinetic theory, the φ corresponding to entropy current is
the phase space local entropy
s = −f ln f − (1− f) ln(1− f). (3.45)
Therefore, to first order in ~, the entropy current is
Sµ =
∫
(p)
j
µ
s . (3.46)
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To see the entropy current is non-decreasing, we abbreviate
r ≡ WCD→AB
WAB→CD
=
fCfD(1− fA)(1− fB)
fAfB(1− fC)(1− fD)
. (3.47)
Note that CABCD = WAB→CD(r − 1). Since CABCD is even under A ↔ B and C ↔ D
but odd under AB ↔ CD, we find
∂x · S = 1
4
∫
ABCD
WAB→CD(r − 1) ln r ≥ 0, (3.48)
The above is vanishing only when r = 1, i.e. when there is no net collision CABCD = 0
(“detailed balance”). This is the local equilibrium state.
3.4.4 Equilibrium and Chiral Vortical Effect
Let’s work out the most general local equilibrium state. We are going to show that the most
general equilibrium distribution function, viewed in any frame nµ, is
f(p, x) =
1
exp
(
Uµ(x) pµ − Y + ~Σµν(p) ∂xµUν(x)/2
)
+ 1
(3.49)
with Y constant and Uµ(x) a future time-like vector satisfying
∂xµUν(x) = ∂[xµUν](x) +
ηµν
4
∂xλU
λ(x). (3.50)
We will also show (3.49) is compatible with the frame transformation (3.35). In usual nota-
tions one would write Uµ(x) = uµ(x)/T (x) and Y = µ(x)/T (x) where u is the normalized
local fluid velocity, T > 0 is the local temperature and µ is the local chemical potential.
As usual, it is convenient to define g such that f = 1/(eg + 1) so that r defined above
can be written as r = exp(g¯A + g¯B − g¯C − g¯D). To achieve local equilibrium, we need
r = 1, so g¯ must be a linear combination of conserved quantities during a collision. The
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conserved quantities are particle number (charge), momentum pµ and angular momentum
J µν . Since we are viewing g in the CoM frame, the orbital angular momentum vanishes, so
the conservation of J µν becomes the conservation of spin viewed in the CoM frame ~ Σ¯µν .
Therefore, in local equilibrium g¯ must take the form
g¯eq(p, x) = U
µ(x) pµ − Y (x) + ~ Σ¯µν(p) Ωµν(x)/2. (3.51)
where Uµ, Y and Ωµν are some coefficients. This is the constraint from CABCD = 0 on g¯.
But the coefficients U, Y,Ω are certainly not arbitrary. They need to satisfy two condi-
tions:
• We have expressed geq in the CoM frame n¯ of a particular collision AB ↔ CD.
However, physically f = 1/(eg + 1) describes the distribution of the particle A, and
is unrelated to the other particles B,C,D. This means, if we transform (3.51) into
an arbitrary lab frame n using (3.35), in the lab frame the expression of geq must be
independent of n¯, and hence independent of pB , pC , pD.
• The distribution f = 1/(eg + 1) must satisfy the Boltzmann equation (3.41).
To satisfy the second condition, now that (3.51) guarantees CABCD = 0, the Boltzmann’s
equation (3.42) implies p · ∂xg = 0. This means
∂xµU
ν pµpν = 0, p
µ∂xµY = 0, ~Σ¯µνpλ∂xλΩµν = 0. (3.52)
The equations for U and Y reduce to (3.50) (the antisymmetric part is generic, while the
trace part relies on the Weyl fermion being massless) and Y = const. respectively; we will
leave the Ω equation for later. For the first condition, using (3.35) we find, in a lab frame n,
geq =
(
Uµ − ~∆νn¯n∂xνUµ + ~∆νn¯nΩνµ
)
pµ − (Y − ~∆νn¯n∂xνY ) + ~ΣµνΩµν/2 (3.53)
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Since we have already shown Y is a constant and U satisfies (3.50), the condition geq being
independent of n¯ reduces to ΣµνΩµν = Σ
µν∂xµUν ; this in turn solves the equation for Ω
in (3.52). Finally, in order for f to approach 0 at large energy, U must be future time-like.
Thus, we have shown (3.49) with constant Y and future time-like U satisfying (3.50) is the
most general equilibrium distribution, and it is compatible with the change of frame (3.35).
The phase space current (3.33) in equilibrium is
j
µ
eq = p
µf0eq +
df0eq
dg0eq
~
3
2
Σ[µνpλ]∂xνUλ
= pµf0eq +
df0eq
dg0eq
~
2
µνρσ
2
pν ∂xρUσ (3.54)
where f0eq is feq dropping the ~ term, i.e. the Fermi-Dirac distribution for spinless particle.
j
µ
eq is explicitly frame independent. The phase space current j
µ
s is similar, but with s(f
0
eq)
in place of f0eq.
We would like to compute Jµ, Tµν and Sµ in equilibrium and see the chiral vortical
effect. However we have a big missing piece. In this section we have been discussing the
fermion only, but we also have to include anti-fermion contributions. The total current,
stress-energy tensor and entropy current are
J
µ
tot = J
µ − J˜µ, Tµνtot = Tµν + T˜µν , Sµtot = Sµ + S˜µ (3.55)
where, for anti-fermions, every ~/2 is replaced with −~/2. The incorporation of anti-fermions
into the collision kernel is also straightforward: now the ABCD not only denote the particles’
momenta, but also whether each particle is a fermion or anti-fermion. In equilibrium, anti-
fermions should have U˜µ = Uµ but Y˜ = −Y , because Y is the coefficient for fermion number
conservation.
Now we have all the recipes. In the
∫
(p) integration, it is natural to use the fluid velocity
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as the frame vector, i.e. nµ = uµ (recall that uµ is Uµ normalized). The energy in this frame
is E ≡ −u · p, while the spatial momentum is ~pµ ≡ pµ−Euµ. Using the phase space current
(3.54) (and also the phase space entropy current) and performing the ~p integrals, we find
(Jtot)
µ
eq = Nuµ + ξJ ωµ, (Stot)µeq = Suµ + ξS ωµ,
(Ttot)
µν
eq = Euµuν + P (ηµν + uµuν) + 2ξT u{µων} (3.56)
where ωµ ≡ µνρσuν∂xρuσ/2 is the vorticity and the associated terms is the CVE. N , E ,
P and S are the usual density, energy density, pressure and entropy density for massless
spinless particle:
N = 4pi
(2pi~)3
µ3 + pi2µT 2
3
, E = 4pi
(2pi~)3
µ4 + 2pi2µ2T 2 + 7pi4T 4/15
4
(3.57)
and P = E/3, S = ∂P/∂T . The CVE coefficients ξJ , ξT and ξS are given by
ξJ =
4pi
(2pi~)3
~
2
1
T
∫ ∞
0
dE E2
(
exp(E/T − Y )
(exp(E/T − Y ) + 1)2 −
exp(E/T + Y )
(exp(E/T + Y ) + 1)2
)
=
4pi
(2pi~)3
~
2
(
µ2 +
pi2
3
T 2
)
, (3.58)
ξT =
4pi
(2pi~)3
~
2
2
3T
∫ ∞
0
dE E3
(
exp(E/T − Y )
(exp(E/T − Y ) + 1)2 +
exp(E/T + Y )
(exp(E/T + Y ) + 1)2
)
=
4pi
(2pi~)3
~
2
2
3
(
µ3 + pi2µT 2
)
, (3.59)
ξS =
3
2T
ξT − Y ξJ =
~
2
µT
3
. (3.60)
This is in agreement with the previous literature [66, 54, 47], up to a “change of hydrodynamic
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frame”, i.e. a redefinition of uµ in (3.56). (The earliest computation [76] of CVE had a
different ξT because the ∂xf contribution to T
µν was missing.)
Usually in relativistic hydrodynamics one uses one of Eckart frame (define u so that J
has no spatial component in the u frame), Landau frame (define u so that T has no mixed
temporal-spatial components in the u frame) or entropy frame (define u so that S has no
spatial component in the u frame). However, our result (3.56) is expressed in a frame of fluid
velocity u that does not admit any of these three usual conditions. What is the physical
meaning of our u frame? It is shown that our frame of fluid velocity u is the “no-drag
frame” [70]: if an impurity particle interacting with the fluid is moving in the fluid with the
velocity u, it will experience no net drag force.
3.5 Summary and Outlook
In this chapter we clarified how Lorentz invariance is non-trivially realized in chiral kinetic
theory, in the seemly frame dependent Berry curvature formalism. We provided both the
physical interpretation and the mathematical origin of the non-trivial realization. Then we
proposed a formalism of collisionful chiral kinetic theory in the absence of external force,
and showed how the system is can be relaxed to the chiral hydrodynamics limit, in which we
computed the chiral vortical effect. The collisionful chiral kinetic theory can be potentially
applied to the study of quark matter in heavy ion collision experiment or early universe.
The collisionful chiral kinetic theory is worth further study. First, our proposed formalism
is restricted to the absence external electromagnetic field; currently it is unclear how to write
down a frame independent collisionful Boltzmann equation in the presence of external field.
For application purpose it would be useful to make this extension. Second, we do not have
a microscopic derivation for the collisionful case; we only write down the simplest possible
formalism based on Lorentz symmetry considerations. It is desired to have a derivation from
the Kadanoff-Baym method [35] or other methods.
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Another direction for further theoretical study is to couple the semi-classical Weyl fermion
to curved spacetime. Within the group theoretical formalism in Section 3.3, the coupling to
a background metric can be introduced [4]. For massless particles, the non-triviality is again
to find quantum correction terms, this time to remedy the violation of Wigner translation
gauge invariance due to the spacetime curvature. We have made certain progress in this
direction, but there remains an unsatisfactory issue – the gravitational chiral anomaly is
beyond the reach of our current regime of validity. In this thesis we are not covering the
relevant efforts. The completion towards this direction can be a future subject of study.
Although our discussion focuses on the issue of Lorentz invariance, through the discussion
we gain a better understanding of the Berry curvature formalism in general. The ∂xf
terms in the current and stress-energy tensor are generic. This means at order ~ the semi-
classical particle’s single particle current and stress-energy tensor generically have non-point-
like feature. Thus, in general semi-classical systems, we always have to carefully interpret
the “position ~x” and “momentum ~p” as the position of the “center” of the single particle
current and the momentum carried at this “center”. Moreover, if we would like to include
a collision term in the Boltzmann equation, either collision between particles or collision off
impurities, it is in general invalid to assume the collision is local; there would generally be
some order ~ (same order as Berry curvature effects) non-locality in the collision kernel. For
chiral kinetic theory we can use Lorentz symmetry to pin down this non-locality; for general
systems perhaps a microscopic derivation is needed.
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CHAPTER 4
BERRY FERMI LIQUID
From the previous chapters, we see the kinetic theory of Fermi gas with Berry curvature
is a useful approach towards a wide range of physical systems. However, for most physical
systems in reality, the assumption of free Fermi gas does not hold. The interaction between
the fundamental fermions might be so strong that, if one excites a fermion with high energy,
it very soon decays into low energy excitations and “dissolves” into the system; hence,
the picture based on the notion “particles” becomes not so useful. In such scenarios, we
shall wonder, how do we still define “Berry phase effects”? How much of those we said
about Berry Fermi gas still survives under interactions? Moreover, even if the interaction is
sufficiently weak that “particles” can still be talked about and the picture of Fermi gas is a
good approximation, we can still ask, does the interaction introduce any new and interesting
effects? In this chapter we explore these problems.
In our discussion of Fermi gas, thanks to the single particle picture, we could discuss the
physics of far-from-equilibrium systems. Once interaction is included, far-from-equilibrium
systems become difficult to study in general. Therefore we will be less ambitious about inter-
acting systems. We restrict our consideration to a large class of interacting fermionic systems
called Fermi liquid. A Fermi liquid is a system whose ground state has some non-zero fermion
density specified by a Fermi surface similar to that of a non-interacting system, and more
importantly, whose low energy (gapless) excitations behave as nearly-free fermionic particles
near the Fermi surface, with decay rate suppressed by their low energy (while interactions
are not necessarily weak); no particular assumption is made about high energy excitations.
Due to these limitations in assumptions, we study the near-ground-state behaviors of the
Fermi liquid under low energy, long wavelength external perturbations only.
The study of Fermi liquid started with the classic works of Landau [41, 40] in 1957.
Following his amazing physical intuition, Landau proposed that at low energy a Fermi liquid
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can be described by collisionless kinetic theory, and the leading effect (unsuppressed by the
low energy) of interaction is a local interaction potential energy and nothing else; all other
effects such as particle decay are suppressed by the low energy, even when interaction is not
weak. Using his theory of Fermi liquid, Landau successfully explained the propagation of
“zero sound” in low temperature Helium-3 liquid. Landau’s Fermi liquid theory was also
successful in explaining various properties of electrons in metals.
Originally Landau’s theory was formulated based on physical intuition, the theory was
later derived from quantum field theory by Landau himself and others [43, 59, 49, 35, 1]. In
the 1990s, the remarkable intuition of Landau was concretely formulated in the language of
low energy effective field theory [60, 61].
Despite the remarkable success of the Landau Fermi liquid theory, the interesting anoma-
lous Hall effect, chiral magnetic effect and other Berry phase physics are missed in Landau’s
framework. The reason is simple: Landau focused on the behaviors that are unsuppressed by
the low energy / long wavelength, while these interesting physics are one order higher in the
low energy / long wavelength expansion. One can see this easily: for instance, the longitu-
dinal current δJL ∼ σLE ∼ const. A where A is the electromagnetic connection, E ∼ ωA is
the electric field and σL ∼ const./ω is the longitudinal conductivity, with ω being the small
energy carried in A; on the other hand, the Hall current δJH ∼ σHE ∼ const. ωA. Therefore
we see the longitudinal current is dominated by unsuppressed terms while the Hall current
is suppressed by ω. Thus, in order to study the anomalous Hall effect, chiral magnetic effect
and other Berry phase physics in Fermi liquid, we must work to the first order in the low
energy / long wavelength expansion. Moreover, for Berry curvature to appear, clearly the
fermionic field must be multi-component. This is what we consider in this chapter, and the
theory developed here would be called “Berry Fermi liquid theory”.
We start with an Invitation section, demonstrating in the simple example of (2 + 1)D
Dirac fermion with a weak contact interaction that the anomalous Hall current is no longer
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given by the Berry curvature of the particles, but receives a correction due to the interaction.
This will be explained by the emergent electric dipole moment as we develop the general
framework of Berry Fermi liquid theory. Between the Invitation section and the presentation
of the Berry Fermi liquid theory, we briefly review the Landau Fermi liquid theory.
This Chapter is mostly a reproduction of Ref. [15], with the example in Section 4.1 added
for demonstration purpose.
4.1 Invitation: (2 + 1)D Dirac Fermion with Weak Contact
Interaction
Let’s start with a simple example. In this simple example, interaction is so weak that the
decay or collision between the fermions can be neglected, so the very notion of particle is
well-defined. Thus, we have a physical picture that is mostly analogous to a Fermi gas,
except now there is some interaction between the fermions. We want to see if there is any
interesting new effect arising from the interactions.
We consider the 2-component Dirac fermion field ψ in (2 + 1)D. We consider N identical
copies (flavors) of the field and label the flavors as ψa. The Lagrangian is
L = −ψ¯a iγµ
(
−i∂xµ − Aµ − 0δ0µ
)
ψa −m0ψ¯aψa − σψ¯aψa + σ2/2g. (4.1)
We choose the Dirac gamma matrices in the basis γ0 = −iσ3, γ1 = σ2, γ2 = −σ1 (which
leads to γ0γµ = −σµ). Here ψ¯ ≡ ψ†(iγ0) as usual; m0 is the mass parameter and 0 is the
chemical potential parameter. σ is an auxiliary scalar field integrating out which yields the
contact interaction −(g/2)(ψ¯aψa)2. We let g to be small and keep it to first order; since
particle decay / collision is order g2, we have the picture of stable Dirac fermions. For this
Lagrangian to be invariant under large gauge transformation, N must be even, and that is
why we did not set N = 1 for simplicity.
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We allow m0 to take either sign, but for definiteness let’s fix 0 ≥ |m0|. That is, in the
ground state, the Dirac sea (negative energy band) is completely filled (no anti-fermion),
while we have a Fermi sea of fermions in the positive energy band.
The Feynman rules are simple. The bare fermion propagator, renormalized with a filled
Dirac sea and no Fermi sea (i.e. renormalized at 0 = 0), is given by
iG0(p)δab ≡ 〈ψa(−p)ψ†b(p)〉
∣∣∣
g=0
=
iδab u0(~p)u
†
0(~p)
p0 − (E0(~p)− 0)(1− i)
+
iδab w0(~p)w
†
0(~p)
p0 − (−E0(~p)− 0)(1− i)
(4.2)
where E0(~p) ≡
√
~p2 +m20 and the i prescription corresponds to the said ground state.
The bare positive energy band spinor u0 satisfies the Dirac equation (σ
ipi + σ3m)u0(~p) =
E0(~p)u0(~p) and the negative energy band spinor w satisfies the Dirac equation (σ
ipi +
σ3m)w0(~p) = −E0(~p)w0(~p); alternatively,
2u0u
†
0 = σ
0 +
m0
E0
σ3 +
pi
E0
σi, 2w0w
†
0 = σ
0 − m0
E0
σ3 − p
i
E0
σi. (4.3)
The explicit solutions to the bare spinors are
u0(~p) =

cos(θ/2)
eiφ sin(θ/2)
 , w0(~p) =

−e−iφ sin(θ/2)
cos(θ/2)
 (4.4)
where (E0, θ, φ) are the spherical coordinates in the (p
1, p2,m0) space. Note all these are
the same as Weyl fermion but with m0 in place of p
3. The other Feynman rules are: the
Aµψaψ
†
b vertex is given by iσ
µδab; the “propagator” of the auxiliary σ field is ig/N ; the
σψaψ
†
b vertex is given by −iσ3δab.
If we include interaction effects and keep g to first order, the bare propagator iG0 is
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renormalized to full propagator iG, given by the following diagrams:
= + + (4.5)
where the thick fermion line is the full propagator iG while the thin fermion lines are
the bare propagator iG0; the dashed lines are the σ field propagator. One can show
that after including the 1-loop diagrams, iG takes the same form as iG0, but with the
mass parameter m0 renormalized to some physical mass m, and the chemical potential
parameter 0 renormalized to some physical chemical potential F ; the renormalized en-
ergy E(~p) and renormalized spinors u(~p), w(~p) are defined with m in place of m0. More-
over, p0 is shifted by a constant which has no physical effect and can be removed by a
redefinition of p0. (The details of the shifts from m0 to m, 0 to F and the shift of p
0
are unimportant for the present discussion, but we include them here for completeness.
To order g the shift in m is m = m0 + (g/2pi)m00 (1− 1/2N). The Fermi momentum
pF =
√
20 −m20 is a physical quantity and remains unchanged, and the physical chemical
potential is given by F =
√
p2F +m
2 = 0 + (m0/0)(m−m0). The shift in p0 is given by
p0 + F − 0 + (g/8piN)(20 −m20), and can be removed by a redefinition of p0.)
Now we are ready to get to our main point: to see whether the presence of interaction
alters the relation (2.39) between anomalous Hall effect and Berry curvature. Consider the
linear response of δJµ to an external Aν field carrying momentum q. The relevant Feynman
diagrams are
q
µ Aν
q
µ Aν
q
µ Aν
where the fermion lines are the full propagator iG. We further require qi = 0 and q0 to be so
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small that can be kept to first order; the electric field is Ej = iq
0Aj and the magnetic field is
zero. For the purpose of computing anomalous Hall current, we are only interested in iΠ[ij]
(at linear response iδJµ(q) = iΠµν(q)Aν(q)), the antisymmetric part of these diagrams.
The first diagram is what would contribute when g = 0, so we expect the first diagram to
reproduce the Berry Fermi gas result (2.39). Let’s demonstrate this. With qi = 0, performing
the loop integral and picking the p0 poles in the loop yields
−iN
∫
d2~p
(2pi)2
[
θ(F − E(~p))− 1
2E(~p)− q0
(
w†(~p)σ[iu(~p)
)(
u†(~p)σj]w(~p)
)
+
θ(F − E(~p))− 1
2E(~p) + q0
(
u†(~p)σ[iw(~p)
)(
w†(~p)σj]u(~p)
)]
= iN
∫
d2~p
(2pi)2
(1− θ(F − E(~p)) q0
4E(~p)2 − (q0)2
(
w†(~p)σ[iu(~p)
)(
u†(~p)σj]w(~p)
)
. (4.6)
At leading order we can ignore the (q0)2 in the denominator. Moreover, note that σi =
∂pi
(
σkpk + σ3m
)
, while u,w are eigenstates of σkpk +σ3m with eigenvalues ±E(~p) respec-
tively, therefore we have
w†(~p)σiu(~p) = 2E(~p) w†(~p)
(
∂ipu(~p)
)
= −2E(~p)
(
∂ipw
†(~p)
)
u(~p), (4.7)
as well as complex conjugate version of it. Hence, using 1 = uu† + ww†, we finally find
−q0 N
2pi
∫
d2~p
4pi
[
(−2i)∂[ipw†∂j]p w + θ(F − E)(−2i)∂[ip u†∂j]p u
]
. (4.8)
This is indeed the Berry Fermi gas result (2.39). The first term in the square bracket is
the Berry curvature contribution from the filled Dirac sea, yielding −ijsgn(m)/2, i.e. in
the gapped phase |F | ≤ |m| the Chern number would be sgn(m)N/2, which explains why
we said N must be even. The second term in the square bracket is the Berry curvature
contribution from the Fermi sea, yielding ij(1− |m|/F )sgn(m)/2.
84
To first order in g, we must also take into account the second and third Feynman diagrams.
Unless those two diagrams vanish at first order in q0, the extra contribution from those two
diagrams would violate the Berry Fermi gas result (2.39). It is easy to see the second
Feynman diagram vanishes when qi = 0; however, the third has a non-trivial contribution,
so (2.39) is indeed violated. The 2-loop integral in the third diagram is not as hard as it
might look. Because the σ propagator is momentum independent, we can carry our the
momentum integral in each loop separately (and the two loops are clearly identical up to
q → −q), so we really only need to perform a 1-loop integral. We find
g m
q0ij
16pi2
(
1− m
2
2F
)
. (4.9)
Combining with the first diagram, we arrive at
iΠ[ij](q) =
N
2
q0ij
2pi
(
m
F
+
g m
4piN
(
1− m
2
2F
))
, δJ iH(q) = Π
[ij](q)Aj(q). (4.10)
The first term is the expected Berry curvature contribution from both bands. However,
interaction introduces the second term, and thus violates the simple relation (2.39) between
anomalous Hall conductivity and Berry curvature in Berry Fermi gas.
Through this simple example we see the violation of (2.39). What is the physical nature
of the new term? Inspecting the third Feynman diagram, it seems we shall view the dash
line as a quantum correction to the bare Aνψψ
† vertex, and this suggests the new term is
related to the effective electric dipole moment arising from interactions. This is indeed the
correct physical interpretation, as we will see along the development of the general formalism
of Berry Fermi liquid.
What cannot be learned from this simple example – in which the particles are stable since
decay occurs at order g2 which we neglect – is whether Berry curvature effect is still worth
talking about when the interaction is so strong that particles in the Fermi sea are unstable.
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The answer is positive – more particularly, only the Berry curvature near the Fermi surface
is involved. We will also show this along the development of our general formalism.
4.2 Review of Landau Fermi Liquid Theory
Before we present the kinetic theory of Berry Fermi liquid, let’s start with a quick review of
Landau Fermi liquid theory – in particular, the computation of linear response in the theory.
We assume that there is no external field violating spacetime translational symmetry except
for the present external EM field. We assume the EM U(1) charge conservation is not broken
by the ground state. We do not assume the presence of any other symmetry.
Let us start with a system of fermions, interacting through a finite-ranged interaction,
in d spatial dimensions with d ≥ 2 (or (d + 1) spacetime dimensions). We assume the
ground state at chemical potential F is a Fermi liquid, with a sharp Fermi surface (FS).
(We assume that the Kohn-Luttinger instability [38] occurs at a temperature much smaller
than any energy scales of interest). The low energy excitations are fermionic quasiparticles
(or quasiholes) near the FS. For simplicity we assume one, non-degenerate, FS, i.e., each
momentum ~p near the FS corresponds to only one quasiparticle.
We now perturb this system by a small external EM field Aµ. Physically, this causes a
deformation of the FS, which can also be viewed as creating quasiparticles and quasiholes,
which in Landau’s theory are described by the quasiparticle distribution function δf(~p;x)
with ~p near the FS. In the linear response theory we keep δf to linear order of Aµ.
The Landau Fermi liquid theory matches with quantum field theory at long wavelength.
If we Fourier transform −i~∂xµ to qµ, then in the long-wavelength limit under consideration,
Aµ and δf only have q modes with q  pF and q  ~/rint, where pF is the size scale of the
FS (there is no notion of “Fermi momentum” since we do not assume rotational symmetry),
and rint is the range of interaction between quasiparticles (this is why we assumed finite-
ranged interactions). In practice, we keep ~ ∂x, or equivalent q, to leading order in Landau
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Fermi liquid theory.
It can be shown that the collision (decay included) rate of quasiparticles is suppressed
beyond leading order in q, due to the limited availability of decay channels. In particular,
the suppression is by an extra order of q for d ≥ 3 [40, 48, 1], and by an extra q ln q for d = 2
[6, 17, 18]. Thus, quasiparticle collision can be neglected in Landau Fermi liquid theory.
The computation of linear response in Landau Fermi liquid theory proceeds in two steps.
One first computes δf as a linear function of A by solving the Boltzmann equation, and then
expresses (the quantum expectation of) the induced current δJµ as a linear function of δf ,
and hence of A. In Landau’s Fermi liquid theory, the energy of a single quasiparticle has the
form
(~p;x) = E(~p) +
∫
~k
U(~p,~k) δf(~k;x) (4.11)
where
∫
~k
≡ ∫ ddk/(2pi~)d. Here E(~p) is the kinetic energy of the quasiparticle, and U(~p,~k),
even under exchange of ~p and ~k, parameterizes the contact interaction between two quasi-
particles of momenta ~p and ~k. (If the system has rotational symmetry, the Landau Fermi
liquid parameters are obtained by putting ~p and ~k on the Fermi surface and expanding U
in angular harmonics in the angle between ~p and ~k.) Both E and U are microscopic inputs
into Landau’s theory. Landau’s Fermi liquid theory postulates the collisionless Boltzmann
equation (2.30):
∂f(~p;x)
∂t
+
∂(~p;x)
∂pi
∂f(~p;x)
∂xi
+
(
Fi0(x) + Fij(x)
∂(~p;x)
∂pj
− ∂(~p;x)
∂xi
)
∂f(~p;x)
∂pi
= 0. (4.12)
where Fi0 = ∂xiA0 − ∂tAi is the electric field, Fij = ∂xiAj − ∂xjAi is the magnetic field,
and we have absorbed the electric charge into the field potential A. Writing f(~p;x) =
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θ(F − E(~p)) + δf(~p;x) and linearizing over δf and A, one finds
vµ(~p) ∂xµδf(~p;x) = δ(F − E(~p)) vi(~p)
(
Fi0(x)− ∂xi(~p;x)
)
(4.13)
where v0 ≡ 1, vi(~p) ≡ ∂ipE(~p), and x0 ≡ t. Notice that, due to the delta function on the right
hand side, Eq. (4.13) involves only the FS, but not, say, the whole Fermi sea. Performing
the Fourier transformation −i∂xµ → qµ, where, in our convention, −q0 = q0 is the energy,
while qi = q
i is the momentum, the Boltzmann equation then reads
δf(~p; q) = δ(F − E)
vi
vµqµ − i
(
−iFi0(q)− qi
∫
~k
U(~p,~k) δf(~k; q)
)
(4.14)
where Fµν(q) = 2iq[µAν]. This is an integral equation from which one can find δf in terms
of A. It follows from Eq. (4.14) that the the coefficient of linear dependence between δf and
A is finite in the limit q → 0 and q0/|q| fixed. In this thesis we count this as zeroth order
(leading order) in q. Note that we placed an i prescription in the denominator; its sign is
such that q0 appears as q0 + i. This corresponds to the retarded boundary condition that
at infinite past the system is in its ground state.
Now suppose we have solved for δf as a linear function of A from (4.14). Then the
induced current in Landau Fermi liquid theory is given by
δJµ(x) =
∫
~p
(
vµ(~p) δf(~p;x) + δ(F − E(~p))δµi vi(~p) ((~p;x)− E(~p))
)
. (4.15)
The first term is simply the current created by the quasiparticles that were excited. The
second term, by recognizing δ(F − E) vi = −∂ipθ(F − E) and integrating by parts over
~p, is the current due to quasiparticles in the Fermi sea having their velocity perturbed by
interactions with the excited quasiparticles ∂ip(−E). (Although “quasiparticles in the Fermi
sea” are generally not well-defined far from the FS, from the expression (4.15) we clearly
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see only those quasiparticles near the FS are involved.) This is the procedure of computing
linear response in Landau Fermi liquid theory.
4.3 Berry Fermi Liquid Theory
As introduced at the beginning of this chapter, we are to develop a kinetic theory of Fermi
liquid incorporating Berry curvature. The most outstanding questions are how to define
Berry curvature effects when high energy quasiparticles are unstable, which properties of
Berry Fermi gas survive in the presence of interactions, and whether any new effects arise
from interactions. The assumptions about the Fermi liquid is mostly the same as in Landau’s
theory. The differences are that here the fermionic field must be multi-component, and
that we work to one order higher in low energy / long wavelength expansion (consequently,
collisions cannot be neglected even for the meta-stable quasiparticles near the FS).
The kinetic formalism of Berry Fermi liquid theory, similar to Landau Fermi liquid theory,
consists of two parts: the Boltzmann equation, and the expression of the current in terms
of the distribution function. We will also find that the consistency of the theory requires
certain relationships between the chemical potential dependence of the Fermi velocity and
the Landau interaction potential, and between the chemical potential dependence of the
Hall conductivity tensor (to be defined later) and the Berry curvature of the fermionic
quasiparticle. We will present this formalism in this Section. In the next Section, we will
show this kinetic formalism exactly matches with quantum field theory (QFT) computation
to all orders in diagrammatic expansion, for a large class of QFTs.
We make a final remark. For simplicity, we again assume only one band crosses the
Fermi level. However, the formalism below can be easily generalized to the cases of either i)
multiple degenerate bands crossing the Fermi level, or ii) multiple bands crossing the Fermi
level with disjoint FS; the generalizations are obvious in the QFT derivation. Therefore,
with straightforward generalization, our formalism encompasses the example in Section 4.1
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in which N degenerate bands cross the Fermi level.
4.3.1 Boltzmann Equation
In a Berry Fermi liquid, as in the usual Fermi liquid theory, the energy of a quasiparticle
with momentum ~p near the FS depends on the occupation at other momenta. To first order
in A and first order in ∂x, the energy is
(~p;x) = E(~p)− µµν(~p)Fµν(x)
2
+
∫
~k
(
U(~p,~k) δf(~k;x) + Vν(~p,~k) ∂xνδf(~k;x)
)
. (4.16)
Compared to (4.11), here µµν , antisymmetric in µν, is the EM dipole moment of the quasi-
particles (the purely spatial components µij correspond to the magnetic dipole moment and
the mixed components µi0 to the electric dipole moment), and Vν(~p,~k), odd under exchange
of ~p and ~k, is the gradient interaction potential between quasiparticles. The function Vµ(~p,~k)
is the additional function parametrizing the dependence of the energy of the quasiparticle
with momentum ~p on the gradient of the distribution function at ~k. Since we are perform-
ing a gradient expansion of the interaction between two quasiparticles, our assumption of
interaction being finite-ranged is needed.
Extended to sub-leading order in spacetime derivative, the linearized (in δf and A)
Boltzmann equation now includes collision term. Although we need to include collision for
completeness, we emphasize it is “uninteresting” towards the focus of this paper as it does
not contribute to interesting physics such as the anomalous Hall effect, as we will show later
in Section 4.4.6.
The collision term is different from that in classical Boltzmann equation, and must be
obtained quantum mechanically. The collisionful Boltzmann equation we find is to modify
(4.13) by the replacement vi(~p)∂xi → vi(~p)∂xi − δ(F − E(~p))
∫
~k
C(~p,~k) ∂2t on both sides,
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yielding
vµ(~p) ∂xµδf(~p;x) − δ(F − E(~p))
∫
~k
C(~p,~k) ∂2t δf(~k;x)
= δ(F − E(~p))
(
vi(~p) Fi0(x)− vi(~p)∂xi(~p;x)
+
∫
~k
C(~p,~k) δ(F − E(~k)) ∂2t (~k;x)
)
. (4.17)
Here C(~p,~k), symmetric under exchange of ~p and ~k, is the effective collision kernel defined
on the FS. It has the following properties (which we will show when we perform the QFT
derivation in the next Section):
• Collisions do not change the total number of fermionic excitations, i.e.
∫
~p
δ(F − E(~p)) C(~p,~k) = 0. (4.18)
• C(~p,~k) is not regular over the FS. It can be separated into a positive “quasiparticle
decay” piece that is non-vanishing only when ~p = ~k on the FS, plus a piece that is
non-vanishing for general values of ~p and ~k.
The ∂2t in the collision term has been long known. Recall that in the “thermal regime” where
temperature T  ∂t, linearizing the classical Boltzmann collision term yields the scaling of
T 2. But here we are in the “quantum regime” where temperature is negligible, T  ∂2t ;
according to Landau’s semi-classical argument [40], in this regime the scaling should be
replaced by ∂2t . Luttinger also has a field theory power counting argument [48]; we will
adopt this method in Section 4.4.6.
We have to emphasize that such parametrization of the collision term is only valid for
d ≥ 3. In d = 2 the collision term cannot be parametrized in any simple form [17, 18], as
we will discuss in Section 4.4.6. Fortunately, our main focus – the computation of the Hall
91
current – is not undermined by this failure of parametrizing collisions in d = 2. In particular,
we will show in Section 4.4.6 that at order q and q ln q, collisions only contributes to the
longitudinal current but not the Hall current.
The Boltzmann equation can be solved in principle, order by order in q. First in (4.17)
we Fourier transform −i∂xµ into qµ. Let us separate δf = δf0 + δf1, where the subscript
labels the order in q. Then the Boltzmann equation (4.17) reads (the collision term only
holds for d ≥ 3)
δf0(~p; q) = δ(F − E)
vi
vµqµ − i
(
−iFi0(q)− qi
∫
~k
U(~p,~k) δf0(~k; q)
)
, (4.19)
δf1(~p; q)
= δ(F − E)
vi qi
vµqµ − i
(
µµν
Fµν(q)
2
−
∫
~k
(
U(~p,~k) δf1(~k; q) + Vν(~p,~k) iqν δf0(~k; q)
))
+ δ(F − E)
i(q0)
2
vµqµ − i
∫
~k
C(~p,~k)
(
δf0(~k; q) + δ(F − E(~k))
∫
l
U(~k, l) δf0(l; q)
)
(4.20)
at zeroth and first order in q respectively. We will prove these two equations from QFT in
Section 4.4.4. Note that the zeroth order Boltzmann equation (4.19) is that in Landau Fermi
liquid theory.
One may have noticed that there is no reference to Berry curvature in the Boltzmann
equation. Notably, the Berry curvature bij should induce an anomalous velocity bijFjνv
ν [72].
However, since (4.17) is of order A, the effect of anomalous velocity will be order A2, which
we assumed to be negligible. (If one works beyond linear response, and assume stable quasi-
particle, the anomalous velocity term would be present [62].) Other effects of Berry curvature
are negligible in the Boltzmann equation for the same reason.
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4.3.2 Current
At equilibrium there is some equilibrium current J
µ
eq.. In most systems at equilibrium only
the charge density J0eq. is non-zero, while J
i
eq. = 0. As we perturb the system, extra current
δJµ of order A will be induced. In our formalism, we propose
δJµ(x) =
∫
~p
(
vµ(~p) δf(~p;x) + µµν(~p) ∂xνδf(~p;x) + δ(F − E(~p))δµi vi(~p) ((~p;x)− E(~p))
)
+ σµνλ
Fνλ(x)
2
. (4.21)
Inside the integral on the right-hand side of (4.21) are three terms. The first term is the
current due to the velocity of the deformation of the FS. The second term is the magnetization
/ electric polarization current [14] due to the deformation of the FS. The third term, as in
Landau Fermi liquid theory, is the current due to quasiparticles in the Fermi sea getting
extra velocity ∂ip(−E) (rewritten by integrating ~p by parts). All these three terms involve
only ~p near the FS, as desired.
In the last term of (4.21), σµνλ, totally antisymmetric in µνλ, is the Hall conductivity
tensor. As we will discuss in Section 4.3.4, it has very interesting relation to the FS, and
that is how Berry curvature enters the formalism.
Now in (4.21) we Fourier transform −i∂xµ into qµ. At zeroth and first order in q respec-
tively, the current reads
δJ
µ
0 (q) =
∫
~p
(
vµ δf0(~p; q) + δ(F − E)δµi vi
∫
~k
U(~p,~k) δf0(~k; q)
)
, (4.22)
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δJ
µ
1 (q) =
∫
~p
[
vµ δf1(~p; q) + µ
µν iqν δf0(~p; q)
+ δ(F − E)δµi vi
(
−µνλFνλ(q)
2
+
∫
~k
(
U(~p,~k) δf1(~k; q) + Vν(~p,~k) iqν δf0(~k; q)
))]
+ σµνλ
Fνλ(q)
2
. (4.23)
Notice δJ
µ
0 is that in Landau Fermi liquid theory. We will prove these two equations from
QFT in Section 4.4.5. In the proof, we will also discuss the microscopic contributions to
µµν . The magnetic dipole moment is generally non-zero; in the presence of interactions [62],
the electric dipole moment will also be non-zero in general, as we will see in the proof.
Although we call σµνλ the Hall conductivity tensor, it is not the full Hall conductivity as
measured in linear response. The full Hall conductivity also receives contributions from the ~p
integral, and depends on the ratio |~q|/q0. For example, in order to find the Hall conductivity
for spatially homogeneous electric field, we set qj = 0 and choose the gauge A0 = 0, so
Fj0 = −iq0Aj . From the Boltzmann equation we have δf0 = −δ(F − E)vjAj , which leads
to the anomalous Hall current
δJ iH =
(
σij0 −
∫
~p
δ(F − E) 2v[iµj]0
)
Fj0 (q
j = 0, q0 small) (4.24)
(although δf1 is non-zero due to collisions, we already mentioned that collisions do not
contribute to the Hall current, as shown in Section 4.4.6). Thus, the full Hall conductivity,
in the limit of taking qj = 0 first and then taking q0 small, receives contribution from both
the σ tensor and the electric dipole moment µj0 of the quasiparticles – the latter is generally
non-zero in the presence of interaction [62], as we will show in the QFT derivation. Similarly,
if we take the other order of limits, q0 = 0 first and qj small so that Fj0 = iqjA0, we will
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find
δJ iH =
(
σij0 +
∫
~p
δ(F − E) µij
)
Fj0 (q
0 = 0, qj small) (4.25)
where µij is related to the magnetic dipole moment µij via the recursion relation
µij(~p) = µij(~p)−
∫
~k
δ(F − E(~k)) U(~p,~k) µij(~k). (4.26)
So again the σ tensor does not give the measured Hall conductivity.
4.3.3 Chemical Potential dependence of Kinetic Energy
We have separated the quasiparticle distribution into an equilibrium part θ(F − E) and
an excitation part δf . Within Fermi liquid theory, such a separation is ambiguous: the
same state may equally well be described either by starting with a slightly lower chemical
potential and exciting some quasiparticles above the FS, or by starting with a slightly higher
chemical potential and exciting some quasiholes below the FS. Clearly, for the theory to be
self-consistent, all these different descriptions of the same state must be equivalent. For this,
the following relationship between E at different chemical potentials must hold:
∂E(~p)
∂F
=
∫
~k
U(~p,~k) ∂
∂F
θ(F − E(~k)) =
∫
~k
U(~p,~k)
(
1− ∂E(
~k)
∂F
)
δ(F − E(~k)). (4.27)
This can be physically understood from (4.16), setting Fµν = 0 and ∂xδf = 0. Furthermore,
we will prove it from QFT in Section (4.4.2). Taking ∂ip of (4.27), we obtain the chemical
potential dependence of vi(~p) on the FS.
Strictly speaking, the reasoning above only applies when the FS changes continuously
with the chemical potential. If the system undergoes a quantum phase transition at some
F , around which the FS develops new disconnected components, as illustrated in the Figure
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F increases−−−−−−−−−−−→
Figure 4.1: Around some discrete values of chemical potential, the Fermi surface may develop
new disconnected components, which may lead to a quantum phase transition. The behavior
of the interacting system around such values of chemical potential remains unknown.
4.1, then the formula (4.27) not necessarily holds.
4.3.4 Chemical Potential dependence of Hall Conductivity Tensor
The Hall conductivity tensor in (4.21) seem to have no reference to the FS. But in fact the
Hall conductivity tensor is related to the FS via the Berry curvature in a very interesting
manner. We will distinguish two cases. In the first case, either d = 2, or d > 2 and the
Berry curvature is an exact 2-form on the FS, so that the system has no anomaly-related
transport effects. (The anomaly-related transport effects include, e.g., the chiral magnetic
effect in (3 + 1)d, but not the anomalous Hall effect in (2 + 1)d.) Then we turn to the case in
d > 2 with non-exact Berry curvature on the FS, so that the system exhibits anomaly-related
transport effects [67, 69].
Without Anomaly-Related Transport
Let’s review the story in Berry Fermi gas. In Fermi gas, particles are stable, so one can
define the Berry connection aj and Berry curvature bij for all particles in the Fermi sea:
aj(~p) ≡ (−i~) u†α(~p) ∂jpuα(~p), (4.28)
bij(~p) ≡ 2∂[ip aj](~p) = (−2i~) ∂[ip u†α(~p) ∂j]p uα(~p) (4.29)
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where uα(~p) is the spinor or Bloch state of the fermion. The Berry curvature induces an
anomalous velocity [72] and a change of the classical phase space measure [84, 26], leading
to Hall conductivity tensor of the form
σµνλ = σ
µνλ
o + 3
∫
~p
θ(F − E(~p)) v[µ(~p) bνλ](~p) (4.30)
where a0 = 0, b0µ = 0. Here σ
µνλ
o is the contribution from valence bands / Dirac sea, and
is independent of F . The second term seems like a Fermi sea property, but as observed by
Haldane [32], one can integrate ~p by parts and get
σµνλ = σ
µνλ
o + 6
∫
~p
δ(F − E(~p)) δ[µ0 vν(~p) aλ](~p), (4.31)
so that the kinetic part of the Hall conductivity tensor is actually a FS property; notice the
kinetic part has no ijk components, but only ij0 ones. For d > 2 (recall d is the number
of spatial dimensions), there is another way to integrate (4.30) by parts, also promoted by
Haldane [32]. Using v0 ≡ 1 = ∂kppk/d, we have
σij0 = σ
ij0
o +
3
d− 2
∫
~p
θ(F − E(~p)) b[ij(~p) ∂k]p pk
= σ
ij0
o +
3
d− 2
∫
~p
δ(F − E(~p)) b[ij(~p)vk](~p) pk
+
6
d− 2
∫
~p
∂
[k
p
(
δ(F − E(~p)) vi(~p) aj](~p) pk
)
(4.32)
and σijk = σ
ijk
o . The last line is a boundary term that is non-vanishing if the fermion is in a
lattice and the FS intersects the boundary of our choice of first Brillouin zone [32] (because
pk is not continuous when we identify the opposite boundaries of the first Brillouin zone).
The advantage of (4.32) over (4.31) is that it involves bij instead of the gauge dependent ai
(except for the boundary term); as we will see later, this makes (4.32) is more convenient
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for generalization to include anomaly-related transport effects.
Now we turn to the F dependence of σ
µνλ in Berry Fermi liquid. In the presence
of interaction, the picture of quasiparticles is only valid near the FS, so whether the F
dependence of σµνλ can be expressed as a FS property becomes important at conceptual
level: It determines, in order to study linear response to EM field at long wavelength,
whether knowing the system is a Fermi liquid at low energy is enough, or we have to know
more beyond the low energy behaviors. Our conclusion is, the former is true – the fact that
the system is a Fermi liquid is enough. More exactly, we will show in Section 4.4.5 that if
the FS changes continuously with the chemical potential, then
dσµνλ
dF
= 3
∫
~p
δ(F − E(~p))
(
v[µ(~p) bνλ](~p)− ∂E(~p)
∂F
δ
[µ
0 b
νλ](~p)− 2δ[µ0 vν(~p) bλ]F (~p)
)
.(4.33)
Here bλF is the mixed Berry curvature of momentum and chemical potential:
bkF (~p) ≡ (−i~)
(
∂kpu
†
α(~p)
∂uα(~p)
∂F
− ∂u
†
α(~p)
∂F
∂kpu
α(~p)
)
(4.34)
and b0F = 0; it satisfies the Bianchi identity ∂bνλ/∂F = 2∂
[λ
p b
ν]F . The spinor / Bloch state
u(~p) is understood as that of an on-shell quasiparticle near the FS. We will also show (4.33)
is equivalent to
dσµνλ
dF
=
d
dF
6
∫
~p
δ(F − E(~p)) δ[µ0 vν(~p) aλ](~p), (4.35)
and, for d > 2, also equivalent to
dσij0
dF
=
d
dF
3
d− 2
∫
~p
δ(F − E(~p)) b[ij(~p)vk](~p) pk
+
d
dF
6
d− 2
∫
~p
∂
[k
p
(
δ(F − E(~p)) vi(~p) aj](~p) pk
)
, (4.36)
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dσijk
dF
= 0. (4.37)
Thus, we conclude that in Berry Fermi liquid, (4.31) and (4.32) still hold as in Berry Fermi
gas. Although we demonstrated in Section 4.3.2 that σµνλ is not the full Hall conductivity,
those remaining contributions are nevertheless always FS integrals. Therefore the full con-
ductivity is always equal to a chemical potential independent part (as long as the FS changes
continuously) plus a FS integral.
In Berry Fermi gas in d = 2, σ
µνλ
o is topological [34, 32]. It would be interesting to study
if it is still topological in Berry Fermi liquid. In particular, it is unknown whether σ
µνλ
o
can have a jump when the FS develops new disconnected components, as in the example of
Figure 4.1.
With Anomaly-Related Transport in d > 2
For d > 2, when the Berry curvature is not an exact 2-form on the FS, the system has
anomaly-related transport effects.
Let’s first review the effects in Berry Fermi gas. The expression (4.30) still holds, and we
start from there. Now we have to take extra care when rewriting it via integration by parts.
More precisely, ai cannot be continuously defined over the entire FS, so the expression (4.31)
is not so useful. The alternative expression (4.32) promoted by [32] is still useful as long
as we take into account the “Berry curvature defects” where ∂
[k
p b
ij] 6= 0 (e.g. monopoles in
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d = 3):
σij0 = σ
ij0
o +
3
d− 2
∫
~p
θ(F − E(~p)) b[ij(~p) ∂k]p pk
= σ
ij0
o − 3
d− 2
∫
~p
θ(F − E(~p))∂[kp bij](~p) pk
+
3
d− 2
∫
~p
δ(F − E(~p)) b[ij(~p)vk](~p) pk
+
6
d− 2
∫
~p
∂
[k
p
(
δ(F − E(~p)) vi(~p) aj](~p) pk
)
. (4.38)
The boundary term in the last line is explained below (4.32); although ai is not continuously
defined over the FS, it can be continuously defined around where the FS intersects the
boundary of the first Brillouin zone. The defects lie along where ∂
[k
p b
ij] 6= 0, and they are
generically d − 3 dimensional. In this thesis we assume there is no defect in the vicinity of
the FS, and thus the second term is left unchanged under small continuous variation of F .
In this spirit, we can combine the σ
ij0
o term and the ∂
[k
p b
ij] term and call their sum σ
ij0
a . A
similar integration by parts can be carried out in the spatial components [67, 68]:
σijk = σ
ijk
o + 3
∫
~p
θ(F − E(~p)) b[ij(~p) ∂k]p E(~p)
= σ
ijk
o − 3
∫
~p
θ(F − E(~p))∂[kp bij](~p) E(~p)
+ 3
∫
~p
δ(F − E(~p)) b[ij(~p)vk](~p) F (4.39)
(the second and third term separately vanish in the absence of Berry curvature defect),
whose ∂
[k
p b
ij] term is again independent of small continuous variation of F , and again we
can combine the σ
ijk
o term and the ∂
[k
p b
ij] term and call their sum σ
ijk
a . The simplest example
of (4.38) with Berry curvature defect is the anomalous Hall effect in Weyl metals [86]; the
simplest example of (4.39) is the chiral magnetic effect [67, 69, 68].
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For Berry Fermi liquid, (4.33) still holds when the Berry curvature is not exact on the
FS, and we start from there. In Section 4.4.5 we will show (4.33) is equivalent to
dσij0
dF
=
d
dF
3
d− 2
∫
~p
δ(F − E(~p)) b[ij(~p)vk](~p) pk
+
d
dF
6
d− 2
∫
~p
∂
[k
p
(
δ(F − E(~p)) vi(~p) aj](~p) pk
)
, (4.40)
dσijk
dF
=
d
dF
3
∫
~p
δ(F − E(~p)) b[ij(~p)vk](~p) F (4.41)
as long as there is no Berry curvature defect near the FS; they reduce to (4.36)(4.37) if the
Berry curvature is exact on the FS. Thus, for Berry Fermi liquid we can write
σijλ = σ
ijλ
a + 3
∫
~p
δ(F − E(~p)) b[ij(~p)vk](~p) Pλk (~p)
+ 6
∫
~p
∂
[k
p
(
δ(F − E(~p)) vi(~p) aj](~p) Pλk
)
, (4.42)
where P 0k ≡ pk/(d− 2) and P lk ≡ F δlk (the second line vanishes if λ is spatial). Here σ
µνλ
a
is independent of F for generic values of F ; but it depends on F at special values of F
where some Berry curvature defect is brought across the Fermi level. Moreover, as before, it
is unknown whether σ
µνλ
a can have a jump in situations like Figure 4.1. In (4.38) and (4.39)
for Fermi gas, we are able to separate σ
µνλ
a into σ
µνλ
o plus a Berry curvature defect term
inside the Fermi sea. Such separation is generally impossible for Fermi liquid.
A final subtlety needs to be addressed. If we shift the definition of ~p by a constant vector,
or shift the definitions of E(~p) and F together by a constant value, no physics should change.
However, the kinetic term in (4.42), due to its Pλk factor, does not necessarily satisfy this
property in the presence of anomaly-related transport effects. There is no inconsistency here,
as our starting point (4.33) does not have this problem. This just implies that, if we perform
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such shifts, σ
µνλ
a also needs to be shifted such that σ
µνλ remains unchanged. In Berry Fermi
gas, this can be verified explicitly in (4.38) and (4.39).
4.3.5 Correspondence between Kinetic Theory and Field Theory
In the next Section we will provide a diagrammatic derivation of the Berry Fermi liquid
theory. Here we summarize the identification of the various quantities appearing the Berry
Fermi liquid theory and objects in the resummed perturbation theory.
• δf(~p;x), the quasiparticle distribution, is given by the FS singular part of the perturbed
Wigner function, as introduced in Section 4.4.4.
• δJµ(x), the induced current, is the quantum expectation (4.128).
• E(~p), the kinetic energy of a quasiparticle, is defined by the full propagator (4.44) near
the FS. Its chemical potential dependence is given by (4.87).
• uα(~p), the spinor / Bloch state of an quasiparticle, needed to define the Berry curvature,
is defined in (4.43) and above (4.45). Its chemical potential dependence is given below
(4.88).
• µµν(~p), the EM dipole moment of a quasiparticle, is given by (4.118), and discussed in
detail in Section 4.4.4.
• U(~p,~k), the contact interaction energy between two quasiparticles, is given by (4.87).
• Vµ(~p,~k), the gradient interaction energy between two quasiparticles, is given by (4.117).
• C(~p,~k), the near-FS effective collision kernel between two quasiparticles (in d ≥ 3), is
defined in (4.78), whose details are discussed in Section 4.4.2 and Section 4.4.6.
• σµνλ, the Hall conductivity tensor, is defined in (4.142). Its chemical potential depen-
dence is given by the Berry curvature around the FS, as shown in Section 4.4.5.
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E(~p) and U(~p,~k) are familiar parameters in Landau Fermi liquid theory, while the other
parameters µµν(~p),Vµ(~p,~k), C(~p,~k) and σµνλ are new.
4.4 Derivation from Quantum Field Theory
In this Section we will prove the kinetic formalism presented above by analyzing the quantum
field theory (QFT) to all orders in perturbation theory. Before we go into any details, we
summarize the idea behind our proof as the following. Our goal is to compute linear response,
i.e. induced current δJ as a linear function of electromagnetic (EM) connection A, to first
order in the external momentum q carried in A. The evaluation of δJµ can be separated,
technically, into two parts:
• The first part is related to Cutkosky cut, and corresponds to the quasiparticle contri-
butions to δJ , that is, the first line of (4.21). This part includes the excitation and
collision of quasiparticles, described by the Boltzmann equation (4.17).
• The second part is the remaining contributions that are unrelated to Cutkosky cut, i.e.
non-quasiparticle contributions. This second part gives rise to the Hall conductivity
tensor in (4.21), whose chemical potential dependence is given by the Berry curvature
on the Fermi surface (FS).
The idea is simple and clear. Now we devote into the technical details.
First we state the assumptions about our QFT and its ground state and low energy
spectrum.
Our QFT consists of a multi-component fermionic field ψα, charged under EM. The
index α can be a spinor index if ψ is a Dirac spinor, or in general labels different bands.
The fermionic field may interact via massive fields (generically denoted as φ) or/and via
finite-ranged self-interactions. But we assume any field other than ψ to be EM neutral, and
the EM couplings to ψ only take place in the non-interacting terms of ψ in the Lagrangian,
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but not in any interacting terms. Thus, there can be EM couplings such as Aψ†ψ (including
Fψ†ψ) and AAψ†ψ, but there is no EM coupling like Aφψ†ψ or Aψ†ψψ†ψ.
We assume the system is under chemical potential F for the fermionic field and at
negligible temperature (but high enough to avoid to Kohn-Luttinger instability [38]). We
assume the EM U(1) gauge invariance is not broken by the ground state. We assume there is
no band degeneracy near the FS, and for simplicity, we assume the Fermi level crosses only
one band of the spectrum of the fermionic field. We assume the only low energy excitations
are quasiparticles of this band. Thereby the system is said to be a Fermi liquid at low energy.
We assume spacetime translational symmetry is not broken by anything except for the
present external EM field. We do not assume any symmetry otherwise. In this Section we
set ~ to 1.
The proof is organized as the following. We first discuss the properties of a single full
propagator and a pair of full propagators. Then we introduce the irreducible 2-particle in-
teraction vertex, and discuss its relation to the chemical potential dependence of the full
propagator (from which the chemical potential dependence (4.27) of the kinetic energy fol-
lows). Then we introduce the properties of the bare EM coupling vertex. Next we present
the recursion relation satisfied by the full EM coupling vertex; we will also extract the impli-
cations of the Ward-Takahashi identity. Having had all these preliminaries, we are ready to
prove the main results. We first show the Boltzmann equation (4.19)(4.20) follows from the
recursion relation satisfied by the full EM coupling vertex. Then we compute the quantum
expectation of the current and show it takes the form (4.22)(4.23) given in the kinetic theory.
Finally we study the chemical potential dependence (4.33) of the Hall conductivity tensor.
Along the way, we will also discuss the microscopic ingredients of the EM dipole moment.
As a bonus, we obtain an alternative diagrammatic proof to the Coleman-Hill theorem [19]
for QFTs restricted to our assumptions.
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4.4.1 Propagator
Single Propagator
p
α β
The full propagator (all QFT quantities are time ordered unless otherwise specified)
iGαβ(p) is a matrix in the components of the fermionic field. We let the energy p
0 = −p0 = 0
on the FS. The assumption of Fermi liquid amounts to the assumptions of the form of iG
at small p0. By general analytic properties of fermionic propagators [48, 1] (in particular,
the property that G must be Hermitian at p0 = 0), and the specific requirement that at
low energy there is one species of stable quasiparticle, as p0 → 0 the full propagator of our
assumed Fermi liquid should take the form
iGαβ(p) '
iuα(p)u
†
β(p)
χu(p)
+
∑
w
iwα(p)w
†
β(p)
χw(p)
. (4.43)
The eigenvector u is the band that crosses the Fermi level, with singular eigenvalue whose
inverse is of the form
χu(p) =
p0 − ξ(~p) + i sgn ξ(~p)
Z(~p)
+ · · · (4.44)
where ξ(~p) ≡ E(~p) − F and (· · · ) are terms of higher suppression in p0; the quasiparticle
renormalization factor Z(~p) should be understood as the inverse of the coefficient of p0 in
χu (with rotational invariance, Z can depend on |~p|; without rotational invariance, it may
depend on all components of ~p). The w’s are all other eigenvectors, and their eigenvalues
1/χw are regular and nearly real.
For Landau Fermi liquid theory, (4.44) is enough, but for Berry Fermi liquid we need
to know one order higher in p0, i.e. work up to (p0)2 order in the (· · · ) terms. This will
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be handled later in Section 4.4.2 and Section 4.4.6. One should also worry about whether
the diagonalization (4.43) fails as we consider one order higher in p0; using the method in
Section 4.4.6 one can easily see this problem occurs only at two orders higher in p0, so in
this paper we do not need to worry about this.
In Section 4.3.4, we used the quasiparticle spinor / Bloch state u(~p); it refers to u(p)
with p on-shell and near the FS, i.e. p0 = ξ(~p)→ 0. The p derivatives of u(p) and u(~p) are
related by
(∂
µ
p + v
µ∂p0)u(p)
∣∣∣
p on−shell = ∂
µ
p u(~p). (4.45)
Here ∂0p ≡ ∂/∂p0 = −∂/∂p0 = ∂p0 = −∂p0 while ∂ip ≡ ∂/∂pi = ∂/∂pi = ∂ip = ∂pi , and recall
that v0 ≡ 1 and vi ≡ ∂ipE as introduced in Section 4.3.
The following identity, which follows from the product rule of derivative, is useful in this
paper:
∂
µ
p (G
−1)αβ u
β = −(G−1)αβ ∂µp uβ + ∂µpχuuα + χu∂µp uα (4.46)
for p near the FS; note that
−Z∂µpχu = −Z u†α ∂µp (G−1)αβ uβ = vµ + (terms vanish on the FS) . (4.47)
There is a similar identity for u
†
α ∂
µ
p (G
−1)αβ .
Now we look at the momentum derivative of the full propagator:
∂νp iG
α
β(p) = iG
α
α′ ∂
ν
p (iG
−1)α′β′ iG
β′
β − iZuαu
†
β ipiδ(p
0 − ξ) ∂νp sgn ξ
= iGαα′ ∂
ν
p (iG
−1)α′β′ iG
β′
β − iZuαu
†
β iδFS δ
ν
i v
i, (4.48)
106
where
δFS(p) ≡ 2piδ(p0) δ(ξ(~p)). (4.49)
The presence of the second term in (4.48) is because as pi varies across the FS, the p0 pole
in 1/χu moves across the real axis. This abrupt change is not captured by the first term.
The expression of the second term can be obtained by principle function decomposition
(x± i)−1 = Px−1 ∓ ipiδ(x).
To avoid having too many fermion component indices in equations in this thesis, we in-
troduce two notations: single fermion linear space and double fermion linear space. Consider
Gαβ . In single fermion linear space,
α
β are viewed as two indices, so G is viewed as a matrix
in single fermion linear space. In double fermion linear space, αβ together is viewed as one
index, so G is viewed as a vector in the the double fermion linear space. In our proof, only a
few index contractions are to be understood in single fermion linear space, most are under-
stood in double fermion linear space. To distinguish them, we will enclose objects contracted
in single fermion linear space by curly brackets { }, while do not enclose objects contracted
in double fermion linear space by anything. For example, according to (4.47), vµ can be
expressed as
−v
µ
Z
= u
†
α ∂
µ
p (G
−1)αβ u
β
∣∣∣
p on FS
=
{
u† ∂µpG−1 u
}∣∣∣
p on FS
= (uu†)T ∂µpG−1
∣∣∣
p on FS
(4.50)
in explicit index notation, single fermion notation, and double fermion notation respectively.
We will introduce more about double fermion notation in Section 4.4.2.
In the double fermion notation introduced above, (4.48) can be expressed compactly as
∂νp iG = i∆0 ∂
ν
p iG
−1 + (Zuu†)δFSδνi vi, (4.51)
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where
i(∆0)
α γ
δ, β(p) ≡ iGαβ(p) iG
γ
δ(p) (4.52)
is a matrix in double fermion notation. Since the momentum argument in both iG’s is the
same, i∆0 has a double pole in p
0 when all of its four indices are in the u band.
Double Propagator
An important step towards the QFT foundation of the Landau Fermi liquid theory is the
observation that, the semiclassical notion of “deformation δf of the FS” originates from the
pole structure of the double propagator iG(p + q/2)iG(p− q/2), for q small and p near the
FS [43, 1]. Now we make a similar analysis, but with non-trivial uα(p), and work to first
order in q.
p− q/2
p+ q/2
α
δ
β
γ
Consider the product of two full fermionic propagators, as drawn above, with arbitrary
p and small q; more exactly, q  pF where pF is the size scale of the FS. To first order in
q, we express the product in the form
iGαβ(p+ q/2) iG
γ
δ(p− q/2)
=
(
i∆0(p) + i∆
′
0(p; q) + i∆
r
1(p; q) + i∆
s
1(p; q) + i∆
′
1(p; q)
)α γ
δ, β −D1
α γ
δ, β(p; q), (4.53)
where the subscripts 0 or 1 denote the order in q. Here ∆0,∆
r
1,∆
s
1 are regular as q → 0. In
particular, ∆0 has been introduced in (4.51), and ∆
r
1 and ∆
s
1 follow from the two terms of
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(4.48) when expanding G(p± q/2) in q:
(∆r1)
α γ
δ, β(p; q) ≡ −i
qλ
2
({
G ∂νpG
−1 G
}α
β
G
γ
δ −Gαβ
{
G ∂νpG
−1 G
}γ
δ
)
, (4.54)
(∆s1)
α γ
δ, β(p; q) ≡
qλ
2
δλkv
k ZδFS
(
uαu
†
β G
γ
δ −Gαβ uγu
†
δ
)
. (4.55)
Clearly both ∆r1 and ∆
s
1 vanish when all indices are projected onto one band.
When there is no FS, the expansion of the double propagator as i∆0 + i∆
r
1 + i∆
s
1 is
legitimate. When FS is present, such naive expansion in q misses contributions that are
related to the pole structure difference across the FS. These extra contributions are denoted
by ∆′0 and ∆′1, which are singular as q → 0. Explicitly, they are given by
∆′0 = ∆′ (uu†)(uu†)T , (4.56)
∆′1 = ∆′ iqµAµ, (4.57)
where we defined
∆′(p; q) ≡ Z2(~p) δFS(p)
vi(~p) qi
vµ(~p) qµ − i sgnq0 , (4.58)
which is familiar from Landau Fermi liquid theory [43, 1] when uα is one-component (i.e.
u = 1 trivially). Also, we introduced the abbreviation
(Aµ)α γδ, β ≡
−i
2
(
∂
µ
p u
αu
†
δ − uα∂
µ
p u
†
δ
)
(uγu
†
β)−
−i
2
(uαu
†
δ)
(
∂
µ
p u
γu
†
β − uγ∂
µ
p u
†
β
)
. (4.59)
Below we present the derivation for ∆′0 and ∆′1.
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Let’s focus on the double u-band term in the double propagator:
i
(
Zuαu
†
β
)
(p+ q/2)
p0 + q0/2− ξ(~p+ ~q/2) + i sgn ξ(~p+ ~q/2)
i
(
Zuγu
†
δ
)
(p− q/2)
p0 − q0/2− ξ(~p− ~q/2) + i sgn ξ(~p− ~q/2) .(4.60)
What are missing in the naive expansion over q are the contributions when the two i
prescriptions in the denominators take opposite signs. To extract these missing pieces, we
perform principle function decomposition (x± i)−1 = Px−1∓ ipiδ(x) and keep those terms
which are non-vanishing only when sgn ξ(~p± ~q/2) are opposite. Such terms are
[
ipi
sgn ξ(~p− ~q/2)− sgn ξ(~p+ ~q/2)
−q0 + ξ(~p+ ~q/2)− ξ(~p− ~q/2)
×δ(p
0 + q0/2− ξ(~p+ ~q/2)) + δ(p0 − q0/2− ξ(~p− ~q/2))
2
−(ipi)22θ(−sgn ξ(~p− ~q/2)sgn ξ(~p+ ~q/2))
× δ(p0 + q0/2− ξ(~p+ ~q/2))δ(p0 − q0/2− ξ(~p− ~q/2))
]
i
(
Zuαu
†
β
)
(p+ q/2) i
(
Zuγu
†
δ
)
(p− q/2). (4.61)
Expanding the generalized functions in the square bracket in q, we have
[
ipi
−2δ(ξ(~p))viqi
vµ(~p)qµ
δ(p0 − ξ(~p))− (ipi)22|vi(~p)qi|δ(ξ(~p))δ(p0 − ξ(~p))δ(vµ(~p)qµ) + O(q2)
]
i
(
Zuαu
†
β
)
(p+ q/2) i
(
Zuγu
†
δ
)
(p− q/2). (4.62)
Now we recognize the square bracket is nothing but −i∆′/Z2 expressed in principle function
decomposition. Finally we expand the two (Zuu†)’s to zeroth and first order in q, we obtain
the expression for i∆′0 + i∆′1 presented above.
Developing along this line of thinking, one is led to the formalism of Cutkosky cut [22],
which we will discuss in Section 4.4.6. In particular, see Eq. (4.162) for the derivation of ∆′
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from the Cutkosky cutting rule.
What is D1 in (4.53)? The step (4.60) is not quite right, for it completely ignored the
(· · · ) terms in (4.44). While it is legitimate to do so at leading order in q (in Landau’s theory),
at first order in q there are missed contributions, which we call D1. We will postpone its
discussion to Section 4.4.2, when we discuss the quasiparticle decay term along with other
quasiparticle collision terms.
4.4.2 Interaction
q-2PI Interaction Vertex
Let iV˜
α γ
δ, β(p, k; q) be the full q-2PI (defined below) interaction vertex, with two incoming
fermions of momentum and index (p − q/2, δ) and (k + q/2, β), and two outgoing fermions
with momentum and index (k − q/2, γ) and (p+ q/2, α), as drawn below.
iV˜
p− q/2
k + q/2
k − q/2
p+ q/2
α
δ
β
γ
(In this thesis, external propagators without a solid dot at the end are always stripped off.)
Here q-2PI means that iV˜ is a sum of connected, 1PI (with respect to the fermion only)
interaction diagrams, such that in each diagram there does not exist two internal fermion
propagators that are dictated by momentum conservation to have momenta differing by q.
Equivalently, for each diagram, one cannot find two internal fermion propagators cutting
which will disconnect the diagram into two parts, such that the external lines of (p− q/2, δ)
and (p+ q/2, α) are on one part, while the external lines of (k+ q/2, β) and (k− q/2, γ) are
on the other part. For example, in the four diagrams below (fermionic propagators always
mean full propagators), the two on the left are q-2PI, while the two on the right are not.
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More about iV˜ is said in Section 4.4.7.
For Fermi liquid, the limit V˜ (p, k; 0) is generally regular and analytic in q. Keeping zeroth
and first order in q, we write V˜ (p, k; q) = V˜ 0(p, k) + V˜ 1(p, k; q).
The q-2PI interaction vertex is the building block of full interaction vertex iV : The latter
is a geometric series given by the recursion relation
iV = iV˜ + iV˜ iV (4.63)
The full interaction vertex is singular in the q → 0 limit, due to the presence of ∆′ in the
double propagators, as well as collision factors to be discussed in Section 4.4.2.
Before we proceed, we say a bit more about the double fermion notation. Consider an
object, perhaps with spacetime indices,
(
X
α γ
δ, β
)µνρ...
(p, k; q). This object is a matrix in
the double fermion linear space. We now introduce its transpose:
(
X
α γ
δ, β
)µνρ...
(p, k; q) =
((
X
γ α
β, δ
)µνρ...
(k, p;−q)
)T
. (4.64)
Diagrammatically, the transpose in double fermion linear space corresponds to “turning
the diagram 180 degrees”; note that the spacetime indices are unaffected by the transpose.
Finally, we introduce the convention that, for objects like X which involve two momenta p
and k, the contraction with another object implies a momentum integral, for example
(Xµνρ...Y )αδ (p; q) ≡
∫
k
(
X
α γ
δ, β
)µνρ...
(p, k; q) Y
β
γ(k; q) (4.65)
where
∫
k ≡
∫
dd+1k/(2pi)d+1.
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Now, by definition of iV˜ , we see it satisfies iV˜ = (iV˜ )T , and similarly for all the ∆’s and
D1. We will need these transpose properties when we derive the current in Section 4.4.5.
Full Interaction Vertex
Using the double fermion notation introduced above, we expand the recursion relation (4.63)
to zeroth and first order in q. At zeroth order,
iV0 = iV˜ 0 + iV˜ 0
(
i∆0 + i∆
′
0
)
iV0 = iV¯0 + iV¯0 i∆
′
0 iV0 (4.66)
where we defined the geometric series iV¯0 via the recursion relation
iV¯0 = iV˜ 0 + iV˜ 0 i∆0 iV¯0, (4.67)
iV¯0 can be understood as iV in the limit q
0 → 0, qi/q0 → 0 (because ∆′ vanishes in the
qi/q0 → 0 limit), and is closely related to Landau’s contact interaction potential U [43, 1],
as we will see later.
At first order,
iV1 = iV˜ 1 + iV˜ 1
(
i∆0 + i∆
′
0
)
iV0 + iV˜ 0
(
i∆r1 + i∆
s
1 + i∆
′
1
)
iV0 + iV˜ 0 (−C1) iV0
+ iV˜ 0
(
i∆0 + i∆
′
0
)
iV1. (4.68)
Here C1
α γ
δ, β(p, k; q) is the quasiparticle collision term. We explain this term below.
Quasiparticle Decay and Collision Vertices
Let us emphasize our comment in Section 4.3.1 again: Collision is a single band (u band)
effect that is “uninteresting”, as our main interest is multi-component effects such as Berry
curvature. More particularly, in Section 4.4.6 it is shown that collision has no contribution to
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the antisymmetric part of the current-current correlation (which include interesting physics
such as anomalous Hall effect and chiral magnetic effect). Here we are including collision
just for completeness.
The quasiparticle collision term C1
α γ
δ, β(p, k; q) is defined as
−C1(p, k; q) ≡ −D1(p; q) (2pi)d+1δd+1(p− k) − Cph1 (p, k; q) − Cpp1 (p, k; q).(4.69)
The decay term D1 in C1 is from (4.53) but left unexplained there. Where do D1, C
ph
1 and
C
pp
1 come from? Recall that in (4.53) we could not naively expand the two propagators in q
individually; there are terms non-analytic in q to be carefully taken care of. Similarly, here in
the recursion relation for iV , we cannot naively expand the iV˜ ’s and the double propagators
individually. The non-analytic contributions that are missed from such naive expansion are
D1, C
ph
1 and C
ph
1 .
Formally, the three terms in the definition of −C1(p, k; q) correspond to the following
three pairs of Cutkosky-cut sub-diagrams:
p− q/2
p+ q/2
p− q/2k + l
p+ l
k − q/2
p− q/2
p+ q/2
p+ l
k + q/2
p+ q/2 k + l
p− q/2
k + q/2
k − q/2
p+ l
p+ q/2
k + l
p− q/2
k + q/2
k − q/2
p+ l
p+ q/2
k + l
114
p− q/2 k + q/2
k − l p+ l
k − q/2p+ q/2
p− q/2 k + q/2
k − l p+ l
k − q/2p+ q/2
The gray blobs represent full interaction vertices iV . The two cut sub-diagrams for −D1
involve a quasiparticle decaying into two quasiparticles and a quasihole (or a hole decaying
into two holes and a particle). The cut sub-diagrams for −Cph1 involve the exchange of an
on-shell particle-hole pair, while the cut sub-diagrams for −Cpp1 involve the exchange of an
on-shell particle-particle (or hole-hole) pair. The computation of cut diagrams is explained
in Section 4.4.6; there, we will also argue that these three pairs are the only cut sub-diagrams
that contribute at order q.
For d ≥ 3 spatial dimensions, C1 should scale as ∼ (q0)2. This can be seen by counting
the availability of collision channels constraint by energy and momentum conservation in the
presence of FS [43, 1]. As we show in Section 4.4.6, in d ≥ 3 we can parametrize the cut
sub-diagrams above by
−D1(p; q) = −γ(~p) δFS(p) Z(~p)3 (uu†)(p) (uu†)T (p)
|q0|(q0)2
(vµ(~p)qµ)2
, (4.70)
−Cph1 (p, k; q) = 2λph(~p,~k) δFS(p) δFS(k) (Z2uu†)(p)(Z2uu†)T (k)
|q0|(q0)2
(v(~p)µqµ)(v(~k)µqµ)
,(4.71)
−Cpp1 (p, k; q) = −λpp(~p,~k) δFS(p) δFS(k) (Z2uu†)(p)(Z2uu†)T (k)
|q0|(q0)2
(v(~p)µqµ)(v(~k)µqµ)
.(4.72)
(We have omitted the i prescription accompanying vµqµ in the denominator; in time-ordered
correlation its sign should be −sgn(q0), i.e. sgn(q0), as usual.) In particular, the parameter
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γ(~p), defined near the FS, is positive and regular, and is related to the imaginary part of the
fermion self-energy via
χu(p) =
p0 − ξ(~p) + i sgn ξ(~p)
Z(~p)
+ i
3
2
γ(~p) p0|p0|+ (higher orders in p0) (4.73)
as explained in Section 4.4.6. The other two parameters, λph(~p,~k) and λpp(~p,~k), defined near
the FS, are both positive and regular, and symmetric under exchange of ~p and ~k. Moreover,
from the computation in Section 4.4.6, we have the relation
∫
k
−vµ(~k)qµ
Z(~k)
(C
ph
R )1(p, k; q) = 2
vµ(~p)qµ
Z(~p)
(DR)1(p; q) = 2
∫
k
vµ(~k)qµ
Z(~k)
(C
pp
R )1(p, k; q). (4.74)
In terms of the parameters γ, λph and λpp, this reads
∫
k
δFS(k) Z(~k) λ
ph(~p,~k) = γ(~p) =
∫
k
δFS(k) Z(~k) λ
pp(~p,~k). (4.75)
In particular, this relation implies
∫
k
C1(p, k; q)
uu†(k)
Z(~k)
vµ(~k)qµ = 0. (4.76)
This is related to the Ward-Takahashi identity, as we will see in Section 4.4.3. More phys-
ically, it is related to the fact that collisions do not change the total number of fermionic
excitations, as discussed above (4.18).
Piecing up the above, the collision factor C1 can be written as
−C1(p, k; q) = −|q0|
(Zuu†)(p) q0
vµ(~p)qµ
δFS(p) C(~p,~k) δFS(k)
(Zuu†)T (k) q0
vµ(~k)qµ
(4.77)
where C(~p,~k), symmetric in ~p,~k, is microscopically defined when both ~p and ~k are on the
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FS:
δFS(p) C(~p,~k) δFS(k) ≡ δFS(p)Z(~p)γ(~p) (2pi)d+1δd+1(p− k)
+ δFS(p)Z(~p)
(
−2λph(~p,~k) + λpp(~p,~k)
)
δFS(k)Z(~k)(4.78)
(since C is defined only when ~p,~k are on the FS, we can “remove” δFS(p)δFS(k) from the
first term on the right-hand-side unambiguously) and it satisfies
∫
k
C(~p,~k) δFS(k) = 0. (4.79)
This is the collision effect C appearing in the kinetic theory in Section 4.3.1.
For d = 2 spatial dimensions, D1, C
ph
1 and C
pp
1 cannot be parametrized in any simple
form, as discussed in Section 4.4.6. Moreover, they are not order q; they also involve order
q ln q terms, which are less suppressed than order q. The failure of the parametrization
raises problem in the computation for e.g. the longitudinal current in d = 2. But as shown
in Section 4.4.6, collisions do not contribute to the anomalous Hall current and the chiral
magnetic current, so our main discussion about them is not undermined. Also, despite that
there is no simple parametrization in d = 2, (4.76) must still hold as it is dictated by the
Ward-Takahashi identity.
Chemical Potential dependence of Propagator
Having defined the q-2PI vertex iV˜ , we are ready to find the chemical potential dependence
of the propagator. The procedure below is analogous to [59], but allowing multi-component
uα.
We define the notation
∂F ≡ ∂/∂F − ∂p0 . (4.80)
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The subtraction of ∂p0 is because our p
0 is defined such that p0 = 0 at the FS, and we want
∂F to extract the effects of physically shifting the FS; for example, ∂F (p0 − (E − F )) =
∂FE = ∂E/∂F . The FS dependence of the propagator can be derived in analogy to (4.51),
but with ∂νp replaced with ∂
F :
∂F iG = i∆0 ∂
F iG−1 − (Zuu†)
(
1− ∂FE
)
δFS (4.81)
where the expression of ∂FG−1, and hence ∂FE, are to be derived below. The second term
in (4.81) relied on the assumption that when the chemical potential changes, the FS changes
continuously, so (4.81) (and hence all discussions below) does not apply to discrete values of
F around which the FS develops new disconnected components, as in the example Figure
4.1.
Let Gbare be the bare fermion propagator and G
−1
bare is its inverse ignoring the i pole
structure. In the kinetic energy sector of the bare Lagrangian, F always appears as i∂x0+F ,
therefore ∂FG−1bare = 0. Because G
−1 = G−1bare − Σ where Σ is the self-energy, we get
∂FG−1 = −∂FΣ. Diagrammatically, one can see in the presence of interaction, when the
propagator is varied, the self-energy varies as −δiΣ = iV˜ 0 δiG. Therefore
∂F iG−1 = −∂F iΣ = iV˜ 0 ∂F iG. (4.82)
Substituting (4.81) into the above yields
∂F iG−1 = −∂F iΣ = −iV¯0 (Zuu†)
(
1− ∂FE
)
δFS . (4.83)
Recall that V¯0 is defined by the recursion relation iV¯0 = iV˜ 0 + iV˜ 0 i∆0 iV¯0.
Let’s focus on the change of the u-band eigenvalue of G−1, given by
∂Fχu = (uu
†)T ∂FG−1. (4.84)
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Now take p near the FS. We can expand this in powers of p0. In particular, by comparison
with (4.44), we shall identify the coefficients at zeroth and first order in p0 as
∂Fχu =
(
−∂
FE
Z
− (E − F ) ∂F
1
Z
)
+ p0 ∂F
1
Z
+O((p0)2). (4.85)
To make this parallel with (4.47), we shall define vF ≡ ∂FE. Notice vF has nothing to
do with “Fermi velocity” (in this thesis there is no notion of Fermi velocity, as we did not
assume rotational symmetry).
Now, for p near the FS, we can read-off:
∂FZ(~p) = ∂p0
(
−Z2(uu†)T ∂FG−1
)∣∣∣
p on−shell
= Z(~p) ∂p0
∫
k
(Zuu†)T (p)V¯0(p, k)(Zuu†)(k)
(
1− ∂FE(~k)
)
δFS(k)
∣∣∣∣
p on−shell
(4.86)
and
∂FE(~p) = −(Zuu†)T ∂FG−1
∣∣∣
p on−shell =
∫
k
U(~p,~k)
(
1− ∂FE(~k)
)
δFS(k),
U(~p,~k) ≡ (Zuu†)T (p) V¯0(p, k) (Zuu†)(k)
∣∣∣
p,k on−shell . (4.87)
Thus we have proven (4.27). At the same time we found the microscopic expression for U ,
which is the same as that in [1] except here we need to contract with the four u’s. U is even
under the exchange of ~p,~k, because V¯0 = (V¯0)
T .
We can also find the change of the eigenvector u for p near the FS. Up to an unimportant
complex phase, we have
∂Fuα(p) =
∑
w
wα
−χw
{
w†∂FG−1u
}
, ∂Fu
†
α(p) =
∑
w
{
u†∂FG−1w
} w†α
−χw , (4.88)
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where ∂FG−1 is given by (4.83). ∂F u is related to ∂Fu in a way similar to (4.45), with vµ
replaced by vF = ∂FE. It appears in the kinetic formalism through (4.33), which we will
prove in Section 4.4.5.
4.4.3 Electromagnetic Coupling
Bare Electromagnetic Vertices
By our assumptions about the QFT, the only bare EM coupling vertices take the form
Anψ†ψ for integer n ≥ 1. Due to the smallness of A, we only need to concern about n = 1, 2.
In particular, we denote by (iΓ˜αδ)
µ(p; q) the bare Aψ†ψ EM vertex with incoming fermion
with momentum p − q/2 and index δ, and outgoing fermion with momentum p + q/2 and
index α. We denote by (iΞ˜αδ)
µν(p; q, q′) the bare AAψ†ψ vertex with incoming fermion with
momentum p− (q+ q′)/2 and index δ, outgoing fermion with momentum p+ (q+ q′)/2 and
index α, and photons with incoming momenta q and q′.
q
α
p+ q/2
p− q/2
δ
µiΓ˜
q′
q
α
p+ (q + q′)/2
p− (q + q′)/2
δ
ν
µ
iΞ˜
Since they are bare quantities, both of them are regular and analytic as q → 0 (also q′ → 0
for Ξ˜). To first order in q (and q′ together for Ξ˜) we separate them as Γ˜ = Γ˜0 + Γ˜1 and
Ξ˜ = Ξ˜0 + Ξ˜1.
The EM U(1) gauge invariance of the bare Lagrangian requires
qµ iΓ˜
µ(p) = iG−1bare(p− q/2)− iG−1bare(p+ q/2), (4.89)
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qµ iΞ˜
µν(p; q, q′) = iΓ˜ν(p− q/2; q′)− iΓ˜ν(p+ q/2; q′),
q′ν iΞ˜µν(p; q, q′) = iΓ˜µ(p− q′/2; q)− iΓ˜µ(p+ q′/2; q). (4.90)
These lead to
iΓ˜
µ
0 = −i∂µpG−1bare, iΓ˜
µ
1 = iµˆ
µν iqν , (4.91)
iΞ˜
µν
0 (p) = −∂νp iΓ˜µ0 (p) = −∂µp iΓ˜ν0(p), iΞ˜µν1 (p; q, q′) = −∂νp iΓ˜µ1 (p; q)− ∂µp iΓ˜ν1(p; q′).(4.92)
Here (µˆαδ)
µν(p) is the bare EM dipole matrix (such as that in the Pauli term) that is
antisymmetric in µν and Hermitian in αδ.
Full Electromagnetic Vertex
iΓ = + iV˜ iΓ
Diagrammatically, one can see the full Aψ†ψ EM vertex is given by the recursion relation
iΓµ = iΓ˜µ + iV
{
iG iΓ˜µ iG
}
= iΓ˜µ + iV˜ {iG iΓµ iG} (4.93)
as drawn above. The recursion relation at zeroth order in q is
iΓν0 = iΓ˜
ν
0 + iV˜ 0
(
i∆0 + i∆
′
0
)
iΓν0
= iΓ¯ν0 + iV¯0 i∆
′
0 iΓ
ν
0 , (4.94)
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where we defined
iΓ¯ν0 ≡
(
1 + iV¯0 i∆0
)
iΓ˜ν0 . (4.95)
The purpose of the second equality of (4.94) is that, now the effect of ∆′0, to be related to
the deformation of the FS later, is singled out, and iΓ¯0 is independent of q.
The recursion relation at first order in q is
iΓν1 − iV¯0 i∆′0 iΓν1 =
(
1 + iV¯0 i∆0
)
iΓ˜ν1 + iV¯0
(
i∆′1 + i∆r1 + i∆s1 − C1
)
iΓν0
+
(
1 + iV¯0 i∆0
)
iV˜ 1
(
i∆0 + i∆
′
0
)
iΓν0 . (4.96)
Of course the recursion (4.96) can be expressed in many equivalent ways; we have chosen to
express it such that on the right-hand-side there is no ∆′0 (including those hidden in Γν0) to
the left of any quantity of order q. For the purpose of deriving the Boltzmann equation, we
want to further rewrite (4.96) so that each Γν0 has ∆
′
0 or ∆
′
1 or C1 on its immediate left. We
can achieve so by substituting (4.94) for those Γ0’s in (4.96) whose immediate left are not
yet ∆′0 or ∆′1 or C1. The result is
iΓν1 = iΓ¯
ν
1 + iV¯1 i∆
′
0 iΓ
ν
0 + iV¯0 i∆
′
1 iΓ
ν
0 + +iV¯0 (−C1) iΓν0 + iV¯0 i∆′0 iΓν1 , (4.97)
where
iV¯1 ≡
(
1 + iV¯0 i∆0
)
iV˜ 1
(
1 + iV¯0 i∆0
)T
+ iV¯0 (i∆
r
1 + i∆
s
1) iV¯0, (4.98)
iΓ¯ν1 ≡
(
1 + iV¯0 i∆0
)
iΓ˜ν1 + iV¯1 i∆0 iΓ˜
ν
0 + iV¯0 (i∆
r
1 + i∆
s
1) iΓ˜
ν
0
=
(
1 + iV¯0 i∆0
) (
iΓ˜ν1 + iV˜ 1 i∆0 iΓ¯
ν
0
)
+ iV¯0 (i∆
r
1 + i∆
s
1) iΓ¯
ν
0 (4.99)
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are partial sums at first order in q that involve no factor of ∆′ or C1. By construction, iV¯1
and iΓ¯1 are analytic in q as q → 0. Thus, in (4.97) we singled out the ∆′0,∆′1 and C1 effects,
which are to be related to the quasiparticle excitations.
We do not need to consider the “full AAψ†ψ vertex”. In fact, the only place Ξ˜ shows
up in our proof is the expression of the current, in which we will immediately use (4.92) to
eliminate Ξ˜.
Ward-Takahashi Identity
Later in Section 4.4.4 we will show how the Boltzmann equation (4.19)(4.20) follow exactly
from (4.94) and (4.97). Before that, we need to answer a question: In QFT, it is the matrix
Γν governing the coupling to A, while in the kinetic formalism, it is the velocity vν (plus
order q couplings such as EM dipole). How to relate Γν to vν? The answer is the generalized
Ward-Takahashi identity [73]:
{iG(p+ q/2) iΓν(p; q) iG(p− q/2)} qν = iG(p− q/2)− iG(p+ q/2). (4.100)
We want to extract its implications at leading and sub-leading orders in q in the presence of
FS.
At leading order in q, the Ward-Takahashi identity reads
(
i∆0 + i∆
′
0
)
Γν0 qν = −i∆0 ∂νpG−1 qν + i(Zuu†)δFSδνi viqν (4.101)
using (4.51). This is equivalent to
Γν0 qν = −∂νpG−1 qν . (4.102)
One can easily verify the equivalence by contracting i∆0 + i∆
′
0 on the left of (4.102), with
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the aid of (4.50), to recover (4.101). We will see the result (4.102) is related to the gauge
invariance of δf0.
We can extract more detailed information from (4.102) – we gain an identity similar to
the original Ward identity [79], but in the presence of FS. For this purpose let’s treat |~q|/q0
as an independent small expansion parameter, and expand (4.102) to its zeroth and first
order. This gives us two equations, about Γ¯00 and Γ¯
i
0 respectively. Solving them with the
help of (4.94) and the explicit expression for ∆′0, we find the Ward identity in the presence
of FS:
Γ¯ν0 = −∂νpG−1 + V¯0 (Zuu†)δFSδνi vi. (4.103)
We can equivalently express (4.103) as
i∆0 iΓ¯
ν
0 = −∂νp iG+
(
1 + i∆0 iV¯0
)
(Zuu†)δFSδνi vi (4.104)
using (4.51). As we will see later, this result will help us relate the EM vertex in QFT to
the velocity in the kinetic formalism.
At sub-leading order in q, the Ward-Takahashi identity reads
(
∆0 + ∆
′
0
)
Γν1 qν +
(
∆r1 + ∆
s
1 + ∆
′
1 + iC1
)
Γν0 qν = 0. (4.105)
The C1Γ
ν
0qν term vanishes on its own, due to (4.102), (4.50) and (4.76). For the remaining
terms, we can conclude
∆0 Γ
ν
1 qν + ∆
r
1 Γ
ν
0 qν = 0 = ∆
′
0 Γ
ν
1 qν +
(
∆s1 + ∆
′
1
)
Γν0 qν . (4.106)
The two sides must vanish separately because the right-hand-side involves the singular factor
δ(ξ(~p)), while the left-hand-side does not. Later we will see (4.106) is related to the gauge
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invariance of δf1.
4.4.4 Boltzmann Equation
Having extracted (4.103) from the Ward-Takahashi identity, we are ready to prove the Boltz-
mann equation (4.19)(4.20) from the recursion relations (4.94) and (4.97). The distribution
of excitations δf will be defined in terms of QFT quantities, and as one should expect,
our definition agrees with the Wigner function approach. Our derivation also provides the
microscopic expressions for Vν and µµν .
Zeroth Order in q
When an external EM field of small q is present, the propagation of a quasiparticle is no
longer translationally invariant – the two-point propagator now depends on both p and q.
More precisely,
iG(p) −→ iG(p) + {iG(p+ q/2) iΓν(p; q) iG(p− q/2)}Aν(q) (4.107)
at linear response. We will focus on the shifted piece.
At zeroth order in q, using the identity (4.103), we can express the recursion relation
(4.94) as
iΓν0Aν = −i∂νpG−1Aν − iV¯0(Zuu†) δW0, (4.108)
where δW0 is a quantity restricted on the FS:
δW0 ≡
(uu†)T
Z
∆′0 Γν0Aν − δFSviAi. (4.109)
We can see δW0 is gauge invariant from (4.102) and (4.50). Substituting (4.108) into (4.109),
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we find the recursion relation for δW0:
δW0 = δFS
vi
vµqµ − i sgn(q0) (−iFi0 − qi U δW0) . (4.110)
This proves the Boltzmann equation (4.19) at zeroth order in q, if we make the identification
2piδ(p0 − (E(~p)− F )) δf(~p; q) ≡ δW (p; q) (4.111)
to factor out the on-shell condition. Note that the computation above is time-ordered,
therefore the i prescription depends on sgn(q0); when computing the physical quasiparticle
distribution in kinetic theory, retarded boundary condition should be used, which corre-
sponds to removing the sgn(q0) factor in the i prescription. This proof is a generalization
to that in [1], with multi-component spinor / Bloch state uα and the presence of external
EM field, and without rotational symmetry.
The definition (4.109) of δW0 agrees with the quasiparticle Wigner function to first
order in A and zeroth order in q. The first term of (4.109) corresponds to the singular
part of (4.107) projected onto the u band (at zeroth order in q), which we identify as the
distribution of excited quasiparticles; the factor of Z difference is the quasiparticle wave
function renormalization. The second term of (4.109) is due to the Peierl’s substitution in
the equilibrium part θ(F −E) of the Wigner function; Fourier transforming to the position
space, it corresponds to the Wilson loop at first order in A in the Wigner function.
First Order in q
At first order in q, we assert we should define
δW1 ≡
(uu†)T
Z
(
∆′0 Γν1Aν + ∆′1 Γν0Aν + iC1 Γν0Aν
)
. (4.112)
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Its gauge invariance follows from (4.106) and (4.76). It also agrees with the order q singular
part of the Wigner function – as can be seen from (4.107) – projected onto the u band. In
particular, the projection onto the u band should be done by the momentum space Wilson
line
lim
n→∞
(
uαu
†
α1
)
(p+ q/2)
(
uα1u
†
α2
)
(p+ q(n− 1)/2n) · · ·
(
uα2nu
†
β
)
(p− q/2) . (4.113)
It equals uα(p)u
†
β(p) +O(q2), so we can just use (uu†)T (p) at first order in q.
Now we derive the kinetic recursion relation for δW1. Substituting (4.94) and (4.97) into
(4.112), we have
δW1 =
(uu†)T
Z
[−∆′0 V¯1 ∆′0 Γν0 −∆′0 V¯0 ∆′0 Γν1 + iC1 Γν0 −∆′0 V¯0 iC1 Γν0
− (∆′0 V¯0 ∆′1 + ∆′1 V¯0 ∆′0)Γν0 + (∆′0 Γ¯ν1 + ∆′1 Γ¯ν0)] Aν . (4.114)
We use the identity
∆′1 = (uu†)(uu†)T∆′1 + ∆′1(uu†)(uu†)T
= (uu†)(uu†)T∆′1 + iqλAλ ∆′0 = ∆′0 iqλAλ + ∆′1(uu†)(uu†)T (4.115)
and the fact (uu†)T∆′1(uu†) = 0 to rewrite δW1 as
δW1 =
∆′(uu†)T
Z
[
−
(
V¯1 + iqλAλ V¯0 + V¯0 iqλAλ
)
∆′0 Γν0 +
(
Γ¯ν1 + iqλAλ Γ¯ν0
)
− V¯0(uu†)(uu†)T
(
∆′0 Γν1 + ∆′1 Γν0 + iC1 Γν0
)]
Aν
+
(uu†)T
Z
iC1 Γ
ν
0Aν (4.116)
The second line can be easily identified as (1/Z2)∆′ U δW1. In the first line, we substitute
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(4.109) for ∆′0Γν0Aν . Then we define the gradient interaction potential via
iqµ Vµ(~p,~k) ≡
(Zuu†)T (p)
[
V¯1(p, k; q) + iqµ
(Aµ(p)V¯0(p, k) + V¯0(p, k)Aµ(k))] (Zuu†)(k)∣∣∣
p,k on FS
(4.117)
(note that even if the microscopic interaction is contact interaction, in kinetic theory Vµ is
still non-zero) and define the EM dipole moment via
iqµ µ
µν(~p) ≡ (Zuu†)T (Γ¯ν1 + iqµAµ Γ¯ν0)∣∣∣p on FS − iqµ Vµ δFSδνi vi. (4.118)
As we will show explicitly below, µµν is antisymmetric in µν. With these definitions, the
recursion relation for δW1 becomes
δW1 = δFS
vi qi
vµqµ − i sgn(q0)
(
µνλ
Fνλ
2
− U δW1 − Vν iqν δW0
)
+
(uu†)T
Z
iC1 Γ
ν
0Aν . (4.119)
(The gauge invariance of δW1 also implicitly requires the antisymmetry of µ
µν .)
The last step is to rewrite the C1 term:
(uu†)T
Z
iC1 Γ
ν
0Aν =
i|q0|q0
vµqµ
δFS C δFS
(
viqi
vµqµ
− 1
)
(Zuu†)T Γν0Aν
=
i|q0|q0
vµqµ
δFS C
[
(δW0 + δFSv
iAi)
−δFS(Zuu†)T
(
−∂νpG−1Aν − V¯0(Zuu†) δW0
)]
=
i|q0|q0
vµqµ
δFS C (δW0 + δFS U δW0) (4.120)
where in the second equality we used (4.109) and (4.108), and in the third equality we used
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(4.50) and (4.76).
Now we have
δW1 =
δFS
vµqµ − i sgn(q0)
[
viqi
(
µνλ
Fνλ
2
− U δW1 − Vν iqν δW0
)
+ i|q0|q0 C (δW0 + δFS U δW0)
]
. (4.121)
The computation done here is time-ordered. When computing physical quasiparticle distri-
bution, we should use retarded boundary condition, which corresponds to using the retarded
versions of ∆′ and C – that is, to remove the sgn(q0) on the i prescription, and remove the
absolute value on |q0| in the collision term. This proves (4.20).
Electromagnetic Dipole Moment
The definition (4.118) of µµν is unusual, and its antisymmetry in µν is not manifest. Now
we present it in a more familiar form that is explicitly antisymmetric. Using (4.103), (4.104)
and the explicit expressions of Γ¯1 and V¯1, we can express the EM dipole moment as
µµν = µ
µν
bare + µ
µν
band + µ
µν
anom. (4.122)
which we explain term by term below.
The bare EM dipole moment is due to the bare EM dipole matrix (e.g. the Pauli term):
µ
µν
bare ≡ (Zuu†)T
(
1− V¯0∆0
)
µˆµν
∣∣∣
p on FS
(4.123)
where µˆµν has been introduced in (4.91) and is antisymmetric in µν.
The band EM dipole moment, due to the p dependence of u, is
µ
µν
band ≡ − (Zuu†)TAµ ∂νpG−1
∣∣∣
p on FS
= −iZ
{
∂
[µ
p u
† G−1 ∂ν]p u
}∣∣∣
p on FS
. (4.124)
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In the second equality we used the trick (4.46). It is explicitly antisymmetric in µν. In
non-interacting theory, u depends only on ~p but not p0, so µband would be purely magnetic
(e.g. the g = 2 magnetic dipole of free Dirac fermion). In interacting theory, u may or may
not depend on p0, so µband may or may not have electric dipole components.
The anomalous EM dipole moment, due to interactions, is defined via
iqµ µ
µν
anom. ≡ − (Zuu†)T V¯0
(
− (∆r1 + ∆s1) ∂νkG−1 + iqµAµ (Zuu†)δFSδνi vi
)∣∣∣
p on FS
− (Zuu†)T (1− V¯0∆0) V˜ 1 ∂νk iG∣∣∣p on FS . (4.125)
To get a better understanding of µ
µν
anom., we do the following. For the term with ∆
r
1, we use
the explicit expression of ∆r1. For the term with ∆
s
1, we use the identity
∆s1 ∂
ν
kG
−1 = Aν (Zuu†)δFSδµi vi iqµ (4.126)
which again follows from the trick (4.46). Now, the anomalous EM dipole moment reads
µ
µν
anom. = − (Zuu†)T V¯0
({
G(∂
[µ
p G
−1)G(∂ν]p G−1)G
}
+ 2A[µ (Zuu†)δFSδν]i vi
)∣∣∣
p on FS
+ (Zuu†)T
(
1− V¯0∆0
)
∂
µ
q
(
iV˜ 1 ∂
ν
k iG
)∣∣∣
p on FS
. (4.127)
The antisymmetry in µν is manifest in the first line. Gauge invariance of (4.119) requires the
second line above to be antisymmetric in µν too; more explicitly we show this from diagrams
in Section 4.4.7.
In general, µi0anom. 6= 0, so even when there is no bare electric dipole matrix, the quasi-
particle will still acquire an electric dipole moment due to interactions. This gives rise to
the second term in (4.24) which is absent in usual Fermi gas.
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4.4.5 Current
We now prove the expression of the current (4.22)(4.23). Previously we have defined δW , U ,
Vν and µµν from QFT, but we have not shown they are real in the position space. But these
immediately follow once we have (4.21), because in position space the quantum expectation
of the current must be real for arbitrary A, q, interaction strength and initial / boundary
conditions of δW . (However, we note that µ
µν
band and µ
µν
anom. are not separately real in general
– due to interactions, the χw(p)’s are generally complex near the FS, and hence is µ
µν
band.)
q
iΓµ Aν
q
µ Aν
As drawn above, the expectation of the current induced by A at linear response is given
by
iδJµ(q) = −
∫
p
tr
{
iΓ˜µ(p;−q) iG(p+ q/2) iΓν(p; q) iG(p− q/2)}Aν(q).
−
∫
p
tr
{
iΞ˜µν(p;−q, q) iG(p)}Aν(q) (4.128)
where the negative sign is due to the fermion loop. In the second line, we use (4.92) and
integrate p by parts to eliminate Ξ˜. Below we work in double fermion notation, at zeroth
and first order in q separately.
We emphasize that here we are computing the time-ordered correlation of δJ and A,
while in linear response we should compute the retarded correlation. This difference only
shows up in the recursion relation that δW satifies, i.e. the Boltzmann equation, and there
we have already handled this difference. The expression of δJ in terms of δW is the same
for time-ordered and retarded correlation.
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Zeroth Order in q
At zeroth order in q,
iδJ
µ
0 = −(iΓ˜µ0 )T
(
i∆0 iΓ
ν
0 + i∆
′
0 iΓ
ν
0 + ∂
ν
p iG
)
Aν (4.129)
where the integration over p is understood. For the iΓν0 in the first term, whose immediate
left is not ∆′0, we apply the recursion relation (4.94), and get
iδJ
µ
0 = −(iΓ˜µ0 )T
(
1 + i∆0 iV¯0
)
i∆′0 iΓν0Aν − (iΓ˜µ0 )T
(
i∆0 iΓ¯
ν
0 + ∂
ν
p iG
)
Aν (4.130)
Due to (4.104) and the facts (V¯0)
T = V¯0, (∆0)
T = ∆0, the above reduces to
δJ
µ
0 = (Γ¯
µ
0 )
T
(
∆′0 Γν0 Aν − (Zuu†) δFSδνi vi
)
Aν = (Γ¯
µ
0 )
T (Zuu†) δW0. (4.131)
Finally, applying (4.103), we obtain
δJ
µ
0 = (v
µ)T δW0 +
(
δ
µ
i v
iδFS
)T U δW0. (4.132)
The transpose on the left implies integration over p. This is (4.22).
First Order in q
At first order in q,
iδJ
µ
1 = −(iΓ˜µ1 (−q))T
(
i∆0 + i∆
′
0
)
iΓν0Aν − (iΓ˜µ0 )T
(
i∆0 + i∆
′
0
)
iΓν1(q)Aν
− (iΓ˜µ0 )T
(
i∆′1 + i∆r1 + i∆s1 − C1
)
(q) iΓν0Aν
− (iΓ˜µ1 (−q))T ∂νp iG Aν − (iΓ˜ν1(q))T ∂µp iG Aν . (4.133)
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We rewrite this according to the following: If the immediate left of an iΓν0 is not ∆
′
0 or ∆
′
1
or C1, we apply the recursion relations (4.94) to it; similarly, if the immediate left of an iΓ
ν
1
is not ∆′0, we apply (4.97) to it. We find
iδJ
µ
1 = −(iΓ¯µ0 )T
(
i∆′0 iΓν1(q) + i∆′1(q) iΓν0 − C1(q) iΓν0
)
Aν − (iΓ¯µ1 (−q))T i∆′0 iΓν0Aν
+ (terms regular in q). (4.134)
We will take care of the terms in the second line of (4.134) later. To terms in the first line,
we apply the identity (4.115), and get
(iΓ¯
µ
0 )
T (Zuu†) δW1 +
(
(iΓ¯
µ
1 (−q))T + (iΓ¯µ0 )T iqλAλ
)
(Zuu†)
(
δW0 + δFSv
jAj
)
(4.135)
Now use (4.103) in the first term, and (4.118) and the facts Aλ = −(Aλ)T , Vν(~p,~k) =
−Vν(~k, ~p) in the second term, the first line of (4.134) becomes
i(vµ)T δW1 +
(
δ
µ
i v
iδFS
)T
iU δW1
+
(
(iµµν)T + (δFSδ
µ
i v
i)T iVν
)
iqν
(
δW0 + δFSv
jAj
)
. (4.136)
Notice that the δW dependence agrees with (4.23).
The second line of (4.134) – terms regular in q – can be read-off diagrammatically:
−(iΓ˜µ1 (−q))T
(
i∆0 iΓ¯
ν
0 + i∂
ν
pG
)
Aν −
(
(i∆0 iΓ¯
µ
0 )
T + (i∂
µ
pG)
T
)
iΓ˜ν1(q)Aν
−(iΓ¯µ0 )T (i∆r1 + i∆s1) (q) iΓ¯ν0Aν −
(
i∆0 iΓ¯
µ
0
)T
iV˜ 1(q)
(
i∆0 iΓ¯
ν
0
)
Aν (4.137)
where the ∂pG terms follow from the Ξ˜ terms in (4.128). There are many equivalent ex-
pressions; we have chosen to express it so that it appears “symmetric” to read from left to
right and from right to left. Now, substitute (4.103) into the (∆r1 +∆
s
1) term, and substitute
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(4.104) into the rest; next, for each of the two terms in the second line above, we expand
like −a c b = −a c b2 − a2 c b+ a2 c b2 − a1 c b1 for a = a1 + a2, b = b1 + b2. The result is
−(iΓ¯µ1 (−q))T (Zuu†)δFSδνj vjAν
−(δFSδµi vi)T (Zuu†)T iΓ¯ν1(q) Aν + (δFSδ
µ
i v
i)T (Zuu†)T iV¯1(q) (Zuu†)δFSδνj vjAν
−(i∂µpG−1)T (i∆r1 + i∆s1) (q) i∂νpG−1 Aν − (i∂µpG)T iV˜ 1(q) i∂νkG Aν . (4.138)
The last term is to be expressed using (4.176); it vanishes, as we show diagrammatically and
combinatorially in Section 4.4.7. The remaining terms, inspecting the definitions of µµν and
Vν , can be expressed line by line as
−
(
(iµµλ)T + (δFSδ
µ
i v
i)T iVλ − (iΓ¯µ0 )TAλ (Zuu†)
)
iqλ δFSδ
ν
j v
jAν
−(δFSδµi vi)T
(
iµλν − (Zuu†)TAλ iΓ¯ν0
+ (Zuu†)T
(
AλiV¯0 − iV¯0Aλ
)
(Zuu†)δFSδνj vj
)
iqλAν
−(i∂µpG−1)T (i∆r1 + i∆s1) (q) i∂νpG−1 Aν . (4.139)
Substituting (4.103) for Γ¯0, and using the definition of µ
µν
band, we find
−
(
(iµµλ)T + (δFSδ
µ
i v
i)T iVλ
)
iqλ δFSδ
ν
j v
jAν − (δFSδµi vi)T iµλνiqλAν
+ (iµ
µλ
band)
T δFSδ
ν
j v
j iqλAν + (δFSδ
µ
i v
i)T iµλνband iqλAν
− (i∂µpG−1)T (i∆r1 + i∆s1) (q) i∂νpG−1 Aν . (4.140)
Finally, for the ∆r1 term, use its explicit expression, and for the ∆
s
1 term, use (4.126) and
134
the definition of µ
µν
band. We arrive at
−
(
(iµµν)T + (δFSδ
µ
i v
i)T iVν
)
iqν δFSv
jAj − (δFSδµi vi)T iµνλFνλ/2
+ iσµνλFνλ/2, (4.141)
where the Hall conductivity tensor σµνλ, totally antisymmetric in µλν, is defined by σµνλ ≡
σ
µνλ
r + σ
µνλ
s , with
σ
µνλ
r ≡
∫
p
tr
{
(∂
[µ
p iG
−1) iG (∂νp iG−1) iG (∂
λ]
p iG
−1) iG
}
,
σ
µνλ
s ≡ 3
∫
p
δFS v
iδ
[µ
i µ
νλ]
band. (4.142)
One may notice the similarity between the definitions of σµνλ and µνλanom. (except in σ
µνλ,
the V˜ 1 term vanishes due to the proof in Section 4.4.7).
After combining (4.136) and (4.141) into (4.134), we arrive at
δJ
µ
1 = (v
µ)T δW1 + (µ
µν)T iqνδW0 + (δFSδ
µ
i v
i)T
(
−µνλFνλ/2 + U δW1 + Vν iqνδW0
)
+ σµνλFνλ/2. (4.143)
This is (4.23).
Detour: Coleman-Hill Theorem
Interestingly, our derivation for δJ
µ
1 above, most crucially the cancellation in Section 4.4.7,
provides an alternative diagrammatic proof to the Coleman-Hill theorem, for QFTs restricted
to our assumptions (which are less general than in the original proof). The theorem states
that in a gapped fermionic system, the Hall conductivity is unaffected by the interactions.
When the system is gapped, i.e. in the absence of FS, our result reduces to δJ
µ
1 = σ
µνλ
r Fνλ/2,
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that is, the full Hall conductivity is equal to σ
µνλ
r . Let g be some interaction strength, we
have (denoting ∂g ≡ ∂/∂g)
∂gσ
µνλ
r = −
∫
p
∂g tr
{
(∂
[µ
p G
−1)G (∂νpG−1)G (∂
λ]
p G
−1)G
}
= −
∫
p
4∂[g tr
{
(∂
µ
pG
−1)G (∂νpG−1)G (∂
λ]
p G
−1)G
}
. (4.144)
In the second equality we added some total derivative terms so to antisymmetrize the ∂g
altogether with the three ∂p’s. But because of the antisymmetrization, the integrand actually
vanishes. This means the full Hall conductivity is independent of interaction strength. This
proves the Coleman-Hill theorem, for QFTs restricted to our assumptions. In asserting
“the integrand vanishes”, we implicitly made use of the fact that ∂iG = {iG ∂iG−1 iG} in
the absence of FS, the fact that G−1bare by definition is independent of g, and the physical
assumption that the dependence of the self-energy Σ on g is non-singular.
Chemical Potential Dependence of the Hall Conductivity Tensor
Now we prove (4.33), the important result relating the Hall conductivity to the Berry cur-
vature on the FS.
We first consider the F dependence of σ
µνλ
r :
∂Fσ
µνλ
r = −
∫
p
4∂[F tr
{
(∂
µ
pG
−1)G (∂νpG−1)G (∂
λ]
p G
−1)G
}
. (4.145)
The integrand is non-vanishing because in the presence of FS, the derivative outside the
trace acts on the p0 pole structure of the iG’s, and the pole structure depends on pi and F .
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In fact, by similar reasoning that led to the FS term in (4.48), here we are led to
∂Fσ
µνλ
r = 12
∫
p
ipiδ(p0 − ξ) ∂[F sgn ξ ×
∑
w
∑
w′
Z
χwχw′
{
u† (∂µpG−1) ww† (∂νpG−1) w′w′† (∂
λ]
p G
−1) u
}
+ 12
∫
p
ipi
(
−∂p0δ(p0 − ξ)
)
∂[F sgn ξ ×
∑
w
Z2
χw
{
w† (∂µpG−1) uu† (∂νpG−1) uu† (∂
λ]
p G
−1) w
}
. (4.146)
The first term arises from the single pole (appearing as ipiδ(p0−ξ) sgn ξ in principle function
decomposition) when one of the three G’s is in the u band; the second term arises from the
double pole (appearing as ipi(−∂p0δ(p0 − ξ)) sgn ξ) when two of the G’s are in the u band.
The triple pole contribution when all three G’s are in the u band vanishes under the total
antisymmetrization. We can evaluate the above using the trick (4.46). We find
∂Fσ
µνλ
r =
12
∫
p
ipiδ(p0) ∂[F sgn ξ
{
∂
µ
p u
† (1− uu†) Z(∂νpG−1) (1− uu†) ∂λ]p u
}
− 12
∫
p
ipiδ(p0) ∂[F sgn ξ ∂p0
{
∂
µ
p u
† Z2∂νpχu
∑
w
(χu − χw)2 ww
†
χw
∂
λ]
p u
}
. (4.147)
In the first line, 1 − uu† can be further replaced by 1 thanks to (4.46) and the antisym-
metrization. In the second line, we need the following relevant terms, according to (4.73):
−Z2∂νpχu (χu − χw)2
∣∣∣
p on FS
= Zvνχ2w (4.148)
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∂p0
(
−Z2∂νpχu (χu − χw)2
)∣∣∣
p on FS
= Zvν∂p0χ
2
w +
(
∂νpZ + 2iZγ ∂
ν
p |p0|
)
χ2w − 2vνχw. (4.149)
Similar results hold when ∂νpχu is replaced with ∂
Fχu; recall that v
F ≡ ∂FE. The remaining
problem is, how to understand δ(p0)∂p0 |p0|? We should understand it as 0, because in
this thesis, the generalized function δ(p0) always arises as the approximation to a narrow
rectangular function over an interval centered at p0 = 0 (more precisely, the rectangular
function is θ(p0 − q0/2) − θ(p0 + q0/2), see Section 4.4.6), and δ(p0)∂p0 |p0| corresponds
to taking the difference of |p0| between the two sides of the interval, which is obviously 0.
(Note that in d = 2, the parametrization (4.73) does not apply; however, general analytic
properties of δΣ still requires it to be odd in p0 [48, 1], and therefore the corresponding
contribution here must still vanish.) Thus, at the end, we have
∂Fσ
µνλ
r = 12
∫
p
i2piδ(p0) ∂[F θ(F − E) ×(
−2vµ
{
∂νpu
† ∂λ]p u
}
+
(
∂
µ
p + v
µ∂p0
){
∂νpu
† ZG−1 ∂λ]p u
})
. (4.150)
Note that the derivatives of −2θ(−E) are always the same as those of sgn ξ; we choose to
express as the former because it admits the intuition as the “Fermi sea”, at least near the
FS.
Next, from the expression of µνλband, we observe σ
µνλ
s can be expressed as
σ
µνλ
s = 3
∫
p
2piδ(p0 − (E − F )) ∂[µp θ(F − E) i
{
∂νpu
† ZG−1 ∂λ]p u
}
. (4.151)
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Now we take ∂F and find
∂Fσ
µνλ
s = 12
∫
p
∂[F
(
2piδ(p0 − (E − F )) ∂µp θ(F − E) i
{
∂νpu
† ZG−1 ∂λ]p u
})
= −12
∫
p
i2pi ∂[F θ(F − E)
(
δ(p0)∂
µ
p − vµ∂p0δ(p0)
){
∂νpu
† ZG−1 ∂λ]p u
}
= −12
∫
p
i2piδ(p0) ∂[F θ(F − E)
(
∂
µ
p + v
µ∂p0
){
∂νpu
† ZG−1 ∂λ]p u
}
(4.152)
In the second equality we used
∂
µ
p δ(p
0 − (E − F )) = −vµ∂p0δ(p0 − (E − F )) (4.153)
and likewise for ∂F .
Finally we combine (4.150) and (4.152) and obtain
∂Fσµνλ = 12
∫
p
2piδ(p0) ∂[F θ(F − E) vµ (−2i)
{
∂νpu
† ∂λ]p u
}
. (4.154)
Due to (4.45) (and the similar version for ∂F ) and the antisymmetrization, we can replace
u with u, and perform the p0 integral to obtain
∂Fσµνλ = 12
∫
~p
∂[F θ(F − E) vµ bνλ]. (4.155)
Expanding the antisymmetrization explicitly, this is (4.33).
If d = 2, or if d > 2 and the Berry curvature is an exact 2-form on the FS, we can
continuously define u(~p) over the FS, and derive (4.35) via integration by parts:
∂Fσµνλ = 24
∫
~p
∂[F
(
∂
µ
p θ(F − E) vν aλ]
)
= ∂F 6
∫
~p
δ(F − E) δ[µ0 vν aλ] (4.156)
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where in the first equality we used the fact that vµ and vF are respectively −∂µp and −∂F
acted on p0 − (E − F ), and in the second equality, total ~p derivatives vanish due to the ~p
integral, while total p0 derivative vanishes trivially as the integrand has no p
0 dependence.
If d > 2 and the Berry curvature is not an exact 2-form on the FS, we need to integrate
by parts in another way. We can rewrite (4.155) using the Pλk introduced below (4.42):
∂Fσijλ = 12
∫
~p
∂[F θ(F − E) bij ∂k]p Pλk (4.157)
where the total antisymmetrization is in indices [Fijk]. Using the assumption that there is
no band degeneracy near the FS and hence ∂
[k
p b
ij] = 0 near the FS, we have
∂Fσijλ = 12
∫
~p
∂[F
(
−∂kpθ(F − E) bij] Pλk
)
. (4.158)
When we proceed further, note that if the fermions are in a lattice and if the FS intersects
the boundary of our choice of first Brillouin zone, then for λ = 0 we cannot drop the total
p-derivative terms because pk is not continuous when we identify the opposite boundaries of
the first Brillouin zone [32]. We have
∂Fσijλ = ∂F
(
3
∫
~p
δ(F − E)b[ijvk] Pλk + 6
∫
~p
∂
[k
p
(
δ(F − E) vi aj] Pλk
))
(4.159)
(we used the Bianchi identity ∂F ∂bνλ = 2∂
[λ
p b
ν]F ). This proves (4.40) and (4.41), and hence
(4.42).
We remind that the derivation above fails at discrete values of F around which the FS
develops new disconnected components (e.g. Figure 4.1). Across those values of F it is
unclear whether σµνλ may have a jump, as commented in Section 4.3.4.
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4.4.6 Cutkosky Cut and Quasiparticle Collision
In the proof present above, we have left behind the technical discussion of the Cutkosky
formalism and the computation of quasiparticle collisions. In this section we complete the
relevant discussions. More exactly, we present the followings:
• First we present the Cutkosky cutting rule for our fermionic system.
• Then we introduce how to count the power of q in a cut diagram, and show D1, Cph1
and C
pp
1 are the only cut sub-diagrams that contribute at order q. Then restrict to
d ≥ 3 and justify their parametrization (4.70), (4.71) and (4.72), and show the relation
(4.76).
• Then we discuss the difficulty of parametrizing quasiparticle collision in d = 2, and
explain why (4.76) still holds in d = 2 despite the difficulties of parametrization.
• Finally, we show (regardless of d ≥ 3 and d = 2) that collisions have no contribution
to the antisymmetric part Π[µν] of the current-current correlation. So collision are
“uninteresting” to the main focus of this thesis.
Review of Cutkosky Cut
The formalism of Cutkosky cut is a formal procedure to compute discontinuities (with respect
to external momenta) in Feynman diagrams. A Feynman diagram has a discontinuity if, in
an intermediate step of the process described the diagram, all intermediate particles go on-
shell. We have seen an example of this in the derivation for ∆′ following (4.60). From the
derivation for ∆′, we have the sense that all it matters is the i prescription whose effects
can be extracted by principle function decomposition; other details of the propagator are
irrelevant. This suggests the method can be generalized to other diagrams. Indeed, Landau
made pioneering contribution in this direction [42], and the full formalism was established by
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Cutkosky [22]. The Cutkosky cutting rule was originally developed for bosons. Here, based
on our needs, we present the rule for fermions; the modifications have clear physical meanings
as long as one is familiar with some basic analytic properties of fermion propagators [48, 1].
Consider a two point correlation Π with momentum q (for definiteness, we let q run from
the right to the left of the diagram). In this section, unless otherwise specified, Π refers to
the current-current correlation Πµν(q), and ReΠ and ImΠ really mean the Hermitian and
anti-Hermitian parts of Πµν . The Cutkosky cutting rule gives the difference between the
retarded correlation and the advanced correlation:
Πcut ≡ −i(ΠR − ΠA) = ImΠR − ImΠA = 2ImΠR = −2ImΠA
= Πcut− − Πcut+. (4.160)
The three equalities in the first line follow from general analytic properties of two-point
correlations [48, 1]. In the second line, Πcut+ is defined as the following. Consider a certain
Feynman diagram in Π, with a certain Cutkosky cut – a cut through a number of internal
fermion propagators such that the Feynman diagram is disconnected into two parts, with
one current insertion (or other operators, depending on what Π is) contained in each part.
Clearly the total momentum running from right to left across the cut is q. For those fermion
propagators that are being cut, we place the fermions on-shell, which, according to the
Cutkosky cutting rule, means to replace each cut propagator by
iG(p) −→ 2piZ(~p) δ(p0 − ξ~p) sgn(p0)θ(∓p0), (4.161)
where θ(∓p0) is taken when the fermion runs across the cut from right to left / from left
to right (given we have chosen q to run from right to left). Then we sum over all possible
ways of cutting over all Feynman diagrams, and the result is defined as Πcut−. And Πcut+
is defined in a similar manner, but with θ(±p0) taken when the fermion runs across the cut
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from right to left / from left to right.
An important consequence is, by energy conservation, all these cut propagators must
have energies between ±|q0|. This is because, those step functions require the on-shell
quasiparticles’ energies to appear in energy conservation in the form “the sum of positive
energies minus the sum of negative energies is equal to ∓q0” respectively in Πcut∓ (so Πcut∓
is non-vanishing only for negative / positive q0 respectively, hence our ∓ subscript). In
retrospect, this justifies why we could restrict to the u band in a multi-band system, and
why we could ignore the possibility of cutting through an interaction mediator: Because by
the assumptions about our QFT, neither the other bands of the fermion nor the short-ranged
interaction mediator(s) have any low energy on-shell excitation.
Computation of Quasiparticle Collision d ≥ 3
Below we discuss how to count the power of q in a cut sub-diagram. We have to note that
the power counting introduced below has missing piece. In d = 2 the missing piece is order
q ln q (less suppressed than order q when q is small) and lead to complications to be discussed
later. For now we work with d ≥ 3, where this missing piece is neglected as they are beyond
order q. After introducing the power counting, we will argue the only cut sub-diagram that
contributes at zeroth order in q is a cut through double propagator, leading to ∆′, and the
only ones that contribute at first order in q are those three pairs of cut sub-diagrams for D1,
C
ph
1 and C
pp
1 .
Consider a cut through n > 2 internal fermion propagators. Generically they all have
different internal momenta. As discussed above, all their energies are restricted by |q0|, hence
the integration over the n internal energies yields a suppression of order (q0)n; on the other
hand, the argument of the delta function of energy conservation is of order q0. Therefore,
the contribution of the n cut propagators is of order (q0)n−1.
The case of n = 2 has a difference. For n = 2, when one on-shell fermion is low
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energy, and hence near the FS, the other one, due to spatial momentum conservation and
the smallness of ~q, is automatically near the FS too, and hence low energy too (because of
on-shell). This means the smallness of their energies provides only one constraint, instead
of two independent constraints. This lowers the power counting of q0 by one. Thus, the cut
through two propagator is not first order but zeroth order in q. In particular, let’s compute
the cut through the double propagator of momenta p± q/2. According to the cutting rule,
the cut sub-diagram is equal to
2Im∆′R(q)
= 2piZ(~p+ ~q/2)δ(p0 + q0/2− ξ(~p+ ~q/2)) 2piZ(~p− ~q/2)δ(p0 − q0/2− ξ(~p− ~q/2))
(−1)
(
θ(−(p0 + q0/2))θ(p0 − q0/2)− θ(p0 + q0/2)θ(−(p0 − q0/2))
)
= (2piZ(~p))2 q0 δ(p0) δ(p0 − ξ(~p)) δ(vµ(~p)qµ) + O(q2). (4.162)
To relate this to the time-ordered ∆′, we use the Kramers-Kronig dispersion relation of a
general two-point correlation [48, 1]:
iΠ(q) =
i
2pi
∫
dω
Πcut(ω, ~q)
−q0 + ω − i sgn q0 + i (real terms unrelated to Cutkosky cut).(4.163)
(The Π here is time-ordered; if retarded or advanced, the sgn q0 should be replaced with
±1.) Performing the integration yields the time ordered i∆′(q) in (4.56), as desired. (The
integration generally involves Πcut at non-small values of ω. But Im∆
′ in particular is
non-vanishing only when ω equals the small value viqi.)
For n > 2, the n cut propagators contribute order (q0)n−1, and for current-current
correlation n must be even (with n/2 cut propagators running across the cut from right to
left, and the other n/2 from left to right). So it seems the corrections from Cutkosky cut
beyond ∆′ (beyond n = 2) are at least of order q3. (This justifies our analytic expansion
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of the q-2PI interaction vertex to zeroth and first order in q.) How can there be order q
sub-diagrams? Consider the following situation. Given that all cut propagators are on-shell,
if there is a pair of propagators, one cut and one uncut, whose momenta are dictated by
momentum conservation to differ by q, then that uncut propagator will be nearly-on-shell
(due to the smallness of q), and contributes a factor of order 1/q. There can be at most
one such nearly-on-shell propagator on either the left or the right of the cut, so there can be
at most two of them in total. Therefore, there exist cut sub-diagrams at order q: Such cut
sub-diagrams have four cut propagators, and two nearly-on-shell propagators, one on each
side of the cut. These propagators can be organized in six different ways, which are the three
pairs of cut sub-diagrams for D1, C
ph
1 and C
pp
1 respectively, presented in Section 4.4.2.
Now we evaluate the sub-diagrams for D1, C
ph
1 and C
pp
1 according to the cutting rule.
First,
2(DR)1(p; q)
=
∫
k,l
(
−1
2
)(
iZ(~p− ~q/2)
−q0 − ξ(~p− ~q/2) + ξ(~p+ ~q/2)
)2
i2 |V (p− q/2, k + l→ k − q/2, p+ l)|2
(2pi)4Z(~p+ ~q/2)Z(~k − ~q/2)Z(~p+ l)Z(~k + l)
δ(p0 + q0/2− ξ(~p+ ~q/2)) δ(k0 − q0/2− ξ(~k − ~q/2))
δ(p0 + l0 − ξ(~p+ l)) δ(k0 + l0 − ξ(~k + l))[
θ(−(p0 + q0/2))θ(k0 − q0/2)θ(−(k0 + l0))θ(p0 + l0)
−θ(p0 + q0/2)θ(−(k0 − q0/2))θ(k0 + l0)θ(−(p0 + l0))
]
− (with q ↔ −q). (4.164)
The −1/2 is due to fermionic statistics. The products of step functions restricts the energies
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p0, k0 and l0 to order q0; for example, the first product of step functions restricts q0/2 <
k0 < −l0 < p0 < −q0/2. We already argued that the q suppression in the cut sub-diagrams
is dictated by the step functions, so in the Z’s, the V ’s and the on-shell delta functions, we
can neglect the q-dependences, as well as the p0, k0, l0 dependences. We are then led to
2(DR)1(p; q)
= −1
2
∫
k,l
i2Z(~p)3Z(~k)Z(~p+ l)Z(~k + l)
(vµ(~p)qµ)2
i2 |V (p, k + l→ k, p+ l)|2
(2pi)4δ(ξ(~p))δ(ξ(~k))δ(ξ(~p+ l))δ(ξ(~k + l))[
θ(−(p0 + q0/2))θ(k0 − q0/2)θ(−(k0 + l0))θ(p0 + l0)
−θ(p0 + q0/2)θ(−(k0 − q0/2))θ(k0 + l0)θ(−(p0 + l0))
+θ(−(k0 + q0/2))θ(p0 − q0/2)θ(−(p0 + l0))θ(k0 + l0)
−θ(k0 + q0/2)θ(−(p0 − q0/2))θ(p0 + l0)θ(−(k0 + l0))
]
. (4.165)
Inspecting the p, q dependence, together with power counting, we justify the parametrization
(4.70) with non-negative γ (what is remained to be shown is that the γ here is the same γ
that appears in ImΣ). In particular, the sign of (DR)1 is given by the sign of q
0, and so the
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time-ordered D1 = (DR)1sgn q
0 is non-negative. Next,
2(C
ph
R )1(p, k; q)
=
∫
l
(−1) iZ(~p− ~q/2)−q0 − ξ(~p− ~q/2) + ξ(~p+ ~q/2)
iZ(~k + ~q/2)
q0 − ξ(~k + ~q/2) + ξ(~k − ~q/2)
iV (p− q/2, k + l→ k − q/2, p+ l) iV (k + q/2, p+ l→ p+ q/2, k + l)
(2pi)4Z(~p+ ~q/2)Z(~k − ~q/2)Z(~p+ l)Z(~k + l)
δ(p0 + q0/2− ξ(~p+ ~q/2)) δ(k0 − q0/2− ξ(~k − ~q/2))
δ(p0 + l0 − ξ(~p+ l)) δ(k0 + l0 − ξ(~k + l))[
θ(−(p0 + q0/2))θ(k0 − q0/2)θ(−(k0 + l0))θ(p0 + l0)
−θ(p0 + q0/2)θ(−(k0 − q0/2))θ(k0 + l0)θ(−(p0 + l0))
]
+ (with p↔ k, except the arguments of the V ’s kept unchanged). (4.166)
Making the small q approximations we made for (DR)1, we are led to
2(C
ph
R )1(p, k; q)
= −
∫
l
i2Z(~p)2Z(~k)2Z(~p+ l)Z(~k + l)
−(vµ(~p)qµ)(vµ(~k)qµ)
i2 |V (p, k + l→ k, p+ l)|2
(2pi)4δ(ξ(~p))δ(ξ(~k))δ(ξ(~p+ l))δ(ξ(~k + l))[
θ(−(p0 + q0/2))θ(k0 − q0/2)θ(−(k0 + l0))θ(p0 + l0)
−θ(p0 + q0/2)θ(−(k0 − q0/2))θ(k0 + l0)θ(−(p0 + l0))
+θ(−(k0 + q0/2))θ(p0 − q0/2)θ(−(p0 + l0))θ(k0 + l0)
−θ(k0 + q0/2)θ(−(p0 − q0/2))θ(p0 + l0)θ(−(k0 + l0))
]
. (4.167)
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This justifies the parametrization (4.71) with non-negative λph. And last,
2(C
pp
R )1(p, k; q)
=
∫
l
(
−1
2
)
iZ(~p− ~q/2)
−q0 − ξ(~p− ~q/2) + ξ(~p+ ~q/2)
iZ(~k − ~q/2)
−q0 − ξ(~k − ~q/2) + ξ(~k + ~q/2)
iV (p− q/2, k + q/2→ k − l, p+ l) iV (k − l, p+ l→ p+ q/2, k − q/2)
(2pi)4Z(~p+ ~q/2)Z(~k + ~q/2)Z(~p+ l)Z(~k − l)
δ(p0 + q0/2− ξ(~p+ ~q/2)) δ(k0 + q0/2− ξ(~k + ~q/2))
δ(p0 + l0 − ξ(~p+ l)) δ(k0 − l0 − ξ(~k − l))[
θ(−(p0 + q0/2))θ(−(k0 + q0/2))θ(k0 − l0)θ(p0 + l0)
−θ(p0 + q0/2)θ(k0 + q0/2)θ(−(k0 − l0))θ(−(p0 + l0))
]
− (with q ↔ −q, except the arguments of the V ’s kept unchanged). (4.168)
Making the small q approximations we made for (DR)1, we are led to
2(C
pp
R )1(p, k; q)
= −1
2
∫
l
i2Z(~p)2Z(~k)2Z(~p+ l)Z(~k − l)
(vµ(~p)qµ)(vµ(~k)qµ)
i2|V (p, k → k − l, p+ l)|2
(2pi)4δ(ξ(~p))δ(ξ(~k))δ(ξ(~p+ l))δ(ξ(~k − l))[
θ(−(p0 + q0/2))θ(−(k0 + q0/2))θ(k0 − l0))θ(p0 + l0)
−θ(p0 + q0/2)θ(k0 + q0/2)θ(−(k0 − l0))θ(−(p0 + l0))
+θ(k0 − q0/2))θ(p0 − q0/2)θ(−(p0 + l0))θ(−(k0 − l0))
−θ(−(k0 − q0/2))θ(−(p0 − q0/2))θ(p0 + l0)θ(k0 − l0)
]
. (4.169)
148
This justifies the parametrization (4.72) with non-negative λpp.
Inspecting the exact expressions (4.164), (4.166) and (4.168) (these expressions are before
we apply power counting, and hence hold in d = 2 as well), we can observe the important
relation (4.74). In particular, to see the second equality in (4.74), we shift k → k + l ∓ q/2
in the two cut sub-diagrams contributing to (C
pp
R )1. This leads to (4.76), which is required
by the Ward-Takahashi identity.
We have computed the order q contributions to ImΠR. Is there an associated part in ReΠ
through the Kramers-Kronig dispersion relation (4.163)? For ImΣR, and hence the (D1)R
contribution to ImΠR, it is known that the associated real part amounts to a correction to
Z(~p); but Z(~p) itself appeared in our cutting rule to start with, so this just means we must
use the self-consistent, i.e. physical, value of Z(~p). As long as we have done so, there is no
further contribution to ReΠ from (D1)R. From Ward identity we know (C
ph)R and (C
pp)R
must have no further contribution to ReΠ either. This differs from the scenario in the zeroth
order contribution, where ∆′ in (4.56) has both real and imaginary parts.
It remains to show the γ in the parametrization of D1 is the same γ that appears in ImΣ.
Now we apply the Cutkosky cutting rule to −Σ(p) with small p0. The leading cut diagram
is order (p0)2, involving three cut propagators [48]. More explicitly, at this order we have
2Im(−ΣR)(p) =
∫
k,l
(
−1
2
)
i2|V (p, k + l→ k, p+ l)|2 (2pi)3Z(~k)Z(~k + l)Z(~p+ l)
δ(k0 − ξ(~k))δ(k0 + l0 − ξ(~k + l))δ(p0 + l0 − ξ(~p+ l))[
(−1)2 θ(−k0)θ(k0 + l0)θ(−(p0 + l0))
− (−1) θ(k0)θ(−(k0 + l0))θ(p0 + l0)
]
. (4.170)
We can see −ImΣR is explicitly positive, as it should [48, 1]. Combined with power counting,
we justify the parametrization −ImΣ = −ImΣR sgn p0 = γ′p0|p0| at small p0 with positive
γ′. To verify γ′ = (3/2)γ, we compare the evaluations of −ImΣR and (DR)1 and restrict to
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order q, we find
2(DR)1(p; q)
=
i2Z2
(vµqµ)2
2piZδ(ξ)
(
θ(−(p0 + q0/2))θ(p0 − q0/2) + θ(p0 + q0/2)θ(−(p0 − q0/2))
)
[
sgn(p0 − q0/2)(−2ImΣR(p+ q/2))− sgn(p0 + q0/2)(−2ImΣR(p− q/2))
]
= 2
Z3 2piδ(ξ)
(vµqµ)2
sgn(q0)θ(|q0|/2− |p0|) (−ImΣR(p− q/2)− ImΣR(p+ q/2)) . (4.171)
The last factor is equal to γ′(~p)
(
2(p0)2 + (q0)2/2
)
to leading order. Now, we average p0
between ±|q0|/2 before replacing the step function with δ(p0)q0; this is equivalent to making
the approximation
sgn(q0) θ(|q0|/2− |p0|) = 2δ(p
0)
1!
q0
2
+ 2
∂2
p0
δ(p0)
3!
(
q0
2
)3
+ · · · , (4.172)
where the second term is needed to take into account the (p0)2 from ImΣR. This leads to
(4.70), and in particular, verifies γ′ = (3/2)γ.
Difficulties in d = 2
As we mentioned previously, the power counting of q presented there has missing piece. Here
it is: The power counting relied on the assumption that the internal momenta carried by
the cut propagators are generically not close to each other. However, in the integration over
the internal momenta, there must be some region where this assumption does not hold –
the internal momenta, restricted near the FS, can appear collinear with one another. To
estimate the scale of the the contribution from the collinear regime, one views this regime as
a quasi-one-dimensional system [6]. Take the self-energy Σ for example. In d = 1 dimension,
the self-energy Σ ∼ p0 ln p0 – this leads to the well-known non-Fermi liquid behavior. In
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higher dimensions, quasi-one-dimensional power counting estimates the contribution from
the collinear regime to be ∼ (p0)d ln p0. For d = 2 this is less suppressed than the usual
(p0)2.
Denote the collinear regime contribution to Σ as δΣ; the leading contribution has three
intermediate collinear on-shell fermions. Based on the quasi-one-dimensional power count-
ing, along with the general analyticity requirements that −ΣR(ω, ~p) is analytic in the ω
upper-half-plane and −ImΣR > 0 [48, 1], it is tempting to parametrize the collinear regime
contribution as
−δΣR(ω, ~p) = ia(~p)ω2 ln(−iω/pF ) + (higher order contributions) (4.173)
for small ω in the upper-half-plane. Here pF is the size scale of the FS, and a is positive; the
branch cut of ln is placed along the negative real axis. Taking ω = p0 + i gives −δΣR(p).
Unfortunately, when ξ(~p) is of the same order as p0, such parametrization is wrong. It is
known [17, 18] that −δΣR has complicated dependence on p0 and p0 − ξ(~p), but still scales
as (p0)2 ln p0 when ξ(~p) and p0 are of the same order.
Now that there is no simple way to parametrize −δImΣ, there is no simple way to
parametrize the decay factor −D1 (despite the 1 subscript, here it also involves terms of
order q ln q), because the latter can be expressed in terms of the former, with p0 being order
q0 and p0 − ξ being order vµqµ. The collinear regime contributions to −Cph1 and −Cpp1 are
terms of order q ln q proportional to δd+1(p∓ k) (respectively corresponding to forward and
back scattering); this terms have no simple parametrization either.
Although the collision term in d = 2 is not parametrized, we know (4.74) must still hold,
as it is required by the Ward-Takahashi identity.
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Collision being Uninteresting
Finally we want to show that collisions are “uninteresting” to the focus of this thesis – the
collision term C1 has no contribution to the antisymmetric part Π
[µν] of the current-current
correlation, and therefore has no contribution to the anomalous Hall effect or the chiral
magnetic effect. First, we note that C1 (despite the 1 subscript, in d = 2 it also involves
terms of order q ln q) has a special property
C1(p, k; q) = C1(k, p; q). (4.174)
In particular, the D1 term in C1 has this property simply because it is proportional to
δd+1(p − k). On the other hand, inspecting the exact expressions (4.166) and (4.168), we
see C
ph
1 and C
pp
1 are symmetric under p ↔ k up to the q-dependences in the V ’s. But the
q-dependences in the V ’s can be neglected, for theirs effects would be further suppressed by
order q, i.e. contribute to order q2 (and order q2 ln q in d = 2) which are beyond order q.
Therefore (4.174) holds to order q – including in d = 2, since the argument here did not rely
on power counting. The collision contribution to i(iImΠµν) is given by
−
∫
p,k
iReΓ
µ
0 (p;−q) (−C1(p, k; q)) iReΓν0(k; q)
−
∫
p,k
i
(
iImΓ
µ
0
)
(p;−q) (−C1(p, k; q)) i (iImΓν0) (k; q). (4.175)
The q-dependence in Γ
µ
0 comes from ∆
′ which is even in q, so Γµ0 is also even in q. Thus,
due to (4.174), the expression above is symmetric in µν. Now that C1 does not contribute
to ImΠ[µν], by the Kramers-Kronig dispersion relation it has no associated contribution to
ReΠ[µν] either, and thus our claim is proven.
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4.4.7 Some Cancellation of Diagrams
In the presentation of the proof, there are two technical diagrammatic cancellations that are
left unproven. One is (4.176) in the EM dipole moment, and the other is the vanishing of
the V˜ 1 term in (4.138) in the Hall conductivity tensor. Here we complete these technical
steps.
In Electromagnetic Dipole Moment
We explicitly show from Feynman diagrams the second line of (4.127) is antisymmetric in
µν. Consider diagrams in the q-2PI sum iV˜
α γ
δ, β(p, k; q). We can separate these diagrams
into two types:
• Type I: The q-2PI diagram has a fermion line at the top, running in with momentum
and index (p − q/2, δ) and running out with (k − q/2, γ), and a fermion line at the
bottom, running in with momentum and index (k + q/2, β) and running out with
(p + q/2, α). Type I diagrams are summed in V˜ with plus sign. Some examples are
shown below.
For Type I diagrams, we can assign momenta on the internal propagators so that −q/2
runs through the top fermion line, +q/2 runs through the bottom fermion line, and all
other internal propagators are independent of q.
• Type II: The q-2PI diagram has a fermion line on the left, running in with momentum
and index (p−q/2, δ) and running out with (p+q/2, α), and a fermion line on the right,
running in with momentum and index (k + q/2, β) and running out with (k − q/2, γ).
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Type II diagrams are summed in V˜ with minus sign, because of fermionic statistics.
Some examples are shown below.
For Type II diagrams, however we assign the internal momenta, q will in general
appear in some propagator(s) on both the left and right fermion lines, as well as on
some internal propagators in the middle.
We want to show
∫
k
(
iV˜ 1
)α γ
δ, β (p, k; q) ∂
ν
k iG
β
γ(k) is equal to qµ times a quantity antisym-
metric in µν. We consider the Type I and Type II contributions separately.
For Type I diagrams in iV˜ (p, k; q), when expanded to linear order in q, we pick one
propagator iG(l±q/2) on the bottom (top) fermion line and replace it with (±qµ/2)∂µl iG(l),
and in all other propagators set q to zero; we sum up all possible ways of such expansion,
and sum up all possible Type I diagrams. (One may wonder why the interaction vertices are
independent of q. We explain this at the end of this section.) As a result, Type I contribution
to
∫
k
(
iV˜ 1
)α γ
δ, β (p, k; q) ∂
ν
k iG
β
γ(k) can be summarized as
qµ
2
∫
k
∫
l
(
iY˜
)α ξ γ
δ, ζ, β (p, l, k) ∂
µ
l iG
ζ
ξ(l) ∂
ν
k iG
β
γ(k), (4.176)
where iY˜ is a sum of connected diagrams:
• Diagrams satisfying the following conditions are summed in iY˜ with plus sign:
There is a fermion line running in with momentum and index (p, δ) and running out
with (k, γ), a fermion line running in with momentum and index (k, β) and running
out with (l, ξ), and a fermion line running in with momentum and index (l, ζ) and
running out with (p, α).
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Moreover, among the internal fermion propagators on these three fermion lines, none of
them is dictated by momentum conservation to have momentum p, k or l, and no pair
of them is dictated by momentum conservation to have same momenta. Equivalently,
among those fermion propagators, one cannot cut any one or two of them to disconnect
the diagram.
k
p
l
k
p
l
β
γδ
α
ζ ξ
For example, the diagram on the left contributes to iY˜ , while the three on the right
do not.
• Diagrams satisfying the conditions above, but with (k, γβ) and (l,
ξ
ζ) switched, are
summed in iY˜ with minus sign.
Notice that iY˜ is a totally antisymmetric 3-tensor in the double fermion linear space, i.e. it
is antisymmetric under the exchange of any two of (p, αδ), (k,
γ
β) and (l,
ξ
ζ). Thus, Type I
contribution is antisymmetric in µν.
For Type II diagram contribution, we use a diagrammatic technique developed by Ward [?].
Consider, for instance, the diagram below.
Let us call this a “prototype diagram”. Let us call the loop on the right the k-loop, whose
loop momentum is assigned k; it consists of five fermion propagators. A Type II diagram
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contribution to
∫
k iV˜ 1(p, k; q) ∂
ν
k iG(k) is obtained by picking one propagator iG on the k-
loop – in the example above there are five ways to do so – and replacing it with ∂νk iG, and
then letting the external momentum q flow-in through it. The sum of all these five resulting
diagrams forms a “prototype class” associated with the above prototype diagram. For each
prototype class, we can fix one interaction propagator (it maybe an auxiliary propagator),
through which q in the k-loop flows out towards the left; for instance, in the example above,
we may assign internal momenta so that q always flows out the k-loop along the dashed line
on the top. Now, for each Type II diagram in this prototype class, we expand q at first
order (since we are looking at V˜ 1). This corresponds to picking one internal propagator
(fermion or interaction) that has q in its argument, replacing it with qµ times its momentum
derivative, and then in all other internal propagators set q to zero. Now:
• If our picked q-dependent propagator is on the k-loop, then we have a ∂νk iG(k) and a
∂
µ
k iG(k) on the k-loop, and summing up all such possibilities in the prototype class
yields a quantity antisymmetric in µν, in a manner similar to the Type I diagram
contribution.
• If our picked q-dependent propagator is not on the k-loop, then there is only one
∂νk iG(k) on the k-loop, and summing up all such possibilities is equivalent to taking a
total k-derivative on the k-loop (and k is integrated over later). So the sum of such
possibilities vanishes.
Thus, Type II diagram contribution to
∫
k(∂
µ
q iV˜ 1(p, k; q)) ∂
ν
k iG(k) is also antisymmetric in
µν. (There is a small caveat in the use of prototype diagrams. For example the prototype
below
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has a symmetry of exchanging the two propagators on the k-loop. So when relating it to
Type II contribution by replacing one iG on the k-loop with ∂νk iG, we need an extra factor
of 1/2. Clearly this does not affect the final antisymmetry in µν.)
A left-over subtlety has to be addressed: When we were expanding the momentum run-
ning along a fermion line, we did not have contribution from the interaction vertices on the
fermion line. Why is that? Recall our assumption (for simplicity, not for principle) about the
QFT that any bare interaction vertex has no coupling to A, i.e. there is no e.g. Aφψ†ψ bare
vertex or Aψ†ψψ†ψ bare vertex. By EM U(1) gauge invariance, this also means the bare in-
teraction vertices cannot depend on the momentum running along the charged fermion line.
So a bare interaction vertex at most depends on the momentum running along the neutral
interaction lines (which maybe auxiliary), for example in (ψ†ψ) ∂2xφ or in (ψ†ψ)2∂2x(ψ†ψ).
In Hall Conductivity Tensor
In this section we show
σ
µνλ
Y ≡ (i∂
µ
pG)
T ∂νq iV˜ 1(q) i∂
λ
kG, (4.177)
which appears in (4.138), vanishes. According to the previous discussion, we separate the
contributions of Type I diagrams and Type II diagrams in iV˜ 1. In σY , since ∂iG is contracted
on both sides, it is easy to see Type II contribution vanishes using Ward’s method presented
previously – at least one of the k-loop and the p-loop involves a total derivative. We are left
with Type I contribution to σY . By (4.176) we can express it as
σ
µνλ
Y =
1
2
∫
k
∫
l
∫
p
(
iY˜
)α ξ γ
δ, ζ, β (p, l, k) ∂
µ
p iG
δ
α(p) ∂
ν
l iG
ζ
ξ(l) ∂
λ
k iG
β
γ(k). (4.178)
We can describe diagrams in σ
µνλ
Y as the following:
• The diagram has a fermion loop, which we call the outer loop (formed by connecting the
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three fermion lines in iY˜ with the three differentiated propagators). We redefine p so
that it is now the loop momentum running around the outer loop. Interaction vertices
separate the outer loop into n ≥ 3 segments. Three of the segments are differentiated
propagators ∂
µ
p iG, ∂
ν
p iG and ∂
λ
p iG, the remaining n− 3 segments are propagators iG.
Moreover, the interaction lines inside make the outer loop 2PI; that is, among all
segments on the outer loop, no pair of them are dictated by momentum conservation
to have the same momentum.
If ∂
µ
p , ∂
ν
p , ∂
λ
p appear on the outer loop in the cyclic order against the fermion arrow,
then the diagram is summed in σ
µνλ
Y with coefficient −1/2 (the minus sign is because
now we have an extra fermion loop – the outer loop – compared to Y˜ ). If they appear
on the outer loop in the cyclic order along the fermion arrow, then the diagram is
summed with coefficient +1/2.
To show σ
µνλ
Y = 0, below we introduce four notions.
First, let us be blind between iG and ∂piG on the outer loop. Then we are led to consider
prototype diagrams like this one
.
A prototype diagram defines a prototype class: Diagrams contributing to σY are in the same
prototype class if, after ignoring the distinction between ∂piG and iG on the outer loop, they
reduce to the same prototype diagram. In fact, the sum Sµνλ (we drop the µνλ indices from
here on) of diagrams (with coefficients ±1/2 assigned as before) within a prototype class
vanishes, as we will show later. This leads to σY = 0, because clearly diagrams in σY are
partitioned into prototype classes.
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Second, let us fix a prototype class, and consider the placement of the three ∂piG’s on
the outer loop. For simplicity, in the below we will restrict to prototype classes with no
symmetry factor (there will be a symmetry factor of 1/ns if the prototype diagram has a
Zns cyclic symmetry with respect to the outer loop, where ns divides n); we will return to
the case with symmetry factor later. Now consider for example the diagram
.
This diagram represents the sum (with coefficients ±1/2 assigned as before) of all diagrams in
the given prototype class such that the three ∂piG’s appear on the three thickened segments.
This sum is manifestly antisymmetric in µνλ. Let us call the set of diagrams contributing to
such sum an “antisymmetrization class”. Obviously a prototype class can be partitioned into
antisymmetrization classes. The purpose of introducing this notion is only for introducing
the next notion.
The third notion to introduce is a partitioning finer than a prototype class (still, we
restrict to those without symmetry factor) but coarser than an antisymmetrization class.
In an antisymmetrization class, the three ∂piG’s are separated by a number of iG’s, for
example, in the previous antisymmetrization diagram, the three ∂piG’s are separated by 0, 1
and 2 iG’s. But there are other antisymmetrization diagrams whose three ∂piG’s are also
separated by 0, 1 and 2 iG’s. Let us introduce the notation (012), which represents the sum
of them:
.
In general, we call the set of diagrams contributing to (abc) a “cyclic class”. The name is
because (abc) is by definition the same object as (bca) and (cab). Clearly, a prototype class
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is partitioned into cyclic classes, and a cyclic class is partitioned into antisymmetrization
classes. It is easy to see the sum S of diagrams in the prototype class can be expressed as
S =
′∑
a+b+c=n−3
n · sabc · (abc), sabc =

1/3 if a = b = c
1 otherwise
(4.179)
where a, b, c are non-negative integers, and the prime on the sum means we only count
(abc), (bca) and (cab) once because they are the same object. We will see soon that by
introducing the notion of cyclic class, we boil the Feynman diagram cancellation problem to
a combinatorial problem.
In general (abc), the sum of diagrams in a cyclic class, is not equal to zero. We need to
introduce the fourth notion that bridges between prototype class and cyclic class; but unlike
the three notions above, this fourth notion is not a partitioning. Given the prototype class,
consider the following diagrams with two ∂piG’s: along the fermion arrow on the outer loop,
we have ∂
µ
p iG, then m iG’s, then ∂
ν
p iG, and then the remaining (n−2−m) iG’s. We assume
m ≤ n − 2 − m. Sum up all such diagrams. But before we integrate over the outer loop
momentum p, we take a total ∂λp derivative. Then we totally antisymmetrize between µνλ
and multiply by 3. We denote the result by 〈m〉. By construction, 〈m〉 = 0 due to the total
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derivative. But on the other hand, it is easy to see 〈m〉 is a sum of cyclic classes:
〈m〉 =
′∑
a+b+c=n−3
smabc · (abc), (4.180)
smabc =

1 if only one of a, b, c is m,
and the other two do not sum up to m− 1
1 + 1 = 2 if two of a, b, c are m, the other is not m
1 if a = b = c = m
−1 if two of a, b, c sum up to m− 1, and the other is not m
1− 1 = 0 if one of a, b, c is m, and the other two sum up to m− 1
0 otherwise.
We used the fact that the vertices on the outer loop are independent of p, whose reason is
explained at the end of the previous section. Diagrams contributing to a fixed 〈m〉 do not
form an equivalence class, because clearly a given (abc) can appear in several different 〈m〉’s.
Now that every 〈m〉 is equal to 0, it would be desirable to express S as a linear combination
of 〈m〉’s. Indeed, now we shall show that
S =
m≤(n−2)/2∑
m=0
(n− 2− 2m) · 〈m〉 = 0. (4.181)
This is a simple combinatorial problem that can be shown by matching the coefficient of
each (abc) on both sides, using equations (4.179) and (4.180). Due to the cyclic property of
(abc), we can assume a ≤ b, a ≤ c. Then we discuss over 8 possibilities:
1. a < b < c < (n− 2)/2: On the right-hand-side, (abc) appears in three different 〈m〉’s:
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• m = a: The coefficient of (abc) is (n− 2− 2a) · 1.
• m = b: The coefficient of (abc) is (n− 2− 2b) · 1.
• m = c: The coefficient of (abc) is (n− 2− 2c) · 1.
The sum of these coefficients is n, matches with the coefficient on the left-hand-side.
The case a < c < b < (n− 2)/2 works in the same manner.
2. a < b < c = (n− 2)/2: On the right-hand-side, (abc) appears in three different 〈m〉’s:
• m = a: The coefficient of (abc) is (n− 2− 2a) · 1.
• m = b: The coefficient of (abc) is (n− 2− 2b) · 1.
• m = c: The coefficient of (abc) is 0.
The sum of these coefficients is n, matches with the coefficient on the left-hand-side.
The case a < c < b = (n− 2)/2 works in the same manner.
3. a < b < (n− 2)/2 < c: On the right-hand-side, (abc) appears in three different 〈m〉’s:
• m = a: The coefficient of (abc) is (n− 2− 2a) · 1.
• m = b: The coefficient of (abc) is (n− 2− 2b) · 1.
• m− 1 = a+ b: The coefficient of (abc) is (n− 2− 2(a+ b+ 1)) · (−1).
The sum of these coefficients is n, matches with the coefficient on the left-hand-side.
The case a < c < (n− 2)/2 < b works in the same manner.
4. a = b < c < (n− 2)/2: On the right-hand-side, (abc) appears in two different 〈m〉’s:
• m = a = b: The coefficient of (abc) is (n− 2− a− b) · 2.
• m = c: The coefficient of (abc) is (n− 2− 2c) · 1.
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The sum of these coefficients is n, matches with the coefficient on the left-hand-side.
The case a = c < b < (n− 2)/2 works in the same manner.
5. a = b < c = (n− 2)/2: On the right-hand-side, (abc) appears in two different 〈m〉’s:
• m = a = b: The coefficient of (abc) is (n− 2− a− b) · 2.
• m = c: The coefficient of (abc) is 0.
The sum of these coefficients is n, matches with the coefficient on the left-hand-side.
The case a = c < b = (n− 2)/2 works in the same manner.
6. a = b < (n− 2)/2 < c: On the right-hand-side, (abc) appears in two different 〈m〉’s:
• m = a = b: The coefficient of (abc) is (n− 2− a− b) · 2.
• m− 1 = a+ b: The coefficient of (abc) is (n− 2− 2(a+ b+ 1)) · (−1).
The sum of these coefficients is n, matches with the coefficient on the left-hand-side.
The case a = c < (n− 2)/2 < b works in the same manner.
7. a < b = c < (n− 2)/2: On the right-hand-side, (abc) appears in two different 〈m〉’s:
• m = a: The coefficient of (abc) is (n− 2− 2a) · 1.
• m = b = c: The coefficient of (abc) is (n− 2− b− c) · 1.
The sum of these coefficients is n, matches with the coefficient on the left-hand-side.
8. a = b = c: On the right-hand-side, (abc) appears only when m = a = b = c, with
coefficient (n − 2 − 2(n − 3)/3) · 1 = n/3. This matches with the coefficient on the
left-hand-side.
This completes our proof, for prototype classes that have no symmetry factor.
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For a prototype class whose prototype diagram has a Zns symmetry with respect to the
outer loop, we can pick one segment on the outer loop to be “the special segment”; in the
sum of diagrams, this leads to over-counting by a factor of ns. But now that there is no Zns
symmetry any more, we can show the sum is zero as before. The factor of ns has no effect
on the zero.
4.5 Summary and Outlook
In this chapter, we have extended Landau’s Fermi liquid theory to incorporate Berry cur-
vature effects. Among other effects, we showed the anomalous Hall conductivity receives
two contributions: the non-quasiparticle Hall conductivity tensor, plus the contribution of
electric dipole moment of the excited quasiparticles. The latter can be viewed a new effect
due to interactions, because a non-interacting fermion usually has no intrinsic electric dipole.
As for the former, it can be further separated into a chemical potential dependent part and
a chemical potential independent part. Remarkably, we showed the chemical potential de-
pendent part is a Fermi surface property given by the Berry curvature around the Fermi
surface, as in non-interacting Fermi gas. On the other hand, some puzzles about chemical
potential independent part remain, as we will comment about below.
One can see several directions to extend our theory. First, we assumed the Fermi level
crosses only one band; one can generalize this to multiple bands. Two scenarios are of
particular physical interest: either that the multiple bands crossing the Fermi level are
completely degenerate [62], or that these multiple bands have completely disjoint Fermi
surfaces. The generalization of our theory to both scenarios is straightforward. Second,
our discussion is limited to linear response. It would be interesting to extend the scope of
the kinetic theory to include also nonlinear response, so that important effects such as the
(3 + 1)d chiral anomaly can be captured. Third, we assumed that the quantum field theory
describing the fermions does not have couplings of the type Aφψ†ψ. It would be interesting
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to see if the kinetic theory can be extended to include couplings of this type in the QFT.
Also, one may try to understand if long-ranged interactions can be included, to the extent
that these interactions do not destroy the Fermi liquid ground state.
Some interesting questions are raised in the context of our Berry Fermi liquid theory. We
have found that, beside a F -dependent piece, the Hall conductivity contains a constant piece
σ
µνλ
o in Section 4.3.4. Is this contribution topological and not renormalized by interactions?
Does it receive jumps at discrete values of F around which the FS develops new disconnected
components (e.g. in Figure 4.1)? In gapped system, σ
µνλ
o = σ
µνλ
r is topological [34].
More broadly, one may ask: Is it possible to have a notion of topologically equivalent
/ distinct Fermi liquids? For example, are the Fermi liquids in normal metal and in Weyl
metal topologically distinct under some notion? In this thesis, we see both a puzzle and a
hint regarding such notion. The puzzle is the possible jump of σµνλ mentioned previously.
The hint is the manifestation of anomaly-related transport effects in the distinction between
(4.41) and (4.37). It would be interesting to study if such problems can be covered under a
coherent framework.
We note also that the matching between the microscopic theory and the Fermi liquid
theory is done here at the level of dynamical equations. If there is a way to do the matching
at the level of action and path integral measure, like that in Berry Fermi gas [14] (see Section
2.4), it would provide a much more transparent derivation of the Berry Fermi liquid theory.
It may also help to extend the kinetic theory beyond linear response.
Finally, given the generality of the assumptions, the formalism should have broad appli-
cations in physical systems. It would be interesting if predictions of the Berry Fermi liquid
theory can be directly compared to experiments.
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CHAPTER 5
CONCLUSION
In this thesis we first studied general Berry Fermi gas theory and its microscopic justifica-
tion. Then we studied the chiral kinetic theory of Weyl fermions as a specific example, and
discussed how Lorentz invariance is non-trivially realized in chiral kinetic theory. Finally
we studied general Berry Fermi liquid theory and its microscopic justification. The Berry
phase physics being non-trivial and interesting in these systems should now be evident. At
the end of each chapter, we have a “Summary and Outlook” section, summarizing the im-
portant ideas and results in that chapter, and more importantly, discussing future directions
of study relevant to that chapter. We are not going to repeat those summarizations and
discussions here. Here we discuss some more general possibilities.
From our study of Berry Fermi liquid, it is clear that to define momentum space Berry
curvature, all it needs is the eigenvector u of the full propagator; the eigenvalue part of the
propagator is irrelevant to the definition. This suggests we should be able to define the
momentum space Berry curvature even for non-Fermi liquids. Then, we should wonder what
we can say about Berry curvature in such systems. For example, at least for non-Fermi
liquids that are “sufficiently similar” to a normal Fermi liquid (for instance those whose p0
in the denominator of the propagator is renormalized to the form p0 ln(p0)), can we still
explore the relation between anomalous Hall effect and Berry phase? If something can be
said, it will not only be theoretically satisfactory, but may also have potential application
value to important systems such as the composite Fermi liquid at half-filled Landau level.
Another problem worth thinking about is a more theoretical one. In d spatial dimensions
the Berry curvature defect where ∂
[i
p b
jk] 6= 0 is generally d − 3 dimensional. So for d > 3
the Berry curvature defect would be an extended object. Then there may be non-trivial
topological phenomena, arising from the interplays between the path of the particle in the
momentum space, the Berry curvature defect, and the topology of the Brillouin zone.
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Yet another interesting thought would be to study Berry phase effects on non-point-like
objects. In particular, one can consider a “gluon string” with “quarks” (chiral fermions)
attached to its ends, and study if there is any non-trivial interplay between the Berry phase
and the string.
And there must be many other hidden aspects of Berry phase physics awaiting for us to
uncover.
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