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Re´sume´
Les applications de l’Intelligence Artificielle a` des agents en interaction physique avec le monde re´el
sont confronte´es au besoin de planifier des actions avec information incomple`te par rapport a` l’e´tat
du monde. Les applications vise´es dans nos travaux sont des missions de robotique ae´rienne en en-
vironnement incertain. Dans ces proble`mes, la perception est un moyen d’acque´rir de l’information
sur l’environnement afin de mieux agir pour atteindre le but de la mission, mais elle ne´cessite aussi
des de´cisions et actions spe´cifiques de perception dans le but de recueillir l’information. Il s’agit donc
de de´cider pour percevoir et de percevoir pour de´cider. Dans ce contexte, cette the`se s’attache a`
proposer un cadre de mode´lisation et de re´solution de proble`mes de planification de perception et
de mission pour un drone he´licopte`re qui e´volue dans un environnement incertain et partiellement
observe´. Nous tenons compte de la repre´sentation des actions et de leurs conse´quences incertaines,
des incertitudes d’observation, des contraintes impe´ratives de se´curite´ sur les actions du drone et
des contraintes d’exe´cution en temps re´els, meˆme pendant le calcul de la strate´gie d’action. Dans un
premier temps, nous proposons un cadre formel de mode´lisation de proble`mes de de´cision se´quentielle
dans l’incertain unifiant la repre´sentation des fonctions de perception de l’environnement et celle des
actions pour l’accomplissement de la mission. Nous avons fonde´ notre travail sur le cadre des Proces-
sus De´cisionnels Markoviens Partiellement Observables (POMDP), car il propose un sche´ma ge´ne´ral
applicable a` cette proble´matique, et optimal pour les taˆches de perception et de de´cision a` long terme.
Nous confrontons ce cadre aux donne´es re´elles obtenues en vol sur un sce´nario de de´tection et de re-
connaissance de cibles : une attention spe´ciale est porte´e a` la mode´lisation des sorties symboliques et
incertaines de l’algorithme de traitement d’image en tant que fonction d’observation probabiliste du
mode`le POMDP obtenues par apprentissage (statistique hors ligne), et a` la mode´lisation de la fonc-
tion de re´compense qui repre´sente les conse´quences nume´riques et symboliques des actions du robot
ae´rien. Nous proposons une analyse critique de la mise en œuvre en pratique du mode`le POMDP
et du crite`re d’optimisation associe´, a` la lumie`re d’une e´tude bibliographique sur les approches de
de´cision pour la perception d’une part, et de perception pour la de´cision d’autre part. Une e´tude
sur le compromis entre la prise d’information et la de´cision nous permet de proposer et analyser
un crite`re d’optimisation mixte, qui peut favoriser la prise d’information afin de mieux valider les
possibles de´cisions qui doivent eˆtre prises en ligne. Afin de respecter les contraintes de se´curite´ et les
limitations physiques de nos robots ae´riens, nous proposons ensuite une approche pour tenir compte
explicitement des pre´conditions sur les actions dans chaque e´tat de croyance : le mode`le AC-POMDP,
qui se´pare l’information concernant la ve´rification des proprie´te´s du mode`le (les pre´conditions), de
celle qui renseigne sur le gain des re´compenses ou sur l’observation des objets de l’environnement. Les
e´quations d’optimisation propose´es pour ce mode`le permettent de ne se´lectionner que des actions fai-
sables avec certitude, lors de la mise a` jour de la valeur de l’e´tat de croyance. La structure du mode`le
AC-POMDP permet de plus d’optimiser la fonction de valeur parame´tre´e par des alpha-vecteurs
de´finis sur des sous-espaces de croyance diffe´rents et re´duits, contrairement au mode`le POMDP clas-
sique qui optimise la fonction de valeur parame´tre´e par des alpha-vecteurs de´finis sur l’espace entier
de croyance. Enfin, nous pre´sentons une e´tude sur l’optimisation et l’exe´cution en paralle`le de po-
litiques POMDP en ligne et en temps contraint, permettant d’embarquer les algorithmes re´sultants
sur nos robots ae´riens. Ceci comprend une imple´mentation des algorithmes de re´solution en ligne de
POMDP, ainsi qu’un cadre d’optimisation et d’exe´cution en paralle`le de politiques POMDP base´ sur
une anticipation partielle probabilise´e des e´tats futurs du syste`me. Nous avons embarque´ ce cadre
algorithmique sur les he´licopte`res autonomes de l’Onera, et l’avons teste´ en vol et en environnement
re´el sur une mission de de´tection et reconnaissance de cibles.
Mots-cle´s : Planification pour la perception, POMDP, planification en ligne et en paralle`le de
l’exe´cution, robotique mobile, apprentissage statistique hors-ligne de mode`le d’observation.
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Introduction
La de´tection et la reconnaissance de cibles par des ve´hicules ae´riens inhabite´s (UAV)
autonomes est un domaine de recherche actif [Wang et al., 2012], en raison de la mise en
place croissante de syste`mes de drones dans des missions civiles et militaires. Dans ce genre de
mission, la strate´gie de de´cision de haut niveau est habituellement donne´e dans les syste`mes
re´els par une re`gle e´crite a` la main (survoler une zone donne´e, atterrir, prendre une image,
etc), qui de´pend des e´ve´nements stochastiques (de´tection d’une cible dans une zone donne´e,
cible reconnue) qui peuvent survenir lors de l’exe´cution de la re`gle de de´cision. A cause de la
complexite´ de la construction automatique des re`gles de de´cision sous incertitude [Littman
et al., 1995,Sabbadin et al., 2007], appele´es politique, et de la me´connaissance des probabilite´s
associe´es aux e´ve´nements, peu de syste`mes de drones construisent et optimisent des politiques
automatiquement.
Quand les incertitudes dans l’environnement viennent de l’exe´cution imparfaite des ac-
tions, ou des observations de l’environnement, les politiques de haut niveau peuvent eˆtre
automatiquement ge´ne´re´es par l’optimisation de Processus Markovien Partiellement Obser-
vable (POMDP) [Smallwood et Sondik, 1973]. Ce mode`le a e´te´ applique´ avec succe`s a` la
robotique mobile [Smith et Simmons, 2004, Candido et Hutchinson, 2011, Spaan, 2008], et
aussi a` la robotique ae´rienne [Miller et al., 2009,Schesvold et al., 2003,Bai et al., 2011].
Des travaux pre´ce´dents ont e´tudie´ des sce´narios qui traitent a` la fois du proble`me de
perception et de de´cision dans une mission de robotique mobile. Le mode`le formel choisi est
souvent celui des POMDP. Il a e´te´ montre´ que ce mode`le permet d’aborder a` la fois les deux
proble´matiques : par exemple, dans le sce´nario robotique de [Smith et Simmons, 2004] la
perception est conside´re´e comme un moyen pour arriver a` l’accomplissement de la mission.
Dans ce sce´nario, ramasser des pierres observe´es en tant que “bonnes” rapporte des gains
a` l’agent, mais le but final est d’arriver a` un emplacement pre´cis du terrain. Par contre,
dans [Spaan et Lima, 2009], la perception est le but de la mission, puisque l’agent cherche
a` de´tecter et suivre des cibles. D’autre part, les sce´narios e´tudie´s sont connus a` priori, en
ce qui concerne par exemple leur taille, ce qui permet une re´solution hors ligne. De plus,
ces sce´narios, meˆme en e´tant conside´re´s re´alistes, ne prennent pas en compte des contraintes
re´elles, physiques ou de suˆrete´ lie´es a` la mission robotique, comme par exemple le fait que
certaines zones du terrain ne sont pas exploitables meˆme si une pierre dite “bonne” se trouve
dans cette zone.
Dans ce contexte, cette the`se consiste a` proposer un cadre de mode´lisation et de re´solution
de proble`mes de planification de perception et de mission pour un drone he´licopte`re qui e´volue
dans un environnement incertain et partiellement observable. Dans cette the`se, la perception
est conside´re´e non seulement comme une fin mais aussi comme un moyen pour aboutir au
but de la mission : il s’agit ici de de´cider pour percevoir et de percevoir pour de´cider. De
plus, des contraintes lie´es a` la physique ou a` la suˆrete´ du syste`me seront aussi conside´re´es.
Ces contraintes permettent de garantir que le plan d’actions re´sultant du calcul ne puisse
pas engendrer des actions conside´re´es comme dangereuses, ce qui est tre`s important dans des
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applications ae´ronautiques, par exemple pour obtenir les autorisations de vol. Un autre volet
de cette the`se prend en compte le fait que le proble`me a` re´soudre ne peut eˆtre connu qu’en
ligne. En effet, le nombre de cibles ou le nombre de zones qui composent l’environnement,
sont des exemples de parame`tres ge´ne´ralement inconnus avant le vol et qui doivent eˆtre
automatiquement extraits en vol au de´but de la mission (par exemple, par des techniques
de traitement d’image) afin de de´finir le proble`me de de´cision se´quentielle a` optimiser. Cette
proble´matique suppose un paralle´lisme entre la re´solution, soit la construction du plan, et
l’exe´cution de ce meˆme plan. Ainsi, a` notre connaissance, aucune application dronique base´e
sur les POMDP n’a tenu compte de toutes ces caracte´ristiques a` la fois.
Notre de´marche nous a amene´s dans une premie`re partie a` e´tudier les diffe´rentes ap-
proches de la litte´rature qui traitent de la planification pour la perception. Cette e´tude
ge´ne´rale est pre´sente´e dans les deux premiers chapitres. L’e´tat de l’art e´tudie´ cherche a` poser
les bases sur lesquelles nous nous sommes appuye´s pour de´velopper les diffe´rentes approches
propose´es dans cette the`se. Le chapitre 1 a pour objectif de pre´senter la proble´matique de la
planification pour la perception, ainsi que les diffe´rents formalismes de de´cision se´quentielle
sous observabilite´ partielle, e´tant donne´ notre application a` la de´tection et a` la reconnaissance
de cibles en environnement partiellement observable. Le but de ce chapitre est de justifier
le choix du formalisme POMDP comme cadre mathe´matique de notre e´tude. Le chapitre 2
pre´sente une revue de´taille´e des POMDP, ainsi que diffe´rentes approches de re´solution des
POMDP hors ligne et en ligne.
Nos contributions constituent la deuxie`me partie de cette the`se que nous avons inti-
tule´e “de´cider pour percevoir et percevoir pour de´cider”. Dans cette seconde partie, nous
pre´sentons les e´tudes et approches propose´es dans ce travail de the`se pour chacune des
diffe´rentes proble´matiques : la mode´lisation du proble`me de de´tection et de reconnaissance
de cibles, la planification pour la perception ne´cessaire a` cette fin, la prise en compte de
contraintes sur les actions lors de la planification, et la re´solution en ligne du proble`me.
Cette deuxie`me partie est constitue´e de 4 chapitres qui sont brie`vement de´crits ci-dessous.
Le chapitre 3 permet de mode´liser le proble`me dual de perception-de´cision. Pour cela
nous avons d’abord de´fini un sce´nario de de´tection et reconnaissance de cibles dans un en-
vironnement incertain. Son but est de de´tecter des cibles et de chercher a` reconnaˆıtre leurs
mode`les parmi une base de donne´es. Ce sce´nario comporte deux types de mission : une mis-
sion d’exploration, ou` l’on cherche a` identifier l’e´tat cache´ de l’environnement dans lequel
l’agent autonome e´volue ; et une mission d’atterrissage, ou` l’on cherche a` identifier une cible
en particulier parmi un certain nombre de cibles possibles, et ce afin d’atterrir a` proximite´ de
la cible recherche´e. Ce type d’application nous a mene´s a` l’e´tude du traitement d’information
du capteur came´ra choisi, afin de de´terminer le type de re´ponse obtenu avec un tel capteur.
Les informations disponibles nous ame`nent a` un cadre probabiliste et d’observabilite´ par-
tielle de l’environnement. Comme pour les e´tudes pre´sente´es dans l’e´tat de l’art, nous avons
choisi de mode´liser ce sce´nario en tant que POMDP, car il propose un sche´ma ge´ne´ral, qui
permet de prendre en compte deux types d’incertitude : l’une lie´e aux effets des actions, et
l’autre lie´e a` la sortie du traitement d’image ; et optimal pour les taˆches de perception et de
de´cision a` long terme. E´tant donne´ que les actions du drone autonome dans cette applica-
tion peuvent eˆtre conside´re´es comme de´terministes, le comportement du drone he´licopte`re
peut eˆtre conside´re´ comme certain. Par contre, la sortie du traitement d’image, qui est base´
sur l’algorithme publie´ dans [Saux et Sanfourche, 2011], ne peut pas eˆtre conside´re´e comme
telle, ce qui nous a amene´s a` apprendre un mode`le statistique de la sortie du traitement
d’images a` partir de donne´s re´elles de l’environnement. Ces donne´es ont e´te´ collecte´es lors
de trois campagnes de prise d’image de voitures (nos cibles) dans la zone expe´rimentale ou`
e´volue le drone he´licopte`re. L’apprentissage hors ligne du mode`le d’observation seul a e´te´
pre´fe´re´ a` la mise en oeuvre de techniques d’apprentissage par renforcement dans la mesure
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ou`, d’une part l’apprentissage par renforcement des effets des actions et de la fonction de
re´compense n’e´taient pas ne´cessaires, et d’autre part nous ne pouvions pas prendre le risque
d’endommager un moyen expe´rimental couˆteux en lors d’une phase d’apprentissage de la
strate´gie.
Dans le chapitre 4, nous proposons une analyse critique de la mise en œuvre pratique du
mode`le POMDP et du crite`re d’optimisation associe´, en nous appuyant sur l’e´tude biblio-
graphique des diffe´rentes approches de de´cision pour la perception et de perception pour la
de´cision. Pour cela, nous avons e´tudie´ le compromis entre la prise d’information et la de´cision
dans les deux cadres d’application mis en e´vidence dans le chapitre 3. Le premier cadre d’ap-
plication se rapporte a` la mission d’exploration qui, selon [Araya-Lo´pez et al., 2010,Candido
et Hutchinson, 2011,Eidenberger et Scharinger, 2010], appartient a` une classe de proble`mes
de nature diffe´rente, ou` l’agent doit interagir avec son environnement et identifier l’e´tat cache´
du syste`me comme dans les proble`mes de perception active. Nous nous sommes inte´resse´e
a` ce cadre d’application de la de´cision se´quentielle car il suppose que la structure de la
fonction de re´compense doit eˆtre diffe´rente, c’est-a`-dire qu’elle doit eˆtre aussi base´e sur une
mesure de l’incertitude de l’e´tat de croyance. Ainsi, cette fonction de re´compense diffe`re de
celle utilise´e dans le cadre classique des POMDP, qui est base´e sur les paires e´tat-action.
Dans cette intention, un bilan des travaux en perception active, nous a permis d’identifier
le crite`re le plus utilise´ par cette communaute´ scientifique [Paletta et Pinz, 2000, Deinzer
et al., 2006]. D’autre part, des travaux pre´ce´dents en planification, et en particulier dans
le cadre des POMDP, ont de´fini des crite`res mixtes pour l’application a` des proble`mes de
perception, sans toutefois imple´menter des algorithmes pour les re´soudre. A cet effet, nous
avons choisi de coupler le crite`re classique des POMDP avec le crite`re classique de la per-
ception active, en nous basant sur les travaux de [Mihaylova et al., 2002]. L’e´tape suivante
a consiste´ a` adapter des algorithmes de´ja` existants de re´solution de POMDP a` ce nouveau
crite`re, tout en tenant compte des points souleve´s par [Araya-Lo´pez et al., 2010], comme par
exemple la proprie´te´ de convexite´ et les approximations line´aires ne´cessaires a` ce nouveau
crite`re. De plus, une e´valuation a e´te´ re´alise´e par la suite, afin de de´montrer l’apport d’un
crite`re mixte qui aurait pour but de favoriser la prise d’information par le drone he´licopte`re
afin de mieux valider les possibles de´cisions qui doivent eˆtre prises en ligne. La proposition
de ce crite`re mixte a donne´ lieu a` trois communications [Carvalho Chanel et al., 2010c,Car-
valho Chanel et al., 2010b,Carvalho Chanel et al., 2010a], toutefois dans ces communications
l’e´valuation du crite`re mixte diffe`re de celle pre´sente´e dans ce chapitre. En revanche, nous
proposons aussi une autre approche de mode´lisation qui ajoute au mode`le des e´tats but fictifs
au moyen d’actions de classification. Avec cette mode´lisation, un tel crite`re mixte base´ sur
une mesure de l’incertitude sur l’e´tat de croyance n’est plus force´ment ne´cessaire puisque
la fonction de re´compense peut de´pendre seulement de valeurs de´finies selon les paires e´tat-
action. Une e´tude comparative des ces approches a e´te´ mene´ afin de ve´rifier leur e´quivalence
en termes de prise d’informations. Le deuxie`me cadre d’application se rapporte a` la mission
d’atterrissage, un proble`me de de´cision se´quentielle qui est directement mode´lise´ en tant que
POMDP classique en ce qui concerne la structure de la fonction de re´compense. Nous nous
sommes aussi inte´resse´e a` ce cadre applicatif afin de ve´rifier que le POMDP est capable de
ge´rer implicitement l’acquisition d’information pour atteindre le but de la mission, qui est
d’atterrir a` coˆte´ d’une cible en particulier parmi d’autres cibles pre´sentes ou non dans l’en-
vironnement. Pour ce cadre d’application, nous avons aussi e´value´ des politiques obtenues a`
partir du crite`re mixte propose´ et une e´tude comparative des strate´gies a aussi e´te´ mene´e. Les
re´sultats de´montrent que pour ce type de mission l’optimisation explicite d’une mesure de
l’incertitude de l’e´tat de croyance n’est pas ne´cessaire. Nous pensons en effet et de´montrons
dans cette the`se que si l’on ajoute au mode`le des e´tats buts fictifs (au moyen d’actions de
classification ou d’une action d’atterrissage), un tel crite`re mixte base´ sur une mesure de
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l’incertitude de l’e´tat de croyance ne serait plus ne´cessaire dans de nombreux cas pratiques
(y compris en perception active pure). L’e´tude du crite`re mixte permet en fait d’ajuster
les re´compenses d’un mode`le POMDP classique e´quivalent. Ces deux approches sont donc,
en pratique, comple´mentaires. En ce sens, ces e´tudes nous apportent des re´ponses en ce
qui concerne les avantages et inconve´nients de l’application du POMDP dans ces diffe´rents
proble`mes a` caracte`re applicatif.
Dans le chapitre 5, nous nous sommes inte´resse´e a` prendre en compte certaines contraintes
physiques et de suˆrete´ lie´es a` la mission du drone he´licopte`re, comme par exemple, atterrir
seulement si une zone est “atterrissable”, ou garantir que le changement de zone se fera a`
une altitude de vol donne´e. On a ve´rifie´ que le mode`le standard des POMDP permet de
mode´liser ces contraintes sur les actions, mais au prix d’une complexite´ de re´solution plus
e´leve´e, puisque il est ne´cessaire d’ajouter des e´tats et des observations supple´mentaires au
mode`le. E´tant donne´ que les contraintes de suˆrete´ sont primordiales dans des applications en
ae´ronautique, notre objectif a e´te´ de proposer une approche ge´ne´rale alternative au mode`le
classique capable de prendre en compte les contraintes lie´es a` la mission. Tout d’abord nous
avons mis en e´vidence la fac¸on dont on mode´lise ces contraintes classiquement, parce que
le mode`le classique des POMDP nous permet de mode´liser des contraintes sur les actions a`
partir d’un re´glage de couˆts de type potentiome`tre. Dans ce type de mode´lisation, en parti-
culier pour la robotique, le mode`le d’observation est augmente´ et structure´ selon Ω = O×Θ,
ou` O repre´sente les observations “standards” et Θ les observations sur la “faisabilite´” des
actions, re´sultant ainsi en un mode`le ou` des informations des se´mantiques diffe´rentes sont en
quelque sorte confondues. Nous cherchons donc a` proposer une fac¸on alternative pour traiter
ce proble`me, qui nous conduit a` un nouvel algorithme qui exploite explicitement la se´paration
entre l’information concernant la ve´rification des proprie´te´s du mode`le (les pre´conditions),
et celle qui renseigne sur la pre´sence du but de mission ou sur la nature des objets de
l’environnement. Nous avons appele´ ce nouveau mode`le AC-POMDP (Action Constrained
POMDP). Pour la comparaison de ce nouveau mode`le AC-POMDP, nous avons propose´
une transformation entre le mode`le AC-POMDP et le mode`le POMDP, qui nous a permis
de de´montrer que les AC-POMDP sont inclus dans les POMDP. Comme nous conside´rons
que l’information sur la faisabilite´ des actions a une se´mantique diffe´rente, ceci nous permet
des ge´ne´rer des sous-ensembles d’actions base´s sur l’e´tat de croyance. Ainsi, les e´quations
d’optimisation propose´es pour le mode`le AC-POMDP permettent de ne se´lectionner que des
actions faisables avec certitude, lors de la mise a` jour de la valeur de l’e´tat de croyance.
Pour l’e´valuation des AC-POMDP nous proposons un algorithme appele´ PCVI - (PreCon-
dition Value Iteration). PCVI tire profit de la structure des AC-POMDP afin d’optimiser la
fonction de valeur parame´tre´e par des α-vecteurs eux-meˆmes de´finis sur des sous-espaces de
croyance diffe´rents et re´duits, contrairement au mode`le POMDP qui optimise la fonction de
valeur parame´tre´e par des α-vecteurs qui sont de´finis sous l’espace entier de croyance. Ainsi,
les e´valuations ont pour but de ve´rifier la complexite´ algorithmique du nouveau mode`le ainsi
que la garantie du respect des contraintes. Les travaux pre´sente´s dans ce chapitre ont donne´
lieu a` deux communications [Carvalho Chanel et al., 2011b,Carvalho Chanel et al., 2011a].
Le chapitre 6 s’inte´resse enfin a` la re´solution en ligne du proble`me de planification, e´tant
donne´ que certains parame`tres du proble`me de planification ne peuvent pas eˆtre connus
avant le vol, c’est-a`-dire avant le de´but de la mission. Par exemple, le nombre de zones a`
explorer ne peut eˆtre de´fini au pre´alable. Ceci est un facteur de´terminant dans le proble`me
qu’on veut re´soudre. Il n’est donc pas possible de re´soudre le proble`me hors ligne et d’em-
barquer seulement le plan d’action calcule´. Il est important de noter que la taille et la com-
plexite´ du proble`me ne permettent pas d’optimiser la politique comple`te avant d’exe´cuter
la premie`re action. En fait, contrairement aux approches POMDP classiques d’optimisation
en ligne, il est impe´ratif de controˆler le temps consacre´ a` chaque mise a` jour de Bellman.
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Les contraintes temporelles de calcul sont dures et impose´es par les architectures d’exe´cution
dans laquelle les algorithmes POMDP sont embarque´s. Dans cette intention nous de´butons
le chapitre par l’application robotique de la mission d’atterrissage. Ensuite, nous pre´sentons
la ge´ne´ration automatique du proble`me de planification qui a e´te´ mise en place, et nous
pre´sentons l’architecture embarque´e sur l’he´licopte`re autonome. Pour la re´solution en ligne,
nous avons adapte´ des algorithmes de re´solution en ligne de´ja` existants pour les POMDP a`
la plate-forme de planification embarque´e sur les drones he´licopte`re de l’Onera. Cette plate-
forme propose un cadre de re´solution et d’exe´cution original, qui nous permet d’anticiper
l’e´volution probabiliste du syste`me afin d’optimiser des morceaux de politique en paralle`le
de l’exe´cution. Ainsi nous avons appele´ ce cadre d’optimisation anticipe´e et d’exe´cution en
paralle`le “AMPLE” (Anytime Meta PlannEr). Pour valider l’approche de planification en
ligne propose´e nous avons re´alise´ des vols expe´rimentaux et nous avons e´value´ statistique-
ment le cadre de re´solution. Les e´valuations statistiques ont e´te´ faites graˆce a` des simulations
tre`s re´alistes de type hardware-in-the-loop afin de ve´rifier le bon fonctionnement de toutes les
parties logicielles concerne´es. Ces simulations ont consiste´ a` mettre en œuvre l’architecture de
supervision et de planification et le traitement d’image qui sont actuellement embarque´s sur
le drone he´licopte`re. Ces travaux ont donne´ lieu a` quatre communications [Carvalho Chanel
et al., 2012a, Carvalho Chanel et al., 2012b, Carvalho Chanel et al., 2012c, Carvalho Chanel
et al., 2013].
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Chapitre1
Planification, perception et formalismes de
de´cision
Ce premier chapitre a pour objectif de pre´senter la proble´matique de la planification
pour la perception, ainsi que les diffe´rents formalismes de de´cision se´quentielle sous
observabilite´ partielle e´tant donne´ notre application a` la de´tection et a` la reconnais-
sance de cibles en environnement partiellement observable. Nous de´buterons par la
pre´sentation de la planification et de la perception en robotique. Ensuite, une at-
tention spe´ciale sera donne´e aux diffe´rents crite`res de performance lie´s a` la de´cision
pour la perception dans le cadre de la perception active. Apre`s, nous aborderons
des formalismes de de´cision se´quentielle existants dans un cadre probabiliste, ou` le
but est de planifier des actions qui sont conditionne´es aux observations de l’environ-
nement. Le cadre probabiliste se base sur la prise en compte des sorties produites
par les syste`mes de traitement d’information, qui sont indispensables pour la per-
ception. Cette e´tude bibliographique justifie le choix des Processus De´cisionnel de
Markov Partiellement Observables (POMDP) comme mode`le formel de notre ap-
plication. Ensuite, une discussion approfondie sur diffe´rents travaux qui utilisent
les POMDP comme mode`le formel pour la planification en robotique est pre´sente´e.
Nous conclurons avec un bilan de cette e´tude bibliographique et par les intuitions
en ce qui concerne les pistes de recherche explore´es lors de ce travail de the`se.
1.1 Planification, perception et action en robotique
“La planification est le processus de choix et d’organisation des actions tout en anticipant
leurs effets” [Ghallab et al., 2004]. Le choix et l’organisation des actions a pour objectif
d’atteindre de la meilleure fac¸on possible des buts pre´de´finis. La planification cherche a`
de´finir le comportement, soit le plan d’actions, conditionnel ou pas, qui sera exe´cute´ au fur
et a` mesure que le syste`me robotique e´volue dans l’environnement.
Les actions d’un robot peuvent l’amener a` changer son e´tat, comme par exemple les
de´placements sur une grille, mais aussi, changer l’e´tat de l’environnement ou` le robot se
trouve, par exemple, en ramassant un objet. Il existe plusieurs approches de la planifica-
tion, en fonction des actions possibles, des effets des actions, de l’observabilite´ parfaite ou
imparfaite de l’e´tat, du nombre d’acteurs implique´s.
La planification de mouvements, un cas particulier du proble`me ge´ne´ral de la planifica-
tion d’actions pour le controˆle de syste`mes dynamiques, consiste a` de´terminer la se´quence
d’actions, dont les effets peuvent ou non eˆtre de´terministes, dans l’espace de configuration
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d’un robot pour l’amener d’une position initiale a` une position finale. La planification de la
perception consiste quant a` elle, a` planifier des actions pour la prise d’information afin d’iden-
tifier l’e´tat de l’environnement (diagnostic, identification, reconnaissance). La planification
pour la navigation et l’exploration est une combinaison des deux proble`mes : mouvement et
perception, avec l’objectif d’explorer une zone ou d’atteindre un but de mission. La planifi-
cation pour la coordination multi-robots cherchera quant a` elle, a` construire un plan pour
que les robots atteignent le but commun.
1.1.1 Se´quence d’action, plan conditionnel et politique
Une se´quence d’actions a1, ..., an, peut eˆtre conc¸ue de diffe´rentes manie`res avec plus ou
moins d’impact sur le proble`me de planification devant eˆtre re´solu. Une se´quence d’actions
peut eˆtre de´crite, par exemple, comme un ensemble de points qui forment une trajectoire
de re´fe´rence a` laquelle s’ajoute une de´viation admise. De cette fac¸on, le proble`me de plani-
fication est re´duit a` un proble`me d’optimisation en dimension finie. Dans des proble`mes de
planification de´terministe, c’est-a`-dire ou` l’e´volution du syste`me robot-environnement a une
dynamique de´terministe, et ou` l’on cherche a` atteindre un e´tat but, le re´sultat de la pla-
nification est un plan, soit une se´quence d’actions, qui ame`ne de manie`re certaine de fac¸on
optimale ou pas, le robot a` l’e´tat but.
Un plan conditionnel, par contre, est de´fini comme une se´quence d’actions qui peut a` un
moment donne´ t de´pendre de l’e´tat du syste`me ou d’un e´ve´nement exte´rieur. A cet instant
t, diffe´rents plans d’actions peuvent eˆtre utilise´s suivant l’e´tat du syste`me.
Une politique est ge´ne´ralement de´finie comme des actions qui suivent un plan condition-
nel. Une politique est une fonction pi : s→ a, c’est-a`-dire une fonction qui de´finit une action
a pour tout e´tat s. Une politique est le re´sultat de la planification pour les proble`mes dit non-
de´terministes et/ou probabilistes. Dans ces proble`mes, les actions du robot peuvent amener
le syste`me a` diffe´rents e´tats, et le calcul, en ge´ne´ral hors ligne, du plan de´pend de l’e´volution
du syste`me a` chaque instant. De cette fac¸on une action est planifie´e pour chaque e´tat du
syste`me. La question qui se pose alors est : quelle est la meilleure politique que l’on peut
appliquer e´tant donne´ un proble`me de planification non-de´terministe et/ou probabiliste ? La
re´ponse sera donne´e dans la section 1.3 ou` nous de´taillerons les diffe´rents cadres de de´cision
se´quentielle pour des proble`mes de planification probabiliste.
1.1.2 Perception
Une des exigences applique´es a` des robots mobiles est qu’ils doivent agir en de´pit des
incertitudes sur leur environnement et sur les effets de leurs actions. La perception ou prise
d’information est ce qui permet au robot d’acque´rir des donne´es sur l’environnement. Ceci est
fondamental, afin que l’acteur estime et corrige son e´tat apre`s l’exe´cution d’une action (voir
figure 1.1). La perception est la brique qui permet au robot de mettre a` jour son estimation
d’e´tat, et ce afin de re´aliser l’action la plus adapte´e par rapport a` l’estimation d’e´tat courante.
Les robots perc¸oivent leur environnement graˆce a` des capteurs, soit de vision, soit de position.
Ces capteurs peuvent eˆtre he´te´roge`nes. Par exemple un robot peut utiliser un radar pour
estimer la distance a` un mur apre`s un de´placement vers ce mur. Ou encore, un robot peut
avoir a` sa disposition une came´ra qui lui permet d’identifier des objets. Ainsi, la perception
est une brique indispensable pour que le robot puisse interagir avec son environnement.
1.2 Perception active
La perception active vise a` maximiser la connaissance sur l’environnement. Elle peut
eˆtre aussi de´finie par la prise de de´cision de l’agent en tenant compte des effets de ses
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perceptionaction
estimation
Figure 1.1 – cycle action-perception-estimation.
actions sur ses capacite´s de perception de l’environnement [Spaan, 2008, Mihaylova et al.,
2002, Dutta Roy et al., 2004]. La figure 1.2 montre un exemple de boucle de controˆle pour
la perception active. Dans le cas pre´sent, le robot ou le syste`me intelligent doit controˆler
son capteur (par exemple : une came´ra) pour acque´rir les caracte´ristiques informatives qui
permettent de mieux distinguer des objets graˆce a` un syste`me d’interpre´tation s’appuyant
sur une base d’apprentissage. A` partir des donne´es obtenues par le syste`me d’interpre´tation,
le robot ou le syste`me intelligent met a` jour une croyance courante, puis de´cide ensuite de
manie`re autonome du controˆle a` appliquer sur son capteur (changer la focale, l’angle de vue,
la hauteur, ou le champ de vision).
La perception active est vue comme un de´fi pour plusieurs raisons. La fonction d’in-
terpre´tation, qui est responsable de la traduction de l’information acquise, est une the´matique
de recherche actuelle [Wang et al., 2012,Saux et Sanfourche, 2011,Eidenberger et Scharinger,
2010,Defretin et al., 2010]. Plusieurs algorithmes de traitement d’information, qui de´pendent
de manie`re ad hoc du capteur utilise´, sont propose´s dans la litte´rature. La fonction de pilo-
tage, qui est responsable de la prise de de´cision, quant a` elle, se rattache a` la planification pour
la perception, ou` la solution du proble`me de´pend d’un crite`re d’optimisation qui est, dans
la majorite´ des cas, une fonction multi-objectif [Mihaylova et al., 2002, Spaan, 2008, Araya-
Lo´pez et al., 2010]. Ce crite`re d’optimisation ge`re le compromis entre le gain d’information
acquis par le syste`me et le couˆt des actions. Ce dernier est souvent lie´ au couˆt du traitement
nume´rique, tels que le temps ou le nombre d’ope´rations qui sont particulie`rement importants
lorsqu’on travaille en temps re´el.
Une autre difficulte´ est lie´e aux incertitudes dans le mode`le du robot, de l’environnement
et des capteurs. Ces incertitudes ame`nent a` des mode`les dynamiques et de mesure non-
line´aires. En plus, dans la plupart des cas, les informations sur l’environnement acquises par
les capteurs ne se rapportent pas a` toutes les variables d’e´tat du syste`me, ce qui conduit a` un
syste`me partiellement observable. Pour cela, une croyance courante sur l’e´tat du syste`me, qui
est une estimation de l’e´tat courant, souvent mode´lise´e par une distribution de probabilite´ sur
les e´tats possibles, doit eˆtre maintenue a` tout instant. Comme cette croyance est maintenue
s1, ..., sn
e´tats du monde
capteur ξ1, ..., ξm
caracte´ristiques informatives
interpre´tation bt
croyance courante
pilotagea1, ..., ak
controˆle
base
base d’apprentissage
Figure 1.2 – Boucle ferme´e a` e´ve´nement discrets et e´volution non-line´aire de la perception
active.
11
Chapitre 1. Planification, perception et formalismes de de´cision
z1
z2
z3
Perception :
– identification du
robot-bombe ;
– pre´diction/estimation du
de´placement de la cible ;
– suivi de cible ;

court terme ;
Mission :
– anticiper le danger ;
– neutraliser la cible
– comuniquer la position
finale de la cible ;
 long terme ;
Figure 1.3 – Sce´nario de perception/mission pour la reconnaissance de cible.
a` tout instant, lors de la re´solution du proble`me de planification nous sommes confronte´s
a` une explosion combinatoire du nombre (d’e´tats) de croyances courantes possibles. Enfin,
le mode`le du robot et les mode`les des capteurs sont non line´aires ; meˆme s’il existe des
me´thodes pour line´arisation de ces mode`les, malheureusement beaucoup de proble`mes ne
peuvent pas eˆtre traite´s par la line´arisation, comme par exemple le filtre de Kallman e´tendu.
Ils ne´cessitent un de´veloppement de techniques spe´cifiques pour le choix des actions.
Dans le cas ge´ne´ral, choisir les actions de perception requiert un compromis entre actions
de court et de long terme. Le robot doit prendre les de´cisions qui vont l’amener au but de
sa mission, ainsi que celles qui vont lui permettre de prendre plus d’informations en relation
avec son environnement. Les deux types d’actions sont ne´cessaires pour atteindre au mieux
l’objectif de la mission. Par exemple, prenons un cas d’application ou` un drone he´licopte`re
doit identifier une cible conside´re´e comme dangereuse, afin d’anticiper ses actions, ou de la
neutraliser (sce´nario de la figure 1.3). Des actions de court terme sont par exemple, les actions
de perception : identifier, pre´dire le de´placement de la cible, suivre la cible ; et les actions
de long terme sont celles de´finissant la fin de la mission : anticiper le danger, neutraliser la
cible, communiquer la position finale de la cible.
Comme autres exemples de perception active, applique´s a` des sce´narios bien de´finis qui
de´pendent du compromis court et long terme, on peut citer :
– des applications pour la saisie des objets, ou` l’incertitude concerne la position, l’orien-
tation ou l’identite´ des pie`ces manipule´es par le robot [Eidenberger et al., 2009,Eiden-
berger et Scharinger, 2010] ;
– la navigation de robots mobiles : en environnement connu, en partant d’une position
et d’une orientation avec le but d’atteindre une position et orientation spe´cifie´es dans
un temps pre´de´termine´ [Simmons et Koenig, 1995, Burgard et al., 1997, Thrun et al.,
2005,Candido et Hutchinson, 2011] ;
– des applications en vision active via se´lection des parame`tres comme la distance focale,
l’angle de vue, et ce afin de re´aliser l’identification et la reconnaissance des objets
[Deinzer et al., 2003,Eidenberger et al., 2008,Spaan, 2008,Defretin et al., 2010] ;
1.2.1 Formalisation du proble`me de la perception active
Suivant [Mihaylova et al., 2002], la perception active peut eˆtre exprime´e comme un
proble`me de ge´ne´ration de trajectoires dans un environnement stochastique dynamique de´crit
par le mode`le :
st+1 = f(st, ut, ηt) (1.1)
bt+1 = h(st+1, wt+1, vt+1) (1.2)
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ou`, s est le vecteur d’e´tat, f et h les fonctions non ne´cessairement line´aires du mode`le du
syste`me et du mode`le de mesure, b le vecteur de mesure, η et v sont respectivement le bruit
du syste`me dynamique et le bruit de mesure ; u est le vecteur de commande de la dynamique
du syste`me, et w est le vecteur de commande de la fonction de mesure avec les parame`tres
des capteurs (comme la distance focale, etc). Les indices t et t+ 1 indiquent l’axe temporel.
L’e´tat du syste`me est influence´ par les entre´es u et w. Ici, nous ne ferons aucune diffe´rence
entre u et w, et nous les noterons comme une action a. Les syste`mes conventionnels, pour
lesquels la perception n’est pas controˆle´e, sont forme´s seulement par des composantes d’es-
timation et de controˆle, dont l’on suppose les entre´es donne´es et connues. Les syste`mes
autonomes sont contraints d’adapter ces entre´es de manie`re a` obtenir la meilleure estimation
possible pour remplir au mieux leurs objectifs.
Un crite`re de performance multi-objectif, appele´ fonction de valeur, est ne´cessaire pour
quantifier chaque se´quence d’actions (a1, a2, ..., an) : le gain attribue´ a` l’acquisition d’infor-
mations et celui associe´ aux couˆts des actions [Mihaylova et al., 2002]. Ainsi :
W = min
a1,...,an

n∑
j=1
ρjUj +
n∑
l=1
βlCl
 (1.3)
Ce crite`re est compose´ par la somme ponde´re´e de deux composantes :
– Les termes en j repre´sentent l’espe´rance des mesures des incertitudes par rapport a`
l’e´tat re´el du syste`me ; ou encore, par rapport a` la pre´cision ne´cessaire pour atteindre le
but. Dans le cadre baye´sien, l’estimation de l’incertitude est base´e sur une distribution
de probabilite´ sur les e´tats atteignables du syste`me ;
– Les termes en l repre´sentent l’espe´rance des couˆts, par exemple, ceux associe´s aux
de´placements du robot : e´nergie, temps, distances aux obstacles, distance au but.
Uj et Cl, sont fonctions de la se´quence a1, ..., an. Les ponde´rations ρj et βl attribuent
un poids diffe´rent aux deux termes, et sont des parame`tres re´gle´s arbitrairement par le
concepteur.
Dans la suite nous pre´sentons quelques crite`res de performance lie´s a` l’incertitude ge´ne´rale-
ment utilise´s dans la litte´rature de la perception active. Ces crite`res de performance peuvent
eˆtre se´pare´s selon la prise en compte dans les de´cisions du court ou long terme. Nous rappe-
lons que, en ce qui concerne notre application de de´tection et reconnaissance de cibles, nous
souhaitons mettre en place des de´cisions se´quentielles a` long terme, parce que la perception
n’est pas seulement une fin en soi, mais aussi un moyen, indispensable au bon accomplisse-
ment de la mission tout en tenant compte des couˆts lie´s aux actions de de´placement ou de
changement d’angle de vue.
1.2.2 Crite`res de performance lie´s a` l’incertitude
La de´cision autonome associe´e a` la perception active se base tre`s fortement sur une
mesure de l’incertitude de la croyance courante, souvent de´finie par une distribution de
probabilite´ sur les e´tats du syste`me dans le cadre baye´sien. Dans la perception active pour la
reconnaissance d’une sce`ne ou d’un objet, l’utilite´ d’une observation est de´termine´e par le gain
d’information. Plusieurs travaux utilisent l’entropie de Shannon pour quantifier l’information
associe´e a` l’e´tat de croyance [Burgard et al., 1997, Deinzer et al., 2003, Eidenberger et al.,
2009, Eidenberger et Scharinger, 2010]. D’autres utilisent la mesure d’information mutuelle
entre deux points de vue diffe´rents [Deguchi et Ohtsu, 2006, Yu et al., 2009], ou encore, la
divergence de Kullback–Leibler [Candido et Hutchinson, 2011]. Ces fonctions sont pre´sente´es
dans la suite, en nous basant sur l’ouvrage [Cover et Thomas, 2006].
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De´finition 1.2.1 L’entropie de Shannon d’une variable ale´atoire discre`te X sur un en-
semble X est de´finie par :
H(X) = −
∑
x∈X
p(x) log(p(x)) (1.4)
ou` p(x) est la fonction de masse de probabilite´, c’est-a`-dire, la fonction qui donne la probabi-
lite´ d’un re´sultat e´le´mentaire d’une expe´rience telle que p(x) = Pr(X = x), x ∈ X . Notons
que, 0 ≤ H(X) ≤ log(|X |), ou` |X | repre´sente le nombre total d’e´le´ments de l’ensemble X ,
et que H(X) est maximale quand X est une distribution e´quiprobable sur tous les e´le´ments
x ∈ X , ce qui repre´sente, dans le cadre baye´sien, l’absence totale d’information.
L’entropie jointe de deux variables ale´atoires X et Y avec une fonction de masse conjointe
p(x, y) peut eˆtre e´tablie e´galement : H(X,Y ) = −
∑
x∈X
∑
y∈Y
p(x, y) log(p(x, y)).
De´finition 1.2.2 L’entropie d’une variable ale´atoire Y conditionne´e a` la variable ale´atoire
X, H(Y |X) est de´finie par :
H(Y |X) =
∑
x∈X
p(x)H(Y |X = x) (1.5)
= −
∑
x∈X
p(x)
∑
y∈Y
p(y|x) log(p(y|x)) (1.6)
=
∑
x∈X
∑
y∈Y
p(x, y) log(p(y|x)) (1.7)
De´finition 1.2.3 On conside`re deux variables ale´atoires X et Y avec une fonction de masse
jointe p(x, y) et avec des fonctions de masse marginales p(x) et p(y). La mesure d’informa-
tion mutuelle I(X,Y ) est l’entropie relative entre la distribution jointe et le produit des
distributions marginales :
I(X,Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log
p(x, y)
p(x)p(y)
(1.8)
L’information mutuelle permet de mesurer le gain d’information d’une variable ale´atoire
par rapport a` une autre, et peut eˆtre e´crite en fonction de l’entropie conditionnelle :
I(X,Y ) = H(X) +H(Y )−H(X,Y ) (1.9)
= H(X)−H(X|Y ) (1.10)
= H(Y )−H(Y |X) (1.11)
De´cision a` court terme :
Dans [Burgard et al., 1997], la localisation active est pre´sente´e avec l’objectif d’estimer la
localisation du robot a` partir de donne´es extraites de capteurs. Ceci en supposant que durant
le proce´de´ de localisation, l’agent dispose d’un acce`s total ou partiel aux commandes de ses
capteurs et de ses actionneurs. L’ide´e cle´ de cette approche est que l’efficacite´ de la localisation
est ame´liore´e par les commandes actives de la direction des de´placements du robot et de ses
capteurs. Le principe est de controˆler les actionneurs du robot afin de minimiser l’espe´rance
de l’incertitude de la distribution de probabilite´ b sur les positions possibles, soit l’e´tat de
croyance ou l’hypothe`se courante. Ce crite`re est mode´lise´ par l’espe´rance de l’entropie de
Shannon sur l’e´tat de croyance Ea(H(b)), et le couˆt du de´placement en jeu c(a).
a∗ = arg min
a
(Ea(H(b)) + σc(a)), avec σ > 0 (1.12)
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La localisation active, pre´sente´e dans [Burgard et al., 1997], calcule une distribution de
probabilite´ b sur toutes les localisations possibles dans l’environnement. Donc, pour re´duire
l’incertitude sur l’estimation de l’e´tat, le robot doit choisir l’action qui peut l’aider a` mieux
distinguer les diffe´rentes positions. Autrement dit, il doit diminuer l’entropie de sa distri-
bution de probabilite´ sur ses positions possibles apre`s chaque action. L’avantage de cette
approche est que les couˆts de de´placement sont pris en compte, mais, par contre, contrai-
rement a` ce que nous souhaitons, il n’y a pas de projection a` long terme. Le crite`re de
performance ici peut eˆtre vu comme un crite`re local. Le robot choisit l’action qui lui rap-
porte imme´diatement une mesure plus certaine sur sa position avec un couˆt minimum.
Le meˆme crite`re de performance est utilise´ dans [Eidenberger et al., 2008] pour la se´lection
des points de vue ; par contre ce travail ne tient pas compte des couˆts associe´s aux actions.
De plus, une fois qu’un point de vue est choisi par l’agent, il est ensuite pe´nalise´, afin d’e´viter
que l’agent re´alise des prises de vue avec le meˆme jeu de parame`tres. Graˆce au crite`re de
minimisation local, l’estimation de l’e´tat va eˆtre ame´liore´e a` chaque instant de de´cision, par
contre l’optimalite´ vis-a`-vis d’un crite`re global (projection a` long terme) ne peut pas eˆtre
garantie.
Dans [Deguchi et Ohtsu, 2006] le crite`re est de´fini en termes de re´duction d’incertitude
et d’ambigu¨ıte´ de l’observation. L’objectif est de re´duire le nombre d’e´tapes pour la de´cision
finale de reconnaissance d’un objet parmi d’autres enregistre´s dans la base de donne´es. Les
autheurs se sonnent comme objectif de re´duire le nombre d’e´tapes pour la reconnaissance,
mais il de´finissent toutefois un crite`re local de de´cision, c’est-a`-dire a` court terme. Le crite`re
cherche a` se´lectionner a` l’e´tape t le point de vue imme´diat de l’e´tape t + 1 qui maximise le
gain d’information entre bt et bt+1, qui est quantifie´ par la mesure d’information mutuelle :
Ia(bt, bt+1) = H(bt)−H(bt+1) (1.13)
= H(bt)−H(bt|a, ot), (1.14)
ou` l’estimation de l’e´tat bt est un vecteur dont chaque composante b
i
t = Pr(Obj = obji)
repre´sente la probabilite´ a` l’instant t que i soit l’objet observe´, ot repre´sente l’image perc¸ue
apre`s re´alisation de l’action a. Ensuite, l’action optimale est e´value´e non seulement en termes
de gain d’information, mais aussi en termes de couˆt pour obtenir cette nouvelle image. Les
auteurs conside`rent le temps de´pense´ Ta comme couˆt pour amener la came´ra jusqu’a` la
nouvelle position. L’action choisie a` l’instant t sera donc celle qui maximise l’information
mutuelle avec un temps minimal :
a∗ = arg max
a
Ia(bt, bt+1)
Ta
. (1.15)
Une fois de plus nous tenons a` remarquer que, contrairement a` ce que nous souhaitons, il n’y a
pas de projection a` long terme. Le crite`re de performance peut eˆtre aussi vu comme un crite`re
local. Graˆce au crite`re de minimisation local, l’estimation de l’e´tat pour la reconnaissance
va eˆtre ame´liore´e a` chaque instant de de´cision, par contre l’optimalite´ vis-a`-vis d’un crite`re
global avec une projection a` long terme ne peut pas eˆtre garantie.
[Eidenberger et al., 2009] et [Eidenberger et Scharinger, 2010] mode´lisent le proble`me
de perception active en tant que Processus De´cisionnel Markovien Partiellement Observable
(POMDP). La re`gle de de´cision optimale est de´finie par une fonction de valeur (programma-
tion dynamique) telle que :
Vt(bt) = max
at
[
r(bt, at) + γ
∫
p(ot+1|at, bt)Vt−1(bot+1at )dot+1
]
, avec (1.16)
r(bt, at) = −ρEo[H(bot+1at )] +
∫
c(s, at)bt(s)ds (1.17)
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ou`, bt repre´sente l’e´tat de croyance (distribution de probabilite´ sur les e´tats s) a` l’instant
t, b
ot+1
at repre´sente l’e´tat de croyance imme´diat apre`s exe´cution de at et observations de
ot+1, Eo[H(b
ot+1
at )] repre´sente l’espe´rance de l’entropie sur les observations possibles apre`s la
re´alisation de l’action at, c(s, at) le couˆt associe´ a` l’action at et aux e´tats s, ρ une constante
qui permet d’e´quilibrer les deux crite`res et γ le facteur d’actualisation. Toutefois, le POMDP
en question n’est pas re´solu pour l’obtention d’une politique. La de´cision, pour l’obtention
de l’action optimale pit(bt) = a
∗
t , est calcule´e en ligne par un choix glouton d’action, tel que :
pit(bt) = arg max
at
[r(bt, at)] , (1.18)
Dans [Filliat et Meyer, 2000], la contribution consiste en des de´cisions de moyen terme par
rapport a` des de´placements et a` la construction incre´mentale des e´tats a` partir d’un mode`le
POMDP de´grade´. Le robot cherche a` construire la carte de son environnement a` partir du
choix d’actions qui lui permettront de de´couvrir et d’acque´rir plus d’information sur son
environnement, ou du choix d’actions de de´placement vers des directions pour lesquelles il
n’a encore aucune donne´e. Malheureusement, dans ce travail aucun crite`re de de´cision n’est
explicitement formalise´.
De´cision a` long terme :
Dans [Deinzer et al., 2003], l’agent doit choisir des points de prise de vue pour faciliter
la classification, en e´vitant des prises de vue ambigue¨s, ou en excluant certaines hypothe`ses
d’identification. L’agent dispose d’une came´ra controˆlable. La mode´lisation du proble`me
attribue une re´compense plus importante au choix du point de vue qui augmente la quantite´
d’information acquise en diminuant l’incertitude de l’e´tat de croyance b sur les e´tats du
syste`me. La mesure de l’incertitude de l’e´tat de croyance est exprime´e par l’entropie. A
l’instant t, le processus de de´cision, c’est-a`-dire le choix du point de vue (par une politique
pi), aura pour but la maximisation de l’espe´rance accumule´e et ponde´re´e des re´compenses
futures. La re´compense, ici, ne de´pend pas des couˆts lie´s aux mouvements de la came´ra, mais
seulement de la quantite´ d’information acquise :
pi∗t (b) = arg max
pi
E [Rt | bt = b, pi] , avec (1.19)
Rt = −
∞∑
n=0
γnHpi(bt+n+1). (1.20)
L’avantage de ce travail est la projection sur le long terme repre´sente´e par l’espe´rance de la
somme ponde´re´e des re´compenses futures. Comme exprime´ dans les e´quations 1.19 et 1.20,
la re´compense a` l’instant t se rapporte seulement sur la somme des mesures de l’incertitude
futures de l’e´tat de croyance. Ceci est contraire a` ce que nous souhaitons faire, ou` les couˆt
associe´s aux de´placement de la came´ra devront eˆtre pris en compte dans le crite`re, e´tant
donne´ que notre agent he´licopte`re de´pense du carburant pour ses de´placements.
Dans [Deutsch et al., 2004], le meˆme genre de crite`re de performance est utilise´ pour
de´terminer une se´quence d’actions optimale affectant des niveaux de zoom de la came´ra
dans une taˆche de suivi d’objet pour un horizon de de´cision k donne´. L’action est se´lectionne´e
afin de minimiser l’espe´rance de l’entropie de l’estimation d’e´tat conditionnelle aux actions
et observations passe´es. Le mode`le utilise´ pour l’estimation d’e´tat est un filtre de Kalman
e´tendu. Pour de´terminer les actions optimales avant d’obtenir des observations, les auteurs
utilisent l’entropie conditionnelle de l’estimation d’e´tat courante par rapport a` une se´quence
d’actions 〈a〉k et observations 〈o〉k donne´es. En moyennant sur toutes les se´quences d’obser-
vations 〈o〉k possibles, il est possible de retrouver la se´quence optimale d’actions (cf. [Deutsch
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et al., 2004]), telle que :
〈a〉k∗ = arg min
〈a〉k
H(bt+k|〈o〉k, 〈a〉k), ou` (1.21)
H(bt+k|〈o〉k, 〈a〉k) =
∫
p(〈o〉k|〈a〉k)H(b+t+k)d〈o〉k, avec (1.22)
H(b+t+k) = −
∫
p(bt+k | 〈o〉k, 〈a〉k) log(p(bt+k | 〈o〉k, 〈a〉k))dbt+k (1.23)
Le crite`re pre´sente´ ici s’appuie sur la projection a` long terme, en conside´rant les actions et
les observations passe´es, par contre comme dans [Deinzer et al., 2003], les couˆts associe´s aux
changements de niveaux de zoom ne sont pas pris en compte. On pourrait admettre que
ces couˆts sont ne´gligeables en pratique. En revanche, pour notre application, un changement
de zoom se traduit par un changement d’altitude de vol, ce qui entraˆıne une de´pense de
carburant. Nous ne pouvons pas raisonnablement ne´gliger ces couˆts si l’on veut obtenir un
mode`le re´aliste.
D’autre travaux mode´lisent leur crite`re de performance pour des de´cisions a` long terme :
on peut citer [Spaan, 2008, Sridharan et al., 2008] ou` les proble´matiques sont repre´sente´es
par des mode`les POMDP factorise´s ou hie´rarchiques. Le crite`re utilise´ est le crite`re clas-
sique des POMDP. Le crite`re ainsi que le mode`le POMDP seront pre´sente´s dans le chapitre
2. Le crite`re classique des POMDP permet d’e´laborer des strate´gies plus robustes pour le
traitement d’images et le suivi des objets d’inte´reˆt que d’autres proce´de´s plus re´actifs de
traitement d’images ou de pistage [Sridharan et al., 2008]. Mais avant de discuter ces tra-
vaux plus en de´tail (section 1.4), nous pre´sentons la de´cision se´quentielle en environnement
partiellement observable, car, pour notre application de de´tection et reconnaissance de cibles
il est pre´fe´rable d’optimiser des de´cisions a` long terme. Apre`s chaque action, nous pou-
vons/devons observer l’e´tat du syste`me, pour mettre a` jour une croyance courante, afin de
choisir la meilleure action pour la suite. De plus, l’observation obtenue n’est pas pre´cise,
puisque elle se rapporte a` la sortie du traitement d’information. Ceci nous place dans un
cadre de de´cision se´quentielle en environnement partiellement observable.
Dans la suite, une revue sur la de´cision se´quentielle en environnement partiellement
observable, ainsi que sur les diffe´rents formalismes de de´cision se´quentielle, sera pre´sente´e.
Nous cherchons ici a` justifier notre choix du mode`le POMDP comme formalisme de de´cision
se´quentielle en environnement partiellement observable.
1.3 De´cision se´quentielle en environnement partiellement observable
La de´cision se´quentielle correspond au processus d’e´valuation des actions futures et de
de´termination de la meilleure se´quence d’actions pour satisfaire les buts spe´cifiques d’un
proble`me de planification [Eidenberger et Scharinger, 2010]. Les proble`mes de de´cision se´quen-
tielle ne´cessitent que la valeur de l’e´tat soit observe´e entre deux e´tapes de de´cision [Pralet
et al., 2010a].
Dans sa the`se, M. Littman [Littman, 1996] sugge`re que le proble`me de de´cision se´quentielle
constitue la taˆche fondamentale d’un syste`me intelligent quand celui-ci interagit avec son en-
vironnement. La de´cision se´quentielle consiste a` re´pondre a` la question : Que dois-je faire
maintenant ? La de´cision se´quentielle est la re´ponse a` cette question quand : maintenant est
un e´tat (de croyance) courant parmi un ensemble fini ou infini d’e´tats, faire est une action
parmi un ensemble fini ou infini d’actions, et dois repre´sente l’e´valuation a` long terme des
couˆts ou des re´compenses associe´s aux actions et/ou l’e´tat du syste`me. Il s’agit donc ici de
de´cision rationnelles (optimisation d’un crite`re).
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Quand, entre deux e´tapes de de´cision, l’e´tat du syste`me ne peut eˆtre observe´ que par-
tiellement, ou de manie`re impre´cise, on se re´fe`re a` des proble`mes de de´cision se´quentielle en
environnement partiellement observable.
Selon le proble`me de planification diffe´rents formalismes pourront eˆtre utilise´s pour la
mode´lisation et la re´solution du proble`me, c’est-a`-dire les actions du syste`me intelligent ont
des effets de´terministes ou non-de´terministes, si les e´tats sont comple`tement ou partiellement
observables, ou mesure´s de manie`re impre´cise, ou encore, si l’agent cherche a` maximiser ou
a` minimiser des re´compenses ou des couˆts a` long terme,
Nous nous sommes concentre´e sur des proble`mes de de´cision se´quentielle ou` les e´tats sont
partiellement observables dans un cadre probabiliste, parce que les observations acquises
dans le cadre de la planification pour la perception sont souvent partielles et impre´cises.
La sortie du processus de traitement d’information est en effet souvent mode´lise´e par la
probabilite´ d’observer telle ou telle caracte´ristique d’un objet (couleur, identite´) sachant l’e´tat
actuel du syste`me (orientation du capteur, position du robot), et/ou les e´tats, les actions
et les observations passe´s, avec e´ventuellement un intervalle de confiance [Deinzer et al.,
2003, Deutsch et al., 2004, Deguchi et Ohtsu, 2006, Spaan, 2008, Eidenberger et Scharinger,
2010].
Dans la suite, nous pre´senterons quelques formalismes pour la de´cision se´quentielle en
environnement partiellement observable en nous appuyant sur l’ouvrage [Pralet et al., 2010a].
1.3.1 Diffe´rents formalismes pour la de´cision se´quentielle en environnement partiel-
lement observable
Formalismes base´s sur SAT Le formalisme SAT - Satisfiabilite´ s’appuie sur la lo-
gique propositionnelle. La syntaxe de la logique propositionnelle est base´e sur des variables
boole´ennes. Un litte´ral est une variable boole´enne ou sa ne´gation ; une clause est une disjonc-
tion des litte´raux ; et une formule boole´enne est une conjonction de clauses. Le proble`me de
satisfaction SAT consiste a` de´terminer si, dans une formule boole´enne, des valeurs peuvent
eˆtre affecte´es aux variables afin de rendre la formule vraie [Davis et Putnam, 1960]. Rendre
la formule boole´enne vraie e´quivaut a` de´cider quelles valeurs l’on doit donner aux variables
de de´cision.
Une extension du formalisme SAT a e´te´ propose´e par [Littman et al., 2001], dite SAT
stochastique, afin de prendre en compte des variables ale´atoires. Ces variables ale´atoires ont
une se´mantique diffe´rente de celle des variables de de´cision puisque nous ne pouvons pas leur
affecter des valeurs. Donc, le proble`me lie´ a` la planification sous incertitude est de de´terminer
s’il existe une se´quence d’actions pour laquelle la probabilite´ de la trajectoire dans l’espace
d’e´tat jusqu’au but soit supe´rieure a` un certain seuil [Littman et al., 2001].
Le non-de´terminisme est repre´sente´ par une somme sur les valeurs possibles de la variable
ale´atoire multiplie´es par leur probabilite´. La re´solution de ces proble`mes est base´e sur une
se´quence d’agre´gations du type max et
∑
sur la formule boole´enne qui de´crit le proble`me.
Prenons l’exemple donne´ par [Pralet et al., 2010a]. Conside´rons la formule : (x ∨ y) ∧ (y ∨
¬z)∧ (¬y ∨ z). Soit y une variable ale´atoire (variable non controˆlable), avec une distribution
de probabilite´ uniforme sur ses deux valeurs possibles, c’est-a`-dire, que la variable y peut
prendre la valeur vrai ou faux avec la probabilite´ de 0.5. Alors : il existe une valeur de x
pour toute valeur de y, et une valeur de z de fac¸on a` ce que la formule boole´enne ait une
probabilite´ d’eˆtre vraie :
max
x
∑
y
max
z
(0.5× (x ∨ y) ∧ (y ∨ ¬z) ∧ (¬y ∨ z)). (1.24)
L’ope´rateur max cherche a` rendre la formule vraie, et la somme traduit une espe´rance sur
les valeurs prises par y. La valeur finale de la formule boole´enne devra eˆtre supe´rieure a` un
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certain seuil pour eˆtre conside´re´e vraie. Si la valeur de la formule peut eˆtre ve´rifie´e vraie, une
politique optimale qui permet que la formule soit toujours satisfaite peut eˆtre de´crite par :
”assigner x en tant que vrai, ensuite, si y prend la valeur vraie, assigner z en tant que vrai ;
sinon, si y prend la valeur faux, assigner a` z la valeur faux.”
La prise en compte de la notion d’observabilite´ partielle pour les proble`mes de perception
et mission, qui de´rive de l’impre´cision sur les observations de´pendant des e´tats du syste`me,
peut eˆtre inte´gre´e a` ce formalisme en de´finissant comme variable ale´atoire les observations
possibles apre`s la re´alisation d’une action. Par contre, ce formalisme doit supposer un horizon
de de´cision fini, connu a priori. Ceci n’est pas e´vident a` de´terminer dans le cas ge´ne´ral de
la planification pour la perception et les buts de mission en raison des incertitudes et des
cycles e´ventuels dans le graphe des e´tats visite´s pendant l’exe´cution de la politique. De plus,
l’utilisation des variables boole´ennes risque d’eˆtre un facteur limitant pour l’utilisation de ce
formalisme dans des applications re´alistes ou` les variables sont ge´ne´ralement n-aires.
Formalisme base´ sur CSP Le CSP - Proble`me de satisfaction de contraintes est un
mode`le graphique base´ sur des fonctions de contraintes (pre´fe´rences ou impossibilite´s). L’ob-
jectif est de trouver s’il existe des valeurs de variables ve´rifiant les contraintes. Ceci revient a`
re´soudre le proble`me d’optimisation maxV (∧c∈Cc), ou` V repre´sente l’ensemble des variables,
et C l’ensemble de contraintes. Ce proble`me peut eˆtre re´solu par e´limination d’ope´rateurs
(max) sur la conjonction de contraintes. Le CSP est dit cohe´rent [Pralet et al., 2010a] si les
variables affecte´es ve´rifient les contraintes.
Comme dans le cas du formalisme SAT, le formalisme CSP a e´te´ e´tendu a` SCSP -
Proble`me stochastique de satisfaction de contraintes [Walsh, 2002] dans le but de mode´liser
des proble`mes de de´cision qui prennent en compte des variables ale´atoires non-controˆle´es
et l’observabilite´ partielle. La variable ale´atoire, c’est-a`-dire la variable non-controˆle´e peut
prendre n’importe quelle valeur avec une certaine probabilite´, et l’observabilite´ partielle
concerne la variable qui doit eˆtre observe´e entre deux e´tapes de de´cision. Ceci transforme le
proble`me de de´cision en un proble`me de de´cision se´quentielle.
De´finition 1.3.1 Le SCSP est formellement de´fini par un triplet (V, P,C) :
– V est une se´quence de variables. L’ordre dans lequel les variables apparaissent de´pend
de leur se´quence dans les e´tapes de de´cision. V est l’ensemble constitue´ par des variables
de de´cision et des variables ale´atoires ;
– P est un ensemble de fonctions. La multiplication de ces fonctions donne une distri-
bution de probabilite´ sur les variables ale´atoires. Ces fonctions ne de´pendent pas des
variables de de´cision (hypothe`se de contingence) ;
– C est l’ensemble des contraintes.
Les SCSP mode´lisent les incertitudes probabilistes des variables incontroˆlables. Dans les
SCSP, l’objectif est de maximiser la probabilite´ que toutes les contraintes soient satisfaites,
ou de s’assurer que la probabilite´ qu’elles soient satisfaites soit supe´rieure a` un certain seuil.
Dans les SCSP on alterne de´cision et observation, la politique est un arbre ou` les nœuds
sont les variables. Le nœud racine est la premie`re variable en V . Et le dernier nœud en
profondeur est la dernie`re variable de V . Les branches sont les valeurs possibles des variables
de de´cision, ou les valeurs possibles des variables ale´atoires. Chaque feuille peut eˆtre associe´e
a` une valeur de V . Celle-ci est affecte´e a` 1 si les contraintes sont respecte´es tout le long
de la trajectoire, et 0 dans le cas oppose´. A chaque feuille une probabilite´ de re´alisation
peut eˆtre associe´e, et la valeur d’une politique SCSP, qui est calcule´e seulement a` partir des
feuilles affecte´es a` 1 pour garantir le respect des contraintes, est la somme sur toutes les
feuilles ponde´re´es par leur probabilite´ de re´alisation. Le SCSP est satisfait si la valeur de la
19
Chapitre 1. Planification, perception et formalismes de de´cision
politique est supe´rieure a` un certain seuil, ou le SCSP est optimal si et seulement si la valeur
de la politique est maximale.
De meˆme que pour les SSAT, l’observabilite´ partielle (i.e. l’impre´cision sur les observations
de´pendant des e´tats du syste`me) peut eˆtre aussi inte´gre´e a` ce formalisme en de´finissant
comme variable ale´atoire les observations possibles apre`s la re´alisation d’une action. Un
autre avantage de ce formalisme est que les contraintes de suˆrete´ lie´es a` la non re´alisation
de certaines actions, comme par exemple l’atterrissage dans une zone dangereuse meˆme si
la cible recherche´e se trouve dans cette zone, pourraient eˆtre prises en compte proprement
dans le mode`le. Par contre, ce formalisme conside`re un horizon fini et connu a priori [Tarim
et al., 2006], contrairement a` notre application de planification pour la perception et les
buts de mission. De plus, dans le SCSP, l’hypothe`se de contingence est une restriction forte
[Pralet et al., 2010a]. Celle-ci est viole´e quand des variables de de´cision affectent l’e´tat des
variables ale´atoires, par exemple, dans le cas ou` le changement de position du robot ame`ne au
changement de cible observe´e, l’observation de´pendant ici de la composante de l’e´tat identite´
de la cible.
Le travail de C. Pralet [Pralet et Verfaillie, 2008] propose dans le cadre de´terministe
des CSP une fac¸on de tenir compte de l’horizon inconnu de de´cision. L’approche introduit
la notion de timelines, afin de de´finir des variables de dimension repre´sentant le nombre
possible et inconnu d’e´tapes de de´cision permettant au CSP de conside´rer un horizon h qui
n’est pas connu a` l’avance. La contribution majeure est le mode`le CNT - Constraint Network
on Timelines et l’algorithme qui permet sa re´solution afin d’obtenir une solution satisfaisante
pour le proble`me. Ce travail n’a pas encore e´te´ ge´ne´ralise´ aux SCSP.
Formalisme base´ sur re´seaux baye´siens Les re´seaux baye´siens (RB) permettent de
repre´senter des distributions de probabilite´ jointes sur un ensemble de variables a` partir
d’une connaissance a priori de la relation entre ces variables [Djian et al., 1995,Marchand et
Chaumette, 1997].
De´finition 1.3.2 Formellement, un re´seau baye´sien est un triplet (V,G, P ), tel que :
– V est un ensemble fini de variables ;
– G est une graphe oriente´ acyclique sur V ;
– P = {Px|parentsG(x)|x ∈ V } est un ensemble de distributions de probabilite´s condition-
nelles sur chaque variable x ∈ V e´tant donne´ ses parents dans G ;
Dans les re´seaux baye´siens les nœuds repre´sentent les variables ale´atoires discre`tes et
les arcs repre´sentent la causalite´ entre les variables. Ces re´seaux peuvent eˆtre utilise´s pour
repre´senter la connaissance disponible sur un domaine particulier. La structure du graphe
doit eˆtre de´finie en fonction de l’application. Elle permet de maintenir des tables de probabi-
lite´ associe´es aux variables du re´seau, qui quantifient la connaissance. Ces tables permettent
notamment de mode´liser l’incertitude associe´e aux observations (dans le cas d’un syste`me
partiellement observable). De plus, l’influence d’une observation peut eˆtre propage´e sur les
variables du re´seau suivant la causalite´ entre ces variables. Ainsi, les re´seaux baye´siens per-
mettent de maintenir des croyances par rapport aux informations collecte´es et aux liens
causaux entre les variables.
Une extension des re´seaux baye´siens qui permet de repre´senter l’e´volution temporelle des
variables ale´atoires en fonction d’une se´quence discre`te a e´te´ propose´e : il s’agit des DBN -
Dynamic Bayesian Networks [Dean et Kanazawa, 1989]. Les DBN permettent des de´crire la
de´pendance baye´sienne d’une variable st a` l’instant t en fonction de ses variables parentes
st−1 a` l’instant t− 1. Ainsi, ils permettent une repre´sentation graphique aise´e des processus
stochastiques discrets, controˆle´s ou non. Des formalismes de de´cision se´quentielle tels que les
MDP et les POMDP factorise´s (pre´sente´s plus tard) s’appuient sur les DBN pour repre´senter
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de manie`re compacte et graphique les fonctions de transition et d’observation d’e´tat [Boutilier
et al., 2000,Williams et al., 2005].
Les ID - Diagrammes d’Influence [Howard et Matheson, 2005] sont une extension des
re´seaux baye´siens a` la notion de de´cision. Les ID ajoutent des variables de de´cision {d1, ...dq}
aux re´seaux baye´siens, et des utilite´s (couˆts ou re´compenses) sont associe´es aux variables de
de´cision.
De´finition 1.3.3 Un diagramme d’influence (ID) est un mode`le graphique de´fini sur trois
ensembles de variables S , D et U organise´es dans un graphe acyclique oriente´, ou`,
– S est l’ensemble des variables ale´atoires, repre´sente´es par des cercles. Pour chaque
x ∈ S, une distribution de probabilite´ conditionnelle Px|paG(x) de x sachant ses parents
dans le graphe est de´finie ;
– D est l’ensemble des variables de de´cision, repre´sente´es par des carre´s. Pour chaque
x ∈ D, paG(x) est l’ensemble des variables parentes qui doivent eˆtre observe´es avant
que la de´cision x soit prise. De cette fac¸on, les arcs qui arrivent sur ces variables
de de´cision sont les arcs informatifs, car ils de´finissent l’information disponible avant
de´cision.
– U est l’ensemble de variables d’utilite´, repre´sente´es par des diamants. Pour chaque
u ∈ U , une fonction couˆt additive UpaG(u) de domaine paG(u) est de´finie. Les variables
d’utilite´ sont des feuilles dans le graphe acyclique dirige´.
L’ID suppose une trajectoire d1 → d2 → ... → dq qui contient toutes les variables de
de´cision, ou` l’ordre est comple`tement de´termine´.
L’objectif est de de´terminer la valeur des variables de de´cision. La politique assigne une
valeur aux variables de de´cision pour toute valeur assigne´e aux variables ale´atoires. Afin de
de´terminer la politique, sa valeur est calcule´e par l’espe´rance de l’utilite´. On cherchera a` maxi-
miser la valeur de la politique. Une limitation de cette approche est l’hypothe`se d’une tra-
jectoire finie d1 → d2 → ...→ dq ou` l’ordre est comple`tement de´termine´, ce qui est difficile a`
de´terminer a priori pour notre application de de´tection et reconnaissance de cibles. Toutefois,
les diagrammes d’influence peuvent capturer les incertitudes sans l’hypothe`se de contingence
contrairement aux SCSP, et les de´cisions peuvent influencer les e´tats du syste`me. Malheu-
reusement, pour l’utilisation des ID, les algorithmes d’optimisation sont moins de´veloppe´s
que pour d’autres formalismes [Pralet et al., 2010a].
Formalisme base´ sur les Processus De´cisionnels Markoviens Les MDP - Proces-
sus De´cisionnels Markoviens sont un formalisme longtemps e´tudie´ pour les de´cisions dans
des domaines stochastiques [Puterman, 1994, Sigaud et Buffet, 2008]. Dans ce mode`le il est
possible a` tout instant d’observer l’e´tat du syste`me avec certitude et l’agent intelligent peut
choisir une action parmi d’autres, mais les effets des actions peuvent amener a` plusieurs e´tats
diffe´rents suivant un mode`le de transition probabiliste en fonction de l’e´tat de de´part. Des
re´compenses et/ou des couˆts sont associe´s aux paires e´tat-action.
De´finition 1.3.4 Un MDP est un n-uplet (S,A, T,R) ou` :
– S est l’ensemble fini d’e´tats de l’agent et de son environnement.
– A est l’ensemble fini d’actions.
– T est une fonction de probabilite´ de transition entre e´tats T : S × S ×A→ [0, 1], telle
que p(st+1|st, at) est la probabilite´ conditionnelle d’atteindre l’e´tat st+1 sachant l’e´tat
st et l’action at.
– R est une fonction de re´compense R : S ×A→ R, telle que r(st, at) est la re´compense
imme´diate associe´e a` la re´alisation de l’action at dans l’e´tat st.
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Les MDP sont se´quentiels : ils ne s’agit pas d’un, mais de plusieurs proble`mes de de´cision
en se´quence qu’un agent doit re´soudre, ou` chaque de´cision courante influence la re´solution
du proble`me qui suit [Puterman, 1994, Sigaud et Buffet, 2008]. Ce caracte`re se´quentiel
des de´cisions se retrouve typiquement dans les proble`mes de planification probabiliste, qui
ge´ne´ralisent les approches de plus court chemin dans un environnement stochastique. L’objec-
tif de re´soudre un MDP est de trouver une politique optimale associant a` tout e´tat une action
optimale. Re´soudre ce proble`me de´cisionnel de Markov peut eˆtre conside´re´ comme controˆler
l’agent afin qu’il se comporte de manie`re optimale a` long terme, c’est-a`-dire, de fac¸on a`
maximiser son revenu moyen accumule´. Les solutions sont des politiques, ou strate´gies, ou
encore re`gles de de´cision, qui spe´cifient l’action a` entreprendre dans chaque e´tat possible,
sous l’hypothe`se que l’agent posse`de a priori une connaissance parfaite du processus et de
son e´tat a` tout instant. Si les observations de l’e´tat du processus sont incomple`tes, alors le
mode`le MDP sera insuffisant.
D’autre part, les Processus De´cisionnels Markoviens Partiellement Observables (POMDP)
mode´lisent les situations ou` l’agent n’a acce`s qu’a` des informations partielles sur le processus
a` controˆler. Un processus de´cisionnel de Markov partiellement observable est un MDP dans
lequel l’agent ne connaˆıt pas l’e´tat re´el du processus : l’agent n’a acce`s qu’a` une observa-
tion partielle et bruite´e de cet e´tat [Sigaud et Buffet, 2008]. Pour cela l’agent maintient une
distribution de probabilite´ sur les e´tats du syste`me, i.e. un e´tat de croyance, qui est mis a`
jour apre`s chaque de´cision prise et observation rec¸ue. Les POMDP de´finissent une fonction
de probabilite´ d’observation O : Ω× S × A→ [0, 1], ou` Ω est l’ensemble fini d’observations.
La fonction d’observation est telle que p(ot|st) est la probabilite´ d’observer le symbole ot
sachant l’e´tat courant st.
Notons que la fonction d’observation correspond au mode`le baye´sien usuel de traitement
du signal qui rame`ne les e´tats de l’agent et de son environnement a` des distributions de
probabilite´ sur ses variables d’e´tat. Les observations permettent a` l’agent de mettre a` jour son
e´tat de croyance apre`s chaque re´alisation d’une action. Ce caracte`re se´quentiel se rapproche
de celui exige´ pour la perception active, ou` l’on a besoin d’observer afin de mettre a` jour la
croyance courante pour ensuite de´cider.
Les POMDP offrent un formalisme raisonnable, avec des variables d’e´tats, d’actions et
d’observations discre`tes, pour traiter les proble`mes de de´cision se´quentielle ou` l’on dispose
d’une observabilite´ partielle de l’e´tat. L’objectif de re´soudre un POMDP est de calculer une
politique optimale, i.e. qui maximise le revenu moyen accumule´ au cours du temps, avec
ou sans horizon connu a priori. Ceci permet ainsi d’obtenir une politique projete´e sur le
long terme, qui de´termine pour tout e´tat de croyance une action optimale. Ce formalisme
de de´cision correspond a` ce que nous cherchons a` faire, c’est-a`-dire prendre des de´cisions
afin d’acque´rir des informations tout en tenant compte des buts de la mission graˆce a` une
projection du raisonnement sur le long terme.
Des solutions exactes des POMDP ne peuvent eˆtre calcule´es que pour des proble`mes avec
un petit nombre d’e´tats [Littman, 1997, Kaelbling et al., 1998], en raison de la complexite´
inhe´rente a` l’espace continu d’e´tats de croyance. Pour des proble`mes de plus grande taille, des
me´thodes de re´solution approche´es sont ne´cessaires [Pineau et al., 2003,Smith et Simmons,
2004, Spaan et Vlassis, 2005, Ross et Chaib-Draa, 2007, Kurniawati et al., 2008, Bonet et
Geffner, 2009]. Le mode`le POMDP et les algorithmes de re´solution exacte et approximative
seront de´taille´s au Chapitre 2.
Dans la suite nous approfondissons notre e´tude bibliographique sur quelques travaux
ou` les POMDP ont e´te´ choisis comme formalisme de de´cision pour la robotique. Nous ap-
porterons une attention spe´ciale au mode`le et au crite`re de performance utilise´s, a` la prise
en compte de contraintes sur la re´alisation de certaines actions, ainsi qu’aux me´thodes de
re´solution en ligne ou hors ligne e´ventuellement propose´es pour la re´solution. Cette focalisa-
22
1.4. Les POMDP comme formalisme de de´cision se´quentielle dans des applications de
robotique
tion sur ces trois points est justifie´e par les caracte´ristiques de notre mission de de´tection et
de reconnaissance de cibles en temps re´el par un drone autonome.
1.4 Les POMDP comme formalisme de de´cision se´quentielle dans des
applications de robotique
Dans cette section nous allons aborder quelques travaux ou` le mode`le POMDP est utilise´
comme formalisme de de´cision. Nous cherchons dans cette section a` pre´senter au lecteur une
revue des diffe´rentes applications des POMDP robotique mobile ou ae´rienne : la perception
active, la prise en compte de contraintes de suˆrete´ et l’application a` la de´tection et a` la
reconnaissance de cibles en ligne. Le formalisme des POMDP ainsi que les me´thodes de
re´solution seront pre´sente´s dans le chapitre 2.
Dans [Smith et Simmons, 2004] un premier sce´nario re´aliste meˆlant a` la fois des actions
de prise d’information et des actions menant a` l’accomplissement de la mission pour la
robotique mobile a e´te´ traite´. Le proble`me d’un robot qui cherche a` ramasser des pierres
dites ”bonnes” ou ”mauvaises” est mode´lise´ en tant que POMDP. La contribution majeure
de ce travail repose sur l’algorithme de re´solution HSVI - Heuristic Search Value Iteration,
un algorithme hors ligne de re´solution approche´e des POMDP. Ce type de proble`me de
de´tection, dont l’objectif est d’agir de manie`re a` acque´rir des connaissances sur certaines
variables d’e´tats, peut eˆtre directement formalise´ sous forme de POMDP. En effet, il s’agit
de re´compenser une action que me`ne l’agent autonome a` un e´tat de´sire´.
Dans [Spaan et Lima, 2009], les auteurs ont propose´ un cadre de de´cision pour la se´lection
dynamique de capteurs, dans ce cas pre´cis un re´seau de came´ras. Le but est de de´tecter et
suivre des cibles d’inte´reˆt dans un environnement de taille de´finie mais sans aucune connais-
sance a priori sur la position des cibles. Le cadre de de´cision choisi est celui des POMDP, qui
s’ave`re dans cette application eˆtre une approche satisfaisante pour la mode´lisation et pour la
de´cision, puisque ce mode`le doit ge´rer de manie`re intrinse`que la prise d’information. En effet,
la fonction de re´compense a e´te´ adapte´e afin d’inte´grer dans celle-ci la quantite´ d’information
apporte´e par diffe´rents capteurs dans chaque situation. Les mesures d’incertitude concernant
les observations ont e´te´ associe´es aux e´tats de capteurs, c’est-a`-dire mode´lise´es directement
sur les paires e´tat-action.
[Sridharan et al., 2008] propose un nouveau mode`le POMDP hie´rarchise´ pour la pla-
nification du traitement d’information et d’actions de de´tection. Cette approche permet de
planifier une se´quence d’actions de prise d’information afin de de´terminer l’e´tat du syste`me.
Le but est de de´terminer si la sce`ne en face du robot contient un objet d’une certaine forme
et d’une certaine couleur. La sce`ne est de´coupe´e en plusieurs re´gions d’inte´reˆt, et pour chaque
re´gion un POMDP est ge´ne´re´ suivant le type d’objet recherche´ (e´tat but), et suivant le couˆt
de traitement associe´ a` la taille de la re´gion d’inte´reˆt de l’image. Une fois les sous-POMDP
re´solus, un autre POMDP de plus haut niveau cherche a` de´terminer l’ordre dans lequel
les diffe´rentes re´gions d’inte´reˆt seront traite´es. Dans ce cas, l’objectif est de trouver l’objet
recherche´ en appliquant la politique de plus haut niveau qui s’appuie sur les POMDP de
plus bas niveau. Les auteurs de´montrent que les politiques calcule´es avec le mode`le POMDP
hie´rarchique pre´sentent des re´sultats plus robustes que d’autres approches plus simples et
re´actives de planification continue du traitement visuel.
Ces travaux ont applique´ directement le mode`le POMDP aux proble´matiques robotiques
(re´seau came´ra ou robotique mobile) dans un cadre ou` la perception est un moyen pour at-
teindre le but de la mission. Ils de´montrent que le mode`le POMDP permet de ge´rer de manie`re
intrinse`que l’acquisition d’information pour aboutir au but de la mission dans leurs applica-
tions, si le but de la mission peut eˆtre exprime´ directement dans la fonction de re´compense.
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Dans la suite nous e´voquerons quelques travaux ou` la perception active est une fin en soi,
c’est-a`-dire que le but est de reconnaitre l’e´tat cache´ du syste`me.
1.4.1 POMDP et perception active
Dans certains cas, l’objectif de la mission peut eˆtre directement exprime´ en termes d’in-
certitude d’information sur l’e´tat. Dans de tels cas, selon [Araya-Lo´pez et al., 2010], les
POMDP peuvent ne pas eˆtre approprie´s, parce que la fonction de re´compense de´pend de la
paire e´tat-action, et non de la connaissance de l’agent. Au lieu de cela, il semble ne´cessaire
de s’appuyer sur un mode`le de re´compense qui de´pend de l’e´tat de croyance. L’e´tat de
croyance du POMDP fournit l’expressivite´ ne´cessaire pour ces proble`mes, pourtant, il n’y a
pas beaucoup de recherches sur des algorithmes pour re´soudre les POMDP pour ce nouveau
mode`le de re´compense base´ sur les e´tats de croyance, et non directement sur les e´tats. Les
mode`les sont ge´ne´ralement oblige´s de s’adapter au cadre POMDP classique, ce qui implique
de changer le mode`le de re´compense initial [Spaan et Lima, 2009]. On pourrait affirmer que
l’acquisition d’information est toujours un moyen, pas une fin, et donc, un proble`me bien
de´fini de de´cision avec observabilite´ partielle doit toujours eˆtre mode´lise´ comme un POMDP
normal. Toutefois, dans un certain nombre de cas, le concepteur de´cide de se´parer la taˆche
de recherche d’informations de celle de l’exploitation des informations.
Pour ce genre de proble`me, [Araya-Lo´pez et al., 2010] propose une extension du mode`le
POMDP a` des fonctions de re´compense base´es sur l’e´tat de croyance. Le but est de for-
maliser un nouveau type de fonction de re´compense ρ qui ne de´pend plus seulement de la
paire e´tat-action. La fonction de re´compense est aussi associe´e a` une mesure d’information
de l’e´tat de croyance. La convexite´ de la fonction de valeur du POMDP pour un horizon
h est de´montre´e pour le nouveau mode`le de re´compense, sous la condition que ρ est une
fonction convexe. Aussi, les auteurs de´montrent qu’il est possible d’approximer ρ correcte-
ment avec une fonction line´aire par morceaux et convexe (PWLC), et d’utiliser des algo-
rithmes de re´solution exacts ou approche´s des POMDP apre`s des modifications mineurs. Des
re´sultats expe´rimentaux tre`s re´cents [Araya Lo´pez, 2013] montrent qu’une mesure d’informa-
tion line´aire par morceaux permet d’obtenir des performances compe´titives voire meilleures
que des mesures non-line´aires telles que l’entropie de Shannon. Ces re´sultats indiquent impli-
citement qu’il existe une mode´lisation sous forme de POMDP classique (re´compenses de´finies
sur les e´tats et non sur la croyance) permettant de re´soudre des proble`mes de perception
active pure, ce qui corrobore nos e´tudes mene´es dans le chapitre 4.
Donnons un autre exemple de cas ou` le mode`le POMDP est utilise´ pour formaliser le
proble`me de perception active [Eidenberger et al., 2009] de´ja` discute´ pre´ce´demment. Le
crite`re d’optimisation est base´ sur la the´orie de l’information et les couˆts des actions. Le
proble`me est optimise´ en ligne avec un horizon tre`s court. Cette approche de re´solution
n’utilise pas des algorithmes de l’e´tat de l’art des POMDP, puisque les distributions de
probabilite´ sont repre´sente´es par des ensembles de gaussiennes, et parce que le crite`re d’op-
timisation n’est plus line´aire par morceaux.
[Candido et Hutchinson, 2011] abordent e´galement le proble`me d’acquisition d’infor-
mation avec des POMDP continus s’adressant a` la planification de mouvements d’un robot
avec des contraintes d’e´vitement d’obstacle. L’approche optimise une fonction objectif qui
conside`re la probabilite´ de collision avec un obstacle et la distance entre l’estimation d’e´tat
actuelle et le but a` rejoindre. Des heuristiques base´es sur la the´orie de l’information sont
utilise´es afin de : (1) calculer des politiques pour la minimisation d’erreur d’estimation ; (2)
calculer des politiques pour approcher au mieux le but. Ces heuristiques fournissent des
politiques locales, c’est-a`-dire des politiques qui ne peuvent eˆtre applique´es que sur un ho-
rizon de temps donne´. Le proble`me d’optimisation est de trouver une loi de passage entre
les politiques locales. Pour cela, une me´thode approximative base´e sur le filtrage particulaire
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est propose´e. Cette me´thode estime la valeur de la fonction objectif de la politique locale
courante et les couˆts pour aller au but de la prochaine politique locale a` chaque instant de
passage, puis choisit la prochaine politique qui minimise la probabilite´ de collision et la dis-
tance au but. Les re´sultats pre´sente´s mettent en e´vidence le gain d’information obtenu par
l’utilisation des plans favorisant la prise d’information tout en atteignant des configurations
tre`s proches du but. Par contre, meˆme si la me´thode vise une l’application en temps re´el, le
temps ne´cessaire pour les calculs ne le permet pas encore.
Une autre proble´matique souvent rencontre´e dans des applications robotiques auxquelles
nous nous inte´ressons, comme la de´tection et la reconnaissance de cibles par un he´licopte`re
autonome, est relative aux contraintes de suˆrete´ lie´es au vol, par exemple impose´es par les
agences de re´gularisation. Dans le but de re´viser les me´thodes utilise´es pour la prise en
compte de ces contraintes dans le cadre POMDP, nous pre´sentons dans la section suivante
quelques travaux qui traitent du sujet.
1.4.2 POMDP et contraintes de suˆrete´
Dans de nombreuses applications re´alistes, le concepteur des syste`mes autonomes est sou-
vent confronte´ a` des contraintes physiques lie´es aux limites dynamiques de l’agent autonome
ainsi que des contraintes de suˆrete´. Le plan doit garantir le respect de ces contraintes pour
la protection des ope´rateurs et de l’agent robot contre un danger physique re´el. Tre`s peu de
travaux se sont inte´resse´s a` ce genre de proble´matique en planification probabiliste.
Dans les Processus De´cisionnels Markoviens (MDPs), l’approche classiquement utilise´e
pour contraindre certaines actions dans certains e´tats est d’associer une grande pe´nalite´
(quantitative) aux actions inde´sirables en espe´rant que l’optimisation du processus conduise
a` proscrire ces actions de la politique optimale. Toutefois, des pre´conditions boole´ennes ont
e´te´ introduites re´cemment de manie`re formelle [Younes et Littman, 2003] au cadre MDP, afin
de produire des politiques contenant seulement des actions faisables ou de´sirables pour chaque
e´tat atteignable. Ceci a permis la conception d’algorithmes efficaces qui e´valuent directement
des pre´conditions boole´ennes au moment de de l’optimisation [Buffet et Aberdeen, 2009,
Teichteil-Ko¨nigsbuch et al., 2010,Kolobov et al., 2011].
Dans [Miller et al., 2009] un mode`le POMDP continu, i.e. avec des variables d’e´tat et
d’action continues, est utilise´ pour la navigation d’un UAV – Unmanned Aerial Vehicle dans
le but de suivre des cibles terrestres mobiles. La contribution est centre´e sur une nouvelle
me´thode de re´solution approximative de POMDP continu, appelle´ NBO – nominal belief-
state optimization. Les limitations dynamiques apparaissent sous la forme des contraintes sur
les mouvements de l’UAV, qui reposent sur un intervalle borne´ de l’acce´le´ration late´rale de
l’UAV. Les bornes ne changent pas pendant la mission, et la politique optimise´e garantit le
respect de ces limitations. Il est important de noter que le respect de cette contrainte dyna-
mique est direct puisque pendant l’optimisation de la politique les actions dites dangereuses
ne font pas partie de l’ensemble des actions applicables quelque soit l’e´tat de l’UAV. Ce qui
n’est pas le cas du proble`me auquel nous sommes confronte´e, ou`, le fait qu’une zone puisse
eˆtre conside´re´ comme “non atterrissable” parmi d’autres qui sont “atterrissables” ne doit
pas empeˆcher la pre´sence de l’action “atterrir” dans le mode`le.
Dans [Bai et al., 2011] l’e´vitement des collisions entre avions est mode´lise´e comme un
POMDP continu pour ge´ne´rer automatiquement la politique de re´solution de menace du
syste`me d’anti-collision. Cette proble´matique traite la contrainte de collision dans le mode`le
POMDP par des pe´nalite´s tre`s importantes associe´es aux e´tats de collision en espe´rant que
l’optimisation du processus conduise a` les e´viter. Les actions de manœuvre de l’avion pour
l’e´vitement sont aussi pe´nalise´es. La contribution de ce papier est l’application de l’algorithme
MCVI - Monte Carlo Value Iteration qui est capable de ge´ne´rer un graphe de politique
directement a` partir du POMDP continu sans une discre´tisation de l’espace d’e´tat et de
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l’espace d’action. Les auteurs de´montrent que leur approche a permis de re´duire le risque
de collision. On note que l’approche ne peut pas garantir que la collision sera e´vite´e avec
certitude. Pour diffe´rents couˆts associe´s aux manœuvres, l’approche de´montre le re´sultat
suivant : plus la manœuvre d’e´vitement est couˆteuse, plus le risque de collision augmente.
Ce qui nous permet de conclure que l’e´vitement d’actions dangereuses doit eˆtre mode´lise´
autrement que par une manipulation des couˆts de type potentiome`tre.
Dans [Pralet et al., 2010b] la synthe`se de controˆleur suˆr dans des domaines non-de´terministes
et partiellement observables est traite´e. Le controˆleur suˆr doit optimiser des politiques qui
garantissent qu’aucune action non re´alisable ne sera exe´cute´e. Ce controˆleur devra aussi ga-
rantir qu’aucune trajectoire menant au but n’atteindra des e´tats inde´sirables. Dans ce cadre
la politique est une fonction pi : o→ a, c’est-a`-dire, qui de´finit une action pour chaque obser-
vation. Les pre´conditions des actions sont de´finies selon une relation de faisabilite´ e´tat-action.
Le caracte`re partiellement observable indique que certaines variables d’e´tats ne sont pas ob-
servables, mais d’autres sont comple`tement observables. Les observations renseignent avec
certitude sur les variables d’e´tat observables. Comme l’observation vient avant la de´cision, il
est possible de de´finir une action faisable en s’appuyant sur l’observation rec¸ue, e´tant donne´
que cette observation renseigne avec certitude sur les variables d’e´tat cle´s pour la ve´rification
de la faisabilite´.
Dans [Teichteil-Ko¨nigsbuch, 2012], un nouveau mode`le the´orique appele´ Path-Constrained
MDP est propose´ afin de permettre au concepteur d’optimiser des politiques dont les che-
mins d’exe´cution sont suˆrs au sens d’une logique temporelle du premier ordre. L’algorithme
propose´, base´ sur la programmation line´aire ite´rative, e´value la suˆrete´ de la politique sur
les chemins stochastiques possibles. Les chemins stochastiques peuvent eˆtre vus comme une
chaˆıne de Markov et la politiques optimise´e peut ainsi eˆtre valide´e avec des logiques tempo-
relles probabilistes de type PCTL - Probabilistic Real Time Tree Logic [Hansson et Jonsson,
1994].
En raison de la mise en place croissante de syste`mes de drones dans des missions civiles
et militaires, la de´tection et la reconnaissance de cibles par des ve´hicules ae´riens inhabite´s
(UAV) autonomes est aujourd’hui un domaine de recherche actif. En raison de la complexite´
du proble`me a` traiter, la re´solution en ligne est rarement envisage´e alors que le proble`me
n’est connu qu’en cours de mission. Nous pre´senterons dans la suite quelques travaux qui se
sont inte´resse´s a` l’application en temps re´el de politiques pour la proble´matique de de´tection
et reconnaissance de cibles en ligne.
1.4.3 POMDP pour l’application a` la de´tection et reconnaissance de cibles en ligne
Ge´ne´ralement, dans des missions de de´tection et de reconnaissance de cibles, la strate´gie
de de´cision de haut niveau est donne´e par une re`gle e´crite a` la main (survoler une zone donne´e,
atterrir, prendre une image, etc), qui de´pend des e´ve´nements stochastiques (de´tection d’une
cible dans une zone donne´e, cible reconnue), qui peuvent survenir lors de l’exe´cution de
la re`gle de de´cision. Contrairement a` ce que nous voulons faire, nous nous inte´ressons a`
optimiser en ligne la politique pour ce genre d’application.
[Wang et al., 2012] pre´sente un cadre compose´ de de´tection, reconnaissance et suivi
de cibles mobiles base´ sur des vide´os capture´es a` partir de diffe´rentes altitudes de vol de
l’UAV. Les diffe´rentes proble´matiques (de´tection, reconnaissance et suivi) sont de´couple´es,
c’est-a`-dire, qu’elles ne sont pas traite´es dans un meˆme formalisme. Chaque proble´matique
est ge´re´e par un module dans l’architecture de l’UAV. Les auteurs affirment que graˆce a` ce
cadre de´couple´, les cibles mobiles peuvent eˆtre suivies en temps re´el.
Peu de syste`mes de drones construisent et optimisent des politiques en ligne, a cause
de la complexite´ de la construction automatique des ces re`gles de de´cision sous incertitude
[Sabbadin et al., 2007]. Comme de´ja` discute´ dans [Miller et al., 2009,Schesvold et al., 2003,Bai
26
1.5. Conclusion et intuitions
et al., 2011], les approches pre´sente´es ont pour vocation d’eˆtre applique´es en temps re´el mais
elles ne sont pas encore viables, ni embarque´es. De plus, dans ces applications, le proble`me
POMDP est suppose´ connu avant que la mission ne commence, permettant aux concepteurs
d’optimiser la politique du drone hors-ligne sans contrainte de temps. Ce n’est clairement
pas notre cas, car nous ne connaissons ni la topologie des zones, ni le nombre de cibles a`
de´tecter.
Toutefois, dans une mission de de´tection et de reconnaissance [Wang et al., 2012], certains
parame`tres du proble`me sont inconnus avant le vol. En effet, le nombre de cibles ou le nombre
de zones qui composent l’environnement, sont des exemples de parame`tres ge´ne´ralement
inconnus avant le vol et qui doivent eˆtre automatiquement extraits au de´but de la mission
afin de de´finir le proble`me de de´cision se´quentielle a` optimiser. Pour un traitement re´aliste,
la proble´matique en soi impose donc une planification en temps re´el et en environnement
incertain.
Dans la suite nous pre´sentons la conclusion de cette e´tude bibliographique, la justification
de notre choix du mode`le POMDP comme formalisme de de´cision pour notre application,
ainsi que les pistes de recherche explore´es lors de cette the`se.
1.5 Conclusion et intuitions
Deux contraintes nous sont impose´es pour le proble`me ge´ne´ral de la perception active :
l’une est relative au traitement du signal, qui rame`ne les e´tats de l’agent et de son environ-
nement a` des distributions de probabilite´ autour de ses variables d’e´tat, et l’autre est lie´e a`
des incertitudes sur les effets des actions de l’agent autonome. Pour traiter les incertitudes
probabilistes lie´es aux capteurs, aux actions de l’agent robot et de l’environnement, plu-
sieurs proble`mes de de´cision en robotique peuvent eˆtre mode´lise´s sous forme d’un Processus
De´cisionnel Markovien Partiellement Observable (POMDP).
De plus, le proble`me de´cisionnel traite´ ici exige un compromis entre une planification court
terme associe´e a` la perception de l’environnement, et une planification long terme associe´e
a` l’accomplissement de la mission. Il est ne´cessaire de pouvoir prendre en compte dans un
meˆme cadre formel la planification des actions de l’agent visant la re´alisation des objectifs
qui lui sont assigne´s (mission), et des actions visant a` recueillir l’information ne´cessaire a` la
mise en œuvre de ces actions (perception). Si les actions suivent un plan conditionnel (une
politique), le proble`me est souvent mode´lise´ comme un POMDP. Ceci peut eˆtre de´fini pour
un horizon de raisonnement fini ou infini. Il existe une re´compense associe´e a` chaque e´tat et a`
chaque action prise dans cet e´tat. L’objectif e´tant de trouver les actions (politique optimale)
qui maximisent la re´compense tenant compte de leurs effets a` long terme.
Ces arguments justifient le choix des Processus De´cisionnels Markoviens Partiellement
Observables comme mode`le de l’agent et de son environnement pour le proble`me d’optimi-
sation traite´ dans ce sujet de the`se. Ce mode`le sera formellement de´fini dans le chapitre 2,
ainsi que les algorithmes de re´solution disponibles dans la litte´rature.
Le mode`le POMDP semble eˆtre une bonne approche pour traiter le proble`me de la
perception active, puisque celui-ci peut fournir une politique optimale a` long terme, ou
quasi-optimale si la me´thode de re´solution est une me´thode approche´e. Par contre, pour
les applications purement e´piste´miques, ou` l’on cherche a` identifier l’e´tat cache´ du syste`me,
[Araya-Lo´pez et al., 2010,Eidenberger et al., 2009,Candido et Hutchinson, 2011] de´montrent
qu’il est possible d’adapter le crite`re de performance classique des POMDP afin de tenir
compte d’une mesure d’incertitude lie´e a` la me´connaissance de l’e´tat du syste`me par l’agent.
Les travaux pre´sente´s pre´ce´demment traitent de nouveaux crite`res de performance dans un
cadre POMDP, toutefois [Candido et Hutchinson, 2011,Eidenberger et al., 2009] ne prennent
pas en compte dans le calcul de la politique les effets a` long terme des actions : horizon limite´
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dans le calcul de politiques locales, ou politique aveugle (h=1).
Une premie`re piste de recherche dans notre the`se a donc e´te´ d’e´tudier le compromis
entre la prise d’information et la de´cision dans deux cadres applicatifs, a` partir d’une
imple´mentation d’un crite`re mixte pour les POMDP. Notons qu’une e´tude similaire a e´te´
mene´e dans la the`se de [Araya Lo´pez, 2013] en paralle`le de notre the`se. Alors que la the`se
de [Araya Lo´pez, 2013] a e´tudie´ diffe´rentes mesures d’incertitude pour la perception pure,
nous avons plutoˆt e´tudie´ l’inte´reˆt de combiner une mesure d’incertitude entropique a` des
re´compenses classiques de´finies sur les e´tats. Ainsi, nous proposons un crite`re mixte qui
fournit des politiques (quasi-)optimales a` long terme contrairement aux politiques re´actives
de [Eidenberger et al., 2009]. D’autre part, on pourrait affirmer que l’acquisition d’informa-
tion est toujours un moyen, pas une fin, et donc qu’un proble`me bien de´fini de de´cision avec
observabilite´ partielle doit eˆtre mode´lise´ sous forme d’un POMDP classique [Spaan et Lima,
2009]. Nous pensons en effet que si l’on ajoute au mode`le des e´tats buts fictifs (au moyen
d’actions de classification ou d’une action d’atterrissage), un tel crite`re mixte base´ sur une
mesure de l’incertitude de l’e´tat de croyance ne serait plus ne´cessaire dans de nombreux cas
pratiques (y compris en perception active pure). Un tel crite`re mixte permettrait en fait
d’ajuster les re´compenses d’un mode`le POMDP classique (crite`re non mixte) e´quivalent. Ces
deux approches seraient donc, en pratique, comple´mentaires. Ces e´tudes sont de´cline´es dans
le chapitre 4 de cette the`se.
D’autre part, la prise en compte des contraintes de suˆrete´ dans des applications utili-
sant le mode`le POMDP est actuellement tre`s limite´e. Comme de´ja` discute´, dans les Proces-
sus De´cisionnels Markoviens (MDPs), des pre´conditions boole´ennes ont e´te´ introduites de
manie`re formelle [Younes et Littman, 2003], dans le but de produire des politiques conte-
nant seulement des actions faisables ou de´sirables pour chaque e´tat. A` notre connaissance,
l’utilisation formelle de pre´conditions n’a jamais e´te´ adapte´e pour des Processus De´cisionnels
de Markov Partiellement Observables, en de´pit des besoins pratiques encore plus marque´s :
l’observabilite´ partielle de l’environnement de l’agent robot impose de prendre de pre´cautions
accrues quant aux conse´quences a` long terme en termes de suˆrete´ des actions exe´cute´es. La
ve´rification a` l’optimisation et a` l’exe´cution des pre´conditions n’est imme´diate que lorsque
l’e´tat du syste`me est comple`tement observable. Dans des syste`mes partiellement observables,
la ve´rification de l’applicabilite´ d’une action n’est pas une taˆche facile [Pralet et al., 2010b] :
il s’agit, a` l’optimisation comme a` l’exe´cution, d’infe´rer efficacement a` partir du mode`le un
ensemble d’actions applicable dans un e´tat de croyance donne´. La recherche sur les POMDP
reste tre`s focalise´e sur les moyens d’ame´liorer l’efficacite´ des algorithmes visant a` produire
une politique pour le mode`le POMDP standard (discute´es dans le chapitre 2), plutoˆt que
sur des ame´liorations permettant de confronter le mode`le standard aux applications re´elles.
En conse´quence, une seconde piste de recherche, traite´e dans le chapitre 5 de cette
the`se, a e´te´ de formaliser la prise en compte des pre´conditions dans un cadre POMDP.
Les pre´conditions permettent de tenir compte des contraintes de suˆrete´ lie´es a` la mission
robotique, contrairement a` [Bai et al., 2011], ou` la mode´lisation d’une infaisabilite´ sur les
actions est faite par un re´glage de couˆts de type potentiome`tre, c’est-a`-dire, en associant un
couˆt tre`s e´leve´ associe´ aux paires e´tat-action inde´sirables.
De plus, tre`s peu de travaux se sont inte´resse´s a` la re´solution en ligne du proble`me de
de´tection et reconnaissance de cibles [Wang et al., 2012] par un UAV autonome, ce qui est
aborde´ dans une troisie`me piste de recherche. Dans [Carvalho Chanel et al., 2012c, Car-
valho Chanel et al., 2013] nous avons e´tudie´ une mission de de´tection et reconnaissance de
cible par un UAV autonome, mode´lise´e par un POMDP de´fini en ligne une fois que le nombre
de zones a` explorer a e´te´ observe´ en de´but de mission. Nous croyons que ce travail pre´sente
l’une des premie`res imple´mentations d’une mission de de´tection et de reconnaissance de cibles
base´e sur un mode`le de type POMDP, qui est optimise´ en ligne par une approche original.
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Celle-ci consiste a` exe´cuter et optimiser en paralle`le la politique sur des e´tats de croyance
futurs probables. L’expe´rimentation en vol de cette approche est discute´ dans le chapitre 6
de cette the`se.
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Chapitre2
Processus De´cisionnels de Markov
Partiellement Observables - POMDP
Ce chapitre pre´sente une revue des Processus De´cisionnel Markoviens Partiellement
Observables (POMDP). Les POMDP sont un cadre formel de de´cision se´quentielle
sous incertitude avec observabilite´ partielle des e´tats du monde. Ce cadre est bien
adapte´ a` un grand nombre de proble`mes re´alistes ou` la de´cision est ne´cessaire malgre´
les incertitudes et l’acce`s limite´ aux e´tats du syste`me. Les POMDP supposent
ge´ne´ralement des mode`les complets et pre´cis, avec une dynamique de transition
stochastique pour les e´tats, un mode`le de suivi d’e´tat imparfait, et une structure
de re´compenses. Le but est de trouver une strate´gie optimale pour de´cider dans
le ”monde” mode´lise´. Nous pre´senterons le mode`le POMDP, les diffe´rents algo-
rithmes de re´solution exacte et approximative de POMDP qui ont e´te´ propose´s et
les extensions pour des mode`les factorise´s.
2.1 Rappel du cadre formel des POMDP
Formellement, un POMDP est de´fini comme un n-uplet 〈S,A,Ω, T,O,R, b0〉 ou` :
S : est un ensemble d’e´tats ;
A : est un ensemble d’actions ;
Ω : est un ensemble d’observations ;
T : S×A×S → [0; 1] : est une fonction de transition entre les e´tats, ou` pour ∀at ∈ A,∀st ∈ S,
et ∀st+1 ∈ S on de´finit :
T (s, a, s′) = Pr(st+1 = s′ | at = a, st = s),∀t (2.1)
comme la probabilite´ de transition de l’e´tat s a` l’e´tat s′ si l’action a est re´alise´e, quelque
soit le triplet (s, a, s′). Sachant que T est une probabilite´ conditionnelle, nous avons :∑
s′∈S T (s, a, s
′) = 1,∀(s, a) ;
O : Ω × S × A → [0; 1] : est une fonction d’observation, ou` pour ∀ot+1 ∈ Ω, ∀at ∈ A, et
∀st+1 ∈ S, on de´finit :
O(o, s′, a) = Pr(ot+1 = o|st+1 = s′, at = a), ∀t (2.2)
comme la probabilite´ d’observer o sachant que l’on a atteint l’e´tat s′ apre`s l’exe´cution
de a. Cette probabilite´ conditionnelle est de´finie pour tout triplet (o, s′, a), et nous
avons :
∑
o∈ΩO(o, s
′, a) = 1, ∀(s′, a) ;
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R : S × A → R : est une fonction de re´compense associe´e aux couples e´tat-action r(s, a).
Cette fonction de re´compense attribue une valeur qui quantifie l’utilite´ d’exe´cuter a
quand l’e´tat est s.
b0 est une distribution de probabilite´ sur les e´tats initiaux, appele´e e´tat de croyance. Nous
avons :
b0(s) = Pr(s0 = s), (2.3)
qui donne la probabilite´ que le syste`me soit dans l’e´tat s a` l’instant t = 0. Cette
distribution de probabilite´ est de´finie pour tout s ∈ S.
Comme exemple d’un POMDP, nous allons de´crire le Tiger Problem [Cassandra, 2005]
(voir figure 2.1). Ce proble`me consiste a` choisir d’ouvrir la porte qui ne contient pas le tigre,
sachant que l’agent ne connait pas l’e´tat re´el du syste`me (il ne sait pas ou` le tigre se trouve).
L’agent peut seulement e´couter a` chaque porte, ce qui fait office d’observation.
Il dispose de 3 actions, e´couter, ouvrir la porte a` gauche ou ouvrir la porte a` droite.
Chaque fois que l’agent choisit d’e´couter, cette action a un couˆt ; si l’agent choisit d’ouvrir
une des portes et que le tigre se trouve derrie`re cette porte, l’agent perd ; s’il ouvre la bonne
porte il gagne. L’action d’ouvrir une des portes rame`ne a` un e´tat terminal. L’agent gagne le
de´fi s’il choisit d’ouvrir la porte qui contient le cadeau.
Cet exemple repre´sente un processus de´cisionnel de Markov partiellement observable, car
l’agent ne connaˆıt pas l’e´tat re´el du syste`me st ∈ S, mais doit prendre des de´cisions en se
basant sur son e´tat de croyance b0, ..., bt. L’e´tat de croyance est mis a` jour a` tout instant
et tient compte de toutes les observations rec¸ues ot+1 ∈ Ω et de toutes les actions re´alise´es
at ∈ A. Dans cet exemple, les actions de l’agent ne modifient pas l’e´tat re´el du syste`me.
2.1.1 Principe
A chaque instant t, l’agent n’a pas acce`s a` l’e´tat courant s ∈ S, mais peut seulement
le percevoir partiellement sous forme d’une observation o ∈ Ω, donne´e par la fonction d’ob-
servation O. Quand il applique une action a ∈ A, il modifie l’e´tat du processus avec une
probabilite´ p(s′ | s, a) de l’amener dans l’e´tat s′. Ensuite, l’agent ne perc¸oit que l’observation
o qui de´pend de la fonction p(o | s′, a). Pour chaque action applique´e, l’agent rec¸oit une
re´compense r ∈ R.
Il est a` noter que meˆme quand la fonction d’observation O() est de´terministe, c’est-a`-dire
qu’a` chaque e´tat n’est associe´e qu’une et une seule observation, l’agent peut ne pas connaˆıtre
Figure 2.1 – Proble`me du tigre.
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Figure 2.2 – Mode`le de transition du POMDP.
l’e´tat, car deux e´tats peuvent eˆtre associe´s a` une meˆme observation. C’est d’ailleurs quand
il y a ambigu¨ıte´ sur les e´tats qu’il est inte´ressant ou ne´cessaire d’utiliser les POMDP.
2.1.2 E´tat de croyance
L’agent choisit ses actions en fonction des informations qui lui sont disponibles, mais une
seule observation ne permet pas d’identifier directement l’e´tat s du syste`me. C’est pourquoi
une certaine forme de me´moire est exige´e. Ainsi, l’agent peut maintenir un historique de
toutes les observations et actions exe´cute´es. Nous de´finissons l’historique a` l’instant t tel
que :
ht := {a0, o1, ..., ot−1, at−1, ot} (2.4)
La taille de cet historique peut eˆtre tre`s important en fonction du temps, car il capitalise
l’ensemble des actions re´alise´es et des observations rec¸ues. De plus, me´moriser tous les histo-
riques possibles devient tre`s complique´ car ce type de me´moire est exponentiel en l’horizon
et le nombre d’observations. Il est connu que l’historique n’a pas besoin d’eˆtre repre´sente´ de
manie`re explicite pour la se´lection des actions, il suffit comme condition pour la se´lection
des actions de s’appuyer sur l’e´tat de croyance courant [Smallwood et Sondik, 1973]. Ce
re´sultat cle´ de´montre qu’utiliser les e´tats de croyance pour la de´finition des politiques opti-
males apporte autant d’information que l’utilisation d’un historique entier d’actions prises
et des observations rec¸ues [Smallwood et Sondik, 1973,Sigaud et Buffet, 2008].
Par conse´quent, avec les mode`les de transition d’e´tat et d’observation, un POMDP peut
eˆtre transforme´ en un MDP sur l’e´tat de croyance [Sigaud et Buffet, 2008] : l’agent synthe´tise
toute l’information disponible de son passe´ en utilisant un e´tat de croyance b(s), qui est une
distribution de probabilite´ a` posteriori :
bt(s) := Pr(st = s|ot, at−1, ot−1, ..., a0) (2.5)
L’e´tat de croyance peut eˆtre de calcule´ de manie`re re´cursive en utilisant l’e´tat de croyance
bt−1, l’action at−1 et l’observation ot, c’est-a`-dire qu’il doit eˆtre mis a` jour apre`s chaque action
re´alise´e et chaque observation rec¸ue. Si pour un e´tat s donne´, a` t, et un e´tat futur s′ a` t+ 1,
on re´alise l’action a et on rec¸oit l’observation o, on peut alors calculer un nouvel e´tat de
croyance a` t+ 1 en appliquant la re`gle de Bayes, cela en utilisant les fonctions de transition
et d’observation. Ainsi :
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bao(s
′) = p(s′ | b, a, o)
=
p(o, s′ | b, a)
p(o | b, a)
=
p(o | s′, a)p(s′ | b, a)
p(o | b, a)
=
p(o | s′, a)p(s′ | b, a)∑
s,s′ p(o | b, a, s, s′)p(s, s′ | b, a)
=
p(o | s′, a)∑s∈S p(s′ | s, a)b(s)∑
s′∈S p(o | s′, a)
∑
s∈S p(s′ | s, a)b(s)
(2.6)
Les e´tats de croyance forment un processus markovien : l’e´tat de croyance a` t+ 1 de´pend
seulement de l’e´tat de croyance, de l’action, et de l’observation a` t. C’est-a`-dire, que l’e´tat
de croyance a` t + 1 synthe´tise toute l’information disponible jusqu’a` l’instant t pour le
controˆle [Smallwood et Sondik, 1973]. Le POMDP ainsi de´fini sur les e´tats de croyance
est difficile a` re´soudre car l’espace de b est de´fini sur l’espace continu de distributions de
probabilite´s sur les e´tats appartenant a` l’ensemble S. De plus, ceci est un cas spe´cial d’un
processus de Markov a` e´tat continu, ou` l’e´tat est continu mais les probabilite´s de transition
et d’observation d’e´tat sont discre`tes [Smallwood et Sondik, 1973].
Il est inte´ressant de conside´rer la nature de la distribution de l’e´tat de croyance. L’e´tat de
croyance est de´fini sur un simplex ∆ qui repre´sente l’ensemble des distributions de probabilite´
sur les e´tats, appele´ aussi espace (continu) d’e´tats de croyance sur l’espace d’e´tat S. La
repre´sentation vectorielle de l’e´tat de croyance est la re´presentation la plus intuitive, e´tant
donne´ que b peut eˆtre un vecteur sur un espace de taille |S|, et chaque composante de ce
vecteur bt(si) repre´sentera la probabilite´ d’eˆtre dans l’e´tat si :
bt(si) = Pr(s = si|a0, o1, ..., at−1, ot).
Pour des espaces d’e´tats tre`s grands, calculer la mise a` jour de l’e´tat de croyance peut eˆtre
tre`s couˆteux. Plusieurs travaux [Williams et al., 2005,Sim et al., 2008a,Ong et al., 2009] se
sont inte´resse´s a` explorer la structure de l’e´tat de croyance pour aboutir a` une repre´sentation
factorise´e de l’e´tat de croyance afin de de´velopper des techniques plus efficaces pour la mise
a` jour.
Toutefois, calculer la politique optimale exacte ou approche´e est une taˆche encore plus
difficile [Papadimitriou et Tsitsiklis, 1987], non seulement en raison de la taille de l’espace
d’e´tats, mais surtout de la taille de l’espace d’observations. L’optimisation de la politique
du POMDP est re´alise´e par une recherche en largeur dans l’espace d’e´tats de croyance.
En commenc¸ant par l’e´tat de croyance initial on e´nume`re les diffe´rents ale´as possibles, ce
qui fait que le nombre d’e´tats de croyance, qui de´pendent de l’historique de paires action-
observation, augmentera exponentiellement avec l’horizon de planification. Ces aspects seront
discute´s plus en de´taille dans la section suivante.
2.1.3 Politique et fonction de valeur
L’objectif de l’agent est de choisir des actions qui permettront d’accomplir au mieux
sa mission, d’ou` la ne´cessite´ de calculer une politique optimale. Une politique markovienne
de´terministe pi(b) est une fonction qui spe´cifie une action a pour chaque e´tat de croyance,
pi(b) : b 7→ a.
Pour un e´tat de croyance b, et un horizon fini N (voir figure 2.3 pour un horizon N = 2),
on construit un arbre dont la racine est un e´tat de croyance b donne´ (plan conditionnel),
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t = 0
t = 1
t = 2
b
ba1o1 b
a1
o2
a∗ = a1
o1 o2
ba2o1 b
a2
o2
a∗ = a2
o1 o2
Figure 2.3 – Plan conditionnel pour un e´tat de croyance b.
et a` chaque e´tape du plan, un nœud action (cercles dans la figure 2.3) contient une action
a` effectuer. En fonction de l’observation rec¸ue, on se de´place vers un nœud qui repre´sente
l’e´tat de croyance obtenu (rectangles dans la figure 2.3).
Pour un horizon infini, soit un horizon de temps assez grand pour que la politique soit
conside´re´e stationnaire, l’objectif est de maximiser l’espe´rance de la somme de´compte´e de
re´compenses. Ou, si r de´finit un couˆt, l’objectif devient de minimiser le couˆt total espe´re´. A
noter que, contrairement aux MPD, la politique pi(b) est une fonction de´finie sur l’ensemble
continu de distribution de probabilite´ sur les e´tats.
Une politique pi peut eˆtre caracte´rise´e par une fonction de valeur, V pi(b), qui est de´finie
par l’espe´rance des revenus totaux ponde´re´s en fonction du temps, que l’agent recevra s’il
suit la politique pi en partant de b. La fonction de valeur re´alise une projection d’un e´tat
de croyance sur une valeur dans R. L’e´quation 2.7 met en e´vidence le crite`re γ-ponde´re´
classiquement utilise´.
V pi(b) = Epi
[ ∞∑
t=0
γtr(bt, pi(bt))
∣∣∣∣∣b0 = b
]
(2.7)
ou` γ est le facteur d’actualisation, 0 6 γ < 1, et :
r(bt, pi(bt)) =
∑
s∈S
r(s, pi(bt))bt(s) (2.8)
Notons que dans la de´finition ge´ne´rale de la re´compense, r(bt, pi(bt)) est une espe´rance
de gain par rapport a` l’e´tat de croyance. Le principal inte´reˆt du facteur d’actualisation est
d’assurer la convergence de la se´rie en horizon infini [Sigaud et Buffet, 2008]. De plus, il
repre´sente la probabilite´ que le processus continue a` chaque pas de temps.
Une politique pi qui maximise V pi est appele´e politique optimale pi∗. Il est de´montre´ qu’il
existe une politique markovienne optimale, c’est-a`-dire qui spe´cifie pour chaque b l’action
optimale a` effectuer a` chaque e´tape, en supposant que l’agent agira de manie`re optimale
dans les e´tapes suivantes.
La valeur d’une politique optimale pi∗ est de´finie par la fonction valeur optimale V ∗, qui
satisfait l’e´quation d’optimalite´ de Bellman, V ∗ = LV ∗ :
V ∗(b) = max
a∈A
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈Ω
p(o | a, b)V ∗(boa)
]
, (2.9)
ou`, boa e´tant donne´ par 2.6, repre´sente l’e´tat de croyance futur si l’on applique a et que l’on
rec¸oit l’observation o. L’ope´rateur L est l’ope´rateur dynamique de Bellman. On garantit que
la solution est optimale quand 2.9 converge pour tout b [Sigaud et Buffet, 2008].
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Les de´veloppements the´oriques qui ont e´te´ re´alise´s sur les diffe´rents crite`res pour les
MDP [Puterman, 1994, Sigaud et Buffet, 2008] sont utilisables de la meˆme manie`re et sont
de´finis sur les e´tats de croyance, dont l’ope´rateur d’ite´ration de la fonction valeur, qui utilise
l’e´quation de Bellman. Cette me´thode tre`s connue pour le calcul de la politique optimale
s’appuie sur des ite´rations de type programmation dynamique [Smallwood et Sondik, 1973],
qui consistent a` faire converger la valeur progressivement vers le point fixe de l’e´quation 2.9
pour chaque e´tat de croyance. Soit V une fonction de valeur, l’on peut initialiser la fonction
de valeur par :
V0(b) = max
a∈A
∑
s∈S
b(s)r(s, a), (2.10)
et, l’on peut calculer la fonction de valeur pour chaque instant t en s’appuyant sur la fonction
de valeur a` t− 1 par la proprie´te´ re´cursive de l’e´quation :
Vt(b) = max
a∈A
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈Ω
p(o | a, b)Vt−1(boa)
]
. (2.11)
Cette mise a` jour de la fonction de valeur maximise l’espe´rance de tous les gains futurs
que l’agent recevra a` la prochaine e´tape pour tout e´tat de croyance b. La politique optimale
a` t peut eˆtre extraite directement de la fonction de valeur a` l’e´tape pre´ce´dente :
pi∗(b) = arg max
a∈A
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈Ω
p(o | a, b)Vt−1(boa)
]
. (2.12)
En pratique, la solution exacte d’un POMDP a` horizon infini est souvent difficile a`
calculer [Papadimitriou et Tsitsiklis, 1987]. La solution exacte d’un POMDP ne peut eˆtre
calcule´e que pour des proble`mes avec un petit nombre d’e´tats [Cassandra, 1998]. Pour cela,
les chercheurs se sont inte´resse´s a` de´velopper des algorithmes qui approchent la solution
optimale [Cassandra, 1998, Pineau et al., 2003, Smith et Simmons, 2004, Spaan et Vlassis,
2005,Smith et Simmons, 2005,Kurniawati et al., 2008].
Fonction de valeur line´aire par morceaux
En travaillant avec les e´tats de croyance, il est possible d’exploiter des proprie´te´s parti-
culie`res de la fonction de valeur afin d’obtenir des algorithmes plus efficaces.
La fonction de valeur optimale pour un proble`me a` horizon fini est line´aire par morceaux
et convexe (PWLC) [Smallwood et Sondik, 1973], et pour un horizon infini V ∗, elle peut
eˆtre aussi approche´e par une fonction de valeur PWLC. Ceci est duˆ au fait qu’on peut
parame´trer la fonction de valeur Vn par un ensemble fini de vecteurs (hyperplans)
{
αin
}
, i =
1, ..., |Vn| [Cassandra, 1998]. De plus, chaque vecteur de´finit une re´gion de l’espace des e´tats de
croyance, ou` ce vecteur repre´sente la valeur maximale de Vn (voir figure 2.4). Les α-vecteurs
forment une partition de l’e´tat de croyance. La convexite´ et la line´arite´ par morceaux de la
fonction de valeur de´coule du fait que Vn re´alise le maximum des valeurs des actions (e´quation
2.11), qui sont individuellement line´aires (repre´sente´es par des α-vecteurs) sur l’espace des
e´tats de croyance.
La fonction de valeur d’un b donne´ a` l’instant n parame´tre´e par des α-vecteurs peut ainsi
eˆtre de´finie par l’existence d’un ensemble d’α-vecteurs Γn tel que :
Vn(b) = max
αin∈Γn
∑
s∈S
b(s)αin(s), ou sous forme vectorielle (2.13)
Vn(b) = max
αin∈Γn
b · αin (2.14)
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0 1
b(s1)
Vn
a2
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a3
Figure 2.4 – α-vecteurs pour un proble`me a` 2 e´tats et 3 actions.
ou` (·) de´note le produit scalaire usuel. Pour un b donne´, le gradient de la fonction de valeur
est induit par le vecteur :
αbn = arg max
αin∈Γn
b · αin (2.15)
et la politique pi(b) par l’action associe´e a` ce vecteur a(αbn), telle que : pi(b) = a(α
b
n).
2.2 Ite´ration exacte sur la fonction de valeur
Dans le cadre des POMDP, l’ite´ration sur la fonction de valeur consiste a` approcher V ∗
par l’application ite´re´e de l’ope´rateur de programmation dynamique L a` partir d’une fonction
de valeur initiale V0 suppose´e line´aire par morceaux et convexe. Pour l’ope´rateur L, le produit
interme´diaire estime´ (V1, V2, ...), sera aussi line´aire par morceaux et convexe [Smallwood et
Sondik, 1973].
Des algorithmes qui manipulent directement des α-vecteurs afin de calculer les fonctions
de valeur interme´diaires du proble`me ont e´te´ propose´s dans la litte´rature. Par exemple,
l’algorithme propose´ par [Smallwood et Sondik, 1971] calcule toutes les projections LVn
possibles qui peuvent eˆtre construites, en appliquant la projection de la valeur autant de fois
que ne´cessaire sur les paires action-observation.
Dans la suite, nous pre´sentons les calculs ne´cessaires pour l’obtention de ces projections.
Tout d’abord, il est ne´cessaire de cre´er les α-vecteurs associe´s a` la valeur imme´diate des
actions, puis les projections pour toutes les paires action-observation sont calcule´es :
Γa,∗ ← αa,∗(s) = r(s, a) (2.16)
Γa,o ← αa,oi (s) = γ
∑
s′∈S
p(s′|s, a)p(o|s′, a)αi(s′),∀αi ∈ Vn. (2.17)
Ensuite, l’ope´rateur de somme croise´e doit eˆtre applique´ pour comple´ter la ge´ne´ration de
l’ensemble des α-vecteurs associe´s a` la projection a` n+ 1 :
Γa = Γa,∗
⊕
Γa,o1
⊕
Γa,o2
⊕
. . .
⊕
Γa,o|Ω| (2.18)
On de´finit la somme croise´e d’ensembles par : soit deux ensembles P = {p1, p2, . . . , pm}
et Q = {q1, q2, . . . , qk}, la somme croise´e produit un troisie`me ensemble tel que P
⊕
Q =
{p1 + q1, p1 + q2, . . . , p1 + qk, . . . , pm + q1, pm + q2, . . . , pm + qk}.
Finalement nous prenons l’union sur tous les ensembles Γa :
Vn+1 ← LVn =
⋃
a
Γa (2.19)
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Pour illustrer le fonctionnement de cette proce´dure, nous proposons de conside´rer le
proble`me du tigre pre´sente´ au de´but de ce chapitre (voir figure 2.1). Nous illustrons une
seule ite´ration du calcul de la fonction de valeur.
Exemple 2.2.1 Le proble`me du tigre consiste a` choisir d’ouvrir la porte qui ne contient pas
le tigre ; l’agent ne connait pas l’e´tat re´el du syste`me (il ne sait pas ou` le tigre se trouve).
L’agent peut seulement e´couter a` chaque porte, ce qui fait office d’observation. Il dispose
de 3 actions, e´couter, ouvrir la porte a` gauche ou ouvrir la porte a` droite. Chaque fois que
l’agent choisit d’e´couter, cette action lui couˆte 1. Si l’agent choisit d’ouvrir une des portes et
que le tigre se trouve derrie`re cette porte, l’agent perd 100. S’il ouvre la bonne porte il gagne
10. L’action d’ouvrir une des portes re´initialise le syste`me (voir sche´ma du proble`me dans
la figure 2.5). L’agent gange le de´fi a` chaque fois qu’il choisit d’ouvrir la porte que contient
le cadeau.
s1 s2
a2
a1
a2
a0
a1
a0
re´compenses
R a0 a1 s2
s1 -1.0 10 -100
s2 -1.0 -100 10
e´couter (a0)
T s1 s2
s1 1.0 0.0
s2 0.0 1.0
O s1 s2
o1 0.85 0.15
o2 0.15 0.85
ouvrir a` gauche (a1)
ou a` droite (a2)
T s1 s2
s1 0.5 0.5
s2 0.5 0.5
O s1 s2
s1 0.5 0.5
s2 0.5 0.5
Figure 2.5 – Illustration des e´tats, des actions et des observations, ainsi que des fonctions
de transition, d’observation et de re´compense pour le proble`me du tigre.
Pour commencer a` re´soudre ce proble`me, un ensemble initial de α-vecteurs V0 est extrait
directement de la fonction de re´compense, a` savoir un α-vecteur par action :
V0 ← αa(s) = r(s, a),∀a ∈ A. (2.20)
La figure 2.6(a) montre la fonction de valeur initiale parame´tre´e par ces α-vecteurs. Cette
figure montre seulement la dimension b(s1), puisque b(s2) = 1 − b(s1). Les figures 2.7 et
2.8 de´crivent les e´tapes qui ame`nent a` la solution pour un horizon t = 1, avec un facteur
d’actualisation γ = 0.95. La premie`re e´tape consiste a` projeter V0 pour chaque paire action-
observation (e´quation 2.17). La seconde e´tape concerne la somme croise´e avec les revenus
imme´diats (e´quation 2.18). L’e´tape finale concerne l’union (e´quation 2.19). La fonction de
valeur a` l’e´tape V1 est ainsi construite, et montre´e sur la figure 2.6(b).
-40.0
-30.0
-20.0
-10.0
0.0
10.0
0.0 0.2 0.4 0.6 0.8 1.0
V 0
b(s1)
(a) α-vecteurs pour t = 0. Le vecteur en rouge
est associe´ a` l’action a0, le vecteur en bleu a`
a1, et le vecteur en vert a` a2.
-100.0
-80.0
-60.0
-40.0
-20.0
0.0
20.0
0.0 0.2 0.4 0.6 0.8 1.0
V 1
b(s1)
(b) α-vecteurs pour t = 1. Les vecteurs en
rouge sont associe´s a` l’action a0, les vecteurs
en bleu a` a1, et les vecteurs en vert a` a2.
Figure 2.6 – Fonction de valeur pour les deux premie`res ite´rations du proble`me du tigre.
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Γa0 =
[ −1
−1
]
Γa1 =
[
10
−100
]
Γa2 =
[ −100
10
]
⋃
a∈A
V0 =
{[ −1
−1
] [
10
−100
] [ −100
10
]}
Figure 2.7 – Ite´ration exacte sur la fonction de valeur a` t = 0.
Γa0,o00 =
{[ −0.1425
−0.8075
] [
1.425
−80.75
] [ −14.25
8.075
]}
Γa0,o10 =
{[ −0.8075
−0.1425
] [
8.075
−14.25
] [ −80.75
1.425
]}
Γa0,∗ =
{[ −1
−1
]}
+ + +
Γa0 =
{[ −1.95
−1.95
] [
6.932
−16.05
] [ −81.89
−0.382
] [ −0.382
−81.89
] [
8.5
−96
] [ −80.32
−80− 32
] [ −16.05
6.932
] [ −7.175
−7.175
] [ −96
8.5
]}
...
Γa2,o00 =
{[ −0.475
−0.475
] [
4.75
−47.5
] [ −47.5
4.75
]}
Γa2,o10 =
{[ −0.475
−0.475
] [
4.75
−47.5
] [ −47.5
4.75
]}
Γa2,∗ =
{[ −100
10
]}
+ + +
Γa2 =
{[ −100.95
9.05
] [ −95.72
−37.97
] [ −147.9
14.27
] [ −95.72
−37.97
] [ −90.5
−85
] [ −142.7
−32.75
] [ −147.9
14.27
] [ −142.7
−32.75
] [ −195
19.5
]}
V1 ←
⋃
a∈A
Γa =
{[ −1.95
−1.95
] [ −6.932
−16.05
] [ −81.89
−0.382
] · · ·
· · ·
[ −147.9
14.275
] [ −142.7
−32.75
] [ −195
19.5
]}
Figure 2.8 – Ite´ration exacte sur la fonction de valeur a` t = 1
Malheureusement, a` chaque e´tape, un nombre de vecteurs exponentiel en |Ω| est ge´ne´re´ :
|Vn+1| = |A||Vn||Ω|. Les re´gions associe´es a` de nombreux vecteurs seront vides, et seront
donc inutiles (vecteurs en noir dans la figure 2.6(b) de l’exemple 2.2.1). Des algorithmes
comme [Littman, 1997,Monahan, 1982] s’inte´ressent a` les identifier pour, ensuite, les ignorer.
Cette ope´ration, qu’on appelle e´lagage, exige la re´solution d’un programme line´aire pour
chaque α-vecteur, et est plutoˆt couˆteuse [Sigaud et Buffet, 2008] puisqu’elle ajoute des couˆts
de traitement, surtout quand l’espace d’e´tat est grand. De plus, nous rappelons que dans le
pire cas, la programmation line´aire a une complexite´ exponentielle en nombre d’observations.
Dans [Littman, 1994], une autre approche est envisage´e : e´tant donne´ les ensembles de
vecteurs re´sultants des projections Γa,o et des sommes croise´es Γa, et e´tant donne´ un e´tat
de croyance b, on conside`re le vecteur qui maximise la valeur de b en ajoutant ce vecteur
dans V . Apre`s, on cherche une e´vidence, soit un point te´moin, pour lequel ce vecteur est
sous-optimal. Quand on rencontre un point te´moin, on ajoute le vecteur optimal de ce point
a` la repre´sentation actuelle de V . Ensuite, on ve´rifie la dominance de ce nouveau vecteur afin
de trouver un autre point te´moin, et ainsi de suite. Cet algorithme, qui a pour nom witness,
calcule une solution exacte. Ces ve´rifications exigent la re´solution d’un programme line´aire,
qui est construit pour chaque ve´rification de la dominance d’un α-vecteur afin de obtenir
une repre´sentation parcimonieuse de V .
[Littman, 1997] propose de re´aliser des ope´rations d’e´lagage de manie`re incre´mentale. La
ve´rification de la dominance de chaque vecteur est faite a` des moments diffe´rents : apre`s la
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projection pour le calcul des Γa,oi , apre`s la somme croise´e avec les revenus imme´diats et apre`s
l’union des vecteurs sur les actions. De cette fac¸on, nous pouvons obtenir une repre´sentation
plus compacte de la fonction de valeur.
En ge´ne´ral, calculer une solution ou une politique optimale pour les POMDPs devient
un proble`me insoluble pour des proble`mes re´alistes. Ceci exige des techniques de re´solution
approche´e. Dans la suite nous pre´senterons quelques travaux qui se sont inte´resse´s a` appro-
cher la fonction de valeur des POMDP par des algorithmes approche´s (e´quation de valeur
modifie´e).
2.3 Me´thodes pour l’approximation de la fonction de valeur
Approximation par une politique myope. Une politique myope [Hauskrecht, 2000,
Smith et Simmons, 2004] est une politique ou` la meˆme action est toujours re´alise´e inde´pen-
damment de l’e´tat de croyance et des observations. La valeur associe´e a` une politique myope
est clairement une borne infe´rieure de la valeur optimale du POMDP. La fonction de valeur
re´sultante d’une politique myope est spe´cifie´e par un ensemble de α-vecteurs de taille |A|, ou`
chaque vecteur correspond a` la valeur espe´re´e si l’on suit la politique myope correspondante.
Ces α-vecteurs peuvent eˆtre calcule´s par :
αat+1 = r(s, a) + γ
∑
s′∈S
p(s′|s, a)αat (s′), (2.21)
ou`, αa0 = mins∈S
r(s,a)
1−γ . Ces α-vecteurs constituent l’ensemble Γt a` partir du quel on obtient
la borne infe´rieure de la valeur pour un e´tat de croyance b, telle que :
Vt(b) = max
α∈Γt
∑
s∈S
b(s)α(s)
Approximation par MDP. Dans [Littman et al., 1995] des approximations base´es sur
la re´solution du MDP sous-jacent a` un POMDP ont e´te´ propose´es. La premie`re est connue
comme MDP approximation. Soit Vˆn une fonction line´aire de´crite pas un vecteur α
MDP
n qui
correpond a` la fonction de valeur VMDPn (s), ∀s ∈ S, la fonction de valeur du POMDP VˆMDP
peut eˆtre approche´e par :
VˆMDPn+1 (b) =
∑
s∈S
b(s) max
a∈A
[
r(s, a) + γ
∑
s′∈S
p(s′|s, a)αMDPn (s′)
]
(2.22)
= LMDP VˆMDPn (b) (2.23)
ainsi, VˆMDP est de´crite par une fonction line´aire avec les composantes :
αMDPn+1 (s) = V
MDP
n+1 (s) = max
a∈A
{r(s, a) + γ
∑
s′∈S
p(s′|s, a)αMDPn (s′)} (2.24)
Cette application de l’ope´rateur de mise a` jour nous rame`ne toujours a` une fonction line´aire
(compose´e d’un seul α-vecteur) (voir figure 2.9(a)). De plus, celle-ci fournit une politique
optimiste vis-a`-vis du POMDP, et est connue comme une borne supe´rieure de la vraie fonction
de valeur du POMDP [Hauskrecht, 2000].
Approximation par des Q-fonctions (QMDP). Une variante a` l’approximation MDP
utilise des Q-fonctions [Littman et al., 1995] ; cette approximation diffe`re de la pre´ce´dente
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0 1
b(s1)
V
V ∗MDP(s2)
VˆMDP V ∗MDP(s1)
V ∗POMDP
(a) Approximation par MDP
0 1
b(s1)
V
Q∗MDP(s2, a1)
Q∗MDP(s1, a2)Q
∗
MDP(s2, a2)
Q∗MDP(s1, a1)
VˆQMDP
V ∗POMDP
(b) Approximation par Q-fonction (QMDP)
Figure 2.9 – Approximations base´es sur le MDP sous-jacent au POMDP pour un proble`me
a` 2 e´tats et 3 actions.
essentiellement par une permutation des ope´rateurs de somme sur les e´tats et de maximum
sur les actions. Elle approche la fonction de valeur du POMDP par :
Vˆ (b) = max
a∈A
∑
s∈S
b(s)QMDP (s, a), avec (2.25)
QMDP (s, a) = r(s, a) + γ
∑
s′∈S
p(s′|s, a)V ∗MDP (s′) (2.26)
La re`gle de mise a` jour de cet ope´rateur d’approximation peut eˆtre de´finie par :
Vˆ QMDPn+1 (b) = max
a∈A
∑
s∈S
b(s)
[
r(s, a) + γ
∑
s′∈S
p(s′|s, a) max
αn∈Vn
αMDPn (s
′)
]
(2.27)
= LQMDP VˆMDPn (b) (2.28)
Q∗MDP est la Q-fonction optimale pour le MDP sous-jacent d’un POMDP. Cette approxi-
mation Vˆ QMDP est line´aire par morceaux et convexe avec |A| fonctions line´aires (voir
figure 2.9(b)), ou` chaque fonction line´aire correspond a` une action. Cette approximation
est aussi une borne supe´rieure de la fonction de valeur optimale du POMDP telle que,
LVˆn ≤ LQMDP Vˆn ≤ LMDP Vˆn [Hauskrecht, 2000].
Me´thode de la borne la plus informative (FIB). Les approches pre´sente´es pre´ce´de-
mment ignorent l’observabilite´ partielle et s’appuient sur le mode`le comple`tement observable
sous-jacent. Afin d’ame´liorer ces approximations, [Hauskrecht, 2000] propose une me´thode
d’approximation base´e sur le vrai ope´rateur de mise a` jour de la fonction de valeur du
POMDP. En manipulant l’ope´rateur max le plus a` droite de l’e´quation :
Vn+1(b) = max
a∈A
{∑
s∈S
r(s, a)b(s) + γ
∑
o∈Ω
max
αn∈Vn
∑
s′∈S
p(o | s′, a)
∑
s∈S
p(s′ | s, a)b(s)αn(s′)
}
,
(2.29)
et en extrayant la somme sur les e´tats, on peut obtenir l’approximation Vˆn+1 telle que :
Vˆn+1(b) = max
a∈A
{∑
s∈S
r(s, a)b(s) + γ
∑
o∈Ω
∑
s∈S
b(s) max
αn∈Vn
∑
s′∈S
p(o|s′, a)p(s′|s, a)αn(s′)
}
(2.30)
= max
a∈A
{∑
s∈S
b(s)
[
r(s, a) + γ
∑
o∈Ω
max
αn∈Vn
∑
s′∈S
p(o|s′, a)p(s′|s, a)αn(s′)
]}
(2.31)
= LFIBVˆn(b) (2.32)
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Algorithme 1: Approximation par la me´thode en ”dents de scie”.
entre´e : POMDP, b, Q, V
sortie : valeur V (b).
1 V (b)← maxa∈A
∑
s∈S b(s)Qa(s);
2 foreach b′ ∈ B\{es|s ∈ S} do
3 c(b′)← mins∈S b(s)b′(s) , ∀s|b′(s) > 0, b(s) > 0 ;
4 f(b′)← V (b′)−∑s∈S b(s)V (es);
5 b′∗ ← arg minb′∈B c(b′)f(b′);
6 V (b)← min(V (b), c(b′∗)f(b′∗) +∑s∈S b(s)V (es));
L’approximation Vˆn+1 = LFIBVˆn conduit apre`s mise a` jour une fonction line´aire par mor-
ceaux et convexe compose´e par au plus |A| vecteurs, chacun correspondant a` une des actions.
Il a e´te´ prouve´ que cette approximation est aussi une borne supe´rieure de la fonction de va-
leur optimale du POMDP, telle que : LVˆn ≤ LFIBVˆn ≤ LQMDP Vˆn ≤ LMDP Vˆn [Hauskrecht,
2000].
Approximations par interpolation de la valeur. La fonction de valeur sur l’espace
continu d’e´tats de croyance peut eˆtre approche´e par une re`gle d’interpolation ou d’extra-
polation base´e sur un nombre fini d’e´tats de croyance avec lesquels une valeur est as-
socie´e. L’approximation par interpolation la plus utilise´e dans la litte´rature est l’interpolation
line´aire [Hauskrecht, 2000]. Celle-ci est prouve´e eˆtre une borne supe´rieure de la fonction de
valeur optimale du POMDP [Lovejoy, 1991].
L’objectif est trouver la meilleure interpolation, celle qui ame`ne a` la borne supe´rieure la
plus proche de la fonction de valeur optimale. Soit b un e´tat de croyance, G une grille de
points bj dans l’espace d’e´tats de croyance et {bj , V (bj)|bj ∈ G} un ensemble de paires e´tat de
croyance-valeur, la meilleure interpolation peut eˆtre trouve´e par le proble`me d’optimisation
line´aire suivant :
Vˆ (b) = min
λ
|G|∑
j=1
λjV (bj) (2.33)
s.c. 0 ≤ λj ≤ 1, ∀j (2.34)
|G|∑
j=1
λj = 1 (2.35)
b =
∑
j
λjbj (2.36)
Pour e´viter la re´solution du programme line´aire, [Hauskrecht, 2000] a propose´ la me´thode
dite en “dents de scie” (sawtooth en anglais) qui fournit une borne supe´rieure de la fonction
de valeur optimale. Cette me´thode de´crite dans l’algorithme 1 (voir [Poupart et al., 2011])
permet d’approcher la valeur d’un e´tat de croyance tre`s rapidement en se basant sur les
valeurs V (approximation par MDP) et Q (approximation par QMDP) d’un ensemble fini
d’e´tats de croyance B ∈ ∆. Cette approximation trouve la meilleure interpolation en utilisant
les |S| − 1 points extreˆmes, note´s es, et un point inte´rieur b′ ∈ B du simplexe.
D’autres me´thodes d’approximation base´es sur des grilles, sur ajustement de courbes ou
encore sur le MDP sous-jacent inobservable ont e´te´ propose´es. Nous invitons tout lecteur
inte´resse´ a` se rapporter a` [Hauskrecht, 2000,Poupart et al., 2011] pour plus de de´tails.
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Les me´thodes pre´sente´es dans cette sous-section, qui e´vitent de calculer les projections
pour la mise a` jour de la fonction de valeur parame´tre´e par des α-vecteurs en utilisant
a` la place des approximations, sont aujourd’hui de´passe´es au niveau de la performance
(re´compenses accumule´es) par des me´thodes algorithmiques plus re´centes. Ces me´thodes
plus re´centes se focalisent sur la recherche d’un ensemble fini, e´chantillonne´, et borne´ d’e´tats
de croyance dits atteignables et re´alisent des ite´rations sur la fonction de valeur pour cet en-
semble borne´ d’e´tats de croyance. De plus, une partie de ces me´thodes utilisent la borne
infe´rieure et/ou supe´rieure de la fonction de valeur, qui sont souvent calcule´es par les
me´thodes approximatives pre´sente´es pre´ce´demment, comme heuristique dans l’initialisation
de la valeur et l’exploration de l’espace d’e´tats de croyance afin de construire un ensemble
d’e´tats de croyance pertinent.
2.4 Me´thodes approximatives d’ite´ration sur la fonction de valeur
La principale cause de complexite´ du calcul d’une solution exacte pour un POMDP est
qu’a` chaque e´tape du calcul de la fonction de valeur, l’action optimale doit eˆtre trouve´e
pour tout point de l’espace de croyance. Nous avons mis en e´vidence par l’exemple 2.2.1 que
la taille de la fonction de valeur augmente exponentiellement a` chaque pas de l’horizon de
planification.
Une approche naturelle pour combattre cette complexite´ est de calculer la fonction de
valeur seulement pour un ensemble fini d’e´tats de croyance. Dans la suite, nous pre´senterons
l’ope´rateur de mise a` jour de la valeur utilise´ ponctuellement sur certains e´tats de croyance
par des approches de re´solution approximatives.
2.4.1 Ope´rateur de mise a` jour de la valeur – backup
Soit une fonction de valeur Vn parame´tre´e par un ensemble d’α-vecteurs Γ et un e´tat de
croyance particulier b, on peut calculer le vecteur αbn+1 de Vn+1, qui maximise la valeur de b
a` l’instant n+ 1 a` partir de LVn comme suit :
αbn+1 = arg max
αin+1∈LVn
b · αin+1, (2.37)
ou` LVn est l’ensemble (inconnu) de vecteurs. Cette ope´ration appele´e backup fournit le αin+1
qui maximise la valeur de b et repose sur les projections calcule´es par les e´quations 2.17,
2.18 et 2.19. Si l’on de´finit ra(s) = r(s, a) et si l’on utilise les e´quations 2.6, 2.11 et 2.14,
l’ope´rateur de backup peut eˆtre obtenu par :
Vn+1(b) = max
a
[
b · ra + γ
∑
o
p(o | a, b)Vn(bao)
]
= max
a
[
b · ra + γ
∑
o
p(o | b, a) max
αin∈Vn
∑
s′
bao(s
′)αin(s
′)
]
= max
a
[
b · ra + γ
∑
o
p(o | b, a) max
αin∈Vn
∑
s′ p(o | s′, a)
∑
s p(s
′ | s, a)b(s)αin(s′)
p(o | b, a)
]
= max
a
[
b · ra + γ
∑
o
max
αin∈Vn
∑
s′
p(o | s′, a)
∑
s
p(s′ | s, a)b(s)αin(s′)
]
(2.38)
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donc :
Vn+1(b) = max
a
[
b · ra + γ
∑
o
max
αa,oi ∈Γa,o
b · αa,oi
]
(2.39)
avec Γa,o donne´ par l’e´quation 2.17. Ensuite, en appliquant l’e´galite´ suivante :
max
j
b · αj = b · arg max
j
b · αj (2.40)
deux fois en 2.39, le vecteur re´sultat de l’ope´ration backup(b) est obtenu par :
backup(b) = arg max
αab∈Γab
b · αab , avec (2.41)
Γab ← ra + γ
∑
o
arg max
αa,oi ∈Γa,o
b · αa,oi (2.42)
Il est important de noter que calculer le vecteur re´sultat de l’ope´ration backup(b) pour
tout l’espace d’e´tat de croyance est tre`s couˆteux. En effet, pour trouver l’ensemble minimal
de α-vecteurs qui couvre l’ensemble des e´tats de croyance b, on doit calculer tous les vecteurs⋃
b∈∆ backup(b) de LVn.
Dans les algorithmes approximatifs d’ite´ration sur la valeur, le calcul de 2.41 est re´duit a`
un nombre fini d’e´tapes, c’est-a`-dire que cette ope´ration est calcule´e seulement pour les e´tats
de croyances qui appartiennent a` l’ensemble fini, e´chantillonne´ et borne´ d’e´tats de croyance.
Ceci conduit a` un nombre fini de vecteurs, borne´ par la taille de l’ensemble des e´tats de
croyance.
L’utilisation des me´thodes approximatives est principalement motive´e par leur capacite´
a` trouver de bonnes politiques partielles, de´finies uniquement pour les e´tats de croyance
choisis, pour re´soudre des proble`mes de tailles conside´rablement plus e´leve´es, au prix d’une
perte (souvent controˆle´e) d’optimalite´. De plus, ces me´thodes supposent que la politique
sera ge´ne´ralise´e aise´ment dans le voisinage des e´tats de croyance pour lesquels le calcul a e´te´
re´alise´, c’est-a`-dire que la politique pourra eˆtre utilise´e pour d’autres points “proches” de
l’espace de croyance qui n’appartiennent pas a` l’ensemble fini B.
Ainsi, diffe´rentes me´thodes approximatives d’ite´ration sur la valeur ont e´te´ de´veloppe´es
pour la re´solution hors ligne et en ligne des POMDP. Les approches dites hors ligne sont
capables d’obtenir des politiques quasi-optimales en temps raisonnable. Les me´thodes de
re´solution en ligne se sont appuye´es sur les diffe´rents de´veloppements propose´s par les ap-
proches hors ligne, et arrivent aujourd’hui a` fournir des politiques partielles convenables tre`s
rapidement.
Dans la suite, nous pre´sentons d’abord les me´thodes approximatives d’ite´ration sur la
valeur de´veloppe´es pour la re´solution hors ligne. Les me´thodes de re´solution en ligne seront
pre´sente´es dans un second temps.
2.4.2 Me´thodes de re´solution hors ligne
Les me´thodes de re´solution hors ligne s’inte´ressent en approcher une fonction de valeur
afin d’obtenir une politique -optimale. Par exemple, ils re´alisent des ite´rations sur la valeur
jusqu’a` ce que la diffe´rence entre les valeurs successives (entre t et t+1) des e´tats de croyance
conside´re´s est plus petite qu’un seuil donne´ .
Par suite, nous pre´sentons quelques algorithmes de re´solution hors ligne de l’e´tat de l’art
du domaine POMDP. Nous les classons selon la me´thode employe´e pour la mise a` jour de
la valeur des e´tats de croyance (synchrone ou asynchrone) et selon la fac¸on qu’ils choisissent
les e´tats de croyance qui seront conside´re´s pour l’approximation de la fonction de valeur
(construction stochastique ou heuristique de l’ensemble d’e´tats de croyance fini et borne´).
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Figure 2.10 – Fonction de valeur a` l’instant n pour un proble`me a` 2 e´tats et 3 actions. L’α-
vecteur en rouge ne fait pas partie de la fonction de valeur, puisque aucun e´tat de croyance
de l’ensemble B = {b1, b2, b3} n’a sa valeur maximise´e par cet α-vecteur.
Ainsi, nous pre´sentons dans la suite les approches dites point-based, les approches dites trial-
based et les approches base´es sur une recherche guide´e de manie`re heuristique.
Me´thodes point-based
Les me´thodes appele´es point-based construisent une fonction de valeur line´aire par mor-
ceaux, mais focalisent la construction des α-vecteurs et la mise a` jour de la fonction de valeur
sur un ensemble fini B ∈ ∆. Ce type de me´thode met a` jour a` chaque ite´ration non seulement
les valeurs mais aussi les gradients (les α-vecteurs) pour tout point b (e´tats de croyance) de
B de manie`re synchrone. Il est indispensable de noter que l’ensemble de e´tats de croyance B
est compose´ par des e´tats de croyance conside´re´s atteignables. Ces e´tats de croyances sont
atteignables par le suivi d’une politique arbitraire en partant de b0. Ainsi, l’espace de l’e´tat
de croyance peut eˆtre couvert par un ensemble d’e´tats de croyance relativement petit avec
une forte densite´.
La figure 2.10 illustre une repre´sentation parcimonieuse de la fonction de valeur a` l’instant
n d’un proble`me a` 2 e´tats et 3 actions. Il est a` noter qu’aucun e´tat de croyance de l’ensemble
B = {b1, b2, b3} n’a sa valeur maximise´e par l’α-vecteur associe´ a` l’action a2. Ainsi, cet α-
vecteur ne ferra pas partie de la fonction de valeur. Il est a` noter que la ge´ne´ralite´ de la
politique de´pend fortement de la fac¸on par laquelle l’ensemble B est constitue´.
L’algorithme PBVI. L’algorithme d’ite´ration sur la fonction de valeur PBVI – Point-
Based Value Iteration [Pineau et al., 2003], travaille sur un ensemble fini d’e´tats de croyance.
Cet algorithme est un des premiers algorithmes performants de l’e´tat de l’art qui se focalise
sur la construction des α-vecteurs et la mise a` jour de la fonction de valeur pour un ensemble
fini B ∈ ∆, tout en de´montrant que l’erreur de l’approximation de la fonction de valeur est
borne´e et de´pend de la densite´ de B. Nous nous inte´ressons particulie`rement a` cet algorithme
car il nous sera utile lors des chapitres 4 et 5 de cette the`se.
Les auteurs de PBVI utilisent l’ope´rateur de mise a` jour de la valeur (backup) de l’e´quation
2.41 pour l’ensemble borne´ B d’e´tats de croyance. Nous appellerons cet ope´rateur de mise
a` jour de la valeur L˜PBVI. Ceci permet de calculer a` chaque e´tape la fonction de valeur de
l’ensemble B :
L˜PBVIVn =
⋃
b∈B
backup(b) (2.43)
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Algorithme 2: PBVI
entre´e : POMDP, N
sortie : fonction de valeur V
1 Initialiser V0, n = 0 ;
2 B ← b0 ;
3 repeat
4 n = n+ 1;
5 E´tendre B ;
6 Vn ← ∅;
7 Calculer toutes les projections Γa,o de Vn−1 (e´quation 2.17) ;
8 for b ∈ B do
9 Vn ←
⋃
backup(b) ;
10 until n < N ou ||maxαn∈Vn αn · b−maxαn−1∈Vn−1 αn−1 · b|| < ,∀b ∈ B;
Plus pre´cise´ment, l’algorithme 2 re´sume le fonctionnement de PBVI. PBVI initialise la
fonction de valeur suivant l’e´quation 2.20 (ligne 1). Ensuite, l’ensemble d’e´tats de croyance
B est initialise´ par l’e´tat de croyance initial du POMDP (ligne 2). Avec un nombre fini
d’ite´rations, l’algorithme effectue d’abord une expansion de l’ensemble d’e´tats de croyance
atteignables par des simulations stochastiques du POMDP (ligne 5).
L’ope´ration de la ligne 5 s’effectue comme suit : pour chaque point b ∈ B, un e´tat s est
tire´ suivant b(s), puis pour chaque action a ∈ A, une observation est tire´e suivant p(s′|s, a)
et p(o|s′), ainsi un ensemble {ba0, ..., baj} est cre´e´. La prochaine e´tape consiste a` mesurer la
distance euclidienne des points {ba0, ..., baj} par rapport a` tout b ∈ B, et le point le plus
e´loigne´ de tous les b ∈ B est choisi et inte´gre´ a` B.
Ensuite, PBVI calcule toutes les projections de Vn−1 suivant l’e´quation 2.17 (ligne 7).
Pour tout b ∈ B, l’ope´ration de mise a` jour de la valeur est effectue´e (e´quation 2.41). Celle-ci
construit la nouvelle fonction de valeur Vn (ligne 9, e´quation 2.43). Si le nombreN d’ite´rations
est atteint, ou si la plus grande diffe´rence de la valeur pour tout b ∈ B est infe´rieure a`
, l’algorithme s’arreˆte et la fonction de valeur approche´e par les α-vecteurs ge´ne´re´s est
retourne´e.
L’algorithme PERSEUS. Un autre algorithme d’ite´ration approximative sur la fonction
de valeur a e´te´ propose´, l’algorithme PERSEUS [Spaan et Vlassis, 2004, Spaan et Vlassis,
2005]. PERSEUS explore l’environnement et recueille un ensemble d’e´tats de croyance attei-
gnables qui est fixe´ au de´but de la re´solution. L’exploration concerne plusieurs trajectoires
partant de b0 a` travers l’espace de croyance en e´chantillonnant ale´atoirement des paires
action-observation jusqu’a` une certaine profondeur. Apre`s, la valeur de V0 est initialise´e avec
toutes les composantes e´gales a` 11−γ mins,a r(s, a) [Zhang et Zhang, 2001, Spaan et Vlas-
sis, 2005]. Cette approximation garantit que la fonction de valeur initiale sera une borne
infe´rieure. L’ide´e principale est qu’a` chaque ite´ration de la mise a` jour de fonction de valeur,
on augmente la valeur de tous les point b ∈ B par la mise a` jour de la valeur et du gradient
de seulement un sous-groupe B˜ ⊆ B. Pour cela, l’ope´rateur de mise a` jour de la valeur est
applique´ afin de calculer un α-vecteur qui maximise la valeur de b pour une ite´ration n, et
ensuite l’algorithme ve´rifie quels sont les autres b′ ∈ B qui ont vu leur valeur augmenter. Les
points b′ dont la valeur a augmente´ sont conside´re´s comme ayant leur valeur mise a` jour.
Autrement dit, on construit une fonction de valeur Vn+1 = LPERSEUSVn qui augmente la
valeur Vn sur B, telle que, Vn(b) ≤ Vn+1(b), ∀ b ∈ B.
Les deux algorithmes que nous venons de pre´senter re´alisent les ite´rations sur l’ensemble
B d’e´tats de croyance de manie`re synchrone, c’est-a`-dire, que la mise a` jour de la fonction de
valeur est re´alise´e pour tout e´tat de croyance de B a` chaque ite´ration. Une autre forme de mise
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a` jour tre`s re´pandue est l’ite´ration asynchrone sur la valeur, connue sous la de´nomination de
trial-based.
Me´thodes trial-based
Les me´thodes trial-based sont base´es sur des simulations de trajectoires dans l’espace
d’e´tats de croyance. Les e´tats de croyance visite´s le long de la trajectoire ont leur valeur mise
a` jour dans l’ordre inverse. Plus pre´cise´ment, une fois la trajectoire obtenue, la mise a` jour
s’effectue depuis l’e´tat de croyance le plus profond de la trajectoire jusqu’a` l’e´tat de croyance
initial. Dans la suite nous pre´senterons un algorithme que imple´mente cette approche.
L’algorithme RTDP-bel. L’algorithme RTDP-bel [Bonet et Gefner, 1998,Bonet et Geff-
ner, 2009] est une adaptation de l’algorithme RTDP [Barto et al., 1995], conc¸u initialement
pour la re´solution des MDP. RTDP-bel, en plus de discre´tiser les e´tats de croyance et main-
tenir une Q-fonction pour ces e´tats de croyance discre´tise´s, sugge`re une transformation du
mode`le POMDP vers un POMDP oriente´ “but” avec un mode`le de re´compenses transforme´
en un mode`le de couˆts (c(s, a) a` la place de r(s, a)). Selon les auteurs, ceci est ne´cessaire,
car l’algorithme de base RTDP suppose que la trajectoire atteindra apre`s plusieurs e´tapes
un e´tat but avec probabilite´ 1 depuis chaque e´tat initial possible, tout en essayant de mini-
miser les couˆts. Les trajectoires sont exe´cute´es en accord avec le mode`le POMDP, jusqu’a`
l’e´tat de croyance but ; a` chaque e´tape une projection de l’e´tat de croyance vers un e´tat
de croyance discre´tise´ proche est re´alise´e, afin de mettre a` jour la valeur de cet e´tat de
croyance discre´tise´. Dans cet algorithme, la fonction de valeur n’est pas repre´sente´e par des
α-vecteurs, mais repre´sente´e par une table de hachage dont la cle´ d’entre´e est cet e´tat de
croyance discre´tise´. La fonction de discre´tisation est tre`s simple, celle-ci projette chaque b(s)
en d(b(s)) = ceil(D ∗ b(s)), ou` D est un entier positif, et la fonction ceil(x) fournit l’entier
imme´diatement supe´rieur ou e´gal a` x. Cette discre´tisation est faite seulement pour acce´der a`
la valeur dans la table de hachage, et ne substitue pas un e´tat de croyance du POMDP visite´
au cours d’une trajectoire. RTDP-bel n’offre aucune garantie de convergence en raison de la
discre´tisation pour l’acce`s a` la table de hachage, car la valeur associe´e a` un e´tat de croyance
discre´tise´ peut osciller. De plus, cette fonction de valeur approche´e, qui est initialise´e de
fac¸on heuristique, n’a pas de garantie de demeurer une borne infe´rieure.
Me´thodes base´es sur une recherche heuristique pour la re´solution hors ligne
D’autres me´thodes sont base´es sur des simulations de trajectoires dans l’espace d’e´tats
de croyance. Contrairement aux me´thodes pre´ce´dentes les trajectoires simule´es sont guide´es :
plus pre´cise´ment, ces me´thodes se basent sur les bornes supe´rieure et infe´rieure de la fonction
de valeur pour indiquer successivement quel doit eˆtre le prochain e´tat de croyance a` visiter.
Une fois que la trajectoire est conside´re´e comme assez profonde (selon un crite`re de´fini), la
mise a` jour s’effectue comme pour les me´thodes trial-based : depuis l’e´tat de croyance le plus
profond de la trajectoire jusqu’a` l’e´tat de croyance initial (de manie`re asynchrone).
L’algorithme HSVI. L’algorithme HSVI – Heurisctic Search Value Iteration a e´te´ pro-
pose´ par [Smith et Simmons, 2004,Smith et Simmons, 2005], et depuis il de´montre une des
meilleures performances dans le domaine en ce qui concerne le temps de calcul et les revenus
collecte´s. HSVI est base´ sur le maintien d’une borne supe´rieure V , et une borne infe´rieure V
de la fonction de valeur optimale pour chaque e´tat ce croyance visite´.
La me´thode de HSVI est illustre´e dans l’algorithme 3. A` partir des heuristiques base´es sur
les bornes, HSVI guide les trajectoires dans l’espace d’e´tat de croyance en se´lectionnant suc-
cessivement : l’action qui est conside´re´e comme la plus prometteuse pour l’e´tat de croyance
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Algorithme 3: HSVI [Smith et Simmons, 2005]
entre´e : POMDP
sortie : fonction de valeur V
1 Initiliser V et V ;
2 while V (b0)− V (b0) >  do
3 Explorer(b0, V , V );
4 fonction Explorer(b, V , V );
5 if V (b)− V (b) > γ−t then
6 a∗ ← arg maxa∈AQV (b, a) ;
7 o∗ ← arg maxo∈Ω p(o|b, a∗)(V (boa)− V (boa)) ;
8 Explorer(bo
∗
a∗ , V , V ) ;
9 V ← backup(b, V ) ;
10 V ← LV ;
visite´, c’est-a`-dire, celle qui maximise la Q-valeur QV (b, a) (choix glouton) (ligne 6 de l’algo-
rithme 3) ; puis, l’observation pour laquelle la diffe´rence p(o|b, a∗)(V (b)−V (b)) est maximale
(ligne 7). Ces choix sont re´alise´s successivement, jusqu’a` ce que la trajectoire puisse eˆtre
conside´re´e comme assez profonde. Autrement dit, le crite`re d’arreˆt de la recherche est tel
que : l’algorithme s’arreˆte quand l’erreur entre la valeur des bornes pour l’e´tat de croyance
visite´ est conside´re´ comme “petite” par rapport aux parame`tres , γ et t (ligne 5). Ensuite,
il exe´cute la mise a` jour de la valeur de la borne supe´rieure (e´quation 2.11 applique´e a` la
borne) et l’ope´ration de mise a` jour de la valeur (e´quation 2.41) pour l’e´tat de croyance ob-
serve´ (lignes 9 et 10). La mise a` jour de la valeur des e´tats de croyance allant du plus profond
jusqu’a` l’origine des trajectoires (b0) est assure´e par la re´cursivite´ de la fonction Explorer.
Dans HSVI, la borne supe´rieure a une repre´sentation du type point-valeur, c’est-a`-dire
qu’elle est repre´sente´e par des paires [V (b), b]. De plus, dans la version 1 de HSVI [Smith
et Simmons, 2004], a` chaque fois qu’un nouvel e´tat de croyance b′ est de´couvert, la valeur
initiale de V (b′) est approche´e par la technique d’interpolation line´aire, pre´sente´e dans la
section 2.3. Et dans la version 2 de HSVI [Smith et Simmons, 2005] par l’algorithme 1.
L’ope´ration de mise a` jour de la borne supe´rieure s’appuie sur l’ope´rateur L. La borne
infe´rieure est initialise´e par un ensemble de α-vecteurs re´sultants du calcul d’une fonction de
valeur myope (voir section 2.3).
Le maintien d’une borne supe´rieure qui est mise a` jour en paralle`le des ope´rations de
mise a` jour de la valeur des e´tats de croyance est une manœuvre conside´re´e couˆteuse. Afin
de combattre cela, [Shani et al., 2007] a propose´ l’algorithme FSVI qui ne maintient pas de
borne supe´rieure, ce qui se traduit par un gain conside´rable dans le temps de calcul.
L’algorithme FSVI. FSVI – Forward Search Value Iteration est un algorithme de re´solution
de POMDP oriente´ “but” base´ sur les avantages des algorithmes RTDP-bel et HSVI. Contrai-
rement a` RTDP-bel, FSVI n’utilise pas de transformations, il fixe un nombre d’e´tapes de
recherche si un “but” n’a pas e´te´ retrouve´. FSVI imple´mente la meˆme structure re´cursive de
recherche dans l’espace d’e´tats de croyance que HSVI, mais contrairement a` HSVI il ne main-
tient pas de borne supe´rieure. A` la place, il propose un choix glouton d’actions d’exploration
base´ sur la Q-fonction de valeur du MDP sous-jacent.
Cet algorithme a de´montre´ un gain conside´rable de temps dans la convergence de la
fonction de valeur, ce qui met en e´vidence le fait qu’une politique de recherche gloutonne base´e
sur le MDP sous-jacent peut, dans certains cas, eˆtre suffisante. Par contre, dans les proble`mes
ou` la prise d’information sur le syste`me est indispensable pour le bon de´roulement de la
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mission, FSVI a de´montre´ un comportement tre`s pauvre, duˆ au fait que la politique gloutonne
de recherche base´e sur le MDP sous-jacent, qui ne tient pas compte de l’observabilite´ partielle,
conduit la recherche vers des e´tats de croyance ou` le gain associe´ a` r(s, a) est important, et
non vers des e´tats de croyance ou` le gain d’information serait prioritaire.
L’algorithme SARSOP. Un autre algorithme base´ sur HSVI est l’algorithme SARSOP
propose´ par [Kurniawati et al., 2008]. SARSOP utilise la meˆme strate´gie de choix que HSVI,
c’est-a`-dire, que l’algorithme calcule des trajectoires dans l’espace d’e´tat de croyance en
se´lectionnant l’action de manie`re gloutonne, et l’observation de fac¸on a` ce que la recherche
aboutisse a` un e´tat de croyance pour lequel la contribution V (b)−V (b) est maximale. SAR-
SOP initialise les bornes supe´rieure et infe´rieure de la meˆme fac¸on que HSVI. La diffe´rence
entre les algorithmes se trouve dans la manie`re d’arreˆter la recherche en profondeur. HSVI
arreˆte la recherche une fois que V (b)− V (b) > γ−t. SARSOP proce`de diffe´remment. Il pro-
page la valeur de la borne infe´rieure et une valeur approche´e de la borne supe´rieure de b0 tout
au long de la trajectoire. Ceci afin de : (1) comparer a` chaque e´tape de l’exploration la borne
infe´rieure propage´e et e´value´e en b avec une pre´diction de la valeur optimale de ce meˆme b
explore´ ; et (2) de comparer a` chaque e´tape de l’exploration la valeur approche´e de la borne
supe´rieure propage´e et e´value´e en b avec la borne supe´rieure courante de ce b. Dans SARSOP,
le crite`re d’arreˆt de la recherche est de´fini selon : [(Vˆ ≤ L) et (V (b) ≤ max{U, V (b)+γ−t})],
ou` Vˆ est la valeur optimale pre´dite de b, L et U repre´sentent les bornes propage´es et e´value´es
en b, et V (b) et V (b) les bornes infe´rieure et supe´rieure courantes de ce meˆme b explore´. Ainsi,
la profondeur de recherche est de´termine´e de fac¸on a` privile´gier une recherche de points moins
profondes que HSVI. Ensuite, la mise a` jour de la valeur des e´tats de croyance allant du plus
profond jusqu’a` l’origine des trajectoires (b0) est re´alise´e comme pour HSVI et FSVI. SAR-
SOP est suppose´ (aucune preuve the´orique n’est fournie) orienter la recherche vers des e´tats
de croyance qui sont les plus susceptibles d’appartenir a` l’ensemble B∗, c’est-a`-dire a` l’en-
semble d’e´tats de croyance optimal qui est atteint si une politique optimale est exe´cute´e.
Les re´sultats expe´rimentaux publie´s montrent que SARSOP est aussi performant que HSVI
en ce qui concerne les re´compenses accumule´es, tout en e´tant le´ge`rement plus rapide. Nous
invitions tout lecteur inte´resse´ a` consulter [Kurniawati et al., 2008] pour plus de de´tails sur la
pre´diction de la valeur optimale des e´tats de croyance explore´s et la propagation des bornes
de b0.
Les algorithmes pre´sente´s ci-dessus, qui ont e´te´ de´veloppe´s dans le cadre d’une re´solution
hors ligne, sont aujourd’hui capables d’approcher des politiques quasi-optimales pour des
POMDP de grand taille en temps raisonnable (de l’ordre des milliers d’e´tats). Dans la suite
nous nous focaliserons sur des algorithmes de re´solution en ligne re´cemment de´veloppe´s, et
qui utilisent les avantages des techniques pre´sente´es pre´ce´demment.
2.4.3 Me´thodes de re´solution en ligne
Graˆce aux me´thodes re´cemment de´veloppe´es pour la re´solution hors ligne des POMDP,
qui ont propulse´ le gain de temps de re´solution, la re´solution en ligne des POMDP a com-
mence´ a` eˆtre envisage´e, particulie`rement dans le domaine de la robotique. Une difficulte´ ma-
jeure de la planification en ligne est qu’elle doit re´pondre a` des contraintes de temps dures
lie´es aux architectures d’exe´cution dans laquelle les algorithmes POMDP sont embarque´s.
Des approches re´centes comme [Paquet et al., 2006,Ross et Chaib-Draa, 2007] sugge`rent
de combiner des approximations calcule´es hors ligne avec des approches de re´solution en
ligne pour affronter de manie`re efficace la re´solution des POMDP. L’ide´e est d’utiliser des
politiques obtenues par des algorithmes classiques de calcul hors ligne pour guider la recherche
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des algorithmes en ligne. Cette technique permet a` des algorithmes en ligne de planifier pour
un horizon court tout en respectant les contraintes de temps re´el avec une bonne pre´cision,
car l’optimisation en ligne pour un horizon fixe´ permet de re´duire l’erreur d’approximation
de la fonction de valeur initiale calcule´e hors ligne [Paquet et al., 2006].
Un algorithme de re´solution en ligne (voir algorithme 4) est divise´ en une phase de
planification (lignes 5 a` 7) et une phase d’exe´cution (lignes 8 a` 11), qui sont re´alise´es alterna-
tivement [Ross et al., 2008b]. Dans la phase de planification, l’algorithme calcule la meilleure
action a` exe´cuter pour l’e´tat de croyance courant de l’agent. Ceci est normalement obtenu
en deux e´tapes :
1. A` partir d’un arbre constitue´ par les e´tats de croyance dits atteignables depuis l’e´tat de
croyance courant par l’exe´cution des paires action-observation (voir figure 2.11), l’algo-
rithme choisit (ligne 5) le prochain nœud a` de´velopper afin de continuer la construction
de l’arbre (lignes 6 et 7). Dans cet arbre les nœuds subse´quents sont calcule´s par la
re`gle de Bayes (e´quation 2.6). Notez que toutes les actions et observations doivent eˆtre
conside´re´es ;
2. Ensuite, la valeur de l’e´tat de croyance courant est estime´e par la propagation des
valeurs estime´es des feuilles et de ses parents jusqu’a` la racine, suivant l’e´quation de
Bellman 2.9. La valeur des feuilles est souvent estime´e par une fonction de valeur
approche´e hors ligne.
Cette phase de planification est re´pe´te´e jusqu’a` ce que la condition d’arreˆt soit atteinte,
ou jusqu’a` ce que la dure´e maximum alloue´e a` la planification soit atteinte. Une fois la
planification termine´e, l’exe´cution prend le relais en exe´cutant l’action qui maximise la valeur
courante de l’e´tat de croyance courant (ligne 8) ; apre`s exe´cution, une observation est rec¸ue
de l’environnement (ligne 9) et la mise a` jour de l’e´tat de croyance est faite par la re`gle de
Bayes (e´quation 2.6) (ligne 10). Finalement, la mise a` jour de l’arbre d’e´tats de croyance est
re´alise´e (ligne 11).
Dans le but d’eˆtre plus efficaces, les algorithmes de re´solution en ligne cherchent a` limiter
le nombre d’e´tats de croyance qui constituent l’arbre de recherche en fixant la profondeur
de recherche ou en choisissant de de´velopper les nœuds les plus pertinents. De cette fac¸on,
les approches diffe`rent dans la fac¸on que les sous-routines des lignes 5 et 6 dans l’algorithme
4 sont imple´mente´es. Suivant [Ross et al., 2008b], nous pouvons classifier ces diffe´rentes
approches en trois cate´gories : approches base´es sur une recherche de type branch-and-bound ;
approches base´es sur une recherche par e´chantillonnage (Monte Carlo) ; et approches base´es
sur une recherche guide´e de manie`re heuristique.
b0
...
ba1o1 b
a1
o2
... ba1om
a1
o1
o2 om
a1 an
Figure 2.11 – Un arbre de recherche T en partant de b0.
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Algorithme 4: Sche´ma ge´ne´ral des algorithmes de re´solution en ligne pour les POMDP
[Ross et al., 2008b].
entre´e : POMDP
statique : T : arbre de recherche dans l’espace d’e´tats de croyance ;
D : profondeur de recherche ;
1 Initiliser bc ← b0;
2 Initialiser T avec seulement bc;
3 while mission non termine´e do
4 while de´lai pour la planification non e´coule´ do
5 b∗ ← choisir le prochain nœud a` de´velopper ;
6 De´velopper b∗ ;
7 Mise a` jour des parents de b∗ jusqu’a` la racine ;
8 Exe´cuter la meilleure action a∗ pour bc ;
9 Prendre une observation o ;
10 Mettre a` jour par la re`gle de Bayes (e´q. 2.6) l’e´tat de croyance bc ← bcoa∗ ;
11 Mettre a` jour l’arbre pour que bc soit le nouveau nœud racine ;
Me´thodes base´es sur une recherche de type branch-and-bound
Dans un algorithme base´ sur une recherche de type branch-and-bound pour la re´solution
en ligne des POMDP, les bornes supe´rieure et infe´rieure de la fonction de valeur sont cal-
cule´es au de´but du processus de re´solution, et sont mises a` jour lors du calcul en ligne.
Ces bornes dirigent la recherche de type branch-and-bound, qui se compose d’un recense-
ment syste´matique de tous les nœuds possibles, et au fur et a` mesure que l’optimisation se
de´roule, la me´thode e´limine des sous-ensembles de nœuds sous-optimaux a` l’aide des bornes
supe´rieure et infe´rieure. Les bornes sont calcule´es au niveau des feuilles puis propage´es vers
les nœuds parents au cours de l’optimisation. Ainsi :
LT (b) =
{
V (b), si b ∈ F(T )
maxa∈AQLT (b, a), sinon
(2.44)
QLT (b, a) = r(b, a) + γ
∑
o∈Ω
p(o|b, a)LT (boa), (2.45)
UT (b) =
{
V (b), si b ∈ F(T )
maxa∈AQUT (b, a), sinon
(2.46)
QUT (b, a) = r(b, a) + γ
∑
o∈Ω
p(o|b, a)UT (boa), (2.47)
ou`, F(T ) repre´sente l’ensemble de nœuds feuilles de l’arbre de recherche T , UT (b) et LT (b) les
bornes supe´rieure et infe´rieure de V ∗(b) pour un e´tat de croyance b, QUT (b, a) et QLT (b, a)
repre´sentent les bornes correspondant a` Q∗(b, a), et V (b) et V (b) les bornes utilise´es pour
les feuilles, souvent initialise´es hors ligne par les me´thodes approximatives discute´es dans la
section 2.3. Ces e´quations e´quivalent a` l’e´quation de Bellman 2.9 applique´e aux bornes.
E´tant donne´ ces bornes, le principe de la technique de branch-and-bound consiste a`
e´liminer les nœuds conside´re´s sous-optimaux : si une action a dans un e´tat de croyance b a
sa borne supe´rieure QUT (b, a) plus petite que la borne infe´rieure d’une action a˜, QLT (b, a˜),
nous savons que Q∗(b, a˜) ≥ Q∗(b, a) ; et donc a est sous-optimale. De cette fac¸on, l’algorithme
peut couper le sous-arbre de a, afin qu’aucun e´tat de croyance atteint par a ne soit conside´re´
dore´navant.
51
Chapitre 2. POMDP
L’algorithme RTBSS. L’algorithme RTBSS - Real-Time Belief Space Search [Paquet
et al., 2006] est base´ sur la me´thode branch-and-bound. Dans RTBSS la sous-routine de la
ligne 5 de l’algorithme 4 retournent simplement l’e´tat de croyance courant. La sous-routine
de la ligne 7 n’exe´cute aucune ope´ration, car le nœud correspondant a` l’e´tat de croyance
courant n’a pas de parents. La sous-routine de la ligne 4 met en place une recherche en
profondeur d’abord jusqu’a` un horizon D. Au fur et a` mesure que les valeurs des bornes
aux nœuds de la recherche en profondeur sont actualise´es, l’algorithme coupe les actions
conside´re´es comme sous-optimales.
L’efficacite´ de RTBSS de´pend grandement de la pre´cision des bornes initiales qui sont cal-
cule´es hors ligne. Il est connu que des algorithmes de re´solution en ligne peuvent ame´liorer la
pre´cision d’une fonction de valeur approche´e par un algorithme de re´solution hors ligne sous-
optimal [Puterman, 1994,Hauskrecht, 2000] [Paquet et al., 2006] de´montre que la technique
de RTBSS ame´liore grandement, dans certain cas, la politique donne´e par un algorithme de
re´solution hors ligne.
Me´thodes base´es sur une recherche par l’e´chantillonnage
Les me´thodes base´es sur une recherche par e´chantillonnage se sont inte´resse´es a` proposer
une alternative de re´solution pour des proble`mes ou` le nombre d’observations est relative-
ment grand. Quand le nombre d’observations est grand, le facteur de branchement est assez
important lors du de´veloppement des nœuds de l’arbre de recherche. L’ide´e de ces approches
est de concentrer la recherche sur les observations les “lus probables” en e´chantillonnant un
sous-ensemble d’observations a` chaque de´veloppement et en ne conside´rant seulement que les
e´tats de croyance atteignables par les observations qui ont e´te´ tire´es. Cette strate´gie est em-
ploye´e par les algorithmes propose´s dans [McAllester et Singh, 1999,Bertsekas et Castanon,
1999].
Plus pre´cise´ment, ces approches consistent a` de´velopper l’arbre de recherche avec un ho-
rizon D fixe´, et, au lieu d’explorer toutes les observations pour chaque action, elles utilisent
C observations qui sont e´chantillonne´es suivant la probabilite´ p(o|b, a). Ensuite, cette pro-
babilite´ est approche´e par les fre´quences des observations. Ces approches s’appuient sur le
fait qu’un petit nombre d’observations est suffisant pour avoir une bonne estimation de la
valeur, en comptant sur les observations les plus probables dans le calcul de Q∗(a, b). Pour
ces algorithmes, la valeur de la borne infe´rieure des nœuds est donc approche´e par :
QLT (b, a)← r(b, a) + γ
∑
o∈Z|No(Z)>0
No(Z)
C
LT (boa) (2.48)
ou`, Z = {o1, o2, .., oC} est un sous-ensemble de Ω de C observations, et No(Z)C est la fre´quence
observe´e pour chaque observation dans Z. L’inconve´nient de ces approches est qu’aucun
e´lagage au niveau des actions n’est plus possible, duˆ au fait que l’estimation par e´chantillonnage
(Monte Carlo) ne garantit pas que les bornes seront correctement propage´es [Hauskrecht,
2000]. De plus, dans [McAllester et Singh, 1999], la borne infe´rieure des feuilles est ap-
proche´e par la re´compense imme´diate associe´e a` r(b, a). Ceci peut eˆtre ame´liore´ en utilisant
une fonction de valeur approche´e par un algorithme de re´solution hors ligne.
Dans [Bertsekas et Castanon, 1999], une technique d’e´chantillonnage est utilise´e aussi
pour approcher la valeur espe´re´e pour chaque action, en supposant que la politique initiale
(calcule´e hors ligne) sera exe´cute´e dans la suite. Cette estimation est re´alise´e a` partir de
M trajectoires de profondeur D. Ainsi, le facteur de branchement |A| influence seulement
le calcul de LT (b) au premier niveau. En conse´quence, cet algorithme est plus efficace que
[McAllester et Singh, 1999]. Par contre, la bonne performance de cette approche de´pend
fortement de la qualite´ de la politique initiale calcule´e hors ligne.
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Me´thodes base´es sur une recherche heuristique pour la re´solution en ligne
Contrairement aux me´thodes de recherche de type branch-and-bound ou par e´chantillonna-
ge, qui s’inte´ressent a` re´duire le facteur de branchement dans l’arbre, les me´thodes base´es sur
une recherche heuristique s’inte´ressent a` de´velopper uniquement les nœuds les plus pertinents
vis-a`-vis de la diminution de l’erreur d’approximation de la fonction de valeur. Autrement
dit, le nœud le plus pertinent est celui qui aidera l’algorithme a` prendre des bonnes de´cisions
le plus vite possible.
[Satia et Lave, 1973] ont propose´ un des premiers algorithmes pour la re´solution en ligne
de POMDP (construction incre´mentale de l’arbre de recherche). Cet algorithme de recherche
heuristique sugge`re de re´soudre le MDP sous-jacent d’un proble`me POMDP, en utilisant
sont re´sultat d’optimisation comme borne supe´rieure de la fonction de valeur, et comme
borne infe´rieure n’importe quelle politique dite raisonnable. L’heuristique que les auteurs
proposent pour guider la recherche est base´e sur la diffe´rence de valeur entre les deux bornes
aux feuilles. La diffe´rence peut eˆtre propage´e vers la racine et ponde´re´e par la probabilite´
que cette feuille soit visite´e au long du processus, afin de qualifier la contribution de cette
feuille dans la diminution de l’erreur d’approximation de la fonction de valeur a` la racine.
Plus pre´cise´ment, e´tant donne´ un historique hd = {a0, o1, ..., od−1, ad−1, od}, on de´finit
Pr(hd|b, pi) comme e´tant la probabilite´ d’observer cet historique en partant de b et en suivant
la politique pi. Formellement, cette probabilite´ peut eˆtre calcule´e par :
Pr(hd|b, pi) =
d∏
i=1
Pr(oi|bhi−1 , pi(bhi−1)), ou` bh0 = b. (2.49)
La contribution de cet historique a` l’erreur d’approximation de V ∗(b) peut eˆtre de´finie par :
eT (bc, b) = γd(h
bc,b
T )Pr(hbc,bT |bc, pi∗)(V ∗(b)− LT (b)) (2.50)
ou` hbc,bT repre´sente l’historique d’actions et d’observations qui me`ne bc a` b dans l’arbre de
recherche, et d(hbc,bT ) la profondeur b dans l’arbre en partant de bc. Comme en pratique on
ne connait pas a` l’avance V ∗ et pi∗, il est propose´ d’approcher la valeur de eT (bc, b) par :
eˆT (bc, b) = γd(h
bc,b
T )Pr(hbc,bT |bc, pˆiT )(UT (b)− LT (b)) (2.51)
ou` pˆiT (bc, b) repre´sente la se´quence d’actions qui me`ne de bc a` b.
A` partir de cette approximation, nous pouvons formaliser l’heuristique de choix de nœud
a` de´velopper que [Satia et Lave, 1973] utilise par :
b← arg max
b∈F(T )
γd(h
bc,b
T )Pr(hbc,bT |bc, pˆiT )(UT (b)− LT (b)) (2.52)
ou`, F(T ) repre´sente l’ensemble de feuilles candidates.
L’algorithme BI-POMDP. [Washington, 1997] a propose´ l’algorithme BI-POMDP, qui
est base´ sur l’algorithme AO* de [Nilsson, 1980, Hansen et Zilberstein, 2001] le´ge`rement
modifie´ pour ajouter les bornes supe´rieure et infe´rieure de la fonction de valeur. BI-POMDP
pre´-calcule comme borne infe´rieure le min MDP, c’est-a`-dire, la valeur la plus basse pour
chaque e´tat ponde´re´ par l’e´tat de croyance. Il utilise comme borne supe´rieure l’approximation
QMDP [Littman et al., 1995]. Le choix du prochain nœud a` de´velopper s’appuie sur le choix
du meilleur graphe, c’est-a`-dire que la recherche va eˆtre oriente´e vers des feuilles qui sont
atteignables en suivant la politique gloutonne.
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L’algorithme AO* sugge`re de de´velopper tous les nœuds qui appartiennent au meilleur
graphe G, par contre [Washington, 1997] propose de choisir celui qui maximise UG(b)−LG(b).
En conclusion, cette heuristique guide la recherche vers des nœuds qui sont atteignables par
les actions les plus prometteuses, au sens ou` l’erreur entre la borne supe´rieure et infe´rieure
est la plus importante.
Dans la suite de cette e´tude bibliographique, nous nous inte´resserons a` l’algorithme de
re´solution en ligne AEMS [Ross et Chaib-Draa, 2007], un des plus re´cents de la litte´rature
qui se base sur les heuristiques de [Satia et Lave, 1973] et de [Washington, 1997]. Plus
pre´cise´ment, nous nous inte´ressons a` cet algorithme car il nous sera utile lors du chapitre 6
de cette the`se.
L’algorithme AEMS. L’algorithme de recherche heuristique AEMS - Anytime Error Mi-
nimization Search a e´te´ propose´ par [Ross et Chaib-Draa, 2007]. Cet algorithme se base sur
les techniques heuristiques propose´es par [Satia et Lave, 1973] et [Washington, 1997]. Son
ide´e principale est de chercher a` re´duire le plus vite possible l’erreur d’approximation de la
fonction de valeur au nœud racine [Satia et Lave, 1973], tout en donnant la pre´fe´rence aux
feuilles atteignables par une politique gloutonne [Washington, 1997]. Des e´tudes the´oriques
mene´s dans [Ross et al., 2008a] pre´sentent une l’analyse the´orique des heuristiques utilise´es
dans AEMS, de´terminant des conditions suffisantes pour que ces heuristiques garantissent
d’obtenir des actions -optimale en temps limite´.
Comme la plupart des algorithmes de re´solution en ligne, AEMS dispose de deux phases :
une pour la planification, et l’autre de´die´e a` l’exe´cution de la politique. Nous allons de´tailler
la phase de planification.
Tout d’abord, AEMS initialise les bornes supe´rieure et infe´rieure qui seront utilise´es par
la suite pour guider l’optimisation. La borne supe´rieure est initialise´e par l’approximation
QMDP [Littman et al., 1995], et la borne infe´rieure par une fonction de valeur calcule´e avec
PBVI [Pineau et al., 2003], en limitant le nombre d’ite´rations pour un nombre tre`s faible
d’e´tats de croyance.
La premie`re e´tape de la phase de planification qui consiste a` choisir la prochaine feuille
a` de´velopper (ligne 5 de l’algorithme 4), est re´alise´e suivant l’heuristique pre´sente´e dans
l’e´quation 2.52. Ici, nous noterons :
Υ∗T (bc) ← arg max
b∈F(T )
κ∗T (b), avec (2.53)
κ∗T (b) = γd(h
bc,b
T )Pr(hbc,bT |bc, pˆiT )(UT (b)− LT (b)) (2.54)
Ensuite, AEMS de´veloppe et met a` jour les bornes de la feuille choisie suivant l’algorithme
5. Pour la de´velopper, AEMS commence par l’e´valuation des bornes des prochaines feuilles
associe´es aux paires action-observation (ligne 3 a` 5). L’e´tape suivante est consacre´e a` la
mise a` jour de bornes QLT (b, a) et QUT (b, a) (lignes 6 a` 7). Ensuite, le choix heuristique
de l’observation se rapporte a` celle dont la diffe´rence entre la valeur des bornes, ponde´re´e
par la probabilite´ que l’observation soit rec¸ue, est maximale (ligne 8). La valeur heuristique
de cette feuille est ensuite propage´e au nœud parent b (nœud en de´veloppement) (lignes 9
et 10). Puis, le calcul de la valeur des bornes du nœud en de´veloppement est base´e sur la
valeur des bornes de ses feuilles, ainsi que sur la de´termination de l’action optimale pour ce
nœud (lignes 11 a` 13). Finalement, le choix heuristique de l’action amenant a` la feuille la
plus pertinente est fait en conside´rant l’action qui maximise la borne supe´rieure 1 (ligne 14),
ainsi que la propagation de la valeur des heuristiques de la feuille concerne´e (ligne 15 et 16).
1. [Ross et Chaib-Draa, 2007] pre´sentent deux versions d’AEMS – AEMS1 et AEMS2 – pour lesquelles
le choix de l’action heuristique aTb diffe`re, nous pre´sentons ici le choix heuristique d’AEMS2, e´tant donne´
qu’AEMS2 pre´sente des meilleurs re´sultats en termes de revenu moyen.
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Algorithme 5: Sous-routine de´velopper(b) d’AEMS [Ross et al., 2008b].
entre´e : POMDP ;
b : e´tat de croyance a` de´velopper.
statique : bc : l’e´tat de croyance courant de l’agent ;
T : arbre de recherche dans l’espace d’e´tats de croyance ;
V : borne infe´rieure ;
V : borne supe´rieure.
1 foreach a ∈ A do
2 foreach o ∈ Ω do
3 b′ ← mise a` jour par la re`gle de Bayes avec b, a et o (e´quation 2.6) ;
4 UT (b′)← V (b′);
5 LT (b′)← V (b′) ;
6 QLT (b, a)← r(b, a) + γ
∑
o∈Ω p(o|b, a)LT (boa) ;
7 QUT (b, a)← r(b, a) + γ
∑
o∈Ω p(o|b, a)UT (boa) ;
8 oTb ← arg maxo∈Ω γp(o|b, a)(UT (boa)− LT (boa)) ;
9 κ∗T (b, a)← γp(oTb |b, a)(UT (bo
T
b
a )− LT (bo
T
b
a )) ;
10 Υ∗T (b, a)← bo
T
b
a ;
11 LT (b)← max{maxa∈AQLT (b, a), LT (b)} ;
12 UT (b)← min{maxa∈AQUT (b, a), UT (b)};
13 a∗b ← arg maxa∈A LT (b) ;
14 aTb ← arg maxa∈AQUT (b, a) ;
15 κ∗T (b)← κ∗T (b, aTb ) ;
16 Υ∗T (b)← bo
T
aTb
;
La mise a` jour des valeurs des parents du nœud de´veloppe´ jusqu’au nœud racine doit eˆtre
faite pour finaliser l’e´tape de planification. AEMS met a` jour la valeur des nœuds parents,
leurs bornes et les valeurs des heuristiques suivant l’algorithme 6.
Ainsi, AEMS combine les avantages des heuristiques de [Satia et Lave, 1973] et de
[Washington, 1997]. Avant tout, AEMS encourage la recherche vers les feuilles ou` l’erreur
UT (b) − LT (b) ponde´re´e par la probabilite´ que cette feuille soit rencontre´e dans le futur
est importante, comme dans [Satia et Lave, 1973]. Cette valeur heuristique et la feuille
concerne´e sont propage´es vers la racine graˆce aux ope´rations des lignes 3 et 4 dans l’algo-
rithme 6. De cette fac¸on, la recherche est aussi focalise´e vers les chemins les plus probables, ce
qui permet d’aborder des proble`mes avec un grand nombre d’observations. De plus, AEMS,
comme BI-POMDP, concentre la recherche vers des feuilles atteignables par des actions qui
semblent eˆtre optimales vis-a`-vis de la borne supe´rieure.Ceci est utile dans des proble`mes
avec un grand nombre d’actions. D’autre part, il est possible d’e´laguer les actions pour les-
quelles QUT (b, a) < LT (b), en e´vitant que des feuilles associe´es a` des actions domine´es soient
de´veloppe´es, comme dans l’algorithme RTBSS (me´thode branch-and-bound).
Il est a` noter que l’heuristique utilise´e par AEMS n’est pas tre`s diffe´rente de celle de HSVI
ou celle de SARSOP. Toutefois, nous rappelons que dans la re´solution hors ligne, le choix
du prochain e´tat de croyance a` visiter est re´alise´ a` chaque appel de la fonction d’exploration
(voir algorithme 3). Autrement dit, dans HSVI ou SARSOP, il n’y a pas de propagation d’une
valeur heuristique vers l’e´tat de croyance de de´part. De plus, la profondeur de recherche n’est
pas de´finie : on avance en profondeur jusqu’a` ce que le crite`re d’arreˆt soit atteint (comme
par exemple V (b)−V (b) > γ−t dans le cas de HSVI). Au contraire, AEMS construit l’arbre
d’e´tats de croyance petit-a`-petit en donnant pre´fe´rence au de´veloppement de la feuille la plus
prometteuse selon la valeur heuristique qui a e´te´ propage´e vers le nœud racine.
Dans la suite, nous terminerons notre e´tude bibliographique par une pre´sentation des
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Algorithme 6: Sous-routine de mise a` jour des nœuds parents de b d’AEMS [Ross
et al., 2008b].
entre´e : POMDP ;
b′ : e´tat de croyance b′ a` partir duquel tous les parents auront leur valeur mise a`
jour.
statique : bc : l’e´tat de croyance courant de l’agent ;
T : arbre de recherche dans l’espace d’e´tats de croyance ;
1 while b′ 6= bc do
2 Prendre (b, a) tels que l’action a dans l’e´tat de croyance b ame`ne a` l’e´tat de croyance b′ ;
3 Re´aliser les ope´rations des lignes 6 a` 10 de l’algorithme 5 pour (b, a) ;
4 Re´aliser les ope´rations des lignes 11 a` 16 de l’algorithme 5 pour b ;
5 b′ ← b
mode`les factorise´ et avec observabilite´ mixte qui ont e´te´ re´cemment propose´s dans la litte´rature.
2.5 Les mode`les POMDP factorise´s et avec observabilite´ mixte.
2.5.1 Le mode`le POMDP factorise´
Dans les POMDP, les fonctions de transition d’e´tat, d’observation et de re´compense uti-
lisent l’espace d’e´tat pour la de´finition des domaines. Pour les proble`mes avec un espace d’e´tat
important, des techniques ont e´te´ de´veloppe´es pour repre´senter ces fonctions de transition,
d’observation et de re´compense de manie`re compacte et structure´e [Poupart, 2005].
Une des re´centes avance´es, en ce qui concerne la re´solution des POMDP et la repre´sentation
des proble`mes re´alistes, exploite des proprie´te´s structurelles du proble`me [Poupart, 2005], afin
de re´soudre des proble`mes de grande taille sans e´nume´rer les e´tats individuels. Un lien avec
ce qui a e´te´ de´veloppe´ pour les re´seaux baye´siens dynamiques (DBN) peut eˆtre fait ici.
Les re´seaux baye´siens permettent de repre´senter des distributions de probabilite´ jointes
sur un ensemble de variables a` partir d’une connaissance a priori entre la relation entre
ces variables [Djian et al., 1995, Marchand et Chaumette, 1997]. En particulier, les re´seaux
baye´siens dynamiques, DBN - Dynamic Bayesian Network, [Dean et Kanazawa, 1989,Mur-
phy, 2002] sont une extension aux re´seaux baye´siens et permettent de repre´senter l’e´volution
des variables ale´atoires du re´seau selon un axe temporel discret. Dans plusieurs domaines,
il est possible de de´finir les fonctions de transition d’e´tat, d’observation, et de re´compense
en fonction des variables d’e´tats, variables d’observations et variables d’actions. Ceci permet
une repre´sentation compacte du proble`me sous forme de DBN, mais aussi graphique (voir
figure 2.12).
L’e´tat s ∈ S d’un POMDP factorise´ regroupe toutes les variables pertinentes pour de´crire
l’univers du proble`me. Une variable de cet univers est repre´sente´e par une variable d’e´tat si
avec un domaine dom(si). Donc, chaque e´tat s est une conjonction des N variables d’e´tat
instancie´es s1, s2, .., sN . La taille des e´tats est exponentielle en N , avec |S| = |dom(s1)| ×
|dom(s2)| × ... × |dom(sN )|. De meˆme, il est possible de de´composer l’espace d’actions A
et l’espace d’observations Ω : chaque action a correspondrait a` une instanciation jointe des
variables d’action, et chaque observation o correspondrait a` une instanciation jointe des
variables d’observation.
Les probabilite´s conditionnelles p(s′|s, a) et p(o|s′, a) peuvent eˆtre repre´sente´es par un
graphe acyclique dirige´, comme celui de la figure 2.12. Dans ce graphe, les nœuds sont
les variables d’e´tat, d’action et d’observation, et les areˆtes repre´sentent les de´pendances
probabilistes. Les nœuds sont dispose´s en deux colonnes successives dans le temps. Chaque
nœud s′i a une table de probabilite´ conditionnelle associe´e p(s
′
i | parents(s′i)), qui spe´cifie
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t t+ 1
s s′
s1
s2
s3
s′1
s′2
s′3
p(s′|s, a)
o1 o2
p(
o|s
′ , a
)
Figure 2.12 – Mode`le factorise´ de la fonction de transition d’e´tat et d’observation d’un
POMDP a` 3 variables d’e´tat et 2 variables d’observation pour une action a.
une distribution de probabilite´ conditionnelle par rapport a` ses variables d’e´tats parentes.
L’utilisation des DBN permet la de´composition de la fonction de transition d’e´tats sous forme
d’un produit des distributions de probabilite´s conditionnelles de la fonction de transition de
chaque variable d’e´tat (voir figure 2.13(a)),
p(s′|s, a) = p(s′1, s′2, s3|s1, s2, s3, a)
= p(s′1|s1, a)p(s′2|s1, s2, a)p(s′3|s3, a)
et ceci a` condition que s′1, s′2 et s′3 soient inde´pendantes.
De meˆme, la fonction d’observation peut eˆtre de´compose´e en produit des distributions
de probabilite´s conditionnelles de chaque variable d’observation :
p(o|s′, a) = p(o1, o2|s′1, s′2, s′3)
= p(o1|s′1, s′2)p(o′2|s3)
a` condition que o1 et o2 soient inde´pendantes.
De plus, pour la repre´sentation de la fonction de re´compense, d’autres proprie´te´s des DBN
peuvent eˆtre exploite´es, comme par exemple l’additivite´. Ainsi, la fonction de re´compense
peut eˆtre de´finie comme la somme de deux fonctions, ou` chacune est de´pendante de certaines
variables d’e´tat et de certaines actions. Ou encore, nous pouvons citer une autre proprie´te´ :
l’inde´pendance de contexte, base´e sur le fait que certains variables d’e´tat, d’action ou d’ob-
servation sont inde´pendantes les unes des autres dans certains contextes.
Par ailleurs, les fonctions de transition d’e´tat et d’observation peuvent eˆtre repre´sen-
te´es de manie`re tre`s compactes a` partir des tables de probabilite´s conditionnelles des DBN
encode´es en tant que diagrammes de de´cision. La taille des tables de probabilite´ est exponen-
tielle en le nombre de parents d’une variable dans le pire cas, mais, en pratique, une variable
ale´atoire a peu de parents.
En ce sens, les ADDs - Algebric Decision Diagrams [Bahar et al., 1997] proposent une
repre´sentation compacte de tables de probabilite´ des DBN. Les ADD sont des graphes de
de´cision oriente´s acycliques dont les sous-graphes identiques sont fusionne´s dans un seul sous-
graphe, et les feuilles de valeur nulle ne sont pas stocke´es en me´moire. La figure 2.13(b) illustre
l’ADD re´sultant de la table de probabilite´ conditionnelle de la variable d’e´tat boole´enne s′1
(voir figure 2.13).
Dans sa the`se, [Poupart, 2005] propose de repre´senter les fonctions de transition, d’ob-
servation, de re´compense ainsi que l’e´tat de croyance par des ADD et propose, entre autres
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s1 s2 s
′
2 p(s
′
2|s1, s2, a)
F F F 1.0
F F V 0.0
F V F 0.0
F V V 1.0
V F F 0.8
V F V 0.2
V V F 0.0
V V V 1.0
(a) Table de probabilite´ conditionnelle
pour l’e´tat s1 de la figure 2.12.
s′2
s2 s2
s1s1
0.8 0.20.0 1.01.0
(b) Diagramme alge´brique de de´cision pour la va-
riable d’e´tat s′2 de la figure 2.12
Figure 2.13 – Exemples : de table de probabilite´ conditionnelle et de diagramme alge´brique
de de´cision.
un des premiers algorithmes de re´solution des POMDPs factorise´s : l’algorithme Symbolic
PERSEUS, qui est un algorithme d’ite´ration approximative sur la fonction de valeur. L’ide´e
est de repre´senter tous les vecteurs (dont les α-vecteurs) et matrices par des ADD, et de
re´aliser les ope´rations de mise a` jour de la valeur et mise a` jour de l’e´tat de croyance de
manie`re symbolique, en utilisant l’avantage de compacite´ des ADD.
D’autres chercheurs ont e´tendu les algorithmes HSVI [Sim et al., 2008b] et FSVI [Shani
et al., 2008] de fac¸on a` travailler directement avec ce type de repre´sentation factorise´e du
proble`me POMDP, sans avoir besoin d’e´nume´rer tous sinon la plupart des e´tats dans les
tables de probabilite´s des transition d’e´tat, d’observation ou de re´compense. De plus, [Shani
et al., 2008] propose des ope´rations qui sont re´alise´es directement sur les ADD (ainsi tre`s
efficaces) pour les diffe´rents produits re´alise´s lors de la mise a` jour de la valeur.
2.5.2 Les mode`les POMDP avec observabilite´ mixte
Une autre extension pour le mode`le POMDP re´cemment propose´e est le mode`le avec ob-
servabilite´ mixte [Ong et al., 2009,Lo´pez et al., 2010], appele´e MOMDP - Mixed Observabi-
lity Markov Decision Process. Les MOMDP exploitent une structure particulie`re ou` certaines
variables d’e´tat sont comple`tement observables, ce qui permet de de´coupler le proble`me d’ob-
servabilite´ partielle de celui d’observabilite´ totale. Ce mode`le factorise´ met en e´vidence le
fait que certaines variables d’e´tat peuvent eˆtre observe´es comple`tement, ce qui conduit a`
un gain tre`s important dans le temps de calcul des politiques. Nous rappelons qu’en effet
la complexite´ de la mise a` jours des algorithmes optimaux est exponentielle en le nombre
d’observations du POMDP.
[Ong et al., 2009] et [Lo´pez et al., 2010] proposent de factoriser l’espace d’e´tat du
POMDP en deux parties : une partie comple`tement observable repre´sente´e par une seule
variable d’e´tat x et une partie partiellement observable repre´sente´e par une variable d’e´tat
y. De cette fac¸on, le couple (x, y) spe´cifie l’espace d’e´tat complet, avec |S| = |X |× |Y|, ou` X
repre´sente l’espace avec toutes les valeurs possibles de la variable x (resp. Y pour y).
Une des diffe´rences entre [Ong et al., 2009] et [Lo´pez et al., 2010], est que l’approche
propose´e par [Lo´pez et al., 2010] factorise aussi l’espace des observations en accord avec la
division de l’espace d’e´tat. Dans les figures 2.14(b) et 2.14(c), nous repre´sentons le mode`le
de transition pour les deux approches.
Nous allons maintenant de´finir formellement le MOMDP suivant [Ong et al., 2009]. Un
MOMDP est un n-uplet spe´cifie´ par {X ,Y, A,Ω, TX , TY , O,R, (x0, b0)}, ou` la fonction de
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at r(st, at)
st st+1
ot ot+1
(a) Mode`le classique
de transition du
POMDP.
at r(st, at)
st
xt
yt
st+1
xt+1
yt+1
ot ot+1
(b) Mode`le de transition du
MOMDP propose´ par [Ong et al.,
2009].
at r(st, at)
st
xt
yt
st+1
xt+1
yt+1
oxt o
x
t+1
oyt o
y
t+1
(c) Mode`le de transition du
MOMDP propose´ par [Lo´pez
et al., 2010].
Figure 2.14 – Mode`le factorise´ de la transitions d’e´tat et d’observation d’un POMDP et
d’un MOMDP pour une action at.
probabilite´ conditionnelle TX (x, y, a, x′) = p(x′|x, y, a) donne la probabilite´ que la variable
comple`tement observable ait la valeur x′ sachant qu’on a re´alise´ l’action a dans l’e´tat (x, y).
La fonction de probabilite´ TY(x, y, a, x′, y′) = p(y′|x, y, a, x′) donne la probabilite´ que la
variable partiellement observable prenne la valeur y′ sachant qu’on a re´alise´ l’action a dans
l’e´tat (x, y) et qu’on arrive a` l’e´tat x′.
L’avantage du mode`le MOMDP devient claire quand on regarde de plus pre`s les effets sur
la repre´sentation de l’e´tat de croyance. Comme la variable x est comple`tement observable, la
distribution de probabilite´ sur les e´tats partiellement observables y est conditionne´e par la
valeur de x. Donc, l’agent a uniquement besoin de maintenir une distribution de probabilite´
sur les variables y, qui est note´ bY . De cette fac¸on, l’e´tat de croyance du mode`le MOMDP
est note´ par le couple (x, bY). On notera BY l’espace d’e´tats de croyance pour la variable y
conditionne´e par x : BY(x) = {(x, bY), bY ∈ BY} . BY(x) est un sous-espace de B, tel que
B = ⋃x∈X BY(x).
La mise a` jour de l’e´tat de croyance est maintenant de´finie par :
boY,a(y
′) = η
∑
y′∈Y
p(o|y′, x′, a)p(y′|x, y, a, x′)p(x′|x, y, a)bY(y) (2.55)
ou` η est une constante de normalisation.
Dans le mode`le MOMDP, la fonction de valeur peut eˆtre aussi parame´tre´e par des α-
vecteurs. Celle-ci est alors note´e par :
V (x, bY) = max
α∈ΓY (x)
(α · bY) (2.56)
ou` α est maintenant un hyperplan sur l’espace By(x). De cette fac¸on, la fonction de valeur
sur l’espace complet d’e´tats est parame´tre´e par un ensemble de ΓY(x), c’est-a`-dire Γ =
{ΓY(x), x ∈ X}.
Cette structure factorise´e est utilise´e de manie`re a` re´aliser toutes les ope´rations de mise a`
jour de l’e´tat de croyance de la valeur sur un sous-espace plus petit. Dans [Ong et al., 2009],
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Algorithme 7: Ope´ration de mise a` jour de la valeur (backup) pour le mode`le MOMDP
de [Ong et al., 2009]
entre´e : MOMDP ;
(x, bY) : e´tat de croyance dont la valeur est mise a` jour.
1 foreach a ∈ A do
2 αa,x′,o ← arg maxα∈ΓY(x′)(α · boY,a);
3 foreach a ∈ A do
4 foreach y ∈ Y do
5 αa(y)←
r(x, y, a) + γ
∑
o∈Ω
∑
x′∈X
∑
y′∈Y p(o|y′, x′, a)p(y′|x, y, a, x′)p(x′|x, y, a)αa,x′,o(y′);
6 α′ ← arg maxa∈A(αa · bY);
7 ΓY(x)← α′;
la compression du mode`le POMDP en MOMDP permet un gain tre`s important d’efficacite´
de l’algorithme d’ite´ration approche´ sur la valeur, SARSOP, qui a e´te´ adapte´ a` l’approche.
L’ope´ration de mise a` jour de la valeur (backup) pour un e´tat de croyance (x, bY) propose´e
dans [Ong et al., 2009] est montre´e dans l’algorithme 7. Les ope´rations de mise a` jour des e´tats
de croyance et de la valeur pre´sente´es dans [Lo´pez et al., 2010] sont diffe´rentes, puisque la
factorisation de l’espace d’observation du mode`le MOMDP n’est pas la meˆme. Nous invitons
le lecteur inte´resse´ a` consulter directement [Lo´pez et al., 2010].
2.6 Conclusion et Bilan
Dans ce chapitre, nous avons pre´sente´ le mode`le POMDP, les diffe´rents algorithmes de
re´solution exacte et approximative de POMDP qui ont e´te´ propose´es et les extensions pour
des mode`les factorise´s. Les algorithmes d’ite´ration approche´e sur la fonction de valeur pour
une re´solution hors ligne, tels que PBVI [Pineau et al., 2003], PERSEUS [Spaan et Vlassis,
2005], HSVI [Smith et Simmons, 2005], FSVI [Shani et al., 2007] et SARSOP [Kurniawati
et al., 2008] peuvent aujourd’hui calculer des politiques quasi-optimales pour des POMDP
avec un espace d’e´tat grand. Les algorithmes de re´solution en ligne, tels que RTBSS [Pa-
quet et al., 2006] et AEMS [Ross et Chaib-Draa, 2007] se sont appuye´s sur les diffe´rents
de´veloppements propose´s par les algorithmes de re´solution hors ligne, en particulier pour
approcher au mieux les bornes supe´rieure et infe´rieure de la fonction de valeur afin d’utiliser
des heuristiques de recherche pertinentes. Ces approches peuvent aujourd’hui fournir des
politiques partielles tre`s rapidement. Les approches factorise´es [Poupart, 2005, Sim et al.,
2008a, Shani et al., 2008, Ong et al., 2009, Lo´pez et al., 2010] ont aussi contribue´ a` un gain
d’efficacite´ algorithmique remarquable. Ces algorithmes peuvent aujourd’hui re´soudre des
proble`mes re´alistes de robotique.
Par contre, nous noterons que tre`s peu des travaux se sont inte´resse´s :
1. a` l’imple´mentation algorithmique pour l’optimisation d’un crite`re mixte a` long terme,
contrairement a` l’approche re´active de [Eidenberger et Scharinger, 2010], qui couple a` la
fois des re´compenses de´finies sur les paires e´tat-action avec une mesure de l’incertitude
de l’e´tat de croyance de l’agent. Ce type de crite`re dans un cadre POMDP peut s’ave´rer
utile lorsque l’acquisition d’informations est importante [Candido et Hutchinson, 2011],
par exemple pour les applications ayant une composante explicite de perception ;
2. a` une prise en compte formelle de contraintes physiques [Miller et al., 2009,Bai et al.,
2011], ou de contraintes permettant d’e´viter la mise en danger du robot, ou encore qui
sont parfois impose´es par les agences de re´gulation ;
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3. a` la re´solution en ligne des POMDP [Ross et Chaib-Draa, 2007,Sridharan et al., 2008]
ou` les contraintes temporelles sont dures et impose´es par les architectures d’exe´cution
dans laquelle les algorithmes POMDP sont embarque´s. Plus pre´cise´ment, les archi-
tectures d’exe´cution ne´cessitent une re´ponse imme´diate (action a` exe´cuter) des al-
gorithmes de planification en ligne, ce qui est est tre`s difficile a` garantir pour deux
raisons. Premie`rement, les approches actuelles ne permettent pas de controˆler le temps
passe´ dans chaque ope´ration, comme par exemple backup(b). Deuxie`mement, dans cer-
tains cas, le proble`me a` optimiser n’est pas connu a` l’avance, ce qui empeˆche le calcul
des bornes infe´rieure et supe´rieure hors ligne pour les heuristiques qui guident la re-
cherche dans l’arbre d’e´tats de croyance, tre`s importantes pour les approches propose´es
dans [McAllester et Singh, 1999,Bertsekas et Castanon, 1999] par exemple.
Dans le chapitre suivant, nous pre´sentons le mode`le POMDP de la mission de de´tection
et reconnaissance de cibles e´tudie´ dans le cadre de cette the`se. Puis, dans les chapitres
subse´quents, nous pre´senterons les travaux mene´s lors de cette the`se pour proposer des
re´ponses alternatives et re´alistes a` chacun des points e´nume´re´s ci-dessus, de sorte a` pouvoir
re´soudre en pratique cette mission de de´tection et de reconnaissance de cibles sur robot
ae´rien en conditions re´elles.
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Deuxie`me partie
Percevoir pour de´cider et de´cider
pour percevoir
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Chapitre3
Mode´lisation du proble`me de perception et
de de´cision dans un cadre unifie´
Ce chapitre a pour objectif de mode´liser un sce´nario de de´tection et de recon-
naissance de cibles par un he´licopte`re autonome en environnement incertain. Ce
sce´nario applicatif illustre le besoin dual de percevoir pour de´cider et de´cider pour
percevoir. Nous avons vu que le mode`le POMDP permet de prendre en compte
deux types d’incertitude a` la fois : une lie´e aux effets des actions, et l’autre lie´e a`
la sortie du traitement d’information. Tout d’abord, nous pre´senterons les variables
d’e´tats conside´re´es dans ce mode`le, ainsi que leur e´volution dynamique comme ef-
fets des actions. Les couˆts des actions est mode´lise´e de fac¸on re´aliste, c’est-a`-dire
qu’ils reposent sur le temps de vol de l’agent he´licopte`re lors de la re´alisation des
diffe´rentes actions. Ensuite, nous re´alisons une e´tude du traitement d’information
pour le capteur came´ra choisi a e´te´ fait, afin de de´terminer le type de re´ponse obtenu
par le capteur pour la mode´lisation de la fonction d’observation, ce qui nous situe
dans un cadre probabiliste et d’observabilite´ partielle de l’environnement. L’e´tude
du traitement d’image est base´e sur des donne´es re´elles qui ont e´te´ collecte´es lors
de plusieurs campagnes de prise de vue de voitures en environnement re´el. Fina-
lement, la de´finition des buts de mission est pre´sente´e, celle-ci se de´cline en deux
types de mission : une mission d’exploration pure, et une autre ou` vient se greffer
un but d’atterrissage pre`s d’une cible particulie`re. La premie`re mission vise a` iden-
tifier l’e´tat cache´ du monde tout en tenant compte des couˆts lie´s au de´placement
de l’agent. L’autre mission consiste a` identifier un mode`le particulier de voiture
parmi les diffe´rents mode`les connus de la base de donne´es afin d’atterrir proche de
ce mode`le recherche´.
3.1 De´finition d’un cadre unifie´ de perception et mission
Comme de´ja` mentionne´, la de´tection et la reconnaissance de cibles par des ve´hicules
ae´riens inhabite´s autonomes est un domaine de recherche actif [Wang et al., 2012]. La
strate´gie de de´cision de haut niveau est ge´ne´ralement donne´e par une re`gle e´crite a` la main
dans ce genre de mission. De plus, la strate´gie de´pend des e´ve´nements stochastiques comme
par exemple, la de´tection d’une cible dans une zone donne´e, ou le fait qu’une cible soit
reconnue, qui peuvent survenir lors de l’exe´cution de la re`gle de de´cision. En raison de la
complexite´ de la construction automatique des re`gles de de´cision se´quentielle sous incerti-
tude et observabilite´ partielle [Littman et al., 1995, Sabbadin et al., 2007], peu de syste`mes
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de drones construisent et optimisent des politiques automatiquement.
Des travaux pre´ce´dents ont e´tudie´ des sce´narios qui traitent a` la fois du proble`me de
perception et de de´cision en robotique mobile. Le mode`le choisi est souvent celui des POMDP.
Il a e´te´ montre´ que ce mode`le permet de mener a` la fois les deux proble´matiques de prise
d’information et de satisfiabilite´ de but. Par exemple, dans le sce´nario robotique de [Smith
et Simmons, 2004], la perception a e´te´ conside´re´e comme un moyen pour satisfaire les buts
symboliques de la mission. Par contre, dans [Spaan et Lima, 2009, Eidenberger et al., 2009,
Eidenberger et Scharinger, 2010], la perception de l’environnement e´tait le but en soi de la
mission. Cependant, le proble`me dual d’optimisation d’actions modifiant l’e´tat physique et
de celles affectant l’e´tat des connaissances sous forme de POMDP dans le cadre des drones
autonomes n’a pas e´te´ traite´ par d’autres personnes a` notre connaissance.
Dans ce chapitre, nous avons e´tudie´ une mission de de´tection et reconnaissance de cible
par un he´licopte`re autonome, mode´lise´e par un POMDP base´ sur un nombre de zones a`
explorer et un nombre de cibles a` de´tecter et a` reconnaˆıtre. Nous pensons que ce travail
est inte´ressant au moins pour deux raisons : (i) la mission de de´tection et reconnaissance
de cibles est aborde´e comme un proble`me de planification se´quentielle a` long terme, avec
des actions a` la fois e´piste´miques (acquisition d’information par changement d’angle de vue,
changement d’altitude, changement de zone) et affectant les buts de la mission (atterrissage,
identification de la sce`ne) ; (ii) le mode`le d’observation du POMDP a e´te´ appris a` partir de
donne´es re´elles obtenues lors des campagnes de prise de vue de voitures, qui constituent les
cibles a` identifier, par un he´licopte`re autonome.
3.1.1 De´finition du proble`me de perception
La de´tection et la reconnaissance de cibles constituent le proble`me de perception a` trai-
ter. Il est connu que la de´tection et la classification d’objets peuvent souvent ne pas eˆtre
atteintes par des mesures simples [Mihaylova et al., 2002] : des strate´gies de perception ac-
tive sont ne´cessaires pour surmonter ces proble`mes et permettre une approche autonome de
reconnaissance de sce`ne. La fusion d’une se´quence d’observations ame´liore les re´sultats de
de´tection [Eidenberger et al., 2008] tout en tenant compte des couˆts de de´placements ou de
prise de vue supple´mentaires. Dans ce cadre, une strate´gie de planification est ne´cessaire, qui
re´alise un compromis e´value´ a` long terme entre les be´ne´fices attendus d’une nouvelle mesure
et les couˆts implicites des actions.
Choix du capteur came´ra pour la prise d’information
Dans notre application, au fur et a` mesure que l’he´licopte`re autonome e´volue dans l’en-
vironnement, celui-ci doit acque´rir de l’information concernant la pre´sence et la nature des
cibles en tenant compte de couˆts associe´s au traitement d’information et au de´placement entre
les diffe´rentes zones. L’information acquise est ge´ne´ralement traite´e par des algorithmes qui
de´pendent de manie`re ad hoc de l’application et du capteur utilise´.
Dans des travaux connexes au sujet de cette the`se, comme par exemple [Eidenberger et al.,
2008, Spaan, 2008, Eidenberger et Scharinger, 2010], le capteur choisi est constitue´ d’une
ou de plusieurs came´ras. Pour ce type de capteur, diffe´rents algorithmes d’interpre´tation
de sce`ne sont aujourd’hui disponibles dans la litte´rature. Nous pouvons citer : Unscented
Transform [Julier et al., 2000] utilise´ dans [Spaan et Lima, 2009] pour de´tecter la pre´sence
d’une personne dans la sce`ne et pour estimer sa position ; [Sridharan et Stone, 2005] qui
pre´sente un algorithme de reconnaissance en ligne d’objets (ballon pose´ sur le sol) base´ sur
la segmentation couleur pour les robots mobiles ; [Denzler et Brown, 2002] qui utilise un
classificateur base´ sur la transformation d’un vecteur de pixels, qui caracte´rise l’image, en
un vecteur de plus petite dimension qui regroupe les principaux composants d’inte´reˆt de
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l’image ; ou encore [Saux et Sanfourche, 2011] qui propose un algorithme de cate´gorisation
des ve´hicules base´ sur la mise en correspondance avec des mode`les 3D a` partir d’images
ae´riennes.
L’information de´livre´e par ce type capteur peut aujourd’hui eˆtre traite´e en ligne avec des
re´sultats convenables. Il est important de noter que la plupart de ces algorithmes ont une
sortie probabiliste, ou` l’information est souvent mode´lise´e par une fonction gaussienne, ou
encore par un ensemble de gaussiennes, qui associent une valeur moyenne et une matrice de
covariance a` une caracte´ristique. Le but est de trouver automatiquement la correspondance
entre la re´ponse du classificateur et un objet du mode`le. Cette classification de´pend souvent
de l’incertitude sur les classes d’objets et de la matrice de covariance.
D’autre part, dans une approche POMDP comme celle que nous proposons dans la suite,
il est indispensable de bien connaˆıtre le fonctionnement et les limitations de l’algorithme
de traitement visuel dans le but de pouvoir mode´liser ses re´ponses en tant que fonction
d’observation du POMDP. Ces aspects seront discute´s dans la sous-section 3.2.3.
3.2 Mode´lisation du sce´nario en tant que POMDP
3.2.1 Variables d’e´tat
Le nombre total d’e´tats du POMDP de´pend de plusieurs variables d’e´tat qui sont discre´-
tise´es selon : le nombre de zones (Nz), le nombre d’altitudes de vol (Nh), le nombre de mode`les
de voiture (Nmodels) dans la base de donne´es, ainsi qu’e´ventuellement un e´tat terminal qui
caracte´rise la fin de la mission. Nous supposons que les voitures, c’est-a`-dire les cibles peuvent
eˆtre dans n’importe quelle zone de l’environnement, et peuvent aussi repre´senter n’importe
quel mode`le connu de la base de donne´es. Dans notre application, la base de donne´es comporte
3 mode`les possibles, soit {modelA, modelB, modelC}.
Les variables d’e´tats sont telles que :
– z, avec Nz valeurs possibles, qui indique la position de l’he´licopte`re autonome ;
– h, avec Nh valeurs possibles, qui indique l’altitude de vol de l’he´licopte`re autonome ;
– IdTaz1 (respectivement IdTaz2 , IdTaz3 , etc), avec Nmodels + 1 valeurs possibles, qui
indique l’identite´ ou l’absence d’un mode`le de cible dans la zone 1 (respectivement
dans la zone 2, dans la zone 3, etc.)
Ainsi, le nombre total d’e´tats est donne´ par :
|S| = Nz ·Nh · (Nmodels + 1)Nz + Ts
ou` Ts repre´sente l’e´tat terminal.
Notez qu’aucune variable d’e´tat ne formalise l’orientation des cibles dans les zones, et
qu’aucune variable d’e´tat ne formalise l’orientation du drone he´licopte`re par rapport aux
zones. Nous avons fait ce choix de mode´lisation car nous disposons d’un algorithme de trai-
tement d’images qui peut tenir compte de cet absence d’information sur l’orientation tout
en fournissant des re´ponses convenables. Cet aspect sera discute´ dans la sous-section 3.2.3.
3.2.2 Dynamique du mode`le
Les actions de haut niveau re´alise´es par l’he´licopte`re autonome sont : changer de zone,
changer d’altitude de vol, changer d’angle de vue. Le nombre d’actions de changement de zone
de´pend du nombre de zones conside´re´es. Ces actions sont appele´es go to(zˆ), ou` zˆ repre´sente la
zone de destination. Changer l’altitude de vol de´pend aussi du nombre d’altitudes conside´re´es
pour le vol de l’he´licopte`re autonome. Ces actions sont appele´es go to(hˆ), ou` hˆ repre´sente
l’altitude de´sire´e. L’action change view change l’angle de vue de l’observation d’une zone,
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la came´ra pointant toujours au centre de cette zone. Donc le nombre total d’actions est :
|A| = Nz +Nh + 1.
Avant de de´crire la dynamique du mode`le, nous pre´sentons la notation utilise´e : les
variables prime´es repre´sentent la variable de l’e´tat successeur, et les variables non prime´es
l’e´tat courant. Ainsi nous de´finissons une fonction indicatrice et une fonction delta δx(x
′),
comme suit :
De´finition 3.2.1 I{cond} est la fonction indicatrice telle que :
I{cond} =
{
1, si cond est vraie;
0, sinon.
De´finition 3.2.2 δx(x
′) est la fonction Dirac telle que :
δx(x
′) =
{
1, si x = x′;
0, sinon.
(3.1)
Cette notation nous permet d’exprimer les diffe´rentes valeurs possibles prises par la variable
de l’e´tat successeur x′.
D’expe´rience, nous savons que le changement de zone, d’altitude et le changement d’angle
de vue peuvent eˆtre conside´re´es comme des actions de´terministes. Cependant, le proble`me
reste de type POMDP, car les observations des mode`les des voitures sont probabilistes. De
plus il est prouve´ que la complexite´ pour re´soudre un POMDP est essentiellement lie´e aux
effets probabilistes des observations plutoˆt qu’aux effets probabilistes des actions [Sabbadin
et al., 2007].
En outre, chaque action du POMDP (changement de zone, d’altitude ou d’angle de
vue, etc) donne lieu a` une acquisition d’image et a` l’exe´cution de l’algorithme de traite-
ment d’image, qui fournit alors le symbole d’observation (voiture de´tecte´e, identifie´e comme
mode`le A, etc) re´sultant de l’action du mode`le POMDP. Comme la came´ra est fixe, il est
important de controˆler l’orientation de l’he´licopte`re afin d’observer les diffe´rentes parties de
l’environnement.
Nous allons maintenant de´crire les mode`les de fonctions de transition et de re´compense
du POMDP, formalise´es par des e´quations mathe´matiques, qui reposent sur les variables
d’e´tat du proble`me.
Fonctions de transition et de re´compense
Pour de´finir la dynamique du mode`le, nous caracte´risons chaque action par une descrip-
tion textuelle expliquant comment les variables d’e´tat e´voluent une fois l’action applique´e,
ainsi que la fonction de transition T , et la fonction de re´compense R.
action go to(zˆ) : cette action ame`ne l’he´licopte`re autonome a` la zone de´sire´e. La dyna-
mique est de´crite ci-apre`s, mais notez que si l’he´licopte`re est dans un e´tat terminal (Ts),
cette action n’a ni effet ni couˆt associe´ (cas particulier non formalise´).
– fonction de transition :
T (s′, go to(z^), s) = δzˆ(z′)δh(h′)δIdTaz1 (Id
′
Taz1
) ... δIdTazNz
(Id′TazNz )
Conforme´ment a` la de´finition de la fonction δ mentionne´e pre´ce´demment, la fonction
est diffe´rente de ze´ro seulement pour la transition vers l’e´tat s′ dans lequel les variables
d’e´tat “post-action” sont toutes e´gales aux variables d’e´tat “pre´-action”, sauf la variable
“zone” z′ qui est e´gale a` zˆ, la zone de´sire´e.
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centre z1
position actuelle z1
centre z2
position future z2
N
(a) Changement de zone dans le plan horizontal.
centre z1
position future z1
position actuelle z1
N
(b) Changement d’angle de vue dans le plan hori-
zontal.
Figure 3.1 – Sche´ma pour les actions de changement de zone et changement de vue pour
une vue dans le plan horizontal.
– Fonction de re´compense :
R(s, go to(z^)) = −Cz,zˆ − Cproc,
ou` Cz,zˆ repre´sente le couˆt du vol de z a` zˆ. Ce couˆt mode´lise la consommation de
carburant qui de´pend de la distance entre les zones. La ge´ne´ration du POMDP prend
en compte les coordonne´es des zones. Ces coordonne´es sont ne´cessaires pour ge´ne´rer
un couˆt proportionnel a` la distance entre zones. Cproc mode´lise le couˆt concernant le
traitement d’information dans la zone d’arrive´e (observation) qui suit l’exe´cution de
l’action. Le temps de calcul de l’algorithme de traitement d’image est ge´ne´ralement
assez court, si bien que Cz,zˆ > Cproc.
Il est important de noter qu’a` chaque changement de zone, inde´pendamment de la position
actuelle en cordonne´es locales, l’he´licopte`re autonome ira vers un point de rendez-vous dans
la nouvelle zone avec une orientation de´termine´e (nord magne´tique). La figure 3.1(a) illustre
le sche´ma de l’action de changement de zone.
action go to(hˆ) : cette action ame`ne l’he´licopte`re autonome a` l’altitude de vol de´sire´e.
Comme pour l’action go to(zˆ), si l’he´licopte`re est dans un e´tat terminal (Ts), cette action
n’a ni effet ni couˆt.
– fonction de transition :
T (s′, go to(h^), s) = δz(z′)δhˆ(h
′)δIdTaz1 (Id
′
Taz1
) ... δIdTazNz
(Id′TazNz )
– Fonction de re´compense :
R(s, go to(h^)) = −Ch,hˆ − Cproc,
ou` Ch,hˆ repre´sente le couˆt associe´ au changement d’altitude de h a` hˆ et mode´lise
la consommation de carburant qui de´pend de la diffe´rence d’altitude. Cproc mode´lise
le couˆt du traitement de l’information qui a lieu a` la fin de l’exe´cution de l’action
(observation re´sultant du traitement d’image a` partir de la nouvelle altitude de vol).
Ces couˆts sont typiquement moins e´leve´s que le changement de zone. Nous avons Cz,zˆ >
Ch,hˆ > Cproc.
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action change view : cette action est une action de haut niveau qui change l’angle de
vue de l’he´licopte`re autonome par rapport au centre de la zone explore´e. Cette action de
haut niveau ne change pas l’e´tat du POMDP, parce que l’e´tat du POMDP ne de´pend que
de la position z et de l’altitude h de l’he´licopte`re. Mais, dans la re´alite´, cette action est
traduite dans les composants d’exe´cution et de navigation du drone he´licopte`re comme un
de´placement circulaire autour du centre de la zone en question. Ce de´placement circulaire
de´pend de l’angle φ de´fini par le concepteur du syste`me. Cette formalisation faisant abstrac-
tion du de´placement angulaire de l’he´licopte`re nous permet d’e´viter de rajouter une variable
d’e´tat dans le mode`le, dont l’influence sur la valeur de la strate´gie de haut niveau (POMDP)
n’est pas sensible a priori. De cette fac¸on, nous mode´lisons le message envoye´ par le compo-
sant d’exe´cution de la politique du POMDP au composant de navigation comme un nouveau
point de rendez-vous (wait point : W p), qui est de´fini par :
W px = (x− zonex)cos(φ) + (y − zoney)sin(φ) + zonex
W py = −(x− zonex)sin(φ) + (y − zoney)cos(φ) + zoney
W pcap = cap− φ
ou`, {x, y} (respectivement {zonex, zoney}) de´finit la position de l’he´licopte`re autonome (res-
pectivement du centre de la zone) dans le plan horizontal par rapport aux coordonne´es
locales, et cap l’orientation de l’he´licopte`re autonome par rapport au nord magne´tique (voir
figure 3.1(b)). Le couˆt de cette action est aussi proportionnel a` la distance parcourue entre
la position actuelle de l’UAV et le nouveau point de rendez-vous, et au couˆt du traitement
d’information.
– fonction de re´compense :
R(s, change view) = −Cview − Cproc.
Le couˆt Cview de´pend de l’angle φ : plus l’angle qui de´finit le de´placement circulaire est
important, plus ce couˆt est e´leve´. Nous avons Cview > Cproc.
Dans la suite nous pre´sentons le mode`le d’observation de notre application.
3.2.3 Mode`le d’observation
Le mode`le de POMDP requiert une description fide`le, ou approprie´e, des effets proba-
bilistes des actions et des observations, ce qui est difficile a` obtenir dans des applications
re´elles relativement complexes [Spaan et Lima, 2009]. Pour notre mission de de´tection et
reconnaissance de cibles, nous avons appris automatiquement le mode`le d’observation a` par-
tir de donne´es re´elles. Ce mode`le repose sur un algorithme spe´cifique de traitement d’image
(de´crit dans la section 3.2.3). Pour notre application, 5 observations sont possibles (|Ω| = 5)
au dessus de la zone courante : {voiture non de´tecte´e, voiture de´tecte´e mais non identifie´e,
voiture identifie´e comme mode`le A, voiture identifie´e comme mode`le B, voiture identifie´e
comme mode`le C}. L’apprentissage du mode`le d’observation consiste a` attribuer une proba-
bilite´ a priori aux diffe´rentes sorties se´mantiques possibles du traitement d’image pour une
sce`ne en particulier.
L’apprentissage hors ligne du mode`le d’observation seul a e´te´ pre´fe´re´ a` la mise en œuvre
de techniques d’apprentissage par renforcement dans la mesure ou`, d’une part l’apprentissage
des effets des actions et de la fonction de re´compense ne sont pas utiles car connus, et d’autre
part nous ne pouvions pas prendre le risque d’endommager un moyen expe´rimental couˆteux
au cours d’une phase d’apprentissage de la strate´gie. Dans le cadre POMDP, des travaux
se sont inte´resse´s a` l’apprentissage en ligne du mode`le du POMDP sous-jacent [Ross et al.,
2011]. Une alternative possible est d’apprendre et de renforcer en ligne un mode`le MDP
dont les e´tats sont les observations ou les croyances du mode`le POMDP, ce qui revient a` ne
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Images pour le mode`le A a` 30 me`tres d’altitude.
Images pour le mode`le A a` 40 me`tres d’altitude.
Images pour le mode`le B a` 30 me`tres d’altitude.
Images pour le mode`le B a` 40 me`tres d’altitude.
Images pour le mode`le C a` 30 me`tres d’altitude.
Images pour le mode`le C a` 40 me`tres d’altitude.
Figure 3.2 – Exemple d’images recueillies lors des campagnes de prise de vue.
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Figure 3.3 – Sche´ma de la prise de vue ae´rienne avec les parame`tres dont l’algorithme
de [Saux et Sanfourche, 2011] de´pend (image issue de [Saux et Sanfourche, 2011]).
pas mode´liser la dynamique sur l’e´tat cache´ du syste`me. Dans notre cas, nous cherchons a`
caracte´riser en laboratoire la re´ponse de l’algorithme de traitement d’image et la dynamique
pre´cise sur l’e´tat cache´ du syste`me, ce qui enduit un mode`le de POMDP connu hors ligne
mais re´solu en ligne pour une sce`ne particulie`re.
Campagnes de prise d’images
Pour apprendre le mode`le d’observation du POMDP a` partir de donne´es re´elles, nous
avons effectue´ des campagnes de prise de vue en conditions re´elles avec le drone et un
ensemble de voitures connues. Dans la figure 3.2, nous montrons quelques images obtenues
lors de ces campagnes. L’objectif a e´te´ d’acque´rir un nombre suffisant d’images diffe´rentes
a` partir d’angles de vue diffe´rents et d’altitudes de vol diffe´rentes, de sorte a` constituer une
statistique suffisante pour l’apprentissage de la fonction d’observation du POMDP.
Dans la suite nous de´taillons l’algorithme de traitement d’image que nous avons utilise´.
Algorithme de traitement d’image
L’observation des voitures est base´e sur l’algorithme d’identification et de reconnaissance
de ve´hicules par traitement d’image ae´rienne [Saux et Sanfourche, 2011]. Cet algorithme
re´alise une classification des ve´hicules base´e sur des mode`le 3D qui de´crivent le profil des
voitures. La description est assez simple puisque les cate´gories de voitures sont caracte´rise´es
seulement par la largeur, la hauteur et la longueur des ve´hicules.
Nous pre´cisons que cet algorithme a e´te´ choisi pour plusieurs raisons :
– l’algorithme ne suppose pas une orientation a priori des ve´hicules dans la sce`ne : cette
flexibilite´ est d’une grande utilite´ lors de la mode´lisation puisque il n’est pas ne´cessaire
de rajouter des variables d’e´tat qui de´crivent l’orientation des objets ;
– l’algorithme peut eˆtre enrichi sans difficulte´ par des mode`les 3D de voitures plus fins ;
– l’algorithme de´pend uniquement de parame`tres tels que : l’altitude de vol, la focale de
la camera et l’azimut de la came´ra. L’azimut est l’angle entre l’he´licopte`re et l’axe de
vue de la came´ra (voir figure 3.3) ;
– l’algorithme a e´te´ de´veloppe´ spe´cifiquement pour le traitement d’images ae´riennes ;
– l’algorithme est rapide et peut fournir une re´ponse en temps re´el (moins d’une seconde) ;
L’algorithme de base de [Saux et Sanfourche, 2011] utilise comme donne´es d’entre´es :
une ou plusieurs images de la sce`ne, la re´gion d’inte´reˆt (ROI) de l’image exprime´e en coor-
donne´es image, la hauteur de vol de l’he´licopte`re, l’angle d’azimut et la focale de la came´ra.
Toutefois l’algorithme est seulement capable de reconnaˆıtre des voitures de couleur claire,
voire quasiment blanche (il traite les pixels de l’image sur la base des niveaux de gris).
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(a) Image. (b) Filtrage. (c) De´tection de la re´gion d’inte´reˆt.
(d) Re´gion d’inte´reˆt. (e) Mise en correspondance pour la
re´gion d’inte´reˆt.
Figure 3.4 – Traitement d’image pour la de´tection et reconnaissance de cible base´ sur
l’algorithme de [Saux et Sanfourche, 2011].
Par ailleurs, comme le mode`le POMDP suppose une seule observation apre`s l’exe´cution
de chaque action, l’algorithme raisonne sur une seule image a` la fois. L’altitude de vol est un
parame`tre connu de l’architecture, ce qui rend possible l’utilisation de cette donne´e d’entre´e
directement. La focale et l’azimut de la came´ra utilise´e sont aussi des parame`tres connus de
l’architecture, et nous supposons qu’ils ne changent pas au cours de la mission.
Notre version de l’algorithme de [Saux et Sanfourche, 2011] est base´e sur la librairie
OpenCV 1 [Bradski et Kaehler, 2008]. Il est important de noter que nous avons rajoute´ a` cet
algorithme une phase de de´tection automatique de la re´gion d’inte´reˆt (ROI), afin de ne plus
de´pendre des coordonne´es image de la ROI comme parame`tre d’entre´e. Nous avons e´galement
enrichi la description des mode`les 3D de voitures, avant de´finis selon la longueur, la hauteur
et la largeur, par une description plus fine du profil des mode`les. Le fonctionnement de
l’algorithme de traitement d’image est de´crit par la suite. Nous invitons le lecteur a` regarder
la figure 3.4 pour une illustration de son fonctionnement.
1. A` partir de l’image qui provient de la came´ra embarque´e (figure 3.4(a)), une premie`re
phase de filtrage est re´alise´e sur l’image afin de mettre en e´vidence le contour probable
du ve´hicule s’il est pre´sent dans l’image (figure 3.4(b)) ;
2. La de´tection automatique de la zone d’inte´reˆt est faite graˆce au re´sultat du filtrage du
contour (figure 3.4(c)). Elle cherchera a` de´finir la re´gion qui comprend le contour le
plus grand (figure 3.4(d)). Si aucune re´gion d’inte´reˆt n’est obtenue, l’algorithme renvoie
le symbole d’observation voiture non de´tecte´e ;
3. Si une re´gion d’inte´reˆt est de´tecte´e (figure 3.4(d)), l’algorithme ge´ne`re une projection
locale des gabarits 3D de la base de donne´es de mode`les de voiture sur la zone d’inte´reˆt
de l’image. Cette projection est re´alise´e pour plusieurs orientations du gabarit 3D, afin
de la comparer avec l’image (figure 3.4(e)). La projection locale de´pend uniquement de
l’altitude, de la focale et de l’azimut de la came´ra comme parame`tres de prise de vue ;
4. le re´sultat de la projection locale de l’image de la zone d’inte´reˆt est le choix du gabarit
3D qui maximise la similarite´. La similarite´ est calcule´e par la distance de chanfrein
[Akmal Butt et Maragos, 1998,Saux et Sanfourche, 2011]. Ainsi, l’algorithme renvoie le
symbole associe´ au gabarit choisi : voiture identifie´e comme mode`le A, voiture identifie´e
comme mode`le B ou voiture identifie´e comme mode`le C. Si le niveau de similarite´ est
plus bas qu’un seuil de´fini a priori par l’expert, l’algorithme de traitement d’image
renvoie le symbole voiture de´tecte´e mais non identifie´e.
1. The OpenCV library, disponible en http://opencv.willowgarage.com/wiki/
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Les diffe´rents seuils utilise´s dans les e´tapes de filtrage et classification de l’algorithme
sont des parame`tres empiriques que nous avons fixe´s par expe´rience afin de traiter des images
prises pour des conditions environnementales tre`s diffe´rentes. Par exemple, e´tant donne´ un
e´tat et une image qui contient la voiture A, la fonction de traitement d’image ne renvoie pas
ne´cessairement la re´ponse “mode`le A”, car cela de´pend de l’algorithme de classification sous-
jacent. Selon les conditions de prise de vue (image), en particulier l’intensite´ de la couleur
blanche dans l’image, certains points de l’image seront e´ventuellement mis en correspondance
avec les points d’un mauvais gabarit 3D et la re´ponse pourra ainsi eˆtre errone´e.
Dans la suite, nous de´taillons l’apprentissage hors-ligne re´alise´e afin de construire un
mode`le statistique de la fonction d’observation de notre mode`le POMDP.
Apprentissage hors-ligne du mode`le d’observation a` partir de donne´s re´elles de l’environne-
ment
L’apprentissage conduit a` un mode`le d’observation appris par l’interme´diaire d’une ana-
lyse statistique, re´alise´e hors ligne, des re´ponses de l’algorithme de traitement d’image en
se basant sur les images prises lors de vols tests. Cette e´tude statistique repose sur la
fre´quence d’occurrence d’une observation connaissant l’e´tat du syste`me, pour un nombre
d’expe´riences fixe´. Plus pre´cise´ment, pour approcher la fonction d’observation O(o, s′, a),
nous avons compte´ le nombre de fois qu’un des cinq symboles a e´te´ renvoye´ par le traitement
d’image comme re´ponse pour un e´tat donne´ s′. Ceci a pu eˆtre re´alise´ puisque chaque image
a e´te´ e´tiquete´e par l’e´tat courant du drone. Nous pouvons ainsi affirmer que l’apprentissage
mise en place est un apprentissage supervise´.
Il est a` noter que la re´ponse de l’algorithme est de´terministe si on connaˆıt l’image qu’on lui
donne en entre´e. Toutefois, comme plusieurs images diffe´rentes sont possibles dans un meˆme
e´tat, on ne peut connaˆıtre avec certitude l’image qui va eˆtre prise, et donc la re´ponse p(o|s′, a)
de l’algorithme de traitement d’image. Le nombre d’images possibles dans un e´tat donne´ e´tant
potentiellement infini, nous avons statistiquement estime´ la fonction O(oi, s
′, a) = pˆ(oi|s′, a),
ou` oi est une des 5 observations possibles, sur la base d’environ 500 images annote´es par
e´tat :
pˆ(oi|s′, a) = 1
Nexp
Nexp∑
n=1
I{on=oi|s′}, (3.2)
ou` Nexp repre´sente le nombre d’expe´riences, soit le nombre de fois ou` l’algorithme de traite-
ment d’image a e´te´ lance´ pour les diffe´rentes images, et on le symbole obtenu pour l’expe´rience
n. On utilise ainsi l’estimateur de la moyenne d’une distribution de Bernoulli, qui est e´gal a`
la probabilite´ de oi contre les autres observations.Cet estimateur converge en probabilite´ vers
p(oi|s′, a) quand Nexp → ∞ [Bass, 1967]. Notez que nous disposons de plus de 500 images
par e´tat, donc Nexp  1 et ainsi nous admettons que les approximations statistiques sont
suffisamment bonnes.
Nous pouvons aussi calculer des intervalles de confiance auxquels le vrai mode`le est
suppose´ appartenir. L’erreur d’approximation de la proportion (pˆ(oi = A|s′, a) = pˆ), soit
l’erreur standard, peut eˆtre calcule´e a` partir de l’e´cart-type suivant :
σpˆ =
√
pˆ(1− pˆ)
Nexp
(3.3)
Avec ceci, il est possible d’associer des intervalles de confiance I = [pˆ− l.σpˆ, pˆ+ l.σpˆ] aux pro-
babilite´s du mode`le d’observation, ou` l repre´sente le niveau de confiance associe´ a` l’estimation
de pˆ. Par exemple avec l = 3, nous garantissons avec 99, 7% que [pˆ− 3.σpˆ, pˆ+ 3.σpˆ] 3 pˆ.
La table 3.1 montre un exemple de tableau de probabilite´ obtenu apre`s apprentissage pour
un e´tat donne´ s′ ou` l’he´licopte`re autonome se retrouve par exemple dans la zone z1 a` une
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observation (oi) pˆ(oi|s′, a) σpˆ I = [pˆ± 3σpˆ]
voiture non de´tecte´e 0.0061 0.0023 [0 ; 0.0129]
voiture de´tecte´e mais non identifie´e 0.1177 0,0095 [0,0891 ; 0,1462]
voiture identifie´e comme mode`le A 0,6809 0,0137 [0,6396 ; 0,7221]
voiture identifie´e comme mode`le B 0,0601 0,0070 [0,0391 ; 0,0812]
voiture identifie´e comme mode`le C 0,1351 0,0101 [0,1048 ; 0,1654]
Table 3.1 – Exemple d’une table de probabilite´ obtenue pour un e´tat donne´ s′ et action a.
σp repre´sente l’e´cart type de l’estimation.
altitude h1 et observe la voiture modelA. A noter que cette statistique repose seulement sur
la donne´ zone ou` l’agent he´licopte`re se trouve, la cible qui est dans cette zone et de l’altitude
de vol. Ainsi, la table de probabilite´ obtenue ne de´pend pas du nombre de zones. La table
de´pend seulement des variables d’e´tat z, h et IdTaz . De cette fac¸on, le mode`le d’observation
appris peut eˆtre utilise´ tel quel lors de la ge´ne´ration en ligne du POMDP quelque soit le
nombre de zones du proble`me.
Il est important de souligner que ce type d’apprentissage hors ligne est inde´pendant de
l’algorithme de traitement d’image sous-jacent. Cette approche ne suppose pas une forme
particulie`re (type de fonction) pour la sortie du traitement d’image contrairement a` l’ap-
proche de [Denzler et Brown, 2002, Deinzer et al., 2003] dont le mode`le POMDP raisonne
explicitement sur des gaussiennes avec matrices de covariances associe´es. Dans notre cas, l’in-
formation finale utilise´e est uniquement l’e´tiquette renvoye´e par l’algorithme de traitement
d’image, et donc inde´pendante du mode`le de raisonnement du traitement d’image. Toute-
fois, certaines applications pourraient ne´cessiter une prise en compte plus fine du mode`le de
perception (capteurs et traitements) au niveau des observations du POMDP.
Discussion
La fonction d’observation du POMDP, O(o, s′, a), ne tient pas compte des intervalles de
confiance qui peuvent eˆtre de´termine´s lors de l’apprentissage hors ligne. Des travaux ont e´te´
re´alise´s dans le cadre MDP pour tenir compte des intervalles de confiance de la fonction de
transition T (s′, a, s) ; on peut citer [Givan et al., 2000] qui e´tudie une planification base´e
sur les intervalles de confiance des fonctions de transition, ou encore [Buffet et Aberdeen,
2005] qui proposent une version robuste de (L)RTDP [Bonet et Geffner, 2003]. Cette version
robuste optimise une politique sur la base du pire mode`le local, c’est-a`-dire pour le mode`le
qui attribue plus de probabilite´ aux plus grandes pertes. Les re´sultats de´montrent que le
comportement de la politique est constant quelque soient les variations du mode`le.
Peu de travaux se sont inte´resse´s a` ce proble`me dans un cadre POMDP. Ceci est duˆ prin-
cipalement au fait que si les fonctions de transition et d’observation ne sont plus exactes, la
mise a` jour de l’e´tat de croyance ne peut plus eˆtre re´alise´e correctement, ainsi que les projec-
tions des α-vecteurs lors de la mise a` jour de la fonction de valeur. Ce sujet est actuellement
un des points d’inte´reˆt des chercheurs qui s’inte´ressent en embarquer des politiques ou a`
re´soudre des proble`mes re´alistes pour lesquels la connaissance du mode`le n’est pas parfaite.
Deux approches ont e´te´ propose´es dans la litte´rature a` cet effet. Une approche propose une
re´solution hors ligne du POMDP avec des fonctions de transition et d’observation de´finies
sur des intervalles de confiance, ce qui re´sulte en un arbre de politique a` horizon limite´ au
quel n’est associe´ ni fonction de valeur ni mise a` jour d’un e´tat de croyance [Ni et Liu,
2008]. Une deuxie`me approche repose sur l’apprentissage en ligne du mode`le du POMDP
sous-jacent [Ross et al., 2011].
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Dans la suite nous pre´senterons le diffe´rents buts de mission qui peuvent eˆtre conside´re´s
dans notre application robotique.
3.3 De´finition du but de la mission
Notre mode`le POMDP de de´tection et de reconnaissance de cibles peut engendrer deux
types de mission : une mission d’exploration, et une mission d’atterrissage. Dans la premie`re
mission, seules des actions de prise d’information sont planifie´es. Dans la deuxie`me, une
action supple´mentaire qui permet d’atterrir pre`s d’une cible de choix est rajoute´e au mode`le
POMDP.
3.3.1 Mission d’exploration
La mission consiste a` de´tecter et identifier les mode`les de voitures qui sont pre´sents dans
la sce`ne, sans pre´fe´rence pour un mode`le particulier. Cela revient a` identifier l’e´tat cache´ du
syste`me robot-environnement. Les fonctions de re´compense des actions de de´placement de
l’agent ont e´te´ de´crites dans la section 3.2.2, ou` nous avons pre´sente´ la dynamique du syste`me.
Notez, que ce type de mission, qui se rame`ne a` un proble`me de perception active mode´lise´
en tant que POMDP, a e´te´ traite´ de diffe´rentes fac¸ons dans la litte´rature [Eidenberger et al.,
2008, Eidenberger et al., 2009, Eidenberger et Scharinger, 2010, Araya-Lo´pez et al., 2010].
Nous discuterons de ces travaux dans le chapitre 4, ainsi que les approches choisies pour
traiter cette proble´matique dans ce travail de the`se. Nous montrerons en particulier que
cette mission peut eˆtre re´solue avec un mode`le POMDP classique ou avec l’utilisation d’un
crite`re mixte (de type ρPOMDP) base´ d’une part sur une mesure de l’incertitude de l’e´tat
de croyance de l’agent, et d’autre part sur l’espe´rance de re´compenses de´finies par les paires
e´tat-action.
3.3.2 Mission d’atterrissage
La mission consiste a` de´tecter et identifier un mode`le particulier de voiture dans la sce`ne
parmi les diffe´rents mode`les de la base de donne´es, et atterrir a` coˆte´ de cette cible recherche´e.
Pour la mission d’atterrissage, une action doit eˆtre rajoute´e au mode`le : nous la nomme-
rons land, qui fait atterrir l’he´licopte`re autonome sur une zone donne´e. Cette action rapporte
une re´compense si la zone ou` l’he´licopte`re autonome atterrit contient le mode`le de voiture
recherche´.
action land : cette action finalise la mission de l’he´licopte`re autonome, et l’ame`ne a` l’e´tat
terminal. Atterrir dans la zone ou` le mode`le recherche´ se trouve, rapporte une re´compense
Rl. La variable mathe´matique SeTa ∈ {modelA,modelB,modelC} encode un des mode`les
existants dans la base de donne´, sachant que le mode`le recherche´ peut changer d’une mission
a` une autre. Si l’he´licopte`re est dans l’e´tat terminal (Ts), cette action n’a ni effets ni couˆt.
– fonction de transition : T (s′, land, s) = δTs(s′)
– fonction de re´compense :
R(s, land) = I{(z=z1)&(IdTaz1 =SeTa)}Rl + ...+ I{(z=zNz )&(IdTazNz =SeTa)}
Rl −
I{(z=z1)&(IdTaz1 6=SeTa)}Cl − ...− I{(z=zNz )&(IdTazNz 6=SeTa)}Cl
ou` Rl  0 repre´sente la re´compense associe´e a` une mission d’atterrissage re´ussie,
autrement dit, l’he´licopte`re atterrit dans la zone ou` la cible recherche´e se localise, et Cl
repre´sente le couˆt d’une mission d’atterrissage manque´e. Notez que : Cproc < Ch,hˆ <
Cz,zˆ  Cl.
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3.4 Bilan
Dans ce chapitre, nous avons formalise´ le proble`me applicatif que nous cherchons a` trai-
ter en tant que POMDP. Une attention spe´ciale a` e´te´ donne´e a` l’apprentissage du mode`le
d’observation a` partir de donne´es re´elles de l’environnement. Le but de la mission reste tre`s
ge´ne´raliste, il peut eˆtre e´piste´mique ou symbolique. Dans le chapitre qui suit, nous verrons
que si le but de mission est l’exploration (perception active), ou est l’atterrissage (perception
active et satisfaction de but symbolique), les crite`res utilise´s lors de l’optimisation peuvent
varier. Nous expliciterons chacun de ces crite`res.
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Chapitre4
E´tude du compromis entre la prise
d’information et la de´cision
Dans ce chapitre nous e´tudions une possibilite´ de ge´rer le compromis entre la prise
d’information et la de´cision dans deux cadres applicatifs. Le premier d’entre eux
se rapporte a` la mission d’exploration, ou` l’agent interagit avec son environnement
pour identifier l’e´tat cache´ du syste`me. Nous nous sommes inte´resse´e a` ce proble`me
de de´cision se´quentielle pour la perception, car, selon les travaux de [Araya-Lo´pez
et al., 2010, Candido et Hutchinson, 2011, Eidenberger et Scharinger, 2010], la
fonction de re´compense doit reposer sur une mesure de l’incertitude sur l’e´tat de
croyance. Sa forme est donc diffe´rente de celle utilise´e dans le cadre classique des
POMDP qui est, pour sa part, base´e sur la paire e´tat-action. Nous comparons
donc deux approches d’optimisation des politiques. D’une part nous proposons un
crite`re mixte pour les POMDP qui couple une mesure de l’incertitude sur l’e´tat de
croyance avec les re´compenses de´finies par les paires e´tat-action et nous de´veloppons
un sche´ma algorithmique de re´solution pour ce crite`re. D’autre part, nous proposons
d’ajouter au mode`le des e´tats but fictifs au moyen des actions de classification afin de
revenir a` une mode´lisation sous-forme de POMDP classique (crite`re non mixte). Une
e´tude comparative de ces approches a e´te´ mene´e afin de ve´rifier leur e´quivalence en
termes de prise d’informations. Le second cadre d’application correspond a` la mis-
sion d’atterrissage, qui s’apparente a` un proble`me de de´cision se´quentielle, dont la
fonction de re´compenses est mode´lise´e a` l’aide du formalisme classique des POMDP.
La re´solution de ce proble`me permet de ve´rifier que le POMDP est capable de ge´rer
implicitement l’acquisition d’information pour atteindre le but de la mission. Pour
ce cadre d’application, nous avons e´galement e´value´ des politiques obtenues a` par-
tir du crite`re mixte propose´, et mene´ une e´tude comparative des strate´gies. Nous
montrons que si l’on ajoute au mode`le des e´tats buts fictifs (au moyen d’actions
de classification ou d’une action d’atterrissage), l’utilisation du crite`re mixte base´
sur une mesure de l’incertitude de l’e´tat de croyance n’est plus ne´cessaire dans de
nombreux cas pratiques. Ainsi, l’e´tude du crite`re mixte permet en fait d’ajuster les
re´compenses d’un mode`le POMDP classique e´quivalent. Ces deux approches sont
donc, en pratique, comple´mentaires.
Dans la de´cision se´quentielle sous incertitude et observabilite´ partielle, l’agent a besoin
d’acque´rir de l’information sur l’environnement afin de mener a` bien sa mission. Dans ce cas,
la politique re´sultant de l’optimisation du proble`me doit inte´grer une gestion du compromis
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entre la prise d’information d’une part et la de´cision finale qui l’ame`nera a` achever sa mission
d’autre part.
Toutefois, suivant le cadre d’application, la mode´lisation du proble`me de de´cision se´quen-
tielle sous incertitude et observabilite´ partielle sous forme de POMDP est plus au moins
directe : [Spaan et Lima, 2009], [Araya-Lo´pez et al., 2010] et [Smith et Simmons, 2004]
pre´sentent diffe´rents proble`mes ou` le but de la mission peut ou non se mode´liser dans la
fonction de re´compense. Nous nous sommes inte´resse´e a` l’e´tude de deux cas d’application
particuliers : les mission d’exploration et d’atterrissage, qui ont e´te´ pre´sente´es au cours du
chapitre pre´ce´dent (chapitre 3).
Nous e´tudions tout d’abord la mission d’exploration. Pour celle-ci la mode´lisation du but
a` atteindre dans la fonction de re´compense peut de´pendre de l’e´tat de croyance de l’agent, en
s’appuyant sur une classe particulie`re de POMDP de´note´e ρPOMDP et propose´ dans [Araya-
Lo´pez et al., 2010]. La re´solution du nouveau crite`re d’optimisation associe´ a` ce mode`le de
type ρPOMDP est obtenue par programmation dynamique. Nous proposons de mettre en
œuvre un tel sche´ma algorithmique pour la re´solution de ce ρPOMDP, ce qui constitue un
axe de recherche novateur. Par la suite, nous nous sommes inte´resse´e a` l’e´tude du cadre
relatif a` la mission d’atterrissage, pour laquelle l’utilisation directe d’un mode`le POMDP
semble possible pour la mode´lisation et la re´solution du proble`me [Smith et Simmons, 2004].
En conclusion, une comparaison des politiques obtenues est mene´e.
4.1 POMDP et mission d’exploration
Cette application vise a` permettre la de´tection et la reconnaissance de cibles dans un
environnement incertain et partiellement observable dans le cadre d’une mission d’exploration
mode´lise´e par un POMDP. Plus pre´cise´ment, la mission consiste a` de´tecter et a` identifier
des mode`les de voitures dans la sce`ne observe´e, sans pre´fe´rence pour un mode`le particulier
(cf. chapitre 3). Selon [Spaan et Lima, 2009, Eidenberger et al., 2009, Araya-Lo´pez et al.,
2010,Eidenberger et Scharinger, 2010] cette mission se rame`ne a` un proble`me de perception
active.
4.1.1 Synthe`se des travaux ante´rieurs sur les POMDP pour la perception active
Dans ce type d’application le but est d’acque´rir suffisamment d’information pour identifier
l’e´tat cache´ du syste`me. L’objectif de mission est ge´ne´ralement de minimiser l’incertitude
sur l’e´tat de croyance de l’agent. Comme de´ja` discute´ dans le chapitre 1, dans ce genre de
mission, le mode`le classique des POMDP peut ne pas eˆtre approprie´ parce que la fonction
de re´compense est base´e sur les paires e´tat-action, et non pas sur la connaissance de l’agent.
On peut affirmer que l’acquisition d’information constitue toujours un moyen, et non une
fin en soi. De`s lors, tout proble`me de de´cision avec observabilite´ partielle doit toujours eˆtre
mode´lise´ comme un POMDP. Toutefois, dans un certain nombre de cas, il semble difficile
d’adapter le cadre ge´ne´ral des POMDP, car il implique de modifier le mode`le de re´compense
r(s, a) (comme dans [Spaan et Lima, 2009]) de fac¸on a` y incorporer les gains d’information
apporte´s par les capteurs.
[Araya-Lo´pez et al., 2010] a propose´ une extension du mode`le POMDP. Il de´finit une
fonction de re´compense ρ base´e sur l’e´tat de croyance de l’agent autonome, c’est-a`-dire telle
que ρ ne de´pende plus uniquement de la paire e´tat-action. La fonction de re´compense est
e´galement associe´e par ailleurs a` une mesure d’information de l’e´tat de croyance. Suivant
ce meˆme objectif, [Eidenberger et al., 2009, Eidenberger et Scharinger, 2010] pre´sentent un
autre exemple ou` le mode`le POMDP est utilise´ pour formaliser le proble`me de perception
active. Le crite`re d’optimisation est alors fonde´ sur la the´orie de l’information et les couˆts des
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diffe´rentes actions. La me´thode de re´solution propose´e n’utilise pas d’algorithmes issus de
l’e´tat de l’art du POMDP, puisque les distributions de probabilite´ sont repre´sente´es par des
ensembles de gaussiennes, et que le crite`re d’optimisation n’est plus line´aire par morceaux.
Par contre, la me´thode e´value la valeur des actions prises entre deux instants successifs graˆce
a` une fonction de meˆme forme que l’e´quation de Bellman.
Ce que nous retenons de ces travaux pour ce cadre d’application, est qu’ils permettent
de de´finir des crite`res d’optimisation mixtes, base´s sur une re´compense attribue´e aux paires
e´tat-action r(s, a) d’une part, et sur la the´orie de l’information, reposant ge´ne´ralement sur
l’entropie de l’e´tat de croyance b, ou l’information mutuelle d’autre part. Dans l’article
de [Araya-Lo´pez et al., 2010] aucune imple´mentation algorithmique pour l’e´valuation des
politiques n’a pas e´te´ pre´sente´ ; et, [Eidenberger et al., 2009,Eidenberger et Scharinger, 2010]
proposent seulement une re´solution partielle du mode`le, pour l’obtention d’une strate´gie
myope (a` 1 coup).
Pour cela, dans la suite de cette e´tude, nous nous sommes inte´resse´e a` de´finir une fonc-
tion de re´compense qui de´pend d’une mesure d’information contenue de l’e´tat de croyance.
Ainsi, nous nous approchons du crite`re utilise´ dans [Eidenberger et al., 2009,Eidenberger et
Scharinger, 2010], en tenant compte toutefois d’un horizon de de´cision plus long, c’est-a`-dire
en s’inte´ressant a` un crite`re de de´cision a` long terme.
4.1.2 E´tude d’un crite`re mixte
[Araya-Lo´pez et al., 2010] de´montre que la convexite´ de la fonction de valeur d’un
POMDP est pre´serve´e pour un horizon de longueur N , lorsque la fonction de re´compense
est convexe, meˆme si celle-ci de´pend de l’e´tat de croyance. Il de´montre e´galement que si la
fonction de re´compense n’est pas line´aire, il est possible de l’approximer avec une fonction
line´aire par morceaux et convexe – Piecewise Linear and Convex (PWLC). Il propose d’uti-
liser ensuite des algorithmes de re´solution exacts ou approche´s issus de l’e´tat de l’art du
domaine des POMDP moyennant quelques modifications.
Sur l’hypothe`se que la fonction de re´compense est effectivement convexe, nous propo-
sons un crite`re mixte qui couple a` la fois les re´compenses associe´es aux paires e´tat-action
avec les re´compenses associe´es a` une mesure de l’incertitude de l’e´tat de croyance. Le travail
de [Araya-Lo´pez et al., 2010] a e´te´ publie´ au meˆme moment ou` nous avons propose´ ce crite`re
mixte pour les POMDP [Carvalho Chanel et al., 2010c, Carvalho Chanel et al., 2010a, Car-
valho Chanel et al., 2010b]. De toute e´vidence l’approche ici pre´sente´e est un cas particulier
du mode`le ge´ne´ral ρPOMDP.
Dans la suite nous de´finissons ce crite`re mixte, et nous de´montrons que la politique
associe´e a` ce crite`re peut se calculer par programmation dynamique. Nous pre´sentons une
imple´mentation d’un algorithme base´ sur un sche´ma d’optimisation d’ite´ration approche´e
sur la valeur, que nous avons adapte´ au cas de ce crite`re mixte.
De´finition 4.1.1 (Crite`re mixte) Soit pi une politique de´finie sur l’e´tat de croyance. Nous
de´finissons alors un crite`re d’optimisation qui se de´compose en : l’espe´rance mathe´matique
de la somme ponde´re´e des re´compenses attribue´es aux actions choisies a` laquelle s’ajoute
l’espe´rance mathe´matique de la somme ponde´re´e des entropies (ne´gatives) des e´tats de croyance
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successifs. Ces deux termes sont ensuite ponde´re´s par une constante λ ∈ [0, 1] tel que :
Jpi(b) = (1− λ)V pi(b) + λHpi(b), avec (4.1)
V pi(b) = Epi
[ ∞∑
t=0
γtr(bt, pi(bt))
∣∣∣∣∣b0 = b
]
Hpi(b) = Epi
[ ∞∑
t=0
γtH(bt)
∣∣∣∣∣b0 = b
]
Notons que V pi(b) est la fonction de valeur du mode`le POMDP classique, puisque :
r(bt, pi(bt)) =
∑
s∈S
bt(s)r(s, pi(bt)),
Notons aussi, que Hpi(b) correspond a` la fonction de valeur de´ja` propose´e dans [Deinzer
et al., 2003]. En revanche, nous de´finissons ici l’entropie de l’e´tat de croyance de la manie`re
suivante :
H(b) =
∑
s∈S
b(s) log(b(s))
de sorte que celle-ci est ne´gative (pas de signe de moins). Cela permet a` cette fonction
d’entropie d’eˆtre convexe. De plus, l’entropie de´finie en tant que telle, joue le roˆle d’une
pe´nalisation dans le crite`re puisque H(b) ≤ 0, ∀b ∈ ∆. La somme des deux termes forme
une fonction convexe qui correspond a` la de´finition du crite`re de performance donne´ par
[Mihaylova et al., 2002] (introduit dans l’e´quation 1.3).
Il est alors possible de de´finir une e´quation de Bellman relative a` ce crite`re, comme cela
est de´montre´ dans le the´ore`me suivant :
The´ore`me 4.1.1 (Equation de Bellman pour le crite`re mixte.) Le principe de Bell-
man applique´ au crite`re mixte pour une politique stationnaire pi est donne´ par :
Jpi(b) = (1− λ)r(b, pi) + λH(b) + γ
∑
o∈Ω
p(o|b, pi)Jpi(bopi) (4.2)
Preuve. A` partir de l’e´quation 4.1 on peut remplacer V pi(b) et Hpi(b) par leurs expressions
sous forme de somme ponde´re´e. La convergence des diffe´rentes sommes est assure´e par le
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facteur γ ∈ [0, 1[ sachant que r(b, pi) et H(b) sont borne´es. On a donc :
Jpi(b) = (1− λ)Epi
[ ∞∑
t=0
γtr(bt, pi)
∣∣∣∣∣b0 = b
]
+ λEpi
[ ∞∑
t=0
γtH(bt)
∣∣∣∣∣b0 = b
]
(4.3)
Jpi(b) = (1− λ)Epi [r(b0, pi)|b0 = b] + (1− λ)Epi
[ ∞∑
t=1
γtr(bt, pi)
∣∣∣∣∣b0 = b
]
+
+λEpi [H(b0)|b = b0] + λEpi
[ ∞∑
t=1
γtH(bt)
∣∣∣∣∣b0 = b
]
(4.4)
Jpi(b) = (1− λ)
∑
s∈S
r(s, pi)b(s) + (1− λ)Epi
[ ∞∑
t=1
γtr(bt, pi)
∣∣∣∣∣b0 = b
]
+
+λ
∑
s∈S
b(s) log(b(s)) + λEpi
[ ∞∑
t=1
γtH(bt)
∣∣∣∣∣b0 = b
]
(4.5)
Jpi(b) = (1− λ)
∑
s∈S
r(s, pi)b(s) + λ
∑
s∈S
b(s) log(b(s)) +
+γ(1− λ)
∑
o∈Ω
p(o|b, pi)Epi
[ ∞∑
t=0
γtr(bt, pi)
∣∣∣∣∣b0 = bopi
]
+
γλ
∑
o∈Ω
p(o|b, pi)Epi
[ ∞∑
t=0
γtH(bt)
∣∣∣∣∣b0 = bopi
]
(4.6)
Jpi(b) = (1− λ)
∑
s∈S
r(s, pi)b(s) + λ
∑
s∈S
b(s) log(b(s)) +
+γ
∑
o∈Ω
p(o|b, pi) ((1− λ)V pi(bopi) + γλHpi(bopi)) (4.7)
Jpi(b) = (1− λ)
∑
s∈S
r(s, pi)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, pi)Jpi(bopi) (4.8)
Pour une politique stationnaire pi donne´e, la fonction de valeur Jpi satisfait donc l’e´quation
de Bellman 4.2. L’e´quation 4.2 montre que Jpi correspond au crite`re γ-ponde´re´ classique
dans lequel la re´compense est ajoute´e a` l’entropie de l’e´tat de croyance courant. On est
ramene´ a` un proble`me de maximisation du crite`re ponde´re´ pre´ce´dent qui peut s’interpre´ter
comme le calcul de re´compenses artificielles. Celles-ci sont e´gales aux re´compenses re´elles∑
s∈S r(s, a)b(s) auxquelles s’ajoutent les entropies H(b).
Proposition 4.1.1 La fonction de valeur optimale J∗(b) est la solution de l’e´quation de
Bellman :
J∗(b) = max
a∈A
{
(1− λ)r(b, a) + λH(b) + γ
∑
o∈Ω
p(o|b, a)J∗(boa)
}
(4.9)
Preuve. On a :
Jpi(b) = (1− λ)
∑
s∈S
r(s, pi)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, pi)Jpi(bopi), (4.10)
et aussi, comme la convergence des diffe´rentes sommes est assure´e par le facteur γ ∈ [0, 1[,
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on a pour toute politique pi = (a, pi′) :
J∗(b) = max
pi
{
(1− λ)Epi
[ ∞∑
t=0
γtr(bt, pi(bt))
∣∣∣∣∣b0 = b
]
+ λEpi
[ ∞∑
t=0
γtH(bt)
∣∣∣∣∣b0 = b
]}
(4.11)
J∗(b) = max
(a,pi′)
[
(1− λ)
∑
s∈S
r(s, a)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, a)Jpi′(boa)
]
(4.12)
J∗(b) = max
a∈A
[
(1− λ)
∑
s∈S
r(s, a)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, a) max
pi′
Jpi
′
(boa)
]
(4.13)
J∗(b) = max
a∈A
[
(1− λ)
∑
s∈S
r(s, a)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, a)J∗(boa)
]
(4.14)
L’application de la programmation dynamique a` l’e´quation de Bellman 4.2 permet de
calculer une politique ou` la re´compense imme´diate se trouve pe´nalise´e par l’entropie de
l’e´tat de croyance. Cette pe´nalisation sera d’autant plus importante que la distribution sur
les e´tats est peu pre´cise. Ce calcul permet d’introduire les ope´rateurs de Bellman et de
programmation dynamique relatifs a` ce crite`re mixte.
De´finition 4.1.2 L’ope´rateur de Bellman, note´ Wpi : R∆ → R∆ sachant que R∆ ⇔ {f :
∆→ R}. Donc, pour tout J ∈ R∆ est de´fini par :
WpiJ(b) = (1− λ)
∑
s∈S
r(s, pi)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, pi)J(bopi). (4.15)
L’ope´rateur de programmation dynamique W : R∆ → R∆ est de´fini tel que :
WJ(b) = max
a∈A
[
(1− λ)
∑
s∈S
r(s, a)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, a)J(boa)
]
. (4.16)
Proposition 4.1.2 Jpi est l’unique point fixe de Wpi, et J∗ est l’unique point fixe de W. De
plus, la politique stationnaire optimale est donne´e par :
pi∗(b) ∈ arg max
a∈A
[
(1− λ)
∑
s∈S
r(s, a)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, a)J(boa)
]
(4.17)
Sachant que, les ope´rateurs Wpi et W sont γ-Lipschitziens pour la norme sup [Sigaud et
Buffet, 2008], on a :
∀(J, J ′) ∈ (R∆)2,
{ ‖WpiJ −WpiJ ′‖ ≤ γ‖J − J ′‖∞
‖WJ −WJ ′‖ ≤ γ‖J − J ′‖∞ (4.18)
Preuve. En effet, pour tout b ∈ ∆ et a∗ tel que :
a∗ ∈ arg max
a∈A
[
(1− λ)
∑
s∈S
r(s, a)b(s) + λ
∑
s∈S
b(s) log(b(s)) + γ
∑
o∈Ω
p(o|b, a)J(boa)
]
(4.19)
on a :
0 ≤ |WJ(b)−WJ ′| = γ
∑
o∈Ω
p(o|a∗, b)|J(boa − J ′(boa)| (4.20)
≤ γ
∑
o∈Ω
p(o|a∗, b) max
o∈Ω
|J(boa − J ′(boa)| (4.21)
≤ γmax
o∈Ω
|J(boa − J ′(boa)| (4.22)
≤ γmax
b∈∆
|J(b)− J ′(b)| = γ‖J − J ′‖∞ (4.23)
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Cette contraction de W assure donc l’existence d’un point fixe. De plus, graˆce a` la de´finition
de toute politique optimale pi∗(b), on a :
Wpi∗J∗ =WJ∗ = J∗ (4.24)
J∗ apparait donc comme le point fixe de Wpi∗ . Or, par de´finition Jpi∗ est e´galement le point
fixe deWpi∗ . Du fait de l’unicite´ de ce point fixe, on a : Jpi∗ = J∗. Ceci montre que la politique
pi∗(b) est optimale.
Bien que toujours convexe, le crite`re mixte n’est plus une fonction line´aire. Comme cela a
e´te´ de´ja` discute´ auparavant, [Araya-Lo´pez et al., 2010] remarque que si la fonction convexe de
re´compense n’est pas line´aire, il est possible de l’approximer a` partir d’une fonction line´aire
par morceaux et convexe (PWLC). Graˆce a` cela, nous pouvons utiliser des algorithmes
approche´s issus de l’e´tat de l’art du domaine POMDP en les adaptant.
Adaptation d’algorithmes approche´s de type point-based pour l’optimisation du crite`re mixte
Dans la suite, nous montrons qu’a` partir d’une approximation line´aire du premier ordre
il est possible d’adapter certains algorithmes approche´s issus de l’e´tat de l’art du domaine
des POMDP afin d’obtenir une politique -optimale pour le crite`re mixte 4.1 propose´. Cette
approximation du premier ordre repose sur la donne´e de certains points de l’espace de l’e´tat de
croyance. Comme la plupart des algorithmes de type point-based proce`dent a` une mise a` jour
de la fonction de valeur du POMDP a` partir d’un sous-ensemble d’e´tats de croyance B ∈ ∆,
nous conside´rerons que les ensembles de points utilise´s par l’approximation line´aire d’une part
et l’algorithme d’autre part sont les meˆmes [Carvalho Chanel et al., 2010c,Carvalho Chanel
et al., 2010a,Araya-Lo´pez et al., 2010].
Approximation line´aire du premier ordre de la fonction de valeur du crite`re mixte
Il est possible de de´montrer que la fonction de re´compense peut eˆtre repre´sente´e par un
α-vecteur au point b∗, a` partir d’une approximation line´aire du premier ordre de celle-ci.
De la sorte que l’inte´gration de l’entropie dans la fonction de re´compense n’empeˆchera pas
de parame´trer la fonction de valeur par des α-vecteurs aux points b∗ ∈ ∆, en supposant la
fonction de valeur initiale J0(b) = 0.
Tout d’abord, nous de´finissons αc, l’α-vecteur classique qui maximise la valeur V (b), pour
b ∈ ∆. Cet α-vecteur est constitue´ des re´compenses associe´es aux paires e´tat-action et permet
de mode´liser la fonction de valeur V (b) sous la forme vectorielle telle que : V (b) = αc · b. Il
est bien connu que les α-vecteurs classiques repre´sentent le gradient de V par rapport a` b.
V (b) = αc · b, ou` αc = ∂V (b)
∂b
(4.25)
Ensuite, nous rappelons que l’approche crite`re mixte ici pre´sente´e est un cas particulier
du mode`le ge´ne´ral ρPOMDP. Donc, la prise en compte de l’entropie modifie l’expression de
la re´compense imme´diate ρ(b, a) qui devient :
ρ(b, a) = (1− λ)
∑
s∈S
r(s, a)b(s) + λ
∑
s∈S
b(s) log b(s)
et, sous forme vectorielle nous de´finissons cette re´compense imme´diate par : ρ(b, a) = αm · b.
Si l’on cherche a` de´river la nouvelle re´compense imme´diate ρ(b) = αam · b, on obtient :
ρ(b) = αam · b = ((1− λ)αac + λ log(b)) · b (4.26)
∂ρ(b)
∂b
= (1− λ)αac + λ(log b+ log e) (4.27)
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ou` log b ≡ [log b(s1) ... log b(sn)] est le vecteur dont la i-ie`me composante vaut log b(si), et
log e ≡ [log e ... log e] un vecteur pour lequel toutes les composantes valent log e. Ainsi, nous
ve´rifions au passage que la de´rive´e de ρ par rapport a` b n’est pas line´aire. Cependant, un
de´veloppement en se´rie au premier ordre permet d’obtenir une approximation line´aire au
voisinage d’un point b∗ ∈ ∆. Dans ce cas, la re´compense ρ et son gradient par rapport a` b
sont e´value´s au point b∗ ∈ ∆.
ρ(b) = ρ(b∗) +
∂ρ(b)
∂b
|b=b∗ · (b− b∗) (4.28)
= ((1− λ)αac + λ log(b∗)) · b∗ + ((1− λ)αac + λ(log b∗ + log e)) · (b− b∗) (4.29)
= ((1− λ)αac + λ log(b∗)) · b∗ + ((1− λ)αac + λ log b∗) · (b− b∗) + λlog e · (b− b∗) (4.30)
= ((1− λ)αac + λ(log b∗)) · b+ λlog e · b− λlog e · b∗ (4.31)
En utilisant la condition que pour tout b, la somme des composantes vaux 1 (
∑
i bi = 1)
e´tant donne´ que b est une distribution de probabilite´, on voit que loge · b = log e et donc
(λlog e · b− λlog e · b∗) = 0. Ainsi il vient :
ρ(b) = ((1− λ)αac + λ(log b∗)) · b+ λlog e · b− λlog e · b∗ (4.32)
ρ(b) = ((1− λ)αac + λ(log b∗)) · b+ λ log e− λ log e (4.33)
ρ(b) = ((1− λ)αac + λ(log b∗)) · b (4.34)
ρ(b) = αb
∗,a
m · b (4.35)
Ceci de´montre que nous pouvons utiliser αb
∗,a
m comme α-vecteur de tout point b au voi-
sinage de b∗, en supposant la fonction de valeur initiale J0(b) = 0. Ce re´sultat est important
puisqu’il de´montre a` la fois que les algorithmes de type point-based peuvent eˆtre applique´s
mais au prix d’une approximation line´aire des variations de J . Il apparaˆıt e´galement que
pour chaque b∗ ∈ ∆ explore´ l’algorithme devra conserver l’α-vecteur associe´.
Nous rappelons qu’a` la diffe´rence des travaux ante´rieurs, nous voudrons re´soudre et
imple´menter le ρPOMDP reposant sur le crite`re propose´. Pour faire cela, nous avons duˆ
modifier l’algorithme PBVI [Pineau et al., 2003] afin de s’accommoder a` cette nouvelle for-
mulation. Le choix de l’algorithme PBVI se justifie par le fait qu’il offre une me´thode d’explo-
ration stochastique de l’espace des e´tats de croyance, ce qui e´vite de modifier les heuristiques
de recherche dans cet espace qui sont utilise´es habituellement par d’autres algorithmes, par
exemple, tels que HSVI [Smith et Simmons, 2005] et SARSOP [Kurniawati et al., 2008].
Adaptation de l’algorithme PBVI
L’algorithme PBVI repose sur une me´thode d’optimisation de type point-based. Celle-ci
suppose qu’en mettant a` jour non seulement la valeur mais aussi le gradient (le α-vecteur)
pour chaque b ∈ B, la politique calcule´e pourra eˆtre utilise´e pour d’autres points de l’espace de
croyance qui n’appartiennent pas a` l’ensemble B. Nous rappelons ici que l’ensemble des e´tats
de croyance est compose´ de points conside´re´s comme atteignables. Ces e´tats de croyance sont
atteignables en suivant une politique d’action arbitraire depuis une e´tat de croyance initial
b0.
L’algorithme 8 de´crit la proce´dure adapte´e pour calculer les nouveaux α-vecteurs repre´sen-
te´s par l’approximation line´aire du premier ordre. Avant de pre´senter le nouvel ope´rateur
de mise a` jour de la valeur – backup – nous souhaitons aborder un point technique qui nous
semble essentiel dans le calcul du logarithme de b.
L’entropie de´finie ne´gative, n’est pas une fonction lipschitzienne, c’est-a`-dire une fonction
continue a` variation et a` de´rive´e borne´es. On voit clairement que log x→ −∞ quand x→ 0.
Ceci pose un proble`me nume´rique lors de la re´solution. Afin de s’en affranchir, nous proposons
de borner infe´rieurement les composantes log b(si) = −∞ du vecteur log b et de de´finir un
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Algorithme 8: PBVI pour le crite`re mixte
entre´e : POMDP, N , NB
sortie : fonction de valeur J
1 Initialiser J0 ← ∅, n = 0 ;
2 B ← b0 ;
3 repeat
4 E´tendre B ;
5 until |B| < NB;
6 repeat
7 n = n+ 1;
8 Jn ← ∅;
9 Calculer toutes les projections Γa,om de Jn−1 (e´quation 2.17) ;
10 for b ∈ B do
11 Jn ←
⋃
backupm(b) ;
12 until n < N ou ||maxαn∈Jn αn · b−maxαn−1∈Jn−1 αn−1 · b|| > ,∀b ∈ B;
seuil, de fac¸on a` approcher la composante (−∞) du gradient de la valeur d’un e´tat de croyance
par une constante suffisamment ne´gative (assurer la pente). Il est a` noter que cela ne change
pas la valeur de l’e´tat de croyance, e´tant donne´ que x log x→ 0 quand x→ 0. Ainsi :
log b(si) =
{
log b(si), si b(si) > 10
−300,
log 10−300, sinon.
L’adaptation de l’algorithme PBVI (cf. l’algorithme 8) implique donc une modification de
la mise a` jour de la valeur (backupm) (ligne 11). Dans ce cas, nous rappelons que la valeur :∑
s∈S
((1− λ)b(s)r(s, a) + λb(s) log(b(s)))
au voisinage d’un point b ∈ B peut eˆtre approche´e par :
ram = ((1− λ)ra + λ log b) · b = αb,am · b (4.36)
ou` ra(s) = r(s, a). De cette fac¸on le nouvel ope´rateur de backup peut eˆtre de´fini par :
backupm(b) = arg max
αab∈Γab
b · αab , avec : (4.37)
Γab ← ram + γ
∑
o
arg max
αa,oi ∈Γa,om
b · αa,oi (4.38)
Les projections Γa,om sont calcule´es de la meˆme fac¸on que dans la me´thode classique (e´quation
2.17). Nous pre´cisons une fois de plus que le calcul de mise a` jour de la valeur, re´alise´e pour
ce crite`re, impose que |Jn| = |B|, c’est-a`-dire que le nombre de α-vecteurs qui constitue la
fonction de valeur a` l’instant n est e´gale au nombre d’e´tats de croyance atteignables. Ceci
est duˆ a` l’approximation line´aire du premier ordre qui permet de de´terminer le gradient J(b)
pour b ∈ B, a` partir d’un α-vecteur particulier qui de´pend du vecteur log b.
Un autre point technique important est que, contrairement a` la version classique de
l’algorithme PBVI, la ge´ne´ration de points b ∈ B doit ici eˆtre faite de`s le de´but de re´solution
et non au fur et a` mesure des ite´rations. Ceci est un point de´licat a` ge´rer, puisque nous
souhaitons e´viter des erreurs d’approximation trop importants de la valeur viennent fausser
l’ensemble de la de´marche. Pour cela, nous avons choisi de cre´er l’ensemble des points de B
en pre´ambule a` toute re´solution.
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Nous tenons aussi a` remarquer que duˆ fait que l’approximation du premier ordre est
base´e sur les points b ∈ B, aucune garantie de convergence pour un  tre`s petit n’est peut
eˆtre donne´e. La valeur associe´e a` un e´tat de croyance peut en faite osciller. Ceci a e´te´ ve´rifie´
notamment par l’expe´rience lors de nos tests en simulation pour l’e´valuation de ce crite`re
mixte. Meˆme si l’ope´rateur de Bellman est une contraction dans l’espace des fonctions de
valeur qui conduit in fine a` un point-fixe pour ce crite`re mixte, la re´solution ici de´crite
n’est pas exacte. Ainsi, l’on peut seulement garantir que l’erreur d’approximation sera borne´
[Araya-Lo´pez et al., 2010].
Dans la suite, nous nous sommes focalise´e sur une e´valuation des politiques qui peuvent
eˆtre calcule´es sur la base de ce crite`re mixte. Comme celui-ci de´pend explicitement de la
valeur de la ponde´ration λ, nous avons souhaite´ dans un premier temps e´valuer l’effet de ce
parame`tre dans un proble`me simple de diagnostic.
E´valuation du crite`re mixte par variation du parame`tre λ
Pour jauger la pertinence du crite`re mixte, des politiques stationnaires ont e´te´ calcule´es
pour diffe´rents valeurs du facteur de ponde´ration λ. De la sorte, nous proposons d’e´tudier le
crite`re de´fini pre´ce´demment selon une approche multi-objectif [Deb, 2001]. En effet, celui-ci
peut eˆtre vu comme un compromis entre l’acquisition d’information que l’on cherche a` maxi-
miser et le couˆt des actions ne´cessaires a` mettre en oeuvre pour cette prise d’information.
L’objectif consiste donc a` construire le front de Pareto associe´ a` ces deux crite`res antago-
nistes et a` de´terminer l’ensemble de solutions non-domine´es, c’est-a`-dire toutes les solutions
meilleures que les autres sur au moins un objectif. Lorsqu’on est en pre´sence de plusieurs
objectifs, il est rare qu’une solution permette de les optimiser simultane´ment. La plupart
du temps, l’ame´lioration d’un objectif se fait au de´triment d’un autre [Deb, 2001]. Ainsi, Le
front de Pareto constitue un outil d’aide au choix d’une solution en fonction des crite`res que
l’on cherche a` minimiser ou maximiser.
La construction du Front de Pareto est ici re´alise´e en e´chantillonnant plus ou moins
finement le parame`tre de ponde´ration λ et en re´solvant pour chaque valeur de celui-ci le
proble`me d’optimisation du crite`re mixte par programmation dynamique. Par conse´quent,
nous avons optimise´ des politiques pour chaque valeur de λ en exploitant l’algorithme PBVI
modifie´. L’ensemble de re´sultats nous permet de tracer l’allure du Front de Pareto sachant
que chaque politique calcule´e correspond a` la maximisation des crite`res pour une valeur de
λ.
Cette approche multi-objectif a tout d’abord e´te´ mise en ouvre sur un exemple simple de
diagnostic afin de mettre en regard l’entropie de l’e´tat de croyance de l’agent et le couˆt associe´
aux diffe´rentes actions re´alise´es. Le proble`me consiste ici a` de´terminer l’e´tat cache´ d’un
syste`me en panne en re´alisant des tests sur les diffe´rents composants de celui-ci (composants
A, B, C et D). La figure 4.1 montre le sche´ma du syste`me conside´re´. A` chaque test est associe´
un couˆt diffe´rent (le test A couˆte -2, les tests B et C couˆtent -1 et le test D couˆte -3). On
suppose de plus que ces composants sont installe´s a` des endroits plus au moins accessibles. Les
tests renseignent l’agent sur l’e´tat de fonctionnement du composant de manie`re impre´cise :
par exemple, le test du composant A renseigne avec une probabilite´ de 0.75 sur le ve´ritable
e´tat (en marche ou en panne). Le but est d’identifier quel ou quels sont les composant du
syste`me qui sont effectivement en panne. L’agent, qui n’a aucune connaissance a priori sur
l’e´tat des composants, doit re´aliser de tests a` moindres couˆts pour mener cette identification.
Dans cet exemple simple, les politiques pour le crite`re mixte propose´ ont e´te´ calcule´es
en faisant varier la constante λ pour un ensemble B, ou` |B| = 1000. Nous rappelons que
la ponde´ration λ permet e´galement d’adapter la valeur de chaque crite`re, en donnant par
exemple plus ou moins de poids a` l’optimisation de la somme ponde´re´e d’entropies : Hpi(b) =
Epi
[∑∞
t=0 γ
tH(bt)|b0 = b
]
.
88
4.1. POMDP et mission d’exploration
A B
C D
Panne
Actions :
- test A (-2) ;
- test B (-1) ;
- test C (-1) ;
- test D (-3).
Observations :
- test A : vrai e´tat (0.75) ;
- test B : vrai e´tat (0.65) ;
- test C : vrai e´tat (0.80) ;
- test D : vrai e´tat (1.00).
Figure 4.1 – Sche´ma du syste`me constitue´ de 4 composants : A, B, C et D.
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Figure 4.2 – Front de Pareto pour l’application de type diagnostic – λ ∈
{0, 0.1, 0.2, ..., 0.9, 1.0}.
.
La figure 4.2 montre le front de Pareto obtenu a` la suite du traitement de cet exemple
de diagnostic. Le balayage de diffe´rentes valeurs de λ permet d’approcher le front de Pareto
associe´ a` la maximisation des crite`res. Nous ve´rifions que l’ame´lioration de l’un des objectifs
(re´compenses sur les e´tats ou entropie de l’e´tat de croyance) se fait au de´triment de l’autre.
Le calcul des valeurs moyennes des crite`res a e´te´ effectue´ sur la base de 1000 simulations avec
un horizon de 30 e´tapes de de´cision. Sur cette meˆme figure, nous avons repre´sente´ l’e´cart
type de chaque crite`re ce qui permet de mettre en e´vidence que cette me´thode approche´e
conduit a` des erreurs d’approximation qui ne sont pas ne´gligeables.
Dans la figure 4.3(a), nous montrons la moyenne obtenue pour 1000 simulations a` chaque
e´tape de de´cision pour l’entropie ne´gative de l’e´tat de croyance, calcule´e comme :
Ht =
1
k
k∑
i=0
∑
s∈S
bt(s) log(bt(s)) (4.39)
ou` k repre´sente le nombre de simulations. Et dans la figure 4.3(b), la moyenne de re´compenses
est calcule´e pour sa part comme suit :
Vt =
1
k
k∑
i=0
r(st, pi(bt)) (4.40)
Il est a` noter que le simulateur connait l’e´tat cache´ du syste`me en attribuant les re´compenses
a` chaque e´tape de de´cision.
Les courbes de la figure 4.3 montrent que plus le poids λ donne´ a` l’entropie est e´leve´,
plus l’entropie se trouve effectivement optimise´e, ceci au prix de gains moyens moins e´leve´s.
Les diffe´rentes valeurs du facteur d’agre´gation des crite`res λ sont indique´s a` droite de chaque
trace´.
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Figure 4.3 – Moyennes de l’entropie de l’e´tat de croyance et de re´compenses.
Nous montrons aussi l’espe´rance de la somme ponde´re´e de re´compenses et d’entropies
sur la figure 4.4. L’espe´rance de la somme ponde´re´e d’entropies est calcule´e comme :
Hpi(b) = Epi
[
t∑
i=0
γiH(bi)|b0 = b
]
(4.41)
sur un passe´ de longueur t, et l’espe´rance de la somme ponde´re´e de re´compenses est telle
que :
V pi(b) = Epi
[
t∑
i=0
γir(si, pi(bi))|b0 = b, si
]
(4.42)
pour le meˆme horizon t.
Nous pouvons une fois de plus ve´rifier qu’en fonction de la valeur de λ le comportement de
l’agent sera diffe´rent. Dans le cas ou` λ = 0, le crite`re optimise´ correspond au crite`re classique
des POMDP, qui n’inte`gre aucune optimisation de l’entropie de l’e´tat de croyance pour ce
proble`me ; ceci est ve´rifie´ par le fait que la politique contient seulement une action (test B)
qui est la moins couˆteuse. L’entropie de la croyance sur l’e´tat du composant B est diminue´e,
mais aucune information par rapport aux autres composants n’est collecte´e (courbe rouge
associe´e au symbole (–|–) dans la figure 4.3(a)). Au fur et a` mesure que λ tends vers 1, la
politique se rapproche d’un comportement de plus en plus investigateur malgre´ le couˆt des
actions : plus l’agent se renseigne, plus l’entropie diminue au prix d’un couˆt d’actions plus
important.
Nous tenons a` faire remarquer que dans la figure 4.3(a) la moyenne de l’entropie associe´ a`
l’e´tat de croyance n’atteint pas la valeur ze´ro sur ces simulations avec 30 e´tapes de de´cision.
Ceci peut eˆtre explique´ par le fait que le mode`le d’observation n’est pas exact. En effet, l’agent
cherche a` identifier l’e´tat du syste`me et a` re´duire l’entropie de son e´tat de croyance, mais
l’e´volution de la moyenne de cette entropie de´pend directement de la fonction d’observation.
Pour de´montrer empiriquement cela, nous avons recalcule´ des politiques a` partir des mode`les
POMDP sur ce meˆme exemple de diagnostic avec des mode`les d’observation moins bruite´ (-
test A : e´tat ve´ritable (0.85) ; - test B : e´tat ve´ritable (0.75) ; - test C : e´tat ve´ritable (0.90) ;
test D : e´tat ve´ritable (1.00) ) et non bruite´ (quelque soit l’action : e´tat ve´ritable (1.0)). Nous
pouvons de cette fac¸on illustrer sur la figure 4.5 que la vitesse de convergence de l’entropie
de´pend aussi de la pre´cision du mode`le d’observation : moins le mode`le d’observation est
bruite´, moins grand est le temps ne´cessaire pour que la moyenne de l’entropie tende vers
ze´ro.
90
4.1. POMDP et mission d’exploration
-40
-35
-30
-25
-20
-15
-10
-5
 0
 0  5  10  15  20  25  30
E s
p e
r a
n c
e  
d e
 l a
 s
o m
m
e  
p o
n d
e r
e e
 d
’ e
n t
r o
p i
e s
t
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
(a) Espe´rance de la somme ponde´re´e d’entropies de
l’e´tat de croyance pour chaque instant t.
-30
-25
-20
-15
-10
-5
 0
 0  5  10  15  20  25  30
E s
p e
r a
n c
e  
d e
 l a
 s
o m
m
e  
p o
n d
e r
e e
 d
e  
r e
c o
m
p e
n s
e s
t
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
(b) Espe´rance de la somme ponde´re´e de re´compenses
pour chaque instant t.
Figure 4.4 – Espe´rance de la somme ponde´re´e d’entropies de l’e´tat de croyance et de
re´compenses.
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Figure 4.5 – Moyennes de l’entropie de l’e´tat de croyance en fonction du mode`le d’observa-
tion.
Dans la suite nous e´valuons le crite`re mixte pour la mission d’exploration traite´e dans
cette the`se, ou` but est d’acque´rir suffisamment d’information pour identifier l’e´tat cache´
du syste`me. L’optimisation du crite`re devra tenir compte des couˆts associe´s aux multiples
de´placements de l’he´licopte`re et de l’optimisation explicite de l’entropie de l’e´tat de croyance.
Utilisation du crite`re mixte pour la mission d’exploration
Nous avons aussi re´alise´ le meˆme type d’e´valuation pour la mission d’exploration, de´crite
au chapitre 3. Dans celle-ci, l’agent autonome cherche a` reconnaˆıtre l’identite´ des cibles dans
les diffe´rentes zones, et ce, afin de reconnaˆıtre l’e´tat cache´ du syste`me. L’agent autonome
doit se de´placer dans les diffe´rentes zones pour obtenir de l’information par rapport a` la
zone observe´e. La diminution de l’incertitude de son e´tat de croyance devient le but de la
mission. Nous rappelons que le crite`re mixte permettra de ge´rer le compromis entre la prise
d’informations de l’environnement et les couˆts associe´es aux diffe´rentes actions. Ces couˆts
sont ici proportionnels aux distances parcourues par l’he´licopte`re.
Nous avons ge´ne´re´ le mode`le POMDP de cette mission d’exploration. Nous admettons
que l’environnement est constitue´ de 3 zones distinctes se´pare´es de 70 me`tres les unes des
autres. Initialement l’he´licopte`re se trouve dans la zone 1 a` une altitude de vol de 30 me`tres,
et aucune connaissance a priori sur l’identite´ ou la pre´sence de cibles n’est disponible. Ce
manque d’information se traduit par une distribution de probabilite´ uniforme sur les 64 e´tats
initiaux possibles.
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Des politiques ont e´te´ calcule´es pour diffe´rentes valeurs de λ, et pour un ensemble d’e´tats
de croyance B, tel que |B| = 5000. Le temps moyen pour le calcul des politiques a e´te´ de 5
heures, pour  ≤ 2. La valeur du seuil  peut eˆtre conside´re´e comme laˆche, mais nous avons
fait ce choix duˆ a` l’approximation line´aire du premier ordre. Il apparaˆıt que l’algorithme a
tendance a` osciller a` partir d’un seuil lorsqu’on fait varier la valeur de la ponde´ration λ.
Ainsi, par l’expe´rience nous avons fixe´ ce seuil a` 2.
Nous avons trace´ le front de Pareto a` partir de 12000 simulations de diffe´rentes politiques
avec un horizon de 30 e´tapes de de´cision. Le front de Pareto obtenu est trace´ sur la figure 4.6.
Nous ve´rifions une fois de plus, que l’ame´lioration de l’un des deux objectifs (re´compenses
sur les e´tats ou entropie de l’e´tat de croyance) se fait au de´triment de l’autre. Sur cette
meˆme figure, est e´galement superpose´ l’e´cart type de chaque crite`re, qui permet de mettre
en e´vidence encore une fois que cette me´thode approche´e de re´solution conduit a` des erreurs
d’approximation significatifs.
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Figure 4.6 – Front de Pareto pour la mission d’exploration – λ ∈ {0, 0.1, 0.2, ..., 0.9, 1.0}.
.
L’e´volution de la moyenne de l’entropie est trace´e sur la figure 4.7(a). Nous pouvons ainsi
voir que plus le poids de l’entropie est e´leve´, plus elle se trouve effectivement optimise´e, ceci
au prix de gains moyens moins e´leve´s (figure 4.7(b)). Nous montrons aussi l’espe´rance de la
somme ponde´re´e de re´compenses et d’entropies sur la figure 4.8 en accord avec les e´quations
4.41 et 4.42.
Comme pre´ce´demment, le comportement de l’agent sera diffe´rent en fonction de λ. Dans le
cas ou` λ = 0, le crite`re optimise´ se confond avec le crite`re classique du POMDP, qui ne prend
pas en compte l’entropie associe´ a` l’e´tat de croyance, ce qui est a` nouveau confirme´ par le fait
que la politique contient se re´duit aux deux actions (goto h1 et goto h2) moins couteuses.
L’entropie de l’e´tat de croyance sur la zone 1, qui est la zone initialement observe´e, sera
re´duite ; par contre, comme aucune autre action de de´placement entre zones n’est pre´sente
dans la politique, l’entropie de l’e´tat de croyance sur les autres zones ne sera pas re´duite.
Ceci explique le fait que la courbe rouge associe´e au symbole (–|–) sur la figure 4.7(a) reste
bloque´e a` la valeur −4 a` partir d’un certain temps (instant de de´cision t). Pour les cas ou`
λ = 0.1 et 0.2, l’entropie n’a pas un poids suffisant vis-a`-vis des re´compenses associe´es au
paires e´tat-action moyenne´es sur l’e´tat de croyance : ceci explique le fait que la politique
confe`re au syste`me le meˆme comportement que pour λ = 0. Lorsque que nous faisons varier
λ vers 1, la politique fournit a` l’agent un comportement de plus en plus curieux malgre´
le couˆt des actions : plus l’agent acquiert de l’information, plus l’entropie de croyance est
diminue´e au prix d’un couˆt d’actions plus important.
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Figure 4.7 – Moyennes de l’entropie de l’e´tat de croyance et de re´compenses.
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Figure 4.8 – Espe´rance de la somme ponde´re´e d’entropies de l’e´tat de croyance et de
re´compenses.
Toutes ces e´valuations nous me`nent a` conclure que la de´termination du bon λ a` utiliser
de´pendra de l’importance que le concepteur du syste`me autonome souhaitera donner aux
diffe´rents crite`res. Ce re´sultat peut paraˆıtre de´cevant, puisque nous n’obtenons une manie`re
unique de re´soudre le compromis entre la prise d’information et la de´cision.
Nous discuterons dans la suite une approche alternative au crite`re mixte en se focalisant
sur les avantages et inconve´nients. Par la suite, nous comparerons les strate´gies obtenues
avec les diffe´rentes approches pour la mission d’exploration.
Comment faire autrement ?
Pour notre application, une approche alternative consiste a` rajouter au mode`le une action
de terminasion de la mission, comme par exemple une action appele´e report, qui permet a`
l’agent autonome de terminer sa mission en rapportant sa meilleure estimation de l’e´tat du
syste`me lorsque sa croyance b tend a` eˆtre certaine, telle que, b(s)→ δs. Rappelons que le but
est de reconnaˆıtre l’e´tat cache´ du syste`me observe´. Une telle action peut de´pendre d’un seuil
de croyance η que l’on souhaite atteindre. Ainsi, il doit eˆtre pre´-de´fini par le concepteur en
fonction du couˆt “acceptable” pour obtenir un degre´ de certitude “suffisant”. Si la croyance
de l’agent sur un e´tat donne´ du syste`me de´passe ce seuil de´fini, cette action rapporterait une
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re´compense et conduirait a` l’e´tat terminal.
r(b, report) > 0, si max
s∈S
b(s) > η et r(b, report) 0, sinon.
Cette fonction de re´compense est de´licate. En effet, sa de´pendance vis-a`-vis des paires e´tat-
action n’est pas triviale a` formaliser, puisque cette action ne de´pend que de l’e´tat de croyance
courant de l’agent. Prenons le proble`me bien connu du tigre comme exemple : supposons que
le but est de rapporter la position du tigre, l’agent disposant des actions e´couter (couˆt de
−1) et rapporter (re´compense de 1 pour un η = 0.9 et de −2 sinon). La courbe de la fonction
de valeur a` t = 0 est trace´e sur la figure 4.9. Cette figure illustre le fait que cette fonction de
valeur est line´aire par morceau mais non convexe. Ceci empeˆche une application directe des
algorithmes usuels de re´solution des POMDP. Cependant cette approche montre que si on
souhaite se ramener a` une mode´lisation en POMDP classique on doit avoir une ide´e a priori
de la solution pour fixer la valeur des re´compenses.
0 1
b(s1)
V0
e´couter (-1)
rapporter (1)
Figure 4.9 – Exemple d’un fonction de valeur a` t = 0 non convexe pour le proble`me modifie´
du tigre.
Avec cette ide´e d’ajouter une action de type report, on peut vouloir se ramener a` une
mode´lisation sous forme de POMDP avec une fonction de re´compense de´pendant des paires
e´tat-action. Autrement dit, a` la place de fixer η, on cherche a` donner une re´compense suffi-
samment grande ou` fait de rapporter correctement le ve´ritable e´tat. Ainsi, nous proposons
en fait de re´soudre la mission d’exploration par une autre approche. Plus pre´cise´ment, nous
rajoutons au mode`le autant d’actions report qu’il y a d’e´tats possibles, et ce, afin d’utiliser
le crite`re classique du mode`le POMDP dans un cadre de perception active, puisque chaque
action report re´compense l’agent si et seulement si l’e´tat cache´ du syste`me correspond a`
l’e´tat rapporte´.
4.1.3 Adaptation du mode`le POMDP de la mission d’exploration par ajout d’actions
Cette nouvelle approche consiste a` rajouter au mode`le POMDP classique des actions de
rapport de l’e´tat du syste`me, appele´es report si, de sorte qu’une action supple´mentaire est
de´sormais offert a` l’agent par e´tat. La de´finition de telles actions est :
action report si : cette action permet a` l’he´licopte`re autonome d’affirmer que l’e´tat re´el du
syste`me qu’il observe est l’e´tat si. Cette action conduit l’agent a` l’e´tat terminal du POMDP.
– fonction de re´compense :
R(s, report si) = I{s=si}Rr − I{s 6=si}Cr
ou` Rr > 0 repre´sente la re´compense associe´e a` l’action de rapporter l’e´tat si lorsque
celui-ci correspond effectivement a` l’e´tat cache´ du syste`me que l’agent observe, et
Cr  0 le couˆt associe´ a` cette action si l’e´tat vrai n’est pas si.
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Notons que dans cette approche, il est ne´cessaire d’ajouter une action par e´tat, de fac¸on
a` garantir que l’agent ne soit re´compense´ que pour l’e´tat si concerne´ par l’action report si.
L’avantage d’un tel mode`le est que nous pouvons appliquer les algorithmes existants pour
re´soudre le POMDP et faire en suite des comparaisons avec les solutions obtenues par moyen
d’un crite`re mixte.
D’autre part, nous rappelons que la complexite´ de la proce´dure mise a` jour exacte de
la valeur est lie´e au nombre d’α-vecteurs qui composent Vn−1, au nombre d’actions |A| et
qu’elle de´pend de manie`re exponentielle du nombre |Ω| d’observations : |Vn+1| = |A||Vn||Ω|.
Ainsi, meˆme si le facteur |A| est relativement ne´gligeable au regard de |Ω|, nous pouvons eˆtre
amene´e a` ajouter un nombre important d’actions au mode`le en plus des actions standards de
de´placement et de changement d’angle de vue. En revanche, si on se rame`ne au POMDP clas-
sique on peut appliquer des algorithmes efficaces base´s sur la recherche heuristique, tels que
HSVI [Smith et Simmons, 2005] et SARSOP [Kurniawati et al., 2008], qui focaliseront l’op-
timisation de la valeur sur un petit nombre d’actions prometteuses selon l’e´tat de croyance.
Donc, le fait d’augmenter le nombre d’actions |A| n’est pas si grave.
Pour e´valuer cet approche, nous avons calcule´ des politiques a` partir de diffe´rents algo-
rithmes : PBVI (avec |B| = 5000) que nous avons re´-imple´mente´ ; HSVI 1 ; et SARSOP 2. La
dure´e de calcul de politiques a e´te´ limite´e a` 4 heures pour HSVI et SARSOP. Au bout de 4
heures de calcul ces deux algorithmes ont atteint une diffe´rence maximale entre les bornes
supe´rieure et infe´rieure de la valeur de b0 (e´tat de croyance initial) de  ≤ 13. Par suite, nous
avons utilise´ cette valeur pour  comme crite`re d’arreˆt de l’algorithme PBVI. Ainsi, pour
PBVI, nous avons autorise´ le processus ite´ratif a` se de´rouler jusqu’a` ce que l’erreur maxi-
male sur la valeur des e´tats de croyance appartenant a` l’ensemble B soit e´gale ou infe´rieure
a` . Les re´sultats ont e´te´ obtenus au bout de 43 heures de calcul. Dans la table 4.1.3, nous
quantifions le nombre d’α vecteurs |V |, le nombre d’e´tats de croyance explore´es |B| ainsi que
le temps de calcul pour chacune des 3 re´solutions.
algorithme |B| |V | temps (heures)
HSVI n.a 47359 4
SARSOP n.a 14783 4
PBVI 5000 2281 43
Table 4.1 – Re´sume´ des performances associe´es aux diffe´rents algorithmes de re´solution
pour le mode`le modifie´ (ajout d’actions de type report). n.a signifie que cette donne´e n’est
pas disponible pour l’utilisateur lors de la re´solution.
Nous pouvons constater que les algorithmes base´s sur la recherche heuristique, c’est-a`-
dire HSVI et SARSOP, ont des performances supe´rieures a` celle de l’algorithme PBVI qui
repose sur une recherche stochastique. Il est indispensable de focaliser la recherche sur un
nombre re´duit d’actions. Nous avons augmente´ le nombre d’e´tats de croyance utilise´s dans
l’algorithme PBVI, c’est-a`-dire B mais notre imple´mentation a atteint la limite de me´moire
disponible. La machine que nous avons utilise´ est un Intel Duo Core2 avec 2Gb de me´moire et
2.13GHz. Nous tenons a` remarquer que le temps de calcul pour ces politiques est important,
du a` la quantite´ d’actions a` e´valuer.
Dans la figure 4.10, nous montrons la moyenne obtenue pour 12000 simulations a` chaque
e´tape de de´cision pour l’entropie ne´gative (e´quation 4.39) et la moyenne de re´compenses
(e´quation 4.40). Il est a` noter que le simulateur connait l’e´tat cache´ du syste`me en attribuant
les re´compenses a` chaque e´tape de de´cision.
1. disponible en http://www.cs.cmu.edu/~trey/zmdp/
2. disponible en http://bigbird.comp.nus.edu.sg/pmwiki/farm/appl/
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Nous montrons dans la figure 4.10(a) l’entropie qui permet d’e´valuer l’incertitude de
l’e´tat de croyance de l’agent, illustrant ainsi l’e´volution de la connaissance de celui-ci. Nous
pouvons ainsi ve´rifier que l’incertitude de le l’e´tat de croyance de l’agent tend vers ze´ro au
fur et a` mesure qu’il acquiert de l’information. Dans la figure 4.10(a), l’entropie moyenne
de l’e´tat de croyance tend vers ze´ro pour HSVI et SARSOP, et vers −1 pour PBVI. Ceci
peut eˆtre explique´ par le fait que l’algorithme PBVI, en e´tant limite´ en nombre d’e´tats de
croyance, ne dispose pas d’actions optimise´es pour certains e´tats de croyance potentiellement
rencontre´s lors des simulations. Il peut se retrouver ainsi dans l’incapacite´ d’appliquer une
action optimale a` certains e´tats de croyance dans certaines simulations. L’action utilise´e
est alors une action sous-optimale qui ne permet pas d’acque´rir l’information manquante
vis-a`-vis de certains e´tats de croyance dans lesquels se retrouve l’agent.
Dans la figure 4.10(b) l’e´volution moyenne des re´compenses nous montre que l’agent
de´cide de rapporter l’e´tat cache´ du syste`me au bout de 10 e´tapes de de´cision en moyenne.
Ceci est mis en e´vidence par le pic observe´ sur les fonctions de re´compense observe´es entre
les e´tapes de de´cision 5 et 10. La politique obtenue par l’algorithme PBVI a une courbe de
valeur infe´rieure a` celles des algorithmes HSVI et SARSOP. Cette observation s’explique par
la meˆme analyse que celle faite pre´ce´demment.
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Figure 4.10 – Moyennes de l’entropie de l’e´tat de croyance et des re´compenses.
Il est a` noter que le moment de prise de de´cision finale (action report s) est de´termine´
par le choix a priori de mode´lisation des Cr et Rr, ce qui correspond a` une alternative au
choix a priori d’une valeur de seuil η sur l’e´tat de croyance.
Dans la figure 4.11, nous montrons les courbes de l’espe´rance de la somme ponde´re´e
d’entropies ne´gatives Hpi (e´quation 4.41) et de re´compenses V pi (e´quation 4.42) pour chaque
horizon t. L’espe´rance de la somme ponde´re´e des re´compenses est en effet le crite`re optimise´
par la politique du POMDP lorsque celle-ci est simule´e un nombre suffisant de foi. Ce crite`re
est ge´ne´ralement utilise´ comme mesure de la performance d’une politique. D’autre part,
l’espe´rance de la somme ponde´re´e des entropies met en e´vidence la vitesse de convergence
de la croyance de l’agent. Une fois de plus les re´sultats caracte´risant l’algorithme PBVI sont
infe´rieurs a` ceux de HSVI et SARSOP, toujours pour la meˆme raison : PBVI est limite´ en
nombre d’e´tats de croyance et ne dispose donc pas d’actions optimales pour certains e´tats
de croyance rencontre´es au cours des simulations.
Ces re´sultats nous permettent de conclure que cette approche, par ajouts de buts fictifs
par moyen d’actions supple´mentaires rend possible l’utilisation directe du crite`re classique
ainsi que des algorithmes classiques de re´solution des POMDP. Nous pouvons mode´liser des
re´compenses sur ces actions report par des paires e´tat-action, et re´soudre ainsi le proble`me
de perception active avec le formalisme classique de POMDP. Le point faible de la me´thode
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Figure 4.11 – Espe´rance de la somme ponde´re´e des entropies de l’e´tat de croyance et des
re´compenses.
concerne le nombre d’e´tats qui conditionne de la meˆme manie`re celui des actions. Ceci peut
eˆtre un facteur limitant, au regard de l’algorithme de re´solution employe´. Toutefois, nous
avons ve´rifie´ que l’utilisation des algorithmes efficaces base´s sur la recherche heuristique nous
permet surmonter ce proble`me. L’autre point faible de cette approche est qu’il faut choisir
a priori la structure de re´compense Rr et Cr pour obtenir ensuite un certain comportement.
Ce choix est souvent empirique.
En e´vitant une mode´lisation explicite des actions de type report, nous avons vu qu’il e´tait
ne´cessaire d’encoder le besoin d’acque´rir de l’information au sein du crite`re d’optimisation
autrement que par les paires e´tat-action. Dans ce cas, l’optimisation de l’incertitude associe´e a`
l’e´tat de croyance de l’agent est explicite puisque celle-ci est retrouve directement mode´lise´e
dans la fonction de re´compenses ρ. De la sorte, l’optimisation de la politique peut tenir
compte de l’incertitude de l’e´tat de croyance ainsi que des couˆts/re´compenses associe´s aux
de´placement de l’agent. On met en e´vidence une limitation concre`te du mode`le POMDP
classique qui ne permet pas de prendre en compte dans un meˆme cadre l’optimisation de
l’incertitude sur l’e´tat de croyance et des couˆts des actions.
Dans la suite, nous nous sommes inte´resse´e a` une comparaison des strate´gies obtenues
par les diffe´rentes approches pour la mission d’exploration. Cette comparaison particulie`re
reste cependant de´licate, puisque l’approche par ajouts d’actions pre´sente´e dans cette sous-
section traduit directement au sein du mode`le de re´compense le moment de la prise de
de´cision de rapporter l’e´tat cache´ du syste`me (Rr et Cr). De plus, la formulation du proble`me
d’optimisation fonde´e sur un crite`re mixte, pre´sente´e dans la sous-section 4.1.2, ne´cessite de
fixer un seuil sur l’e´tat de croyance de l’agent pour la de´cision finale. La de´finition de ce seuil,
qui implique d’arreˆter toute observation pour identifier l’e´tat cache´, revient a` l’utilisateur
lors de l’application (simulation) de la politique. De la meˆme fac¸on, le choix des re´compenses
Rr et Cr est aussi fait par l’utilisateur, mais au moment de la mode´lisation.
4.1.4 Comparaison entre les approches par ajout d’action et de re´solution avec un
crite`re mixte pour la mission d’exploration
E´tant donne´ que le crite`re mixte que nous avons propose´ a e´te´ imple´mente´ en modifiant
l’algorithme PBVI, nous de´sirons comparer les strate´gies obtenues sur la base de cet algo-
rithme. Cette comparaison repose sur, d’une part, la strate´gie obtenue a` partir du crite`re
mixte pour diffe´rentes valeurs de la ponde´ration λ et la strate´gie obtenue pour le mode`le
modifie´ qui inte`gre des actions de type report, d’autre part. Du fait des spe´cificite´s et des
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diffe´rences importantes entre les deux approches, le recours a` l’algorithme de re´solution PBVI
uniquement permet de mener une comparaison objective des politiques obtenues. Pour les
deux approches nous avons fixe´ la taille l’ensemble d’e´tats de croyance a` 5000.
D’autre part, comme cela a de´ja` e´te´ de´montre´ dans la section 4.1.3, la performance de
l’algorithme PBVI est relativement pauvre compare´e a` celle des autres algorithmes. Afin de
contourner cette limitation, nous avons moyenne´ nous re´sultats sur l’ensemble des trajectoires
pour lesquelles la politique a rapporte´ un e´tat dans le temps de mission imparti, fixe´ a` 15
e´tapes de de´cision.
Pour le crite`re mixte, le moment de prise de de´cision finale, c’est-a`-dire l’instant auquel
le rapport de l’e´tat cache´ du syste`me est effectue´, revient au concepteur du syste`me robo-
tique lorsque celui-ci met en œuvre la politique. Nous savons que ce choix est arbitraire,
nous rappelons ici, que le choix de la valeur de Rr et Cr est e´galement arbitraire. Ainsi,
nous comparons par ailleurs diffe´rents seuils de prise de de´cision finale. Cette de´cision finale
s’appuie sur l’e´tat de croyance de l’agent. Nous supposons qu’une fois que l’e´tat de croyance
de l’agent a` atteint certain niveau (c’est-a`-dire, que la probabilite´ b(s) a de´passe´ une va-
leur pre´-de´finie) l’agent de´cidera de rapporter l’e´tat s concerne´ et recevra en conse´quence
une re´compense qui sera soit associe´e a` une bonne, soit a` une mauvaise de´cision, stoppant
ainsi l’application la politique. La re´compense attribue´e est la meˆme qui a e´te´ fixe´e pour le
mode`le de la sous-section 4.1.3 (ajout d’actions). On obtient ainsi une moyenne de la somme
ponde´re´e de re´compenses qui peut eˆtre compare´e a` celle du mode`le par ajout d’actions. Il est
a` noter que nous avons ainsi une comparaison qui nous semble juste entre deux manie`res re-
lativement arbitraires de mode´liser le comportement de l’agent, qui est obtenu par re´solution
d’un mode`le classique (ajout d’action) ou modifie´ (crite`re mixte) de POMDP.
E´le´ments de comparaison
Pour comparer les approches, nous avons e´value´ quatre crite`res de performance :
1. le pourcentage de classifications bonnes, c’est-a`-dire le nombre relatif de fois que l’agent
a correctement classe´ l’e´tat cache´ du syste`me ;
2. le pourcentage de mauvaises classifications, c’est-a`-dire le le nombre relatif de fois que
l’agent a classe´ l’e´tat cache´ du syste`me de manie`re incorrecte ;
3. l’e´volution de la moyenne de l’entropie de l’e´tat de croyance et l’espe´rance de la somme
ponde´re´e des entropies, afin de ve´rifier la vitesse de convergence de la croyance de
l’agent ;
4. l’e´volution de la moyenne des re´compenses et l’espe´rance de la somme ponde´re´e ce
celle-ci, afin de ve´rifier le couˆt engendre´ globalement par la politique ;
Le re´sultats moyens ont e´te´ calcule´s pour 1000 simulations de la politique a` partir d’un e´tat
de croyance initial qui correspond a` une distribution de probabilite´ uniforme sur les 64 e´tats
possibles. Cette croyance uniforme est indicative de la connaissance subjective de l’agent au
de´but de mission. Autrement dit, elle permet de mode´liser le fait que l’agent ne connait pas
l’e´tat initial, et qu’il n’a aucune pre´fe´rence a priori. Nous avons simule´ le syste`me a` partir
d’une distribution initial uniforme pour rester dans un domaine connu de comparaison. Nous
tenons a` remarquer qu’en situation re´elle il n’y a aucune raison pour que l’e´tat de croyance
initial re´partit corresponde a` l’e´tat initiaux (ou a` la fre´quence d’occurrence des e´tats initiaux)
de l’agent et son environnement : au contraire l’e´tat re´el en expe´rimentation robotique est
souvent un seul. De plus, pour cette comparaison nous avons choisi trois valeurs du facteur
de ponde´ration λ, λ = {0.5, 0.7, 0.9}, et trois seuils de prise de de´cision finale, b(s) > 0.7,
b(s) > 0.8, b(s) > 0.9.
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Re´sultats
Tout d’abord nous pre´sentons dans la figure 4.12 les pourcentages de bonne et de mauvaise
classifications. Les diffe´rentes colonnes sont associe´es aux seuils utilise´s pour la classification
pendant la simulation de la politique obtenue pour le crite`re mixte et au mot clef classique
qui se re´fe`re au mode`le modifie´ pas ajouts d’actions qui optimise le crite`re classique des
POMDP.
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Figure 4.12 – Pourcentage de bonnes et de mauvaises classifications selon la valeur de λ.
Ces re´sultats montrent que selon le seuil spe´cifie´ par l’utilisateur les deux approches –
crite`re mixte et ajout d’actions – peuvent eˆtre conside´re´es comme e´quivalentes, en particu-
lier pour un seuil b(s) > 0.8. De plus, pour le seuil b(s) > 0.9, le pourcentage de bonnes
classifications est le´ge`rement supe´rieur a` celui obtenu a` partir du crite`re classique relatif au
mode`le modifie´. Il est a` relever que ce re´sultat n’est pas nouveau. Il est connu de la com-
munaute´ scientifique qui travaille dans le domaine de la perception active. Le recours a` un
crite`re mixte, comme celui de´fini par [Mihaylova et al., 2002] (montre´ dans l’e´quation 1.3
du chapitre 1), permet en effet d’obtenir ce genre de performances. Toutefois, notre analyse
comparative entre les deux approches est nouvelle a` notre connaissance et n’a fait l’objet de
publications.
Il est aussi a` noter que le pourcentage de bonnes classifications est toujours supe´rieur au
seuil d’arreˆt choisit. De plus ces re´sultats permettent de confirmer que la mode´lisation sous
forme de POMDP classique (ajout d’actions) rend comple`tement implicite de “re´glage” du
seuil de de´cision au travers du choix du rapport entre Rr et Cr. Pour un utilisateur il est
plus naturel de fixer un taux de bonnes/mauvaises classifications que l’on souhaite, que de
de´finir le rapport de re´compense (Rr et Cr).
Ainsi, nous pensons que cette comparaison est un outil tre`s constructif : l’analyse du
comportement d’une politique obtenue par moyen d’un crite`re mixte avec un seuil de de´cision
nous aide a` de´finir le bon rapport entre Rr et Cr afin de respecter un niveau de bonnes
classifications. Nous avons fixe´ cette re´compense a` 50 et le couˆt associe´ a` une mauvaise
classification a` 100. Nous pensons que plus la re´compense sera petite plus l’agent autonome
sera exigent sur son niveau de croyance pour la prise de de´cision finale de classification. De
cette fac¸on, nous pensons que ces approches en plus d’eˆtre conside´re´es comme e´quivalentes
peuvent eˆtre conside´re´es comme comple´mentaires au regard d’un expert.
La figure 4.13 regroupe les re´sultats concernant l’e´volution de la moyenne de l’entropie de
l’e´tat de croyance et des re´compenses. Cette comparaison est encore plus de´licate a` re´aliser
que la pre´ce´dente, e´tant donne´ que dans l’approche par ajout d’actions, les couˆts et les
re´compenses donne´ a` l’agent sont pris en compte directement dans le calcul de la politique,
et dans le cas du crite`re mixte les re´compenses associe´es a` la classification ne sont pas prises
en compte lors de l’optimisation. Les re´compenses artificielles concernant les bonnes et les
mauvaises classifications ont e´te´ ajoute´es lors de la simulation de la politique.
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Figure 4.13 – E´volution moyenne de l’entropie de l’e´tat de croyance et de re´compenses selon
la valeur de λ.
L’e´volution de la moyenne de l’entropie de l’e´tat de croyance suit quasiment les meˆmes
variations quelque soit la valeur de la ponde´ration λ. Ceci n’est pas surprenant e´tant donne´
que pour des valeurs de λ supe´rieures a` 0.5 (figure 4.7(a)), la vitesse de convergence de
l’entropie reste la meˆme. Ceci tend a` de´montrer une fois de plus que les deux approches –
crite`re mixte et ajout d’actions – sont e´quivalentes.
La diffe´rence entre ces deux approches est illustre´e sur les courbes qui repre´sentent la
moyenne des re´compenses a` chaque instant t (figures 4.14(b), 4.14(d) et 4.14(f)). Sur ces
figures nous pouvons observer que l’instant de prise de de´cision finale change selon le seuil
fixe´ (pic des fonctions). Plus l’on est exigeant vis-a`-vis de la probabilite´ b(s) associe´e a` l’e´tat
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Figure 4.14 – Espe´rance de la somme ponde´re´e d’entropies et de re´compenses selon la valeur
de λ.
cache´, plus tard l’agent de´clenchera sa de´cision finale.
Sur la figure 4.14, est trace´e l’espe´rance de la somme ponde´re´e des entropies et des
re´compenses pour les diffe´rentes valeurs de la ponde´ration λ (selon e´quations 4.41 et 4.42).
L’espe´rance de la somme ponde´re´e des re´compenses atteint une valeur supe´rieure pour le
crite`re mixte pour les valeurs de λ = 0.5 et λ = 0.7 avec le seuil de de´cision supe´rieur a` 0.7.
Ceci peut eˆtre explique´ par le fait que les couˆts associe´s aux de´placements de l’agent pe`sent
plus lors du calcul de la politique. Ainsi, l’agent cherchera de l’information de manie`re moins
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couˆteuse que dans le cas ou` λ = 0.9 par exemple.
Bilan partiel de la mission d’exploration
Nous pouvons aussi conclure que l’utilisation d’un crite`re mixte, non-line´aire, peut trouver
une utilite´ dans la re´alisation de missions exploratoires ou dans le traitement de proble`mes
de diagnostic. Dans le cas de ces missions, le but de l’agent est de re´duire l’incertitude de
son e´tat de croyance. L’utilisation d’un crite`re non-line´aire que l’on optimise a` partir des
algorithmes issus de l’e´tat-de-l’art de POMDP est possible, mais l’utilisateur de la me´thode
devra, soit utiliser des approximations line´aires du premier ordre base´es sur un grand nombre
d’e´tat de croyance afin d’estimer au mieux le gradient de la fonction de valeur, soit mettre
en place un algorithme de re´solution de´die´, pour lequel la fonction de valeur ne serait plus
parame´tre´e par des α-vecteurs.
Nous pensons qu’un algorithme capable d’approcher une fonction de valeur non line´aire
serait une bonne alternative, e´tant donne´ ce qui a e´te´ de´montre´ tout au long de cette par-
tie : l’ope´rateur de Bellman est une application contractante dans l’espace des fonctions de
valeur. [Araya-Lo´pez et al., 2010] de´montre qu’un algorithme capable d’approcher une telle
fonction en utilisant un ensemble d’e´tats de croyance, pourrait permettre de de´terminer une
politique -optimale, ou` l’erreur d’approximation  peut eˆtre borne´ par
(Rmax−Rmin+CδαB)δB
1−γ ,
avec Rmax et Rmin les valeurs extreˆmes des re´compenses, Cδ
α
B la borne supe´rieure de l’er-
reur de l’approximation line´aire des α-vecteurs et δB la densite´ de couverture (points) de
l’espace de croyance [Pineau et al., 2003]. Nous avons vu que duˆ a` la difficulte´ de l’utili-
sation d’une approximation line´aire du premier ordre, la valeur peut osciller pour certains
e´tats de croyance pour un  e´ventuellement petit. De plus, le nombre d’e´tats de croyance
ne´cessaire pour approcher correctement la fonction de valeur peut s’ave´rer tre`s grand : nous
avons calcule´ des politiques pour des tailles d’ensemble e´gales a` : 1000, 2000 et 5000. Nous
avons observe´ que plus le nombre d’e´tats de croyance est e´leve´, plus l’e´volution moyenne de
l’entropie tend vers une valeur proche de ze´ro (plus de points d’approximation). A moyen de
calcul e´gaux par ailleurs notre algorithme n’a pas e´te´ capable de calculer une politique pour
un ensemble d’e´tats de croyance supe´rieur a` 5000.
De plus, nous avons approfondi la re´flexion sur la mode´lisation de la mission d’exploration
de manie`re a` ce que le crite`re optimise´ soit le crite`re classique du POMDP. Notre re´flexion
nous a amene´ a` e´tudier un mode`le pour lequel on ajoute des buts fictifs au moyen d’actions
dites report s pour chaque e´tat s du syste`me. Autrement dit l’agent de´cideur sera re´compense´
si et seulement si, il re´alise l’action report s quand l’e´tat s est l’e´tat ve´ritable du syste`me.
Il est a` noter que l’optimisation de ces actions (buts) ne de´pend plus de manie`re directe
d’une mesure de l’incertitude de l’e´tat de croyance puisque la re´compense associe´e peut eˆtre
mode´lise´e pour les paires e´tat-action. La politique appliquant ces actions re´duira de manie`re
implicite l’incertitude de l’e´tat de croyance. L’ajout d’actions (buts) peut paraˆıtre un facteur
limitant de l’approche, mais le retour vers une mode´lisation classique nous permet d’utiliser
des algorithmes efficaces base´s sur la recherche heuristique, qui focalisent l’optimisation vers
les actions les plus prometteuses. Ceci permet d’e´viter une e´valuation exhaustive de toutes
les actions du mode`le. De plus, graˆce a` la comparaison des deux approches on peut proposer
une structure des re´compenses et des couˆts du mode`le POMDP classique tel que la politique
obtenue corresponde a` un taux de bonne classification comparable a` celui obtenue a` partir
du crite`re mixte.
Ainsi, le crite`re mixte permet d’imple´menter et d’optimiser une strate´gie ρPOMDP qui
respecte un taux de bonnes et mauvaises classifications de´fini comme le seuil de de´cision
d’exe´cution d’une action report s, e´tant donne´ une ponde´ration λ fixe´e dans le crite`re mixte.
Il est a` noter que la de´termination de la ponde´ration λ reste arbitraire. D’autre part le rapport
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entre re´compenses et couˆts dans une mode´lisation classique de´finit de manie`re implicite ces
taux de bonnes et de mauvaises classifications, qui ne peuvent eˆtre identifie´s que par des
simulations de la politique obtenue. D’une certaine manie`re l’approche par crite`re mixte
peut eˆtre utilise´e comme un outil constructif pour la de´termination du bon rapport entre les
re´compenses et les couˆts en regard des objectifs de taux de bonnes et mauvaises classifications
de l’utilisateur (choix du parame`tre η, puis re´glage du parame`tre λ juste suffisant, puis
ajustement des re´compenses sur les e´tats terminaux dans le mode`le classique) . Cela nous
permet de conclure que ces approches sont non seulement comparables et e´quivalentes en
termes de re´duction d’incertitude mais aussi comple´mentaires.
Nous retenons donc que :
– l’utilisation d’un crite`re mixte non-line´aire est possible d’un point de vue algorithmique
et parfois efficace ;
– il est possible d’e´valuer et de comparer la politiques obtenue par un crite`re mixte
(pour un seuil η et une ponde´ration λ choisie) avec celle obtenue en choisissant des
re´compenses et des couˆts adapte´s pour le mode`le classique (ajout d’actions) ;
– il ressort de la comparaison que le crite`re mixte permet de de´finir un taux acceptable
des bonnes et des mauvaises classifications (choix d’un seuil η et ajustement du λ) ;
– il est possible de revenir ensuite vers une mode´lisation classique POMDP par ajout des
buts fictifs en ayant des e´le´ments objectifs de comparaison pour fixer le bon rapport
entre Rr et Cr.
Dans la suite de ce chapitre, nous proce´dons a` une e´valuation de la politique pour la
mission d’atterrissage. Il s’agit la` d’un proble`me de de´cision se´quentielle qui est mode´lise´
directement a` partir du formalisme POMDP classique en ce qui concerne la structure de la
fonction de re´compenses. Nous rappelons que nous nous sommes aussi inte´resse´e a` ce cadre
applicatif afin de ve´rifier que le POMDP est capable de ge´rer implicitement l’acquisition
d’information pour atteindre le but de la mission. Ce but est d’atterrir a` coˆte´ d’une cible
particulie`re reconnue parmi d’autres pre´sentes ou non dans l’environnement.
4.2 POMDP et mission d’atterrissage
Notre deuxie`me cadre applicatif consiste a` de´tecter et a` identifier des cibles dans un en-
vironnement incertain et partiellement observable et ce afin d’atterrir a` coˆte´ celle recherche´e.
Cette mission a e´te´ mode´lise´e par un POMDP (voir chapitre 3). Plus pre´cise´ment, les cibles
s’apparentent a` des mode`les de voitures pre´sentes dans la sce`ne observe´, avec une pre´fe´rence
pour un mode`le en particulier. Cette mission se rame`ne de manie`re implicite a` un proble`me
de perception active. Dans cette mission d’atterrissage l’acquisition d’informations constitue
un moyen, et non une fin, ce qui rend la mission assimilable a` un proble`me de de´cision avec
observabilite´ partielle qui peut eˆtre mode´lise´ a` partir d’un POMDP classique.
Dans ce type de mission nous n’avons pas besoin de rajouter d’actions supple´mentaires de
type report a` la mode´lisation. Une seule action, appele´e land (cf. chapitre 3) est ne´cessaire,
puisque nous pouvons mode´liser directement par des paires e´tat-action les re´compenses en
cas d’atterrissage a` coˆte´ de la bonne cible.
Nous rappelons ici la mode´lisation de cette action :
action land : cette action finalise la mission de l’he´licopte`re autonome, et l’ame`ne a` l’e´tat
terminal. Atterrir dans la zone ou` le mode`le recherche´ se trouve, rapporte une re´compense
Rl. La variable mathe´matique SeTa ∈ {modelA,modelB,modelC} encode un des mode`les
existants dans la base de donne´, sachant que le mode`le recherche´ peut changer d’une mission
a` une autre. Si l’he´licopte`re est dans l’e´tat terminal (Ts), cette action n’a ni effets ni couˆt.
– fonction de transition : T (s′, land, s) = δTs(s′)
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– fonction de re´compense :
R(s, land) = I{(z=z1)&(IdTaz1 =SeTa)}Rl + ...+ I{(z=zNz )&(IdTazNz =SeTa)}
Rl −
I{(z=z1)&(IdTaz1 6=SeTa)}Cl − ...− I{(z=zNz )&(IdTazNz 6=SeTa)}Cl
ou` Rl > 0 repre´sente la re´compense associe´e a` une mission d’atterrissage re´ussie,
autrement dit, l’he´licopte`re atterrit dans la zone ou` la cible recherche´e se localise,
et Cl  0 repre´sente le couˆt d’une mission d’atterrissage manque´e. Notez que :
Cproc < Ch,hˆ < Cz,zˆ  Cl.
De cette fac¸on, l’application du crite`re classique des POMDP devrait eˆtre suffisante
pour obtenir une politique capable de ge´rer de manie`re implicite la prise d’information dans
l’environnement.
Pour ve´rifier cette supposition, nous allons par la suite : premie`rement, e´valuer diffe´rentes
politiques calcule´es a` partir du crite`re classique ; deuxie`mement, a` partir du crite`re mixte
propose´ pour la mission d’atterrissage. Nous cherchons ici a` ve´rifier : (1) si la politique
calcule´e avec le crite`re classique des POMDP ge`re correctement la prise d’information que
nous pourrons mesurer par la re´duction d’incertitude de son e´tat de croyance ; et (2), si
une politique calcule´e avec le crite`re mixte apporte un gain a` la vitesse de convergence de
l’entropie de l’e´tat de croyance dans le traitement de cette application. Nous allons aussi
analyser les pourcentages de re´ussite de mission. Ce pourcentage se rapporte au nombre de
fois ou` l’agent autonome a de´cide´ de se poser a` coˆte´ de la cible recherche´e.
4.2.1 E´valuation de la politique calcule´e avec le crite`re classique des POMDP pour la
mission d’atterrissage
Pour l’e´valuation des politiques obtenues avec le crite`re classique des POMDP, nous avons
utilise´ l’algorithme PBVI [Pineau et al., 2003], que nous avons re´-imple´mente´, pour traiter
trois variantes de la mission : (1) ou` l’on cherche a` atterrir a` coˆte´ de la voiture correspondant
au mode`le A ; (2) au mode`le B ; et (3) au mode`le C. Dans chaque mission, nous avons fixe´ le
nombre de zones a` 3. L’he´licopte`re autonome se trouve au de´but de la mission dans la zone
1, a` une altitude de 30 me`tres. L’agent n’a aucune connaissance a` priori sur le nombre ni sur
la nature des cibles qui sont effectivement pre´sentes dans la sce`ne. Cette croyance subjective
est mode´lise´e par une distribution de probabilite´ uniforme sur les 64 e´tats possibles. Ainsi
l’e´tat de croyance initial est de´fini tel que :
b0 = {z = z1, h = h1, IdTaz1 = inconnu, IdTaz2 = inconnu, IdTaz3 = inconnu}. (4.43)
Le calcul de la politique avec l’algorithme PBVI a e´te´ fait pour un nombre d’e´tats de croyance
e´gal a` 5000, et avec une parame´trage de γ = 0.95 et de  = 0.5. Ensuite, des simulations ont
e´te´ re´alise´es afin de moyenner les re´sultats. Nous en avons re´alise´s 12000 avec un horizon de
30 e´tapes de de´cision.
La figure 4.15 montre l’e´volution de la moyenne des re´compenses (e´quation 4.40) et de
l’entropie (ne´gative) de l’e´tat de croyance (e´quation 4.39). Nous pouvons voir que pour
les trois missions, l’e´volution de la moyenne de l’entropie tend vers ze´ro (figure 4.15(a)).
Dans le cas de la mission (3) (atterrissage a` coˆte´ de la voiture de mode`le C), l’entropie
diminue moins vite . Ceci peut s’expliquer par le fait que le mode`le d’observation relatif a` ce
mode`le de voiture est moins informatif que ceux associe´s aux autres mode`les, ce qui conduit
l’agent a` prendre plus d’informations, donc a` re´aliser plus d’actions avant d’atterrir. La table
4.2 montre le mode`le d’observation utilise´, qui a e´te´ appris a` partir de donne´es re´elles (cf.
chapitre 3). Nous pouvons y voir que la probabilite´ d’observer le mode`le C, e´tant donne´
que l’on l’observe effectivement ce mode`le est moins importante que pour les autres mode`les
(63% contre 85% et meˆme 92%).
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mode`le, altitude non de´tecte´ de´tecte´ non ident. mode`le A mode`le B mode`le C
mode`le A, a` 30 me`tres 0.006103 0.117698 0.680907 0.060157 0.135135
mode`le A, a` 40 me`tres 0.007340 0.067758 0.845285 0.000000 0.079616
mode`le B, a` 30 me`tres 0.029536 0.111814 0.004219 0.848101 0.006329
mode`le B, a` 40 me`tres 0.010526 0.044211 0.014737 0.915789 0.014737
mode`le C, a` 30 me`tres 0.001000 0.027027 0.057432 0.280532 0.634009
mode`le C, a` 40 me`tres 0.003589 0.022254 0.103374 0.241924 0.628859
aucune, a` 30 me`tres 0.882418 0.091308 0.008791 0.016484 0.001000
aucune, a` 40 me`tres 0.855918 0.140509 0.001000 0.001572 0.001000
Table 4.2 – Table avec les probabilite´s d’observation par mode`le de voiture et altitude de
vol.
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Figure 4.15 – Moyennes de l’entropie de l’e´tat de croyance et de re´compenses.
Le fait de devoir re´aliser plus d’actions pour accomplir la mission ou` l’on cherche a` atterrir
a` coˆte´ de la voiture de mode`le C est aussi mis en e´vidence dans les courbes de la figure 4.16
ou` les espe´rances des sommes ponde´re´es des re´compenses (figure 4.16(b)) et des entropies
de l’e´tat de croyance (figure 4.16(a)) sont trace´es en fonction du temps. La courbe relative
a` la somme ponde´re´e des re´compenses pour la mission (3) est situe´e en-dessous de celles
relatives aux autres missions en raison des actions supple´mentaires qui sont ne´cessaires pour
mieux distinguer les mode`les. La courbe caracte´risant la mission (2) (mode`le B) est situe´e
sous le trace´ rouge qui correspond au re´sultat de la mission (1) (mode`le A). Ceci peut eˆtre
explique´ par le fait que le mode`le d’observation est plus informatif pour le mode`le de ve´hicule
B (table 4.2). L’agent a` tendance a` changer de zone plus toˆt dans la mission, ce qui pe´nalise
la somme ponde´re´e pour cette mission, e´tant donne´ que le changement de zone est l’action
la plus couˆteuse du mode`le.
L’espe´rance de la somme ponde´re´e des re´compenses, dont les variations dans le temps
sont trace´es sur la figure 4.16(b), ne converge pas vers une valeur constante. Une explication
possible reside dans le fait que pour certaines simulations ou` la voiture recherche´e n’est
pas pre´sente dans l’environnement, l’he´licopte`re n’a pas force´ment atterri en utilisant ainsi
continument des actions de de´placement, ce qui est mis en e´vidence par la pente descendante
des courbes.
La figure 4.21 illustre le pourcentage de missions re´ussies, de missions manque´es, ainsi
que le nombre moyen d’e´tapes jusqu’a` l’atterrissage. Le taux de re´ussite est d’environ 56%
(figure 4.17(a)), ce qui est en accord avec les e´tats initiaux possibles. Autrement dit, pour ces
simulations nous avons tire´ l’e´tat initial cache´ selon b0. Encore plus pre´cise´ment, au de´but
de la mission, l’e´tat de croyance suit une loi uniforme sur les 64 e´tats possibles. Et, parmi ces
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Figure 4.16 – Espe´rance de la somme ponde´re´e d’entropies de l’e´tat de croyance et de
re´compenses.
64 e´tats, il y a 37 e´tats pour lesquels la voiture recherche´e est bien pre´sente, ce qui conduit
a` une probabilite´ de re´ussite (selon e´tat de croyance) de 58%. Le pourcentage de mission
manque´es se situe aux alentours de 1, 5% (pourcentage de fois que l’he´licopte`re a atterri sur
une mauvaise cible).
Nous pouvons ve´rifier sur la figure 4.17(b) que le nombre moyen d’e´tapes jusqu’a` l’atter-
rissage pour la mission (3) est plus important que pour les autres missions, ce qui de´montre
que l’agent autonome a besoin d’acque´rir plus d’information.
Ces re´sultats prouvent que pour cette application la politique obtenue avec le crite`re
classique des POMDP ge`re de manie`re implicite une acquisition d’informations qui ame`ne
l’agent autonome a` finaliser correctement sa mission, inde´pendamment de la nature de la
cible recherche´e. De plus, ces re´sultats de´montrent aussi que le rapport choisit entre les
re´compenses Rl et Cl est, en quelque sorte, bien “re´gle´” permettent a` la politique d’acque´rir
suffisamment d’information avant que l’agent de´cide ou non d’atterrir. Nous avons fixe´ Rl =
50 et Cl = 100, ces valeurs nous garantissent que la politique finira par y aller chercher
l’information.
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Figure 4.17 – Pourcentages de missions re´ussies et manque´es, et nombre d’e´tapes moyen
avant l’atterrissage pour les 3 missions e´tudie´es.
Dans la suite, nous nous inte´ressons au comportement que confe`re la politique calcule´e
sur la base du crite`re mixte propose´ dans le cadre de cette mission. Nous voulons ve´rifier
si, pour ce type de mission, l’utilisation de ce type crite`re mixte peut favoriser convergence
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plus rapide de l’entropie de l’e´tat de croyance, ou bien, si le fait de mode´liser une action de
type land, qui oriente l’agent vers une cible en particulier, est suffisant pour permettre une
e´volution rapide de la croyance de l’agent.
4.2.2 Mission d’atterrissage et crite`re mixte
Dans cette section, nous cherchons a` analyser les politiques obtenues a` partir de l’emploi
du crite`re mixte dans le cadre de la mission d’atterrissage. Pour cela, nous avons calcule´
une politique pour chaque valeurs de la ponde´ration λ, et pour un ensemble d’e´tats de
croyance B, ou` B = 5000. Le temps moyen ne´cessaire pour le calcul de ces politiques a e´te´
d’environ 15 heures, pour un  = 2. Une fois encore, nous pre´cision que la valeur de ce seuil
 est relativement laˆche, duˆ a` l’approximation line´aire du premier ordre. L’algorithme PBVI
adapte´ par nous au crite`re mixte peut entrainer a` des oscillations de la valeur des e´tats de
croyance qui appartiennent a` B au de la` de cette valeur fixe´e par expe´rience.
Il est a` noter que le temps moyen ne´cessaire pour le calcul de la strate´gie est supe´rieur a`
celui observe´ pour la mission d’exploration. Ceci peut eˆtre explique´ par le fait que le mode`le
POMDP, pour ce crite`re mixte, a besoin de plusieurs e´tats terminaux. Plus pre´cise´ment,
comme l’entropie est directement optimise´e, l’existence d’un seul e´tat terminal pourrait en-
gendrer a` une finalisation pre´coce de la mission. La politique aurait tendance a` atteindre au
plus vite cet e´tat terminal au fur et a` mesure que la valeur de la ponde´ration λ grandie. Ce
fait a e´te´ confirme´ par l’expe´rimentation. Pour e´viter ce proble`me, plusieurs e´tats terminaux
ont e´te´ ajoute´es au mode`le.
Comme dans la section pre´ce´dente, nous avons fixe´ le nombre de zones a` 3 pour ge´ne´rer le
mode`le POMDP de la mission. De plus, dans cette mission l’he´licopte`re autonome cherchera
le mode`le C de voiture, pour lequel le mode`le d’observation est le moins favorable.
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Figure 4.18 – Ensemble de solutions obtenues pour la mission d’atterrissage - λ ∈
{0, 0.1, 0.2, ..., 0.9, 1.0}.
.
Nous avons trace´ l’ensemble des solutions a` partir de 12000 simulations de diffe´rentes
politiques pour un horizon compose´ de 30 e´tapes de de´cision, ceci est montre´ sur la figure
4.18. Cette fois-ci, ces solutions ne correspondent pas aux solutions non domine´es. Nous
ve´rifions que, pour cette mission, la courbe trace´e a` partir des solutions n’a pas une forme
concave. Ceci traduit que la politique de´termine´e pour mener la mission vise essentiellement
a` re´duire l’entropie de l’e´tat de croyance afin de pouvoir identifier le mode`le de voiture
recherche´ (comme de´ja` e´te´ constate´ dans la section 4.2.1). En d’autres termes, si l’on ajoute
l’entropie au crite`re d’optimisation, celle-ci ne se trouve pas force´ment optimise´e. Ce fait
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Figure 4.19 – E´volution de la moyenne de l’entropie et de re´compenses pour les diffe´rents
valeurs de λ.
est clairement de´montre´ pour des valeurs de λ comprises entre 0.1 et 0.5. Nous voyons que
l’entropie commence a` eˆtre optimise´e pour des valeurs de λ supe´rieures a` 0.5. La de´finition
d’une valeur de la ponde´ration λ de´pendra entre autre du mode`le de re´compense.
L’e´volution de la moyenne de l’entropie pour les diffe´rentes valeurs de λ est trace´e sur la
figure 4.19(a). Nous pouvons constater que pour des valeurs de λ supe´rieures a` 0.5, l’entropie
de l’e´tat de croyance est re´duite plus rapidement, conforme aux re´sultats de la figure 4.18,
au prix de gains moyens moins e´leve´s (voir figure 4.19(b)). L’agent a tendance a` acque´rir
plus d’informations en “de´pensant plus”.
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Figure 4.20 – Espe´rance de la somme ponde´re´e d’entropies et de re´compenses pour les
diffe´rents valeurs de λ.
La figure 4.2.2 montre l’espe´rance de la somme ponde´re´e des entropies et des re´compenses
obtenues lors de ces simulations. Notez que l’espe´rance de la somme ponde´re´e des entropies
pour λ = 0 ne se situe pas a` l’une des extre´mite´s de la figure du re´seau de courbes de la figure
4.20(a). La politique obtenue dans ce cas la` se rapporte a` celle que l’on calculerait avec le
crite`re classique. Ce fait de´montre que donner une pre´fe´rence a` une cible en particulier pousse
implicitement l’agent a` re´duire l’incertitude de son e´tat de croyance de manie`re sense´e. Cette
courbe n’est de´passe´e que pour des valeurs de λ > 0.5, puisque a` partir de cette valeur de λ
la vitesse de convergence de l’entropie est ame´liore´e.
Dans la suite nous comparons plus en de´tail les performances de diffe´rentes politiques en
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ce que concerne le pourcentage de missions re´ussies et manque´es pour la mission d’atterris-
sage.
4.2.3 Comparaison des politiques obtenues avec les crite`res classique et mixte.
E´le´ments de comparaison
La comparaison des performances des diffe´rentes politiques portera sur le pourcentage
de missions re´ussies, manque´es ainsi que sur le nombre moyen d’e´tapes ne´cessaires a` l’ac-
complissement de la mission. Les entropies et re´compenses moyennes ont de´ja` e´te´ discute´es
auparavant. Le pourcentage de mission re´ussies correspond au nombre de fois ou` l’agent a
de´cide´ d’atterrir a` coˆte´ de la bonne cible. A contrario, le pourcentage de mission manque´es
correspond au nombre de fois qu’il a choisi d’atterrir a` coˆte´ d’une mauvaise cible. Le nombre
moyen d’e´tapes pour accomplir la mission repre´sente le nombre moyen d’actions ne´cessaires
a` l’agent d’acque´rir d’informations pour aboutir a` la de´cision finale d’atterrir.
Les re´sultats ont e´te´ calcule´s pour 12000 simulations de la politique a` partir d’un e´tat
de croyance initial uniforme sur les 64 e´tats possibles, et pour un horizon de 30 e´tapes de
de´cision. La croyance initial uniforme permet de faire une comparaison en moyenne sur des
situations de de´part les moins spe´cifiques possibles.
Re´sultats
En reposant notre analyse sur les figures 4.21(a) et 4.21(b), nous nous apercevons que
plus le poids accorde´ a` l’entropie (λ > 0.5) est e´leve´, moins important est le taux de re´ussite
de la mission. Ceci illustre directement que, dans ce cas pre´cis, la re´duction de l’entropie de
l’e´tat de croyance devient pre´ponde´rante vis-a`-vis du le but de la mission. Ainsi, l’he´licopte`re
passera plus de temps a` acque´rir de l’information et mettra plus de temps a` finaliser sa mission
(voir figure 4.21(b)). En revanche, plus le poids associe´ a` l’entropie est grand, plus petit est
le nombre de missions manque´es. L’he´licopte`re autonome a tendance a` se tromper moins de
cible.
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Figure 4.21 – Pourcentages de missions re´ussies et manque´es, et nombre moyen d’e´tapes
pour l’atterrissage pour les diffe´rentes valeurs de λ.
Pour corroborer ces re´sultats, nous avons e´galement re´alise´ des simulations pour deux cas
particuliers : (1) la cible recherche´e se trouve dans l’environnement ; (2) la cible recherche´e
n’est pas pre´sente dans l’environnement. Nous avons choisi de conside´rer se´pare´ment ces deux
cas de figure afin de ve´rifier les pourcentages de missions re´ussies et de missions manque´es
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obtenus ci-dessus. Les re´sultats suivant ont e´te´ obtenus pour un ensemble de 1000 simulations
des politiques obtenues a` partir de diffe´rents λ.
Pour le cas particulier (1), dont les re´sultats sont illustre´s dans la figure 4.22(a), l’agent
est sense´ re´duire son incertitude et atterrir a` coˆte´ de la cible recherche´e dans quasiment 100%
des tests. Ce fait est ve´rifie´ pour λ = 0 ce qui correspond au crite`re classique des POMDP.
Au fur et a` mesure que la valeur de λ augmente, le taux de re´ussite de la mission diminue,
confirmant ainsi les re´sultats pre´ce´dents, puisque l’agent passe plus de temps a` observer. Plus
la valeur de λ est e´leve´e, moins la re´compense attribue´e a` l’atterrissage est prise en compte
dans le crite`re mixte, ce qui entraine a` un surplus d’observations.
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Figure 4.22 – Pourcentages de missions re´ussies et manque´es pour les diffe´rents cas d’e´tude
de la mission d’atterrissage et pour les diffe´rents valeurs de λ.
Dans le cas particulier (2), l’agent autonome doit re´duire son incertitude et ne pas se
poser a` coˆte´ d’aucune cible. Nous ve´rifions sur la figure 4.22(b) que plus l’agent observe
moins il a tendance a` manquer une mission, en particulier pour des valeurs de la ponde´ration
supe´rieures a` 0.4.
Ceci nous permet de conclure que pour ce genre de mission, le concepteur n’a pas
force´ment besoin d’optimiser explicitement l’entropie dans le crite`re. L’action terminale d’at-
terrir conditionne´ par un niveau de pre´fe´rence pour une cible en particulier, induit une
re´duction implicite du niveau d’incertitude de l’agent et ainsi a` accomplir correctement sa
mission. D’autre part, si on veut garantir un taux de missions manque´s infe´rieur a` un certain
seuil (≤ 1.5%), on peut, en s’appuyant sur ces re´sultats, modifier le rapport entre Rl et Cl.
4.3 Conclusion
Dans ce chapitre nous avons e´tudie´ deux proble`mes de de´cision se´quentielle ou` intervient
un compromis action-perception. Nous avons montre´ que le crite`re mixte (ρPOMDP) propose´
peut eˆtre un crite`re d’optimisation pour la mission d’exploration. Toutefois, il nous semble
indispensable de mettre au point une nouvelle forme de parame´trisation de la fonction de
valeur, autre que celle employant des α-vecteurs pour cette cate´gorie de crite`re non-line´aire.
La parame´trisation a` base d’α-vecteurs n’est pas bien adapte´e a` ce genre de crite`re non-
line´aire duˆ a` la difficulte´ d’approximation line´aire lors des ope´rations de mise a` jour de
la valeur des e´tats de croyance. D’autre part, l’agre´gation line´aire par l’interme´diaire d’un
facteur de ponde´ration λ entre les re´compenses classiques avec l’entropie ne´gative de l’e´tat
de croyance reste une question ouverte, e´tant donne´ que : la bonne valeur de λ de´pend du
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mode`le de re´compense/couˆt, et de´pend du concepteur, puisque lui seul pourra de´finir quel
point du front de Pareto doit eˆtre conside´re´ comme optimal.
Nous avons aussi propose´ une alternative au crite`re mixte pour la proble´matique de la
perception active, qui consiste en un mode`le pour lequel on ajouterait des buts fictifs au
moyen des actions dites report s pour chaque e´tat s du syste`me, de fac¸on a` ce que l’agent
de´cideur soit re´compense´ si et seulement si, il re´alise l’action report s quand l’e´tat s est
le ve´ritable e´tat. Il est a` noter que l’optimisation de ces actions (buts) ne de´pend plus de
manie`re directe d’une mesure de l’incertitude de l’e´tat de croyance puisque la re´compense
associe´e peut eˆtre mode´lise´e par les paires e´tat-action. La politique appliquant ces actions
re´duira de manie`re implicite l’incertitude de l’e´tat de croyance. D’autre part, il est ne´cessaire
de rappeler qu’il y a besoin d’introduire autant d’actions report s qu’il y a d’e´tats s a`
identifier dans le POMDP. Toutefois, avec l’aide des algorithmes de re´solution base´s sur la
recherche heuristique nous avons vu que le nombre important d’actions n’est pas un facteur
tre`s limitant.
Ainsi, les deux approches peuvent eˆtre conside´re´es comme comparables et e´quivalentes
en ce qui concerne l’acquisition d’information. Nous pouvons meˆme les conside´rer comme
comple´mentaires : le comportement obtenu par l’application d’une politique re´sultant de
l’optimisation du crite`re mixte nous permet de trouver le bon rapport entre Rr et Cr dans
le cadre d’une mode´lisation POMDP classique afin de garantir le taux de´sire´ de bonnes
classifications.
En ce qui concerne le mode`le de la mission d’atterrissage, nous avons vu que le mode`le
POMDP d’optimisation classique peut eˆtre applique´ directement et qu’il fournit des poli-
tiques sense´es. Nous avons vu que l’entropie de l’e´tat de croyance est implicitement re´duite
dans ce genre de mission, ce qui ame`ne l’agent a` acque´rir suffisamment d’information pour
bien traiter sa mission, inde´pendamment du mode`le de cible recherche´. Ceci a e´te´ de´montre´
par le fait que, meˆme pour un mode`le d’observation moins pre´cis, l’he´licopte`re a atteint un
pourcentage de re´ussite de mission e´quivalent a` celui obtenu avec des mode`les plus pre´cis,
moyennant quelques e´tapes supple´mentaires de prise d’information.
D’autre part, pour ce genre de mission d’atterrissage, nous avons e´tudie´ le comportement
d’une politique calcule´e avec le crite`re mixte propose´. Ceci nous permet de conclure que pour
ce type de mission l’optimisation explicite de l’entropie n’est pas ne´cessaire. Nous avons vu
que la vitesse de convergence de l’entropie de l’e´tat de croyance ne peut eˆtre ame´liore´e que
pour des valeurs importantes de la ponde´ration λ avec une perte non ne´gligeable d’efficacite´
de la politique en ce qui concerne le pourcentage de re´ussite de la mission. D’autre part,
l’utilisation d’un crite`re mixte pour ce type de mission met en e´vidence le fait que le rapport
entre Rl et Cl doit eˆtre raffine´. Les valeurs de la ponde´ration λ supe´rieures a` 0.5 induisent
la politique a` re´duire encore plus l’incertitude de l’e´tat de croyance et par conse´quent a` se
tromper moins de cible. Nous pensons que le meˆme re´sultat peut eˆtre obtenu en raffinant Rl
et Cl. Un bon “re´glage” du mode`le de re´compense pourra ainsi garantir que le comportement
de la politique respectera les diffe´rents taux exige´s par l’utilisateur.
Tous ces re´sultats nous permettent de conclure que la structure de la fonction de re´compense
est de´terminante par rapport a` l’inte´reˆt ou a` l’utilite´ d’ajouter une mesure d’incertitude pour
guider l’optimisation de la politique. Nous avons pu voir que les deux missions e´tudie´es –
exploration et atterrissage – ne sont pas de nature diffe´rente. Une re´flexion approfondie lors
de la mode´lisation du proble`me et en particulier dans le choix du mode`le de re´compense a`
utiliser est de´terminante.
Il nous semble qu’un crite`re de type mixte peut eˆtre conside´re´ comme une approche
intuitive qui vient en comple´ment au cadre classique des POMDP. L’utilisateur du syste`me
peut plus facilement indiquer au concepteur le taux de bonnes classifications ou le taux de
missions re´ussies qu’il souhaite. Pour des applications robotiques, le concepteur cherche a`
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de´finir ou a` garantir un certain comportement de la politique de l’agent a` l’exe´cution. La
mode´lisation des re´compenses du POMDP classique, qui est dans la plupart de cas, faite
de manie`re empirique peut eˆtre guide´e par une comparaison avec un mode`le e´quivalent
ρPOMDP afin de de´finir le bon rapport entre les re´compenses et les couˆts du mode`le.
Dans la suite de cette the`se nous focaliserons l’attention sur le cadre d’application de type
mission d’atterrissage. Nous rappelons que dans la mission d’atterrissage l’agent cherche a`
de´tecter et a` reconnaˆıtre un mode`le particulier de voiture, parmi plusieurs mode`les re´pertorie´s
dans la base de donne´es, puis a` atterrir a` coˆte´ de cette cible. Cette application re´aliste nous
a incite´ a` re´fle´chir a` d’autres aspects lie´s a` ce type de mission, comme par exemple les
contraintes de se´curite´ lie´es au vol, ainsi que la question de l’optimisation en ligne de la
politique, supposant que le mode`le de l’environnement (nombre de zones a` explorer) ne peut
eˆtre connu qu’au moment du vol.
Pour apporter une re´ponse alternative aux questions lie´es a` la prise en compte de ces
contraintes de suˆrete´, nous allons proposer au chapitre 5 un nouveau mode`le, appele´ AC-
POMDP, pour la prise en compte de contraintes sur les actions de l’agent autonome dans
un cadre probabiliste et partiellement observable. Ce mode`le permet de de´coupler les in-
formations concernant la ve´rification des proprie´te´s du syste`me (les pre´conditions) de celles
qui renseignent sur la pre´sence ou l’identite´ des objets qui entourent l’agent autonome. Les
e´quations d’optimisation propose´es pour ce mode`le permettent de ne se´lectionner avec cer-
titude que des actions re´alisables lors de la mise a` jour de la valeur de l’e´tat de croyance. La
structure du mode`le AC-POMDP permet d’optimiser la fonction de valeur parame´tre´e par
des α-vecteurs dont les composantes n’ont des valeurs de´finies que sur les e´tats (sommets) ou`
l’action associe´e a` l’α-vecteur est re´alisable. Contrairement au mode`le POMDP classique, ou`
la fonction de valeur est parame´tre´e par des α-vecteurs dont les composantes ont des valeurs
de´finies pour tous les e´tats (sommets), sans pouvoir tenir compte des actions non re´alisables.
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Chapitre5
Prise en compte de contraintes de faisabilite´
d’actions dans le cadre POMDP
Ce chapitre a pour but d’e´tudier la prise en compte de contraintes sur la faisabilite´
des actions dans un cadre partiellement observable. Ces contraintes de faisabilite´
sont ge´ne´ralement mode´lise´es par des pre´conditions d’action dans la planification
classique. Les pre´conditions sont des formules boole´ennes qui indiquent si certaines
proprie´te´s de l’environnement sont ve´rifie´es au moment de l’application de l’action.
Dans un cadre de planification sous observabilite´ partielle, la ve´rification de ces
proprie´te´s n’est pas une taˆche facile ou directe. Nous allons voir que ceci impose
une acquisition supple´mentaire d’information. Dans ce contexte, et contrairement a`
l’approche classique des POMDP, nous proposons une approche alternative, appele´e
AC-POMDP, qui se´pare l’information concernant la ve´rification des proprie´te´s du
mode`le (les pre´conditions), de celle qui renseigne sur la pre´sence du but de mission
ou sur la nature des objets de l’environnement, en deux ensembles diffe´rents d’ob-
servations. Des e´quations d’optimalite´ seront fournies pour le mode`le AC-POMDP.
De plus, nous montrerons qu’une approche de´couple´e entre observations classiques
et observations de faisabilite´ peut fournir une alternative inte´ressante lors du calcul
de la politique, ceci a` partir d’une e´tude the´orique et expe´rimentale. En effet, le
mode`le AC-POMDP permet a` un algorithme de re´solution de´die´ de tirer profit du
de´couplage lors de l’optimisation de la politique, tout en respectant les contraintes
sur les actions.
5.1 Introduction
En planification automatique, les pre´conditions sont largement utilise´es pour mode´liser les
proprie´te´s de l’environnement indispensables pour re´aliser une action. De telles pre´conditions
sont des fonctions qui repre´sentent le domaine de de´finition d’une action, i.e. l’ensemble
d’e´tats pour lesquels cette action est applicable [Ghallab et al., 2004]. Une pre´condition sur
une action est de´finie comme une formule boole´enne, qui ve´rifie si une action est re´alisable ou
acceptable pour un e´tat donne´. Dans de nombreuses applications, la garantie du respect de
ces pre´conditions est indispensable pour la protection de l’agent robotique contre un danger
physique re´el, ou`, par exemple, des actions conside´re´es dangereuses doivent eˆtre e´vite´es.
A` notre connaissance, l’utilisation formelle de pre´conditions n’a jamais e´te´ adapte´e pour
des Processus De´cisionnels de Markov Partiellement Observables (POMDPs), en de´pit des
besoins a priori identiques a` ceux de la planification automatique des actions et pratiques
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encore plus marque´s : l’observabilite´ partielle de l’environnement de l’agent robot impose de
prendre de pre´cautions accrues quant aux conse´quences a` long terme en termes de suˆrete´ des
actions exe´cute´es. La recherche sur les POMDP reste tre`s focalise´e sur les moyens d’ame´liorer
l’efficacite´ des algorithmes visant a` produire une politique pour le mode`le POMDP stan-
dard, plutoˆt que sur des ame´liorations permettant de confronter le mode`le standard aux
applications. Une des nombreuses difficulte´s quant a` l’extension du mode`le POMDP stan-
dard proviennent de l’observabilite´ partielle : (1) la ve´rification des pre´conditions n’est pas
directe quand on travaille dans des domaines partiellement observables, car l’e´tat courant
n’est pas connu pre´cise´ment, e´tant remplace´ par une distribution de probabilite´ sur un en-
semble d’e´tats ; (2) l’e´quation de Bellman doit eˆtre revue afin de n’optimiser que les actions
faisables dans un e´tat de croyance donne´.
Dans les Processus De´cisionnels Markoviens (MDPs), des pre´conditions boole´ennes ont
e´te´ introduites de manie`re formelle [Younes et Littman, 2003], dans le but de produire des
politiques qui contiennent seulement des actions faisables ou de´sirables dans chaque e´tat at-
teignable. Les approches pre´ce´dentes associaient une pe´nalite´ e´leve´e aux actions inde´sirables,
c’est-a`-dire un couˆt proche de l’infini pour la paire (s, a), en espe´rant que l’optimisation du
processus conduise a` proscrire l’action a de la politique optimale. Si ces couˆts sont suffisam-
ment grands, cette astuce est e´quivalente a` la de´finition de pre´conditions sur l’action (pour
une re´solution optimale).
D’autre part, les approches qui mode´lisent des couˆts suffisamment grands sont aujour-
d’hui de´passe´es par des algorithmes efficaces qui e´valuent directement des pre´conditions
boole´ennes [Buffet et Aberdeen, 2009,Teichteil-Ko¨nigsbuch et al., 2010,Kolobov et al., 2011],
car ces algorithmes e´valuent moins d’actions pour un e´tat donne´. De plus, les syste`mes mo-
dernes de planification probabiliste sont base´s sur des langages de haut niveau d’expressivite´
qui permettent d’exprimer la faisabilite´ des actions comme des formules logiques du premier
ordre [Younes et Littman, 2003,Sanner, 2010].
Il est important de noter que, les pre´conditions sur les actions ne sont qu’une fac¸on
d’exprimer certaines proprie´te´s du syste`me, mais elles peuvent e´galement eˆtre utilise´es par
les syste`mes de planification pour e´valuer seulement des actions dites faisables ou acceptables
dans un certain e´tat. Une discussion sur l’utilite´ des pre´conditions base´es sur les diffe´rentes
proprie´te´s du mode`le peut eˆtre faite ici :
Pourquoi certaines actions peuvent/doivent eˆtre conside´re´es comme inaccep-
tables ? Le concepteur d’un syste`me autonome peut eˆtre inte´resse´ par l’interdiction de
certaines actions du mode`le sur certains e´tats, ce qui peut se justifier par plusieurs raisons.
La faisabilite´ d’une action peut de´pendre de :
– la non de´finition d’une action sur un e´tat donne´ : par exemple si on conside`re le
domaine RockSample [Smith et Simmons, 2004], permettre au robot de ramasser une
pierre sur une zone ou` en fait il n’y a pas de pierre n’a pas de sens.
– des limitations de la navigation : une action peut eˆtre interdite sur un e´tat donne´
en utilisant directement dans le mode`le une connaissance a priori ; par exemple, dans
la mission d’atterrissage mode´lise´e dans le chapitre 3, nous savons qu’une phase de
descente est ne´cessaire avant l’atterrissage ; nous devons donc interdire a` l’agent d’at-
terrir si il est a` une altitude de 40 me`tres, car il n’est autorise´ a` de´buter l’atterrissage
automatique que s’il est a` une altitude de vol infe´rieure a` 30 me`tres.
– la se´curite´ : il est impe´ratif d’utiliser la connaissance a priori pour e´viter que le robot
re´alise des actions qui pourraient l’endommager : par exemple, il est interdit a` un robot
de se de´placer vers une falaise, si il est dans une zone frontie`re, ou encore il est interdit
a` l’agent he´licopte`re de changer de zone, si il est a` une altitude de vol infe´rieure a` 30
me`tres, car il peut heurter un arbre ou un baˆtiment a` proximite´.
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Cette discussion sur les diffe´rentes raisons et les diffe´rentes classes d’actions justifie l’uti-
lite´ d’une telle mode´lisation. Toutefois, dans ce chapitre nous ne ferons aucune diffe´rence
entre les diffe´rentes raisons d’interdiction des actions. Nous cherchons plutoˆt a` proposer une
approche ge´ne´rale, qui tient compte de contraintes de faisabilite´ ou d’acceptabilite´, quelque
soit l’origine ou la raison du besoin d’interdire telle ou telle action. Dans ce sens, et pour
la suite, nous utiliserons a` quelques nuances pre`s les termes “faisables”, “re´alisables”, “ap-
plicables” ou “acceptables” pour de´signer les actions qu’il est souhaitable que l’agent utilise
dans l’optimisation de sa strate´gie, a` l’exclusion des autres.
Cependant, la ve´rification a` l’exe´cution des pre´conditions n’est imme´diate que lorsque
l’e´tat du syste`me est comple`tement observable. Dans des syste`mes partiellement observables,
la ve´rification de l’applicabilite´ d’une action n’est pas une taˆche facile [Pralet et al., 2010b] :
l’agent ne peut pas de´cider quelle action est applicable parce qu’il ne peut pas connaˆıtre son
e´tat courant avec certitude.
Autrement dit, les de´cisions prises dans un POMDP sont de´finies sur l’e´tat de croyance
courant de l’agent, alors que les pre´conditions sont de´finies sur des e´tats, c’est-a`-dire le
domaine d’application de l’action. Plus pre´cise´ment, si l’on de´finit l’ensemble d’actions ap-
plicables dans l’e´tat si en tant que Asi , on voit que de´finir simplement des pre´conditions
sur des e´tats de croyance, qui sont des distributions de probabilite´ sur les e´tats, sans ajout
d’observations supple´mentaires sur les actions faisables n’est pas suffisant car :
– si l’ensemble d’actions applicables en b est l’union des ensembles d’actions applicables
en s, pour tout s tel que : Ab = {
⋃
sAs : ∀s|b(s) > 0}, des actions faisables pour
certains e´tats peuvent ne pas eˆtre applicables dans d’autres e´tats, et ainsi on n’a pas
de garantie d’e´viter que l’agent applique une action inacceptable ;
– si l’ensemble d’actions applicables en b est l’intersection des ensembles d’actions appli-
cables en s, pour tout s tel que : Ab = {
⋂
sAs : ∀s|b(s) > 0}, l’ensemble final Ab peut
eˆtre dans certains cas un ensemble vide.
Par exemple, conside´rons un agent robotique autonome “garde-coˆtes”, qui se de´place ou
sol le long de falaises, comme le montre la figure 5.1(a). Cet exemple est une variation du
proble`me hallway [Littman et al., 1995], tre`s re´pandu dans la communaute´ POMDP, ou` les
murs qui entourent le robot ont e´te´ remplace´s par des falaises, de sorte que l’agent risque
d’en tomber. L’agent peut se retrouver dans un carre´, et peut re´aliser 4 actions : nord, sud,
est et ouest (figure 5.1(b)). L’objectif est d’atteindre l’e´toile de manie`re suˆre sans tomber
d’une falaise : pour les e´tats proches d’une falaise, les actions qui peuvent mettre l’agent en
pe´ril doivent eˆtre absolument interdites. Les seules observations possibles renseignent sur la
pre´sence ou non du but.
1 2 3
a b c F
(a) environnement coˆtier
E
N
O
S
(b) actions
(c) quelques observations possibles des configura-
tions des falaises autour du robot.
Figure 5.1 – Proble`me POMDP d’un robot garde-coˆtes.
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Prenons un e´tat de croyance b uniforme sur les trois e´tats 1, 2 et 3 de la figure 5.1(a) : pour
le cas ou` l’on de´finit l’ensemble Ab comme une union des ensembles des actions applicables
sur les trois e´tats, on voit bien que l’action sud qui ame`ne le robot vers le but dans l’e´tat
2, ame`ne aussi le robot vers la falaise pour les e´tats 1 et 3 ; et, pour le cas ou` l’on de´finit
l’ensemble Ab par une intersection des ensembles des actions applicables sur les trois e´tats,
on voit que l’action sud ne fera plus partie de Ab, ce qui empeˆchera l’agent d’arriver a` son
but.
Nous voyons intuitivement qu’il est ne´cessaire d’ajouter de l’information concernant la
pre´sence des falaises, comme dans l’exemple hallway [Littman et al., 1995], ou` les observations
renseignent sur la pre´sence de murs (mais dans cet exemple d’une manie`re impre´cise).
L’approche courante pouvant eˆtre mise en œuvre dans les mode`les POMDP consiste
a` augmenter l’espace d’observations indirectement avec des actions re´alisables (voir figure
5.1(c)), a` pe´naliser les actions inapplicables, et a` rajouter une action qui permet au robot
d’acque´rir initialement une observation sans se de´placer. De cette fac¸on le robot pourra
mettre a` jour son e´tat de croyance, en obtenant une distribution de probabilite´ sur des e´tats
cohe´rents avec l’observation rec¸ue, et donc en exe´cutant seulement des actions acceptables.
Cette approche qui consiste a` encoder les actions re´alisables dans les observations du
mode`le est suffisante pour garantir les pre´conditions. Toutefois, la se´mantique associe´e aux
pre´conditions est perdue dans ces observations. Cette se´mantique est diffe´rente puisqu’elle ex-
prime quelles sont les actions applicables dans l’e´tat cache´ du syste`me. Supposons que l’agent
connaisse parfaitement l’e´tat courant du syste`me, il peut recevoir n’importe quelle observa-
tion possible, mais toutes ces observations encodent le meˆme ensemble d’actions re´alisables.
Dans le contexte de notre exemple, si l’agent connaˆıt sa position, il recevra seulement une ob-
servation du mode`le (en supposant des observations de´terministes). De cette fac¸on, on peut
formellement voir que l’ensemble d’observations est structure´ et de la forme : Ω = O × Θ,
ou`, dans l’e´tat cache´ du syste`me, l’agent rec¸oit des observations standard et des observations
de faisabilite´ de manie`re de´terministe.
Nous pensons que l’ensemble d’actions re´alisables doit eˆtre construit plus intelligemment,
en ajoutant des observations qui sont a priori tre`s similaires a` l’observation standard, mais
avec une se´mantique diffe´rente : ces observations informent l’agent sur l’ensemble courant
des actions re´alisables dans son e´tat de croyance courant.
Pour illustrer, une fois de plus, le fait que le mode`le d’observation a une forme structure´e,
reprenons l’exemple 5.1. Imagions que, a` la place de falaises, il y ait des murs. Dans un
contexte robotique, l’observation du but serait de´duite a` partir d’un traitement d’image, avec
un bruit probabiliste qui repre´sente les erreurs d’interpre´tation (meˆme cas que pour notre
mode`le de de´tection et reconnaissance de cibles du Chapitre 3). D’autre part, la configuration
des murs autour du robot peut eˆtre de´tecte´e par un laser circulaire, qui peut eˆtre conside´re´
suffisamment pre´cis. Donc, la forme structure´e de l’ensemble d’observations Ω = O × Θ en
de´coule directement, ou` O repre´sente le re´sultat probabiliste du traitement d’information, et
Θ les observations de´terministes de la de´tection des murs.
Comme, pour tenir compte des pre´conditions, il est indispensable d’ajouter de l’infor-
mation, nous proposons une extension du mode`le traditionnel des POMDP, dans lequel
l’ensemble des observations est un produit carte´sien des observations probabilistes standard
et des observations de´terministes de faisabilite´. Ce mode`le formalise un ensemble structure´
d’observations, ainsi que la nouvelle fonction d’observation, et requiert une modification si-
gnificative du mode`le de de´cision, pour lequel nous fournissons un nouveau sche´ma d’optimi-
sation. Ce nouveau sche´ma d’optimisation e´value seulement des actions qui sont applicables
dans l’e´tat cache´ du syste`me. Nous appelons l’extension propose´e AC-POMDP (Action-
Constrained POMDP). Nous montrerons aussi que le mode`le AC-POMDP peut eˆtre trans-
forme´ en un POMDP traditionnel e´quivalent avec un mode`le d’observation modifie´ et avec
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de grandes pe´nalite´s associe´es aux paires e´tat-action infaisables, ce qui justifie l’utilisation de
cette astuce classique pour mimer les pre´conditions, bien que peu efficace en pratique. En ce
sens, pour comparer les politiques calcule´es pour les AC-POMDP avec un mode`le POMDP
classique et e´quivalent nous de´finirons une transformation entre AC-POMDP et POMDP.
Dans certains domaines l’information concernant la faisabilite´ d’une action est encode´e de
manie`re indirecte dans l’espace d’observation ; par exemple, dans le domaine hallway de´ja`
mentionne´, la configuration des murs fait partie du mode`le d’observation.
Le but de l’e´tude effectue´ dans ce chapitre est d’extraire la se´mantique spe´cifique des
pre´conditions pour les domaines ou` les pre´conditions sont ne´cessaires, et d’utiliser cette
information afin d’e´valuer seulement des actions faisables tout en diminuant le temps consacre´
au calcul de la politique. Notre contribution peut eˆtre vue comme une se´paration implicite
de l’e´tape standard d’observation de l’e´tat de celle d’observation des actions re´alisables.
Le chapitre est organise´ de la fac¸on suivante. Tout d’abord nous discuterons de quelques
travaux connexes au sujet ici traite´. Ensuite, nous de´finirons la contrainte de faisabilite´ d’une
action et la relation de faisabilite´ d’un ensemble d’actions. Ces de´finitions nous seront utiles
lors de la formalisation du mode`le e´tendu que nous proposons.
En second, nous formalisons ce mode`le e´tendu de POMDP, que nous avons appele´ AC-
POMDP (Action-Constrained POMDP). Nous verrons que la relation de faisabilite´ nous
permettra de mettre a` jour l’e´tat de croyance en fonction de l’ensemble courant d’actions
re´alisables. Ce qui re´sultera en un e´tat de croyance pour lequel les composantes b(s) non
nulles correspondront aux e´tats s qui ont le meˆme ensemble d’actions re´alisables. Ainsi,
les α-vecteurs repre´sentant la fonction de valeur seront de´finis sur des sous-espaces d’e´tats
diffe´rents.
Ensuite, nous pre´sentons une transformation entre les AC-POMDP et les POMDP, qui
est ne´cessaire pour comparer les politiques calcule´es par les deux approches. Cette transfor-
mation sugge`re que le mode`le POMDP contient le mode`le AC-POMDP. La conclusion est
que nous pouvons transformer n’importe quel AC-POMDP en un POMDP e´quivalent avec
des actions et des fonctions d’observation et de re´compenses diffe´rentes.
Puis, nous pre´senterons un algorithme de type point-based appele´ PCVI (base´ sur PBVI),
qui profite de la structure spe´cifique des AC-POMDP afin d’e´valuer seulement les actions
faisables. Nous prouverons que le temps d’optimisation du mode`le AC-POMDP est meilleur,
ce qui est mis en e´vidence dans nos re´sultats expe´rimentaux. Nous montrerons aussi que, pour
une version relaxe´e du sche´ma d’optimisation, PCVI permet de calculer une politique en ne
tenant compte que de l’ensemble probabiliste standard d’observations O, en fournissant une
borne infe´rieure sur la valeur et une politique sous-optimale avec une complexite´ et un temps
de calcul exponentiellement plus petit. Finalement, nous pre´senterons et discuterons des
re´sultats comparatifs qui de´montrent l’inte´reˆt de mode´liser formellement les pre´conditions
dans un cadre POMDP de fac¸on a` diminuer le temps de calcul pour des proble`mes ou`
certaines actions doivent eˆtre e´carte´es avec certitude de la politique optimise´e.
5.2 Pre´liminaires
5.2.1 Travaux connexes
Des travaux re´cents dans le domaine de la planification non-de´terministe sous observabi-
lite´ partielle ont propose´ de traiter de manie`re explicite des relations de faisabilite´, dans le
contexte de programmation sous contraintes [Pralet et al., 2010b]. Ces relations repre´sentent
la faisabilite´ e´tat-action par des contraintes, c’est-a`-dire toutes les combinaisons implicites
de paires e´tat-action ou` l’action est conside´re´e re´alisable. Cette approche est limite´e a` des
domaines non-de´terministes et non-probabilistes, et donc ne s’applique pas a` des mode`le
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probabilistes comme les POMDP. De plus, l’algorithme propose´ ne suppose pas un ensemble
d’observation structure´ en observations standard et de faisabilite´, de cette fac¸on il ne tire
pas profit de cette structure spe´cifique pour acce´le´rer le calcul.
En robotique, des chercheurs ont e´tudie´ une classe particulie`re de POMDP, appe´le´e Mixed
Observability MDP - MOMDP (pre´sente´ dans le chapitre 2), dans laquelle un sous-ensemble
de variables d’e´tat est conside´re´ comme comple`tement observable [Ong et al., 2009, Lo´pez
et al., 2010]. Le mode`le MOMDP divise l’espace d’e´tats S et l’espace d’observation Ω en deux
parties, l’une observable, et l’autre partiellement observable : (x, y) spe´cifie l’espace d’e´tat
complet, x la variable observable et y celle partiellement observable, avec |S| = |X |× |Y|, ou`
X repre´sente l’espace avec toutes les valeurs possibles de la variable x (resp. Y pour y), et
|Ω| = |Ox|×|Oy|, avec X = Ox. Cette approche propose d’explorer cette structure spe´cifique
des observations et des e´tats de fac¸on a` re´duire la dimension de l’espace de l’e´tat de croyance
(sous-espace Y ), ce qui conduit a` des gains significatifs au niveau du temps de calcul de la
politique.
Cependant, dans notre approche, la se´mantique des variables d’observation est comple`te-
ment diffe´rente : nous supposons Ω = O × Θ, avec Θ ⊆ 2A repre´sentant les sous-ensembles
d’actions re´alisables d’un ensemble d’actions A. De plus, notre approche ne suppose pas
d’associer une observation par e´tat observable (mapping 1→ 1) tel que X = Ox. La fonction
d’observation de l’ensemble Θ est une fonction surjective, c’est a` dire, qu’une observation
θ ∈ Θ peut eˆtre la meˆme pour diffe´rents e´tats, par exemple, un ensemble d’actions re´alisables
dans un certain e´tat s1 peut eˆtre aussi l’ensemble d’actions re´alisables d’un certain e´tat s2.
Pour illustrer cette diffe´rence fondamentale, nous montrons sur la figure 5.2 la diffe´rence
se´mantique entre les deux mode`les. Ainsi, nous pouvons affirmer que le mode`le AC-POMDP
se situe entre le mode`le POMDP et le mode`le MOMDP. D’ailleurs nous pensons que ces deux
mode`les peuvent eˆtre couple´s afin d’explorer les structures spe´cifiques de chaque proble`me ;
nous discuterons de cette piste de recherche dans les perspectives de cette the`se.
s1
s2
s3
θ1
θ2
(a) AC-POMDP
x1
x2
x3
ox1
ox2
ox3
(b) MOMDP
Figure 5.2 – Diffe´rence entre les fonctions d’observation des mode`les AC-POMDP et
MOMDP.
D’autre part, dans notre approche, nous cherchons a` maximiser le crite`re d’optimisa-
tion seulement sur l’ensemble d’actions applicables Θ (voir la section 5.3.2), contrairement
au MOMDP qui maximisent sur toutes les actions du mode`le. Le mode`le et les e´quations
des MOMDP et des AC-POMDP sont totalement diffe´rents. Toutefois, les deux approches
exploitent la structure spe´cifique de l’espace d’observation pour acce´le´rer les calculs.
Dans la suite, nous pre´sentons des de´finitions qui nous seront utiles.
118
5.2. Pre´liminaires
5.2.2 Contrainte de faisabilite´ d’une action
Une pre´condition est une formule a` valeur boole´enne qui est vraie (suˆrement) si et seule-
ment si une action est applicable dans un e´tat donne´. Nous notons As l’ensemble des actions
re´alisables dans un e´tat s, tel que As ⊆ A.
De´finition 5.2.1 (Relation de faisabilite´ pour une action) Une pre´condition base´e sur
un e´tat est de´finie par une relation de faisabilite´ F qui indique si pour un e´tat s, une action
a est applicable ou non : F(a, s) = 1a∈As, ou` 1cond est la fonction indicatrice telle que : 1cond
vaut 1 si cond est vrai, ou 0 sinon. F(a, s) peut aussi eˆtre vue comme la probabilite´ 1 ou 0 de
l’applicabilite´ d’une action a sachant l’e´tat s, c’est-a`-dire, F(a, s) = Pr(at = a ∈ As|st = s).
Le mode`le POMDP doit eˆtre e´tendu de manie`re a` prendre en compte des contraintes de
suˆrete´ dans l’optimisation et dans l’exe´cution de la politique. Comme nous ne connaissons
pas a` l’avance l’ensemble des actions re´alisables qui sera rec¸u par l’agent en tant qu’obser-
vation θ ∈ Θ, nous devons tenir compte de tous les ensembles cohe´rents d’actions re´alisables
possibles {θ1, · · · , θn}, inde´pendamment de l’e´tat de croyance de l’agent, avec dans le pire
cas : n = 2|A| − 1 combinaisons d’actions diffe´rentes, ou` |A| est le nombre total d’actions du
mode`le. La proprie´te´ de cohe´rence vient du fait que, certains ensembles d’actions pouvant
eˆtre ge´ne´re´s par combinaisons ne seront cohe´rents avec aucun As ; pour cette raison on ne
s’inte´ressera donc qu’aux ensembles d’actions cohe´rents par rapport aux e´tats. Formellement,
nous de´finissons un sous-ensemble Sk ⊆ S, tel que :
Sk := {∀si, sj ∈ S2,Asi = Asj}
Ceci veut dire que le sous-ensemble Sk repre´sente l’ensemble d’e´tats qui ont le meˆme ensemble
d’actions re´alisables. Ainsi, on peut de´finir un ensemble d’actions θk ∈ Θ, tel que :
θk = {As|∀s ∈ Sk},
qui est l’ensemble d’actions applicables cohe´rent avec le sous-ensemble Sk. Pour notre exemple
du robot garde-coˆtes (Fig.5.1(a)), les combinaisons cohe´rentes d’actions possibles, qui for-
meront Θ, sont : {est}, {est, ouest}, {est, ouest, sud}, {nord}, et {ouest}.
De´finition 5.2.2 (Relation sur la faisabilite´ d’un ensemble d’actions.) Nous de´finis-
sons la fonction indicatrice jointe d’un ensemble d’actions θ ∈ Θ tel que θ ⊆ A pour un e´tat
s, qui vaut 1 si et seulement si toutes les actions de l’ensemble θ sont re´alisables en s :
I(θ, s) =
∏
ai∈θ F(ai, s)
∏
aj /∈θ(1− F(aj , s)) (5.1)
Nous avons directement I(As, s) = 1. De plus, il est inte´ressant de remarquer que I(θ, s) =
Pr(As = θ|s) est la probabilite´ 1 ou 0 que l’ensemble des actions cohe´rent avec s, et condi-
tionne´ sur l’e´tat s, soit e´gal a` l’ensemble des actions re´alisables As.
Par suite, nous formalisons le mode`le e´tendu POMDP que nous proposons.
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5.3 AC-POMDP
Formellement, un AC-POMDP (Action Constrained POMDP) est de´fini par un n-uplet
〈S, (As)s∈S ,Ω, T,O,F, I, R, b0,Θ0〉, ou` :
– S est l’ensemble des e´tats ;
– (As)s∈S est l’ensemble des ensembles d’actions applicables pour chaque e´tat, avec As
l’ensemble d’actions applicables pour un e´tat donne´ s ;
– Ω = O ×Θ est l’ensemble d’observations, tel que Θ ⊆ 2A ; les observations dans O et
dans Θ sont inde´pendantes sachant chaque paire e´tat-action ;
– T : S ×A× S → [0, 1] est la fonction de transition, telle que :
T (s, a, s′) = p(st+1 = s′|st = s, at = a);
– F : A× S → {0, 1} est la relation de faisabilite´ d’une action :
F(a, s) =
{
1 si a ∈ As
0 autrement
– O : O ×A× S → [0, 1] est la fonction d’observation, telle que :
O(o, a, s′) = p(ot+1 = o|st+1 = s′, at = a);
– I : Θ× S → {0, 1} est la relation de faisabilite´ d’un ensemble d’actions :
I(θ, s′) = p(θt+1 = θ | st+1 = s′) =
{
1 si θ = As′
0 autrement
– R : S ×A→ R est la fonction de re´compense r(s, a) associe´e a` la paire e´tat-action ;
– b0 est l’e´tat de croyance initial ;
– Θ0 est l’ensemble initial d’actions applicables, observe´ lors de l’exe´cution avant l’ap-
plication de la premie`re action.
Il y a quatre diffe´rences par rapport au mode`le POMDP.
1. la relation de faisabilite´ d’une action dans un e´tat est explicitement de´crite ;
2. l’ensemble d’observations est un produit carte´sien ;
3. la fonction d’observation est de´finie pour seulement la partie gauche du produit carte´sien ;
4. il y a une observation initiale qui renseigne sur l’ensemble d’actions re´alisables, similaire
a` une approche existante dans le domaine non-de´terministe [Pralet et al., 2010b], qui
est requise pour appliquer la premie`re action de manie`re suˆre.
Dans la figure 5.3 nous illustrons l’AC-POMDP comme un processus stochastique controˆle´.
L’action at exe´cute´e a` l’instant t est force´e d’appartenir a` l’ensemble d’actions re´alisables
observe´es θt. L’observation suivante θt+1 est e´gale a` l’ensemble d’actions re´alisables Ast+1
applicable sur l’e´tat cache´ st+1, qui est le re´sultat stochastique de l’application de at sur st.
st st+1
p(st+1|st, at)
ωt
ot
θt
ωt+1
ot+1
θt+1
p(
o t
+
1
|s t
+
1
, a
t)
at
r(st, at)
a
t ∈
θ
t
θ t
+
1
=
A s
t+
1
Figure 5.3 – Diagramme d’influence dynamique pour un AC-POMDP
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Les politiques AC-POMDP sont-elles suˆres ?
Contrairement au cas des POMDP, les politiques AC-POMDP sont force´es d’exe´cuter
seulement des actions qui sont applicables dans l’e´tat cache´ du syste`me. E´tant donne´ un
historique ht = (ω0 = (o0, θ0), ..., ωt = (ot, θt)) d’observations a` l’instant t, nous de´finissons
l’ensemble faisable de politiques comme :
Πht = {pi ∈ A∆ : ∀ 0 6 i 6 t, pi(bi((o0, θ0), · · · , (oi, θi)) ∈ θi} (5.2)
ou`, bi((o0, θ0), · · · , (oi, θi)) est l’e´tat de croyance re´sultant de la politique pi en recevant les
observations ((o0, θ0), · · · , (oi, θi)). Donc, re´soudre un AC-POMDP consiste a` trouver une
politique de´terministe stationnaire pi∗, telle que, pour tout b ∈ ∆ et θ ∈ Θ0 :
pi∗(b, θ) ∈ arg max
pi∈Πh∞
E
[
+∞∑
t=0
γtr(bt, pi(bt)
∣∣∣∣∣b0 = b,Θ0 = θ
]
(5.3)
L’ide´e de de´coupler les diffe´rentes informations spe´cifiques a` la planification et au controˆle
d’exe´cution afin de garantir la suˆrete´ d’exe´cution des actions n’est pas nouvelle dans le
domaine robotique. Par exemple, dans [Ingrand et al., 2007], une approche similaire est
utilise´e au travers de fonctionnalite´s spe´cifiques et de´couple´es de la planification, comme
dans le cas particulier du controˆle d’exe´cution. Plus pre´cise´ment, un composant spe´cifique
de l’architecture robotique peut eˆtre en charge du suivi de l’e´tat et peut inhiber la re´alisation
d’une action inde´sirable en la remplacent par une action na¨ıve, qui n’appartient pas force´ment
au mode`le. Ceci, dans certains cas, arreˆte l’exe´cution de la politique et conduit le superviseur
a` lancer une phase de replanification. Le but est d’e´viter des dommages que pourrait subir le
robot. Ge´ne´ralement, l’exe´cution de la politique doit eˆtre controˆle´e pour garantir que le plan
sera re´alise´ en toute se´curite´. Pour cela, les syste`mes autonomes sont ge´ne´ralement munis
d’un composant responsable du controˆle d’exe´cution qui ve´rifie l’applicabilite´ des actions
ainsi que l’e´volution physique de l’engin. L’approche AC-POMDP vise ainsi a` optimiser la
politique de manie`re a` tenir compte de ces contraintes en e´vitant des replanifications.
Dans la suite nous de´finirons la mise a` jour de l’e´tat de croyance dans le cadre du mode`le
AC-POMDP.
5.3.1 Mise a` jour de l’e´tat de croyance
Comme pour les POMDP, nous devrons calculer le nouvel e´tat de croyance de l’agent,
que nous noterons bo,θa , apre`s l’exe´cution de a dans l’e´tat de croyance b et l’observation de
(o, θ).
The´ore`me 5.3.1 Soit b l’e´tat de croyance a` un instant t donne´, a l’action applique´e par
l’agent a` cet instant, et (o, θ) les observations imme´diatement rec¸ues. L’e´tat de croyance
suivant, pour tout e´tat s′ suivant possible, est :
b(o,θ)a (s
′) =
I(θ, s′)boa(s′)∑
s′′∈S I(θ, s′′)boa(s′′)
(5.4)
avec :
boa(s
′) =
p(o | s′)∑s∈S p(s′ | s, a)b(s)∑
s′∈S p(o | s′)
∑
s∈S p(s′ | s, a)b(s)
(5.5)
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Preuve. Quel que soit l’e´tat suivant possible s′ et l’action a, nous avons :
b(o,θ)a (s
′) = Pr(st+1 = s′|ot+1 = o, θt+1 = θ, bt = b, at = a)
=
Pr(st+1 = s
′, ot+1 = o, θt+1 = θ|bt = b, at = a)
Pr(ot+1 = o, θt+1 = θ|bt = b, at = a)
=
Pr(θt+1 = θ|st+1 = s′, bt = b, at = a)Pr(ot+1 = o|st+1 = s′, bt = b, at = a)Pr(st+1 = s′|bt = b, at = a)∑
s′′∈S Pr(θt+1 = θ|st+1 = s′′, bt = b, at = a)Pr(ot+1 = o|st+1 = s′′, bt = b, at = a)Pr(st+1 = s′′|bt = b, at = a)
(5.6)
La dernie`re factorisation re´alise´e au de´nominateur vient du fait que les observations ot+1
et θt+1 sont inde´pendantes sachant l’e´tat s
′ et l’action a. Ainsi, en utilisant cette proprie´te´
dans le de´nominateur nous pouvons e´crire :
Pr(ot+1 = o, θt+1 = θ | bt = b, at = a)
comme le produit :∑
s′′∈S
Pr(θt+1 = θ|st+1 = s′′, bt = b, at = a)Pr(ot+1 = o|st+1 = s′′, bt = b, at = a)Pr(st+1 = s′′|bt = b, at = a)
Pour la suite, nous multiplions le nume´rateur et le de´nominateur par le facteur 1Pr(ot+1=o|bt=b,at=a) ,
en faisant l’hypothe`se classique (comme dans les POMDP) que le de´nominateur de ce facteur
est diffe´rent de ze´ro. On retrouve donc :
b(o,θ)a (s
′) =
Pr(θt+1 = θ | st+1 = s′, bt = b, at = a)Pr(ot+1=o|st+1=s
′,bt=b,at=a)Pr(st+1=s′|bt=b,at=a)
Pr(ot+1=o|bt=b,at=a)∑
s′′∈S Pr(θt+1 = θ | st+1 = s′, bt = b, at = a)Pr(ot+1=o|st+1=s
′′,bt=b,at=a)Pr(st+1=s′′|bt=b,at=a)
Pr(ot+1=o|bt=b,at=a)
(5.7)
Ainsi, on fait apparaitre boa(s
′) dans le nume´rateur et dans le de´nominateur. De plus, on sait
que Pr(θt+1 = θ | st+1 = s′′, bt = b, at = a) = I(θ, s′′), puisque la probabilite´ d’observer θ en
e´tant en s′′ correspond a` la relation de faisabilite´ I(θ, s′′). On retrouve donc :
bo,θa (s
′) =
Pr(θt+1 = θ | st+1 = s′)boa(s′)∑
s′′∈S Pr(θt+1 = θ | st+1 = s′′)boa(s′′)
=
I(θ, s′)boa(s′)∑
s′′∈S I(θ, s′′)boa(s′′)
(5.8)
Finalement, on a bien l’expression finale de b
(o,θ)
a (s′).
L’e´quation 5.4 du the´ore`me 5.3.1 montre que l’e´tat de croyance d’un AC-POMDP se
comporte comme si l’agent recevait les observations o puis θ, et mettait a` jour son e´tat de
croyance entre les deux observations avec boa(s
′). Autrement dit, la mise a` jour de l’e´tat de
croyance est e´quivalente a` observer l’environnement, comme dans le POMDP, a` mettre a`
jour l’e´tat de croyance, a` ensuite observer θ (ensemble d’actions re´alisables), a` encore mettre
a` jour l’e´tat de croyance pour finalement appliquer la prochaine action.
Sur la figure 5.4, nous pre´sentons un sche´ma avec les e´volutions probables de l’e´tat de
croyance b suite aux actions exe´cute´es et aux observations o et θ rec¸ues. Les rectangles
oranges indiquent les e´tats de croyance interme´diaires.
Une autre proprie´te´ qui de´coule de l’e´quation 5.4 est que, a` tout instant t, tous les
e´tats s′ pour lesquels l’e´tat de croyance courant est non nul ont le meˆme ensemble d’actions
re´alisables. Cette proprie´te´ montre qu’exe´cuter des politiques dans le mode`le AC-POMDP
est cohe´rent avec le cadre propose´, c’est-a`-dire qu’a` aucun moment la politique optimise´e
n’exe´cutera d’actions infaisables dans les e´tats cache´s du syste`me.
Formellement, nous de´finissons l’ensemble d’e´tats supports d’un e´tat de croyance par :
σ(b
(o,θ)
a ) = {s′ ∈ S : b(o,θ)a (s′) > 0}, ce qui sera utilise´ dans le the´ore`me suivant.
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Figure 5.4 – Sche´ma de l’e´volution stochastique de l’e´tat de croyance.
The´ore`me 5.3.2 Soit b
(o,θ)
a un e´tat de croyance pour un instant t donne´. Quelles que soient
deux e´tats s′1 et s′2 dans σ(b
(o,θ)
a ), nous avons : As′1 = As′2.
Preuve. (De´monstration par l’absurde). Soient a l’action exe´cute´e a` un instant t quel-
conque, o et θ les observations rec¸ues a` l’instant suivant t+ 1, et s′1 et s′2 deux e´tats suivants
possibles, tels que s′1, s′2 ∈ σ(b(o,θ)a ).
Supposons que As′1 6= As′2 , donc par de´finition I(θ, s′1) 6= I(θ, s′2) . Si I(θ, s′1) = 1 alors
I(θ, s′2) = 0 , et par l’e´quation 5.4 on voit que b
(o,θ)
a (s′2) = 0. Ce qui contredit le fait que
s′1, s′2 ∈ σ(b(o,θ)a ). Donc, pour que s′1, s′2 ∈ σ(b(o,θ)a ), on a ne´cessairement As′1 = As′2 .
La conse´quence de ce the´ore`me est tre`s importante a` l’exe´cution de la politique, ainsi que
durant son optimisation : puisque tous les e´tats support de l’e´tat de croyance b ont le meˆme
ensemble d’actions re´alisables, nous pouvons ainsi de´duire l’ensemble d’actions re´alisables de
b, note´ Ab, sans aucune ambigu¨ıte´ par :
Ab := As,∀s ∈ σ(b).
De cette fac¸on, les politiques AC-POMDP de´finies dans l’e´quation 5.3 peuvent eˆtre fonc-
tion de b, avec un abus de notation, tel que : pi(b) = pi(b,Ab). Ceci signifie que les politiques
AC-POMDP et les politiques POMDP sont de´finies sur le meˆme espace, ce qui nous per-
met de comparer les politiques optimales des AC-POMDP avec les politiques optimales des
POMDP e´quivalents. La transformation vers un POMDP e´quivalent sera pre´sente´e dans la
section 5.4.
Dans la suite nous allons formaliser l’e´quation d’optimalite´ des AC-POMDP, afin de
pouvoir extraire de cette e´quation des moyens de re´solution efficaces par programmation
dynamique.
5.3.2 E´quation d’optimalite´ pour le mode`le AC-POMDP
Nous cherchons maintenant a` de´finir l’e´quation d’optimalite´ des AC-POMDP. Notons
que les politiques des AC-POMDP peuvent eˆtre optimise´es sur des ensembles spe´cifiques
d’actions (Ab := As, ∀s ∈ σ(b)). De cette fac¸on l’ope´rateur max sera utilise´ pour un nombre
(ge´ne´ralement) re´duit d’actions, c’est-a`-dire Ab ⊂ A, contrairement a` l’approche classique
des POMDP ou` toutes les actions du mode`le doivent eˆtre e´value´es. Ce the´ore`me peut sembler
e´vident a` premie`re vue, mais il repose sur le fait primordial que l’ensemble d’actions faisables
peut eˆtre extrait d’un e´tat de croyance donne´ sans ambigu¨ıte´.
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The´ore`me 5.3.3 L’e´quation d’optimalite´ d’un AC-POMDP est telle que :
V ∗(b) = max
a∈Ab
r(b, a) + γ∑
o∈O
θ∈Θ
p(o, θ | a, b)V ∗
(
b(o,θ)a
) (5.9)
avec b
(o,θ)
a donne´ par l’e´quation 5.4, et :
p(o, θ | a, b) =
∑
s′∈S
I(θ, s′)O(o, a, s′)
∑
s∈S
T (s, a, s′)b(s) (5.10)
Preuve. Suivant le the´ore`me 5.3.2, l’ensemble d’actions re´alisables observe´ avant le calcul
de l’e´tat de croyance b, c’est-a`-dire, θt−1, peut eˆtre de´duit de b sans aucune ambigu¨ıte´ :
θt−1 = Ab = As, quel que soit s ∈ σ(b). Cette de´duction est ne´cessaire pour l’optimisation,
puisque au moment de l’optimisation on ne connait pas a` l’avance quel sera le θ observe´.
De plus, nous savons que les politiques optimales sont force´es d’appliquer uniquement des
actions faisables : suivant l’e´quation 5.3, les actions gloutonnes candidates pour maximiser
la fonction de valeur doivent eˆtre choisies parmi Ab. Donc l’e´quation 5.9 peut eˆtre obtenue
de la meˆme fac¸on que pour les POMDP, en conside´rant (o, θ) comme une observation jointe.
Ainsi, l’e´quation 5.10 peut eˆtre obtenue en faisant de´pendre θ et o de s′ et a, comme pour
la mise a` jour de l’e´tat de croyance, car ces deux observations sont inde´pendantes sachant s′
et a :
p(o, θ | a, b) = ∑s′∈S Pr(θ | s′, a)Pr(o | s′, a)Pr(s′ | a, b)
=
∑
s′∈S I(θ, s′)O(o, a, s′)
∑
s∈S T (s, a, s
′)b(s)
Ce the´ore`me nous permet d’utiliser la programmation dynamique pour le calcul des
politiques optimales pour les AC-POMDP. Contrairement a` l’artifice utilisant des pe´nalite´s
“infinies”, aucune pe´nalite´ artificielle et empirique n’est requise dans notre cas. L’ope´rateur
max ope`re aussi sur un nombre re´duit d’actions.
Pour comparer les politiques calcule´es pour les AC-POMDP avec un mode`le POMDP
classique et e´quivalent, nous avons besoin de de´finir la transformation entre AC-POMDP
et POMDP. Dans certains domaines l’information concernant la faisabilite´ d’une action est
encode´e de manie`re indirecte dans l’espace d’observation ; par exemple, dans le domaine
hallway, la configuration des murs fait partie du mode`le d’observation. Ceci sugge`re que
le mode`le POMDP contient le mode`le AC-POMDP. La conclusion est que nous pouvons
transformer n’importe quel AC-POMDP en un POMDP e´quivalent, avec des actions et des
fonctions d’observation et de re´compense diffe´rentes.
5.4 E´quivalence des politiques AC-POMDP et POMDP
SoitM = 〈S, (As)s∈S ,Ω = O×Θ, T,O, I, R, b0,Θ0〉 un AC-POMDP donne´. Conside´rons
le POMDP M˜ = 〈S, A˜,Ω = O ×Θ, T, O˜, R˜, b0,Θ0〉 = Ψ(M), ou` :
– A˜ =
⋃
s∈S As ;
– O˜ : (O × Θ) × A˜ × S → [0; 1] la fonction d’observation re´sultat de l’agre´gation, telle
que O˜((o, θ), a, s′) = O(o, a, s′)I(θ, s′) ;
– R˜ : S× A˜→ R la fonction de re´compense modifie´e, telle que r˜(s, a) = r(s, a) si a ∈ As,
et r˜(s, a) = −∞ sinon.
A partir des e´quations d’optimalite´ des POMDP et des AC-POMDP nous pouvons
de´montrer qu’une politique optimale pour un POMDP M˜ est optimale pour l’AC-POMDP
original M. A cette fin, examinons le the´ore`me qui suit.
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The´ore`me 5.4.1 Soit M un mode`le AC-POMDP et M˜ = Ψ(M) son POMDP transforme´.
Toute politique optimale pour M˜ est aussi optimale pour M.
Preuve. Soit pi∗ une politique optimale pourM. Selon l’e´quation de Bellman (e´quation 2.9
du chapitre 2), nous savons que :
pi∗(b) ∈ argmax
a∈A˜
r˜(b, a) + γ
∑
o∈O
θ∈Θ
p˜((o, θ) | a, b)V pi∗(b(o,θ)a )

avec r˜(b, a) =
∑
s∈S b(s)r˜(s, a) et :
p˜((o, θ) | a, b) =
∑
s′∈S
O˜((o, θ), a, s′)
∑
s∈S
T (s, a, s′)b(s)
=
∑
s′∈S
O(o, a, s′)I(θ, s′)
∑
s∈S
T (s, a, s′)b(s)
= p(o, θ | a, b)
comme de´fini ante´rieurement dans l’e´quation 5.10.
De plus, pour a 6∈ Ab, r˜(b, a) = −∞ ; de cette fac¸on, suivant la de´finition de Ab, il existe
un e´tat s ∈ σ(b), tel que b(s) > 0, pour lequel a 6∈ As, et donc r˜(s, a) = −∞. Par conse´quent,
la valeur maximale re´sultante de l’ope´rateur max est ne´cessairement obtenue pour une action
a∗ ∈ Ab. Et, finalement, pour tout a ∈ Ab et pour tout e´tat s ∈ σ(b), r˜(s, a) = r(s, a), et
r˜(b, a) = r(b, a), nous avons :
pi∗(b) ∈ argmax
a∈Ab
r(b, a) + γ
∑
o∈O
θ∈Θ
p((o, θ) | a, b)V pi∗(b(o,θ)a )

ce qui implique que V pi
∗
est solution de l’e´quation d’optimalite´ des AC-POMDPs selon
l’e´quation 5.9.
Cette e´quivalence repose sur l’hypothe`se commune´ment admise que l’on sait choisir une
re´compense e´gale a` −∞, tout du moins une valeur qui correspond a` la borne infe´rieure des
valeurs des e´tats.
5.4.1 Comparaison des complexite´s de re´solution
Dans le but d’e´valuer si il est plus inte´ressant de re´soudre directement l’AC-POMDP base´
sur l’e´quation 5.9 que re´soudre le POMDP e´quivalant base´ sur l’e´quation 2.9 du chapitre 2,
nous avons besoin de comparer la complexite´ des deux approches. Pour cette e´tude compara-
tive nous nous sommes appuye´e sur les algorithmes dits point-based, tels que : PBVI [Pineau
et al., 2003], Perseus [Spaan et Vlassis, 2004], HSVI [Smith et Simmons, 2005], SARSOP [Kur-
niawati et al., 2008], qui sont tre`s re´pandus dans la communaute´. Nous tenons a` rappeler que
la fonction de valeur est convexe et line´aire par morceaux, et qu’elle peut eˆtre parame´tre´e
par un ensemble d’α-vecteurs, conforme´ment a` ce qui a e´te´ pre´sente´ dans le chapitre 2.
Comme pour les me´thodes de re´solution exactes [Smallwood et Sondik, 1971], les algo-
rithmes point-based calculent les ensembles de projections des α-vecteurs pour chaque action
a et observation (o, θ), tels que :
Γa,(o,θ) ← αa,(o,θ)(s) = γ
∑
s′∈S
p(s′|s, a)O˜((o, θ), a, s′)αi(s′), ∀αi ∈ V ′ (5.11)
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Ensuite, ces algorithmes calculent l’ensemble Γab des α-vecteurs pour tout a ∈ A˜, selon :
Γab ← Γa,∗ + γ
∑
o
arg max
α
a,(o,θ)
i ∈Γa,(o,θ)
b · αa,(o,θ)i (5.12)
avec le revenu imme´diat Γa,∗ ← αa,∗(s) = r(s, a), en utilisant un sous-ensemble B constitue´
de points b de l’espace des e´tats de croyance obtenus a` partir des simulations stochastiques
de la dynamique du syste`me (PBVI, Perseus), ou a` partir de recherches heuristiques dans
l’espace d’e´tats de croyance (HSVI, SARSOP).
La mise a` jour de la fonction de valeur est ainsi re´alise´e par l’ope´ration de backup :
V ← backup(b) = arg max
αab∈Γab ,a∈A˜
b · αab , ∀b ∈ B (5.13)
Calculer la mise a` jour de la valeur ne´cessite de ge´ne´rer |A˜||O||Θ||V ′| projections de la
fonction de valeur a` l’instant de temps pre´ce´dent, sachant que la taille de la fonction de
valeur |V ′| est borne´e par |B|. |V | peut eˆtre plus petit que |B|, puisque des e´tats de croyance
b ∈ B peuvent avoir le meˆme α-vecteur dominant. Donc, le temps ne´cessaire pour la mise a`
jour de la fonction de valeur V est : |S||A˜||O||Θ||V ′||B| [Pineau et al., 2003].
En revanche, nous mettons en e´vidence que calculer la mise a` jour de la valeur pour un
AC-POMDP implique, d’une part une maximisation sur un sous-ensemble d’actions tel que
Ab ⊂ A, et d’autre part que des projections Γa,(o,θ) soient calcule´es seulement pour les α-
vecteurs dont l’action associe´e est cohe´rente avec θ, telles que aα ∈ θ. Si nous appliquons les
meˆmes ope´rations que pre´ce´demment directement sur le mode`le AC-POMDP, on voit avec
l’aide de l’e´quation 5.9 que la mise a` jour de la valeur pour un e´tat de croyance b donne´, sera
e´value´e sur un plus petit nombre d’α-vecteurs, parce que nous allons maximiser la valeur sur
un sous-ensemble d’actions applicables Ab ∈ A. Pour chaque b ∈ B, le temps ne´cessaire au
calcul de l’ope´ration de mise a` jour de la valeur V (b), appele´e backup, est re´duit, dans le pire
cas, a` : |S||Ab||O||Θ||V ′||B|. De cette fac¸on, le temps pour l’ope´ration comple`te pour tout
b ∈ B est : ∑b∈B |S||Ab||O||Θ||V ′| dans le pire cas.
D’autre part, lors du calcul des projections Γa,(o,θ), il est ne´cessaire de tenir compte du fait
que chaque α ∈ V ′, a une action a associe´e. Et donc, pour un θ donne´, nous allons projeter
les α-vecteurs dont l’action associe´e a appartient a` l’ensemble d’actions re´alisables θ. Ceci est
duˆ au fait que l’e´tat de croyance futur b
(o,θ)
a , qui sera une distribution de probabilite´ sur des
e´tats dont l’ensemble d’actions re´alisables est θ (cf. the´ore`me 5.3.2), aura sa valeur maximise´e
pour un α-vecteur de V ′ dont l’action associe´e appartient ne´cessairement a` l’ensemble θ.
En s’appuyant sur ces arguments, nous pre´sumons que le gain minimum duˆ au fait
qu’on optimise directement le mode`le AC-POMDP a` la place du POMDP e´quivalent vaut :
|∪s∈SAs|∑
b∈B |Ab| . Sachant que pour plusieurs proble`mes, Ab peut eˆtre petit, puisqu’il contient les
actions qui sont applique´es pour tout s tel que b(s) > 0 en filtrant plusieurs actions, contrai-
rement au cas classique ou` ∪s∈SAs qui contient toutes les actions du mode`le, sera possible-
ment (beaucoup) plus grand. De plus, comme les projections Γa,(o,θ) sont calcule´es pour les
α-vecteurs cohe´rents avec θ, moins de vecteurs seront pris en compte. Ceci nous ame`ne a`
conclure que le gain de temps de calcul dans le pire cas sera line´aire, et polynomial dans le
cas ge´ne´ral. Ceci sera mis en e´vidence dans nos re´sultats expe´rimentaux, pre´sente´s dans la
section 5.6.
D’autre part, notons que le mode`le AC-POMDP n’attribue pas valeur r(s, a) → R a` la
paire e´tat-action pour laquelle l’action a n’est pas re´alisable dans l’e´tat s, puisque le mode`le
AC-POMDP ne tient simplement pas compte de cette paire, c’est-a`-dire que la paire n’a pas
de raison d’exister. En termes d’α-vecteur, nous avons besoin de´finir la valeur de ces actions
sur l’espace des e´tats pour lesquels cette action est re´alisable. Ainsi, le α-vecteur d’une action
126
5.5. PCVI : PreConditions Value Iteration
s4
s1
s3
s2
αa1
αa2
αa3
(a) Espace de de´finition des α-vecteurs dans
les POMDP.
s4
s1
s3
s2
αa1
αa2
αa3
(b) Espace de de´finition des α-vecteurs dans
les AC-POMDP. Notez que : a1 est re´alisable
sur les 4 e´tats ; a2 est re´alisable en s1 et s4 ;
et a3 n’est re´alisable qu’en s2.
Figure 5.5 – Sche´ma de l’espace de de´finition des α-vecteurs pour un POMDP et un AC-
POMDP a` 4 e´tats, pour lesquels l’action a associe´e au α-vecteur n’est pas re´alisable sur tous
les e´tats. Notez que la repre´sentation utilise´e est abusive, e´tant donne´ qu’une fonction de
valeur du POMDP sur 4 e´tats ne´cessite d’un repre´sentation a` 4 dimensions.
a n’a sa valeur de´finie que sur les sommets s ou` cette action est de´finie. L’espace de de´finition
des α-vecteurs du mode`le AC-POMDP est illustre´ sur la figure 5.5. Notons que contrairement
au mode`le MOMDP, qui de´finit un sous-espace Y ⊂ S de variables partiellement observables,
sur lequel tous les α-vecteurs de la fonction de valeur sont de´finis, le mode`le AC-POMDP ne
de´finit pas de sous-espace : l’espace d’e´tat est le meˆme que pour le mode`le POMDP, mais un
α-vecteur n’a sa valeur de´finie que pour les e´tats ou` re´aliser l’action associe´e a` cet α-vecteur
a un sens. De cette fac¸on, les diffe´rents α-vecteurs qui constituent la fonction de valeur des
AC-POMDP ont des supports diffe´rents.
Dans la prochaine section, nous formalisons notre algorithme PCVI (PreCondition Value
Iteration), de´die´ a` une re´solution directe du mode`le AC-POMDP. PCVI a e´te´ conc¸u pour
mettre en e´vidence un gain de temps de calcul duˆ a` la structure particulie`re du mode`le AC-
POMDP, discute´ dans cette sous-section, ainsi que le respect des contraintes de faisabilite´
sur les actions du mode`le a` certains e´tats.
5.5 PCVI : PreConditions Value Iteration
Dans le but de valider notre approche, nous avons imple´mente´ PCVI – PreCondition Va-
lue Iteration, un algorithme point-based qui est une adaptation de l’algorithme d’ite´rations
sur la valeur PBVI a` des contraintes de faisabilite´ d’actions. PCVI travaille sur un ensemble
fini B = {b0, ..., bn} d’e´tats de croyance et utilise la nouvelle mise a` jour de l’e´tat de croyance
de l’e´quation 5.4 ainsi que l’ope´rateur de mise a` jour de la valeur de l’e´quation 5.9. Ces
ope´rations nous permettent de prendre en compte les pre´conditions sur les actions directe-
ment a` partir des diffe´rents ensembles d’actions re´alisables Θ = {θ1, ..., θm}. PCVI, comme
PBVI, explore l’espace d’e´tats de croyance par des trajectoires stochastiques. Toutefois, il
existe quatre diffe´rences majeures par rapport a` PBVI :
– Les projections Γa,(o,θ) sont calcule´es pour les paires (o, θ), ou` o repre´sente l’observation
standard et θ l’observation sur l’ensemble d’actions re´alisables, contrairement a` PBVI
qui ne fait aucune diffe´rence entre elles ;
– PBVI calcule les projections Γa,(o,θ) pour tout α-vecteur en V ′. PCVI, au contraire,
calcule les Γa,(o,θ) pour tout α-vecteur de V ′ tel que aα ∈ θ, c’est-a`-dire qu’il ne tient
compte que des α-vecteurs de V ′ cohe´rents avec θ. De cette fac¸on, moins de α-vecteurs
seront projete´s.
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– La mise a` jour de la fonction de valeur V pour un e´tat de croyance donne´ est e´value´e
seulement pour les actions dans Ab, contrairement a` PBVI qui e´value toutes les actions
du mode`le.
– Un α-vecteur n’a sa valeur de´finie que sur les e´tats (sommets s) ou` l’action associe´e
est re´alisable.
Afin de formaliser les ope´rations de projection et de mise a` jour de la valeur pour un
e´tat de croyance donne´, nous de´taillons dans la suite l’ope´rateur de mise a` jour de la valeur
(backup) utilise´ par PCVI.
Comme pour les me´thodes de re´solution exactes [Smallwood et Sondik, 1971], l’algorithme
PCVI calcule les ensembles de projections des α-vecteurs pour chaque action a et chaque
paire d’observations (o, θ), tels que :
Γa,(o,θ) ← αa,(o,θ)(s) = γ
∑
s′∈S
p(s′|s, a)F(a, s)p(o|, a, s′)I(θ, s′)αi(s′), ∀αi ∈ V ′avec aαi ∈ θ
(5.14)
ou` F(a, s) repre´sente la relation de faisabilite´ d’une action dans un e´tat. Ceci est ne´cessaire
pour empeˆcher l’algorithme d’associer une valeur a` une action a qui n’est pas re´alisable dans
un e´tat s, ce qui n’aurait pas de sens.
Ensuite, en utilisant un sous ensemble B constitue´ des points b de l’espace des e´tats de
croyance obtenus a` partir des simulations stochastiques de la dynamique du syste`me comme
pour le cas des algorithmes PBVI et Perseus, PCVI calcule l’ensemble Γab des α-vecteurs
pour tout a ∈ Ab, selon :
Γab ← Γa,∗ + γ
∑
o
arg max
α
a,(o,θ)
i ∈Γa,(o,θ)
b · αa,(o,θ)i (5.15)
avec le revenu imme´diat Γa,∗ ← αa,∗(s) = r(s, a)F(a, s), construit de telle fac¸on qu’aucune
re´compense ne soit associe´e aux e´tats pour lesquels l’action a n’est pas re´alisable. Ainsi, les
α-vecteurs ge´ne´re´s pour une action a ont leur valeur de´finie sur les e´tats de S, pour lequel
cette action est re´alisable.
La mise a` jour de la fonction de valeur est donc re´alise´e par l’ope´ration de backup, telle
que :
V ← backup(b) = arg max
αab∈Γab ,a∈Ab
b · αab , ∀b ∈ B (5.16)
Comme de´ja` mentionne´ (voir figure 5.5), dans le mode`le AC-POMDP, la relation de faisabilite´
F(a, s) est de´finie. Donc, pour une paire (s, a) si l’action a est re´alisable, F(a, s) = 1, sinon,
F(a, s) = 0. Le mode`le AC-POMDP n’attribue pas de valeur r(s, a)→ R a` cette paire e´tat-
action, puisque le mode`le AC-POMDP ne tient pas compte de cette paire. Pour cela, nous
avons besoin de filtrer la valeur de ces e´tats. Ceci est fait par la multiplication r(s, a)F(a, s).
Cette multiplication joue le roˆle d’un filtre en laissant passer la valeur des e´tats s pour
lesquels a est re´alisable et en mettant a` ze´ro la valeur des e´tats pour lesquels a n’est pas
re´alisable. Ceci est une fac¸on de de´finir la valeur de ces actions uniquement sur les e´tats pour
lesquels cette action est re´alisable. Ainsi, le α-vecteur d’une action a n’a sa valeur de´finie
que sur les sommets s ou` cette action est de´finie.
Notons que l’ope´ration arg max de l’e´quation 5.16 pour un b ∈ B ne tient compte que
des α-vecteurs dont les actions associe´es appartiennent a` Ab. De plus, nous savons que les
composantes, c’est-a`-dire les e´tats supports de b, tels que b(s) > 0, appartiennent a` σ(b).
Comme Ab est construit selon Ab := As,∀s ∈ σ(b), lors du produit scalaire, les composantes
de b qui ont une valeur plus grande que ze´ro ont aussi une valeur de´finie dans les α-vecteurs
e´value´s. Ceci nous permet de mettre a` ze´ro les composantes α(s) tels que F(s, aα) = 0. Ce
masque se rapproche des masques de type BDD utilise´s dans les approches symboliques a`
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base des ADD [Feng et et al., 2002,Feng et al., 2002]. De plus, si on n’utilise pas le masque
F (s, aα) = 0, une action non re´alisable en s pourrait avoir une valeur non nulle incorrecte
qui pourrait eˆtre e´value´e et compare´e aux autres.
Nous tenons a` remarquer, que nous nous sommes aussi inte´resse´e a` une version relaxe´e de
l’e´quation d’optimalite´ utilise´e par PCVI qui permet, a` la manie`re des MOMDP, de de´coupler
les observations standard des observations sur les faisabilite´ d’actions et a` re´duire de fac¸on
exponentielle en nombre d’observation |Θ| le temps de calcul. Cette version relaxe´e sera
pre´sente´ plus tard.
Dans la prochaine section, nous de´taillerons le pseudo-code de la version non-relaxe´ de
notre algorithme PCVI qui s’appuie sur les ope´rations de projection et de mise a` jour de la
valeur que nous venons de pre´senter, et qui nous appelons PCVI1.
5.5.1 Algorithme PCVI1
L’algorithme 9 formalise le pseudo-code de PCVI. Comme de´ja` mentionne´, PCVI est un
algorithme base´ sur l’ite´ration approche´e de la valeur. Pour cela il est ne´cessaire de ge´ne´rer
les e´tats de croyance qui formeront l’ensemble B.
PCVI initialise l’ensemble B au de´but de la re´solution (ligne 3), a` partir de b0 et de Θ0
selon e´quation 5.8. Notons qu’au moment de l’optimisation PCVI ne connaˆıt pas a` l’avance
Θ0, puisque Θ0 est la premie`re observation rec¸ue avant la re´alisation de la premie`re action.
Pour cela, il est ne´cessaire de tenir compte de tout Θ0 possible par rapport a` b0. Nous
avons besoin de ve´rifier quels sont les e´tats s pour lesquels b0(s) > 0, afin d’identifier les
Θ0 possibles. La mise a` jour avec l’e´quation 5.8 est ainsi re´alise´e pour tout Θ0 possible, et
chaque bΘ00 ge´ne´re´ est inte´gre´ a` B.
Ensuite, les projections Γa,(o,θ) de la fonction de valeur Vk−1 sont calcule´es (ligne 9)
suivant l’ope´rateur de´crit dans l’e´quation 5.14. Notons qu’a` ce moment, les projections seront
ge´ne´re´es pour toutes les actions du mode`le. Nous avons se´pare´ le calcul des projections de
la boucle de mise a` jour de la valeur pour les e´tats de croyance, afin de les calculer une fois
pour toutes (comme dans PBVI).
Ensuite, pour tout b ∈ B l’ope´rateur de mise a` jour de la valeur est applique´ (lignes 11
et 12), suivant les e´quations 5.15 et 5.16. Une fois les ope´rations de mise a` jour re´alise´es,
l’ensemble B est e´tendu.
L’ensemble B est e´tendu comme pour PBVI : pour chaque point b ∈ B, un e´tat s est tire´
suivant b(s), puis pour chaque action a ∈ Ab (Ab construit selon Ab := As, ∀s ∈ σ(b)),
une paire d’observations est tire´e suivant I(θ, s′), p(o|s′) et p(s′|s, a), ainsi un ensemble
{ba0 , ..., baj} est cre´e´. L’e´tape suivante consiste a` mesurer la distance euclidienne des points
{ba0 , ..., baj} par rapport a` tout b ∈ B, et le point le plus distant de tous les b ∈ B est choisi
et inte´gre´ a` B.
L’algorithme PCVI s’arreˆte de`s que K ite´rations sont re´alise´es ou quand la diffe´rence
maximale entre les valeurs actuelle et pre´ce´dente pour tout b ∈ B est plus petite qu’un seuil
de´fini par l’utilisateur.
Comme de´ja` mentionne´, le masque F(a, s), utilise´ dans la ligne 9 permet de filtrer les
valeurs des vecteurs pour chaque action a lors de projections de valeurs futurs. Ainsi, nous
e´vitons de re´percuter une valeur non nulle d’une composante du α-vecteur projete´ dans
l’instant pre´sent sur les e´tats ou` l’action a n’est pas re´alisable. Ceci garantit qu’une valeur
non nulle incorrecte puisse eˆtre e´value´e et compare´e aux autres.
Notons que la fonction de valeur obtenue contient tous les α-vecteur, sans faire la diffe´rence
entre les α-vecteurs dont les composantes ont des valeurs de´finies sur des e´tats diffe´rents. Le
choix du bon α-vecteur a` e´valuer dans les ope´rations des lignes 9, 11 et 12 de´pend de θ (ligne
9) et de Ab (lignes 11 et 12). Contrairement a` ce qui est fait dans le cadre MOMDP, dans
l’algorithme 7 pre´sente´ au chapitre 2, la se´lection du bon α-vecteur de´fini sur le sous-espace
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Algorithme 9: PCVI1
entre´e : POMDP, K
sortie : fonction de valeur V
1 k ← 0 ;
2 Initialiser Vk=0 ← ∅ ;
3 Initialiser B avec b0,Θ0 ;
4 repeat
5 k ← k + 1;
6 Vk ← ∅;
7 if Vk−1 6= ∅ then
8 for a ∈ A and (o, θ) ∈ O ×Θ do
9 Γa,(o,θ) ← αa,(o,θ)i (s) = γ
∑
s′∈S p(s
′|a, s′)F(a, s)p(o|a, s′)I(θ, s′)α′i(s′),∀α′i ∈
Vk−1 avec aα′i ∈ θ ;
10 for b ∈ B do
11 Γab ← Γa,∗ +
∑
o∈O
θ∈Θ
argmax
α∈Γa,(o,θ)
(α · b),∀a ∈ Ab, avec Ab := As,∀s ∈ σ(b) ;
12 Vk ← argmax
Γab ,∀a∈Ab
(Γab · b) ;
13 E´tendre B comme dans l’algorithme PBVI [Pineau et al., 2003] ;
14 until k < K ou ||maxαk∈Vk αk · b−maxαk−1∈Vk−1 αk−1 · b|| < ,∀b ∈ B;
Y , est faite en choisissant d’abord le sous-ensemble de α-vecteurs correspondant a` la variable
visible x ∈ X, puisque la fonction de valeur sur l’espace complet d’e´tats est parame´tre´e par
un ensemble de ΓY(x), c’est-a`-dire Γ = {ΓY(x)|x ∈ X}.
Nous nous sommes aussi inte´resse´e a` une version relaxe´e de l’e´quation d’optimalite´ utilise´e
par PCVI qui permet, a` la manie`re des MOMDP, de de´coupler les observations standard des
observations sur les faisabilite´ d’actions. Cette version relaxe´e, que nous avons appele´ PCVI2,
est base´e sur une borne infe´rieure de la valeur pour un e´tat de croyance donne´. Nous verrons
dans la section 5.6 que cette version relaxe´e sous-optimale permet d’acce´le´rer encore plus le
temps de calcul (gain exponentiel en la taille de Θ) avec des re´compenses espe´re´es correctes
dans certains domaines.
5.5.2 Algorithme PCVI2
Afin de mettre en e´vidence la construction de la borne infe´rieure de la valeur pour un
e´tat de croyance b donne´ utilise´e dans une version relaxe´e de PCVI, l’e´quation 5.9, pour un
instant n, peut eˆtre re´e´crite telle que :
Vn+1(b) = max
a∈Ab
[
r(b, a) + γ
∑
o∈O
∑
θ∈Θ
p(o, θ|a, b)Vn(b(o,θ)a )
]
(5.17)
En de´veloppant cette e´quation en fonction de Vn(b
(o,θ)
a ) parame´tre´e par des α-vecteurs nous
avons :
Vn+1(b) = max
a∈Ab
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈O
∑
θ∈Θ
p(o, θ|a, b) max
αn∈Vn
∑
s′∈S
b(o,θ)a (s
′)αn(s′)
]
(5.18)
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En utilisant l’e´quation 5.4, dans l’e´quation 5.18 :
Vn+1(b) = max
a∈Ab
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈O
∑
θ∈Θ
p(o, θ|a, b) max
αn∈Vn
∑
s′∈S
I(θ, s′)p(o|s′, a)∑s∈S p(s′|s, a)b(s)αn(s′)
p(o, θ|a, b)
]
= max
a∈Ab
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈O
∑
θ∈Θ
max
αn∈Vn
∑
s′∈S
I(θ, s′)p(o|s′, a)
∑
s∈S
p(s′|s, a)b(s)αn(s′)
]
≥ max
a∈Ab
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈O
max
αn∈Vn
∑
θ∈Θ
∑
s′∈S
I(θ, s′)p(o|s′, a)
∑
s∈S
p(s′|s, a)b(s)αn(s′)
]
= max
a∈Ab
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈O
max
αn∈Vn
∑
s′∈S
∑
θ∈Θ
I(θ, s′)p(o|s′, a)
∑
s∈S
p(s′|s, a)b(s)αn(s′)
]
,
sachant que,
∑
θ∈Θ I(θ, s′) = 1, quel que soit s′ ∈ S, nous avons donc :
Vn+1(b) ≥ max
a∈Ab
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈O
max
αn∈Vn
∑
s′∈S
p(o|s′, a)
∑
s∈S
p(s′|s, a)b(s)αn(s′)
]
(5.19)
= max
a∈Ab
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈O
max
αn∈Vn
∑
s∈S
b(s)
∑
s′∈S
p(o|s′, a)p(s′|s, a)αn(s′)
]
(5.20)
Cette mise a` jour sous-optimale de la valeur pour un e´tat de croyance donne´ nous permet de
calculer des projections non plus pour les couples (o, θ), mais seulement pour les diffe´rents
o ∈ O comme dans le cas classique des POMDP :
Γa,o ← αa,o(s) = γ
∑
s′∈S
p(s′|a, s′)F(a, s)p(o|a, s′)α′i(s′), ∀αn ∈ Vn (5.21)
Γab ← Γa,∗ +
∑
o∈O
argmax
α∈Γa,o
(α · b),∀a ∈ Ab (5.22)
Vn+1 ← argmax
Γab ,∀a∈Ab
(Γab · b) (5.23)
avec Γa,∗ ← αa,∗(s) = r(s, a)F(a, s).
E´tant donne´ que l’ensemble O  O × Θ, le nombre de projections calcule´es est divise´
par |Θ|. Ainsi, le temps de calcul sera re´duit significativement par l’utilisation de ce calcul
approche´. Le pseudo-code de PCVI2 est quasiment le meˆme que PCVI1. Les diffe´rences sont
telles que :
1. les projections de la ligne 9 de l’algorithme 9 sont calcule´es suivant l’e´quation 5.21 ;
2. la mise a` jour de la valeur re´alise´e dans les lignes 11 et 12 de l’algorithme 9 sera faite
selon les e´quations 5.22 et 5.23.
Ainsi, le nombre d’ite´rations de la boucle for est divise´ par |Θ| ainsi que la taille de la
fonction de valeur.
Dans la prochaine section, nous pre´sentons nos re´sultats expe´rimentaux pour cette nou-
velle approche de re´solution qui de´couple les diffe´rentes informations des observations. Nous
cherchons a` de´montrer que les politiques AC-POMDP obtenues pour cette nouvelle ap-
proche sont fonde´es et e´quivalentes aux politiques des POMDP transforme´es. Nous met-
trons en e´vidence l’efficacite´ des algorithmes PCVI1 et PCVI2 dans des proble`mes avec des
contraintes sur les actions mode´lise´es par des pre´conditions.
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5.6 E´valuation Expe´rimentale
Protocole expe´rimental
Pour la ve´rification de l’approche nous avons adapte´ des proble`mes de la litte´rature en
ajoutant des contraintes de faisabilite´ sur les actions. Ces contraintes sont exprime´es en tant
que pre´conditions d’actions. Nous rappelons que les actions sont applicables pour un sous-
ensemble de l’espace d’e´tat, et que l’ensemble des actions re´alisables est observe´ en plus des
autres observations.
Nous avons e´tudie´ quatre crite`res de performance :
1. La taille de la fonction de valeur par rapport au nombre d’α-vecteurs qu’elle contient ;
2. L’e´volution de l’erreur de Bellman pendant le calcul de la politique ;
3. Le temps de planification jusqu’a` convergence ( donne´ pour un ensemble B donne´) ;
4. L’espe´rance de la somme ponde´re´e des re´compenses obtenues lors de l’e´valuation de la
politique ;
Tous les proble`mes ont e´te´ mode´lise´s en tant que AC-POMDP, et re´solus par les deux
versions de notre algorithme PCVI. Pour pouvoir comparer nos re´sultats avec d’autres algo-
rithmes de la litte´rature, comme par exemple PBVI et HSVI, les meˆmes proble`mes ont e´te´
transforme´s vers le mode`le POMDP e´quivalent. Pendant l’e´valuation de la politique, notre
simulateur examine aussi le respect des contraintes sur les actions des politiques obtenues
pour les diffe´rents algorithmes, e´tant donne´ que le simulateur connaˆıt l’e´tat cache´ du syste`me.
Mode´lisation d’une contrainte sur une action
Nous rappelons que le format Cassandra 1 est un format classique re´pondu de description
de proble`mes POMDP, il a e´te´ propose´ par [Cassandra, 1998] lors de sa the`se. Ainsi, pour
que la faisabilite´ des actions puisse eˆtre prise en compte par le mode`le AC-POMDP, nous
avons ajoute´ dans la spe´cification des fichiers POMDP en format Cassandra une fonction du
type :
P : < action > : < state > bool value
qui dit au parser si une action est faisable ou non dans un e´tat donne´. De cette fac¸on, nous
disposons en plus dans le mode`le d’une matrice de faisabilite´ de taille |A| × |S|.
A` partir de l’information sur la faisabilite´ d’une action, notre algorithme construit les
diffe´rents ensembles d’actions re´alisables du mode`le graˆce a` la de´finition 5.2.2, c’est-a`-dire
l’ensemble Θ du mode`le AC-POMDP. Notons que, les autres observations stochastiques qui
forment l’ensemble O sont de´crites de manie`re classique dans les fichiers POMDP au format
Cassandra :
O : < action > : < final− state > : < observation > value
Pour le mode`le POMDP translate´, qui ne tient pas compte de Θ, la description de toutes les
observations de l’ensemble O˜ se fait selon le format Cassandra. Nous tenons a` signaler que
pour le mode`le transforme´, les re´compenses de type r˜(s, a) doivent aussi eˆtre de´crites dans le
fichier de spe´cification du proble`me. Les pe´nalite´s associe´es a` des actions dites inacceptables
doivent respecter la de´finition de la fonction de re´compense du mode`le POMDP e´quivalent :
R˜ : S × A˜ → R, telle que r˜(s, a) = r(s, a) si a ∈ As, et r˜(s, a) = −∞ sinon. La valeur
1. disponible en http://www.pomdp.org/pomdp/code/pomdp-file-spec.shtml
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Figure 5.6 – Environnement de navigation maze4x5x2.
r˜(s, a) = −∞ est approche´e par une valeur infe´rieure a` la borne infe´rieure R de la fonction
de valeur optimale. La valeur de la borne infe´rieure R peut eˆtre calcule´e par :
R = max
a∈A
∞∑
t=0
γtr(s, a) =
maxa∈A mins∈S r(s, a)
1− γ (5.24)
Ce meˆme type d’approximation est utilise´ par l’algorithme HSVI [Smith et Simmons, 2004],
pour initialiser la borne infe´rieure de la fonction de valeur.
Les proble`mes classiques qui seront pre´sente´s dans la suite de´montrent le potentiel de
l’approche. Ces proble`mes se sont ave´re´s inte´ressants car le mode`le d’observation encode des
observations qui peuvent eˆtre interpre´te´es comme ensemble d’actions re´alisables, comme par
exemple, la pre´sence de murs ou d’obstacles autour du robot. Ceci est le cas des proble`mes
maze et hallway, ce dernier e´tant celui qui a motive´ la discussion au de´but de ce chapitre.
5.6.1 Le domaine : maze
Le domaine maze consiste en un proble`me de navigation. Nous pre´senterons particulie`rement
le proble`me maze4x5x2 [Cassandra, 2005], ou` le robot doit naviguer dans une grille a` deux
e´tages. Le but est d’atteindre un e´tat pre´cis qui se situe dans diffe´rents endroits de la grille
suivant l’e´tage auquel le robot se trouve, en lui rapportant une re´compense de 1. La figure 5.6
illustre l’environnement de navigation du robot. Les actions de de´placement sont : nord, sud,
est, ouest, et n’ont aucun couˆt associe´. Les observations sont constitue´es par deux ensembles
distincts : O qui concerne les observations des repe`res du premier (L) et deuxie`me e´tage (U)
plus la pre´sence ou non du but (?), au total 4 ; et Θ qui concerne la pre´sence des murs autour
du robot, dont le nombre total de´pend des diffe´rentes configurations pouvant eˆtre observe´es
par le robot, dans ce cas un total de 9. Initialement le robot ne sait pas dans quelle case de
la grille il se trouve, ceci est mode´lise´ par une distribution uniforme sur tous les e´tats de la
grille sauf le but.
Pour le mode`le POMDP classique, l’ensemble d’observations est constitue´ par le produit
carte´sien O × Θ. Pour les paires e´tat-action ou` le robot entrera en collision avec un mur,
une pe´nalite´ de −10 est associe´e, sachant que R > −10 (R donne´ par l’e´quation 5.24). De
plus, une action supple´mentaire ne rien faire est ne´cessaire, pour que le robot puisse recevoir
une premie`re information sur la pre´sence ou pas de murs autour de lui. Pour le mode`le AC-
POMDP, pour les paires e´tat-action ou` le robot entrera en collision avec un mur, la relation
de faisabilite´ F(a, s) est explicitement mise a` false, et aucune pe´nalite´ n’est associe´e. Comme
dans le mode`le AC-POMDP on de´bute par la re´ception de Θ0, aucune action supple´mentaire
n’est ne´cessaire.
Dans la figure 5.7 nous montrons la vitesse de convergence pour PCVI1, PCVI2 et PBVI
ainsi que l’e´volution de la taille de la fonction de valeur, avec un temps limite de 3 secondes.
La figure 5.7(a) montre que la vitesse de convergence de l’erreur de Bellman est plus
rapide pour les deux versions de PCVI. A noter que nous parlons d’une convergence vers
une valeur plus petite que  et pour un ensemble B. La figure 5.7(b) montre aussi que le
nombre d’α-vecteurs qui constitue la fonction de valeur est plus petit pour les deux versions
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Figure 5.7 – E´valuation expe´rimentale pour le proble`me de navigation maze4x5x2.
de PCVI. Ces re´sultats confirment l’analyse the´orique de la complexite´ de PCVI1 pre´sente´e
dans la section 5.4.1, qui sugge`re que les ensembles d’actions applicables Ab pour les e´tats
de croyance b ∈ B sont plus petits, ce qui me`ne a` moins d’e´valuations lors de la mise a` jour
de la valeur pour tout b ∈ B. Le facteur de gain the´orique calcule´ par |∪s∈SAs|∑
b∈B |Ab| , peut eˆtre
ve´rifie´ par ces re´sultats. Prenons par exemple  = 0.2 : nous savons que PBVI atteint cette
valeur au bout de 1.5s, et que PCVI1 et PCVI2 au bout de 0.65s et 0.35s respectivement. Le
facteur de gain expe´rimental de PCVI1 est d’au moins de 2 fois, si nous utilisons le facteur
de gain the´orique, pour ce mode`le a` 5 actions (POMDP) et a` 9 ensembles diffe´rents d’actions
re´alisables avec une moyenne de 3, 5 actions par ensemble, nous avons 1.4 < 2. Le gain re´el
(expe´rimental) est supe´rieur au gain the´orique.
algorithme E[R] n.e.b %but
PBVI 0.749257 7.945 100
PCVI1 0.784295 7.059 100
PCVI2 0.786018 6.842 100
Table 5.1 – Re´sume´ de performance des algorithmes pour le proble`me maze4x5x2.
La table 5.1 re´sume l’espe´rance de re´compenses accumule´es (note´e E[R]) obtenues lors
de 1000 simulations de la politique. Nous pouvons conclure que les politiques obtenues pour
les deux versions de PCVI sont fonde´es et e´quivalentes a` celle de PBVI. La politique de
PBVI a un nombre moyen d’e´tapes pour atteindre le but (n.e.b) le´ge`rement supe´rieur a`
celui de PCVI1 et PCVI2, ce qui est duˆ au fait que pour le mode`le POMDP classique nous
avons besoin d’ajouter une action supple´mentaire qui n’est utilise´e qu’a` la premie`re e´tape de
de´cision, afin de renseigner le robot sur la configuration des murs qui l’entoure initialement.
5.6.2 Le domaine hallway
Au de´but de ce chapitre nous avons motive´ cette e´tude en nous appuyant la discussion
sur le domaine hallway, ou` nous avons remplace´ les murs par des falaises dans le but de
mettre en e´vidence l’importance d’e´viter des actions qui peuvent endommager le robot qui
e´volue dans un environnement pre´sentant des obstacles dangereux.
Le domaine hallway a e´te´ propose´ par Littman dans [Littman et al., 1995]. Ces proble`mes
encodent dans la fonction d’observation la pre´sence des murs autour du robot, ce qui revient
a` observer les actions faisables. Par contre, dans la version originale de ce proble`me, le robot
perc¸oit de manie`re impre´cise la configuration de murs qui l’entoure. Pour la mise en e´vidence
de notre approche, nous avons modifie´ le mode`le d’observation : le robot observe de manie`re
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F
(a) hallway
F
(b) hallway2
Figure 5.8 – L’environnement du domaine hallway.
pre´cise la configuration des murs qui l’entoure, pour permettre au robot de choisir des actions
suˆres.
Dans la figure 5.8 nous illustrons les deux versions de ce proble`me, appele´es hallway et
hallway2. Les actions sont les meˆmes que pour le domaine maze. Les ensembles d’observation
obe´issent au meˆme de´couplage : O est constitue´ pas deux symboles qui informent sur la
pre´sence ou non du but, et Θ repre´sente les diffe´rentes configurations de murs observe´es. Les
actions de de´placement n’ont pas de couˆt, sauf celles qui ame`nent le robot a` une collision
dans la cas du mode`le POMDP classique, avec une pe´nalite´ fixe´ a` 10, ou` on a R > −10.
Pour le mode`le AC-POMDP ceci est mode´lise´ directement dans la relation de faisabilite´
F(a, s). Arriver a` la case ou` le but se trouve rapporte une re´compense de 1. A noter que
cette structure d’e´vitement des murs se rapproche de la structure du proble`me de la mission
d’atterrissage (proble`me d’e´viter d’atterrir a` partir d’une altitude de vol supe´rieure a` 40
me`tres, ou atterrir dans une zone conside´re´e comme atterrissable), d’ou` notre inte´reˆt pour
l’e´tude de ce proble`me particulier.
Sur les figures 5.9 et 5.10 nous pre´sentons une fois de plus la vitesse de convergence de
l’erreur de Bellman, et la taille de la fonction de valeur en nombre d’α-vecteurs pour un
temps de planification de 2 secondes.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
Er
re
ur
temps (s)
PBVI
PCVI1
PCVI2
(a) E´volution de l’erreur de Bellman avec un temps
limite de planification de 2 secondes.
 0
 20
 40
 60
 80
 100
 120
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
|V|
temps (s)
PBVI
PCVI1
PCVI2
(b) Taille de la fonction de valeur en nombre de
α-vecteurs.
Figure 5.9 – E´valuation expe´rimentale pour le proble`me de navigation hallway.
Ces re´sultats nous permettent d’arriver aux meˆmes conclusions que pour le domaine
maze : les deux versions de PCVI convergent plus vite, et le nombre d’α-vecteurs est aussi
plus petit. Ceci est mis en e´vidence dans le cas hallway (figure 5.9) : PBVI, au bout de 2
secondes de calcul, a tendance a` encore augmenter le nombre d’α-vecteurs de la fonction de
valeur. Contrairement aux deux versions de PCVI qui, au bout de 0.6 secondes, avaient de´ja`
converge´ en pre´cision et en nombre de α-vecteurs. Toutefois, dans hallway2 PBVI atteint
un seuil constant pour la taille de la fonction de valeur, nous pensons que cette diffe´rence de
comportement vient de la diffe´rence de configuration des deux instances : hallway, mode´lisant
un couloir e´troit avec une fonction de transition d’e´tat probabiliste ame`ne la politique a`
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Figure 5.10 – E´valuation expe´rimentale pour le proble`me de navigation hallway2.
conside´rer et a` ge´ne´rer plus de α-vecteurs que pour hallway2.
Dans la table 5.2 nous pre´sentons un re´sume´ de la performance des trois algorithmes
(E[R], n.e.b, %but). Nous pouvons conclure une fois de plus que les politiques obtenues pour
les deux version de PCVI sont fonde´es et e´quivalentes a` celle de PBVI. De plus, on voit que le
temps de calcul ne´cessaire aux diffe´rentes versions de PCVI est tre`s faible compare´ a` celui de
PBVI. Ceci nous permet de de´montrer, une fois encore, l’avantage de re´soudre directement
le mode`le AC-POMDP au lieu de son POMDP e´quivalent. Comme pour le domaine maze,
la politique de PBVI a un nombre moyen d’e´tapes le´ge`rement supe´rieur a` celui de PCVI1 et
PCVI2, ce qui est duˆ au fait que pour le POMDP classique nous avons besoin de rajouter
une action supple´mentaire qui n’est utilise´e qu’a` la premie`re e´tape de de´cision.
algorithme E[R] n.e.b %but
PBVI 0.617846 10.706 100
PCVI1 0.658238 9.64 100
PCVI2 0.642681 10.33 100
algorithme E[R] n.e.b %but
PBVI 0.672065 9.012 100
PCVI1 0.707178 8.009 100
PCVI2 0.709952 7.923 100
Table 5.2 – Re´sume´ de performance des algorithmes pour hallway et hallway2.
5.6.3 Le domaine grid
Nous avons aussi teste´ notre approche sur une classe de proble`mes de navigation dans des
grilles. Ces diffe´rentes grilles ont e´te´ ge´ne´re´es ale´atoirement. Ce domaine, qui sera ici appele´
grid, est une extension des proble`mes maze et hallway. Dans le domaine grid certaines cellules
de la grille sont des obstacles qui peuvent endommager le robot. Ces obstacles peuvent eˆtre
observe´s comme des murs qui entourent le robot. Les e´tats sont les cellules libres de la grille.
Les actions de de´placement sont : nord, sud, est et ouest, et elles ont un couˆt de −0.01. Pour
le POMDP e´quivalent, il y a une action supple´mentaire de type rester sur place, ne´cessaire
lorsque le robot part d’un e´tat de croyance uniforme sur toutes les positions possibles (excepte´
le but). L’ensemble d’observations O a deux symboles qui indiquent la pre´sence ou non du
but. L’ensemble Θ est forme´ par les diffe´rents ensembles d’actions re´alisables, qui peuvent
eˆtre parfaitement observe´s, en utilisant par exemple un capteur conside´re´ suffisamment pre´cis
(de´tecteur d’obstacles de type laser circulaire par exemple). Notons que pour le POMDP
e´quivalent l’ensemble d’observations O˜ est le produit carte´sien des deux ensembles O et Θ.
De plus, pour le mode`le POMDP e´quivalent, la fonction de re´compense doit encoder le fait
que se de´placer vers un obstacle peut endommager le robot : pour de telles paires e´tat-action
un couˆt de 100 est ajoute´, sachant que R −100.
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Un exemple de grille ge´ne´re´e est montre´e sur la figure 5.11. Le but est d’arriver a`
l’e´toile qui est place´e ale´atoirement dans une cellule libre, et atteindre cet e´tat rapporte
une re´compense de 10.
?
Figure 5.11 – Exemple de grille de taille 10× 10 ge´ne´re´e ale´atoirement.
Nous pre´sentons la figure 5.12 le temps de planification (e´chelle logarithmique), la taille
de la fonction de valeur obtenue a` la convergence ( = 0.5), et l’espe´rance des re´compenses
accumule´es lors de la simulation de la politique. Nous comparons aussi nos re´sultats avec
HSVI, un algorithme de type point − based qui s’est montre´ tre`s efficace dans plusieurs
domaines de la litte´rature. Les deux versions de PCVI ont e´te´ aussi e´value´es.
Comme PCVI1 et PCVI2 sont des algorithmes inspire´s par PBVI, nous pourrions nous
attendre a` ce que HSVI ait une performance meilleure en ce qui concerne le temps de calcul
et les re´compenses accumule´es. Mais, nous voyons que, pour certaines dimensions de la grille,
les temps de planification de PCVI1 et PCVI2 sont meilleurs que celui de HSVI, en particulier
pour la dimension 20× 25, ou` les re´compenses de PCVI1 et HSVI sont e´quivalentes (figures
5.12(a) et 5.12(b)). PCVI2, e´tant sous-optimal, conduit a` une re´compense infe´rieure.
De plus, pour certaines dimensions de la grille, la politique de HSVI est tre`s mauvaise,
accumulant des re´compenses ne´gatives assez importantes, ce qui veut dire que l’heuristique
utilise´e par HSVI conduit l’agent a` heurter un obstacle. Nous croyons que, pour HSVI, qui
est un algorithme de re´solution sous-optimal base´ sur la recherche heuristique, la pe´nalite´ de
100 associe´e aux paires e´tat-action non faisables n’est pas suffisante. Dans ce cas, la pe´nalite´
meˆme en e´tant infe´rieure a` R ne garantit pas d’empeˆcher de re´aliser des actions conside´re´es
non faisables.
Nous pouvons en de´duire que l’attribution d’une pe´nalite´ d’infaisabilite´ de paire e´tat-
action pour le POMDP classique de´pend de l’algorithme de re´solution utilise´ s’il n’est pas
prouve´ optimal. Toutefois, PBVI n’utilise a` aucun moment des actions non re´alisables. Mais
ce re´sultat de´montre qu’un re´glage de couˆt de type potentiome`tre (convenablement the´orique
mais tout de meˆme empirique) n’est pas tre`s convenable, surtout pour les algorithmes sous-
optimaux, et renforce notre argument qui conside`re que l’infaisabilite´ d’une paire e´tat-action
est un crite`re boole´en (et non nume´rique) qui doit eˆtre explicitement de´crit dans le mode`le
avec une interpre´tation se´mantique claire.
Nous tenons a` souligner que la politique obtenue par PCVI1 ou PCVI2 n’utilise a` aucun
moment des actions interdites, inde´pendamment du couˆt qu’on aurait pu associer a` ces
actions. Pour les deux versions de PCVI, aucune valeur n’est attribue´e aux paires e´tat-
action inde´sirables ; autrement dit, la valeur de ces e´tats n’intervient pas dans la de´finition
de l’α-vecteur.
La figure 5.12(a) utilise une e´chelle logarithmique afin d’illustrer le rapport de gain de
temps de planification ; nous de´montrons, une fois encore, l’inte´reˆt d’optimiser directement le
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Figure 5.12 – E´valuation expe´rimentale pour des proble`mes de navigation dans une grille.
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mode`le AC-POMDP, puisque le temps de calcul de la politique est conside´rablement re´duit ;
a` noter que le gain est environ d’un facteur 2 pour PCVI1 et 20 pour PCVI2, tout en gardant
un tre`s bon niveau de performance (re´compenses accumule´es) compare´ a` la politique obtenue
par PBVI ou HSVI. La taille de la fonction de valeur de PCVI1 est e´quivalente a` celle de
PBVI, et pour PCVI2 la taille est beaucoup plus petite, ce qui peut eˆtre explique´ par le
fait que les projections de PCVI2 concernent seulement l’ensemble des observations O, en
ge´ne´rant moins d’α-vecteurs.
5.6.4 Le domaine RockSample
Le domaine RockSample a e´te´ propose´ par [Smith et Simmons, 2004]. Ce domaine traite
un proble`me de navigation d’un robot d’exploration martien dont l’objectif est d’observer
la nature des pierres, de les ramasser si ces pierres sont ”bonnes”, et ensuite d’atteindre un
e´tat terminal. Le robot se de´place dans un environnement de type grille et re´alise des actions
de mesure pour recueillir des informations concernant les pierres. La figure 5.13 illustre
l’environnement de navigation ainsi que la position a priori connue des pierres.
E
X
I
T
Figure 5.13 – Exemple d’environnement de navigation du domaine RockSample.
Nous avons modifie´ l’environnement de navigation en ajoutant des trous dans la grille,
qui mode´lisent des zones dangereuses du terrain ou` le robot ne doit pas aller. Par exemple,
une zone couverte de sable peut provoquer l’immobilisation temporaire ou meˆme la mise hors
service du robot. Ces zones sont repre´sente´es par les rectangles en noir sur la figure 5.13.
Nous avons teste´ notre approche sur trois instances diffe´rentes de ce domaine. Dans
RockSample 4× 4 le robot navigue dans une grille de taille 4× 4 et peut ramasser 4 pierres,
dans RockSample 5× 5, la grille a une taille de 5× 5 et le robot peut ramasser 5 pierres, et
ainsi de suite. Les actions de de´placement sont les meˆmes que pour les domaines pre´ce´dents
et n’ont aucun couˆt, par contre ces de´placements sont de´terministes.
De plus, dans RockSample, l’agent dispose d’une action de mesure par pierre ainsi que
d’une action de prise. La pre´cision de la mesure de la nature d’une pierre est lie´e a` la distance
du robot a` la pierre qu’il cherche a` observer. Plus le robot est proche d’une pierre plus il
a de bonnes chances de percevoir la vraie nature de cette pierre. Nous pouvons voir qu’une
fois de plus, le mode`le d’observation du proble`me est naturellement de´couple´ : L’ensemble
O concerne les observations probabilistes de la nature des pierres, et l’ensemble Θ concerne
la topographie du terrain entourant le robot.
Ramasser une pierre dite ”bonne” rapporte au robot une re´compense de 10, ramasser
une pierre mauvaise le pe´nalise de 10. Atteindre l’e´tat final, repre´sente´ par exit dans la figure
5.13, lui rapporte une re´compense de 10. Pour mode´liser le fait que le robot ne doit pas
aller vers des zones dangereuses ou sortir du terrain ces mouvements sont pe´nalise´s de 100
(R > −100) dans le cadre POMDP classique. Cette pe´nalite´ n’est pas prise en compte dans
le mode`le AC-POMDP.
La figure 5.14 pre´sente le temps de planification en e´chelle logarithmique, la taille de
la fonction de valeur obtenue a` la convergence ( = 0.7), et la re´compense accumule´e lors
de la simulation de la politique. Nous comparons aussi les re´sultats obtenus avec les deux
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versions de PCVI avec HSVI. Ces politiques ont e´te´ calcule´es pour un e´tat de croyance initial
uniforme, c’est-a`-dire qu’au de´but de la mission le robot ne connaˆıt pas sa position dans la
grille ni la nature des pierres qui sont pre´sentes dans l’environnement. Il doit se de´placer en
toute se´curite´ en ramassant des pierres si elles sont bonnes.
Nous pouvons voir sur la figure 5.14(a) que le temps de planification ne´cessaire a` PBVI et
aux deux versions de PCVI croˆıt exponentiellement avec la taille du proble`me. HSVI est lar-
gement plus performant que PBVI, PCVI1 et PCVI2 pour RockSample 4× 4 et RockSample
5×5. Par contre HSVI ne fournit pas de politique pour RockSample 6×6, car pour cette ins-
tance du proble`me HSVI atteint la limite de me´moire virtuelle alloue´e aux expe´rimentations
(1.8Go).
Toutefois, nous tenons a` faire remarquer que PCVI1, atteint quasiment la meˆme valeur
de la politique (re´compenses) que HSVI pour RockSample 4×4 et RockSample 5×5, tout en
utilisant un nombre infe´rieur d’α-vecteurs dans la fonction de valeur optimise´e. Ceci montre
que notre approche est capable de fournir des politiques fonde´es. A noter que PBVI a une
performance tre`s pauvre, ce qui peut eˆtre explique´ par le fait que, pour certaines simulations
de la politique, qui a e´te´ optimise´e pour un ensemble |B| = 3000, il a retrouve´ des e´tats de
croyance pour lesquels une action n’a pas e´te´ optimise´e, ce qui veut dire que la politique
obtenue ne se ge´ne´ralise pas bien a` des e´tats de croyance qui n’appartiennent pas a` B.
La comparaison de temps de calcul des politiques entre PCVI et HSVI n’est pas tout a`
fait e´quitable, puisque PCVI (inspire´ par PBVI) ne re´alise aucune recherche heuristique dans
l’espace d’e´tats de croyance contrairement a` HSVI. Les algorithmes base´s sur la recherche
heuristique se sont ave´re´s d’eˆtre beaucoup plus efficaces que les algorithmes base´s sur la
recherche stochastique [Smith et Simmons, 2005,Shani et al., 2007,Kurniawati et al., 2008].
Ainsi, nous pensons que le temps de planification des deux versions de PCVI est comparable
uniquement a` celui de PBVI. Il serait par ailleurs tout a` fait possible de concevoir une version
AC-POMDP de HSVI, afin d’obtenir le meˆme type de gains que pour PBVI. Cette piste de
recherche sera discute´e dans le chapitre 7.
Concernant le nombre d’α-vecteurs qui constituent la fonction de valeur obtenue pour
les deux versions de PCVI, nous voyons qu’il est infe´rieur a` celui de PBVI et tre`s infe´rieur
a` celui de HSVI. Ceci peut eˆtre explique´ en s’appuyant sur les re´sultats the´oriques de la
section 5.4.1 : re´soudre directement le mode`le AC-POMDP conduit a` moins d’e´valuations
(maxa∈Ab a` la place de maxa∈A) et a` moins de projections Γ
a,(o,θ), ce qui peut, pour certains
domaines, repre´senter moins d’α-vecteurs dominants dans la fonction de valeur. Nous tenons
a` remarquer que les α-vecteurs occupent chacun moins de place en me´moire, puisqu’ils ont
des valeurs de´finies sur moins d’e´tats.
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Figure 5.14 – E´valuation expe´rimentale pour des proble`mes de navigation dans une grille.
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5.6.5 La mission de de´tection et reconnaissance de cibles
Nous nous sommes a` bien suˆr inte´resse´e a` tester notre approche sur la mission d’atterris-
sage pre´sente´e dans le chapitre 3. Nous rappelons que dans cette mission l’agent he´licopte`re
cherche a` de´tecter et a` reconnaˆıtre un mode`le de voiture en particulier parmi ceux contenus
dans la base de donne´es et a` atterrir a` coˆte´ de cette cible. Cette mission est particulie`rement
inte´ressante puisque certaines actions de l’agent ne sont applicables que sur un sous-ensemble
d’e´tats, duˆ a` des contraintes de se´curite´ lie´es au vol, comme par exemple le risque d’atter-
rissage dans une zone dangereuse, ou aux contraintes sur les altitudes pour les diffe´rentes
phases de vol. Nous supposons ici que l’agent doit explorer 3 zones. Chaque zone peut soit
ne pas contenir de voiture, soit contenir un des 3 mode`les de voiture de la base de donne´es.
L’agent cherchera le mode`le C dans l’environnement.
Les contraintes lie´es aux actions de l’agent l’he´licopte`re sont de´crites dans la suite :
– L’agent he´licopte`re ne peut atterrir que si la zone est conside´re´e comme suˆre. Pour cela,
des variables d’e´tat boole´ennes doivent eˆtre ajoute´es au mode`le, ces variables indiquent
si l’on peut ou non atterrir dans la zone concerne´e ;
– L’agent he´licopte`re peut changer de zone seulement a` une altitude de 40 me`tres, pour
des questions de se´curite´ lie´es a` la zone d’expe´rimentation, comme la pre´sence d’obs-
tacles (des baˆtiments, ou des arbres) ;
– L’agent he´licopte`re peut changer d’angle de vue seulement a` une altitude de 30 me`tres ;
le changement d’angle de vue pour une altitude de 40 me`tres ne´cessiterait un rayon de
40 me`tres au tour de la zone, ce qui n’est pas re´alisable sur le terrain de test ;
– L’agent he´licopte`re ne peut atterrir qu’a` partir de l’altitude de 30 me`tres, ce qui suppose
le besoin d’une phase d’approche.
Pour tenir compte des contraintes supple´mentaires, le mode`le d’observation du POMDP
doit eˆtre e´tendu. Il est ne´cessaire pour l’agent d’observer s’il est possible d’atterrir dans la
zone ou` il se trouve (de´tection d’obstacles), et il est aussi ne´cessaire pour l’agent d’observer
l’altitude de vol. Ces symboles d’observation, pour le mode`le AC-POMDP, sont encode´s dans
l’ensemble Θ. L’espace d’e´tat des deux mode`les est agrandi, en raison de l’ajout des variables
d’e´tats boole´ennes qui caracte´risent le fait que l’on puisse ou non atterrir dans les diffe´rentes
zones. Nous avons au total 3073 e´tats. La fonction de re´compense attribue une re´compense
de 100 si l’agent atterrit pre`s de la bonne cible et de −100 sinon. Les actions de de´placement
ont un couˆt proportionnel a` la distance parcoure. A noter que ces couˆts de de´placement
sont dans un intervalle de [−1;−15]. Ainsi pour le mode`le POMDP e´quivalent la pe´nalite´
associe´e a` des actions infaisables a e´te´ fixe´e a` 100 (R > −100). Dans ce proble`me, les actions
sont de´terministes, sauf le changement d’altitude. Ceci est duˆ au fait que la diffe´rence de
10 me`tres entre les deux altitudes du mode`le n’est pas tre`s grande, ce qui peut poser un
proble`me lors de l’envoi de la consigne de de´placement au controˆleur d’exe´cution, qui peut
interpre´ter que l’he´licopte`re est de´ja` arrive´ a` la destination, selon le rayon de pre´cision lie´ au
de´placement e´le´mentaire go to (interpre´tation de l’action changer d’altitude).
Dans les figures 5.15(a) et 5.15(b) nous pre´sentons les re´sultats obtenus lors de l’optimisa-
tion de la politique pour la mission d’atterrissage du domaine de de´tection et reconnaissance
de cibles pour un ensemble B d’e´tats de croyance de taille 3000, et pour un temps de calcul
fixe´ a` 7200 secondes. Nous pouvons ve´rifier que les vitesses de convergence des deux ver-
sions de PCVI sont plus importantes que celle de PBVI, et que le nombre d’α-vecteurs qui
constituent la fonction de valeur de PCVI1 et PCVI2 est moins important. Ces re´sultats
permettent de mettre en e´vidence notre e´tude the´orique de complexite´, puisque moins d’ac-
tions sont e´value´es en re´alisant ainsi plus d’ite´rations sur la valeur des e´tats de croyance
qui constituent B. Les ite´rations sont repre´sente´es par les points sur les courbes de la figure
5.15. Le nombre d’α-vecteurs de´coule directement de ces meˆmes raisons, puisque comme
moins de projections Γa,(o,θ) sont ge´ne´re´es pour PCVI1, ce qui repre´sente moins d’α-vecteurs
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dominants dans la fonction de valeur.
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Figure 5.15 – E´valuation expe´rimentale pour le proble`me de de´tection et reconnaissance de
cible.
Nous avons re´alise´ 30000 simulations avec un horizon de 50 e´tapes de de´cision pour
chacune des politiques obtenues, en piochant l’e´tat initial selon l’e´tat de croyance initial b0.
Notez que l’e´tat de croyance initial ne suppose aucune connaissance a priori sur la pre´sence
au non de cibles dans les diffe´rentes zones, et sur le fait que les zones soient conside´re´es
comme atterrissables. Ceci est mode´lise´ par une croyance initial uniforme sur 512 e´tats. En
regardant la valeur, le nombre moyen d’e´tapes pour attendre le but et le pourcentage de
missions re´ussies obtenus pour ces politiques (conforme´ment le tableau 5.3), nous voyons
que la politique obtenue par PCVI1 a une valeur le´ge`rement supe´rieure a` celle obtenu par
PBVI, ce qui confirme le fait que les politiques obtenues pour le mode`le AC-POMDP sont
e´quivalentes a` celle du POMDP. De plus, PCVI1 a un pourcentage le´ge`rement plus haut de
missions re´ussies, en de´montrant que la politique obtenue par PCVI1 est fonde´e. D’autre
part, on ve´rifie que PCVI2 fournit effectivement une borne infe´rieure de la valeur avec un
taux de re´ussite infe´rieur.
algorithme E[R] n.e.b (min,max) %but
PBVI -8.0249 5.11948 (3, 19) 30.8
PCVI1 -7.9429 5.46384 (3, 22) 31.8
PCVI2 -17.679 3.78463 (3, 18) 12.9
Table 5.3 – Re´sume´ de performance des algorithmes pour le proble`me de de´tection et de
reconnaissance de cibles.
Dans la figure 5.6.5 nous montrons des diffe´rentes trajectoires obtenues en simulant les
politiques de PBVI et PCVI1. Ces trajectoires mettent en e´vidence le respect des diffe´rentes
contraintes sur l’altitude de vol. On ve´rifie que les changements de zone s’effectuent a` une
altitude de 40 me`tres et que les actions de changement d’angle de vue et d’atterrissage
s’effectuent a` partir d’un altitude de 30 me`tres. La contrainte concernant le fait qu’une zone
soit conside´re´e comme atterrissable n’est pas montre´e dans ces figures.
5.7 Conclusion
Dans ce chapitre nous avons e´tudie´ une sous-classe de proble`mes de de´cision se´quentielle
sous observabilite´ partielle, pour lesquels l’observation de l’agent est constitue´e en partie de
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Figure 5.16 – Trajectoires de l’he´licopte`re autonome. Les trois croix en noire repre´sentent
le centre des diffe´rentes zones.
symboles qui repre´sentent l’ensemble d’actions re´alisables dans l’e´tat cache´ du syste`me. Nous
avons vu que cette information ne supprime pas l’observabilite´ partielle de l’e´tat, puisque
plusieurs e´tats peuvent avoir le meˆme ensemble d’actions re´alisables.
Nous avons formellement de´fini cette sous-classe en tant que AC-POMDP, pour laquelle
nous avons fourni des e´quations d’optimalite´, de mise a` jour de l’e´tat de croyance et une trans-
formation vers le mode`le POMDP e´quivalent afin de pouvoir comparer l’approche propose´e
avec le mode`le classiquement utilise´. Cette transformation e´quivalente repose sur l’hypothe`se
commune´ment admise que l’on peut choisir des re´compenses e´quivalentes a` des valeurs −∞
dans le mode`le POMDP. A` cette re´compense est ge´ne´ralement associe´e une valeur qui cor-
respond a` la borne infe´rieure des valeurs des e´tats.
Nous avons propose´ un algorithme appele´ PCVI, qui optimise directement le mode`le
AC-POMDP en tirant directement profit des proprie´te´s du mode`le telles que l’e´valuation
d’un sous-ensemble d’actions pour un e´tat de croyance donne´ (maxa∈Ab) et le calcul de
projections Γa,(o,θ) seulement pour les α-vecteurs de V ′ qui sont cohe´rents avec l’ensemble
θ observe´. De plus, les α-vecteur ont des valeurs de´finies seulement sur les e´tats ou` l’action
associe´e au α-vecteur est applicable. Ce qui nous permet de tirer profit des vecteurs creux lors
du calcul. Nous avons de´montre´ l’avantage, en ce qui concerne le temps de calcul, d’optimiser
le mode`le AC-POMDP au lieu de son POMDP e´quivalent, tout en garantissant le respect
des contraintes sur les actions.
Toutefois, une question se pose : est-il utile de mode´liser des contraintes sur des actions par
des relations de faisabilite´ ou par des pre´conditions ou est-ce seulement une convenance ou un
moyen algorithmique ? Nous pensons que les observations concernant les ensembles d’actions
re´alisables doivent eˆtre clairement se´pare´s dans le mode`le afin de garder la riche se´mantique
des ces observations. Nous avons aussi de´montre´ l’inte´reˆt d’un telle mode´lisation en ce qui
concerne le gain d’efficacite´ en temps de calcul. Dans le cadre POMDP mono-agent, notre
mode`le permet de garder l’interpre´tation se´mantique des pre´conditions et montre finalement
que la fac¸on classique de mode´liser le proble`me n’est pas la plus efficace en comparaison
de notre algorithme PCVI qui exploite directement la structure spe´cifique des AC-POMDP.
De plus, dans le cadre multi-agent, l’artifice d’associer une pe´nalite´ assez importante aux
actions inde´sirables n’est pas e´quivalent [Pralet et al., 2010a] a` l’approche que nous avons
propose´. Par exemple, dans un jeu a` somme nulle et a` deux joueurs A et B ou` les deux
joueurs utilisent une meˆme fonction de re´compense, cette mode´lisation n’a pas de sens. Le
joueur A cherchant a` maximiser son crite`re et le joueur B cherchant a` le minimiser : le joueur
B aura tout inte´reˆt a` choisir des actions inacceptables.
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En conclusion, nous croyons que les AC-POMDP s’ave`rent tre`s utiles en robotique mobile,
ou` les symboles d’observation concernant la faisabilite´ des actions sont typiquement obte-
nus par des capteurs spe´cifiques. Cette information souvent de´couple´e de la planification est
ge´ne´ralement traite´e directement par le controˆleur d’exe´cution. Avec le mode`le AC-POMDP,
nous pouvons inte´grer ce type d’information dans le mode`le en gardant sa se´mantique na-
turelle, et, avec le sche´ma d’optimisation propose´, nous pouvons exploiter la structure du
mode`le afin d’acce´le´rer certaines ope´rations dans le calcul de la politique.
Dans le chapitre suivant nous traiterons un proble`me diffe´rent, mais cependant comple´-
mentaire, qui consiste a` re´soudre en ligne, en respectant les contraintes de temps de re´ponse
du planificateur, le proble`me de planification sous incertitude et observabilite´ partielle. Nous
proposerons un cadre original d’optimisation (sous-optimal) durant l’exe´cution de la politique
qui anticipe l’e´volution probabiliste des e´tats d’exe´cution en planifiant constamment pendant
l’exe´cution des actions. Ce cadre diffe`re des approches de re´solution en ligne utilise´es en
robotique.
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Chapitre6
Utilisation des POMDP sous contraintes
temporelles : optimisation anticipe´e et
exe´cution en paralle`le de politiques
POMDP
Nous proposons dans ce chapitre un cadre algorithmique d’optimisation anticipe´e
et d’exe´cution en paralle`le de politiques POMDP, appele´ AMPLE (Anytime Meta
PLannEr). Ce cadre controˆle un sous-planificateur POMDP pour optimiser et
exe´cuter en paralle`le une politique sous contraintes de temps associe´es a` la dure´e
des actions, en raisonnant sur les e´tats d’exe´cution futurs possibles du syste`me
robotique. Cette approche diffe`re de l’approche classique d’optimisation en ligne,
qui optimise l’action pour chaque e´tat de croyance courant pendant une dure´e de
temps incompressible fixe´e a` l’avance. Nous pre´senterons le cadre propose´ a` l’aide
des re´sultats obtenus lors d’un vol expe´rimental re´alise´ avec le drone he´licopte`re,
dans lequel nous avons embarque´ ce cadre algorithmique au sein d’une architecture
de de´cision robotique. Nous montrerons aussi, a` partir de re´sultats expe´rimentaux
obtenus par des simulations re´alistes, que le choix de l’algorithme sous-jacent peut
eˆtre de´terminant vis-a`-vis de la re´activite´ demande´e au planificateur. Nous verrons
aussi que l’approche propose´e est une alternative a` l’approche classique, puisqu’elle
permet de finaliser la mission dans un temps plus court en moyenne. Ainsi, nous
montrons que des techniques d’intelligence artificielle comme les POMDP peuvent
eˆtre applique´es avec succe`s pour controˆler automatiquement des actions de percep-
tion et de de´cision pour des missions complexes en temps contraint.
Pour motiver l’e´tude mene´e dans ce chapitre, nous nous inte´resserons a` la proble´matique
de de´tection et reconnaissance de cibles par un he´licopte`re autonome de´ja` pre´sente´ dans
le chapitre 3, qui est un domaine de recherche actif [Wang et al., 2012], duˆ a` la mise en
place croissante de syste`mes de drones dans des missions civiles et militaires. Dans ce genre
de mission, la strate´gie de de´cision de haut niveau est ge´ne´ralement donne´e par une re`gle
e´crite a` la main (survoler une zone donne´e, atterrir, prendre une image, etc), qui de´pend des
e´ve´nements stochastiques (de´tection d’une cible dans une zone donne´e, cible reconnue), qui
peuvent survenir lors de l’exe´cution de la re`gle de de´cision.
Concevoir des syste`mes robotiques qui sont capables de construire automatiquement leur
plan pour atteindre leurs objectifs de mission a` long-terme sous incertitude et observabilite´
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partielle constitue un ve´ritable de´fi, en raison des diffe´rentes incertitudes conside´re´es et a` la
complexite´ de re´solution issue des diffe´rents me´thodes de de´cision se´quentielle en environ-
nement probabiliste et partialement observable [Sabbadin et al., 2007, Ross et Chaib-Draa,
2007, Smith et Simmons, 2005, Bonet et Geffner, 2009]. Dans ce contexte, en utilisant les
POMDP des politiques peuvent eˆtre optimise´es et construites automatiquement [Smallwood
et Sondik, 1973]. Toutefois, la plupart des syste`mes robotiques qui utilisent les POMDP
comme mode`le formel, supposent que le proble`me a` re´soudre est de´fini avant le de´but de la
mission [Taha et al., 2011,Spaan, 2008,Bai et al., 2011,Schesvold et al., 2003]. Dans les cas
ou` le proble`me n’est pas connu a` l’avance, la politique est calcule´e en ligne avec un temps
tre`s re´duit pour l’optimisation [Eidenberger et al., 2009,Miller et al., 2009].
La premie`re contrainte concernant la re´solution de notre application vient du fait que
si on conside`re une mission de de´tection et de reconnaissance [Wang et al., 2012] comme
un proble`me de de´cision se´quentielle dans l’incertain, certains parame`tres du proble`me sont
inconnus avant le vol. En effet, le nombre de zones qui composent l’environnement, et la
position des cibles dans ces zones, sont des exemples de parame`tres ge´ne´ralement inconnus
avant le vol et qui doivent eˆtre automatiquement extraits au de´but de la mission (par exemple,
par des techniques de traitement d’image conforme´ment au chapitre 3) afin de de´finir le
proble`me de de´cision se´quentielle a` optimiser.
Dans la suite, nous de´finissons l’application robotique, en lien avec le mode`le pre´sente´
dans le chapitre 3, qui a motive´ le travail de recherche de ce chapitre.
6.1 De´finition de l’application robotique
Dans ce chapitre nous e´tudions la mission de de´tection, reconnaissance et atterrissage,
pre´sente´e dans le chapitre 3 section 3.3.2, qui se rapporte a` une proble´matique de de´cision
se´quentielle sous incertitude et observabilite´ partielle de de´tection et de reconnaissance de
cible par un he´licopte`re autonome. Cette mission est mode´lise´e sous forme d’un POMDP
de´fini en ligne, une fois que le nombre de zones a` explorer a e´te´ analyse´ en ligne, en utilisant
des techniques de traitement d’image. Le nombre de cibles, ainsi que leurs identite´s ne sont
pas connus de l’he´licopte`re autonome. Nous rappelons que le but de la mission est de trouver
une cible particulie`re, parmi celles connues de la base de donne´es et d’atterrir a` coˆte´ de cette
cible.
Cette application robotique est stimulante et originale pour deux raisons principales :
– la mission de de´tection et reconnaissance de cibles est conside´re´e comme un proble`me
de planification se´quentielle a` long terme, avec des actions a` la fois de perception (chan-
gement d’angle de vue, changement d’altitude, changement de zone) et d’aboutissement
de mission (atterrissage) ; Dans le cadre ge´ne´ral de la perception active, les applications
existantes optimisent plutoˆt une mesure de l’incertitude de l’e´tat de croyance a` court
terme [Eidenberger et al., 2009].
– le POMDP est re´solu en ligne pendant le vol, en tenant compte des contraintes de
temps requises par la dure´e de la mission et de l’anticipation des e´tats futurs possibles
du syste`me robotique.
Mener entie`rement de fac¸on automatique une mission de ce type requiert plusieurs briques,
techniques et the´oriques : la mode´lisation duale du traitement d’image et de la de´cision, la
re´solution (interpre´tation d’image et optimisation de la politique) et le controˆle de l’exe´cution
du plan. En ce qui concerne la mode´lisation, nous avons vu dans le Chapitre 3 que l’appren-
tissage d’un mode`le d’observation a` partir de donne´es re´elles est un facteur tre`s important si
l’on veut traiter le proble`me de fac¸on re´aliste. Pour cela, nous avons appris le mode`le d’obser-
vation pour cette application robotique a` partir d’une e´tude statistique des images collecte´es
lors de campagnes de prise de vue. Ce mode`le appris est adapte´ a` cette application, puisqu’il
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ne suppose pas un nombre fixe´ de zones. Il se base seulement sur le fait qu’une cible est ou
non dans une zone particulie`re sachant la zone et l’altitude de vol de l’agent he´licopte`re.
Toutefois, le mode`le ne peut pas eˆtre conside´re´ comme parfaitement re´aliste puisque l’ap-
prentissage de´pend des conditions de prise de vue (ensoleillement, ombre, etc). Comme de´ja`
discute´ dans le chapitre 3 nous ne supposons pas d’infe´rence en ligne du mode`le d’observa-
tion, ceci a e´te´ appris hors ligne a` partir des donne´es acquises dans des vols expe´rimentaux
pre´alables. A noter que l’attention de ce travail de the`se a porte´ sur la faisabilite´ de me´thodes
de de´cision se´quentielle a` long terme pour des applications robotiques d’identification et re-
connaissance de cibles en environnement incertain et pas sur le de´veloppement de nouvelles
techniques de traitement d’image.
6.1.1 Ge´ne´ration en ligne du proble`me a` re´soudre
Comme dans notre application robotique nous supposons que le nombre de zones a` ex-
plorer est inconnu au de´but de mission, il e´tait ne´cessaire de mettre en place, en comple´ment
du cadre de planification et d’exe´cution en paralle`le de la politique, une fonction responsable
de la ge´ne´ration automatique du mode`le POMDP a` re´soudre. Cette fonction suppose qu’une
phase initiale de balayage du terrain est effectue´e en de´but de mission, afin d’extraire les zones
d’inte´reˆt, au moyen d’un traitement d’image. Une fois que le nombre et les coordonne´es des
zones ont e´te´ obtenus, et que le mode`le de voiture recherche´ a e´te´ fixe´, le proble`me POMDP
est ge´ne´re´. Cette ge´ne´ration automatique, imple´mente´e en C++, est un service disponible
dans le composant superviseur de la mission (l’architecture embarque´e sera pre´sente´e dans
la section suivante). Dans la suite, nous de´taillerons la ge´ne´ration automatique du proble`me
POMDP a` re´soudre.
Conforme´ment le chapitre 3, nous disposons de variables d’e´tat qui de´pendent : du nombre
de zones Nz, d’altitudes de vol Nh et de mode`les connus de la base de donne´es Nmodels. Nous
avons donc :
– z, avec Nz valeurs possibles, qui indique la position de l’he´licopte`re autonome ;
– h, avec Nh valeurs possibles, qui indique l’altitude de vol de l’he´licopte`re autonome ;
– IdTaz1 (respectivement IdTaz2 , IdTaz3 , etc), avec Nmodels + 1 valeurs possibles, qui
indique l’identite´ ou l’absence d’une cible dans la zone 1 (respectivement dans la zone
2, dans la zone 3, etc.)
Nous rappelons que la fonction de transition d’e´tats est conside´re´e comme de´terministe. Pour
chaque variable d’e´tat, nous de´finissons sa matrice de transition selon l’action. Par exemple,
pour Nz = 3 et pour l’action go to(z1), la matrice de transition d’e´tat T
z1
z de la variable
d’e´tat z sera donne´e par :
T z1z =
 1 0 01 0 0
1 0 0

Pour les autres variables, une matrice de transition e´gale a` la matrice identite´ est de´finie.
Ainsi la construction de la matrice de transition d’e´tat comple`te pour l’action go to(z1) est
donne´ par le produit de Kronecker entre les matrices de transition des variables d’e´tat :
Tgo to(z1) = T
z1
z
⊗
Ih
⊗
IIdTaz1
⊗
IIdTaz2
⊗
IIdTaz3
Pour tenir compte de l’e´tat terminal, qui est atteint lors que l’action d’atterrissage est re´alise´e,
on ajoute une ligne et une colonne a` cette matrice avec une composante e´gale a` 1 dans la
diagonale. Ceci parce qu’une fois que l’on est dans l’e´tat terminal, l’action go to(z1) n’a
aucun effet (cf. chapitre 3).
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La meˆme proce´dure est utilise´e pour la ge´ne´ration de la fonction de re´compense. Par
exemple, pour la ge´ne´ration de la fonction de re´compense de l’action go to(z1), la distance
entre le centre des zones est calcule´e et la matrice distance entre zones Dz est construite. Ceci
est possible parce que les coordonne´es de zones sont des donne´es d’entre´e pour la ge´ne´ration
automatique. La matrice couˆt associe´e au changement de zone Cz,z1 est donc obtenue par :
Cz,z1(i, j) =
{
Dz(i,j)
10 , si i 6= j
100, sinon
ou` la valeur de 100 mode´lise le fait que si on est dans une zone i on ne veut pas aller vers
cette meˆme zone i (le point de rendez-vous d’entre´e dans une zone est fixe´, voir figure 3.1(a)
du chapitre 3). Puis, le produit e´le´ment par e´le´ment entre T z1z et Cz,z1 est re´alise´, et la
matrice Rs
′
s (a) est obtenue par le produit de Kronecker. Pour obtenir la fonction r(s, a) on
somme les colonnes de Rs
′
s (a), pour chaque s. Le meˆme calcul est utilise´ pour les action
de changement d’altitude. Pour l’action de changement d’angle de vue, un couˆt constant
est conside´re´ Cview =
Hmφ
10 , proportionnel a` l’altitude moyenne de vol Hm (par exemple 35
me`tres), et a` l’arc de cercle parcouru par l’agent he´licopte`re, qui de´pend de la valeur de l’angle
φ fixe´ par le concepteur (par exemple φ = 10 de´gre´es), conforme´ment la de´finition de l’action
change view donne´e dans la section 3.2.2 du chapitre 3 (voir figure 3.1(b) du chapitre 3).
Pour toutes les actions de de´placement (sauf atterrissage), un couˆt constant Cproc = 0.5 est
aussi ajoute´ a` chaque e´tat, qui mode´lise le couˆt du traitement d’image engendre´ une fois que
l’action est exe´cute´e.
La ge´ne´ration de la fonction d’observation, qui est la meˆme pour toutes les actions du
mode`le, est faite a` partir d’une me´thode re´cursive. Cette me´thode identifie pour chaque e´tat
s la valeur des variables d’e´tat au moyen d’une division euclidienne. A partir des valeurs des
variables d’e´tat z, h et IdTaz , la table de probabilite´ apprise est consulte´e et les probabilite´s
de toutes les observations sont copie´es en tant que ligne de la matrice Oos . Par exemple, si
l’he´licopte`re est dans la zone z1, a` une altitude h1, et que IdTaz1 = mode`le A, la premie`re
ligne de la table 4.2 (chapitre 4) est copie´e dans la matrice Oos . Dans cette meˆme proce´dure
re´cursive, la fonction de re´compense associe´e a` l’action d’atterrissage est ge´ne´re´e, puisque
dans cette fonction l’on peut tester les valeurs des variables z et IdTaz , conforme´ment la
de´finition de la fonction de re´compense de l’action land, donne´e dans la section 3.3.2 du
chapitre 3. La re´compense attribue´e a` l’atterrissage proche de la cible recherche´e est fixe´e a`
50, et une pe´nalite´ de 100 est associe´e a` une atterrissage manque´e.
Le re´sultat de la ge´ne´ration automatique est un fichier texte ou` le mode`le POMDP est
de´crit selon le format standard Cassandra 1.
Maintenant que nous avons de´crit la ge´ne´ration automatique du proble`me a` re´soudre,
nous pre´sentons l’architecture Orocos, qui est l’architecture embarque´e sur les drones de
l’Onera. Nous focaliserons l’attention sur les diffe´rents composants cre´e´s pour la mission de
de´tection et de reconnaissance de cibles.
6.1.2 Pre´sentation de l’architecture Orocos imple´mente´ pour l’application robotique
L’architecture embarque´e sur l’he´licopte`re autonome est une architecture Orocos 2 [Soe-
tens et Bruyninckx, 2005]. Orocos est une librairie pour la robotique imple´mente´ en C++.
Elle fournit un cadre de de´veloppement temps re´el et modulaire. Orocos est base´ sur des
composants qui facilitent le de´veloppement des applications robotiques, en reposant sur la
se´paration des fonctions : calcul, communication, configuration et coordination.
1. disponible en http://www.pomdp.org/pomdp/code/pomdp-file-spec.shtml
2. http://www.orocos.org/
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Orocos permet de cre´er des composants de´die´s a` diffe´rentes taˆches, par exemple pour notre
application robotique nous avons un composant pour le traitement d’image, un composant
pour la planification, un composant pour la navigation, un composant pour la supervision,
etc. Orocos garantit des communications en temps-re´el et se´curise´es entre ces composants.
Dans l’architecture, chaque composant posse`de une interface standardise´e, qui de´crit ses
ports de donne´es et les services qu’il fournit (voir figure 6.1), et peut re´agir a` des e´ve´nements
ou traiter des requeˆtes, ainsi qu’exe´cuter des scripts en temps re´el.
Figure 6.1 – Sche´ma d’un composant Orocos (source http://www.orocos.org/rtt).
Pour cette mission plusieurs composants ont e´te´ cre´es. Dans la figure 6.2 nous montrons
le sche´ma ge´ne´ral des composants Orocos de la mission test. Le composant Camera est res-
ponsable de la prise d’image en temps-re´el. Le composant Obc est le composant responsable
de la navigation de notre he´licopte`re autonome. Les composants Detection et Matching sont
responsables des phases de de´tection et classification, respectivement, de l’algorithme de
traitement d’image utilise´, et qui a e´te´ de´ja` pre´sente´ dans le Chapitre 3. Le composant lua
est le composant qui imple´mente l’interface avec l’ope´rateur. Le composant AmpleOptimize
controˆle le sous-planificateur. Ces composants communiquent en temps-re´el avec le compo-
sant AmpleExecute qui est responsable de la supervision de la mission (cre´ation du proble`me
POMDP a` re´soudre, exe´cution de la politique calcule´e en ligne).
La communication particulie`re entre les composants AmpleOptimize et AmpleExecute
forment le cadre d’optimisation et exe´cution en paralle`le propose´ dans ce chapitre. Ainsi,
dans la suite ce chapitre nous allons focaliser notre attention sur le cadre d’optimisation
anticipe´e et d’exe´cution en paralle`le, appele´ AMPLE (Anytime Meta PLannEr), que nous
avons de´veloppe´ pour re´soudre en ligne des proble`mes POMDP sous contraintes de dure´e de
mission. Chacun de ces deux composants sera de´taille.
6.2 Cadre d’optimisation anticipe´e et d’exe´cution en paralle`le – AMPLE
Les proble`mes POMDP complexes et de grande taille peuvent rarement eˆtre optimise´s en
ligne a` cause de l’absence de moyens de calcul suffisants. De plus, le proble`me a` re´soudre n’est
pas toujours connu a` l’avance. Par exemple, notre mission de de´tection et reconnaissance
de cibles de´pend du nombre de zones conside´re´es qui sont automatiquement extraites de
l’environnement par un traitement d’image en vol au tout de´but de la mission. De telles
applications ne´cessitent une plateforme robotique efficace pour la re´solution et exe´cution
paralle`les de politiques POMDP de sorte a` re´ussir la mission dans le temps imparti.
Notre contribution se rame`ne a` l’extension du cadre d’optimisation en paralle`le de l’exe´cu-
tion de politique propose´ par [Teichteil-Konigsbuch et al., 2011], auparavant limite´ a` la
planification de´terministe ou de type MDP, aux mode`les de type POMDP soumis a` des
contraintes de temps.
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Figure 6.2 – Sche´ma des composants Orocos cre´e´s pour la mission robotique “de´tection et
reconnaissance de cibles”.
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Figure 6.3 – Sche´ma repre´sentatif des diffe´rences entre les approches de re´solution en ligne.
Les zones grises repre´sentent le processus d’optimisation.
Notre extension est un me´ta-planificateur, appele´ AMPLE (Anytime Meta PLannEr), qui
repose sur les algorithmes standard de planification des POMDP, tels que PBVI, HSVI [Smith
et Simmons, 2005], RTDP-bel [Bonet et Geffner, 2009], AEMS [Ross et Chaib-Draa, 2007].
Notre cadre permet a priori a` n’importe quel algorithme de re´solution de POMDP, anytime
ou non, d’eˆtre utilise´ en ligne sous contraintes d’exe´cution temporelles. Dans ce contexte,
l’on peut profiter des spe´cificite´s de chaque algorithme.
Dans AMPLE, ces algorithmes sont appele´s a` partir d’e´ventuels e´tats d’exe´cution fu-
turs, lors de l’exe´cution de l’action optimise´e courante pour l’e´tat courant d’exe´cution, en
anticipation de l’e´volution du syste`me probabiliste et de son environnement. Notre approche
diffe`re de l’approche classique d’optimisation en ligne qui optimise a` chaque fois l’action
pour l’e´tat d’exe´cution courant avant de pouvoir l’exe´cuter. Pour clarifier nos arguments,
nous illustrons dans la figure 6.2 la diffe´rence de notre approche par rapport a` l’approche
classique d’optimisation en ligne.
L’ide´e principale repose sur le fait que nous utilisons deux threads inde´pendants et concur-
rents : l’un de´die´ a` la planification d’action, qui s’exe´cute sur le thread responsable de l’op-
timisation, et l’autre de´die´ a` l’exe´cution des actions, qui s’exe´cute sur le thread responsable
de l’exe´cution de la politique, et qui communique directement avec le reste des composants
du syste`me robotique. Ces deux composants communiquent par des requeˆtes. La figure 6.2
pre´sente le sche´ma de communication entre les composants d’exe´cution et de planification.
Dans la suite nous de´finissons les deux requeˆtes : de planification et d’action qui sont le
coeur de l’approche.
De´finition 6.2.1 (Requeˆte de planification) Une requeˆte de planification est un appel
envoye´ par le composant d’exe´cution au composant de planification, qui contient l’e´tat de
croyance pour lequel on doit optimiser une action b, le temps alloue´ a` la taˆche de planification
∆, et l’algorithme a` utiliser alg, ainsi que ses parame`tres param. Formellement :
Rp = 〈b,∆, alg, param〉
De´finition 6.2.2 (Requeˆte d’action) Une requeˆte d’action est un appel envoye´ par le
composant d’exe´cution au composant de planification, qui contient l’e´tat de croyance cou-
rant b pour lequel on re´cupe`re l’action optimise´e a∗. Si aucune action n’est disponible, une
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Composant d’exe´cution
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ou
PBVI(b)
b→ a∗
requeˆte d’action
requeˆte de planification
Figure 6.4 – Sche´ma de communication entre les composants d’exe´cution et de planification.
La fle`che supe´rieure repre´sente une requeˆte de planification pour un e´tat de croyance donne´.
La fle`che infe´rieure repre´sente une requeˆte d’action pour un e´tat de croyance donne´. Ces
requeˆtes sont administre´s en paralle`le par le composant de planification.
action par de´faut est envoye´e au composant d’exe´cution.
a∗ ← Ra = 〈b〉
Il se peut qu’aucune action optimise´e ne soit disponible quand le controˆle d’exe´cution le
requie`re, dans ce cas, l’absence d’action optimise´e peut eˆtre re´solu via une politique par de´faut
qui de´pend de l’application. La politique par de´faut peut eˆtre ge´ne´re´e au tout de´but de la
mission de diffe´rentes fac¸ons : soit par une politique experte parame´trique calcule´e hors ligne
en pre´paration de mission dont les parame`tres sont adapte´s en ligne a` la proble´matique re´elle,
soit par une politique sous-optimale calcule´e tre`s rapidement en ligne graˆce a` des heuristiques
avant le calcul de la politique optimale. Le second cas contrairement au premier, ne´cessite
la ge´ne´ration du proble`me POMDP. Des heuristiques simples mais comple`tes pour le calcul
de politiques pour les POMDP, comme par exemple une approximation QMDP propose´e
par [Littman et al., 1995], peuvent eˆtre rapidement ge´ne´re´es.
Graˆce a` la re´activite´, assure´e par les actions par de´faut, notre approche est une approche
strictement anytime. Dans le sens que, pendant l’exe´cution sous contraintes de temps de
la politique, elle garantit de retourner une action applicable dans l’e´tat de croyance cou-
rant, dans un laps de temps pre´cis, c’est-a`-dire au moment ou` le composant responsable de
l’exe´cution dans l’architecture robotique le demande.
D’autre part, dans des applications re´elles, les utilisateurs exigent que certaines garanties
de base soient respecte´es par les syste`mes autonomes. Par exemple, dans le cas de notre
he´licopte`re autonome, l’ope´rateur exige que la politique exe´cute´e ne puisse jamais mettre
l’agent he´licopte`re en danger, ce qui peut arriver dans des situations lie´es par exemple a` une
panne de carburant. Un autre danger peut survenir en raison de l’absence d’action optimise´e
pour un e´tat courant d’exe´cution, si le processus d’optimisation n’a pas encore calcule´ une
action re´alisable dans cet e´tat. Pour ces raisons, il est indispensable que le composant de
planification puisse fournir imme´diatement une action pertinente et applicable a` exe´cuter
lorsqu’il est interroge´ par le composant d’exe´cution en fonction de l’e´tat d’exe´cution courant.
Enfin, la complexite´ du proble`me POMDP a` re´soudre ne permet pas a` une majorite´ de
planificateurs de fournir une politique, meˆme sous-optimale dans le temps imparti pour la
dure´e de la mission.
En nous appuyant sur les de´finitions de requeˆte de planification et de requeˆte d’action,
nous pre´sentons maintenant la description de´taille´e du cadre d’optimisation et d’exe´cution
en paralle`le, en de´butant par la pre´sentation du composant de planification.
154
6.2. Cadre d’optimisation anticipe´e et d’exe´cution en paralle`le – AMPLE
6.2.1 Composant ge´ne´rique de planification adapte´e a` des algorithmes de l’e´tat de
l’art des POMDP
Comme nous l’avons de´ja` mentionne´, notre contribution se rame`ne a` l’extension du cadre
d’optimisation en paralle`le de l’exe´cution de politique propose´ par [Teichteil-Konigsbuch
et al., 2011], auparavant limite´ a` la planification de´terministe ou de type MDP, aux mode`les
de type POMDP soumis a` des contraintes de temps. Ce cadre propose un composant de
planification ge´ne´rique base´ sur des templates C++. Ce composant de planification a e´te´
conc¸u pour re´pondre a` des besoins spe´cifiques et de hauts niveaux comme : la re´activite´
qui garantit qu’une action sera retourne´e au composant d’exe´cution quand il le demande ;
la ge´ne´ricite´ qui assure que diffe´rents algorithmes de planification pour des domaines varie´s
peuvent eˆtre adapte´s au cadre d’optimisation et d’exe´cution en paralle`le ; et la validation qui
permet de ve´rifier formellement la validite´ de la politique par de´faut ainsi que celle qui est
optimise´e.
Sur la figure 6.5, la machine a` e´tats du composant ge´ne´rique de planification de [Teichteil-
Konigsbuch et al., 2011] est montre´e. Cette machine a` e´tats de´finit les diffe´rents e´tats
d’exe´cution du composant de planification (diffe´rents des e´tats du proble`me de planifica-
tion), et les transitions entre ces e´tats en fonction des requeˆtes provenant des autres compo-
sants de l’architecture. En interne, ces transitions sont de´finies par des me´thodes dans des
classes templates C++ qui doivent eˆtre imple´mente´es selon l’utilisation que l’on veut faire
du composant (planification de´terministe, ou stochastique, ou partiellement observable, ou
temporelle, etc).
Dans notre cas, chaque me´thode a` e´te´ imple´mente´e de fac¸on a` re´soudre des proble`mes
POMDP avec des algorithmes de l’e´tat de l’art de ce domaine, tels que PBVI [Pineau et al.,
2003] ou AEMS [Ross et Chaib-Draa, 2007]. PBVI est un algorithme anytime 3, qui re´alise des
ite´rations approche´es sur la valeur pour des e´tats de croyance b qui appartiennent a` l’ensemble
B. Cet ensemble est construit par des simulations dynamiques et stochastiques du POMDP.
AEMS est un algorithme de re´solution en ligne, base´ sur des simulations en profondeur de la
dynamique du POMDP guide´es par des heuristiques. Les heuristiques ame`nent l’algorithme
a` mettre a` jour la valeur des e´tats de croyance qui re´duisent au plus l’erreur entre les bornes
supe´rieure et infe´rieure de la valeur a` l’e´tat de croyance courant (racine de l’arbre d’e´tats
de croyance). Ces algorithmes ont e´te´ pre´sente´s dans le chapitre 2, si bien que nous ne nous
attarderons pas a` les rappeler ici. Nous tenons tout de meˆme a` noter que la version de AEMS
que nous avons imple´mente´e correspond a` la version AEMS2 de [Ross et Chaib-Draa, 2007],
qui utilise un choix glouton d’actions (base´ sur la borne supe´rieure) pour la recherche en
profondeur.
L’e´tat initial du composant est l’e´tat Waiting Problem (voir figure 6.5). Dans cet e´tat
d’exe´cution, le composant est initialise´ et charge le proble`me POMDP a` re´soudre. Une fois
que le proble`me a e´te´ charge´, le composant de planification peut recevoir des requeˆtes de
planification par la me´thode add plan request (possiblement en paralle`le). Les requeˆtes de
planification peuvent eˆtre annule´es avec la me´thode remove plan request. Si l’e´tat du compo-
sant est Planning ou Problem Solved, il est toujours possible de re´cupe´rer a` tout moment et
en paralle`le : les actions applicables (get actions) ; l’action planifie´e pour un e´tat de croyance
donne´ (get action qui traduit la requeˆte d’action) ; ou encore, les effets (get effects) d’une
action sachant un e´tat de croyance donne´. Dans le cadre POMDP, nous conside´rons les ob-
servations comme effets des actions. Le composant de planification peut eˆtre arreˆte´ a` tout
3. PBVI est conside´re´ par ses auteurs comme anytime puisqu’a` chaque ite´ration il fournit une approxi-
mation de la fonction de valeur. Mais cela ne signifie en aucune manie`re que PBVI peut fournir une action
optimise´e dans l’e´tat de croyance courant a` n’importe quel instant, contrairement a` notre approche. AMPLE
couple´ a` PBVI permet en quelque sorte de rendre PBVI re´ellement anytime, avec l’aide ponctuelle d’une
politique par de´faut.
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Figure 6.5 – Machine a` e´tats du composant ge´ne´rique de planification propose´ par [Teichteil-
Konigsbuch et al., 2011]
moment par une requeˆte de type stop.
Notons qu’aucune requeˆte est bloquante, c’est-a`-dire que toutes les requeˆtes retournent
un boole´en qui indique si la requeˆte a e´te´ prise en compte. Si des calculs sont ne´cessaires,
par exemple au moment du chargement d’un proble`me, ou au moment de la planification
pour un e´tat de croyance donne´, la machine a` e´tats entre dans un e´tat qui indique ce que le
composant est en train de faire (Loading Problem ou Planning). De`s que le calcul est termine´,
la machine a` e´tats bascule automatiquement vers un autre e´tat, indiquant que la taˆche est
finie (par exemple Problem Loaded ou Problem Solved). Ces e´tats d’exe´cution sont lus par
les autres composants de l’architecture robotique, notamment le composant de supervision
qui est le chef d’orchestre de la mission et qui coordonne l’exe´cution de tous les composants
(planification, traitement d’image, navigation, etc.).
Le composant de planification est toujours re´ceptif en ce qui concerne les diffe´rentes
requeˆtes, sauf quand il est en train de charger un proble`me a` re´soudre. Pour les autres cas,
le composant est capable de ge´rer des requeˆtes et de re´soudre le proble`me de planification
en paralle`le. Ceci requiert une protection et une recopie partielle de la politique qui a e´te´
calcule´e ou qui est en train d’eˆtre calcule´e a` l’e´criture et a` la lecture. Il est important de noter
que la politique locale est constamment mise a` jour au fur et a` mesure que des requeˆtes de
planification sont traite´es. Cette protection est ge´re´e par des mutex. Ce me´canisme complexe
est en fait un algorithme en soi qui est de´taille dans [Teichteil-Konigsbuch et al., 2011].
Dans la suite, nous pre´sentons le composant d’exe´cution qui nous permet de tirer profit
du composant ge´ne´rique de planification adapte´ a` des algorithmes de re´solution des POMDP.
Pour notre mission, nous optimisons en anticipation des politiques en meˆme temps que nous
les exe´cutons. Le composant de planification est suffisamment flexible pour permettre des
utilisations bien diffe´rentes (par exemple, cadre classique d’optimisation puis d’exe´cution).
6.2.2 Fonctionnement du cadre d’optimisation anticipe´e et d’exe´cution en paralle`le :
AMPLE
Nous de´taillons ici comment AMPLE ge`re les requeˆtes de planification et d’exe´cution en
paralle`le :
1. Initialement, AMPLE envoie une requeˆte de planification au composant de planification
pour un e´tat de croyance initial b a` l’aide de l’algorithme de re´solution de POMDP
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sous-jacent, pendant un temps fixe´ et ge´ne´ralement tre`s court par rapport a` la dure´e
de la mission. On appellera cette phase, qui permet d’obtenir une premie`re action
optimise´e a` exe´cuter, de bootstrap.
2. Ensuite, le composant de planification rec¸oit une requeˆte d’action pour laquelle il re-
tourne au composant d’exe´cution l’action optimise´e pour b.
3. Le temps estime´ d’exe´cution de l’action en cours d’exe´cution est retourne´e. Ensuite,
le composant d’exe´cution envoie au composant de planification des requeˆtes de plani-
fication pour certains e´tats de croyance futurs possibles en re´partissant le temps de
planification selon le temps d’exe´cution estime´ de l’action courante.
4. Une fois l’action courante exe´cute´e, une observation est rec¸ue et l’e´tat de croyance est
mis a` jour, ce qui ame`ne a` un nouvel e´tat de croyance b′ pour lequel l’action courante
optimale est renvoye´e par le composant de planification au composant d’exe´cution via
une requeˆte d’action.
A` noter que notre cadre d’optimisation anticipe´e et d’exe´cution en paralle`le propose
un algorithme de planification en continu qui prend pleinement en charge les incertitudes
probabilistes : il construit plusieurs morceaux de politique pour diffe´rents e´tats probables
d’exe´cution futurs. Toutefois, de part sa nature, cet algorithme n’a aucune garantie d’op-
timalite´. Dans cette approche, nous nous pre´occupons de re´ussir au mieux la mission dans
le temps alloue´ a` cette mission, au de´triment des garanties d’optimalite´. Pour les applica-
tions robotiques qui nous inte´ressent on ne peut pas faire mieux, nous choisissons de sacrifier
l’optimalite´ afin de re´ussir la mission dans le temps imparti.
Choix des e´tats de croyance suivants possibles et du temps de planification associe´
Chaque requeˆte de planification est de´finie par l’e´tat de croyance pour lequel on planifie et
par le temps alloue´ a` cette taˆche de planification. De cette fac¸on, les requeˆtes de planification
pour les e´tats de croyance futurs, ne´cessitent le calcul des ces e´tats de croyance futurs. Pour
cela, nous demandons au composant de planification quels sont les effets probabilistes de
l’action en cours d’exe´cution.
Nous conside´rons les observations comme effets d’une action. Et, a` partir des observations
probables lie´es a` la re´alisation d’une action, nous calculons les e´tats de croyance suivants par
observation a` partir de la re`gle de Bayes (e´quation 2.6 du chapitre 2). Toutefois, le temps
que nous allouerons a` la taˆche de planification doit aussi eˆtre de´fini.
La de´finition de ce temps peut eˆtre re´alise´e de diffe´rentes manie`res :
– nous pourrions fixer un temps e´gal de planification pour chaque e´tat de croyance sui-
vant ;
– nous pourrions allouer tout le temps de planification a` l’e´tat de croyance le plus pro-
bable ;
– nous pourrions donner la priorite´ a` l’e´tat de croyance pour lequel l’estimation de la
valeur est la plus incertaine ;
– ou encore, nous pourrions allouer un temps de calcul a` chaque e´tat de croyance suivant
de manie`re proportionnelle a` sa probabilite´ d’occurrence.
Nous avons choisi de de´finir le temps de calcul d’un e´tat de croyance suivant de manie`re
proportionnelle a` sa probabilite´ d’occurrence. En effet, il nous semble cohe´rent d’attribuer une
priorite´, sous forme temporelle, proportionnelle a` la probabilite´ de la prochaine observation.
Ce calcul est fait avec l’aide de la probabilite´ p(o|a, b) = ∑s′∈S p(o|s′, a)∑s∈S p(s′|s, a)b(s).
Notons que ce calcul de´pend de l’e´tat de croyance courant et des fonctions de transition et
d’observation du mode`le.
Dans la prochaine section, nous pre´sentons le pseudo-code de notre algorithme AMPLE.
Comme de´ja` mentionne´, nous le conside´rons comme continu puisqu’il construit plusieurs
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Algorithme 10: Cadre d’optimisation anticipe´ et d’exe´cution en paralle`le – AMPLE
1 b← e´tat de croyance initial;
2 Envoie d’une reque^te de planification(b,temps de bootstrap, algorithme) ;
3 Attendre la fin du temps de bootstrap ;
4 while requeˆte d’arreˆt d’AMPLE = false do
5 a← reque^te d’action(b);
6 Exe´cution de l’action a;
7 ∆a ← estimation de la dure´e de l’action a;
8 O ← obtention des effets probabilistes de l’action a (observations possibles) ;
9 for 0 < i < |O| do
10 b′ ← calcul du prochain e´tat de croyance par la re`gle de Bayes ;
11 ∆′ ∼ ∆a ∗ p(o|a, b) ;
12 Envoie d’une reque^te de planification(b′, ∆′, algorithme);
13 Attendre que l’exe´cution de l’action a soit finie;
14 Re´ception de l’observation o;
15 Retirer toutes les requeˆtes de planification;
16 b← mise a` jour de l’e´tat de croyance courant avec a et o ;
morceaux de politique pour les diffe´rents e´tats de croyance probables et futurs, suivant la
me´thodologie pre´ce´demment pre´sente´e.
6.3 Mise en oeuvre du cadre d’optimisation anticipe´e et d’exe´cution en
paralle`le
Notons qu’AMPLE est conduit par un superviseur de mission (voir AmpleExecute figure
6.2) qui peut eˆtre mis en place diffe´remment selon l’architecture utilise´e. Nous pensons que
le cadre d’optimisation anticipe´e et d’exe´cution en paralle`le est un cadre ge´ne´ral, et qui offre
une approche alternative et originale pour re´soudre de proble`mes en ligne, en particulier
des proble`mes POMDP. Dans ce but, nous pre´sentons par la suite le pseudo-code de notre
algorithme AMPLE et apre`s la mise en place du superviseur de la mission robotique e´tudie´
dans ce chapitre.
6.3.1 Algorithme
Dans l’algorithme 10 nous pre´sentons le pseudo-code de notre approche. Initialement, le
composant d’exe´cution envoie au composant de planification une premie`re requeˆte de plani-
fication pour l’e´tat de croyance initial (ligne 2). Nous avons appele´ cette phase la phase de
bootstrap. Apre`s le temps de bootstrap, le composant d’exe´cution envoie une requeˆte d’action
au composant de planification, dans le but de re´cupe´rer l’action optimise´e pour l’e´tat de
croyance courant (ligne 5). Ensuite, pendant l’exe´cution de l’action courante, le composant
d’exe´cution anticipe l’e´volution stochastique de l’environnement, par le calcul des prochains
e´tats de croyance, et envoie au composant de planification des requeˆtes de planification pour
chaque e´tat de croyance futur avec un temps alloue´ proportionnel a` p(o|a, b) (lignes 7 a` 13).
Une fois l’action exe´cute´e, le composant d’exe´cution met a` jour l’e´tat de croyance courant
avec l’observation rec¸ue (ligne 16), et renvoie une requeˆte d’action pour le nouvel e´tat de
croyance. Et ainsi de suite jusqu’a` l’arreˆt d’AMPLE a` la fin de la mission.
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Figure 6.6 – Superviseur de mission : machine a` e´tats du composant AmpleExecute.
6.3.2 Mise en œuvre du superviseur pour la mission
Pour le controˆle d’exe´cution de la mission robotique il a e´te´ ne´cessaire de mettre en place
un superviseur de mission. Le superviseur est le composant de l’architecture Orocos qui
assure la coordination des diffe´rents composants de la mission. Le composant de supervision
(composant AmpleExecute dans la figure 6.2), a e´te´ imple´mente´ dans le language script lua 4.
Ce composant est une machine a` e´tats qui ge`re la coordination entre tous les composants
ne´cessaires a` la mission.
La figure 6.6 montre le sche´ma ge´ne´ral de la machine a` e´tat du composant AmpleExecute.
Le fonctionnement du superviseur est explique´ par la suite.
Apre`s une phase d’initialisation (non montre´e dans la figure 6.6), ou` la ge´ne´ration au-
tomatique du proble`me est effectue´e, la machine a` e´tat bascule vers l’e´tat bootstrap : le
proble`me POMDP est charge´ et la phase de bootstrap est lance´e. Ensuite, une fois le temps
de bootstrap e´coule´, la machine a` e´tats bascule vers l’e´tat plan while execute. Cet e´tat ge`re
l’envoie des requeˆtes d’action et de planification. Une requeˆte d’action est d’abord envoye´
au composant AmpleOptimize, puis, une fois l’action re´cupe´re´e, des requeˆtes de planifica-
tion pour les prochains e´tats d’exe´cution sont aussi envoye´es au composant AmpleOptimize.
De`s que l’action courante est re´cupe´re´e, la machine a` e´tats bascule vers une sous-machine
qui ge`re l’envoie des go to a` la navigation, soit des way-points au composant Obc. Une fois
que l’exe´cution de l’action est termine´e, la mise a` jour de l’e´tat de croyance courant est
faite a` partir de l’observation obtenue du composant Matching. Ensuite une nouvelle requeˆte
d’action est envoye´e a` AmpleOptimize et ainsi de suite.
Ce composant superviseur nous permet donc de mettre en place notre cadre d’optimisa-
4. http ://www.orocos.org/wiki/orocos/toolchain/luacookbook
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tion en paralle`le de l’exe´cution, ainsi que les communications ne´cessaires entre les diffe´rents
composants de navigation et de traitement d’information.
Dans la prochaine section, nous pre´sentons les re´sultats obtenus lors du vol expe´rimental.
Et apre`s, nous pre´sentons les re´sultats obtenus par des simulations re´alistes, ou` nous avons
utilise´ l’architecture fonctionnelle embarque´e et les algorithmes utilise´s a` bord de notre
he´licopte`re autonome.
6.4 Vol expe´rimental : mission de de´tection et de reconnaissance de
cibles par un drone he´licopte`re autonome
Pendant nous travaux de the`se, nous avons effectue´ un vol expe´rimental avec l’he´licopte`re
autonome Yamaha Rmax de l’Onera (montre´ sur la figure 6.7). Nous pre´senterons dans cette
section les re´sultats obtenus pendant ce vol, ou` nous avons embarque´e notre cadre d’optimi-
sation anticipe´e et exe´cution en paralle`le. Nous allons par la suite de´crire la configuration de
l’environnement lors de ce vol.
Figure 6.7 – Photo de l’he´licopte`re Yamaha Rmax de l’Onera adapte´ au vol autonome.
La configuration expe´rimentale suit le sche´ma pre´sente´ sur la figure 6.8. Nous conside´rons
2 altitudes de vol (30 et 40 me`tres), 3 mode`les de voitures et 3 zones, ce qui nous rame`ne
a` 385 e´tats. Les zones sont aligne´es, et la distance entre les zones est de 70 me`tres. Le but
est d’atterrir a` coˆte´ du mode`le de voiture C, par contre le nombre et la nature de cibles
effectivement dans la sce`ne est inconnu de l’he´licopte`re autonome au de´but de la mission,
ceci est mode´lise´ par une croyance initiale uniforme sur les possibles e´tats initiaux, conforme :
b0 = {z = 1, h = 30, IdTaz1 = inconnu, IdTaz2 = inconnu, IdTaz3 = inconnu}.
ainsi, b0 correspond a` une distribution de probabilite´ uniforme sur les 64 e´tats initiaux
possibles.
Notons que l’e´tat de croyance initial uniforme mode´lise la me´connaissance subjective
de l’agent par rapport a` l’e´tat cache´ du syste`me. Cet e´tat de croyance subjectif n’est pas
une approximation fre´quentielle des e´tats initiaux possibles. Ce choix re´sulte du fait que
l’he´licopte`re autonome ne connaˆıt rien sur l’environnement initialement. Mais est-ce que
l’e´quiprobabilite´ est satisfaisante pour repre´senter la me´connaissance totale ? Nous pensons
qu’on ne peut pas faire mieux avec une mode`le POMDP.
Des voitures ont e´te´ mises en place dans le terrain. La configuration, c’est-a`-dire l’e´tat
cache´ du syste`me e´tait le suivant : aucune voiture dans la zone 1, une voiture de mode`le
A dans la zone 2 et une voiture de mode`le C dans la zone 3. Le temps de booststrap a e´te´
fixe´ a` 30 secondes, la dure´e de chaque action est repre´sente´e par une distribution uniforme
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sur [T amin, T
a
max], avec T
a
min = 8s et T
a
max = 10s. Ces valeurs nous sont ne´cessaires pour que
AMPLE puisse estimer la dure´e d’exe´cution des actions. La politique par de´faut utilise´e est
le re´sultat de l’approximation QMDP [Littman et al., 1995], calcule´e au de´but de la mission.
L’algorithme de re´solution de POMDP utilise´ lors de cette expe´rimentation a e´te´ l’algorithme
AEMS [Ross et Chaib-Draa, 2007].
Nous avons choisi d’imple´menter notre cadre d’optimisation en paralle`le de l’exe´cution
avec l’algorithme AEMS 5 parce que nous avons pu constater lors de simulations (pre´sente´es
dans la prochaine section) qu’AEMS est particulie`rement adapte´ a` notre approche. Avec
AEMS, nous pouvons arreˆter le calcul d’une action pour un e´tat de croyance donne´ quand
l’on veut, contrairement a` PBVI par exemple, qui ne peut eˆtre arreˆte´ que a` la fin d’une
mise a` jour de la valeur pour l’ensemble complet B. Nous tenons, tout de meˆme, a` attirer
l’attention sur le fait que notre but n’est pas d’ame´liorer des algorithmes existants, mais de
les incorporer dans un cadre plus flexible, qui traite des requeˆtes de planification de manie`re
re´active comme toutes les autres fonctionnalite´s embarque´es sur l’he´licopte`re autonome. Ceci
nous semble primordial, afin de permettre a` des techniques d’intelligence artificielle, telles
que les POMDP, d’eˆtre utilise´es dans des applications robotiques re´elles. En effet, il existera
toujours des applications suffisamment complexes qui ne pourront pas eˆtre re´solues dans le
temps imparti de la mission avec les meilleures me´thodes existantes.
Figure 6.8 – Sche´ma repre´sentatif de l’e´tat cache´ sur le terrain pour le vol expe´rimental : la
croix repre´sente la position initial de l’agent he´licopte`re, le point rouge repre´sente la position
de la cible de mode`le A, et le point bleu, la position de la cible de mode`le C (cible recherche´e).
Comme de´crit dans la section 6.1.1, lors de la ge´ne´ration automatique du proble`me
POMDP a` re´soudre, la fonction de re´compense du mode`le est base´e sur la distance entre
le centre des zones. Les zones sont suppose´es aligne´es sur la piste du terrain d’essai, et la
distance entre deux zones est de 70 me`tres. Le changement d’angle de vue, est fait par de
pas de 10 de´gre´es (voir angle φ dans la mode´lisation de l’action change view dans le chapitre
3).
La architecture Orocos utilise´ pour ce vol a e´te´ montre´e dans la section 6.1.2, cette
5. AEMS a les bornes infe´rieure et supe´rieure initialise´es respectivement par une approximation par
politique myope et par une approximation de type QMDP (cf. section 2.3 du chapitre 2) dans notre
imple´mentation.
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Figure 6.9 – Trajectoire de l’agent he´licopte`re pendant le vol expe´rimental (en rouge). La
croix noire repre´sente la zone 1, la croix orange la zone 2, et l’e´toile bleu la zone 3, zone dans
laquelle la cible se trouve. La fine ligne en noire montre la projection au niveau du sol de la
trajectoire re´alise´e pendant le vol : la cible correct a donc pu eˆtre trouve´ par l’he´licopte`re.
architecture nous permet de ge´ne´rer automatiquement le proble`me POMDP a` re´soudre, une
fois que le nombre de zones et le mode`le de cible recherche´ ont e´te´ de´finis. Elle nous permet
aussi via le superviseur de mission (AmpleExecute dans la figure 6.2) de mettre en place le
cadre d’optimisation anticipe´e et d’exe´cution en paralle`le de´veloppe´.
6.4.1 Re´sultats
La trajectoire qui a e´te´ effectue´e par l’he´licopte`re autonome est illustre´e sur la figure 6.9.
Les coordonne´es sont exprime´es dans le repe`re local du terrain d’essai de l’agent he´licopte`re.
La figure 6.10 montre la se´quence d’actions re´alise´e par l’agent he´licopte`re autonome lors
du vol expe´rimental. Initialement, l’agent he´licopte`re est dans la zone 1 a` une altitude de
vol de 30 me`tres. Dans les deux premie`res e´tapes, l’agent observe qu’aucune cible n’est dans
la zone 1, puis choisit d’aller vers la zone 2. Apre`s trois e´tapes de de´cision, l’agent observe
que la cible dans la zone 2 est celle de mode`le A, il de´cide donc d’aller vers la zone 3. Apre`s
2 observations supple´mentaires, l’agent he´licopte`re croit (a` raison) que la cible dans la zone
3 est le mode`le C, qui est le mode`le recherche´, et de´cide donc d’atterrir, terminant, ainsi,
correctement sa mission. Notons que la trajectoire de l’agent, montre´e sur la figure 6.9, ne
se termine pas a` la hauteur du sol : ceci est duˆ au fait que, pour ce vol expe´rimental, l’agent
he´licopte`re n’a pas atterri, en re´alite´ pour des raison de se´curite´ dues a` l’expe´rimentation,
mais il a en fait survole´ la cible (action land). L’atterrissage automatique est en effet risque´e.
Cet exemple impliquait peu d’e´tats, mais nous attirons l’attention sur le fait que la
re´ussite et l’inte´reˆt d’une telle mission de robotique autonome repose avant tout sur l’ex-
pressivite´ de la fonction d’observation et non ne´cessairement sur la taille du proble`me a`
re´soudre. Dans de telles applications robotiques, la pre´cision du mode`le d’observation lie´e
a` l’algorithme de traitement d’image et la re´activite´ des requeˆtes de planification sont pri-
mordiales, comme montre´ dans ce chapitre. Nous pensons que notre approche supportera le
passage a` l’e´chelle, puisque si l’algorithme sous-jacent ne fournit pas d’action optimise´e dans
le temps, des actions seront toujours retourne´es en temps et en heure, s’il le faut des actions
par de´faut. Donc, dans notre approche comme dans beaucoup d’approches de planification
en ligne, le passage a` l’e´chelle est aussi impacte´ par la dure´e des actions.
Dans la prochaine section nous pre´sentons les re´sultats obtenus par des simulations
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6.4. Vol expe´rimental : mission de de´tection et de reconnaissance de cibles par un drone
he´licopte`re autonome
t = 0 : a = go to(h2)
o = de´tecte´ non identifie´.
t = 1 : a = change view
o = non de´tecte´
t = 2 : a = goto zone(z2)
o = mode`le A
t = 3 : a = change view
o = mode`le A
t = 4 : a = change view
o = mode`le A
t = 5 : a = go to(z3)
o = mode`le C
t = 6 : a = change view
o = mode`le C
t = 7 : a = land
o = non de´tecte´
Figure 6.10 – Se´quence d’e´tapes de de´cision. Chaque image repre´sente l’image d’entre´e
rec¸u par l’algorithme de traitement d’image apre`s re´alisation d’action. Les observations
repre´sentent les re´ponses successives de la classification donne´e par le traitement d’image.
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re´alistes, ou` nous avons utilise´ l’architecture fonctionnelle embarque´e et les algorithmes uti-
lise´s a` bord de notre he´licopte`re autonome. Ces simulations ont e´te´ me`nes afin de : (1) compa-
rer des diffe´rents algorithmes sous-jacents de re´solution de POMDP, et (2) de´montrer l’inte´reˆt
de l’approche alternative que nous proposons pour l’optimisation anticipe´e et l’exe´cution en
paralle`le vis-a`-vis de l’approche classique de re´solution en ligne.
6.5 E´valuation par simulation de l’approche d’optimisation anticipe´e et
d’exe´cution en paralle`le
Pour l’e´valuation de l’approche en simulation, nous avons re´alise´ des simulations re´alistes
et comple`tes (hardware in the loop), c’est-a`-dire en utilisant l’architecture fonctionnelle em-
barque´e et les algorithmes utilise´s a` bord de notre he´licopte`re autonome (Yamaha Rmax
adapte´ au vol autonome, voir figure 6.7). Ces simulations re´alistes sont tre`s importantes et
constituent une e´tape indispensable. Elles nous permettent d’e´valuer l’approche de plani-
fication en ligne inte´gre´e a` l’architecture fonctionnelle re´ellement embarque´e sur le drone
he´licopte`re, et de de´boguer le fonctionnent du syste`me entier. Ainsi, nous pouvons nous as-
surer du bon fonctionnement de la proce´dure avant un vol expe´rimental. De plus, les vols
re´els couˆtent chers et leur mise en place peu eˆtre longue.
Comme nous l’avons mentionne´, et montre´ lors de l’expe´rimentation en vol, nos observa-
tions sont caracte´rise´es par les probables sorties du traitement d’image base´ sur l’algorithme
de [Saux et Sanfourche, 2011]. Le traitement d’image dans l’architecture est ge´re´ par deux
composants Detection et Matching, eux-meˆmes ge´re´es par le composant AmpleExecute. Lors
de nos simulations re´alistes, AmpleExecute lance le traitement d’image de`s qu’une action est
exe´cute´e. Ainsi, le simulateur, qui connaˆıt l’e´tat du syste`me, prend une image de la base de
donne´es (qui correspond a` l’e´tat courant) et envoie aux composants de traitement d’image
Detection puis Matching, le dernier retournant l’observation.
Suite a` cette introduction sur le simulateur re´aliste que nous avons mis en place, nous
pre´sentons une analyse approfondie des re´sultats obtenus lors de ces simulations.
Comparaison entre deux algorithmes sous-jacents : PBVI et AEMS
Tout d’abord nous cherchons a` analyser l’impact de l’algorithme de re´solution de POMDP
sous-jacent utilise´. Pour cela, nous comparons deux algorithmes de l’e´tat de l’art : PBVI
[Pineau et al., 2003] et AEMS [Ross et Chaib-Draa, 2007]. PBVI, qui re´alise des ite´rations
approche´es sur la valeur pour des e´tats de croyance b qui appartiennent a` l’ensemble B,
a` chaque ite´ration fournit une approximation de la fonction de valeur. Cet ensemble est
construit par des simulations dynamiques et stochastiques du POMDP, ainsi nous pourrions
espe´rer que PBVI soit adapte´e a` l’application e´tant donne´ que plusieurs e´tats de croyance, qui
pourraient eˆtre potentiellement retrouve´s lors de l’exe´cution de la politique, appartiennent a`
B. AEMS est un algorithme de re´solution en ligne, base´ sur des simulations en profondeur de
la dynamique du POMDP guide´es par des heuristiques. AEMS nous semble particulie`rement
adapte´ a` notre approche, parce que nous pouvons arreˆter le calcul d’une action pour un e´tat
de croyance donne´ quand l’on veut.
Nous pensons que le cadre AMPLE propose´ est une option raisonnable pour ce genre
d’application robotique (section 6.1), car : (1) le nombre de zones est de´couvert pendant
le vol, rendant impossible la re´solution du proble`me avant vol ; et, (2) les algorithmes de
re´solution utilise´s pour le POMDP – PBVI et AEMS – ne convergent pas dans la dure´e limite
de la mission. PBVI et AEMS ont besoin de plus d’une heure de calcul pour converger selon
le pre´cision demande´e ( = 0.5 par exemple), sachant la puissance du processeur embarque´
sur les drones (Intel Core Duo 2, 1,5GHz et 4G de me´moire RAM).
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(b) Frise chronologique pour AEMS.
Figure 6.11 – Frise chronologique pour les imple´mentations de PBVI et AEMS dans le cadre
AMPLE en partant de b0.
Pour ces simulations, nous avons conside´re´ la meˆme instanciation du proble`me que celle
du vol expe´rimental (voir figure 6.8). De plus, pour cette analyse par simulation re´aliste, nous
avons conside´re´ le meˆme e´tat initial cache´ que celui de l’expe´rimentation en vol (section 6.4).
Notons que pour une e´valuation exhaustive, il faudrait tirer les e´tats initiaux selon b0. Nous
avons choisi de fixer l’e´tat initial pour : (1) e´valuer la politique optimise´e en ligne vis-a`-vis
seulement de la dynamique probabiliste des observations pouvant eˆtre obtenues lors d’un vol
re´el ; (2) e´valuer le comportement de la politique en partant d’une distribution de probabilite´
uniforme, qui encode la me´connaissance subjective de l’agent he´licopte`re par rapport a` la
nature de l’environnement statique qui l’entoure. L’e´tat initial de l’environnement n’est pas
connu de l’he´licopte`re autonome, mais en re´alite´ il est fixe´ (selon expe´rimentation) et non
tire´ ale´atoirement.
Pour ces simulations, la dure´e de chaque action est repre´sente´e par une distribution
uniforme sur [T amin, T
a
max], avec T
a
min = 8s et T
a
max = 10s. Le temps de bootstrap est de 20
secondes, et la politique par de´faut utilise´e est le re´sultat de l’approximation QMDP [Littman
et al., 1995], calcule´e au de´but de la mission. A noter que le calcul de la politique par de´faut
prend moins de 10 seconds.
La figure 6.11 montre les frises chronologiques de temps pour les processus d’exe´cution
et optimisation d’AMPLE pour une simulation. Ces diagrammes temporels repre´sentent les
pe´riodes de temps ou` la politique a e´te´ optimise´e (thread d’optimisation) ou exe´cute´e (thread
d’exe´cution) – les deux en paralle`le –, ainsi que l’e´volution de l’erreur de Bellman pendant
la dure´e de la mission. Apre`s une phase d’initialisation (bootstrap), ou` seulement le thread
d’optimisation est actif, nous pouvons noter que le processus d’optimisation se poursuit pen-
dant quelque temps par des petites phases d’optimisation qui sont encore effectue´es lorsque
des nouvelles requeˆtes de planification sont envoye´es au composant de planification ; En effet,
la politique n’a pas e´te´ entie`rement optimise´e dans l’e´tat de croyance concerne´ pendant les
e´tapes d’optimisation pre´ce´dentes.
L’e´volution de l’erreur de Bellman, qui est rapporte´e par le planificateur a` chaque requeˆte
de planification lors de l’optimisation, montre la convergence temporelle du processus d’opti-
misation (e´ventuellement vers une politique sous-optimale). Dans la figure 6.11(a) la fonction
de valeur ne converge pas pour l’ensemble complet des e´tats de croyance concerne´s (300 dans
cette simulation), contrairement a` 6.11(b) ou` le processus d’optimisation a converge´ pour
l’e´tat de croyance glissant. La conclusion est qu’AEMS est plus re´actif que PBVI, du fait
qu’il a suffisamment de temps pour optimiser les e´tats futurs possibles de croyance pendant
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l’exe´cution de l’action courante. Nous pouvons remarquer que pour AEMS les processus
d’exe´cution et d’optimisation s’arreˆtent duˆ au fait que l’agent he´licopte`re a finalise´ sa mis-
sion.
La figure 6.12 montre des re´sultats relatifs au temps de planification et au pourcentage
de missions re´ussies, pour les 2 sous-planificateurs PBVI et AEMS utilise´s dans le cadre
d’optimisation en paralle`le de l’exe´cution - AMPLE : le temps total moyen de la mission
en ligne repre´sente le temps jusqu’a` la fin de la mission, c’est-a`-dire jusqu’a` l’atterrissage,
puisque cette moyenne a e´te´ calcule´e uniquement sur les missions re´ussies ; le temps moyen de
planification repre´sente le temps consacre´ a` l’optimisation, qui est tre`s proche du temps total
de mission pour l’algorithme PBVI, puisqu’il ne converge pas avant la fin de la mission. Ces
moyennes ont e´te´ calcule´es a` partir de 50 tests pour chaque instance du proble`me. Chaque
essai constituait une mission comple`te : optimisation et exe´cution en paralle`le a` d’aucune
connaissance pre´alable. De plus, nous montrons e´galement le temps d’une mission dite hors
ligne, pour laquelle la politique serait d’abord optimise´e pendant un certain temps, encore
pendant le vol apre`s l’extraction des zones de l’environnement, et puis finalement exe´cute´e.
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Figure 6.12 – Re´sultats moyenne´s pour les imple´mentations de PBVI et d’AEMS dans le
cadre AMPLE partant de b0.
En examinant les pourcentages de re´ussite de mission et d’actions par de´faut utilise´es,
nous pouvons remarquer que AMPLE permet de globalement mener a` bien la mission, meˆme
avec un algorithme pas tre`s performant comme PBVI. AEMS controˆle´ par AMPLE a une
bonne performance, contrairement a` PBVI qui a une performance tre`s pauvre duˆ au fait qu’il
est moins re´actif qu’AEMS. Dans le cas de PBVI, qui ne fournit pas d’action optimise´e pour
de nombreux e´tats de croyance dans le temps imparti, la politique par de´faut est quasiment
utilise´e tout le temps. La politique par de´faut, e´tant une politique heuristique de type QMDP,
calcule´e au de´but de la mission, fournit une action de tre`s mauvaise qualite´ pour ce proble`me.
La figure 6.13 pre´sente l’e´volution temporelle de l’espe´rance de la somme ponde´re´e des
re´compenses cumule´es pendant les 50 tests d’exe´cution de la politique, calcule´es par :
V pi(st) =
1
50
∑
50
[
t∑
k=0
γkr(sk, pik)
∣∣∣∣∣b0, sk
]
.
A noter que le simulateur utilise la connaissance de l’environnement (soit st, et tous les sk),
pour attribuer les re´compenses pendant la simulation. De plus, cette e´quation nous permet de
montrer la moyenne des re´compenses accumule´es a` partir de l’instant ze´ro jusqu’a` l’instant t.
Pour PBVI les re´compenses moyennes recueillies au cours des exe´cutions de politique tendent
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a` eˆtre moins importantes que pour AEMS. La performance de PBVI se de´grade dans le temps,
ceci est duˆ au fait de l’utilisation des actions par de´faut, qui sont fre´quemment utilise´es par
PBVI et qui ne sont pas optimales pour les e´tats de croyance dans lesquels elles ont e´te´
applique´es.
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Figure 6.13 – Espe´rance de la somme ponde´re´e des re´compenses cumule´es pendant les 50
tests pour les imple´mentations de PBVI et d’AEMS dans le cadre d’optimisation anticipe´e
et d’exe´cution en paralle`le AMPLE en partant de b0.
Pour enrichir l’analyse et de´montrer l’inte´reˆt de l’approche propose´e, nous avons aussi
compare´ le cadre d’optimisation anticipe´e et exe´cution en paralle`le avec le cadre classique
d’optimisation en ligne sur la base de l’algorithme AEMS. L’approche classique (montre´e sur
la figure 6.3(a)), qui consiste a` entrelacer l’optimisation et l’exe´cution ne planifie pas direc-
tement pour les e´tats de croyance futurs, c’est-a`-dire qu’elle planifie a` chaque fois pour l’e´tat
de croyance courant pendant un certain temps puis exe´cute la meilleure l’action courante.
Comparaison de la version classique d’optimisation en ligne versus AMPLE pour l’algorithme
AEMS
De´roulement de la planification. Nous comparons d’abord le de´roulement temporel de
la planification et de l’exe´cution de ces deux approches pour une re´alisation de la mission
d’un exemple type, pour lequel la cible recherche´e se trouve dans la zone la plus e´loigne´e.
Dans la figure 6.14 nous cherchons a` mettre en e´vidence les avantages de notre approche
compare´e a` l’approche classique d’optimisation en ligne pour diffe´rentes dure´es de planifica-
tion (4, 3 et 2 seconds) sur la base d’AEMS. Nous rappelons que l’approche classique entrelace
la planification et l’exe´cution de la politique, c’est-a`-dire que le planificateur planifie pendant
un certain temps avant d’exe´cuter ensuite la meilleure action courante. Dans cette figure,
l’abscisse repre´sente le temps en secondes, les barres rouges et bleues repre´sentent respecti-
vement les portions de temps des diffe´rents threads d’optimisation et d’exe´cution, la ligne en
noir repre´sente l’e´volution de l’erreur de Bellman. Les deux threads tournent en paralle`le.
Supposons que nous voulions re´soudre la mission en moins de 120 seconds, sachant que
pour cette simulation la cible recherche´e se trouve dans la zone la plus e´loigne´e (comme
montre´ sur la figure 6.8). Nous pouvons facilement remarquer que le temps total de mission
augmente avec le temps alloue´ a` la planification pour l’utilisation classique d’AEMS (AEMS
avec 4 et 3 secondes), de´passant le temps limite de mission. Il est a` noter que la valeur de 120
seconds veut pousser les deux approches a` la limite et illustrer les diffe´rents comportements
dans ce cas. En effet les missions effectue´es sur le terrain de vol ont une dure´e plus longue.
Encore sur la figure 6.14, les barres rouges successives montrent que l’approche clas-
sique planifie dans chaque e´tat de croyance courant (e´tat d’exe´cution). Notre approche, au
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Figure 6.14 – Cadre d’optimisation en ligne et exe´cution en paralle`le versus cadre classique
d’optimisation en ligne, qui entrelace optimisation et exe´cution.
contraire, optimise en permanence pour les e´tats de croyance futurs (e´tats d’exe´cution futurs
possibles), de sorte que des actions optimise´es sont toujours imme´diatement disponibles dans
chaque e´tat de croyance (e´tat d’exe´cution) courant. La dure´e de mission est donc plus petite
dans le cadre AMPLE que dans le cadre classique d’optimisation en ligne.
Temps moyen de mission, taux de succe`s et actions par de´faut. Nous avons aussi
compare´ l’approche classique d’optimisation en ligne avec l’approche propose´e dans ce cha-
pitre pour d’autres e´tats que nous jugeons inte´ressants dans cette application robotique. Ces
e´tats sugge`rent d’autres cas d’e´tudes, ou` les cibles sont dans des zones diffe´rentes.
Nous montrons des re´sultats moyens obtenus a` partir de 50 simulations avec notre simu-
lateur re´aliste. Le proble`me a` re´soudre respecte la configuration des zones montre´e dans la
figure 6.8. Par contre, la cible recherche´e (mode`le C) et les autres cibles pre´sentes ou non
dans la sce`ne changent de zone entre les 3 cas d’e´tude :
1. La zone 1 contient la cible de mode`le A, la zone 2 contient la cible de mode`le C, et la
zone 3 ne contient aucune cible ;
2. La zone 1 contient la cible de mode`le B, la zone 2 ne contient aucune cible, et la zone
3 contient la cible de mode`le C ;
3. La zone 1 contient la cible de mode`le C, la zone 2 la cible de mode`le B, et la zone 3
aucune cible.
Pour chaque cas d’e´tude, nous avons fixe´ le temps limite de mission a` 180 secondes, et
le temps de bootstrap a` 20 secondes. Notez que l’on cherche toujours a` trouver la cible de
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mode`le C. La me´connaissance subjective de l’agent he´licopte`re par rapport a` la nature de
l’environnement statique qui l’entoure est mode´lise´e par une distribution uniforme sur les 64
e´tats initiaux possibles.
Dans les figures 6.15,6.16 et 6.17 nous pre´sentons les pourcentages de missions re´ussies,
d’e´checs et d’actions par de´faut utilise´es, ainsi que le temps moyen de mission et de plani-
fication pour diffe´rents temps de planification, pour l’approche classique d’optimisation en
ligne avec l’algorithme AEMS (2, 3 et 4 seconds), et du cadre d’optimisation en paralle`le de
l’exe´cution AMPLE propose´ dans ce chapitre sur la base d’AEMS.
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Figure 6.15 – Comparaison entre l’approche classique d’optimisation en ligne et cadre de
planification en paralle`le de l’exe´cution pour le cas d’e´tude 1.
Pour le cas d’e´tude 1, le temps moyen d’AEMS dans le cadre AMPLE est seulement
le´ge`rement supe´rieur a` AEMS 2s (83.6s pour AEMS 2s contre 88.11s pour AMPLE). Par
contre, le pourcentage de missions re´ussies avec le cadre AMPLE sur la base d’AEMS est
supe´rieur a` celui de AEMS 2s. Le pourcentage d’actions par de´faut est de 11%. Il est a` noter
que les actions par de´faut garantissent la re´activite´ du composant de planification pour les cas
ou` une action optimise´e n’est pas disponible au moment exact ou` le composant d’exe´cution
la lui demande. Dans cette e´tude, l’utilisation des actions par de´faut ne de´gradent pas le
niveau d’efficacite´ de l’approche (pourcentage de missions re´ussies).
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et d’actions par de´faut pour le cas d’e´tude 2.
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Figure 6.16 – Comparaison entre l’approche classique d’optimisation en ligne et cadre de
planification en paralle`le de l’exe´cution pour le cas d’e´tude 2.
Pour le cas d’e´tude 2, le temps moyen du cadre AMPLE est infe´rieur a` AEMS 2s, 3s et
4s. De plus, le pourcentage de missions re´ussies avec le cadre AMPLE sur la base d’AEMS
(100%) est aussi supe´rieur aux autres approches. Le pourcentage d’actions par de´faut est de
9%. Comme pour le cas pre´ce´dent, il est a` noter que l’utilisation des actions par de´faut ne
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de´gradent pas la performance de l’approche (pourcentage de missions re´ussies).
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(a) Pourcentages de missions re´ussies, d’e´checs
et d’actions par de´faut pour le cas d’e´tude 3.
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Figure 6.17 – Comparaison entre l’approche classique d’optimisation en ligne et cadre de
planification en paralle`le de l’exe´cution pour le cas d’e´tude 3.
Pour le cas d’e´tude 3, le temps moyen du cadre AMPLE est encore infe´rieur a` AEMS pour
2, 3 et 4 secondes. Pour ce cas d’e´tude, nous rappelons que la cible recherche´e se trouve dans
la zone explore´e initialement, ce qui explique un temps moyen de mission plus court que pour
les cas d’e´tudes pre´ce´dents. Le pourcentage de missions re´ussies avec le cadre AMPLE sur
la base d’AEMS est e´quivalent aux autres approches. De plus, le pourcentage d’actions par
de´faut est relativement faible (9%). La` encore, comme pour les cas pre´ce´dents, nous notons
que les actions par de´faut ne de´gradent pas le niveau d’efficacite´ de l’approche (pourcentage
de missions re´ussies).
Nous pouvons conclure que sur ces 3 cas d’e´tude l’approche de planification en paralle`le de
l’exe´cution pre´sente en moyenne un temps de mission plus court. En re´alite´ le gain de temps
n’est pas tre`s important, puisqu’il se rame`ne a` environ la somme des temps de planification
(soit 2, 3 ou 4 secondes) utilise´s par AEMS dans le cadre classique d’optimisation en ligne.
Dans notre approche d’optimisation en paralle`le de l’exe´cution, les actions optimise´es sont
imme´diatement disponibles dans chaque e´tat de croyance (e´tat d’exe´cution) courant. Donc
cette phase de planification n’est plus ne´cessaire et le gain se rame`ne a` cette diffe´rence de
temps. Toutefois, ces re´sultats confirment le fait que la dure´e de mission est plus petite dans
le cadre d’optimisation pendant exe´cution que dans le cadre classique d’optimisation en ligne.
Sur la figure 6.18 nous montrons les re´sultats obtenus avec 50 simulations pour le meˆme
e´tat initial cache´ que celui de l’expe´rimentation en vol (section 6.4).
Ces re´sultats montrent en revanche que le pourcentage de missions re´ussies est le´ge`rement
infe´rieur pour le cadre AMPLE, et que le temps moyen de mission d’AMPLE est seulement
infe´rieur a` celui de AEMS 4s. L’explication re´side dans l’utilisation des actions par de´faut
(presque 20%), car la politique par de´faut utilise´e est le re´sultat de l’approximation QMDP
[Littman et al., 1995] calcule´e au de´but de la mission. E´tant donne´ que nous avons besoin
d’utiliser une politique par de´faut afin d’assurer la re´activite´ du composant de planification,
on pourrait conside´rer une autre politique par de´faut, par exemple parame´tre´e par le nombre
de zones et e´crite a` la main.
Exigences de la politique par de´faut. Nous ouvrons la discussion sur l’utilite´ de cette
politique par de´faut. Il nous semble primordial que la politique par de´faut soit une politique
(sous-)optimale qui puisse garantir une bonne performance de l’agent. Nous avons de´montre´
que pour certains cas, une approximation de type QMDP ne peut pas garantir cette efficacite´.
Nous avons choisi l’approximation QMDP puisqu’elle peut eˆtre calcule´e tre`s rapidement apre`s
ge´ne´ration du proble`me POMDP. Comme le proble`me n’est pas connu a` l’avance, l’utilisation
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Figure 6.18 – Comparaison entre l’approche classique d’optimisation en ligne et cadre de
planification en paralle`le de l’exe´cution pour l’e´tat initial cache´ de l’expe´rimentation en vol.
d’une politique par de´faut calcule´e hors ligne n’est donc pas possible. Nous croyons que
l’utilisation d’une politique parame´trique experte de´die´e a` la mission serait une meilleure
option. Dans ce sens, nous gardons la philosophie du cadre d’optimisation en paralle`le de
l’exe´cution.
Il est a` noter qu’un lien avec ce qui a e´te´ de´veloppe´ dans les chapitres 4 et 5 peut eˆtre
ici fait. On pourrait exiger de cette politique par de´faut un comportement qui donnerait
la priorite´ a` la prise d’information, e´tant donne´ que pour ce genre d’application l’obtention
d’un certain niveau de certitude est indispensable pour le bon de´roulement de la mission.
On pourrait aussi exiger de cette politique des actions suˆres, c’est-a`-dire que la politique
par de´faut ne devrait jamais fournir des actions inacceptables (par exemple, changer de
zone a` une altitude de vol trop faible). Ces exigences peuvent eˆtre prises en compte lors
de la de´finition d’une politique parame´trique, qui peut eˆtre aussi valide´ par des me´thodes
formelles.
D’autre part, si le concepteur du syste`me autonome relaˆche la contrainte de re´activite´
du composant de planification, on pourrait ainsi admettre de planifier pendant quelques
secondes pour les cas ou` aucune action n’est disponible pour l’e´tat de croyance courant
(e´tat d’exe´cution), tout en planifiant pour les e´tats de croyance futurs possibles pendant
l’exe´cution des actions. Nous croyons que dans ce cas, nous pourrions coupler les avantages
des deux approches, tout en utilisant le temps d’exe´cution d’une action pour la planification
des e´tats de croyance futurs et en utilisant une politique par de´faut qui puisse garantir une
certaine efficacite´.
Comportement a` l’exe´cution. A` titre illustratif, sur la figure 6.19 nous pre´sentons
quelques exemples de trajectoires de´veloppe´es par l’he´licopte`re lors des simulations re´alistes
pour l’approche classique d’optimisation en ligne avec l’algorithme AEMS 2s et pour l’ap-
proche propose´e AMPLE sous la base d’AEMS pour les 3 cas d’e´tude pre´sente´s pre´ce´demment.
Nous cherchons simplement, sur cette figure, a` illustrer le fait que les strate´gies sont
le´ge`rement diffe´rentes. Lors de l’exe´cution, nous observons que les trajectoires diffe`rent selon
les approches, d’une part parce que les politiques sont diffe´rentes a` cause de l’utilisation ou
non des actions par de´faut et a` cause au temps de planification ne´cessaire a` chaque approche.
D’autre part, les trajectoires changent selon les e´ve´nements stochastiques, c’est-a`-dire suivant
les diffe´rentes observations obtenues par l’he´licopte`re. On voit qu’il effectuera des profils de
vol diffe´rents a` des altitudes de vol varie´es en prenant plus ou moins de temps pour acque´rir
des informations sur l’identite´ des cibles.
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(a) Trajectoires de l’agent he´licopte`re pendant
des simulations re´alistes (en rouge) pour AEMS
2s pour le cas d’e´tude 1. La croix orange
repre´sente la zone 1, l’e´toile bleu la zone 2, zone
dans laquelle la cible se trouve et la croix noire
la zone 3.
-35
-30
-25
-20
-15
-10
-5
 0
 5
 10
-40
-20
 0
 20
 40
 60
 80
 100
 120
 140
 0
 10
 20
 30
 40
 50
z
x
y
(b) Trajectoires de l’agent he´licopte`re pen-
dant des simulations re´alistes (en rouge) pour
AMPLE pour le cas d’e´tude 1. La croix orange
repre´sente la zone 1, l’e´toile bleu la zone 2, zone
dans laquelle la cible se trouve et la croix noire
la zone 3.
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(c) Trajectoires de l’agent he´licopte`re pendant
des simulations re´alistes (en rouge) pour AEMS
2s pour le cas d’e´tude 1. La croix orange
repre´sente la zone 1, la croix noire la zone 2,
l’e´toile bleu la zone 3, zone dans laquelle la cible
se trouve.
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(d) Trajectoires de l’agent he´licopte`re pen-
dant des simulations re´alistes (en rouge) pour
AMPLE pour le cas d’e´tude 1. La croix orange
repre´sente la zone 1, la croix noire la zone 2,
l’e´toile bleu la zone 3, zone dans laquelle la cible
se trouve.
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(e) Trajectoires de l’agent he´licopte`re pendant
des simulations re´alistes (en rouge) pour AEMS
2s pour le cas d’e´tude 1. L’e´toile bleu la zone
1, zone dans laquelle la cible se trouve, la croix
orange la zone 2 et la croix noire la zone 3.
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(f) Trajectoires de l’agent he´licopte`re pen-
dant des simulations re´alistes (en rouge) pour
AMPLE pour le cas d’e´tude 1.L’e´toile bleu la
zone 1, zone dans laquelle la cible se trouve, la
croix orange la zone 2 et la croix noire la zone
3.
Figure 6.19 – Trajectoires de l’agent he´licopte`re pendant quelques simulations re´alistes pour
l’approche classique d’optimisation en ligne avec l’algorithme AEMS 2s et pour l’approche
propose´e AMPLE pour les 3 cas d’e´tude.
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6.6 Conclusion
A notre connaissance, ce chapitre pre´sente l’une des premie`res imple´mentations d’une
mission de de´tection et de reconnaissance de cibles base´e sur l’approche POMDP pour un
drone he´licopte`re autonome. Le coeur de notre contribution repose sur la proposition des
moyens algorithmiques pratiques pour optimiser et exe´cuter des politiques POMDP en pa-
ralle`le sous des contraintes de temps, ce qui est ne´cessaire dans le cas ou` le proble`me POMDP
est ge´ne´re´ pendant le vol. Quatre communications ont e´te´ publie´es sur la base des re´sultats
de ce chapitre [Carvalho Chanel et al., 2012a,Carvalho Chanel et al., 2012b,Carvalho Chanel
et al., 2012c,Carvalho Chanel et al., 2013], cette dernie`re a` apparaˆıtre.
Nous avons analyse´ les re´sultats des expe´rimentations re´alise´es avec des simulations
re´alistes et comple`tes (hardware in the loop) et base´es sur des donne´es re´elles. Ces simu-
lations nous ont permis de de´montrer que le choix de l’algorithme sous-jacent utilise´ reste
de´cisif pour que les techniques de planification POMDP puissent s’attaquer a` des missions
de robotique ae´rienne assez complexes. Nous avons aussi de´montre´ que le cadre propose´
d’optimisation en paralle`le de l’exe´cution permet en moyenne d’obtenir un temps de mission
plus court que l’approche classique d’optimisation, qui entrelace les phases d’optimisation
et d’exe´cution. Mais, ceci a` condition que la politique par de´faut puisse garantir un certain
niveau d’efficacite´. Des recherches devraient donc eˆtre poursuivies sur l’e´tude de cette po-
litique par de´faut. En particulier, des pites peuvent eˆtre soule´ve´es pour tenir compte de ce
que nous avons propose´ dans les chapitres 4 et 5. La politique par de´faut pourrait garantir
un comportement qui donnerait priorite´ a` la prise d’information, e´tant donne´ que pour ce
genre d’application l’obtention d’un certain niveau de certitude est indispensable pour le
bon de´roulement de la mission. Ou encore, cette politique par de´faut pourrait garantir des
actions suˆres, notamment par sa validation formelle pour satisfaire les exigences de suˆrete´
impose´es par les agences de re´gulation ae´rienne.
De plus, nous avons embarque´ nos composants de de´cision a` bord d’un drone he´licopte`re
autonome, un Yamaha Rmax de l’Onera. Ceci a demande´ la mise en place de la ge´ne´ration
automatique du proble`me POMDP a` re´soudre, ainsi que d’un superviseur de mission. Ce
travail nous a permis d’acque´rir de nombreuses connaissances sur les architectures robotiques,
ainsi que sur le fonctionnement du superviseur de mission charge´ d’assurer la coordination
entre les diffe´rents composants de l’architecture, indispensables au bon de´roulement de la
mission. Nous avons aussi enrichi la communaute´ robotique avec des moyens de de´cision
autonome pour les architectures robotiques.
De nombreuses ame´liorations peuvent eˆtre envisage´es pour de futures recherches, a` sa-
voir : (i) l’analyse de l’impact de diffe´rentes politiques par de´faut, ainsi qu’une e´tude sur le
couplage de l’approche classique d’optimisation en ligne (pour les actions par de´faut) avec
l’approche d’optimisation en paralle`le de l’exe´cution (planification pour les e´tats de croyance
futurs) ; (ii) l’adaptation des algorithmes de re´solution en ligne pour la prise en compte des
contraintes de se´curite´ impose´es par les agences civiles ae´ronautiques lors de l’optimisation
de la strate´gie (mode`le AC-POMDP propose´ dans le chapitre 5) ainsi que la validation for-
melle des processus stochastiques engendre´s par les politiques ; (iii) la prise en compte lors du
calcul de la strate´gie des incertitudes lie´es au mode`le d’observation appris a` partir d’une base
de donne´es re´elles, afin d’obtenir une politique robuste aux incertitudes ; (iv) l’utilisation du
mode`le MOMDP [Ong et al., 2009, Lo´pez et al., 2010] qui permettrait de factoriser l’e´tat
de croyance en se´parant la partie observable de la partie cache´e, ainsi que l’adaptation des
algorithmes de re´solution en ligne de POMDP pour le mode`le MOMDP.
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Chapitre7
Conclusion
7.1 Conclusion ge´ne´rale
Dans ce me´moire de the`se nous avons aborde´ le proble`me de planification de perception
et de mission, applique´ a` la de´tection et a` la reconnaissance de cibles. Cette proble´matique
nous place dans un cadre probabiliste de planification d’actions et en situation d’observabilite´
partielle de l’environnement, duˆ a` la me´connaissance de l’agent de´cideur et a` la nature des
sorties obtenues du traitement d’information.
Ainsi, l’objectif de cette the`se a e´te´ de mode´liser et de re´soudre un proble`me de plani-
fication de perception et de mission pour un drone he´licopte`re qui e´volue dans un environ-
nement incertain et partiellement observable. Dans notre de´marche, nous avons e´te´ amene´s
a` conside´rer l’acquisition d’information non seulement comme une fin mais aussi un moyen
pour renseigner efficacement la politique d’action permettant d’atteindre les objectifs de la
mission : il s’agit de de´cider pour percevoir et de percevoir pour de´cider. Nous avons com-
pare´ diffe´rentes approches de mode´lisation, et nous avons aussi de´veloppe´ et mis en œuvre
des sche´mas algorithmiques de re´solution ade´quats. A` partir d’une analyse du compromis
perception-action, nous avons abouti a` une approche comparative permettant d’obtenir des
politiques objectivement acceptables d’un point de vue pratique en ce qui concerne les seuils
d’identification de l’e´tat cache´ pour aboutir au but de la mission.
Nous avons alors e´te´ confronte´s a` la proble´matique de la prise en compte des contraintes
lie´es a` la physique ou a` la suˆrete´ du syste`me dans son environnement lors de l’exe´cution des
actions. Il faut garantir que la politique d’action re´sultant de la planification ne puisse pas
engendrer des actions dangereuses ou interdites du fait de la me´connaissance de l’e´tat courant,
ou d’une mauvaise appre´ciation des conse´quences possibles de ces actions. Nous avons propose´
une approche de mode´lisation et de´veloppe´ un sche´ma algorithmique de re´solution efficace
permettant de ge´ne´rer des politiques d’action suˆres a` l’exe´cution, ce qui est essentiel dans
des applications ae´ronautiques, et typiquement exige´ de tout syste`me ae´rien en vue d’obtenir
des autorisations de vol.
Nous avons enfin e´te´ oblige´e de prendre en compte le fait que le proble`me de planification
a` re´soudre ne peut eˆtre connu qu’en ligne, c’est-a`-dire une fois en vol. En effet, le nombre de
cibles ou le nombre de zones qui composent l’environnement sont des exemples de parame`tres
ge´ne´ralement inconnus avant le vol devant eˆtre automatiquement extraits au de´but de la
mission. Le proble`me de de´cision se´quentielle dans l’incertain et sous observabilite´ partielle
est alors ge´ne´re´ en vol puis optimise´. Nous avons ainsi propose´ des moyens algorithmiques
pratiques pour optimiser et exe´cuter des politiques en paralle`le sous des contraintes de temps.
Apre`s avoir apporte´ les re´ponses correspondant a` ces trois parties, nous pensons qu’il
est ne´cessaire de garantir des solutions interpre´tables et suˆres a` la fois pour la solution
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du compromis perception-action et pour le respect des contraintes et exigences de suˆrete´ a`
l’exe´cution. Nos contributions fournissent un cadre d’e´tude, d’analyse et de conception de
tels syste`mes, et il resterait a` rassembler ces diffe´rentes composantes dans un cadre formel
unifie´, ce que nous devons laisser pour les perspectives a` l’issue de cette the`se.
Dans la suite, nous de´taillerons les diffe´rentes contributions apporte´es par cette the`se.
7.2 Contributions
7.2.1 Mode´lisation (cf. chapitre 3)
Dans le chapitre 3, nous avons pu mode´liser le proble`me dual de perception-de´cision en
tant que POMDP, car ce mode`le propose un sche´ma ge´ne´ral applicable a` notre proble´matique,
et optimal pour les taˆches de perception et de de´cision a` long terme. Une attention spe´ciale
a e´te´ donne´e a` l’apprentissage (hors ligne) du mode`le d’observation du POMDP a` partir de
donne´es re´elles de l’environnement, obtenues lors de campagnes de prise d’images de voitures
(nos cibles) par le drone he´licopte`re. Ces donne´es nous ont permis d’obtenir un mode`le sta-
tistique et re´aliste de l’application. Deux sce´narios de mission ont e´te´ ainsi propose´s : une
mission d’exploration et une mission d’atterrissage. La premie`re consiste a` identifier l’e´tat
cache´ de l’environnement dans lequel l’agent autonome e´volue tout en tenant compte des
couˆts lie´s aux de´placements de l’agent (perception active). La deuxie`me mission consiste a`
identifier une cible en particulier parmi les diffe´rentes cibles connues de la base de donne´es
afin d’atterrir a` proximite´ de la cible recherche´e (perception active et satisfaction de but
symbolique).
7.2.2 E´tude du compromis perception-action (cf. chapitre 4)
Dans le chapitre 4, nous avons mis en e´vidence une e´tude du compromis entre la prise d’in-
formation et la de´cision dans les deux contextes applicatifs de´crits pre´ce´demment. L’inte´reˆt
d’e´tudier la politique d’action re´sultant de l’optimisation d’un crite`re mixte d’optimisation
(ρPOMDP) a e´te´ illustre´ pour des proble`mes de diagnostic ou d’identification de l’e´tat cache´
de l’environnement (mission d’exploration du chapitre 3). Le crite`re mixte propose´ couple
le crite`re d’optimisation classique des POMDP avec un crite`re d’optimisation tre`s utilise´
par la communaute´ de perception active base´ sur l’entropie de l’e´tat de croyance de l’agent.
Nous avons imple´mente´ cette approche en modifiant un algorithme issu de l’e´tat de l’art du
domaine des POMDP, en tenant compte du fait que la fonction de valeur re´sultante de ce
couplage n’est plus line´aire.
Nous avons donc propose´ un sche´ma algorithmique de re´solution et d’optimisation de la
politique pour ce crite`re mixte non-line´aire. En ce qui concerne l’optimisation de la politique
pour le crite`re non-line´aire, nous pensons qu’il serait souhaitable de changer la forme de
parame´trisation de la fonction de valeur : la parame´trisation a` base d’α-vecteurs n’est pas bien
adapte´e a` ce genre de crite`re non-line´aire duˆ a` la difficulte´ d’approximation line´aire lors des
ope´rations de mise a` jour de la valeur des e´tats de croyance. D’autre part, la de´termination de
la bonne valeur de la ponde´ration λ de´pend du mode`le de re´compense/couˆt et du concepteur,
puisque lui seul pourra de´finir quel point du front de Pareto doit eˆtre conside´re´ comme
optimal. Nous avons aussi de´montre´ qu’il est possible de mode´liser ce proble`me de perception
active par un mode`le classique de POMDP ou` l’on rajoute des buts fictifs par des actions
supple´mentaires dites report s pour chaque e´tat s du syste`me, de fac¸on a` ce que l’agent
de´cideur soit re´compense´ si et seulement s’il re´alise l’action report s quand l’e´tat s est le
ve´ritable e´tat. Sur la base du sche´ma algorithmique propose´ nous avons pu mener a` bien
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des comparaisons entre ces deux approches du point de vue de la politique d’acquisition
d’information.
Notre proposition est une contribution originale a` trois titres diffe´rents :
– nous avons propose´, de´veloppe´ et expe´rimente´ pour le crite`re mixte non-line´aire un
algorithme de re´solution de type point-based qui permet une optimisation ge´ne´rique de
ce type de crite`re non-line´aire ;
– nous avons propose´ une mode´lisation POMDP classique e´quivalente (au mode`le avec
crite`re mixte) par ajout de re´compenses classiques supple´mentaires sur chaque e´tat
devant eˆtre correctement identifie´, re´compenses obtenues par les actions terminales
supple´mentaires de type report s traduisant explicitement des buts d’identification de
l’e´tat de l’environnement (qui sont traite´s par la mesure d’incertitude de l’e´tat de
croyance dans le mode`le avec crite`re mixte) ;
– nous avons re´alise´ une e´valuation comparative objective entre ces deux mode`les par si-
mulation de la politique obtenue sur une meˆme base de re´compenses rec¸ues a` l’exe´cution.
Les re´sultats comparatifs nous permettent de conclure que la fonction de re´compense uti-
lise´e dans le mode`le est le facteur de´cisif pour l’obtention d’une politique pertinente. E´tant
donne´ que l’utilisation d’un crite`re mixte non-line´aire est possible d’un point de vue algorith-
mique, il est possible d’e´valuer et de comparer les politiques obtenues par un crite`re mixte
avec celle obtenue en choisissant des re´compenses pour le mode`le classique (ajout d’actions).
Il ressort de la comparaison que le crite`re mixte permet de de´finir de manie`re intuitive (par
l’utilisateur) des taux acceptables de bonnes et de mauvaises classifications. Ainsi, il est pos-
sible de revenir vers une mode´lisation classique POMDP par ajout des buts fictifs en ayant
des e´le´ments objectifs de comparaison pour fixer le bon rapport entre les re´compenses et
les couˆts du mode`le. Plus pre´cise´ment, le choix de ce bon rapport est de´terminant vis-a`-vis
des taux intuitifs de bonnes classifications que l’utilisateur souhaite obtenir au moment de
l’exe´cution de la politique. Ainsi, en pratique, les deux approches (mode´lisation par crite`re
mixte ou mode´lisation par POMDP classique e´quivalent) peuvent eˆtre utilise´es en parfaite
comple´mentarite´ de fac¸on a` permettre : de caracte´riser une politique correspondant aux
taux acceptables des bonnes et mauvaises classifications, de de´terminer les bonnes valeurs
des couˆts et des re´compenses, et de garantir la convergence vers une politique -optimale de
la politique obtenue.
En outre, les travaux effectue´s dans ce chapitre nous ont aussi permis d’e´valuer l’applica-
bilite´ des POMDP dans le cadre d’une mission d’atterrissage. Nous avons vu que l’incertitude
de l’e´tat de croyance, mesure´e par l’entropie de l’e´tat de croyance, est intrinse`quement re´duite
avec le crite`re classique dans ce genre de mission en amenant l’agent a` acque´rir suffisamment
d’information pour bien la mener a` terme, inde´pendamment du mode`le de cible recherche´e.
Ceci a e´te´ de´montre´ par le fait que, meˆme pour un mode`le d’observation moins pre´cis, l’agent
he´licopte`re a atteint un pourcentage de re´ussite de mission e´quivalent a` celui obtenu avec
des mode`les plus pre´cis, au de´triment de quelques e´tapes supple´mentaires de prise d’infor-
mation. De plus, notre e´tude du comportement d’une politique calcule´e avec le crite`re mixte
propose´ nous a amene´ a` conclure que, pour ce type de mission, l’optimisation explicite d’une
mesure d’incertitude de l’e´tat de croyance n’est clairement pas ne´cessaire. Nous avons vu
que la vitesse de convergence de l’incertitude de l’e´tat de croyance, mesure´e par l’entro-
pie de l’e´tat de croyance, ne peut eˆtre ame´liore´e que pour des valeurs importantes de la
ponde´ration λ, avec une perte non ne´gligeable d’efficacite´ de la politique en ce qui concerne
le pourcentage de re´ussite de la mission. Toutefois, les diffe´rentes politiques obtenues par
le crite`re mixte mettent en e´vidence que si l’on souhaite “garantir” que le taux de missions
manque´es est infe´rieur a` un certain seuil, le rapport entre les re´compenses et couˆts du mode`le
de re´compense doit eˆtre raffine´.
Les re´sultats obtenus nous permettent de conclure que la structure de la fonction de
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re´compense est de´terminante par rapport a` l’inte´reˆt ou a` l’utilite´ d’ajouter une mesure d’in-
certitude pour guider l’optimisation de la politique. Les deux missions e´tudie´es – explora-
tion et atterrissage – ne sont pas de nature diffe´rente. Une re´flexion approfondie lors de la
mode´lisation du proble`me et en particulier dans le choix du mode`le de re´compense a` utiliser
est de´terminante. Nous montrons dans cette the`se que si l’on ajoute au mode`le des actions
terminales (actions de classification ou d’atterrissage) avec des re´compenses classiques sur les
e´tats a` identifier correctement pour bien re´aliser la mission (e´tats buts fictifs), il n’est plus
ne´cessaire d’utiliser un crite`re mixte (base´ sur des mesures de re´compense et d’incertitude),
y compris pour des proble`mes de perception active pure. Un crite`re de type mixte peut eˆtre
conside´re´ comme une approche intuitive qui vient en comple´ment du cadre classique des
POMDP. L’utilisateur du syste`me peut plus facilement indiquer au concepteur le taux de
bonnes classifications ou le taux de missions re´ussies qu’il souhaite. Ainsi, la mode´lisation
des re´compenses du POMDP classique, qui est faite dans la plupart de cas, de manie`re empi-
rique, peut eˆtre guide´e par une comparaison objective avec un mode`le e´quivalent ρPOMDP
afin de de´finir le bon rapport entre les re´compenses et les couˆts du mode`le.
7.2.3 POMDP et pre´condition d’action (cf. chapitre 5)
Dans le chapitre 5, nous avons propose´ une approche qui nous permet de prendre en
compte dans un cadre d’observabilite´ partielle certaines contraintes physiques et de suˆrete´
lie´es a` la mission du drone he´licopte`re. Ces contraintes sont par exemple : atterrir seulement
si une zone est “atterrissable” meˆme si la cible recherche´e se retrouve dans cette zone ; ou
garantir que le changement de zone se fera a` une altitude de vol donne´e. Cette approche
nous a amene´ a` proposer une extension du mode`le POMDP, appele´e AC-POMDP, pour la-
quelle l’observation de l’agent est constitue´e pour une partie de l’observation classique de
l’e´tat de l’environnement et pour une autre partie de symboles qui repre´sentent l’ensemble
des actions re´alisables dans le domaine des e´tats possibles du syste`me. Ainsi, le mode`le AC-
POMDP nous conduit a` un nouvel algorithme qui exploite explicitement la se´paration entre
l’information concernant la ve´rification des proprie´te´s du mode`le (les pre´conditions), et celle
qui renseigne sur la pre´sence du but de mission ou sur la nature des objets de l’environne-
ment. Une proprie´te´ fondamentale des AC-POMDP, qui permet de re´duire significativement
la complexite´, est que les α-vecteurs sont de´finis chacun sur des sous-espaces de croyance
diffe´rents et re´duits. Ceci permet de n’e´valuer qu’un sous-ensemble d’actions pour un e´tat de
croyance donne´, et de ne calculer des projections que pour les α-vecteurs de la fonction de
valeur qui sont cohe´rents avec l’ensemble d’actions re´alisables. Il est a` noter que le processus
de de´cision est toujours partiellement observable, puisque plusieurs e´tats peuvent avoir le
meˆme ensemble d’actions re´alisables. Nous avons fourni des e´quations d’optimalite´, de mise
a` jour de l’e´tat de croyance et une transformation vers le mode`le POMDP e´quivalent afin
de pouvoir comparer l’approche propose´e avec le mode`le classiquement utilise´. Cette trans-
formation e´quivalente repose sur l’hypothe`se commune´ment admise que l’on peut choisir des
re´compenses e´quivalentes a` des valeurs −∞ dans le mode`le POMDP, tout du moins a` une
valeur qui correspond a` la borne infe´rieure des valeurs des e´tats.
Notre contribution dans ce chapitre porte aussi sur l’e´tude the´orique et sur des expe´rimen-
tations re´alise´es graˆce a` l’adaptation d’un algorithme de l’e´tat de l’art du domaine POMDP.
Notre algorithme PCVI1 permet de tirer profit des proprie´te´s du mode`le telles que l’e´valuation
d’un sous-ensemble d’actions pour un e´tat de croyance donne´ (ope´ration maxa∈Ab), et le
calcul des projections Γa,(o,θ) seulement pour les α-vecteurs de V qui sont cohe´rents avec
l’ensemble θ. Les α-vecteurs de la fonction de valeur n’ont leurs valeurs de´finies que sur
les e´tats ou` l’action associe´e est re´alisable. Ceci nous rame`ne a` une fonction de valeur pa-
rame´tre´e par des α-vecteurs de´finis chacun sur diffe´rents sous-espaces de croyances diffe´rents
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et re´duits. Par ailleurs, l’algorithme PCVI2 utilise une borne infe´rieure de la fonction de
valeur optimale, et qui donne lieu a` une optimisation exponentiellement plus rapide.
Nos re´sultats expe´rimentaux de´montrent qu’il est possible d’explorer le de´couplage opti-
mal des diffe´rentes observations lors de l’optimisation de la politique, en re´duisant le temps
de calcul de manie`re significative. Nous obtenons bien plus rapidement des politiques fonde´es
et e´quivalentes a` celles du mode`le classique POMDP e´quivalent, tout en respectant les
contraintes physiques et de suˆrete´ mode´lise´es par des pre´conditions se´mantiquement fonde´es
et ne de´pendant d’aucun re´glage arbitraire des couˆts et re´compenses du mode`le. Dans le
cadre POMDP mono-agent, notre mode`le permet de garder l’interpre´tation se´mantique des
pre´conditions et montre finalement que la fac¸on classique de mode´liser le proble`me n’est
pas la plus efficace en comparaison de notre algorithme PCVI qui exploite directement la
structure spe´cifique des AC-POMDP.
7.2.4 Planification anticipe´e et exe´cution en paralle`le des politiques partielles (cf.
chapitre 6)
Dans le chapitre 6, nous avons pre´sente´ l’une des premie`res imple´mentations en temps re´el,
sur syste`me robotique ae´rien avec validation en vol expe´rimental, d’une mission de de´tection
et de reconnaissance de cibles base´e sur l’approche POMDP pour un drone he´licopte`re au-
tonome (mission d’atterrissage). Nous avons embarque´ nos composants de de´cision a` bord
d’un drone he´licopte`re autonome, un Yamaha Rmax de l’Onera. Ceci a ne´cessite´ la mise
en place de la ge´ne´ration automatique du proble`me POMDP a` re´soudre, puis la conception
d’un cadre algorithmique permettant d’optimiser en anticipation et d’exe´cuter en paralle`le la
politique afin de concevoir un superviseur de mission charge´ d’assurer la coordination entre
les diffe´rents composants de l’architecture, indispensables au bon de´roulement de la mission.
Le cœur de notre contribution repose sur la proposition, le de´veloppement et la mise en
œuvre pratique d’un sche´ma algorithmique, baptise´ AMPLE, pour optimiser et exe´cuter
en paralle`le des politiques POMDP sous contraintes de temps de re´ponse du planifica-
teur. L’optimisation de la politique ne´cessite l’utilisation d’un solveur POMDP sous-jacent
(par exemple PBVI ou AEMS), capable d’optimiser localement des bouts de politique. Des
expe´rimentations re´alistes de type “hardware in the loop” nous ont permis de de´montrer que
le choix de l’algorithme sous-jacent utilise´ reste de´cisif pour que les techniques de planifi-
cation POMDP puissent s’attaquer a` des missions de robotique ae´rienne assez complexes.
Nous avons aussi de´montre´ que le cadre propose´ d’optimisation en paralle`le de l’exe´cution
permet en moyenne d’obtenir un temps de mission plus court et un pourcentage de re´ussite
de mission plus e´leve´ (dans certains cas) pour des missions tre`s contraintes en temps, que
l’approche classique d’optimisation, qui entrelace les phases d’optimisation et d’exe´cution.
Cependant, notre sche´ma algorithmique AMPLE repose sur la de´finition d’une politique par
de´faut, par exemple une politique parame´trique et de´finie en laboratoire en pre´paration de
la mission, permettant de garantir un certain niveau d’exigence en termes d’efficacite´ et de
suˆrete´.
Nous sommes ainsi ramene´e a` la question de garantir le comportement de la politique
d’action par rapport aux objectifs de la mission, en termes de temps de re´ponse du planifi-
cateur, aussi bien qu’en termes de conformite´ a` la suˆrete´ ou a` la se´curite´, ou en termes de
respect d’un certain seuil de confiance dans l’e´tat de croyance avant de´cision (taux de bonne
et mauvaise classification par exemple).
Nous avons ainsi apporte´ par nos travaux des contributions en termes de mode´lisation
et de sche´mas algorithmiques pour la de´cision et la perception autonomes adaptables aux
architectures robotiques et applicables dans des situations exigeantes en termes de garantie
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d’efficacite´, suˆrete´ et fiabilite´. Il nous reste a` proposer des pistes pour poursuivre ces travaux,
peut eˆtre vers un cadre formel de perception-action plus unifie´.
7.3 Perspectives
Dans la suite, nous pre´sentons plusieurs perspectives de recherche envisage´es pour le
prolongement de nos travaux :
– les deux premie`res propositions nous semblent directement dans le prolongement de
nos travaux dans la perspective d’unifier les approches et mode`les pour la de´cision
se´quentielle en environnement incertain et partiellement observable pour des applica-
tions robotiques (notamment ae´riennes), la seconde proposition e´tant la plus ambi-
tieuse ;
– les suivantes nous semblent des suites logiques de nos travaux pour comple´ter les
de´veloppements algorithmiques ainsi que les comparaisons re´alise´es dans notre the`se :
il s’agirait d’ame´liorer une des approches propose´es dans la the`se.
7.3.1 Vers un mode`le et des outils unifie´s
Analyse de l’impact de diffe´rentes politiques par de´faut dans le cadre d’optimisation en pa-
ralle`le de l’exe´cution
Dans le chapitre 6, nous avons vu que la politique par de´faut utilise´e est importante pour
la performance globale des algorithmes a` chaque fois que le temps de re´ponse du composant
de planification n’est pas suffisant pour le proble`me de de´cision en ligne, c’est-a`-dire quand
la re´activite´ du composant de planification ne peut pas eˆtre assure´e. Nous avons utilise´
l’approximation QMDP lors de nos expe´rimentations, car elle peut eˆtre calcule´e rapidement
en de´but de mission. Nos re´sultats de´montrent que l’utilisation d’une politique par de´faut
heuristique n’est pas toujours convenable.
Dans ce contexte, une piste de recherche est l’e´valuation de l’impact de diffe´rentes poli-
tiques par de´faut dans le cadre propose´. Il nous semble primordial que la politique par de´faut
soit une politique (sous-)optimale qui puisse garantir une bonne performance de l’agent. Nous
croyons que l’utilisation d’une politique parame´trique experte, par exemple de´die´e a` la mis-
sion, serait une meilleure option pour garantir l’efficacite´ de la politique par de´faut ne´cessaire
au cadre d’optimisation en paralle`le de l’exe´cution. En particulier, des pistes peuvent eˆtre
souleve´es pour tenir compte de nos propositions et solutions des chapitres 4 et 5. La poli-
tique par de´faut pourrait ainsi garantir un comportement qui donnerait la priorite´ a` la prise
d’information, e´tant donne´ que pour ce genre d’application l’obtention d’un certain niveau
de certitude est indispensable pour le bon de´roulement de la mission. Ou encore, cette po-
litique par de´faut pourrait garantir des actions suˆres ou non dangereuses, c’est-a`-dire des
actions qui respectent des pre´conditions ou des re`gles d’interdiction garantes des exigences
de suˆrete´ et de se´curite´ des ope´rations. Ces diffe´rentes exigences seraient ainsi satisfaites
lors de la construction de la strate´gie par de´faut, puis maintenues au cours de l’exe´cution
des actions et de l’optimisation en ligne de la strate´gie. Elles peuvent aussi eˆtre soumises
a` ve´rification et validation formelle pour satisfaire les exigences de suˆrete´ impose´es par les
agences de re´gulation ae´rienne.
Nouvelle mode´lisation pour la me´connaissance de l’agent et pour la prise en compte de l’impre´-
cision de mode`les de transition et d’observation lors du calcul de la politique
Tout au long de cette the`se, nous avons mode´lise´ la me´connaissance subjective de l’agent
he´licopte`re par rapport a` la nature de l’environnement statique qui l’entoure par une distri-
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bution de probabilite´ uniforme sur les e´tats initiaux possibles. Il est a` noter qu’on ne peut
pas faire mieux en utilisant le mode`le POMDP, ou un mode`le probabiliste (Baye´sien), pour
mode´liser une me´connaissance subjective [Fabiani, 1994,Bouyssou et al., 2009]. Il est admis
que nous devons interpre´ter la croyance initiale de l’agent comme une fre´quence d’initialisa-
tion du monde par l’environnement ou comme un pari sur l’e´tat cache´ du syste`me. Mais, nous
attirons l’attention sur le fait que la politique optimise´e n’est exe´cute´e qu’une seule fois (voir
tre`s peu de fois dans le monde re´el). Ceci contredit l’hypothe`se d’existence d’une fre´quence
d’initialisation. D’un point de vue pratique, il est acceptable d’initialiser la croyance sous
forme d’une distribution uniforme : on admet ne pas vouloir prendre de risque et donc on
donne le meˆme cre´dit a` tout e´tat initial possible. De plus, les probabilite´s des mode`les de
transition et d’observation sont en ge´ne´ral de´termine´es par des apprentissages statistiques.
Nous obtenons ainsi des fonctions fre´quentistes qui seront “confondues” avec une croyance
initiale subjective.
Un autre point concerne l’apprentissage de mode`le d’observation hors ligne que nous
avons re´alise´ dans le chapitre 3 pour l’obtention du mode`le d’observation du POMDP. Lors
de l’apprentissage par e´tude statistique des sorties de l’algorithme, nous avons constate´ qu’il
e´tait possible de de´finir des intervalles de confiance lie´s aux probabilite´s apprises. Malheu-
reusement, le mode`le POMDP n’utilise pas cette information puisqu’il suppose un mode`le
d’observation parfait. Peu de travaux se sont inte´resse´s a` ce proble`me dans le cadre POMDP.
Ceci est duˆ principalement au fait que, si les fonctions de transition et d’observation ne sont
plus parfaites, la mise a` jour de l’e´tat de croyance ne peut plus eˆtre re´alise´e facilement, tout
comme les projections des α-vecteurs lors de la mise a` jour de la fonction de valeur. Nous
pensons que cette proble´matique est une piste de recherche prometteuse. En effet, dans le
cadre MDP, des travaux tels que [Givan et al., 2000, Buffet et Aberdeen, 2005] ont propose´
des techniques pour obtenir des politiques dites robustes aux impre´cisions du mode`le. Par
contre, dans le cadre POMDP, quelques pistes ont e´te´ de´veloppe´es toutefois sans re´sultat
convaincant pour une proble´matique re´elle.
Dans ce contexte, le sujet de the`se de N. Drougard, en premie`re anne´e de doctorat
a` l’Onera, porte sur l’e´tude et la proposition d’un mode`le fin capable de tenir compte des
incertitudes (fre´quentistes, impre´cises et subjectives) concernant tant la croyance initiale que
la dynamique du syste`me, et ce afin d’ame´liorer les proprie´te´s des politiques de´cisionnelles
obtenues.
Cette seconde proposition de perspective de recherche nous semble la plus ambitieuse
afin de tenter d’unifier les approches et mode`les pour la perception et la prise de de´cision en
contexte incertain et partiellement observable dans des applications robotiques.
7.3.2 Vers des ame´liorations des outils algorithmiques
Nouvelle parame´trisation de la fonction de valeur pour le calcul de politiques obtenues par des
crite`res non-line´aires
Dans le chapitre 4, nous avons propose´ un crite`re mixte pour l’optimisation de politiques
POMDP. Nous avons imple´mente´ cette approche en modifiant un algorithme de l’e´tat de l’art
(PBVI) du domaine des POMDP. Cette adaptation a e´te´ tre`s de´licate, puisque la fonction de
valeur associe´e a` ce crite`re mixte n’est pas line´aire, contrairement a` celle utilise´ dans PBVI,
qui est line´aire par morceaux et parame´tre´e par des α-vecteurs. Pour re´aliser cette adaptation,
nous avons utilise´ des approximations line´aires du premier ordre. Ces approximations line´aires
engendrent des erreurs dans l’approximation de la valeur des e´tats de croyance, en limitant
fortement l’approche. Ceci a e´te´ e´galement observe´ dans la the`se re´cente de M. Araya Lo´pez
[Araya Lo´pez, 2013].
Nous pensons qu’en parame´trant la fonction de valeur autrement que par des α-vecteurs,
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c’est-a`-dire par un autre type de fonction plus ge´ne´rale (non ne´cessairement line´aire), il se-
rait possible d’explorer d’autres types de crite`res, en particulier des crite`res non-line´aires de
fac¸on a` ne plus reposer sur des approximations line´aires du premier ordre. Ce type de crite`re
non-line´aire peut s’ave´rer utile pour des applications purement e´piste´miques, ou` l’utilisation
du crite`re mixte non-line´aire permet dans certains cas de gagner en efficacite´ algorithmique
par rapport a` une mode´lisation POMDP classique avec ajout d’actions terminales de classi-
fication.
Couplage du mode`le AC-POMDP avec le mode`le MOMDP
Nous avons vu dans le chapitre 5 que le mode`le AC-POMDP peut s’ave´rer tre`s utile en
robotique mobile, ou` le type de symbole d’observation concernant la faisabilite´ d’une action
est typiquement obtenu par des capteurs spe´cifiques. Cette information, souvent de´couple´e
de la planification, est ge´ne´ralement traite´e directement par le controˆleur d’exe´cution. Avec
le mode`le AC-POMDP, nous pouvons inte´grer ce type d’information directement dans le
mode`le de de´cision en gardant sa se´mantique naturelle. De plus, avec le sche´ma d’optimisation
propose´, nous pouvons exploiter la structure du mode`le afin d’acce´le´rer certaines ope´rations
dans le calcul de la politique.
Le mode`le MOMDP explore aussi certaines proprie´te´s structurelles du mode`le afin de
se´parer les variables observables de celles partiellement observables. Cette nouvelle structure
permet de de´finir l’espace d’e´tat de croyance de manie`re plus compacte, et d’acce´le´rer le
calcul de la politique.
Dans le chapitre 5, nous avons souligne´ que le mode`le AC-POMDP diffe`re du mode`le
MOMDP dans un aspect fondamental. Dans le mode`le AC-POMDP, la fonction d’obser-
vation de l’ensemble Θ est une fonction surjective, c’est-a`-dire qu’une observation θ ∈ Θ
peut eˆtre la meˆme pour diffe´rents e´tats. Au contraire, dans le mode`le MOMDP, la fonction
d’observation Ox est une fonction injective, l’observation ox ∈ Ox e´tant e´gale a` la valeur
de la variable visible ox = x (cf. la section 2.5.2 du chapitre 2). Toutefois, nous pensons
qu’un couplage des deux mode`les peut eˆtre possible. Le mode`le AC-POMDP, qui est plus
ge´ne´ral que le mode`le MOMDP, peut aussi explorer le fait que certaines variables d’e´tat sont
visibles ; toutefois, la ve´rification des pre´conditions peut de´pendre des variables d’e´tats qui
sont comple`tement observables et aussi des variables d’e´tat qui ne le sont pas. Ainsi, si la
ve´rification des pre´conditions doit se faire sur des variables partiellement observables, l’e´tat
de croyance du mode`le de´pendra aussi de ces variables. Mais cette piste de recherche intuitive
ne´cessite une e´tude plus approfondie des e´quations d’optimisation.
Adaptation des algorithmes de recherche heuristique pour les AC-POMDP
L’e´valuation du mode`le AC-POMDP que nous avons mene´e dans le chapitre 5 imple´mente
un algorithme de re´solution de type point-based base´ sur une recherche stochastique (PCVI).
Toutefois, nous pensons que les algorithmes de recherche heuristique de re´solution hors ligne
et en ligne peuvent aussi eˆtre adapte´s au mode`le AC-POMDP. Cette piste de recherche
requiert une e´tude approfondie des heuristiques qui guident la recherche dans l’espace d’e´tat
de croyance. Nous pensons que la version relaxe´e de l’algorithme PCVI, appele´ PCVI2 et
de´veloppe´e dans le chapitre 5, qui repose sur une borne infe´rieure de la valeur des e´tats
de croyance, peut proposer une piste pour une approximation de la borne infe´rieure des
algorithmes de recherche heuristique. L’obtention d’une borne supe´rieure e´troite nous semble
par contre plus complique´e. L’approximation QMDP par exemple se base sur le MDP sous-
jacent, et dans ce cas la ve´rification de l’applicabilite´ d’une action est directe ; toutefois, dans
le cadre partiellement observable, les ve´rifications ne sont pas si e´videntes (cf. discussion de
la section 5.1).
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