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Introduction
With rapid developments in Internet of Things technology, more secure communication for users is required with increasing demands in information networks, so as to overcome perceived security threats as much as possible. As a promising technology, quantum key distribution (QKD) has been proven to provide users with secure keys exploiting the laws of quantum physics, i.e., Heisenberg's uncertainty principle and no-cloning theorem [1] . These features allow two users to know if there is any eavesdropping during the communication process between them [2] . To extend QKD for multiple users, QKD networks have been studied and developed around the world in the past decades, which mainly uses laying fibers as basic transmission medium to serve security demands with secret-key provisioning [3] [4] [5] . Furthermore, the construction of QKD backbones and metro-area networks currently has been launched with large investment, and their development is attracting great attention around world.
Traditional QKD is limited to point-to-point connectivity in the physical layer, using resources like wavelengths and time slices having different capacities depending on the point-to-point QKD demand. A QKD network however, needs the ability to allocate different resources in a global manner using a unified control plane for the easier operation. To address this problem, software-defined networking (SDN) has gained popularity by dividing networks into data plane and control plane and supporting programmability of network functionalities [6, 7] . The core idea of SDN is to realize flexible control of traffic and make the network more intelligent by separating control and data planes. The control plane can grasp the global network view and make it convenient for operators to manage and upgrade the network efficiently. In the coming years, QKD networks enabled by SDN will be an important scenario for developing multi-user cases. On the one hand, QKD networks can be controlled by SDN for the unified interaction of network devices and protocols [8] ; on the other, QKD can be a secure solution for SDN-based networks [9] . Therefore, there are some researches focused on the topics of QKD networks with SDN. A QKD-enabled optical network architecture is proposed to add an additional layer, i.e., QKD layer, for secret keys in software-defined optical networks (SDONs) [10] . Moreover, some key-assignment schemes are developed to secure control signals and data services and enhance their security in SDONs [11] [12] [13] with wavelength division multiplexing (WDM) [14] and optical time division multiplexing (OTDM) [15, 16] . However, there is a lack of studies addressing systematic secret-key allocation with centralized control and coordination of the QKD resources.
In this paper, by introducing SDN technology into the management of QKD networks, we carefully described the architecture of QKD networks enabled by SDN, including available interfaces and protocols in the networks. To solve three important issues in QKD networking, we have designed multi-resources allocation, secret-key management and survivability guarantee to provide reference results. To explain these with specific details, we have structured the paper as follows. Section 2 introduces recent progresses of QKD networks, and Section 3 describes the architecture of QKD networks enabled by SDN. The related interfaces and protocols in QKD networks enabled by SDN are shown in Section 4. Section 5 presents three useful cases in QKD networks enabled by SDN. Section 6 finally concludes this paper.
Progresses in QKD Networks

Researches on Architecture of The Networks
In 2016, Alejandro et al. discussed the impact of SDN on QKD-device deployment, and proposed a quantum sensing SDN architecture by dividing the network into three layers, i.e., application layer, control layer, and infrastructure layer [16] . In 2017, Aguado et al. proposed a distributed NFV MANO architecture by combining NFV orchestration with QKD technology through the scheduling of SDN controller, and integrating IDQ QKD system with experiments [10] . In the same year, as shown in Figure 1a , Yu et al. proposed a three-layer architecture of QKD networks named software-defined QKD network to solve the problem of complex management caused by excessive resource consumption [17] . In addition, as shown in Figure 1b , Zhao et al. proposed a four-layer architecture from the perspective of how to use QKD to enhance the security of SDONs, including application layer, control layer, QKD layer, and data layer [10] . 
Researches on Interfaces and Protocols of the Networks
In terms of protocol extension and interface definition, the following related researches have been conducted around the word. In 2017, as shown in Figure 2 , Aguado et al. introduced a new definition of the control layer to provide SSH and HTTPS interfaces to allow NETCONF RPC to be 
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Experimental Verification of the Networks
In 2017, Chistyakov et al. used a subcarrier quantum system to propose a dynamic quantum routing and secure communication method based on OpenFlow protocol in SDN, further demonstrating the feasibility of applying SDN techniques to QKD networks [22] . In 2018, to effectively alleviate the problem of in-band noise in the QKD network, Ou et al. used machine learning-based approach to estimate physical performances of quantum channel for the successful key generation and transmission [23] . In the same year, Hugues-Salas et al. demonstrated that QKD resources can be successfully allocated through SDN control under DDoS attacks [24] . The results indicate that the application of SDN technology is conducive to alleviate the impact of DDoS attack on QKD networks.
Architecture of QKD Network Enabled by SDN
According to the division of functions, the architecture of QKD networks enabled by SDN is introduced in this section. As shown in Figure 3 , the architecture of QKD networks enabled by SDN consists of three layers: application layer, control layer, and QKD layer. Users send their requests though northbound interfaces to the controller in control layer, and then controller dynamically controls QKD devices to construct transmission through southbound interfaces. The specific details from the top down are shown below. 
Experimental Verification of the Networks
Architecture of QKD Network Enabled by SDN
Application Layer
The application layer is at the top of the architecture of the QKD networks enabled by SDN. It directly faces demands of users and also abstracts network resources for users. Thus, it may meet some requirements such as topological visualization and quality of service from users. Also, the controller can allow the abstraction of network resources like light-path building for QKD and routing for secret-key generation occurring in QKD layer though northbound interfaces. Unlike classical optical networks, the application layer includes two major services, i.e., secret-key provisioning services and security management services. Secret-key provisioning services provide secret keys for the security demands of the networks such as authentication, encryption, and signature. Security management is mainly responsible for the functions such as intrusion detection, virus protection, and security posture sensing, etc.
Control Layer
Control layer provides a holistic view of QKD networks for the operator. This layer may include one controller or multiple controllers to implement network management over QKD layer and open network capabilities for various applications. Different numbers of controllers in control layer can support hierarchical structure and multiple domains to improve the scalability of the networks. Specifically, application layer receives demands from operators then generates requests and sends them to the controller through its northbound interface. To satisfy the requests as much as possible, the controller calculates and allocates QKD resources with its global network map through the southbound interface. Correspondingly, control layer controls the QKD resources in QKD layer, provides services for multiple applications in application layer, and receives resource allocation and policy information of the key distribution layer.
QKD Layer
As an additional layer, QKD layer can be implemented as a separate key distribution subsystem. This layer is at the bottom of the architecture concerning with the performances of QKD devices. QKD resources in this layer include WDM links and QKD nodes, which can be used to complete point-to-point QKD and end-to-end QKD respectively. For the QKD nodes, major devices include quantum transmitter (QT), quantum receiver (QR), quantum key pool (QKP) and trust repeater (TR). Among them, QT is used for the preparation of quantum signals according to different QKD protocols such as BB84 protocol. QR is responsible for the detection of quantum signals at receiver ends, and performs quantum state decoding and single-photon detection according to QKD protocol. QKP is used for the storage of secret keys between any two adjacent nodes to satisfy the security demands, and each node has QKP. For the repeaters, there are two types, i.e., quantum repeater [25] C ontroller layer S D N C ontroll er 
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As an additional layer, QKD layer can be implemented as a separate key distribution subsystem. This layer is at the bottom of the architecture concerning with the performances of QKD devices. QKD resources in this layer include WDM links and QKD nodes, which can be used to complete point-to-point QKD and end-to-end QKD respectively. For the QKD nodes, major devices include quantum transmitter (QT), quantum receiver (QR), quantum key pool (QKP) and trust repeater (TR). Among them, QT is used for the preparation of quantum signals according to different QKD protocols such as BB84 protocol. QR is responsible for the detection of quantum signals at receiver ends, and performs quantum state decoding and single-photon detection according to QKD protocol. QKP is used for the storage of secret keys between any two adjacent nodes to satisfy the security demands, and each node has QKP. For the repeaters, there are two types, i.e., quantum repeater [25] and TR [26] . Both of them can be used for secure communication in long distance, since end-to-end secret keys can be relayed by multi-hops point-to-point QKD through quantum repeaters. The former has a better relay ability for quantum signals but it is still in development level, and it is depending on the underlying technologies. The latter has been adopted in actual networks and it can be gradually updated to the former [27] . Thus, TR is generally considered in networking studies. Moreover, process of QKD allows two QKD nodes to exchange secure keys via three types of channels, which are quantum channels (i.e., QC, placed at approximately 1510 nm [28] ), measurement-basis channels (i.e., MC, placed at approximately 1530 nm [29] ) and data channels (i.e., DC, placed at approximately 1530 nm [29] ). These channels can be multiplexed in a fiber by WDM technology [30, 31] (e.g., a quantum encryption system can achieve Mb/s key rates with a bandwidth of 200 Gb/s over a 100-km fiber [14] ), which imposes a condition that the quantum channel needs to have a guard bandwidth with the other channels of at least 100 GHz. In addition, the interaction of classical information is also required during the above processes according to QKD protocols such as BB84 protocol [32] and two-dimensional distributed phase-reference protocol [33] . Taking BB84 protocol as an example, the processes required by classical information interaction include the comparison of basic measurement and error correction, etc.
Interfaces and Protocols in QKD Networks Enabled by SDN
Related Interfaces
As shown in Figure 4 , the main interfaces in controller layer are listed at below.
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Southbound Interface Protocol
Southbound interface is used for the management from controller layer to QKD layer to enable some basic control functions like QKD light-path establishment, deletion, and adjustment, etc. Moreover, the types of information should include device configuration, light-path status and network alarm at least. In addition, current SDN version needs to obtain the types of QKD devices, because hybrid connection between different QKD systems will cause failure links to interrupt the generation of secret keys. Considering information came from different devices, this interface should allow multiple protocol selections, and the alternatives are listed as following: 
Southbound interface is used for the management from controller layer to QKD layer to enable some basic control functions like QKD light-path establishment, deletion, and adjustment, etc. Moreover, the types of information should include device configuration, light-path status and network alarm at least. In addition, current SDN version needs to obtain the types of QKD devices, because hybrid connection (c) Traditional management protocols: such as SNMP, TL1, and other protocols.
Northbound Interface Protocol
Northbound interface is open to the application layer, and its goal is to enable application layer to conveniently modify the underlying QKD resources in QKD layer. The basic control functions of it include topology acquisition, service request, QKD link building, and QKD path calculation, etc. Since application layer needs to provide useful information, the related information model needs to be dealt in controller with physical data uploaded by QKD layer. While adopting more information model will increase the complexity of northbound interface and reduce their interoperability and scalability. General information model can be defined by UML modeling language, and YANG model can be used to construct data model. Moreover, information model is independent of the specific types of interface protocol used in northbound interface. To meet the notification function, the protocol in northbound interface can adopt RESTconf protocol defined by IETF draft-ietf-netconf-restconf-07. As an example, RESTconf protocol will support notification events defined by YANG model, and users can receive the notification by subscribing to the corresponding URL.
Three-Use Cases in QKD Networks
Future QKD networks will gradually transform from "point to point" to "multi-point interconnection" to achieve end-to-end secret-key provisioning services, which has a full potential for the application of quantum-secure communication. However, QKD networking for multi-point interconnection needs to meet the characteristics required for a series of networking functions. Thus, there are three issues which need to be addressed: firstly, how to efficiently and flexibly allocate multi-dimensional resources in QKD networks? Secondly, how to construct QKP to complete the dynamic on-demand distribution with limited wavelength resources? Finally, how to guarantee the reliability of QKD networks? The available solutions of these three problems are described below.
Resource Allocation in the Networks
QKD networks have multi-dimensional resources, including wavelength resources in existing fiber links and secret-key resources in QKPs. During the provisioning of secret-key services, not only secret keys need to be constantly consumed, but also a certain number of wavelength resources need to be occupied. Especially in the case when the number of wavelengths in the network is limited, it is necessary to meet security demands of communication and further improve the wavelength utilization. Thus, how to construct multi-dimensional resources in QKD networks is a necessary problem for the optimization of wavelength utilization. From the perspective of secret-key generation, it is necessary to consider the multi-dimensional resources of optical fiber. In other words, quantum channel and optical channel need to occupy multiple wavelengths, but subject to the entire network's constraints in terms of wavelength utilization for other services. In addition, the quality of secret-key resources is also affected by global secret-key rates and key pool running time.
In order to solve the above problems, this section establishes a multi-dimensional resource model in QKD networks, designing a strategy for routing and resources allocation of secret-key provisioning services in QKD networks. Since there is a risk that keys will be leaked in the both sides of the communication, secret keys need to be constantly updated to enhance the security. As shown in Figure 5 , it shows a specific flowchart for the strategy which mainly includes two steps, i.e., the allocation of secret-key (step 1) and wavelength resources (step 2). For the secret-key allocation, when the requests of services with security demands arrive, the controller will find the corresponding QKP in the nodes given in the requests (step 1.1). The controller randomly selects or first hits a pair of secret keys in the QKP, and sends a secret-key allocation request to the QKP corresponding to the source and destination nodes to inform the station (Step 1.2) . If the QKP is empty, this is indicating no resources are available for the allocation and the security requirement of the service will be blocked. Also, for the secret-key update, a certain number of time slices will be allocated for secret-key update periods and the status of QKP will also be updated. For the time-slice allocation, the shortest path from the source to the destination node is calculated based on topology using the shortest path algorithm (step 2.1). Then, allocating time slices based on the first hit algorithm on the calculated path. If time-slice resource is not available, this means that the update will be blocked. Then, the next service will be executed and the status of wavelength occupation in the network will also be updated (step 2.2).
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To realize efficient generation and consumption of secret-key resources, a construction of QKP in QKD network is proposed in this section. QKP here represents a device abstracted by each pair of nodes for storing the secret keys generated between them. As shown in Figure 7 , Dch and Qch represent channels used for the transmission of optical signals and quantum signals based on QKD process, respectively. OTDM technology can be used here to divide transmission channels into various time slices. During each time slot, a certain number of secret keys can be generated and stored in QKP by designing a routing path and allocating time slices. Thus, a routing, wavelength, and key assignment (RWKA) algorithm is designed for allocating available time slots to generate secret keys to fill QKPs. The RWKA algorithm is divided into three steps, i.e., calculating routes and assigning wavelengths for secret-key provisioning services through Dchs and Qchs. First, the k-short path algorithm is used to select short route, and then, first fit (FF) algorithm is used for wavelength allocation to occupy available wavelengths for key distribution. Besides, please note that secret keys in QKPs are stored in bits and cannot be reused for another encryption. 
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Survivability of the Networks
Similar to classical optical networks, the survivability of QKD networks is attracting more and more attention. The secret-key provisioning services in QKD networks can normally satisfy the security demands of users. As an inevitable problem, a single link failure will interrupt the services in failureaffected links, indirectly causing a large amount of capacity. Therefore, how to protect secret-key provisioning services in QKD networks is an important problem. This section provides two protection schemes (i.e., secret-key dedicated protection and shared protection) against quantum network failures. As shown in Figure 9 , secret-key dedicated protection can allocate dedicated wavelengths in different working and protection paths for each service, and then performs QKD on two different paths simultaneously. When a link failure occurred in the working path, QKD can also be processed on the protection path to generate secret keys. Compared with the dedicated protection, secret-key shared protection can improve resource utilization by sharing the protection resources among several services. When link failures occur in the network, secret-key provisioning services can be protected by using extra pre-provisioned network resources. To achieve the protection, there are three sub-problems that need to be considered in the protection schemes. Specifically, the first sub-problem is that links in working path and protection path may face same type of failure risks, since the secret-key provisioning services are transmitted in a general topology. Moreover, the calculation of working path and protection with different failure risk will accumulate a large number of limitations about failure risks; thus, the second sub-problem is high blocking probability caused by the limitations. In addition, different secret-key rates in different links are changing over time, so how to generate secret keys in a path to meet security demands is the third sub-problem. Based on the above sub-problems, this paper proposes two 
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To verify the effectiveness, we conducted a simulation of the two proposed protection schemes in terms of blocking probability, resource utilization, and secret-key consumption. As shown in Figure 10a -c, results show that the adaptive shared protection algorithm reduces the blocking probability of the dedicated protection. This is because a smaller key update cycle will increase the blocking probability, which can be reduced by increasing the maximum sharing threshold, as shown in the results. Therefore, there is a trade-off between survivability and security. In addition, these results also proved that our proposed algorithm is an effective way to provide the protection, while this process will accelerate secret-key generation. protection schemes of secret-key provisioning services, and their working and protection resources are calculated by RWKA. First, a dedicated protection algorithm is proposed, which allocates working and protecting resources for the services. Second, to make full use of resources, we designed a shared protection algorithm to share protection resources among several services.
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Conclusions
SDN is a technology that separates the control and management of the networks from the data transmission and forwarding functionalities. It is also a promising idea to be applied in QKD networks for convenient optimization of the interaction of devices, resources and operations. This paper systematically introduces the QKD networks enabled by SDN, which logically controls QKD resources and abstract them to the application layer through northbound and southbound interfaces and related protocols, to finally realize a flexible and intelligent QKD networks. Moreover, three-use cases, including multi-resources allocation, secret-key management, and survivability guarantee, are provided as paradigms worthy of study. We described the process of the three-use cases, and numerous simulation results show the effectiveness of them. However, the compatibility of QKD networks and traditional optical networks is a current major challenge, and high costs will arise due to the redeployment of QKD networks. Also, more interesting related issues will be researched in the future. The blocking probability of key provisioning services (%) The time-slice utilization of key provisioning servcies (%)
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SDN is a technology that separates the control and management of the networks from the data transmission and forwarding functionalities. It is also a promising idea to be applied in QKD networks for convenient optimization of the interaction of devices, resources and operations. This paper systematically introduces the QKD networks enabled by SDN, which logically controls QKD resources and abstract them to the application layer through northbound and southbound interfaces and related protocols, to finally realize a flexible and intelligent QKD networks. Moreover, three-use cases, including multi-resources allocation, secret-key management, and survivability guarantee, are provided as paradigms worthy of study. We described the process of the three-use cases, and numerous simulation results show the effectiveness of them. However, the compatibility of QKD networks and traditional optical networks is a current major challenge, and high costs will arise due to the redeployment of QKD networks. Also, more interesting related issues will be researched in the future.
