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Abstract
Dithering is the process of intentionally adding artificially generated noise to
an otherwise uncorrupted signal to actually improve the performance of an end
overall system. This article demonstrates that a dithering procedure can be
used to improve the performance of an EEG interictal spike detection algorithm.
Using a previously reported algorithm, by adding varying amounts of artificially
generated noise to the input EEG signals the effect on the algorithm detection
performance is investigated. A new stochastic resonance result is found whereby
the spike detection performance improves by up to 4.3% when small amounts
of corrupting noise, below 20 µVRMS, are added to the input data. This result
is of use for improving the detection performance of algorithms, and the result
also affects the dynamic range required for the hardware implementation of such
algorithms in low power, portable EEG systems.
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1. Introduction
The interictal (inter-seizure) spike is a important feature of the epileptic
scalp EEG: its presence aids the diagnosis of epilepsy and the localisation of
the epileptic focus (Chatrian et al., 1974; Smith and Wallace, 2001). However,
visual inspection of long duration EEG recordings to identify spikes is time
consuming and subject to variations between interpreters. As a result there
has been a large amount of research interest in the creation of automated spike
detection algorithms. (Casson et al., 2009) lists 70 such papers while (Halford,
2009; Harner, 2009) provide recent performance reviews. Despite this high level
of interest however a definitive detection solution has not been found. It is clear
that the task of finding a clinically acceptable trade-off between the number of
events correctly detected and the number of false detections is non-trivial.
Simultaneously, in recent years there has been a large amount of interest in
the development of miniaturised, wearable EEG systems for prolonged ambula-
tory monitoring that incorporate real-time signal processing algorithms (Casson
and Rodriguez-Villegas, 2011; Yazicioglu et al., 2011; Casson et al., 2010; Verma
et al., 2010; Casson and Rodriguez-Villegas, 2009; Kelleher et al., 2009; Tolbert
et al., 2009; Yazicioglu et al., 2008). These systems aim to carry out an auto-
mated analysis of the EEG on the portable EEG device itself such that only the
results of the real-time analysis need to be recorded, not the entire EEG signal.
Real-time data reduction is therefore provided and in turn this can be utilised to
reduce the overall power consumption of the EEG unit, reducing the EEG unit
size and increasing wearability. This is provided that the implementation of the
real-time signal processing algorithm itself consumes very little power (Casson
et al., 2010).
In this article we propose utilising noise to improve the performance of an
interictal spike detection data reduction algorithm in terms of both detection
performance and hardware requirements. This is achieved through dithering, as
illustrated in Fig. 1, where an artificially generated noise signal is intentionally
added to the normal EEG signal before it is passed to the detection algorithm.
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Using a previously reported algorithm we demonstrate a new result whereby
the algorithm performance actually improves in the presence of small amounts
of introduced noise. This result can then be linked to the dynamic range, and
hence power consumption, required to implement the algorithm in hardware.
Both of these results are obtained without making any changes to the underlying
detection algorithm itself.
2. Methods
2.1. Procedure
Based upon Fig. 1, the analysis presented here uses an existing, unmodified,
spike detection algorithm (see Section 2.2) and adds an artificially generated
noise signal to the raw recorded EEG before it is passed to the algorithm for
analysis. The artificial noise signal has an instantaneous voltage vn(t), Root-
Mean-Square (RMS) value
√
v2
n
, and Power Spectral Density (PSD) S(f). The
aim of the analysis considered here is to asses the performance of the algorithm,
in terms of the trade-off between the number of events correctly detected and
the number of false detections, at different values of
√
v2
n
. In addition, two
different models for the PSD S(f) are investigated (see Section 2.3).
2.2. Unmodified interictal spike detection algorithm
The interictal spike detection algorithm used here is that reported in detail
in (Casson and Rodriguez-Villegas, 2009) and it is summarised in Fig. 2. The
algorithm is simulated here inMatlab and is ultimately intended for low power,
online use in portable EEG units to provide real-time data reduction achieved
through discontinuous recording (Casson et al., 2010). In this approach the EEG
is only recorded when the detection algorithm detects a candidate interictal
spike.1 By recording a short section of EEG data around each detection, and
discarding all other EEG sections, real-time data reduction is achieved.
1This article treats all interictal events, such as spikes, sharp waves, and spike-and-waves,
under the umbrella term spikes. No analysis of seizure data is considered.
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With reference to Fig. 2, the algorithm operates by analysing each EEG
channel independently with a user set detection threshold β available to control
the algorithm operation. Route A through the algorithm normalises β to a value
zβ to correct for broad level amplitude differences in different EEG traces and
channels. Route B then extracts EEG frequency content around 8.4 Hz and
uses this to determine whether a candidate spike is present by performing the
comparison: |C5| > zβ? Route C provides a simple rule to reject artefacts and
incorrect detections by ensuring that the normalised power in the signal band
(C5) is larger than the normalised power in an artefact band: |C5| > |C20|? If
this condition is satisfied a detection flag is raised and a section of EEG data
marked for recording with all non-marked EEG sections being discarded. A
memory buffer is used to allow recording of EEG data from before and after
a detection is made. Finally, algorithm route D is present to pass the input
EEG data for recording, correcting for an inherent delay present in the other
algorithm routes.
The algorithm arrangement used in this article is identical to that used
in (Casson and Rodriguez-Villegas, 2009). Ten EEG channels (F7, F8, Fp1, Fp2,
O1, O2, T3, T4, T5, and T6) are analysed in parallel with detections in multiple
channels combined so that a detection in any one causes all of the channels to
record a window of EEG data. The analysis in (Casson and Rodriguez-Villegas,
2009) is equivalent to the case for which
√
v2
n
= 0 µVRMS: the case where no
corrupting noise is added to the EEG data.
2.3. Artificial noise signal generation
Multiple methods for generating the artificial noise time series vn(t) are
possible, and two methods with differing PSDs are used in this work. Firstly a
white Gaussian noise model, with a uniform (flat in the frequency domain) PSD,
is used. This noise, with RMS amplitude
√
v2
n
, is generated in the time domain
using the Matlab wgn function. To ensure sampling frequency independent
operation all noise signals are generated assuming a 100 Hz sampling frequency,
giving noise present over a 50 Hz bandwidth. The time series is then up-sampled
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to match the EEG sampling frequency before being adding to the EEG trace.
An example resulting signal is illustrated in Fig. 3(a) for a single EEG channel.
It can be seen that the artificial noise added to the EEG corrupts the baseline
recording. The noise itself has a uniform spectrum up to 50 Hz and at low
frequencies the EEG signal dominates over the noise.
The second noise model has a flicker distribution, where the PSD has a
1/frequency 10 dB per decade roll-off. The flicker noise time series is generated
by shaping white Gaussian noise produced as above to have a 1/f PSD using the
noise shaping filter defined in (Kasdin, 1995; MathWorks, 2007). An example
resulting signal is illustrated in the time and frequency domains in Fig. 3(b).
2.4. Performance metrics
The algorithm performance is analysed via the trade-off between the two
performance metrics of interest as the detection threshold β is varied. For real-
time use a fixed value of β must be selected a priori, but analysing multiple
values here allows the key performance trade-off to be investigated, and the
user can then use this information to select the wanted operating point.
The first performance metric, the sensitivity, gives the percentage of expert
marked spike events that are correctly recorded:
Sensitivity =
Number of correct detections
Total number of marked events
× 100%. (1)
The second performance metric, the percentage of data transmitted, quantifies
the amount of data reduction achieved. This metric is used over the false detec-
tion rate to be in-line with the intended data reduction role of real-time signal
processing algorithms in portable EEG systems and to allow direct comparison
with the results in (Casson et al., 2009; Casson and Rodriguez-Villegas, 2009).
The percentage of data transmitted is calculated assuming that five seconds of
EEG data are recorded (2.5 s before and after) in response to each automated
detection from the algorithm. For good algorithm performance high sensitivity
and low percentage of data transmitted should be achieved.
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The two performance metrics are generated by running the algorithm multi-
ple times following the procedure detailed in Table 1. Eight different detection
thresholds, equally spaced apart at β2 = {0.2 − 0.9} are used with a different
trade-off between the sensitivity and percentage of data reduction transmitted
being achieved for each different β value. This trade-off is then plotted on
ROC-like results curves (Casson et al., 2009) in Section 3. Five values for
√
v2
n
between 0 and 40 µVRMS are utilised so that the trade-off in performance is
also analysed for different levels of introduced noise. This procedure is repeated
separately for the two PSD noise models considered.
2.5. EEG data
The algorithm is tested by analysing a set of scalp EEG records containing
expert marked interictal events. The EEG data used is summarised in Table 2
and is identical to data set B used in (Casson et al., 2009). A total of 764
expert marked interictal events are present in 16:36:16 hours of recordings from
5 patients split into 10 records. A spike is deemed to be correctly recorded if
there is a detection within two seconds of an expert marking.
All EEG data uses a referential montage (FCz reference) and is high pass
filtered (first-order, 0.16 Hz cut-off) before the artificial noise is added and it is
passed to the detection algorithm. EEG sampling rates vary between 200 and
256 Hz and the implemented algorithm is independent of this.
3. Results
Results for the white Gaussian noise model as the values for the detection
threshold, β, and introduced noise,
√
v2
n
, are changed are shown in Fig. 4(a),
with flicker noise model results shown in Fig. 4(b). To provide a high level single-
number comparison Table 3 quantifies the area under these results curves: larger
areas under the curves represent better performance.
In both noise PSD cases the form of the results is similar. At high
√
v2
n
val-
ues the algorithm performance is noticeably degraded. This is perhaps expected
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with the noise signal simply dominating over the true EEG signal which would
make the correct identification of spikes impossible. However, the optimal al-
gorithm performance is not obtained for the noiseless,
√
v2
n
= 0 µVRMS case.
The largest area under the curve is found for
√
v2
n
= 10 µVRMS, with up to a
4.3% increase in performance present. The algorithm performance is still better
than the noiseless case with
√
v2
n
= 20 µVRMS. Independent of the precise noise
PSD, the results here thus clearly demonstrate that the algorithm performance
can be improved if a limited amount of noise is added to the input data prior
to the algorithm being run.
4. Discussion
4.1. Stochastic resonance
The observed effect in the algorithmic performance, where there is a reso-
nance as the system performance first improves and then degrades as more noise
is added, can be termed a stochastic resonance or noise enhanced detection.
This phenomenon, where a resonance can be induced in a non-linear or bistable
system by introducing small perpetuations at the input, was first described in
(Benzi et al., 1981), although the use of a dither signal (an additive noise present
at the input) has long been used to reduce the effects of quantization noise in
Analogue-to-Digital Converters (Schuchman, 1964; Zozor and Amblard, 2005).
Similar resonance effects have now been demonstrated in a large number of
physical and biological systems, including the brain itself (Gammaitoni, 1995;
Wiesenfeld and Moss, 1995; Gluckman, 1996).
Stochastic resonance in algorithm performance, resulting from the addition
of noise to the input signal passed for analysis, has been demonstrated previously
in the performance of algorithms for detecting micro-calcifications (a key early
sign of cancer) in breast mammograms (Peng et al., 2009). It has also been found
in radar target classification when noise is artificially added to the backscattered
radar data (Jouny, 2010). To illustrate how the addition of noise can lead to an
increase in the detection performance of a system, one mechanism that can lead
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to a stochastic resonance in performance is shown in Fig. 5. In this illustration
the aim is to have one detection (that is crossing of the threshold) for each peak
in the signal being analysed. For a given threshold and amplitude, in case (a)
no noise is present but also no detections are made as the amplitude is below
the threshold level. In case (b) a small amount of noise is present and so in
some cases by chance the noise adds to the signal and the result crosses the
detection threshold. In case (c), however, large amounts of noise are present
which results in many crossings of the detection threshold. Correct detections
are thus made, but at the cost of more false detections. Based upon this it can
be intuitively seen that there can be an optimal amount of noise to be present
to maximise the detection performance. Mathematical treatments of stochastic
resonance effects for event detection can be found in (Kay, 2000; Chen et al.,
2007).
To investigate the mechanism behind the performance change for the al-
gorithm considered here, firstly it is noted that stochastic resonance is a phe-
nomenon of systems that are non-linear or bistable. The algorithm operation is
intrinsically non-linear due to the comparison
|C5| > zβ (2)
shown in Fig. 2 which is mathematically equivalent to the comparison
(
C5
z
)2
> β2 (3)
where the C5 coefficients (generated by a bandpass filter extracting EEG fre-
quency content in the region of 8.4 Hz) are squared. The algorithm output is
also intrinsically bistable as in spike detection a detection is either made or not,
there are no intermediate output states.
Given this, the origin of the change in algorithm performance is illustrated in
Fig. 6 and Fig. 7. Fig. 6 shows how the performance at each detection threshold
β changes between the
√
v2
n
= 0 µVRMS and
√
v2
n
= 10 µVRMS cases. As
noise is added to the input EEG data each performance point is seen to move
downwards and to the left. Larger areas under the curve are thus achieved if the
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shift to the left is larger than the shift downwards. This is highlighted in Fig. 7
in which the EEG trace of channel F8 from record 3 (see Table 2) is split into
two sets: 1 s EEG sections around the expert marked spikes, and all other data.
The histogram Probability Density Function (PDF) for the (C5/z)
2 feature that
is compared to the threshold β2 is then found for different levels of introduced
white Gaussian noise. Fig. 7 thus shows how samples within 1 s of an expert
marked spike are more likely (larger area under the curve) to have higher values
for (C5/z)
2. (Although note from Fig. 2 a further comparison |C5| > |C20| is
made before the final detection decision is taken.)
As noise is introduced the probably of having a large (C5/z)
2 value decreases
for both sets, for example as noise increases the energy in the signal causing z
to increase, although the separability is maintained. From Fig. 6, it is clear
that even with the reduced probabilities at larger noise values the majority of
true spikes are detected regardless. In contrast any reduction in the PDF for
non-spikes will reduce the number of false detections leading to the results seen:
overall better performance occurs at high sensitivities as the shift to the left
means less data is recorded, but with a slight shift downwards high sensitivities
are still achieved in many cases.
As noted previously, for real-time use a fixed value of β must be selected a
priori. Fig. 6 also illustrates how the algorithm performance changes for fixed
values of β. For example, at β2 = 0.3 the percentage of data to be transmitted is
reduced by over 19%, from 51.9% to 32.1%, as 10 µVRMS of white Gaussian noise
is introduced. The downwards sensitivity shift is only 4.5%, to 91.2% however.
The majority of true spikes are thus still correctly detected, and as noted in
(Casson and Rodriguez-Villegas, 2009) the aim of diagnosis is to pool all of the
available information (from the EEG, clinical observations, history and similar)
to enable a decision based on the balance of probabilities to be made. The
presence of absence of a small number of spikes, resulting from small changes in
the algorithm sensitivity, should not be a critical factor in this decision process.
It is important to display the full trade-off results here however to allow the user
to make the decision with regards to the sensitivity level required. If necessary
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the value of β used can be adjusted to maintain the same level of sensitivity.
The results here thus demonstrate that stochastic resonance effects can be
utilised for interictal spike detection. In the context of noise enhanced interictal
spike detection, (Mukhopadhyay and Ray, 1998) performed a similar analysis
to that considered here, adding noise to the EEG signal before attempting spike
detection. However, (Mukhopadhyay and Ray, 1998) only used synthetic EEG
signals, and the analysis aim was to show robust algorithm operation and toler-
ance of 50 Hz power line interference. Hence only two noise levels were investi-
gated, insufficient to observe a resonance effect. (Kutlu et al., 2009) presented
an artificial neural network for interictal spike detection utilising training with
noise. Training with noise is a technique used with artificial neural networks
where artificially generated noise is added to the training data used to develop
the neural network (Bishop, 1995). The aim is to improve the generalisation
of the resulting classification: by increasing the variability of the training data
the likelihood of having an over-fitted network, which classifies previously seen
cases very well but deals with new cases poorly, is reduced. However, no noise
was added to the data used to actually test the algorithm, unlike in the analysis
considered here. Also the algorithm utilised here is not based upon a classifier,
only two simple thresholds are used.
4.2. Significance for spike detection
Within the context of the algorithm considered here two potential views on
the stochastic resonance result are possible.
Firstly, the results demonstrate the performance improvement that can be
achieved if the optimal amount of noise is artificially injected into the algorithm,
as indeed is done here. A large number of interictal spike detection algorithms
have been published in the academic literature and it cannot be assumed a
priori that all such algorithms would benefit from dithering at the algorithm
input. Nevertheless, the work presented here has demonstrated that dithering
is a potential tool for EEG algorithm designers aiming to improve performance.
Furthermore, this is without the need to make any changes to the underlying
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algorithm. From the algorithm designer point-of-view it is the EEG signal that
has been improved, not the algorithm as this is unchanged. It is noted however
that from the algorithm user point-of-view it is the recorded EEG signal that
is unchanged and the algorithm black box that has a new pre-processing stage
added.
For the user it may be necessary to alter the value of the detection thresh-
old β used in order to achieve a particular trade-off between the number of
correct detections and the percentage of data transmitted, but the procedure
for selecting the β value is again unchanged. Previously the user would select
the desired trade-off point from the ROC-like results curves (Fig. 4) and set β
appropriately. Now the user is simply presented the
√
v2
n
= 10 µVRMS results
line rather than the original
√
v2
n
= 0 µVRMS one.
The second view of the stochastic resonance result is that EEG values below
20 µVRMS can be overwritten, or changed, without degrading the algorithm
detection performance. Consequently, within a hardware implementation of the
algorithm it is not necessary to accurately represent signals below this noise
level. As the maximum EEG signal amplitude to be represented remains fixed
however, the input dynamic range required is reduced. To quantify this, for
EEG review by a human the International Federation of Clinical Neurophys-
iology (IFCN) recommends that scalp EEG be recorded with at least 72 dB
(12 bit) accuracy with recording noise below 0.5 µVRMS (Deuschl and Eisen,
1999). Increasing the noise level to the 20 µVRMS value found here decreases
the dynamic range to 40 dB (6.6 bit). For comparison, traditional pen-writer
based EEG systems had a dynamic range of 7 bits (Krauss and Fisher, 2006),
almost identical to this 6.6 bit figure. Also, a recent investigation for for intra-
cranial EEG data (which generally requires higher resolutions than the scalp
EEG) (Kelleher et al., 2009) investigated the performance of an intra-cranial
EEG seizure detection algorithm as the number of digital bits used to represent
the EEG data was varied. It was found that in moving from a 96 dB (16 bit) to
72 dB (12 bit) representation only a 0.8% reduction in algorithm performance
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occurred.
A reduced dynamic range for the algorithm is of interest as it is closely linked
to having a lower circuit power consumption, area and complexity. More noisy,
lower resolution, but also lower power consumption, circuitry could potentially
be used for the algorithm implementation, opening new opportunities in the
hardware design and system wide power optimization. For example, in the
arrangement of Fig. 8, EEG data for long term storage and potential human
analysis (route D in Fig. 2 and Fig. 8) is still recorded with high dynamic
range amplifiers and Analogue-to-Digital Converters (ADCs), in-line with IFCN
recommendations. For the algorithm (routes A–C in Fig. 2 and Fig. 8) however,
the output is not high quality EEG data, but only a yes/no record now flag which
can be generated accurately while tolerating much more input referred noise.
5. Conclusions
Dithering is the process of intentionally adding artificially generated noise to
an otherwise uncorrupted signal. This article used an existing interictal spike
detection algorithm and added artificially generated noise to the input EEG
prior to it being passed to the algorithm. This showed that up to 20 µVRMS of
noise could be tolerated without degrading the spike detection performance. In-
deed for noise below 20 µVRMS the detection performance improved. The result
is of use for improving the performance of spike detection algorithms, without
making any changes to the underlying algorithm. The result also allows new
topologies to be investigated for the hardware implementation of the algorithm
in low power portable EEG systems.
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Figure 1: Dithering uses an input referred additive noise source (dither signal) to artificially
corrupt an EEG recording before it is passed to a spike detection algorithm. By varying the
RMS amplitude of the noise introduced the effect on the algorithm detection performance can
be investigated. Here the artificial noise source has an instantaneous value vn(t) and power
spectral density S(f).
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Figure 2: Operation of the spike detection algorithm used in this work; full details are given
in (Casson and Rodriguez-Villegas, 2009). The core algorithm is based around signal nor-
malisation (route A) and frequency extraction by two bandpass filters (routes B and C) with
thresholding (stages 2 and 3) used to determine whether a detection is made.
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Figure 3: Example of a 20 µVRMS section of band-limited noise generated by Matlab added
to a single channel EEG signal: time domain signals and spectra. (a) White Gaussian noise
model. (b) Flicker noise model. The EEG signal is from channel F7.
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Figure 4: Results showing the effect of different amounts of input referred noise on the algo-
rithm performance at different values of the detection threshold β. Vertical lines show 95%
confidence intervals. (a) White Gaussian noise model. (b) Flicker noise model.
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a) Noiseless signal: no detections made
b) Small amount of noise: some correct detections
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Figure 5: A simple illustration demonstrating one mechanism by which the addition of small
amounts of noise can alter the trade-off between the number of correct detections and the
number of false detections causing a resonance in the overall performance.
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Figure 6: An illustration of how the use of input referred white Gaussian noise improves the
performance of the algorithm. At each detection threshold β as noise is added to the EEG
trace the performance points move to the left and downwards. High sensitivities are still
achieved in many cases however.
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Figure 7: Probability Density Functions (PDF) for parameter (C5/z)2 as
√
v2
n
is changed
for the white Gaussian noise model. Spike sections of EEG data have a higher probability of
having large values of (C5/z)2 compared to non-spike EEG sections in all cases. Probabilities
are calculated from the area under the curve for (C5/z)2 > 0.3 and multiplied by 103 for
presentation. EEG data is from channel F8 in record 3.
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Figure 8: EEG data that is recorded for storage and analysis (route D in Fig. 2) could be
separated from the the EEG data that is analysed by the algorithm (routes A–C in Fig. 2).
Thus, while route D has to operate with sufficient performance to allow a high-quality EEG
recording, the signal processing algorithm itself does not. This allows lower dynamic range
hardware implementations to be used.
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Table 1: The algorithm analysis procedure runs the algorithm multiple times to find the
average effect of input noise over a range of detection thresholds and input noise amplitudes.
The procedure is run separately for the white Gaussian and flicker noise models.
1. Set
√
v2
n
value.
(a) Set β value.
i. Repeat 10 times:
A. For all EEG data, generate a noise time series vn(t) and add
it to the raw recorded EEG data. A different noise signal is
produced for each EEG record and channel.
B. Run the detection algorithm using the noise corrupted EEG
data as the input.
C. Calculate values for the algorithm sensitivity and percentage
of data transmitted. To combine results from multiple EEG
records the total sensitivity method, as defined in (Casson
et al., 2009), is used.
ii. Find the arithmetic mean of the 10 sensitivity and percentage of
data transmitted results. This mean is the value plotted on the
results curves.
iii. Generate 95% confidence intervals for the sensitivity result. In-
tervals are generated from a binomial distribution B(746, S/100)
where 746 is the total number of expert marked events in the
analysed data and S is the reported sensitivity value (Sackel-
lares et al., 2008).
(b) Repeat the analysis for each wanted value of β. This allows the
performance trade-off curve to be drawn.
2. Repeat the analysis for each wanted value of
√
v2
n
. This allows the per-
formance curves for different noise values to be compared.
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Table 2: Summary of the scalp EEG data used for analysis.
Record
number
Duration
[HH:MM:SS]
Marked
events
1 00:59:08 4
2 00:58:56 4
3 02:00:11 41
4 02:00:11 7
5 02:00:11 3
6 02:00:11 21
7 02:00:11 28
8 02:00:11 9
9 02:00:11 3
10 00:36:55 644
Total 16:36:16 764
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Table 3: Area under curves divided by total area for the white Gaussian (Fig. 4(a)) and flicker
(Fig. 4(b)) noise models as
√
v2
n
is varied. In both cases the optimal performance (largest
area) is obtained when
√
v2
n
= 10 µVRMS.√
v2
n
[µVRMS] White Gaussian noise Flicker noise
0 0.82 0.82
10 0.85 0.84
20 0.84 0.83
30 0.77 0.78
40 0.70 0.71
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