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Abstract
The extraordinary increase of new information technologies, the development of
Internet, the electronic commerce, the e-government, mobile telephony and future
cloud computing and storage, have provided great benefits in all areas of society.
Besides these, there are new challenges for the protection of information, such as the
loss of confidentiality and integrity of electronic documents.
Cryptography plays a key role by providing the necessary tools to ensure the safety
of these new media. It is imperative to intensify the research in this area, to meet
the growing demand for new secure cryptographic techniques. The theory of chaotic
nonlinear dynamical systems and the theory of cryptography give rise to the chaotic
cryptography, which is the field of study of this thesis. The link between cryptography
and chaotic systems is still subject of intense study.
The combination of apparently stochastic behavior, the properties of sensitivity
to initial conditions and parameters, ergodicity, mixing, and the fact that periodic
points are dense, suggests that chaotic orbits resemble random sequences. This fact,
and the ability to synchronize multiple chaotic systems, initially described by Pecora
and Carroll, has generated an avalanche of research papers that relate cryptography
and chaos.
The chaotic cryptography addresses two fundamental design paradigms. In the
first paradigm, chaotic cryptosystems are designed using continuous time, mainly ba-
sed on chaotic synchronization techniques; they are implemented with analog circuits
or by computer simulation. In the second paradigm, chaotic cryptosystems are cons-
tructed using discrete time and generally do not depend on chaos synchronization
techniques.
The contributions in this thesis involve three aspects about chaotic cryptography.
The first one is a theoretical analysis of the geometric properties of some of the most
employed chaotic attractors for the design of chaotic cryptosystems. The second one
is the cryptanalysis of continuos chaotic cryptosystems and finally concludes with
three new designs of cryptographically secure chaotic pseudorandom generators.
The main accomplishments contained in this thesis are:
v
Development of a method for determining the parameters of some double scroll
chaotic systems, including Lorenz system and Chua’s circuit. First, some geo-
metrical characteristics of chaotic system have been used to reduce the search
space of parameters. Next, a scheme based on the synchronization of chaotic
systems was built. The geometric properties have been employed as matching
criterion, to determine the values of the parameters with the desired accuracy.
The method is not affected by a moderate amount of noise in the waveform.
The proposed method has been applied to find security flaws in the continuous
chaotic encryption systems.
Based on previous results, the chaotic ciphers proposed by Wang and Bu and
those proposed by Xu and Li are cryptanalyzed. We propose some solutions
to improve the cryptosystems, although very limited because these systems are
not suitable for use in cryptography.
Development of a method for determining the parameters of the Lorenz system,
when it is used in the design of two-channel cryptosystem. The method uses
the geometric properties of the Lorenz system. The search space of parameters
has been reduced. Next, the parameters have been accurately determined from
the ciphertext. The method has been applied to cryptanalysis of an encryption
scheme proposed by Jiang.
In 2005, Gunay et al. proposed a chaotic encryption system based on a ce-
llular neural network implementation of Chua’s circuit. This scheme has been
cryptanalyzed. Some gaps in security design have been identified.
Based on the theoretical results of digital chaotic systems and cryptanalysis of
several chaotic ciphers recently proposed, a family of pseudorandom generators
has been designed using finite precision. The design is based on the coupling of
several piecewise linear chaotic maps.
Based on the above results a new family of chaotic pseudorandom generators
named Trident has been designed. These generators have been specially designed
to meet the needs of real-time encryption of mobile technology.
According to the above results, this thesis proposes another family of pseudo-
random generators called Trifork. These generators are based on a combination
of perturbed Lagged Fibonacci generators. This family of generators is crypto-
graphically secure and suitable for use in real-time encryption. Detailed analysis
shows that the proposed pseudorandom generator can provide fast encryption
speed and a high level of security, at the same time.
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Resumen
El extraordinario auge de las nuevas tecnolog´ıas de la informacio´n, el desarrollo
de Internet, el comercio electro´nico, la administracio´n electro´nica, la telefon´ıa mo´vil
y la futura computacio´n y almacenamiento en la nube, han proporcionado grandes
beneficios en todos los a´mbitos de la sociedad. Junto a e´stos, se presentan nuevos
retos para la proteccio´n de la informacio´n, como la suplantacio´n de personalidad y la
pe´rdida de la confidencialidad e integridad de los documentos electro´nicos.
La criptograf´ıa juega un papel fundamental aportando las herramientas necesarias
para garantizar la seguridad de estos nuevos medios, pero es imperativo intensificar
la investigacio´n en este a´mbito para dar respuesta a la demanda creciente de nuevas
te´cnicas criptogra´ficas seguras.
La teor´ıa de los sistemas dina´micos no lineales junto a la criptograf´ıa dan lugar a
la ((criptograf´ıa cao´tica)), que es el campo de estudio de esta tesis. El v´ınculo entre la
criptograf´ıa y los sistemas cao´ticos continu´a siendo objeto de un intenso estudio.
La combinacio´n del comportamiento aparentemente estoca´stico, las propiedades
de sensibilidad a las condiciones iniciales y a los para´metros, la ergodicidad, la mez-
cla, y que los puntos perio´dicos sean densos asemejan las o´rbitas cao´ticas a secuencias
aleatorias, lo que supone su potencial utilizacio´n en el enmascaramiento de mensajes.
Este hecho, junto a la posibilidad de sincronizar varios sistemas cao´ticos descrita ini-
cialmente en los trabajos de Pecora y Carroll, ha generado una avalancha de trabajos
de investigacio´n donde se plantean muchas ideas sobre la forma de realizar sistemas
de comunicaciones seguros, relacionando as´ı la criptograf´ıa y el caos.
La criptograf´ıa cao´tica aborda dos paradigmas de disen˜o fundamentales. En el
primero, los criptosistemas cao´ticos se disen˜an utilizando circuitos analo´gicos, princi-
palmente basados en las te´cnicas de sincronizacio´n cao´tica; en el segundo, los cripto-
sistemas cao´ticos se construyen en circuitos discretos u ordenadores, y generalmente
no dependen de las te´cnicas de sincronizacio´n del caos.
Nuestra contribucio´n en esta tesis implica tres aspectos sobre el cifrado cao´tico.
En primer lugar, se realiza un ana´lisis teo´rico de las propiedades geome´tricas de
algunos de los sistemas cao´ticos ma´s empleados en el disen˜o de criptosistemas cao´ticos
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continuos; en segundo lugar, se realiza el criptoana´lisis de cifrados cao´ticos continuos
basados en el ana´lisis anterior; y, finalmente, se realizan tres nuevas propuestas de
disen˜o de generadores de secuencias pseudoaleatorias criptogra´ficamente seguros y
ra´pidos.
La primera parte de esta memoria realiza un ana´lisis cr´ıtico acerca de la seguridad
de los criptosistemas cao´ticos, llegando a la conclusio´n de que la gran mayor´ıa de los
algoritmos de cifrado cao´ticos continuos —ya sean realizados f´ısicamente o programa-
dos nume´ricamente— tienen serios inconvenientes para proteger la confidencialidad
de la informacio´n ya que son inseguros e ineficientes. Asimismo una gran parte de los
criptosistemas cao´ticos discretos propuestos se consideran inseguros y otros no han
sido atacados por lo que se considera necesario ma´s trabajo de criptoana´lisis. Esta
parte concluye sen˜alando las principales debilidades encontradas en los criptosistemas
analizados y algunas recomendaciones para su mejora.
En la segunda parte se disen˜a un me´todo de criptoana´lisis que permite la identi-
ficacio´n de los para´metros, que en general forman parte de la clave, de algoritmos de
cifrado basados en sistemas cao´ticos de Lorenz y similares, que utilizan los esquemas
de sincronizacio´n excitador-respuesta. Este me´todo se basa en algunas caracter´ısti-
cas geome´tricas del atractor de Lorenz. El me´todo disen˜ado se ha empleado para
criptoanalizar eficientemente tres algoritmos de cifrado. Finalmente se realiza el crip-
toana´lisis de otros dos esquemas de cifrado propuestos recientemente.
La tercera parte de la tesis abarca el disen˜o de generadores de secuencias pseu-
doaleatorias criptogra´ficamente seguras, basadas en aplicaciones cao´ticas, realizando
las pruebas estad´ısticas, que corroboran las propiedades de aleatoriedad. Estos gene-
radores pueden ser utilizados en el desarrollo de sistemas de cifrado en flujo y para
cubrir las necesidades del cifrado en tiempo real.
Una cuestio´n importante en el disen˜o de sistemas de cifrado discreto cao´tico es
la degradacio´n dina´mica debida a la precisio´n finita; sin embargo, la mayor´ıa de
los disen˜adores de sistemas de cifrado discreto cao´tico no ha considerado seriamente
este aspecto. En esta tesis se hace hincapie´ en la importancia de esta cuestio´n y se
contribuye a su esclarecimiento con algunas consideraciones iniciales.
Ya que las cuestiones teo´ricas sobre la dina´mica de la degradacio´n de los sistemas
cao´ticos digitales no ha sido totalmente resuelta, en este trabajo utilizamos algunas
soluciones pra´cticas para evitar esta dificultad teo´rica. Entre las te´cnicas posibles,
se proponen y evalu´an varias soluciones, como operaciones de rotacio´n de bits y
desplazamiento de bits, que combinadas con la variacio´n dina´mica de para´metros y
con la perturbacio´n cruzada, proporcionan un excelente remedio al problema de la
degradacio´n dina´mica.
Adema´s de los problemas de seguridad sobre la degradacio´n dina´mica, muchos
criptosistemas se rompen debido a su disen˜o descuidado, no a causa de los defectos
esenciales de los sistemas cao´ticos digitales. Este hecho se ha tomado en cuenta en
esta tesis y se ha logrado el disen˜o de generadores pseudoaleatorios cao´ticos crip-
togra´ficamente seguros.
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Parte I
Estado del arte y aspectos teo´ricos
de los criptosistemas cao´ticos
CAP´ITULO 1
Introduccio´n
Este cap´ıtulo describe el enfoque general que caracteriza la memoria. En
primer lugar se presentan los antecedentes, la justificacio´n y objetivos de
la misma. A continuacio´n se aborda la metodolog´ıa utilizada y finalmente
se explica la forma en que se ha organizado toda la memoria.
1.1. Antecedentes
En sus inicios y durante muchos siglos la criptograf´ıa permanecio´ vinculada a los
c´ırculos militares y diploma´ticos, puesto que eran los u´nicos que ten´ıan aute´ntica ne-
cesidad de e´sta. Su utilizacio´n fuera de estos reducidos c´ırculos podr´ıa remontarse a
los an˜os posteriores a la Segunda Guerra Mundial. Durante la Revolucio´n Industrial,
el proceso de cifrado y descifrado de la informacio´n experimenta diversos cambios
para adaptarse a los nuevos requisitos de las comunicaciones. En este sentido cabe
destacar la transformacio´n de la informacio´n en una cadena de bits en vez de las pala-
bras del lenguaje utilizadas anteriormente. A partir de los an˜os 60, el desarrollo de los
sistemas de comunicaciones digitales y el uso de los ordenadores diversifico´ grande-
mente el nu´mero de usuarios demandantes de los servicios de seguridad para proteger
la informacio´n transmitida y almacenada en formato digital.
En la de´cada de los an˜os 70, la criptograf´ıa dio un gran salto en su desarrollo esti-
mulado por tres hechos importantes. En primer lugar, el establecimiento del criptosis-
tema de clave sime´trica DES (Data Encryption Standard) como esta´ndar comercial
para el cifrado de la informacio´n. En segundo lugar, el protocolo de intercambio de
4claves de Diffie y Hellman (1976). Por u´ltimo, el surgimiento de los sistemas pra´cti-
cos del cifrado de clave pu´blica, RSA (1978) y ElGamal (1985). Con estos grandes
hallazgos las claves de cifrado pudieron distribuirse de una manera razonablemente
segura entre las partes interesadas, quedando en parte resuelto el problema de la
distribucio´n de claves, aunque an˜ade el problema de la confianza con una tercera par-
te certificadora, encargada de validar las claves pu´blicas de los usuarios. Una de las
contribuciones ma´s importantes legadas por los sistemas de clave pu´blica, son las fir-
mas digitales, cuyo primer esta´ndar internacional (ISO/IEC 9796:1991, actualmente
ISO/IEC 9796-2:2010) fue adoptado en 1991. A partir de este momento se intensifi-
caron diversos campos de investigacio´n orientados al desarrollo de diferentes me´todos
de proteccio´n y autenticacio´n de la informacio´n multimedia, entre e´stas el cifrado de
imagen, audio y video as´ı como las marcas de agua digitales ([Oru´e, 2002, Oru´e and
Soriano, 2002, Bhatnagar, 2012]).
El desarrollo alcanzado actualmente en las comunicaciones digitales, as´ı como
la ra´pida evolucio´n de las tecnolog´ıas de las telecomunicaciones, especialmente de
Internet, el comercio electro´nico y las redes de telefon´ıa mo´vil, ampl´ıan cada vez ma´s
el a´mbito de la transmisio´n y almacenamiento de informacio´n. Los datos multimedia
—ima´genes, audio, v´ıdeo y texto— se transmiten a trave´s de redes abiertas con mayor
frecuencia, por lo que su proteccio´n es una necesidad urgente en casi todos los a´mbitos
de la sociedad, tanto en los sectores pu´blicos como en el sector privado.
Las implementaciones actuales de los me´todos de cifrado de clave pu´blica ma´s
populares, como el RSA o el Gamal, no ofrecen velocidades de cifrado adecuadas para
el cifrado de ima´genes y archivos de gran taman˜o, de modo que e´stos son cifrados
empleando los me´todos de cifrado sime´trico. La seguridad de los me´todos de cifrado
de clave pu´blica se basa en un problema matema´tico dif´ıcil de resolver. Los avances
en las te´cnicas de algoritmos, teor´ıa de nu´meros, y la computacio´n distribuida son
impredecibles, y es probable que haya que volver a cifrar grandes bases de datos y
archivos con claves ma´s largas, para mantener un grado suficiente de su seguridad
([Fridrich, 1998a]).
Adema´s, con el desarrollo del campo de la computacio´n cua´ntica, un ordenador
cua´ntico podr´ıa —en teor´ıa— resolver eficientemente problemas como la factorizacio´n
de enteros grandes o el logaritmo discreto, ocasionando que los me´todos basados en
estos problemas no sean tan seguros en el futuro. Por su parte, la criptograf´ıa de clave
sime´trica tambie´n es amenazada por los avances en las te´cnicas criptoanal´ıticas y de
la computacio´n cua´ntica, aunque hasta el momento e´stos me´todos proporcionan un
marco ma´s estable con un mayor grado de seguridad y son sin duda los ma´s ra´pidos.
Estos hechos provocan que la criptograf´ıa se enfrente a nuevos retos continua-
5mente, para dar respuesta a las necesidades de seguridad y autenticidad de todas las
comunicaciones (transmisio´n, recepcio´n y almacenamiento de archivos multimedia).
Por este motivo se han generado numerosos trabajos de investigacio´n, tanto en el
propio a´mbito de la disciplina Criptolog´ıa1, como desde el estudio de otras disciplinas
que intentan tambie´n buscar soluciones a estos nuevos retos, destaca´ndose entre ellos:
La teor´ıa de los sistemas dina´micos no lineales que junto a la criptograf´ıa ori-
ginan la ((criptograf´ıa cao´tica)). El v´ınculo entre la criptograf´ıa y los sistemas
cao´ticos continua siendo objeto de un intenso estudio. Muchos investigadores
esta´n de acuerdo en que la interaccio´n de estas a´reas puede ser mutuamente be-
neficiosa. Muchas herramientas de ana´lisis de los sistemas cao´ticos han servido
igualmente como herramientas en el criptoana´lisis de muchos sistemas y para el
estudio y perfeccionamiento del disen˜o de otros ([Alvarez et al., 2000, Dachselt
and Schwarz, 2001, Li Shujun PhD, 2003, Lawande et al., 2005, Alvarez and
Li, 2006a, Oru´e et al., 2008, Pastor et al., 2008b, Romera et al., 2008, Romera
et al., 2009, Arroyo D. PhD, 2009, Pastor et al., 2011, Oru´e et al., 2011, Oru´e
et al., 2012b]).
La f´ısica y la o´ptica cua´ntica, cuya piedra angular es el principio de incerti-
dumbre de Heissenberg,2 junto a la criptograf´ıa, dan origen a la denominada
((criptograf´ıa cua´ntica)). Como hemos mencionado anteriormente, los futuros
ordenadores cua´nticos representan una de las principales amenazas a la cripto-
graf´ıa de clave pu´blica, lo que nos devuelve el ((problema de la distribucio´n de
claves)). Con este problema por resolver, desde la criptograf´ıa cua´ntica se han
propuesto diversos protocolos de generacio´n y distribucio´n cua´ntica de claves
(QKD) basados en procesos f´ısicos cua´nticos ([Wegman and Carter, 1981, Ben-
nett and Brassard, 1984, Oru´e et al., 2001, Gordon et al., 2004, Bernstein,
2009, Fernandez et al., 2008b, Fernandez et al., 2008c, Garcia et al., 2010, Sha-
laby, 2012, Shukla, C. et al., 2013]). Muchos de estos protocolos han sido ana-
lizados, poniendo de manifiesto algunas de sus limitaciones, entre las que se
encuentran: solo se pueden crear enlaces punto a punto con redes pasivas, ya
sea por fibra o´ptica o por enlace ae´reo; este enlace es necesario para que dos
usuarios puedan enviarse claves, siendo el equipamiento necesario para ello muy
caro. Por otra parte, la velocidad de transmisio´n de claves es todav´ıa muy lenta.
1El te´rmino Criptolog´ıa, aunque no esta´ recogido aun en el Diccionario de la Real Academia
Espan˜ola, se emplea habitualmente para agrupar Criptograf´ıa y Criptoana´lisis.
2Una consecuencia del principio de incertidumbre de Heisenberg —que motiva que el proceso de
medida en un sistema cua´ntico perturbe dicho sistema— es de gran importancia en la criptograf´ıa
cua´ntica, ya que si un tercero intenta espiar durante el env´ıo de fotones que da lugar a la creacio´n
de la clave secreta, el proceso se altera detecta´ndose as´ı al intruso.
6Las soluciones comerciales ofrecen velocidades del orden de 1 Kbps. Con esta
velocidad, tardar´ıa ma´s de un an˜o para transmitir el contenido de un DVD.
Adema´s, las distancias de conexio´n son todav´ıa muy cortas, de hasta 150 Km.
La autenticidad de la comunicacio´n es un problema au´n por resolver ([Tittel
et al., 2000, Oru´e et al., 2001, Weedbrook et al., 2010, Lizama et al., 2012, Zhao
et al., 2013]).
La teor´ıa de las redes neuronales junto a la criptograf´ıa dan lugar a la ((neuro-
criptograf´ıa)) ([Kinzel and Kanter, 2002, Klimov et al., 2002, Ruttor et al.,
2007, Godhavari and Alamelu, 2010, Suryawanshi et al., 2012, Shukla and Ti-
wari., 2012, Bigdeli et al.,2012]): Las redes neuronales tienen un campo de apli-
cacio´n muy diverso, comprendiendo el ana´lisis de series temporales, el recono-
cimiento de patrones, el procesamiento de sen˜ales, por solo nombrar algunos;
una propiedad muy importante que hace posible que su campo de aplicacio´n
sea tan amplio es su capacidad de aprender de los datos de entrada, teniendo o
no, un instructor (maestro). En el a´mbito de su aplicacio´n a la criptograf´ıa cabe
mencionar su utilizacio´n para generar las series de tiempo de sistemas cao´ticos;
por ejemplo, la generacio´n de las sen˜ales del sistema de Lorenz mediante per-
ceptrones multicapa o mediante redes neuronales funcionales y la generacio´n de
las series de tiempo del circuito cao´tico de Chua utilizando redes neuronales
celulares ([Kilic et al., 2004a, Gu¨nay and Alc¸i, 2005]). Las sen˜ales generadas se
utilizan para enmascarar la informacio´n a transmitir por un canal inseguro, tal
como se hace en la criptograf´ıa cao´tica.
En esta tesis nos centramos en el ana´lisis de los me´todos de cifrado utilizados en
la denominada criptograf´ıa cao´tica.
La teor´ıa de los sistemas dina´micos cao´ticos comenzo´ a desarrollarse en 1960 des-
de muchas a´reas de investigacio´n: matema´tica, f´ısica, biolog´ıa, qu´ımica e ingenier´ıa,
entre otras. Los primeros sistemas que relacionan al caos con la criptograf´ıa se imple-
mentaron como una posible aplicacio´n de la teor´ıa del caos, y permanecieron fuera
del a´mbito de la criptograf´ıa convencional. Este primer enfoque explota el comporta-
miento, aparentemente aleatorio, de las o´rbitas generadas por las iteraciones de una
aplicacio´n cao´tica,3 que son utilizadas como generadores de nu´meros pseudoaleatorios
([Matthews, 1989, Mitchel, 1990, Ritter, 1991, Habutsu et al., 1991, Carroll et al.,
3Las funciones que gobiernan los sistemas dina´micos se llaman aplicaciones o mapas (en ingle´s:
mappings, maps, por la analog´ıa del proceso geome´trico con la construccio´n de un mapa caminando
sucesivamente de un punto a otro del terreno). En esta tesis se utiliza la tradicional denominacio´n
de ((aplicacio´n)).
71992]) y la mayor´ıa se consideran inseguros e ineficientes ([Wheeler, 1989, Wheeler,
1991, Ritter, 1991]).
A partir los trabajos pioneros sobre la sincronizacio´n del caos ([Pecora and Carroll,
1990, Pecora and Carroll, 1991]) comienza nuevamente el intere´s por los sistemas de
comunicaciones seguros basados en sistemas cao´ticos. Estos sistemas no eran cons-
cientes de los conceptos y esta´ndares utilizados en criptograf´ıa, por lo que resultaron
criptogra´ficamente de´biles e ineficientes.
Observando las referencias, se verifica que se han publicado muy pocos trabajos
en conferencias y revistas relacionadas con la Criptolog´ıa. En cambio, la mayor´ıa de
las publicaciones se encuentran en las principales revistas de las a´reas de f´ısica e
ingenier´ıa electro´nica, por ejemplo, Physics Letters A; International Journal of Bi-
furcation and Chaos ; Chaos, Solitons & Fractals ; Physical Review Letters ; Physical
Review E y IEEE Trans. on Circuits and System; as´ı como en las conferencias IEEE
Int. Symposium on Circuits and System; Chaos ; Chinese Physics B y Eurasip Journal
on Applied Signal Processing. Esto explica en parte que, despue´s de casi tres de´cadas,
la criptograf´ıa basada en el caos sea todav´ıa considerada como un feno´meno marginal,
a pesar de que los principios presentados por Shannon en su obra fundamental acerca
de la confusio´n y la difusio´n, son intr´ınsecos a estos sistemas ([Kocarev, 2001a, Amigo´,
2009]).
Los me´todos de cifrado basados en la teor´ıa del caos han sido ampliamente estu-
diados en los u´ltimos an˜os y continu´an siendo objeto de estudio actualmente; estos
me´todos se pueden clasificar en dos grandes grupos: el primero lo constituyen los
criptosistemas basados en caos en tiempo continuo, que utilizan la sincronizacio´n de
los sistemas dina´micos cao´ticos y se realizan mediante circuitos analo´gicos o se si-
mulan en ordenador; el segundo lo integran los criptosistemas basados en caos en
tiempo discreto, realizados con circuitos digitales o programados en ordenador, que
denominaremos sistemas cao´ticos digitales.
La idea fundamental de los actuales criptosistemas de caos continuo, denominados
((sistemas de comunicaciones seguros basados en caos)), es utilizar un sistema dina´mico
en regimen cao´tico para generar una secuencia de banda ancha pseudoaleatoria y
combinarla con el mensaje para producir una sen˜al de aspecto ininteligible (texto
cifrado) que se transmite por un canal inseguro. Luego, utilizando la sincronizacio´n de
estos sistemas, el receptor reproduce la sen˜al pseudoaleatoria y la combina mediante
la operacio´n inversa con la sen˜al recibida, recuperando as´ı el mensaje original.
Este tipo de criptosistema intenta acercarse al ma´s conocido de los sistemas de ci-
frado en flujo: el cifrado de Vernam ([Vernam, 1926]). Este cifrado consiste en realizar
una suma mo´dulo dos bit a bit entre el texto claro y una secuencia binaria aleatoria
8(secuencia cifrante), dando lugar a la secuencia de texto cifrado que se transmite por
el canal inseguro. La operacio´n de descifrado se realiza sumando mo´dulo dos la mis-
ma secuencia aleatoria, con el mensaje cifrado, obtenie´ndose como resultado el texto
claro. La longitud de la secuencia cifrante que se utiliza es ide´ntica a la longitud del
mensaje, y jama´s se utiliza dos veces. El aspecto ma´s destacado de este me´todo lo
constituye su perfecta seguridad demostrada matema´ticamente por Shannon.
Entre los me´todos ma´s empleados para implementar estos criptosistemas podemos
nombrar el enmascaramiento aditivo, los sistemas de conmutacio´n cao´tica (CSK),
la modulacio´n cao´tica, los sistemas que utilizan dos canales de comunicacio´n, etc.
([Yang, 2004]). En varios de e´stos, la sen˜al portadora del mensaje es analo´gica, y para
su ana´lisis se utiliza la teor´ıa del caos. Muchos de los sistemas propuestos durante
la de´cada de los an˜os 90, ya sean analo´gicos o discretos, han sido criptoanalizados,
de modo que no son aptos para su utilizacio´n en la proteccio´n de la informacio´n, y
otros han sido igualmente descartados por su complejidad y baja velocidad de cifrado,
lo que les impide competir con los criptosistemas convencionales4(§.2 [Alvarez et al.,
2011]).
El disen˜o de criptosistemas cao´ticos continuos es un a´rea de intenso trabajo actual-
mente, los nuevos disen˜os intentan remediar las debilidades sen˜aladas en los trabajos
de criptoana´lisis anteriores; sin embargo estos sistemas continu´an siendo inseguros e
ineficientes tal y como se corrobora en la segunda parte de esta memoria. Una de
las razones fundamentales de estos problemas de seguridad que se analizan en es-
ta memoria es que, las mismas herramientas que se han desarrollado para estudiar
el comportamiento cao´tico sirven para obtener informacio´n privilegiada sobre estos
criptosistemas, y permite su ((rotura)).
Por otra parte, los criptosistemas cao´ticos basados en caos digital se utilizan para
el disen˜o de criptosistemas tanto en flujo como en bloques y adema´s de estas apli-
caciones tradicionales, tambie´n se han propuesto funciones resumen, protocolos de
intercambio de claves y autenticacio´n, marcas de agua, y sistemas de cifrado de ima-
gen y v´ıdeo. La revisio´n del estado del arte del trabajo criptoanal´ıtico sobre estos
criptosistemas nos permite asegurar que una gran mayor´ıa de los disen˜os propues-
tos han sido criptoanalizados con e´xito y se han puesto de manifiesto muchas de las
causas de fallo.
Uno de los aspectos ma´s relevantes a investigar y desarrollar en la criptograf´ıa
cao´tica digital es su implementacio´n nume´rica. Los ordenadores actuales son meras
((ma´quinas de estados finitos)) y solo pueden representar los nu´meros reales con una
4A partir de este momento denominaremos criptosistemas convencionales a todos los me´todos
utilizados en la criptograf´ıa moderna.
9precisio´n limitada, por tanto las o´rbitas calculadas difieren en general de las o´rbitas
teo´ricas. Cualquier o´rbita en un espacio de fase finito es necesariamente perio´dica; es
decir, no existe el caos en un sistema de estados finitos. Posiblemente con el adveni-
miento del ((ordenador cua´ntico)) se estar´ıa ma´s cerca de alcanzar el modelo abstracto
dado por la ((ma´quina universal de Turing)) ([McCauley,1988, Bolotin et al., 2009]).
Como posible solucio´n, se ha recurrido a bibliotecas aritme´ticas de alta precisio´n,
con las que se obtienen varios cientos de d´ıgitos exactos, sin embargo e´sta no siempre
es la solucio´n adecuada ya que existen representaciones redundantes en estos nu´meros,
de modo que, debido a los ca´lculos normalizados en la aritme´tica de coma flotante,
el mismo valor real de la sen˜al se puede representar por diferentes nu´meros de coma
flotante y en algunos casos este hecho puede convertir el proceso de cifrado-descifrado
irreversible ([Li Shujun. et al., 2005b, Arroyo et al., 2008, Amigo´, 2009, Arroyo et al.,
2010]). Adema´s cuando se utiliza la coma flotante es necesario realizar un cuidadoso
ana´lisis de los datos y las operaciones a realizar ya que aunque los ordenadores que se
utilicen cumplan con el esta´ndar IEEE 754, esto so´lo asegura la misma representacio´n
de nu´meros en coma flotante y no garantiza que las operaciones realizadas con e´stos,
se efectu´en de la misma manera en todos los ordenadores. Como resultado, cuando un
mismo programa se ejecuta en ordenadores diferentes se pueden obtener resultados
diferentes ([Lopez et al.,2007]). Este problema se agudiza cuando se utilizan co´digos
implementados de modo simulta´neo con CPUs (Central Processing Unit) y GPUs
(Graphics Processing Units) [Yablonski, 2012].
Otra razo´n no menos importante para no utilizar la aritme´tica de coma flotante
es que no existen herramientas anal´ıticas para entender la estructura perio´dica de
las o´rbitas en las implementaciones de las aplicaciones cao´ticas desarrolladas con ella
([Knuth, 1997, Kocarev et al.,2005, Persohn and Povinelli, 2012]).
Un punto de coincidencia en la investigacio´n de la implementacio´n nume´rica de
estos sistemas es la preferencia por la utilizacio´n de la aritme´tica de coma fija, de ma-
nera que, siempre que sea posible, es recomendable formular la dina´mica cao´tica sobre
nu´meros enteros que es el tipo de aplicaciones usadas en la criptograf´ıa convencional
([Li Shujun. et al., 2003a, Alvarez and Li, 2006b, Arroyo et al., 2008]) pudie´ndose uti-
lizar de este modo innumerables y potentes herramientas desarrolladas en el marco
de esta disciplina.
Aunque a nivel teo´rico la mayor´ıa de los sistemas cao´ticos parecen buenos can-
didatos para disen˜ar primitivas criptogra´ficas, a nivel pra´ctico los cifrados cao´ticos
actuales resultan generalmente ma´s lentos que los cifrados convencionales y la ma-
yor´ıa de los esquemas revisados en la literatura siguen las mismas pautas que sus
antecesores por lo que resultan inseguros. Es de consenso general que las investiga-
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ciones futuras en el campo de la criptograf´ıa cao´tica deben priorizar la bu´squeda
de algoritmos que tengan como mı´nimo la seguridad y la velocidad esta´ndar de los
criptosistemas convencionales.
Con estos antecedentes, en esta tesis se han disen˜ado tres familias de generadores
pseudoaleatorios cao´ticos criptogra´ficamente seguros y con velocidades similares a los
cifrados de uso convencional actualmente. En la tercera parte de esta memoria se
detallan dichos disen˜os.
1.2. Justificacio´n
Como se ha expresado en el apartado anterior, la proteccio´n del contenido de los
datos multimedia es una necesidad urgente en casi todos los a´mbitos de la sociedad,
incluyendo los servicios pu´blicos y privados, por lo que la tecnolog´ıa de la seguridad
de los sistemas de cifrado se encuentra con verdaderos retos. Sen˜alemos, por ejemplo,
el pasaporte y el DNI electro´nico, las firmas electro´nicas en la administracio´n, la
identificacio´n por radiofrecuencia (RFID) de productos en almacenes y transportes,
la banca electro´nica y los futuros medios de pago (tarjetas y mo´vil).
Tanto el DES como el RSA fueron exitosamente atacados partiendo de un entorno
de ca´lculo distribuido. El taman˜o de las claves sime´tricas requeridas para alcanzar
una alta seguridad hoy d´ıa es de 128 a 256 bit (AES).
Recientemente, han atra´ıdo mucha atencio´n la Biometr´ıa, la Seguridad de redes y
el Comercio Electro´nico, as´ı como la seguridad de la informacio´n multimedia, como
son las ima´genes, el audio y el video. Para esto, adema´s de los algoritmos de cifrado de
los elementos multimedia, se utilizan tambie´n las marcas de agua digitales para pro-
teger los derechos de autor. Los requisitos fundamentales del cifrado de imagen/v´ıdeo
incluyen: alta velocidad de cifrado y su fa´cil implementacio´n junto con los algoritmos
de compresio´n.
La aplicacio´n de la teor´ıa de los sistemas dina´micos cao´ticos en el desarrollo de
te´cnicas criptogra´ficas es de gran importancia, teniendo en cuenta que los avances en
el desarrollo de la misma puede enriquecer los me´todos de ana´lisis y disen˜o de los
criptosistemas, al igual que en su d´ıa los avances promovidos por la teor´ıa de curvas
el´ıpticas y la meca´nica cua´ntica representaron un avance en las te´cnicas criptogra´ficas.
La teor´ıa del caos se puede utilizar para mejorar el disen˜o de sistemas de cifrado
tradicionales; por ejemplo, en la implementacio´n de procedimientos para obtener Ca-
jas S dina´micas, de gran importancia en los cifrados en bloque, utilizadas para ocultar
la relacio´n entre la clave secreta y el texto cifrado, garantizando as´ı la propiedad de
confusio´n descrita por Shannon ([Shannon, 1949]). Una teor´ıa del caos bien estableci-
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da sera´ u´til para analizar algunas propiedades esenciales de los cifrados tradicionales
([Herring and Palmore, 1989]).
Por otra parte, el progreso en el estudio del caos en otras disciplinas puede en-
riquecer el conocimiento sobre el disen˜o y el ana´lisis del rendimiento de los sistemas
de cifrado cao´tico: las comunicaciones cao´ticas, la generacio´n de nu´meros pseudoalea-
torios cao´ticos, la estimacio´n y deteccio´n de la sen˜al cao´tica y las marcas de agua
digitales cao´ticas.
La rica variedad de sistemas de cifrado basados en caos propuestos en los u´ltimos
an˜os, ha motivado el trabajo de los criptoanalistas con el fin de encontrar las de-
bilidades tanto estad´ısticas como estructurales de estas propuestas. Como resultado
del doble esfuerzo entre disen˜adores y criptoanalistas de cifrados cao´ticos, se puede
esperar la propuesta de aplicaciones robustas que fortalezcan la criptograf´ıa, tanto
convencional como cao´tica.
Muchos autores han sugerido que las investigaciones futuras en el a´rea de la crip-
tograf´ıa cao´tica deben enfocarse hacia una mayor interrelacio´n entre el caos y la
criptograf´ıa. Para que esto sea posible, se deben estudiar profundamente ambas disci-
plinas y lo que cada una de ellas pueda aportar al desarrollo de nuevos criptosistemas.
En esta tesis se abordan los siguientes aspectos:
El criptoana´lisis de los cifrados cao´ticos.
La importancia del criptoana´lisis esta´ ma´s que demostrada en la criptolog´ıa.
En efecto, el avance en el disen˜o de los cifrados en bloque fue promovido en su
d´ıa por los criptoana´lisis lineal y diferencial. De este modo cabe pensar que la
implementacio´n de nuevos ataques a los cifrados cao´ticos existentes, tanto si ya
han sido criptoanalizados como si no, impulsara´n el desarrollo de la criptograf´ıa
cao´tica y permitira´ la creacio´n de sistemas futuros ma´s seguros. Por esta razo´n,
el criptoana´lisis siempre sera´ un tema abierto de ma´xima actualidad.
La bu´squeda de modelos generales para el disen˜o de cifrados cao´ticos.
Es necesario el estudio de nuevos modelos que exploten la interrelacio´n entre
el caos y la criptograf´ıa y entre la criptograf´ıa cao´tica y los mecanismos de
la criptograf´ıa convencional. Uno de los aspectos de mayor incidencia en la
criptograf´ıa cao´tica actual es la implementacio´n nume´rica. Cuando se programa
un sistema cao´tico discreto, se produce un pequen˜o error cada vez que se calcula
un nuevo valor, debido a la precisio´n finita de la ma´quina. Igualmente sucede
con los sistemas continuos en cada paso de integracio´n del sistema de ecuaciones
diferenciales que define el atractor. En esta tesis se realiza la implementacio´n
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de los algoritmos en precisio´n finita usando como estrategia, para solucionar
los problemas mencionados, la combinacio´n de varios sistemas cao´ticos y la
perturbacio´n dina´mica de las o´rbitas.
Los me´todos para comprobar la aleatoriedad de las secuencias pseudoaleatorias
generadas por caos digital.
Co´mo medir la imprevisibilidad de las secuencias pseudoaleatorias es un proble-
ma au´n no resuelto. En esta tesis se combinan herramientas de ambas disciplinas
que permiten que las secuencias generadas pasen todas las pruebas de aleato-
riedad previstas.
La velocidad de cifrado.
Entre los sistemas en los que se ha logrado un nivel de seguridad aceptable
figuran los sistemas discretos basados en la ergodicidad. Estos criptosistemas
previamente realizan un nu´mero indeterminado de iteraciones del sistema (en
cualquier caso muy elevado) para codificar cada muestra. Este defecto les hace
inu´tiles en la pra´ctica. En esta tesis se ha logrado una velocidad de cifrado en
el rango de los sistemas de cifrado finalistas del proyecto eStream5.
Un problema fundamental de la mayor´ıa de los criptosistemas cao´ticos propuestos
es la falta de seguridad y eficiencia ([Alvarez and Li, 2006b, Alvarez et al., 2005c, Li
Shujun. et al., 2006, Oru´e et al., 2008a]), en muchas ocasiones debido a que no se han
tenido en cuenta los requisitos necesarios desde el punto de vista de la criptolog´ıa.
El criptoana´lisis y los sistemas de procesado de sen˜ales han desarrollado te´cnicas
consolidadas de ana´lisis de series nume´ricas y sen˜ales continuas, que permiten hallar
las claves del criptosistema, o al menos acotarlas, y a veces recuperar el texto claro
sin conocer la clave. Cuando el disen˜ador del sistema desconoce la potencia de estas
herramientas, el mismo sucumbe fa´cilmente al ataque de un criptoanalista.
En la fecha de redaccio´n de esta tesis, a pesar de que se ha demostrado que muchos
sistemas de cifrado cao´ticos son inseguros e ineficientes, se siguen implementando
nuevas modificaciones para resistir los ataques descubiertos, ([Chao-Jung Cheng,2012,
Kaddoum et al.,2012, Dimassi et al., 2012, Zhu F. et al., 2012, J. Yang and F. Zhu,
2013, Mamat et al., 2013, Sambas et al.,2013]) algunos con este´riles resultados [Zaher
and Abu-Rezq, 2011, Oru´e et al., 2012b] y otros aun no han sido criptoanalizados.
De esta manera, la criptograf´ıa cao´tica continu´a siendo un campo muy activo
de investigacio´n, demostrado por el gran nu´mero de art´ıculos que son publicados
5El proyecto eStream (2004–2008), tuvo como objetivo promover el disen˜o de algoritmos de
cifrado en flujo eficientes y compactos, adecuados para su utilizacio´n generalizada. Como resultado
del proyecto, se seleccionaron 7 algoritmos de cifrado en flujo. http://www.ecrypt.eu.org/stream/
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actualmente, lo que se traduce en la presentacio´n de nuevas e interesantes propuestas
que enriquecera´n sin duda todas las a´reas de la criptolog´ıa moderna.
1.3. Objetivos
El objetivo de este trabajo es el ana´lisis y propuesta de mejoras de los sistemas
de cifrado cao´ticos actuales y los me´todos de criptoana´lisis relacionados. Para ello, es
preciso profundizar en el estudio de las herramientas de criptoana´lisis que han sido
empleadas en los sistemas cao´ticos propuestos, con relacio´n a su posterior aplicacio´n
en el disen˜o de criptosistemas seguros. Los objetivos concretos del trabajo son los
siguientes:
Estudio cr´ıtico de los criptosistemas cao´ticos propuestos.
Profundizacio´n en el conocimiento de la dina´mica interna de los atractores em-
pleados ma´s comu´nmente en criptograf´ıa cao´tica, como el atractor de Lorenz.
Elaboracio´n de nuevas herramientas para el criptoana´lisis de criptosistemas
cao´ticos.
Disen˜o de nuevos generadores pseudoaleatorios cao´ticos que sirvan de base en
la construccio´n de criptosistemas invulnerables a los ataques estudiados.
1.4. Metodolog´ıa
La metodolog´ıa empleada en este trabajo de investigacio´n ha consistido en es-
tudiar los sistemas de cifrado basados en sistemas cao´ticos continuos, haciendo uso
de la bibliograf´ıa general, donde estos sistemas aparecen propuestos y criptoanaliza-
dos. Como ya hemos explicado anteriormente, las publicaciones de esta tema´tica se
encuentran fundamentalmente en el a´rea de F´ısica. Para esto se han consultado las
bibliotecas de diferentes universidades y del Centro de Tecnolog´ıas F´ısicas L. Torres
Quevedo del Consejo Superior de Investigaciones Cient´ıficas, as´ı como las principales
bases de datos en Internet. La notacio´n y los te´rminos utilizados en esta tesis se han
obtenido a partir de los trabajos incluidos en las referencias bibliogra´ficas.
Posteriormente se implementaron algunos esquemas de cifrado y se realizo´ su crip-
toana´lisis. Concretamente, se ha propuesto un me´todo nuevo de criptoana´lisis basado
en las propiedades geome´tricas de los atractores de Lorenz y Chua, ampliamente utili-
zados en el disen˜o de sistemas de comunicaciones seguras, mediante el cual se calculan
los para´metros (que generalmente forman parte de la clave de dichos criptosistemas)
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y su generalizacio´n a cierto tipo de criptosistemas basados en atractores de ((doble
ovillo)).
Se han analizado las principales debilidades de los sistemas criptogra´ficos basa-
dos en sistemas cao´ticos continuos, se ha realizado un estudio pormenorizado de los
sistemas propuestos y de los criptoana´lisis descritos en la literatura, obtenie´ndose
las conclusiones apropiadas que nos han conducido al disen˜o de varias familias de
generadores pseudoaleatorios basados en aplicaciones cao´ticas.
En el disen˜o de los generadores pseudoaleatorios, hemos utilizado dos te´cnicas
metodolo´gicas: analizar cada caso a resolver por pequen˜as etapas, y realizar pruebas
de ((ensayo y error)). As´ı, la implementacio´n se ha dividido en pequen˜as etapas de
ana´lisis para comprobar la seguridad o debilidad que le aportan cada una de las
operaciones utilizadas en el disen˜o de los generadores. A cada una de las etapas
analizadas se le aplicaron diferentes test de aleatoriedad e impredecibilidad, as´ı como
diversas te´cnicas de ana´lisis, combinando aquellas que provienen de la rama de la
criptograf´ıa, como son los test del NIST y de Diehard, as´ı como las que provienen
de la rama del caos, entre ellas, las aplicaciones de retorno y el juego del caos. El
me´todo de ((ensayo y error)) nos ha permitido ajustar y comprobar la aleatoriedad y
seguridad del disen˜o realizado.
Las consultas bibliogra´ficas y la adquisicio´n de art´ıculos y libros, la participacio´n
en congresos nacionales e internacionales donde se han publicado los resultados de esta
memoria, han estado a cargo de diferentes proyectos de investigacio´n del departamento
de Tratamiento de la Informacio´n y Codificacio´n del Instituto de F´ısica Aplicada, hoy
Instituto de Seguridad de la Informacio´n, del CSIC. Espec´ıficamente del Plan Nacional
de I+D+i. Los proyectos TIN2011-22668: Secure Identification and Authentication
In Electronic Communications (IDEASEC-e) y TIN2011-29709-C02-01: Modelos de
propagacio´n de malware a trave´s de redes sociales on-line.
La mayor parte del trabajo se ha desarrollado bajo el sistema operativo Windows
XP, con los software Matlab 7.0 hasta MatlabR2012 y el entorno de programacio´n
Dev-C++, utilizando programacio´n en C99. Para la edicio´n del texto final de la tesis
hemos empleado el LATEX, conjuntamente con el programa WinEdt 5.6, y el software
para organizar toda la bibliograf´ıa Mendeley Desktop, versio´n 1.7.1.
1.5. Organizacio´n
En esta tesis nos ocupamos, en primer lugar, del estudio desde el punto de vista
del criptoana´lisis, de los criptosistemas basados en los sistemas dina´micos no lineales
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continuos en re´gimen cao´tico6, denominados criptosistemas cao´ticos continuos y la
deteccio´n de sus principales fallos. A continuacio´n, ponemos de manifiesto las limita-
ciones de los criptosistemas cao´ticos discretos7 y, finalmente, proponemos un me´todo
de disen˜o de generadores pseudoaleatorios cao´ticos discretos, criptogra´ficamente se-
guros, que pueden ser utilizados en el disen˜o de criptosistemas sime´tricos y en la
generacio´n de claves.
El contenido principal de esta memoria se divide en tres partes, organizadas en 10
cap´ıtulos en total. La primera parte presenta algunos aspectos teo´ricos que relacionan
la criptograf´ıa, los sistemas dina´micos cao´ticos y la denominada criptograf´ıa cao´tica.
En esta parte se realiza un estudio del estado del arte de los criptosistemas cao´ticos.
Consta de dos cap´ıtulos.
El cap´ıtulo 1 presenta los antecedentes de este trabajo, su motivacio´n y principales
objetivos, as´ı como la metodolog´ıa empleada a lo largo de la tesis.
En el cap´ıtulo 2 se realiza el estudio del estado del arte de la criptograf´ıa cao´ti-
ca, presentando los conceptos ba´sicos que conforman las te´cnicas de la criptograf´ıa
y su v´ınculo con los sistemas dina´micos cao´ticos, as´ı como las herramientas ba´sicas
necesarias para caracterizarlos. Se hace una revisio´n de los algoritmos de cifrado ma´s
importantes y el trabajo criptoanal´ıtico relacionado, ofreciendo un estudio amplio
sobre los avances en los sistemas de cifrado cao´ticos hasta la fecha. Finalmente se dis-
cuten algunas cuestiones del disen˜o de los sistemas de cifrado cao´ticos, tanto continuos
como discretos, y las aplicaciones ma´s importantes encontradas en la literatura.
En la segunda parte se introduce un me´todo de criptoana´lisis basado en la deter-
minacio´n de los para´metros del sistema de Lorenz, se presentan varios criptoana´lisis
y se determinan las principales debilidades y fortalezas de los criptosistemas cao´ticos
revisados a lo largo de la tesis. Esta parte esta´ formada por 5 cap´ıtulos.
En el cap´ıtulo 3 se aborda el disen˜o de un me´todo de criptoana´lisis basado en la
determinacio´n de para´metros del sistema cao´tico de Lorenz. Los resultados teo´ricos
obtenidos en este cap´ıtulo se utilizara´n en los cap´ıtulos 4 y 5 para criptoanalizar
algunos sistemas propuestos recientemente.
El principal objetivo de los cap´ıtulos 4, 5, 6 y 7 es el criptoana´lisis de cinco cripto-
sistemas propuestos en la literatura. En los cap´ıtulos 4 y 5 se realiza el criptoana´lisis
de tres criptosistemas utilizando el me´todo de determinacio´n de para´metros expli-
cado anteriormente y se realiza una generalizacio´n del mismo para ciertos sistemas
dina´micos cao´ticos cuyos atractores son similares al atractor de Lorenz. En cada caso
se sen˜alan las debilidades fundamentales. Los cap´ıtulos 6 y 7 cierran esta parte de la
6Descritos por ecuaciones diferenciales no lineales cuya evolucio´n temporal es continua.
7Descritos por ecuaciones en diferencias, la evolucio´n temporal es discreta.
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tesis con el criptoana´lisis de dos esquemas de cifrado propuestos recientemente. Con
ello, se corrobora que los criptosistemas cao´ticos continuos propuestos hasta la fecha
han resultado criptogra´ficamente inseguros adema´s de tener una velocidad de cifrado
muy limitada.
En la tercera parte se presenta un me´todo de disen˜o de generadores pseudoalea-
torios cao´ticos. Se disen˜an tres familias de generadores pseudoaleatorios cao´ticos,
criptogra´ficamente seguros, utilizando adema´s una combinacio´n de te´cnicas de ana´li-
sis de su seguridad y rendimiento que proceden tanto de la rama de la criptograf´ıa
como de la rama de los sistemas dina´micos cao´ticos. Consta de tres cap´ıtulos.
El cap´ıtulo 8 esta´ centrado en los aspectos ba´sicos del disen˜o de generadores pseu-
doaleatorios criptogra´ficamente seguros. Se plantean los criterios que fundamentan el
disen˜o, la solucio´n que proponemos a los problemas presentes en las funciones unidi-
mensionales y se explican las herramientas de ana´lisis empleadas.
En el cap´ıtulo 9 se realiza el disen˜o y evaluacio´n de tres familias de generadores
pseudoaleatorios cao´ticos, denominadas Rotary, Trident y Trifork. En cada caso se
realiza el ana´lisis de la aleatoriedad de cada generador as´ı como el ana´lisis de la
seguridad y su rendimiento. Como resultado, los tres generadores pseudoaleatorios
propuestos son criptogra´ficamente seguros y la velocidad de cifrado alcanzada esta´ en
el rango de las velocidades obtenidas actualmente en la criptograf´ıa convencional.
En el cap´ıtulo 10 se presentan las conclusiones de este trabajo, as´ı como diversas
l´ıneas futuras de investigacio´n que se pueden plantear de acuerdo al estudio realizado
y los resultados obtenidos.
Finalmente, se cierra la tesis con una extensa lista de referencias bibliogra´ficas, que
abarca gran parte de los trabajos de investigacio´n en esta a´rea hasta la fecha. Despue´s,
se muestra una lista de las publicaciones y patentes derivadas de la realizacio´n de la
tesis.
En los ape´ndices, se ampl´ıan algunos conceptos y herramientas necesarias para
que la tesis quede autocontenida.
CAP´ITULO 2
Conceptos y definiciones preliminares
Este cap´ıtulo describe el estado del arte de la criptograf´ıa cao´tica. En pri-
mer lugar se explican algunos conceptos ba´sicos y las herramientas de
ana´lisis de las dos disciplinas fundamentales que convergen en la denomi-
nada criptograf´ıa cao´tica: la criptolog´ıa y la teor´ıa de los sistemas dina´mi-
cos cao´ticos. A continuacio´n se realiza una revisio´n de los criptosistemas
cao´ticos propuestos hasta la fecha y el trabajo criptoanal´ıtico relacionado.
Finalmente se presentan las conclusiones derivadas de este estudio.
2.1. Criptograf´ıa
La mayor´ıa de los fundamentos de la teor´ıa criptogra´fica actual esta´n recogidos en
el trabajo desarrollado por Claude Shannon, en sus art´ıculos A Mathematical Theory
of Communication ([Shannon, 2001]) y Communication Theory of Secrecy Systems
([Shannon, 1949]) —que sientan las bases de la Teor´ıa de la Informacio´n y de la
Criptograf´ıa Moderna— y el trabajo publicado por Whitfield Diffie y Martin Hellman
en 1976, titulado New directions in Cryptography ([Diffie and Hellman, 1976]), que
introdujo el concepto de Criptograf´ıa de Clave Pu´blica, que amplio´ enormemente el
a´mbito de aplicaciones de esta disciplina.
En el proceso general de un sistema de cifrado, la informacio´n se transmite entre
dos usuarios A y B. En el extremo transmisor el usuario A, convierte el ((mensaje))
o ((texto claro)), en el ((texto cifrado)) o ((criptograma)) bajo el control de la ((clave de
cifrado)). A continuacio´n, el usuario A env´ıa el criptograma al usuario B usando un
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canal pu´blico inseguro. En el extremo receptor, el usuario B descifra el criptograma
mediante la clave de descifrado, obteniendo el mensaje o texto claro original. En
lenguaje matema´tico, un criptosistema es una aplicacio´n biyectiva del conjunto de
todos los posibles textos claros, en el conjunto de todos los posibles textos cifrados,
siendo la regla de la aplicacio´n, la clave. Estos conceptos se describen ma´s formalmente
usando la notacio´n matema´tica siguiente:
2.1.1. Definicio´n de un Criptosistema
Definicio´n 2.1.1. Un criptosistema es un quinteto, (M, C,K, E ,D), que satisface las
siguientes condiciones ([Stinson, 2005]):
1. M, espacio del texto claro (mensaje): es el conjunto finito de todos los textos
claros posibles.
2. C, espacio del texto cifrado o criptograma: es el conjunto finito de todos los
textos cifrados posibles.
3. K, espacio de claves: es el conjunto finito de todas las claves posibles.
4. E ,D, conjunto de todas las reglas de cifrado y descifrado posibles. Para cada k ∈
K, existe una regla de cifrado ek ∈ E y una regla de descifrado correspondiente
dk ∈ D de manera que, dk(ek(m)) = m para cada texto claro m ∈M.
Construir un criptosistema requiere seleccionar el espacio del texto claro M, el
espacio del texto cifrado C, el espacio de claves K, el conjunto de transformaciones
de cifrado ek y el conjunto de transformaciones de descifrado dk.
Para disen˜ar correctamente un criptosistema es necesario que las funciones de
cifrado y descifrado se seleccionen de acuerdo a la teor´ıa del secreto perfecto de Shan-
non ([Shannon, 1949]). Por tanto, el criptograma generado debe ser estad´ısticamente
independiente de la clave y del texto claro. En otras palabras, un buen criptosistema
exhibe las propiedades de confusio´n y difusio´n.
La propiedad de confusio´n pretende que la evolucio´n temporal de la salida del
criptosistema sea estad´ısticamente independiente del texto claro y de la clave, de
manera que la relacio´n entre la clave y el texto cifrado sea tan compleja como sea
posible.
Por su parte, la propiedad de difusio´n implica que pequen˜os cambios en el texto
claro, se traduzcan en una gran modificacio´n en el texto cifrado. Esta propiedad se
refiere espec´ıficamente al reordenamiento o esparcimiento de los bits del texto claro
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sobre el texto cifrado, de manera que cualquier redundancia en el texto claro se
disemine sobre el texto cifrado.
Resumiendo, un criptosistema deber´ıa cumplir los siguientes requisitos:
1. Ser sensible a las claves, de manera que cambiando un solo bit de la clave, se
produzcan textos cifrados completamente diferentes cuando se utiliza el mismo
texto claro.
2. Ser sensible al texto claro, es decir, que al cambiar un solo bit del texto claro
los textos cifrados obtenidos sean diferentes.
3. No debe existir ningu´n patro´n en el texto cifrado que lo relacione con el texto
claro.
La seguridad de un criptosistema tambie´n dependera´, en gran medida, de la cardi-
nalidad del espacio de claves K —el procedimiento de descifrado de un criptograma
debe ser una funcio´n biyectiva solo si la clave secreta es conocida—. De otro modo, si
el espacio de claves no es lo suficientemente grande, se podr´ıa recobrar el texto claro
aplicando la funcio´n de descifrado con cada valor posible de la clave.
Sin embargo, hay que destacar que un espacio de claves grande no es suficiente
para lograr un cifrado seguro. Es tambie´n de suma importancia analizar los posibles
criptoana´lisis del criptosistema para garantizar una mayor seguridad.
2.1.2. Esquemas de cifrado
De acuerdo a la manera en que se distribuye la clave, existen dos tipos fundamen-
tales de criptosistemas ([Stinson, 2005, Schneier, 1996]):
Criptosistemas sime´tricos o de clave privada.
Emplean la misma clave k, tanto para cifrar como para descifrar; requieren un
canal de comunicacio´n seguro para el intercambio de la clave k entre el emisor
y el receptor. Existen dos grandes clases dentro de e´stos, los criptosistemas de
cifrado en flujo y los criptosistemas de cifrado en bloque.
Criptosistemas asime´tricos o de clave pu´blica.
Emplean dos claves (kp, kP ), siendo kp la clave privada y kP la clave pu´blica. Una
de ellas se utiliza para el cifrado de la informacio´n y la otra para su descifrado. El
conocimiento de la clave pu´blica kP no debe en modo alguno permitir acceder
a la clave privada kp. De este modo se establece la comunicacio´n segura por
canales inseguros, puesto que u´nicamente viaja por el canal la clave pu´blica,
que solo sirve para cifrar, o para llevar a cabo autentificaciones.
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Dentro de los criptosistemas de clave privada, los algoritmos de cifrado en bloque
transforman un bloque de texto claro de longitud fija, en un bloque de texto cifrado de
la misma longitud. Esta longitud fija se denomina taman˜o del bloque y generalmente,
es de 64 o 128 bits. Cuanto mayor sea el taman˜o del bloque, ma´s seguro sera´ el sistema
de cifrado, pero aumenta la complejidad de los algoritmos y dispositivos de cifrado y
descifrado. Los dos principios generales que deben guiar el disen˜o de todo algoritmo
de cifrado en bloque son la confusio´n y la difusio´n.
La utilizacio´n de los algoritmos de cifrado en bloque directamente, solo es reco-
mendable en el caso de textos claros muy reducidos; es decir, son adecuados para
cifrar pequen˜os mensajes, as´ı como otras claves, identificaciones, firmas, contrasen˜as,
etc. Sin embargo, son totalmente inadecuados para el cifrado de grandes cantidades
de datos tales como textos muy formateados, formularios, listados y programas, de-
bido a que la estructura subyacente del documento se detectar´ıa fa´cilmente; lo que es
mucho ma´s evidente si se aplica al cifrado de imagen o video. La solucio´n para cifrar
grandes cantidades de datos con un algoritmo de cifrado en bloque puede efectuarse
mediante la construccio´n de un algoritmo de cifrado en flujo, que con alguna arqui-
tectura apropiada1 incluya el algoritmo de cifrado en bloque como elemento ba´sico
([Fu´ster-Sabater et al., 2012]).
Los algoritmos de cifrado en flujo funcionan con unidades de texto claro ma´s
pequen˜as, por lo general bits, lo que los hace excepcionalmente ra´pidos, mucho ma´s
ra´pidos que un cifrado en bloque. En general, el nu´cleo de un cifrado en flujo esta´ com-
puesto por un generador pseudoaleatorio (PRNG). La secuencia de bits generada (se-
cuencia cifrante) se combina con el texto en claro mediante la operacio´n o-exclusivo
binario (XOR) para llevar a cabo el cifrado. Los algoritmos de cifrado en flujo pueden
ser s´ıncronos o auto-s´ıncronos. En el caso s´ıncrono, la secuencia cifrante generada es
independiente de la secuencia de texto claro. Si se pierde un bit en la transmisio´n
de la secuencia de texto cifrado, sera´ inviable el descifrado. Cuando esto ocurre, la
secuencia cifrante debe volver a sincronizarse para realizar la operacio´n de descifrado
correctamente, desde el inicio.
En el caso del cifrado en flujo auto-s´ıncrono, la secuencia cifrante se calcula a
partir de los u´ltimos n bits de texto cifrado. Si se pierde un bit en la transmisio´n, la
secuencia cifrante se autosincroniza despue´s de un nu´mero suficiente de bits cifrados
correctos ([Oru´e et al., 2012a]).
La calidad de un cifrado en flujo, basado en la combinacio´n del texto claro con una
secuencia de nu´meros pseudoaleatorios, depende en parte, de los siguientes factores:
1Por ejemplo, los modos de uso: realimentacio´n de la salida (OFB, Output FeedBack) y contador
(CTR, CounTeR mode).
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El per´ıodo de la secuencia pseudoaleatoria.
Las propiedades de aleatoriedad de la secuencia generada.
La imprevisibilidad de la secuencia generada: el conocimiento de un segmento
finito de la secuencia pseudoaleatoria no debe posibilitar el hallazgo de la clave,
ni de la semilla utilizada. En otras palabras, debe resultar computacionalmente
imposible calcular la clave del sistema, en un tiempo razonable, partiendo de
una porcio´n de la secuencia pseudoaleatoria.
La secuencia de salida de un generador pseudoaleatorio esta´ gobernada por un
algoritmo matema´tico, su estructura dependera´ de ciertos para´metros (la clave) y de
la semilla (denominada tambie´n vector de inicializacio´n). Dependiendo del disen˜o, la
semilla puede formar parte de la clave del generador ([Fu´ster-Sabater et al., 2012]),
siendo tambie´n dependiente del disen˜o el periodo de repeticio´n de la secuencia. La
salida de un generador pseudoaleatorio debe ser indistinguible de la salida de un gene-
rador puramente aleatorio, mientras no se alcance el per´ıodo de repeticio´n. Por tanto,
es necesario que la porcio´n de la secuencia que se espera emplear en un determinado
cifrado sea notablemente menor que su per´ıodo de repeticio´n.
La ventaja de utilizar un generador pseudoaleatorio es que e´ste es determinista
y por tanto repetible. Es decir, siempre que se ejecute con una clave determinada
producira´ la misma secuencia. Esto permite evitar la distribucio´n de una secuencia
larga entre los corresponsales, ya que bastara´ con distribuir la clave —de unos cuantos
cientos o miles de bits— utilizando un canal seguro, que puede ser un canal cifrado con
un algoritmo diferente. La longitud de las secuencias generadas crece normalmente
de forma exponencial con la longitud de la clave —que es relativamente corta—.
No existe un criterio general que determine la seguridad de un generador pseudo-
aleatorio. Sin embargo, s´ı se pueden sen˜alar ciertas caracter´ısticas que toda secuencia
pseudoaleatoria tiene que cumplir para su correcta aplicacio´n en el disen˜o de un al-
goritmo de cifrado en flujo ([Fu´ster-Sabater, 2011]).
Entre las caracter´ısticas necesarias —aunque nunca suficientes— que deben cum-
plir los generadores de secuencias pseudoaleatorias, esta´ poseer una distribucio´n es-
tad´ıstica indistinguible de la de un generador genuinamente aleatorio (para longitudes
finitas de secuencia). Tradicionalmente, se evalu´a esta caracter´ıstica comparando la
secuencia bajo estudio con una secuencia realmente aleatoria, utilizando diversas ba-
ter´ıas de pruebas de aleatoriedad. Las que se han utilizado en esta tesis se describen
en el ape´ndice (A).
En criptograf´ıa, los generadores pseudoaleatorios han de ser ((criptogra´ficamente
seguros)), es decir, inmunes a un ana´lisis que pretenda deducir la clave con que se
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genero´ la secuencia, o que pueda predecir bits futuros o pasados; es decir, deben ser
imprevisibles. De acuerdo al principio de Kerckhoffs [Kerckhoffs, 1883], los algoritmos
de generacio´n debera´n ser pu´blicamente conocidos, por lo que el secreto a guardar
es la clave, que no debe poder deducirse a partir de la secuencia pseudoaleatoria que
produce. La correlacio´n entre la clave y cualquier valor generado a partir de e´sta, debe
ser nulo, o lo que es lo mismo, cada elemento de la secuencia de salida debe parecer
un evento aleatorio independiente.
Este u´ltimo detalle no es trivial, pues hay generadores como el registro de despla-
zamiento realimentado linealmente (Linear Feedback Shift Register, LFSR) que tiene
una distribucio´n estad´ıstica perfecta, pero que basta con conocer el doble de bits de
secuencia que la longitud de su clave, para deducir e´sta.
Como ya hemos expuesto, la criptograf´ıa abarca todas las te´cnicas y herramientas
necesarias para disen˜ar un criptosistema o sistema de cifrado. Como complemento,
el criptoana´lisis comprende todas las te´cnicas que se emplean para evaluar los siste-
mas de cifrado, es decir, para romper la seguridad de los mismos. Ambas disciplinas
esta´n ı´ntimamente ligadas y juntas conforman la Criptolog´ıa. Tan importantes son los
me´todos utilizados en el disen˜o de criptosistemas, como su criptoana´lisis. En cualquier
disen˜o es primordial tener siempre presente su posible criptoana´lisis.
2.1.3. Principios del criptoana´lisis
El criptoana´lisis es una parte integral del disen˜o de un criptosistema seguro. Sin
embargo, los me´todos de evaluacio´n de la seguridad no esta´n establecidos de manera
catego´rica. Generalmente consisten en un procedimiento ((ad hoc)) que comienza con el
estudio de las estrategias que han sido utilizadas por la comunidad de criptoanalistas
para romper un criptosistema dado. Por esta razo´n, antes de disen˜ar un criptosistema
nuevo —ya sea convencional o cao´tico— es imprescindible tener un profundo conoci-
miento de los ataques existentes, as´ı como de las herramientas de criptoana´lisis que
han sido empleadas con anterioridad ([Solak, 2011]).
Un criptosistema so´lido debe adherirse al ((Principio de Kerckhoffs)), postulado
por Auguste Kerckhoffs en 1883 ([Kerckhoffs, 1883]): toda la informacio´n sobre un
criptosistema, excepto la clave secreta k, debe ser conocida. El sistema debe perma-
necer seguro, aun cuando toda la estructura del sistema de cifrado sea de dominio
pu´blico.
Este principio es de suma importancia, ([Shannon, 1949]), pues si se mantiene
en secreto el sistema, sin quedar sometido a la cr´ıtica y escrutinio pu´blico, se conse-
guira´ la seguridad mediante la oscuridad. La historia ha demostrado con creces que
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tales sistemas son casi siempre de´biles y a menudo se rompen fa´cilmente, cuando el se-
creto del disen˜o es desvelado, usando la ingenier´ıa inversa, o se filtra a trave´s de otros
medios. Un ejemplo lo fue el algoritmo de cifrado CSS (Content Scrambling System)
para la proteccio´n del contenido de DVD, que se rompio´ con facilidad, una vez que se
utilizo´ la ingenier´ıa inversa ([Stevenson, 1999]). Esta es la razo´n por la que un esque-
ma criptogra´fico debe seguir siendo seguro incluso si su descripcio´n esta´ disponible.
Actualmente, existen muchas primitivas criptogra´ficas estandarizadas y disponibles
con una descripcio´n completa para todo el mundo.
El ataque ma´s elemental, cuando se conocen los algoritmos de cifrado y descifrado,
se denomina ((ataque por fuerza bruta)) y consiste en hacer una prueba exhaustiva
con todas las claves posibles para descifrar el criptograma. Si la cantidad de claves
posibles es pequen˜a, el trabajo sera´ relativamente corto; pero si el espacio de claves
es muy grande, el trabajo sera´ muy largo resultando costoso y, en casos extremados,
impracticable en un tiempo razonable. Por esta razo´n es imprescindible que el espacio
de claves de un criptosistema sea lo ma´s grande posible. En la actualidad, se considera
que un criptosistema es vulnerable frente a un ataque por fuerza bruta cuando la
longitud de su clave es inferior a 112 bits, es decir, si la clave tiene menos de 5, 2×1033
valores posibles [NIST, 2007].
La seguridad de un criptosistema estara´ entonces limitada, en primer lugar, por el
espacio de claves; pero, es posible que se puedan efectuar otros ataques ma´s elaborados
que reduzcan dra´sticamente el nu´mero de operaciones necesarias para su rotura.
De acuerdo con [Stinson, 2005], cuando se realiza un criptoana´lisis, existen dife-
rentes niveles de ataques al criptosistema. A continuacio´n se presentan estos ataques
ordenados de mayor a menor dificultad.
1. Ataque al texto cifrado: el oponente posee uno o ma´s textos cifrados, c1, . . . , cn ∈
C.
2. Ataque por texto claro conocido: el oponente posee uno o ma´s textos claros,
m1, . . . , mn ∈M, y sus correspondientes textos cifrados, c1, . . . , cn ∈ C.
3. Ataque por texto claro elegido: el oponente ha obtenido acceso temporal al
sistema de cifrado y ha podido elegir textos claros, m1, . . . , mn ∈ M, y obtener
sus textos cifrados correspondientes, c1, . . . , cn ∈ C.
4. Ataque por texto cifrado elegido: el oponente ha tenido acceso momenta´neo
al sistema de descifrado y puede elegir algu´n texto cifrado, c1, . . . , cn ∈ C, y
obtener el texto claro correspondiente, m1, . . . , mn ∈M.
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Otro de los ataques que puede sufrir un criptosistema es el ((ataque a la clave)). En
este caso el oponente puede tener conocimiento de la clave, parte de ella, o al menos
puede limitar el espacio de claves posibles. Sucede cuando el sistema de creacio´n de las
claves tiene baja entrop´ıa, es decir, cuando son fabricadas con un generador aleatorio
deficiente, o elegidas manualmente.
En cada uno de estos ataques, el objetivo que se persigue es determinar la cla-
ve, k ∈ K —o una de sus formas equivalentes— que fue usada en el proceso de
cifrado/descifrado.
Los ataques 3 y 4, aunque no parezcan razonables, son relativamente fa´ciles cuan-
do el algoritmo criptogra´fico, cuya clave esta´ fijada por el disen˜ador y desconocida
para el oponente, se inserta en un equipo que usualmente se puede manipular. Por
ejemplo, en las tarjetas de pago electro´nico (cre´dito, de´bito y monedero), la tarjeta
SIM (Subscriber Identity Module) del tele´fono que utiliza GSM, o el cifrado simbo´lico
de algunas aplicaciones web. Muchos ejemplos de co´mo romper algunos criptosiste-
mas mediante estos ataques se pueden encontrar en [Petrovic and Fu´ster-Sabater,
2000, Maximov, 2006].
2.2. Criptograf´ıa cao´tica
Como ya hemos mencionado, las propiedades como la alta sensibilidad a las con-
diciones iniciales, el espectro de banda ancha, la ergodicidad y mezcla de los sistemas
cao´ticos, hacen atractivos a estos sistemas cao´ticos desde el punto de vista de la cripto-
graf´ıa. La propiedad de ergodicidad sugiere que estos sistemas poseen inherentemente
la propiedad de confusio´n, pilar de la criptograf´ıa, con respecto a las condiciones ini-
ciales y a los para´metros de control. Por otro lado, la alta sensibilidad a las condiciones
iniciales y a los para´metros de control nos muestra a los sistemas cao´ticos como una
posible fuente de difusio´n ([Rıˆncu and Serbanescu, 2009]). Aunque todav´ıa existe una
gran pole´mica en cuanto a equiparar estas propiedades con las caracter´ısticas de di-
fusio´n y confusio´n de la criptograf´ıa, lo cierto es que en las tres u´ltimas de´cadas se ha
publicado una gran cantidad de disen˜os y aplicaciones relacionadas con la seguridad
de los archivos y comunicaciones multimedia.
Antes de describir las caracter´ısticas de la denominada criptograf´ıa cao´tica, trata-
remos algunos conceptos fundamentales en los sistemas dina´micos cao´ticos.
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2.2.1. Introduccio´n a los sistemas dina´micos cao´ticos
La teor´ıa del caos es una rama de los sistemas dina´micos no lineales, que se encar-
ga del estudio de las sen˜ales y sistemas cao´ticos. Intentar nombrar a todos los grandes
pensadores que han colaborado en el desarrollo de una teor´ıa es una tarea intermina-
ble, que puede caer en omisiones involuntarias, por ello citando la frase de Newton,
((If I have seen further than others, it is by standing upon the shoulders of giants)),
que resume este sentir, mencionaremos solo algunos de los principales exponentes en
el desarrollo de esta teor´ıa. Uno de los precursores de la teor´ıa del caos fue el ma-
tema´tico france´s Henri Poincare´ (1854-1912), quien reconocio´ en su ensayo Ciencia y
Me´todo, ([Poincare´, 2001]), que cuando existe sensibilidad a las condiciones iniciales
es imposible realizar una prediccio´n de la evolucio´n de un sistema a largo plazo. A
pesar de que inicialmente se penso´ que este comportamiento irregular solo podr´ıa
encontrarse en sistemas muy complejos, el conocido teorema de Poincare´-Bendixson
demuestra que un sistema dina´mico continuo en una y dos dimensiones no presenta
un comportamiento cao´tico ([Bendixson, 1901]). Sin embargo, en sistemas con solo
tres dimensiones es posible encontrar un comportamiento cao´tico. A pesar de los tra-
bajos de Poincare´, el estudio de los sistemas no lineales fue pra´cticamente ignorado
durante la primera mitad del siglo XX ([Stewart, 1991]). Cabe mencionar que unos
pocos matema´ticos, como George Birkhof, Jacques Hadamard, Aleksandr Andronov,
continuaron desarrollando las ideas de Poincare´. No fue sino hasta la de´cada de los
sesenta cuando se produjo una amplia difusio´n de la teor´ıa del caos y fue debido a
Edward Lorenz quien, en 1961 trabajando con un modelo clima´tico muy simplificado
de tres ecuaciones diferenciales obtenidas a partir de las ecuaciones de Navier-Stokes,
descubrio´ que un sistema determinista continuo con tres grados de libertad genera
sen˜ales aperio´dicas y tiene una sensibilidad extrema respecto a las condiciones inicia-
les ([Lorenz, 1963]). Ma´s tarde en 1974, Robert May demostro´ que un sistema discreto
muy simple, con un grado de libertad, dar´ıa lugar a un comportamiento irregular e
impredecible ([May, 1976]). Stephen Smale descubrio´ que el mecanismo de estirar y
doblar dado en las regiones del espacio de estado, es fundamental para la existencia
del caos, y propuso su sistema de herradura como paradigma del caos ([Smale, 1967]).
En 1980 el f´ısico Mitchell Feigenbaum ([Feigenbaum, 1983]), demostro´ que sistemas
diferentes podr´ıan presentar el mismo comportamiento no solo de manera cualitativa,
sino tambie´n cuantitativa, descubriendo la ruta al caos por duplicacio´n de per´ıodo.
Metropolis, Stein y Stein ([Metropolis et al., 1973]), caracterizaron el comportamiento
de las aplicaciones unidimensionales utilizando por vez primera la dina´mica simbo´lica,
cuyo gran precursor fue Hadamard junto a Marston Morse y Hedlund. Por su parte,
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Li y Yorke siguiendo a Sharkovski, describen el comportamiento irregular descubierto
en numerosos sistemas deterministas, utilizando la palabra ((caos)) ([Li T. and Yorke,
1975]). Grossmann y Thomae establecieron la conexio´n entre los sistemas determi-
nistas y su caracterizacio´n estad´ıstica ([Grossmann and Thomae, 1977]), y Benoit
Mandelbrot estudio´ las formas geome´tricas irregulares que aparecen en la naturaleza
as´ı como en otras disciplinas, e ideo´ el te´rmino ((fractal)) para designar las formas au-
tosemejantes en diferentes escalas ([Mandelbrot, 1977, Mandelbrot, 1983]). El estudio
de los circuitos ele´ctricos en re´gimen cao´tico, especialmente el estudio llevado a cabo
por Leon O. Chua, experimento´ un gran impulso a partir de los trabajos de L.M. Pe-
cora y T.L. Carrol ([Pecora and Carroll, 1990]) que demostraron las condiciones bajo
las que estos circuitos pueden sincronizarse. En las u´ltimas de´cadas se han extendido
las investigaciones sobre el caos de modo tal que se han encontrado comportamientos
cao´ticos en muchos tipos de sistemas tales como: la´seres, reacciones qu´ımicas, cir-
cuitos ele´ctricos, etc. Hoy en d´ıa la teor´ıa de los sistemas dina´micos cao´ticos es de
gran intere´s en numerosas disciplinas involucradas en el estudio de sistemas comple-
jos, debido a que el aparente desorden de tales sistemas puede ser interpretado como
un comportamiento cao´tico, y consecuentemente sustentado por una una estructura
detallada, compleja y precisa tal y como se demuestra en algunos de nuestros tra-
bajos ([Pastor et al., 2007, Romera et al., 2008, Pastor et al., 2008a, Pastor et al.,
2008b, Pastor et al., 2009, Romera et al., 2009, Pastor et al., 2011]).
2.2.2. Definicio´n de sistema dina´mico cao´tico
Un sistema dina´mico puede verse como la formalizacio´n matema´tica del concepto
general de un proceso determinista. Los estados pasados y futuros de muchos siste-
mas f´ısicos, biolo´gicos, econo´micos, e incluso sociales se pueden predecir hasta cierto
punto, al conocer su estado actual y las leyes que rigen su evolucio´n. Si estas leyes
no cambian con el tiempo, podr´ıa considerarse que el comportamiento del sistema
esta´ completamente definido por su estado inicial ([Kuznetsov, 1998]). En esta tesis
trabajaremos con sistemas dina´micos deterministas, auto´nomos y no conservativos
(disipativos)2.
De este modo, la definicio´n de un sistema dina´mico incluye una familia de
((operadores o reglas de evolucio´n)) ϕt que determina el estado del sistema xt en
el tiempo t, dado un estado inicial x0 conocido. La ley de evolucio´n actu´a en algu´n
((espacio de estado o espacio de fase)) el cua´l es un espacio me´trico completo3, parame-
2El caos en sistemas disipativos, se caracteriza por la existencia de atractores en el espacio de
fase ([Argyris, 1994]).
3Esto significa a grandes rasgos, que cualquier secuencia de estados, cuyos elementos futuros esta´n
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trizado por el tiempo t ∈ T . Si la regla se aplica en tiempos discretos, es decir T = Z
se tiene un sistema dina´mico en tiempo discreto, tambie´n llamado aplicacio´n, definido
por un conjunto de ecuaciones en diferencias. Si la regla de evolucio´n se aplica para
T = R, el sistema dina´mico es de tiempo continuo y se define por un conjunto de
ecuaciones diferenciales ([Kuznetsov, 1998]).
La forma ma´s general de especificar la regla de evolucio´n es asumiendo que para
t ∈ T la aplicacio´n ϕt esta´ definida en el estado de faseX ⊂ Rd, siendo d su dimensio´n,
ϕt : X → X, la cual transforma un estado inicial x0 ∈ X en otro estado xt ∈ X en el
tiempo t: xt = ϕ
tx0.
En el caso de los sistemas continuos, la familia, {ϕt}t∈T de operadores de evolucio´n
se denomina ((flujo o sistema dina´mico continuo)).
Los operadores de evolucio´n tienen dos propiedades naturales que reflejan el
cara´cter determinista del comportamiento de los sistemas dina´micos:
(A) ϕ0 = id,
donde id es la aplicacio´n identidad sobre X , id x = x para todo x ∈ X . Esta propie-
dad implica que el sistema no cambia su estado ((esponta´neamente)).
(B) ϕt+s = ϕt ◦ ϕs
Significa que ϕt+sx = ϕt(ϕsx), ∀x ∈ X y t, s ∈ T , de manera que ambos lados de la
u´ltima ecuacio´n esta´n definidos. Esencialmente esta propiedad indica que la ley que
gobierna el comportamiento dina´mico del sistema no var´ıa en el tiempo, es decir que
el sistema es ((auto´nomo)).
Definicio´n 2.2.1. Un sistema dina´mico determinista y auto´nomo es una terna
{T,X, ϕt}, donde T es el tiempo, X es el espacio de estado, y ϕt : X → X, es una
familia de operadores de evolucio´n parametrizados por t ∈ T que satisfacen las pro-
piedades (A) y (B).
Los objetos geome´tricos ba´sicos, asociados con un sistema dina´mico {T,X, ϕt}, son
sus o´rbitas en el espacio de estado y el ((diagrama o retrato de fase)) es una particio´n
del espacio de estado en o´rbitas. El retrato de fase aporta una gran cantidad de
informacio´n sobre el comportamiento de un sistema dina´mico. Al estudiar el diagrama
de fase, se puede determinar el nu´mero y tipos de estados asinto´ticos del sistema.
Definicio´n 2.2.2. Una o´rbita es un subconjunto ordenado del espacio de fase X,
cuyo valor inicial es x0, tal que, Orb(x0) = {x ∈ X : x = ϕtx0, ∀t ∈ T} de manera
que ϕtx0 esta´ definido.
Las o´rbitas en los sistemas dina´micos de tiempo continuo con un operador de evo-
lucio´n continuo son ((curvas)) en el espacio de estado X parametrizadas por el tiempo
separados por una distancia arbitrariamente pequen˜a, es convergente (el espacio no tiene ((agujeros))).
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t y orientadas por su direccio´n de crecimiento. En el caso de los sistemas dina´micos
de tiempo discreto las o´rbitas son ((secuencias de puntos)) en el espacio de estado X
enumeradas por enteros crecientes y se denominan frecuentemente ((trayectorias)).
La teor´ıa cualitativa de los sistemas dina´micos tiene como base el concepto de
invariantes del sistema, lo que en su conjunto nos permitira´ clasificar los elementos
de un retrato de fase y estudiar el comportamiento a largo plazo de las o´rbitas que lo
componen.
Definicio´n 2.2.3. El conjunto invariante de un sistema dina´mico {T,X, ϕt} es un
subconjunto S ⊂ X tal que x0 ∈ S implica que ϕtx0 ∈ S, para todo t ∈ T .
Si el espacio de estado X esta´ dotado de una me´trica ρ, podr´ıamos considerar
conjuntos invariantes cerrados en X . Ba´sicamente existen tres tipos de invariantes
fundamentales:
Punto de equilibrio o punto fijo: x∗ ∈ X es un punto fijo si ϕtx∗ = x∗, ∀t ∈ T .
O´rbita perio´dica: dada una orbita perio´dica L0, se cumple que cada punto x0 ∈
L0 satisface que ϕ
t+T0x0 = ϕ
tx0 para algu´n T0 > 0, ∀ t ∈ T . El T0 mı´nimo que
cumpla con esta condicio´n se denomina per´ıodo de la o´rbita.
Atractor4 extran˜o: se caracteriza por su comportamiento cao´tico, es decir, por
una sensibilidad extrema a las condiciones iniciales. La cuenca de atraccio´n pue-
de tener una estructura muy complicada ([Eckmann and Ruelle, 1985, Argyris,
1994, Schuster and Just, 2005]).
Existen diversas definiciones sobre los sistemas dina´micos cao´ticos, sin embargo,
la mayor´ıa comparte tres propiedades esenciales ([Kuznetsov, 1998]). En primer lugar,
son muy sensibles a las condiciones iniciales, es decir, las trayectorias de dos variables
que comienzan a evolucionar a partir de condiciones iniciales muy cercanas, se sepa-
raran de manera exponencial de manera que pequen˜os errores en la estimacio´n de las
condiciones iniciales se pueden ampliar considerablemente con el tiempo. En segun-
do lugar, pueden mostrar un comportamiento altamente aperio´dico aparentemente
aleatorio; y, en tercer lugar, a pesar de la u´ltima caracter´ıstica, son deterministas.
Este comportamiento, que por un lado se caracteriza por una alta divergencia local
(expansio´n) y a la vez presenta una convergencia global (compresio´n), hace que los
sistemas cao´ticos presenten una propiedad de mezcla de gran importancia para el
4Un atractor, es una regio´n limitada del espacio de fase para el que todas las trayectorias suficien-
temente cercanas a la cuenca de atraccio´n son atra´ıdas asinto´ticamente en un tiempo suficientemente
largo.
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disen˜o de algoritmos de cifrado. De acuerdo a [Devaney, 1992], un sistema cao´tico se
define como sigue:
Definicio´n 2.2.4. Sea (X, d) un espacio me´trico y sea f : X 7→ X una aplicacio´n
continua. La aplicacio´n f es cao´tica si: 1)es sensible respecto a las condiciones inicia-
les; 2)es topolo´gicamente transitiva (propiedad de mezcla) y 3) sus puntos perio´dicos
son densos en X.
En 1992 Banks et al. ([Bank et al., 1992]) demostraron que la condicio´n de sensi-
bilidad es redundante, es decir que la condicio´n de mezcla y la existencia de puntos
perio´dicos densos juntas implican sensibilidad a las condiciones iniciales.
2.2.3. Herramientas para caracterizar el caos u´tiles en el di-
sen˜o y evaluacio´n de un criptosistema cao´tico
Algunos de los indicadores ma´s importantes para estudiar el comportamiento y
caracterizar los sistemas cao´ticos son los siguientes:
1. Los exponentes de Lyapunov: Caracterizan la separacio´n o divergencia expo-
nencial entre dos trayectorias vecinas, es decir, es una medida de la sensible
dependencia del sistema a las condiciones iniciales. De acuerdo con Romera
([Romera, 1997]), si d0 es una medida de la distancia inicial entre dos o´rbi-
tas, y dn es una medida de la distancia entre las mismas o´rbitas al cabo de n
iteraciones, se define,
dn
d0
= eΛn, Λ =
1
n
ln
∣∣∣∣dnd0
∣∣∣∣ ,
siendo Λ el exponente de Lyapunov correspondiente a n iteraciones. Evidente-
mente si Λ > 0, existe una dependencia sensible a las condiciones iniciales, se
produce una divergencia exponencial de la o´rbita y e´sta es tanto ma´s cao´tica
cuanto mayor sea el valor de Λ. Si Λ = 0, la distancia entre las o´rbitas se man-
tiene y no se puede afirmar que exista caos. Si Λ < 0, la distancia disminuye, el
sistema converge por tanto no es cao´tico.
En la mayor´ıa de los problemas f´ısicos, la o´rbita esta´ acotada y, por tanto, dn
no tiende a infinito al aumentar el nu´mero de iteraciones. La divergencia de las
o´rbitas debe entenderse solo como localmente exponencial; por ello, se calculan
los exponentes de Lyapunov a cada iteracio´n y se toma la media al cabo de un
nu´mero N de iteraciones suficientemente grande,
Λ = l´ım
N→∞
1
N
N−1∑
n=0
ln
∣∣∣∣(d1d0
)
n
∣∣∣∣ , (2.2.1)
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donde d0 y d1 son las distancias inicial y final en la iteracio´n n. Cuando se conoce
la expresio´n del sistema cao´tico a estudiar, por ejemplo para una aplicacio´n
unidimensional xn+1 = f(µ, xn), se tiene que d1 = f(µ, xn + d0) − f(µ, xn) =
( df
dx
)xnd0 quedando la ecuacio´n del exponente de Lyapunov como,
Λ(µ) = l´ım
N→∞
1
N
N−1∑
n=0
ln |f ′(µ, xn)|. (2.2.2)
Siendo f ′(µ, xn) la derivada de la funcio´n. En general para un sistema de N
dimensiones existira´n N exponentes de Lyapunov, siendo la Ec. (2.2.2) la ex-
presio´n que permite calcular el mayor exponente de Lyapunov ([Argyris, 1994]).
Si el sistema evoluciona de manera cao´tica, el mayor exponente de Lyapunov
sera´ positivo y correspondientemente si el mayor exponente de Lyapunov es po-
sitivo, el comportamiento del sistema es cao´tico, por tanto no resulta necesario
calcular el vector completo de exponentes de Lyapunov para determinar el com-
portamiento cao´tico. Es una herramienta muy u´til tanto para el criptoana´lisis
como para el disen˜o de los criptosistemas cao´ticos ya que permite evaluar el
espacio de claves de los mismos.
2. La entrop´ıa de Kolmogorov-Sinai (KS), mide la pe´rdida de informacio´n debido
a la evolucio´n de las trayectorias en el tiempo. La entrop´ıa KS se relaciona
con los exponentes de Lyapunov por el teorema de Pessin ([Argyris, 1994]). En
general, este teorema establece que la entrop´ıa KS es igual a la suma de todos
los exponentes de Lyapunov positivos.
3. Las series temporales y su representacio´n gra´fica dan informacio´n sobre su re-
gularidad.
4. El espectro de frecuencias obtenido mediante la transformada de Fourier: en
criptograf´ıa, la sen˜al o secuencia cifrante pseudoaleatoria (en nuestro caso la
variable cao´tica) debe tener un espectro de frecuencias de banda ancha, plano
y de una amplitud mucho mayor que el espectro del texto claro; en caso con-
trario, el espectro del texto cifrado, puede delatar las caracter´ısticas del texto
claro, as´ı como la naturaleza y para´metros del sistema cao´tico. En ciertos casos,
tambie´n resulta revelador el espectro en frecuencia del valor absoluto del crip-
tograma, que puede resultar mucho ma´s simple que el original ([Alvarez et al.,
2005c]).
5. Diagramas de bifurcacio´n: es una representacio´n gra´fica del comportamiento
asinto´tico de las o´rbitas en funcio´n de un para´metro. Este diagrama ofrece
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mucha informacio´n acerca de los comportamientos no cao´ticos que limitan en
diversas ocasiones el espacio de claves de un algoritmo de cifrado dado, como es
el caso del criptoana´lisis que se presenta en el Cap. 6 sobre un sistema disen˜ado
con el circuito de Chua.
6. Aplicacio´n de retorno: es una gra´fica de los puntos, (x0, x1),
(x1, x2), (x2, x3), (x3, x4), . . .. Para las o´rbitas de las funciones del tipo
xi+1 = f(xi), los puntos de la aplicacio´n de retorno coinciden justamente con
la gra´fica de la funcio´n f(x), lo que permite deducir el valor de los para´metros
que la definen. En algunos criptosistemas el criptograma depende directamente
de una o´rbita muestreada. Mediante la construccio´n de la aplicacio´n de retorno
puede ser posible asociar algunos de los valores muestreados con el para´metro
de control, y de esta forma estimar su valor. En el disen˜o de los generadores
pseudoaleatorios cao´ticos presentados en esta tesis se ha tenido en cuenta este
hecho, para evitar que la aplicacio´n de retorno filtre alguna informacio´n de las
o´rbitas del sistema cao´tico empleado en el disen˜o.
2.3. Paradigmas de disen˜o de los criptosistemas
cao´ticos
En la criptograf´ıa cao´tica existen fundamentalmente dos paradigmas de disen˜o: el
primero se basa en la realizacio´n del criptosistema cao´tico mediante circuitos analo´gi-
cos (en algunos casos simulados en ordenador), utilizando principalmente las te´cnicas
de sincronizacio´n del caos ([Pecora and Carroll, 1990]), que en general se denominan
sistemas de comunicaciones seguros, y que en esta tesis los denominaremos ((sistemas
de cifrado cao´ticos continuos)).
En el segundo paradigma los criptosistemas cao´ticos se realizan mediante circuitos
discretos u ordenadores, y generalmente no dependen de las te´cnicas de sincronizacio´n
del caos, y se les denomina ((criptosistemas cao´ticos digitales)).
Como hemos mencionado en la Sec. 1.1, muchos de los sistemas de cifrado cao´ticos
intentan reproducir el esquema de cifrado de Vernam, realizando una suma mo´dulo
dos bit a bit, entre el texto claro y una secuencia binaria aleatoria (secuencia cifran-
te), dando lugar a la secuencia de texto cifrado que es lo que se transmite por el
canal inseguro. Shannon demostro´ matema´ticamente que el texto claro nunca podr´ıa
deducirse a partir del texto cifrado (seguridad incondicional), incluso con recursos
computacionales infinitos; es decir, la informacio´n acerca del mensaje que aporta el
criptograma es nula, siempre que la longitud de la clave fuese igual a la del mensaje.
32
Consecuentemente, los criptosistemas cao´ticos que se basan en la generacio´n de
una secuencia pseudoaleatoria cao´tica para enmascarar el mensaje deben poseer como
mı´nimo las caracter´ısticas siguientes ([Alvarez et al., 1999]):
1. Sensibilidad respecto de los para´metros (clave): Con una ligera variacio´n de
uno de los para´metros del sistema, las trayectorias obtenidas a partir del mismo
punto inicial deben separarse exponencialmente.
2. Sensibilidad a las condiciones iniciales: Dos trayectorias obtenidas a partir de
dos puntos iniciales x0 y x
′
0 arbitrariamente pro´ximos deben separarse una de
otra exponencialmente.
3. Ergodicidad y mezcla topolo´gica: Las trayectorias seguidas por puntos del espa-
cio de fases deben recorrer erra´ticamente todo el espacio, con una distribucio´n
uniforme.
Debido a estas caracter´ısticas, solo se podra´ reproducir en recepcio´n la sen˜al en-
viada por el sistema cao´tico emisor si se conocen los valores exactos de las condiciones
iniciales y de los para´metros del sistema, que pueden ser considerados como clave del
criptosistema cao´tico, verificando as´ı la condicio´n del secreto perfecto de Shannon.
De este modo queda en evidencia la estrecha relacio´n entre los sistemas cao´ticos y la
criptograf´ıa.
Al igual que en la criptograf´ıa convencional, la criptograf´ıa cao´tica ha sido propues-
ta como alternativa en diferentes entornos multimedia donde es necesaria la seguridad.
La gran mayor´ıa de los criptosistemas propuestos, tanto los sistemas de cifrado cao´ti-
cos continuos, como los digitales se implementan como sistemas de clave sime´trica.
Estos sistemas incluyen a los sistemas de cifrado en flujo ([Kocarev and Jakimoski,
2003, Pareschi et al., 2006, Addabbo et al., 2007a, Addabbo et al., 2011, Zhao and
Yin, 2012, HanPing et al., 2013, Wang X. et al., 2013]), en cuyo caso se utiliza el
sistema cao´tico para generar la secuencia pseudoaleatoria cao´tica y a los sistemas
de cifrado en bloque ([Jakimoski and Kocarev, 2001b, Masuda et al., 2006, Xiang
et al., 2006, Sulistyo et al., 2009, Wang et al., 2010, Liu et al., 2012, N˜onthe, 2012])
donde destacan los disen˜os de cajas S cao´ticas que han resultado muy interesantes
y prometedores ([Jakimoski and Kocarev, 2001b, Tang et al., 2005, Wang Y. et al.,
2009a, O¨zkaynak and O¨zer, 2010, Wang Y. et al., 2012, Tong X. et al., 2012c]).
Tambie´n se han propuesto algunos sistemas de clave pu´blica cao´ticos ([Wang X.
et al., 2005b, Klein et al., 2006, Ariffin and Abu, 2009, Yoon and Jeon, 2011, Mish-
kovski and Kocarev, 2011]). Igualmente, se han propuesto numerosos esquemas de
cifrado de imagen ([Pareek et al., 2006, Hung, 2007, Kwok and Tang, 2007b, Sun
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et al., 2008a, Tong X. and Cui, 2009a, Xu et al., 2012, Hussain et al., 2012]) y siste-
mas de marcas de agua cao´ticas ([Wang et al., 2004, Nikolaidis et al., 2005, Kamel and
Albluwi, 2009, Sidiropoulos et al., 2009, Song et al., 2012, Xiao and Shih, 2012, Tong
X. et al., 2012a, Teng et al., 2013, Gu and Tiegang, 2013]), etc.
2.4. Revisio´n de los sistemas de cifrado cao´ticos
continuos
La mayor´ıa de estos sistemas de cifrado se disen˜an bajo el supuesto de que las
o´rbitas o trayectorias cao´ticas se asemejan a secuencias de nu´meros aleatorios, que
pueden utilizarse para enmascarar la sen˜al de informacio´n (mensaje o texto claro). En
estos sistemas, la informacio´n se transmite mediante la sen˜al cao´tica de diversas for-
mas. Sin embargo, independientemente del me´todo utilizado para transmitir la sen˜al
de mensaje, el transmisor y el receptor cao´tico han de sincronizarse para regenerar
la sen˜al cao´tica x(t) y as´ı recuperar el mensaje m(t). De esta manera, al mantener
alguna parte del sistema cao´tico usado en secreto, un tercero (intruso, posiblemente
criptoanalista) sin conocer este secreto (clave) no ser´ıa capaz de reconstruir la infor-
macio´n transmitida. Siguiendo esta idea ba´sica, se han propuesto un gran nu´mero de
sistemas de cifrado cao´ticos continuos hasta la actualidad.
2.4.1. Nociones acerca de la sincronizacio´n cao´tica
La sincronizacio´n cao´tica es un tema ampliamente tratado en la literatura, de
modo que en esta seccio´n solo daremos algunas nociones necesarias para que el trabajo
quede autocontenido. Una de las referencias donde se trata el tema exhaustivamente
es en [Boccaletti et al., 2002].
Si dos sistemas cao´ticos operan de forma independiente, aun siendo iguales, nunca
mostrara´n la misma salida, debido a la alta sensibilidad del sistema cao´tico a las
condiciones iniciales. Sin embargo, cuando la sen˜al de salida cao´tica de un sistema es
enviada a otro, igualmente cao´tico, los dos sistemas se sincronizan entre s´ı, mostrando
la misma salida bajo ciertas condiciones de los para´metros del sistema.
La sen˜al necesaria (sen˜al de sincronizacio´n) para lograr la sincronizacio´n en los
sistemas cao´ticos acoplados puede ir en varias direcciones, pero en esta tesis solo
tendremos en cuenta el caso del acoplamiento unidireccional, que es la forma general
utilizada en las comunicaciones. Un sistema de sincronizacio´n global esta´ formado
por dos subsistemas, con una configuracio´n excitador-respuesta. El primer subsistema
denominado excitador, evoluciona libremente y dirige la evolucio´n del otro sistema
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denominado respuesta. Como resultado, el sistema respuesta acoplado es obligado a
seguir la dina´mica o una funcio´n propia de e´sta, del sistema excitador.
Desde el punto de vista de las comunicaciones seguras, a los sistemas excitador y
respuesta, tambie´n se les denominan sistema transmisor y sistema receptor respecti-
vamente, de manera que emplearemos estos te´rminos indistintamente.
Dependiendo del tipo de ajuste entre ambos sistemas, existen diversos tipos de
sincronizacio´n.
Sincronizacio´n completa. Ocurre cuando los sistemas acoplados en la configura-
cio´n excitador-respuesta son ide´nticos, las trayectorias del transmisor y receptor
cumplen que: l´ım
t→∞
|x(t)− x′(t)| = 0. Las variables de estado evolucionan igual-
mente en el tiempo. La robustez de este tipo de acoplamiento ha sido establecida
usando distintos esquemas de acoplamiento, entre ellos el me´todo de Pecora y
Carroll ([Pecora and Carroll, 1990]), el me´todo de realimentacio´n negativa, el
me´todo de descomposicio´n activa-pasiva, etc.
Sincronizacio´n generalizada ([Rulkov et al., 1995]). Es una generalizacio´n de la
sincronizacio´n completa en la que la trayectoria del sistema respuesta converge
hacia la trayectoria del sistema excitador: l´ım
t→∞
|x(t)− φ(x′(t))| = 0, los estados
no coinciden exactamente, pero esta´n muy cercanos.
Sincronizacio´n proyectiva ([Mainieri and Rehacek, 1999]). Se observa funda-
mentalmente en sistemas parcialmente lineales acoplados,5 como el sistema de
Lorenz. Los vectores del sistema excitador y el sistema respuesta se sincronizan
hasta un factor de escala: l´ım
t→∞
|x′(t)− αx(t)| = 0.
Sincronizacio´n de fase ([Pikovsky et al., 2003]). En este caso el sistema respuesta
adapta su fase ω, con la del sistema excitador, |ω − ω′| < const, aunque sus
trayectorias sean distintas .
Sincronizacio´n con retardo ([Miao et al., 2009]). Es una versio´n con retardo de
tiempo de la sincronizacio´n completa, donde la dina´mica del sistema respuesta
coincide con la dina´mica del sistema excitador retardada en tiempo: l´ım
t→∞
|x(t)−
x′(t− τ)| = 0.
Sincronizacio´n impulsiva o espora´dica ([Li Chuandong et al., 2005]). La sen˜al
de sincronizacio´n no se transmite al sistema respuesta de forma continua sino
5Los sistemas parcialmente lineales esta´n definidos por un conjunto de ecuaciones diferenciales
ordinarias, donde el vector de estado se puede dividir en dos partes (u, z). La ecuacio´n de la variable
z esta´ relacionada con otra de las variables de manera no lineal, mientras que la razo´n de cambio
del vector u se relaciona linealmente con u.
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de forma impulsiva. Los impulsos son controlados por un intervalo de tiempo,
que puede ser fijo o variable en el tiempo.
Sincronizacio´n adaptativa ([Liao and Tsai, 2000]). El sistema excitador y el
sistema respuesta se sincronizan de manera adaptativa. Es muy u´til, tanto para
el disen˜o de los sistemas de comunicaciones seguros basados en caos, como para
el criptoana´lisis, porque el mecanismo de adaptacio´n a menudo implica que un
tercero (criptoanalista), tambie´n pueda sincronizar su sistema con el sistema
excitador y extraer, de este modo, parte de la informacio´n secreta transmitida
por el transmisor a su receptor legal ([Li Shujun. et al., 2007b]).
Nos detendremos en el esquema de sincronizacio´n propuesto por Pecora y Carroll ([Pe-
cora and Carroll, 1990]) que utiliza la configuracio´n homoge´nea excitador-respuesta,
porque sera´ empleado posteriormente en los me´todos de criptoana´lisis disen˜ados. El
sistema excitador transmite algunas de sus variables de estado (sen˜ales de sincro-
nizacio´n) al sistema respuesta, obligando a que las variables de estado del sistema
respuesta se sincronicen con las variables de estado del sistema excitador.
Dado un sistema dina´mico de dimensio´n N . Sea el vector u de dimensio´nM , el que
representa las variables del sistema excitador que son utilizadas para el acoplamiento
con el sistema respuesta. El vector v de dimensio´n K representa las variables del
sistema excitador que no son utilizadas en el sistema respuesta y el vector w de
dimensio´n L el vector que representa al sistema respuesta. Entonces se tiene que
N =M +K + L y el sistema queda dividido como sigue:
u˙ = f(u, v), (dimensio´n M) Excitador (2.4.1)
v˙ = g(u, v), (dimensio´n K) Excitador
w˙ = h(u, v′), (dimensio´n L) Respuesta (2.4.2)
Siendo u = {u1, u2, . . . , uM}, v = {v1, v2, . . . , vK}, v′ = {v′1, v′2, . . . , v′L}.
La existencia de la sincronizacio´n completa implica que el sistema respuesta es
asinto´ticamente estable ( l´ım
t→∞
e(t) = 0; siendo e(t) el error de sincronizacio´n definido
por e(t) ≡ (‖v−v′‖). En otras palabras, el sistema respuesta ((olvida)) sus condiciones
iniciales aunque evolucione en forma cao´tica.
En la configuracio´n de sincronizacio´n homoge´nea, h = g. Una vez seleccionado el
sistema cao´tico a utilizar se divide e´ste en dos subsistemas (u, v); se duplica el sub-
sistema que no contenga la sen˜al de sincronizacio´n, en este caso (v) y se utiliza como
subsistema respuesta (w). Para que se establezca esta sincronizacio´n los exponentes
de Lyapunov del subsistema respuesta, bajo la accio´n del sistema excitador, deben ser
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negativos ([Pecora and Carroll, 1991]). A e´stos se les denomina ((exponentes condicio-
nales de Lyapunov)). El te´rmino condicional viene del hecho de que el exponente de
Lyapunov depende de la sen˜al excitadora. La forma en que se divide el sistema exci-
tador se determina calculando los exponentes condicionales de Lyapunov y eligiendo
como (u) el subsistema estable esto es, el subsistema con exponentes de Lyapunov
negativos.
A continuacio´n el Cuadro 2.1 muestra los exponentes condicionales de Lyapunov
para diferentes configuraciones del sistema de Lorenz, que sera´ estudiado en el Cap.3.
Cuadro 2.1. Exponentes condicionales de Lyapunov para diferentes configuraciones del
sistema de Lorenz
Sist. Lorenz Sen˜al de sincronizacio´n Sist. Respuesta Exponente Lyapunov
σ = 10, x(t) (y, z) (−1.81,−1.86)
b = 8
3
, y(t) (x, z) (−2.67,−9.99)
r = 60, z(t) (x, y) (+0.0108,−11.01)
σ = 16, x(t) (y, z) (−2.5,−2.5)
b = 4, y(t) (x, z) (−3.95,−16)
r = 45.92, z(t) (x, y) (+0.00789,−17)
Puede verse que es posible obtener fa´cilmente la sincronizacio´n completa del sis-
tema respuesta (y, z) excitado por x(t), y con el sistema respuesta (x, z) excitado por
y(t). Para la configuracio´n restante —cuando se transmite z(t)— el sistema se vuelve
ligeramente inestable debido al exponente condicional de Lyapunov positivo, no se
alcanza la sincronizacio´n completa. En este caso se podr´ıa alcanzar la sincronizacio´n
proyectiva ([Mainieri and Rehacek, 1999]).
2.4.2. Esquemas de cifrado cao´ticos continuos
Como ya hemos expresado anteriormente, estos sistemas de cifrado se basan en la
aparente similitud entre las o´rbitas cao´ticas y la salida de los generadores de nu´meros
aleatorios utilizados para enmascarar el texto claro.
Los esquemas de cifrado cao´ticos continuos se diferencian entre s´ı por el tipo de
sincronizacio´n empleada y por la forma en que se transmite el mensaje, clasifica´ndose
de la siguiente manera ([Dachselt and Schwarz, 2001, Li Shujun. et al., 2007b, Amigo´,
2009]):
El enmascaramiento cao´tico. Se basa en la sincronizacio´n de dos sistemas
dina´micos ide´nticos auto´nomos, con una configuracio´n excitador-respuesta. El
texto claro s(t) se suma a la salida de una de las variables de estado y(t) del
sistema cao´tico del transmisor. El receptor utiliza la sen˜al recibida s(t) + y(t)
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para realizar la sincronizacio´n y recuperar el texto claro por simple sustrac-
cio´n. Existen varias versiones de este tipo de sistemas ([Garc´ıa and Jime´nez,
2002, D.Xu and Li, 2002, Feki, 2003, Yang, 2004, Mancilla et al., 2005, Marti-
nez-Guerra and Yu 2008, Yu and Liu, 2008, Gang Z. et al., 2010, Jing Pan and
Qun Ding, 2011, Xia and Fan, 2012, Malek and Miri,2012]). Este sistema tiene
varias desventajas. En primer lugar, para garantizar la sincronizacio´n, la poten-
cia de s(t) debera´ ser lo suficientemente pequen˜a con respecto a la potencia de
la sen˜al cao´tica, lo que provoca que, en ocasiones, s(t) no se distinga bien del
ruido del canal y el sistema se degrada seriamente por la distorsio´n de amplitud,
o las perturbaciones del canal de comunicacio´n. Aunque el texto claro perturba
continuamente la sincronizacio´n de ambos sistemas, el error de sincronizacio´n
siempre tiende a cero despue´s de un tiempo suficientemente grande. Entonces
existe un compromiso entre la robustez del sistema, desde el punto de vista de
la seguridad, y el desacuerdo entre los valores de los para´metros.
La conmutacio´n cao´tica o (CSK). En e´sta, la sen˜al de informacio´n binaria con-
trola un conmutador, cuya accio´n cambia los valores de los para´metros del
sistema cao´tico ([Dedieu et al., 1993, Baranovski and Schwarz, 2003, Kharel
et al., 2010, Xingyuan et al., 2010]). Existen diversas variantes de implemen-
tacio´n ([Yuu-Seng Lau, 2005, Wang and Zhang, 2006, Celikovsky and Lynnyk,
2009, Celikovsky and Lynnyk, 2009, Zhang G. et al.,2012, Zhu Y. and Wang
et al.,2012]). En general, el conmutador seleccionara´ de acuerdo a la sen˜al a
transmitir uno de los dos juegos de para´metros o, entre dos o ma´s sistemas
cao´ticos auto´nomos con para´metros distintos. Este sistema es ma´s robusto fren-
te al ruido que el enmascaramiento cao´tico. El principal defecto es que el siste-
ma resulta muy lento porque el conmutador del transmisor debe permanecer un
cierto tiempo en la misma posicio´n para que en el receptor se pueda observar
la convergencia a cero de la sen˜al de error correspondiente. A pesar de ello, el
sistema tiene el mismo problema de seguridad que el caso anterior porque existe
un compromiso robustez-desacuerdo de los para´metros.
La modulacio´n cao´tica (CM). Esta´ inspirada en las comunicaciones de espectro
ensanchado, consiste en multiplicar la sen˜al de informacio´n s(t) por una de
las sen˜ales cao´ticas del sistema transmisor ([Bu and Wang, 2004, Chien and
Liao, 2005, Hua et al., 2005, Farooq and Datta, 2006, Liang et al., 2008b, Sun
et al., 2008b, Banerjee, 2009, Fallahi and Leung, 2010, Mata-Machuca et al.,
2012, Dwivedi et al., 2012]). El sistema respuesta es una re´plica del sistema
transmisor ya que, para condiciones iniciales adecuadas, la sen˜al de informacio´n
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recuperada en el receptor ŝ(t) es ide´ntica a la sen˜al s(t) del trasmisor. El texto
claro influye en la evolucio´n del sistema cao´tico, por lo que la recuperacio´n
de e´ste se realiza mediante un controlador adaptativo, que es distinto para
diferentes sistemas cao´ticos y para los para´metros modulados.
El sistema inverso. En e´ste, el sistema receptor ejecuta un algoritmo exacta-
mente inverso al del sistema transmisor para recuperar el mensaje exactamen-
te ([Oksasoglu and Akgul, 1995, Zhou et al., 1997, Alvarez Ramirez et al., 2001]).
En general incorpora una funcio´n de cifrado simple.
Entre los sistemas cao´ticos ma´s empleados en el disen˜o de los sistemas de ci-
frado cao´ticos continuos se encuentran, el sistema de Lorenz ([Tsay et al., 2004,
Cruz Herna´ndez and Lo´pez Mancilla, 2005, Zhang, 2005, Nu´n˜ez, 2006, Liu Y. and
Tang, 2008, Sheng et al., 2008, Marco et al., 2010, O¨zkaynak and O¨zer, 2010, Hag-
highatdar and Ataei, 2009, Pan and Jing, 2010, Yi et al., 2010, A-Zkaynak and A–
zer, 2010, Pang et al., 2011, Xiang et al., 2011, Xia and Fan, 2012]), el circuito de
Chua ([Kocarev et al., 1992, He et al., 2000, Chen et al., 2008, Cruz Herna´ndez and
Romero-Haros, 2008, Ga´mez-Guzma´n et al., 2009, Gang Z. et al., 2010, Arellano-Del-
gado et al., 2012]), el sistema de Chen ([Guan et al., 2005, Fallahi et al., 2008, Liu
H. and Wang X., 2011, Smaoui et al., 2011, Xu et al., 2012, HanPing et al., 2013]),
el oscilador de Duffing ([Hyun et al., 2009]), el sistema de Genesio-Tesi ([Chen and
Min, 2008]) y el sistema de Lure ([Zhu F, 2009]). Debemos hacer hincapie´ en que los
sistemas aqu´ı mencionados son solo algunos de los ejemplos de los centenares que se
pueden citar en esta a´rea de investigacio´n. Aunque recientemente se han propuesto
nuevos disen˜os, la mayor´ıa de ellos son en realidad modificaciones o generalizaciones
de los tres primeros esquemas ba´sicos.
2.4.3. Resultados del trabajo criptoanal´ıtico
Para evaluar la seguridad de un criptosistema dado, independientemente de si es
cao´tico o convencional, debe investigarse el impacto que causar´ıan todos los posibles
me´todos criptoanal´ıticos conocidos (es decir, los ataques) sobre el mismo. Adema´s,
como regla ba´sica, debe siempre tenerse en cuenta el principio de Kerckhoffs, explicado
en la Sec. 2.1.3, de modo que la clave secreta debe ser el u´nico componente desconocido
para el atacante y se utiliza para garantizar la seguridad del criptosistema.
Dada la existencia de una gran variedad de sistemas de cifrado cao´ticos propuestos
en la literatura, su criptoana´lisis esta´ compuesto por una gran variedad de ataques.
Estos ataques intentan explotar los puntos de´biles que son espec´ıficos de cada sistema
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de cifrado en particular. Por lo tanto es algo dif´ıcil concebir ataques comunes, no
triviales, que puedan ser aplicados contra una amplia gama de sistemas de cifrado
cao´ticos. Tal diversidad de disen˜os va en contra de la seguridad de los sistemas de
cifrado basados en caos, ya que en lugar de utilizar estructuras bien analizadas y
probadas existe una tendencia general de disen˜ar estructuras noveles, abriendo las
puertas a nuevos ataques ([Kocarev and Lian, 2011]).
Para algunos sistemas de enmascaramiento cao´tico y de conmutacio´n cao´tica, es
posible estimar directamente el mensaje en claro, partiendo de las sen˜ales de sincroni-
zacio´n, sin necesidad de estimar la clave secreta o las sen˜ales portadoras. En general,
los criptosistemas cao´ticos continuos se pueden romper mediante los siguientes ata-
ques:
Ana´lisis de la aplicacio´n de retorno. Construyendo la aplicacio´n de retorno del
sistema excitador, se puede estimar el mensaje claro examinando la fluctuacio´n
de e´sta en el caso del enmascaramiento cao´tico. Para el caso de la conmutacio´n
cao´tica, se puede estimar el mensaje claro por la divisio´n del mismo. Este me´todo
fue propuesto por primera vez en [Pe´rez and Cerdeira, 1995] y desarrollado y
aplicado posteriormente en [Yang, 1998, Li Shujun. et al., 2005a, Li Shujun.
et al., 2006, Celikovsky and Lynnyk, 2010] para otros sistemas ma´s avanzados.
Ana´lisis de per´ıodo a corto plazo. Cuando el espectro de la sen˜al de sincroniza-
cio´n tiene un pico significativo, denota que existe una relacio´n simple entre el
pico de frecuencia y los valores de los para´metros de control. En este caso, se
extrae el per´ıodo a corto plazo como una medida del pico de frecuencia modu-
lada por el mensaje ([Alvarez, 2004]). De acuerdo con el cambio de los periodos
a corto plazo extra´ıdos, se extrae el mensaje de manera exacta en el caso de
los sistemas de conmutacio´n cao´ticos, o de manera aproximada para algunos
sistemas de modulacio´n de los para´metros.
Ana´lisis de la potencia espectral. A pesar de la complejidad de la dina´mica de los
sistemas cao´ticos, la potencia espectral de sus variables no es tan compleja como
cabr´ıa esperarse. Aun cuando el espectro de potencia de algunos sistemas cao´ti-
cos parece aceptable, si se eliminan las simetr´ıas del atractor cao´tico aparecen
picos significativos. Por ejemplo, la sen˜al x(t) en el sistema de Lorenz, exhibe
un espectro relativamente bueno, pero la sen˜al |x(t)| tiene un pico significativo.
De modo que, si el mensaje en claro se oculta en la sen˜al sincronizadora, la
banda estrecha del espectro alerta al criptoanalista; quien filtrando la sen˜al de
sincronizacio´n puede recuperar el mensaje ([Yang et al., 1998a, Alvarez et al.,
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2004c]). La secuencia cifrante en criptograf´ıa debe asemejarse a un ruido pseu-
doaleatorio con espectro de potencia ancho y plano y la densidad de potencia
debe ser mucho mayor que la sen˜al que se va a ocultar. En otras palabras, el
espectro de potencia del mensaje en claro debe estar enterrado en el espectro
de potencia del ruido pseudoaleatorio ([Alvarez et al., 2005, Oru´e et al., 2008]).
Ana´lisis de potencia. Para algunos para´metros de los sistemas de modulacio´n, la
potencia de la sen˜al de sincronizacio´n var´ıa de acuerdo al valor de la sen˜al trans-
mitida. Esto hace posible la obtencio´n de una versio´n del mensaje, mediante la
observacio´n de la potencia promedio de la sen˜al de sincronizacio´n, utilizando
una ventana de tiempo deslizante como en [Alvarez et al., 2004b]. En el caso
de los sistemas de conmutacio´n cao´tica, es posible la recuperacio´n exacta del
mensaje ya que cada bit tiene que ser ((mantenido)) durante un tiempo para
asegurarse que se ha establecido sincronizacio´n cao´tica.
Me´todo basado en la sincronizacio´n generalizada. Los sistemas de conmutacio´n
cao´tica y algunos sistemas de modulacio´n de para´metros, tienen una relacio´n
sencilla entre el error de sincronizacio´n y el valor de la sen˜al transmitida. Este
hecho ha sido utilizado para extraer el mensaje directamente ([Yang et al.,
1998b, Alvarez et al., 2005, JinFeng and JingBo, 2008]).
Deteccio´n del cambio de evento. Para los sistemas de conmutacio´n cao´tica y de
modulacio´n de para´metros, la dina´mica del sistema excitador cambiara´ signi-
ficativamente con el cambio del valor de la sen˜al de modulacio´n, es decir, el
texto claro. En [Storm and Freeman, 2002] se propone un me´todo que permite
la recuperacio´n de la sen˜al de modulacio´n de para´metros a corto plazo en sis-
temas CSK que utilizan la conmutacio´n entre dos atractores. El me´todo utiliza
la deteccio´n y el seguimiento de estos eventos de conmutacio´n.
Me´todos de estimacio´n de los para´metros. La mayor´ıa de estos sistemas com-
parten el tremendo problema de la baja sensibilidad de la clave secreta, debido
a la gran dependencia que existe entre el error de sincronizacio´n y los desajustes
en los valores de las claves. Cuanto mayor es el error en la sincronizacio´n, ma-
yor es el error en los valores de las claves (para´metros del sistema en general).
Por ello, resulta relativamente fa´cil construir un receptor intruso y realizar una
sincronizacio´n adaptativa, logrando as´ı descifrar el mensaje tal como lo har´ıa
el receptor aute´ntico. En la literatura revisada existen muchos sistemas que
utilizan la sincronizacio´n adaptativa para transmitir la sen˜al desde el sistema
excitador a un sistema respuesta que desconoce los para´metros del sistema ex-
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citador. Por lo general han sido criptoanalizados utilizando un receptor intruso
que no necesita determinar la clave ([Stojanovski et al., 1996, Parlitz, 1996, Par-
litz et al., 1996, Huang D., 2004, Alvarez et al., 2005, Yu and Liu, 2008, Oru´e
et al., 2008a]). Entre los me´todos de determinacio´n de para´metros tambie´n se
destacan aquellos basados en filtrado no lineal, en especial los que hacen uso de
los filtros de Kalman ([Lu and Bo, 2012]). Observe que la estimacio´n de para´me-
tros en diversas ocasiones cae en el campo de la teor´ıa de control de sistemas
dina´micos: teor´ıa de observadores dina´micos y sus extensiones lo que demuestra
el cariz multidisciplinar que tiene la criptograf´ıa cao´tica, razo´n fundamental de
su complejidad y motivo de vulnerabilidades.
Para solucionar algunos de los problemas de seguridad encontrados en los sistemas
de cifrado cao´ticos analo´gicos, se han propuesto en los u´ltimos an˜os una serie de
medidas que analizamos a continuacio´n, y los resultados criptoanal´ıticos conocidos.
Las medidas propuestas incluyen utilizar:
1. Sistemas dina´micos ma´s complejos.
2. Me´todos de sincronizacio´n ma´s complicados.
3. Funciones de cifrado adicionales.
4. Combinacio´n en cascada de varios sistemas de cifrado cao´ticos heteroge´neos.
5. Dos canales de comunicacio´n.
La utilizacio´n de sistemas cao´ticos ma´s complejos, tales como los sistemas hiper-
cao´ticos, los sistemas cao´ticos con retardo de tiempo o la utilizacio´n de mu´ltiples
sistemas cao´ticos heteroge´neos ([Murali, 2000]) ha sido ampliamente recomendada
para mejorar la seguridad de los sistemas de cifrado cao´ticos. Sin embargo, los re-
sultados criptoanal´ıticos encontrados demuestran que estas medidas no mejoran la
seguridad ([Short and Parker, 1998, Huang X. et al., 2001, Tao et al., 2003a, Alva-
rez et al., 2005, Lei et al., 2006]). A pesar de esta conclusio´n, muchos de los nuevos
disen˜os de sistemas de comunicacio´n seguros se basan en esta aproximacio´n, ([Jinqiu
and Xicai, 2009, Xingyuan et al., 2010, Smaoui et al., 2011, Wu et al., 2011]) y aun-
que no han sido criptoanalizados, se comete la mayor´ıa de los errores anteriormente
mencionados.
El uso de me´todos de sincronizacio´n ma´s complicados intenta tambie´n mejorar
la seguridad de los sistemas de cifrado anteriores. En este caso se ha utilizado la
sincronizacio´n impulsiva, proyectiva, de fase, o desfase de sincronizacio´n, ([Khadra
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et al., 2003, Kilic, 2006, Li Y., 2010, Wu et al., 2012]). Por ejemplo, en [An et al.,
2011] se propone un algoritmo de cifrado cao´tico continuo basado en la sincronizacio´n
proyectiva (SP) y el enmascaramiento cao´tico. Utiliza tres sistemas dina´micos de
cuatro dimensiones (4D) distintos, empleando los dos primeros como transmisores y
el tercero como receptor. La intencio´n del disen˜o es aumentar la seguridad del cifrado
al hacerlo dependiente de un enmascaramiento doble. Sin embargo, el texto cifrado
es la suma de una sinusoide con dos de las sen˜ales de los sistemas transmisores. No
se indica que los para´metros del sistema receptor deban elegirse en funcio´n de los
para´metros de los sistemas transmisores. Aparentemente, la recuperacio´n del texto
cifrado no depende de ninguna relacio´n entre para´metros de recepcio´n y transmisio´n.
Es decir, que el sistema carece de clave (si es que los para´metros del receptor pudiesen
ser la clave).
Aunque no se han obtenido resultados definitivos para el rendimiento global de
cada modo de sincronizacio´n, se han detectado algunos problemas de seguridad en
algunos esquemas espec´ıficos ([Alvarez et al., 2005, Alvarez et al., 2004a, Oru´e et al.,
2008a]).
El empleo de algunas funciones de cifrado fue primeramente utilizada en [Yang
et al., 1997]. En este caso el transmisor esta´ compuesto por el sistema cao´tico y una
funcio´n de cifrado. En e´l se combina el mensaje en claro con una variable del sistema
cao´tico que hace las veces de clave k(t) mediante la funcio´n de cifrado e(·). En el
extremo receptor se tiene el mismo sistema cao´tico y la funcio´n de descifrado d(·). La
clave se recupera cuando se sincronizan ambos extremos y luego se aplica la funcio´n
de descifrado para obtener el mensaje en claro. Esta idea ha sido utilizada despue´s por
otros investigadores ([Murali, 2000, Fallahi et al., 2008, Kharel and Busawon, 2009,
Marco et al., 2010, Zaher and Abu-Rezq, 2011]). Aunque no ha existido demasiado
trabajo criptoanal´ıtico sobre este tipo de combinacio´n, en [Parker and Short, 2001,
Oru´e et al., 2012b] se demuestra que la funcio´n de cifrado adicional puede ser eludida.
La utilizacio´n de una estructura de cifrado que combina en cascada varios crip-
tosistemas cao´ticos heteroge´neos ([Murali, 2000, Bao and Zheng Zhu, 2006, Kharel
et al., 2008]) supone que la seguridad del sistema resultante puede ser mayor que la
seguridad de cada una de sus partes componentes. Por ejemplo, en [Murali, 2000] se
propone una estructura en cascada compuesta por un subsistema de enmascaramiento
cao´tico y un subsistema de modulacio´n cao´tica. Ma´s tarde, el mismo autor propone la
misma configuracio´n utilizando un subsistema de conmutacio´n cao´tica combinado con
un subsistema de modulacio´n cao´tica, ([Murali, 2001]). Sin embargo estos esquemas
han resultado inseguros como se demuestra en [Tao et al., 2003a].
La utilizacio´n de dos canales de transmisio´n separados, un u´nico canal para la
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sincronizacio´n cao´tica y otro para el cifrado de la sen˜al del mensaje, ha sido utilizada
con frecuencia ([Jiang, 2002, Li Z. and Xu, 2004a, Perruquetti et al., 2008, Sheu et al.,
2010]). Los dos primeros esquemas se consideran inseguros ([Oru´e et al., 2008a]) ya que
es posible la estimacio´n de para´metros mediante el ana´lisis del canal de sincronizacio´n
cao´tica. Recientemente, Zaher ([Zaher and Abu-Rezq, 2011]) ha propuesto un cifrador
cao´tico basado en el sistema dina´mico de Lorenz que utiliza dos canales. El primer
canal utiliza la variable x1 para sincronizar el receptor y el segundo canal es una
combinacio´n no lineal de la variable x2 y el texto claro. La u´nica clave del sistema es el
para´metro σ, que ha de ser igual en recepcio´n y transmisio´n, y los dema´s para´metros se
mantienen fijos. El sistema carece de seguridad. Como se transmite la variable x1 para
realizar la sincronizacio´n, el sistema resulta muy similar a los descritos anteriormente
y puede ser atacado de manera efectiva mediante el ana´lisis del canal de sincronizacio´n
([Oru´e et al., 2012b]).
Para evitar el ataque por la aplicacio´n de retorno, se han utilizado varias estra-
tegias ([Palaniyandi and Lakshmanan, 2001, Bu and Wang, 2004, Wu et al., 2004]):
la doble modulacio´n de la sen˜al portadora del mensaje, que adema´s se utiliza co-
mo sen˜al de sincronizacio´n en [Bu and Wang, 2004]. Sin embargo, este esquema fue
((roto)) en [Chee et al., 2004, Alvarez et al., 2005c]. En [Wu et al., 2004], se propo-
ne una mejora del sistema, que fue posteriormente criptoanalizada con e´xito en [Li
Shujun. et al., 2005a, Li Shujun. et al., 2006]. Por otra parte, en [Zaher and Abu–
Rezq, 2011] se propone la combinacio´n de un esquema de modulacio´n de para´metros
con una funcio´n de cifrado, se analiza la robustez del sistema en cuanto al ataque
por aplicacio´n de retorno, sin embargo la te´cnica propuesta sigue siendo insuficiente,
ya que el sistema puede ser criptoanalizado usando las te´cnicas de identificacio´n de
para´metros descritas en [Oru´e et al., 2008a, Oru´e et al., 2012b].
El estudio del estado del arte realizado en esta tesis nos muestra que la mayor´ıa de
los criptosistemas cao´ticos continuos tienen como principal defecto, la baja sensibili-
dad a la clave secreta ([Chang-Song and Tian-Lun, 1997, Alvarez et al., 2000, Alvarez
et al., 2004a, Alvarez et al., 2004f, Alvarez et al., 2005b, Liang et al., 2008a, Amigo´,
2009, Alvarez et al., 2011, Montoya and Oru´e, 2011]). En realidad, este ((problema)) es
un requisito indispensable para el funcionamiento de las realizaciones reales de cual-
quier criptosistema cao´tico analo´gico, ya que, como hemos explicado anteriormente,
es pra´cticamente imposible garantizar el acuerdo exacto entre los para´metros y con-
diciones iniciales de los sistemas emisor y receptor. La consecuencia directa de este
problema de baja sensibilidad de la clave es que el taman˜o del espacio de claves resulta
mucho ma´s pequen˜o de lo esperado, facilitando un ataque por fuerza bruta que nos
lleve directamente a estimar la clave secreta quedando en evidencia la inseguridad del
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sistema. Cuando nos enfrentamos a un conjunto de para´metros, que juegan el papel
de clave, y pueden variar de forma continua aceptando infinitos valores, parece, en
principio, que el espacio de claves es infinito. Sin embargo, como se vera´ en el cap´ıtulo
siguiente, sucede que valores de para´metros pro´ximos producen ide´nticos resultados
cuando los coeficientes condicionales de Lyapunov del sistema respuesta son negati-
vos. Para que dos valores de para´metros puedan considerarse como ((claves diferentes))
es preciso que este´n considerablemente alejados en el intervalo continuo de valores.
De esta manera, el margen u´til de los valores de los para´metros queda fraccionado en
bandas de comportamiento equivalente. Por lo tanto, el nu´mero de claves diferentes
proporcionadas por cada para´metro es igual al nu´mero de bandas distintas en las
que se puede fraccionar su margen de variacio´n, dando lugar a comportamientos no
equivalentes.
Por esta razo´n, a menudo es posible utilizar un algoritmo iterativo para determi-
nar el valor de los para´metros secretos, lo que a su vez coincide con el concepto de
sincronizacio´n adaptativa ([Dedieu and Ogorzalek, 1997, Tao et al., 2003a, Liu Y. and
Tang, 2008, Huang Y. et al., 2012]).
Adema´s del me´todo basado en la sincronizacio´n adaptativa, existen otras formas
de estimar los para´metros secretos. Por ejemplo, debido a la naturaleza de los sistemas
cao´ticos de Lorenz y Chua, los para´metros secretos pueden determinarse a partir de la
sen˜al de sincronizacio´n y sus derivadas, principalmente los diferenciales de diferentes
o´rdenes ([Vaidya and Angadi, 2003, Liu L. et al., 2004]).
Para algunos esquemas espec´ıficos es posible obtener parte de los para´metros se-
cretos haciendo el ana´lisis de la aplicacio´n de retorno del sistema emisor ([Li Shujun.
et al., 2005a, Li Shujun. et al., 2006]). Cuando el atacante puede acceder a un re-
ceptor legal por algu´n tiempo, es factible un ataque por texto cifrado elegido donde
se puede configurar la sen˜al de sincronizacio´n de modo que sea una constante fija,
con el objetivo de obtener los valores de todos los para´metros secretos ([Guojie et al.,
2003]).
Otros me´todos propuestos para identificar los para´metros de un sistema cao´tico
eficientemente tal como el sistema de Lorenz son:
Stojanovski y colaboradores en [Stojanovski et al., 1996] han descrito un me´todo
gene´rico para identificar de manera simulta´nea los tres para´metros del sistema
de Lorenz cuando se conoce la variable x(t) o la variable y(t).
Parlitz [Parlitz, 1996] utiliza un me´todo para recobrar los para´metros r y b del
sistema de Lorenz cuando se conoce y(t), por medio de una autosincronizacio´n
basada en las funciones de Lyapunov.
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En Parlitz et al. ([Parlitz et al., 1996]) se describe un me´todo general para
estimar los para´metros, que permite recuperarlos mediante un modelo realizado
a partir de la serie de tiempo, minimizando el error promedio de sincronizacio´n,
que se aplico´ con e´xito para recuperar los para´metros de la aplicacio´n de He´non
y del circuito de Chua.
Recientemente, Huang ([Huang D., 2004]), Yu y Parlitz ([Yu and Parlitz, 2008])
extendieron el me´todo a un sistema general, y demostraron que todos los pa-
ra´metros del sistema se pueden recuperar, siempre que todas las variables de
estado se puedan medir. En su trabajo ilustran su me´todo de identificacio´n de
para´metros utilizando el sistema de Lorenz.
Alvarez et al. ([Alvarez et al., 2005]) propusieron un me´todo basado en la sincro-
nizacio´n generalizada para determinar los para´metros σ y r, cuando se conoce
una combinacio´n de las variables de estado x(t) + y(t), y la aplicaron para
criptoanalizar un criptosistema cao´tico basado en la sincronizacio´n proyectiva.
Yu y Liu ([Yu and Liu, 2008]) introdujeron una aproximacio´n basada en una sin-
cronizacio´n adaptativa que permite determinar todos los para´metros del sistema
de Lorenz, cuando solo se conoce la variable de estado x(t).
Los me´todos de identificacio´n de para´metros anteriores se emplean en criptosiste-
mas en los que todos los coeficientes condicionales de Lyapunov del sistema respuesta
son negativos, siendo tambie´n el caso que presentaremos a continuacio´n en esta tesis,
publicado en [Oru´e et al., 2008a]. El otro me´todo que proponemos se basa en el es-
tudio de la geometr´ıa del atractor de Lorenz para determinar los para´metros σ y r,
a partir de un esquema excitador-respuesta que utiliza como sen˜al de sincronizacio´n
la variable de estado x(t). En este caso el me´todo se aplico´, de manera eficiente, para
romper dos criptosistemas cao´ticos de dos canales ([Jiang, 2002, Zaher and Abu-Rezq,
2011]).
Si algu´n exponente condicional de Lyapunov del sistema respuesta es positivo, la
mı´nima variacio´n en el valor de un para´metro da lugar a diferentes comportamientos
del sistema cao´tico, lo que equivale en verdad a una infinitud de claves. En esta tesis
proponemos un me´todo de identificacio´n de para´metros aplicable en el caso de que el
sistema respuesta posea un exponente condicional de Lyapunov positivo — tal como
se describe en [Oru´e et al., 2010b]— como en el caso del sistema de Lorenz empleado
en un esquema excitador-respuesta, que utiliza la variable de estado z(t) como sen˜al
de sincronizacio´n. Este me´todo se aplico´, de manera eficiente, para criptoanalizar los
criptosistemas cao´ticos de dos canales descritos en [Wang and Bu, 2004, Li Z. and
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Xu, 2004a]. Este me´todo se generaliza, finalmente, para el caso de ciertos sistemas
cao´ticos que exhiben un atractor de doble ovillo similar al atractor de Lorenz.
Como conclusio´n final hay que sen˜alar que muchos de los esquemas de cifrado pro-
puestos se simulan con componentes electro´nicos reales, como amplificadores opera-
cionales, transistores, diodos, resistencias y condensadores, y utilizan la sincronizacio´n
cao´tica como en [Arena et al., 1995, Kilic et al., 2004a, Gu¨nay and Alc¸i, 2005, Chen
et al., 2008]. Dado que es imposible fabricar componentes electro´nicos cuyo valor ten-
ga una precisio´n infinita —en el mejor de los casos solo se pueden lograr precisiones en
los valores de componentes del orden del 0,01% para del margen de variacio´n de tem-
peratura ordinario— resulta pra´cticamente imposible realizar dos sistemas dina´micos
con ide´ntico valor de sus para´metros. Realmente, los criptosistemas cao´ticos continuos
realizados con componentes electro´nicos f´ısicos carecen por principio de seguridad y
deben de ser desechados como sistemas de cifrado.
Por otra parte, los sistemas de cifrado cao´ticos continuos cuya realizacio´n se lle-
va a cabo en ordenadores no han logrado el impacto esperado sobre la criptograf´ıa
convencional, fundamentalmente por dos razones. La primera esta´ relacionada con
el conjunto de definicio´n, pues la mayor´ıa de los sistemas criptogra´ficos basados en
el caos utilizan sistemas dina´micos definidos sobre el conjunto de nu´meros reales, lo
que dificulta las realizaciones pra´cticas, as´ı como su implementacio´n circuital. La se-
gunda esta´ relacionada con la seguridad y el rendimiento de estos sistemas, ya que
la mayor´ıa de los me´todos desarrollados no han tenido en cuenta los principios y
las te´cnicas desarrolladas en la criptograf´ıa, resultando sistemas criptogra´ficamente
de´biles y algoritmos demasiado lentos.
El trabajo criptoanal´ıtico ha demostrado que la mayor´ıa de los sistemas de cifrado
cao´ticos continuos basados en la sincronizacio´n cao´tica no son seguros, ya que siempre
es posible extraer alguna informacio´n sobre los para´metros de seguridad de los siste-
mas cao´ticos empleados ([Oru´e et al., 2007, Oru´e et al., 2008, Oru´e et al., 2008a, Oru´e
et al., 2009a, Oru´e et al., 2010b]). La combinacio´n de varias de las u´ltimas medidas
propuestas puede ser una v´ıa prometedora para obtener un sistema criptogra´fico ma´s
seguro. La baja sensibilidad a la clave secreta y la posibilidad potencial de los ataques
basados en la estimacio´n de para´metros, se consideran como los dos problemas ma´s
grandes en casi todos estos sistemas, por lo tanto, merece ma´s atencio´n en investiga-
ciones futuras.
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2.5. Revisio´n de los criptosistemas discretos
En esta u´ltima de´cada se ha intensificado la investigacio´n en los sistemas cao´ti-
cos discretos, aunque se sigue trabajando en el disen˜o de nuevos sistemas de cifrado
cao´ticos continuos y en la mejora de algunos de los sistemas de cifrado ya criptoana-
lizados, tratando de mantener las ventajas de los sistemas precedentes, evitando las
limitaciones sen˜aladas.
Existen varias revisiones exhaustivas de los criptosistemas cao´ticos discretos, que
pueden consultarse en [Kocarev, 2001a, Kocarev et al., 2001, Amigo´, 2009, Koca-
rev and Lian, 2011], de manera que en esta tesis solo recogeremos los aspectos que
consideramos ma´s importantes para el estado del arte.
Los criptosistemas cao´ticos discretos se disen˜an fundamentalmente mediante soft-
ware en ordenadores, lo que conlleva el problema de su realizacio´n utilizando precisio´n
finita, y ocasiona una simulacio´n defectuosa. Por tanto, siendo rigurosos, no se puede
afirmar que las aplicaciones discretas supuestamente cao´ticas lo sean en realidad, ya
que son simplemente lo que denominamos ((caos digital)).
En general, a diferencia de los criptosistemas basados en caos continuo, estos siste-
mas no dependen de la sincronizacio´n cao´tica. La variedad de me´todos empleados en el
disen˜o de estos criptosistemas dificulta su clasificacio´n en un determinado grupo. Sin
embargo, en [Li Shujun PhD, 2003, Amigo´, 2009] se realiza una primera aproximacio´n
a la clasificacio´n de estos sistemas que comprende los grupos siguientes:
Generadores pseudoaleatorios cao´ticos.
Algoritmos de cifrado en flujo, basados en los anteriores generadores.
Algoritmos de cifrado en bloque. En general existen diversas variantes: los sis-
temas de cifrado en bloque basados en la iteracio´n hacia atra´s, los basados
en la iteracio´n hacia adelante, los sistemas de cifrado cao´ticos basados en la
ergodicidad y los sistemas de cifrado que utilizan cajas-S dina´micas cao´ticas.
En su disen˜o se han utilizado diferentes aplicaciones cao´ticas. Mencionamos, en
primer lugar, la ma´s utilizada entre todas: la aplicacio´n log´ıstica ([Baptista, 1998,
Kocarev and Jakimoski, 2001b, Jakimoski and Kocarev, 2001b, Wong et al., 2001,
Wong, 2003, Pareek et al., 2003, Pareek et al., 2005, Wei et al., 2006, Pisarchik and
Zanin, 2008, Rodriguez-Sahagun et al., 2010, He et al., 2010, Yong, 2011, Dabal,
2011, Zhang L. et al., 2011]). Tambie´n se han utilizado la aplicacio´n diente de sierra
([Jessa, 2000, Alioto et al., 2003, Alioto et al., 2004, Jessa, 2006, Oru´e et al., 2010]),
la aplicacio´n tienda ([Masuda and Aihara, 2002, Wang Y. et al., 2009a, N˜onthe et al.,
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2012]), la aplicacio´n del panadero ([Gotz et al., 1997, Chen et al., 2007a, Tong X. and
Cui, 2009a]), etc.
Completando esta clasificacio´n, cabe sen˜alar que la mayor´ıa de los criptosistemas
cao´ticos digitales que se han propuesto responde a una determinada aplicacio´n del
cifrado de archivos multimedia, utiliza´ndose en cada caso un sistema de cifrado que
puede ser en bloque, en flujo, o simplemente, el disen˜o de cajas S para el cifrado
en bloque y generadores pseudoaleatorios. Por esta razo´n, mencionaremos los aspec-
tos ma´s relevantes de algunos esquemas de cifrado propuestos para determinadas
aplicaciones, sus caracter´ısticas generales y los problemas encontrados en el trabajo
criptoanal´ıtico.
2.5.1. Algoritmos de cifrado en flujo basados en PRNGs
cao´ticos
De manera similar a los criptosistemas convencionales, se han disen˜ado arquitec-
turas de cifrado en flujo cao´ticas ([Dachselt et al., 1998, Kocarev and Jakimoski,
2003, Ali-Pacha et al., 2007, Li P. et al., 2007a, Lian et al., 2007, Kurian and Put-
husserypady, 2008, Patidar et al., 2009a, Yin et al., 2011, Chawla et al., 2012, Dabal
and Pelka, 2012, Wang X. et al., 2013]). En general, las aplicaciones cao´ticas digitales
se utilizan para generar una secuencia pseudoaleatoria con la que se combina el texto
claro, habitualmente mediante la operacio´n XOR, sin tener excesivo cuidado en la
estructura utilizada.
Para construir la secuencia de nu´meros aleatorios a partir de un sistema dina´mico
N -dimensional de tiempo discreto, en general, se construye un algoritmo nume´rico
que transforma los estados del sistema en nu´meros binarios, y que no utiliza todos
los estados de las o´rbitas del mismo. En algunos casos se realiza un muestreo de la
o´rbita, evitando de este modo la posible correlacio´n entre los estados consecutivos.
Generalmente, se utilizan diferentes te´cnicas para obtener la secuencia pseudo-
aleatoria, entre las que destacan:
Extraccio´n de los bits a partir de los estados a lo largo de las o´rbitas cao´ticas,
realizando una particio´n del estado de fase en m sub-espacios, asigna´ndole un
nu´mero binario dado si la o´rbita cao´tica visita el subespacio i-e´simo ([Suneel,
2006, Charge´ and Fournier-Prunaret, 2007, Abderrahim et al., 2012]), el proce-
dimiento de codificacio´n se basa en la dina´mica simbo´lica de la secuencia cao´tica
utilizada.
Utilizar la combinacio´n de las salidas de dos o ma´s sistemas cao´ticos para generar
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la secuencia pseudoaleatoria, ([Li Shujun. et al., 2001, Lee et al., 2003, Valrose,
2007]). En general, se utilizan como clave del algoritmo de cifrado las condiciones
iniciales y el vector de para´metros de control de la aplicacio´n empleada.
La dina´mica simbo´lica estudia las versiones discretizadas de las o´rbitas de los siste-
mas dina´micos. Su estudio pone de manifiesto que es posible determinar la condicio´n
inicial y el valor del para´metro de una o´rbita discretizada, siempre que el punto cr´ıtico
del sistema no dependa del valor del para´metro. En [Arroyo D. PhD, 2009] se describe
como se puede determinar el para´metro de una aplicacio´n unimodal aunque el punto
cr´ıtico dependa del valor del para´metro, mediante el ana´lisis de los patrones de orden
y los co´digos de Gray correspondientes. Pero algunos sistemas cao´ticos no tienen en
cuenta el marco teo´rico de la dina´mica lo que puede dar lugar a secuencias con baja
entrop´ıa si la particio´n seleccionada no es al menos generadora ([Bollt et al., 2001]), o
a criptosistemas inseguros ([Alvarez et al., 2003b, Arroyo et al., 2009b, Arroyo et al.,
2011]).
Entre las aplicaciones cao´ticas ma´s empleadas se encuentran la aplicacio´n log´ıstica
([Jhansi Rani and Durga Bhavani, 2012]), la aplicacio´n diente de sierra ([Alioto et al.,
2003, Alioto et al., 2004]), y la aplicacio´n tienda inclinada ([Alioto et al., 2003, Sze,
2007]), por nombrar unas pocas.
En [Stojanovski and Kocarev, 2001, Stojanovski et al., 2001] se realiza el ana´lisis
de una aplicacio´n cao´tica lineal a trozos como generador pseudoaleatorio. En [Li Shu-
jun. et al., 2001] se propone un esquema de cifrado en flujo basado en un generador
pseudoaleatorio disen˜ado mediante el acoplamiento de tres aplicaciones cao´ticas linea-
les a trozos, realizadas en precisio´n finita. Las aplicaciones cao´ticas acopladas forman
un sistema multidimensional, que segu´n sus autores incrementa la complejidad de la
dina´mica cao´tica. Desde 2003, Pareek et al. han propuesto varios esquemas de cifrado
que se basan en una o ma´s aplicaciones cao´ticas ([Pareek et al., 2003, Pareek et al.,
2005, Pareek et al., 2006]). Recientemente, el trabajo criptoanal´ıtico ha demostrado
que los tres esquemas propuestos son inseguros ([Alvarez et al., 2003a, Li C. et al.,
2008a, Li C. et al., 2009a]).
En [Tong X. and Cui, 2007] se propone un sistema de cifrado de ima´genes basado
en una secuencia cao´tica compuesta que se obtiene eligiendo aleatoriamente una de
dos funciones cao´ticas unidimensionales. Este esquema incluye dos procedimientos:
sustitucio´n de los valores de los p´ıxeles con operaciones de XOR, y permutaciones
circulares de la posicio´n entre las filas y columnas. Las sustituciones son controla-
das por la salida de un generador de nu´meros pseudoaleatorio, disen˜ado a partir de
dos aplicaciones cao´ticas. Las permutaciones circulares de las filas y columnas esta´n
determinadas por las dos aplicaciones cao´ticas respectivamente. Este esquema se crip-
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toanaliza en [Li C. et al., 2009b], donde se demuestra que el sistema puede romperse
mediante el uso de solo tres ima´genes elegidas, sen˜alando adema´s la existencia de
algunas claves de´biles y claves equivalentes. Se demuestra adema´s que la secuencia
de salida del generador pseudoaleatorio compuesto no es lo suficientemente aleatoria
para su utilizacio´n en un esquema de cifrado.
Esta arquitectura de cifrado se ha utilizado con frecuencia u´ltimamente ([Gao and
Chen, 2008a, Gao and Chen, 2008b, Zhang and Liu, 2011, Wang X. et al., 2012]).
Es una versio´n simplificada de las redes de sustitucio´n-permutacio´n, esto es, la base
los sistemas de cifrado en bloque. La mayor parte de los criptosistemas cao´ticos que
heredan tal arquitectura, en lugar de desarrollar el cifrado a trave´s de un nu´mero
suficiente de vueltas de cifrado, so´lo emplean una u´nica vuelta de cifrado (versio´n
cao´tica del cifrado de Hill ([Hill L. , 1929]) que es lineal). Por otro lado, las permuta-
ciones involucradas no son dependientes del texto claro, lo que hace factible aplicar
una estrategia de ataque ((divide-y-vencera´s)) primero sobre la fase de sustitucio´n y
luego sobre la etapa de permutacio´n ([Arroyo et al., 2009a, Cheng Qing Li et al.,
2012]).
En [Patidar and Sud, 2009] se propone un generador pseudoaleatorio basado en dos
aplicaciones esta´ndar cao´ticas que se iteran a partir de condiciones iniciales distintas.
La secuencia de salida se genera comparando la salida de ambas aplicaciones cao´ticas
mediante una funcio´n umbral que decide si la salida es un cero o un uno. Los autores
afirman que las secuencias de salida pasan las pruebas de aleatoriedad pertinentes.
Sin embargo no se realiza ningu´n ana´lisis de la seguridad del esquema ni se realiza
un ana´lisis de la velocidad del algoritmo.
Otra propuesta publicada en [Patidar et al., 2009a] consiste en un esquema de
cifrado de imagen basado en la aplicacio´n log´ıstica y la aplicacio´n esta´ndar. En este
caso las dos aplicaciones se utilizan para generar una secuencia pseudoaleatoria que
controla dos tipos de operaciones de cifrado. En [Rhouma et al., 2010] se realiza el
criptoana´lisis de este esquema demostrando su inseguridad, ya que se puede obtener
la clave equivalente a partir de una imagen conocida y su correspondiente imagen
cifrada (ataque por imagen conocida/elegida). Para resistir este ataque, en [Patidar
et al., 2010a] se propone una versio´n modificada del algoritmo, que fue encontrado
igualmente inseguro en [Li C. et al., 2011b]. En este caso, se sen˜ala que el nuevo
esquema sigue siendo vulnerable al ataque anterior y se an˜aden dos debilidades en la
seguridad, dadas por la insuficiente aleatoriedad de las secuencias generadas por la
aplicacio´n log´ıstica y una sensibilidad insuficiente con relacio´n a la imagen a cifrar.
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2.5.2. Algoritmos de cifrado en bloque
La integracio´n de una aplicacio´n cao´tica en un cifrado en bloque utiliza las pro-
piedades del caos de convertir los datos, ra´pidamente, en un revoltijo difuso. Los dos
principios generales que gu´ıan el disen˜o de los cifrados en bloque son la difusio´n y
la confusio´n. La difusio´n significa extender la influencia de un simple d´ıgito de texto
claro sobre todos los d´ıgitos del texto cifrado, de modo que la estructura estad´ıstica
del texto cifrado se vuelve difusa. La confusio´n, por otra parte, consiste en utilizar
diversas transformaciones que compliquen la relacio´n de dependencia entre las carac-
ter´ısticas estad´ısticas del texto cifrado y las del texto claro. Estos dos principios esta´n
estrechamente relacionados con las propiedades de mezcla y de ergodicidad de las apli-
caciones cao´ticas. Muchos autores han desarrollado numerosos algoritmos de cifrado
en bloque utilizando aplicaciones cao´ticas ([Kocarev and Jakimoski, 2001b, Amigo´,
2003, Pareek et al., 2005, Masuda et al., 2006, Yang et al., 2009, Xing-yuan and Yu,
2009, Liu et al., 2012, Tong X. et al., 2012c, Xing-yuan et al., 2013, Majid et al.,
2013]).
Dentro de todas las propuestas, existen algunos trabajos que pueden catalogarse
de acuerdo a la forma en que se utilizan las aplicaciones cao´ticas. Por ejemplo, los
algoritmos de cifrado en bloque basados en la iteracio´n hacia atra´s, como en [Habutsu
et al., 1991], en general utilizan una aplicacio´n cao´tica que posea inversa. En este caso
se utiliza la aplicacio´n tienda, y se selecciona el para´metro de control de la aplicacio´n
cao´tica como clave. El texto claro sirve como inicializacio´n del sistema, luego se itera
la aplicacio´n inversa un nu´mero de veces para obtener el texto cifrado. Cada valor
del texto claro selecciona una de las dos ecuaciones que conforman la aplicacio´n
inversa. A la hora de descifrar, se itera hacia adelante utilizando el mismo valor del
para´metro. Debido a los problemas de la linealidad a trozos de la aplicacio´n tienda, el
sistema fue criptoanalizado en [Biham, 1991], mediante un ataque por texto cifrado
elegido y un ataque por texto claro conocido. Posteriormente, se han propuesto otros
esquemas similares ([Kotulski and Szczepanski, 1997, Masuda and Aihara, 2002]). La
inseguridad de los criptosistemas cao´ticos que utilizan una sola aplicacio´n cao´tica del
tipo unimodal, como la aplicacio´n tienda, ha sido demostrada en numerosos trabajos
de criptoana´lisis ([Arroyo and Alvarez, 2009, Alvarez et al., 2011, Solak, 2011]).
Tambie´n se han propuesto algoritmos de cifrado en bloque que se basan en la ite-
racio´n hacia adelante. En este caso se caracterizan por utilizar aplicaciones de varias
dimensiones, para el cifrado de ima´genes. En [Fridrich, 1998a, Chen et al., 2004a, Mao
et al., 2004, Shen et al., 2005] estos esquemas utilizan la aplicacio´n cao´tica del gato
en 3D. En general, se utiliza una matriz de permutacio´n (propia de cada esquema),
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que cambia la posicio´n de los pixeles de la imagen a cifrar, seguido de una operacio´n
de difusio´n en la que la imagen obtenida de la operacio´n anterior se convierte en una
secuencia de una dimensio´n. La difusio´n de cada pixel se realiza mediante la combi-
nacio´n XOR de los pixeles con una secuencia pseudoaleatoria generada iterando la
aplicacio´n cao´tica. Para mejorar la seguridad del primer esquema se propone realizar
estas operaciones un nu´mero indeterminado vueltas, aunque no se especifica su valor.
Los cuatro sistemas fueron criptoanalizados en [Li Shujun. et al., 2008b, Wang
K. et al., 2005a, Li C. and Tang, 2008], encontrando que todos los esquemas pueden
romperse mediante un ataque por texto claro elegido (con una sola imagen). Adema´s,
se encontro´ que los sistemas no son sensibles a los cambios de las ima´genes originales
ni a los cambios de la secuencia cifrante generada por cualquier clave secreta.
Posteriormente, se han presentado otros esquemas de cifrado ([Haojiang et al.,
2006, Behnia et al., 2008, Behnia et al., 2009]). La mayor´ıa han resultado inseguros,
especialmente frente a los ataques por texto claro conocido y por texto claro elegido.
Una de las razones de ello es la secuencia cifrante deficiente, que permite adivinar
la semilla con que fue generada. En general, en casi todos los esquemas anteriores,
las secuencias generadas por las aplicaciones cao´ticas carecen de las propiedades es-
tad´ısticas necesarias para ser utilizadas en criptograf´ıa. En el trabajo criptoanal´ıtico,
se sen˜ala que la operacio´n de difusio´n empleada resulta muy de´bil, el espacio de claves
resulta insuficiente y, adema´s, tienen una velocidad de cifrado que no compite con
la velocidad de los cifrados convencionales, lo que, en su mayor parte, se debe a la
utilizacio´n de la aritme´tica de coma flotante ([Rhouma and Belghith, 2008, Li C. and
Tang, 2008, Alvarez and Li 2009, Amin et al., 2010]).
Ma´s prometedores han resultado los algoritmos de cifrado en bloque con cajas-S
(cajas de sustitucio´n) dina´micas cao´ticas, similares a las utilizadas ampliamente en
los algoritmos de cifrado en bloque convencionales. Las cajas-S son por lo general la
u´nica parte no lineal de los cifrados en bloque por lo que sus caracter´ısticas tienen un
efecto muy significativo sobre la seguridad del criptosistema.
Las cajas-S cao´ticas se disen˜aron por primera vez por Jakimoski y Kocarev ([Jaki-
moski and Kocarev, 2001b]), e´stas utilizan versiones discretizadas de las aplicaciones
log´ıstica y exponencial. Los autores sugieren que las mismas sean dependientes de
la clave para incrementar la seguridad, en este caso, la clave estaba formada por los
para´metros y el nu´mero de iteraciones de la aplicacio´n exponencial. Posteriormente, se
han propuesto disen˜os de cajas-S basados en la aplicacio´n del panadero en 2D ([Tang
et al., 2005]) y, luego, en [Chen et al., 2007b] se utilizo´ el mismo me´todo, pero en
este caso la aplicacio´n se extendio´ a 3D. Tambie´n se han disen˜ado cajas-S dina´micas,
iterando la aplicacio´n tienda inclinada discretizada, y se estimo´ la cantidad de e´stas
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que habr´ıan de utilizarse para mayor seguridad.
En los u´ltimos an˜os se han propuesto muchos disen˜os de cajas-S ([Wang Y. et al.,
2009a, O¨zkaynak and O¨zer, 2010, Liu et al., 2012, Wang Y. et al., 2012, Peng et al.,
2012]). En [Masuda et al., 2006], se analiza en detalle el espacio de claves que depen-
de de las cajas-S desde el punto de vista del criptoana´lisis lineal y diferencial. Existe
muy poco trabajo criptoanal´ıtico sobre las cajas-S cao´ticas propuestas, un ejemplo de
criptoana´lisis puede verse en [Yushu and Di, 2013]; sin embargo muchos autores afir-
man que las cajas-S dina´micas cao´ticas resultan muy robustas contra el criptoana´lisis
lineal y diferencial ([Chandrasekaran et al., 2012, Hussain et al., 2012, Peng et al.,
2012, Tong X. et al., 2012c]).
Por u´ltimo, es importante mencionar uno de los criptosistemas basados en apli-
caciones cao´ticas con estructura propia, que ha sido ampliamente estudiado desde su
propuesta en 1998 hasta la actualidad: el criptosistema de Baptista ([Baptista, 1998]).
Este sistema se ha tomado como referencia para desarrollar las bases de nuevos sis-
temas de cifrado, por lo que en la literatura aparece en diversas clasificaciones como
((criptosistemas tipo Baptista o criptosistemas basados en la bu´squeda)).
El criptosistema utiliza la propiedad de ergodicidad de las o´rbitas cao´ticas y em-
plea como sistema cao´tico la aplicacio´n log´ıstica. En general, consiste en dividir un
subconjunto del espacio de fases de la aplicacio´n log´ıstica, [Xmin, Xmax] ⊂ [0, 1], en
256 subintervalos iguales, y cada cara´cter de 8-bits de texto claro se asigna a un
subintervalo. El proceso de cifrado de un cara´cter de texto claro consiste en iterar la
aplicacio´n log´ıstica hasta que el estado se encuentre en el subintervalo asignado a ese
cara´cter. El texto cifrado correspondiente al cara´cter de texto claro es el nu´mero de
iteraciones realizadas. Para que el sistema funcione correctamente, es necesario que el
transmisor y el receptor utilicen la misma precisio´n al iterar la ecuacio´n log´ıstica para
evitar un desacuerdo en los valores obtenidos por ambos, debido a la sensibilidad a
las condiciones iniciales y a los para´metros. En el sistema original se propone como
valor suficiente 16 d´ıgitos de precisio´n; de esta forma el espacio de claves se extiende
a 1016 × 1016.
Este sistema fue criptoanalizado y, desde la propuesta original, se han generado
muchas variantes para mejorar la seguridad y el rendimiento del sistema ([Wong et al.,
2001, Wong, 2003, Wong, 2002, Ariffin and Noorani, 2008]). Sin embargo, la mayor´ıa
de estas versiones han sido criptoanalizadas ([Jakimoski and Kocarev, 2001a, Alvarez
et al., 2003b, Li Shujun. et al., 2004a, Alvarez et al., 2004d, Rhouma et al., 2009]).
Este sistema tiene los siguientes defectos:
1. Se necesitan entre Nmin = 250 y Nmax = 65532 iteraciones para cifrar cada
cara´cter del texto claro, lo que hace que la velocidad del algoritmo sea extre-
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madamente lenta, si se compara con la mayor´ıa de los cifrados convencionales.
2. El taman˜o del texto cifrado es mayor que el taman˜o del texto claro, aproxima-
damente el doble.
3. Es inseguro respecto a los ataques propuestos en [Alvarez et al., 2003b] y en [Ja-
kimoski and Kocarev, 2001a], ya que es relativamente fa´cil extraer informacio´n
u´til sobre el sistema cao´tico, a partir de texto cifrado utilizando como base la
teor´ıa de la dina´mica simbo´lica aplicada a las aplicaciones unimodales ([Arroyo
D. PhD, 2009]).
En [Huang F. and Guan, 2005] se propone una mejora, igualmente basada en
el trabajo original de Baptista, que asigna exclusivamente valores binarios de mo-
do aleatorio, “0” o “1”, a los distintos subintervalos, aumentando de esta manera la
seguridad al hacer inutilizables los ataques a los esquemas anteriores. Adema´s, se au-
menta la velocidad de operacio´n del sistema, aunque todav´ıa es deficiente comparada
con los sistemas de cifrado convencionales. Esta mejora se considera una de las ma´s
prometedoras de la literatura, aunque la propuesta habr´ıa de utilizar una aplicacio´n
cao´tica con funcio´n de distribucio´n uniforme para todos los valores del para´metro de
control, en lugar de la aplicacio´n log´ıstica ([Arroyo and Fernandez, 2008]).
2.5.3. Algunos esquemas de cifrado de imagen basados en
caos
Hasta ahora, se han propuesto numerosos algoritmos de cifrado de imagen basados
en caos, ([Mao et al., 2004, Guan et al., 2005, Kwok and Tang, 2007b, Amin et al.,
2010, Mazloom and Eftekhari-Moghadam, 2011, Fu et al.,2012, Bigdeli et al.,2012,
Sathishkumar et al., 2012]). El nu´cleo principal de estos sistemas de cifrado consiste
en utilizar una o varias aplicaciones cao´ticas que cifran directamente la imagen, o que
permutan la posicio´n de los pixeles, antes de cifrarlos. La mayor´ıa de estos esquemas
han sido criptoanalizados, encontra´ndose como debilidad general serios defectos en la
generacio´n de secuencias pseudoaleatorias y problemas con la arquitectura de cifrado
utilizada ([Rhouma and Belghith, 2008, Li C. et al., 2009b, Rhouma et al., 2010,
Arroyo et al., 2010, Li C. et al., 2011a]).
En el trabajo cla´sico de Fridrich ([Fridrich, 1997, Fridrich, 1998a]), se propone
un esquema de cifrado de imagen basado en la aplicacio´n del gato de Arnold uti-
lizando una arquitectura de cifrado en bloque. Este esquema ha sido recientemente
criptoanalizado en [Solak, 2011]. De manera similar, se ha utilizado la aplicacio´n del
panadero en el cifrado de ima´genes en [Salleh et al., 2003]. Los esquemas anteriores
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han sido extendidos a aplicaciones tridimensionales ([Chen et al., 2004b, Zhe et al.,
2009]) para el cifrado de imagen, con el fin de resistir a los ataques estad´ısticos y dife-
rencial. Recientemente, se han propuesto algunos esquemas para el cifrado de v´ıdeo.
Los disen˜os t´ıpicos pueden verse en [Chiaraluce et al., 2002, Lian et al., 2007, Yang
and Sun, 2008, Corron et al., 2010, Qiu-qiong and Zhen-juan, 2012].
Por lo general, existen dos formas ba´sicas de cifrar los datos multimedia: 1) ite-
rar las aplicaciones cao´ticas para generar una secuencia pseudoaleatoria de bits, que
controla la combinacio´n de las operaciones secretas de cifrado, y 2) utilizar las aplica-
ciones cao´ticas para realizar una permutacio´n secreta. Un estudio de la seguridad de
los sistemas de cifrado cao´ticos en archivos multimedia se puede encontrar en [Cheng
Qing Li PhD, 2008, Radha N. and M. Venkatesulu, 2012].
2.5.4. Marcas de agua basadas en caos
Las marcas de agua digitales basadas en caos para la proteccio´n de los derechos
de autor es otra a´rea que ha sido muy explorada en los u´ltimos an˜os ([Dawei et al.,
2004, Wu and Shih, 2007, Fan and Wang, 2009, Mooney Aidan, 2009, Keyvanpour
and Merrikh-Bayat, 2011, Xiao and Shih, 2012, Bhatnagar, 2012, Gu and Tiegang,
2013]). Se trata de incrustar una marca de agua en particular en un archivo discreto,
que incluye la informacio´n de los derechos de autor, o la prueba de la propiedad. La
marca de agua incorporada debe ser lo suficientemente robusta como para sobrevivir
a las te´cnicas de procesado de sen˜al, tales como rotacio´n y compresio´n ([Oru´e, 2002]).
Se han propuesto diversas te´cnicas de insercio´n de marcas de agua utilizando diver-
sas aplicaciones cao´ticas, entre las que se encuentran, la aplicacio´n log´ıstica ([Kocarev
and Jakimoski, 2001b, Pareek et al., 2006, Mooney et al., 2006, Kanso and Smaoui,
2009, Singh and Sinha, 2010, Patidar et al., 2010a]), la aplicacio´n de Chebyshev ([Ber-
gamo et al., 2005, Zhang et al., 2009, Yoon and Jeon, 2011]), la aplicacio´n del panadero
([Ye and Zhuang, 2010, Ye and Zhuang, 2012]) y la aplicacio´n del gato ([Keyvanpour
and Merrikh-Bayat, 2011, Ye and Wu, 2011]).
Aunque se han utilizado diferentes aplicaciones cao´ticas, las ideas ba´sicas son las
mismas. La aplicacio´n cao´tica se utiliza para generar una secuencia pseudoaleatoria
que se inscrusta en la imagen en el dominio de la frecuencia (dominio wavelet, do-
minio de la transformada discreta del coseno, etc.) mediante la modificacio´n de los
coeficientes de la transformada. Ha habido muy poco trabajo criptoanal´ıtico al res-
pecto, aunque la mayor´ıa de los generadores pseudoaleatorios basados en la aplicacio´n
cao´tica mantienen los problemas sen˜alados anteriormente.
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2.5.5. Resultados del trabajo criptoanal´ıtico
A pesar de la gran cantidad de esquemas de cifrado propuestos, algunos de ellos
son demasiado de´biles para resistir varios ataques criptogra´ficos. Para el disen˜o de
esquemas de cifrado multimedia ma´s seguros y eficaces, se necesita mucha ma´s in-
tegracio´n de la teor´ıa de los sistemas de cifrado cao´ticos y de la metodolog´ıa de los
sistemas de cifrado tradicionales, as´ı como el estudio de las propiedades especiales de
los datos multimedia.
La utilizacio´n de la aplicacio´n log´ıstica, y, en general, todas las aplicaciones uni-
modales 6 (dentro de las que se puede incluir la aplicacio´n de Henon, por ser una
extensio´n a dos dimensiones de la aplicacio´n log´ıstica), en aplicaciones criptogra´ficas
tiene serios inconvenientes que han sido puestos de manifiesto en [Arroyo and Fer-
nandez, 2008, Arroyo D. PhD, 2009], donde se demuestra que la aplicacio´n log´ıstica
exhibe una funcio´n de distribucio´n de probabilidades no uniforme y una complejidad
estad´ıstica, que disminuye a medida que aumenta el valor del para´metro de con-
trol para comportamiento cao´tico, es decir, existe una aplicacio´n biyectiva entre el
para´metro de control y la complejidad estad´ıstica, lo que hace factible la estimacio´n
del para´metro de control.
Por tanto, su utilizacio´n en el disen˜o de nuevos criptosistemas cao´ticos debe incluir
un estudio riguroso de la aplicacio´n a emplear, as´ı como la configuracio´n a utilizar.
En [Arroyo and Fernandez, 2008, Arroyo D. PhD, 2009], se demuestra tambie´n que
la dina´mica simbo´lica, junto a los co´digos de Gray, es una herramienta muy u´til para
determinar de forma aproximada los valores del para´metro de control de las aplica-
ciones cao´ticas unimodales, tales como la aplicacio´n log´ıstica, la aplicacio´n tienda y
la de Mandelbrot.
Gran cantidad de los esquemas propuestos basados en este tipo de aplicaciones han
sido criptoanalizados en [Jakimoski and Kocarev, 2001a, Alvarez et al., 2003b, Alvarez
et al., 2003a, Alvarez et al., 2004a, Alvarez et al., 2004e, Alvarez et al., 2004f, Li
Shujun. et al., 2003b, Li Shujun. et al., 2004a, Arroyo et al., 2009].
Muchos de los disen˜os de generadores pseudoaleatorios cao´ticos carecen de un
estudio estad´ıstico riguroso acerca de la aleatoriedad de dichos generadores, por lo
que no son confiables. Entre las principales dificultades encontradas en el trabajo
criptoanal´ıtico se encuentran: per´ıodos cortos en las o´rbitas cao´ticas, distribucio´n
no uniforme de las secuencias generadas y falta de aleatoriedad ([Fridrich, 1998a,
Addabbo et al., 2007b, Kanso and Smaoui, 2009, Oru´e et al., 2010a, Behnia et al.,
6En base a relaciones de conjugacio´n topolo´gica ser´ıa factible tambie´n extrapolar algunos resul-
tados de la dina´mica simbo´lica a sistemas cao´ticos de tiempo continuo, como el sistema de Ro¨ssler
([Tufillaro et al.,1995]).
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2011, El-Khamy et al., 2011]). Asimismo, es preciso sen˜alar que las secuencias de bits
generadas utilizando una sola aplicacio´n cao´tica son potencialmente inseguras, ya que
su salida puede brindar alguna informacio´n sobre el sistema cao´tico.
En diversos sistemas de cifrado cao´tico es posible centrar el ataque criptoanal´ıtico
en los para´metros intermedios del algoritmo bajo ana´lisis, ma´s que en el sistema
cao´tico utilizado ([Solak, 2011]). En tal caso, no importa cua´n rico y complejo sea el
comportamiento cao´tico, pues el criptoanalista siempre trata de explotar el eslabo´n
ma´s de´bil de la cadena de cifrado.
En otros casos, la estructura algebraica del cifrado cao´tico contiene debilidades
que pueden ser explotadas por un atacante. La ruptura del sistema se logra estudiando
la forma en que las sen˜ales cao´ticas se utilizan en el cifrado.
Una gran parte de los sistemas propuestos carecen de una descripcio´n detallada
de los sistemas cao´ticos empleados en su disen˜o y no realizan un estudio formal del
espacio de claves. De manera que, en ocasiones, el cifrado no garantiza el efecto
avalancha, es decir, que dos textos cifrados, con dos claves ligeramente diferentes, den
lugar a textos cifrados totalmente diferentes.
En un conjunto importante de los esquemas disen˜ados no se realiza un ana´lisis de
los posibles ataques a los mismos. Los disen˜adores deben ser muy conscientes de los
ataques existentes y deben utilizar en su disen˜o estructuras de cifrado robustas bien
conocidas. Adema´s, la criptograf´ıa cao´tica debe incorporar las herramientas rigurosas
y los me´todos desarrollados en la criptograf´ıa convencional.
2.6. Conclusiones
Una gran parte de los sistemas de cifrado basado en caos discreto propuestos
recientemente se consideran inseguros, y otros no han sido atacados ([Alvarez and
Li, 2006a]). En general, es necesario ma´s trabajo criptoanal´ıtico en este a´rea. Los
u´ltimos criptosistemas propuestos comienzan a tener especial cuidado en observar
todas las reglas ba´sicas de la criptograf´ıa moderna para mejorar su seguridad. Entre
estos destacan los cifrados en bloque basados en las cajas-S fijas o dina´micas.
Uno de los aspectos ma´s importantes en el disen˜o de los cifrados cao´ticos digitales
es su implementacio´n pra´ctica, que provoca su degradacio´n dina´mica, debido a los
problemas de la precisio´n finita de los ordenadores. Este problema no ha sido consi-
derado formalmente por los disen˜adores de los cifrados cao´ticos revisados. El trabajo
criptoanal´ıtico ha demostrado la no idoneidad de algunas aplicaciones cao´ticas para
ser usadas en criptograf´ıa, a menos que se tomen ciertas medidas.
Los sistemas cao´ticos utilizados como base de criptosistemas se definen de forma
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parame´trica, de tal manera que su dina´mica depende de uno o varios para´metros
de control. Es decir, estos sistemas muestran un comportamiento cao´tico solo para
ciertos valores de los para´metros de control, por lo tanto, el disen˜o de un criptosistema
debe garantizar que el conjunto de valores de los para´metros de control utilizados
conduzcan al comportamiento cao´tico. De lo contrario, la dina´mica del sistema de
cifrado no se desarrolla de manera cao´tica, se reduce la entrop´ıa en el texto cifrado,
as´ı como la influencia de un cambio en el texto claro sobre el texto cifrado. Este
problema es especialmente importante si el sistema dina´mico tiene un comportamiento
cao´tico solo para un conjunto de intervalos disjuntos de valores de los para´metros de
control, como en el caso de la aplicacio´n log´ıstica y la aplicacio´n de He´non.
En muchos de los cifrados cao´ticos propuestos se utilizan algunas estad´ısticas,
a fin de demostrar la fuerza del cifrado. Aunque es una condicio´n necesaria, e´stas
no garantizan un criptosistema seguro. De hecho, cualquier funcio´n moderadamente
sofisticada puede producir una buena confusio´n y difusio´n cuando se aplica en un
nu´mero suficiente de vueltas. Sin embargo, es necesario utilizar arquitecturas de ci-
frado que oculten las posibles debilidades algebraicas inherentes al sistema de cifrado.
Por ejemplo, un sistema de cifrado en flujo con un registro de desplazamiento realimen-
tado linealmente pasa fa´cilmente las pruebas estad´ısticas; sin embargo, es fa´cilmente
criptoanalizado ([Massey, 1969]). Por lo tanto, es de crucial importancia analizar la
estructura algebraica de un cifrado cao´tico, e identificar las transformaciones de´biles.
A pesar de todas las deficiencias sen˜aladas, existe un consenso general, en cuanto
a la utilidad de las aplicaciones cao´ticas en el disen˜o de algunas primitivas criptogra´fi-
cas. Por lo tanto queda mucho camino por recorrer, siendo la estrecha colaboracio´n
entre la comunidad de cripto´grafos y la comunidad de estudiosos de los sistemas
dina´micos cao´ticos la mejor herramienta para alcanzar resultados positivos para am-
bas disciplinas.
En nuestra opinio´n, la oportunidad real que ofrecen los criptosistemas cao´ticos
digitales es su posible uso como generadores pseudoaleatorios, ya sea de bits o de
nu´meros, que luego se integren en alguna estructura de cifrado, cuya seguridad haya
sido puesta de manifiesto.
Parte II
Criptoana´lisis de algunos sistemas
de cifrado cao´ticos recientes
CAP´ITULO 3
Estimacio´n de los para´metros del sistema cao´tico de
Lorenz
Se presenta el fundamento teo´rico de dos me´todos nuevos de criptoana´lisis
basados en la estimacio´n de los para´metros del sistema cao´tico de Lorenz
partiendo de una de sus variables. Primero se reduce el espacio de bu´sque-
da de los para´metros explotando algunas caracter´ısticas geome´tricas del
sistema cao´tico. Luego se utiliza una aproximacio´n, basada en la sincro-
nizacio´n que, con ayuda de las propiedades geome´tricas como criterio de
coincidencia, sirve para determinar los para´metros con la precisio´n desea-
da. Se generaliza el me´todo a otros criptosistemas basados en atractores
de doble ovillo. Tambie´n se explican algunas caracter´ısticas del sistema de
Chua que limitan su aplicacio´n en el disen˜o de los criptosistemas cao´ticos.
3.1. Introduccio´n
En este cap´ıtulo se explica el fundamento teo´rico de dos me´todos nuevos de crip-
toana´lisis basados en la estimacio´n de los para´metros del sistema cao´tico de Lorenz.
La base de estos me´todos utiliza algunas caracter´ısticas geome´tricas del sistema cao´ti-
co de Lorenz, junto con una aproximacio´n basada en la sincronizacio´n que, utilizando
las propiedades geome´tricas como criterio de coincidencia, permite determinar los
para´metros del criptosistema cao´tico con la precisio´n deseada.
A continuacio´n se generaliza el me´todo a otros criptosistemas basados en atracto-
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res de ((doble ovillo1)) como lo es el atractor del sistema cao´tico de Chua.
3.2. El atractor de Lorenz: propiedades geome´tri-
cas
Desde 1963 el sistema de Lorenz ([Lorenz, 1963]) ha sido uno de los sistemas cao´ti-
cos ma´s estudiados y, por consiguiente, se ha utilizado preferentemente en el disen˜o
de criptosistemas cao´ticos. Este sistema esta´ definido por las ecuaciones siguientes:
x˙ = σ(y − x),
y˙ = rx− y − xz, (3.2.1)
z˙ = xy − bz,
donde σ, r y b son para´metros fijos.
De acuerdo con [Lorenz, 1963], el sistema de Lorenz tiene tres puntos de equilibrio.
El origen es un punto de equilibrio para todos los valores de los para´metros. Para
0 < r < 1 el origen es un punto de equilibrio globalmente estable (sumidero). Para
1 ≤ r ≤ rc el origen se convierte en un punto silla no-estable y da paso a otros dos
puntos estables C+ y C−, de coordenadas:
xC± = ±
√
b(r − 1),
yC± = ±
√
b(r − 1), (3.2.2)
zC± = r − 1,
siendo rc un valor cr´ıtico que corresponde a una bifurcacio´n de Hopf ([Sparrow, 1982]),
de valor:
rc =
σ(σ + b+ 3)
(σ − b− 1) . (3.2.3)
Cuando r excede el valor cr´ıtico rc, los puntos de equilibrio C
+ y C− se convierten
en dos focos silla no-estables, debido a una bifurcacio´n de Hopf, dando lugar al atractor
extran˜o de Lorenz.
El flujo linealizado alrededor de C+ y C− presenta un autovalor real negativo y
))
1El te´rmino doble ovillo fue acun˜ado por Leo´n O. Chua, T. Matsumoto y M. Komuro, en [Matsu-
moto et al., 1985], refirie´ndose a la estructura geome´trica del atractor de Chua a nivel macrosco´pico
en el espacio de fase. Posteriormente se ha generalizado su uso para referirse a otros sistemas cao´ticos
con atractores similares.
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un par de autovalores complejos conjugados, con parte real positiva. De manera que
los puntos de equilibrio resultan ser de atraccio´n en forma lineal y de repulsio´n en
forma espiral.
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Figura 3.1. Atractor de Lorenz en tres dimensiones, para los valores de para´metros r = 100,
σ = 16, y b = 8/3. La posicio´n de los puntos de equilibrio C+ y C− se indica por dos
asteriscos.
El atractor de Lorenz tiene una trayectoria en tres dimensiones que se mueve for-
mando dos ovillos alrededor de los puntos de equilibrio C+ y C−, utilizando e´stos
como centro, con amplitud creciente de manera progresiva, saltando de un ovillo al
otro a intervalos irregulares, aparentemente de forma aleatoria, aunque en realidad
es determinista ([Lorenz, 1963, Sparrow, 1982]). La trayectoria puede pasar arbitra-
riamente cercana a los puntos de equilibrio, pero nunca los alcanza mientras este´ en
regimen cao´tico.
La Fig. 3.1 muestra el atractor de doble ovillo de Lorenz en tres dimensiones,
extendie´ndose desde las condiciones iniciales hasta la iteracio´n 6000 del sistema (12 s)
a una frecuencia de muestreo de 500 muestras por segundo. El valor de los para´metros
es r = 100, σ = 16, b = 8/3 y las condiciones iniciales x0 = 16, y0 = 0, y z0 = 100.
Todos los resultados presentados aqu´ı esta´n basados en las simulaciones realizadas
con MatLabR2011b. El algoritmo de integracio´n usado en el sistema de Lorenz fue un
Runge-Kutta de cuarto-quinto orden con una tolerancia del error absoluto de 10−9 y
una tolerancia del error relativo de 10−6. La posicio´n de los puntos de equilibrio C+
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Figura 3.2. (a) Atractor de doble ovillo de Lorenz formado por la proyeccio´n sobre el plano
x− z (y=constante) para σ = 24.83, r = 80.561 y b = 5.7513. Vista ampliada alrededor del
punto de equilibrio C+.
y C− se indica por dos asteriscos.
La Fig. 3.2(a) muestra el atractor de doble ovillo de Lorenz formado por la proyec-
cio´n sobre el plano x−z (y=constante) de una de las soluciones del sistema calculada
cuando σ = 24.83, r = 80.561 y b = 5.7513, con las condiciones iniciales x0 = 0,
y0 = 0.01, z0 = 0.01; la porcio´n de la trayectoria observada en el espacio de fases se
extiende a lo largo de 7 s. Los puntos de equilibrio C+ y C− esta´n sen˜alados con dos
puntos rojos.
En el atractor cao´tico de Lorenz sucede ((aleatoriamente)), en dependencia de las
condiciones iniciales y valores de los para´metros, que las trayectorias pueden acercar-
se notablemente a los puntos de equilibrio, sin llegar a tocarlos, o pasar a bastante
distancia de ellos; la Fig. 3.2(a) ilustra ambas posibilidades, se observa que la tra-
yectoria pasa a una distancia del punto fijo C− del orden del ±15% del valor de sus
coordenadas, mientras que se acerca en gran medida al punto C+. La Fig. 3.2(b) es
una ampliacio´n del area alrededor del punto C+, puede observarse que su coordenada
z esta´ a una distancia de la trayectoria ma´s cercana, inferior al 0.4% de su valor;
mientras que su coordenada x esta´ a una distancia de la trayectoria ma´s cercana,
inferior al 0.9% de su valor.
A continuacio´n, se definen algunos te´rminos necesarios para comprender los fun-
damentos de los me´todos que aqu´ı que se presentan y que servira´n de base en el
criptoana´lisis de los criptosistemas cao´ticos presentados en los Cap´ıtulos 4, 5, 6 y 7.
Definicio´n 3.2.1. Ciclos irregulares: denominamos as´ı a la porcio´n de la proyeccio´n
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de la trayectoria sobre uno de los planos x − y, x − z, y − z, que comienza despue´s
del cambio de signo de las variables x(t), y(t) y recorre una vuelta completa de 360◦.
Definicio´n 3.2.2. Ciclos regulares: las porciones de trayectoria que constituyen una
vuelta completa en espiral de 360◦, que no constituyen un ciclo irregular.
Observacio´n 3.2.1. Las trayectorias que recorren los ciclos irregulares normalmente
rodean a los puntos de equilibrio C+ o´ C−; sin embargo, algunas veces no los rodean,
y pasan ligeramente por encima de ellos en el plano x-z.
Definicio´n 3.2.3. Ojos del atractor: formados por las dos regiones vecinas que rodean
los puntos de equilibrio y que no es visitada habitualmente por la trayectoria en espiral.
Los centros de los ojos del atractor son los puntos de equilibrio C+ y C−.
Los ojos del atractor pueden tener diferentes taman˜os, pero se podra´n distinguir
claramente a partir de las formas de onda x(t) y y(t) ya que e´stos esta´n separados
por los ejes x(t) = 0 y y(t) = 0; sin embargo no se pueden determinar si se utiliza
solamente la variable z(t) ya que e´stos comparten una u´nica coordenada zC+ = zC−
(Ve´ase la Fig. 3.4).
El procedimiento que se propone en esta tesis, para economizar esfuerzo en el
ataque a criptosistemas basados en el atractor de Lorenz, consiste en determinar
inicialmente el valor de las coordenadas de los puntos de equilibrio a partir del ana´lisis
de las formas de onda de las variables x, y o´ z que este´n disponibles, con la ma´xima
precisio´n posible; y a continuacio´n delimitar los posibles valores de los para´metros σ,
r, y b de acuerdo con las ecuaciones Ec. (3.2.2).
3.3. Coordenadas del centro del ojo del atractor.
Identificacio´n de para´metros cuando se dispo-
ne de la variable x(t)
En este caso estudiaremos el sistema de Lorenz en una configuracio´n de sincro-
nizacio´n excitador-respuesta cuya sen˜al de sincronizacio´n es la variable x(t), por lo
que el sistema puede alcanzar la sincronizacio´n completa; en cuyo caso el sistema
respuesta estara´ definido por las ecuaciones siguientes:
y˙r = r
∗x− yr − xzr, (3.3.1)
z˙r = xyr − b∗zr,
66
−60 −40 −20 0 20 40
−40
−30
−20
−10
0
10
20
30
10 12 14 16 18 20 22 24
11
12
13
14
15
16
17
18
19
20
21
xx
yy
C+
C+
C−
ﬀ
 
 	



ﬀ
-
xM1
xm1
xm2
(b)(a)
Figura 3.3. Atractor cao´tico de Lorenz. (a) Proyeccio´n del plano x−y. (b) Vista ampliada,
mostrando la porcio´n de las trayectorias entrantes atra´ıdas por el punto de equilibrio C+.
La direccio´n del flujo se indica por las flechas. La posicio´n de los puntos de equilibrio C+ y
C− se indican por asteriscos.
donde b∗ y r∗ son los para´metros.
Las propiedades geome´tricas del sistema de Lorenz descritas anteriormente per-
miten una reduccio´n previa del espacio de bu´squeda de los para´metros r y b, tomando
ventaja de la interrelacio´n entre e´stos y las coordenadas xC± de los puntos de equili-
brio.
La Fig. 3.3(a) muestra el atractor de doble ovillo de Lorenz formado por la proyec-
cio´n sobre el plano x−y (z=constante) de una de las soluciones del sistema calculada
cuando σ = 16, r = 100 y b = 8/3. No´tese que las trayectorias no se interceptan
unas a otras teniendo en cuenta la imagen tridimensional completa. Los cruces que
se observan son el resultado de la proyeccio´n sobre 2 dimensiones. En la Fig. 3.3(b)
se muestra con una l´ınea continua gruesa en rojo el ojo del atractor (Definicio´n 3.2)
y su centro se sen˜ala con un asterisco. La Fig. 3.4, muestra las formas de onda de las
variables x, y, z, en funcio´n del tiempo; las l´ıneas horizontales corresponden a los cen-
tros del ojo del atractor. El problema pendiente es determinar los centros de los ojos
cuando las vueltas interiores que delimitan el ojo del atractor pasan a gran distancia
de los puntos de equilibrio, como sucede en un re´gimen cao´tico normal.
Para realizar esta medida se necesita tener acceso a la variable x(t) del atrac-
tor, que en un criptosistema cao´tico se corresponde con una configuracio´n excitador-
respuesta, de dos canales de transmisio´n que utiliza en el canal de sincronizacio´n la
variable x(t) del sistema transmisor. El problema se resuelve experimentalmente es-
timando el valor del punto medio entre la trayectoria de ma´ximos y mı´nimos en la
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Figura 3.4. Forma de onda de las variables x, y, z, en funcio´n del tiempo, para σ = 16, r =
50, b = 4. Las l´ıneas horizontales corresponden a los centros del ojo del atractor.
proyeccio´n del espacio de fase en el plano x− y.
El resultado ma´s exacto se obtiene teniendo en cuenta solo el ciclo en espiral regu-
lar ma´s cercano al centro, mostrado en la Fig. 3.3(b) con una l´ınea gruesa continua.
Si la trayectoria fuese circular, para determinar el centro bastar´ıa tomar la media
del ma´ximo y mı´nimo ma´s pro´ximos; pero al tratarse de una espiral se utiliza un
punto intermedio entre los dos mı´nimos ma´s pro´ximos. Experimentalmente se ha
comprobado que el mejor compromiso es tomar una media ponderada entre los dos
mı´nimos xm1 y xm2.
En lugar de hacer dos ca´lculos, uno alrededor de C+ y otro alrededor de C−, se
realiza un ca´lculo u´nico del valor absoluto |x(t)| de la forma de onda x(t). Obse´rvese
que el ma´ximo que ocurre despue´s del cambio de signo de x(t) y y(t) debe ser descar-
tado, ya que pertenece a la porcio´n de la trayectoria entrante atra´ıda por los puntos
de equilibrio C±, y no pertenecen a la trayectoria en espiral. Esto se ilustra en la
Fig. 3.3(b) con una l´ınea de puntos gruesa.
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Figura 3.5. Primeros 6 s del valor absoluto de la variable x(t), con para´metros, σ =
25.8462, b = 5.9627, r = 82.1717. La l´ınea verde continua, indica el valor real de los puntos
de equilibrio xC± = 22.00. El marcador cuadrado en rojo sen˜ala el valor del ma´ximo del
primer ciclo regular y los dos c´ırculos magenta indican los valores de los mı´nimos que le
preceden y le siguen a este ma´ximo.
Para validar este me´todo se utilizo´ el criptosistema descrito en [Jiang, 2002], que
sera´ criptoanalizado eficientemente en el cap´ıtulo siguiente. En este criptosistema se
transmite la variable x(t) del sistema de Lorenz transmisor sin ninguna modificacio´n,
lo que permite determinar la coordenada xC± del centro del ojo del atractor. En la
Fig. 3.5 se ilustran los 6 s iniciales del valor absoluto de la variable x(t), con para´me-
tros, σ = 25.8462, b = 5.9627, r = 82.1717, sen˜alando con una l´ınea verde continua
el valor real de los puntos de equilibrio xC± = 22.00. El marcador cuadrado en rojo
sen˜ala el valor del ma´ximo del primer ciclo regular y los dos marcadores en c´ırculo
magenta indican los valores de los mı´nimos que le preceden y le siguen a este ma´ximo.
Basa´ndonos en la observacio´n de la Fig. 3.3(b), y la Fig. 3.5, hemos utilizado tres
alternativas para estimar el valor de los centros del ojo x∗C± :
1. Calcular el valor medio entre el ma´ximo del primer ciclo regular (el segundo
ma´ximo de menor amplitud despue´s del cambio de signo) y el mı´nimo que le
precede en el tiempo, de la variable x(t).
2. Calcular el valor medio entre el ma´ximo del primer ciclo regular y el mı´nimo
que le sucede en el tiempo, de la variable x(t).
3. Calcular el valor medio entre el ma´ximo del primer ciclo regular y la media
ponderada de los mı´nimos anterior y posterior, de la variable x(t).
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Figura 3.6. Error relativo (x∗C± − xC±)/xC± , de la estimacio´n de xC± cuando se toma
la coordenada del centro del ojo x∗C± en vez de su valor real. El trazo superior (en verde)
corresponde al error relativo cuando se toma el valor medio entre el ma´ximo y el primer
mı´nimo x∗C± = (xm1 + xM1)/2; el trazo inferior (en azul) corresponde al error relativo
cuando se toma el valor medio entre el ma´ximo y el segundo mı´nimo x∗C± = (xm2+xM1)/2;
el trazo central (en rojo) corresponde al error relativo cuando se toma el valor medio entre
el ma´ximo y una media ponderada de los dos mı´nimos.(a) Error final en escala ampliada.
Sea x∗C± el valor estimado de la coordenada x del punto fijo del atractor, que se
pretende determinar. Sea xM1 el valor menor de todos los ma´ximos de la trayectoria
en espiral |x(t)|, mientras que xm1 y xm2 son los valores de los dos mı´nimos que
preceden y siguen inmediatamente a xM1 (Ve´ase Fig. 3.3(b)).
Las Figs. 3.6(a) y 3.6(b) muestran el error relativo (x∗C± − xC±)/xC±, de la esti-
macio´n de xC± cuando se toma la coordenada del centro del ojo x
∗
C± en vez de su
valor real. En la Fig. 3.6(a) aparecen tres trazos; el superior (en verde) corresponde
al error relativo cuando se toma el valor medio entre el ma´ximo y el primer mı´nimo
x∗C± = (xm1 + xM1)/2; el trazo inferior (en azul) corresponde al error relativo cuando
se toma el valor medio entre el ma´ximo y el segundo mı´nimo x∗C± = (xm2 + xM1)/2;
el trazo central (en rojo) corresponde al error relativo cuando se toma el valor medio
entre el ma´ximo y una media ponderada de los dos mı´nimos. Para este ca´lculo se
variaron los para´metros del sistema en el rango de: σ ∈ (9.7, 37.4), r ∈ (25.6, 94.8) y
b ∈ (2.6, 8.4).
Para determinar la ponderacio´n entre los dos mı´nimos, se midieron los valores
ma´s alejados del origen, de cada uno de los trazados verde y azul de la Fig. 3.6(a),
resultando +0.011 para el verde (correspondiente a xm1) y −0.1 para el azul (corres-
pondiente a xm2). De forma que el trazo verde se multiplico´ por 0.9 y el azul por
0.1 (para que la diferencia 0.011 × 0.9 − 0.1 × 0.1 fuese aproximadamente nula) y
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se sumaron, obteniendo el trazo rojo. La ponderacio´n no resulto´ perfecta, pues los
puntos ma´s alejados del origen de los trazos verde y azul no se producen exactamente
para los mismos valores de xC±.
De esta forma, la coordenada x del centro del ojo se calculo´ utilizando la siguiente
fo´rmula:
x∗C± =
0.9 xm1 + 0.1 xm2 + xM1
2
, (3.3.2)
En la Fig. 3.6(b) se representa el error final, correspondiente a la suma ponderada
de los dos mı´nimos, a una escala ampliada. Puede observarse que la magnitud final del
error en la determinacio´n de la coordenada x del punto fijo es menor que ±2× 10−3.
Las condiciones iniciales del sistema fueron las mismas que las descritas en [Jiang,
2002, §III]. El periodo de medicio´n fue de 20 s y la frecuencia de muestreo 1200 Hz2.
De esta manera se reduce el espacio de bu´squeda de los para´metros desconocidos
b y r a un margen estrecho, definido como, b∗(r∗ − 1) ∈ {0.996 x∗ 2C± , 1.004 x∗ 2C±}.
3.4. Apertura del ojo del atractor: Identificacio´n
de para´metros cuando se dispone de la varia-
ble z(t)
En este caso estudiaremos el sistema de Lorenz en una configuracio´n de sincroni-
zacio´n excitador-respuesta cuya sen˜al de sincronizacio´n es la variable z(t), por lo que
el sistema puede alcanzar la sincronizacio´n proyectiva (SP), Sec. 2.4.1; en cuyo caso
el sistema respuesta estara´ definido por las ecuaciones siguientes:
x˙r = σ
∗(yr − xr),
y˙r = r
∗xr − yr − xrz, (3.4.1)
donde σ∗ y r∗ son los para´metros.
Esta configuracio´n excitador-respuesta tiene dos exponentes condicionales de Lya-
punov. El primero es claramente negativo, mientras que el segundo tiene un valor
positivo muy pequen˜o, lo que hace que el sistema sea ligeramente inestable ([Pecora
and Carroll, 1991, §III]).
2Cuando las o´rbitas cao´ticas se obtienen por simulacio´n nume´rica, su aplicabilidad en criptograf´ıa
requiere que el emisor y el receptor utilicen el mismo me´todo de integracio´n, y los mismos para´metros.
Muchos de los criptosistemas cao´ticos analo´gicos rara vez incluyen esta informacio´n, incumpliendo
el principio de Kerckhoffs.
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Cuando los para´metros de los sistemas excitador y respuesta son iguales, la va-
riable xr(t) sera´ fa´cilmente reconocible por un observador experto, como la familiar
forma de onda del sistema de Lorenz. Sin embargo si los para´metros de ambos siste-
mas son distintos, la forma de onda generada por el sistema respuesta sera´ totalmente
irreconocible despue´s de unos segundos de haber comenzado la transmisio´n de la sen˜al
excitadora. Esto se debe a la sensible dependencia que tienen los sistemas cao´ticos a
los valores de los para´metros. Un observador podr´ıa interpretar este feno´meno como
la consecuencia de una conjetura erro´nea sobre los para´metros del sistema.
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Figura 3.7. Atractor cao´tico de Lorenz: (a) Para´metros r = 45.6, σ = 16 y b = 4. (b)
Para´metros r = 100.3, σ = 16 y b = 4. Se aprecian los ciclos irregulares que no rodean
a los puntos de equilibrio. La posicio´n de los puntos de equilibrio C+ y C− se indica por
asteriscos.
Una de las propiedades interesantes del ojo del atractor de Lorenz es que su
apertura cambia con el tiempo a medida que el sistema evoluciona. De este modo
podemos evaluarla para cada variable durante un periodo de tiempo determinado.
Definicio´n 3.4.1. Apertura del ojo: denominamos apertura del ojo xa y za de las
variables x y z respectivamente, a la menor distancia entre los ma´ximos y los mı´nimos
de |x(t)| y z(t), de los ciclos regulares medidos a lo largo de un periodo de tiempo
determinado.
La Fig. 3.7 muestra el atractor cao´tico de Lorenz, donde se aprecian los ciclos
regulares e irregulares. En la Fig. 3.7(b) se pueden apreciar los ciclos irregulares que
no rodean a los puntos de equilibrio. La posicio´n de los puntos de equilibrio C+ y C−
se indica por asteriscos, utilizando los para´metros del sistema siguientes:, r = 100.3,
σ = 16, b = 4, y las condiciones iniciales x0 = −1, y0 = 35.24, z0 = 100. La
Fig. 3.8 ilustra los primeros 2.25 segundos de una versio´n del atractor de Lorenz de
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Figura 3.8. Primeros 2.25 segundos de una versio´n del atractor de Lorenz de la Fig. 3.7(b),
plegada alrededor del eje z. La porcio´n de la trayectoria representada con la l´ınea gruesa
indica el ciclo regular ma´s cercano a los puntos de equilibrio C±. La trayectoria representada
con la l´ınea de puntos es el ciclo irregular precedente.
la Fig. 3.7(b), plegada alrededor del eje z. La porcio´n de la trayectoria representada
con la l´ınea gruesa indica el ciclo regular ma´s cercano a los puntos de equilibrio C±
a partir del que se pueden determinar las aperturas del ojo del atractor xa y za.
3.4.1. Reduccio´n del espacio de bu´squeda de los para´metros
Las propiedades geome´tricas del atractor de Lorenz nos permiten hacer una reduc-
cio´n previa del espacio de bu´squeda del para´metro r. Para ello, antes de determinar
exactamente su valor, hemos de tener en cuenta la relacio´n que existe entre el para´-
metro del sistema r y las coordenadas zC+ = zC− = r− 1, de los puntos de equilibrio
C+ y C− y la Ec. (3.2.3).
El valor estimado de las coordenadas z∗C± de los puntos de equilibrio zC+ = zC−
lo calculamos a partir de la variable z(t) mediante el Algoritmo (3.1).
Los valores o´ptimos de los pesos de zM1 y zM2 en la Ec. (3.4.2) se determinaron
experimentalmente, utilizando un mecanismo similar al descrito en la Sec. 3.3. Los
mı´nimos relativos pertenecientes a los ciclos irregulares se descartaron, porque no son
aptos para el ca´lculo de la coordenada z del punto fijo, ya que los ciclos irregulares
no tienen a los puntos de equilibrio como centro. Estos ciclos son muy fa´ciles de
detectar a partir de la forma de onda de z(t) pues, al tratarse de una espiral creciente,
los mı´nimos regulares esta´n cada vez a mayor distancia del centro, siendo los ciclos
irregulares aquellos que corresponden al primer mı´nimo ma´s cercano al centro que
sus precedentes.
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Algoritmo 3.1 Valor estimado de las coordenadas z∗C± de los puntos de equilibrio
1: Compilar una lista de todos los ma´ximos y mı´nimos relativos de z(t).
2: Excluir de la lista todos los mı´nimos que pertenecen a un ciclo irregular.
3: Guardar el mayor mı´nimo relativo zm1 entre todos los elementos restantes de la
lista.
4: Seleccionar los dos ma´ximos relativos zM1 y zM2 que preceden y le siguen inme-
diatamente a zm1, respectivamente.
5: Calcular el centro de la espiral como,
z∗C± = (
1
3
zM1 +
2
3
zM2 + zm1)/2. (3.4.2)
La Fig. 3.9 ilustra el error relativo cometido cuando se estima el valor de r como
r∗ = z∗C± + 1, para valores de r
∗ que var´ıan desde el valor cr´ıtico r∗ = rc hasta
r∗ = 120, en incrementos de ∆r∗ = 1, para 15 combinaciones diferentes de los pa-
ra´metros: σ = (6, 10, 13, 16, 20) y b = (2, 8/3, 4). Se analizaron 200 s de la forma de
onda de z(t). Como se puede observar, el error ma´ximo relativo abarca desde −0.23%
hasta +0.3%. As´ı resulta que, cuando se intenta determinar el valor de r a partir de la
forma de onda de z(t), el espacio de bu´squeda efectivo se puede reducir a un estrecho
margen de menos del 0.6% del valor r∗ = z∗C± + 1 obtenido mediante el algoritmo
descrito previamente.
Figura 3.9. Error estimado del para´metro r, cuando se calcula como r∗ = z∗C± + 1, para
valores de r∗ que var´ıan desde el valor cr´ıtico r∗ = rc hasta r∗ = 120, en incrementos
de ∆r∗ = 1, para diferentes combinaciones de los para´metros: σ = (6, 10, 13, 16, 20) y
b = (2, 8/3, 4).
La presencia de ruido moderado en la forma de onda de z(t) no afecta la precisio´n
de las mediciones. Se realizaron algunas pruebas, sumando ruido blanco gaussiano
74
o sumando una sen˜al sinusoidal con un nivel de 30 db por debajo de z(t). El error
relativo resultante en la estimacio´n de r∗ fue inferior a ±0.2% para σ = 16 y b = 4.
Sin embargo, con ruido de gran amplitud el incremento del error relativo fue notable.
Por ejemplo, cuando el ruido alcanza un valor de 20 db por debajo de z(t), el error
relativo aumenta alrededor del ±1%.
El espacio de bu´squeda de σ∗ tambie´n se puede reducir. Si asumimos que r > rc,
b ≥ 0 y σ > 0, puede verse en la Ec. (3.2.3) que: 0 > σ2 + (b+ 3 − r)σ + r(b+ 1) >
σ2 + (3− r)σ, lo que nos da un margen de
0 < σ < r − 3. (3.4.3)
3.4.2. Determinacio´n exacta del para´metro usando la aper-
tura del ojo del atractor
Una vez obtenida la reduccio´n del espacio de bu´squeda de los para´metros del sis-
tema, implementamos un procedimiento basado en la sincronizacio´n para determinar
los valores aproximados de r∗ y de σ∗ con la precisio´n deseada. Para este fin, utiliza-
mos un receptor intruso, Ec. (3.4.4), que es una re´plica del transmisor pero reducido
a solo dos ecuaciones de dos variables xr(t) e yr(t).
x˙r = σ
∗(yr − xr),
y˙r = r
∗xr − yr − xrz, (3.4.4)
donde σ∗ y r∗ son para´metros fijos.
Cuando los para´metros del sistema excitador-respuesta son iguales, es decir, r∗ = r
y σ∗ = σ, las variables xr e yr siguen a las sen˜ales del sistema excitador x e y con un
factor de escala que depende de las condiciones iniciales. Si los para´metros de ambos
sistemas no coinciden, las formas de onda de las variables de los sistemas excitacio´n
y respuesta difieren absolutamente aunque las condiciones iniciales sean las mismas.
Despue´s de unas pocas iteraciones todas las formas de onda generadas con distintos
valores de los para´metros son semejantes, pero a medida que el nu´mero de iteraciones
crece, las formas de onda generadas con diferentes valores de para´metros comienzan
a divergir, debido al exponente condicional de Lyapunov positivo, que presenta esta
configuracio´n. Cuando el nu´mero de iteraciones es muy grande, incluso la diferencia
ma´s pequen˜a entre los valores de los para´metros conduce a un grave desacuerdo en
las formas de onda del sistema excitador-respuesta.
La Fig. 3.10 muestra el atractor doble de Lorenz formado por la proyeccio´n del
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Figura 3.10. Atractor de Lorenz formado por la proyeccio´n sobre el plano xr-z, con di-
ferentes valores en el sistema respuesta. (a) σ∗ = σ, r∗ = r; (b) σ∗ = σ, r∗ = 45.61; (c)
σ∗ = 15.65; r∗ = r; (d) σ∗ = 15.65; r∗ = 45.61.
plano xi−z considerando 4 casos de coincidencia de los para´metros. En la Fig. 3.10(a)
los para´metros del receptor y el transmisor son iguales, puede observarse que el atrac-
tor es similar al de la Fig. 3.7(a), no coincidiendo la escala horizontal debido a que las
condiciones iniciales son diferentes. Puede observarse tambie´n que el ojo del atractor
esta´ muy abierto.
En la Fig. 3.10(b) uno de los para´metros coincide mientras que el otro no:
σ = σ∗ = 16, r = 45.6 y r∗ = 45.61. Se observa que la apertura del ojo ha
disminuido considerablemente respecto al caso anterior.
En la Fig. 3.10(c) el para´metro coincidente es r = r∗ = 45.6, y los que difieren son
σ = 16 y σ∗ = 15.65. Se puede ver que ahora la apertura ha disminuido ma´s au´n.
Finalmente en la Fig. 3.10(d) ambos para´metros difieren r = 45.6, r∗ = 45.61,
σ = 16 y σ∗ = 15.65. Se puede observar que el ojo esta´ completamente cerrado, es
decir la apertura xa es negativa. Se hicieron medidas con 20 combinaciones de valores
de los para´metros con ide´nticos resultados: cuando las diferencias entre los para´metros
reales y los supuestos r − r∗ y σ − σ∗ son grandes, los ojos se cierran pasado unos
pocos ciclos; pero, para diferencias progresivamente decrecientes, el nu´mero de ciclos
necesarios para que se cierre el ojo es cada vez mayor.
Se encontro´ que el ma´ximo valor de la apertura de ojo xa se alcanza cuando r
∗ = r
y σ∗ = σ. Para estos valores de los para´metros las variables x y xr son completamente
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s´ıncronas, difiriendo u´nicamente en un factor de proporcionalidad.
Por tanto, podemos concluir que la ma´xima apertura de ojo es un excelente cri-
terio para estimar el sincronismo y la coincidencia de para´metros entre receptor y
transmisor ([Oru´e et al., 2010b]).
La apertura xa de la variable xr(t), se calcula con el Algoritmo (3.2):
Algoritmo 3.2 Ca´lculo de la apertura xa de la variable xr(t)
1: Compilar una lista de todos los ma´ximos y mı´nimos de abs(xr(t)).
2: Excluir todos los ma´ximos pertenecientes a un ciclo irregular.
3: Seleccionar el menor ma´ximo relativo xM1 , entre todos los ma´ximos restantes de
la lista.
4: Seleccionar el mayor mı´nimo xm1, entre todos los mı´nimos.
5: Calcular la apertura como: xa = xM1 − xm1.
3.4.3. Generalizacio´n del me´todo a otros atractores cao´ticos
de doble ovillo
El procedimiento descrito de determinacio´n de los para´metros de un sistema por
medio de la maximizacio´n de la apertura del ojo del sistema excitacio´n-respuesta se
puede aplicar a sistemas que utilizan otros atractores cao´ticos con la forma de ovi-
llos. Debemos sen˜alar que en el caso de utilizar el atractor de Lorenz, este me´todo
es aplicable a los criptosistemas que utilizan la variable z(t) como sen˜al excitadora,
tal y como se hace en el criptosistema propuesto por [Wang and Bu, 2004, Li Z.
and Xu, 2004a]; sin embargo no es aplicable a los criptosistemas de dos canales que
utilizan la variable x(t) o la variable y(t), como es el caso del criptosistema descrito
en [Jiang, 2002]; debido a que en este u´ltimo caso todos los exponentes condicionales
de Lyapunov son negativos y la configuracio´n excitador-respuesta es estable, indepen-
dientemente de que los para´metros de ambos sistemas sean moderadamente distintos
([Oru´e et al., 2010b]).
El me´todo es eficiente para los sistemas que utilizan el circuito de Chua [Chua,
1992]. Este me´todo se puede aplicar a otros sistemas cao´ticos que son generalizaciones
del circuito de Chua y del sistema de Lorenz, tales como los que se utilizan en [Yalcin
et al., 2002, Yu et al., 2008].
Como ejemplo, presentamos a continuacio´n la aplicacio´n del procedimiento a
un sistema excitacio´n-respuesta realizado con el circuito de Chua. El circuito de
Chua ([Chua, 1992]) es un circuito auto´nomo de tercer orden, que es capaz de exhibir
una rica variedad de comportamientos dina´micos ([Chua et al., 1993, Matsumoto,
1987, Madan, 1993]), la complejidad de su variedad de comportamiento es tal, que al
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circuito de Chua se le conoce como el paradigma del caos. Esta´ definido en su forma
adimensional por las ecuaciones siguientes:
x˙ = α [m1x+ y − h(x)] ,
y˙ = x− y + z, (3.4.5)
z˙ = −βy,
donde h(x) = 0.5(m1 −m0)(|x+ 1| − |x− 1|), y α, β, m0, m1 son los para´metros del
sistema.
El sistema respuesta esta´ definido por las siguientes ecuaciones, donde la variable
y(t) es la sen˜al excitadora recibida en el receptor:
x˙r = α
∗ [m∗1xr + y − h∗(xr)] , (3.4.6)
z˙r = −β∗y,
donde h∗(xr) = 0.5(m∗1−m∗0)(|xr+1|−|xr−1|), y α∗, β∗, m∗0, m∗1 son los para´metros.
La Fig. 3.11 muestra el atractor de doble ovillo de Chua formado por la proyeccio´n
sobre el plano xr-y cuando se consideran tres casos posibles de coincidencia de los
para´metros.
En la Fig. 3.11(a) todos los para´metros comunes a ambos sistemas excitador y
respuesta son iguales: α = α∗ = 9, β = β∗ = 14.28, m1 = m∗1 = 0.28, m0 = m
∗
0 =
−0.13. Se observa que el ojo del atractor esta´ muy abierto. En la Fig. 3.11(b) se
muestra que tres para´metros coinciden pero uno de ellos difiere: m∗0 = −0.12 6= m0.
En este caso se observa cierta disminucio´n de la apertura del ojo comparado con
el caso anterior. En la Fig. 3.11(c) coinciden dos para´metros, mientras que los dos
restantes difieren: α∗ = 9.1 6= α y m∗0 = −0.12 6= m0. Se observa que la apertura
del ojo esta´ completamente cerrada, es decir, la apertura del ojo xr es negativa. En
todos los casos se utilizaron las mismas condiciones iniciales para ambos sistemas:
x(0) = xr(0) = 0.25, z(0) = zr(0) = 0.25, y(0) = −0.25.
3.4.4. Comentarios acerca de la utilizacio´n del circuito de
Chua en sistemas de cifrado
El problema asociado a la utilizacio´n del circuito de Chua como criptosistema es
que el rango u´til de los valores de los para´metros es muy reducido. En [Matsumoto,
1987] y [Madan, 1993] se demuestra que el circuito de Chua exhibe casi todas las
bifurcaciones y comportamientos cao´ticos descritos en la literatura. Diferentes com-
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Figura 3.11. Atractor cao´tico de Chua formado por la proyeccio´n en el plano xr-y. Los
para´metros del sistema excitador son los mismos para los tres casos: α = 9; β = 14.28;
m1 = 0.28; m0 = −0.13. Los para´metros del sistema respuesta son: (a) α∗ = α, β∗ = β,
m∗1 = m1, m
∗
0 = m0; (b) α
∗ = α, β∗ = β, m∗1 = m1, m
∗
0 = −0.12; (c) α∗ = 9.1, β∗ = β,
m∗1 = m1, m
∗
0 = −0.12.
binaciones de los para´metros α y β conducen a diferentes proyecciones sobre el plano
(x, y) de la trayectoria. Entre ellas: el atractor extran˜o de doble ovillo, sumideros,
o´rbitas perio´dicas asime´tricas, o´rbitas n-perio´dicas, o´rbitas heterocl´ınicas similares a
la espiral de Ro¨ssler, o´rbitas homocl´ınicas y focos repulsivos.
El atractor de doble ovillo de Chua es el u´nico comportamiento cao´tico apropiado
para utilizar el circuito de Chua cuando se desea enmascarar un mensaje, ya que
los dema´s comportamientos dan lugar a formas de onda muy simples que no pueden
ocultar el mensaje claro de forma eficiente. En [Matsumoto, 1987] y [Madan, 1993] se
muestra que la regio´n del plano (α, β) que origina el atractor extran˜o de doble ovillo
es una pequen˜a fraccio´n, del orden de 4% de todas las posibles combinaciones de los
valores de los para´metros, por lo que el espacio de claves basado en los valores de los
para´metros del sistema ser´ıa muy pequen˜o.
3.5. Conclusiones
La principal contribucio´n de este cap´ıtulo esta´ dada por los dos nuevos me´todos de
criptoana´lisis de criptosistemas cao´ticos continuos de doble ovillo, que son la base de
los criptoana´lisis presentados en los cap´ıtulos que componen esta parte de la memoria.
Se ha presentado su fundamento teo´rico, de gran importancia en el estudio de los
criptosistemas cao´ticos continuos que utilicen dos canales de comunicacio´n entre el
transmisor y el receptor; en los se dedica un canal a la sincronizacio´n, de modo que se
transmite una de las variables del sistema cao´tico fielmente sin perturbacio´n; mientras
que por el otro canal se transmite el texto cifrado, que suele consistir en una funcio´n
no lineal del texto claro y una o ma´s variables del sistema cao´tico.
Estos me´todos de criptoana´lisis se basan en la estimacio´n de los para´metros del
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sistema cao´tico de Lorenz (que representan la clave del criptosistema) a partir del
conocimiento de una de sus variables y han sido extendidos a otros criptosistemas
disen˜ados con sistemas cao´ticos de doble ovillo.
Para su aplicacio´n se introducen los conceptos de ((ciclos regulares)) y ((ciclos irre-
gulares)) del atractor, as´ı como los de ((ojo del atractor)) y ((apertura del ojo del
atractor)), que facilitan la reduccio´n del espacio de bu´squeda de los para´metros.
Estos me´todos tienen la particularidad de que solamente es necesario conocer el
texto cifrado y la variable utilizada para sincronizar los sistemas transmisor y recep-
tor. En primer lugar se reduce el espacio de bu´squeda de los para´metros explotando
algunas caracter´ısticas geome´tricas del sistema cao´tico que relacionan los puntos de
equilibrio del sistema con los para´metros del mismo. Luego se efectu´a una aproxima-
cio´n, utilizando un receptor intruso que, con ayuda de las propiedades geome´tricas
como criterio de coincidencia, sirve para determinar los para´metros con la precisio´n
deseada.
Dado que, generalmente, los criptosistemas cao´ticos continuos utilizan como clave
los valores de los para´metros del sistema, esta´ claro que se podr´ıan atacar por prueba
exhaustiva de claves, probando una combinacio´n de todos los posibles valores de todos
los para´metros del sistema; al ser un procedimiento de ataque de ((fuerza bruta)) el
esfuerzo y tiempo requeridos ser´ıan considerables. Pero gracias al uso de los me´todos
propuestos, el esfuerzo de ataque se simplifica notablemente, pues permite limitar
el margen de bu´squeda de los valores de cada uno de los para´metros a un rango
reducido, entre cien y mil veces menor que el ma´ximo; lo que equivaldr´ıa a reducir el
esfuerzo y tiempo de ataque a un sistema, cuya clave estuviese compuesta por solo
dos para´metros, entre 10.000 y 1.000.000 veces respecto del ataque por fuerza bruta.
El procedimiento de determinacio´n de los para´metros del sistema de Lorenz que
maximiza la apertura del ojo del atractor se ha extendido a criptosistemas que utilizan
otros atractores cao´ticos de doble ovillo tales como el circuito de Chua y algunas de
sus generalizaciones.
El equipamiento requerido para llevar a cabo los procedimientos de criptoana´lisis
propuestos es modesto, basta con un PC y el programa Matlab R2011b. No ha sido
necesario recurrir al uso de programas ma´s eficientes implementados mediante len-
guajes como C y Java, ya que con Matlab la duracio´n de los ataques se puede medir
en minutos. Estos me´todos son fa´cilmente ejecutables, ya que no precisan ca´lculos
complejos y se pueden realizar sin mucho esfuerzo, si se compara con otro tipo de
ataques, por ejemplo, ataques basados en el ana´lisis de la ((aplicacio´n de retorno)).
Adema´s no es necesario determinar todos los para´metros de los sistemas cao´ticos,
sino solamente aquellos que forman parte de la clave del criptosistema, a diferencia
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de otros me´todos de determinacio´n de para´metros sugeridos en la literatura.
Los me´todos propuestos han servido para demostrar que la utilizacio´n de los crip-
tosistemas cao´ticos continuos no es recomendable cuando el atacante posee conoci-
mientos adecuados y equipamiento de uso general. Este tipo de criptosistemas deber´ıa
ser considerado solamente como un me´todo de enmascaramiento y disimulo frente a
curiosos ocasionales.
CAP´ITULO 4
Criptoana´lisis del sistema de cifrado cao´tico de Jiang
Este cap´ıtulo describe el criptoana´lisis de un sistema de cifrado cao´tico
propuesto en [Jiang, 2002] basado en el sistema de Lorenz. El sistema
utiliza dos canales de comunicacio´n, el primero transmite el texto cifrado
y el segundo la sen˜al de sincronizacio´n. El criptoana´lisis se basa en uno
de los me´todos propuestos en el Cap. 3, que permite determinar los va-
lores de los para´metros mediante un algoritmo basado en la ((medida del
ojo del atractor)). El criptoana´lisis concluye con la implementacio´n de un
receptor intruso que recupera el texto claro con una precisio´n muy alta.
Los resultados de este criptoana´lisis aparecen publicados en [Oru´e et al.,
2008a].
4.1. Introduccio´n
El esquema de cifrado bajo estudio fue propuesto por Jiang en [Jiang, 2002].
Esta´ compuesto por una operacio´n de cifrado, la sincronizacio´n y la operacio´n de
descifrado. En el proceso de cifrado se combina el texto claro con una funcio´n no
lineal dando origen al texto cifrado que se transmite al receptor por un canal pu´blico.
El proceso de sincronizacio´n utiliza otro canal de comunicacio´n para transmitir la
sen˜al de sincronizacio´n. En el receptor, una vez realizada la sincronizacio´n, se realiza
el descifrado, obteniendo el mensaje claro. El criptosistema utiliza el sistema cao´tico
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de Lorenz definido por las Ecs. (3.2.1). El texto cifrado s se define como,
s = f1(x, y, z) + f2(x, y, z)m, (4.1.1)
siendo m el texto claro y las variables del sistema de Lorenz x, y, z .
El receptor autorizado es un observador no lineal de orden reducido, con un me-
canismo para alcanzar una sincronizacio´n parcial eficiente cuando es excitado por la
variable x(t) del sistema de Lorenz. E´ste genera dos sen˜ales yr(t) y zr(t) que convergen
hacia las variables del transmisor y(t) y z(t), respectivamente, segu´n t→∞.
El texto recuperado m∗(t) se obtiene mediante la siguiente ecuacio´n:
m∗ =
s
f2(x, yr, zr)
− f1(x, yr, zr)
f2(x, yr, zr)
. (4.1.2)
El ejemplo empleado en [Jiang, 2002, §III] utiliza las siguientes funciones:
f1(x, y, z) = y
2,
f2(x, y, z) = 1 + y
2. (4.1.3)
Los valores de los para´metros utilizados son: σ = 10, r = 28 y b = 8/3; las con-
diciones iniciales utilizadas son: (x(0), y(0), z(0)) = (0, 0.01, 0.01) y (yr(0), zr(0)) =
(0.05, 0.05). En el ejemplo nume´rico que se presenta, el texto claro es una sen˜al si-
nusoidal de pequen˜a amplitud y de frecuencia 30 hertzios, m(t) = 0.05 sin(2pi30t);
pero se asume que el sistema sirve para cifrar otros textos claros de banda ancha sin
componente continua, del tipo de sen˜al de sonido.
El autor afirma que el criptosistema garantiza una gran seguridad y privacidad,
demostrando que un error absoluto de 0.05 en el valor de yr da lugar a una seria
deformacio´n del texto recuperado.
Recientemente, Solak ([Solak, 2004]) analizo´ este criptosistema y demostro´ co´mo
un intruso pod´ıa identificar el valor del para´metro r, a condicio´n de conocer previa-
mente el valor de los otros dos para´metros del sistema transmisor b y σ. Anteriormente
Stojanovski, Kocarev y Parlitz ([Stojanovski et al., 1996]) hab´ıan descrito un me´todo
gene´rico que permit´ıa averiguar simulta´neamente los tres para´metros de un sistema
de Lorenz cuando se conocen una de las dos variables x(t) o´ y(t), tal me´todo podr´ıa
utilizarse para atacar este criptosistema.
A continuacio´n, utilizaremos un me´todo eficiente para determinar los dos para´me-
tros desconocidos r y b del criptosistema de [Jiang, 2002] necesarios para construir un
receptor intruso, a partir del texto cifrado solamente, es decir, sin tener conocimiento
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parcial de cualquier para´metro del transmisor. Para ello utilizaremos las propiedades
geome´tricas del sistema de Lorenz explicadas en las Sec. (3.2) y Sec. (3.3) utilizando
la ((medida del ojo del atractor)) de Lorenz, que luego sera´n utilizadas para minimizar,
tanto como sea posible, el espacio de bu´squeda de los para´metros del sistema. De esta
manera, finalmente se determinan los para´metros del receptor desconocido con una
precisio´n muy alta, ((rompiendo)) as´ı la seguridad del sistema.
4.2. Criptoana´lisis del sistema usando un receptor
intruso
El procedimiento seguido es el descrito en la Sec. 3.3 del Cap. 3. Analizando el
criptosistema de Jiang, espec´ıficamente el ejemplo en [Jiang, 2002, §III] y aprove-
chando la relacio´n de los para´metros con las coordenadas de los puntos de equilibrio,
se reduce el espacio de bu´squeda de los para´metros desconocidos b y r a un margen
estrecho, definido como b∗(r∗ − 1) ∈ {0.996 x∗ 2C± , 1.004 x∗ 2C±}. Adema´s encontramos
que su punto de equilibrio es xC± =
√
72. Luego, el error absoluto determinado por
x∗C± es de 7.5× 10−4, lo que equivale a un error relativo menor que 0.01%.
Para realizar este criptoana´lisis hemos disen˜ado un sistema receptor intruso basado
en un mecanismo homoge´neo de sincronizacio´n ([Pecora and Carroll, 1991]) entre el
sistema de Lorenz transmisor y un subsistema receptor. Este subsistema receptor es
un duplicado parcial del transmisor, reducido solamente a las variables yr(t) y zr(t),
que es excitado por la variable del transmisor x(t). De este modo, queda definido por
el siguiente sistema de ecuaciones:
y˙r = rx− yr − xzr,
z˙r = xyr − bzr. (4.2.1)
Obse´rvese que para ((romper)) el criptosistema solamente es necesario conseguir los
verdaderos valores de r y b. El para´metro σ puede ser ignorado y no resulta necesaria
su determinacio´n, al contrario que en el me´todo utilizado por Solak [Solak, 2004] que
requiere su previo conocimiento, o en el caso del me´todo empleado por Stojanovski y
otros [Stojanovski et al., 1996] que requiere la determinacio´n simulta´nea de los tres
para´metros desconocidos.
Como se demostro´ en [Pecora et al., 1997, §III] y en [Pecora and Carroll, 1990],
esta configuracio´n de transmisor-receptor, donde la sen˜al del transmisor es x y la
del receptor es (yr, zr), tiene dos exponentes condicionales de Lyapunov netamente
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negativos, que dan lugar a un sistema muy estable, lo que permite una ra´pida sin-
cronizacio´n. La consecuencia es que, si los para´metros del transmisor y receptor son
moderadamente diferentes, las formas de onda del transmisor y receptor son muy
parecidas, aunque no totalmente ide´nticas.
Esta propiedad puede utilizarse para la bu´squeda de los valores correctos de los
para´metros, analizando el texto recuperado y aplicando un procedimiento de optimi-
zacio´n para encontrar los para´metros que proporcionan la ma´xima calidad de e´ste.
Cuando se introduce la sen˜al de sincronismo en el receptor intruso descrito por
las Ecs. (4.2.1) y los para´metros del transmisor y receptor coinciden, es decir r∗ = r
y b∗ = b, entonces las formas de onda de las variables y e yr de ambos sistemas
resultan ide´nticas. Por tanto el texto recuperado m∗(t) coincide exactamente con
el texto claro original m(t); y el efecto del posible desajuste entre las condiciones
iniciales despue´s de un transitorio muy corto es despreciable. Pero si los valores de los
para´metros de ambos sistemas no coinciden, el texto recuperado difiere del original,
y sera´ una versio´n distorsionada del texto claro con ruido an˜adido, y la distorsio´n y
el ruido aumentan segu´n aumenta la discrepancia entre los valores de los para´metros
del emisor y receptor.
4.2.1. Determinacio´n de los para´metros del sistema
En el caso particular del ejemplo presentado en [Jiang, 2002, §III], las funciones
de cifrado y descifrado son:
s = y2 + (1 + y2)m, (4.2.2)
m∗ =
s
1 + y2r
− y
2
r
1 + y2r
. (4.2.3)
La Ec. (4.2.3), correspondiente al texto recuperado, se puede escribir de la siguiente
forma, ma´s expl´ıcita:
m∗ = m
1 + y2
1 + y2r
+
y2 − y2r
1 + y2r
. (4.2.4)
El primer te´rmino de la ecuacio´n es funcio´n del mensaje en claro m(t) y de las
variables y e yr. Cuando y = yr este te´rmino se reduce al texto claro sin distorsiones,
en cambio si y 6= yr aparecera´ una distorsio´n notable.
El segundo te´rmino de la Ec. (4.2.4) es una funcio´n de y e yr y puede ser consi-
derado ruido enmascarador. La Fig. 4.1(a) muestra el espectro de potencia del texto
recobrado correspondiente a este ejemplo, cuando se utiliza una conjetura erro´nea
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Figura 4.1. Espectro de potencia logar´ıtmico del texto claro recuperado con una conjetura
erro´nea sobre el valor de los para´metros. (a) Espectro total. (b) Espectros parciales, de los
diferentes te´rminos de la ecuacio´n del texto recuperado.
de los para´metros del receptor: r∗ = 28.01 y b∗ = 2.667. Se puede apreciar que el
espectro tiene dos bandas de frecuencia principales: una alrededor de la frecuencia
del texto claro m(t) de 30Hz, que corresponde al texto claro distorsionado (modulado
en amplitud1) y otra cerca de 0Hz que corresponde al ruido aditivo enmascarador.
Asumiendo que el texto claro siempre consiste en una sen˜al limitada en banda,
sin componente de continua, tal como pudiese ser una transmisio´n de voz, de la que
en el ejemplo nume´rico dado en [Jiang, 2002] ser´ıa un caso particular, puede verse
que en la Fig. 4.1, el segundo te´rmino de la Ec. (4.2.4) puede ser aislado del primero
usando el filtro adecuado.
En la Fig. 4.1(b) se presentan por separado los espectros de los te´rminos de la
ecuacio´n, el de trazo rojo corresponde al espectro del primer te´rmino, vie´ndose cla-
ramente que consiste en el texto claro con dos bandas laterales consecuencia de la
modulacio´n en amplitud; el de trazo azul corresponde al ruido aditivo ma´s la compo-
nente continua; puede apreciarse claramente que el espectro del primer te´rmino tiene
una potencia pra´cticamente nula a la frecuencia de 0Hz.
1Dadas dos sen˜ales fa = a cos(ωat) y fb = b cos(ωbt); se define la modulacio´n de amplitud fmab,
de la sen˜al fa mediante la sen˜al fb, como fmab = a(1 + b cos(ωbt)) cos(ωat), siendo 0 < b < 1.
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Figura 4.2. Representacio´n logar´ıtmica del valor medio de la potencia del ruido recobrado
ε2, para diferentes valores de x∗C± .
Para recuperar r∗, se aislo´ primeramente la parte ma´s importante del ruido aditivo
ε mediante un filtro paso bajo de respuesta impulsiva finita de 2048 te´rminos, con
frecuencia de corte de 0.2Hz, que suprimio´ totalmente la contribucio´n del texto claro
m(t) y la mayor´ıa de los te´rminos generados por la modulacio´n de e´ste con la sen˜al
cao´tica y2(t). La Fig. 4.2 ilustra el valor medio de la potencia del ruido aditivo ε2, en
funcio´n de r∗, empleando como para´metro la coordenada x del centro del ojo x∗C±.
Se emplearon los mismos para´metros del ejemplo nume´rico de [Jiang, 2002] y como
receptor intruso se empleo´ el descrito por las Ecs. (4.2.1). Se calculo´ la media de ε2 a
lo largo de los primeros 20 segundos, despue´s de una demora de dos segundos, para
esperar la desaparicio´n del transitorio inicial, originado por el posible desacuerdo en
los valores de las condiciones iniciales del transmisor y el receptor intruso.
Se puede apreciar que la magnitud del ruido crece mono´tonamente con el valor
absoluto de la diferencia entre los valores de los para´metros del emisor y el receptor
|r∗− r|, y que el error mı´nimo corresponde al valor del para´metro del receptor r∗ que
coincide exactamente con el del transmisor r cuando, x∗C± = xC± =
√
b(r − 1) = √72
([Oru´e et al., 2008a]). La bu´squeda de los valores correctos de los para´metros b∗ y r∗
se realizo´ siguiendo el Algoritmo (4.1).
El Cuadro 4.1 muestra la evolucio´n del error relativo del centro del ojo, el error
relativo del valor del para´metro r∗ y la potencia promedio del ruido aditivo. Puede
verse que el proceso converge muy ra´pidamente hacia los valores exactos: r∗ = r = 28
y x∗C± = xC± =
√
72.
El valor del para´metro desconocido b∗ se dedujo utilizando los valores estimados
de r∗ y x∗C± a partir de la Ec. (3.3.2) y de b
∗ =
(x∗
C±
)2
(r∗−1) =
8
3
.
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Algoritmo 4.1 Determinacio´n de los valores correctos de b∗ y r∗
1: Se determina el valor aproximado del centro del ojo x∗C± a partir de la forma de
onda de x(t), tal como se ha descrito en las Secs. 3.2 y 3.3.
2: Manteniendo fijo el valor obtenido anteriormente de x∗C± , se var´ıa el valor de r
∗
hasta que se alcance un valor mı´nimo de la potencia media de ruido.
3: Manteniendo fijo el u´ltimo valor encontrado para r∗, se var´ıa el valor del centro
del ojo x∗C± (a trave´s de la variacio´n de b
∗) hasta que se alcance un nuevo mı´nimo
de la potencia media de ruido.
4: Se repiten los dos pasos previos hasta que se alcance un resultado estable del
mı´nimo de la potencia media de ruido, reteniendo los u´ltimos valores de r∗ y x∗C±
como los definitivos.
5: Calcular como valor definitivo de b∗: b∗ = (x∗C±)
2/(r∗ − 1).
Cuadro 4.1. Evolucio´n del error relativo del centro del ojo, el error relativo del para´metro
r∗ y la potencia promedio del ruido aditivo, donde r = 28, xC± =
√
72.
Error relativo del Error relativo Potencia media
Paso x∗
C±
centro del ojo: r∗ de de ruido: ε2
(x∗
C±
− xC±)/xC± r∗: (r∗ − r)/r
1
√
72 + 7.5× 10−4 8.90× 10−5
2
√
72 + 7.5× 10−4• 8.90× 10−5• 28− 10−7 −3.57× 10−8 5.2× 10−8
3
√
72 + 2.3× 10−7 2.72× 10−8 28− 10−7• −3.57× 10−8• 8.9× 10−12
4
√
72 + 2.3× 10−7• 2.72× 10−8• 0 0 6.5× 10−13
5 0 0 0• 0• 6.1× 10−13
6 0• 0• 0 0 6.1× 10−13
• = dato calculado en el paso previo
Observe que este me´todo tambie´n es aplicable al caso general descrito por las
Ecs. (4.1.1) y (4.1.2). Estas ecuaciones tienen una estructura similar a las Ecs. (4.2.2)
y (4.2.3), que describen el caso especial referido en [Jiang, 2002, §III], el cual fue
elegido aqu´ı para la demostracio´n experimental.
4.2.2. Recuperacio´n del texto claro
Como los para´metros del sistema son equivalentes a la clave del mismo, una vez que
los valores exactos de b∗ y r∗ con conocidos, el texto cifrado se descifra eficientemente
mediante el receptor intruso definido por la Ec. (4.2.1). La Fig. 4.3 presenta los tres
primeros segundos del texto claro recuperado con dicho receptor, correspondiente al
texto cifrado del ejemplo de [Jiang, 2002, §III]. Puede observarse que el texto claro
se recupera despue´s de un corto periodo transitorio de menos de un segundo.
4.2.3. Simulacio´n
Todos los resultados fueron simulados con el programa MATLAB 7.2. El algoritmo
de integracio´n del sistema de Lorenz fue un Runge-Kutta de cuarto-quinto orden, con
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Figura 4.3. Texto claro recuperado con los valores definitivos de los para´metros del sistema.
una tolerancia absoluta de error de 10−9 y una tolerancia relativa de error de 10−6.
4.3. Conclusiones
El me´todo de criptoana´lisis utilizado basado en las coordenadas del ojo del atrac-
tor, permite determinar los puntos de equilibrio del sistema, partiendo del ana´lisis
de la forma de onda de la sen˜al de sincronizacio´n x(t). Es un me´todo simple y sirve
para reducir el espacio de bu´squeda de los para´metros del sistema de Lorenz, para
luego determinarlos con la precisio´n deseada. Se demuestra que este criptosistema es
inseguro, ya que puede romperse sin tener conocimiento de sus para´metros (clave),
por lo que se desaconseja su uso para aplicaciones seguras.
Sin embargo, la seguridad del sistema puede mejorarse moderadamente si las fun-
ciones descritas en las Ecs. (4.1.1) y Ecs. (4.1.3) se construyeran de forma ma´s com-
plicada que las utilizadas en [Jiang, 2002, §III] y dependientes de varios para´metros
desconocidos que formen parte de la clave.
CAP´ITULO 5
Criptoana´lisis de dos sistemas de cifrado cao´ticos de
dos canales
En este cap´ıtulo se presenta el criptoana´lisis de dos criptosistemas cao´ticos
de dos canales propuestos por [Wang and Bu, 2004, Li Z. and Xu, 2004a]
basados en el sistema cao´tico de Lorenz, utilizando el me´todo de determi-
nacio´n de para´metros descrito en el Cap. 3 que se basa en la ((apertura del
ojo del atractor)). Se demuestra que la clave secreta de ambos criptosiste-
mas se puede derivar directamente de la sen˜al excitadora. Se concluye que
estos criptosistemas carecen de seguridad. Los resultados de estos crip-
toana´lisis aparecen publicados en [Oru´e et al., 2010b].
5.1. Introduccio´n
Se realiza el criptoana´lisis de dos criptosistemas propuestos por [Wang and Bu,
2004] y [Li Z. and Xu, 2004a], aplicando el me´todo de criptoana´lisis descrito en la
Sec. 3.4 del Cap. 3. El me´todo nos permite decidir de manera inmediata si los para´-
metros del sistema respuesta coinciden o no con los para´metros del sistema excitador,
analizando la forma de onda de la variable xr(t) del sistema respuesta. Para reducir la
carga computacional, se realiza inicialmente una reduccio´n significativa del espacio de
bu´squeda de los para´metros, realizando algunas mediciones de la forma de onda de la
variable z(t); luego se determinan todos los para´metros desconocidos con la precisio´n
deseada.
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Todos los resultados de la simulacio´n se obtuvieron utilizando el software
MATLAB 7.6. El algoritmo de integracio´n utilizado en el sistema de Lorenz fue un
Runge-Kutta de cuarto-quinto orden, con una tolerancia del error absoluto de 10−9.
La tolerancia del error relativo fue de 10−6, y la frecuencia de muestreo utilizada fue
de 400 Hz.
5.2. Criptoana´lisis del criptosistema cao´tico de dos
canales de Wang y Bu
Wang y Bu [Wang and Bu, 2004] proponen un esquema de cifrado de dos canales
que utiliza el sistema cao´tico de Lorenz, dicho esquema esta´ basado en la sincroniza-
cio´n proyectiva (SP). Siguiendo a [Mainieri and Rehacek, 1999] el vector de estado de
un sistema parcialmente lineal de ecuaciones diferenciales fue dividido en dos partes
(u, z). La ecuacio´n de la variable z esta´ relacionada con la otra variable de manera no
lineal. La ecuacio´n de la razo´n de cambio u˙ se combina linealmente con u a trave´s de
una matriz M que puede depender de la variable z. El esquema utiliza un transmisor
(us, z), un receptor (ur, z) y un sistema auxiliar (uc, z) definidos como:
u˙s =M(z) · us, z˙ = f(us, z),
u˙r =M(z) · ur, (5.2.1)
u˙c =M(z) · uc,
donde us = (xs, ys), ur = (xr, yr) y uc = (xc, yc). Cuando se produce la SP, se cumple
que: l´ımt→∞ ‖us − αur‖ = 0, siendo α una constante que depende de las condiciones
iniciales del sistema respuesta ur(0) y del sistema excitador us(0).
El texto cifrado s(t) es una sen˜al multiplexada por divisio´n en tiempo, determinada
por z(t) y xs(t) como sigue:
s(t) =
{
xs(t), n∆t ≤ t ≤ n∆t + δt,
z(t), n∆t+ δt < t ≤ (n+ 1)∆t, n = 0, 1, 2, . . . , (5.2.2)
siendo ∆t y δt dos intervalos de tiempo donde δt ≪ ∆t. El texto cifrado cumple un
doble rol, pues se utiliza para sincronizar el sistema transmisor y receptor por medio
de z(t) y a su vez lleva el mensaje xs(t).
Se asume que el mensaje claro i(t) se discretiza en tiempo previamente, dando
lugar a una serie de bits de muestras, in: dado un tiempo inicial t0 el mensaje se
discretiza en algunos intervalos sucesivos In = [tn + tn+1], con n = 0, 1, 2, . . . , y la
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longitud del intervalo ∆t = tn+1−tn es ajustable. En el primer caso presentado por los
autores, los bits son codificados como +1 o −1. En el segundo caso la sen˜al analo´gica
es muestreada a razo´n de 1/εHz, donde ε es el per´ıodo de muestreo. El cifrado se
realiza de la manera siguiente: al comienzo de cada intervalo de tiempo In, durante
un corto intervalo de tiempo δt el vector del sistema transmisor us se modifica de la
forma siguiente:
us(tn) = in · uc(tn), (5.2.3)
y al final del intervalo de tiempo δt el sistema completo evoluciona libremente hasta
que llega el comienzo del siguiente intervalo de tiempo ∆t y se repite nuevamente el
procedimiento de manera sucesiva.
La Fig. 5.1 ilustra la forma de onda del texto cifrado. Se observa que s(t) es una
sen˜al discontinua que coincide la mayor´ıa del tiempo con la funcio´n z(t). Sin embargo,
salta al valor de xs(t) durante un intervalo de tiempo pequen˜o δt cada ∆t segundos.
La funcio´n z(t) se puede recobrar fa´cilmente en el lado del receptor filtrando los
picos. La distorsio´n de la sen˜al final es despreciable debido a la corta duracio´n de los
picos δt en relacio´n con el per´ıodo de repeticio´n ∆t.
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Figura 5.1. Variable escalar xs(t) (l´ınea de puntos) y el texto cifrado s(t) (l´ınea continua),
para ∆t = 0.2 y δt = 0.01.
Para recobrar el texto claro, en vez de utilizar la sen˜al xs(t), que no esta´ disponible
en el receptor, se utiliza el valor promedio de los picos x¯s(t) en el intervalo n∆t ≤
t ≤ n∆t + δt. Gracias a que δt ≪ ∆t, se puede considerar que x¯s(t) es una buena
aproximacio´n de xs(t).
El texto claro recobrado i′n(t) en el receptor se calcula mediante la siguiente ecua-
cio´n:
i′n(t) =
x¯s(tn)
xr(tn)
=
y¯s(tn)
yr(tn)
. (5.2.4)
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Si las condiciones iniciales del sistema auxiliar y las del sistema receptor son iguales, el
texto claro original y el recobrado coincidira´n i′n(t) = in(t). Si las condiciones iniciales
son diferentes, el texto claro recuperado no sera´ igual pero s´ı proporcional al texto
claro original i′n(t) = c ·in(t), siendo c constante, debido a la sincronizacio´n proyectiva
entre el transmisor y el receptor.
Por razones pra´cticas, el sistema de comunicacio´n de dos canales multiplexados
en tiempo tiene la particularidad de que las dos sen˜ales, una continua y otra mues-
treada, se transmiten de manera multiplexada y luego en el lado receptor se realiza
la demultiplexacio´n.
En [Wang and Bu, 2004, §3] se presento´ un ejemplo utilizando una configuracio´n
transmisor-receptor similar al descrito en [Cuomo and Oppenheim, 1993] basado en
el sistema de Lorenz, Ec. (3.2.1), utilizando los siguientes valores de los para´metros:
σ = 16.0, r = 45.6, b = 4.0, ∆t = 0.2, δt = 0.01, ε = 0.001. (5.2.5)
Se demostro´ que un error absoluto de ∆r∗ = 0.001 en el valor del para´metro r∗ del
receptor conduc´ıa a un fallo completo en el proceso de recuperacio´n del texto claro.
Despue´s de un per´ıodo corto ∆t, tambie´n se demostro´ que la misma desviacio´n en el
para´metro σ del receptor causa el mismo efecto.
Aunque no estaba claramente enunciado en [Wang and Bu, 2004], podemos asu-
mir que en este criptosistema los valores de los para´metros juegan el papel de la
clave secreta. Merece la pena mencionar que los disen˜adores de muchos criptosiste-
mas cao´ticos no definen claramente la clave, aunque deber´ıan de hacerlo segu´n las
reglas descritas en [Alvarez and Li, 2006b].
Los autores de [Wang and Bu, 2004] afirman que este me´todo tiene ventajas
importantes sobre otros esquemas de comunicaciones seguros basados en el caos, ya
que no es posible extraer el texto claro directamente del texto cifrado por medio del
((ataque de la funcio´n error)), ([Wang X. et al., 2004]), debido a la alta sensibilidad
del sistema respecto de los valores de los para´metros. Por otra parte, afirman que el
convencional ((ataque de las aplicaciones de retorno)), ([Li Shujun. et al., 2006]), que
explotan la perturbacio´n de la dina´mica del receptor, no es aplicable a su criptosistema
debido a que el procedimiento de modulacio´n afecta solamente los valores iniciales de
la trayectoria en el espacio de fase.
5.2.1. Procedimiento para recobrar los para´metros
En el sistema propuesto, la variable z(t) se extrae a partir del texto cifrado s(t)
en el receptor y se utiliza para conseguir la sincronizacio´n. Esto nos permite disen˜ar
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un ataque determinando los para´metros del sistema con precisio´n. El texto claro no
puede ser recobrado directamente de esta forma; sin embargo, una vez conocidos los
valores de los para´metros, podemos utilizar el receptor autorizado para recuperar el
texto claro, de la misma forma que lo har´ıa el propietario leg´ıtimo de la clave.
En nuestra simulacio´n utilizamos el mismo transmisor de [Wang and Bu, 2004],
descrito por la Ec. (3.2.1). El receptor intruso utilizado esta´ descrito por la Ec. (3.4.4).
Tambie´n hemos utilizado los mismos para´metros en el transmisor que los utilizados
por los autores, Ec. (5.2.5). Las condiciones iniciales se eligieron arbitrariamente como
xs(0) = 40, ys(0) = 40, z(0) = 40, porque en [Wang and Bu, 2004] no se dan detalles
acerca de las usadas realmente. Las condiciones iniciales del sistema receptor intruso
se eligieron arbitrariamente como xr(0) = 70, yr(0) = 7.
Los ma´rgenes adecuados de bu´squeda de los para´metros r∗ y σ∗ se determinan de
la manera siguiente: aplicamos el Algoritmo (3.1) descrito en la Sec. 3.4.1, a 200 s de
la forma de onda de la variable z(t). Se obtiene la coordenada z del punto de equilibro
z∗C± = 44.5943, que corresponde a un valor del para´metro r
∗ = 45.5943 (muy cerca
del verdadero valor r = 45.6).
Este resultado sugiere que se seleccione un margen pra´ctico de bu´squeda de r∗
comprendido desde r∗ = 45.50 hasta r∗ = 45.70, lo que equivale a un margen de
error de −0.23% a +0.2%, que cumple con los datos recogidos en la Fig. 3.9. El
espacio de bu´squeda de σ∗, de acuerdo con la Ec. (3.4.3), estara´ dentro del margen
0 < σ∗ < 42.70. Una vez elegidos los ma´rgenes de bu´squeda de los para´metros,
se procede a su determinacio´n exacta, basa´ndose en el procedimiento descrito en la
Sec. 3.4.2. Para ello se prueban los diversos valores posibles de los para´metros y se
selecciona aquel conjunto que proporciona la ma´xima apertura del ojo —calculada
mediante el algoritmo 3.2 de la Sec. 3.4.2—.
Para optimizar el tiempo de ca´lculo, no se prueban inicialmente todos los valores
posibles de los para´metros con la ma´xima resolucio´n posible, sino que se hace una
bu´squeda inicial grosera, determinando aproximadamente los valores de para´metro
con mayor ((apertura del ojo)). Esto se consigue analizando la sen˜al durante pocos
segundos solamente, para evitar el total ((cierre del ojo)). Despue´s se va refinando la
bu´squeda aumentando la resolucio´n de los para´metros y el tiempo de medicio´n, segu´n
se va estrechando el margen de bu´squeda.
La Fig. 5.2 ilustra el proceso de determinacio´n de r∗ y σ∗ usando este procedi-
miento en cinco pasos. En el primer paso se mide la apertura del ojo xa del recep-
tor, durante un periodo de tan solo 25 segundos (que equivale aproximadamente a
55 periodos de z(t)). La medida se realizo´ para cada uno de los 210 conjuntos de
para´metros obtenidos variando r∗ desde r∗ = 45.50 hasta r∗ = 45.70, en incrementos
94
de ∆r∗ = 0.05, y σ∗ desde σ∗ = 1 hasta σ∗ = 42, en incrementos de ∆σ∗ = 1. Los
resultados se presentan en la Fig. 5.2(a).
Se puede observar que para la mayor´ıa de las combinaciones de para´metros, el valor
de la apertura del ojo es nulo. Esto nos indica que los para´metros correspondientes
esta´n muy lejos de ser los adecuados. Los mejores valores de σ∗ esta´n comprendidos
entre σ∗ = 15.5 y σ∗ = 16.5, mientras que los mejores valores de r∗ esta´n comprendidos
entre r∗ = 45.55 y r∗ = 45.65. Consecuentemente, se toman estos valores como l´ımites
de la bu´squeda para el paso siguiente. Se realizaron las mismas mediciones en los
tres pasos siguientes, durante periodos de 80 s, 250 s y 800 s respectivamente. Los
resultados se muestran en las Figs. 5.2(b), 5.2(c) y 5.2(d).
Si el texto cifrado disponible fuese ilimitado, (Fig. 5.2(e)), se podr´ıa extender a
un periodo mucho ma´s largo que los 800 s del cuarto paso, hasta que se alcanzase la
precisio´n deseada de los para´metros. Pero si solo se dispone de 800 s del texto cifrado,
tendr´ıamos que restringir el margen de bu´squeda alrededor del mejor resultado obte-
nido en el paso cuarto, pero con una resolucio´n ampliada hasta que aparezcan varios
candidatos al mejor valor de los para´metros. Esta situacio´n se ilustra en la Fig. 5.2(e),
donde se utiliza el u´ltimo periodo de 800 s, pero estrechando el margen de bu´squeda
alrededor del u´ltimo mejor valor obtenido.
El l´ımite de discriminacio´n de este me´todo de identificacio´n de para´metros se
alcanzo´ para este u´ltimo periodo de medicio´n, debido a que aparecen mu´ltiples picos
con la misma apertura de ojo, aproximadamente de valor xa ≈ 9.2. Los cuatro picos
de mayor amplitud sugieren cuatro conjuntos de potenciales candidatos igualmente
plausibles, uno de ellos es el exacto: r∗0 = r = 45.60000, σ
∗
0 = σ = 16.00000, los
otros tres son ligeramente inexactos, difieren en la se´ptima cifra significativa respecto
del valor exacto: r∗1 = 45.59997, σ
∗
1 = 15.99999; r
∗
2 = 45.60003, σ
∗
2 = 15.99996 y
r∗3 = 45.60004, σ
∗
3 = 15.99992.
Las Figs. 5.3(a), 5.3(b) y 5.3(c) presentan los primeros 800 s de la forma de onda
de la variable reconstruida en recepcio´n xr(t), en funcio´n de la forma de onda original
de la variable del transmisor x(t), para los tres conjuntos de para´metros inexactos. Se
observa que la forma de onda de xr(t) esta´ completamente correlacionada con x(t) en
los tres casos, a pesar de las pequen˜as diferencias en el valor del para´metro. Se aprecia
un transitorio inicial que dura aproximadamente 0.5 s debido a las diferencias en las
condiciones iniciales y a las diferencias de amplitud de ambas sen˜ales. Esto nos indica
que cualquiera de los cuatro candidatos potenciales a conjunto de para´metros del
sistema receptor puede ser utilizado para generar la variable xr(t) sin error apreciable
durante el per´ıodo de tiempo limitado que hemos analizado para su determinacio´n.
En la pra´ctica, la precisio´n limitada en la determinacio´n de los para´metros no
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Figura 5.2. Apertura del ojo xr del sistema receptor intruso para diferentes periodos: (a)
25 segundos; (b) 80 segundos; (c) 250 segundos; (d) 800 segundos; (e) 800 segundos.
constituye una deficiencia, porque el grado de coincidencia de las aperturas del ojo xa1
y xa2 correspondientes a dos conjuntos diferentes de para´metros del sistema respuesta
es en realidad una medida del grado de coincidencia entre las dos formas de onda xr1(t)
y xr2(t). Esto nos indica que si dos conjuntos de para´metros del receptor, ligeramente
diferentes, tienen la misma apertura del ojo, calculada a lo largo de un per´ıodo de
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tiempo determinado, entonces las formas de onda correspondientes de las variables del
receptor sera´n pra´cticamente iguales durante ese periodo de tiempo. Esto es debido a
que un criptosistema cao´tico continuo se comporta de manera muy parecida para un
conjunto de para´metros muy cercanos; por tanto, se puede considerar que las claves
constituidas por estos para´metros son equivalentes entre s´ı.
Un ejemplo de claves no equivalentes a las utilizado en el cifrado se puede encontrar
en los valores de los para´metros del receptor correspondientes a la Fig. 5.3(d) que
corresponde al ejemplo citado en [Wang and Bu, 2004], con r∗4 = 45.601 y σ
∗
4 =
15.999, los que experimentan un error en el quinto d´ıgito significativo. Este error es
considerado por el autor de [Wang and Bu, 2004] inaceptable para la recuperacio´n
correcta del texto claro. Efectivamente, se puede comprobar en la Fig. 5.3(d) que las
formas de onda de xr(t) y x(t) no esta´n en ningu´n modo correladas.
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Figura 5.3. Primeros 800 segundos del retrato de fase del sistema receptor intruso, para
varios conjuntos de para´metros del sistema respuesta: (a) r∗ = 45.59997; σ∗ = 15.99999;
(b) r∗ = 45.60003; σ∗ = 15.99996; (c) r∗ = 45.60004; σ∗ = 15.99992; (d) r∗ = 45.601;
σ∗ = 15.999.
Si se necesita una mayor precisio´n en la determinacio´n de los para´metros, se puede
aumentar el periodo de medicio´n. La ma´xima precisio´n permisible en la determinacio´n
de los para´metros esta´ limitada por el tiempo de duracio´n de la intercepcio´n de
la comunicacio´n; es decir, por la ma´xima longitud disponible de la variable z(t),
as´ı como por la precisio´n de la ma´quina ε. Para determinar el valor de los para´metros
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por este me´todo, los primeros pasos requieren muy poco tiempo de computacio´n,
pero los sucesivos pasos requieren un tiempo progresivamente creciente —cuando se
analizaron 100 s de sen˜al cifrada, fueron suficientes 50.5 s de proceso con Matlab7.2
y se consiguio´ determinar r∗ y σ∗ con una precisio´n del orden de 1/104; pero cuando
se analizaron 1000 s, fueron necesarios 3437 s de proceso, alcanza´ndose una precisio´n
del orden de 2.2/107, es decir, para analizar cada segundo se requirio´ un tiempo unas
siete veces mayor—. Por tanto, cuando se trata de descifrar mensajes cifrados muy
largos, puede resultar poco pra´ctico extender el per´ıodo de medida de los para´metros
a toda la duracio´n del mensaje, debido a que el tiempo de ca´lculo puede llegar a
ser demasiado largo. En este caso es preferible dividir el mensaje en fracciones de
una longitud no superior al equivalente de 1000 segundos del sistema de Lorenz,
repitiendo el procedimiento de determinacio´n para cada fraccio´n. De este modo puede
ocurrir que los para´metros o´ptimos encontrados para cada fragmento del mensaje sean
ligeramente diferentes. A pesar de esto, una vez que se han determinado los mejores
valores de r∗ y σ∗, se recupera el texto claro de la misma manera que lo har´ıa el
poseedor legal de la clave ([Oru´e et al., 2010b]).
5.3. Criptoana´lisis del criptosistema cao´tico de dos
canales de Xu y Li
En [Li Z. and Xu, 2004a], Xu y Li proponen un esquema de comunicacio´n seguro
basado en el enmascaramiento cao´tico que utiliza la sincronizacio´n proyectiva, que ha
resultado fra´gil ante un ataque por filtrado y por sincronizacio´n generalizada usando
la realimentacio´n del error del texto claro recobrado ([Alvarez et al., 2005b]).
Los autores ilustran la viabilidad del esquema con dos ejemplos, uno de ellos
basado en el sistema de Lorenz, siendo las variables del transmisor xs(t), ys(t) y z(t).
Se transmite la variable z(t) y la sen˜al del texto cifrado definida por U(t) = xs(t) +
ys(t) +m(t), donde m(t) es el texto claro. El texto claro recuperado se calcula en el
receptor autorizado como m(t) = U(t)− (xr(t)+yr(t))/α, siendo α el factor de escala
de la sincronizacio´n proyectiva, y xr(t), y yr(t) las variables generadas por el receptor.
En el trabajo se afirma que si un intruso no conoce el valor de α el sistema
es seguro. En el ejemplo mostrado, los valores de los para´metros del sistema son:
{σ, r, b} = {10, 60, 8/3}, el factor de escala es α = 5 y el texto claro es una sen˜al sonora
proveniente de una corriente de agua cuyo espectro de frecuencia es desconocido y
tiene una amplitud alrededor de 0.2; aproximadamente 0.005 veces la amplitud de
xs(t) + ys(t).
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Al igual que en [Wang and Bu, 2004], no se dan detalles de las condiciones ini-
ciales del sistema transmisor, por ello, hemos simulado este criptosistema con unas
condiciones iniciales elegidas arbitrariamente xs(0) = 3, ys(0) = 3, z(0) = 20. Las
condiciones iniciales del receptor intruso fueron elegidas de manera que fuesen 5 veces
mayores que las condiciones iniciales correspondientes al sistema transmisor, es decir,
xr(0) = yr(0) = 15. El texto claro se eligio´ como m(t) = 0.2 sin(60pit), es decir un
tono de baja frecuencia y de amplitud similar al ejemplo dado en [Li Z. and Xu,
2004a].
Para romper este esquema se emplea el procedimiento descrito en la Sec. 3.4. Pri-
mero, usamos el algoritmo descrito en la Sec. 3.4.1, donde hallamos que la coordenada
z del punto fijo es z∗C± = 58.9766, que corresponde a un valor de r
∗ = 59.9766 muy
cercano al valor real r = 60. Luego realizamos una bu´squeda del para´metro r∗ en el
rango de r∗ = 59.8 a r∗ = 60.2, que es equivalente a una cuota de error de ±0.33% y
conforme con el margen de error mostrado en la Fig. 3.9. El espacio de bu´squeda de
σ∗, de acuerdo a la Ec. (3.4.3), debe estar en el rango de 0 < σ∗ < 57.
La Fig. 5.4 ilustra los pasos 1 y 5 del procedimiento de determinacio´n de los
para´metros r∗ y σ∗, lo que se llevo´ a cabo mediante los me´todos explicados anterior-
mente. En el primer paso, la apertura del ojo de la variable xr del receptor se mide
a lo largo de un periodo de 8 s, variando r∗ desde r∗ = 59.8 hasta r∗ = 60.2 y σ∗
desde σ∗ = 0 hasta σ∗ = 57. El resultado se ilustra en la Fig. 5.4(a). Al igual que
en la seccio´n anterior se supone que el texto cifrado disponible tiene una longitud de
800 s. En la Fig. 5.4(b) se puede ver que el l´ımite de discriminacio´n del me´todo de
identificacio´n se alcanza para este periodo de medicio´n, obtenie´ndose mu´ltiples picos
con la misma ((apertura del ojo)) aproximadamente.
Los cuatro ((picos)) de mayor amplitud sugieren cuatro conjuntos de candidatos
potenciales a para´metros del sistema respuesta. El mayor de ellos, con una apertura
del ojo de xa0 = 37.25, es el de la derecha: r
∗
0 = r = 60, σ
∗
0 = σ = 10. Los otros tres
candidatos, que se muestran a continuacio´n en orden descendente de apertura del ojo,
son ligeramente inexactos, ya que difieren en el se´ptimo d´ıgito significativo del valor
de la derecha: r∗1 = 59.99999; σ
∗
1 = 10.00002 (xa1 = 37.23); r
∗
2 = 60; σ
∗
2 = 10.00001
(xa2 = 37.18); y r
∗
3 = 60; σ
∗
3 = 9.99998 (xa3 = 37.15).
Se puede obtener un valor aproximado de la inversa del factor de escala α∗ me-
diante la divisio´n, muestra por muestra, en un per´ıodo de tiempo T del texto cifrado
por el correspondiente periodo de la suma de las variables del sistema respuesta y
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Figura 5.4. Apertura del ojo del sistema receptor intruso xr para diferentes periodos: (a)
8 s, con r∗ = 59.8 a r∗ = 60.2; (b) 800 s, con r∗ = 59.9999 a r∗ = 60.0001.
tomando el promedio a lo largo de ese per´ıodo de tiempo:
1
α∗
=
(
xs(t) + ys(t) +m(t)
xr(t) + yr(t)
)
=
(
xs(t) + ys(t)
xr(t) + yr(t)
)
+
(
m(t)
xr(t) + yr(t)
)
, (5.3.1)
donde f(t) es el promedio temporal de f(t) sobre el periodo T . En el caso que m(t)
tenga una media cero, como en el ejemplo dado en [Li Z. and Xu, 2004a], el segundo
te´rmino de la Ec. (5.3.1) tiende a cero, ya que m(t) es independiente de xr(t) + yr(t),
y la amplitud de xr(t)+ yr(t) es mucho mayor que la de m(t); mientras que el primer
te´rmino de la Ec. (5.3.1) revela el valor aproximado de α∗. Este simple procedimiento
puede ser ligeramente inexacto debido al problema de las divisiones por cero, de
manera que las muestras de menor amplitud son eliminadas. Para determinar el valor
de α∗ con una mayor precisio´n, se utiliza el Algoritmo 5.1.
Se obtuvo que α∗ = 5.000038 para todo el conjunto de para´metros identificados
previamente, lo que representa un error relativo asociado a α, de 7×10−6. Esto apenas
afecta al texto claro recuperado m(t), de modo que aparece un ruido aditivo de 63
db por debajo de la amplitud de m(t) lo que es despreciable.
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Algoritmo 5.1 Determinacio´n del valor correcto de α∗
1: Seleccionar una coleccio´n de muestras de xr(t) y yr(t), correspondientes a los
primeros 800 s de la forma de onda.
2: Calcular el valor ma´ximo Mx+y de la coleccio´n de muestras |xr(t) + yr(t)|.
3: Compilar una lista de todos los tiempos de muestreo exacto tj para los que
|xr(tj) + yr(tj)| > 0.3 Mx+y y contarlos (nj).
4: Calcular el factor de escala como α∗ =
1
nj
∑nj
j=1
xr(tj) + yr(tj)
U(tj)
.
El texto claro recuperado se calcula:
m∗(t) = U(t)− xr(t) + yr(t)
α∗
= xs(t) + ys(t) +m(t)− xr(t) + yr(t)
α∗
(5.3.2)
La Fig. 5.5 ilustra la forma de onda del texto claro original m(t) y los cuatro
mensajes recuperados m∗(t) entre 799 y 800 s, para los 4 conjuntos de para´metros
previamente identificados. Puede verse que la forma de onda correspondiente al pri-
mer y segundo conjunto de para´metros del sistema receptor intruso, es exactamente
igual a la forma de onda del texto claro original. En cambio, el texto recuperado con el
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Figura 5.5. U´ltimo segundo del texto claro. (a) Mensaje original. Texto claro recuperado
para cuatro conjuntos de para´metros del sistema respuesta: (b) r∗1 = 60; σ
∗
1 = 10; (c)
r∗1 = 59.99999; σ
∗
1 = 10.00002; (d) r
∗
2 = 60; σ
∗
2 = 10.00001; (e) r
∗
3 = 60; σ
∗
3 = 9.99998.
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tercer y cuarto conjunto de para´metros tiene una pequen˜a distorsio´n. Esta distorsio´n
se incrementa a medida que la apertura del ojo disminuye, como era de esperar. No
obstante, cualquiera de los cuatro candidatos a para´metros del sistema respuesta se
puede utilizar indistintamente para descifrar la informacio´n, con un error insignifican-
te, durante el periodo de tiempo limitado que fue considerado para su determinacio´n
([Oru´e et al., 2010b]).
5.4. Conclusiones
Este cap´ıtulo ha descrito el criptoana´lisis de dos criptosistemas cao´ticos que utili-
zan dos canales, siendo la variable z(t) la sen˜al de sincronizacio´n. En ambos disen˜os no
se facilitan las condiciones iniciales utilizadas en la simulacio´n de los mismos, por lo
que para el criptoana´lisis se utilizaron otras elegidas arbitrariamente. El criptoana´lisis
se ha basado en el procedimiento descrito en la Sec.3.4 que utiliza las propiedades
geome´tricas del atractor cao´tico de Lorenz que relacionan los puntos de equilibrio del
sistema con los para´metros del mismo. Esto permite reducir el espacio de bu´squeda de
los para´metros y luego con la ayuda de un mecanismo de sincronizacio´n, utilizando un
receptor intruso, se consigue la recuperacio´n de los para´metros (clave) del criptosis-
tema. Se ha evidenciado la existencia de claves equivalentes que, en u´ltimo te´rmino,
da cuenta de la reduccio´n del espacio de claves (lo que se debe tener en cuenta a
la hora de disen˜ar cualquier criptosistema cao´tico). Finalmente se acredita que los
criptosistemas cao´ticos analizados no son adecuados para su uso en criptograf´ıa.
CAP´ITULO 6
Criptoana´lisis de un sistema de cifrado realizado con
redes neuronales
Este cap´ıtulo realiza el criptoana´lisis de un sistema de cifrado cao´tico pro-
puesto por [Kilic et al., 2004a] y [Gu¨nay and Alc¸i, 2005], basado en una
realizacio´n del circuito de Chua con redes neuronales celulares de estado
controlado. Se evidencia que el espacio de claves puede reducirse notable-
mente posibilitando un ataque por fuerza bruta. Finalmente, se demuestra
que los valores de los para´metros del sistema pueden determinarse, con
gran precisio´n, analizando el error de descifrado producido por el desajuste
entre los valores de los para´metros de receptor y transmisor. Los resultados
de este criptoana´lisis aparecen publicados en [Oru´e et al., 2009a].
6.1. Introduccio´n
El esquema de cifrado bajo estudio esta´ basado en la te´cnica de enmascaramiento
cao´tico, Sec. 2.4.2. Dicho sistema utiliza la configuracio´n excitador-respuesta basada
en el circuito cao´tico de Chua, Ec. (3.4.5). Las variables de estado son generadas
mediante las redes neuronales celulares.
La aplicacio´n de las redes neuronales, en este a´mbito, consiste en la reconstruccio´n
dina´mica de sistemas cao´ticos; es decir, la modelacio´n dina´mica de la serie temporal
producida por un sistema f´ısico, en este caso cao´tico ([Haykin, 1999]). El criptosistema
desarrollado con redes neuronales celulares de estado controlado consiste en dos redes
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Figura 6.1. Sistema de enmascaramiento cao´tico realimentado.
neuronales, una en el transmisor y la otra en el receptor. La red del transmisor genera
la serie temporal de un sistema cao´tico, por ejemplo el sistema de Lorenz, o el sistema
de Chua ([Kilic et al., 2004a, Arena et al., 1995]).
Una vez generada la serie se an˜ade el mensaje en claro a transmitir a una de las
sen˜ales de la serie temporal generada, obtenie´ndose el mensaje cifrado. En recepcio´n,
utilizando la sincronizacio´n cao´tica, se sincroniza el receptor con el transmisor ([Cas-
tillo and Gutierrez, 1998]) y se resta la sen˜al cao´tica reconstruida del mensaje cifrado.
La Fig. 6.1 muestra un esquema general de este procedimiento.
6.2. Modelo de las Redes Neuronales Celulares
Las Redes Neuronales Celulares (RNC) se introducen en 1988 por L. O. Chua
y L. Yang ([Chua and Yang, 1988]). Una RNC es una red neuronal compuesta por
un conjunto multidimensional de unidades de procesadores analo´gicos, denominados
((celdas)) o ce´lulas, cuyos elementos interactuan directamente dentro de un entorno lo-
cal o vecindad finita, de manera que capturan las propiedades geome´tricas no lineales
y el tipo de demora en la interaccio´n de sus pesos ([Chua and Yang, 1988]).
Existen muchos modelos de redes neuronales celulares. La caracter´ıstica principal
comu´n a todos proviene de la idea original que define la celda como una unidad de
procesadores analo´gicos con sen˜ales continuas, donde las interacciones entre las celdas
se realizan localmente y dentro de un radio finito.
La definicio´n segu´n Chua y Roska ([Chua and Roska, 1993]) de una RNC es:
Definicio´n 6.2.1. La RNC es un conjunto de dimensio´n 2, 3 o n, de sistemas dina´mi-
cos ide´nticos, denominados celdas, que satisfacen dos propiedades:
La mayor´ıa de las interacciones son locales y esta´n localizadas dentro de un
radio finito r. Todas las variables de estado son continuas.
La interaccio´n entre cada celda con todas sus vecinas en te´rminos de las va-
riables de entrada, estado y salida se especifica en una plantilla, denominada
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plantilla de clonacio´n.
6.2.1. Modelo generalizado de redes neuronales celulares
El modelo generalizado de RNC, se describe en [Arena et al., 1995] y esta´ repre-
sentado por las ecuaciones adimensionales siguientes:
x˙j = −xj + ajyj +G0 +Gs + ij , (6.2.1)
donde j indica el ı´ndice de la celda, aj es un para´metro constante, ij es un valor
umbral; xj es la variable de estado, yj es la salida de la celda dada por:
yj =
1
2
[
|xj + 1| − |xj − 1|
]
. (6.2.2)
En la Ec.(6.2.1) el te´rmino G0 representa las combinaciones lineales de la salida y
Gs las combinaciones lineales de las variables de estado de las celdas conectadas que
sera´n consideradas. Este modelo generalizado se ajusta perfectamente a la definicio´n
de Chua-Roska [Chua and Roska, 1993] y difiere del modelo Chua-Yang presentado
en [Chua and Yang, 1988] en el para´metro Gs.
En [Arena et al., 1995] se propuso un modelo generalizado de las RNC, denominado
Redes Neuronales Celulares de Estado Controlado (RNC-EC), que consiste en una
RNC de tres capas. Teniendo en cuenta la ecuacio´n de estado Ec.(6.2.1), dicho modelo
esta´ representado por las ecuaciones siguientes,
x˙1 = −x1 + a1y1 + a12y2 + a13y3 +
3∑
k=1
s1kxk + i1,
x˙2 = −x2 + a21y1 + a2y2 + a23y3 +
3∑
k=1
s2kxk + i2, (6.2.3)
x˙3 = −x3 + a31y1 + a32y2 + a3y3 +
3∑
k=1
s3kxk + i3,
donde x1, x2 y x3 son las variables de estado, y1, y2 e y3 son las salidas correspon-
dientes. Si se asume que,
a12 = a13 = a2 = a23 = a32 = a3 = a21 = a31 = 0,
s13 = s31 = s22 = 0, i1 = i2 = i3 = 0.
(6.2.4)
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La Ec. (6.2.3) quedar´ıa,
x˙1 = −x1 + a1y1 + s11x1 + s12x2,
x˙2 = −x2 + s21x1 + s23x3, (6.2.5)
x˙3 = −x3 + s32x2 + s33x3,
Volviendo a la Ec. (3.4.5), puede verse que las ecuaciones del circuito de Chua
desplegado son un caso particular de la Ec. (6.2.5). Asumiendo la equivalencia
mostrada en el Cuadro 1, esta´ claro que el sistema de Chua se obtiene haciendo
x1 = x, x2 = y, x3 = z.
Cuadro 6.1. Equivalencia entre los dos sistemas de ecuaciones
a1 = α(m1 −m0) s33 = 1− γ s21 = s23 = 1
s11 = 1− α ·m1 s12 = α s32 = −β
6.3. Modelo del circuito de Chua con redes
neuronales celulares de estado controlado
RNC-EC
En [Arena et al., 1995] se implementa el circuito de Chua utilizando redes neuro-
nales celulares de estado controlado: RNC-EC. Dicha implementacio´n esta´ compuesta
por la interconexio´n de tres redes neuronales generalizadas, siendo las ecuaciones adi-
mensionales que lo definen las siguientes,
x˙1 = −x1 + s11x1 + s12x2 + a1y1,
x˙2 = −x2 + s21x1 + s23x3, (6.3.1)
x˙3 = −x3 + s32x2 + s33x3,
donde y1 = 0.5(|x1 + 1| − |x1 − 1|).
Se puede observar que las Ecs. (3.4.5) se obtienen fa´cilmente a partir de las
Ecs. (6.3.1) con x1 = x, x2 = y, y x3 = z, siempre que se cumplan las condicio-
nes siguientes: a1 = α(m1 − m0); s11 = 1 − αm1; s12 = α; s21 = s23 = 1; s32 = β;
s33 = 1− γ.
La ventaja de este modelo de las RNC radica en que la materializacio´n del circuito
se lleva a cabo utilizando componentes electro´nicos muy simples tales como resisten-
107
cias, condensadores y amplificadores operacionales, a diferencia del circuito original
de Chua que contiene un ((diodo de Chua)), con una resistencia negativa no lineal.
Recientemente se ha propuesto un nuevo criptosistema cao´tico ([Kilic et al.,
2004a]) que utiliza el circuito de Chua construido con las RNC-EC. El criptosistema
resultante es del tipo de enmascaramiento cao´tico realimentado. Esta estructura fue
inicialmente propuesta por [Milanovic and Zaghloul, 1996] con el objetivo de obtener
una sincronizacio´n robusta entre el transmisor y el receptor de un sistema de comu-
nicaciones que utiliza el sistema cao´tico de Lorenz modificado. La simulacio´n de este
circuito utilizando PSpice ([Tobin, 2007]) fue presentada en [Kilic et al., 2004a] y,
ma´s tarde, en [Gu¨nay and Alc¸i, 2005] se realizo´ una versio´n en hardware.
Las ecuaciones que definen el transmisor del criptosistema (tambie´n adimensiona-
les) esta´n dadas por:
x˙1 = −x1 + s11x1 + s12x2 + a1y1, (6.3.2)
x˙2 = −x2 + s21m(τ) + s23x3, (6.3.3)
x˙3 = −x3 + s32x2 + s33x3, (6.3.4)
donde el texto cifrado es m(τ) = x1(τ) + s(τ), y el texto claro es s(τ). Puede verse
que el texto cifrado m(τ) es realimentado en la segunda ecuacio´n del criptosistema.
Las ecuaciones que definen el receptor del criptosistema esta´n dadas por:
x˙′1 = −x′1 + s11x′1 + s12x′2 + a1y′1, (6.3.5)
x˙′2 = −x′2 + s21m(τ) + s23x′3, (6.3.6)
x˙′3 = −x′3 + s32x′2 + s33x′3, (6.3.7)
donde y′1 = 0.5(|x′1 + 1| − |x′1 − 1|).
El texto claro recobrado s′(τ) en el extremo receptor se calcula mediante la ecua-
cio´n: s′(τ) = m(τ)− x′1(τ).
En [Kilic et al., 2004a] se utilizaron los siguientes valores: α = 9, β = 14+ 2
7
, γ = 0,
m0 = −17 , m1 = 27 , s21 = s23 = 1, s33 = 1 − γ = 1. Obse´rvese que estos para´metros
corresponden a las ecuaciones adimensionales. En las implementaciones del circuito
real, la respuesta temporal (y el espectro) del circuito se puede ajustar cambiando el
valor del condensador en cada ce´lula. De acuerdo con el esquema general del circuito
del criptosistema de enmascaramiento cao´tico basado en RNC-EC, mostrado en la
Fig. 6 de [Kilic et al., 2004a], el factor de escala temporal es t/τ = R24C21, donde t
es el tiempo asociado con la construccio´n del circuito real.
En una de las simulaciones con PSpice que aparecen en [Kilic et al., 2004a], el
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Figura 6.2. Forma de onda del ejemplo utilizado en [Kilic et al., 2004a] y [Gu¨nay and
Alc¸i, 2005]: (a) x1(t) variable del transmisor ; (b) texto claro s(t) = sin(2pi 1000 t); (c) texto
cifrado m(t) = x1(t) + s(t); (d) texto claro recobrado en el receptor s
′(t).
valor de la resistencia es R24 = 100KΩ y el del condensador es C21 = 51 nF, lo
que equivale a que el factor de escala temporal sea t/τ = R24C21 = 51 × 10−6 (o
τ/t = 106/51 ≈19 608). Esta configuracio´n fue utilizada tambie´n en la realizacio´n v´ıa
hardware en [Gu¨nay and Alc¸i, 2005] y es la configuracio´n que utilizamos en nues-
tro experimento. Puede verse que los resultados del criptoana´lisis descrito en este
trabajo, son aplicables a diferentes configuraciones de circuitos que respondan a las
mismas ecuaciones ([Cruz Herna´ndez and Romero-Haros, 2008, Martinez-Guerra and
Yu 2008]).
En la Fig. 6.2 se ilustra la forma de onda de la sen˜al x1, el texto claro s(t) =
sin(2 pi 1000 t), el texto cifrado y el texto recuperado en uno de nuestros experimentos
realizados en Matlab.
La Fig. 6.3 muestra el ((atractor de doble ovillo)) de Chua que resulta de la pro-
yeccio´n en el espacio de fase de una porcio´n de la trayectoria que se extiende durante
0.2 s sobre el plano (x2, x1). La trayectoria del atractor de Chua dibuja dos ovillos
tridimensionales situados en la vecindad de los puntos de equilibrio P+ y P−. Estas
trayectorias tienen la forma de una espiral, la cual crece regularmente en amplitud y
salta de un punto de equilibrio a otro a intervalos regulares, y en forma aparentemente
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Figura 6.3. Proyeccio´n de la trayectoria del atractor de Chua sobre el plano (x2, x1).
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Figura 6.4. Espectro de potencia relativo de la variable del transmisor x1(t).
aleatoria. La trayectoria puede pasar arbitrariamente cerca de los puntos de equilibrio,
pero nunca los alcanza mientras este´ en regimen cao´tico. Los dos asteriscos represen-
tan los puntos de equilibrio del atractor, cuyas coordenadas son x1P± = ±(1 − m0m1 ),
x2P± = 0, x3P± = ∓(1− m0m1 ) [Wu and Chua, 1993].
En la Fig. 6.4 se muestra el espectro de potencia de la variable del transmisor
x1(t), donde puede verse que la mayor´ıa de la energ´ıa esta´ localizada en una banda
por debajo de 2 kHz. Esta energ´ıa corresponde a la mayor amplitud y a la oscilacio´n
ma´s lenta de x1(t), asociada con el salto entre los dos ovillos. Existe un pico notable
a la frecuencia del texto claro f = 1000 Hz que se debe a la presencia de m(τ) en la
Ec. (6.3.3). Pueden verse tambie´n algunos componentes de alta frecuencia cerca de
los 8 kHz, como consecuencia del rizado de pequen˜a amplitud de x1(t) asociado a las
vueltas alrededor de los puntos de equilibrio.
Es importante mencionar que la realizacio´n material con redes neuronales RNC-
EC del circuito de Chua debe considerarse solamente como un ejemplo t´ıpico de su
construccio´n, ya que el criptoana´lisis mostrado en este trabajo es efectivo no solo en
este tipo de realizacio´n del circuito de Chua, sino en cualquier realizacio´n del mismo
basado en las Ecs. (3.4.5).
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6.4. Problemas en la definicio´n de Criptosistema
A pesar de que los autores de [Kilic et al., 2004a] y [Gu¨nay and Alc¸i, 2005] basan
la seguridad de su criptosistema en el comportamiento cao´tico asociado a la salida
del circuito de Chua, no realizan ningu´n ana´lisis de seguridad que as´ı lo avale. No
dan ningu´n detalle acerca de la seleccio´n de la clave ni de las frecuencias permitidas
para el texto claro, ni de su amplitud. Tampoco mencionan las condiciones iniciales
que fueron utilizadas.
6.4.1. Ausencia de especificacio´n de la clave
El primer aspecto a considerar en un criptosistema es la clave secreta. Un cripto-
sistema no puede existir sin una clave. En [Kilic et al., 2004a] y [Gu¨nay and Alc¸i, 2005]
no se considera la necesidad de una clave en el sistema propuesto, ni que´ para´me-
tros la componen, y por tanto no se analiza el espacio de claves disponible (es decir,
cua´ntas claves distintas existen en el sistema). Tampoco se presta atencio´n a la pre-
cisio´n que debe tener la clave, ni a co´mo puede ser creada y manipulada. Ninguno
de estos elementos deben descuidarse cuando se disen˜a un sistema de comunicaciones
seguro [Alvarez and Li, 2006b, Alvarez et al., 2004a].
La mayor´ıa de los disen˜adores de criptosistemas cao´ticos asumen que la clave del
criptosistema esta´ compuesta por los para´metros del sistema cao´tico [Amigo´, 2009].
Asumiremos esta premisa en este trabajo.
6.4.2. Condiciones iniciales peligrosas y regiones de trabajo
prohibidas
Es bien conocido que para los valores de los para´metros del ejemplo dado en [Kilic
et al., 2004a] y [Gu¨nay and Alc¸i, 2005], existen muchas o´rbitas con comportamiento
asinto´tico no acotado embebidas en el atractor de doble ovillo de Chua ([Madan,
1993] cuadro B1). Si por alguna razo´n durante la operacio´n del sistema se alcanzan
determinados puntos, o e´stos se encuentran incluidos en las condiciones iniciales, el
sistema se convierte en inestable, mostrando un crecimiento continuo de la amplitud
de las variables del mismo. Tales puntos deben considerarse prohibidos durante el
funcionamiento normal del sistema.
El sistema propuesto en [Kilic et al., 2004a] y [Gu¨nay and Alc¸i, 2005] difiere del
circuito de Chua tradicional, en el que se conoc´ıan estos puntos prohibidos, en que
este esquema esta´ fuertemente realimentado. Por lo tanto, habr´ıa que preguntarse si
estos puntos cuya iteracio´n da lugar a un comportamiento asinto´tico no acotado han
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desaparecido o no.
Se estudio´ la estabilidad de varios de estos puntos conflictivos, encontra´ndose
que algunos de ellos no permanecen inestables, aunque otros s´ı, como por ejemplo
{x1(0), x2(0), x3(0)} = {1.83487, 0, 2.53784}, y lo que es peor, se observo´ la exis-
tencia de una regio´n prohibida de o´rbitas del atractor y/o de condiciones iniciales
correspondientes a los valores x2 ≥ 1.08, para cualquier valor de x1 y x3.
Este problema no esta´ relacionado con una amenaza a la seguridad del sistema,
sino que degrada la fiabilidad del sistema de comunicaciones. Por lo tanto, se debe
prestar una atencio´n especial a su deteccio´n durante la operacio´n del sistema a fin de
aplicar las medidas correctoras apropiadas.
6.4.3. Texto claro ((peligroso))
En [Kilic et al., 2004a] se afirma que la sen˜al del texto claro de amplitud en el
margen de 1 V a 2 V no perturba la sincronizacio´n cao´tica; lo que se ilustra mediante
un ejemplo de la sen˜al de texto claro empleando dos sen˜ales con forma de onda
sinusoidal y forma de onda triangular de frecuencia de 1 kHz y una amplitud de 1 V.
Como el texto claro se introduce en la Ec. (6.3.3) del transmisor, se provoca una
perturbacio´n del comportamiento normal del circuito de Chua. A mayor amplitud de
la sen˜al s(t), ma´s seria es la perturbacio´n que se ocasiona en el comportamiento del
circuito. Se encontro´ que todas las variables del atractor permanecieron sincronizadas
con la frecuencia del texto claro, cuando e´ste ten´ıa una amplitud de 1 V y frecuencias
comprendidas dentro del margen de 4700 Hz a 4970 Hz. Esta es una situacio´n muy
peligrosa ya que el texto cifrado revela el texto claro.
Para frecuencias comprendidas entre 4970 Hz y 12500 Hz, se alcanza una o´rbita
no acotada alrededor de la frecuencia de 9500 Hz, lo que hace que el sistema no sea
operable para textos claros de frecuencias desde los 4700 Hz a los 12 500 Hz con una
amplitud de 1 V. Se encontro´ adema´s que para amplitudes de 2 V esta banda de
frecuencia inutilizable se extiende desde 3200 Hz a 14 300 Hz. Para asegurar que las
o´rbitas del circuito permanezcan como parte del doble ovillo para cualquier frecuencia
del texto claro, la amplitud debe permanecer menor que 0.24 V.
La sen˜al de voz tiene un espectro cuya amplitud ma´xima se alcanza aproximada-
mente a los 1000 Hz, decayendo muy ra´pidamente con el incremento de la frecuencia,
siendo despreciable la densidad de potencia para valores mayores de 3200 Hz. Por
esta razo´n, podemos concluir que el sistema que utilice los valores dados en el ejem-
plo de [Kilic et al., 2004a] es adecuado para el cifrado de la sen˜al de voz, pero no
para otras sen˜ales que tengan un espectro de gran amplitud a frecuencias mayores
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Figura 6.5. Coeficiente ma´ximo de correlacio´n cruzada R̂m,m′ entre el texto claro m y
el texto filtrado recobrado m′ para varios conjuntos de claves erro´neas de descifrado: (a)
Para´metros del transmisor del ejemplo citado en [Kilic et al., 2004a] α = 9, β = 14 + 27 ,
m0 = −17 , m1 = 27 ; (b) Para´metros arbitrarios del transmisor α = 12, β = 18, m0 = − 325 y
m1 =
1
4 .
que 3200 Hz.
6.5. Ataque por filtrado paso banda
El principal problema asociado con el criptosistema bajo estudio consiste en que
el mecanismo de sincronizacio´n entre el transmisor y el receptor es excesivamente
robusto. Como consecuencia de esto, dado un conjunto de para´metros del transmisor,
se puede alcanzar una sincronizacio´n casi perfecta para un gran nu´mero de combina-
ciones de para´metros inexactos del receptor.
Una condicio´n necesaria para que cualquier criptosistema sea seguro es que los
para´metros del sistema que sirven de clave sean lo suficientemente sensibles. Es decir
que garanticen que el texto claro, cifrado con una clave k1, difiera drama´ticamente
del descifrado con una clave erro´nea k2. De esta forma se garantiza que desaparezca
cualquier informacio´n acerca del texto claro, por pequen˜a que sea la diferencia entre
las claves k1 y k2 ([Alvarez and Li, 2006b]). En otras palabras, los coeficientes de la
correlacio´n cruzada normalizada R̂m,m′ entre el texto claro m y el texto recobrado m
′,
utilizando cualquiera de las posibles claves erro´neas, deber´ıan tener valor cero o muy
cercano a cero.
Desafortunadamente, el criptosistema propuesto no satisface estos requisitos. Por
el contrario, dado un texto cifrado, obtenido utilizando un conjunto espec´ıfico de
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para´metros k1, es posible encontrar una fo´rmula emp´ırica que nos permita encontrar
muchos conjuntos distintos de para´metros para el receptor completamente diferentes
de k1, que posibiliten el descifrado y la recuperacio´n casi exacta del texto claro,
utilizando un filtro paso banda.
Como comprobacio´n de este problema en la Fig. 6.5 se presenta el valor del coe-
ficiente de correlacio´n cruzada normalizado R̂m,m′ entre el texto claro original m y el
texto claro recuperado m′, mediante filtrado paso banda, descifrado utilizando varios
valores de α′ 6= α. Puede observarse que para una gran cantidad de valores de α′ la
correlacio´n vale 1, es decir los textos original y recuperado coinciden a la perfeccio´n;
mientras que para el resto de valores de α′ la correlacio´n es superior a 0.6 lo que
indica que los textos original y recuperado se asemejan considerablemente, lo cual es
inadmisible en criptograf´ıa ([Shannon, 1949]). Se utilizo´ un filtro paso banda digital
de respuesta impulsiva finita, de 200 etapas, cuya banda de paso iba desde 300 Hz
a 3400 Hz, que es el ancho de banda t´ıpico de los enlaces telefo´nicos. El texto claro
utilizado fue un tono puro de 1000 Hz. Los valores de los para´metros del receptor
fueron tomados de acuerdo con la siguiente fo´rmula emp´ırica: α′ fue variada entre el
valor 5 y el 30, mientras el resto de los para´metros se eligieron en funcio´n de α′, tales
que: β ′ = α′ + 2
7
, para que la diferencia β ′ − α′ fuese igual a la diferencia β − α = 2
7
del ejemplo citado en [Kilic et al., 2004a]; m′0 =
pi
100
− pi
2α′
y m′1 = −2m′0, para que la
relacio´n
m′
0
m′
1
fuese igual a la relacio´n m0
m1
del mismo ejemplo.
En la Fig. 6.5 se presentan dos casos. El caso (a) corresponde a los valores de los
para´metros del transmisor del ejemplo citado en [Kilic et al., 2004a], es decir α = 9,
β = 14 + 2
7
, m0 = −17 y m1 = 27 . El caso (b) corresponde a otro posible conjunto de
para´metros del transmisor, elegido de forma totalmente arbitraria dentro del rango
va´lido y sin relacio´n con los del caso (a): α = 12, β = 18, m0 = − 325 y m1 = 14 .
Se puede observar que, para la mayor´ıa de los 250 ensayos del para´metro α′, el
coeficiente ma´ximo de la correlacio´n cruzada entre el texto claro y el texto filtrado
recobrado con claves erro´neas tiene un valor muy cercano a la unidad. Es decir, el
texto claro es recuperado sin ruido ni distorsio´n. Para las pruebas restantes el valor
ma´ximo del coeficiente de covarianza cruzada tiene un valor superior a 0.6, lo que
significa que e´sta es una buena aproximacio´n, aunque no perfecta, del texto claro.
Por consiguiente, cualquier informacio´n que se pretenda ocultar con el criptosistema
propuesto podra´ estar seriamente comprometida.
La Fig. 6.6 ilustra el problema paso a paso. Se presenta la sen˜al del sistema
correspondiente a los para´metros del transmisor: α = 9, β = 14 + 2
7
≈ 14.2857,
m0 = −17 ≈ −0.1429, m1 = 27 ≈ 0.2857; y a un conjunto arbitrario de valores de
para´metros del receptor, elegidos suficientemente separados de los para´metros del
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Figura 6.6. Texto claro recuperado con los para´metros erro´neos: (a) x1(t) es la variable
cao´tica del transmisor; (b) m(t) = x1(t) + s(t) es el texto cifrado; (c) x
′
1(t) es la variable
cao´tica del receptor; (d) el texto claro s(t) = sin(2pi 1000 t); (e) texto recuperado s′(t); (f)
texto claro recuperado mediante el filtro paso banda s′(t).
transmisor : α′ = 17, β ′ = 23.3, m′1 = 0.1366, m
′
0 = −m
′
1
2
= −0.0683. El texto claro
es s(t) = sin(2 pi 1000 t).
Se puede apreciar que la forma de onda de la variable cao´tica del receptor x′1(t)
se asemeja a la variable cao´tica del transmisor x1(t). Por lo tanto el texto recuperado
s′(t) difiere fundamentalmente del texto claro original s(t) en los componentes de alta
frecuencia; es decir, los saltos entre los puntos de equilibrio son casi ide´nticos, pero no
as´ı la velocidad y amplitud de las vueltas alrededor de ellos, lo que ocasiona un ruido
de alta frecuencia en el texto claro recuperado. Este ruido puede eliminarse fa´cilmente
mediante filtrado paso banda. La Fig. 6.6(f) muestra el texto claro recuperado despue´s
del filtrado, utilizando el mismo filtro digital paso banda utilizado en los experimentos
mostrados en la Fig. 6.5; los resultados se obtuvieron utilizando el software MATLAB
7.6, con el algoritmo de integracio´n un Runge-Kutta de cuarto-quinto orden, con una
tolerancia del error absoluto de 10−9 y una tolerancia del error relativo de de 10−6,
la frecuencia de muestreo fue de 10 000 Hz.
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Figura 6.7. Regio´n del plano (α, β) que origina el atractor de doble ovillo.
6.6. Ataque por fuerza bruta
Una de las formas posibles de romper el sistema es empleando un ((ataque por
fuerza bruta)), que consiste en probar todos los valores posibles de sus para´metros
hasta obtener un texto claro significativo y libre de ruido ([Alvarez and Li, 2006b,
Sec. 4.4]).
Un ataque por fuerza bruta solo es factible en el caso de que el espacio de claves sea
pequen˜o. De este modo, para evitarlo, el nu´mero de claves posibles debe ser tan grande
como sea posible. Actualmente el veterano Data Encryption Standard se considera
obsoleto y ha sido abandonado, ya que e´ste tiene ((solamente)) 256 ≃ 7.2× 1016 claves
diferentes. Efectivamente, de acuerdo a la potencia de los ordenadores de hoy d´ıa, el
taman˜o del espacio de claves recomendado es como mı´nimo de 2100 para resistir este
tipo de ataque.
6.6.1. Reduccio´n del espacio de claves del circuito de Chua
Como se ha analizado en la Sec. 3.4.4, el u´nico comportamiento cao´tico apropiado
para enmascarar el texto claro es el atractor extran˜o de doble ovillo, ya que los dema´s
comportamientos dan lugar a formas de onda muy simples, que no pueden ocultar el
texto claro de forma eficiente. La regio´n del plano (α, β) que origina el atractor extran˜o
de doble ovillo es una pequen˜a fraccio´n, de todas las posibles combinaciones de los
valores de los para´metros [Matsumoto, 1987, Madan, 1993]. Por lo tanto, el hipote´tico
espacio de claves basado en los valores de los para´metros del sistema sera´ mucho menor
que el inicialmente esperado.
Esta situacio´n se agrava por el hecho de que algunos para´metros del circuito de
Chua tienen una relacio´n directa con las coordenadas x1 de los puntos de equilibrio
del atractor P+ y P−, que pueden ser delimitados aproximadamente, simplemente
observando la forma de onda del texto cifrado. Esto favorece la reduccio´n del espacio
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Figura 6.8. Estimacio´n de los puntos de equilibrio: (a) Variable cao´tica del transmisor
x1(t) con x1P+ y x1P− ; (b) Texto claro s(t); (c) Texto cifrado m(t) = x1(t)+s(t); (d) Valor
absoluto del texto cifrado |m(t)|.
de claves, como se describe ma´s adelante.
Como el sistema descrito en [Kilic et al., 2004a] y [Gu¨nay and Alc¸i, 2005] difiere
del circuito ordinario de Chua, ya que utiliza una realimentacio´n, ser´ıa posible que
tuviese un comportamiento distinto que el circuito original. Por esta razo´n, se inves-
tigo´ experimentalmente la regio´n del plano (α, β) que origina el atractor de doble
ovillo, para diferentes combinaciones de los para´metros restantes m0 y m1. El resul-
tado se presenta en la Fig. 6.7 ([Oru´e et al., 2008]). Dependiendo de los valores de los
para´metros de m0 y m1 los puntos que se encuentran dentro de esta regio´n pueden
o no originar el atractor de doble ovillo. Sin embargo, los puntos que quedan fuera
de esta regio´n nunca originara´n el atractor para ninguna combinacio´n de valores de
m0 and m1. Por consiguiente, e´stos no son adecuados para ocultar informacio´n y no
necesitan ser investigados cuando se realiza un ataque por fuerza bruta.
La regio´n que debe ser examinada por fuerza bruta queda delimitada aproxima-
damente por las curvas β = 0.0062α2 + 0.92α + 0.5 y β = 0.157α2 − 0.16α + 12.
De este modo, se comprueba que el espacio de claves utilizables queda notablemente
reducido.
Correspondientemente, la regio´n del plano (m0, m1) que origina el doble atractor
se puede delimitar tambie´n a partir de la definicio´n del circuito de Chua y del texto
cifrado de la manera siguiente.
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De acuerdo a la definicio´n del circuito de Chua, los para´metros m0 y m1 son:
m0 = (Ga/G) + 1 y m1 = (Gb/G) + 1, donde G es la conductancia positiva, mientras
Ga y Gb son las dos conductancias negativas del circuito equivalente de la resistencia
no lineal del circuito de Chua. Estas satisfacen la relacio´n Ga < Gb < 0, de manera
que 1 > m1 > m0. Si se determinan las coordenadas de los puntos de equilibrio del
atractor x1P± = ±(1− m0m1 ) se puede establecer una relacio´n muy cercana entre m0 y
m1.
Si la variable cao´tica del transmisor x1(t) fuera accesible sin perturbaciones, las
coordenadas x1P± = ±(1− m0m1 ) de los puntos de equilibrio P± se podr´ıan determinar
a partir de la forma de onda de la variable. La Fig. 6.8(a) muestra la forma de onda
de x1(t) y los valores reales de x1P+ y x1P− . Como puede verse, no es dif´ıcil aproximar
los valores de x1P+ o´ x1P− como la l´ınea equidistante entre los ma´ximos relativos y
los mı´nimos relativos de la parte positiva, o negativa, respectivamente, de la forma
de onda x1(t).
Sin embargo, como el u´nico dato accesible al criptoanalista oponente es el texto
cifrado m(t) = x1(t) + s(t), mostrado en la Fig. 6.8 (c), la variable del transmisor
x1(t) permanece enmascarada por la presencia del texto claro. Por consiguiente, so´lo
se puede lograr una estimacio´n a groso modo de x1P± . No obstante, este valor se
podra´ delimitar eficazmente estableciendo dos l´ımites fa´cilmente medibles.
Debido a que x1P+ = −x1P− , es preferible trabajar con el valor absoluto de m(t),
representado en la Fig. 6.8 (d).
El valor de |x1P±| se puede delimitar entre los l´ımites x1ma´x y x1mean, siendo el
primero el valor ma´ximo de |m(t)| y el siguiente la media de |m(t)|. En la Fig. 6.8 (d)
se evidencia que |x1P±| < x1ma´x(t) y se encontro´ experimentalmente —para una
gran variedad de valores de los para´metros y de textos claros— que en todos los
casos se cumple que |x1P±| > x1mean(t). El valor real de m0m1 es −0.5. Por lo tanto
|x1P±| = 1 − m0m1 = 1.5, lo que concuerda con los l´ımites encontrados experimental-
mente: x1ma´x = 3.00 y x1mean = 1.41.
Esta medida posibilita una nueva reduccio´n importante del rango de bu´squeda
de los valores de m0 y m1. Como x1ma´x = 3.00 > ±(1 − m0m1 ) > x1mean = 1.41 y
1 > m1 > m0, se desprende que:
1 > m1 > 0 y − 0.41m1 > m0 > −2m1,
lo que supone una reduccio´n adicional del espacio de claves.
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Figura 6.9. Texto claro recuperado con una estimacio´n ligeramente erro´nea de los para´me-
tros: (a) texto claro recuperado con {α′, β′, m′0, m′1} = {α, β, m0, m1}; (b) texto
claro recuperado con {α′, β,′ m′0, m′1} = 1.01 × {α, β, m0, m1}; (c) texto claro recu-
perado con {α′, β,′ m′0, m′1} = 0.97 × {α, β, m0, m1}; (d) texto claro recuperado con
{α′, β,′ m′0, m′1} = 1.05 × {α, β, m0, m1}.
6.6.2. Falta de precisio´n de la clave
Los requisitos de precisio´n de la clave del criptosistema propuesto son un punto
cr´ıtico para resistir un ataque por fuerza bruta. En un criptosistema perfecto, el
mensaje cifrado usando una clave espec´ıfica no debe ser vulnerable frente a un intento
de descifrado con una clave distinta, au´n si ambas claves difieren so´lo en la mı´nima
cantidad permitida por la precisio´n de la ma´quina ([Alvarez and Li, 2006b, Regla 9]).
El problema de este sistema consiste en que la precisio´n requerida por la clave es
muy baja y, consecuentemente, el nu´mero de claves efectivamente diferentes es muy
pequen˜o.
La Fig. 6.9 ilustra este problema. En ella se muestra el texto claro recuperado
para tres conjuntos de valores de los para´metros del receptor α′, β ′, m′0, m
′
1, que
son diferentes de los valores de los para´metros del transmisor α, β, m0, m1. Como
se observa, el texto claro se recupera casi perfectamente para un error del 1% en la
estimacio´n de la magnitud de cada para´metro del receptor. El error inicial se debe
al transitorio ocasionado por las diferentes condiciones iniciales entre el transmisor
y el receptor. Adema´s, puede verse que un error tan grande como el 5% tambie´n
proporciona la recuperacio´n de un texto claro reconocible.
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Figura 6.10. Espectro de potencia relativo del error de descifrado del receptor ε, con
para´metros del transmisor: α = 9, β = 14 + 2/7 ≈ 14.2857, m0 = −1/7 ≈ −0.1428,
m1 = 2/7 ≈ 0.2857; y para´metros del receptor elegidos arbitrariamente: α′ = 4.5, β′ = 9,
m′0 = −0.12, m′1 = 0.21.
La mejor estrategia para un ataque de fuerza bruta consiste en probar todas las
claves posibles utilizando una resolucio´n de los para´metros tan grosera como el ±5%,
comenzando por los valores ma´s probables y subsecuentemente expandiendo el a´rea
de bu´squeda si no se alcanza un resultado satisfactorio. Una vez que se ha encon-
trado el mejor conjunto de valores de los para´metros, se refina la precisio´n de dichos
para´metros hasta encontrar aquellos que proporcionen el texto claro recuperado ma´s
limpio. Con una resolucio´n reducida de ±5% el nu´mero de pruebas estara´ limitada
a 24 valores de los para´metros para cubrir un ma´rgen de 1 a 10 (una de´cada) del
valor de los para´metros. Inicialmente el valor del para´metro α puede ser explorado
en el margen entre 4 y 40, mientras el valor de m1 puede ser investigado entre 0.05 y
0.5. Utilizando los l´ımites establecidos en la Sec. 6.6.1 para β y m0, el nu´mero total
de ensayos sera´ aproximadamente de 390 000 ≈ 218.6, lo que constituye un nu´me-
ro modesto de claves. En caso de fallo, el espacio de bu´squeda debera´ ensancharse
progresivamente.
6.6.3. Determinacio´n de los para´metros
Como se ilustra en la Fig. 6.4, la variable del transmisor x1(t), que actu´a como
ruido para enmascarar al texto claro, tiene dos bandas de frecuencias bien diferencia-
das. La banda de menor frecuencia tiene componentes espectrales generalmente por
debajo de 2 kHz, lo que corresponde a los saltos en el atractor entre los dos ovillos
centrados en los puntos de equilibrio P+ y P−. Esta parte oculta de manera efectiva
el texto claro caracterizado con la misma banda de frecuencia.
La segunda parte constituida por la banda de frecuencias ma´s altas, localizada
cerca de los 8 kHz, esta´ asociada con la trayectoria de los ovillos del atractor alrededor
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Figura 6.11. Potencia de los componentes de alta frecuencia del error de descifrado ε,
para diferentes conjuntos de valores de los para´metros del receptor: α′ = {4, . . . , 20}; m′1 =
{0.01, . . . , 0.9}; m′0 = {0.01, . . . , 1.8}.
de los puntos de equilibrio.
Cuando el texto cifrado se descifra con un receptor no autorizado, con una
estimacio´n erro´nea de los para´metros, puede verse que el texto claro recuperado
s′(t) = m(t) − x′1(t) = s(t) + x1(t) − x′1(t) esta´ compuesto por el texto claro y
por el error de descifrado ε = x1(t)− x′1(t), el cua´l puede considerarse como un ruido
de enmascaramiento indeseado. Si los para´metros del transmisor y receptor fueran
iguales, el error de descifrado desaparecer´ıa. Consecuentemente, una estrategia pa-
ra recuperar el texto claro consistira´ en determinar los para´metros del receptor que
minimicen el error de descifrado.
Sin embargo, como el ruido y el texto claro comparten la banda de frecuencias
ma´s bajas del espectro, su separacio´n completa no es posible. No obstante, todav´ıa es
posible aislar la banda de frecuencias ma´s altas del error de descifrado, no contamina-
da por el texto claro. Por tanto, el texto claro debera´ tener un espectro de frecuencia
limitado a las frecuencias bajas y debe estar suficientemente separado de la banda de
ruido de alta frecuencia.
La Fig. 6.10 ilustra el espectro de potencia relativo del error de descifrado del
receptor. Los componentes de frecuencias ma´s bajas esta´n mezclados con el texto
claro mientras que los componentes de alta frecuencia esta´n lejos de la frecuencia del
texto claro. Por tanto, el error de descifrado creado por las frecuencias altas de ε se
puede extraer fa´cilmente del texto inexactamente descifrado mediante un filtro paso
alto con una frecuencia de corte de 6.5 kHz, para eliminar las frecuencias del texto
claro y retener los componentes de alta frecuencia del ruido.
La Fig. 6.11 ilustra la potencia logar´ıtmica de los componentes de alta frecuencia
del error de descifrado ε, para diferentes conjuntos de para´metros del receptor α′, m′1
y m′0 como una funcio´n de β
′. Puede observarse que el error mı´nimo de descifrado
121
0 5 10 15 20 25 30
6
8
0 5 10 15 20 25 30
10
15
0 5 10 15 20 25 30
0.2
0.4
0 5 10 15 20 25 30
−0.25
−0.2
−0.15
α′
β ′
m′1
m′0
No vuelta
Figura 6.12. Historia de la aproximacio´n seguida por los para´metros del sistema receptor
hacia los valores exactos.
se alcanza cuando los para´metros del transmisor y del receptor concuerdan. Todas
las curvas muestran la misma tendencia: el error de descifrado crece con el desajuste
entre los para´metros del transmisor y receptor. Por otra parte, su mı´nimo relativo se
alcanza para valores cercanos a los del transmisor.
Se ha desarrollado un procedimiento de optimizacio´n iterativo, que consiste en un
nu´mero de vueltas de aproximacio´n, a fin de determinar los valores de los para´metros
que dan lugar a un error de descifrado mı´nimo. Se variaron uno a uno los para´metros
en cada vuelta, empezando por un conjunto de valores arbitrarios α′ = 5, β ′ = 7,
m′1 = 0.1, m
′
0 = 0.2. En total se probaron 31 valores de cada para´metro dentro del
margen definido en la Sec. 6.6.1, reteniendo el valor que produjo el menor error de
descifrado. El margen de variacio´n de cada para´metro se redujo progresivamente en
cada vuelta. El proceso se termino´ cuando se alcanzo´ un valor fijo de cada para´metro,
lo que sucedio´ al cabo de 30 vueltas y el tiempo de ca´lculo fue de 965 segundos, en
un PC con una CPU Pentium Dual.
La Fig 6.12 ilustra la secuencia del proceso, presentando la variacio´n de cada
para´metro en funcio´n del nu´mero de vuelta. Se determinaron los valores de los para´me-
tros con una precisio´n de cinco a seis d´ıgitos, lo que permitio´ la recuperacio´n exacta
del texto claro ([Oru´e et al., 2009a]).
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6.7. Conclusiones
Se ha realizado el estudio del criptosistema descrito en [Kilic et al., 2004a] y [Gu¨nay
and Alc¸i, 2005], y se ha demostrado que el mismo es inseguro ([Oru´e et al., 2009a]).
La razo´n fundamental de la falta de seguridad es que el mecanismo de sincro-
nizacio´n utilizado es excesivamente robusto. Como consecuencia de esto, se puede
alcanzar la sincronizacio´n casi exacta utilizando un nu´mero pra´cticamente infinito
de combinaciones de para´metros del receptor diferentes a los del transmisor, lo que
permite una recuperacio´n bastante aproximada del texto claro, perturbado por un
pequen˜o ruido de alta frecuencia —hay que sen˜alar que esto es inadmisible en cripto-
graf´ıa, pues el mı´nimo desajuste de las claves de cifrado y descifrado (los para´metros
del sistema en este caso) debe ocultar completamente cualquier informacio´n a cerca
del texto claro—. El ruido se puede eliminar fa´cilmente filtrando paso bajo el texto
decodificado, dando lugar a una recuperacio´n bastante fiel del texto claro.
Tambie´n se encontro´ que el espacio de claves del sistema se puede reducir notable-
mente estudiando las propiedades geome´tricas y las regiones cao´ticas del atractor de
Chua. La precisio´n de los para´metros necesaria para recuperar un texto inteligible es
tan ((basta)) como el ±5%; por tanto, resulta econo´mico realizar un ataque por fuerza
bruta.
Finalmente —aunque no fuese imprescindible para ((romper)) el criptosistema—
se demostro´ que es posible determinar los para´metros del sistema con gran precisio´n,
mediante el ana´lisis y minimizacio´n del error de descifrado originado por el desajuste
entre los para´metros del transmisor y el receptor.
CAP´ITULO 7
Criptoana´lisis del sistema de cifrado cao´tico de Zaher
Este cap´ıtulo describe el criptoana´lisis de un criptosistema cao´tico basado
en el sistema de Lorenz propuesto en [Zaher and Abu-Rezq, 2011], que
utiliza dos canales de comunicacio´n, uno para transmitir la sen˜al de sin-
cronizacio´n y otro para transmitir la sen˜al cifrada usando una funcio´n no
lineal cao´tica. Se demuestra que el sistema propuesto es inseguro ya que los
valores de los para´metros del sistema pueden determinarse con gran pre-
cisio´n utilizando un receptor intruso. Los resultados de este criptoana´lisis
fueron presentados en [Oru´e et al., 2012b].
7.1. Introduccio´n
Recientemente se ha propuesto un nuevo criptosistema cao´tico [Zaher and Abu–
Rezq, 2011] que utiliza el conocido sistema de Lorenz en una estructura excitador-
respuesta con dos canales de comunicacio´n. Uno de estos canales de comunicacio´n se
utiliza para transmitir el mensaje cifrado y el otro canal se utiliza para transmitir la
sen˜al de sincronizacio´n necesaria para que en el extremo receptor, una vez sincroni-
zado, se pueda obtener el mensaje. De este modo el proceso de sincronizacio´n queda
completamente aislado del algoritmo de identificacio´n de para´metros. El trabajo ex-
plora la transmisio´n de sen˜ales analo´gicas y digitales, investigando diversas te´cnicas
para optimizar el rendimiento de los sistemas propuestos. Se asume que ambos extre-
mos, transmisor y receptor, tienen la misma dina´mica, en este caso el sistema cao´tico
de Lorenz.
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Las ecuaciones del sistema transmisor son:
x˙1 = −σ x1 + σ x2,
x˙2 = r x1 − x2 − x1 x3, (7.1.1)
x˙3 = x1 x2 − b x3.
El receptor disen˜ado utiliza un algoritmo recursivo, inspirado en la te´cnica de control
denominada backstepping, segu´n los autores, para obtener una sincronizacio´n ra´pida
y estable. Actu´a como un observador de estado que utiliza la sen˜al x1 para estimar
los estados restantes del transmisor,
˙̂
f 2 = −(σ + 1)f̂2 − x1f̂3 + (r − 1)x1
˙̂
f 3 = x1f̂2 − bf̂3 + x21, (7.1.2)
x̂2 = f̂2 + x1,
x̂3 = f̂3,
donde X = [x1 x2 x3]
t es el vector de estado del transmisor, X̂ = [x̂2 x̂3]
t es el vector de
estado del receptor, f̂1 y f̂2 son dos variables usadas para observar las variables x2 y x3
del transmisor. Los para´metros del sistema tienen los valores siguientes: 8 < σ < 12,
r = 28, b = 8/3.
En [Zaher and Abu-Rezq, 2011] se presentan tres casos de estudio, afirmando que
cada uno de ellos mejora la seguridad de los criptosistemas cao´ticos disen˜ados pre-
viamente. Primero se realiza un estudio de la sincronizacio´n de los sistemas cao´ticos.
Despue´s se disen˜a un receptor que consiste en un observador de estado que utiliza la
sen˜al de sincronizacio´n x1(t) del sistema de Lorenz para estimar los estados restantes
del sistema transmisor x2(t), x3(t). Se realiza adema´s un estudio de la estabilidad
de la sincronizacio´n basado en funciones de Lyapunov. Luego se disen˜an los sistemas
transmisor y receptor, teniendo en cuenta su realizacio´n por hardware mediante el uso
de amplificadores operacionales, resistencias y condensadores. Finalmente se realiza
la simulacio´n de la sincronizacio´n del sistema usando la herramienta Simulink del
MatlabR2011b; comproba´ndose la sincronizacio´n entre ambos extremos.
7.2. Ana´lisis del caso de estudio I
En este caso, se estudia el comportamiento del sistema descrito en [Jiang, 2002],
ahora desde la perspectiva de un me´todo de sincronizacio´n basado en una te´cnica
de control recursivo, que incrementa la razo´n de convergencia de la sincronizacio´n
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utilizando determinadas funciones de Lyapunov. El sistema de comunicacio´n seguro
utiliza una funcio´n de cifrado que combina el mensaje claro s(t) con una de las
variables de estado del transmisor.
La ecuacio´n de cifrado en el transmisor es:
E(X, s, t) = x22 + (1 + x
2
2) s(t). (7.2.1)
En el extremo receptor, una vez lograda la sincronizacio´n de ambos extremos,
transmisor y receptor, se recuperar´ıa el mensaje claro por la ecuacio´n inversa:
ŝ(t) = D(X̂, s, t) =
E(X, s, t)− x̂22
1 + x̂22
, (7.2.2)
donde ŝ(t) es el mensaje recuperado.
El criptosistema propuesto asume que son pu´blicamente conocidos los para´metros
r y b. El conocimiento del para´metro σ es intrascendente, pues no se requiere para
descifrar el mensaje. Es decir el criptosistema carece de clave.
Los autores de [Zaher and Abu-Rezq, 2011] presentan este criptosistema como de
seguridad reducida. Sin embargo, los cambios introducidos solo modifican el me´todo
de sincronizacio´n empleado, de manera que el sistema sigue siendo inseguro, ya que
es vulnerable al criptoana´lisis realizado en [Oru´e et al., 2008a].
7.3. Ana´lisis del caso de estudio II
El segundo caso de estudio explora la utilizacio´n de una mejora con respecto al
caso anterior, en la que el proceso de cifrado depende tanto de uno de los estados del
sistema cao´tico como de alguno de sus para´metros. Se realiza el ana´lisis de seguridad
de este me´todo, destacando sus ventajas y limitaciones, a trave´s de la simulacio´n de
los ataques de intrusos en el canal de comunicacio´n.
La ecuacio´n de cifrado en el extremo transmisor es:
E(X, σ, s, t) = x22 + (σ
2 + x22) s(t), (7.3.1)
y la de descifrado en el receptor es:
ŝ(t) = D(X̂, σ, s, t) =
E(X, σ, s, t)− x̂22
σ2 + x̂22
. (7.3.2)
En este caso, el para´metro σ cumple con el papel de clave. El proceso de sin-
cronizacio´n sigue siendo el mismo del caso anterior, es decir, se transmite por una
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Figura 7.1. Valor medio del error |x1− x̂1|/x1, en funcio´n de σ̂, para el caso 2. Asteriscos:
σ = 10; c´ırculos: σ = 10.5528.
parte la sen˜al cifrada y por otra la sen˜al de sincronizacio´n x1(t). Los autores ponen
de manifiesto su falta de seguridad frente a ataques por estimacio´n del valor de σ y
filtrado. En efecto, la recuperacio´n del valor de σ es un proceso sencillo que se puede
conseguir a base del siguiente receptor intruso con tres ecuaciones:
˙̂x1 = −σ̂ x̂1 + σ̂ x̂2, (7.3.3)
˙̂x2 = r x1 − x̂2 − x1 x̂3, (7.3.4)
˙̂x3 = x1 x̂2 − b x̂3. (7.3.5)
Con este receptor se genera una variable x̂1 que intenta reproducir la variable de
sincronizacio´n x1. La Fig. 7.1 representa el valor relativo medio del error absoluto
de sincronizacio´n |x1 − x̂1|/x1 en funcio´n del valor estimado del para´metro σ̂ del
receptor intruso, para un valor del para´metro σ = 10 del transmisor. Naturalmente,
cuando el valor de ambos para´metros es diferente, el error de sincronizacio´n es notable;
pero, cuando la diferencia entre los para´metros disminuye progresivamente, el error
de sincronizacio´n disminuye igualmente, para llegar a anularse cuando σ̂ = σ. La
Fig. 7.1 se ha confeccionado con solo 16 valores de σ̂, simbolizados por los asteriscos,
lo que pone de manifiesto la facilidad del ataque. En el caso de que el valor de σ no
coincidiese exactamente con uno de los valores probados inicialmente —por ejemplo
cuando fuese σ = 10.5528— el resultado estar´ıa representado por los c´ırculos. En este
caso habr´ıa que buscar el valor de σ̂ entre los valores intermedios entre los dos c´ırculos
ma´s cercanos a cero. La recuperacio´n del valor o´ptimo de σ̂ se puede llevar a cabo
eficientemente, mediante un algoritmo de bu´squeda adecuado.
Con objeto de evidenciar el problema de seguridad resen˜ado, se ha realizado un
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programa en MatlabR2011b, que busca minimizar la relacio´n sen˜al a ruido de la
variable x̂1; es decir, se minimiza el logaritmo del error cuadra´tico medio de x̂1; el
algoritmo de integracio´n utilizado fue un Runge-Kutta de cuarto-quinto orden, con
una tolerancia del error absoluto de 10−9 y una tolerancia del error relativo de de
10−6, con una frecuencia de muestreo de 1 000 Hz. La medida se ha realizado entre
t = 5, y t = 10 segundos, una vez transcurrido el transitorio inicial ocasionado por
desconocer las condiciones iniciales del transmisor.
Con el fin de simular un caso real se ha aleatorizado el valor de σ para que fuera
menos convencional que en el ejemplo de [Zaher and Abu-Rezq, 2011]; por esto se
elige σ = 10.5528.
A continuacio´n se describe el programa de bu´squeda, en pseudoco´digo:
Inicio
variables: t, x1, x2, x3, x̂1, x̂2, x̂3, σ̂, ∆σ̂;
variables auxiliares: ruido, ruidodB, ruido previo;
para´metros: σ = 10.5528; r = 28; b = 8/3;
valores iniciales transmisor: x1(0) = x2(0) = x3(0) = 1; .
valores iniciales receptor: x̂1(0) = x̂2(0) = x̂3(0) = 0;
Algoritmo 7.1 recupera sigma (σ̂)
Entrada: σ̂ = 4; ∆σ̂ = 1; ruido previo = 1;
mientras ruido previo > −250 hacer
σ̂ = σ̂ +∆σ̂;
calcula: x1(t); x̂1(t);
ruido =
(
(x1(t)−x̂1(t)
x1(t)
)2
;
ruidodB = 10 log (promedio [ruido(t = 5 a t = 10)]) ;
si (ruido previo < ruidodB); entonces
∆σ̂ = ∆σ̂/e;
fin si
ruido previo = ruidodB;
fin mientras
Salida: σ̂;
El Algoritmo (7.1) prueba valores de σ̂ empezando por un extremo, con incremen-
tos ∆σ̂ relativamente grandes, en este caso de una unidad. Segu´n se aproximan los
valores de σ̂ al valor de σ, el error va disminuyendo. Pero cuando el valor de σ̂ rebasa
al valor de σ, en uno o dos saltos se produce un aumento del error. En ese momento,
el algoritmo invierte el sentido de bu´squeda y reduce el valor del incremento en un
factor e—se ha elegido el nu´mero e porque ser´ıa la base de numeracio´n o´ptima y, por
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Figura 7.2. Relacio´n ruido/sen˜al de x̂1, para σ = 10.5528, en decibelios. (a) En funcio´n
del nu´mero de iteracio´n del algoritmo de recuperacio´n. (b) En funcio´n de σ̂.
tanto, reduce el nu´mero de escalones de bu´squeda al ma´ximo—. Despue´s, se repite el
procedimiento hasta alcanzar una potencia de error ı´nfima, en este caso hemos fijado
arbitrariamente un l´ımite de −250 dB. Este limite se ha elegido para demostrar la
eficacia del algoritmo, si bien ha de tenerse en cuenta que en el mundo real, la relacio´n
de potencia de ruido a potencia de sen˜al, aceptables en comunicaciones son mucho
mayores, por ejemplo en un CD de mu´sica la relacio´n ruido/sen˜al es de −92 dB y en
una conversacio´n telefo´nica el l´ımite admitido es de de solo −32 dB.
La Fig.7.2 ilustra el proceso de recuperacio´n de σ̂, para σ = 10.5528. La Fig.7.2(a)
presenta los sucesivos valores de la relacio´n ruido/sen˜al de la variable x̂1 en funcio´n
del tiempo, alcanza´ndose un valor final de −257 dB al cabo de 20 iteraciones.
La Fig.7.2(b) presenta los sucesivos valores de la relacio´n ruido/sen˜al de la variable
x̂1 en funcio´n de σ̂, cuyo valor final es σ̂ = 10.55258 . . ..
Este ataque —que se puede considerar de fuerza bruta— es muy diferente a la
prueba exhaustiva de claves contra un algoritmo de cifrado digital correcto, en el que
el error de sincronizacio´n es ma´ximo para todos los valores de la clave, excepto aquel
en que todos sus bits son exactos. En cambio, en este caso, bastan 20 intentos para
determinar la clave con suficiente precisio´n.
El tiempo total requerido para la determinacio´n final de σ̂, en un PC con 2.8 GHz
de frecuencia de reloj, es de 5.26 segundos. Por tanto se puede concluir que el sistema
es totalmente inseguro.
En la Fig.7.3 se ilustra el valor instanta´neo de la relacio´n ruido/sen˜al del mensaje
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recuperado ŝ(t) en funcio´n del tiempo. Puede observarse que, una vez transcurrido
el transitorio inicial, que dura unos 5 segundos, la relacio´n ruido/sen˜al del mensaje
claro recuperado ŝ(t) es aproximadamente de −205 dB.
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Figura 7.3. Relacio´n ruido/sen˜al del mensaje en claro recuperado, en decibelios.
En el art´ıculo [Zaher and Abu-Rezq, 2011] se describe una forma de realizar este
criptosistema cao´tico mediante circuitos analo´gicos, tanto en transmisio´n como en
recepcio´n. Se emplean multiplicadores de cuatro cuadrantes, amplificadores operacio-
nales e integradores. Los valores de los para´metros se determinan a base de resistencias
y condensadores. Bastar´ıa utilizar un receptor similar, en el que tambie´n se imple-
mentase la Ec. (7.3.4), y el valor de σ̂ lo determinase un potencio´metro. Entonces,
un atacante romper´ıa el sistema variando el potencio´metro y observando la reduccio´n
progresiva del error de sincronizacio´n, hasta conseguir anularlo.
7.4. Ana´lisis del caso de estudio III
Por u´ltimo, en el tercer caso de estudio se propone un criptosistema que utiliza
las mismas ecuaciones de cifrado Ecs. (7.3.1) y descifrado Ecs. (7.3.2) del caso II;
pero ahora el para´metro σ de la funcio´n de cifrado var´ıa en funcio´n del tiempo. En el
ejemplo presentado la ley de variacio´n del para´metro σ oscila entre los valores 8, 9,
10, 11 y 12 en forma de escalera ascendente y descendente.
Los autores afirman que este me´todo es mucho ma´s seguro que los anteriores ya
que:
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La variacio´n temporal del para´metro, que hace el papel de clave, aumenta no-
tablemente la robustez del procedimiento de cifrado.
El atractor cao´tico del transmisor var´ıa con el cambio del para´metro en el tiem-
po, dificultando los intentos de intrusio´n en el sistema.
El mensaje claro consiste en una secuencia binaria, cuya duracio´n de los bits es
del mismo orden que la duracio´n de los escalones del para´metro σ, para dificultar au´n
ma´s el criptoana´lisis. La amplitud de la secuencia se ha limitado al valor 0.01, con la
intencio´n de que no se pueda recuperar por filtrado.
7.4.1. Recuperacio´n del mensaje claro
Para romper el criptosistema propuesto como caso III, se ha utilizado la siguiente
ecuacio´n:
ŝ(t) = D(X̂, σ̂, s, t) =
E(X, σ, s, t)− x̂22
σ̂2 + x̂22
, (7.4.1)
que es similar a la que debe utilizar el receptor autorizado, con la u´nica salvedad de
que se desconocen los valores que adquiere en funcio´n del tiempo el para´metro σ. En
su lugar, se utiliza un para´metro σ̂ de valor arbitrario constante.
El resultado se ilustra en la Fig. 7.4. Se han elegido tres valores diferentes para
σ̂. Dos de ellos son el ma´ximo y el mı´nimo para los cuales el sistema de Lorenz es
cao´tico. Cuando r = 28 y b = 8/3, estos valores son σ̂ = 5 y σ̂ = 20. El tercer valor
elegido es σ̂ = 10, que coincide justamente con el valor central de los cinco que σ
puede adquirir.
Se puede observar que, para los tres casos, el valor obtenido para ŝ(t) consiste en
un impulso binario, igual al mensaje claro s(t), sumado con unos paquetes de ruido de
diversas amplitudes. Se puede comprobar que la amplitud de estos paquetes coincide
con la diferencia de valores |s(t)− ŝ(t)|. Tambie´n se observa que en los momentos en
que los valores de σ y σ̂ coinciden, el valor recuperado de ŝ(t) esta´ limpio de ruido.
Para recuperar el mensaje claro para cualquiera de los tres casos anteriores, bas-
ta con utilizar un ((comparador de nivel)) regulado al valor 0.005, si se trabaja en
hardware, o bien tomar el valor del signo de la diferencia entre la sen˜al y la referen-
cia 0.005, si se trabaja en software. El mensaje finalmente recuperado aparece en la
Fig. 7.4(e). Hay que destacar que el tiempo requerido para el ataque es nulo, puesto
que no es preciso probar varios valores de la clave σ̂, sino que basta utilizar cualquier
valor comprendido dentro del rango admisible para que el sistema sea cao´tico.
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Figura 7.4. Recuperacio´n del mensaje para el caso III. (a) Mensaje claro. (b) Mensaje
obtenido con σ̂ = 5. (c) Mensaje obtenido con σ̂ = 10. (d) Mensaje obtenido con σ̂ = 20. (e)
Mensaje recuperado a partir de cualquiera de los tres anteriores, mediante un comparador
de nivel, con umbral 0.005. (f) Clave de cifrado σ.
Aparte del transitorio inicial, debido a la diferencia de valores iniciales entre los
integradores del emisor y el receptor, puede observarse que el mensaje recuperado
coincide exactamente en tiempo con el mensaje original. Esto no ocurre en la Fig. 13
de [Zaher and Abu-Rezq, 2011], debido a que el sistema observador utilizado para
recuperar el mensaje utiliza un filtrado, con el consiguiente retardo.
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Figura 7.5. Recuperacio´n de la clave. (a) Clave de transmisio´n σ. (b) Valor absoluto del
error de sincronizacio´n |x1 − x̂1|, para σ̂ = 8. (c) Deteccio´n de envolvente de |x1 − x̂1|. (d)
Clave recuperada σ̂.
7.4.2. Determinacio´n de la clave
Tambie´n es posible determinar la clave de cifrado utilizada σ, con su variacio´n
temporal, utilizando el mismo receptor definido por las Eqs. (7.3.3), (7.3.4) y (7.3.5),
donde el para´metro σ̂ del receptor se elige inicialmente como una constante arbitraria
en la zona central de los valores admisibles para σ.
La Fig. 7.5 ilustra el proceso de recuperacio´n de la clave. En la Fig. 7.5(b) se
representa la diferencia |x1 − x̂1|, que proporciona el valor absoluto de la sen˜al de
error de recuperacio´n de la variable x1. En los momentos en que coinciden los valores
de los para´metros σ y σ̂ el error es nulo; mientras que, cuando no coinciden, se produce
un ruido de magnitud proporcional a la diferencia de valores |σ−σ̂|. En la Fig. 7.5(c) se
presenta el resultado de aplicar un detector de envolvente al error absoluto |x1−x̂1|. La
recuperacio´n de la clave se efectu´a mediante cuatro comparadores de nivel (disparador
de Schmitt) que detectan los saltos de los escalones.
En el ejemplo de la figura se ha elegido un valor de para´metro de recepcio´n σ̂ = 8
coincidente con el escalo´n inferior de σ, aunque tambie´n se podr´ıa haber elegido el
valor del escalo´n superior σ̂ = 12. La seleccio´n del para´metro σ̂ se hace por prueba y
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Figura 7.6. Recuperacio´n exacta del mensaje claro. (a) Mensaje claro original. (b) Mensaje
recuperado. (c) Clave de transmisio´n σ y clave recuperada σ̂, superpuestas.
error, ajusta´ndolo hasta que se encuentra que el escalo´n inferior de la Fig. 7.5(b) es
ide´ntico a cero y libre de ruido. La reconstruccio´n de la clave σ̂ se ha hecho sumando
los escalones detectados, mediante el comparador de nivel, con el valor de σ̂ = 8
utilizado. A partir de la Fig. 7.5(c) se ha ajustado la amplitud de los escalones por
prueba y error, para conseguir un mensaje claro ŝ(t) con el menor ruido posible. La
Fig. 7.5(d) muestra la clave recuperada σ̂.
En la Fig. 7.6 se presenta el mensaje recuperado cuando en la Ec. (7.4.1) se utiliza
la clave recuperada σ̂. Puede observarse en la Fig. 7.6(b) que hay unos pequen˜os
picos de ruido superpuestos al mensaje recuperado, debidos al desfase entre la clave
de transmisio´n σ y clave recuperada σ̂; tal desfase se debe al retraso ocasionado por
el detector de envolvente; la Fig. 7.6(c) presenta las dos claves pudiendo observarse
el ligero desfase.
Naturalmente, los picos de ruido desaparecera´n en el momento que el tren de
impulsos se descreste, igualmente a como se hizo para recuperar el mensaje en la
Fig. 7.4(e).
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7.5. Comentarios sobre la implementacio´n del sis-
tema
En el art´ıculo [Zaher and Abu-Rezq, 2011] se describe una forma de realizar este
criptosistema cao´tico mediante circuitos analo´gicos, tanto en transmisio´n como en
recepcio´n, empleando resistencias y condensadores. Los valores de estos componentes
determinan los valores de los para´metros y, por tanto, de la clave. Pero, lamentable-
mente, es imposible conseguir componentes con una exactitud mejor que el 0.1%, lo
que ocasiona un ligero desajuste entre los valores de los para´metros del transmisor y
el receptor.
Para que el sistema leg´ıtimo pueda sincronizarse, los receptores autorizados de-
ben tener forzosamente un amplio margen de enganche frente a los desajustes de los
para´metros, lo que se consigue gracias a que el coeficiente de Lyapunov condicional
del sistema formado por las Ecs. (7.1.1) y las Ecs. (7.1.2) es negativo, por tanto con-
vergente frente a ligeros desajustes. Esto permite atacar el sistema con receptores
intrusos, cuyos para´metros —es decir la clave— se pueden ir reajustando experimen-
talmente, mientras se observa el ruido de recepcio´n hasta lograr eliminarlo, lo que
supone haber determinado la clave.
7.6. Conclusiones
El criptosistema cao´tico continuo analizado es inseguro en sus tres versiones po-
sibles, pudie´ndose determinar fa´cilmente el mensaje cifrado y la clave utilizada. La
realizacio´n de este criptosistema cao´tico mediante circuitos analo´gicos, empleando re-
sistencias y condensadores cuyos valores determinan los para´metros y, por tanto, la
clave, no es recomendable ya que estos componentes electro´nicos no se fabrican con
una exactitud mejor que el 0.1%, de manera que siempre existira´ un ligero desajuste
entre los valores de los para´metros del transmisor y el receptor. De este modo los
receptores autorizados tendra´n un amplio margen de enganche frente a los desajustes
de los para´metros, lo que facilita un ataque al sistema con receptores intrusos, cuyos
para´metros se reajustan experimentalmente eliminando el ruido en el receptor hasta
determinar la clave.
Las dos formas de realizacio´n presentadas tienen como principal defecto la baja
sensibilidad a la clave secreta, lo que en realidad es un requisito indispensable para el
funcionamiento de las realizaciones reales de cualquier criptosistema cao´tico analo´gico
ya que como se ha explicado anteriormente, es pra´cticamente imposible garantizar el
ajuste exacto entre los sistemas emisor y receptor. De este modo se evidencia que
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los denominados ((sistemas de comunicaciones seguros basados en caos continuo)),
dependientes de la sincronizacio´n de los sistemas transmisor y receptor, son inseguros.
Parte III
Disen˜o de nuevos algoritmos de
cifrado cao´ticos
CAP´ITULO 8
Generadores pseudoaleatorios con aplicaciones cao´ticas
En este cap´ıtulo se presenta una metodolog´ıa nueva en el disen˜o de ge-
neradores pseudoaleatorios cao´ticos. Primero se analizan los aspectos que
involucran la seleccio´n del sistema cao´tico, los detalles relacionados con
la arquitectura del cifrado y los problemas de la realizacio´n de estos siste-
mas usando precisio´n finita. A continuacio´n se proponen las soluciones a
las dificultades encontradas. Finalmente se detallan algunas de las herra-
mientas de ana´lisis de los generadores pseudoaleatorios.
8.1. Introduccio´n
La experiencia acumulada en el estudio criptoanal´ıtico y la revisio´n de los cifrados
cao´ticos propuestos recientemente, nos ha servido de base para establecer un nuevo
enfoque en el disen˜o de algoritmos de cifrado digitales cao´ticos. Para ello hemos uti-
lizado una metodolog´ıa nueva en el disen˜o de generadores pseudoaleatorios cao´ticos,
en adelante PRNG cao´ticos. E´sta incluye el disen˜o paso a paso de dichos generado-
res, teniendo en cuenta todos los requisitos ba´sicos que les son exigibles as´ı como, y
no menos importante, los principales ataques criptoanal´ıticos a los que puede estar
expuesto el generador.
En nuestro caso, hemos utilizado tanto las herramientas procedentes de la teor´ıa
del procesado de sen˜al y la criptolog´ıa como las herramientas provenientes de la
teor´ıa de los sistemas dina´micos. Por ejemplo, el exponente de Lyapunov, el ((juego
del caos)) y las ((aplicaciones de retorno)). En el disen˜o se utilizan diferentes estructuras
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que combinan varios sistemas cao´ticos para mejorar la seguridad criptogra´fica de los
generadores. De este modo, los generadores pseudoaleatorios aqu´ı disen˜ados son aptos
como secuencia cifrante, imprescindibles en el disen˜o de los algoritmos de cifrado en
flujo.
Es necesario destacar la importancia de los generadores aleatorios en criptolog´ıa,
no solo como parte integrante de la criptograf´ıa de clave sime´trica para el cifrado
en flujo ([Vernam, 1926]), sino tambie´n en la criptograf´ıa de clave asime´trica para
la generacio´n de claves, vectores de inicializacio´n, ((nonces)) en los protocolos, etc.
Sin embargo, el disen˜o de PRNG confiables sigue siendo un punto cr´ıtico en crip-
tolog´ıa. Han fracasado algunos esta´ndares ((de facto)) que se cre´ıan seguros ([Klein,
2008, Goldberg and Wagner, 1996]), y otros generadores que s´ı son seguros resultan
poco u´tiles por su lentitud, como el Blum Blum Schub ([Blum et al., 1986]). En 2000
comenzo´ el proyecto europeo NESSIE (((New European Schemes for Signatures, In-
tegrity and Encryption))) ([Preneel et al., 2004]) que convoco´ un concurso, para el
disen˜o de primitivas criptogra´ficas. Lamentablemente, los seis algoritmos de cifrado
en flujo presentados fallaron frente al criptoana´lisis. En 2004 el proyecto europeo eS-
TREAM convoco´ el concurso para seleccionar un esta´ndar de algoritmo de cifrado
en flujo. Como resultado, en 2008 se seleccionaron siete finalistas del concurso (4 en
((software)) y 3 en ((hardware))), aunque actualmente no se ha decidido cua´l de ellos
merece ser un esta´ndar ([eSTREAM, 2010, Robshaw and Billet, 2008]).
Hemos constatado en la literatura al respecto ([Ferguson and Schneier, 1997, Kel-
sey et al., 1998, Ferguson et al., 2007, Li Shujun. et al., 2007b, Fechner and Osterloh,
2008, Dorrendorf et al., 2009]), que una de las principales causas de fallo de muchos
criptosistemas, tanto cao´ticos como convencionales, es el disen˜o defectuoso de los
generadores de secuencias pseudoaleatorias. El ataque al generador pseudoaleatorio
puede echar por tierra todo el esfuerzo y cuidado que se haya tenido en la eleccio´n de
un buen algoritmo de cifrado y de un protocolo adecuado.
Las condiciones imprescindibles para que un generador sea seguro son ([Menezes
et al., 1997]):
Que sea imposible calcular o estimar, a partir de un trozo de la secuencia dado,
cualquier valor futuro o pasado de la secuencia ni ningu´n estado intermedio del
generador, si no se conoce la clave.
Que sea imposible calcular o estimar, a partir de un estado intermedio del
generador, cualquier pasado de la secuencia ni ningu´n estado pasado o futuro
del generador, si no se conoce la clave.
Que sea imposible distinguir estad´ısticamente la secuencia generada, de la de
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un generador genuinamente aleatorio.
Como hemos expresado anteriormente en las Secs. 2.1 y 2.1.2 del Cap´ıtulo 2, el primer
paso en el disen˜o de un sistema de cifrado es la deteccio´n de las caracter´ısticas que
podr´ıan ser examinadas mediante te´cnicas anteriores de criptoana´lisis. Por lo tanto,
es necesario identificar los componentes cr´ıticos de un sistema de cifrado antes de
comenzar su disen˜o.
En este caso, es conveniente identificar estos componentes en las tres etapas que
consideramos de suma importancia en el disen˜o de todo criptosistema cao´tico: la
seleccio´n de la aplicacio´n cao´tica, la seleccio´n de la arquitectura del criptosistema y
la implementacio´n.
8.2. Seleccio´n del sistema cao´tico
La seleccio´n de la aplicacio´n cao´tica ba´sica en el disen˜o de un sistema de cifrado
es un problema muy complejo, por lo que no es posible establecer un procedimiento
de seleccio´n general.
La sencillez de la aplicacio´n cao´tica es un primer paso para garantizar la eficiencia
del sistema de cifrado: si la iteracio´n de la aplicacio´n cao´tica no involucra operaciones
matema´ticas complejas, entonces la implementacio´n del sistema es mucho ma´s ra´pi-
da. Por otra parte, una aplicacio´n cao´tica simple puede ser modelizada con mayor
precisio´n.
Se han propuesto una gran cantidad de aplicaciones cao´ticas en varias dimensio-
nes, como las de He´non, Lorenz discretizado, Lozi, Holmes, Chosat, etc. ([Romera,
1997]). Sin embargo, no es recomendable su utilizacio´n en la generacio´n de secuencias
aleatorias ya que su distribucio´n a lo largo de un eje no es uniforme y la secuencia
generada no es indistinguible de una secuencia aleatoria. Por esta razo´n, la casi tota-
lidad de generadores pseudoaleatorios cao´ticos digitales propuestos esta´n basados en
aplicaciones unidimensionales, mucho ma´s fa´ciles de tratar1.
Entre las aplicaciones cao´ticas finitas unidimensionales, algunas no lineales, como
la aplicacio´n log´ıstica, no son recomendables, pues con ellas se producen secuencias
cuya distribucio´n no es uniforme y por tanto no son adecuadas para sustituir a una
aute´ntica secuencia aleatoria. El consenso general indica que las aplicaciones cao´ticas
finitas ma´s viables son las aplicaciones lineales a trozos —como la del desplazamiento
1Las aplicaciones unidimensionales tienen los mismos problemas de las multidimensionales. Son
ma´s simples y baratas computacionalmente, por lo que no tiene sentido buscar soluciones a tales
problemas si no es en el contexto de una dimensio´n.
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binario de Bernoulli, la tienda, o la del diente de sierra— gracias a su simplicidad y
a la velocidad de ejecucio´n.
Tambie´n han de tenerse en cuenta las estrategias de criptoana´lisis encontradas
en la literatura. Una vez realizado su estudio, se excluira´n los sistemas que ofrezcan
vulnerabilidades similares a los ya descritos, como ser´ıan las aplicaciones log´ıstica y
tienda, que han sido exhaustivamente tratadas en [Arroyo D. PhD, 2009], la aplicacio´n
de Henon, las aplicaciones congruenciales lineales y un largo ((et cetera)).
8.2.1. Solucio´n de los problemas presentados por las funcio-
nes unidimensionales
La cantidad de estados que puede alcanzar un sistema dina´mico cao´tico digital es
limitada y es igual al producto de la cardinalidad que puede alcanzar cada una de las
variables que lo componen ([Li Shujun. et al., 2005b]).
Si el generador esta´ o´ptimamente disen˜ado, la secuencia de salida pasara´ por
todos los estados posibles del sistema antes de volver a repetirse, siendo el periodo la
cantidad total de ellos. Si se emplean varias variables, cada una tendra´ una cantidad
de valores posibles muy inferior al nu´mero total de estados del sistema y pasara´ por
cada uno de ellos mu´ltiples veces a lo largo del periodo. Si la secuencia de salida del
generador es una de las variables, tiene la posibilidad de asemejarse a una aute´ntica
secuencia aleatoria.
Sin embargo, las aplicaciones cao´ticas finitas unidimensionales tienen el problema
de que, usando una sola variable, el nu´mero de estados de e´stas y el nu´mero de estados
del sistema coincidira´n. Si el disen˜o es o´ptimo, la variable pasara´ por todos sus posibles
estados; pero al ser un feno´meno determinista lo hara´ una u´nica vez por cada uno
de ellos en cada ciclo. El resultado final es imperfecto, pues lo que se obtiene, para
un ciclo completo, es una permutacio´n aleatoria de los posibles estados, sin ninguna
repeticio´n —usualmente denominada ((colisio´n)) (ve´ase el ape´ndice B.1)— y la sucesio´n
resultante no se asemeja a una verdaderamente aleatoria, que s´ı que exhibe colisiones.
Para que la secuencia obtenida pueda ser indistinguible de una aute´ntica secuencia
aleatoria, es preciso limitar la cantidad de nu´meros generados a un valor inferior a la
ra´ız cuarta de la cantidad de estados posibles (ve´ase el ape´ndice B.2). Si se trabaja
con palabras de 32 bits, tendremos que solamente se pueden aprovechar los primeros
256 nu´meros generados.
La solucio´n al problema de la ausencia de colisiones de las aplicaciones cao´ticas
finitas unidimensionales, aportada en esta tesis, consiste en utilizar una aplicacio´n
lineal a trozos en la que los coeficientes, en lugar de mantenerse constantes, se van in-
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crementando c´ıclicamente un determinado valor a cada iteracio´n. En caso de utilizarse
una rotacio´n de bits, el valor de la rotacio´n se incrementa igualmente. As´ı se consigue
aumentar el nu´mero de estados del sistema y el periodo de repeticio´n de la secuencia,
lo que se concreta en la aparicio´n de colisiones y la aplicacio´n pseudo-cao´tica resulta
indistinguible de una aute´ntica secuencia aleatoria.
En nuestro caso, se han elegido las aplicaciones lineales a trozos y las aplicaciones
mu´ltiplemente recursivas, convenientemente modificadas, espec´ıficamente la aplica-
cio´n diente de sierra y la serie de Fibonacci desplazada mo´dulo m. Con e´stas aplica-
ciones se han obtenido excelentes velocidades, una fa´cil implementacio´n, seguridad y
bajo costo de cada uno de los disen˜os propuestos.
8.3. Arquitectura de cifrado
En el disen˜o hemos utilizado la combinacio´n de varios sistemas cao´ticos para
lograr un rendimiento ma´s eficiente a la hora de ocultar la informacio´n sobre las
o´rbitas cao´ticas digitales. Para evitar los ataques por texto claro elegido, o conocido,
se deben minimizar las fugas de informacio´n acerca de las o´rbitas cao´ticas digitales
tanto como sea posible. Esto se consigue en el tipo de interconexio´n que se realiza
entre las aplicaciones cao´ticas utilizadas como se vera´ ma´s adelante.
Cuando se utiliza una u´nica aplicacio´n cao´tica aparecen los problemas siguientes:
Con un taman˜o de palabra limitado, el periodo ma´ximo puede resultar dema-
siado corto para ciertas aplicaciones.
Inevitablemente, los nu´meros generados previamente se usan para calcular
muestras futuras, lo que puede facilitar un ataque algebraico o los ataques por
texto claro elegido, o conocido.
Si la aplicacio´n cao´tica es unidimensional, la secuencia generada es simplemente
una ((permutacio´n aleatoria)) y, por tanto, la posibilidad de prediccio´n crece a
medida que engrosa la cantidad de nu´meros generados y observados.
La solucio´n que proponemos es combinar ı´ntimamente varias aplicaciones cao´ticas.
Por lo tanto, se ha disen˜ado una estructura compuesta por dos o ma´s generadores
ba´sicos que se interconectan entre s´ı, de modo que los bits de salida no ofrezcan
ninguna informacio´n acerca de las realimentaciones de bits internas que utiliza el
generador.
Con esta estrategia se consigue convertir en perfectamente pseudoaleatorias apli-
caciones que no lo son originalmente, paliando el problema de la precisio´n finita ([Li
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Shujun. et al., 2001]). Hay que destacar que la asociacio´n de varios generadores c´ıcli-
camente perturbados consigue una alta seguridad criptogra´fica, obtenie´ndose textos
cifrados ma´s complicados y dif´ıciles de asociar a la aplicacio´n generadora, as´ı como
periodos de repeticio´n suficientemente largos.
8.4. Realizacio´n de los sistemas dina´micos cao´ticos
y solucio´n de los problemas de la precisio´n
finita
Un cifrado digital de calidad requiere que su realizacio´n, ya sea por hardware o por
software, sea simple y de bajo costo. De hecho, los problemas de realizacio´n influyen
grandemente en la utilizacio´n de un sistema de cifrado u otro en muchas aplicaciones.
Es muy importante incluir en el disen˜o de los criptosistemas cao´ticos un ana´lisis
de la velocidad de cifrado, aspecto que muy pocas veces es analizado en la literatura
revisada. Es obvio que cualquier cifrado nuevo que tenga propiedades criptogra´ficas
perfectas sera´ inutilizable en la pra´ctica si no consigue la velocidad de cifrado adecua-
da, como ocurre por ejemplo con el criptosistema convencional de BBS ([Blum et al.,
1986]).
A la hora de pensar en la velocidad de cifrado es necesario tener en cuenta las
siguientes recomendaciones:
Los cifrados en flujo son mucho ma´s ra´pidos que los cifrados en bloque.
La utilizacio´n de mu´ltiples iteraciones para generar el texto cifrado reduce la
velocidad del cifrado.
La velocidad de cifrado de los algoritmos de cifrado cao´ticos digitales en flujo
depende del tiempo que consume en las iteraciones del sistema, de modo que
cuanto ma´s simple sea el sistema cao´tico digital ma´s velocidad se obtendra´ en
el cifrado.
Ya que los criptosistemas cao´ticos solo pueden implementarse con precisio´n
finita, se debera´ emplear la aritme´tica de coma flotante o la aritme´tica de coma
fija. La aritme´tica de coma flotante eleva mucho el costo y la complejidad de
ca´lculo, aunque existen varios sistemas cao´ticos definidos por funciones muy
complicadas que necesitan irremediablemente trabajar con e´sta. Sin embargo es
recomendable utilizar la aritme´tica de coma fija siempre que sea posible.
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De este modo, es necesario considerar que cuanto ma´s simple sea el sistema cao´tico
digital utilizado, ma´s sencilla sera´ la realizacio´n y menor sera´ el costo.
En cuanto a la realizacio´n de los criptosistemas cao´ticos hay que tener presente
que cuando un sistema cao´tico se simula mediante ordenadores la precisio´n de ca´lculo
es finita. Ya se trate de simple precisio´n o mu´ltiple precisio´n, siempre habra´ un error
de redondeo en cada iteracio´n, lo que produce una degradacio´n dina´mica del sistema.
Las aplicaciones dina´micas cao´ticas discretas forzosamente han de realizarse mediante
circuitos u ordenadores digitales, y por ello siempre se producira´ una simulacio´n
defectuosa; no obstante en el contexto de sistemas hiperbo´licos el lema de ((shadowing))
de Anosov permite asegurar que una pseudo-o´rbita esta´ siempre cerca de una o´rbita
real del sistema, lo que da validez a las simulaciones nume´ricas de la estructura
topolo´gica de los conjuntos hiperbo´licos. No se puede afirmar catego´ricamente que
las aplicaciones discretas supuestamente cao´ticas lo sean en realidad, por eso hemos
utilizado la terminolog´ıa de ((caos digital)) o ((pseudo-caos)) para referirnos a e´stas ([Li
Shujun. et al., 2005c]).
El gran problema es que el caos digital obtenido con la precisio´n finita de un
ordenador no converge al modelo original cao´tico determinista y puede presentar
propiedades no cao´ticas, como trayectorias ocasionalmente perio´dicas, ciclos cortos,
distribucio´n degradada y mala correlacio´n. Todos estos comportamientos ano´malos
var´ıan con la longitud de palabra, y dependen de que se realicen programados con
coma fija o flotante ([Binder and Jensen, 1986, Cernak, 1996, Blank, 1997, Tao et al.,
1998, Li Shujun. et al., 2001, Lozi R.,2011]).
Aunque algunos investigadores han notado estos problemas, no tenemos noticia
de la existencia de una teor´ıa establecida para medir la degradacio´n dina´mica de los
sistemas cao´ticos digitales, salvo algunas consideraciones presentadas en [Li Shujun.
et al., 2005b, Addabbo et al., 2011]. Sin embargo, se han propuesto varias te´cnicas
para minimizar la degradacio´n dina´mica. En [Wheeler and Matthews, 1991] se propuso
emplear precisio´n mu´ltiple en el ca´lculo, sin embargo solo se consiguio´ alargar la
longitud de algunos ciclos, pero no la longitud de cada uno de ellos, quedando ciclos
sin mejorar.
Dado que los defectos ma´s aparentes de los generadores cao´ticos digitales se focali-
zan frecuentemente en los bits extremos de los valores de las muestras —por ejemplo,
los bits menos significativos de la aplicacio´n lineal diente de sierra tienen periodo
dos, el segundo menos significativo tiene periodo cuatro, etc.— se ha propuesto un
mecanismo de mejora en [Li Shujun. et al., 2005b]. Dicha mejora consiste en utilizar
un generador cao´tico digital, seguido de un postproceso basado en la extraccio´n de
unos pocos bits centrales de cada valor generado, para construir la secuencia pseudo-
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aleatoria. No obstante, esta solucio´n no consigue alargar los ciclos cortos sino que, al
contrario, lo que ocasiona es la generacio´n de menos bits.
Otra solucio´n propuesta en [Zhou et al., 1998] consiste en concatenar dos genera-
dores pseudoaleatorios. El primero ser´ıa un generador convencional simple, como un
registro de desplazamiento realimentado linealmente —cuyo u´nico defecto es su baja
complejidad lineal— y el segundo una aplicacio´n cao´tica finita, con el fin de aumentar
dicha complejidad lineal.
En [Li Shujun. et al., 2001] se propone utilizar un generador cao´tico digital, per-
turbando cierta cantidad de bits menos significativos, mediante un generador pseu-
doaleatorio convencional, que puede ser un registro de desplazamiento realimentado
linealmente o un generador congruencial lineal. El problema de estas dos u´ltimas
soluciones es que se utilizan dos componentes para la generacio´n de una secuencia
u´nica, con la consiguiente disminucio´n del rendimiento. En [Addabbo et al., 2007a]
y [Addabbo et al., 2007b] se presentan las modificaciones de las aplicaciones cao´ticas
tienda y Re´nyi (diente de sierra) discretizadas y realimentadas; se indica que pasan
los test del NIST, pero no que sean adecuadas para uso en criptograf´ıa.
En esta tesis recogemos varios procedimientos para evitar los problemas de los
sistemas dina´micos cao´ticos digitales descritos en [Oru´e et al., 2011, Oru´e et al.,
2010a, Oru´e et al., 2010, Oru´e et al., 2010c, Montoya and Oru´e, 2011].
La solucio´n que proponemos la hemos denominado ((pseudo-caos)), y consiste en
la programacio´n de aplicaciones cao´ticas modificadas mediante la utilizacio´n de una
de las siguientes te´cnicas, o la combinacio´n de varias de ellas:
Perturbacio´n de los bits menos significativos de los nu´meros generados.
Perturbacio´n de los bits ma´s significativos de los nu´meros generados.
Rotacio´n de los bits de los nu´meros generados.
Incremento dina´mico de los valores de los coeficientes de la aplicacio´n cao´tica.
Perturbacio´n de los bits menos significativos de los nu´meros
generados
La solucio´n a los problemas de degradacio´n dina´mica ma´s eficaz, encontrada hasta
el momento, es la propuesta en [Li Shujun. et al., 2001], que consiste en la perturbacio´n
de los bits menos significativos de las muestras generadas por la suma mo´dulo 2 con
los bits de otro generador pseudoaleatorio. E´sta es una solucio´n redundante pues
obliga a utilizar dos generadores para una u´nica funcio´n.
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Figura 8.1. Perturbacio´n mutua de los bits menos significativos de dos muestras x e y.
En [Oru´e et al., 2010, Oru´e et al., 2010c, Montoya and Oru´e, 2011] esto se resuelve
mediante la suma mo´dulo 2 de los bits ma´s significativos de otra muestra retardada
en el tiempo, con los bits menos significativos de la muestra en cuestio´n.
La Fig. 8.1 ilustra un ejemplo de este u´ltimo caso. Supongamos que x e y son dos
muestras originales y que las muestras perturbadas son x′ e y′, todas ellas codificadas
con n bits:
x′ = x⊕ y ≫ (n− dx),
y′ = y ⊕ x≫ (n− dy),
en donde dx y dy son las cantidades de bits perturbados de las muestras x
′ e y′
respectivamente.
Las operaciones ⊕ y ≫ son operaciones elementales, cuando se programan con
enteros sin signo y se efectu´an eficientemente tanto en C99 como en Java. En hardware
la operacio´n ⊕ es elemental y la≫ es gratuita, pues es una cuestio´n de cableado. Sin
embargo, su formulacio´n algebraica es bastante compleja:
x′ = x⊕ ⌊y/2n−dx⌋,
y′ = y ⊕ ⌊x/2n−dy⌋.
Rotacio´n de los bits de los nu´meros generados
En [Oru´e et al., 2011, Oru´e et al., 2010a] se propone una solucio´n para evitar la
degradacio´n dina´mica mucho ma´s dra´stica, y consiste en el desplazamiento c´ıclico, o
((rotacio´n)), de r lugares a la derecha de los bits que integran la muestra de salida. La
Fig. 8.2 ilustra un ejemplo de rotacio´n.
Supongamos que se tiene una muestra de salida y siendo y′ la muestra rotada r
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Figura 8.2. Rotacio´n cinco lugares de los bits de una palabra codificada con 8 bits.
lugares a la derecha, ambas codificadas con n bits. En Java se puede efectuar con una
sola orden nativa elemental:
y′ = y ≫ r.
En C la rotacio´n es la combinacio´n de dos o´rdenes de desplazamiento a izquierda
y derecha:
y′ = (y ≫ r)⊕ (y ≪ (n− r)mod 2n),
si se programa con enteros sin signo y se elige n igual al taman˜o de palabra bits —16,
32 o 64 bits en C99— la operacio´n mod 2n se produce automa´ticamente debido al
desbordamiento y no es necesario programarla.
En cambio, algebraicamente se trata de una operacio´n sumamente compleja:
y′ = ⌊y/2r⌋+ (2n−r y mod2n),
8.5. Herramientas empleadas en el ana´lisis de los
generadores
El procedimiento de disen˜o empleado analiza paso a paso la repercusio´n de cada
una de las operaciones realizadas en el generador disen˜ado. Para esto se han tenido en
cuenta en primer lugar los ataques criptoanal´ıticos revisados en la literatura. Muchos
de los ataques a los generadores pseudoaleatorios consiguen el e´xito debido a la falta
de aleatoriedad de los mismos ([Li C. et al., 2008a, Alvarez and Li 2009, Li C. et al.,
2009b, Li C. et al., 2011b]). Como existen innumerables pruebas para diagnosticar si
una secuencia es o no aleatoria, no se puede especificar un nu´mero finito de e´stas que
den este trabajo por terminado. Por lo tanto, para evitar estos ataques, hemos selec-
cionado diversas pruebas estad´ısticas provenientes tanto de la teor´ıa de los sistemas
dina´micos cao´ticos como de la criptograf´ıa.
La aplicacio´n de la teor´ıa de los sistemas de funciones iteradas en la implemen-
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tacio´n del ((juego de caos)), utilizando 3 y 4 transformaciones afines respectivamente,
permite detectar visualmente patrones repetitivos en las secuencias generadas, lo que
denota tambie´n la falta de aleatoriedad en las mismas. Como ya hemos explicado
anteriormente, el mayor exponente de Lyapunov es un invariante de los sistemas
dina´micos muy importante a la hora de detectar y caracterizar el caos en un sistema
dina´mico ya que nos brinda una medida de la sensibilidad del sistema con respec-
to a las condiciones iniciales, que en este caso estar´ıan dadas por la semilla (clave)
del generador. Es deseable que dos claves muy cercanas den lugar a secuencias muy
diferentes. Si el exponente de Lyapunov es mayor que cero, la distancia entre dos
condiciones iniciales cercanas aumenta ra´pidamente en el tiempo, y se produce una
divergencia exponencial de las trayectorias.
Adema´s, se ha utilizado la aplicacio´n de retorno como herramienta que permite
detectar la existencia de alguna informacio´n u´til acerca de los para´metros del sistema
para el criptoanalista. Para estudiar la aleatoriedad del generador, se han muestrea-
do mu´ltiples secuencias de salida de los generadores bajo estudio. Una medida de la
imprevisibilidad de una secuencia es su ((complejidad lineal)) que puede calcularse me-
diante el algoritmo de Massey-Berlekamp [Massey, 1969]. En te´rminos criptogra´ficos,
la complejidad ha de ser muy elevada, a ser posible igual a la mitad de la longitud de
la secuencia, pues eso favorece la imprevisibilidad.
En el estudio de la seguridad de las estructuras utilizadas, hemos comprobado que
la combinacio´n de diferentes secuencias mediante una funcio´n irreversible consigue un
aumento de la seguridad. En efecto, cuando se mezclan varias secuencias de forma
que el taman˜o de la palabra de salida sea menor que la suma de los taman˜os de
las palabras de entrada, resulta imposible hacer un ana´lisis individualizado de las
secuencias generadas por cada aplicacio´n cao´tica, dificultando en extremo un ataque
criptoanal´ıtico. La combinacio´n de operaciones aritme´ticas y operaciones orientadas
a bit, dificulta la realizacio´n de los ataques empleados en la literatura revisada contra
los generadores puramente algebraicos y los ataques puramente orientados a bits. La
mezcla de una variedad de dominios de forma no lineal y no algebraica, dificulta en
extremo la posibilidad de modelizar el comportamiento matema´tico del esquema.
La combinacio´n de diferentes secuencias tambie´n consigue aumentar el nu´mero
de estados del sistema, con el consiguiente aumento del periodo de repeticio´n, de la
entrop´ıa y del nu´mero de claves. Para determinar el per´ıodo de la secuencia pseu-
doaleatoria generada, se han realizado pruebas exhaustivas del comportamiento del
generador y se ha utilizado la funcio´n de autocorrelacio´n.
En la eleccio´n de las aplicaciones cao´ticas se ha tenido en cuenta su simplicidad,
as´ı como en el disen˜o de las operaciones del generador para obtener la secuencia
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pseudoaleatoria. Es conocido que los procesadores modernos —cuando se opera con
enteros de igual cantidad de bits que el taman˜o de palabra de la ma´quina— pueden
hacer de forma muy eficaz operaciones aritme´ticas mo´dulo el taman˜o de la palabra
de la ma´quina, operaciones booleanas bit a bit y desplazamientos de bits. Todas
estas operaciones se combinan en los generadores propuestos, logrando as´ı una gran
complejidad matema´tica junto con una elevada eficiencia computacional.
A continuacio´n, explicamos brevemente algunas de las herramientas utilizadas.
8.5.1. Pruebas estad´ısticas
Las pruebas estad´ısticas que hemos utilizado en nuestro trabajo han consistido en
las cuatro siguientes bater´ıas de uso comu´n:
SP 800-20 Rev. 1a ((A Statistical Test Suite for Random and Pseudorandom
Number Generators for Cryptographic Applications)), del ((National Institute of
Standars and Technology)) (NIST) ([NIST, 2010]). Se trata de una bater´ıa de
pruebas esta´ndar de la Administracio´n estadounidense.
AIS31, ((A proposal for: Functionality classes and evaluation methodology for
random number generators)), del ((Bundesamt fu¨r Sicherheit in der Informa-
tionstechnik)) (BSI) ([Killmann and Schindler, 2011]), es una bater´ıa esta´ndar
del gobierno alema´n.
((Diehard Battery of Tests of Randomness)), propuesta en 1995 por George Mar-
saglia ([Marsaglia, 1995]). Ha llegado a ser un esta´ndar ((de facto)), tiene el me´ri-
to de detectar fallos que las anteriores no encuentran, entre ellos las distancias
entre colisiones; pero requiere una cantidad de datos unas cien veces superior
que las anteriores.
Tuftest, bater´ıa de solo tres pruebas, propuesta en 2002 por George Marsaglia
y Wai Wan Tsang ([Marsaglia and Tsang, 2002]). Es ma´s exigente que todas
las anteriores; pero requiere secuencias de varios Gb.
En el ape´ndice A se explica en detalle co´mo se evalu´a una secuencia aleatoria para
aplicaciones criptogra´ficas.
8.5.2. Juego del caos
El ((juego del caos)) ([Barnsley, 1988, Peitgen et al., 2004]) es un me´todo que
nos permite realizar la conversio´n de una secuencia unidimensional en una secuencia
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en dos dimensiones de forma que se preservan las estructuras de las posibles sub-
secuencias que la componen, mientras que proporciona una representacio´n visual muy
provocativa. Muchas te´cnicas computacionales que reconocen patrones en diferentes
secuencias se basan en este me´todo, ([Jeffrey, 1992, Dutta and Das, 1992, Matsushita
et al., 2007]) y tambie´n se ha utilizado para la representacio´n visual de secuencias de
nu´meros aleatorios ([Mata-Toledo and Willis, 1997]).
El juego del caos se describe matema´ticamente mediante un Sistema de Funciones
Iteradas, en adelante (IFS), y nos brinda un marco apropiado desde el que se puede
estudiar la transicio´n al caos asociada con los fractales. La salida de un sistema de
funciones iteradas, denominada ((atractor)), no siempre es un fractal sino que puede
ser cualquier conjunto compacto.
La teor´ıa de los IFS esta´ completamente establecida y estudiada en la literatura
([Peitgen et al., 2004]). Por ello revisamos solo los conceptos centrales de un sistema
de funciones iteradas, como base para introducir la utilizacio´n del juego del caos.
Un IFS sobre un espacio me´trico completo (X, d) es una coleccio´n finita {wi}Ni=1,
N > 1 de aplicaciones contractivas wi : X → X . Dado un IFS, se define el operador
de Hutchinson W sobre el espacio me´trico (H(X), h) como,
W (E) =
N⋃
i=1
wi(E), E ∈ H(X), (8.5.1)
donde H(X) es la coleccio´n de subconjuntos compactos no vac´ıos de X , y h es la
me´trica de Hausdorff inducida por la me´trica d. Esta´ demostrado que si (X, d) es
completo, entonces (H(X), h) es tambie´n completo yW es una aplicacio´n contractiva
sobre e´ste [Barnsley and Demko, 1985]. Entonces sobre la base del teorema del punto
fijo de Banach, existe un conjunto A ∈ H(X) que es el u´nico punto fijo de W ,
denominado ((atractor)) del IFS,
A = W (A). (8.5.2)
El juego del caos es uno de los algoritmos ma´s populares para generar la aproximacio´n
del conjunto de puntos que forman el atractor de un IFS. El algoritmo es el siguiente:
Dado un IFS {wi}Ni=1 se asocia una probabilidad distinta de cero pi ∈ (0, 1) con
cada aplicacio´n wi, de manera que,
∑N
i=1 pi = 1, siguiendo el algoritmo descrito a
continuacio´n:
Finalmente se construye el gra´fico del juego de caos dibujando los puntos
x0, x1, . . . , xn obtenie´ndose una imagen del conjunto que es el atractor del IFS.
En esta tesis se utiliza el juego del caos como herramienta de evaluacio´n visual de
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Algoritmo 8.1 Juego del Caos
1: {Elegir cualquier punto x0 ∈ X}
2: para i desde 1 hasta N hacer
3: {Seleccionar k: salida del PRNG(P )}.
4: {Elegir wi conforme a k}
5: {Calcular xn+1 = wi(xn)}
6: {Volver al paso 4 y repetir con xn+1 reemplazando a xn)}
7: fin para
las secuencias de salida de los generadores bajo estudio. Para esto, dicha secuencia se
utiliza como la secuencia aleatoria de entrada del juego. En este caso, se utilizan dos
tipos de representaciones: el primero utilizando 3 transformaciones afines contracti-
vas cuya salida es el conocido Tria´ngulo de Sierpinsky. Hipote´ticamente, cuando la
secuencia utilizada es impredecible, y los valores de salida de la misma son equipro-
bables, como ocurre en el lanzamiento de dados perfectos, la secuencia se considera
aleatoria y aparece el tria´ngulo de Sierpinsky completo y densamente poblado. Cuan-
do la secuencia no es perfectamente aleatoria, solo se observa una pequen˜a parte del
tria´ngulo de Sierpinsky ([Mandelbrot, 1983, Dutta and Das, 1992, Zibret and Verbov-
sek, 2009]). En la literatura analizada se establece que para construir el Tria´ngulo de
Sierpinsky se necesitan unos 10000 puntos ([Peitgen et al., 2004]). El segundo utili-
zando 4 transformaciones afines contractivas, cuya salida es un cuadrado, que en la
mayor´ıa de los casos es mucho ma´s informativo, que el tria´ngulo de Sierpinsky. Hay
que destacar que esta herramienta nos permite en muchas ocasiones descartar ciertos
generadores cuya secuencia muestra sesgos y falta de aleatoriedad.
8.5.3. Me´todo de la aplicacio´n de retorno
La aplicacio´n de retorno es una poderosa herramienta de criptoana´lisis de los crip-
tosistemas cao´ticos, que fue utilizada por primera vez por Pe´rez y Cerdeira en [Pe´rez
and Cerdeira, 1995] para romper dos esquemas basados en el sistema de Lorenz. Ma´s
tarde, el me´todo fue mejorado por Yang et al., en [Yang, 1998] para romper dos
criptosistemas basados en el sistema dina´mico de Chua. Luego, en [Chang-Song and
Tian-Lun, 1997], este me´todo tambie´n ha sido utilizado para romper un esquema
DCSK basado en un mapa cao´tico discreto en [Parlitz and Ergezinger, 1994] y ha
sido estudiado minuciosamente en [Li Shujun. et al., 2006].
Ba´sicamente, el me´todo consiste en realizar una gra´fica bidimensional de los puntos
de la o´rbita cao´tica {xt} en funcio´n de {xt−1} la que, en muchos casos bajo ciertas
condiciones, permite reconstruir el valor de los para´metros de una o´rbita cao´tica,
echando por tierra la seguridad del criptosistema bajo ana´lisis.
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8.5.4. El exponente ma´ximo de Lyapunov
Cuando se disen˜a un criptosistema es necesario definir claramente el espacio de
claves. El exponente de Lyapunov es en este caso una herramienta muy u´til para
evaluar el espacio de claves. Como ya hemos explicado, cuando el mayor exponente
de Lyapunov es positivo nos informa acerca del comportamiento cao´tico del sistema.
Por tanto, a la hora de seleccionar los para´metros que hara´n las veces de clave de un
criptosistema dado, habra´ que asegurarse que estos valores realmente garanticen un
exponente de Lyapunov positivo.
En esta tesis hemos realizado dos interpretaciones del exponente de Lyapunov,
Ec. (2.2.1). En ambos casos se ha tomado la distancia inicial del mı´nimo valor posible
d0 = 1, cambiando el valor del bit menos significativo de xn. La primera interpreta-
cio´n consiste en la ecuacio´n Ec. (2.2.1) con d0 = 1, que coincide con la definicio´n del
coeficiente de Lyapunov discreto en [Kokarev et al., 2006]. En la segunda interpreta-
cio´n hemos utilizado la distancia de Hamming que proporciona directamente un valor
del exponente de Lyapunov en bits como,
Λ(µ) = l´ım
N→∞
1
N
N−1∑
n=0
d1H . (8.5.3)
Este segundo tipo tiene un significado muy claro en el caso de la criptolog´ıa, pues
indica el nu´mero de bits que cambian en una palabra. Si la salida del generador se va
a emplear como secuencia de bits pseudoaleatoria, o se va a emplear para cifrar en
flujo mediante la suma mo´dulo 2 bit a bit, lo ma´s importante es garantizar el ma´ximo
cambio posible de bits. Te´nganse en cuenta que el cambio o´ptimo corresponde en
criptograf´ıa al 50% de los bits con que se codifica la palabra, pues un cambio del
100% ser´ıa trivial, equivalente a una simple inversio´n de la sen˜al. No´tese que, a
diferencia de la Ec. (2.2.2), en la Ec. (8.5.3) no hemos tomado el logaritmo de la
distancia de Hamming, ya que una distancia en bits es en s´ı el logaritmo en base dos
de una distancia eucl´ıdea.
En las dos interpretaciones del exponente de Lyapunov, en el mundo real, la
cantidad de muestras promediada N no puede ser infinita, pero se toma un valor
de varios miles de muestras; se ha comprobado que los valores obtenidos para pocas
muestras son fluctuantes; pero cuando se trabaja con muestras modm (m taman˜o de
la palabra usada), a partir de una cantidad de muestras del orden de N ≥ m/16 los
resultados son constantes y consistentes, por ello se ha tomado, de forma conservadora,
un l´ımite inferior para el nu´mero de muestras igual a N ≥ m/4.
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8.6. Conclusiones
Se ha presentado la metodolog´ıa que sera´ utilizada en los cap´ıtulos siguientes en
el disen˜o de los generadores pseudoaleatorios cao´ticos. Para esto se han considerado
ba´sicamente tres etapas de suma importancia para dicho disen˜o.
La primera etapa es la seleccio´n de la aplicacio´n cao´tica a emplear. Esta exige
un cuidado extremo, tanto desde el punto de vista de la seguridad criptogra´fica,
que requiere descartar aquellas aplicaciones cao´ticas cuyas deficiencias hayan sido
explicitadas en el trabajo criptoanal´ıtico, como desde el punto de vista de la velocidad
y rendimiento del generador que dependera´ en gran medida de la sencillez de la
aplicacio´n cao´tica seleccionada. Se han considerado las aplicaciones diente de sierra y
la de Fibonacci desplazada mo´dulo m por su simplicidad y velocidad de ejecucio´n. Se
ha enfatizado en el problema de la falta de colisiones que presentan las realizaciones
de los generadores pseudoaleatorios con aplicaciones unidimensionales —debido a que
e´stas son una mera permutacio´n aleatoria— y se propone como solucio´n la variacio´n
dina´mica de los coeficientes a cada iteracio´n del sistema.
En la segunda etapa se selecciona la arquitectura de cifrado a utilizar, que en este
caso consiste en la combinacio´n de varias aplicaciones cao´ticas interconectadas entre
s´ı, con el objetivo de evitar determinados ataques criptoanal´ıticos revisados en la lite-
ratura y obtener una secuencia pseudoaleatoria segura con periodos suficientemente
largos.
Y finalmente se considera la etapa de realizacio´n de estos sistemas con precisio´n
finita. Para ello se han descrito las te´cnicas que proponemos para evitar los problemas
de la degradacio´n dina´mica entre las que se encuentran: la perturbacio´n de los bits,
la rotacio´n de bits y el incremento dina´mico de los valores de los coeficientes de la
aplicacio´n cao´tica.
Adema´s se han descrito algunas de las herramientas de ana´lisis de los generadores
pseudoaleatorios que se utilizara´n en el disen˜o que ayudan a garantizar la seguridad
de las secuencias generadas permitiendo que dichos generadores sean de utilidad en
criptograf´ıa.
Las aportaciones fundamentales de este cap´ıtulo al trabajo de tesis consisten en:
la propuesta de una solucio´n al problema de la falta de colisiones que presentan
las aplicaciones unidimensionales, mediante la variacio´n dina´mica de los valores
de los coeficientes y
la propuesta de una solucio´n al problema de la degradacio´n dina´mica, debido a
la precisio´n finita del ordenador, mediante una estructura que combina varios
generadores ba´sicos, junto con la perturbacio´n y rotacio´n.
CAP´ITULO 9
Familia de generadores pseudoaleatorios basados en la
combinacio´n de aplicaciones cao´ticas
En este cap´ıtulo se presenta el disen˜o de tres familias de generadores pseu-
doaleatorios, que se basan en la combinacio´n de las secuencias de salida
de varios generadores pseudoaleatorios cao´ticos ba´sicos, mediante una fun-
cio´n irreversible. Los generadores pseudoaleatorios presentados son crip-
togra´ficamente seguros y alcanzan una velocidad de cifrado comparable con
la de los esquemas de la criptograf´ıa convencional. Los resultados de estos
disen˜os aparecen publicados en [Oru´e et al., 2011, Oru´e et al., 2010, Oru´e
et al., 2010c, Oru´e et al., 2012a].
9.1. Introduccio´n
Se presenta el disen˜o de tres familias de generadores pseudoaleatorios, que se basan
en la combinacio´n de las secuencias de salida de varios generadores pseudoaleatorios
cao´ticos ba´sicos, mediante una funcio´n irreversible, fa´cilmente computable, pero cu-
ya inversa es computacionalmente intratable (ISO/IEC ISO-10181-2). La aplicacio´n
cao´tica utilizada en cada caso tiene una estructura criptogra´ficamente segura por
s´ı misma, y una entrop´ıa elevada.
Todos los generadores han sido formulados en el anillo Zm de los enteros positivos
mo´dulo m = 2n, siendo n un entero positivo igual al nu´mero de bits de la palabra con
que se trabaja. Los ensayos se han realizado en Matlab y los desarrollos en lenguaje
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ANSI C99.
Las operaciones de mo´dulom en un ordenador son costosas y lentas pues equivalen
a una divisio´n seguida de la seleccio´n del resto. En el caso particular que el mo´dulo
es del tipo m = 2n, las operaciones modulares resultan ma´s sencillas, pues se pueden
realizar mediante una operacio´n de interseccio´n bit a bit mucho ma´s econo´mica:
x modm = x mod2n = x ∩ (2n − 1);
sin embargo, si n coincide con la longitud de la palabra con que se esta´ programando
en C99, resulta que la operacio´n mod 2n se realiza por defecto sin ningu´n coste. Por
todo ello, los desarrollos se han hecho en C99 con palabras de tipo unsigned long
long int de 64 bits. Cuando ha sido necesario emplear mo´dulos de menos valor, se
ha hecho lo posible por que fuesen del tipo m = 2n1.
9.2. Familia de generadores Rotary: Aplicacio´n
cao´tica ba´sica
La aplicacio´n cao´tica utilizada F : Zm 7→ Zm, es unidimensional, y consiste en la
modificacio´n de una aplicacio´n lineal a trozos de mediante el incremento dina´mico de
sus coeficientes y la rotacio´n dina´mica de los bits de las muestras; donde m = 2n y n
es el nu´mero de bits de precisio´n utilizado; siendo la o´rbita cao´tica {xt} tal que:
xt ∈ Zm; xt+1 = F (xt, at, ma,∆a, ct,∆c,mc, rt,∆r, nr); {ma, mc} ∈ Z∗m;
{at,∆a} ∈ Z∗ma ; {ct,∆c} ∈ Z∗mc ; nr ∈ Z∗n; rt ∈ Znr ; ∆r ∈ Z∗nr ; t = 0, 1, 2, . . .
La aplicacio´n cao´tica y los para´metros de control del sistema esta´n definidos por:
xt = ((at xt−1 + ct)modm)≫ rt, (9.2.1)
siendo,
at = (at−1 +∆a)modma,
ct = (ct−1 +∆c)modmc,
rt = (rt−1 +∆r)modnr,
1El compilador de C99 es el esta´ndar actual para programacio´n en C y se compila de ide´ntica
manera en todos los compiladores independientemente del fabricante. Una caracter´ıstica interesante
es que puede funcionar con tres tipos de nu´meros enteros: unsigned int (16 bits), unsigned long
int (32 bits) y unsigned long long int (64 bits), con la particularidad de que cualquier operacio´n
se realiza por defecto mo´dulo 216 o 232 o 264, respectivamente, de forma automa´tica; es decir, que
si se produce un desbordamiento de una operacio´n, lo que sucede es que se pierden los bits que
quedan ma´s alla´ del taman˜o del tipo de entero que se este´ usando, lo que es equivalente a realizar la
operacio´n mo´dulo el taman˜o del tipo de entero —cosa que no sucede con los tipos enteros con signo
y los tipos de coma flotante, en los que un desbordamiento ocasiona un error fatal incontrolable—.
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donde t es el tiempo y el operador ≫ i, indica un desplazamiento circular a derechas
de i bits, al que se denomina abreviadamente ((rotacio´n)).
La clave esta´ constituida por los valores iniciales de los coeficientes a0, c0, r0 y por
los incrementos de los coeficientes ∆a,∆c,∆r, que verifican:
a0mod 4 = 1, ∆amod4 = 0,
c0mod2 = 1, ∆cmod2 = 0, (9.2.2)
0 ≤ r0 < nr, 0 < ∆r < nr,
los valores de a0,∆a, c0,∆c esta´n elegidos de tal forma que siempre se cumpla:
atmod4 = 1 y ctmod2 = 1. De acuerdo con [Knuth, 1997], este es un requisito
necesario para que al conjunto de todos los posibles elementos de {xt} le corresponda
un conjunto imagen con igual nu´mero de elementos diferentes, para cada valor dado
de at, ct, rt.
2
La semilla del sistema esta´ constituida por el valor inicial de la variable x0.
Los valores de los mo´dulos ma, mc, nr no forman parte de la clave, sino que consti-
tuyen parte del sistema y determinan el periodo mı´nimo de repeticio´n de la secuencia;
pero se pueden particularizar segu´n convenga, por ejemplo, cuando se combinen dos
aplicaciones cao´ticas mediante cualquier funcio´n, convendr´ıa elegir diferentes valores
de los mo´dulos en cada una de ellas, para que el periodo mı´nimo de repeticio´n total
sea lo mayor posible.
La novedad de esta aplicacio´n cao´tica radica en que se realizan dos operacio-
nes de diferente ı´ndole concatenadas. La primera es una operacio´n lineal xt =
(at xt−1 + ct)modm, propia de los generadores aleatorios algebraicos y la segunda es
una rotacio´n de bits ≫ rt, propia de los generadores con registro de desplazamiento.
Tanto los coeficientes at y ct como la magnitud de la rotacio´n se var´ıan dina´micamente
con el tiempo.
La funcio´n F (x) = ((at xt−1 + ct)modm) ≫r0, para r0 = constante, es biyectiva
y por tanto invertible, con la consiguiente posibilidad de ser atacada criptoanal´ıtica-
mente, ya que mcd(at, m) = mcd(ct, m) = 1.
Pero la misma funcio´n con r = r0 + ∆rmodn —siendo ∆r el incremento que
sufre r en cada iteracio´n del sistema— no es biyectiva; es decir, que a cada elemento
del conjunto de llegada le corresponden varios elementos del conjunto de partida,
haciendo imposible su inversio´n y ana´lisis por un atacante.
2Por ejemplo, si se eligiese a0 = 2
k,∆a = c0 = ∆c = 0, k = 2
i, para cualquier valor de x0, r0
y ∆r la o´rbita tendr´ıa un punto fijo de valor xt = 0; y si se eligiese a0 = 2
k,∆a = ∆c = 0, para
cualquier valor de x0, k, c, r0 y ∆r la o´rbita visitar´ıa solamente n−1 puntos, en lugar de los posibles
2n.
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Figura 9.1. Aplicacio´n diente de sierra para a = 5, c = 1, m = 216. (a) Secuencia generada.
(b) Aplicacio´n de retorno.
A continuacio´n, se presentan cinco ejemplos que ilustran el procedimiento de di-
sen˜o del generador Rotary para diferentes supuestos: a) sin rotacio´n ni variacio´n de
coeficientes, b) con variacio´n dina´mica de coeficientes at y ct, c) con rotacio´n cons-
tante r0, d) con rotacio´n dina´mica, y f) con rotacio´n dina´mica y variacio´n dina´mica
de coeficientes.
9.2.1. Supuesto sin rotacio´n ni variacio´n dina´mica
Si en la aplicacio´n Rotary se toman los valores ∆a = ∆c = ∆r = r0 = 0, se
obtiene una aplicacio´n lineal a trozos en diente de sierra, que coincide con el conocido
generador congruencial lineal. El periodo ma´ximo p se alcanza para a0mod 4 = 1,
c0mod2 = 1, siendo su valor p = 2
n = m, que es el ma´ximo nu´mero posible de estados
que puede tomar la funcio´n ([Knuth, 1997]). Tanto la seguridad ([Knuth, 1997, Bellare
et al., 1997]) como la aleatoriedad de esta sencilla aplicacio´n son insuficientes, como
se puede comprobar en las figuras siguientes.
La Fig. 9.1(a) ilustra la secuencia generada, que aunque tiene una densidad casi
uniforme presenta algu´n patro´n. La Fig. 9.1(b) ilustra la aplicacio´n de retorno, que
delata la forma de la funcio´n y el valor de sus para´metros.
La Fig. 9.2(a) ilustra el juego del caos, poniendo de manifiesto un patro´n que
indica falta de aleatoriedad. La Fig. 9.2(b) ilustra la complejidad lineal del bit menos
significativo de cada nu´mero de la secuencia que, al estar limitado al valor 2, indica
total falta de aleatoriedad.
La Fig. 9.3(a) ilustra la funcio´n de autocorrelacio´n de la secuencia, en la que se
observa que el periodo es 2m = 216. La Fig. 9.3(b) ilustra la Transformada de Fourier
de la secuencia. Se observa una falta de uniformidad, con una diferencia de unos 8db
entre frecuencias altas y bajas.
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Figura 9.2. Aplicacio´n diente de sierra para a = 5, c = 1, m = 216. (a) Juego del caos.
(b) Complejidad lineal del bit menos significativo.
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Figura 9.3. Aplicacio´n diente de sierra para a = 5, c = 1, m = 216. (a) Funcio´n de
autocorrelacio´n. (b) Transformada de Fourier de la secuencia.
La Fig. 9.4(a) ilustra la estimacio´n de la funcio´n densidad de probabilidad me-
diante el histograma de los nu´meros de la secuencia. Se observa que es constante e
igual a 1, lo que puede indicar que se trata de una permutacio´n y no de una secuen-
cia pseudoaleatoria. La Fig. 9.4(b) ilustra el Test de rachas del NIST SP800-22rev1a,
donde se aprecia que las ocurrencias observadas quedan fuera de los l´ımites admitidos,
sen˜alados con las l´ıneas verdes.
La Fig. 9.5(a) ilustra la proporcio´n de colisiones de la secuencia en funcio´n de
la cantidad de nu´meros generados, en azul el valor esperado y en rojo el observado
(Ver Ape´ndice B.1). Se aprecia que la cantidad de colisiones real es nula hasta que se
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Figura 9.4. Aplicacio´n diente de sierra para a = 5, c = 1, m = 216. (a) Histograma. (b)
Test de rachas del NIST SP800-22rev1a.
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Figura 9.5. (a) Aplicacio´n diente de sierra para a = 5, c = 1, m = 216, donde se indica la
proporcio´n de colisiones de la secuencia, valor teo´rico: c´ırculo azul, valor observado: punto
rojo. (b) Aplicacio´n diente de sierra para a = 5, c = 1, m = 212, donde se indica la
distribucio´n de las ocurrencias de colisiones en funcio´n de la distancia entre ellas, valor
teo´rico: verde, valor observado: rojo.
alcanza el periodo de repeticio´n de 216, lo que indica que se trata de una permutacio´n.
La Fig. 9.5(b) ilustra la cantidad de colisiones de la aplicacio´n diente de sierra para
m = 212 en funcio´n de la distancia entre ellas, en verde el valor esperado teo´rico
de ocurrencia de colisiones de una aute´ntica secuencia aleatoria, que es una curva
descendente con relacio´n de recurrencia m−1
m
. El valor observado (en rojo) denota que
todas las colisiones se producen con separacio´n m = 212. Para otras distancias la
cantidad de colisiones es nula; es decir, se trata de una permutacio´n y la distancia a
la que se acumulan las colisiones es su periodo de repeticio´n.
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La funcio´n F (x) = ((at xt−1 + ct)modm)≫ rt, para estos valores del para´metro,
es biyectiva y por tanto invertible.
Es evidente que la seguridad proporcionada por una aplicacio´n de esta ı´ndole
es mı´nima ya que se puede determinar fa´cilmente el valor de los para´metros que lo
controlan por la simple inspeccio´n de la aplicacio´n de retorno, elaborada a partir de
una coleccio´n de nu´meros generados por e´l.
9.2.2. Supuesto con variacio´n dina´mica de los coeficientes
Un paso inicial hacia la seguridad del sistema consiste en incrementar a cada
iteracio´n los valores de los coeficientes at y ct.
El resultado obtenido depende de los valores de los mo´dulos ma y mc que de-
terminan el periodo de repeticio´n del valor de los coeficientes at y ct. El periodo de
repeticio´n de la secuencia sera´ igual al mı´nimo comu´n mu´ltiplo de los periodos de
repeticio´n de los coeficientes.
Si se eligen los mo´dulos tal que ma = mc = m se obtiene una modesta mejora:
desaparecen los patrones de la secuencia; la aplicacio´n de retorno se convierte en una
nube distribuida uniformemente y no proporciona pra´cticamente ninguna informacio´n
acerca del valor de los para´metros, ni de su incremento; el juego del caos tambie´n se
hace uniforme, desapareciendo cualquier patro´n; la Transformada de Fourier tambie´n
es uniforme. Sin embargo, el periodo sigue siendo el mismo, no hay colisiones y la
complejidad lineal del bit menos significativo sigue siendo igual a 2. Adema´s, como el
proceso es lineal, su cara´cter determinista y la funcio´n xt = ((at xt−1+ct)modm)≫ rt
para estos valores de para´metro es biyectiva, y por tanto invertible, siempre sera´ po-
sible calcular el valor de los para´metros a partir del estudio de los sucesivos valores
de xt, resolviendo un sencillo sistema de ecuaciones lineales.
Si se eligen los mo´dulos tal que ma 6= m 6= mc se obtienen algunas mejoras
adicionales: el periodo de repeticio´n crece considerablemente y aparecen colisiones.
Desafortunadamente, la distribucio´n de las distancias entre colisiones no se ajusta a
la esperada de una secuencia aute´nticamente aleatoria; adema´s, la complejidad lineal
del bit menos significativo sigue siendo igual a 2.
La Fig. 9.6(a) ilustra la mejora del histograma, que exhibe una distribucio´n uni-
forme en torno a la unidad, con una cierta dosis de aleatoriedad. La Fig. 9.6(b) ilustra
la distribucio´n de las distancias entre colisiones que, aun siendo muy imperfecta, al
menos sigue la tendencia de una ideal.
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Figura 9.6. Aplicacio´n diente de sierra con variacio´n dina´mica de los coeficientes, para
a = 5, c = 1, m = 216, ma = m−12, mc = m−4.(a) Histograma. (b) La misma aplicacio´n
con m = 212: distribucio´n de las ocurrencias de colisiones en funcio´n de la distancia entre
ellas, valor teo´rico: verde, valor observado: rojo.
9.2.3. Supuesto con rotacio´n constante
Una alternativa diferente consiste en aplicar una rotacio´n a la aplicacio´n lineal a
trozos. La rotacio´n es una operacio´n que se hace de forma eficiente tanto en software
como en hardware, pero que es no lineal y resulta compleja de modelizar algebraica-
mente, su expresio´n es:
x ≫ r = ⌊x/2r⌋+ (x 2n−r)mod2n.
En la Fig. 9.7 se ilustra la aplicacio´n de retorno de la funcio´n para los valores del
para´metro ∆a = ∆c = ∆r = 0, a0 = 5, c0 = 1 y n = 16, valores que solo difieren de
los del supuesto primero en que ahora hay una rotacio´n fija r0 = 3.
Se puede comprobar que cada uno de los tramos a0 del diente de sierra de la
Fig. 9.1(b) se ha desdoblado en 2r tramos paralelos con una pendiente 2r veces menor,
resultando au´n posible deducir el valor de los para´metros mediante la inspeccio´n de
la aplicacio´n de retorno.
La funcio´n F (x) = ((at xt−1 + ct)modm)≫ rt sigue siendo biyectiva; sin embar-
go, es importante observar que el periodo de repeticio´n de la secuencia generada es
imprevisible y depende de los valores de los para´metros y de la rotacio´n. El ma´ximo
valor del periodo es igual al nu´mero de valores que puede alcanzar la variable; es
decir, igual al periodo sin rotacio´n. Experimentalmente se han encontrado periodos
comprendidos entre el 1% y el 99% del periodo sin rotacio´n p = 2n. El efecto con-
seguido representa un avance hacia la impredecibilidad de la secuencia, al precio de
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xt
xt−1
Figura 9.7. Aplicacio´n de retorno de la funcio´n xt = ((5xt−1 +1)modm) ≫ r para r = 3
y m = 216.
una reduccio´n del periodo.
9.2.4. Supuesto con rotacio´n dina´mica
Otra mejora de la entrop´ıa consiste en modificar el caso anterior variando c´ıclica-
mente el valor de la rotacio´n.
En la Fig. 9.8 se ilustra un caso igual al anterior con la sola diferencia de que
ahora se hace r0 = 0 y ∆r = 1. Se puede observar que la aplicacio´n de retorno es
extremadamente compleja, aunque au´n se puede intentar alguna estimacio´n del valor
de los para´metros.
xt
xt−1
Figura 9.8. Aplicacio´n de retorno de la funcio´n xt = ((5xt−1 + 1)modm) ≫ rt para
r0 = 0, ∆r = 1, nr = 15 y m = 2
16.
El resultado obtenido es importante ya que el periodo de repeticio´n de la secuencia
ha aumentado y la aplicacio´n de retorno ofrece mucho menos informacio´n que la
descrita por la Fig. 9.7. El ma´ximo valor del periodo es igual al mı´nimo comu´n
mu´ltiplo del nu´mero de valores que puede alcanzar la variable m y el nu´mero de
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valores que puede alcanzar la rotacio´n nr. Si ambos mo´dulos son primos, el periodo
ma´ximo es igual a m · nr. El periodo mı´nimo sera´ simplemente nr.
La funcio´n F (x) = ((at xt−1 + ct)modm)≫ rt para ∆r 6= 0 no es inyectiva ni
sobreyectiva, ya que a cada elemento del conjunto de llegada le puede corresponder
ma´s de un elemento del conjunto de partida.
9.2.5. Supuesto con variacio´n dina´mica de los coeficientes y
de la rotacio´n
Finalmente, en la versio´n completa del Rotary se consigue la entrop´ıa o´ptima y un
periodo de repeticio´n muy elevado, combinando todos los mecanismos anteriormente
descritos.
Como se ha explicado anteriormente para que cualquier valor de entrada xt−1 de la
funcio´n produzca un valor de salida diferente, es preciso que los coeficientes cumplan
con las siguientes condiciones: atmod4 = 1, ctmod2 = 1, para m = 2
n, tal como
se demuestra en [Knuth, 1997] (§3.2.1.2, Teo. A), cuando se estudia el generador
congruencial lineal. Consecuentemente, los valores iniciales y los incrementos debera´n
cumplir con los requisitos impuestos en la Ec. (9.2.2). No´tese que estas condiciones han
de cumplirse aunque el valor de los para´metros var´ıe dina´micamente. Otros valores
diferentes de los coeficientes at y ct generar´ıan un u´nico valor de salida para varios
valores de entrada distintos, con la consecuente disminucio´n de entrop´ıa.
El periodo de la secuencia generada es variable en funcio´n del esquema de rotacio´n
elegida y del valor de la semilla de la variable x0, donde 0 ≤ x0 ≤ m; sin embargo,
tendra´ un valor mı´nimo y un valor ma´ximo. El sistema tendra´ una cantidad de estados
diferentes Ne que sera´ el producto de todos los estados posibles de la variable y los
para´metros Ne = m · ma4 · mc2 · nr.
Dados los mo´dulosm,ma, mc, nr, y una vez que se han elegido las semillas a0, c0, r0
y los respectivos incrementos ∆a,∆c,∆r, los valores de los coeficientes at, ct, rt ira´n
cambiando a cada iteracio´n del sistema. De esta forma se formara´ un ciclo, que deno-
minaremos ((ciclo ba´sico)), al cabo del cual se volvera´ al estado inicial a0, c0, r0 de los
coeficientes. La duracio´n del ciclo ba´sico sera´ constante y su valor pbas sera´ igual al
mı´nimo comu´n mu´ltiplo de los periodos de repeticio´n individuales pa, pc, pr de cada
uno de los coeficientes:
pbas = mcm(pa, pc, pr) (9.2.3)
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donde:
pa =
ma
mcd(ma,∆a)
, (9.2.4)
pc =
mc
mcd(mc,∆c)
, (9.2.5)
pr =
nr
mcd(nr,∆r)
. (9.2.6)
Si al final del primer ciclo ba´sico de longitud pbas, el valor de la variable xt coincide
con la semilla x0, se vuelve al punto inicial del estado del sistema y este ciclo se
volvera´ a repetir indefinidamente. Se ha producido entonces, el per´ıodo de longitud
mı´nima. Cuando la igualdad xt = x0 se produce al cabo de un cierto nu´mero de ciclos
ba´sicos, se obtiene un periodo de longitud intermedia. El periodo de longitud ma´xima
tendra´ lugar cuando coincidan xt = x0 al cabo de m ciclos ba´sicos.
Luego, el periodo de repeticio´n de la secuencia estara´ comprendido entre un pe-
riodo mı´nimo pmin = pbas de valor:
pmin = mcm
(
ma
mcd(ma,∆a)
mc
mcd(mc,∆c)
nr
mcd(nr,∆r)
)
, (9.2.7)
y un periodo ma´ximo pmax de valor:
pmax = m · pmin. (9.2.8)
Para conseguir que el periodo mı´nimo sea lo ma´s largo posible, es necesario ma-
ximizar la Ec.(9.2.7); para ello, es preciso maximizar cada uno de los tres factores
involucrados, definidos por las Ecs. (9.2.4), (9.2.5) y (9.2.6). Y, adema´s, se inten-
tara´ conseguir que ma, mc y mr tengan la menor cantidad posible de factores pri-
mos comunes entre s´ı. Se puede escoger multitud de conjuntos de para´metros que
proporcionen una solucio´n satisfactoria. Un ejemplo elemental, suponiendo que se
esta´ programando en C99 con tipo unsigned long long integer (de 64 bits), ser´ıa
el siguiente:
Ma´ximo de la Ec. (9.2.4): Un valor ma´ximo deseable se obtiene si se selecciona
ma
3 de forma que sea igual a cuatro veces uno de los primos npa < 2
62, lo ma´s
pro´ximo posible a 262, de manera que sus dos u´nicos factores sean 4 y ese primo,
3Cuando la operacio´n modma se realiza despue´s de una suma, se puede realizar eficientemente en
C99 sin recurrir al operador mo´dulo, mediante la instruccio´n condicional: if (at>=ma) at=at-ma;,
donde at y ma equivalen a: at y ma respectivamente, ya que esta instruccio´n es ma´s ra´pida que el
operador mo´dulo.
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por ejemplo se puede elegir npa = 2
62 − 57.4
ma = 4(2
62 − 57) = 264 − 228,
a0 = 4ka + 1; ka = {0, 1, 2, . . . , 262 − 58},
∆a = 4k′a; k
′
a = {1, 2, . . . , 262 − 58}, (9.2.9)
mcd(ma,∆a) = 4,
ma
mcd(ma,∆a)
= 262 − 57,
Ma´ximo de la Ec. (9.2.5): Si se selecciona mc de forma que sea igual a dos veces
uno de los primos npc < 2
63, lo ma´s pro´ximo posible a 263, de manera que sus dos
u´nicos factores sean 2 y ese primo, por ejemplo se puede elegir npc = 2
63− 25.5
mc = 2(2
63 − 25) = 264 − 50,
c0 = 2kc + 1; kc = {0, 1, 2, . . . , 263 − 26},
∆c = 2k′c; k
′
c = {1, 2, . . . , 263 − 26}, (9.2.10)
mcd(mc,∆c) = 2,
mc
mcd(mc,∆c)
= 263 − 25,
Ma´ximo de la Ec. (9.2.6): Seleccionar nr como el primo ma´s cercano menor que
n = 64, es decir:
nr = 61,
∆r = {1, 2, . . . , 60}, (9.2.11)
mcd(nr,∆r) = 1,
nr
mcd(nr,∆r)
= 61,
De acuerdo con estos valores, el periodo mı´nimo de repeticio´n de la secuencia
generada es pmin = (2
62 − 57) (263 − 25) 61 ≃ 2, 7 · 1039. El per´ıodo ma´ximo de
repeticio´n de la secuencia es pmax = pmin ·m ≃ 5, 1 · 1058.
A continuacio´n, se presenta una serie de figuras que ilustran el comportamiento
de una versio´n reducida a n = 16 bits del generador Rotary. En este ejemplo se han
utilizado los siguientes valores: m = 216, ma = 4 (2
13− 1), mc = 216 y nr = 15, lo que
4Los diez primos ma´s pro´ximos menores que 262 son: 262 − 57, 262 − 87, 262 − 117, 262 − 143,
262 − 153, 262 − 167, 262 − 171, 262 − 195, 262 − 203 y 262 − 273 ([Cald and Honaker, 2009]).
5Los diez primos mas pro´ximos menores que 263 son: 263 − 25, 263 − 165, 263 − 259, 263 − 301,
263 − 375, 263 − 387, 263 − 391, 263 − 409, 263 − 457 y 263 − 471.
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(a) (b)
Figura 9.9. Aplicacio´n Rotary para m = 216, ma = 4(2
13 − 1), mc = 216 y nr = 15. (a)
Secuencia generada. (b) Aplicacio´n de retorno.
conduce a un periodo de repeticio´n superior a 2 · 109.
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Figura 9.10. Aplicacio´n Rotary para m = 216, ma = 4(2
13 − 1), mc = 216 y nr = 15. (a)
Juego del caos. (b) Complejidad lineal del bit menos significativo.
La Fig. 9.9(a) ilustra la secuencia generada, que tiene una densidad uniforme
sin ningu´n patro´n. La Fig. 9.9(b) ilustra la aplicacio´n de retorno, que es totalmente
uniforme.
La Fig. 9.10(a) ilustra el juego del caos, poniendo de manifiesto la falta de patrones,
lo que confirma su pseudoaleatoriedad. La Fig. 9.10(b) ilustra la complejidad lineal
del bit menos significativo de cada nu´mero de la secuencia, que crece con pendiente
1/2, al igual que una aute´ntica secuencia aleatoria.
La Fig. 9.11(a) ilustra la funcio´n de autocorrelacio´n de la secuencia, que no pre-
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Figura 9.11. Aplicacio´n Rotary para m = 216, ma = 4(2
13 − 1), mc = 216 y nr = 15. (a)
Funcio´n de autocorrelacio´n. (b) Transformada de Fourier de la secuencia.
senta ningu´n ma´ximo para el tramo comprendido hasta 221. La Fig. 9.11(b) ilustra la
Transformada de Fourier de la secuencia, donde se observa una perfecta uniformidad.
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Figura 9.12. Aplicacio´n Rotary para m = 216, ma = 4(2
13 − 1), mc = 216 y nr = 15. (a)
Histograma. (b) Test de rachas del NIST SP800-22rev1a.
La Fig. 9.12(a) ilustra la estimacio´n de la funcio´n densidad de probabilidad me-
diante el histograma de 221 nu´meros de la secuencia, donde se observa que es apro-
ximadamente constante, casi igual a 1, lo que demuestra que es indistinguible de
una aute´ntica secuencia aleatoria. La Fig. 9.12(b) ilustra el Test de rachas del NIST
SP800-22rev1a, en la que se aprecia que las ocurrencias observadas quedan dentro de
los l´ımites admitidos, sen˜alados con las l´ıneas verdes.
La Fig. 9.13(a) ilustra la proporcio´n de colisiones de la secuencia en funcio´n de
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Figura 9.13. Aplicacio´n Rotary para m = 216, ma = 4(2
13 − 1), mc = 216 y nr = 15. (a)
Proporcio´n de colisiones de la secuencia, valor teo´rico: c´ırculo azul, valor observado: punto
rojo. (b) Distribucio´n de las ocurrencias de colisiones en funcio´n de la distancia entre ellas,
valor teo´rico: verde, valor observado: rojo.
la cantidad de nu´meros generados, en azul el valor esperado y en rojo el observado.
Se aprecia que la cantidad de colisiones real es ide´ntica a la esperada teo´ricamente.
La Fig. 9.13(b) ilustra la distribucio´n de las ocurrencias de colisiones en funcio´n de
la distancia entre ellas, mostrando el valor teo´rico en verde y el valor observado en
rojo, lo que denota que las colisiones se aproximan notablemente a esta distribucio´n,
al igual que lo har´ıa una aute´ntica secuencia aleatoria.
El comportamiento estad´ıstico observado es exactamente igual al que se podr´ıa
esperar de una fuente de nu´meros totalmente aleatoria, lo que confirma la perfecta
pseudoaleatoriedad de la secuencia generada.
Las secuencias de nu´meros generados por el Rotary pasan con e´xito todas las
pruebas de aleatoriedad descritas en la Sec. 8.5.1.
La versio´n completa del Rotary programada en C99 —esta´ndar
ISO/IEC 9899:TC3— con enteros de precisio´n extendida de 64 bits significa-
tivos, ha conseguido un rendimiento de, aproximadamente, 2 bits por ciclo de reloj
en un ordenador de tipo PC con procesador Intel.
Una caracter´ıstica interesante de este generador es que puede generar simulta´nea-
mente mu´ltiples secuencias independientes, todas de ide´ntico periodo, con un esfuerzo
computacional adicional mı´nimo, simplemente haciendo simulta´neamente varias ope-
raciones de rotacio´n con para´metros r0, ∆r y nr de valores diferentes.
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9.2.6. El exponente de Lyapunov
En la Fig. 9.14 se ilustra la variacio´n del exponente de Lyapunov discreto en
funcio´n de los valores posibles de a0 para el mismo ejemplo del u´ltimo supuesto
(para su ca´lculo se ha tomado N = 214 y n = 16 bits). La media de los valores de
los exponentes de Lyapunov tradicionales alcanza el valor 9, 59 y los exponentes de
Lyapunov con distancia Hamming toman el valor 8 bits, para todos los valores de a0
que cumplen, a0mod 4 = 1. No´tese que todos los exponentes esta´n agrupados en una
fina franja de valores, garantizando la ra´pida divergencia de las o´rbitas para todos
los a0. El valor del exponente de Lyapunov con distancia Hamming es exactamente
el o´ptimo, es decir, n/2.
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Figura 9.14. Exponente ma´ximo de Lyapunov en funcio´n de a0 del Rotary.
9.2.7. Generador Rotary: Combinacio´n de dos aplicaciones
cao´ticas
La versio´n completa del generador Rotary puede ser por s´ı misma un excelente
generador de nu´meros pseudoaleatorios; pero, como en cualquier disen˜o de esta ı´ndole,
quedan algunos cabos sueltos que requieren ser totalmente asegurados.
El primer problema consiste en que si el Rotary se programa con palabras de pocos
bits, por ejemplo con n = 16, o n = 32, el periodo de repeticio´n resultar´ıa relativa-
mente pequen˜o para aquellas aplicaciones que requieren per´ıodos extremadamente
largos (cifrado de video).
El segundo problema es que los nu´meros generados a la salida del Rotary son los
mismos que se emplean como entrada para generar la muestra futura, permitiendo a
un atacante comparar la salida y entrada del generador, lo que puede facilitar algu´n
tipo de ana´lisis dirigido a estimar matema´ticamente el valor de los para´metros o parte
de ellos.
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>>> s't
(at xt - 1 + ct )  mod m (bt yt - 1 + dt  )  mod m
>>> rt >>> st >>> r't
{ xt }
{ wt }
{ x't } { y't } { yt }
Figura 9.15. Arquitectura del generador pseudoaleatorio completo, combinando dos Ro-
tary.
Para hacer frente a estos inconvenientes, se propone una familia de generadores
basados en la combinacio´n de dos o ma´s Rotary mediante una funcio´n irreversible.
A continuacio´n, se describe el ejemplo ma´s sencillo posible, en el que se combinan
dos aplicaciones cao´ticas programadas con palabras de 64 bits, como se ilustra en la
Fig. 9.15, que mezcla dos secuencias {xt} e {yt} mediante la suma XOR bit a bit, de
forma que se resuelven satisfactoriamente todos los problemas anteriores.
La primera aplicacio´n esta´ definida por las Ecs. (9.2.1) y la segunda es:
yt = ((bt yt−1 + dt)modm)≫ st, (9.2.12)
siendo
bt = (bt−1 +∆b)modmb,
dt = (dt−1 +∆d)modmd,
st = (st−1 +∆s)modnr,
donde a0 6= b0, c0 6= d0, ∆a 6= ∆b, ∆c 6= ∆d; r0 6= s0, ∆r 6= ∆s, para asegurar que las
secuencias {xt} y {yt} sean absolutamente diferentes. Para asegurar que el periodo
mı´nimo de repeticio´n sea el mayor posible, se eligen los mo´dulos de la forma ma 6= mb
y mc 6= md, por ejemplo: ma = 4(262 − 57), mb = 4(262 − 87), mc = 2(263 − 25) y
md = 2(2
63 − 165).
Igualmente, se podr´ıan combinar mediante la suma XOR bit a bit tantos Rotary
como fuesen necesarios para alcanzar el periodo mı´nimo de repeticio´n deseado.
El primer problema queda resuelto por la combinacio´n de varias aplicaciones Ro-
tary, lo que ampl´ıa el nu´mero de estados del generador. Si se trabaja con palabras
de 64 bits, el periodo mı´nimo pasar´ıa de pmin ≃ 2, 7 × 1039 a pmin ≃ 1, 1 × 1077
—de acuerdo con el valor de los mo´dulos del ejemplo anterior— que es un periodo
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suficiente transmitiendo incluso a grandes velocidades.
El segundo problema queda resuelto por la mezcla de varias secuencias en una
sola, de forma que el taman˜o de la palabra de la secuencia combinada {wt} sea
igual al taman˜o de las palabras de cada una de las secuencias {xt} e {yt} a combinar,
resultando imposible hacer un ana´lisis individualizado de las secuencias generadas por
cada aplicacio´n cao´tica. Para potenciar al ma´ximo esta operacio´n de ocultacio´n, no se
suman XOR bit a bit directamente las secuencias {xt} e {yt}, sino unas variantes de
estas {x′t} e {y′t}, que difieren de las anteriores en que se utilizan rotaciones diferentes,
r′t 6= rt y s′t 6= st, para generarlas.
La clave del generador esta´ constituida por los coeficientes de las aplicaciones
cao´ticas y las semillas x0 e y0. Si se trabaja con palabras de 64 bits, debido a las
limitaciones obligadas de los de los coeficientes y a las opciones adoptadas para ma-
ximizar el periodo, segu´n las Eqs. (9.2.9), (9.2.10) y (9.2.11), la cantidad de bits con
que se codifican los coeficientes es:
Coeficientes a0 y b0: 62 bits.
Coeficientes ∆a y ∆b: 62 bits.
Coeficientes c0 y d0: 63 bits.
Coeficientes ∆c y ∆d: 63 bits.
Coeficientes r0, r
′
0, s0, s
′
0, ∆r, ∆r
′, ∆s y ∆s′: 6 bits; porque segu´n la Eq. (9.2.11)
se opera modnr = mod61 y son de la forma: {r0, r′0, s0, s′0,∆r,∆r′,∆s,∆s′} =
{1, 2, . . . , 60}.
Por tanto, la cantidad total de bits de clave ser´ıa 4 · 62+ 4 · 63+ 8 · 6 = 548. Si se
suman los bits de las semillas, que ascienden a 2 · 64, la cantidad final de bits de la
clave ser´ıa 676.
El precio pagado por la combinacio´n de dos Rotary —igualmente programada en
C99 con enteros con precisio´n extendida de 64 bits significativos— ha sido que el
rendimiento se ha reducido a un bit por ciclo de reloj en un ordenador de tipo PC
con procesador Intel y SO Windows 7. Hay que sen˜alar que esta velocidad esta´ al
nivel de la conseguida por los finalistas del concurso eSTREAM.
Las secuencias de nu´meros generados por el generador combinado pasan con e´xito
todas las pruebas de aleatoriedad descritas en la Sec. 8.5.1.
La forma evidente de atacar el sistema, cuando se conoce la secuencia de nu´meros
de salida, es la prueba exhaustiva de claves. Sin embargo, dada la cardinalidad del
espacio de claves, la operacio´n es prohibitiva. Por otra parte, un ataque por encuentro
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a medio camino exigir´ıa generar y almacenar un promedio de 2445 conjuntos de al
menos 10 muestras de salida, lo que tambie´n es inviable.
9.2.8. Aplicaciones del generador Rotary
La familia de generadores descrita es apropiada para aplicaciones criptogra´ficas
especialmente exigentes, como la generacio´n de claves y el cifrado en flujo.
Dentro del proyecto CENIT SEGUR@ encargado por Telefo´nica I+D al CSIC, se
han realizado varios desarrollos basados en este generador; entre ellos, un algoritmo
de cifrado en flujo s´ıncrono, un algoritmo de cifrado en flujo autosincronizante, un
generador de claves y un generador de MAC’s de archivos. Estos desarrollos se han
aplicado en telefon´ıa mo´vil al cifrado de SMS para mo´viles con SO Windows Mobile
6.x y Symbian y para cifrado de correo electro´nico y archivos en Windows Mobile
6.x en mo´viles 3G; funcionando satisfactoriamente en tiempo real. Se ha solicitado
la concesio´n de la patente internacional [Oru´e et al., 2011], que ha sido transferida a
Telefo´nica S.A.
Una variante simplificada del Rotary ha sido presentada en la IX Reunio´n Es-
pan˜ola sobre Criptolog´ıa y Seguridad de la Informacio´n, Tarragona,7-10 Septiembre,
2010 ([Oru´e et al., 2010a]).
9.2.9. Conclusio´n
Se ha disen˜ado una familia de generadores pseudoaleatorios criptogra´ficamente
seguros denominada Rotary. Los generadores combinan dos o ma´s secuencias, ge-
neradas mediante aplicaciones cao´ticas lineales a trozos con coeficientes variables
dina´micamente y rotacio´n de bits variable dina´micamente. Las caracter´ısticas ma´s
importantes de esta familia incluyen la impredecibilidad de los generadores, cuyas
secuencias satisfacen los test de aleatoriedad actualmente ma´s exigentes y el periodo
de repeticio´n mı´nimo esta´ garantizado. Adema´s, la velocidad de generacio´n alcanzada
es de un bit por ciclo de reloj en un PC con procesador Intel y SO Windows32.
La caracter´ıstica destacada es la combinacio´n de operaciones algebraicas con ope-
raciones booleanas y desplazamientos circulares, cuya asociacio´n maximiza la seguri-
dad y la entrop´ıa del sistema.
9.3. Familia de generadores Trident
A diferencia del Rotary, que logra paliar los defectos de los generadores pseudo-
cao´ticos mediante una rotacio´n de los bits de los nu´meros generados, aqu´ı se presenta
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otra solucio´n, que consiste en perturbar solamente algunos de los bits menos signifi-
cativos de las muestras generadas.
Al igual que en el generador Rotary, se utiliza tambie´n el incremento dina´mico
de los coeficientes. El disen˜o de esta familia de generadores se encuentra recogido
en [Oru´e et al., 2010].
9.3.1. Aplicacio´n cao´tica ba´sica con variacio´n dina´mica de
los coeficientes y perturbacio´n de los bits menos sig-
nificativos
La aplicacio´n cao´tica utilizada F : Zm 7→ Zm, es unidimensional, y consiste en
la modificacio´n de una aplicacio´n lineal a trozos de mediante el incremento dina´mico
de sus coeficientes y la perturbacio´n de los bits menos significativos de sus muestras;
donde m = 2n y n es el nu´mero de bits de precisio´n utilizado; siendo la o´rbita cao´tica
{xt} tal que:
xt ∈ Zm; xt+1 = F (xt, at, ma,∆a, ct,∆c,mc, s); {ma, mc} ∈ Z∗m; {at,∆a} ∈ Z∗ma ;
{ct,∆c} ∈ Z∗mc ; 1 ≤ s < n; t = 0, 1, 2, . . .
La aplicacio´n cao´tica y los para´metros de control del sistema esta´n definidos por:
xt = (at xt−1 + ct)modm⊕ (((at xt−1 + ct)modm)≫ s), (9.3.1)
siendo
at = (at−1 +∆a)modma, (9.3.2)
ct = (ct−1 +∆c)modmc, (9.3.3)
donde t es el tiempo y el operador ≫ s es el operador desplazamiento hacia la de-
recha de los bits de la palabra afectada, con eliminacio´n de los bits que rebasan el
extremo derecho, en lenguaje C/C++; que es equivalente a dividir por 2s seguido de
la operacio´n floor, es decir, y ≫ s = ⌊y/2s⌋.
La clave esta´ constituida por los valores iniciales de los coeficientes a0, c0 y por
los incrementos de los coeficientes ∆a,∆c, que verifican los requisitos impuestos por
la Ec. (9.2.2). Igualmente los valores de a0,∆a, c0,∆c esta´n elegidos de tal forma que
siempre se cumpla: atmod4 = 1 y ctmod2 = 1 ([Knuth, 1997]).
La semilla del sistema esta´ constituida por el valor inicial de la variable x0. Los
valores de los mo´dulos ma, mc no forman parte de la clave, constituyen parte del
sistema y determinan el periodo mı´nimo de repeticio´n de la secuencia y al igual que
en el generador Rotary, convendr´ıa elegir diferentes valores de los mo´dulos en cada
una de ellas, para que el periodo mı´nimo de repeticio´n total sea lo mayor posible.
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La novedad de este disen˜o es que mezcla tres operaciones de naturaleza diferente.
La primera es una operacio´n lineal xt = (at xt−1 + ct)modm, propia de los genera-
dores pseudoaleatorios algebraicos, la segunda es el XOR bit a bit y la tercera es el
desplazamiento de bits a derechas≫ s, ambas propias de los generadores pseudoalea-
torios basados en registros de desplazamiento. Los coeficientes at y ct son modificados
dina´micamente en el tiempo.
Esta aplicacio´n se puede considerar una modificacio´n de una aplicacio´n diente
de sierra que incorpora dos novedades. La primera es el ((incremento dina´mico de
los coeficientes)), lo que oculta cualquier regularidad observable; y la segunda es la
((perturbacio´n de los bits menos significativos)), que se realiza mediante la suma XOR
bit a bit de los bits previamente desplazados a derechas con el objetivo de incrementar
la entrop´ıa de la secuencia de nu´meros generada.
La aplicacio´n lineal a trozos en diente de sierra ba´sica es la ya explicada en la
Sec. 9.2.1, la primera modificacio´n con variacio´n dina´mica de los coeficientes, tambie´n
coincide con la descrita en la Sec. 9.2.2.
La versio´n completa del generador, definido por Ecs. (9.3.1), (9.3.2) y (9.3.3), le
proporciona una entrop´ıa y seguridad o´ptimas, como se ha explicado anteriormente.
Los valores de ma y mc, al igual que en el generador Rotary, se eligen ma ≤ m y
mc ≤ m, con los menores factores comunes posibles entre s´ı.
El periodo de la secuencia generada var´ıa en funcio´n del valor de la semilla de la
variable x0, donde 0 ≤ x0 ≤ m, y de la cantidad de bits perturbados; pero tiene un
valor mı´nimo y un valor ma´ximo. El sistema tendra´ una cantidad de estados diferentes
Ne que sera´ el producto de todos los estados posibles de la variable y los para´metros
Ne = m · ma4 · mc2 .
Dados los mo´dulos m,ma, mc, y una vez que se han elegido las semillas a0, c0 y los
respectivos incrementos ∆a,∆c, los valores de los coeficientes at, ct, ira´n cambiando
a cada iteracio´n del sistema. De esta manera se formara´ el ((ciclo ba´sico)), al cabo del
cual se volvera´ al estado inicial a0, c0 de los coeficientes. La duracio´n del ciclo ba´sico
sera´ constante y su valor pbas sera´ igual al mı´nimo comu´n mu´ltiplo de los periodos de
repeticio´n individuales pa, pc de cada uno de los coeficientes:
pbas = mcm(pa, pc),
donde:
pa =
ma
mcd(ma,∆a)
, pc =
mc
mcd(mc,∆c)
.
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Si al final del primer ciclo ba´sico pbas el valor de xt coincide con la semilla x0, se
habra´ vuelto al punto inicial del estado del sistema, y este ciclo se volvera´ a repetir
indefinidamente; de esta forma se alcanza el per´ıodo de longitud mı´nima. Al igual que
en el generador Rotary, cuando xt = x0 al cabo de un cierto nu´mero de ciclos ba´sicos,
se obtiene un periodo de longitud intermedia y el periodo de longitud ma´xima ocurre
cuando xt = x0 despue´s de m ciclos ba´sicos.
Luego, el periodo de repeticio´n de la secuencia estara´ comprendido entre un pe-
riodo mı´nimo pmin = pbas de valor:
pmin = mcm
(
ma
mcd(ma,∆a)
mc
mcd(mc,∆c)
)
, (9.3.4)
y un periodo ma´ximo pmax de valor:
pmax = m · pmin. (9.3.5)
Para conseguir que el periodo mı´nimo sea lo ma´s largo posible es necesario ma-
ximizar pmin. Para ello, es preciso maximizar cada uno de los factores involucrados.
Se pueden escoger multitud de conjuntos de para´metros tal como se indica en las
Ec. (9.2.9), Ec. (9.2.10).
La versio´n de la aplicacio´n definida por las ecuaciones Ecs. (9.3.1), (9.3.2) y (9.3.3),
no es inyectiva; es decir, cada elemento del conjunto de partida puede tener varios
elementos del conjunto de llegada, de modo que cada elemento de e´ste puede tener
varias pre-ima´genes. Por lo tanto es imposible invertir la aplicacio´n.
Las secuencias generadas en la versio´n con un taman˜o de palabra de n = 64
bits pasa con e´xito todas las pruebas de aleatoriedad descritas en la Sec. 8.5.1. Se
observo´ que los valores adecuados de s, que pasan el test anteriormente mencionado,
oscilan entre n− 2 y n/2 bits (lo que equivale a perturbar un mı´nimo de 2 bits y un
ma´ximo de n/2 bits), con una longitud de palabra de n = 64 bits. Uno de los logros
fundamentales de este esquema es la correccio´n de la poca entrop´ıa de los bits menos
significativos de la secuencia, solucionada por medio de la operacio´n XOR bit a bit
con los bits ma´s significativos.
9.3.2. Generador Trident
La aplicacio´n definitiva compuesta por las Ecs. (9.3.1), (9.3.2) y (9.3.3), puede
constituir por s´ı misma un excelente generador de nu´meros pseudoaleatorios; sin em-
bargo, existen au´n dos problemas que solucionar. El primero es que si la longitud
de palabra utilizada es muy limitada, el periodo ma´ximo de la secuencia sera´ tam-
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bie´n muy limitado, de modo que resultar´ıa demasiado corto para aplicaciones como
el cifrado de sen˜ales de video. El segundo problema es que los nu´meros aleatorios ge-
nerados a la salida son los mismos que se utilizan para calcular la muestra siguiente,
de modo que ser´ıa posible montar un ataque algebraico si el oponente tiene acceso a
grandes recursos computacionales.
Para evitar estos problemas, se propone una combinacio´n de tres aplicaciones
cao´ticas con variacio´n dina´mica de los coeficientes y perturbacio´n de los bits menos
significativos, denominada ((Trident)). Una de las aplicaciones a combinar permane-
cera´ totalmente oculta, mientras que las secuencias generadas por las dos aplicaciones
restantes se combinan bit a bit mediante la suma XOR para conformar la salida del
generador. Esta arquitectura se describe en la Fig. 9.16.
Obse´rvese que los tres generadores se combinan mediante la perturbacio´n en ca-
dena de los bits menos significativos. Es decir, se realiza la perturbacio´n de los bits
menos significativos de cada generador mediante los bits altos desplazados a la dere-
cha de otro generador. Dado que se utilizan tres generadores, el esquema seleccionado
de perturbacio´n es c´ıclico.
De esta manera, se logran dos objetivos: en primer lugar, el per´ıodo del generador
completo se incrementa hasta el mı´nimo comu´n mu´ltiplo de los per´ıodos de los tres
generadores individuales; y en segundo lugar, el ana´lisis de la secuencia de salida
no aporta ninguna clase de datos u´tiles para la determinacio´n de los para´metros del
sistema.
Las ecuaciones que definen el generador Trident son las siguientes:
wt = xt ⊕ zt, (9.3.6)
xt = (at xt−1 + ct)modm⊕ ((et zt−1 + ht)modm)≫ s, (9.3.7)
yt = (bt yt−1 + dt)modm⊕ ((at xt−1 + ct)modm)≫ s, (9.3.8)
zt = (et zt−1 + ht)modm⊕ ((bt yt−1 + dt)modm)≫ s, (9.3.9)
siendo
at = (at−1 +∆a)modma; ct = (ct−1 +∆c)modmc,
bt = (bt−1 +∆b)modmb; dt = (dt−1 +∆d)modmd,
et = (et−1 +∆e)modme; ht = (ht−1 +∆h)modmh,
donde wt es la muestra de salida del generador en el instante t; xt, yt, zt son las mues-
tras de salida de los tres generadores y at, ct, bt, dt, et, ht son los coeficientes correspon-
dientes; ∆a,∆c,∆b,∆d,∆e,∆h son los incrementos respectivos de los coeficientes; y
ma, mb, me son los mo´dulos escogidos para delimitar la variacio´n de los coeficien-
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{ xt } { yt } { zt }
(bt yt-1 + dt )  mod m (et zt-1 + ht )  mod m(at xt-1 + ct )  mod m
>>s >>s
{ wt }
>>s
Figura 9.16. Arquitectura del generador combinado Trident.
tes at, bt, et. Todos los coeficientes as´ı como su incremento deben elegirse de manera
que sus valores sean distintos para garantizar que las secuencias generadas por cada
generador sea u´nica.
La clave del generador esta´ constituida por los coeficientes de las aplicaciones cao´ti-
cas y las semillas x0, y0, z0. Debido a las limitaciones de los coeficientes, que son las
mismas impuestas al generador Rotary, Sec. 9.2.1, el nu´mero de bits con que se codifi-
can e´stos es: n−2 bits para a0, b0, et,∆a,∆b,∆e; n−1 bits para c0, d0, h0,∆c,∆d,∆e.
Si se trabaja con palabras de 64 bits, la cantidad total de bits de clave ser´ıa
3× 62 + 3× 63 = 375. Si se suman los bits de las semillas 3× 64 = 192, la cantidad
final de bits de la clave ser´ıa 567.
La forma evidente de atacar el sistema es por la fuerza bruta, aunque el nu´mero
de claves distintas no aconseja tal ataque. Un ataque algebraico es razonablemente
improbable debido a la imposibilidad de averiguar del estado interno del generador.
El generador fue programado en C99 con una longitud de palabra de 64 bits.
Se generaron 50 secuencias, y todas ellas pasaron con e´xito las bater´ıas de pruebas
descritas en la Sec. 8.5.1. Los resultados de los test gra´ficos se muestran a continuacio´n
(ve´anse las figuras 9.17–9.21). Obse´rvese que e´stos son satisfactorios.
El rendimiento del generador Trident en un procesador Intel Core i7 con Windows
7 esta´ alrededor de un bit por ciclo de reloj. Esta velocidad se encuentra en el rango
de las velocidades alcanzadas por los finalistas del proyecto eSTREAM.
9.4. Familia de generadores Trifork
Esta familia de generadores pseudoaleatorios esta´ compuesta por varias aplicacio-
nes de Fibonacci retardadas, acopladas y mutuamente perturbadas, que servira´n de
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(a) (b)
Figura 9.17. Aplicacio´n Trident para m = 216, a = 5, ∆a = 4; c = 25, ∆c = 20; b =
41, ∆b = 44; d = 13, ∆d = 52; e = 17, ∆e = 36; h = 21, ∆h = 68 y s = 12. (a) Secuencia
generada. (b) Aplicacio´n de retorno.
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Figura 9.18. Aplicacio´n Trident para m = 216, a = 5, ∆a = 4; c = 25, ∆c = 20; b =
41, ∆b = 44; d = 13, ∆d = 52; e = 17, ∆e = 36; h = 21, ∆h = 68 y s = 12. (a) Juego del
caos. (b) Complejidad lineal del bit menos significativo.
secuencia cifrante en un algoritmo de cifrado en flujo ([Oru´e et al., 2010c]). Es similar
al generador Trident en cuanto a la forma de perturbar las muestras y en cuanto a la
estructura de combinacio´n de los generadores.
9.4.1. Generador pseudoaleatorio de Fibonacci retardado
Los generadores pseudoaleatorios de Fibonacci retardados se utilizan frecuente-
mente debido a su simplicidad (emplea solo una operacio´n de suma), su costo mı´nimo
computacional, su rapidez y su buen comportamiento estad´ıstico cuando se utiliza un
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Figura 9.19. Aplicacio´n Trident para m = 216, a = 5, ∆a = 4; c = 25, ∆c = 20; b =
41, ∆b = 44; d = 13, ∆d = 52; e = 17, ∆e = 36; h = 21, ∆h = 68 y s = 12. (a) Funcio´n de
autocorrelacio´n. (b) Transformada de Fourier de la secuencia.
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Figura 9.20. Aplicacio´n Trident para m = 216, a = 5, ∆a = 4; c = 25, ∆c = 20; b =
41, ∆b = 44; d = 13, ∆d = 52; e = 17, ∆e = 36; h = 21, ∆h = 68 y s = 12. (a) Histograma.
(b) Test de rachas del NIST SP800-22rev1a.
retardo suficientemente grande.
Estos generadores han sido ampliamente estudiados ([Anderson, 1990, Makino,
1994, Bi et al., 2006, Masuda and Zimmermann, 1996]). Una referencia cla´sica com-
prende los trabajos de Marsaglia donde e´ste hace un estudio conciso estableciendo
los periodos ma´ximos, los retardos y los valores iniciales. En [Lee et al., 2010] se des-
cribe una versio´n realizada con hardware acelerado en la librer´ıa SPRNG (Scalable
Parallel Random Number Generator), que consiste en seis generadores, entre ellos dos
generadores de Fibonacci retardados, modificados.
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Figura 9.21. Aplicacio´n Trident para m = 216, a = 5, ∆a = 4; c = 25, ∆c = 20; b =
41, ∆b = 44; d = 13, ∆d = 52; e = 17, ∆e = 36; h = 21, ∆h = 68 y s = 12. (a) Colisiones
de la secuencia, valor teo´rico: c´ırculo azul, valor observado: punto rojo. (b) Distribucio´n de
las ocurrencias de colisiones en funcio´n de la distancia entre ellas, valor teo´rico: verde, valor
observado: rojo.
La forma general de un generador de Fibonacci retardado, que desde ahora nom-
braremos como FR, se presenta en [Anderson, 1990, Makino, 1994, Bi et al., 2006, Ma-
suda and Zimmermann, 1996]), de la siguiente manera:
FR [r, s,m, ◦; x{0, . . . , r − 1}],
donde, xt ∈ Z2n ,m = 2n, {r, s, n} ∈ Z, r > s > 0 son los retardos, ((◦)), es la operacio´n
binaria utilizada, y x{0, . . . , r − 1} es una secuencia de r valores iniciales (semilla).
Para t ≥ r la secuencia se caracteriza por una aplicacio´n del tipo,
xt = xt−r ◦ xt−s.
Generalmente ((◦)) incluye las operaciones de suma, resta, multiplicacio´n mo´dulo
m y el XOR bit a bit (⊕) si m es una potencia de 2. A menudo m = 2n, siendo n la
longitud de palabra del hardware usado.
Los ı´ndices r, s se eligen de manera que xr + xs + 1 sea un trinomio primitivo en
GF(2) ([Knuth, 1997]). Estos trinomios se describen en diferentes referencias, entre
las que se encuentran, [Knuth, 1997, Brent, 2006, Zierler and Brillhart, 1968a].
Los generadores de Fibonacci retardados deben ser inicializados pseudoaleato-
riamente, generalmente utilizando otro generador de nu´meros pseudoaleatorios. Alt-
man ([Altman, 1988]) indica que la inicializacio´n de estos generadores es cr´ıtica y
afirma que el comportamiento aleatorio de cada bit de estos generadores depende del
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Figura 9.22. Juego del caos del generador convencional de Fibonacci retardado, con r = 7,
s = 1, n = 16.
generador aleatorio utilizado en la inicializacio´n del FR.
Las propiedades de la suma y la resta en los generadores de Fibonacci retardados
son ba´sicamente las mismas. Cuando m = 2n y el trinomio xr + xs + 1 es primitivo
y por tanto irreducible en GF(2), se alcanza el periodo ma´ximo p, siempre que se
cumpla que al menos una semilla sea impar ([Anderson, 1994]), y su valor es,
p = 2n−1(2r − 1). (9.4.1)
Si el trinomio no es primitivo se pueden obtener periodos mucho ma´s cortos.
Cuando el FR se disen˜a utilizando la operacio´n de XOR bit a bit, se le conoce como
generador Tausworthe. Por otra parte, si se utiliza n = 1, se reduce a un generador
del tipo de registro de desplazamiento realimentado linealmente (LFSR).
9.4.1.1. Problemas de los generadores de Fibonacci retardados
La inicializacio´n de estos generadores es muy compleja. Cualquier generador de
periodo ma´ximo tiene muchos ciclos posibles, todos distintos.
Hay que destacar que la salida del generador es muy sensible a las condiciones
iniciales y a los defectos estad´ısticos que puedan aparecer tanto inicialmente como
perio´dicamente a la salida de la secuencia, a menos que se tomen ciertas precauciones.
Existen muy pocos resultados matema´ticos que demuestren las propiedades de
aleatoriedad de estos generadores, por lo que las conclusiones acerca de la aleatoriedad
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recaen en los resultados de las pruebas estad´ısticas.
Estos generadores fallan ciertas pruebas estad´ısticas de aleatoriedad. Por ejemplo,
todos los generadores de Fibonacci retardados ((ran3)), ((Ranlux)) ([Lu¨scher, 1994]),
((ranlxs0)) y ((zuf)), de la librer´ıa GSL-GNU RNGs, fallan el test del espaciamiento del
cumplean˜os de la bater´ıa ((Diehard)) de Marsaglia ([Marsaglia, 1995]).
Cuando el retardo r no es grande, por ejemplo r < 25, el juego del caos presenta
patrones particulares. La Fig. 9.22 presenta un ejemplo de ello para r = 7, s = 1 y
m = 216. Las pruebas emp´ıricas han demostrado que las propiedades de aleatoriedad
de estos generadores se puede mejorar aumentando el retardo r.
La mayor´ıa de los generadores de Fibonacci retardados sucumben ante un simple
ana´lisis matema´tico de la secuencia generada, ya que se puede efectuar la prediccio´n de
los pro´ximos nu´meros, por ejemplo, el generador de Fibonacci retardado de Siemens,
FISH, ha sido criptoanalizado por Ross Anderson usando solamente unos cientos de
bit de texto claro conocido ([Anderson, 1994]).
9.4.2. Generador de Fibonacci retardado con perturbacio´n
(GFRP)
En [Oru´e et al., 2010c] se ha propuesto una solucio´n a la falta de perfecta aleato-
riedad de los generadores de Fibonacci retardados, que consiste en la perturbacio´n de
los bits ma´s bajos y ma´s altos de las muestras retrasadas del generador de Fibonacci
retardado antes de proceder a la suma de ellas.
Sea la aplicacio´n unidimensional,
FRp [r, s,m, d, ◦; xt, x{0, . . . , r − 1}],
una modificacio´n del generador de Fibonacci retardado —que denominaremos a partir
de ahora Generador de Fibonacci Retardado Perturbado (GFRP)—. La modificacio´n
consiste en perturbar los bits ma´s altos y ma´s bajos de las muestras. Siendo xt ∈ Z2n ,
m = 2n, {r, s, n} ∈ Z, r > s > 0 son los retardos, d ∈ n es el desplazamiento de los
bits de las muestras, ((⊕)) es la operacio´n binaria utilizada, y x{0, . . . , r − 1} es una
secuencia de r valores iniciales (semilla). Para t ≥ r la secuencia se caracteriza por
una aplicacio´n del tipo,
xt =
(
(xt−r ⊕ x′t−s) + ((xt−s ⊕ x′t−r)
)
modm, (9.4.2)
x′t−s = (xt−s ≫ d), (9.4.3)
x′t−r = (xt−r ≪ d), (9.4.4)
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donde t denota el tiempo, n es la longitud de palabra, d es una constante determinada
experimentalmente 2 ≤ d ≤ 0.7n; ⊕ es el OR-exclusivo bit a bit; los operadores ≫ y
≪ son operadores de desplazamiento a derechas o izquierdas de los bits de la palabra
afectada, con eliminacio´n de los bits que rebasan los extremos izquierdo y derecho.
En el lenguaje C/C++, ≫ d es equivalente a una multiplicacio´n por 2−d seguida por
la operacio´n ((floor)), mientras que ≪ d es equivalente a multiplicar por 2d seguido
por una operacio´n modm.
La innovacio´n en el disen˜o de este generador consiste en la interaccio´n de dos
operaciones de naturaleza diferente. La primera es la suma mod 2n, caracter´ıstica de
los generadores pseudoaleatorios algebraicos, y la segunda es la operacio´n XOR bit
a bit, las operaciones de desplazamiento a la izquierda y a la derecha propias de los
generadores pseudoaleatorios de registros de desplazamiento.
Cada nivel de los bits del generador de Fibonacci retardado convencional tiene
un comportamiento diferente. Por ejemplo, el periodo completo se alcanza solo por el
bit ma´s significativo si se analiza por separado, y esta´ dado por: 2n−1(2r − 1). Si los
bits se numeran desde 1 (bit menos significativo) hasta n (el bit ma´s significativo),
entonces el bit k tiene el siguiente periodo: 2k−1(2r − 1) ([Chetry and Kandaswamy,
2010]).
Es un hecho bien conocido que el comportamiento del bit menos significativo del
generador de Fibonacci retardado convencional es el responsable de los fallos en la
aleatoriedad del generador. La medida que hemos adoptado para eliminar los fallos
en los tests de aleatoriedad ma´s restrictivos ha sido la perturbacio´n de los bits bajos
y altos de las muestras xt−s y xt−r, antes de sumarlas.
La perturbacio´n podr´ıa ser el XOR bit a bit de varios bits de otra muestra xt−l; sin
embargo, el uso de una tercera muestra para calcular la muestra de salida es costoso
en tiempo y recursos. Por lo tanto, la mejor solucio´n es la perturbacio´n cruzada de
las dos muestras cano´nicas. Es decir, la muestra xt−r es desplazada a la izquierda d
bits y combinada mediante el XOR bit a bit con xt−s, mientras que la muestra xt−s es
desplazada a la derecha d bits y combinada mediante el XOR bit a bit con xt−r, siendo
tambie´n va´lida la opcio´n inversa. Esta perturbacio´n incrementa sustancialmente la
aleatoriedad y el per´ıodo del generador.
9.4.2.1. Resultados experimentales del GFRP con longitud de palabra y
retardo reducidos
Se ha realizado experimentalmente una bu´squeda exhaustiva de los per´ıodos del
generador para varios trinomios diferentes, con pequen˜os retardos y valores pequen˜os
de t. Una muestra representativa de los resultados se presentan en el Cuadro 9.1,
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donde P es el per´ıodo medido del generador perturbado. Para esta simple prueba, el
generador se ha inicializado con una secuencia creciente de nu´meros {xt−k} = {k}. Se
encontro´ que el periodo del generador de Fibonacci retardado perturbado es mucho
mayor que el periodo del convencional, usando el mismo retardo y la misma longitud
de palabra. Cuando se incrementa la longitud de palabra, el periodo del generador
de Fibonacci retardado perturbado crece mucho ma´s ra´pido que el periodo en el
generador convencional.
Los periodos ma´s largos se encuentran cuando se utilizan trinomios primitivos.
Para trinomios no primitivos, usando el mismo retardo r y la misma longitud de
palabra, se obtienen periodos mucho ma´s cortos. Sin embargo, en ambas situaciones,
el periodo del generador de Fibonacci retardado perturbado fue siempre mayor que
el periodo del generador convencional.
Cuadro 9.1. Periodos de repeticio´n del GFRP para trinomios primitivos.
Nu´m. Desplaz. Per´ıodo real Per´ıodo no Per´ıodo max.
r s bits n d perturbado P perturbado p perturbado
3 2 152 28 511
4 2 3 460 56 4 095
5 3 29 131 112 32 767
3 1 6 4 122 655 224 262 143
7 4 1 864 621 448 2 097 151
8 4 7 479 668 896 16 777 215
9 4 12 808 196 1 792 134 217 727
3 2 3 375 60 4 096
4 2 44 060 120 65 535
4 1 5 4 1 041 125 240 1 048 125
6 3 15 156 209 480 16 777 215
7 3 266 685 160 960 268 435.455
3 2 30 766 124 32 767
5 2 4 2 907 255 248 1 048 575
5 3 12 572 847 496 33 554 431
3 2 212 915 252 262 143
6 1 4 2 12 798 758 504 16 777 215
5 3 797 757 495 1008 1 073 741 823
7 1 3 2 1 122 624 508 2 097 151
4 2 160 570 641 1 016 268 435 455
9 4 3 2 97 152 834 2 044 134 217 727
5 85 496 972 2 044 134 217 727
10 3 3 2 881 775 571 4 092 1 073 741 823
No hay relacio´n matema´tica aparente entre los per´ıodos del generador de Fibonacci
retardado perturbado y el convencional. Una descomposicio´n en factores primos de
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la longitud del per´ıodo de ambos generadores mostro´ que no comparten ma´s factores
primos que los que podr´ıa esperarse de nu´meros completamente aleatorios.
En algunas ocasiones, los periodos medidos en los GFRP tienen valores primos,
por lo que es muy dif´ıcil deducir una regla que pueda predecir la longitud del periodo
mediante la combinacio´n de los valores de los para´metros, de forma similar a la
expresada en la Ec. (9.4.1).
Tambie´n se encontro´ que los GFRP con diferentes d, pero ide´nticos r, s, n y semillas
iguales, tienen periodos distintos. De modo que se puede resumir que el periodo del
GFRP es funcio´n de los 4 para´metros r, s, n, d.
Igualmente, se encontro´ que el per´ıodo medido del GFRP, cuando el trinomio es
primitivo, es dependiente del conjunto de semillas seleccionadas. La u´nica semilla
prohibida es {xt−1 . . . xt−r} = {0 . . . 0} la cual produce la secuencia nula. Por tanto,
la ma´xima longitud del per´ıodo de repeticio´n del GFRP esta´ limitada por el ma´ximo
nu´mero de estados diferentes que puede alcanzar el sistema, descontando el estado
todo-ceros que es Pmax = 2
rn − 1.
A cada conjunto de para´metros r, s, n, d le corresponde un nu´mero variable de
o´rbitas de distinto periodo, siendo la suma de los periodos de todas las o´rbitas igual
a Pmax = 2
rn − 1. Al inicializar el GFRP con diferentes semillas al azar, se entra en
una de estas o´rbitas. Naturalmente, es ma´s probable entrar en las o´rbitas largas que
en las cortas que tienen pocos elementos.
En el Cuadro 9.1 se presentan los periodos ma´s largos encontrados para trinomios
primitivos de orden 3 al 10 con diferente cantidad de bits por muestra y distintos
desplazamientos de bits. Se puede observar que los periodos del GFRP hallados expe-
rimentalmente esta´n muy lejos del valor del generador sin perturbar y son del orden
del Pmax. Tambie´n se ha observado que los periodos ma´s cortos encontrados siempre
exceden en taman˜o al periodo del correspondiente generador de Fibonacci retardado
convencional.
El hecho ma´s importante y el objetivo fundamental de esta investigacio´n fue que
el GFRP pasara toda la serie de pruebas de aleatoriedad, incluidas las de la bater´ıa de
((Diehard)) de Marsaglia, que se puede considerar de las ma´s rigurosas en la actualidad,
a diferencia del generador convencional que no pasa varias de estas pruebas.
9.4.2.2. Versio´n completa del Generador de Fibonacci retardado pertur-
bado
El GFRP fue programado en C99, con una longitud de palabra de 64 bits. Los
para´metros s y r ma´s apropiados son los mismos que los del generador convencio-
nal, los cuales son los coeficientes de los trinomios primitivos sobre GF(2). E´stos se
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encuentran tabulados en [Zierler and Brillhart, 1968a]. La manera ma´s fa´cil de en-
contrarlos es seleccionando 2r como un primo de Mersenne ya que en ese caso todos
los trinomios irreducibles son tambie´n primitivos, y se pueden encontrar en [Zierler
and Brillhart, 1968b]. Algunos de ellos son:
x7 + x+ 1; x17 + x3 + 1; x31 + x3 + 1; x89 + x38 + 1;
x127 + x+ 1; x521 + x32 + 1; x607 + x105 + 1;
x1279 + x216 + 1; x2281 + x715 + 1; x3217 + x67 + 1;
Las semillas X1, . . . , Xr del generador se obtienen usando un generador congruen-
cial lineal,
Xk+1 = aXk + c. (9.4.5)
El primer valor de la semilla, X1, se calcula a partir de la clave del generador, X0,
que es un nu´mero de 64 bits elegido arbitrariamente; a y c son dos para´metros que
se eligen arbitrariamente como dos primos gemelos de 40 bits:
a = 1000000000061 y c = 1000000000063.
Este tipo de inicializacio´n de la semilla garantiza el buen comportamiento de la
secuencia desde el principio. La eleccio´n de los para´metros a y c no es cr´ıtica, aunque
deben ser nu´meros grandes con respecto am. Si, por ejemplo, los para´metros se eligen
con valores como a = 1, c = 0 y X0 = 1, entonces la secuencia generada tendra´ una
gran cantidad de nu´meros con valores muy pequen˜os, lo que puede comprometer la
entrop´ıa del generador, a menos que se desechen los primeros 1000 nu´meros generados.
Las secuencias generadas por esta versio´n del generador pasan satisfactoriamente
las pruebas de aleatoriedad descritas en la Sec. 8.5.1.
9.4.3. Generador Trifork
La versio´n completa del GFRP, definido por las Ec. (9.4.2), Ec. (9.4.3) y
Ec. (9.4.4), puede constituir por s´ı misma un excelente generador de nu´meros aleato-
rios; no obstante, queda un problema por considerar. En efecto, los nu´meros genera-
dos a la salida son los mismos que se utilizan para calcular la siguiente muestra. Un
oponente puede intentar montar un ataque algebraico para determinar la clave del
generador, lo que podr´ıa ser factible si el atacante tiene grandes facilidades compu-
tacionales. Para evitar este problema, se ha disen˜ado una arquitectura ma´s elaborada,
denominada Trifork.
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(xt-r1 + xt-s1 )  mod m (zt-r3+ zt-s3 )  mod m
≫d2 ≫d3≫d1
wt 
xt
yt
zt
(yt-r2+ yt-s2 )  mod m
Figura 9.23. Arquitectura del generador combinado Trifork
Trifork tiene tres ramas, cada una formada por un GFRP. Dos de las ramas
se combinan mediante la suma XOR bit a bit para formar la salida del generador
conjunto, y la tercera quedara´ completamente oculta. De esta manera, el ana´lisis de la
secuencia de salida no aporta ninguna informacio´n que facilite la determinacio´n de los
para´metros del sistema. Las tres ramas esta´n interconectadas entre s´ı, perturba´ndose
unas a otras de manera c´ıclica. Esta arquitectura se muestra en la Fig. 9.23.
Se encontro´ que, cuando se combina mediante la suma XOR bit a bit dos (o ma´s)
GFRP, no es necesario implementar las operaciones de desplazamiento a la derecha
y la izquierda, Ec. (9.4.3) y Ec. (9.4.4), para perturbar separadamente cada muestra
retardada xt−r y xt−s, —lo que era obligatorio en el caso de un GFRP individual
para pasar con e´xito todos los tests de aleatoriedad—. En vez de esto, es suficiente
perturbar de manera cruzada la entrada de cada generador mediante la suma XOR
bit a bit de su salida con la salida vecina desplazada del GFRP, de manera c´ıclica.
Por lo tanto, el generador Trifork se define como:
wt = xt ⊕ zt (9.4.6)
xt = (xt−r1 + xt−s1)modm⊕ z′t (9.4.7)
yt = (yt−r2 + yt−s2)modm⊕ x′t (9.4.8)
zt = (zt−r3 + zt−s3)modm⊕ y′t (9.4.9)
x′t = ((xt−r1 + xt−s1)modm)≫ d1 (9.4.10)
y′t = ((yt−r2 + yt−s2)modm)≫ d2 (9.4.11)
z′t = ((zt−r3 + zt−s3)modm)≫ d3 (9.4.12)
donde wt es la muestra de salida del generador Trifork en el momento t; xt, yt, zt
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Figura 9.24. Trifork: r1 = 127, s1 = 1; r2 = 123, s2 = 2; r3 = 119, s3 = 8; d1 = 8, d2 =
9, d3 = 11; n = 16. (a) Secuencia generada. (b) Aplicacio´n de retorno.
son las muestras de salida de los tres generadores; r1, s1, r2, s2, r3, s3 son los valores
correspondientes de los retardos. Para garantizar que las secuencias generadas por
cada generador tenga diferentes longitudes, r1, r2, r3 se deben elegir de diferentes
valores, con el fin de ampliar la longitud de la secuencia final. La semilla del generador
Trifork se genera de la misma manera que el GFRP simple, definido por las ecuaciones:
Xk+1 = aXk + c, (9.4.13)
Yk+1 = aYk + c, (9.4.14)
Zk+1 = aZk + c, (9.4.15)
donde {Xk}, {Yk}, {Zk} son los conjuntos de las semillas de cada GFRP. La clave
del Trifork esta´ compuesta por los tres nu´meros de 64 bits, elegidos arbitrariamente,
X0, Y0 y Z0. De este modo, la clave tiene una longitud de 192 bits.
De esta manera, se logran dos objetivos: en primer lugar, la longitud de la clave del
generador se incrementa hasta el triple de un GFRP, y en segundo lugar, el per´ıodo del
generador en conjunto se incrementa hasta el mı´nimo comu´n mu´ltiplo de los per´ıodos
de los tres generadores individuales.
La forma evidente de atacar el sistema es la fuerza bruta, sin embargo, la gran
cantidad de claves distintas evita ataques de ese tipo. El ataque algebraico es bastante
improbable debido a la imposibilidad de conocer el estado interno del generador.
Se han obtenido 50 secuencias generadas por el Trifork combinado, con una longi-
tud de palabra de 64 bits, programada en C99. Todas las secuencias pasaron con e´xito
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Figura 9.25. Trifork: r1 = 127, s1 = 1; r2 = 123, s2 = 2; r3 = 119, s3 = 8; d1 = 8, d2 =
9, d3 = 11; n = 16. (a) Juego del caos. (b) Complejidad lineal del bit menos significativo.
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Figura 9.26. Trifork: r1 = 127, s1 = 1; r2 = 123, s2 = 2; r3 = 119, s3 = 8; d1 = 8, d2 =
9, d3 = 11; n = 16. (a) Funcio´n de autocorrelacio´n. (b) Transformada de Fourier de la
secuencia.
los bancos de pruebas descritos en la Sec. 8.5.1. A continuacio´n (vea´nse las figuras
9.25–9.28) se presentan los gra´ficos de algunos de los test empleados, que corroboran
las caracter´ısticas expuestas.
El rendimiento de Trifork en un Intel Core 2 Quad con sistema operativo Windows
7 esta´ en el orden de un ciclo de reloj (Ciclo/bit). Esta velocidad esta´ en el rango de
los finalistas del proyecto eSTREAM.
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Figura 9.27. Trifork: r1 = 127, s1 = 1; r2 = 123, s2 = 2; r3 = 119, s3 = 8; d1 = 8, d2 =
9, d3 = 11; n = 16. (a) Histograma. (b) Test de rachas del NIST SP800-22rev1a.
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Figura 9.28. Trifork: r1 = 127, s1 = 1; r2 = 123, s2 = 2; r3 = 119, s3 = 8; d1 = 8, d2 =
9, d3 = 11; n = 16. (a) Proporcio´n de colisiones de la secuencia, valor teo´rico: c´ırculo azul,
valor observado: punto rojo. (b) Distribucio´n de las ocurrencias de colisiones en funcio´n de
la distancia entre ellas, valor teo´rico: verde, valor observado: rojo.
9.5. Conclusiones
Las tres familias de generadores pseudoaleatorios presentadas incluyen en su disen˜o
una aplicacio´n cao´tica ba´sica que ha sido modificada para obtener las propiedades de
aleatoriedad e imprevisibilidad necesarias para cumplir los requisitos de seguridad
criptogra´fica.
Cada mo´dulo ba´sico se ha combinado de manera eficiente para alcanzar la segu-
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ridad del generador pseudoaleatorio final. Los generadores disen˜ados consiguen que
longitud de la secuencia generada sea suficiente para su utilizacio´n en el cifrado de
archivos multimedia.
En el Cuadro 9.2, se realiza una comparacio´n orientativa de la velocidad de los
generadores aqu´ı disen˜ados y algunos cifradores en flujo contempora´neos [Bernstein,
2008].
Las longitudes de clave indicadas para todos los sistemas no incluyen la semilla
inicial. Los datos presentados se basan en un procesador Intel Core 2 Quad. Los datos
del Rotary, Trident y Trifork se han obtenido a partir de nuestras medidas.
Cuadro 9.2. Comparacio´n orientativa de velocidades PRNG
Generador An˜o Ciclos/byte Clave, bits.
RC4 1987 7, 47 128
AES128 (modo contador) 2002 12, 59 128
AES256 (modo contador) 2002 17, 75 256
Snow(NESSIE) 2003 4, 16 256
Sosemanuk(eSTREAM software) 2008 3, 54 226
HC-256(eSTREAM software) 2008 3, 66 256
Rabbit(eSTREAM software) 2008 2, 34 128
Dragon(eSTREAM software) 2008 7, 33 256
Salsa20/20(eSTREAM software) 2008 11, 77 256
ROTARY 2009 5, 27 548
TRIDENT 2010 10, 76 375
TRIFORK 2010 8, 05 192
Observe que la velocidad de generacio´n alcanzada por los tres generadores pro-
puestos, se encuentra en el rango de los cifradores en flujo finalistas del proyecto
eSTREAM6.
6En 2004 el proyecto europeo eSTREAM convoco´ un concurso para seleccionar un esta´ndar de
cifrador en flujo que fue masivamente secundado por la comunidad criptogra´fica internacional. El
dictamen final de eSTREAM en 2008, considero´ 7 cifradores finalistas y aunque conf´ıan que con
el tiempo estos se reafirmen como cifradores seguros, se recomienda seguir los resultados de las
revisiones perio´dicas. La revisio´n del an˜o 2012, reafirma a los 7 finalistas del proyecto. Cualquier
cambio en la cartera de cifradores sera´ anunciado en http://www.ecrypt.eu.org/stream/.
CAP´ITULO 10
Conclusiones y trabajo futuro
Este cap´ıtulo presenta las conclusiones derivadas del criptoana´lisis de los
criptosistemas cao´ticos y el disen˜o e implementacio´n de generadores pseu-
doaleatorios basados en caos. Los resultados obtenidos nos permiten con-
cluir que los generadores aqu´ı disen˜ados son aptos para su utilizacio´n en
criptograf´ıa. De manera adicional se describen las aportaciones realizadas
por esta tesis, mediante los art´ıculos publicados en revistas especializadas
y las presentaciones en congresos. Por u´ltimo, se describen algunas l´ıneas
de trabajo que podr´ıan seguirse como continuacio´n de esta tesis.
El trabajo descrito en esta tesis doctoral abarca tres aspectos fundamentales. En
primer lugar presentamos un estudio sobre las caracter´ısticas geome´tricas del atractor
de Lorenz y similares, que sirven como base para elaborar un ataque criptoanal´ıtico,
en segundo lugar se presenta el criptoana´lisis de cinco esquemas de cifrado cao´tico
propuestos recientemente, donde aplicamos el me´todo de criptoana´lisis estudiado en
los esquemas de cifrado basados en sistemas cao´ticos de Lorenz y similares. Por u´ltimo
presentamos un me´todo nuevo para disen˜ar generadores pseudoaleatorios basados en
aplicaciones cao´ticas, haciendo e´nfasis en la seleccio´n de las aplicaciones cao´ticas, la
estructura de los generadores y los me´todos de ana´lisis de la seguridad de los mismos,
aplicando te´cnicas propias de la criptograf´ıa junto con te´cnicas de la teor´ıa de los
sistemas dina´micos cao´ticos y del procesado de sen˜al.
El trabajo realizado nos ha conducido a establecer las siguientes conclusiones sobre
los criptosistemas cao´ticos.
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10.1. Conclusiones
1 Actualmente, la criptograf´ıa cao´tica es un campo multidisciplinario que abarca
diferentes a´reas: la dina´mica no lineal, la criptolog´ıa, las comunicaciones, el
proceso de sen˜al, la teor´ıa de nu´meros, etc. Sin embargo, la mayor´ıa de las
publicaciones se encuentra en el a´rea de f´ısica e ingenier´ıa electro´nica, fuera del
a´rea de la seguridad. Aparentemente, existe una especie de separacio´n entre las
comunidades de cripto´grafos tradicionales y cripto´grafos cao´ticos. Sin embargo,
la robustez de las propiedades dina´micas de los sistemas cao´ticos puede ayudar a
la obtencio´n de robustez de los sistemas criptogra´ficos. Por lo tanto es necesaria
una estrecha colaboracio´n entre ambas comunidades y fundamentalmente mucho
trabajo de criptoana´lisis.
Algoritmos de cifrado cao´ticos continuos realizados f´ısicamente
2 Los criptosistemas cao´ticos continuos realizados mediante circuitos electro´nicos son
inapropiados para proteger la confidencialidad de la informacio´n, ya que son
inseguros e ineficientes.
3 La supuesta clave de estos sistemas, esta´ constituida por los valores de los coefi-
cientes del sistema dina´mico utilizado, que se determinan mediante componen-
tes electro´nicos, fundamentalmente resistencias y condensadores, cuya precisio´n
esta´ limitada a un 0,1%, en el mejor de los casos. Por ello, los disen˜os han
de ser tolerantes a los desacoplos entre valores de para´metros del transmisor
y receptor, para as´ı conseguir que el receptor leg´ıtimo pueda sincronizarse con
el transmisor y descifrar el criptograma. La consecuencia es que cada clave no
puede ser un nu´mero exacto, sino un conjunto de nu´meros comprendidos den-
tro de un rango impreciso de valores. Este hecho, reduce el nu´mero de claves
diferentes dra´sticamente, facilitando el ataque por fuerza bruta.
4 Los algoritmos de cifrado cao´ticos continuos realizados f´ısicamente solo pueden ser
considerados como sistemas de disimulo de informacio´n, esto es, de ocultacio´n
de la misma ante una escucha accidental por parte de un profano.
Algoritmos de cifrado cao´ticos continuos programados digitalmente
5 Los algoritmos de cifrado cao´ticos continuos programados digitalmente, que uti-
lizan los esquemas de sincronizacio´n excitador-respuesta, con coeficientes de
Lyapunov condicional negativos son inseguros. En efecto, la convergencia del
sistema permite determinar con facilidad el valor los coeficientes —que juegan
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el papel de clave del criptosistema—, por un me´todo de aproximacio´n por re-
duccio´n progresiva del ruido del mensaje recuperado, en funcio´n del valor del
para´metro.
6 Los algoritmos de cifrado cao´ticos continuos, de dos canales, que utilizan los esque-
mas de sincronizacio´n excitador-respuesta, con coeficientes de Lyapunov con-
dicional negativos, son igualmente inseguros, debido a que la convergencia del
sistema facilita hallar el valor los coeficientes. Ciertamente, esto se logra utili-
zando un receptor intruso que emplea un me´todo de aproximacio´n por reduccio´n
progresiva del error de recuperacio´n, en funcio´n del valor del para´metro.
7 Los algoritmos de cifrado cao´ticos continuos de doble ovillo, como el de Lorenz
y el de Chua, que utilizan los esquemas de sincronizacio´n excitador-respuesta,
con algu´n coeficiente de Lyapunov condicional positivo, solo pueden implemen-
tarse digitalmente. En este caso se requiere una perfecta coincidencia entre los
para´metros de transmisor y receptor. Por tanto, la necesaria implementacio´n en
el ordenador, les priva de la supuesta sencillez que les otorgar´ıa la construccio´n
con circuitos analo´gicos.
8 Los algoritmos de cifrado cao´ticos continuos de doble ovillo, como el de Lorenz y el
de Chua, que utilizan los esquemas de sincronizacio´n excitador-respuesta, con
algu´n coeficiente de Lyapunov condicional positivo, son inseguros, debido a que
son sensibles al ataque por maximizacio´n de la apertura del ojo, aportado por
nosotros en esta tesis.
Algoritmos de cifrado discretos
9 Los generadores pseudoaleatorios cao´ticos discretos para cifrado en flujo, basados en
funciones recursivas de una sola variable, son inseguros debido a que no generan
realmente secuencias indistinguibles de una aute´ntica secuencia aleatoria, sino
una permutacio´n de todos sus valores posibles.
10 Los generadores pseudoaleatorios cao´ticos discretos para cifrado en flujo, que no
tienen en cuenta los problemas inducidos por la degradacio´n dina´mica ocasio-
nada por la precisio´n finita del ordenador tales como la falta de aleatoriedad y
periodos cortos, son inseguros.
11 Los generadores pseudoaleatorios cao´ticos discretos para cifrado en flujo, basa-
dos en funciones recursivas de una sola variable, como las aplicaciones lineales
a trozos, las aplicaciones unimodales, los polinomios de Chebychev, etc., son
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inseguros debido a su falta de entrop´ıa, la cual se pone de manifiesto con las
herramientas gra´ficas desarrolladas en la elaboracio´n de esta tesis.
10.2. Aportaciones
Las principales aportaciones al criptoana´lisis y disen˜o de criptosistemas cao´ticos
que se describen en esta tesis son las siguientes:
1 Desarrollo de un me´todo para determinar los para´metros de algunos sistemas cao´ti-
cos de doble ovillo, incluyendo el sistema de Lorenz y el circuito de Chua, a partir
de una de sus variables. El me´todo propuesto se utiliza para encontrar defectos
de seguridad en los sistemas de cifrado cao´tico continuo.
2 Criptoana´lisis de los sistemas de cifrado cao´tico propuestos por Wang y Bu y los
propuestos por Xu y Li en 2004, aplicando los resultados anteriores. Se plantean
algunas soluciones para mejorar los cifrados en cuestio´n, aunque limitadas, ya
que estos sistemas no son adecuados para su uso en criptograf´ıa.
3 Criptoana´lisis de un esquema de cifrado propuesto por Jiang en 2002, basado en la
sincronizacio´n proyectiva, utilizando un me´todo basado en el estudio del sistema
de Lorenz, cuando se utiliza en criptosistemas de dos canales.
4 Criptoana´lisis de un sistema de cifrado cao´tico propuesto por Gunay et al. en 2005,
basado en la realizacio´n de redes neuronales celulares del circuito de Chua.
5 Criptoana´lisis de un criptosistema cao´tico propuesto por Zaher en 2011, basado en
el sistema de Lorenz, que utiliza dos canales de comunicacio´n y una funcio´n no
lineal cao´tica. Se demuestra que el sistema propuesto es inseguro, ya que los
valores de los para´metros del sistema pueden determinarse con gran precisio´n
utilizando un receptor intruso.
6 De acuerdo a los resultados obtenidos en el estudio de los sistemas cao´ticos discretos
y el criptoana´lisis de varios sistemas de cifrado cao´tico recientemente expuestos,
se propone una metodolog´ıa para el disen˜o de generadores pseudoaleatorios
criptogra´ficamente seguros que consta de un estudio paso a paso de las fortalezas
y debilidades de las operaciones empleadas.
7 Disen˜o de dos familias de generadores pseudoaleatorios cao´ticos criptogra´ficamente
seguros basados en el acoplamiento de varias aplicaciones cao´ticas lineales a
trozos (PWLCM-s), denominadas Rotary y Trident, utilizando precisio´n finita.
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El disen˜o de la familia de generadores pseudoaleatorios Rotary, ha servido como
base para la solicitud de una Patente Internacional transferida a Telefo´nica
S.A. Asimismo esta familia de generadores se utiliza en el disen˜o un algoritmo
de cifrado cao´tico en flujo criptogra´ficamente seguro y ra´pido especialmente
disen˜ado para satisfacer las necesidades de tiempo real de cifrado de la tecnolog´ıa
mo´vil del que se ha solicitado una segunda Patente Internacional transferida a
Telefo´nica S.A.
8 Dados los resultados anteriores, se propone una familia de generadores pseudoalea-
torios denominada Trifork basada en la combinacio´n de varios generadores de
Fibonacci perturbados. Esta familia de generadores es criptogra´ficamente segu-
ra y apta para su utilizacio´n en el cifrado en tiempo real. Los ana´lisis detallados
muestran que el generador cao´tico propuesto puede proporcionar una velocidad
de cifrado ra´pida y un alto nivel de seguridad al mismo tiempo. El cifrado tam-
bie´n se puede considerar como modelo general de los nuevos sistemas de cifrado
discretos cao´ticos.
9 Los generadores pseudoaleatorios cao´ticos propuestos en esta tesis tienen una ve-
locidad comparable con los generadores convencionales ma´s recientes y una
realizacio´n sencilla y fa´cil de reproducir.
10 En el disen˜o se han utilizado aplicaciones cao´ticas simples, lo que ha permitido
operar con enteros de igual cantidad de bits que el taman˜o de palabra de la
ma´quina. Las operaciones aritme´ticas mo´dulo el taman˜o de la palabra de la
ma´quina, operaciones booleanas bit a bit y desplazamientos de bits se reali-
zan eficazmente, logrando as´ı una gran complejidad matema´tica junto con una
elevada eficiencia computacional.
Adema´s, la combinacio´n de operaciones aritme´ticas y operaciones orientadas a
bit, dificulta la realizacio´n de los ataques empleados en la literatura revisada
contra los generadores puramente algebraicos y los ataques puramente orienta-
dos a bits.
11 En cuanto a las estructuras utilizadas en el disen˜o, hemos comprobado que la com-
binacio´n de diferentes secuencias mediante una funcio´n irreversible consigue un
aumento de la seguridad ya que resulta imposible hacer un ana´lisis individua-
lizado de las secuencias generadas por cada aplicacio´n cao´tica, dificultando un
ataque criptoanal´ıtico.
12 Se han desarrollado procedimientos pra´cticos para paliar el problema de la degra-
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dacio´n de los sistemas cao´ticos digitales. Entre ellos la combinacio´n de opera-
ciones como rotacio´n y desplazamiento de bits junto con la perturbacio´n pseu-
doaleatoria.
13 El procedimiento de disen˜o utilizado analiza paso a paso la repercusio´n de cada
una de las operaciones realizadas en el generador disen˜ado, utilizando una com-
binacio´n de herramientas de ana´lisis provenientes de la criptolog´ıa, el procesado
de sen˜ales y de la teor´ıa de los sistemas dina´micos cao´ticos.
Una gran parte de los ataques a los generadores pseudoaleatorios explotan la
falta de aleatoriedad de los mismos, para evitar estos ataques hemos realizado
innumerables pruebas estad´ısticas a mu´ltiples secuencias de salida de los gene-
radores bajo estudio, corroborando su aleatoriedad, entre ellas las esta´ndar del
NIST, Diehard, el Juego de Caos que permite detectar visualmente patrones
repetitivos en las secuencias generadas, lo que denota tambie´n la falta de alea-
toriedad en las mismas. El mayor exponente de Lyapunov nos da una medida de
la sensibilidad del sistema con respecto a las condiciones iniciales, que en este
caso estar´ıan dadas por la semilla (clave) del generador. Adema´s, se ha utilizado
la aplicacio´n de retorno como herramienta que permite detectar la existencia
de alguna informacio´n u´til acerca de los para´metros del sistema para el cripto-
analista. Una medida de la imprevisibilidad de una secuencia es su complejidad
lineal que ha resultado ser muy elevada en los generadores propuestos lo que
favorece la imprevisibilidad de las secuencias generadas.
10.3. Perspectiva futura de investigacio´n
Compartimos la opinio´n de muchos autores de que las investigaciones futuras en
el a´rea de la criptograf´ıa cao´tica debe enfocarse a una mayor interrelacio´n entre las
a´reas de los sistemas dina´micos cao´ticos y la criptograf´ıa. Hemos demostrado que las
nuevas estructuras de cifrados cao´ticos pueden ser ma´s u´tiles si se introducen algunas
ideas nuevas que mejoren el rendimiento y la seguridad de estos criptosistemas.
Entre los aspectos que consideramos abiertos a la investigacio´n se encuentran:
La teor´ıa sobre el caos digital. Sistematizar el estudio del caos en el espacio
discreto (pseudo-caos), relacionando las propiedades dina´micas de los sistemas
cao´ticos digitales que son deseables en criptograf´ıa. Los trabajos de [Henri Wael-
broeck, 1999, Alvarez and Li, 2006b, Arroyo et al., 2008, Amigo´, 2009, Lozi
R.,2011] y los trabajos recogidos en el libro [Kocarev and Lian, 2011], han mar-
cado pautas importantes en esta direccio´n.
199
La imprevisibilidad de las secuencias pseudoaleatorias generadas por caos digi-
tal. Las secuencias pseudoaleatorias generadas por el caos digital son el nu´cleo
de muchos cifrados cao´ticos actuales. Co´mo medir la imprevisibilidad de las se-
cuencias pseudoaleatorias es un problema aun no resuelto a pesar de todas las
herramientas que hemos utilizado en esta tesis, reiteramos que es una trabajo
que no se puede dar por terminado. En la teor´ıa del caos continuo, la entrop´ıa
de la informacio´n se puede utilizar para describir la razo´n de la pe´rdida de in-
formacio´n con respecto a las iteraciones del sistema. Un concepto similar puede
utilizarse tambie´n para explicar cualitativamente la imprevisibilidad, como se
analiza en [Li Shujun. et al., 2001, Arroyo D. PhD, 2009].
El caos en los cifrados convencionales. Cualquier cifrado convencional se puede
considerar como un cifrado cao´tico o pseudocao´tico. Una investigacio´n de este
aspecto puede resultar u´til para el disen˜o de los cifrados convencionales y el
cifrado cao´tico. Por ejemplo ser´ıa de gran ayuda explicar, desde el punto de
vista de la teor´ıa del caos, las funciones y operaciones no lineales utilizadas en
los sistemas criptogra´ficos convencionales as´ı como redefinir los conceptos de
difusio´n y confusio´n con la teor´ıa del caos, etc.
El criptoana´lisis de los cifrados cao´ticos propuestos. Los avances recientes en la
criptolog´ıa de los cifrados en bloque promovidas por los criptoana´lisis lineal y
diferencial han demostrado la importancia del criptoana´lisis en la criptolog´ıa,
de manera que la implementacio´n de nuevos ataques a los cifrados cao´ticos
existentes podra´n impulsar el desarrollo de la criptograf´ıa cao´tica, por lo que
siempre sera´ un tema abierto de actualidad.
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APE´NDICE A
Criterios de evaluacio´n de la secuencia pseudoaleatoria
para aplicaciones criptogra´ficas
El ana´lisis de la aleatoriedad de la secuencia bajo estudio se realiza mediante
diferentes tests estad´ısticos. Cada test comprueba si la secuencia tiene o no alguna
caracter´ıstica que permita suponer su aparente aleatoriedad. Las conclusiones de los
diferentes tests son probabil´ısticas por lo que no se puede afirmar que son definitivas.
Si la secuencia estudiada supera todos los tests estad´ısticos a los que ha sido sometida,
entonces podemos aceptar dicha secuencia como aleatoria. Digamos que la secuencia
ha sido aceptada porque no ha podido ser rechazada.
Actualmente no se dispone de ninguna prueba matema´tica que nos permita afirmar
de manera concluyente la propiedad de aleatoriedad de una secuencia dada. Desde
el punto de vista criptogra´fico es imperativo someter las secuencias pseudoaleatorias
generadas a todos los ana´lisis estad´ısticos posibles como paso previo a su aceptacio´n
como parte de cualquier aplicacio´n criptogra´fica.
A continuacio´n, presentamos algunas definiciones necesarias para tener en cuenta
el ana´lisis de los diferentes test estad´ısticos.
A.1. Aleatoriedad e impredecibilidad
Un bit de secuencia aleatoria perfecta se puede interpretar como el resultado del
((lanzamiento de una moneda)) el giro imparcial de las caras de una moneda, con lados
etiquetados con 0 y 1 cada uno con una probabilidad de 1
2
para producir un ((cero)) o
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un ((uno)). Como las caras son independientes unas de otras, el resultado de cualquier
lanzamiento de la moneda no afecta el resultado futuro. Esto es un generador de
bits aleatorios perfecto, los valores 0 y 1 se distribuira´n aleatoria y uniformemente
y todos los elementos de la secuencia se generan independientemente unos de otros.
Adema´s, el valor del pro´ximo elemento en la secuencia no se puede predecir a pesar
de la cantidad de elementos que se hayan producido hasta ese momento. Obviamente
el uso de este sistema para propo´sitos criptogra´ficos es inviable. Sin embargo la salida
hipote´tica de tal generador de verdadera secuencia aleatoria idealizado sirve como
referencia para la evaluacio´n de los generadores aleatorios.
A.1.1. Postulados de Golomb
En 1967, S. W. Golomb [Golomb, 1982] postulo´ tres propiedades que se asocian
con la aleatoriedad de secuencias finitas y condensan de una forma sencilla las propie-
dades que se esperan de las secuencias pseudoaleatorias. El hecho de que una secuencia
cumpla con estos postulados no implica necesariamente que sea impredecible (condi-
cio´n que esta´ asociada tambie´n a las secuencias verdaderamente aleatorias), pero se
asegura un comportamiento aleatorio adecuado.
Los postulados de Golomb, se asocian a secuencias binarias y son:
1. En cada periodo de la secuencia, el nu´mero de ((unos)) tiene que ser aproxima-
damente igual al nu´mero de ((ceros)). Es decir, el nu´mero de ((unos)) en cada
periodo debe diferir del nu´mero de ((ceros)) en no ma´s de uno.
2. En cada periodo de la secuencia, la mitad de las rachas (del nu´mero total de
rachas observadas) debe tener longitud 1, la cuarta parte debe tener longitud 2,
la octava parte debe tener longitud 3, etc. De igual forma, para cada una de las
longitudes anteriores habra´ el mismo nu´mero de rachas de ceros que de unos.
3. La autocorrelacio´n, AC(k), fuera de fase es constante para todo valor de k. Para
que una secuencia satisfaga este postulado, la funcio´n de autocorrelacio´n debe
ser bi-valuada.
Estas propiedades quedan recogidas y superadas con nuevos tests que presentan
en [Menezes et al., 1997, NIST, 2010].
A.1.2. Estudio de la complejidad lineal
Cualquier secuencia binaria finita puede ser generada por un registro de despla-
zamiento realimentado linealmente, en adelante LFSR.
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Definicio´n A.1.1. Se denomina complejidad lineal de una secuencia binaria finita
sn, denotada por L(sn) a la longitud del mı´nimo LFSR que es capaz de generarla.
Una secuencia empleada en aplicaciones criptogra´ficas debe tener una gran com-
plejidad lineal para no ser vulnerable a un ataque mediante un sistema de ecuaciones
lineales.
Definicio´n A.1.2. Perfil de la complejidad lineal: Sea sn = s0, s1, . . . , sN−1 con N >
0 una secuencia binaria finita, la secuencia L1, L2, . . . , LN se denomina perfil de la
complejidad lineal de dicha secuencia.
El perfil de la complejidad lineal de una secuencia se calcula por el algoritmo de
Berlekamp Massey. Se pueden representar gra´ficamente los diferentes valores de las
sucesivas complejidades lineales, fijando los puntos (N,LN) en el plano N × L. La
gra´fica del perfil de la complejidad lineal de una secuencia aparentemente aleatoria
tiene la forma de una escalera creciente que sigue pro´xima y de forma irregular a la
recta L = N
2
, siendo N el nu´mero de bits de cada subsecuencia ([Menezes et al., 1997]).
Como todos los dema´s test, el hecho de que una secuencia tenga una complejidad lineal
similar a la de una secuencia verdaderamente aleatoria no es concluyente para afirmar
que dicha secuencia es aleatoria.
A.1.3. Impredecibilidad
Los nu´meros pseudoaleatorios generados para aplicaciones criptogra´ficas deben
ser imprevisibles. Si se desconoce la semilla de los generadores pseudoaleatorios,
la salida del pro´ximo nu´mero en la secuencia tendra´ que ser impredecible a pesar
de conocer cualquier nu´mero generado previamente; esta propiedad se conoce como
((imprevisibilidad hacia adelante)). Tampoco debe ser posible determinar la semilla del
generador a partir del conocimiento de algunos valores generados (((impredecibilidad
hacia atra´s))). No debe existir correlacio´n entre la semilla y cualquier valor generado
a partir de ella. Cada elemento de la secuencia debe aparecer como la salida de un
nuevo evento aleatorio independiente, cuya probabilidad es 1
2
.
Para asegurar la impredecibilidad hacia adelante se debe ser muy cuidadoso a la
hora de elegir la semilla. Los valores generados por una PRNG son completamente
predecibles si se conoce la semilla y el algoritmo de generacio´n. Como los algoritmos
de generacio´n deben ser pu´blicamente conocidos y el secreto a guardar es la semilla,
la secuencia pseudoaleatoria generada no debe dar ninguna pista acerca de la semilla
utilizada, por tanto la semilla por s´ı misma debe ser impredecible.
Resumiendo, cuando se realizan pruebas de aleatoriedad a secuencias binarias
aleatorias se asume lo siguiente:
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Uniformidad: En cualquier punto de la generacio´n de una secuencia aleatoria
o bits pseudoaleatorios, la ocurrencia de un ((cero)) o un ((uno)) es igualmente
probable, es decir, la probabilidad de cada uno es exactamente 1
2
. El nu´mero
esperado de ((ceros)) (o ((unos))) es n
2
, donde n es la longitud de la secuencia.
Escalabilidad: Cualquier prueba aplicable a una secuencia, podra´ ser aplicada
tambie´n a subsecuencias extra´ıdas aleatoriamente. Si la secuencia es aleatoria,
entonces cada subsecuencia extra´ıda tambie´n sera´ aleatoria, por tanto cualquier
subsecuencia extra´ıda debera´ tambie´n pasar el test de aleatoriedad.
Consistencia: El comportamiento de un generador sera´ consistente con el valor
inicial, es decir con la semilla. Quiere decir que si la semilla es un para´metro
de´bil, la secuencia generada tambie´n lo sera´; por tanto es inadecuado comprobar
un generador de secuencia pseudoaleatorio basados en la utilizacio´n de una mala
semilla o a un generador aleatorio sobre la base de una salida producida a partir
de una salida f´ısica poco aleatoria.
A.2. Pruebas estad´ısticas
Como hemos explicado, las aplicaciones criptogra´ficas exigen que las secuencias
pseudoaleatorias sean indistinguibles de una verdaderamente aleatoria uniformemen-
te distribuida. Para determinar esta propiedad existen diversos tests estad´ısticos, que
permiten detectar los defectos en las mismas. El hecho de que un generador supere
una lista determinada de tests estad´ısticos no permite certificar su condicio´n de alea-
toriedad de forma definitiva. La siguiente tabla muestra algunas de las bater´ıas de
test que se pueden emplear para evaluar dichos generadores:
Bater´ıas de Test estad´ısticos
Fuente/Afiliacio´n Test estad´ısticos
D. Knuth/Univ. Stanford The Art of Computer Programming Vol2.
G. Marsaglia/Univ. Florida Diehard
H. Gustafson et al/Uinv. Queensland Crypt-XS
A. Menezes, et al/CRC Press,Inc Handbook of Applied Cryptography
A. Rukhin, et al/NIST ITL NIST Statistical Test Suite
J. Walker/Fourmilab ENT
P. LE´cuyer/ Univ. Montre´al TestU01
Cuadro A.1. Bater´ıa de pruebas estad´ısticas
En el libro de D. Knuth The Art of Computer Programmin, Seminumerical Algo-
rithms, vol.2, se describen varias pruebas emp´ıricas que incluyen, los test de frecuen-
207
cia, de serie, poker, la permutacio´n del coleccionista de cupones, de rachas, test de
colisio´n, espaciamientos de cumplean˜os y el test de la correlacio´n serial, entre otros.
Para ma´s informacio´n, ver The Art of Computer Programming
A.2.1. Bater´ıa de pruebas estad´ısticas del NIST
La bater´ıa de pruebas estad´ısticas del NIST [NIST, 2010] es el resultado de la
colaboracio´n entre la Divisio´n de Seguridad Informa´tica y la Divisio´n de Ingenier´ıa
de Estad´ıstica del NIST. En el paquete se incluyen actualmente 15 pruebas estad´ısti-
cas, entre ellas la prueba estad´ıstica de frecuencia, prueba estad´ıstica de frecuencia
de bloques, suma acumulativa, rachas, rachas largas, pruebas estad´ısticas espectral
(basado en la transformada discreta de Fourier), pruebas estad´ısticas universal de
Maurer, prueba estad´ıstica de la entrop´ıa aproximada (basado en los trabajos de Pin-
cus, Singer y Kalman), excursiones aleatorias (debido a Baron y Rukhin), pruebas
estad´ısticas de la complejidad lineal y pruebas estad´ısticas de series, entre otras. Los
detalles se encuentran en la web: NIST
Para ejecutar todas las pruebas, el usuario necesita saber, co´mo funciona su
PRNG. Este conjunto de pruebas no es adecuado cuando se desconoce el generador.
Todas estas pruebas estad´ısticas son recomendados por el ETSI (European Telecom-
munications Standards Institute) cuya web es: ETSI.
A.2.2. Bater´ıa de pruebas de ((Diehard))
Consiste en una bater´ıa de pruebas estad´ısticas para medir la calidad de una se-
cuencia de nu´meros aleatorios. Fue desarrollado por George Marsaglia y publicado por
vez primera en 1995. Los pruebas estad´ısticas pueden obtenerse en la web: Diehard,
desde donde se puede obtener el co´digo fuente en C con la implementacio´n de cada
uno de ellos. Consta de 15 pruebas estad´ısticas, la mayor´ıa de e´stas dan como resul-
tado un valor p. Para una secuencia de bits aleatorios independientes debera´ estar
uniformemente distribuido en el intervalo [0, 1). Los valores de p son obtenidos me-
diante la ecuacio´n p = 1−F (X), siendo F la distribucio´n de la muestra de la variable
aleatoria, que generalmente es la distribucio´n normal.
Como el valor de F asumido es una aproximacio´n asinto´tica, el ajuste de la apro-
ximacio´n sera´ peor en las colas. As´ı que probablemente se obtendra´n valores de p
cercanos a 0 o 1, como por ejemplo, 0.0012 o 0.9983. Cuando una secuencia de bits
tiene realmente un fallo grande, obtendremos valores de p con seis o ma´s lugares
rellenos de ceros o de unos.
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A.2.3. Bater´ıa TestU01 de LE´cuyer
La bater´ıa de pruebas estad´ısticas desarrollada por LE´cuyer y Simard, TestU01
es una biblioteca de software, implementada en ANSI C, y que ofrece una coleccio´n
de utilidades para el ana´lisis emp´ırico de la estad´ıstica de los generadores de nu´meros
aleatorios uniformes. La biblioteca implementa varios tipos de generadores de nu´meros
aleatorios en forma gene´rica, as´ı como muchos generadores espec´ıficos propuestos en
la literatura o que se encuentran ampliamente utilizados en algunos softwares. Se
proporcionan implementaciones generales de las pruebas cla´sicas de estad´ıstica para
los generadores de nu´meros aleatorios, as´ı como otras propuestas en la literatura, y
algunas originales. Estas pruebas se pueden aplicar a los generadores predefinidos
en la biblioteca y a generadores definidos por el usuario. Se implementan bater´ıas
de pruebas espec´ıficas, ya sea para las secuencias de nu´meros aleatorios uniformes
en [0, 1] o para secuencias de bits. Se proporcionan tambie´n herramientas ba´sicas
para trazar los vectores de los puntos producidos por los generadores. Las pruebas
estad´ısticas pueden obtenerse en la web: TestU01
A.3. Me´todos de evaluacio´n estad´ıstica
La prueba por hipo´tesis estad´ıstica es un procedimiento de generacio´n de conclu-
siones que tiene dos salidas posibles, aceptar una u otra hipo´tesis.
A.3.1. Prueba de hipo´tesis
Una hipo´tesis estad´ıstica denotada por H0, es una afirmacio´n acerca de la distri-
bucio´n de una o ma´s variables aleatorias. La prueba de una hipo´tesis estad´ıstica es un
procedimiento en base a los valores observados de las variables aleatorias que conduce
a la aceptacio´n o rechazo de la hypothesis H0. La prueba solo proporciona una medida
de la fortaleza de la evidencia proporcionada por los datos contra la hipo´tesis, por
lo que la conclusio´n de una prueba no es definitiva, sino ma´s bien probabil´ıstica. Un
resumen de las hipo´tesis estad´ısticas se presenta en el cuadro (A.3.1).
El siguiente cuadro relaciona las conclusiones del procedimiento de prueba por
hipo´tesis estad´ıstica.
Situacio´n
verdadera
Conclusiones
Aceptar H0 Aceptar Ha
Datos aleatorios Sin error Error tipo I
Datos no aleatorios Error tipo II Sin error
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La prueba estad´ıstica se formula para probar una hipo´tesis espec´ıfica(H0). Aqu´ı la
hipo´tesis bajo prueba es ((la secuencia evaluada es aleatoria)).
Asociada con esta hipo´tesis se encuentra la hipo´tesis alternativa (Ha) la cual
significa aqu´ı que la secuencia no es aleatoria. Para cada prueba aplicada, existe una
conclusio´n que acepta o rechaza la hipo´tesis H0; es decir, si el generador esta´, o no,
produciendo valores aleatorios.
Si los datos son ciertamente aleatorios y la conclusio´n obtenida es rechazar la
hipo´tesis H0 ocurrira´ un ((error de tipo I)). Si los datos realmente no son aleatorios,
entonces la conclusio´n de aceptar la hipo´tesis nula se denomina ((error tipo II)). La
conclusio´n de aceptar H0 cuando los datos son realmente aleatorios y rechazarlo
cuando no lo son, es la correcta.
La probabilidad de encontrar un error tipo I se denomina ((nivel de significancia
de la prueba estad´ıstica)). Esta propiedad se puede asumir antes de aplicar la prueba
estad´ıstica y se denota por α. Para las pruebas estad´ısticas α representa la probabili-
dad de que el resultado de la prueba indique que la secuencia no es aleatoria cuando
en realidad lo es. Es decir, que una secuencia aparente no ser aleatoria cuando en
realidad la secuencia ha sido generada por un ((buen)) generador.
La probabilidad de encontrar un error de tipo II se denota por β. Para las pruebas
estad´ısticas, β es la probabilidad de que el resultado de la prueba indique que la
secuencia es aleatoria, cuando en realidad no lo es; es decir, que existe un generador
malo que genera una secuencia que aparenta ser aleatoria. β no es un valor fijo, ya
que puede tomar muchos valores distintos debido a que existe un nu´mero infinito de
formas en las que una secuencia puede ser no aleatoria, y cada una de estas formas
distintas puede llevarnos a diferentes β. En el ca´lculo del error tipo II, β es ma´s dif´ıcil
de encontrar que α, debido a los muchos casos posibles de no aleatoriedad.
Una de las primeras tareas de las pruebas estad´ısticas es minimizar la probabilidad
de encontrar un error de tipo II; es decir, eliminar la probabilidad de aceptar que una
secuencia es aleatoria cuando en realidad no lo es. Las probabilidades α y β esta´n
relacionadas entre s´ı y con el taman˜o n de la secuencia evaluada de tal manera que,
si dos de ellos se especifican, el tercer valor es determinado automa´ticamente.
Usualmente se selecciona una muestra de taman˜o n y un valor de α (la probabilidad
de un error tipo I, ((nivel de significancia))). Luego se selecciona un punto cr´ıtico para
una estad´ıstica dada de modo que produzca el menor valor de β. Es decir, un taman˜o
de muestra adecuado y una probabilidad aceptable de decidir que una secuencia no
es aleatoria, cuando e´sta es realmente aleatoria. Entonces el punto de corte para la
admisibilidad se elige de modo que la probabilidad de que se acepte una secuencia
como aleatoria cuando no lo es sea la menor posible.
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Cada prueba se basa en calcular un valor estad´ıstico que sera´ funcio´n de los datos.
Si el valor de la prueba estad´ıstica es S y el valor cr´ıtico es t, entonces la probabilidad
de que se cometa un error de tipo I sera´:
P (S > t||H0 es cierta) = P (rechazarH0|H0 es cierta)
La probabilidad de error tipo II sera´:
P (S ≤ t||H0 es falso) = P (aceptarH0|H0 es falso).
A.3.2. Procedimiento de evaluacio´n de una secuencia binaria
1. Establecer la hipo´tesis nula: se asume que la secuencia es aleatoria.
2. Calcular el test estad´ıstico para la secuencia: esto se realiza a nivel de bit.
3. Calcular el valor P: P ∈ [0, 1].
4. Comparar el valor P con α: α ∈ (0.001, 0.01]. La secuencia pasa los test si
P ≥ α; de otro modo, la secuencia falla.
Si se determina que P toma valor de 1 en una prueba estad´ıstica, entonces la se-
cuencia aparenta una aleatoriedad perfecta. Cuando P toma el valor 0, indica que la
secuencia no es aleatoria. El nivel de significancia (α) puede ser elegido para la prue-
ba estad´ıstica. Si P ≥ α, entonces se acepta la hipo´tesis nula; es decir, la secuencia
parece ser aleatoria. Si P < α, entonces la hipo´tesis nula se rechaza y la secuencia
aparenta ser no aleatoria. T´ıpicamente, α se elige en el rango [0.001, 0.01].
Cuando α = 0.001, la prueba estad´ıstica rechaza una secuencia entre mil, si la
secuencia fuera aleatoria. Para P ≥ 0.001, la secuencia se podr´ıa considerar
aleatoria con una confiabilidad del 99.9%. Para P < 0.001, la secuencia se
considera no aleatoria con una confiabilidad del 99.9%.
Cuando α = 0.01, la prueba estad´ıstica rechaza una secuencia entre cien. Para
P ≥ 0.01, la secuencia se podr´ıa considerar aleatoria con una confiabilidad del
99%. Para P < 0.01, la secuencia se considera no aleatoria con una confiabilidad
del 99%.
En las pruebas estad´ısticas realizadas se ha utilizado α = 0.01.
APE´NDICE B
Colisiones en las secuencias aleatorias
B.1. Introduccio´n a las colisiones
Una caracter´ıstica fundamental de las secuencias verdaderamente aleatorias es
la ocurrencia de ((colisiones)); es decir, que una secuencia aleatoria aute´ntica tiene
bastantes repeticiones de los nu´meros que la componen, ya que algunos nu´meros
pueden aparecer repetidos mu´ltiples veces mucho antes de que hayan aparecido todos
y cada uno de los nu´meros posibles.
Este feno´meno se conoce en el mundo matema´tico anglosajo´n como (coupon co-
llector’s problem), que en Espan˜a se puede denominar ((el problema del coleccionista
de cromos)). Cuando alguien quiere coleccionar los cromos de un album —suponiendo
que el vendedor de cromos sea honrado, es decir, suministre todos los cromos con igual
probabilidad— y va comprando los cromos uno a uno, sucede que va encontrando cro-
mos repetidos muy ra´pidamente, algunos de ellos repetidos mu´ltiples veces. Cuando
ha comprado una cantidad de cromos igual al total de cromos que caben en el album,
comprueba que solo ha conseguido aproximadamente 2/3 de todo el conjunto de cro-
mos diferentes y por tanto tiene 1/3 de cromos repetidos. Si sigue comprando cromos
hasta que logra el u´ltimo de la coleccio´n, comprobara´ que ha comprado una cantidad
de cromos varias veces superior al total del nu´mero de cromos que tiene el album.
En [Cormen et al., 2001](p. 108-110) se presenta un ana´lisis del problema, reducido
al ca´lculo de los valores aproximados de las colisiones para un nu´mero pequen˜o de
muestras (que coincide con la estimacio´n utilizada en [Tsaban, 2003]), o bien para
un nu´mero muy grande de muestras. No se ha encontrado en la literatura el estudio
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exacto para todos los casos, lo que motiva la confeccio´n del presente ape´ndice.
Supo´ngase que una urna tiene m bolas, numeradas de 1 a m y se van sacando
bolas de una en una, con reposicio´n, apuntando el nu´mero de cada bola. La forma
ma´s sencilla de ca´lculo es trabajar con la cantidad de nu´meros diferentes que se va
obteniendo a medida que se van extrayendo bolas.
Sea E[Dm,N ] el valor esperado, o esperanza matema´tica, de la cantidad de nu´meros
diferentes obtenidos despue´s de la extraccio´n de N bolas. Sea pm,N la probabilidad de
obtener un nu´mero diferente de los ya obtenidos anteriormente, al extraer la bola N .
Se puede calcular recursivamente el valor de E[Dm,N ] y pm,N teniendo en cuenta
que el valor esperado de la cantidad de nu´meros diferentes despue´s de la extraccio´n de
la bola N , sera´ igual al valor esperado de la cantidad de nu´meros diferentes que hab´ıa
antes de sacar esta bola E[Dm,N−1], sumado con la probabilidad de haber obtenido
una bola con nu´mero diferente a los obtenidos anteriormente pm,N , es decir:
E[Dm,N ] = E[Dm,N−1] + pm,N .
La probabilidad de obtener la bola N con un nu´mero diferente a los ya obtenidos
sera´ el cociente de la cantidad de nu´meros que au´n quedan por salir —igual a la
diferencia entre la cantidad total de nu´meros y el valor esperado de la cantidad de
nu´meros aparecidos previamente— y la cantidad total de nu´meros:
pm,N =
m− E[Dm,N−1]
m
.
Una vez extra´ıda la primera bola de la urna y anotado su nu´mero, se
tendra´ E[Dm,1] = 1, por tanto, la probabilidad de obtener una bola con un nu´mero
diferente a los ya obtenidos y el valor esperado de la cantidad de nu´meros diferentes,
para las extracciones segunda y tercera sera´n:
pm,2 =
m−E[Dm,1]
m
=
m− 1
m
,
E[Dm,2] = E[Dm,1] + pm,2 = 1 +
m− 1
m
= m−m
(
m− 1
m
)2
,
pm,3 =
m−E[Dm,2]
m
=
(
m− 1
m
)2
,
E[Dm,3] = E[Dm,2] + pm,3 = 1−
(
m− 1
m
)
+
(
m− 1
m
)2
= m−m
(
m− 1
m
)3
.
Generalizando, la probabilidad de obtener una bola con un nu´mero diferente a los
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ya obtenidos es:
pm,N =
(
m− 1
m
)N−1
, (B.1.1)
y el valor esperado de la cantidad de nu´meros diferentes, despue´s de N extracciones
es:
E[Dm,N ] = m−m
(
m− 1
m
)N
. (B.1.2)
El valor esperado de la cantidad de nu´meros repetidos E[Rm,N ], despue´s de N ex-
tracciones, sera´ igual a la diferencia entre la cantidad de bolas extra´ıdas N y el valor
esperado de la cantidad de nu´meros diferentes obtenidos:
E[Rm,N ] = N −m+m
(
m− 1
m
)N
. (B.1.3)
El valor esperado de la cantidad de nu´meros que faltan por aparecer E[Fm,N ], des-
pue´s de N extracciones, sera´ igual a la diferencia entre la cantidad de bolas existentes
m y el valor esperado de la cantidad de nu´meros diferentes obtenidos:
E[Fm,N ] = m
(
m− 1
m
)N
. (B.1.4)
Dado que el valor de la inversa de la constante e de Euler se define como:
1
e
= l´ım
m→∞
(
m− 1
m
)m
,
se puede aproximar la Ec. (B.1.4), para valores de N ≥ √m≫ 1, como:
E[Fm,N ] ≃ m
eN/m
, (B.1.5)
En el caso particular de que se haya extra´ıdo una cantidad de bolas igual a la can-
tidad total de bolas contenidas en la urna, N = m, la cantidad de nu´meros repetidos
coincide con la cantidad de nu´meros que faltan por aparecer, que sorprendentemente
supera al tercio de los nu´meros extra´ıdos:
E[Rm,m] = E[Fm,m] ≃ m
e
≃ 0, 368 m,
A partir de la Ec. (B.1.5) se puede calcular la mı´nima cantidad de bolas a extraer,
Np, para conseguir un determinado valor esperado E[Fm,Np ] = p de nu´meros faltantes
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para obtener la coleccio´n completa de todos los m posibles nu´meros:
Np = ⌈m ln (m/p)⌉. (B.1.6)
Esto permite resolver el problema del coleccionista de cromos. Imag´ınese que 100
coleccionistas pretenden llenar un album de 1000 cromos (m = 1000). Si se desea
que por lo menos 99 de los 100 lo consigan, es decir que solo uno de los 100 falle en
su intento de conseguir la coleccio´n completa, el valor esperado de cromos faltantes
sera´ E[F1000,Np ] = p = 1/100. Entonces, la cantidad de cromos a adquirir por ca-
da coleccionista sera´ Np = ⌈1000 × ln(1000 × 100)⌉ = 11 513, que es una cantidad
considerablemente grande, bastante mayor de lo que ingenuamente cabr´ıa esperar.
Si se rebajan dra´sticamente las exigencias y se acepta que a cada coleccionista le
falta un solo cromo para llenar su album, se tendra´ que p = 1. Entonces la cantidad
de cromos a comprar por cada uno sera´ Np = ⌈1000 × ln 1000⌉ = 6 908, que sigue
siendo una cantidad sorprendentemente grande, a pesar del poco e´xito conseguido.
Por otra parte, la Ec. (B.1.3) puede simplificarse sustituyendo la expresio´n ((m−
1)/m)N por los tres primeros te´rminos de su desarrollo binomial quedando reducida
a:
E[Rm,N ] ≃ N (N − 1)
2m
, para N ≤ 2√m. (B.1.7)
La Ec. (B.1.7) permite deducir la cantidad mı´nima de nu´meros Nr a extraer para
lograr alcanzar un determinado valor esperado E[Rm,Nr ] ≥ r de nu´meros repetidos:
Nr = ⌈
√
r 2m+ 1/2⌉,
mientras que la cantidad ma´xima de nu´meros Nr a extraer para evitar alcanzar de-
terminado valor esperado Rm,Nr ≤ r de nu´meros repetidos es:
Nr = ⌊
√
r 2m+ 1/2⌋.
B.2. Permutaciones aleatorias
No ha de confundirse una permutacio´n aleatoria con una secuencia pseudoaleato-
ria. Una permutacio´n aleatoria es una secuencia en la que todos los posibles valores
de una variable se producen una u´nica vez, sin repeticiones de ninguno de ellos.
Un ejemplo de permutacio´n aleatoria ser´ıa un mazo de cartas de la baraja espan˜ola
(40 cartas) del que, una vez barajado, se fuesen extrayendo cartas una a una. Un
215
observador imparcial podr´ıa predecir el valor de la primera carta con una probabilidad
p = 1
40
; pero para la segunda extraccio´n el resultado queda condicionado porque ya
solo quedar´ıan 39 cartas, de manera que su probabilidad de acierto ha aumentado
a p = 1
39
. Ide´nticamente, cuando se extrajese la penu´ltima carta su probabilidad
de acierto ser´ıa p = 1
2
y, finalmente, cuando se llegase a la u´ltima carta acertar´ıa
plenamente con probabilidad p = 1. Lo que pone de manifiesto la falta de seguridad
de tal sistema. En cambio, cuando utilizamos un dado —perfectamente equilibrado—
la probabilidad de acierto sera´ siempre 1/6 porque ninguna tirada condiciona las
tiradas sucesivas.
Un gran porcentaje de los supuestos PRNG propuestos para uso criptogra´fico son
funciones recursivas de una u´nica variable. Entre ellos, se pueden sen˜alar los modos
de uso realimentacio´n de la salida, contador y contador de Galois de los algoritmos
de cifrado en bloque AES y TDEA, as´ı como todos los generadores congruenciales
lineales y los LFSR.
En todos ellos la salida coincide en cada momento con el estado interno del gene-
rador. Cada estado del generador es una funcio´n u´nica del estado anterior, de forma
que cuando se alcanza un estado por el que ya se paso´ en un momento anterior se
alcanza el fin de la secuencia, y e´sta empieza a repetirse c´ıclicamente. Esto significa
que no se pueden producir dos o ma´s salidas repetidas, pues la repeticio´n de una
salida conlleva la repeticio´n ide´ntica de toda la secuencia. Es decir, que la secuencia
de salida es una permutacio´n aleatoria de todos los posibles estados del generador.
Cuando se quiera utilizar como generador pseudoaleatorio una permutacio´n alea-
toria, es preciso limitar la cantidad de nu´meros generados a un valor relativamente
pequen˜o; de forma que el valor esperado de repeticiones de nu´meros de una verdadera
secuencia aleatoria, de igual longitud, fuese muy inferior a la unidad. Un valor pra´cti-
co recomendable como l´ımite de la cantidad de nu´meros generados es: n = ⌊ 4√m⌋. De
acuerdo con la Ec. (B.1.7) para n = ⌊ 4√m⌋ el valor esperado de repeticiones es apro-
ximadamente R(m, 4
√
m) ≃ 1
2
√
m
, que se puede considerar despreciable en la mayor´ıa
de los casos.
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