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1. Introduction
In this paper, we consider the following non-autonomous nonlinear reaction–diffusion equation:
∂u
∂t
− u + f (u) = g(t), in Ω (1.1)
with Dirichlet boundary condition
u|∂Ω = 0, (1.2)
and initial condition
u(τ ) = uτ (1.3)
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p  2, Ci > 0, i = 1, . . . ,5, such that
C1|u|p − C2  f (u)u  C3|u|p + C4, (1.4)
fu(u)−C5, (1.5)
for all u ∈R.
Our aim is to study the long-time behavior of solutions of problem (1.1) by the theory of pull-
back attractors. The theory of pullback attractors has been developed for both non-autonomous and
random dynamical system, see Crauel and Flandoli [10], Crauel et al. [11], Cheban [7], Langa and
Schmalfuss [17], Kloeden and Schmalfuss [13], Schenk-Hoppé [23], Caraballo and Real [3], Caraballo
et al. [4–6]. This theory is a natural generalization of the theory of global attractors developed to
study autonomous dynamical systems (Robinson [22], Temam [27,28]), and it is well suited to study
the non-autonomous dynamical systems.
The reaction–diffusion equation model (1.1) is suﬃciently canonical, and has been widely studied.
Let us recall some recent relevant research in this area. For the autonomous case of problem (1.1), i.e.,
when g(t) does not depend on the time t explicitly, the asymptotic behaviors of the solutions have
been studied extensively in the framework of global attractor, see [1,12,22,27,30], and the references
therein. For the non-autonomous case, the asymptotic behaviors of the problem are more complicated,
where the absolute starting time is as important as the elapsed since starting. In [9], V.V. Chepyzhov
and M.I. Vishik study existence of uniform attractor in space L2(Ω) for non-autonomous case with
translation compact forces (see [9] for more details). In [2], the right-hand side g(t) is allowed to be
unbounded in the norm of L2(Ω), namely, the function g(t) is allowed to have polynomial growth in
time,
∣∣g(t)∣∣L2(Ω)  C1|t|r + C2,
for all t ∈ R; Caraballo et al. study the existence of the pullback attractor in space L2(Ω) and the
dimension of pullback attractor. Recently, motivated by [21,29], in [25], H. Song and H. Wu study
the existence of pullback attractor in space H10(Ω) for problem (1.1), using a method based on the
concept of Kuratowski measure of noncompactness of a bounded set, and prove the existence of
pullback attractor in space H10(Ω) when the growth order p and function g(t) satisfy the following
condition: {2 p < ∞, n 2,
2 p  n
n − 2 + 1, n 3,
(1.6)
and
sup
h∈R
h+1∫
h
∣∣g(s)∣∣2L2(Ω) ds < ∞, (1.7)
the condition (1.7) is usually said translation bounded. More recently, the condition (1.7) has been
weakened to the following one
∣∣g(s)∣∣2L2(Ω)  M exp{α|s|}, for all s ∈R, (1.8)
where 0 < α  λ1, λ1 being the ﬁrst eigenvalue of the Laplacian. The existence of uniform and pull-
back attractor in the space Lp(Ω) for this kind of problem was studied in related works [18,19,26].
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order p (p  2 is arbitrary), and prove the existence of unique minimal pullback attractor in space
H10(Ω) without any restriction on the growth order p of the nonlinear term f (u), and with less
restrictive condition than (1.8) on the right-hand side g(t), namely, we assume that
t∫
−∞
eλ1s
∣∣g(s)∣∣2L2(Ω) ds < ∞, for all t ∈R.
The nonlinearity f (u) does not subordinate to the linear part of the equation if p is large enough,
so the usual compactness arguments do not work here. In addition, due to the g(t) dependence on
time t , it seems to be diﬃcult to apply some technique in the autonomous case [30]. To attain our
goal we use the methods introduced in papers [29,25,18], and some new estimates of the solutions;
these estimates are partially motivated by the methods in [22,20] in some sense, see also in [26].
Let D be the class of all families {D(t): t ∈R} of nonempty subsets of H10(Ω) such that
lim
t→−∞ e
λ1t
[
D(t)
]+ = 0, (1.9)
where [D(t)]+ = sup{|u|2
L2(Ω)
: u ∈ D(t)}.
Now we state our main result:
Theorem 1.1. Let
t∫
−∞
eλ1s
∣∣g(s)∣∣2L2(Ω) ds < ∞, for all t ∈R, (1.10)
and let f (u) satisfy conditions (1.4) and (1.5). Then the process U (t, τ ) associated with problem (1.1)–(1.3)
possesses a unique minimal pullback D-attractor Aˆ = {A(t): t ∈R} in H10(Ω).
2. Preliminaries
First, we recall some basic notions and then formulate a general result about existence of pullback
attractors.
Let X be a complete metric space with distance d(·,·). A two-parameter family of mappings acting
on X : U (t, τ ) : X → X , t  τ , τ ∈R, is said to be an evolutionary process (a process for short) if
(1) U (t, τ ) = U (t, r)U (r, τ ), for all τ  r  t ,
(2) U (τ , τ ) = Id is the identity operator, τ ∈R.
Let D be a nonempty class of parameterized sets Dˆ = {D(t): t ∈R} ⊂ P(X), where P(X) denotes
the family of all nonempty subsets of X .
Deﬁnition 2.1. It is said that Bˆ ∈ D is pullback D-absorbing for the process U (t, τ ) if for any t ∈ R
and any Dˆ ∈ D, there exists a τ0(t, Dˆ) t such that
U (t, τ )D(τ ) ⊂ B(t), for τ  τ0(t, Dˆ).
Deﬁnition 2.2. A family Aˆ = {A(t): t ∈R} ⊂ P(X) is said to be a pullback D-attractor for the process
U (·,·) in X if
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(2) Aˆ is pullback D-attracting, i.e.,
lim
τ→−∞dist
(
U (t, τ )D(τ ), A(t)
)= 0, for all Dˆ ∈ D, and all t ∈R,
(3) Aˆ is invariant, i.e., U (t, τ )A(τ ) = A(t), for −∞ < τ  t < +∞ where dist(A, B) is the Hausdorff
semi-distance between A and B , deﬁned as
dist(A, B) = sup
x∈A
inf
y∈B d(x, y), for A, B ⊂ X .
We call Aˆ minimal if for every family Cˆ = {C(t): t ∈ R} ⊂ P(X) of closed sets such that
limτ→−∞ dist(U (t, τ )B(τ ),C(t)) = 0, it is A(t) ⊂ C(t).
Let A be a nonempty bounded set of X . The Kuratowski measure of noncompactness [12,24,15] is
deﬁned by
α(A) = inf{δ > 0 | A has a ﬁnite open cover of sets of diameter δ}.
Deﬁnition 2.3. A process U (t, τ ) on X is said to be pullback D-limit-set compact if for any Dˆ ∈ D,
lim
s→−∞α
(⋃
τ<s
U (t, τ )D(τ )
)
= 0.
Deﬁnition 2.4. Let X be a Banach space. A process U (t, τ ) is said to be norm-to-weak continuous on
X if for all t, τ ∈R with t  τ and for every sequence xn ∈ X ,
xn → x strongly in X ⇒ U (t, τ )xn ⇀ U (t, τ )x weakly in X .
Obviously, continuous process and weak continuous process are both norm-to-weak continuous
processes. The following result is very useful to check that the process is norm-to-weak continuous.
Theorem 2.1. (See [25,30].) Let X, Y be two Banach spaces, X∗, Y ∗ be respectively their dual spaces. Assume
that X is dense in Y , the injection i : X → Y is continuous, its adjoint i∗ : Y ∗ → X∗ is dense, and U is a norm-
to-weak continuous process on Y . Then U is a norm-to-weak continuous process on X if and only if for any
τ ∈R, t  τ , U (t, τ ) maps compact sets of X to bounded sets of X .
Theorem 2.2. Let X be a Banach space, U (t, τ ) be a norm-to-weak continuous process in X satisfying the
following conditions:
(1) There exists a family Bˆ of pullback D-absorbing sets in X,
(2) U (t, τ ) is pullback D-limit-set compact,
then there exists a minimal pullback D-attractor Aˆ in X given by
A(t) =
⋂
st
⋃
τs
U (t, τ )B(τ ).
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Condition (C) if for any t ∈ R, Dˆ ∈ D and ε > 0, there exist τ0(Dˆ, t, ε) and a ﬁnite dimensional
subspace X1 of X such that
P
( ⋃
τ<τ0
U (t, τ )D(τ )
)
is bounded in X,
and ∥∥∥∥(I − P )
( ⋃
ττ0
U (t, τ )D(τ )
)∥∥∥∥ ε,
where P : X → X1 is a bounded projector.
Remark 2.1. The idea of pullback D-Condition (C) comes from Conditions (C) (see Q.F. Ma, S.H. Wang
and C.K. Zhong [21]). Sometimes pullback D-Condition (C) is called pullback D-ﬂattening condition
(see P.E. Kloeden and J.A. Langa [14], or G. Łukaszewicz and A. Tarasin´ska [16]).
The next theorem gives a convenient method for verifying the pullback D-limit-set compact, and
the method is quite easy to apply in many concrete problems.
Theorem 2.3. (See [29,25,18].) Let U (t, τ ) be a process in a uniformly convex Banach space X. Then the
following conditions are equivalent:
(1) U (t, τ ) satisﬁes pullback D-Condition (C) (pullback D-ﬂattening condition),
(2) U (t, τ ) is pullback D-limit-set compact.
3. Pullback attractors of non-autonomous reaction–diffusion equations
For convenience, denote H = L2(Ω) with norm of | · |2 and scalar product (·,·), V = H10(Ω) with
norm of ‖ · ‖ and scalar production ((·,·)), let | · |p be the norm of Lp(Ω), |u| the modulus (or absolute
value) of u. Since Ω ⊂ Rn is a bounded smooth domain, we take the equivalent norm in H10(Ω) and
H2(Ω) ∩ H10(Ω), respectively, by
|∇u|2 =
(
n∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣
2
dx
) 1
2
, for any u ∈ H10(Ω),
|u|2 =
(
n∑
i=1
∫
Ω
∣∣∣∣∂2u∂x2i
∣∣∣∣
2
dx
) 1
2
, for any u ∈ H2 ∩ H10(Ω). (3.1)
For a norm in an other space E we shall use the notation ‖ · ‖E .
We start with the following general existence and uniqueness of solutions which can be obtained
by the normal Faedo–Galerkin method. Here we only state the results, and the interested readers can
be referred to [8,20,22].
Theorem 3.1. For any τ , T ∈ R, T > τ , uτ ∈ L2(Ω) there exists a unique solution u(·) ∈ C([τ , T ], H) ∩
L2(τ , T ; V ) ∩ Lp(τ , T ; Lp(Ω)). For all uτ , vτ ∈ L2(Ω), t ∈ [τ , T ] it holds∣∣u(t) − v(t)∣∣  exp(C5(t − τ ))|uτ − vτ |2. (3.2)2
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u ∈ C([τ , T ]; H10(Ω))∩ L2(τ , T ; H2(Ω)), T > τ.
If furthermore, uτ ∈ H10(Ω) ∩ Lp(Ω), then
u ∈ C([τ , T ]; H10(Ω))∩ L∞(τ , T ; Lp(Ω))∩ L2(τ , T ; H2(Ω)), T > τ,
and
du
dt
∈ L2(τ , T ; H).
By Theorem 3.1, the process acting in the space V is deﬁned as follows:
U (t, τ ): U (t, τ )uτ = u(t),
where u(t) is the solution of problem (1.1).
In the sequel we shall also need the following lemma.
Lemma 3.1. Let r > 0, λ > 0, τ ∈R, and for s > τ
y′(s) + λy(s) h(s), (3.3)
where the functions y, y′ , h are assumed to be locally integrable and y, h nonnegative on the interval t < s <
t + r, for some t  τ . Then for any δ ∈ (0, r)
y(t + r) e−λ(r−δ) 1
δ
t+r∫
t
y(s)ds + e−λ(t+r)
t+r∫
t
eλsh(s)ds.
In particular, let δ = r2 ,
y(t + r) e−λ r2 2
r
t+r∫
t
y(s)ds + e−λ(t+r)
t+r∫
t
eλsh(s)ds.
Proof. Let t < s < t + r. Multiplying both sides of (3.3) by eλ(s−t) we obtain
d
ds
(
eλ(s−t) y(s)
)
 eλ(s−t)h(s). (3.4)
Let δ ∈ (0, r), t < t1 < t + δ. Integrating (3.4) between t1 and t + r we have
eλr y(t + r) eλ(t1−t) y(t1) +
t+r∫
t
eλ(s−t)h(s)ds,
1
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y(t + r) e−λreλ(t1−t) y(t1) +
t+r∫
t
eλ(s−(t+r))h(s)ds. (3.5)
Now, integrating (3.5) with respect to t1 between t and t + δ (t < t1 < t + δ) gives
δy(t + r) e−λr
t+δ∫
t
eλ(t1−t) y(t1)dt1 + δe−λ(t+r)
t+δ∫
t
eλsh(s)ds
 e−λ(r−δ)
t+r∫
t
y(s)ds + δe−λ(t+r)
t+r∫
t
eλsh(s)ds.
Then
y(t + r) e−λ(r−δ) 1
δ
t+r∫
t
y(s)ds + e−λ(t+r)
t+r∫
t
eλsh(s)ds.
The proof is complete. 
Lemma 3.2. Assume that f (u) satisﬁes (1.4) and (1.5), g(·) ∈ L2loc(R, L2(Ω)). Let τ ∈ R and let u(t) be the
solution of problem (1.1). Then for all t > τ , we have the following inequalities:
d
dt
∣∣u(t)∣∣22 + ∥∥u(t)∥∥2 + 2C1∣∣u(t)∣∣pp  2C2|Ω| + λ−11 ∣∣g(t)∣∣22, (3.6)
d
dt
∥∥u(t)∥∥2 + λ1∥∥u(t)∥∥2  2C5∥∥u(t)∥∥2 + ∣∣g(t)∣∣22, (3.7)
and
1
p
d
dt
∣∣u(t)∣∣pp + N1∣∣u(t)∣∣pp  N2(1+ ∣∣g(t)∣∣22), (3.8)
where N1,N2 are positive constants.
Proof. The ﬁrst two inequalities are elementary and are easy to obtain, we will omit them.
Now let us show the third inequality.
Multiplying Eq. (1.1) with |u|p−2u, we have
1
p
d
dt
|u|pp + (p − 1)
∫
Ω
|u|p−2|∇u|2 dx+
∫
Ω
f (u)|u|p−2u dx =
∫
Ω
g(t)|u|p−2u dx. (3.9)
By (1.4), we obtain
C˜1|u|2p−2 − C˜2  f (u)|u|p−2u  C˜3|u|2p−2 + C˜4. (3.10)
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∣∣∣∣
∫
Ω
g(t)|u|p−2u dx
∣∣∣∣ C˜12
∫
Ω
|u|2p−2 dx+ 1
2C˜1
∫
Ω
∣∣g(t)∣∣2 dx.
Using (3.9) and (3.10), we obtain
1
p
d
dt
|u|pp + C˜12 |u|
2p−2
2p−2  C˜2|Ω| +
1
2C˜1
∫
Ω
∣∣g(t)∣∣2 dx. (3.11)
Using Young’s inequality, we have
|u|pp  N3|u|2p−22p−2 + N4, (3.12)
then we have
1
p
d
dt
|u|pp + N1|u|pp  N2
(
1+
∫
Ω
∣∣g(t)∣∣2 dx). 
Remark 3.1. By Theorem 3.1, if uτ ∈ V ∩ Lp(Ω), we know dudt ∈ L2(τ , T ; H) (for further details see
Robinson [22]), it implies f (u) ∈ L2(τ , T ; H). On the other hand, from (1.4), we have
|u|p−1  CA
∣∣ f (u)∣∣+ CB , CA,CB > 0,
then
u ∈ L2(τ , T ; L2p−2(Ω)).
So we may multiply Eq. (1.1) with |u|p−2u, and obtain (3.9).
Lemma 3.3. Assume that f (u) satisﬁes (1.4) and (1.5), and let g(t) satisfy condition (1.10). Then the process
corresponding to problem (1.1) possesses a family Bˆ of pullback D-absorbing sets in V .
Proof. Using (3.7) and Lemma 3.1, we have
∥∥u(t + r)∥∥2  e−λ1 r2 2
r
t+r∫
t
∥∥u(s)∥∥2 ds + e−λ1(t+r)
t+r∫
t
eλ1s
(
2C5
∥∥u(s)∥∥2 + ∣∣g(s)∣∣22)ds. (3.13)
Now we estimate the right-hand side in terms of the data.
By (3.6), the Poincaré inequality and the Gronwall lemma we have
∣∣u(t)∣∣22  e−λ1(t−τ )∣∣u(τ )∣∣22 +
t∫
τ
e−λ1(t−s)
(
λ−11
∣∣g(s)∣∣22 + 2C2|Ω|)ds
 e−λ1(t−τ )
∣∣u(τ )∣∣22 + λ−11
t∫
e−λ1(t−s)
∣∣g(s)∣∣22 ds + 2λ−11 C2|Ω|.
−∞
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∣∣u(t)∣∣22  2
(
2C2|Ω|λ−11 + λ−11
t∫
−∞
e−λ1(t−s)
∣∣g(s)∣∣22 ds
)
 ρH
(
1+ e−λ1t
t∫
−∞
eλ1s
∣∣g(s)∣∣22 ds
)
, (3.14)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for τ  τ0(t, Dˆ), where ρH =
ρH (|Ω|,C2, λ1) is a positive constant.
Integrating the inequality (3.6) and using (3.14), for r > 0, we get
t+r∫
t
∥∥u(s)∥∥2 ds ∣∣u(t)∣∣22 + 2C2|Ω|r + λ−11
t+r∫
t
∣∣g(s)∣∣22 ds

∣∣u(t)∣∣22 + 2C2|Ω|r + e−λ1tλ−11
t+r∫
−∞
eλ1s
∣∣g(s)∣∣22 ds
 ρ1
(
1+ e−λ1t
t+r∫
−∞
eλ1s
∣∣g(s)∣∣22 ds
)
, (3.15)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for τ  τ0(t, Dˆ), where ρ1 = ρ1(|Ω|,
C2, λ1, r).
Using (3.13)–(3.15) and (1.10) we obtain
∥∥u(t + r)∥∥2  ρ2
(
1+ e−λ1t
t+r∫
−∞
eλ1s
∣∣g(s)∣∣22 ds
)
qρV (t + r), (3.16)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for τ  τ0(t, Dˆ), where ρ2 = ρ2(|Ω|,
C2,C5, λ1, r). The proof is complete. 
Lemma 3.4. Assume that f (u) satisﬁes (1.4) and (1.5), and g(t) satisﬁes condition (1.10). Then for any ε > 0,
t ∈R, there exist M > 0, τV  t, η > 0 such that
t∫
t−η
∫
Ω(uM)
|u|p−1∣∣(u − M)+∣∣p−1 dxds ε, (3.17)
and
t∫
t−η
∫
Ω(u−M)
|u|p−1∣∣(u + M)−∣∣p−1 dxds ε, (3.18)
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(u − M)+ =
{u − M, u  M,
0, u  M, (u + M)− =
{u + M, u −M,
0, u −M,
and Ω(u(t) M) = {x ∈ Ω: u(x, t) M}, Ω(u(t)−M) = {x ∈ Ω: u(x, t)−M}.
The idea of the proof of this lemma comes from the proof of regularity of the attractor in the
autonomous case, see Marion [20] and Robinson [22].
Proof of Lemma 3.4. Multiplying Eq. (1.1) with |(u − M)+|p−1, we have
1
p
d
dt
∣∣(u − M)+∣∣pp + (p − 1)
∫
Ω
∣∣∇(u − M)+∣∣2∣∣(u − M)+∣∣p−2 dx+
∫
Ω
f (u)(u − M)p−1+ dx
=
∫
Ω
g(t)(u − M)p−1+ dx. (3.19)
Setting Ω1 = Ω(u(t) M) = {x ∈ Ω: u(x, t) M}, we have
1
p
d
dt
∣∣(u − M)+∣∣pp + (p − 1)
∫
Ω1
∣∣∇(u − M)+∣∣2∣∣(u − M)+∣∣p−2 dx+
∫
Ω1
f (u)(u − M)p−1+ dx
=
∫
Ω1
g(t)(u − M)p−1+ dx. (3.20)
By (1.4), we can take M large enough such that
C |u|p−1  f (u), in Ω1, (3.21)
thus,
1
p
d
dt
∣∣(u − M)+∣∣pp + (p − 1)
∫
Ω1
∣∣∇(u − M)+∣∣2∣∣(u − M)+∣∣p−2 dx+
∫
Ω1
C |u|p−1(u − M)p−1+ dx

∫
Ω1
g(t)(u − M)p−1+ dx. (3.22)
Suppose p > 2 (if p = 2, it is easy to see that Lemma 3.4 is right by Lemma 3.3),
C |u|p−2(u − M)+  C |u|p−1. (3.23)
Using Young’s inequality, we have
∫
Ω1
|g|∣∣(u − M)+∣∣p−1 dx C
2
∫
Ω1
(u − M)2p−2+ dx+
1
2C
∫
Ω1
|g|2 dx. (3.24)
Combining (3.22)–(3.24), we have
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p
d
dt
∣∣(u − M)+∣∣pp +
∫
Ω1
C |u|p−1∣∣(u − M)+∣∣p−1 dx 1
C
∫
Ω1
∣∣g(t)∣∣2 dx, (3.25)
2
p
d
dt
∣∣(u − M)+∣∣pp + CMp−2
∫
Ω1
∣∣(u − M)+∣∣p dx 1
C
∫
Ω1
∣∣g(t)∣∣2 dx. (3.26)
Using Lemma 3.1, for r > 0, we deduce from (3.26)
∣∣(u − M)+(t)∣∣pp  e−λ r2 2r
t∫
t−r
∣∣(u − M)+(s)∣∣pp ds + e−λt
t∫
t−r
eλs
(
p
2C
∫
Ω1
∣∣g(s)∣∣2 dx)ds
 e−λ r2 2
r
t∫
t−r
∣∣(u − M)+(s)∣∣pp ds + e−λt
t∫
t−r
eλs
p
2C
∣∣g(s)∣∣22 ds,
where λ = CMp−2p2 .
Since p > 2, we may take pN1  λ1, here N1 is the one from Lemma 3.2. In fact, from the Sobolev
inequality, we have
|u|pp  C |u|p2p−2, p > 2,
then, for any ε > 0, there exists M(ε) such that
C |u|p2p−2  ε|u|2p−22p−2 + M(ε).
Combining (3.11) and (3.12), we can take ε small enough such that
pN1 = p C˜1
2ε
 λ1.
Similar to the proof of Lemma 3.3, by (3.6) and (3.8), we have
∣∣u(t)∣∣pp  ρ4
{
1+ e−λ1(t−r)
t∫
−∞
eλ1s
∣∣g(s)∣∣22 ds
}
qρp(t),
and
t∫
t−r
∣∣u(t)∣∣pp ds ρ3
{
1+ e−λ1(t−r)
t∫
−∞
eλ1s
∣∣g(s)∣∣22 ds
}
, (3.27)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τp(t, Dˆ).
Using (3.27), we have
e−λ
r
2
2
r
t∫ ∣∣(u − M)+(s)∣∣pp ds e−λ r2 2r
t∫ ∣∣u(s)∣∣pp ds e−λ r2 2r ρ3ρ4 ρp(t).t−r t−r
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e−λ
r
2
2
r
t∫
t−r
∣∣(u − M)+(s)∣∣pp ds ε3 . (3.28)
Using the continuity of the integral, for any ε > 0, there exists 0< δ < r, such that
p
2C
t∫
t−δ
∣∣g(s)∣∣22 ds ε3 . (3.29)
On the other hand
e−λt
t∫
t−r
eλs
p
2C
∣∣g(s)∣∣22 ds e−λt
( t∫
t−δ
+
t−δ∫
t−r
)
eλs
p
2C
∣∣g(s)∣∣22 ds
 p
2C
t∫
t−δ
∣∣g(s)∣∣22 ds + p2C e−λt
t−δ∫
t−r
e(λ−λ1)seλ1s
∣∣g(s)∣∣22 ds
 p
2C
t∫
t−δ
∣∣g(s)∣∣22 ds + p2C e−λδe−λ1(t−δ)
t∫
−∞
eλ1s
∣∣g(s)∣∣22 ds.
From (1.10), we can take λ large enough such that
p
2C
e−λδe−λ1(t−δ)
t∫
−∞
eλ1s
∣∣g(s)∣∣22 ds ε3 . (3.30)
Using (3.28)–(3.30), we have
∣∣(u(t) − M)+∣∣pp  ε, (3.31)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τp(t, Dˆ).
Using the continuity of the integral again, for any ε > 0, there exists 0< η1 < r, such that
1
C2
t∫
t−η1
∣∣g(x, s)∣∣22 ds ε2 . (3.32)
By (3.25), we have
C
t∫
t−η1
∫
Ω(uM)
|u|p−1∣∣(u − M)+∣∣p−1 dxds 2
p
∣∣(u(t − η1) − M)+∣∣pp + 1C
t∫
t−η1
∣∣g(x, s)∣∣22 ds.
(3.33)
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2
pC
∣∣(u(t − η1) − M)+∣∣pp  ε2 , for M  M1,
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τ1(t − η1, Dˆ). It implies
t∫
t−η1
∫
Ω(uM)
|u|p−1∣∣(u − M)+∣∣p−1 dxds ε, for M  M1, (3.34)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τ1(t − η1, Dˆ).
Likewise, multiplying Eq. (1.1) with |(u + M)−|p−2(u + M)− , we have that there exist M2, τ2, η2
such that
2
pC
∫
Ω(u(t)−M)
∣∣(u(t − η2) + M)−∣∣p dx ε2 , for M  M2, (3.35)
and
t∫
t−η2
∫
Ω(u−M)
|u|p−1∣∣(u + M)−∣∣p−1 dxds ε, (3.36)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τ2(t − η2, Dˆ).
Setting M =max(M1,M2), η = min(η1, η2), τV = min(τ1, τ2) we obtain
t∫
t−η
∫
Ω(uM)
|u|p−1∣∣(u − M)+∣∣p−1 dxds ε, (3.37)
and
t∫
t−η
∫
Ω(u−M)
|u|p−1∣∣(u + M)−∣∣p−1 dxds ε, (3.38)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τV (t, Dˆ). The proof is com-
plete. 
Now, we are able to prove Theorem 1.1 by checking the conditions of the abstract Theorem 2.2 in
the case of our reaction–diffusion problem (1.1).
Proof of Theorem 1.1. By Lemma 3.3, the process U (t, τ ) corresponding to problem (1.1) possesses a
family of Bˆ of pullback D-absorbing sets in V . It is easy to see that the process U (t, τ ) is continuous
in H by (3.2). Using the inequality (3.7) and the Gronwall lemma we know
∥∥u(t)∥∥2  ∥∥u(τ )∥∥2e2C5(t−τ ) + e2C5t
t∫ ∣∣g(s)∣∣22e−2C5s ds,τ
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t  τ . In view of Theorem 2.1, it is clear that the process U (t, τ ) is norm-to-weak continuous in V .
Now let us verify pullback D-Condition (C). Since (−)−1 is a continuous compact operator in H ,
by the classical spectral theorem, there exist a sequence {λ j}∞j=1,
0< λ1  λ2  · · · λ j  · · · → ∞, as j → ∞, (3.39)
and a family of elements {ω j}∞j=1 of D(−), which are orthonormal in H such that
−ω j = λ jω j, ∀ j ∈ N.
Let Vm = span{ω1,ω2, . . . ,ωm} in V and Pm : V → Vm is the orthogonal projector.
For any u ∈ D(−), write
u = Pmu + (I − Pm)u = u1 + u2.
Taking the inner product in H of the ﬁrst equation (1.1) with −u2, we have
1
2
d
dt
‖u2‖2 + |u2|22 =
(
f (u),u2
)− (g(t),u2).
Since
∣∣ f (u)∣∣ β(|u|p−1 + 1), from (1.4), (1.5),
using Young’s inequality, we have
∣∣( f (u),u2)∣∣=
∣∣∣∣
∫
Ω
f (u)u2 dx
∣∣∣∣

∣∣ f (u)∣∣2|u2|2
 1
4
|u2|22 +
∣∣ f (u)∣∣22
 1
4
|u2|2 +
∫
Ω
β2
(|u|p−1 + 1)2 dx
 1
4
|u2|22 + 2β2|Ω| + 2β2
∫
Ω
|u|2(p−1) dx
 1
4
|u2|22 + 2β2|Ω| + 2β2
∫
Ω(|u|M)
|u|2(p−1) dx+ 2β2
∫
Ω(|u|M)
|u|2(p−1) dx
 1
4
|u2|22 + 2β2|Ω| + 2β2M2(p−1)|Ω| + 2β2
∫
Ω(|u|M)
|u|2(p−1) dx, (3.40)
and
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∣∣∣∣
∫
Ω
g(t)(−u2)dx
∣∣∣∣

∣∣g(t)∣∣2|u2|2
 1
4
|u2|22 +
∣∣g(t)∣∣22. (3.41)
Using (3.40) and (3.41) we obtain
d
dt
‖u2‖2 + |u2|22  4β2|Ω| + 4β2M2(p−1)|Ω| + 4β2
∫
Ω(|u|M)
|u|2(p−1) dx+ 2∣∣g(t)∣∣22.
Using the Poincaré inequality
d
dt
‖u2‖2 + λm+1‖u2‖2  4β2|Ω| + 4β2M2(p−1)|Ω| + 4β2
∫
Ω(|u|M)
|u|2(p−1) dx+ 2∣∣g(t)∣∣22.
(3.42)
Using Lemma 3.1, we have
∥∥u2(t + r)∥∥2  e−λm+1 r2 2
r
t+r∫
t
∥∥u2(s)∥∥2 ds + 2e−λm+1(t+r)
t+r∫
t
eλm+1s
∣∣g(s)∣∣22 ds
+ e−λm+1(t+r)
t+r∫
t
eλm+1s
(
4β2|Ω| + 4β2M2(p−1)|Ω|)ds
+ e−λm+1(t+r)
t+r∫
t
eλm+1s
(
4β2
∫
Ω(|u|M)
∣∣u(s)∣∣2(p−1) dx)ds
 e−λm+1 r2 2
r
t+r∫
t
∥∥u(s)∥∥2 ds + 2e−λm+1(t+r)
t+r∫
t
eλm+1s
∣∣g(s)∣∣22 ds
+ 1
λm+1
(
4β2|Ω| + 4β2M2(p−1)|Ω|)
+ e−λm+1(t+r)
t+r∫
t
eλm+1s
(
4β2
∫
Ω(|u|M)
∣∣u(s)∣∣2(p−1) dx)ds. (3.43)
Applying (3.15) and (3.16), we have
e−λm+1
r
2
2
r
t+r∫
t
∥∥u(s)∥∥2 ds e−λm+1 r2 2
r
ρ1
ρ2
ρV (t + r),
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for τ  τ0(t, Dˆ).
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e−λm+1
r
2
2
r
ρ1
ρ2
ρV (t + r) ε
4
. (3.44)
Let δ ∈ (0, r), we have
2e−λm+1(t+r)
t+r∫
t
eλm+1s
∣∣g(s)∣∣22 ds
 2e−λm+1(t+r)
( t+r−δ∫
t
+
t+r∫
t+r−δ
)
eλm+1s
∣∣g(s)∣∣22 ds
 2e−λm+1(t+r)
t+r−δ∫
t
e(λm+1−λ1)seλ1s
∣∣g(s)∣∣22 ds + 2
t+r∫
t+r−δ
∣∣g(s)∣∣22 ds
 2e−λm+1δe−λ1(t+r−δ)
t+r∫
−∞
eλ1s
∣∣g(s)∣∣22 ds + 2
t+r∫
t+r−δ
∣∣g(s)∣∣22 ds.
Using the continuity of the integral, for any ε > 0, we can take δ > 0 small enough such that
2
t+r∫
t+r−δ
∣∣g(s)∣∣22 ds ε8 . (3.45)
Then by (1.10) and (3.39), taking λm+1 large enough, we have
2e−δλm+1e−λ1(t+r−δ)
t+r∫
−∞
eλ1s
∣∣g(s)∣∣22 ds ε8 . (3.46)
Next, we estimate the fourth term on the right side of the inequality (3.43),
∫
Ω(|u|M)
|u|2(p−1) dx
=
∫
Ω(uM)
|u|2(p−1) dx+
∫
Ω(u−M)
|u|2(p−1) dx
=
∫
Ω(uM)
|u − M + M|2(p−1) dx+
∫
Ω(u−M)
|u + M − M|2(p−1) dx
=
∫
Ω(uM)
|u|p−1|u − M + M|p−1 dx+
∫
Ω(u−M)
|u|p−1|u + M − M|p−1 dx
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( ∫
Ω(uM)
|u|p−1(∣∣(u − M)+∣∣p−1 + |M|p−1)dx
+
∫
Ω(u−M)
|u|p−1(∣∣(u + M)−∣∣p−1 + |M|p−1)dx
)
 2p−2
( ∫
Ω(uM)
|u|p−1∣∣(u − M)+∣∣p−1 dx+
∫
Ω(u−M)
|u|p−1∣∣(u + M)−∣∣p−1 dx
)
+ 2p−2Mp−1
∫
Ω(|u|M)
|u|p−1 dx
 2p−2
( ∫
Ω(uM)
|u|p−1∣∣(u − M)+∣∣p−1 dx+
∫
Ω(u−M)
|u|p−1∣∣(u + M)−∣∣p−1 dx
)
+ 2p−2Mp−2
∫
Ω(|u|M)
|u|p dx.
By Lemma 3.4, we know there exist M > 0, τV  t + r, 0< η < r, such that
t+r∫
t+r−η
∫
Ω(uM)
|u|p−1∣∣(u − M)+∣∣p−1 dxds < ε
128β22p−2
, (3.47)
and
t+r∫
t+r−η
∫
Ω(u−M)
|u|p−1∣∣(u + M)−∣∣p−1 dxds < ε
128β22p−2
, (3.48)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τV (t + r, Dˆ).
Similar to the proof of Lemma 3.3, by (3.6) and (3.8), we have
∣∣u(t)∣∣pp  ρp(t), (3.49)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τp(t, Dˆ). By (3.8) and the
Gronwall lemma, letting r1 ∈ (0, r) we have
∣∣u(t + r1)∣∣pp  ∣∣u(t)∣∣ppe−pN1r1 +
t+r1∫
t
e−pN1(t+r1−s)pN2
(
1+ ∣∣g(s)∣∣22)ds Mr, (3.50)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τp(t, Dˆ), here Mr = Mr(t, r) is
a constant.
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4β2e−λm+1(t+r)
t+r∫
t+r−η
eλm+1s · 2p−2 · Mp−2
∫
Ω(|u|M)
|u|p dxds
 4β22p−2Mp−2
t+r∫
t+r−η
e−λm+1(t+r−s)Mr ds.
We can take m + 1 large enough such that
4β22p−2Mp−2
t+r∫
t+r−η
e−λm+1(t+r−s)Mr ds
ε
16
. (3.51)
Using (3.47), (3.48) and (3.51), we obtain
e−λm+1(t+r)
t+r∫
t
eλm+1s
(
4β2
∫
Ω(|u|M)
∣∣u(s)∣∣2(p−1) dx)ds
= e−λm+1(t+r)
( t+r∫
t+r−η
+
t+r−η∫
t
)
eλm+1s
(
4β2
∫
Ω(|u|M)
∣∣u(s)∣∣2(p−1) dx)ds
 ε
8
+ e−λm+1(t+r)
t+r−η∫
t
eλm+1s
(
4β2
∫
Ω(|u|M)
∣∣u(s)∣∣2(p−1) dx)ds. (3.52)
Then we can take λm+1 large enough such that
e−λm+1(t+r)
t+r−η∫
t
eλm+1s
(
4β2
∫
Ω(|u|M)
∣∣u(s)∣∣2(p−1) dx)ds ε
8
, (3.53)
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ  τp(t, Dˆ).
In fact, a direct computation yields
e−λm+1(t+r)
t+r−η∫
t
eλm+1s
(
4β2
∫
Ω(|u|M)
∣∣u(s)∣∣2(p−1) dx)ds
 e−λm+1η4β2
t+r−η∫
|u|2p−22p−2 ds.
t
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t+r−η∫
t
C˜1
2
|u|2p−22p−2 ds C˜2|Ω|(r − η) +
t+r−η∫
t
1
2C˜1
∣∣g(s)∣∣22 ds + 1p
∣∣u(t)∣∣pp,
which, combined with (3.49), implies (3.53) holds. Now, taking m + 1 large enough, we have
1
λm+1
(
4β2|Ω| + 4β2M2(p−1)|Ω|) ε
4
. (3.54)
Applying (3.44)–(3.46) and (3.52)–(3.54), we conclude that
∥∥u2(t + r)∥∥2  ε,
uniformly with respect to all initial conditions u(τ ) ∈ D(τ ), for all τ min(τ0, τV , τp).
The above considerations prove that U (t, τ ) satisﬁes pullback D-Condition (C) in V . Applying The-
orems 2.2 and 2.3, the proof is complete. 
Remark 3.2. It is known that under the assumption (1.10) there exists the pullback D-attractor AˆL2
in the norm of L2(Ω), where D is the class of families {D(t): t ∈ R} of nonempty subsets of L2(Ω)
satisfying (1.9). In fact, it is easy to see that AˆL2 ∈ D. Then, from the deﬁnition of pullback D-attractor,
we know AˆL2 = Aˆ.
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