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Abstract
If G is a simply connected reductive group defined over a number field k and ∞ is the
set of all infinite places of k, thenG has strong approximation with respect to∞ if and only
if the archimedean part of any k-simple component of the adèle group GA is non-compact.
Using affine Bruhat–Tits buildings we formulate an almost strong approximation (ASAP)
for groups of compact type, extending the version treated in [J.S. Hsia, M. Jöchner, Invent.
Math. 129 (1997) 471–487]. The validity of ASAP for G(k) is proved for all classical
groups of compact type whose Tits indices over k are not 2A(d)n with d  3. Application
to genera of integral forms (similar to Gross’ notion of Z-models [B. Gross, Invent. Math.
124 (1996) 263–279]) is given with attendant results on integral representations of positive
definite quadratic, hermitian or skew-hermitian forms.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let G be a connected (linear) algebraic group defined over a number field k.
Fix a k-embedding ρ :G→ GLn to define the rational points G(E) for any field
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extensionE of k. Let o be the ring of integers in k and oE be the integral closure of
o in E. We choose an o-lattice L⊂ kn to define the integral points G(oE). When
E = kp, we use op instead of oE . Let S be a finite set of primes of k containing
the set ∞ of all infinite primes.
The group G is said to have the Strong Approximation Property with respect
to S if and only if the diagonal embedding of G(k) is dense in the (truncated)
S-adèles of G; equivalently, if G(k)GS is dense in the adèlization GA of G,
GS =∏p∈S G(kp). Every connected group defined over k is a semi-direct product
of its unipotent radical and a Levi complement. As an affine variety, an unipotent
group defined over k is k-isomorphic to a product of some copies of the additive
group Ga which has the strong approximation property by virtue of the Chinese
remainder theorem. Therefore, the problem of determining which groups have the
strong approximation property is reduced to reductive groups. The solution was
provided by Kneser [K3,K4] (modulo the Hasse principle for algebraic groups)
and independently by Platonov [PR, Theorem 7.12] using a different approach.
A simple reductive group G defined over k has the strong approximation with
respect to S if and only if G is simply connected and GS is not compact.
Strong approximation for the spin group of an indefinite quadratic form in
three or more variables was first proved by Eichler [E] and Kneser [K1]. This
result occupies a central feature in the arithmetic of quadratic forms for both
indefinite as well as definite forms. Stemming from its fundamental consequence
is that there is only one class in each indefinite spinor genus. In particular, this
fact implies that an algebraic approach to indefinite theory is fruitful.
What will happen if the quadratic form is totally definite? In this case, k is
totally real and the group of rational points of the spin group at any infinite prime
is compact. We know that strong approximation with respect to S =∞ cannot
possibly hold for the spin group (otherwise, there would be only a single class
in every genus of, say, even unimodular definite quadratic form!). A “standard”
remedy [K2] is to take a prime q at which the form is isotropic and apply strong
approximation with respect to {q} ∪ {∞}. We may then recover nearly everything
at the expense of losing information at q. For example, the result that the spinor
genera coincide with the classes actually refers to spinor genera and classes over
the Hasse domain o[q−1]. A recent paper of Hsia and Jöchner [HJ] shows that one
can manage to control this loss at q. Indeed, if V is a positive definite quadratic
space over Q of dimension  3 and O ′(V ) is the kernel of the spinor norm map
then they show the following:
Let T be a finite set of primes ofQ away from∞ and  a fixed positive number.
For any family F = {σp ∈ O ′(Vp): p ∈ T }, there exists a finite set of primes
Ω =Ω(T, ,F ) such that for any q /∈Ω , there is an element σ ∈O ′(V ) with
the following properties:
(1) ‖σ − σp‖p <  for all p ∈ T ;
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(2) ‖σ‖p = 1 for all p /∈ T ∪ {q};
(3) ‖σ‖q = q2.
Upon a careful reading of their proof, one realizes that further information may
be extracted about the element σ at q . Let L be the lattice on V which defines
all the local norms. At q , there exists a hyperbolic pair {x, y} (i.e., x and y are
isotropic vectors and their inner product is 1) such that
(3)∗ Lq = Zq [x, y] ⊥M and σ(Lq)= Zq
[
q2x, q−2y
]⊥M.
When the Witt index of Vq is 1, it can be seen that (3)∗ is the best one can get.
But when the Witt index is 2 or more, it is unclear whether or not (3)∗ may be
replaced by some other conditions. For instance, can one choose σ so that
(3)∗∗ σ(Lq) = Zq
[
qx1, q
−1y1
]⊥ Zq[qx2, q−1y2]⊥M ′ and
Lq = Zq [x1, y1, x2, y2] ⊥M ′
holds? Note that (3)∗∗ implies that ‖σ‖q = q which is an improvement of (3).
Motivated by the work of [HJ], we study here more general algebraic groups
such thatG∞ is compact. Such G is said to have compact type. SinceG∞ is never
compact when k has a complex embedding, therefore it is assumed throughout this
paper that k is totally real. We restrict ourselves to the case when G is simply
connected and semi-simple although a treatment for an arbitrary semi-simple
group seems possible if one is content with some weaker statements. For example,
[HJ] has such a type of result for the special orthogonal group SO; but q is a prime
outside of Ω satisfying certain ray class conditions. This will be investigated in a
future article. If G is a classical group, one may still use its natural representation
to describe any element in G(k) or G(kq). However, such a handy representation
is not available were G an exceptional group. Therefore, it is necessary to find an
intrinsic way by which the deviation of σ from being an element in G(oq) can
be measured. For this reason, we seek the perspective from the affine Bruhat–Tits
building of G(kq). The Bruhat–Tits building is a simplicial complex and each
vertex in this complex corresponds to a maximal compact subgroup of G(kq). In
later discussion, q is outside of a finite set of primes so that G(oq) is always a
hyperspecial maximal compact subgroup of G(kq). We will see later that there is
a natural way to measure the “distance” between G(oq) and σG(oq)σ−1. These
two maximal compact subgroups are called neighbors if the distance between
them is 1. This definition of neighbor enables us to formulate the Almost Strong
Approximation Property (ASAP) for G(k) where G is arbitrary:
ASAP Let s be a positive integer and T be a finite set of primes of k. Given a
family of local elements F = {σp ∈G(kp): p ∈ T }, there exists a finite
set Ω = Ω(F , s) of primes such that if q /∈ Ω , then one can find
σ ∈G(k) satisfying:
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(1) σ ≡ σp mod ps , for all p ∈ T ;
(2) σ ∈G(op) for all p /∈ T ∪ {q}; and
(3) σG(oq)σ−1 and G(oq) are neighbors.
The statement of ASAP depends neither on the embedding G→ GLn nor on
the particular lattice which defines all the integral points. More discussion of the
statement of ASAP is given in the next section. In this paper, we will prove that
ASAP is valid for groups of the following types:
(i) the special unitary group of a positive definite hermitian form in 2 or more
variables over a CM extension of k;
(ii) the unitary group of a positive definite hermitian form in 2 or more variables
over a quaternion division algebra over k;
(iii) the special unitary group of a positive definite hermitian form over a quater-
nion division algebra over k with an involution of the 2nd kind;
(iv) the spin group of a positive definite quadratic form in 3 or more variables
over k; and
(v) the spin group of a skew-hermitian form in 4 or more variables over a quater-
nion division algebra over k and the form is anisotropic at all infinite primes.
The groups appeared in (i)–(v) can be described as the simply connected covers
of some special unitary groups SU(D,h) of a hermitian space V over D, where
D is an appropriate k-algebra and h is a suitably chosen symmetric bilinear form,
a hermitian form, or a skew hermitian form on V . All classical groups of compact
type are covered except for those whose Tits indices [T1] over k are 2A(d)n with
d  3 (as well as the trialitarian cases of D4). When G is the spin group of a
definite quadratic form in five or more variables, our ASAP given in Section 4
implies that the σ described in (3)∗∗ is closer to O ′(Lq). Toward the end of this
paper, we shall present some consequences of ASAP in the study of the genera
of integral forms of algebraic groups of compact type in the sense of Gross [Gr].
When specialized to the groups SU and Spin for quadratic or skew-hermitian
forms, we obtain results on integral representation of positive definite quadratic
and hermitian or skew-hermitian forms.
2. Neighbors and ASAP
Let G be a simple simply connected algebraic group defined over a non-dyadic
local field kq. As stated above, we need to have an intrinsic way to measure
the distance between two maximal compact subgroups of G(kq) in the same
conjugacy class. All the unexplained terminology below regarding Bruhat–Tits
buildings may be found in [Br,BT1,BT2,G,T2].
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Let B = B(G) be the building ofG over kq. The chambersC ofB are simplices
of maximal dimension. Any chamber in B contains n+ 1 vertices, where n is the
kq-rank of G. The building B is labellable, i.e., the vertices in B can be labeled
by a set of n+ 1 labels in such a way that the vertices in a chamber are tagged
with different labels and the action of G(kq) is label preserving. Let C and C′
be two chambers in the building B. They are called adjacent if their intersection
is a simplex of codimension 1. The axioms of a building assure that any two
simplices (henceC andC′) are connected by a gallery, i.e., by a chain of chambers
γ = {C = C0,C1, . . . ,Cm = C′} where Ci and Ci+1 are adjacent. There is a well
defined (combinatorial) distance betweenC andC′, denoted by d(C,C′); namely,
the length of any minimal gallery connecting them. The distance between any two
simplices x and y can be defined by
d(x, y)=Min{d(C,C′): x ∈C, y ∈C′}.
Although different vertices may have distance 0, the above definition is well
defined on a conjugacy class of vertices. For, if x and σ(x) have distance 0,
then σ(x) and x are in the same chamber and thus σ(x)= x because σ is label
preserving. Accordingly, we offer the following definition.
Definition 2.1. Let σ ∈G(kq) and x a vertex in B. Then σ(x) is a neighbor of x
(or σ is in a neighbor of x) if d(σ(x), x)= 1.
If G is the restriction of scalars of an absolutely simple group H defined over
an extension E of kq, then G(kq) is naturally isomorphic to H(E). The building
of G(kq) is the building of H(E). In general, G is kq-isomorphic to a direct
product
∏
Gi where Gi is the restriction of scalars of an absolute simple group
defined over an extension field of kq. The building of G(kq) is then defined to be
the product
∏B(Gi). An element (σi) ∈∏Gi(kq) is in a neighbor of a vertex
(xi) ∈ ∏B(Gi) if and only if d(σi(xi), xi)  1 for all i and at least for one
component the distance equals 1.
2.1. Neighbors in classical groups
In addition to the notations and definitions introduced in the last subsection,
we fix o to be the ring of integers in the non-dyadic local field kq and q be the
prime ideal of o. The residue field o/q is denoted by F and the valuation group of
k×q is normalized to be Z.
The classical groups to be encountered below are quasi-split over kq and are
split over some unramified extension of kq. For such a group G, the apartments
in its building can be described in terms of the relative root system of G over kq
[BT2, 4.2.21, 4.2.22, 4.3.4] and we summarize the description as follows. Let x
be a hyperspecial vertex in B. For any other vertex y , there exists an apartment
A which contains both x and y . This apartment is associated with a maximal
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kq-split torus S. If Φ is the relative root system of G with respect to S, then A is
the affine space underlying Φ∨ ⊗R. Let Φ0 be the reduced root system obtained
by removing all α ∈ Φ whenever 2α ∈ Φ . The chambers in A are the connected
components of the complement of the set {x ∈ A: α(x) = n for some α ∈ Φ0,
n ∈ Z} in A. So, y is a neighbor if and only if y = β∨(π)(x) where β is a long
root in Φ0 and π is a uniformizer of o.
Each group appearing below is the simply connected cover of the special
unitary group of a hermitian space over D, where D is an appropriately chosen
kq-algebra. We always assume that the hermitian space supports an unimodular
O-lattice L, where O is a maximal order in D. The hyperspecial vertex we are
interested in is the stabilizer of L in that special unitary group. For the special
linear groups, the symplectic groups, and the spin groups of quadratic spaces of
dimension at least 7 which support unimodular lattices, the following description
of neighbors can also be deduced from the explicit construction of the buildings
discussed in [G].
Let V be a n-dimensional free left M2(kq)-module endowed with a hermitian
form hwith respect to the canonical involution ∗ ofM2(kq). LetO be the maximal
order M2(o). Let e be the idempotent
[ 1 0
0 0
]
. Then V = eV ⊕ e∗V and for any
x, y ∈ V ,
h(ex, ey)= eh(x, y)e∗ =
[
0 γ
0 0
]
where γ is the (1,2)-entry of the matrix h(x, y). Define a bilinear form f : eV ×
eV → kq by putting f (ex, ey)= γ . It is easy to see that f is alternating [S]. This
gives an isomorphism between the unitary group U(V ) and the symplectic group
Sp(eV ). Thus the building of U(V ) can be identified with that of Sp(eV ). If L is
an unimodular O-lattice, then an element σ of G(kq) is in a neighbor of U(L) if
and only if eL/(eL∩ eσ(L))∼= o/q.
Let V be a non-degenerate hermitian space over E, a degree 2 algebra over kq.
Let O be the maximal order in E and L an unimodularO-lattice supported by V .
If E is an unramified quadratic extension of kq, then σ is in a neighbor of SU(L)
if and only if L/(L ∩ σ(L))∼=O/qO as O-modules. In the split case, i.e., when
E = kq × kq and O= o× o, set e= (1,0) and e∗ = (0,1). Both eV and e∗V are
maximal totally isotropic subspaces invariant under SU(V ). For any σ ∈ SU(V ),
let φ(σ) be the restriction of σ on eV . Then φ is an isomorphism from SU(V )
onto SL(eV ). Hence the building for SU(V ) is the same as the one for SL(eV ).
In this case, σ is in a neighbor of SU(L) if and only if L/(L∩ σ(L))∼=O/qO.
Now, suppose that V is a m-dimensional non-degenerate quadratic space over
kq supporting a unimodular o-lattice L. When the Witt index of V is 1, σ is in
a neighbor of Spin(L) if and only if L/(L ∩ σ(L)) ∼= o/q2. However, when the
Witt index of V is at least 2 and m = 4, σ is in a neighbor of Spin(L) if and only
if L/(L∩ σ(L))∼= (o/q)2 as o-modules. Moreover, ‖σ‖ =Nq if the norm ‖ ‖ on
Spin(V ) is defined by L. In particular, we will have ‖σ‖ = q if kq =Qq .
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When V is a quaternary quadratic space of Witt index 2, then Spin(V ) is
not simple. It is a direct product of two subgroups of type A1. An element σ
of Spin(V ) is in a neighbor of Spin(L) if and only if either L/(L∩ σ(L))∼= o/q2
or L/(L∩ σ(L))∼= (o/q)2 as o-modules.
Finally, let V be an skew-hermitian space of dimension m over M2(kq).
Assume m is at least 4. Let e = [ 1 00 0 ] and f = e∗ where ∗ is the main involution
on M2(kq). Then eV is a 2m-dimensional vector space over kq which is invariant
under Spin(V ). Define a bilinear form b = bh on eV by
h(ex, ey)= h(e2x, e2y)= fh(ex, ey)e=
[
0 0
b(ex, ey) 0
]
.
It is easy to check that b is symmetric. Therefore, the Bruhat–Tits building for
Spin(V ) is the same as the one for Spin(eV ). Suppose V supports a unimodular
O-lattice L where O is a maximal order on M2(kq). Then eL is a unimodular
o-lattice with respect to b. In particular, σ is in a neighbor of Spin(L) if and only
if eL/(eL∩ eσ(L))∼= (o/q)2.
2.2. Comments on ASAP
We go back to the assumption that G is a simply connected, semi-simple group
defined over k and has compact type. Let us recall the statement of ASAP for
G(k):
ASAP Let s be a positive integer and T be a finite set of primes of k. Given a
finite family of local elements F = {σp ∈ G(kp): p ∈ T }, there exists
a finite set of primes Ω = Ω(F , s) such that if q /∈ Ω , we can find
σ ∈G(k) such that
(1) σ ≡ σp mod ps , for all p ∈ T ;
(2) σ ∈G(op) for all p /∈ T ∪ {q}; and
(3) σG(oq)σ−1 and G(oq) are neighbors.
For almost all primes q,G(oq) is a hyperspecial vertex in the building of G(kq)
[T2, 3.9.1]. Therefore for any σ ∈G(k), it makes sense to ask if σG(oq)σ−1 is
a neighbor of G(oq) at these primes q.
The statement of ASAP is affected neither by the choice of the k-embedding
ρ nor by the lattice defining the integral points. For, suppose G1 and G2 are two
copies of G in two general linear groups and Φ :G1 →G2 is a k-isomorphism.
Then Φ(G1(oq)) = G2(oq) for almost all primes q. Moreover, if σ1 moves
G1(oq) to a neighbor, then σ2 =Φ(σ1) moves G2(oq) to a neighbor as well.
In general, G is k-isomorphic to a finite direct product
∏
REi/k(Hi) of
restriction of scalars of simple groups Hi over Ei . Since G∞ =∏Hi∞, therefore
the number field Ei is also totally real. Hence it suffices to look at G=RE/k(H)
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where H is a simple group over a totally real number field E. Working with H
instead of G allows us to assume that G is absolutely simple at the outset.
3. Hermitian forms over CM fields
Let P be a complete set of class representatives of the ideal class group of k.
We may assume that P contains only prime ideals. So, for any q /∈ P, there is
a p ∈ P such that qp is principal. Throughout this section D/k denotes a CM
extension and O the ring of integers in D.
Suppose (V ,h) is a binary positive definite hermitian space. Let ∗ be the
main involution on the algebra EndD(V ) ∼= M2(D), and A be the subalgebra
{φ ∈ EndD(V ): h(φ∗x, y) = h(x,φy)}. It is known [Sh] that A is a positive
definite quaternion algebra over k with ∗ its main involution and SU(V ) is the
kernel of the reduced norm N of A. Moreover, there is a A linear map ξ :V →A
such that h(x) = c · N(ξ(x)) for some constant c > 0. If L is a O-lattice on V
then L := ξ(L) is a quadratic o-lattice on A. Our first step is to show that ASAP
holds for SU(V ).
Proposition 3.1. Suppose (V ,h) is a binary positive definite hermitian space
over D. Let s > 0 and T be a finite set of primes of k. Given any family
F = {σp ∈ SU(Vp)}p∈T , there exists a finite set of primes Ω =Ω(F ,L, s) ⊇ T
such that for any q /∈Ω , there are σ ∈ SU(V ) satisfying:
1. σ ≡ σp mod psLp for all p ∈ T ;
2. σ ∈ SU(Lp) for all p /∈ T ∪ {q};
3. σ is in a neighbor of SU(Lq).
Proof. Let T ′ be a finite set of primes containing T , all primes dividing 2 ·vol(L) ·
disc(D/K) and so that Lp is a maximal order for all p /∈ T ′. We may assume our
set P is disjoint from T ′. Set T0 := T ′ ∪P. Here vol(L) is the volume of L as a
quadratic lattice on A. At each p ∈ T0 \ T , we put σp = 1. Construct a lattice M
onA such thatMp = Lp for all p /∈ T0 and 1, σp are both primitive inMp for all
p ∈ T0. Choose a positive integer t so that ptMp ⊆ psLp for all p ∈ T and so that
φp ≡ 1 mod ptMp implies φp ∈ SU(Lp) for all p ∈ T0 \ T .
Let c∗ be the constant obtained by applying the number field version of
[HJ, Theorem 2.1] (see Appendix A) to M, T0, and t . Let Ω be the set
T0 ∪ {p: Nk/Q(p)2  c∗}, and q a prime not in Ω . Select p ∈ P such that qp
is principal with π a generator for qp. By our construction of M and T0, there is
a vector w ∈M such that N(w)= π2 and
w ≡ πσp mod pt+1Mp ∀p ∈ T0.
Set σ =wπ−1. Since N(σ )= 1, σ lies in SU(V ).
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At p /∈ T0∪{q}, σ ∈Mp andMp is an order so that σMp ⊆Mp. Hence, σ ∈
SU(Lp). At p ∈ T0, it is clear that σ ≡ σp mod psLp. Finally at q, σMq ⊆Mq
but πσMq ⊆Mq. By virtue of elementary divisor theory of unimodular lattices
[Sh], Lq/(Lq ∩ σ(Lq))∼=Oq/qOq and hence σ is in a neighbor of SU(Lq). ✷
Now, let V be a hermitian space over D of dimension greater than 2. At
any prime p of D, Vp is isotropic and hence the Kneser–Tits conjecture [PR,
Theorem 7.6] holds for SU(Vp). In particular, SU(Vp) does not have any non-
trivial non-central normal subgroup. The following lemma is then clear.
Lemma 3.1. At any prime p of k, SU(Vp) is generated by subgroups of the form
SU(W(p)) where W(p) is a 2-dimensional regular subspace of Vp.
Lemma 3.2. Let m be a positive integer and L be a lattice on V . At each
p ∈ T , let W(p) be a regular binary subspace of Vp. For any given family
{σp ∈ SU(W(p)): p ∈ T }, there exist a binary regular subspace U of V and
φp ∈ SU(Up) for each p ∈ T such that φp ≡ σp mod pmLp.
Proof. By the weak approximation it is sufficient to consider the case where
T consists of a single prime {p}. The isometry σp is a product of two unitary
symmetries τλu τλ
−1
v . Select a positive integer s such that if α ≡ u mod psLp and
β ≡ v mod psLp, then τλα τλ−1β ≡ σp mod pmLp.
Let {xp, yp} be a basis of Λp = Lp ∩W(p). There is, by weak approximation,
a pair of vectors x, y in V such that (x, y) is close to (xp, yp) and we can find
α,β ∈ kp[x, y] with α ≡ u and β ≡ v mod psLp. Let U be the binary space
spanned by x and y . Adjust x and y so that U is regular. Now, take φp to be
τλα τ
λ−1
β . ✷
We are now in position to prove ASAP for the special unitary groups of a pos-
itive definite hermitian space.
Proposition 3.2. Let (V ,h) be a positive definite hermitian space over D of
dimension  2, T a finite set of primes and s a positive integer. Let L be a
O-lattice on V . Given a collection F = {σp ∈ SU(Vp)}p∈T , there exist a finite set
of primesΩ =Ω(F , s,L) such that for any q /∈Ω , there is σ ∈ SU(V ) satisfying:
1. σ ≡ σp mod psLp for all p ∈ T ;
2. σ ∈ SU(Lp) for all p /∈ T ∪ {q};
3. σ is in a neighbor of SU(Lq).
Proof. In view of Proposition 3.1 the dimension of V may be assumed to be
at least 3. Let T0 be a finite set of primes containing T and all primes dividing
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2 · vol(L) · disc(D/K). Using Lemma 3.1, write σp = σp,1 · · ·σp,t for all p ∈ T
where σp,i ∈ SU(Wi(p)) for some binary regular subspace Wi(p) of Vp. We may
assume this t works for all p ∈ T .
Consider first the case t = 1. For simplicity, write W(p) instead of W 1(p). If U is
a binary subspace obtained from applying Lemma 3.2 to the family {σp: p ∈ T }
and the integer s, then we have a family {φp ∈ SU(Up): p ∈ T } such that σp ≡ φp
mod psLp. Put Λ := U ∩ L. Extend T0 so that for all p outside T0, Λp is a uni-
modular sublattice of Lp.
At each p ∈ T0 \ T , set σp = 1 (the identity map). Choose s′ > 0 so that if
σ ∈ SU(U) satisfies σ ≡ φp mod ps ′Λp, then σ ≡ φp mod psLp for all p ∈ T0
and σp ∈ SU(Lp) for all p ∈ T0 \ T . Let F ′ be the family {φp}p∈T0 and Ω the
set obtained by applying Proposition 3.1 to the datum (F ′,Λ, s′). For any q /∈Ω ,
there exist σ ∈ SU(U) < SU(V ) such that:
(i) σ ≡ φp mod ps ′Λp for all p ∈ T0;
(ii) σ ∈ SU(Λp) < SU(Lp) for all p /∈ T0 ∪ {q};
(iii) σ is in a neighbor of SU(Λq).
Since Λq splits Lq and σ acts as identity on Λ⊥q , σ is in a neighbor of SU(Lq).
Now for the general case we express, at each p ∈ T , σp = τpρp where ρp
is a product of t − 1 special unitary transformations on some two dimensional
regular subspaces of Vp and τp lies in some SU(W(p)) with dimW(p) = 2. Define
T0 as in the first paragraph and at each p ∈ T0 \ T , we put τp = ρp = 1. Let
Ω1 be the set of primes obtained by applying induction hypothesis to the datum
({ρp}p∈T0,L, s). Choose a prime r /∈Ω1. Then there exists a ρ ∈ SU(V ) such that
(a) ρ ≡ ρp mod psLp for all p ∈ T ;
(b) ρ ∈ SU(Lp) for all p /∈ T ∪ {r};
(c) ρ is in a neighbor of SU(Lr).
By elementary divisor theory [Sh], one can find two isotropic vectors {x, y} in
Lr and a lattice M ⊆ Lr such that Lr = 〈x, y〉 ⊥M and ρLr = 〈rx, r−1y〉 ⊥M
where r is a uniformizer in or. Let τr be the map which sends x to r−1x and y
to ry and is identity on M . Clearly, τrρ ∈ SU(Lr). Let d > s so that if τ ≡ τr
mod rdLr, then τρ ∈ SU(Lr). Let Ω2 be the finite set of primes obtained by
applying the case t = 1 to ({τp}p∈T∪r,L, d), and set Ω = Ω1 ∪ Ω2. For any
q /∈Ω , there exists a τ ∈ SU(V ) satisfying:
(d) τ ≡ τp mod pdLp for all p ∈ T ∪ {r};
(e) τ ∈ SU(Lp) for all p /∈ T ∪ {r};
(f) τ is in a neighbor of SU(Lq).
One readily sees that σ = τρ is the desired global element. ✷
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4. Other classical groups
In this section, we shall verify the validity of ASAP if G is one of the following
groups:
1. The unitary group of a positive definite hermitian form over a quaternion
division k-algebra D which ramifies at all infinite primes.
2. The special unitary group of a positive definite hermitian form over a quater-
nion division k-algebra D whose center is quadratic over k and an involution
on D is of the 2nd kind.
3. The spin group of a positive definite quadratic form over k with 3 or more
variables.
4. The spin group of a skew-hermitian form in 4 or more variables over a quater-
nion division algebra D over k. The form is anisotropic at all infinite primes.
This implies that D splits at all infinite primes.
All the algebraic properties of hermitian and bilinear forms used in later
discussions may be found in [S].
4.1. Unitary groups of hermitian forms
Let V be a n-dimensional left D-vector space equipped with a positive definite
hermitian form. When n = 1, G is isomorphic to some SU2 and ASAP is true
in this case (Proposition 3.1). For almost all prime p, G(op) is a hyperspecial
maximal compact subgroup of G(kp) and Dp ∼=M2(kp). Thus, at these primes,
G(op) is the stabilizer of a lattice on eVp of the form opα + opβ where {α,β}
is an alternating pair in the alternating space eVp. Then ASAP says that at the
prime q, the global element moves oqα + oqβ to qα + q−1β .
The higher dimensional case can be finished by an induction argument as in
Section 3. We need the following local statements (for n > 1):
1. Let p be a finite prime and z be a basis vector in Vp. Put
G(z)= {τ ∈G(kp): τ (Dpz)=Dpz, τ is the identity on D⊥p }.
Then G(kp) is generated by the groups G(z)’s. Note that G(z) is the unitary
group of the space Dp[z].
2. Suppose O is a maximal order in D. If L is a O-lattice on V , then Lp is
unimodular for almost all prime p. Moreover, any unimodular sublattice of
Lp splits off as a orthogonal summand.
Statement 1 is a consequence of the fact that G is isotropic at all p and the veracity
of the Kneser–Tits conjecture in this case. Statement 2 can be proved by standard
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argument in the integral theory of hermitian form over a quaternion algebra over
a local field. All these together would suffice to prove ASAP for G.
4.2. Special unitary groups of quaternionic hermitian forms
This is the case of groups of Tits index type 2A(2)n . Let V be a n-dimensional
left D-space endowed with a positive definite hermitian form. The k-algebra
D here is a quaternion division algebra with center a CM quadratic extension
K/k, and D is endowed with an involution τ of the 2nd kind. It is well known
(see [K5,Sh]) that D =Do ⊗k K , where Do is a quaternion algebra over k. The
restriction of τ to Do is the standard involution and to K is the non-trivial Galois
k-automorphism.
Again the higher dimensional case reduces, by induction, to the case of
dimension one. For this n = 1 case, it is known that the groups G1 = {x ∈ D:
xxτ = 1, N(x) = 1} and G2 = {x ∈ Do: N(x) = 1} are isomorphic. See [K5,
pp. 71–72]. Since ASAP holds for the latter group by prior consideration, this
finishes the ASAP at hand.
4.3. Spin groups of quadratic forms
Let V be a positive definite quadratic space over k of dimension  5 and fix
a lattice L on V to define all the integral points. When the dimension of V is
exactly 5, G is k-isomorphic to the unitary group of a hermitian form over some
quaternion algebra. ASAP in this case is confirmed in the previous subsection.
When the dimension of V exceeds 5 one can see, by virtue of isotropy at each
finite prime p that Spin(Vp) is generated by subgroups of the form Spin(W(p)),
where W(p) is a 5-dimensional regular subspace of Vp.
Lemma 4.1. Let m be a positive integer, and at each p ∈ T let W(p) be a regular
5-dimensional subspace of Vp. For any given family {σp ∈ Spin(W(p)): p ∈ T },
there exist a 5-dimensional regular subspace U of V and φp ∈ Spin(Up) for each
p ∈ T such that φp ≡ σp mod pm.
Proof. Let Φ be the covering Spin(V )→ O ′(V ). At each p and for any non-
empty open subset A ⊆ Spin(Vp), the image Φ(A) contains a non-empty open
subset of O ′(Vp) [PR, p. 113]. Therefore, it suffices to prove the lemma for
O ′(Vp) whose proof is analogous to the one given for Lemma 3.2. ✷
ASAP for Spin(V ) can be proved by using an inductive argument as was done
in Section 3 for the special unitary group of a hermitian form over a CM field.
Note that ‖σ‖q =Nq for the global element σ obtained from ASAP.
When the dimension of V is 3, then G is k-isomorphic to some SU2 in which
case the validity of ASAP for G(k) is already known. Applying this to the family
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F and a prime q /∈Ω(F ) we have a global element σ . At q, the action of Φ(σ)
on Lq is given by
Φ(σ)Lq = oq
[
π2e,π−2f
]⊥ oq[z]
where {e, f, z} is a basis of Lq and {e, f } is a hyperbolic pair. This recovers
Theorem 3.1 in [HJ] for ternary spaces. The higher dimensional cases may be
deduced by an induction argument.
If the dimension of V is 4 and the discriminant of V is a square, then G is
k-isomorphic to a direct product H1 ×H2, where each Hi is a k-group which is
a twist of SL2 (cf. [Kn]). So, each σ ∈G(k) is in fact an ordered pair (τ1, τ2) ∈
H1(k) × H2(k). Now, the global element σ moves Lq to oq[π2e,π−2f ] ⊥ L0
where {e, f } is a hyperbolic pair in Lq and L0 is a unimodular sublattice of Lq.
Thus ‖σ‖q =Nq2.
When the dimension of V is 4 but its discriminant = is not a square, then G
is the restriction of scalars of a group H from E = k(√=) and H is a twist of
SL2 over E. The action of the global element σ ∈ G(k) on Lq depends on the
splitting behavior of q in E. If q splits in E, then Lq/(Lq ∩ σ(Lq)) ∼= F and
hence ‖σ‖q = Nq. However, if q is inert in E, then Lq/(Lq ∩ σ(Lq)) ∼= oq/q2
and so ‖σ‖q =Nq2 in this case.
4.4. Spin groups of skew-hermitian forms
Let V be a m-dimensional free left module over a quaternion division algebra
D over k and is endowed with a regular (i.e., non-degenerate) skew-hermitian
form h with respect to the canonical involution of D. Unless stated otherwise, it
is assumed throughout below thatm 4. Let A be the Gram matrix representation
of h with respect to some basis. The discriminant of V is defined to be
disc(V ) :=N(A)k×2,
where N is the reduced norm. Let H be the unitary group defined by V and G
be its simply connected cover. For any regular subspace W of V , let HW be the
subgroup of H consisting of elements which stabilize W and which act as the
identity on W⊥. The simply connected cover of HW is denoted by GW . If W is
1-dimensional and spanned by a vector v ∈ V , we will use Hv and Gv instead.
When p | ∞,Dp ∼=M2(R) and h induces a positive definite symmetric bilinear
form bh on eV where e=
[ 1 0
0 0
]
. At each finite prime p, we have an exact sequence
from Galois cohomology
1−→±1−→G(kp) Φ−→H(kp)−→ k×p /k×2p −→ 1.
Let H ′(Vp) be the image of Φ . If Dp ∼= M2(kp), then H ′(Vp) is naturally
isomorphic to O ′(eVp). For any subspace W of Vp, the intersection H ′(Vp) ∩
HW(kp) is denoted by H ′W(kp). We assume that all the integral points of H (and
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hence of G as well) are defined by a O-lattice on V , where O is a maximal order
in D.
Fix a finite prime p of k. Let Sp be the set containing all regular isotropic
ternary subspaces of Vp. If Dp ∼=M2(kp), we further require that those subspaces
in Sp have discriminant not equal to −1. Since Vp is isotropic and m 4, Sp is
not empty.
Lemma 4.2. (a) G(kp) is generated by {GW(kp): W ∈ Sp}.
(b) For anyW ∈ Sp,GW(kp) is generated by {Gv(kp): v ∈W , h(v) invertible}.
Proof. Both G and GW are isotropic at p and the Kneser–Tits conjecture holds
for these groups. ✷
Given any family {σp ∈ G(kp): p ∈ T }, Lemma 4.2(a) implies that σp =
σp1 · · ·σpt where σpi ∈ GW(pi) (kp) with W(pi) ∈ Sp. An induction argument
would finish the proof of ASAP for G(k) if we can find an argument valid for
the case t = 1. Suppose {σp ∈GW(p) (kp): p ∈ T } is given, one can find a regular
ternary subspace U of V such that for any integer m > 0 and any p ∈ T , there
exists φp ∈ GUp(kp) with φp ≡ σp mod pm. The group GU is a twist of SL4.
Note that thus far we only know that ASAP holds for twists of SL4 which are
k-isomorphic to special unitary groups of some positive definite hermitian forms
over CM extensions of k. Therefore, we need to choose U carefully so that GU
is split over a quadratic extension of k (see [PR, Lemma 9.19]). By virtue of
Lemma 4.2(b), the following lemma will produce an analogue of Lemma 3.2 in
our situation.
Lemma 4.3. Let m> 0 be any given integer. For each p ∈ T , let {xp, yp, zp} be
a basis of W(p) ∈ Sp. There exists a regular ternary space U =D[x, y, z] so that
(x, y, z)≡ (xp, yp, zp) mod pm and GU is split over a quadratic CM extension
of k.
Proof. Let α be a totally positive skew-symmetric element in D, i.e., α∗ = −α
and such that the quadratic space associated to the skew-hermitian form (x, y) $→
xαy∗ on Dp is positive definite at all p | ∞. Let N be a binary skew-hermitian
space whose Gram matrix is
[
α 0
0 α
]
. We claim that V represents N . By the local–
global principle for representations of skew-hermitian spaces, it suffices to verify
this locally everywhere. This is clear at every p | ∞ as Vp is assumed to be positive
definite. When Dp ∼= M2(kp), the assertion follows from local representation
theory of quadratic spaces [OM]. If Dp is a division algebra, the existence of
the local representation is simply a consequence of the fact that every space of
dimension 3 is universal.
Let us go back to the proof of the lemma. As each W(p) is isotropic, we can
find an orthogonal basis {xp, yp, zp} such that h(xp)= h(yp)= α. It is sufficient
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to prove the lemma for this particular basis. Let X be the affine variety defined
by the equation h(x)= α. From the first paragraph X(k) is seen to be nonempty.
Since X has weak approximation over k (see [PR, Corollary 2, Proposition 7.4]),
we can find an x ∈ V such that h(x) = α, and at all p ∈ T , ∃y ′p ∈Dp[x]⊥ such
that (x, y ′p) ≡ (xp, yp) mod pm. Similarly, one sees that D[x]⊥ also represents
α. Therefore, we can find y ∈ D[x]⊥ with h(y) = h(x) and at each p ∈ T ,
∃ z′p ∈Dp[x, y]⊥ such that (x, y, z′p)≡ (xp, yp, zp) mod pm.
Let M be the subspace D[x, y]. The root system of GM over k is A1 × A1.
Let Tx (respectively Ty ) be the maximal torus of Gx (respectively Gy ). Both Tx
and Ty are isomorphic to the norm-1 torus R(1)k(α)/k(Gm). Hence, GM ∼= P1 × P2
where each Pi is a k-group which is a twist of SL2. It follows that there are
quaternion algebras D1 and D2 over k such that Pi ∼= SL1(Di). Let T0 ⊇ T be
a finite set of primes such that both D1 and D2 split at all primes outside of T0.
For each p ∈ T0\T , choose zp ∈ D[x, y]⊥ so that kp(h(zp)) is a quadratic field
extension of kp. Now, use weak approximation for D[x, y]⊥ to pick a vector z so
that:
1. (x, y, z)≡ (xp, yp, zp) mod pm;
2. kp(h(z))∼= kp(h(zp)) for all p ∈ T0.
Note that when p ∈ T and Dp ∼= M2(kp), the discriminant of D[xp, yp, zp] is
not −1 by a defining property of Sp. This implies that N(h(z)) /∈ (−1)k×2p . Set
E := k(h(z)). Then, E/k is a CM extension since bh is positive definite at all
p | ∞ and h(z)∗ = −h(z). Furthermore, Ep is a quadratic field extension of kp
for all p ∈ T0. If we let U be the subspace D[x, y, z], then GU contains GM ×Tz,
where Tz ∼= R(1)E/k(Gm) is a maximal torus of Gz. By our construction, E splits
GM and Tz. Since GM × Tz contains a maximal k-torus of GU , E splits GU as
well. ✷
The subgroup GU constructed in the above lemma is a twist of SL4 and splits
over a CM extension E of k. So, it is k-isomorphic to a special unitary group
of a positive definite hermitian form over E [PR, Lemma 9.19]. ASAP for G(k)
can be now finished by using an induction argument together with the result in
Section 3.
5. Genera of integral forms
Our ASAP is a statement about the integral and adèlic structures of an
algebraic group. Recent development in this direction [Gr,CNP] suggests an
schematic language may be more appropriate.
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Definition 5.1. Let G be an algebraic group defined over k. An integral form G
of G is a group scheme of finite type over o with generic fibre G⊗ k isomorphic
to G.
A more down-to-earth definition of integral forms can be given in terms of
k-embedding of algebraic groups. We first embed G into GLn for some n. Take
a lattice L on kn. For any finite extension E of k, let oE be the ring of integers
in E. Define a group scheme G by setting G(oE) to be the stabilizer of L⊗ oE .
The fiber G⊗ k is clearly isomorphic to G over k. Tensoring with op, we obtain
a group scheme over op which will still be denoted by G. In particular, one may
regard an integral form G as a schematic way to define the integral points G(o)
and G(op) for all p.
Let us fix an integral form G from now on. Let GA be the adèlization of
G(k). The elements in GA are sequences (gp) ∈∏pG(kp) such that gp ∈G(op)
for almost all p. The group GA is independent of the choice of G since any
two integral forms are equal at almost all primes [T2]. The action of GA on
the set of integral forms of G is by conjugation: for any σ = (σp) ∈ GA and
any integral form H of G, H′ = σHσ−1 is an integral form of G satisfying
H′(op) = σpH(op)σ−1p for all p. An integral form H belongs to the genus of G
if there exists β ∈GA such that H= βGβ−1. If β can be found from G(k) then
H is said to be in the class of G.
Henceforth we assume that G is a simple simply connected group of compact
type defined over k. It is well known [BH] that the number of classes in the genus
of G is finite.
We say that G is hyperspecial at p if G is quasi-split at p and G(op) is a hyper-
special maximal compact subgroup of G(kp) (cf. [T2, 3.8.1]). There exists a finite
set of primes Ω =Ω(G) such that G is hyperspecial at all p /∈Ω (cf. [T2, 3.9.1]).
Definition 5.2. Let q be a prime at which G is hyperspecial. An integral form H
in the genus of G is called a q-neighbor of G if H(op)=G(op) for all p = q and
H(oq) is a neighbor of G(oq) in the Bruhat–Tits building of G(kq).
Proposition 5.1. Assume that ASAP for G(k) is true. There exists a finite set of
primes Ω =Ω(G) such that for any q /∈Ω and any class C in the genus of G,
one can find an integral form H ∈ C which is a q-neighbor of G.
Proof. It suffices to prove the proposition for a particular class C in the genus
of G. Fix a H in C . Let T be a set of primes so that H(op) = G(op) and
G is hyperspecial at all p /∈ T . For any p ∈ T , select a gp ∈ G(kp) such that
gpH(op)g
−1
p = G(op). Let Ω be a finite set of primes obtained when we apply
ASAP to the family {gp ∈G(kp): p ∈ T }. For a prime q outside of Ω we can find
a σ ∈G(k) satisfying:
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1. σ approximates gp at all p ∈ T ;
2. σ ∈H(op) for all p /∈ T ∪ {q};
3. σH(oq)σ−1 is a neighbor of H(oq).
If the approximation is fine enough then σH(op)σ−1 =G(op) at all p ∈ T . The
integral form σHσ−1 is in C and is a q-neighbor of G. ✷
Let M be a lattice on a positive definite quadratic space V over k. Let Φ be the
surjection from Spin(V ) on O ′(V ). The lattice M defines an integral form GM of
the spin group so that Φ(GM(o)) = O ′(M). Likewise, we have Φ(GM(op)) =
O ′(Mp) for all p. Upon adèlization of Φ and using Proposition 5.1, we can
recover Corollary 4.2 in [HJ] except when the rank of M is 4.
Theorem 5.1. Let M be a positive definite lattice of rank m  5. There exists
a finite set of primes Ω =Ω(M) such that if N is a lattice of rank nm− 3 and
Np is represented by Mp for all p, then N is represented by M provided that the
scale of N is divisible by q2 for some q /∈Ω .
Proof. Let G be the spin group of V . Let C1, . . . ,Ch be the set of classes in the
genus ofGM . By Proposition 5.1, there is a finite set of primesΩ such that for any
q /∈Ω , Mq is unimodular and each Ci contains a q-neighbor Gi of GM . Express
Gi =GMi where Mi =Φ(ui)M for some ui ∈GA. Then Gi = uiGMu−1i and Mi
belongs to the (proper) spinor genus ofM . Conversely, if M ′ is in the spinor genus
of M , then replacing M ′ by an isometric copy we can express M ′ = Φ(v)M for
some v ∈GA so that the integral form GM ′ is in Cj for some j .
For any N as in the statement of the theorem, let N ′ = q−1N . Since nm−3,
N ′ is represented by every spinor genus in the genus of M . Say, N is represented
by some M ′ in the spinor genus of M . Hence there exists β ∈ G(k) such that
q(Φ(β)M ′)⊆Mj for some j . This implies that N is represented by M . ✷
We may apply the above argument to other simply connected groups for which
ASAP holds. For instance, the representation results corresponding to the special
unitary of a positive hermitian space over a CM field and the unitary group of a
hermitian space over a quaternion division algebra D are respectively as in the
next two theorems.
Theorem 5.2. Let M be a positive definite hermitian lattice of rank m 2. There
exists a finite set of primes Ω = Ω(M) such that if N is a hermitian lattice of
rank nm− 1 and Np is represented by Mp for all p, then N is represented by
M provided that the scale of N is divisible by q2 for some q /∈Ω .
Theorem 5.3. Let O be a maximal order in D and M be a positive definite
hermitian O-lattice of rank m 1. There exists a finite set of primes Ω =Ω(M)
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such that if N is another such quaternionic hermitian lattice of rank nm and
Np is represented by Mp for all primes p of k, then M represents N if the o-ideal
n(N) is divisible by q2 for some q /∈Ω .
Here the norm n(N) is an o-ideal generated by {h(x, x): x ∈ N} where h is
the hermitian form. Note that for the m= 1 case M =Ox , it may be viewed as a
quadratic o-lattice of rank 4. Representing a lattice like N =Oy , h(y, y)= a ∈ o
is tantamount to the quadratic forms question of a being divisible by q2 for some
q outside a sufficiently large set of primes of k. Thus one may use the number
field version of [HJ, Theorem 2.1] (see Appendix A). In the general case m> 1,
since ASAP holds for the unitary group, Proposition 5.1 may be used together
with the usual argument, while recalling that an indefinite unitary genus has just
one class [Sh]. Note that if p1, . . . ,pr are the primes of k which ramify in D, and
Pi is the 2-sided O-ideal with piO = P2i , then the scale (as an O-ideal) s(M)
and the norm n(M) satisfy:
n(M)O⊆ s(M)⊆
r∏
i=1
P−1i .
So, we can choose Ω such that n(Mq)Oq coincides with s(Mq) for any q /∈Ω .
Finally if we consider the special unitary group of a skew hermitian space V
over a quaternion division algebra D over k, then D must split at every infinite
place. The associated symmetric bilinear form must be definite at every infinite
place. For representation consideration let the ranks of lattices M,N satisfy
n  m − 2. Then as in the quadratic forms case it can be shown that if N is
represented by the genus of M , then N is represented by every spinor genus
within the genus and we may proceed as in the proof of Theorem 5.1 to obtain the
following theorem.
Theorem 5.4. Let O be a maximal order in D and M be a skew-hermitian O-
lattice of rank m 3 whose associated quadratic lattice at every infinite place is
positive definite. There exists a finite set of primes Ω =Ω(M) such that if N is
another such quaternionic skew hermitian lattice of rank n  m − 2 and Np is
represented by Mp for all primes p of k, then M represents N if the scale s(M),
a 2-sided O-ideal is divisible by q2O for some prime q /∈Ω .
Appendix A
In this appendix, we briefly explain how to obtain the number field version of
Theorem 2.1 in [HJ]. All the essential steps are already contained in the rational
case there. Throughout below k is a totally real number field, o is the ring of
integers in k, and M a positive definite integral o-lattice of rank 4. Here integral
means that the scale of M is inside o. For a lattice N , the minimum of N is
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min(N) = min{Nk/Q(Q(x)): x ∈ N \ {0}}. The use of the symbol ∗ refers to
primitivity.
Theorem. Let M be as above, T a finite set of primes containing all the
primes dividing 2 vol(M) and s a positive integer. There exists a constant
c∗ = c∗(k,M,T , s) such that for every rank 1 o-lattice N representable by the
genus gen(M) and min(N) > c∗ and for every collection of local representations
{fp :Np →Mp: p ∈ T } with fp(Np) primitive in Mp when Mp is anisotropic,
there exists a representation f :N → M such that f ≡ fp mod psMp for all
p ∈ T , and f (Np) is primitive in Mp for all p /∈ T .
One can quite readily make the following observations: (1) the condition fp
being primitive at anisotropic primes is necessary, (2) this condition of primitivity
at anisotropic primes p is equivalent to requiring the bounding of ordp(vol(N)).
Of course, the constant c∗ will then depend on this bound too.
Two useful reduction steps help simplify the proof of this theorem. The first
reduction reduces N to the case of a rank 1 free o-lattice; in other words, to
the representation of a totally positive integer α ∈ o. This is the direct analog of
Theorem 2.1 in [HJ]. The only difference being the constant c∗ there also depends
on the field k and the size is measured via the norm Nk/Q. The second reduction
reads as the analog of Theorem 2.2 in [HJ], with similar modification as above
for the constant c(q) now also depending on the chosen prime q. This reduction
permits a further assumption of the type of integers α to which one can restrict.
This step is what was called the “Cassels’ trick” in [HJ].
First, let us see how the theorem follows from the first reduction. Let
A1, . . . ,Ah be a set of integral ideals such that each of them is prime to 2 vol(M)
and that their ideal classes span the ideal class group of k. Let a be a nonzero
element of the intersection A1 ∩ · · · ∩Ah. Let Ta be the enlarged set containing
T and all primes dividing a. Let sa be sufficiently large, for example sa > s + t ,
where t = max{ordp(a): p ∈ Ta}. There is then a constant c1 = c1(k,M,Ta, sa)
from the first reduction. Now, for a given N satisfying the hypothesis of our
theorem, fix for each prime p ∈ Ta \T any primitive representation fp :Np →Mp
which exists since Mp is unimodular and p is nondyadic. Express N = A−1j u
for some 1  j  h and with u ∈ N . Let Q(u) = α and fp(u) = vp for p ∈ Ta .
Since the anisotropic primes only lie in T and since Aj is prime to 2 vol(M),
we have vp ∈∗ Mp at those p. As u ∈ N , Nk/Q(α) min(N) > c1, it follows by
the first reduction that there exists v ∈M with Q(v)= α, v ≡ vp mod psaMp for
all p ∈ Ta , and v ∈∗ Mp for all p /∈ Ta . If we extend by linearity from f (u) = v
to f :N → kM then the desired representation results. To see this, let x ∈ N .
Then aA−1j ⊆ o. As f (ax) ≡ fp(ax) mod psaMp, it follows that f (x) ≡ fp(x)
mod psMp for all p ∈ Ta . For p /∈ Ta , f (Np) = f (opu) = opv ⊆∗ Mp. This
shows that f (N) ⊆M . For p ∈ Ta \ T , we see that f (Np)⊆∗ Mp since f ≡ fp
mod psMp and fp(Np)⊆∗Mp.
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To see that the first reduction reduces to the second reduction, the idea lies in
the proofs of Lemmas 9.1 and 9.2 of [Ca]. Choose principal ideal q1,q2 so that the
space kqiM has Witt index 2, i = 1,2. These primes exist due to the well known
density theorem of class field theory. Let c′2(qi ) :=max{c2(k,L,T , s,qi )} where
L ranges over those classes of quaternary o-lattices L which are unimodular at all
p /∈ T , vol(Lp)= vol(Mp) and has bounded scale. Note that there are only finitely
many such classes.
If we set c1 = c′2(q1)c′2(q2), then for an integer α satisfying the hypothesis
of the first reduction and written as α = βπa1πb2 with πi generator for qi
and relatively prime to β , we see that whenever Nk/Q(α) > c1, then either
Nk/Q(βπ
b
2 ) > c
′
2(q1) or Nk/Q(βπ
a
1 ) > c
′
2(q2) must hold. Therefore, with the help
of the second reduction, it suffices to prove the following analog of Lemma 9.1
of [Ca].
Lemma. Let q = πo be a principal nondyadic prime outside of T and the Witt
index at q for the ambient space kM is two. Let α ∈ o, q  α and Nk/Q(α) > c′2(q).
If απm is represented by gen(M) and for p ∈ T , vp ∈Mp with Q(vp) = απm,
vp ∈∗ Mp at anisotropic primes, then there exists v ∈M such that Q(v) = aπm,
v ≡ vp mod psMp, p ∈ T , and v ∈∗Mp for all p /∈ T .
By lattice theory, using weak approximation, we may express M = A1x1 +
· · · + A4x4 with xi ∈ M approximating the local basis for the decomposition
of Mp ∼= A(0,0)⊥ A(0,0) (in O’Meara’s notation [OM]), and fractional ideals
Ai each prime to q. Thus, we can suppose that Q(xi) ∈ q2m, B(x1, x2),
B(x3, x4) ∈ o×q . Let L be the lattice obtained by scaling A1x1 + A2πmx2 +
A3x3 +A4πmx4 by π−m. Let Q′ be the scaled quadratic form on L. Note that
this lattice L, as a set, is a subset of M . Clearly, L fulfills the conditions in
the definition of c′2(q) above. Since Nk/Q(α) > c′2(q) c2(k,L,T , s,q) and the
second reduction holds, there exists v ∈ L with Q′(v)= α and v ≡ vp mod psLp
for all p ∈ T . This v, when viewed as a vector in M , has Q(v) = απm and is
a desired vector.
The proof of the theorem now follows in the same way as that given for
Theorem 2.1 in [HJ]. All the lemmas (in their obvious versions) and their proofs
will go over in nearly verbatim fashion.
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