Abstract: We present an exact method for counting semi-magic squares of order 6. Some theoretical investigations about the number of them and a probabilistic method are presented. Our calculations show that there are exactly 94 590 660 245 399 996 601 600 such squares up to reflections and rotations.
Introduction
A semi-magic square is a matrix of size n× n filled by numbers 1, · · · , n 2 in such a way that each number 1, · · · , n 2 is used exactly once and the sum over elements of each row and each column is equal to the magic constant Z = n(n 2 + 1)/2. A semi-magic square is magic if sums over elements of main diagonals are equal to the magic constant too. A magic square is panmagic (pandiagonal, diabolical, Nasik ) if sums over elements of all 2(n − 1) broken diagonals are also equal to Z. Here are examples of semi-magic, magic and panmagic squares of order 5: Table 1 shows the currently known results on enumerating squares of these types. We remark that squares that can be transformed into one another by reflections and rotations are considered to be the same, and the table represents only the number of essential different squares relative to these operations. More results can be found on the website of Walter Trump [10] .
The unique magic square of order 3 (B3) was found by Luo Shu (as it is known). The oldest known image of this square on a tortoise shell is dated 2200 BCE. B4 was found by Bernard Frénicle de Bessy in 1693 [1] . First analytic proof of B4 was made by Kathleen Ollerenshaw and Hermann Bondi in 1982 [6] . Richard Schroeppel calculated B5 in 1973 using a computer program. His result was published in 1976 by Martin Gardner [4] . C5 is equal to the number of regular panmagic squares which can be generated using Graeco-Latin squares, as Leonhard Euler pointed in 1779 (published in 1782 [2] ). There are no panmagic squares of order 6 (C6), which has been proved by Andrew Hollingworth Frost in 1878 [3] , and more elegantly by Charles Planck in 1919 [8] .
A4 was found by Mutsumi Suzuki in 1997 [9] . Walter Trump calculated A5 in 2000 [10] .
In 1998 Klaus Pinn and Christian Wieczerkowski [7] estimated B6 as (0.17745± 0.00016) × 10 20 using a method from statistical physics called "parallel tempering Monte Carlo". They also estimated B7 as (0.3760 ± 0.0052) × 10 35 using the same method. Walter Trump improved on these results using "Monte Carlo backtracking" method, see Table 1 . He also estimated A6, A7 and C7 [10] . We remark that in [10] the estimate of A6 is already replaced by the exact result.
In this paper we focus on A6: the number of semi-magic squares of order 6. We present an exact method for calculating this number which is a variation of the meet-in-the-middle approach. The method is described in Section 1. We use this method to calculate A6, and in order to partially verify it we do some theoretical investigations in Section 2 and describe a probabilistic method in Section 3. The computing results are presented in Section 4. Finally, we draw a conclusion in Section 5.
Exact method
Let S be a semi-magic square. Then S(i, j) is the number on the intersection of row i and column j, r i (S) is the set of numbers of S in row i, and c j (S) is the set of numbers of S in column j. U (S) = r 1 (S) ∪ r 2 (S) ∪ r 3 (S) and L(S) = r 4 (S) ∪ r 5 (S) ∪ r 6 (S) are the upper and lower halves of S.
Let A be {1, 2, · · · , 36} and Q be the set of all semi-magic squares of order 6 up to reflections and rotations. Our goal is to find |Q|.
Canonical semi-magic squares
We transform each semi-magic square into a canonical form. First, we sort all rows by the their minimal element. After that, we sort all columns by the sum of their upper triplet. In case of a tie we sort them by the upper element. The following picture shows an example of such a transformation: 
Each canonical semi-magic square represents exactly (6!) 2 semi-magic squares. We can calculate the number of canonical semi-magic squares and then multiply it by (6!) 2 /8 to get the total number of semi-magic squares |Q| up to reflections and rotations.
Classes of canonical semi-magic squares
Let C be the set of all canonical semi-magic squares of order 6. We split the set C into subsets C m , m ∈ M , where M = {x | x ⊂ A, |x| = 18} and m = U (c) for all c ∈ C m .
|M | = C 18 36 ≈ 9 × 10 9 , but |C m | = 0 for most m ∈ M . For example, i∈m i must be 333. There are exactly 113 093 022 such sets.
We consider a set M ′ ⊂ M such that each its element m ∈ M ′ has the following property: there exist two partitions m = r 1 ∪ r 2 ∪ r 3 and A\m = r 4 ∪ r 5 ∪ r 6 (r i ∩ r j = ∅ for all i = j) such that:
2.
a∈ri a = 111 for all 1 ≤ i ≤ 6, 3. min r 1 < min r 2 < min r 3 < min r 4 < min r 5 < min r 6 .
First, we generate a set S = {s | s ⊂ A, |s| = 6, i∈s i = 111} using a simple backtracking algorithm. Each element of S is called a series, and |S| = 32 134. Then, we generate a set M * ⊂ M such that i∈m i = 333 for all m ∈ M * , also using a simple backtracking algorithm. Now we need to check all 113 093 022 such sets according to rules described in the previous subsection.
We do the check in a very straightforward way: we try splitting the current m ∈ M * into series s 1 , s 2 and s 3 (s 1 , s 2 , s 3 ∈ S, s 1 ∪ s 2 ∪ s 3 = m), such that min s 1 < min s 2 < min s 3 < min A\m. If we have at least one such split, we additionally check that A\m can be split into series s 4 , s 5 and s 6 (s 4 , s 5 , s 6 ∈ S, s 4 ∪ s 5 ∪ s 6 = A\m), such that min s 4 < min s 5 < min s 6 .
There are two tricks to make the check faster: Trick 1. The straightforward way to check that m ∈ M * can be split into three series s 1 , s 2 and s 3 is running two nested loops that iterate over series s 1 and s 2 from S while checking that s 1 ⊂ m, s 2 ⊂ m, s 1 ∩ s 2 = ∅ (obviously, s 3 = m\s 1 \s 2 is a series too). The trick is to replace S by S ′ = {s | s ∈ S, s ⊂ m} here.
Trick 2. All operations on sets can be implemented with binary masks. Namely, the min operation can be implemented in the following way:
Actually, it computes not the minimal element, but a mask with a single bit set that corresponds to the minimal element. But a < b iff 2 a < 2 b , so we can use it for comparison.
Mixing all things together, we can generate the set M ′ in about 4 hours. The computation shows that |M ′ | = 9 366 138. Now, we need to determine |C m | for all m ∈ M ′ .
Counting squares of a single class
Consider some m ∈ M ′ . First, we generate all partitions of m into three series s 1 , s 2 and s 3 , such that min s 1 < min s 2 < min s 3 < min A\m. Let U be the set of all such partitions. Similarly, we generate a set L of all partitions of A\m into three series s 4 , s 5 and s 6 , such that min s 4 < min s 5 < min s 6 . To generate them fast we use the tricks described in the previous subsection.
For each (s 1 , s 2 , s 3 ) ∈ U we can generate 720 × 720 different upper halves of a canonical semi-magic square by the following algorithm:
1. Write down all elements of s 1 into the first row of a semi-magic square in increasing order.
2. Write down all elements of s 2 into the second row in one of 6! = 720 ways.
3. Write down all elements of s 3 into the third row in one of 6! = 720 ways.
Calculate sums over all upper triplets.
5. Sort columns by the sums of triplets in increasing order. In case of a tie sort them by the upper element.
) be a profile of the upper half of a canonical square X.
Similarly, for each (s 4 , s 5 , s 6 ) ∈ L we can generate 720 × 720 different lower halves of a canonical semi-magic square, but on step 5 we sort the columns in decreasing order. Let 
, where P is the set of all possible profiles, and f (p) is the number of permutations of elements in p that do not change p.
f (p) appears from the following observation: for the upper half, in case of tie for sums of triplets, we sort them in determined way; for the lower half in case of tie we may sort them in any order, and every such sorting produces a valid canonical square.
f (p) can be calculated in the following way: first, we split all elements of p into groups of equal numbers, and then take a product of factorials of the groups' sizes.
So, we have the following algorithm: 
Technical notes
Any implementation of the algorithm described in the previous subsection may calculate |C m | for any class m ∈ M ′ in several minutes. Our implementation may handle each of them in about 15-20 seconds because of special technical optimizations. We describe some details about them here.
Hash table
A hash table is a data structure for fast searching for stored values by keys. In our case keys are the profiles and values are the numbers of square halves with corresponding profiles.
Consider 32 . This encoding allows us to use as key an unsigned 32-bit integer. Due to a minor mistake, there is 85 in our code instead of 84, but it changes nothing.
For the values we can use unsigned 32-bit integers too. For every class |C m | the total number of insertions into the hash table is exactly the number of partitions of m into three series multiplied by 720 × 720. The maximal number of partitions over all classes is 2704, so the maximum possible value is 2704 × 720 × 720 = 1 401 753 600 < 2 32 , and there is no overflow even if all square halves over all partitions have the same profile.
There may be an overflow on the 3rd step of the main algorithm, but we can consider the maximum value in the hash table before this step to verify that there will be no overflows here. The maximum value over all classes was 68 225, so even if it is multiplied by 6! = 720, it still fits into 32-bit integer. Actually, the maximum value we have got after multiplication was 86 328.
Let k be an encoded profile p. The best hash function of those we tried was h(k) = k ∧ (2 24 − 1), or just the last 24 bits of k. It is very fast for computing, and keys k we try to insert into the hash table are different enough to make insignificant number of collisions. We used a simple hash table with  open addressing and linear probing. The size of the hash table is 2 24 + 1024, where 1024 is a "tail" in the end: our hash table is not cycled from end to beginning because checking whether we need to jump to the beginning during the probing requires additional time. We check for the "hash table overflow" only once: before the 3rd step of the main algorithm. Cell 2 24 + 512 was never reached.
The last trick we used here was partial sorting of queries before inserting and searching. For every partition of m we have 720 × 720 queries. Before performing these queries we sort them by the first 12 bits of h(k) using counting sort. Number 12 is chosen because the modern computers typically have 2 12 lines in the L2 cache, so the counting sort works very fast. The partially sorted list of queries significantly reduces the number of cache misses (again, because the L2 cache has 2 12 lines, it almost always covers 2 12 consecutive cells of the hash table), and it gives a speedup of about 8 times.
Sorting six integers
For every partition of m (and A\m) we need to sort six integers 720 × 720 times. To do it fast we use sorting networks:
One may use the left sorting network that requires only 12 comparators, and implement them directly as compares and swaps. But we use the right sorting network with 14 comparators, because it can be processed in 5 passes instead of 6, if we process independent comparators in parallel.
To process comparators in parallel, we use Streaming SIMD Extensions (SSE). The numbers we sort are small, so we pack all them into 6 bytes. Because SSE instructions may operate on 128-bit words (16 bytes), we actually process two sorting networks in parallel, sorting 2 sets of 6 numbers. One may use AVX2 instructions (they operate on 256-bit words) to sort up to 5 sets of 6 numbers in parallel manner, but we didn't implement it.
We present the code of such sorting in Listing 1, details are left to the reader.
Theoretical investigations
First of all, we need a fact that there are no panmagic squares of order 6. It has been proved by Andrew Hollingworth Frost [3] and later by Charles Planck [8] ,
as it is mentioned in the Introduction. The latter proof is so short and simple, so we describe it here.
Lemma 1 (Charles Planck). There are no panmagic squares of order 6.
Proof. Let P be a panmagic square, consider the following marking of its cells:
Let A be the sum over cells marked with "a", B be the sum over "b"-cells, and C be the sum over "c"-cells. Then A + B = 3Z for rows 1, 3, and 5, A + C = 3Z for columns 1, 3, and 5, and B + C = 3Z for three broken diagonals (either of "\"-type or "/"-type), where Z = 6(6 2 + 1)/2 = 111 is the magic constant. Adding these three equations we get 2(A + B + C) = 9Z. In the resulting equation the left side is even, while the right side is odd. Now we describe transforming of a semi-magic square into a normalized form. First, we permute rows and columns in a such way, that number 1 is placed in the upper left corner. Then we additionally permute rows and columns that numbers in the first row and numbers in the first column are sorted in ascending order. Let X be a square we have got on this step; if X(1, 2) > X(2, 1), we transpose the square. The following picture shows an example of such transforming: 
Let norm(X) be a semi-magic square X in the normalized form. Let N be the set of all normalized semi-magic squares of order 6. Then, obviously, |C| = 2|N |, where C is the set of all canonical semi-magic squares of order 6.
We also consider a complementing operation which replaces every number in a square with its complementing number, i.e. every number x is replaced with 37 − x for order 6 (or by n 2 + 1 − x for order n). Let comp(X) be a complement of square X. If X is semi-magic, then comp(X) is semi-magic too. Now we combine these operations and get a complement-and-normalize operation which operates over N : cn := norm · comp : N → N . cn is an involution, i.e. cn(cn(X)) = X for all X ∈ N . For some normalized semi-magic squares X we have cn(X) = X. We call such squares self-complement. Lemma 2. For any self-complement square X we do not use the transpose operation while performing cn(X).
Proof. Suppose we used the transposing operation and some row i of X is transformed into some column j of X. Consider a number x = X(i, j). Then the number 37 − x should be in the row i and in the column j too, but the only cell where it can be placed is the intersection of the row i and the column j which is already filled with different number x.
By Lemma 2, after performing cn over self-complement squares, rows are transformed into rows, and columns are transformed into columns. Because cn is involution, the sets of rows and columns can be split into pairs and immovable points under cn. We call two different rows/columns complementing if they are transformed one into another. If a row or a column is the immovable point, we call such row/column self-complement.
Lemma 3. Any self-complement square X does not have a row and a column which are both self-complement.
Proof. Suppose a row i of X and a column j of X are both self-complement. Consider a number x = X(i, j). Then, similarly to Lemma 2, number 37 − x should be in the row i and in the column j both, which is impossible.
Lemma 3 gives us the following information: in a self-complement semimagic square either all rows or all columns are split into pairs under cn. Now we can state the following Theorem 4. |N | is divisible by 2.
Proof. Case 1. All X ∈ N which are not self-complement can be split into pairs (X, cn(X)), so the number of them is even.
Case 2. Any self-complement square X ∈ N which has no self-complement rows and self-complement columns can be transformed into a panmagic square permuting rows and columns in order (a, b, c, a, b, c) , where the same letters represent pairs of complementing rows/columns. By Lemma 1, the number of such squares is 0.
Case 3. Now we have to consider a set N ′ ⊆ N of self-complement squares which have either a self-complement row or a self-complement column. Instead we consider a set N * which can be obtained from N ′ by transposing those squares which have a self-complement column. All squares X ∈ N * have a selfcomplement row and now we are not restricted by constraint X(1, 2) < X(2, 1). We have |N * | = |N ′ |. Consider X ∈ N * , X has a self-complement row. Then X has at least two self-complement rows, because 5 remaining rows cannot be split into complementary pairs. Let i and j, i < j, be minimal indices of the self-complement rows. By Lemma 3, all columns are split into complementary pairs, and exactly two such pairs do not intersect with the first column. Let (a, b) and (c, d) be the indices of these pairs of columns. Then, pairs of numbers (X(i, a), X(i, b)), (X(i, c), X(i, d)), (X(j, a), X(j, b)), and (X(j, c), X(j, d)) are complimenting, i.e. sum of the numbers within any of these pairs is 37.
Case 3a. If i > 1, then we can swap the following pairs of numbers: (X(i, a), X(i, b) ) with (X (j, a), X(j, b) ), or (X(i, c), X(i, d)) with (X (j, c), X(j, d) ). We can also swap both of these pairs. So, we get 3 another different squares X 1 , X 2 and X 3 , every of them is a valid semi-normalized semi-magic square from N * . Moreover, applying these swaps to any square from the set {X, X 1 , X 2 , X 3 } produces three remaining squares. So, the number of squares of such kind is divisible by 4.
Case 3b. If i = 1, then a = 2, b = 5, c = 3 and d = 4, because the first row is self-complement and numbers in it are sorted in ascending order. We can swap the same pairs as in case 3a, but after that we have to permute columns to get the first row to be sorted. Luckily, it is always possible by  swapping columns a with b, c with d, and (a, b) with (c, d) . And again, we have a set of 4 squares from N * , any of them will be transformed into another one from this set, so the number of squares of such kind is also divisible by 4.
Thus, |N * | is divisible by 4, which implies |N ′ | is divisible by 4 too.
Corollary 5. |C| is divisible by 4.
One may try to expand the proof of Theorem 4 to prove that |N | is divisible by 4. To do that we may try to split pairs (X, cn(X)) from Case 1 into pairs of pairs by some swapping operations like ones such in Cases 3a and 3b. But it seems like simple swapping operations do not work here because there exists the following semi-magic square found by a computer search: It has no pairs of numbers that can be swapped, i.e. for all i = j, and all a = b, we have
. It also has no triples that can be swapped, i.e. for all i, j, k (i = j, i = k, j = k), and all a = b, we have
Moreover, K does not have a configuration which can be swapped in the following way:
The latter swapping scheme can be defined more formally: for all pairwise distinct i, j, k, and all pairwise distinct a, b, c, the equality b) does not hold. Furthermore, this scheme does not work even if we rearrange α, β and γ in the following ways:
The squares of such kind are very rare. We were able to find only three more examples after a day of search:
Probabilistic estimation
For the probabilistic estimation of |Q| we used a method introduced by Donald Ervin Knuth [5] in a very straightforward way. We fill the square in the following order:
Let S 1 be a set of series of order 6 that contain number 1, |S 1 | = 4 739. First, we iterate over S 1 and fill cells a 1 , · · · , a 6 . Then, we iterate over S 1 again and fill cells b 1 , · · · , b 5 . Of course, on the second step we consider only those series which have no common elements with the already placed numbers in cells a 1 , · · · , a 6 except number 1. We also consider only those possibilities where a 1 < a 2 < · · · < a 6 , a 1 < b 1 < · · · < b 5 and a 2 < b 1 . It gives 4 531 580 ways to fill cells a 1 , · · · , b 5 .
For each of 4 531 580 ways, we randomly fill cells c 1 , · · · , c 13 by the remaining numbers in order of indices, i.e. first, we fill cell c 1 by one of 25 remaining numbers (they all have equal probability to be chosen), then c 2 by one of 24 remaining numbers and so on. For cells c 5 , c 9 and c 13 we have at most one way to fill. This part gives us a probabilistic factor Let the random variable ξ be the number of semi-magic squares that is computed by the described algorithm. Then |Q| = 
Results
We implemented the algorithm described in Section 1 and computed the total number of canonical semi-magic squares of order 6: The result has been double-checked, i.e. for every class we have at least two runs with the same answer. It has been partially confirmed by a similar program implemented by Walter Trump. Since that program is much slower, we only used it to double-check about 1 000 classes of 9 366 138 chosen at random. Also, the number we have got is divisible by 4; it matches our theoretical result from Section 2.
To handle all classes we split them into 100 jobs. All classes m ∈ M ′ were ordered by value i∈m 2 36−i . Job i ∈ {0, 1, · · · , 99} contains all classes with ids i modulo 100 from the ordered list. The total number of semi-magic squares for every job can be found in Table 2 . We also present the number of semimagic squares for several selected classes in Table 3 . One may use this data for independent verification.
The program was run on machines with the following specifications: Intel Core i7-5820K 4.2GHz with 6 cores 32Gb DDR4 RAM and Intel Core i7-3770 3.4GHz with 4 cores 12Gb DDR3 RAM. The double-check was done with help of machines of Walter Trump, which were two nearly identical computers (Intel Core i7-8700K 3.7GHz with 6 cores and 16Gb DDR4 RAM each). Running one job on the i7-5820K in one thread takes about 200 hours, while running it in 10 threads takes about 370 hours because of heavy utilization of RAM bandwidth. Nevertheless, the average time per job decreases from 200 to just 37 hours, so this approach is acceptable. DDR4 memory is very important here, because on our other machine i7-3770 with DDR3 memory we had no significant improvement of the average time by running the program in more than 4 threads. The total time of the computation was about 5 months of real time (about 5 CPU core-years), for the double-check we have spent another 3 months of real time.
After multiplying by (6!) 2 /8 we get the total number of semi-magic squares of order 6 up to reflections and rotations: |Q| = 94 590 660 245 399 996 601 600.
We also implemented the probabilistic algorithm described in Section 3. We have done 10 7 measures (it has taken about 1 month of real time) and got the following estimation:
where the range corresponds to 3σ error (the exact value should be within the range with probability 99.7%). We used RdRand here -an Intel on-chip hardware random number generator which provides a high quality pseudo-random number sequence. Our exact result fits into the probabilistic estimated range.
Conclusion
We have calculated the number of semi-magic squares of order 6. We will be grateful if someone confirmed our result.
We have proved that the number of canonical semi-magic squares is divisible by 4, which matches our computational results. Since our computed number is divisible by 8, it would be interesting if one found an analytic proof for this constraint.
We have also given the probabilistic estimation of the desired number which matches the exact result. Our estimation differs from the estimation (0.9459156± 0.0000051) × 10 23 by Walter Trump, and we attribute the difference to the better quality of the used random generator. Perhaps, it is a good idea to revise the other estimated values on [10] .
We hope that our ideas may be applied to computing the number of magic squares of order 6, panmagic and associative magic squares of order 7. 
A Appendix
Listing 1: Implementation of sorting six integers using SSE inline __m128i simd_sort_6( __m128i vec ) { __m128i passA_shu = _mm_set_epi32( 0x0F0E0C0D, 0x0A0B0809, 0x07060405, 0x02030001 ); __m128i passA_add = _mm_set_epi32( 0x0F0E0D0D, 0x0B0B0909, 0x07060505, 0x03030101 ); __m128i pass2_shu = _mm_set_epi32( 0x0F0E0B09, 0x0D080C0A, 0x07060301, 0x05000402 ); __m128i pass2_add = _mm_set_epi32( 0x0F0E0D0C, 0x0D0A0C0A, 0x07060504, 0x05020402 ); __m128i pass2_and = _mm_set_epi32( 0x0000FEFD, 0xFEFEFDFE, 0x0000FEFD, 0xFEFEFDFE ); __m128i pass4_shu = _mm_set_epi32( 0x0F0E0D0B, 0x0C090A08, 0x07060503, 0x04010200 ); __m128i pass4_add = _mm_set_epi32( 0x0F0E0D0C, 0x0C0A0A08, 0x07060504, 0x04020200 ); __m128i tmp = vec; tmp = _mm_shuffle_epi8( tmp, passA_shu ); tmp = _mm_cmpgt_epi8( tmp, vec ); tmp = _mm_add_epi8( tmp, passA_add ); vec = _mm_shuffle_epi8( vec, tmp ); tmp = vec; tmp = _mm_shuffle_epi8( tmp, pass2_shu ); tmp = _mm_cmpgt_epi8( tmp, vec ); tmp = _mm_and_si128( tmp, pass2_and ); tmp = _mm_add_epi8( tmp, pass2_add ); vec = _mm_shuffle_epi8( vec, tmp ); tmp = vec; tmp = _mm_shuffle_epi8( tmp, passA_shu ); tmp = _mm_cmpgt_epi8( tmp, vec ); tmp = _mm_add_epi8( tmp, passA_add ); vec = _mm_shuffle_epi8( vec, tmp ); tmp = vec; tmp = _mm_shuffle_epi8( tmp, pass4_shu ); tmp = _mm_cmpgt_epi8( tmp, vec ); tmp = _mm_add_epi8( tmp, pass4_add ); vec = _mm_shuffle_epi8( vec, tmp ); tmp = vec; tmp = _mm_shuffle_epi8( tmp, passA_shu ); tmp = _mm_cmpgt_epi8( tmp, vec ); tmp = _mm_add_epi8( tmp, passA_add ); vec = _mm_shuffle_epi8( vec, tmp ); return vec; } 
