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Abstract
Kinetic equations play a major rule in modeling large systems of interacting particles.
Recently the legacy of classical kinetic theory found novel applications in socio-economic
and life sciences, where processes characterized by large groups of agents exhibit sponta-
neous emergence of social structures. Well-known examples are the formation of clusters
in opinion dynamics, the appearance of inequalities in wealth distributions, flocking and
milling behaviors in swarming models, synchronization phenomena in biological systems
and lane formation in pedestrian traffic. The construction of kinetic models describing the
above processes, however, has to face the difficulty of the lack of fundamental principles
since physical forces are replaced by empirical social forces. These empirical forces are
typically constructed with the aim to reproduce qualitatively the observed system behav-
iors, like the emergence of social structures, and are at best known in terms of statistical
information of the modeling parameters. For this reason the presence of random inputs
characterizing the parameters uncertainty should be considered as an essential feature in
the modeling process. In this survey we introduce several examples of such kinetic models,
that are mathematically described by nonlinear Vlasov and Fokker–Planck equations, and
present different numerical approaches for uncertainty quantification which preserve the
main features of the kinetic solution.
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1 Introduction
Kinetic models describing the collective behavior of a large group of interacting agents have
attracted a lot of interest in the recent years in view of their potential applications to various
fields, like sociology, economy, finance and biology [1, 2, 3, 5, 7, 22, 23, 24, 33, 34, 35, 40,
51, 71, 73]. One of the major difficulties in applying the classical toolbox of kinetic theory
to these systems is the lack of fundamental principles which define the microscopic dynamic.
In addition, experimental results are typically non reproducible and, as a consequence, the
model construction is dictated by its ability to describe qualitatively the system behavior and
the formation of emergent social structures. A degree of uncertainty is therefore implicitly
embedded in such models, since most modeling parameters can be assigned only as statistical
information from experimental results [6, 8, 15, 50, 64].
From a mathematical viewpoint, the kinetic models we will consider in the present survey
are characterized by nonlinear Vlasov–Fokker–Planck equations with random inputs taking
into account uncertainties in the initial data, in the interaction terms and/or in the boundary
conditions. The models describe the evolution of a distribution function f = f(θ, x, w, t),
t ≥ 0, x ∈ Rdx , w ∈ Rdw , dx, dw ≥ 1, and θ ∈ Ω ⊆ Rdθ a random field, accordingly to
∂tf + L[f ] = ∇w · [B[f ]f +∇w(Df)] , (1.1)
where L[·] is a linear operator describing the agents’ dynamics with respect to the x−variable,typically
L[f ] = w · ∇xf , B[·] is a non–local operator of the form
B[f ](θ, x, w, t) =
∫
Rdx
∫
Rdw
P (x, x∗;w,w∗, θ)(w − w∗)f(θ, x∗, w∗, t)dw∗dx∗, (1.2)
2
and D(θ, w) ≥ 0, for all w ∈ Rdw , is a function describing the local relevance of the diffusion.
We refer to [27, 41, 79, 85, 86] for an introduction to the subject in relation with kinetic
theory. In the rest of the chapter, to avoid unnecessary difficulties, we will mainly restrict to
the case of a one-dimensional random input dθ = 1 distributed as p(θ). In the homogeneous
case f = f(θ, w, t), L[f ] ≡ 0 the kinetic models are characterized by nonlinear Fokker-Planck
equations.
The classic Fokker-Planck equation with uncertainties The most classical example is repre-
sented by the linear Fokker-Planck model obtained for P ≡ 1 corresponding to
B[f ](θ, w) = (w − u(θ)), D(θ) = T (θ), (1.3)
where
u(θ) =
∫
Rdw
f(θ, w, t)w dw, T (θ) =
1
dw
∫
Rdw
f(θ, w, t)(w − u(θ))2f(θ, w, t) dw
are the (conserved) mean velocity and the temperature of the particles. In the above expres-
sions we assumed an uncertain initial data such that
∫
Rdw f(θ, w, 0) dw = 1 for all θ ∈ Ω. The
stationary solution in this case is represented by a Maxwellian distribution with uncertain
momentum and temperature given by
f∞(θ, w) =
1
(2piT (θ))dw/2
exp
{
−|w − u(θ)|
2
2T (θ)
}
. (1.4)
Opinion formation with uncertain interaction A kinetic Fokker-Planck model of opinion
formation for w ∈ I = [−1, 1], where ±1 denote the two extremal opinions, corresponds to
the choices [73, 82]
B[f ](θ, w, t) =
∫
I
P (θ, w,w∗)(w − w∗)f(θ, w∗, t)dw∗, D(w) = σ
2
2
(1− w2)2. (1.5)
In the above nonlocal interaction term P (θ, ·, ·) ∈ [0, 1] is a function taking into account
uncertainties in the compromise propensity between the agents’ opinions.
In the simple case P (w,w∗, θ) = P (θ) and deterministic initial data, the model preserves
the mean opinion u =
∫
I wf(θ, w, t)dw and we can analytically compute the steady state
distribution
f∞(θ, w) =
C
(1− w2)2 (1 + w)
P (θ)u
2σ2 (1− w)P (θ)u2σ2 exp
{
− P (θ)(1− uw)
σ2(1− w2)
}
, (1.6)
with C > 0 a normalization constant.
Wealth distribution with uncertain diffusion If we now consider w ∈ [0,∞) a measure of the
agents’ wealth, a Fokker-Planck model describing the wealth evolution of agents is obtained
taking [33, 73]
B[f ](θ, w, t) =
∫
[0,∞]
a(w,w∗)(w − w∗)f(θ, w∗, t)dw∗, D(θ, w) = σ(θ)
2
2
w2, (1.7)
3
where the term σ(θ) characterizes the uncertain strength of diffusion. An explicit expression
of the steady state distribution is given in the case a(w,w∗) ≡ 1
f∞(θ, w) =
(µ(θ)− 1)µ(θ)
Γ(µ(θ))w1+µ(θ)
exp
{
− µ(θ)− 1
w
}
, (1.8)
where Γ(·) is the Gamma function and µ(θ) = 1 + 2/σ2(θ) is the so–called Pareto exponent,
which is now dependent on the random input.
Swarming models with uncertainties As a final example we consider a kinetic model for
the swarming behavior [12, 22, 23, 24, 31, 38, 52, 47, 58, 61]. In particular we focus on a
model with self–propulsion and uncertain diffusion, see [9, 10]. The dynamics for the density
f = f(θ, x, w, t) of agents in position x ∈ Rdx with velocity w ∈ Rdw is described by the
Vlasov-Fokker-Planck equation (1.1) characterized by
L[f ] = w · ∇xf, B[f ](θ, x, w, t) = αw(1− |w|2) + (w − uf (θ, x, t)), (1.9)
where
uf (θ, x, t) =
∫
Rdx×Rdw K(x, y)wf(θ, y, w, t) dw dy∫
Rdx×Rdw K(x, y)f(θ, y, w, t) dw dy
, (1.10)
with K(x, y) > 0 a localization kernel, α > 0 a self–propulsion term and D(θ) > 0 the
uncertain noise intensity.
In the space–homogeneous case f = f(θ, w, t), stationary solutions have the form
f∞(w, θ) = C exp
{
− 1
D(θ)
(
α
|w|4
4
+ (1− α) |w|
2
2
− uf∞(θ) · w
)}
, (1.11)
with C > 0 a normalization constant and
uf∞(θ) =
∫
Rdw wf
∞(w, θ)dw∫
Rdw f
∞(w, θ)dw
.
We stress that, in all the above reported examples, uncertainty may be present in other
modeling parameters by further increasing the dimensionality and the complexity of the
kinetic model.
The development of numerical methods for kinetic equations presents several difficulties
due to the high dimensionality and the intrinsic structural properties of the solution. Non
negativity of the distribution function, conservation of invariant quantities, entropy dissipation
and steady states are essential in order to compute qualitatively correct solutions. Preservation
of these structural properties is even more challenging in presence of uncertainties which
contribute to increase the dimensionality of the problem. We refer to [43, 62, 81] for recent
surveys on numerical methods for kinetic equations in the deterministic case.
For this reason we will focus on the construction of numerical methods for uncertainty
quantification (UQ) which preserves the structural properties of the kinetic equation and, in
particular, which are able to capture the correct steady state of the problem with arbitrary
accuracy. We will discuss different numerical approaches based on the major techniques used
for uncertainty quantification. In the deterministic case, similar approaches for nonlinear
Fokker-Planck equations were previously derived in [18, 17, 29, 65, 70, 80]. Related methods
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for the case of nonlinear degenerate diffusion equations were proposed in [14, 28] and with
nonlocal terms in [19, 21]. We refer also to [4] for the development of methods based on
stochastic approximations and to [56] for a recent survey on schemes which preserve steady
states of balance laws and related problems.
The simplest class of methods for quantifying uncertainty in partial differential equa-
tions (PDEs) are the stochastic collocation methods. Stochastic collocation methods are non-
intrusive, so they preserve all properties of the deterministic numerical scheme, and easy to
parallelize. In Section 3 we describe the structure preserving methods recently developed in
[74, 75] together with a collocation approach and show how the resulting schemes preserve
non negativity, conservation and entropy dissipation. In addition they capture the steady
states with arbitrary accuracy and may achieve high convergence rates (spectral convergence
for smooth solutions). Next in Section 4, we consider the closely related class of statistical
sampling methods, most notably Monte Carlo (MC) sampling. In order to address the slow
convergence of MC methods, we discuss here the development of Monte Carlo methods based
on a Micro–Macro decomposition approach introduced in [44]. These methods preserve the
structural properties of the kinetic problem, are capable to significantly reduce the statistical
fluctuations of standard Monte Carlo and increase their computational efficiency by reducing
the number of statistical samples in time. Section 5 is devoted to stochastic Galerkin methods
based on generalized Polynomial Chaos (gPC). Although these deterministic methods may
achieve high convergence rates for smooth solutions, they suffer from the disadvantage that
they are highly intrusive and that increase the computational complexity of the problem. As
a consequence, the main physical properties of the solution are typically lost at a numeri-
cal level. For this class of methods we show how to construct generalized Polynomial Chaos
schemes based on the Micro–Macro formalism which preserve the steady states of the system
[45]. Finally, in Section 6 several numerical applications to problem in socio-economy and life
sciences are presented.
2 Preliminaries
In this section we recall some analytical properties of the considered kinetic models which
will be useful for the development of the different numerical methods. Except in some simple
case, a precise analytic description of the global equilibria of equation (1.1) is very difficult
[25, 26, 84]. A deeper insight into the large time behavior can be achieved by resorting to the
asymptotic behavior of the corresponding space homogeneous models, leading to nonlinear
Fokker–Planck type equations [83].
2.1 Fokker-Planck type equations
In the space homogeneous case the distribution function reduces to f = f(θ, w, t), w ∈ Rdw ,
θ ∈ Rdθ , t > 0 and is solution of the following problem
∂tf(θ, w, t) = J (f, f)(θ, w, t), (2.1)
where
J (f, f)(θ, w, t) = ∇w ·
[
B[f ](θ, w, t)f(θ, w, t) +∇wD(θ, w)f(θ, w, t)
]
, (2.2)
together with an initial datum f(θ, w, 0) = f0(θ, w) and suitable boundary conditions on
w ∈ Rdw .
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We review in the present stochastic setting the classical results for the trend to equilibrium
of the problem (2.1) in the simplified case of a one-dimensional problem w ∈ I ⊆ R with a
linear drift term, i.e.
∂tf(θ, w, t) = ∂w
[
(w − u)f(θ, w, t) + ∂w(D(θ, w)f(θ, w, t))
]
. (2.3)
Conservation of mass is imposed on the previous equation by considering suitable boundary
conditions [73]. The stochastic stationary solution f∞(θ, w) of equation (2.3) is given by the
solution of
(w − u)f∞(θ, w) + ∂wD(θ, w)f∞(θ, w).
The stochastic Fokker–Planck equation (2.3) may be rewritten in the equivalent forms
∂tf(θ, w, t) = ∂w
[
D(θ, w)f(θ, w, t)∂w log
f(θ, w, t)
f∞(θ, w, t)
]
, (2.4)
which corresponds to the stochastic Landau form, whereas the stochastic non logarithmic
Laundau form of the equation is the following
∂tf(θ, w, t) = ∂w
[
D(θ, w)f∞(θ, w, t)∂w
f(θ, w, t)
f∞(θ, w)
]
. (2.5)
Convergence to equilibrium is usually determined through measures of the entropy production.
We define the relative entropy for all positive functions f, f˜ as follows
H[f, f˜ ](θ, w, t) =
∫
I
f(θ, w, t) log
(
f(θ, w, t)
f˜(θ, w, t)
)
dw, (2.6)
we have [54]
d
dt
H[f, f∞](θ, w, t) = −ID[f, f∞](θ, w, t), (2.7)
where the dissipation functional ID[·, ·] is defined as
ID[f, f∞] =
∫
I
D(θ, w)f(θ, w, t)
(
∂w log
(
f(θ, w, t)
f∞(θ, w)
))2
dw. (2.8)
In the classical setting w ∈ R and D(θ, w) = T (θ), where T (θ) is the temperature, the steady
state is given by the Maxwellian density (1.4) with dw = 1 and relation (2.7) coupled with
the log–Sobolev inequality
H[f, f∞](θ, w, t) ≤ 1
2
ID[f, f∞](θ, w, t), (2.9)
leads to the exponential decay of the relative entropy as proved in the following result [83].
Theorem 1. Let f(θ, w, t) be the solution to the initial value problem
∂tf(θ, w, t) = ∂w(w − u(θ))f(θ, w, t) + T (θ)∂2wf(θ, w, t)
with the initial condition f(θ, w, 0) = f0(θ, w) with finite entropy. Then f(θ, w, t) converges
for all θ ∈ Ω to f∞(θ, w) given by (1.4) and
H[f, f∞] ≤ e−2t/T (θ)H[f0, f∞].
For more general diffusion functions D(θ, w) analogous log–Sobolev inequality are not
available. A strategy to study the convergence to equilibrium is to investigate the relation of
relative entropy with the relative weighted Fisher information, see [26, 54, 69, 83] for more
details.
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2.2 Micro–Macro formulation
In this paragraph we describe the Micro–Macro approach to kinetic equations of the form
(2.1). The approach is based on the classical Micro–Macro decomposition originally devel-
oped by Liu and Yu in [68] for the fluid limit of the Boltzmann equation. This method has
been fruitfully employed for the development of numerical methods by several authors (see
[13, 36, 46, 37, 66, 90] and the references therein). These techniques has been also recently
developed in [42, 53, 72] to construct spectral methods for the collisional operator of the
Boltzmann equation that preserves exactly the Maxwellian steady state of the system. Since
under suitable regularity assumptions on the initial distribution the Fokker-Planck equation
admits a unique steady state solution f∞(θ, w), the Micro–Macro formulation is obtained
decomposing the solution of the differential problem into the equilibrium part f∞ and the
non–equilibrium part g as follows
f(θ, w, t) = f∞(θ, w) + g(θ, w, t), (2.10)
where g(θ, w, t) is a distribution function such that∫
Rdw
φ(w)g(θ, w, t)dw = 0
for some moments φ(w) = 1, w. The above decomposition (2.10) applied to the Fokker-Planck
problem (2.1)–(2.2) yields the following result.
Proposition 1. If the nonlinear Fokker-Planck equations (2.1)-(2.2) admits the unique equi-
librium state f∞(θ, w), the differential operator J (·, ·) defined in (2.2) with B[f ] given by
(1.2) may be rewritten as
J (f, f)(θ, w, t) = J (g, g)(θ, w, t) +N (f∞, g)(θ, w, t), (2.11)
where N (·, ·) is a linear operator defined as
N (f∞, g)(θ, w, t) = ∇w
[
B[f∞]g(θ, w, t) + B[g]f∞(θ, w)
]
.
The only admissible steady state solution of the problem{
∂tg(θ, w, t) = J (g, g)(θ, w, t) +N (f∞, g)(θ, w, t),
f(θ, w, t) = f∞(θ, w) + g(θ, w, t)
(2.12)
is given by g∞(θ, w) ≡ 0.
The proof is an immediate consequence of the fact that at the steady state we have
J (f∞, f∞) = 0. Note that the steady state solution of the reformulated problem (2.12) is
therefore independent of the uncertainty.
Remark 1. Under suitable assumptions, see Theorem 1, one can show that f(θ, w, t) expo-
nentially decays to the equilibrium solution. As a consequence, the non–equilibrium part of
the Micro–Macro approximation g(θ, w, t) exponentially decays to g∞(θ, w) ≡ 0 for all θ ∈ Ω.
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3 Collocation methods
One of the most popular computational approaches for UQ relies on the class of collocation
methods [87, 88]. These methods are non intrusive and permit to couple existing solvers for
the PDEs without random inputs with techniques for the quantification of the uncertainty.
Moreover, since the structure of the solution remains unchanged, numerical analysis of col-
location methods is a straightforward consequence of the results obtained for the underlying
method used for solving the original equation.
In the following, since the linear transport part in (1.1) can be discretized using standard
approaches, see for instance [43], we concentrate on homogeneous Fokker-Planck problem of
the form (2.1)-(2.2).
Collocation methods consist in solving the problem in a finite set of nodes (θk)
M
k=0 of the
random field. In this class of methods belongs the usual Monte Carlo sampling (MC) which will
be treated in Section 4. If the distribution of the random input θ ∼ p(θ) is known, an efficient
way to treat the uncertainty is to select the nodes in the random space according to Gaussian
quadrature rules related to such distribution. This is straightforward in the univariate case,
whereas becomes more challenging in the multivariate case [49].
For each k = 0, . . . ,M we obtain a totally deterministic and decoupled problem since the
value of the random variable is fixed. Therefore, solving this system of equations poses no dif-
ficulty provided one has a well–established deterministic algorithm. The result is an ensemble
of M + 1 deterministic solutions which can be post–processed to recover the statistical values
of interest. For example, in the univariate case if (ωk)
M
k=0 are the Gaussian weights on Ω ⊆ R
corresponding to p(θ) we can use the approximations
E[f ](w, t) =
∫
Ω
f(θ, w, t)p(θ) dθ ≈ EM [f ](w, t) =
M∑
k=0
ωkf(θk, w, t), (3.1)
V ar[f ](w, t) =
∫
Ω
(f(θ, w, t)− E[f ](w, t))2p(θ) dθ
(3.2)
≈ V arM [f ](w, t) =
M∑
k=0
ωk(f(θk, w, t)− EM [f ](w, t))2,
where E[·] and V ar[·] denote the mean and the variance respectively. In the following we
concentrates on the construction of numerical schemes which preserve the structural properties
of the solution, like non–negativity, entropy dissipation and accurate asymptotic behavior
[74, 75]. These properties are essential for a correct description of the underlying physical
problem.
3.1 Structure preserving methods
In the one-dimensional case dw = 1 for all k = 0, . . . ,M the Fokker-Planck equation (2.1)-(2.2)
may be written as
∂tf(θk, w, t) = ∂wF [f ](θk, w, t), w ∈ I ⊆ R (3.3)
where now
F [f ](θk, w, t) = (B[f ](θk, w, t) +D′(w))f(θk, w, t) +D(w)∂wf(θk, w, t) (3.4)
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using the compact notation D′(w) = ∂wD(w). Typically, when I is a finite size set the problem
is complemented with no-flux boundary conditions at the extremal points. In the sequel we
assume D(w) > 0 in the internal points of I.
We introduce an uniform spatial grid wi ∈ I, such that wi+1 − wi = ∆w. We denote as
usual wi±1/2 = wi ±∆/2 and consider a conservative discretization of (3.3)
d
dt
fi(θk, t) =
Fi+1/2[f ](θk, t)−Fi−1/2[f ](θk, t)
∆w
, (3.5)
where for each t ≥ 0 Fi±1/2[f ](θk, t) is the numerical flux function characterizing the dis-
cretization.
Let us set C[f ](w, θk, t) = B[f ](w, θk, t) + D′(w) and adopt the notations Di+1/2 =
D(wi+1/2), D
′
i+1/2 = D
′(wi+1/2). We will consider a general flux function which is combi-
nation of the grid points i+ 1 and i
Fi+1/2[f ] = C˜ki+1/2f˜i+1/2(θk, t) +Di+1/2
fi+1(θk, t)− fi(θk, t)
∆w
, (3.6)
where
f˜i+1/2(θk, t) = (1− δki+1/2)fi+1(θk, t) + δki+1/2fi(θk, t). (3.7)
For example, the standard approach based on central difference is obtained by considering
for all i the quantities
δki+1/2 = 1/2, C˜ki+1/2 = C˜[f ](wi+1/2, θk, t).
It is well-known, however, that such a discretization method is subject to restrictive conditions
over the mesh size ∆w in order to keep non negativity of the solution.
Here, we aim at deriving suitable expressions for the family of weight functions δki+1/2 and
for C˜ki+1/2 in such a way that the method yields nonnegative solutions, without restriction on
∆w, and preserves the steady state of the system with arbitrary order of accuracy.
First, observe that at the steady state the numerical flux should vanish. From (3.6) we
get
fi+1(θk, t)
fi(θk, t)
=
−δki+1/2C˜ki+1/2 +
Di+1/2
∆w
(1− δki+1/2)C˜ki+1/2 +
Di+1/2
∆w
. (3.8)
Similarly, if we consider the analytical flux imposing F [f ](θk, w, t) ≡ 0, we have
D(w)∂wf(θk, w, t) = −(B[f ](θk, w, t) +D′(w))f(θk, w, t), (3.9)
which is in general not solvable, except in some special cases due to the nonlinearity on the
right hand side. We may overcome this difficulty in the quasi steady-state approximation
integrating equation (3.9) on the cell [wi, wi+1]∫ wi+1
wi
1
f(θk, w, t)
∂wf(θk, w, t)dw =
−
∫ wi+1
wi
1
D(w)
(B[f ](θk, w, t) +D′(w))dw,
(3.10)
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which gives
f(θk, wi+1, t)
f(θk, wi, t)
= exp
{
−
∫ wi+1
wi
1
D(w)
(B[f ](θk, w, t) +D′(w))dw
}
. (3.11)
Now, by equating the ratio fi+1(θk, t)/fi(θk, t) and f(θk, wi+1, t)/f(θk, wi, t) in (3.8)–(3.11)
for the numerical and exact flux respectively, and setting
C˜ki+1/2 =
Di+1/2
∆w
∫ wi+1
wi
B[f ](θk, w, t) +D′(w)
D(w)
dw (3.12)
we recover
δki+1/2 =
1
λki+1/2
+
1
1− exp(λki+1/2)
, (3.13)
where
λki+1/2 =
∫ wi+1
wi
B[f ](θk, w, t) +D′(w)
D(w)
dw =
∆w C˜ki+1/2
Di+1/2
. (3.14)
We have the following result [75]
Proposition 2. The numerical flux function (3.6)-(3.7) with C˜ki+1/2 and δki+1/2 defined by
(3.12) and (3.13)-(3.14) vanishes when the corresponding flux (3.4) is equal to zero over the
cell [wi, wi+1]. Moreover the nonlinear weight functions δ
k
i+1/2 defined by (3.13)-(3.14) are
such that δki+1/2 ∈ (0, 1).
By discretizing (3.14) through the midpoint rule∫ wi+1
wi
B[f ](θk, w, t) +D′(w)
D(w)
dw =
∆w(Bi+1/2(θk, t) +D′i+1/2)
Di+1/2
+O(∆w3), (3.15)
we obtain the second order method defined by
λk,midi+1/2 =
∆w(Bi+1/2(θk, t) +D′i+1/2)
Di+1/2
(3.16)
and
δk,midi+1/2 =
Di+1/2
∆w(Bi+1/2(θk, t) +D′i+1/2)
+
1
1− exp(λk,midi+1/2)
. (3.17)
Higher order accuracy of the steady state solution can be obtained using suitable higher order
quadrature formulas for the integral (3.12). We will refer to this type of schemes as structure
preserving Chang-Cooper (SP-CC) type schemes.
Some remarks are in order.
Remark 2.
• If we consider the limit case Di+1/2 → 0 in (3.16)-(3.17) we obtain the weights
δki+1/2 =
{
0, Bi+1/2(θk, t) > 0,
1, Bi+1/2(θk, t) < 0
and the scheme reduces to a first order upwind scheme for the corresponding aggregation
equation.
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• For linear problems of the form B[f ](θk, w, t) = B(θk, w) the exact stationary state
f∞(w, θk) can be directly computed from the solution of
D(w)∂wf
∞(θk, w) = −(B(θk, w) +D′(w))f∞(θk, w), (3.18)
together with the boundary conditions. Explicit examples of stationary states will be
reported in the last section. Using the knowledge of the stationary state we have
f∞i+1(θk)
f∞i (θk)
= exp
{
−
∫ wi+1
wi
1
D(w)
(B(θk, w) +D′(w))dw
}
= exp
(
−λ∞i+1/2(θk)
)
,
(3.19)
therefore
λ∞i+1/2(θk) = log
(
f∞i (θk)
f∞i+1(θk)
)
(3.20)
and
δ∞i+1/2(θk) =
1
log(f∞i (θk))− log(f∞i+1(θk))
+
f∞i+1(θk)
f∞i+1(θk)− f∞i (θk)
. (3.21)
In this case, the numerical scheme preserves the steady state exactly.
• The cases of higher dimension d ≥ 2 may be derived similarly using dimensional splitting
(see [74] for details).
3.1.1 Main properties
In the following we recall some results on the preservation of the structural properties, like
non negativity and entropy dissipation.
Non negativity Concerning non negativity, first we report a result for an explicit time
discretization scheme [74]. We introduce a time discretization tn = n∆t with ∆t > 0 and
n = 0, . . . , T and consider the simple forward Euler method
fn+1i (θk) = f
n
i (θk) + ∆t
Fni+1/2(θk)−Fni−1/2(θk)
∆w
, (3.22)
for all k = 0, . . . ,M .
Proposition 3. Under the time step restriction
∆t ≤ ∆w
2
2(U∆w +D)
, U = max
i,k
|C˜ni+1/2(θk)|, (3.23)
the explicit scheme (3.22) with flux defined by (3.13)-(3.14) preserves nonnegativity for all
k = 0, . . . ,M , i.e fn+1i (θk) ≥ 0 if fni (θk) ≥ 0, i = 0, . . . , N , k = 0, . . . ,M .
Higher order strong stability preserving (SSP) methods [57] are obtained by considering
a convex combination of forward Euler methods. Therefore, the non negativity result can be
extended to general SSP methods.
In practical applications, it is desirable to avoid the parabolic restriction ∆t = O(∆w2)
of explicit schemes. Unfortunately, fully implicit methods originate a nonlinear system of
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equations due to the nonlinearity of B[f ] and the dependence of the weights δki±1/2 from the
solution. However, we have the following nonnegativity result for the semi-implicit case
fn+1i (θk) = f
n
i (θk) + ∆t
Fˆn+1i+1/2(θk)− Fˆn+1i−1/2(θk)
∆w
, (3.24)
where
Fˆn+1i+1/2(θk) =C˜k,ni+1/2
[
(1− δk,ni+1/2)fn+1i+1 (θk) + δk,ni+1/2fn+1i (θk)
]
+Di+1/2
fn+1i+1 (θk)− fn+1i (θk)
∆w
.
(3.25)
We have
Proposition 4. Under the time step restriction
∆t <
∆w
2U
, U = max
i,k
|C˜k,ni+1/2| (3.26)
the semi-implicit scheme (3.24) preserves nonnegativity, i.e fn+1i (θk) ≥ 0 if fni (θk) ≥ 0,
i = 0, . . . , N for all k = 0, . . . ,M .
We refer to [74] for a detailed proof. Higher order semi-implicit approximations can be
constructed following [16].
Entropy property In order to discuss the entropy property we consider the prototype
equation for all k = 0, . . . ,M
∂tf(θk, w, t) = ∂w [P (θk)(w − u)f(θk, w, t) + ∂w(D(w)f(θk, w, t))] , (3.27)
with w ∈ I = [−1, 1] equipped with deterministic initial distribution f(w, 0) = f0(w), u =∫
I wf0(w)dw ∈ (−1, 1) and boundary conditions
∂w(D(w)f(θk, w, t)) + P (θk)(w − u)f(θk, w, t) = 0, w = ±1. (3.28)
It can be shown that the introduced structure preserving scheme dissipates the numerical
entropy [74]
Theorem 2. Let us consider B[f ](θk, w, t) = P (θk)(w−u) as in equation (3.27). The numer-
ical flux (3.6)-(3.7) with C˜ki+1/2 and δki+1/2 given by (3.12)-(3.13) satisfies the discrete entropy
dissipation for all k = 0, . . . ,M
d
dt
H∆(f(θk, w, t), f∞(θk, w)) = −I∆(f(θk, w, t), f∞(θk, w)), (3.29)
where
H∆w(f(θk, w, t), f∞(θk, w)) = ∆w
N∑
i=0
fi log
(
fi(θk, t)
f∞i (w, θk)
)
(3.30)
and I∆ is the positive discrete dissipation function
I∆(f(w, θk, t), f∞(w, θk)) =
N∑
i=0
[
log
(
fi+1(θk, t)
f∞i+1(θk, t)
)
− log
(
fi(θk, t)
f∞i (θk)
)]
·
(
fi+1(θk, t)
f∞i+1(θk)
− fi(θk, t)
f∞i (θk)
)
f¯∞i+1/2(θk)Di+1/2 ≥ 0.
(3.31)
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For more general equations the above approach does not permit to prove the entropy
dissipation, see [74]. In the following, we introduce a different class of structure preserving
schemes that, in addition to preservation of the steady state of the problem, ensure the entropy
dissipation.
3.2 Entropic average schemes
Let us consider the general class of nonlinear Fokker-Planck equation with gradient flow
structure [10, 21, 25]
∂tf(θk, w, t) = ∇w · [f(θk, w, t)∇wξ(θk, w, t)], w ∈ I ⊆ Rdw , (3.32)
with (θk)
M
k=0 the collocation nodes of the random field, and no-flux boundary conditions,
where
∇wξ(θk, w, t) = B[f ](θk, w, t) +D∇w log f(θk, w, t),
B[f ](θk, w, t) = ∇w(U ∗ f)(θk, w, t),
(3.33)
with U(θk, ·) an uncertain interaction potential. A stochastic free energy functional is defined
as follows
E(θk, t) = 1
2
∫
Rd
(U ∗ f)(θk, w, t)f(θk, w, t)dw +D
∫
Rd
log f(θk, w, t)f(θk, w, t)dw.
which is dissipated along solutions as
d
dt
E(θk, t) = −
∫
Rd
|∇wξ|2f(θk, w, t)dw = −I(θk, t), (3.34)
where I(θk, ·) is the entropy dissipation function. The corresponding discrete free energy is
given by
E∆(θk, t) = ∆w
N∑
j=0
[1
2
∆w
N∑
i=0
Uj−i(θk)fi(θk, t)fj(θk, t)
+Dfj(θk, t) log fj(θk, t)
] (3.35)
In this case it is not possible to show that the discrete entropy functional (3.35) is dissi-
pated by the SP–CC type schemes developed in the previous sections, see [74]. For this reason
we introduce the new entropic family of flux function
f˜Ei+1/2(θk, t) =

fi+1(θk, t)− fi(θk, t)
log fi+1(θk, t)− log fi(θk, t) fi+1(θk, t) 6= fi(θk, t),
fi+1(θk, t) fi+1(θk, t) = fi(θk, t),
(3.36)
for all k = 0, . . . ,M . We will refer to the above approximation of the solution at the grid
point i+ 1/2 as entropic average of the grid points i and i+ 1. In the general case of the flux
function (3.4) with non constant diffusion the resulting numerical flux reads
FEi+1/2(θk, t) = Di+1/2
(
C˜i+1/2(θk, t)
Di+1/2
+
log fi+1(θk, t)− log fi(θk, t)
∆w
)
f˜Ei+1/2(θk, t).
(3.37)
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Concerning the stationary state, we obtain immediately by imposing the numerical flux equal
to zero
C˜i+1/2(θk, t)
Di+1/2
+
log fi+1(θk, t)− log fi(θk, t)
∆w
= 0,
and therefore we get
fi+1(θk, t)
fi(θk, t)
= exp
(
−∆w C˜i+1/2(θk, t)
Di+1/2
)
. (3.38)
By equating the above ratio with the quasi-stationary approximation (3.11) we get the same
expression for C˜i+1/2(θk, t) for all k = 0, . . . ,M as in (3.12)
C˜i+1/2(θk, t) =
Di+1/2
∆w
∫ wi+1
wi
B[f ](w, θk, t) +D′(w)
D(w)
dw. (3.39)
A fundamental result concerning the entropic average (3.36) is the following
Lemma 1. The entropy average defined in (3.36) may be written as a convex combination
with nonlinear weights
f˜Ei+1/2(θk, t) = δ
k,E
i+1/2fi(θk, t) + (1− δk,Ei+1/2)fi+1(θk, t), (3.40)
where
δk,Ei+1/2 =
fi+1(θk, t)
fi+1(θk, t)− fi(θk, t) +
1
log fi(θk, t)− log fi+1(θk, t) ∈ (0, 1). (3.41)
Remark 3. As a consequence the Chang-Cooper type average (3.7) and the entropic average
(3.36) define the same quantity at the steady state when fi(θk, t) = f
∞
i (θk).
On the contrary to the Chang-Cooper average the restrictions for the non negativity
property of the solution are stronger. Therefore, similar to central differences, we have a
restriction on the mesh size which becomes prohibitive for small values of the diffusion function
D(w). It is possible to show that the same condition is necessary also for the non negativity
of semi-implicit approximations.
Concerning the entropy dissipation we can summarize the main results in the following
[74]
Theorem 3. The numerical flux (3.37)-(3.36) for a constant diffusion D satisfies the discrete
entropy dissipation
d
dt
E∆(θk, t) = −I∆(θk, t), (3.42)
where E∆(θk, t) is given by (3.35) and I∆(θk, t) is the discrete entropy dissipation function
I∆(θk, t) = ∆w
N∑
j=0
(ξj+1(θk, t)− ξj(θk, t))2f˜Ei+1/2(θk, t) ≥ 0, (3.43)
with ξj+1(θk, t)− ξj(θk, t) the discrete version of (3.33).
Further, we can state the following entropy dissipation results for problem (3.27) in the
nonlogarithmic Landau form (2.5).
14
Theorem 4. Let us consider B[f ](w, θk, t) = P (θk)(w − u) as in equation (3.27). The nu-
merical flux (3.37)-(3.36) with C˜ki+1/2 given by (3.12) satisfies the discrete entropy dissipation
d
dt
H∆(f(θk, t), f∞(θk, t)) = −IE∆(f(θk, t), f∞(θk, t)), (3.44)
where H∆w(f(θk, t), f∞(θk, t)) is given by (3.30) and IE∆(θk, t) is the positive discrete dissi-
pation function
IE∆(f(θk, t), f∞(θk, t)) =
N∑
i=0
[
log
(
fi+1(θk, t)
f∞i+1(θk, t)
)
− log
(
fi(θk, t)
f∞i (θk, t)
)]2
·Di+1/2f˜Ei+1/2(θk, t) ≥ 0.
(3.45)
3.3 Numerical results
We report a numerical example obtained with the collocation approach in combination with
the structure–preserving numerical methods. We consider a stochastic Fokker–Planck equa-
tion with uncertainty in the initial distribution, i.e.{
∂tf(θ, w, t) = ∂w
[
wf(θ, w, t) + T (θ)∂2wf(θ, w, t)
]
,
f(θ, w, 0) = f0(θ, w),
(3.46)
for all w ∈ R with
f0(θ, w) =
1
2
{
1√
2piσ2(θ)
e
− (w−c)2
2σ2(θ) +
1√
2piσ2(θ)
e
− (w+c)2
2σ2(θ)
}
, c = 1/10 (3.47)
and σ2(θ) = 1/10 + θ, θ ∼ U([−1, 1]),  = 5× 10−3. In (3.46) the diffusion coefficient is the
temperature
T (θ) =
∫
R
w2f0(θ, w)dw.
It is well–known that the steady–state solution of this problem is the Maxwellian distribution
(1.4).
In the previous paragraphs we showed how an essential aspect for the accurate description
of the stochastic steady state relies in the approximation of the family of integrals δki+1/2,
λki+1/2, see (3.13)–(3.14). In this case, however, since the steady state is known we can evaluate
exactly these weight functions as in (3.20)-(3.21). We postpone to the last section of the
present contribution the discussion on numerical results obtained with more general weight
functions for which no exact formulation are given. In Figure 1 (right) we report the relative
L1 error for the expectation of the solution in time. As expected the schemes are capable to
capture the stochastic steady state exactly. Next in Figure 2 the evolution of the expectation
for the numerical entropy is given.
4 Variance reduction Monte Carlo methods
Among the different type of techniques used in UQ, certainly the Monte Carlo methods
represent one of the most popular and important class [20, 44, 55, 73]. They show all their
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Figure 1: Left: exact and numerical approximation of the expected steady state distribution.
Right: evolution of the L1 relative error for the expected solution calculated for both SP−CCE
and SP −EAE methods. In both figures we considered a grid on [−1, 1] with N = 21 points
and M = 10 nodes in the random field, the final time T = 20 and ∆t = ∆w2/2. The nodes
of the random field have been chosen with Gauss–Legendre polynomials.
potential when the dimension of the uncertainty space becomes very large. In addition, Monte
Carlo methods are effective when the probability distribution of the random inputs is not
known analytically or lacks of regularity since other approaches based on orthogonal stochastic
polynomials may be impossible to use of may produce poor results.
In this section, we first describe a standard Monte Carlo approach which deals with random
initial data and then we describe a modification of this algorithm which permits to strongly
decrease the computational costs and increase the accuracy close to the equilibrium steady
state.
4.1 The standard Monte Carlo method
We describe the method when applied to the solution of a Vlasov-Fokker-Planck type equation
of the type (1.1) with deterministic parameters P = P (x, x∗, w, w∗) and D = D(w, t) and
random initial data f(θ, x, w, 0) = f0(θ, v, w). First we assume that the kinetic equation has
been discretized by a deterministic solver in the variables w, x and t. In this setting, the
simplest Monte Carlo (MC) method for UQ in kinetic equation is based on the following
steps.
Algorithm 1 (Standard Monte Carlo (MC) method).
1. Sampling: Sample M independent identically distributed (i.i.d.) initial data fk0 , k =
1, . . . ,M from the random field f0 and approximate these over the grid (for example by
piece-wise constant cell averages).
2. Solving: For each realization fk0 the underlying kinetic equation (1.1) is solved nu-
merically by the deterministic solver. We denote the solutions at time tn by fk,n∆w,∆x,
k = 1, . . . ,M , where ∆w and ∆x characterizes the discretizations in w and x.
3. Estimating: Estimate the expected value of the random solution field with the sample
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Figure 2: Dissipation of the numerical expected entropy for SP−CCE and SP−EAE schemes
on a coarse grid with N = 11 points.
mean of the approximate solution
EM [f
n
∆w] =
1
M
M∑
k=1
fk,n∆w,∆x. (4.1)
The above algorithm is straightforward to implement in any existing code for the Vlasov-
Fokker-Planck equations. Furthermore, the only (data) interaction between different samples
is in step 3, when ensemble averages are computed. Thus, the MC algorithms for UQ are
non-intrusive and easily parallelizable as well.
The typical error estimate that one obtains using such an approach is of the type
‖E[f(·, tn)]− EM [fn∆w]‖ ≤ C1M−1/2 + C2(∆w)q + C3(∆x)p + C4(∆t)r (4.2)
where ‖ · ‖ is a suitable norm, C1, C2, C3 and C4 are positive constants depending only on
the second moments of the initial data and the interaction term, and q, p and r characterize
the accuracy of the discretizations in the phase-space. Clearly, it is possible to equilibrate
the discretization and the sampling errors in the a-priori estimate taking M = O(∆w−2q),
∆x = O(∆wq/p) and ∆t = O(∆wq/r). This means that in order to have comparable errors
the number of samples should be extremely large, especially when dealing with high order
deterministic discretizations. This may make the collocation Monte Carlo approach very ex-
pensive in practical applications. In order to address the slow convergence of Monte Carlo
methods, we discuss in the next paragrph the development of variance reduction Monte Carlo
methods.
4.2 The Micro-Macro Monte Carlo method
In order to improve the performances of standard MC methods, we introduce a novel class
of variance reduction Monte Carlo methods [44]. The key idea on which they rely is to take
advantage of the knowledge of the steady state solution of the kinetic equation in order
to reduce both the variance and the computational cost of the Monte Carlo estimate. The
method is essentially a control variate strategy based on a suitable microscopic-macroscopic
decomposition of the distribution function.
17
We describe the method in the space homogeneous case, an example of such technique
in the non homogeneous case is reported in Section 6, while we refer to [44] for a detailed
discussion and extensions of such method to more general kinetic equations. Following Section
2.2 we introduce the Micro–Macro decomposition
f(θ, w, t) = f∞(θ, w) + g(θ, w, t),
where f∞(θ, w) is the steady state solution of the problem considered. Then, the idea consists
in using the Monte Carlo estimation procedure only to the non equilibrium part g(θ, w, t)
solution of (2.12).
The crucial aspect is that the equilibrium state g∞(θ, w) is zero and therefore, independent
from θ. More precisely, we can decompose the expected value of the distribution function in
an equilibrium and non equilibrium part
E[f ](w, t)] =
∫
Ω
f(θ, w, t)p(θ)dθ
=
∫
Ω
f∞(θ, w)p(θ)dθ +
∫
Ω
g(θ, w, t)p(θ)dθ,
(4.3)
and then exploit the fact that f∞(θ, w) is known to have an estimate of the error committed
by the Monte Carlo integration of type
eM [f ] ' σgM−1/2 (4.4)
instead of
eM [f ] ' σfM−1/2, (4.5)
where σg and σf are the variances of respectively the perturbation and the distribution
function and where we have supposed for simplicity that expected value of the equilibrium
part is computed with a negligible error. Now, since it is known that the perturbation g goes
to zero in time exponentially fast, then also its variance goes to zero, which means that in
the steady state solution limit the Monte Carlo integration becomes only dependent on the
way in which the expected value of the equilibrium part is computed.
The simplest version of the algorithm consists of the following steps:
Algorithm 2 (Micro-Macro Monte Carlo (M3C) method).
1. Small scale sampling: Sample ME independent identically distributed (i.i.d.) initial
data fk0 , k = 1, . . . ,ME from the random field f0. For each sample compute the corre-
sponding equilibrium state fk,∞∆w from its moments evaluated through suitable quadrature
rules in w based on the discretization parameter ∆w.
2. Large scale sampling: Select M  ME samples fk0 , k = 1, . . . ,M and compute
gk0 = f
k
0 −fk,∞ and approximate these over the grid (for example by piece-wise constant
cell averages).
3. Solving: For each realization gk0 the underlying kinetic equation (2.12) is solved nu-
merically by the deterministic solver. We denote the solutions at time tn by gk,n∆w,
k = 1, . . . ,M .
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4. Estimating: We estimate the expected value of the random solution field
fk,n∆w = f
k,∞
∆w + g
k,n
∆w,
with the sample mean of the approximate solution
EM,ME [f
n
∆w] =
1
ME
ME∑
k=1
fk,∞∆w +
1
M
M∑
k=1
gk,n∆w. (4.6)
Using such an approach one obtains an error estimate of the type
‖E[f(·, tn)]− EM,ME [fn∆w]‖ ≤ CEM−1/2E + Cn1M−1/2 + C2(∆w)q + C3(∆t)r (4.7)
where now the constant Cn1 depends on time and on the second moment of the solution
g(θ, w, tn) which will vanish for large times. In fact, independently of θ we have that g(θ, w, tn)→
0 as n→∞. Therefore, the method reduces the variance of the estimator in time and asymp-
totically, since Cn1 → 0 as n → ∞, depends only on the fine scale sampling which does not
affect the overall computational cost.
The efficiency of the M3C can be further improved in the case of monotonic convergence
to equilibrium of the distribution function f by introducing a strategy of sampling reduction
at each time step. The resulting algorithm is the following
Algorithm 3 (Fast Micro-Macro Monte Carlo (FM3C) method).
1. Small scale sampling: Sample ME independent identically distributed (i.i.d.) initial
data fk0 , k = 1, . . . ,ME from the random field f0. For each sample compute the corre-
sponding equilibrium state fk,∞∆w from its moments evaluated through suitable quadrature
rules in w based on the discretization parameter ∆w.
2. Large scale sampling: Select M0  ME samples fk0 , k = 1, . . . ,M0 and compute
gk0 = f
k
0 −fk,∞ and approximate these over the grid (for example by piece-wise constant
cell averages).
3. Solving: For each realization gk0 the underlying kinetic equation (2.12) is solved nu-
merically by the deterministic solver. This is realized at each time step n = 0, 1, 2, . . .
as follows.
(a) Advance in time: Starting from gk,n∆w, k = 1, . . . ,Mn compute the solution g
k,n+1
∆w
with one time step of the deterministic solver.
(b) Discard samples: At each time step we compute the variance of gk,n+1∆w as
VarMn [g
n+1
∆w ] =
1
Mn
Mn∑
k=1
(gk,n+1∆w − EMn [gk,n+1∆w ])2 ≤ VarMn [gn∆w].
Set Mn+1 = [[Mn
(
VarMn [g
n+1
∆w ]/VarMn [g
n
∆w]
)
]] where [[·]] denotes the integer part
and discard uniformly Mn −Mn+1 samples.
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4. Estimating: We estimate the expected value of the random solution field
fk,n∆w = f
k,∞
∆w + g
k,n
∆w,
with the sample mean of the approximate solution
EMn,ME [f
n
∆w] =
1
ME
ME∑
k=1
fk,∞∆w +
1
Mn
Mn∑
k=1
gk,n∆w. (4.8)
The algorithm preserves the advantages of the simple M3C method but with a greater
computational efficiency since the number of samples, and therefore the number of determin-
istic equations that we have to solve, decreases in time and asymptotically vanishes.
Remark 4.
• In the case the underlying uncertainty probability density function p(θ) is known, the
M3C method can be applied without any small scale sampling since the estimate of the
expected value reduces to
EMn [f
n
∆w] =
∫
Ω
f∞∆w(θ, w)p(θ)dθ +
1
Mn
Mn∑
k=1
gk,n∆w. (4.9)
In this case M3C methods achieves arbitrary accuracy for large times.
• In contrast with Multi Level Monte Carlo (MLMC) methods [55], which can produce non
monotone estimators, the estimators produced by the M3C method are monotonic, i.e.
mean estimator of positive quantities (such as density) is also positive, the same holds
true for the entropy property.
• The extension of the M3C method to the non homogeneous case is straightforward,
whereas the advantages of the FM3C method depend on the type of problem consid-
ered. Applications are reported in Section 6. For more general cases we refer to [44]
where e detailed discussion is done.
4.3 Numerical results
In this section we show some results concerning the Micro-Macro Monte Carlo methods by
comparing them to the standard MC method for UQ. In particular, we study the behaviors of
our approach in solving the stochastic Fokker–Planck equation with uncertainty in the initial
distribution (3.46)-(3.47).
In Figure 3 we report the L1 norm of the error for the expected solution with a standard
MC method. Left image shows the error for an increasing number of samples for different
times, while right image shows the trend of the error over time for a different number of
random inputs. The final time is set to Tf = 3, the number of cells in velocity is 100, while
the stability condition gives ∆t = 0.5∆w2. The maximum number of samples which furnishes
the set of initial conditions is Mθ = 50, while the solution is averaged over 100 realizations.
One can clearly see the M
−1/2
θ slope for the error in the left picture.
In Figure 4, the L1 norm of the error is reported in the same setting of the MC case for
the M3C method both for the left and the right images. The same number of averages and
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Figure 3: Monte Carlo method. Left: evolution of the L1 norm of the error for the expected
distribution over an increasing number of stochastic inputs. Different lines represent the error
at different times. Right: evolution of the L1 norm of the error for the expected distribution
over time. Different lines represent a different number of stochastic inputs over which the
expected value is computed. Grid [−1, 1] with N = 100 points, final time T = 3 and ∆t =
∆w2/2. The solution has been averaged over 100 different realizations.
stochastic initial condition is employed. We can see how the error decreases as a function of
time in an exponential fashion at the contrary of the MC case for which the error is almost
independent on time.
Finally, in Figure 5 we show the behavior of the fast M3C method. The number of samples
for which the time evolution of the perturbation g is considered is reported on the right and
it diminishes with time. The corresponding L1 norm of the error is shown on the left. For this
case, we increased the initial number of random nodes to 1000 to highlight the behavior of
the fast approach. The number of evolutions of the distribution function computed diminishes
exponentially.
5 Stochastic Galerkin methods
Among the various methods for UQ in PDEs, stochastic Galerkin (SG) methods based on
generalized polynomial chaos (gPC) expansions are very attractive thanks to the spectral
convergence property with respect to the random input [32, 59, 63, 67, 77, 78, 87, 89]. On the
other hand, their intrusive nature forces a complete reformulation of the problem and standard
schemes for the corresponding deterministic problem cannot be used in a straightforward way.
In particular, it is well known that, this intrusive formulation may lead to the loss of
important structural properties of the original problem, like hyperbolicity, positivity and
preservation of large time behavior [30, 39, 76].
In this section we analyze gPC-SG methods for the numerical approximation of stochastic
Vlasov-Fokker-Planck equations in the form (1.1). In particular, using the Micro–Macro ap-
proach in the gPC-SG setting we show how it is possible to construct methods which preserve
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Figure 4: M3C method. Left: evolution of the L1 norm of the error for the expected distribution
over an increasing number of stochastic inputs. Different lines represent the error at different
times. Right: evolution of the L1 norm of the error for the expected distribution over time.
Different lines represent a different number of stochastic inputs over which the expected value
is computed. Grid [−1, 1] with N = 100 points, final time T = 3 and dt = dw2/2. The solution
has been averaged over 100 different realizations.
the asymptotic behavior of the solution [45]. We mention here related approaches for kinetic
equations developed in [60, 91].
We recall first some basic notions on Galerkin approximation techniques for stochastic
computations.
5.1 Preliminaries on gPC-SG techniques
Let us consider the function f(θ, x, w, t), f ∈ L2 in the random variable θ ∈ Ω ⊆ R, solution
of the differential problem
∂tf(θ, x, w, t) = J [f ](θ, x, w, t), (5.1)
with J a given differential operator. The present setup of the problem may be naturally
extended to a r−dimensional vector of random variables θ = (θ1, . . . , θr).
We consider the space PM of polynomials of degree up to M , generated by a family of
orthogonal polynomials with respect to the probability density function p(θ) of the random
variable θ, namely {Φh(θ)}Mh=0. They form an orthogonal basis of L2(Ω), i.e.
E
[
Φh(θ)Φk(θ)
]
=
∫
Ω
Φh(θ)Φk(θ)p(θ) dθ = E
[
Φ2h(θ)
]
δhk (5.2)
where δhk is the Kronecker delta function. Let us assume that p(θ) has finite second order
moment, we can represent the function f(x,w, θ, t) through the complete polynomial chaos
expansion as follows
f(θ, x, w, t) =
∑
m∈N
fˆm(x,w, t)Φm(θ), (5.3)
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Figure 5: Fast M3C method. Left: evolution of the L1 norm of the error for the expected
distribution over time. Different lines represent a different number of stochastic inputs over
which the expected value is computed. Right: number of random nodes over time. Grid on
[−1, 1] with N = 100 points, final time T = 3 and ∆t = ∆w2/2.
where fˆm(x, t) is given by
fˆm(x,w, t) = E
[
f(θ, x, w, t)Φm(θ)
]
, m ∈ N. (5.4)
The generalized polynomial chaos expansion approximates the solution f(θ, x, w, t) of (5.1)
with its M -th order truncation fM (θ, x, w, t) and considers the Galerkin projections of differ-
ential problem for each h = 0, . . . ,M
∂tE[f(θ, x, w, t) · Φh(θ)] = E[J [f ](θ, x, w, t) · Φh(θ)]. (5.5)
Thanks to the orthogonality of the polynomial basis of the space PM we obtain a coupled
system of M + 1 purely deterministic equations
∂tfˆh(x,w, t) = J [(fˆk)Mk=0](x,w, t), h = 0, . . . ,M. (5.6)
These subproblems must then be solved through suitable numerical techniques. The approx-
imation of the statistical quantities of interest are defined in terms of the introduced projec-
tions. From (5.4) being Φ0 ≡ 1 we have
E[f(θ, x, w, t)] = fˆ0(x,w, t), (5.7)
and thanks to the orthogonality it is possible to show that
V ar[f(θ, x, w, t)] = E
[( M∑
h=0
fˆhΦh(θ)− fˆ0
)2]
=
M∑
h=0
fˆ2h(x,w, t)E[Φ2h(θ)]− fˆ20 (x,w, t).
(5.8)
23
5.1.1 gPC-SG methods for Vlasov–Fokker–Planck equations
Let us consider the stochastic Vlasov–Fokker–Planck equation (1.1) with a nonlocal drift B[·]
of the form (1.2).
The gPC-SG approximation is given by the following system of deterministic differential
equations
∂tfˆh(x,w, t)+L[fˆh(x,w, t)] =
∇w ·
[
M∑
k=0
bhk[fˆ ](x,w, t)fˆk(x,w, t) +∇wD(x,w)fˆh(x,w, t)
]
,
(5.9)
where
bhk[fˆ ](x,w, t) =
1
‖Φh‖2L2
M∑
m=0
∫
Ω
B[fˆm]Φk(θ)Φm(θ)dp(θ). (5.10)
Note that, due to the nonlinearity of Fokker–Planck problems, we obtain a coupled system
of deterministic Vlasov–Fokker–Planck equations describing the evolution of each projection.
In vector notations we have
∂tfˆ(x,w, t) + L[fˆ ](x,w, t) = ∇w · [B[fˆ ](x,w, t)fˆ(x,w, t) +∇wD(x,w)fˆ(x,w, t)], (5.11)
where fˆ = (fˆ0, . . . , fˆM )
T and the component of the (M + 1) × (M + 1) matrix B[fˆ ](x,w, t)
are given by (5.10).
In a similar way, we can derive the gPC-SG formulation of stochastic Vlasov–Fokker–
Planck equations with uncertain diffusion terms.
Remark 5. In case the uncertainty is present only in the initial data, and therefore B[f ](x,w, θ, t) =
B(x,w, t), the matrix B is diagonal and we need to solve the decoupled system of Vlasov type
equations
∂tfˆh(x,w, t) + L[fˆh](x,w, t) = ∇w · [bhhfˆh(x,w, t) +∇wD(x,w)fˆh(x,w, t)], (5.12)
h = 0, . . . ,M . Hence, a structure preserving approach as in Section 3.1 may be introduced in
order to preserve the large time behavior of the collision step of each projection by defining a
family of weight functions
λhi+1/2 =
Di+1/2
∆w
∫ wi+1
wi
bhh(x,w, t) +D
′(x,w)
D(x,w)
dw,
δhi+1/2 =
1
λhi+1/2
+
1
1− exp(λhi+1/2)
.
(5.13)
In this setting the scheme capture with arbitrary accuracy the steady state and the expected
value of the numerical solution is kept nonnegative. However, for more general nonlocal type
operators B[·] this approach cannot be applied for the construction of a stochastic Galerkin
expansion which preserves the steady state solution and nonnegativity of the mean.
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5.2 A Micro–Macro gPC approach
We discussed in the previous section how the gPC-SG method for stochastic Fokker–Planck
equations generates a coupled system of partial differential equations. Although gPC-SG
guarantees spectral convergence on the random field under suitable regularity assumptions,
its accuracy in describing the long–time solutions of the problems is limited and depends on
the particular scheme for solving the coupled system.
Let us consider suitable regularity assumptions on the initial distribution such that the
stochastic Fokker–Planck problem admits the unique steady state solution f∞(θ, w). With
the aim of preserving the steady states of the problem in the Galerkin setting we introduce
a Micro–Macro gPC-SG scheme. Thanks to the formalism introduced in Section 5.1 and by
analogy with (2.10) the Micro–Macro gPC decomposition for all M ≥ 0 reads [45]
fM (θ, w, t) = f∞,M (θ, w) + gM (θ, w, t), w ∈ Rdw , t ≥ 0, (5.14)
where
f∞,M (w, θ) =
M∑
h=0
f̂∞h(w)Φh(θ), f̂∞h(w) =
∫
Ω
f∞(θ, w)Φh(θ)dp(θ).
Being equation (5.14) equivalent to require fˆ = f̂∞ + gˆ, we can reformulate the original
problem in terms of gˆ. Equation (5.9) may be reformulated for all h = 0, . . . ,M in terms of
the nonequilibrium part of the Micro–Macro gPC decomposition gˆh as follows{
∂tgˆh(w, t) = Jˆh(gˆ, gˆ)(w, t) + Nˆh(f̂∞, gˆ)(w, t),
fM (w, θ, t) = f∞,M (w, θ) + gM (w, θ, t),
(5.15)
where the operator Jˆh is the Galerkin projection of the quadratic operators of the collisional
type defined in (2.2) and Nˆh is a linear operator defined as
Jˆh(gˆ, gˆ)(w, t) = ∇w ·
[ M∑
k=0
bhk[gˆ]gˆk(w, t) +∇wD(w)gˆh(w, t)
]
,
Nˆh(f̂∞, gˆ)(w, t) = ∇w ·
[ M∑
k=0
bhk[f̂∞]gˆk(w, t) + bhk[gˆ]f̂∞k(w)
]
.
(5.16)
Now, the equilibrium state of each gPC projection is gˆh ≡ 0 and any consistent schemes for
the numerical approximations of the differential terms in (5.16) admits gˆh ≡ 0 as equilibrium
state for all h = 0, . . . ,M . For example, we can use a standard central difference approximation
scheme for the differential terms in (5.16) to achieve second order accuracy for transient times
and exact preservation of the steady state asymptotically.
5.3 Numerical results
We consider the evolution of the Fokker–Planck equation (3.46) with the uncertain initial
condition (3.47). Following the set–up introduced in the previous section, we obtain the SG
system of equations
∂tfˆh(w, t) = ∂w
[
wfˆh(w, t) + ∂w
M∑
k=0
dhkfˆk(w, t)
]
, (5.17)
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Figure 6: Left: expected solution of the uncertain Fokker–Planck equation obtained through
standard SG and MM-SG methods with central differences and M = 10. Right: expected
L2 error for standard SG and MM-SG. In both cases we considered a discretization of the
interval [−1, 1] with N = 21 gridpoints and ∆t = ∆w/2.
with
dhk =
1
‖Φh‖22
∫
Ω
T (θ)Φh(θ)Φk(θ)dp(θ).
In order to build the Micro–Macro gPC decomposition of the SG system we take advantage of
the analytical solution given by the Maxwellian distribution (1.4), which can be approximated
by its M–order truncation as in Section 5.2. Therefore we aim at solving the modified problem
for all h = 0, . . . ,M{
∂tgˆh(w, t) = ∂w
[
wgˆh(w, t) + ∂w
∑M
k=0 dhkgˆk(w, t)
]
,
fM (θ, w, t) = gM (θ, w, t) + f∞,M (θ, w).
(5.18)
In all our numerical examples we use second order central difference approximations of the
derivatives in w. In Figure 6 we compare the numerical long time solution obtained through
a standard SG system (5.17) and the Micro–Macro SG system (MM). We can observe how
the Micro–Macro gPC-SG method gives an accurate description of the expected steady state
of the problem, on the contrary the error of the standard gPC-SG method saturates at the
accuracy obtained with the central differences.
6 Other applications
In this section we present several numerical examples of stochastic Fokker–Planck and Vlasov–
Fokker-Planck equations solved with the schemes introduced in the previous sections. In
particular we focus on some recent models in socio–economic and life sciences as discussed in
the Introduction.
6.1 Example 1: Opinion model with uncertain interactions
Let us consider a distribution function f = f(θ, w, t) describing the density of agents with
opinion w ∈ I = [−1, 1] whose evolution is given in terms of a stochastic Fokker-Planck
26
1 2 3 4 5 6 7 8 9 10
10-15
10-10
10-5
100
1 2 3 4 5 6 7 8 9 10
10-15
10-10
10-5
100
Figure 7: Example 1. Values of L1 error in the estimation of the expected solution (left)
and its variance (right) for T = 20 and for an increasing number of collocation nodes. The
numerical error has been computed with respect to the expected analytical solution (left) and
its variance (right), see (1.6). We compare the error for the SP–CC scheme with different
quadrature methods in case of random interaction P (θ) = 0.75 + θ/4, θ ∼ U([−1, 1]). Initial
distribution (6.1), σ2/2 = 0.1, N = 80, ∆t = ∆w2/(2σ2).
equation characterized by the nonlocal term (1.5) with uncertain compromise propensity
function P (θ, w,∗ ) ∈ [0, 1]. In the following we will solve the problem both in the collocation
and in the Galerkin setting.
We consider as deterministic initial distribution f(θk, w, 0) = f0(w) for all k = 1, . . . ,M ,
with
f0(w, 0) = β
[
exp(−c(w + 1/2)2) + exp(−c(w − 1/2)2)] , c = 30, (6.1)
with β > 0 a normalization constant and let u =
∫ 1
−1wf0(w)dw the mean opinion. We choose
a uniformly distributed random input θ ∼ U([−1, 1]) and a random interaction function of
the form P (θ) = 0.75 + θ/4.
We discretize the random variable by considering the first M > 1 Gauss–Legendre collo-
cation nodes. In Figure 7 we compute the relative L1 error for mean and variance with respect
to the exact steady state (1.6) using N = 80 points for the SP − CC scheme with various
quadrature rules adopted for the evaluation of the weights function in (3.14). Singularities at
the boundaries in the integration of (3.14) can be avoided using open Newton–Cotes methods.
In the sequel, we will adopt the notation SP − CCk, k = 2, 4, 6, G, to denote the structure
preserving schemes with Chang–Cooper flux when (3.14) is approximated with second, fourth,
sixth order open Newton–Cotes or Gaussian quadrature, respectively.
In Figure 8 the time evolution of the expected solution and variance are given. We can
observe from the estimation of the variance the regions of higher variability of the expected
solution due to uncertain interactions. The evolutions of the statistical quantities have been
computed through a collocation SP −CCG method with 20 quadrature points for the evalu-
ation of (3.14).
Finally, as in Section 5.2 we consider a Micro-Macro gPC Galerkin setting based on the
knowledge of the stationary solution (1.6).
In Figure 9 we present the behavior numerical error E[‖f∞ − fM‖2] for large time where
the differential terms in w are solved by central differences. We report also the large time
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Figure 8: Example 1. Evolution of EM [f(w, θ, t)] (left) and V arM [f(w, θ, t)] (right) for the
opinion model obtained with M = 10 collocation points and the SP − CCG scheme over the
time interval [0, 10].
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Figure 9: Example 1. Left: Estimation of E[‖f − fM‖L2 ] computed at time t = 20 and for an
increasing number of M ≥ 0, we compare the errors computed through a standard method for
the solution of the system of coupled PDEs of the Fokker–Planck type, with the Micro–Macro
gPC method. We used N = 80 gridpoints, σ2/2 = 0.1, ∆t2 = ∆w2/(2σ2). Right: Large time
behavior for the estimated expected solution of the opinion model. We can observe how the
Micro–Macro gPC method is able to capture with high accuracy the steady expected solution
of the problem.
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Figure 10: Example 2. Error for the SP–CC scheme with different quadrature methods in
case of random diffusion constant σ2(θ) = 0.1 + θ/200, θ ∼ U([−1, 1]). We report the L1
relative error in the estimation of the expected solution (left) and its variance (right) for
T = 20 and for an increasing number of nodes in the random space. The numerical error has
been computed with respect to the expected analytical solution (left) and its variance (right)
obtained from (1.8). The initial distribution f0(w) is (6.2), we consider the domain [0, L],
L = 10 with N = 200 points and ∆t = ∆w/L with a semi-implicit approximation.
behavior for the expected solution in both schemes, where it is possible to observe how the
Micro–Macro gPC is able to capture with high accuracy the steady state of the problem.
6.2 Example 2: Wealth evolution with uncertain diffusion
We consider the Fokker-Planck equation defined by (1.7) where now f = f(θ, w, t) with
w ∈ R+ represent the wealth of the agents and the uncertainty acts on the diffusion parameter.
We consider the deterministic initial distribution f(θk, w, 0) = f0(w) for all k = 1, . . . ,M with
f0(w, 0) = β exp
{
− c(w − u˜)2
}
, c = 20, u˜ = 2, (6.2)
where β > 0 is a normalization constant. To deal with the truncation of the computational
domain in the interval [0, L], following [74], after introducing N grid points we consider the
quasi stationary boundary condition in order to evaluate fN (θk, t), i.e.
fN (θk, t)
fN−1(θk, t)
= exp
{
−
∫ wN
wN−1
B[f ](θk, w, t) +D′(θk, w)
D(θk, w)
dw
}
, (6.3)
for all k = 1, . . . ,M . In Figure 10 we report in a semilog scale the relative L1 error for mean
and variance with respect to the exact steady state introduced in (1.8) of the semi–implicit
SP–CC scheme for several integration methods with N = 200 points over with L = 10, and
an increasing number of collocation nodes M = 1, . . . , 15. The time step is chosen in such
a way that the CFL condition for the positivity of the semi–implicit scheme is satisfied, i.e.
∆t = O(∆w) see Section 3.1.1. For the tests we considered σ2(θ) = 0.1 + 5 × 10−2θ, where
θ ∼ U([−1, 1]). We can observe how the error decays exponentially for an increasing number
of collocation nodes.
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Figure 11: Example 2. Evolution of expected solution EM [f(θ, w, t)] (left) and its variance
VarM [f(θ, w, t)] (right) for the wealth evolution model. The evolution is computed through
M = 10 collocation points and the SP−CCG scheme over the time interval [0, 10], ∆t = ∆w/L
with w ∈ [0, L], L = 10.
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Figure 12: Example 2. Left: Estimation of E[‖f − fM‖L2(Ω)] computed at time T = 20 and
for an increasing number of M ≥ 0, we compare the errors computed through a standard
gPC-SG method and the Micro–Macro gPC-SG method. We used N = 200 gridpoints, σ2 =
0.1 + θ/200. Right: Statistical dispersion of the expected asymptotic solution of the wealth
distribution model calculated with the Micro–Macro gPC-SG method.
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(a) t = 1, MC (b) t = 3, MC (c) t = 6, MC
(d) t = 1, M3C (e) t = 3, M3C (f) t = 6, M3C
Figure 13: Example 3. Time evolution of the distribution function, expected solution over time
for the MC and the M3C methods. The top images report the expected solution computed
with MC for t = 1, t = 3 and t = 6. The bottom images report the expected perturbation
from the steady state equilibrium computed with the M3C method for t = 1, t = 3 and t = 6.
Next we consider the SG-gPC formulation of the equation for the wealth evolution. Since
in this case the uncertainty enters in the definition of the diffusion variable σ2 = σ2(θ) taking
a(·, ·) ≡ 1 the analytical steady state solution of the problem is given in (1.8) and we can
consider the Micro–Macro gPC scheme as in Section 5.2.
In Figure 12 we compare the error for a standard gPC approximation and the Micro–
Macro gPC. In both cases central differences have been used for the differential terms in w.
We can see how E[‖f − fM‖2] computed at time T = 20, close to the stationary solution,
decreases in relation to the number of terms of the gPC approximation whereas the standard
gPC show a limited accuracy given by the error in approximating the large time behavior of
the problem.
6.3 Example 3: Swarming model with uncertainties
Finally, the last example is devoted to a Vlasov-Fokker-Planck equation describing the swarm-
ing behavior of large group of agents. It is worth to observe how for this problem one steady
state solution is provided by the global Maxwellian, which is a locally stable pattern, see
[24, 48]. We compare the numerical solution of the problem making use of MC and M3C
scheme analyzed in Section 4.
We consider an uncertain self–propelled swarming model described by the Vlasov-Fokker-
Planck equation (1.1) characterized by (1.9). This describes the time evolution of a distri-
bution function f(x,w, θ, t) which represents the density of individuals in position x ∈ Rdx
having velocity w ∈ Rdw at time t > 0. The initial data consists in a bivariate normal distri-
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Figure 14: Example 3. Time evolution of the variance of the asymptotic solution over time
for the MC and the M3C methods. The top images report the variance computed with MC
for t = 1, t = 3 and t = 6. The bottom images report the variance of the perturbation from
the steady state equilibrium computed with the M3C method for t = 1, t = 3 and t = 6.
bution of the form
f0(x,w) = C(f
A
0 (x,w) + f
B
0 (x,w)), (6.4)
where
fA0 (x,w) =
1
2pi
√
σ2xσ
2
w
exp
{
− 1
2
((x− µx)2
σ2x
+
(w − µw,A)2
σ2w
)}
(6.5)
and
fB0 (x,w) =
1
2pi
√
σ2xσ
2
w
exp
{
− 1
2
((x− µx)2
σ2x
+
(w − µw,B)2
σ2w
)}
(6.6)
with µx = 0, σx = 0.25, µw,A = −µw,B = 1.5, σ2w = 0.25 and C > 0 is a normalization
constant. The uncertainty is present in the diffusion coefficient, i.e. D = D(θ) = 0.2 + 0.1θ,
and it is distributed accordingly to θ ∼ U([−0.1, 0.1]).
We compute the solution by using the structure preserving scheme discussed in Section
3.1 for solving the homogeneous Fokker-Planck equation and we combine this method with
a WENO scheme for the linear transport part. A second order time splitting approach joins
the two discretization in space and velocity space. More in details, we compare a Monte
Carlo collocation with the Micro-Macro collocation discussed in Section 3. The number of
cells in space is fixed to Nx = 100, in velocity space to Nv = 100 while the number of
random inputs is fixed to M = 50. The solution is averaged over 10 different realization and
the final time is fixed to T = 250. The size of the domain is [0, L] with L = 10 in space
and [−Lv, Lv] = [−3, 3] in velocity space. In Figure 13 the time evolution of the expected
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Figure 15: Example 3. Left: Estimation of the L1 error of the expected distribution over
time computed for an increasing number of random inputs M for the MC method. Right:
Estimation of the L1 error of the expected distribution over time computed for an increasing
number of random inputs M for the M3C method. The error of the MC method remains
constant in time while for M3C method the error decreases.
distribution with respect to the uncertain variable is reported for different times computed
by the MC approach together with the time evolution of the expected perturbation g from
the steady state solution computed with the M3C method. In Figure 14, the variance of the
distribution over time and the variance of the perturbation g over time are reported, the firsts
computed by the MC method, the seconds with the M3C one. Finally, in Figure 15, the L1
norm of the error for the MC and the M3C methods are reported as a function of time for
different number of random inputs. The gain in computational accuracy of the M3C method
is clearly evident for large times. The reference solution has been computed by a collocation
method which employs the Gauss nodes as quadrature nodes with M = 100 random inputs.
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