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a b s t r a c t
A wedge product of Schur rings was introduced by K.H. Leung and
S.H. Man in order to classify Schur rings over a cyclic group. The
wedge product presented by Leung and Man was defined in an
internal form. The external version of wedge product of Schur
rings was described by Evdokimov and Ponomarenko under the
name ‘‘generalized wreath product’’. The goal of this paper is to
generalize this operation to arbitrary association schemes.
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1. Introduction
Association schemeswere first introduced by Bose and Shimamoto in [3]more than fifty years ago.
Since then the association schemes have become one of the central objects in algebraic combinatorics.
Their theory was founded in a seminal book of Bannai and Ito [2]. Quite recently a more abstract
approach to association schemes was proposed by Zieschang [17]. It should be mentioned that
some concepts used today in the association scheme theory were introduced much earlier for Schur
rings [16]. In our paperwe extend awedge product of S-rings introduced in [13,14,5] to thewhole class
of association schemes. Note that a group-theoretical analog of this operation (sub-wreath product)
was announced in [11] and described in detail in [12].
1.1. Notation
Let X be a finite set. A (binary) relation on X is an arbitrary subset of X × X . A relational product of
r, s ⊆ X × X is written as r ∗ s. The diagonal relation on X is denoted as iX . Given a binary relation
s ⊆ X2, we define its transposed as st := {(y, x) | (x, y) ∈ s}. The s-neighbourhood of a point x ∈ X is
denoted as xs. If s is a binary relation on X and Y ⊆ X , then sY denotes s ∩ (Y × Y ). Analogously, if S
is a set of relations, then SY := {sY | s ∈ S}.
If S is a set the elements of which are sets, then S∪ denotes the union ∪s∈S s.
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Given a field F, the set of all square X × X-matrices is denoted asMX (F). The usual product of two
matrices A, B ∈ MX (F) is written as AB (or A · B). The Schur–Hadamard (entrywise) product is denoted
by A ◦ B. The identity and the all-one matrices are denoted as IX and JX respectively. All matrices with
constant row sum form a subalgebra ofMX (F)which will be denoted asM1X (F).
The adjacency matrix of s ⊆ X2 is denoted by A(s). If S is a set of binary relations on X , then A(S)
stands for the adjacency matrix of the union A(S∪).
The adjacency matrix A(α) of a function α : X → W is the adjacency matrix of the corresponding
binary relation, that is A(α)xw := δα(x)w where x ∈ X, w ∈ W .
The kernel of a function α : X → W , denoted by Ker(α), is an equivalence relation on X defined by
α(x) = α(y). If s is a binary relation on X , then α(s) := {(α(x), α(y)) | (x, y) ∈ s}.
As usual α−1(w) is a preimage of w ∈ W . If s is a binary relation onW , then α−1(s) := {(x, y) ∈
X2 | (α(x), α(y)) ∈ s}. We say that α is regular if |α−1(w)| does not depend on a choice ofw ∈ W . In
particular, a regular function is always surjective. A superposition of two functions is written as αβ
and (αβ)(x) = α(β(x)).
If P and S are partitions of the same set, then P v S will mean that S is a refinement of P .
1.2. Association schemes
Most of our notations related to association schemes follow [17].
An association scheme is a pair (X, S) where X is a finite set and S is a partition of X × X which
satisfies the following conditions
(AS1) iX ∈ S;
(AS2) ∀s∈Sst ∈ S;
(AS3) for each triple r, s, t ∈ S there exists a non-negative integer pstr such that |xr ∩yst | = prst holds
for each pair (x, y) ∈ t .
Note that it follows from the axioms that the number |xs|, x ∈ X does not depend on x. It is called the
valency of s and is denoted as ns. If T ⊆ S, then nT :=∑s∈T ns.
Let F be an arbitrary field. The vector subspace of MX (F) spanned by the adjacency matrices
A(s), s ∈ S is a subalgebra of MX (F) which is called the adjacency algebra of (X, S) and is denoted
by F[S]. The basis A(s), s ∈ S is called the standard basis of F[S]. The X × X-matrix A(S) defined by
A(S)xy = swhenever (x, y) ∈ s is called the adjacencymatrix of S. Since all thematrices of the standard
basis have constant row sum,we always have thatF[S] ⊆ M1X (F). The adjacency algebra contains IX , JX
and is closed with respect to ·, ◦ and t . The theorem below is a folklore, so we omit its proof.
Theorem 1.1. A subspace A ⊆ M1X (C) is an adjacency algebra of some association scheme if and only if
it contains IX , JX and is closed with respect ·, ◦ and t .
Given two association schemes (X, S) and (X, R) defined on the same set X , we say that S is a fusion
of R (and, R is a fission of S) if S v R, or, equivalently, C[S] ⊆ C[R].
Given two subsets E, F of S, we define their complex product [17] EF as a set of all s ∈ S the
adjacency matrices of which appear in the product A(E)A(F) with non-zero coefficients. We write
ef and eF instead of {e}{f } and {e}F respectively.
1.3. Closed subsets
A subset N of S is called closed [17], denoted as N ≤ S, if mnt ⊆ N holds for all m, n ∈ N . An
equivalent characterization is this: N ⊆ S is closed iff N∪ is an equivalence relation on X . If N ≤ S,
then the subspaceC[N] spanned by the adjacency matrices A(n), n ∈ N contains IX and is closed with
respect to ·, ◦ and t .
Each closed subsetN ≤ S determines two types of left/right cosets: the geometric and the algebraic
ones. The geometric (algebraic) left cosets are subsets of X (subsets of S) of the form xN, x ∈ X
(gN, g ∈ S, resp.). Both types of cosets form a partition of the corresponding set which are denoted by
X/N and S/N respectively.
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A closed subset N ≤ S determines a quotient scheme and a family of subschemes of S. The point set
of a quotient scheme consists of geometric cosets xN, x ∈ X . The relation set of the quotient scheme
is defined as follows S/N := {sN | s ∈ S}where sN := {(xN, yN) | (x, y) ∈ s}. The quotient scheme is
denoted as (X/N, S/N).
A subscheme (X, S)xN is an association scheme with the point set xN and the set of relations
{sxN | s ∈ N}.
A closed subset N ≤ S is called normal, denoted as N E S, if Ns = sN for each s ∈ S. This is
equivalent to saying that A(N) is contained in the center of the algebra C[S].
In what follows we need the following elementary statement.
Proposition 1.2. Let (X, S) be an association scheme and T ≤ S be a closed subset. Then for each s ∈ S
and arbitrary pair (x, y) ∈ s it holds that
|(xT × yT ) ∩ s| = nsnT
nsT
. (1)
Proof. Let us consider the adjacency algebra of S over the complex fieldC. The number |(xT×yT )∩ s|
is equal to the coefficient, say λ, of A(s) in the product A(T )A(s)A(T ). By [15] (Proposition 3, p. 51) all
non-zero coefficients in the product A(T )A(s)A(T ) are the same. Therefore A(T )A(s)A(T ) = λA(TsT )
for some λ ∈ C, and, consequently,
|(xT × yT ) ∩ s| = λ = nTnsnT
nTsT
.
According to [17] (Theorem 1.5.4), nTsT = nTnsT . Now the claim follows.
1.4. Products of association schemes
There are various kinds of association scheme products. Some of them, like semi-direct [4] and
exponentiation [6] are defined between a scheme and a group. In this subsection we consider those
products which may be constructed between arbitrary schemes.
Given two schemes (X, S) and (Y , R), one can define their tensor product, [15] (direct product
in [17]) as a scheme on the set X × Y the relations of which are
s⊗ r := {((x, y), (x′, y′)) | (x, x′) ∈ s, (y, y′) ∈ r} .
In what follows we write S ⊗ R for the set {s⊗ r | s ∈ S and r ∈ R}. The scheme S ⊗ R has a natural
fusion which is called the wreath product of S and R, denoted by S o R. Its relations are
X2 ⊗ r, r 6= iY and s⊗ iY , s ∈ S.
Note that this operation is a particular case of thewreath product of cellular algebras proposed in [15].
A crested product of association schemes introduced in [1] is another fusion of S ⊗ R. Let N E S
be a normal closed subset and S = Ns1
.∪ Ns2
.∪ · · · .∪ Nsk, s1 = iX be a decomposition of S into a
disjoint union of algebraic N-cosets. Let L ≤ R be an arbitrary closed subset. Then the crested product
is a fusion of S ⊗ R the basic relations of which are⋃
r∈R\L
{(Ns1)∪ ⊗ r, . . . , (Nsk)∪ ⊗ r}
⋃
(S ⊗ L) .
Inwhat followswedenote the crested product as SN ⊗L R. Thus S oR = SS ⊗{iY } R and S⊗R = S{iX }⊗R R.
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1.5. Epimorphisms of association schemes
Let (X, S) and (W , R) be two association schemes. A scheme epimorphism [17] is a mapping ϕ :
X ∪ S → W ∪ R such that ϕ(X) = W , ϕ(S) = R and ϕX (s) = ϕS(s) for each s ∈ S. Recall [17]
that the kernel Ker(ϕS) of ϕS is defined as {s ∈ S | ϕ(s) = iW }. Note that Ker(ϕS) ≤ S and
X/Ker(ϕS) = {ϕ−1X (w) | w ∈ W }. In what follows we write Ker(ϕ) for Ker(ϕS) and A(ϕ) for A(ϕX ).
A scheme epimorphism with a normal kernel will be called normal. A scheme epimorphism with a
trivial kernel is called a scheme isomorphism.
An algebraic isomorphism between two schemes (X, S) and (W , R) is a bijection ϕ : S → R such
that its linear extension is an isomorphism between the adjacency algebras. In other words, ϕ is an
algebraic isomorphism if and only if it preserves the structure constants, that is psrt = pϕ(s)ϕ(r)ϕ(t)
holds for each triple r, s, t ∈ S. Note that if ϕ : X ∪ S → W ∪ R is a scheme isomorphism, then ϕS is
an algebraic isomorphism between S and R.
Proposition 1.3. Let (X, S) and (W , R) be association schemes. Let ϕ : X ∪ S → W ∪ R be a scheme
epimorphism. Then for s ∈ S and r ∈ R the following hold:
(a) A(ϕ)tA(s)A(ϕ) = |s||ϕ(s)|A(ϕ(s));
(b) A(ϕ)A(r)A(ϕ)t = A(ϕ−1(r));
(c) A(ϕ)A(ϕ)t = A(Ker(ϕ));
(d) If Ker(ϕ) E S, then A(s)A(ϕ) = nsnϕ(s) A(ϕ)A(ϕ(s)).
Proof. (a) Pick an arbitrary pair v,w ∈ W . Then(
A(ϕ)tA(s)A(ϕ)
)
vw
=
∑
x,y∈X
A(ϕ)xvA(s)xyA(ϕ)yw
=
∑
x,y∈X
δϕ(x)vδϕ(y)wA(s)xy =
∑
x∈ϕ−1(v),y∈ϕ−1(w)
A(s)xy.
Thus (
A(ϕ)tA(s)A(ϕ)
)
vw
= |(ϕ−1(v)× ϕ−1(w)) ∩ s| 6= 0 ⇐⇒ (v,w) ∈ ϕ(s).
Since ϕ−1(v) ∈ X/Ker(ϕ) and ϕ−1(w) ∈ X/Ker(ϕ), Proposition 1.2 implies that
|(ϕ−1(v)× ϕ−1(w)) ∩ s| =
0 (v,w) 6∈ ϕ(s);nsnKer(ϕ)nsKer(ϕ) (v,w) ∈ ϕ(s).
Therefore
A(ϕ)tA(s)A(ϕ) = nsnKer(ϕ)
nsKer(ϕ)
A(ϕ(s)).
By the Homomorphism Theorem [17], ϕ induces an isomorphism between the schemes (X/Ker(ϕ),
S/Ker(ϕ)) and (Y ,W ). Therefore nsKer(ϕ) = nϕ(s), and, consequently,
A(ϕ)tA(s)A(ϕ) = |s||ϕ(s)|A(ϕ(s)).
(b) Pick an arbitrary pair x, y ∈ X . Then(
A(ϕ)A(r)A(ϕ)t
)
xy =
∑
u,v∈W
A(ϕ)xuA(r)uvA(ϕ)yv
=
∑
u,v∈W
δϕ(x)uδϕ(y)vA(r)uv = A(r)ϕ(x)ϕ(y) =
{
0, (ϕ(x), ϕ(y)) 6∈ r,
1, (ϕ(x), ϕ(y)) ∈ r.
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Finally
A(ϕ)A(r)A(ϕ)t = A(ϕ−1(r)).
Part (c) follows immediately from (b) after substitution r = iW .
(d) Multiplying (a) by A(ϕ) from the left we obtain
A(ϕ)A(ϕ)tA(s)A(ϕ) = |s||ϕ(s)|A(ϕ)A(ϕ(s)).
By part (c), A(ϕ)A(ϕ)t = A(Ker(ϕ)). Since Ker(ϕ) E S, we obtain A(Ker(ϕ))A(s) = A(s)A(Ker(ϕ))
implying
A(ϕ)A(ϕ)tA(s)A(ϕ) = A(s)A(ϕ)A(ϕ)tA(ϕ) = |X ||W |A(s)A(ϕ).
Hence
|X |
|W |A(s)A(ϕ) =
|s|
|ϕ(s)|A(ϕ)A(ϕ(s))⇒ A(s)A(ϕ) =
ns
nϕ(s)
A(ϕ)A(ϕ(s)). 
Remark. Part (b) of the above statement is true for any function ϕ : X → W and arbitrary relation
r ⊆ W 2.
2. The construction
Let (X,G) be an association scheme and D ≤ G. Write X/D := {X1, . . . , Xm}. We abbreviate
Di := DXi . Let εi : D → Di be a bijection determined via εi : d 7→ dXi . Then εjε−1i : Di → Dj is
an algebraic isomorphism between the schemes (Xi,Di) and (Xj,Dj).
Assume that for each i there exist an association scheme (Yi, Bi) and a schemenormal epimorphism
ψi : Yi ∪ Bi → Xi ∪Di. Assume, in addition, that there exist algebraic isomorphisms ϕi : B1 → Bi such
that the diagram
B1
ϕi→ Bi
ψ1 ↓ ↓ ψi
D1
εiε
−1
1→ Di
(2)
is commutative for all i = 2, . . . ,m. Note that Eq. (2) implies ϕi(Ker(ψ1)) = Ker(ψi). In what follows
we abbreviate (ψi)Yi by ψi.
Assuming that Yi’s are pairwise disjoint we set
Y := Y1
.∪ · · · .∪ Ym, ψ := ψ1
.∪ · · · .∪ ψm, G := {g¯ | g ∈ G}, g¯ := ψ−1(g).
Since G is a partition of X2, G is a partition of Y 2.
Each M ∈ MY (C) will be considered in a block form M = (Mij)mi,j=1 where Mij is the Yi × Yj-block
ofM . Hence for g ∈ Gwe get the following A(g¯)ij = A(ψi)A(gij)A(ψj)t where gij := g ∩ (Xi × Xj).
Proposition 2.1. The linear span C[G] := 〈A(g¯)〉g∈G contains JY and is closed with respect to t , ◦, ·.
Proof. Since the relations g¯, g ∈ G form a partition of Y 2, the subspace C[G] is ◦-closed and JY =∑
g∈G A(g¯) ∈ C[G]. The closedness with respect to t follows from g¯ t = g t .
It follows from A(g¯) = A(ψ−1(g)) = A(ψ)A(g)A(ψ t) that
A(g¯)A(h¯) = A(ψ)A(g)A(ψ t)A(ψ)A(h)A(ψ t)
= |Y ||X |A(ψ)A(g)A(h)A(ψ
t) = |Y ||X |
∑
`∈G
pgh`A( ¯`) ∈ C[G],
for each g, h ∈ Gwhere pgh` are the structure constants of (X,G). 
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Given b ∈ B1, we define a relation b˜ on Y as b˜ := ∪mi=1 ϕi(b). Note that the adjacency matrix A(b˜)
is block-diagonal with the blocks A(b˜)ii := A(ϕi(b)). The vector space C[B˜1] := 〈A(b˜)〉b∈B1 is closed
w.r.t. ·, ◦, t and contains IY . Furthermore, A(a˜)A(b˜) = ∑c∈B1 qabcA(c˜), where qabc are the structure
constants of B1.
The association scheme described in the theorem below will be called the wedge product of
(Yi, Bi), i ∈ [m] and (X,G).
Theorem 2.2. The vector space A := C[G] + C[B˜1] is the adjacency algebra of an association scheme
(Y , B˜1 ∪ (G \ D)). Moreover, let K := Ker(ψ1). Then:
(a) A(K˜)A(g¯) = nK˜A(g¯) = A(g¯)A(K˜) for each g ∈ G \ D;
(b) K˜ E B˜1 ∪ (G \ D). 
Proof. STEP A. A is an adjacency algebra of an association scheme.
Since C[G] and C[B˜1] are contained in M1Y (C), we obtain A ⊆ M1Y (C). Furthermore, A contains IY ,
JY and is closed with respect to t . Thus we have to show that A is closed with respect to ◦ and ·. Since
each of the summands is closed with respect to both of these operations, it is sufficient to show that
C[G] ◦ C[B˜1] ⊆ C[G] + C[B˜1]
C[G] · C[B˜1] ⊆ C[G] + C[B˜1].
For this purpose we pick arbitrary b ∈ B1 and g ∈ G and compute the products A(b˜) ◦ A(g¯) and
A(b˜) · A(g¯). We set d := ε−11 (ψ1(b)).
Step A.1. A(b˜) ◦ A(g¯) = δdgA(b˜).
If g 6∈ D, then g ∩ (Xi× Xi) = ∅ implying A(g¯)ii = 0. Together with i 6= j H⇒ A(b˜)ij = 0 we obtain
A(g¯) ◦ A(b˜) = 0.
Now let g ∈ D. Then g = ∪mi=1 gii = ∪mi=1 εi(g), and, consequently, A(g¯)ii = A(ψi)A(εi(g))A(ψi)t
and A(g¯)ij = 0 for i 6= j. Therefore
(
A(g¯) ◦ A(b˜)
)
ij
= 0 if i 6= j. If i = j, then(
A(g¯) ◦ A(b˜)
)
ii
= A(ψi)A(εi(g))A(ψi)t ◦ A(ϕi(b)) = A(ψ−1i (εi(g))) ◦ A(ϕi(b)).
Since ψ−1i (εi(g)) ⊆ Bi and ϕi(b) ∈ Bi,
A(ψ−1i (εi(g))) ◦ A(ϕi(b)) =
{
A(ϕi(b)) ϕi(b) ∈ ψ−1i (εi(g)),
0 otherwise
=
{
A(ϕi(b)) ψi(ϕi(b)) = εi(g),
0 otherwise.
Since diagram (2) is commutative, we obtain ψi(ϕi(b)) = εi(ε−11 (ψ1(b))) = εi(d). The mapping εi is
a bijection, so the equality εi(d) = εi(g) is equivalent to g = d.
Thus
(
A(g¯) ◦ A(b˜)
)
ii
= δdgA(ϕi(b)) for each i = 1, . . . ,m. Hence A(g¯) ◦ A(b˜) = δdgA(b˜).
Step A.2. A(b˜) · A(g¯) = nb|X |nψ1(b)|Y | · A(d¯)A(g¯).
Since A(b˜)ij = 0 if i 6= j, we obtain
(A(b˜) · A(g¯))ij = A(b˜)ii · A(g¯)ij = A(ϕi(b))A(ψi)A(gij)A(ψj)t .
By Proposition 1.3, part (d) we obtain
A(ϕi(b))A(ψi) = nϕi(b)nψi(ϕi(b))
A(ψi)A(ψi(ϕi(b))).
Since ϕi is an algebraic isomorphism, nϕi(b) = nb. The diagram (2) is commutative, therefore
ψi(ϕi(b)) = εi(ε−11 (ψ1(b))) = εi(d). Since εiε−11 is an algebraic isomorphism,
n
εi(ε
−1
1 (ψ1(b)))
= nψ1(b) ⇒ nψi(ϕi(b)) = nψ1(b).
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Thus
(A(b˜) · A(g¯))ij = nbnψ1(b)
A(ψi)A(εi(d))A(gij)A(ψj)t . (3)
Since d ∈ D,
A(d) =

A(ε1(d)) 0 0 · · · 0 0
0 A(ε2(d)) 0 · · · 0 0
0 0 A(ε3(d)) · · · 0 0
· · · · · · · ·
· · · A(εm−1(d)) 0
0 0 0 · · · 0 A(εm(d))
 .
Thus (3) may be rewritten in the matrix form or, in the matrix form
A(b˜) · A(g¯) = nb
nψ1(b)
A(ψ)A(d)A(g)A(ψ)t .
Since A(ψ)tA(ψ) = |Y ||X | IX , we can rewrite the latter equality as follows
A(b˜) · A(g¯) = nb|X |
nψ1(b)|Y |
A(d¯)A(g¯).
STEP B. The matrices A(x), x ∈ B˜1 ∪ (G \ D) form a standard basis of A.
It follows from Step 1 that A(x) ◦ A(y) = δxyA(x) for each x, y ∈ B˜1 ∪ (G \ D). Thus the relations of
B˜1 ∪ (G \ D) are disjoint. Together with B˜1∪ = Y 21 ∪ · · · ∪ Y 2m = ψ−1(D∪) and
(G \ D)∪ = G∪ \ D∪ = Y 2 \
(⋃
d∈D
ψ−1(d)
)
= Y 2 \ ψ−1(D∪)
we obtain that B˜1 ∪ (G \ D) is a partition of Y 2. Hence the matrices A(x), x ∈ B˜1 ∪ (G \ D) are linearly
independent. It remains to show that they span A.
Since the matrices {A(b˜)}b∈B1 ∪{A(g¯)}g∈G span A, it is sufficient to show that A(d¯) ∈ C[B˜1] for each
d ∈ D. Since ε1 is bijective, there exists d1 ∈ D1 such that d = ε−11 (d1).
A(d¯)ii = A(ψ−1(d))ii = A(ψi)A(d)iiA(ψi)t
= A(ψi)A(εi(d))A(ψi)t = A(ψ−1i (εi(d))) = A(ψ−1i (εi(ε−11 (d1)))).
By commutativity of the diagram ψ−1i (εi(ε
−1
1 (d1)) = ϕi(ψ−11 (d1))), and, consequently, A(d¯)ii =
A(ϕi(ψ−11 (d1))). This implies that A(d¯) = A( ˜ψ−11 (d1)) ∈ C[B˜1].
STEP C. A(K˜)A(g¯) = nK˜A(g¯) = A(g¯)A(K˜) for each g ∈ G \ D.
Pick an arbitrary b ∈ K . By Step A2
A(b˜) · A(g¯) = nb|X |
nψ1(b)|Y |
A(d¯)A(g¯),
where d := ε−11 (ψ1(b)). If b ∈ Ker(ψ1), then d = iX implying
A(b˜) · A(g¯) = nb|X |
nψ1(b)|Y |
A(iX )A(g¯).
It follows from Proposition 2.1 that A(iX )A(g¯) = |Y ||X |A(g¯). Therefore
A(b˜) · A(g¯) = nb
nψ1(b)
A(g¯) = nbA(g¯) = n˜bA(g¯).
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Summing up the latter equality by b ∈ B1 we obtain A(K˜)A(g¯) = nK˜A(g¯). The second equality follows
from A(K˜)A(g t) = nK˜A(g t).
STEP D. K˜ E B˜1 ∪ (G \ D).
Pick an arbitrary x ∈ B˜1 ∪ (G \ D). If x ∈ G \ D, then the equality A(x)A(K˜) = A(K˜)A(x) follows
from the previous step. If x ∈ B˜1, then x = b˜ for some b ∈ B1 and the equality A(x)A(K˜) = A(K˜)A(x)
follows from K E B1. 
An important partial case of this construction appears if D is trivial. In this case commutative
diagram (2) transfers to amore simple condition: the schemes (Yi, Bi) should be pairwise algebraically
isomorphic. This is awell-knownwreath product construction proposed in [15]. If the schemes (Yi, Bi)
are pairwise isomorphic, then we obtain a wreath product described in the previous section.
The properties of a wedge product given in parts (a) and (b) of Theorem 2.2 are characteristic for
this operation. More precisely, we have the following.
Theorem 2.3. Let (Y , S) be a scheme and K ≤ B closed subsets of S such that:
(a) A(K)A(s) = nKA(s) = A(s)A(K) for each s ∈ S \ B;
(b) K E S.
Then S is a wedge product of the schemes (Y , S)yB and (Y/K , S/K).
The proof of this theorem is straightforward, so we leave it to the reader. It follows from this
theorem that a crested product SN ⊗L R mentioned in the previous section is a partial case of the
wedge product whenever N is non-trivial and L is proper. Indeed by choosing K := N ⊗ {iY } and
B := S ⊗ Lwe satisfy the assumptions of Theorem 2.3. Hence SN ⊗L R is a wedge product of S ⊗ L and
S/N ⊗ R.
3. Wedge product of thin association schemes
In this sectionwe apply the above construction to thin schemes.More precisely, we show that each
group homomorphism α : B→ G gives rise to a wedge product of thin association schemes.
Recall that a thin association scheme [17] (regular scheme in [7]) corresponding to a finite group G
is a pair (G,GL)where the relation set GL is defined as follows GL := {gL, |g ∈ G}where gL := {(x, y) ∈
G× G | xy−1 = g}. Note that GL is a left regular permutation representation of G.
Let α : B → G be a group homomorphism between finite groups B and G. Set D := Im(α) and
m := [G : D]. Since D is a subgroup of G, DL is a closed subset of GL. Let {g1, . . . , gm} be a transversal of
right D-cosets with g1 ∈ D. Then G/DL = Dg1
·∪ · · · ·∪ Dgm. The schemes (Dgi, (DL)Dgi), i = 1, . . . ,m
are isomorphic to a thin scheme (D,DL). Note that εi(dL) = (dL)Dgi . Now we take m disjoint copies
of the thin scheme (B, BL): (B × {i}, (BL) × {i}), i = 1, . . .m. The mappings ψi and ϕi are defined as
follows: ψi((bL, i)) := (α(b))Dgi , ϕi((bL, 1)) := (bL, i). It is easy to check that these mappings yield a
commutative diagram (2).
The constructionmay be simplified as follows. The point set of a new scheme is Y := B×[m]where
[m] := {1, . . . ,m}. The relations are parameterized by the elements of a disjoint union B ∪ (G \ D).
The relation b˜ corresponding to b ∈ B is defined as follows
b˜ := {((a, i), (c, j)) ∈ Y 2 | ac−1 = b ∧ i = j}.
The relation g¯ corresponding to g ∈ G \ D has the following form
g¯ := {((a, i), (c, j)) ∈ Y 2 | (α(a)gi)(α(c)gj)−1 = g}. (4)
While the relations {˜b} do not depend on a transversal {g1, . . . , gm}, the relations g¯, g ∈ G do depend
on a choice of coset representatives. We claim that a change of a transversal yields an isomorphic
scheme. Indeed, let g ′i := digi, di ∈ D, i = 1, . . . ,m be another transversal and {̂g}g∈G\D be relations
defined by (4) with respect to a new transversal. Then
ĝ := {((a, i), (c, j)) ∈ Y 2 | (α(a)g ′i )(α(c)g ′j )−1 = g}.
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Take arbitrary bi ∈ B such that α(bi) = di, i = 1, . . . ,m and define a permutation γ of Y by the
formula (b, i)γ := (bb−1i , i). Then
((a, i), (b, j))γ ∈ ĝ ⇐⇒ α(ab−1i )g ′i (α(cb−1j )g ′j )−1 = g
⇐⇒ α(a)gi(α(c)gj)−1 = g ⇐⇒ ((a, i), (b, j)) ∈ g¯
showing that ĝγ = g¯ . Since a transversal change yields an isomorphic scheme, it depends only on a
homomorphism α : B→ G. For this reason, we denote this scheme as B oα G.
Example. Let B = G = {e, a, b, c} be a Klein 4-group with identity e. Take α : B → G defined as
follows, α(e) = α(a) = e, α(b) = α(c) = a. Then D = {e, a} and we can choose g1 = e, g2 = b. The
adjacency matrix of the scheme G oα B has the following form
A(B oα G) =

e˜ a˜ b˜ c˜ b¯ b¯ c¯ c¯
a˜ e˜ c˜ b˜ b¯ b¯ c¯ c¯
b˜ c˜ e˜ a˜ c¯ c¯ b¯ b¯
c˜ b˜ a˜ e˜ c¯ c¯ b¯ b¯
b¯ b¯ c¯ c¯ e˜ a˜ b˜ c˜
b¯ b¯ c¯ c¯ a˜ e˜ c˜ b˜
c¯ c¯ b¯ b¯ b˜ c˜ e˜ a˜
c¯ c¯ b¯ b¯ c˜ b˜ a˜ e˜

.
In the statement below,Oθ (S) andOθ (S)mean a thin radical and a thin residue in the sense of [17].
Proposition 3.1. Let α : B→ G be an arbitrary group homomorphism and S := B oα G. Then Oθ (S) = B˜
and Oθ (S) = K˜ where K := Ker(α). In particular, S is a meta-thin scheme in the sense of [9]. Moreover,
the following isomorphisms take place(
Y/Oθ (S), S/Oθ (S)
) ∼= (G,GL),
∀y∈Y (Y , S)yOθ (S) ∼= (B, BL).
3.1. The automorphism group of B oα G
In order to describe the automorphism group we needmore notation. Let σ(f ) ∈ Sm, f ∈ G denote
the permutation corresponding to rightmultiplication by f , that isDgif = Dgiσ(f ) . Thus gifg−1iσ(f ) ∈ D for
each i ∈ [1,m] and f ∈ G. Let τ : D→ B be an arbitrary injection which satisfies α(τ(d)) = d, d ∈ D.
The set τ(D) is a transversal of K -cosets in B.
For each f ∈ G we define f¨ ∈ B o[m] Sm as a pair f¨ := (ρ(f , ∗), σ (f )) where ρ(f , ∗) is a function
from [m] to B defined as follows, ρ(f , i) := τ(gifg−1iσ(f )). Recall [8] that (ρ(f , ∗), σ (f )) acts on B× [m]
via
(b, i)(ρ(f ,∗),σ (f )) := (bρ(f , i), iσ(f )). (5)
Note that G¨ := {g¨ | g ∈ G} is not necessarily a subgroup of B o[m] Sm. It is a subgroup iff τ(D) is a
subgroup of B.
Proposition 3.2. Aut(B oα G) = KmG¨.
Proof. First we show that Km and G¨ are contained in Aut(B oα G). The inclusion Km ≤ Aut(B oα G) is
easy to check, because Km acts on B× [m] by right multiplication: (b, i)(k1,...,km) = (bki, i).
To check an inclusion G¨ ⊂ Aut(B oα G) let us pick an arbitrary f ∈ G.
If ((a, i), (c, j)) ∈ b˜, then i = j and ac−1 = b. It follows from
(a, i)f¨ = (aρ(f , i), iσ(f )), (c, i)f¨ = (cρ(f , i), iσ(f ))
that ((a, i)f¨ , (c, j)f¨ ) ∈ b˜.
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Now take a pair ((a, i), (c, j)) ∈ g¯ . Then α(a)gi(α(c)gj)−1 = g . Applying f¨ we obtain
(a, i)f¨ = (aρ(f , i), iσ(f )), (c, j)f¨ = (cρ(f , j), jσ(f )).
Therefore the pair ((b, i), (a, j))f¨ belongs to the relation g¯ ′ where
g ′ = α(bρ(f , i))giσ(f )
(
α(cρ(f , j))gjσ(f )
)−1
.
Together with ρ(f , k) = τ(gkfg−1kσ(f )) and α(τ(d)) = d, we obtain that
α(bρ(f , i))giσ(f )
(
α(cρ(f , j))gjσ(f )
)−1 = α(b)gifg−1iσ(f )giσ(f ) (α(a)gjfg−1jσ(f )gjσ(f ))−1 = g
implying g ′ = g .
Let p ∈ Sym(Y ) be an automorphism of B oα G. Since K˜ is a closed subset of B oα G, the geometric
cosets of K˜ are permuted by p. The geometric cosets of K˜ have the form (Kb, i)where b ∈ B and i ∈ [m].
Let (Kb, i) = (K , 1)p. Consider the permutation f¨ with f = α(b)gi. Since g1 ∈ D, Dg1f = Dgi implying
1σ(f ) = i and ρ(f , 1) = τ(fg−1i ). Therefore (K , 1)f¨ = (Kτ(fg−1i ), i). Since α(τ(fg−1i )) = fg−1i = α(b),
the cosets Kb and Kτ(fg−1i ) are equal. Thus (K , 1)f¨ = (Kτ(fg−1i ), i) = (Kb, i) = (K , 1)p. Therefore
the automorphism f¨ p−1 stabilizes the coset (K , 1) setwise. Since K˜ is the thin residue of B oα G, each
automorphism of B oα Gwhich fixes setwise one geometric K -coset should fix setwise every geometric
K -coset. Therefore (Kb, i)f¨ p
−1 = (Kb, i) for all b ∈ B and i ∈ [m]. Since K˜ ≤ B˜, the automorphism f¨ p−1
leaves invariant all geometric cosets of B˜ which have the form (B, i), i ∈ [m]. Since B˜ is a thin radical
of B oα G, there exists (b1, . . . , bm) ∈ Bm such that f¨ p−1 = (b1, . . . , bm), that is (b, i)(b1,...,bm) = (bbi, i).
Hence (Kb, i) = (Kb, i)f¨ p−1 = (Kb, i)(b1,...,bm) = (Kbbi, i) implying bi ∈ K . 
It follows from the proof of the above proposition that A := Aut(B oα G) = KmG¨ acts transitively
on the set of geometric K˜ -cosets. The kernel of this action is Km. This gives us an isomorphism
KmG¨/Km ∼= G and |KmG¨| = |K |m|G|. Since A acts transitively on the set of geometric K -cosets and Km
acts transitively inside every K -coset, the group A is transitive on Y . A stabilizer A(e,1) of a point (e, 1)
(e is the identity element of B) consists of all tuples (k1, . . . , km) ∈ Km where k1 = e. The lengths of its
orbits are either 1 or |K |. The singleton orbits are those of the form {(b, 1)}. Since the orbit lengths of a
point stabilizer coincidewith the valencies of the scheme, the scheme B oα G is Schurian. The statement
below gives a criterion when a scheme B oα Gmay be realized as a Schur ring over a finite group.
Proposition 3.3. The automorphism group A contains a regular subgroup isomorphic to H iff there exist
an injection ι : B→ H and a projection pi : H → G such that piι = α and [H : ι(B)] = [G : α(B)].
Proof. Sufficiency. Let h1, . . . , hm ∈ H be such that pi(hi) = gi, i ∈ [m]. Then H = ι(B)h1
.∪
· · · .∪ ι(B)hm. Let κ : H → Sm be a natural homomorphism defined by the action of H on the cosets
ι(B)hi, i ∈ [m], that is ι(B)hih = ι(B)hiκ(h) . Set λ(h, i) := hihh−1iκ(h) . Then λ(h, i) ∈ ι(B) and the mapping
h 7→ (λ(h, ∗), κ(h))
is a well-known Kaloujnine–Krasner embedding [10] (Theorem 2.6A, [8]) of H into the wreath
product ι(B) o[m] Sm. This implies that the set F := {
(
ι−1(λ(h, ∗)), κ(h))}h∈H is a subgroup of B o[m] Sm
isomorphic to H . A direct check shows that F acts regularly on B × [m]. We claim that F ≤ KmG¨.
Pick an arbitrary element
(
ι−1(λ(h, ∗)), κ(h)) ∈ F . Applying pi to ι(B)hih = ι(B)hiκ(h) we obtain
Dgipi(h) = Dgiκ(h) . Combining this with Dgipi(h) = Dgiσ(pi(h)) we obtain κ(h) = σ(pi(h)). Consider
an element ¨pi(h) = (ρ(pi(h), ∗), σ (pi(h))). It follows from
α(ι−1(λ(h, i))) = α(ι−1(hihh−1iκ(h))) = pi(hihh−1iκ(h))
= gipi(h)g−1iσ(pi(h)) = α(τ(gipi(h)g−1iσ(pi(h)))) = α(ρ(pi(h), i))
that ι−1(λ(h, i))K = ρ(pi(h), i)K . Therefore (ι−1(λ(h, ∗)), κ(h)) ∈ Km ¨pi(h) implying F ≤ KmG¨.
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Necessity. Now let H be a regular subgroup of KmG¨. The mapping (k1, . . . , km)f¨ 7→ f is a group
epimorphism. Let us denote its restriction on H as pi . Note that pi(h) is a unique element f ∈ G with
the property (K , 1)h = (K , 1)f¨ .
Since H is regular on B × [m], for each b ∈ B there exists a unique ι(b) ∈ H such that (e, 1)ι(b) =
(b, 1) (recall that e is the identity element of B). It is clear that ι is an injective mapping. Let us check
that it is a homomorphism. Indeed, the pairs (a, 1) and (e, 1) are related via a˜. Therefore the pairs
(a, 1)ι(b) and (e, 1)ι(b) = (b, 1) are related via a˜ as well. Hence (a, 1)ι(b) = (ab, 1) = (e, 1)ι(ab). This
implies
(e, 1)ι(a)ι(b) = (a, 1)ι(b) = (e, 1)ι(ab) H⇒ ι(a)ι(b) = ι(ab).
Write f := pi(ι(b)), b ∈ B. Then (K , 1)f¨ = (K , 1)ι(b) = (Kb, 1). On the other hand, (K , 1) ¨α(b) =
(Kτ(α(b)), 1) = (Kb, 1). Since G acts regularly on the blocks (Kb, i), the equality (K , 1)f¨ = (K , 1) ¨α(b)
implies f = α(b). The equality [H : ι(B)] = [G : α(B)] is evident. 
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