Abstract. Tate's algorithm for computing K 2 O F for rings of integers in a number field has been adapted for the computer and gives explicit generators for the group and sharp bounds on their order-the latter, together with some structural results on the p-primary part of K 2 O F due to Tate and Keune, gives a proof of its structure for many number fields of small discriminants, confirming earlier conjectural results. For the first time, tame kernels of nonGalois fields are obtained.
Introduction
The Milnor K-group K 2 O F of the ring of integers O F in a number field F is known to be a finite abelian group. Its actual determination, though, is very difficult.
For totally real abelian F , the "Birch-Tate conjecture" (which follows from the "Main Conjecture" proved by Mazur-Wiles [29] for the odd part and from work of Kolster [38, Appendix A] for the 2-part)
enables one to compute the order of K 2 O F , hence often its structure (whenever the order is squarefree). Here ζ F is the Dedekind zeta function of F , r 1 (F ) is the number of real places of F and w 2 (F ) the largest integer n such that the Galois group Gal(F (ζ n )/F ) is a 2-elementary abelian group, with ζ n a primitive n-th root of unity. For a general number field, Tate [44] has given an algorithm to bound the number of generators which enabled him-after some further clever manipulations-to complete the analysis for the six imaginary quadratic fields of smallest discriminant. Subsequently, other authors (Ska lba [42] , Qin [34, 36] , Browkin [7] ) have improved the method and were able to establish several other imaginary quadratic cases, the largest (in absolute value) discriminant treated so far being −35.
We present an algorithm for computing K 2 O F for a general number field F , that can be divided roughly into three steps:
(a) Find a small set of generators, via a refinement of Tate's and Browkin's elimination procedures. (b) Create enough relations among those generators. This gives us upper bounds on the order of the generators. (c) Bound the size of the p-primary part of K 2 O F from below with the help of class group computations, via results of Tate and Keune. The first step was originally based on work of Browkin [7] , dealing with the imaginary quadratic case, which in fact gave the impetus for this paper. Eventually it was adapted for arbitrary number fields and implemented in the PARI/GP [33] scripting language. So far, the programs can handle larger discriminants if the field is imaginary quadratic, because some of the refining processes from §3.3.3 were only implemented in this case.
We used the program to compute the structure of K 2 O F (previously conjectured in [8] ) for all imaginary quadratic fields of discriminant ∆ such that |∆| ≤ 1000 with only 7 exceptions, and for a few miscellaneous fields of higher degree (cf. §7). In particular, for F = Q( √ −303), we obtain K 2 O F = Z/22 Z, and a generator is given by the symbol {17 + 3ω F , 2} .
Here and in the sequel, ω F denotes the standard quadratic generator of O F : we let ω F = √ ∆/2 or (1 + √ ∆)/2 depending on the parity of the field discriminant ∆. Furthermore, in many other cases including the 7 exceptions mentioned above, we still obtain a set of simple generators together with multiplicative bounds on their orders. For instance, if F = Q( √ −755), then K 2 O F is generated by {2, ω F − 1} 6 and its order is either 2 or 2 × 41. The latter is almost certainly the correct value since it coincides with the conjectured one from [8] , which used a different method. As a last interesting example, we have proven that, for F = Q( √ −4547), {5, 49 + 2ω F } 56 generates K 2 O F and has exponent 233, which is prime. We conjecture, as in [8] , that K 2 O F has order 233.
The organization of the paper is as follows. In §2, we give definitions and basic properties of the objects which are computed. We also recall ideas from the computation of class groups via index calculus which we adapt to the K 2 O F situation. In § §3-4, we discuss Tate's method, further improved by Ska lba and Browkin, and systematize it. This covers the first step of the algorithm. In §5, we explain the second step and how one computes a tentative group K 2 O F of which K 2 O F is a quotient. If enough relations have been produced, these two groups should coincide. The third step is dealt with in §6, where we recall Keune's result exhibiting p n -torsion in K 2 O F from p n -torsion in the class group of the cyclotomic extension F (ζ p n ) and discuss its realizability. In a final section §7, we list our results and give a few examples. Acknowledgements: We would like to thank Henri Cohen, Jean-Louis ColliotThélène, Claus Fieker, Rob de Jeu, Thorsten Kleinjung, Manfred Kolster, Chazad Movahhedi, Thong Nguyen Quang Do, and foremost Jerzy Browkin for useful discussions and correspondence. We would also like to thank the Max-Planck-Institut für Mathematik and the Arithmetic Algebraic Geometry Network for financial support.
2. Background 2.1. The functor K 2 . For the convenience of the reader we recall the setup from Tate's paper [44] . We order the finite primes v 1 , v 2 , . . . in the number field F by norm, writing N v for the absolute norm of v, and put S m = {v 1 , . . . , v m } .
We let (r 1 , r 2 ) denote the signature of F , and n = r 1 + 2r 2 = [F : Q]. Given a set S of finite places of F , denote by O S the ring of S-integers of F , by U S the group of S-units, by µ(F ) the group of roots of unity in F , and by k(v) the residue field of the place v.
Recall that K 2 F can be defined as the quotient of F * ⊗ F * modulo the subgroup generated by the elements of the form x ⊗ (1 − x), where x(1 − x) ∈ F * . The symbol {a, b} denotes the projection of a ⊗ b ∈ F * ⊗ F * in K 2 F . Let K
The best unconditional result is due to Groenewegen [21] (improving considerably on earlier work of Ska lba [42] and Browkin [7] ).
Theorem 2.1 (Groenewegen) . Let F be a number field of degree n, and ∆ its discriminant. Then K 2 O F ⊂ K and ρ = ρ n is the packing density of the n-dimensional sphere (ρ ≤ (n + 2)/2 n/2+1 , ρ 2 = π/ √ 12). where S is large enough, f : x → (v(x)) v∈S , and g : (e v ) → v∈S v ev . The S-units are generated by an explicit finite set given by the integral points in a ball of large radius. See Lenstra [28] for precise bounds, which are the basis of Groenewegen's work. The kernel and cokernel of f are determined by simple linear algebra. The problem with this rigorous approach is that it is completely impractical given the huge dimension of the modules involved.
We recall the basic idea of modern heuristic 1 algorithms using randomization to alleviate this problem (see [11] ). We need the following three ingredients:
• A distinguished set of generators S = {p 1 , . . . , p n } for the class group, namely all prime ideals less than the Minkowski bound, or Bach's bound [1] , if one is willing to assume the Generalized Riemann Hypothesis (GRH). They form a nice factor base.
• An easy way to produce relations: one factors elements of small norm on the factor base given above, since a factorization (x) = p ei i yields a relation among the generators, encoded by the vector f (x) = (e i ). There are other ways, necessary in general (especially when F has many subfields), such as computing random relations using Buchmann's ideal reduction theory, but unfortunately we know of no equivalent in our K 2 situation.
• A rough estimate for the class group size, and more precisely for the product hR of the class number h with the regulator R, provided by Dirichlet's class number formula. The class group Cl(O F ) is completely known once the kernel Λ in
is determined. LetΛ be the submodule of Z S generated by a number of relation vectors; and let MΛ be the corresponding integral matrix. The Hermite Normal Form (HNF) algorithm, applied to MΛ, yields the indexh = [Z S :Λ], which is a multiple of the true class number (or equal to ∞). The HNF algorithm also computes the integer kernel of MΛ, which corresponds to trivial relations of the form αO F = O F , in other words, to units. From the logarithmic embeddings of these units, one computes a tentative regulatorR, which is an integral multiple of the actual one.
Let C be a rough estimate for hR, such that C/2 < hR < C. IfR is nonzero, which can be checked numerically using Zimmert's universal lower bound for the regulator R > 0.056 [49] , we now have a full set of relations and a full set of generating units if and only ifhR < C, since the latter impliesh = h and R = R. Once this is achieved, the Smith Normal Form (SNF) algorithm yields the structure of the class group Cl(O F ) as a product of cyclic groups, together with explicit generators, and we can extract a system of fundamental units from the information used to computeR.
2.3. Higher class groups. Ideas analogous to the ones in the previous subsection can be used to compute K S 2 (F ). We can easily factor elements of the form x⊗(1−x) on fixed generators of U S ⊗ U S . Hence, assuming we can find enough relations, we should be able to compute K S 2 (F ). Should this be feasible for a sufficiently large S, such as the one given by Groenewegen, the subgroup K 2 O F would then be given by the intersection of all Ker
* , v ∈ S, which is obtained by elementary linear algebra (see §5.3). We unfortunately face two serious problems:
(a) Too many generators: Groenewegen's bound c F is exponential in log(|∆|), and the number of generators for
2 ) by the prime ideal theorem. For ∆ ≈ 100, this bound is bigger than 200000 and it will be exceedingly hard to HNF-reduce a matrix of that dimension 2 . (b) No stopping criterion: suppose no matter how many relations we add, the computed value for |K 2 O F | stabilizes. Unfortunately, we still have to prove that we have a full set of relations, and our construction alone cannot do it, when the wild kernel WK 2 F is non-trivial (see §6.1). Unfortunately, this is the most interesting-albeit rather rare-case. We will see in the next section that the first problem is easily overcome when the discriminant ∆ remains relatively small (|∆| ≤ 5000, say): by following explicitly the steps in Tate's proof, we obtain an algorithm that considerably reduces the number of generators, for a given field.
As for the second problem, we will see in §6 a number of useful tests, relying in particular on work of Tate [45] and Keune [25] , to determine the p-primary part of K 2 O F , which most of the time yields enough information to conclude. Unfortunately, its implementation requires to assume the GRH unless p is very small (in order to compute class groups of cyclotomic extensions of F ), and is not practical, even under GRH, if p is large.
At this point, it is tantalizing to use the Lichtenbaum conjecture, which is a higher analog of Dirichlet's class number formula and specializes to the Birch-Tate formula when F is abelian and real. A proof of the cohomological version of this conjecture 3 seems to be within reach in the case of abelian fields due to the efforts of Kolster, Nguyen-Quang-Do and Fleckinger [26] . Unfortunately, even after removing erroneous Euler factors in their main formula, the statement is given only up to an unspecified power of 2, when the field is complex (cf. also the recent papers of Huber-Kings [23] and Burns-Greither [10] ). For non-abelian fields, the conjecture is still completely open.
An exact statement, including the 2-primary part, would allow us to argue as follows: Lichtenbaum's conjecture expresses the product h 2 R 2 in terms of accessible invariants, where h 2 = h 2 (F ) := |K 2 O F | and R 2 = R 2 (F ) is the volume of a lattice formed from the images of "higher units" (the Bloch group B(F ), which is closely related to K 3 F by work of Bloch [3, 4] and Suslin [43] ) under a higher regulator map on the Bloch group (given by dilogarithms, and compatible with Borel's regulator 2 The HNF implementations in PARI can easily treat sparse relation matrices of dimension 2000, but treating dimensions larger than 10000, say, would require a major computational effort.
3 which in the special case we need to compute K 2 O F , this is known to be equivalent to the K-theoretic formulation.
on K 3 F ). Reducing the relation lattice in U S ⊗ U S , i.e., computing the span of the exponent vectors provided by the factorizations of the relations x⊗(1−x), naturally produces elements in B(F ) (as relations among the relations). From the relations and higher units found so far, we can derive tentative values for h 2 and R 2 , sayh 2 andR 2 , which are both integral multiples of the correct values. Indeedh 2 /h 2 is the index of our relation lattice for K 2 O F in the full one, andR 2 /R 2 is the index of the span of our higher units in the full lattice of higher units. Ifh 2R2 /h 2 R 2 is strictly less than 2, where the denominator is computed via Lichtenbaum's formula, we in fact have h 2 =h 2 and R 2 =R 2 , thereby proving that we have indeed computed K 2 O F and B(F ). So far, although the algorithm produces useful unconditional information about K 2 O F in the guise of explicit simple generators and a multiple of their order, it may require the full strength of Lichtenbaum's formula to prove that the presentation is complete. For totally real abelian fields, where the formula is known to hold, it can very easily be applied since there are no higher units: the regulator R 2 is defined to be 1.
Numerical experiments performed by Grayson [20] and, more extensively, by the second author [17] suggest that, if F is imaginary quadratic, Lichtenbaum's conjecture should read:
where ζ F is the Dedekind zeta function and ∆ is the field discriminant.
Remark 2.1: It is of course not fortuitous that the class group algorithm generalizes so well. One has canonical isomorphisms
F , and we are replicating the classical algorithm two steps higher, replacing K 0 and K 1 by their analogs K 2 and K 3 , respectively.
Reducing Groenewegen's bound
In this section, we fix a set S of finite places and v ∈ S. We write A for O S , U for U S and k for k(v). The main ideas are adapted from Tate's seminal paper [44] .
Let T := S ∪ {v} and assume that
. We want to prove that, in fact, we already have
. This will be used in the following situation: starting from Groenewegen's initial set S (from Theorem 2.1), we iterate this process, successively truncating S by deleting its last element with respect to the given ordering, hoping to reduce the set of places to a manageable size. As soon as one of the tests described below fails, the reduction process stops and we proceed to the next phase of the algorithm: building the relation matrix (cf. §5).
In fact, Groenewegen's bound c F is very pessimistic. Our experiments indicate that a small power of log |∆| would be a more sensible order of magnitude: in the ranges we explored (|∆| < 5000), the final set S happens to contain between 10 and 20 elements. Again, this parallels the class group situation where we can first assume the GRH and use Bach's generators, then prove that all ideals up to Minkowski's bound can be generated from this small subset. . gives a precise meaning to the word small applied to an element of F . Due to the celebrated LLL algorithm, it is easy to compute vectors in lattices (or grids, i.e., translates of lattices) which are small with respect to T 2 , with precise quantitative statements with respect to their relation to the shortest vectors. This would not be the case if we had chosen · ∞ instead, for instance.
The quadratic form T 2 coincides with the ordinary modulus when F is imaginary quadratic. It generalizes to arbitrary number fields the Euclidean techniques used by Tate, Browkin and others to compute the tame kernel of imaginary quadratic fields.
3.2. The brute force approach. We first require 4 that v be principal in A, say v = πA. The tame symbol ∂ v vanishes on K S 2 (F ), hence induces a homomorphism (1)
Recall that we assumed that
if this induced morphism is injective. We now consider the following commutative triangle:
The morphism α is easily seen to be surjective: the only difficulty is to notice that {·, ·} is skew-symmetric and that {π, π} = α(−1), see [44] . Hence, ∂ v is injective if and only if Ker α = Ker β.
This last property is not usable directly since Ker α seems to be hard to compute. Fortunately, we know a sizeable chunk of this kernel offhand: define U 1 to be the subgroup of U generated by (1 + πU ) ∩ U ; then U 1 ⊂ Ker α. Indeed, if u = 1 + πt ∈ U 1 , one has 1 = {1 + πt, −πt} = {u, −t} {u, π} ≡ {u, π} (mod K S 2 (F )), since both u and t are supported on S.
So U 1 ⊂ Ker α ⊂ Ker β. If we are lucky, then U 1 = Ker β and we are done; in fact, this is guaranteed if N v > c F , and in practice appears to be true for all but a few very small primes. This suggests the following heuristic algorithm. 4 In practice, this condition is easy to check and is always satisfied except for very small sets S which we are not interested in reducing anyway. In fact, A itself will be principal as soon as S contains the generators of the class group which, according to Bach's GRH bound [1] , will be true for S containing the primes of norm less than 12 log 2 |∆|. and det(H) = B, return TRUE. Otherwise, increase fail, delete dependent relations and go to
Step (e).
Proof. The only non-trivial step is the last one. LetŨ 1 ⊂ U 1 be the lattice generated by the S-units u ∈ U 1 constructed so far in Step (e); then det(H) = [U :
The counter fail ensures that the algorithm terminates.
Sub-algorithm 3.2:
Input: a set S of finite places, and a place v ∈ S.
Output: a uniformizer in S-integers. , which involves few v i .
Remark 3.3:
(a) All the S-units and principal ideal computations above can be done by a straightforward generalization of the classical situation S = ∅ (see [12, Chapter 7] ). When iterating this procedure, one should make sure to arrange the initialization Step (3.1.b) so that it can be re-used by simply deleting a generator. (b) By a famous result of Siegel [41] , made effective by Baker's theory of linear forms in logarithms, there are only a finite number of solutions to the equation u + πt = 1 in S-units u and t. There are tractable ways of enumerating them all using Baker's method and LLL-reduction when the S-unit rank is small [14, 48] , less than 20, say. In our situation, both the reduced bounds and the actual number of solutions are hopelessly huge, and an exhaustive search is impractical. Fortunately, although it seems hard to fully analyze this behaviour, we only need a very small fraction of these solutions to build U 1 . In practice, using at most two generators in the product defining t works very well. This amounts to checking at most O(|S| 2 ) S-units. (c) In Step (3.1.c), we expect that Im β = k * as soon as S includes enough small primes. For instance, assuming GRH, Bach's version of Ankeny's theorem (see [1] ) says that the integers up to 2 log 2 (p) in absolute value generate the multiplicative group (Z/pZ) * . Taking for G this set of rational integers, it implies that, for a place v of inertia degree 1, one has Im β = k * as soon as S contains all the places dividing the primes less than 2 log 2 N v. Note that we should also check that this set G is included in U , and we can only ensure this in general by requiring that 2 log 2 N v < √ N v, i.e., N v ≥ 57829, which is far beyond the limits of our HNF implementation. In short, this line of reasoning, although interesting asymptotically, has mostly heuristic value. It tells us that the first few elements should generate Im β in Step (3.1.c), and not O(|S|) many as the size of W would indicate. Hence one checks the elements of W one by one and computes an lcm after each order computation: we abort this step as soon as the lcm reaches N v − 1, thereby proving that Im β = k * . (d) We are only interested in factoring S-units in Step (3.1.f), and this is easily done by trial dividing by the primes in S. More precisely, given x ∈ F , we trial divide the absolute norm of x by the rational primes covered by the elements of S, and compute only those valuations lying above the primes which divide the norm of x. All the other valuations are 0. (e) The class group of F is computed via a finite presentation, and its generators (g i ) are initially given in terms of a fixed factor base B of prime ideals. Conversely, the elements of B are easily obtained in terms of the g i . If S is not too large, it will be contained in B, and the factorization of the v i in Sub-algorithm 3.2 will be already known. Note that these factorizations were also needed to compute U S in Step (3.1.b).
The whole point of Algorithm 3.1 is that, assuming we can truncate S all the way down to bounded size, we handle O(|S|) relation matrices of dimension O(|S|), instead of a single one of size O(|S| 2 ). Since no linear time HNF algorithm is known (in fact, none can exist), this is a definite improvement. The storage requirements are likewise lowered.
On the other hand, this method is still unable to handle really large sets S. We will see in the next subsection a clever construction, due to Tate, which implements the same test (U 1 = Ker β) in a simpler way. It is less efficient as far as lowering the bound goes since, in general, it succeeds only when Algorithm 3.1 would, but is much faster to execute.
3.3.
Tate's method.
3.3.1. The general case. The setup is the same as in the previous section, except that we do not assume that v is principal. If v happens to be non-principal we define U 1 := {1}. We would like to apply, for as many primes v as possible, the following criterion of Tate: 
Then U 1 = Ker β and ∂ v (see (1)) is bijective.
These conditions arise quite naturally when trying to construct an explicit inverse to ∂ v by brute force. (T2) together with (T3) is a devious way to ensure that CU 1 is a subgroup of U , which will be the whole of U by (T1); multiplying on both sides by U 1 , (T3) now implies that Ker β ⊂ U 1 . In particular, these conditions imply that C contains a complete system of representatives of k * . In practice, we will choose it to be minimal, that is |C| = |k * | = N v − 1.
Remark 3.5: If this method succeeds with a finite C, then v is principal unless F is imaginary quadratic, S is empty and N v ≤ 3. If v is not principal, U 1 = {1}; since CU 1 = U , we have C = U . Hence, U contains only roots of unity, which forces F to be imaginary quadratic, or Q whose ring of integers is principal. In fact U = {−1, 1} since Q( √ −1) and Q( √ −3) are the only ones to contain higher roots of unity and they are both principal fields. The condition on N v follows from β(G) = k * ⊂ {−1, 1}, since G ⊂ U , where denotes the span as a Z-module. We need one more easy lemma: Lemma 3.6. Assume that S is the set of all places smaller than v.
then the condition of a) is satisfied.
Proof. a) is exactly [2, Claim 2, p. 63]. As for b), the arithmetic-geometric mean inequality implies that N a ≤ a n , for a ∈ F .
This is used in the following way: one constructs minimal sets C, G, W in U ∩O F such that β(G) = k * , W = U , and C is a complete set of representatives of k * , containing 1. Let m(C), m(G), and m(W ) be the maximum of the x for x in C, G and W , respectively. Condition (T3) is automatically satisfied and one then replaces the conditions (T1) and (T2) by the following ones:
since each of them easily implies the related one from Proposition 3.4. For example assume that (T2 ′ ) holds. Then, given c ∈ C, g ∈ G, one picks c ′ ∈ C such that β(cg) = β(c ′ ) and the lemma asserts that the quotient cg/c ′ belongs to U 1 , hence (T2) is also satisfied.
3.3.2.
Browkin's optimization. In the imaginary quadratic case, Browkin's bound (now superseded by c F from Theorem 2.1) was directly derived from the proposition and the lemma in the previous section, with slight modifications to allow denominators, by taking cleverly chosen balls for the various sets. Groenewegen's construction is more roundabout, but deals also with complete balls, not with specific elements.
It should be apparent that there is ample room for improvement when working with explicit sets, if only by checking the conditions elementwise, or by checking directly that (a/b−1)π −1 is in U instead of applying Lemma 3.6. The key condition is of course (T2 ′ ), since improvements to m(C) or m(G) will make their product significantly smaller.
In the rest of this paragraph, let us assume that F is imaginary quadratic. In this case, Browkin's bound would be O(∆) if (T2 ′ ) could be omitted 5 . More precisely, [7, Lemma 8] 
says that if (3)
N v > 16 π 2 m(G)|∆|, then it is possible to construct C such that (T2) holds. There is an inequality for (T1), analogous to (3), possibly making the computation of m(C) entirely superfluous if the right conditions are met: let q F be the least integer such that every ideal class of O F contains an ideal of norm ≤ q F (see §4.6 for how to bound this quantity). If
is satisfied (the rightmost term is always dominant unless the field is principal), then (T1) holds with the same set C that resulted from (3).
3.3.3. Reducing the set S. We adapt Tate's strategy to the case of general number fields. The reduction is split into two phases (described in detail in the next section): First, we build a black list of bad primes, using only bounds and not the actual elements of the sets C, G and W . This list is initially empty. 
. If all else fails, try to prove directly that U 1 = Ker β using Algorithm 3.1. As soon as we meet an ideal v 0 in the list that we are unable to discard, we take S equal to all the places v such that N v ≤ N v 0 and apply the final class group-type construction in Algorithm 3.1.
To ensure we have enough flexibility for the final part of the algorithm (which looks for relations among Steinberg tensors supported on S-units), we do not want S to be too small, so we make sure S contains all places v dividing 2 or 3 for instance.
Remark 3.7:
The replacement criterion applied in Step (e) is straightforward. We first check whether (d, g) passes the test for all g, just as (c, g) was supposed to. If so, we further check whether anytime we have (γg) ′ = c for some γ ∈ C and g ∈ G (which implies γ = (c/g)
, the expected inclusion γg ∈ dU 1 holds; then we can replace c by d in C. Note that since G is minimal, it does not contain any element ≡ 1 (mod v), so there is no ambiguity in the procedure: we can never have (cg) ′ = c.
Remark 3.8: For imaginary quadratic fields, Browkin's inequalities (4) and (3) can be used to speed up the first phase. Intermediate bounds in Groenewegen's construction could certainly be used for the same purpose, but we have not yet worked out the details.
Remark 3.9: We make one final remark which is very important for practical computations. When F/Q is Galois, the Galois group acts on prime ideals of given norm (in fact, transitively on the prime ideals dividing a given rational prime). We can then try to delete not only v, but all primes of norm N v in one sweep. For that, one takes S to be the set of all primes of strictly smaller norm, and picks an arbitrary v of the chosen norm. If we can build the sets C, G and W for v, then σC, σG, and σW get rid of σv. More generally, when F is Galois over a proper subfield (the smaller, the better), that is if it has non-trivial automorphisms, only one prime ideal out of each Galois orbit needs to be considered. In practice, the black list is relatively short. For instance for F = Q( √ −4547), one has c F = 71744 and 741 bad primes v out of 10631, the largest norm being 67819. Using the Galois action, they in fact contribute 28 inert rational primes, 356 split ones, and 1 ramified one.
Inert primes are a disproportionate threat. Recall that the bound is on the norm, not the underlying rational prime, so very few inert primes actually play a role: in the example above, there are only 28 inert primes less than c F , but all of them are a nuisance. This is not surprising since, if v is inert, we have little freedom to change the representatives of k * without increasing considerably their T 2 -norm.
Filling in some details
4.1. Small vectors in grids. For future reference, we review quickly in this section three basic algorithms dealing with short vectors in grids (translates of lattices), all of them applications of the LLL algorithm [27] . Given a Euclidean space E with a positive definite quadratic form Q, a free Z-submodule Λ, and e ∈ E, the problem is to find a vector x in e + Λ such that Q(x) is small. We assume that Λ is given by a basis (λ i ), which is LLL-reduced with respect to Q.
The first algorithm, due to Fincke and Pohst, diagonalizes the form and finds recursively all points in the grid whose norm is less than a given bound. All small vectors are found, but the search is slow.
For the second one, fix an isomorphism E ≃ R n and embed E in R n+1 ≃ E × R via e → (e, 0). Then consider the lattice in R n+1 generated by the (λ i , 0) and (x, C), where C is a huge real number (bigger than C 0 max i Q(λ i ), where C 0 depends only on the dimension and a certain "quality ratio" chosen for the reduction). Then reduce this new lattice with respect to the quadratic form Q + X 2 n+1 . The largest vector in the basis, projected back to E, will be a small vector belonging to ±e + Λ (the other vectors will have 0 as (n + 1)-th coordinate), maybe not the smallest one, but often so in practice. The complexity of this algorithm is much better, both theoretically and in practice.
The last algorithm is the most naïve one: take the orthogonal (with respect to Q) projection of e onto the subspace spanned by Λ, and call it ε, say. If L denotes the matrix whose columns give the LLL-reduced basis of Λ, then f := L⌈L −1 ε⌋ is a point of Λ close to ε, where ⌈.⌋ denotes rounding to the closest integer coordinatewise, and L −1 ε is the inverse image of ε, corresponding to the usual matrix inverse if Λ spans E. The point e − f belongs to L and has relatively small norm. This is crude but fast, assuming the data associated to the subspace spanned by Λ have been precomputed.
Does
For the sake of completeness, we first make the trivial check for x ∈ U explicit. We first assume the field is Galois and we are making use of the Galois action, checking all places dividing a given rational prime simultaneously. Hence we take S to be the set of prime divisors of a list P of rational primes.
Sub-algorithm 4.1: Return FALSE otherwise.
Proof. Due to the special form of S, we have a ∈ U if and only if N a ∈ U , and a rational integer belongs to U iff it is not divisible by any element outside P . Hence, if the algorithm returns TRUE, then x ∈ U . Conversely, if x ∈ U , its minimal polynomial m x is σ∈H (X − σ(x)) for some H ⊂ Gal(F/Q). The denominator d of m x has the same prime divisors as b. Since if v ∈ S, so are all its conjugates, all the σ(x) belong to U , hence the valuation of any of the coefficients of m x at v ∈ S is non-negative. In particular, the denominator d, hence b, belongs to U . Since U is a subgroup, so does a.
Remark 4.2:
Step (b) is needed since simply checking the norm would let numbers whose factorization contains a factor v/σ(v) for some σ ∈ Gal(F/Q) slip through. Note also that if we are not in the Galois case, the procedure above verifies that x ∈ U S ′ where S ′ is the subset of S obtained by removing all v from S such that there exist w ∈ S above the same rational prime (of course the list of such v is precomputed). At this point, x ∈ U S iff the valuation of x at all v ∈ S − S ′ is 0.
We now cater for the subgroup U 1 :
Sub-algorithm 4.3:
Input: x ≡ 1 (mod v), a small uniformizer π such that πO S = v, as in Subalgorithm 3.2. A finite subset U 0 ⊂ U 1 of small elements, for instance the 1 + uπ and their inverses where u runs through generators of the units or small rational integers in U (less than 5, say). Output: TRUE if x is detected to be in U 1 , FAIL otherwise (could not conclude). Remark 4.4: It looks difficult to mix strategies by computing part of U 1 as in Algorithm 3.1 when Algorithm 4.3 fails: computing U explicitly is out of the question when S is huge. On the other hand, one can fix a much smaller set S ′ and find multiplicative generators (u i ) for the S ′ -units which are congruent to 1 (mod v) by the methods of §5.3. We keep only those which are included in U 1 , according to the above test; when S contains all primes less than some large bound, the u i will all pass the test, since their T 2 -norm will be small enough. After taking logarithmic embeddings of F into R r1 × C r2 ≃ R n , we can use one of the grid reduction algorithms in §4.1 to find exponents (n i ) such that y := x u ni i has small T 2 -norm. Now
Step (a) can be applied to y. This procedure is a more sophisticated version of Step (b). In practice, Step (b) is sufficient as it stands.
4.3. Constructing the set C. We want to find a complete system of representatives C of k * in U ∩ O F , whose elements have minimal T 2 -norm. A theorem of Ska lba [42, GTT] 
r2 |∆| and we allow denominators in C, it is possible to find such representatives with numerators and denominators both O( (|∆|N v) 1/2n ), where the O constant depends at most on the degree n := [F : Q]. This situation will be considered in §4.4. In the current section, we insist on C ⊂ O F .
For all e ∈ k * , we want to find a small x ∈ U ∩ O F such that β(x) = e, i.e., such that x belongs to the grid ε + v, where ε ∈ U ∩ O F is any representative of e, and the ideal v is regarded as a lattice. We use the last algorithm of §4.1 and take x = ε − P ⌈P −1 ε⌋, where the columns of P give a reduced basis (p i ) of the lattice v, in terms of a fixed integral basis. This is the fastest, but also the least efficient of the grid reduction algorithms in terms of the size of the element produced.
Note that, starting from a fixed reduced basis, the result does not depend on the chosen representative ε. Note also that if v is an inert rational odd prime and the chosen integral basis is LLL-reduced, then P is the diagonal matrix p · Id and the procedure above simply picks the unique representative whose coordinates are all bounded by (p − 1)/2. This produces the same set C for inert primes as in Browkin's procedure for the imaginary quadratic case, and possibly slightly worse ones in the non-inert cases, where he uses a much slower exhaustive enumeration.
If the resulting bound is not satisfactory, we can check whether the other two grid reduction algorithms produce better representatives. We obtain the following algorithm: x ε ∈ U such that β(x ε ) = γ and x ε < MAX using the increasingly complicated possibilities below. As soon as one of the elements produced satisfies (5), we start over from (c) with the next γ.
• Compute x ε := ε − L⌈L −1 ε⌋.
• Check the neighbouring points: try all other possible rounding combinations (2 in each coordinate, 2 n possibilities in total).
• Try again to find a suitable x ε using the second algorithm in §4.1.
• Using the Fincke-Pohst algorithm, compute the smallest elements which are congruent to ε (mod v) and of norm less than MAX until one of them lies in U . If such an element does not exist, return FAIL.
Of course, once a representative x for ε is known, ξx is an equally good representative for ξε, for any root of unity ξ, since ξx = x . This justifies our choice to check orbits modulo µ(F ) in Step (c).
The last possibility in the algorithm, using exhaustive enumeration as a last chance, should probably be avoided as soon as v gets large, since it is less costly to check (T2) elementwise first. Given our experiments, it is not yet clear where the cutoff point should lie. For imaginary quadratic fields, the exhaustive search is rarely needed and relatively cheap; it pays off to always include it. In any case, constructing C in this way is by far the longest part of the algorithm, and becomes the main bottleneck as |∆| increases.
Remark 4.6: We tried the following sphere packing approach in order to cover k(v)
* while checking a minimal number of elements:
• find a few "evenly spaced" elements in k(v) * , lifting to small elements of U .
• define balls in O F centered at those lifts such that (a) their radius is small enough to guarantee that their interior points belong to U , (b) their radius is large enough for the projections of the balls to k(v) * to cover it entirely. Unfortunately, we could not fulfill condition (a), so that we still needed to check that x ∈ U for most individual interior points x in any given ball, which is the most time-consuming part in Algorithm 4.5. More precisely, if c is the center of a ball containing x, even though x is close to c by the triangle inequality, such size bounds are in general insufficient to ensure that x belongs to U . For instance, if x ∈ O F and x < N v 1/n , then x ∈ U , but this condition is far too restrictive.
4.4.
A set C with denominators. If we allow denominators in C, we can expect to improve the bounds, but the conditions (T1) and (T2) need to be modified. Assume that C can be written as c1 c2 , c i ∈ U ∩ O F ; this will be case for the sets we construct, and is automatic for any subset of U when S contains a set of generators for the class group. Now define
Note that this depends on the particular representatives chosen; we want them to be as small as possible, of course.
The more general conditions we need to check are:
A similar idea as in the previous section can be applied, in a homogeneous setting this time. Given a ∈ U we want to find x, y in U ∩ O F such that c := x/y ≡ a (mod v), i.e., x − ay ∈ v. The points (x, y) satisfying this last property obviously form a sublattice of O F ⊕ O F which, in matrix form, can be written as (x, y) ∈ Im P A 0 Id on a fixed integral basis for the two copies of O F . In this expression, P denotes a set of generators of v and A is the matrix of the multiplication by a. Compute an LLL-reduced basis for this lattice with respect to the quadratic form T 2 ⊕ T 2 , and pick the smallest vector (x, y) in which y = 0 (there will be at least [F : Q] of them). One can expect both x and y to be small. The bounds m 1 (C) and m 2 (C) play a symmetrical role in (T2 ′′ ), not so in (T1 ′′ ). So we should allow m 1 (C) to be a bit larger than m 2 (C) (by a factor of m(W )), assuming their product more or less remains constant. To achieve this effect one can reduce with respect to T 2 ⊕ N T 2 , for a suitable integer N .
At present, the practical usefulness of this algorithm is not clear: bad primes are so easily refined that we are yet to find an example where adding denominators would make a difference. 4.5. The set G. The goal is to find a set G of small representatives in U ∩ O F of multiplicative generators of k * . To verify (3) or (T2 ′ ), we only need to determine m(G). But if the inequality is violated, and we want to check (T2) elementwise, we need an explicit subset, preferably minimal with respect to the required property.
Given a subset of k * , the order of the subgroup it generates is the lcm of the orders of the individual elements. Assuming the factorization of N v − 1 is known, the classical algorithm (computing local orders for all primes dividing N v − 1) computes the individual orders quite efficiently.
Computing m(G) is straightforward, and is very quick assuming that k * can be generated by small elements: (a) Set L = 1. Factor |k
(c) We have exhausted A and β(A) does not generate k * . Double the size of A and restart the previous step with the appended elements.
Proof. Obvious, since in a cyclic group the order of the subgroup generated by two elements is the lcm of their orders. We check that a ∈ U before letting L increase, since we need G ⊂ U .
To compute a minimal G, we need the following variant: •
Step (e). 
Proof. In Step (f), L is the order of the subgroup of all the elements occurring before a (excluded) in B, and L ′ is the order of the subgroup generated by the elements lying in G at this point. If the lcm of L and L ′ is equal to the group order, then β(B − {a}) = β(B) = k * . Otherwise, B − {a} generates a proper subgroup, hence a needs to be included.
Note that, although m(G) is well defined and best possible, G depends on the representatives chosen in A. When checking (T2) elementwise, some sets G may succeed where others fail. We do not know how to cater for that phenomenon, which remains theoretical, except by retrying the procedure with a few different G (there are finitely many possible G, if one keeps the optimal sequence of T 2 -norms).
4.6. The set W . This is computed as in Browkin [7, 3.2] . We assume that |S| is big enough, so that O S is principal. Let Q be a set of representatives of small norm, supported on S, representing all the ideal classes of O F . This is easily produced from arbitrary representatives by applying Buchmann's ideal reduction [11, Chapter 6 ], which coincides with Gauss's reduction theory of binary forms in the quadratic setting. By definition, q F is bounded by max q∈Q N q.
Since O S is principal, one can take W to be given by the union of a set of generators of the units and a set of generators of the principal ideals of O F of one of the following forms [7, 3.2]
where p ∈ S and q, q 1 , q 2 , q 3 ∈ Q. Given a suitable ideal, the principal ideal algorithm (see [11] ) will yield a generator of small T 2 -norm (this is important when there are fundamental units).
Note that only generators of type (i) depend on S. Obviously, if one needs to compute W for a given S, the values of the T 2 -norm of the generators of this type can be stored in an array, indexed by the corresponding p. Then m(W ) can be trivially computed for any subset of S simply by deleting some norms before taking the maximum. Since this construction is applied to sets S of the form {v, N v < B} for a given bound B, the set W in fact needs to be computed only once.
Remark 4.9: Although, as we have seen, W is particularly easy to compute, it is even nicer in the imaginary quadratic setting where a = √ N a. For any ideal I, denote by I ′ the reduced ideal (in the sense of Gauss) which is equivalent to I. In that case, for generators of type (i), we can take q = (p −1 ) ′ , and
is obtained without computing the actual element. The same technique applies to the other type of generators.
5.
Creating the relation matrix 5.1. Representing symbols. We fix a set S of finite places in F such that K 2 O F is contained in K S 2 (F ), and assume that we have already computed a basis (ω i ) 1≤i≤r for the S-units, where r := r S := |S| + r 1 + r 2 , and ω 1 generates µ(F ). In order to encode a representative a⊗b ∈ U S ⊗U S for the symbol {a, b} ∈ K 2 F , we decompose a = ω αi i , and b = ω βi i on the above basis, and associate to a ⊗ b the vector (α i β j ) 1≤i,j≤r . Due to the antisymmetry of symbols in K 2 F , we will in fact work in the quotient of U S ⊗U S by the symmetric tensors {x⊗y+y⊗x : x, y ∈ U S }, and the corresponding representation becomes (α i β i (mod 2)) 1≤i≤r ⊕ (α i β j − α j β i ) 1≤i<j≤r , thus cutting the dimension roughly in half. Note that {x, x} is 2-torsion, hence the reduction mod 2 in the first factor.
Producing relations.
Our goal is to minimize the index of the lattice in U S ⊗ U S , spanned by vectors arising from relations among symbols. For that, we generate many relations of the form u ⊗ (1 − u), u ∈ U S . Although it is not guaranteed that this should be enough to generate all relations (in principle, we should consider all u ∈ F − {0, 1}), it turns out to be sufficient in practice. All such relations can be factored on our basis (ω i ⊗ ω j ) i,j and encoded as above.
The relations x ⊗ (1 − x) for x ∈ F − {0, 1} induce the following trivial relations:
2 , and (ω 1 ⊗ ω i ) w , where w is the order of µ(F ). Furthermore we increase the lattice of relations by producing a list L of S-units and considering all pairs (u, u ′ ) ∈ L 2 , whose difference u − u ′ is again an S-unit, producing the new relation (u ′ /u) ⊗ (1 − (u ′ /u)). Unfortunately, we are lacking a good stopping criterion that would tell us that the lattice of relations Λ is complete, so we decide to terminate the algorithm when its index stabilizes. Although we believe that K S 2 (F ) := (U S ⊗ U S )/Λ is equal to K S 2 (F ), we have no way of proving it at this point. We will see in the next section how to combine the information obtained so far with theoretical results, in order to prove this claim.
Algorithm 5.1:
Input: a set S of primes in F , a basis (ω i ) for the S-units. Output: a lattice of full rank in U S ⊗ U S formed from some x ⊗ (1 − x), with index believed to be minimal.
(a) Set Λ to be the lattice generated by the trivial relations as above.
(b) Collect a set L of integral S-units with bounded coefficients on a fixed LLLreduced integer basis, then add to L all w
If there are no pairs left, go to Step (e). (d) Replace Λ by the lattice generated by Λ and the relation corresponding to
. If the index of Λ is not ∞ and stayed the same for, say, 100 consecutive pairs, return Λ and terminate the algorithm. Otherwise go to
Step (c) for the next pair. (e) If [U S ⊗ U S : Λ] = ∞, issue a warning message stating that Λ may not be complete, then return Λ. Otherwise collect more elements in L and go to
Step (c). If no more elements could be collected, increase S and start over in
Step (a).
5.3. The final step. In this subsection, we are given an explicit presentation of a finite group K
F ) (and where we believe that in fact K S 2 (F ) = K S 2 (F )). In other words, by factoring enough Steinberg tensors x ⊗ (1 − x) in U S , we have been able to build a relation lattice Λ of maximal rank in U S ⊗U S . We know furthermore that K 2 O F is the intersection of the kernels of the ∂ v , v ∈ S. This is easily computed once the problem is linearized (see Step (c) below). We pick B = {b t } a set of elements in U S ⊗ U S that generate K S 2 (F ), for instance the (ω i ⊗ ω j ) i≤j from the previous section; we have a natural projection from the free abelian group Z[B] to K S 2 (F ). Given a lattice C ⊂ Z[B], we choose generators and a matrix M C expressing them in terms of the basis B.
Algorithm 5.2:
Input: a lattice Λ as above. Output: a presentation for a finite abelian group K 2 O F , of which K 2 O F is a quotient.
(a) For all v ∈ S, choose a generator g v of the cyclic group k(v) * . Since N v is very small, this and the discrete logarithm problem in the next step are best done by trial and error.
This is done by computing the integer kernel of the matrix
By definition, the elements of
Hence Y is a matrix of relations among the generators of K 2 O F , and the SNF of Y computes the elementary divisors of K 2 O F . It is straightforward to extract explicit tensors that generate the cyclic components from the SNF algorithm.
Remark 5.3:
(a) In general, most entries on the diagonal of the HNF of the relation matrix M Λ for K S 2 (F ) will be equal to 1. In other words, the corresponding generator can be expressed in terms of the other ones. Obviously, one should not include these redundant tensors in B above, which we can make much smaller than the full set (ω i ⊗ ω j ) i≤j .
(b) Since we realize an explicit isomorphism
and a reduction modulo Y . Until we ascertain that 2 further provides enough data to partly solve the discrete logarithm problem in K 2 O F . We can express any tame element in U S ⊗ U S as a product P of generators for K 2 O F computed above, by first factoring it on the ω i ⊗ ω j , then expressing it in terms of generators of Ker d. By keeping track of all base change matrices involved, the original element is given as a product of explicit trivial Steinberg tensors x ⊗ (1 − x) multiplied by P . If we start from an arbitrary element in F * ⊗ F * , Tate's method from §3 can in principle reduce it to U S ⊗ U S , up to explicit trivial tensors. But it is not really practical if the support of the tensor is much larger than S. (c) In the class group case, an arbitrary ideal I can be factored on the factor base by multiplying I by random products of elements in the factor base, until the reduction of I along some direction is smooth (see [11, Chapter 6] ). The ideal I can then be factored on the factor base up to an explicit principal ideal, of which a generator is known. Unfortunately, we could not devise an analog to Buchmann's reduction in the K 2 setting.
From the previous sections, we can exhibit an explicit presentation of some finite abelian group, denoted K 2 O F , of which K 2 O F is a quotient. In other words, we know how to produce a list of explicit generators for K 2 O F as well as, for each of them, a multiple of its order. We also believe that these generators are independent and that the bound is in fact equal to their true order. We will now investigate various ways that can be used to actually prove that
6.1. The wild kernel. One trivial case occurs when K 2 O F = 0, which implies that the tame kernel is also trivial. Unfortunately, this occurs quite rarely. However, it is possible to do better by introducing the wild kernel, which is the non-trivial part of K 2 O F , and which we will now define.
For a field E, let µ(E) be the group of roots of unity in the field. Let P F the set of finite and real places of F , F v the completion of F at v ∈ P F . We let m := |µ(F )|, and m v := |µ(F v )| for v ∈ P F ; for v dividing the rational prime p, we let m
. One defines the wild kernel WK 2 F analogously to K 2 O F , replacing the tame symbols
by Hilbert's norm residue symbols
where
, the norm residue symbol of order m v . By definition, WK 2 F := Ker(·, ·) v where v runs through P F .
We have
The quotient K 2 O F /WK 2 F can in principle be determined by coupling Moore's exact sequence [31] and the localization sequence (see e.g., Browkin [5] , Gras [19, Section 1] ). In particular one obtains
where v runs through the finite places of F , and r 1 is the number of real places of F . Note that if µ p r ⊂ F v then
indeed, Q p (ζ p r ) is totally ramified of degree p r−1 (p − 1). Hence only small primary factors may divide i F . To compute µ 1 (F v ), note that µ p r ⊂ F v if and only if the cyclotomic polynomial Φ p r has a root in F v , which is easy to decide by lifting roots modulo v k , increasing k until Hensel's criterion can be applied. For F quadratic, or a cyclotomic field of prime order, (6) is made completely explicit in [5] .
So i F is easily computable, and whenever | K 2 O F | = i F we obtain a proof that
Of course, this can only happen when WK 2 F = 0, but this is a less severe restriction than K 2 O F = 0. In fact, it occurs quite frequently. 6.2. Local norm symbols and Brauer groups. If we believe that WK 2 F = 0, it is a natural idea to try and exploit the explicit symbols that our algorithm provides by mapping them to a more manageable group G, via some morphism ϕ : K 2 O F → G which we would like to be as close to an isomorphism as possible. Namely, suppose {a, b} ∈ K 2 O F is n-torsion in K 2 O F ; if ϕ({a, b}) has order n, which is easily checked if we can test for 0 in G and factor n, then so has the symbol {a, b} in K 2 O F .
If E contains a primitive n-th root of unity ζ n , one classically defines a map to the Brauer group of E:
(which is in fact an isomorphism onto the n-torsion of Br(E) by a deep theorem of Tate [45] ) by associating to {a, b} the algebra [a, b] ζn generated by two elements x and y over E subject to the relations x n = a, y n = b, yx = ζ n xy, see e.g., [30] . This element is trivial (i.e., is isomorphic to the matrix algebra M n (E)) if and only if a is a norm from the extension E(b 1/n )/E. By letting E := F (ζ n ), one can consider the composite map
which is unfortunately not an isomorphism anymore. We then try to prove that a is not a norm in E(b 1/n )/E, which would show that {a, b} = 0 in K 2 O F . The extension is cyclic, so the Hasse principle applies and to show a is not a global norm in this extension reduces to showing that there exists a place ℘ in P E such that a is not a local norm at ℘.
A slight variation on the above formulation would be to use an embedding
otherwise the image will be trivial). The latter is a cyclic group of order p (cf. [16, ix.4] ) where explicit computations can be easily done, and we can check whether the image of {a, b} is non-trivial there. This is essentially equivalent to the computation of the norm residue symbol (a, b) ℘ (see Daberkow [13] ) and stands no better chance of success, except that it provides a neat way to compute the said symbol.
Unfortunately, these localization maps will not detect anything new: they are trivial on the wild kernel. To see this, we invoke the following well-known proposition, whose proof (explained to us by J.-L. Colliot-Thélène) we include here, since we could not find it explicitly in the literature:
Proposition 6.1. If E/F is an extension of number fields, then the natural map
where the existence of the map f : WK 2 F → WK 2 E follows from the existence of g which is constructed in Ryan [40, §1.3].
6.3. Miscellaneous explicit results. We recall here a few explicit results appearing in the literature, about the Sylow p-subgroup of K 2 O F , which can help prove (or disprove) that
For any number field F , the 2-rank of K 2 O F is known in terms of 2-class groups by work of Tate [45] (see also Browkin-Schinzel [9] ) and an explicit basis for K 2 O F ⊗ µ 2 is given by Browkin [5] .
Let now F be a quadratic field of discriminant ∆. 6.4. Keune's exact sequences. The correct generalization of these ideas is due to Tate [45] and Keune [25] , and affords a complete solution to our problem assuming we can compute certain class groups. We quote Keune's formulation:
Theorem 6.1. [25, (5.3), (5.4), (6.6)] Let F be a number field, p r an odd prime power, E := F (ζ p r ) and Γ = Gal(E/F ). Let O E,p be the ring of S-integers in E, where S is the set of places of E dividing p. We have the following short exact sequences of Γ-modules:
• if p r kills the p-primary part of K 2 O F and µ p r contains the p-primary part of µ(F ℘ ) for all ℘ | p,
In these statements, µ p i is the Galois module µ p i (E), and the Galois action on µ ⊗ Cl is diagonal, given by (ζ ⊗ I) σ := ζ σ ⊗ I σ . Here, Γ is cyclic generated by σ, A Γ denotes the invariants {a ∈ A, a σ = a}, and A Γ the coinvariants A/A 1−σ . The map ι sends ζ p ⊗ I to Tr E/F x p , where x ∈ K 2 (E) satisfies ∂ v (x) ≡ ζ v℘(I) (mod ℘) for all ℘ not dividing p, and Tr E/F : K 2 (E) → K 2 (F ) denotes the transfer map.
Remark 6.2:
(a) The statements in the theorem have to be slightly modified when p = 2. Most importantly, F has to be replaced by F (i) (F ( √ 2) would also do). One then applies [25, 6 .2] to go back from
The Galois action is trivial to compute by the very construction of E as F (ζ p ): σ acts trivially on F and sends ζ p to ζ g p for a given primitive element g ∈ F * p , which we fix from now on. Computing the required invariants and coinvariants translates to simple linear algebra over F p once generators and relations for Cl(O E,p ) are known. The latter is isomorphic to the quotient of the class group of E by the subgroup generated by the places of E dividing p. If the class group of E is known algorithmically, including the solution to the discrete logarithm problem, Cl(O E,p ) is easily computed (see [12, Chapter 7] ). (c) In order to evaluate ι(ζ p ⊗ I) := Tr E/F (x p ), we can choose an x via the approximation theorem and the transfer Tr E/F is easily computed uniquely in terms of symbols (see [2, p. 382] and [39] ). If the set S we choose when computing K 2 O F is large enough, these symbols factor on (ω i ⊗ω j ), cf. §5.2, and we can map the resulting product of symbols to K 2 O F . Reducing modulo the HNF basis for the relation module Λ (cf. §5.2), we obtain simple generators for the Sylow p-subgroup of K 2 O F . (d) Remarkably, while our previous method based on relation finding was computing K 2 O F "from above", the map ι provides a way to compute it "from below" by computing its p-primary parts for a few small p. Since the required class groups can only be computed when p r is very small, this method also fails to give a complete algorithmic answer. In the next section, we shall see that the practical situation is still rather satisfactory. Keune's theorem is used as follows: let q = p r = max(ẽ, max e ℘ ), whereẽ is the exponent of the Sylow p-subgroup of our conjectural K 2 O F , and e ℘ is the exponent of the Sylow p-subgroup of µ(F ℘ ), where
Provided we can compute the class groups of F (ζ q ), for all q as above, we obtain |WK 2 F | from Keune's isomorphism, from which we deduce |K 2 O F | using (6). Note that, from (7),
, then these two groups are equal. In particular, we have proven the non-triviality of our generating elements, although in a roundabout way. Otherwise, we now know the exact order of K 2 O F and we look for more relations until the required index is obtained.
In the unfortunate case that q = p r is so large that Cl(O F (ζq) ) cannot be computed, we still obtain lower bounds on the order of our generating elements if Cl(O F (ζp) ) can be computed. If p itself is large, nothing can be salvaged.
Finally it should be noted 6 that if F (ζ p r ) is a CM-field, the natural map from the maximal real subfield Cl(O F (ζ p r ) + ) → Cl(O F (ζ p r ) ) is injective on the p-th primary part for odd p (see Washington [47, Theorem 10.3] ). Hence, the required invariant classes may be found in the maximal real subfield, in which case all computations can be done there. This is by no means a necessary condition, but it should be checked first, since class group computations will be much easier in this subfield of index 2 than in the full cyclotomic extension.
For instance when F = Q( √ −303) and E = F (ζ 11 ), assuming GRH, PARI/GP succeeds in proving that Cl(O E + ,11 ) contains a class of order 11, which can be represented by an ideal of norm 109 × 571. The latter is transformed in a suitable way under the Galois action, thereby proving that r 11 (K 2 O F ) ≥ 1. PARI could prove the same result working in Cl(O E ), but the computations need 2 days (still assuming GRH), instead of 10 minutes. Certifying the result in order to remove the GRH assumption in the maximal real subfield takes another 3 days, and is not practical in the full cyclotomic extension.
Note that the first part of the algorithm proved that and has exponent 22, with ω = (1 + √ −303)/2. Since r 2 (K 2 O F ) is easily proven to be 1 in that case, we obtain an unconditional proof that the generator above indeed has order 22. This is consistent with the heuristic result obtained in [8] assuming the truth of Lichtenbaum's conjecture.
Using our partial solution to the discrete logarithm problem (cf. Remark 5.3.b), we can now compute in K 2 O F : we can express any symbol with support in S in terms of this initial generator. In this way, we produce nicer looking generators, for instance {3ω + 17, 2} = ({−17 − 3ω, −37 + ω} 5 ) 17 .
(Deriving this identity without using a factor base is probably a tough exercise!)
Remark 6.3: Diaz y Diaz and Soriano [15] use the logarithmic class group Cl(F ) defined by Jaulent [24] to compute WK 2 F ⊗ µ p ≃ Cl(F ) ⊗ µ p , provided µ 2p ⊂ F . As a prerequisite, their algorithm requires that Cl(F ) be computed. Also, they assume that F is Galois, and Cl(F ) is finite (which is not known a priori; it follows from Gross's conjecture, hence is true if F is abelian). We feel that, in order to compute WK 2 F ⊗ µ p , it is simpler to deduce it from K 2 O F ⊗ µ p , computed with the second exact sequence in Keune's theorem. The computational costs are about the same: in both cases, by far the most timeconsuming part is the (unconditional) computation of Cl(F ). But we can use standard class group calculators, and apply the algorithm to arbitrary number fields F , without assuming it is Galois or contains enough roots of unity (which is also possible with the Diaz y Diaz -Soriano approach, but requires further descent arguments).
Also, as we have seen, once the exponent of WK 2 F is bounded (from the computation of K 2 O F and, ultimately, Groenewegen's bound), Keune's theorem describes the full Sylow p-subgroup of WK 2 F , not only its p-rank.
7. Tables 7.1. Imaginary quadratic fields. We have proven the correct structure of K 2 O F for all imaginary quadratic fields F of discriminant ∆, |∆| < 1000, with the exception of the 7 starred ones in the table below, for which the certification has not been attempted. The results coincide with the ones predicted in [8] by experimental methods (even for the 7 discriminants above). Computing times range from 1s to 1h per discriminant, not including the final certification when Keune's result is needed. More than 95% of that computing time is spent reducing Groenewegen's bound.
In all the tables, we list d = |∆| where ∆ < 0 is the discriminant of the imaginary quadratic field F = Q( √ ∆) and ω stands for √ ∆/2 (resp. (1 + √ ∆)/2) if ∆ is even (resp. odd). When appropriate, we list |K 2 O F |, the elementary divisors of K 2 O F , and the corresponding generators. As output by the algorithm, the generators are simple products of symbols involving fundamental S-units for the small S obtained after reducing Groenewegen's bound. We have used our partial solution to the discrete logarithm problem to obtain "better looking" generators (for instance all 2-torsion symbols were written as {−1, a}, for some a ∈ F * , with a = −1 whenever possible). Starred entries denote conjectural results, meaning that the true orders of the generators may divide the given ones. In all cases, the wild kernel WK 2 F happens to be trivial, and the orders coincide with the values predicted by heuristic computations using variants of Lichtenbaum's conjecture. Computing times range between a few seconds and 30 minutes, except for the last field (90 hours).
We list a defining polynomial P for the field F = Q[x]/(P ), the discriminant ∆, the signature (r 1 , r 2 ) and the structure of K 2 O F . The first two cubic fields and the last two quartic fields are Galois (the first two lines are easily derived from the Birch-Tate formula, but were included as a check for our general programs).
