We present a multiscale model describing the electroosmotic flow (EOF) in nanoscale channels involving high surface charge liquid-solid interfaces. The departure of the EOF velocity profiles from classical predictions is explained by the non-classical charge distribution in the confined direction including charge inversion, reduced mobility of interfacial counter-ions, and subsequent enhancement of the local viscosity. The excess component of the local solvent viscosity is modeled by the local application of the Fuoss-Onsager theory and the Hubbard-Onsager electro-hydrodynamic equation based dielectric friction theory. The electroosmotic slip velocity is estimated from the interfacial friction coefficient, which in turn is calculated using a generalized Langevin equation based dynamical framework. The proposed model for local viscosity enhancement and EOF velocity shows good agreement of corresponding physical quantities against relevant molecular dynamics simulation results, including the cases of anomalous transport such as EOF reversal. Published by AIP Publishing.
I. INTRODUCTION
When ions are dissolved in a solvent confined between charged solid surfaces, an electric double layer (EDL) is formed that consists of spatially varying charge in the liquidsolid interface. Under the application of an external electric field tangential to the confined direction, the ions experience a driving force. The resultant migration of ions drags the solvent along, resulting in electroosmotic flow (EOF). The EOF has received significant attention, especially at micro-and nanoscale systems, primarily due to its ease of manipulation and control that makes it usable in a multitude of areas, including but not limited to biological flows in trans-membrane protein channels such as α-hemolysin, 1 proton exchange membrane based fuel cells, 2 and micro-and nano-fluidic field effect rectification. 3, 4 In "extreme" cases when the surface charge density of the solid wall exceeds a critical value, 5 the co-ion density becomes higher than that of counter-ion in a certain region of EDL resulting in a phenomenon known as "charge inversion." 6 The charge inversion is mainly manifested due to the discrete nature of ions and solvent. Simultaneously, the counter-ion may also undergo contact adsorption at the liquid-solid interface and render itself unable to transfer momentum to the solvent. [6] [7] [8] Further away from the surface, where the surface charge effects are minimal, the co-ion is mobile and has a higher number density due to charge inversion. A combination of this physics drags the solvent in the opposite direction than the one predicted by the classical electroosmotic transport theory, resulting in EOF reversal phenomenon.
Recently, Yoshida et al. 7, 8 have applied Onsager's generalized irreversible thermodynamics framework to nanochannel a) Electronic mail: aluru@illinois.edu electrokinetic flows. In their work, relevant fluxes (i.e., species mass flow, electric current, etc.) are described as a linear combination of the corresponding forces (gravity, electric field, etc.) by a force-flux relationship. The prefactor of this forceflux relationship are the transport coefficients that obey the Onsager reciprocal relation. 9 These transport coefficients, in turn, can be evaluated using the Green-Kubo framework in conjunction with Equilibrium Molecular Dynamics (EMD). The framework is successful in predicting electroosmotic flux reversal, by virtue of negative electroosmotic collective transport coefficients. However, it is unable to describe the EOF velocity profiles as the treatment of the problem is not local.
The classical treatment of EOF uses the Gouy-Chapman (GC) theory for predicting the charge concentration profile that subsequently provides the measure of the electrical driving force in the Navier-Stokes (NS) equations. The GC theory, being a mean field approach, does not take into account the discrete nature of ions and assumes a constant dielectric permittivity of the solvent, predicts a charge distribution that is exponential in nature. Because of these limitations, the GC model cannot describe the charge-inversion effect even in a qualitative manner and, consequently, is inaccurate in predicting flow reversal. 6 Therefore, correct charge distribution that incorporates electrochemical potential of mean force (PMF) on the ions, 10 along with appropriate space dependent solvent polarization, 11 is necessary for flow-reversal predictions.
In addition to the inhomogeneous charge concentration, an accurate viscosity variation is central to the success of the EOF model. It has been previously demonstrated that the solvent interfacial viscosity is enhanced in the presence of ions and a charged surface. [12] [13] [14] Several mechanisms of viscosity enhancement have been identified, including increased hydrogen bonding 15 and reduced mobility of the ions in the interfacial region due to contact adsorption at the wall. 16 Finally, the assumption of the no-slip condition also leads to serious quantitative errors in the predicted EOF velocity profile. At the nanoscale, the fluid layer next to the wall acquires a relative "slip" velocity with respect to the wall. 17 Near charged surfaces, quantities such as the solvent interfacial friction and slip length are affected due to combined electro-hydrodynamic effects. 18, 19 In our previous work, 19 we presented an EOF model that sought to mitigate the aforementioned shortcomings of the classical model. The pertinent momentum equation for the solvent included the spatial variation of ion concentration and solvent viscosity. The inhomogeneous "excess" viscosity due to ion concentration variation was modeled using the FuossOnsager expression that scales linearly with the square root of the ionic strength. 20 The no-slip condition was replaced by a slip velocity that is dependent on the system specific solvent interfacial friction, which in turn can be readily obtained using a Generalized Langevin Equation (GLE) based interfacial particle dynamics framework developed previously in our laboratory. 19, 21, 22 However, the accuracy of the model, as we will demonstrate later in the text, was limited to low to moderate wall-charge density cases as it did not account for viscous enhancement due to ion-solvent interactions.
In this work, we refine our multiscale EOF model to capture the nanochannel flow-reversal phenomenon quantitatively. We improve our viscous model twofold: first, the estimates of ionic conductivities appearing in the Fuoss-Onsager expression are improved by modeling the activity coefficient using the extended Debye-Hückel model 23 that is suitable for high ionic strength. Second, ion-solvent and solute-solute association effects are included in the excess viscosity model via the viscosity B-coefficient. [24] [25] [26] The additional terms scale linearly and quadratically with the ion concentration. The rest of the paper is organized as follows: in Sec. II, we present the relevant 1D EOF transport model. In Sec. II A, we discuss the model for viscosity enhancement. We briefly discuss GLE based friction model in Sec. II B. In Sec. III, we provide succinct details on the MD simulations. In Sec. IV, we discuss the results obtained from the EOF model and compare them with the pertinent MD simulations. Finally, we draw conclusions in Sec. V.
II. TRANSPORT MODEL
We begin by considering a one-dimensional (1D) EOF based on the Stokes equation,
with boundary conditions
where L is the channel width, with confining walls located at ±L/2 and (x, z) are the streaming and confined directions, respectively. u eo is the EOF velocity field in the streaming direction, e is the electronic charge, E ext x is the applied electric field in the direction parallel to the wall, µ is the spatial variation of the viscosity, ρ i is the ion concentration field, andz i is the valency of the ion i. The variable δ is the minimum distance from the wall where the water density ρ 0 ≥ ρ 0,tol . Here, the slip velocity u s can be expressed as 19
where ζ 0 is a macroscopic parameter known as the interfacial friction coefficient of the solvent 21 and is specific of the nature of the interaction between the solid and the solvent in the presence of ions.
Although the 1D transport model presented in Eq.
(1) resembles with the current state-of-the-art models for EOF reversal 12 including a spatially varying viscosity, it has a significant advantage in terms of predictive capabilities. Our treatment to estimate the local viscosity in confinement does not necessitate EMD simulations. Instead, it is calculated theoretically using the local average density model (LADM) 27 in conjunction with the local application of Fuoss-Onsager 20 and dielectric friction 26 models for excess viscosity. Although we have used MD-computed water density and ion concentration profiles in this work, in principle, they can also be obtained using the Empirical potential based Quasicontinuum Theory (EQT). 10 The resulting multiscale, quasi-continuum transport model is, therefore, a faster and tractable alternative to MD-based methods to model EOF at the nanoscale.
A. Viscosity model
The inhomogeneous viscosity µ contains effects due to the layering of solvent and ions as µ = µ p + µ ex . The pure solvent contribution µ p is estimated using the LADM model in conjunction with parametric density-viscosity correlations developed for pure water at 300 K. 21 To compute the local average density of the solvent (ρ 0 ), the 1D solvent density profile, ρ 0 , is weight-averaged across the confinement as
where the average is performed over the length scale of the solvent Lennard-Jones (LJ) diameter σ 0 . The excess contribution µ ex due to the layering of the charges can be expressed as
. (5) The first term on the right in Eq. (5) represents the FuossOnsager expression for excess viscosity due to long range Coulombic interactions among ions in a dielectric medium, and the second term is due to solute-solvent interactions. 28 The last term appearing in Eq. (5) represents higher order solutesolute association effects and cannot be interpreted unambiguously. 29 Therefore, we have considered it to be dependent on its preceding term as an ansatz proposed by Breslau and Miller. 30 The relative permittivity of solvent ε r , ion conductivities λ i , and viscosity B-coefficient of ion i (B i ) are considered to be inhomogeneous in the confinement. The ionic strength is defined as I = 0.5 iρiz 2 i , whereρ i is the local average ion concentration calculated using the LADM on the ion concentration profile and T is the operating temperature. The prefactor a = Fe 2 10 8 √ N A /480π 10 3 ε 0 k B = 0.3645 provides viscosity in Pa-s whenρ is expressed in mol/L and λ in Ω 1 mol 1 cm 2 . Here, F is Faraday's constant, ε 0 is the permittivity of vacuum, k B is the Boltzmann constant, and N A is the Avogadro's constant. The variation of ε r across the confinement is modeled using the polarization model discussed in detail in our previous work. 19 The variation of ionic conductivity in the confinement is modeled using a modified Nernst-Einstein model as
where R = k B N A is the universal gas constant. The ion diffusivity in the solvent at infinite dilution limit D 0 i is calculated by integrating the velocity autocorrelation of the ion in the solvent. The activity coefficient γ i is modeled with the extended Debye-Hückel model 23 as
It should be noted that in the infinite dilution limit, i.e., ρ ± → 0, the activity coefficient γ i → 1 and Eq. (6) reduces to the Nernst-Einstein equation. For finite ion concentration, an ionion correlation based correction factor is introduced via the parameter α i that is parameterized as 31
The local B-coefficients are estimated using the local application of dielectric friction based model developed by Ibuki and Nakahara as 26
where R i is the hydrated ion radius estimated using ion-solvent radial distribution function and y i is chosen as 10π/3 for counter-ions to model contact adsorption at the interface and 4π/3 for co-ions. The values of the constants a k are presented in Ref. 26 . The parameter R HO is the Hubbard-Onsager radius of the solvent and is expressed as The microscopic dipole relaxation time of the solvent τ p is calculated as
The expression in Eq. (11) involves estimating the dipoledipole correlation function p(0) · p(t) , which was computed using a bulk EMD simulation. Additionally, the high frequency dielectric constant ε ∞ ε r and is therefore neglected in present calculations, resulting in τ D ≈ 1.5τ p . We plot the dependence of Hubbard-Onsager radius with reduced density of extended simple point charge (SPC/E) water at 300 K in Fig. 1 , where it can be seen that R HO decreases with increasing water density. These observations are consistent with previously reported trends of R HO vs. water density at higher temperatures (400 K and 600 K). 33 At this stage, all inhomogeneities of material properties due to confinement effects have been included in the model. In Sec. II B we discuss the GLE-based friction model for electroosmotic slip.
B. Interfacial friction model
From a microscopic viewpoint, the interfacial friction coefficient ζ 0 appearing in Eq. (3) is postulated to be additive over particles, i.e.,
, where the contribution of the interfacial solvent particle j is expressed as 34
where f x (t) and v x (t) are the instantaneous streaming direction wall-solvent force and velocity of the interfacial solvent particle. The time correlations f x (0)f x (t) and v x (0)f x (t) represent the ensemble-averaged wall-solvent force autocorrelation function (FACF) and wall-solvent force velocity cross correlation function (FVCCF), respectively. The trajectory of the interfacial solvent particle j is propagated using the dynamical framework of GLE. 21, 22 In this framework, each water molecule is modeled as a coarse-grained solvent particle under the action of dissipative and random forces that mimic the thermal noise from other solvent particles. Succinctly, the equations of motion in the GLE framework are written as
where m 0 is the mass of the coarse-grained particle j representing the solvent and v z,j and v x,j are the velocities of the solvent particle in the confined and streaming direction, respectively. The random forces R z,j (t) and R x ,j (t) in the corresponding directions have zero mean and follow the fluctuationdissipation theorem that relates them to the memory function K 0 (t) as R x ,j (0)R z,j (t) = m 0 k B TK 0 (t)δ xz , with δ xz being the Kronecker delta. In addition to that, being orthogonal to the velocity, the random forces also satisfy v x /z,j (0)R x /z,j (t) = 0. The memory function of the solvent K 0 (t) is assumed to be isotropic and therefore ensures the identical statistical properties of the thermal noise in both streaming and confined directions. It is assumed to be same as that of the bulk water at density 33.46 molecules/nm 3 and has been reported by us previously. 21 The structure-based instantaneous force values on the particle are realized using the static mean force maps as f tot z,j (t) = F tot z (z j (t)) and f tot x,j (t) = F tot x (x j (t), z j (t)). The 1D variation of structure-based force is calculated as F tot z (z) = −dU tot 1D (z)/dz, where U tot 1D (z) is the 1D variation of the solvent total PMF. The total PMF, in turn, can be evaluated from the density profile of solvent as U tot 1D (z) = −k B T log(ρ 0 (z)/ρ 0,b ), where ρ 0,b is the density of the solvent in the bulk-like center region of the confinement.
The streamwise force maps F tot x (x, z), and F wf x (x, z) is periodic in the streamwise (x-) direction, and it reflects the lattice structure of the wall on the solvent. Also, its amplitude decays in the confined (z-) direction and becomes zero beyond the interfacial region as the bulk-like region is approached. Therefore, 2D maps of F tot x (x, z) and F wf x (x, z) are required to capture the effects of the lattice structure on the solvent friction coefficient. The 2D map of total force can be approximated by wall-fluid force near the interface. The wall-fluid force 2D map can be analytically computed as discussed in Ref. 21 and is used to solve the streamwise direction GLE [Eq. (13b)]. The numerical method to integrate the equations of motion in the GLE framework is described in detail in our previous work, 35 and the accuracy of the correlations computed using the GLE framework with respect to the EMD simulations is discussed in Sec. IV.
III. SIMULATION DETAILS
In this work, we consider high molar concentration salt solution confined between two silicon walls 3.49 nm apart. A charge of 70e is uniformly distributed among the wall atoms comprising the innermost layers, resulting in wall charge density σ w = 0.2852 C/m 2 , thus making the simulation system charge neutral. In MD simulations, the water molecule is represented using the extended simple point charge (SPC/E) model and ions as point charges with a Lennard-Jones (LJ) core. Both LJ and electrostatic inter-atomic interactions are truncated at a cutoff value of 1.1 nm, with long range electrostatics implemented using the Particle-Particle ParticleMesh (PPPM) method. The LJ parameters of SPC/E water and ions in the present study are summarized in Table I . The Lorentz-Berthelot combination rule is used to obtain cross-species LJ parameters. In Non Equilibrium Molecular Dynamics (NEMD) simulations, an external electric field E ext x is applied in the streaming direction. Additional details of MD simulations and data collection are provided elsewhere. 19 Figure 2 shows the concentration profiles of water and ions across the nanochannel half width calculated using the MD simulation of confined NaCl solution. The distinct layering of the species close to the wall is the result of the electrochemical potential of mean force (PMF) that contains contributions from both electrostatic and van der Waals interactions. Because of the steric repulsion, water molecules are unable to penetrate the confined space next to the wall that results in the decreased permittivity in that region as understood from the polarization model. 19 The decrease in permittivity results in an unscreened electrostatic attraction (typically 80 times higher than that in the presence of bulk water) between the charged wall and relatively smaller sized Na + ions and facilitates high counter-ion concentration close to the charged wall. These counter-ions can also become partially or completely adsorbed at the wall 36 and therefore are unable to transfer momentum to the solvent under the application of the electric field. A similar argument is also applicable to the second peak in the Na + profile, which is present in the depletion region of water. The Cl concentration is higher than that of Na + further into the channel, and the charges are more mobile here than in near the interface. 6, 7 Due to the restricted mobility of the interfacial counterions, the effective viscosity is expected to increase reflecting the restricted momentum transfer in the interfacial region. 16 This physics is embedded in the transport model in Eq. (5) where the viscosity increase can be understood by the decrease in the ionic diffusivity/conductivity (related through the Nernst-Einstein model). The separate pure component and excess components of the viscosity are plotted in Fig. 3(a) , where the excess contribution to the viscosity is very high near the interface reflecting its dependence on the Na + concentration peak. Around z = 1.5 nm, the excess component (µ ex ) is minimum while the pure component contribution (µ P ) is maximum. Here, µ ex and µ P are also comparable in magnitude and, as we will demonstrate later, have significant effects on the EOF velocity profile in this region. We also calculated the viscosity using the Stokes-Einstein (SE) relationship as
IV. RESULTS
where D(z) is the self-diffusion coefficient of the solvent calculated using EMD simulations with the method of Předota et al., 37, 38 and d s = 0.24 nm is the Stokes diameter. We compare the SE-computed viscosity with the viscosity model predictions in Fig. 3(b) . A semi-quantitative agreement between the two methods is observed, with the SE method also predicting two distinct regions of viscosity enhancement in the interfacial region. This can be understood by the non-monotonic variation of the water diffusion coefficient in the interfacial region as shown in Fig. 3(c) . We also plot the variation of solvent viscosity estimated using our previous model (Ref. 19) in Fig. 3(b) . We would comment on the effect of the viscosity variation on the subsequent velocity profiles later in the text. Next, we calculate the intermediate time correlations and subsequently the friction coefficient defined in Eq. (12) . For this purpose, dynamical trajectories of coarse-grained interfacial water are generated using the interfacial GLE framework, the advantages of which over MD are manifold. GLE is a coarse-grained single particle formulation as opposed to the multi-body MD method. This means that the simulation time does not scale with the system size. Also, due to the coarsegrained nature of the GLE, it allows one to use larger values of time step (0.01 ps in the GLE compared to 0.001 ps in EMD) while integrating the dynamical equations. We discard the data for the first 5 ns of GLE simulation to allow for equilibration. After that, the trajectory data are saved at every other step (0.02 ps) for 10 ns to perform block averaging. To compare the speedup, a representative GLE simulation for 100 independent particles (single processor task) for 15 ns run takes about 10 min of Central Processing Unit (CPU) time. Such small computation time permits us to perform GLE calculations on a personal workstation in contrast to MD simulations, which require massive parallelization. A similar calculation using EMD takes 9000 min of CPU time. A total of 10 GLE simulations are performed with different initial seeds of position and velocity distributions. To compute the time correlations, we consider the contributions from the representative solvent particles in the interfacial region 34, 39 spanning from the physical location of the wall up to a normal distance of 0.3 nm. We use the initial time occupancy based method to compute the time correlations, where contributions from all interfacial particles are considered in the computation of total friction regardless of their final location. 40 We plot the relevant time correlations for the NaCl solution from EMD and GLE simulations in Fig. 4 , where good agreement between the two methods is observed. For comparison purposes, we also plot the GLE-computed results for the KCl solution confined in silicon walls, where the Na + ions are replaced by the K + ions while keeping the other simulation parameters identical. It can be understood from the FACF plot [ Fig. 4(a) ] that the relaxation time scale for the NaCl system is far greater than that of the KCl system. This can be understood from the 1D PMF of the solvent in the confined direction in the respective systems [ Fig. 4(c) ]. The PMF trough around the first minimum for NaCl system is far wider than the KCl system. Also, the following local maximum is higher in the NaCl system compared to the KCl one. This indicates that the particle spends more time in the interfacial region for the NaCl system compared to the KCl system before escaping the PMF landscape under the action of random thermal force. Near the interface, the wall-solvent forces in the streamwise direction are also larger in magnitude; therefore, they exhibit longer correlation (relaxation) time scale in the NaCl case compared to the KCl case. This disparity in the relaxation times leads to a higher value of interfacial friction for the former system (ζ 0,NaCl = 3.458 × 10 7 kJ-ps/mol-nm 2 ) compared to the latter (ζ 0,KCl = 4.0233 × 10 5 kJ-ps/mol-nm 2 ). The contribution to the interfacial friction from the FVCCF [ Fig. 4(b) ] integral is of the same order, albeit somewhat smaller for the NaCl solution (0.65 kJ/mol) compared to the KCl solution (0.87 kJ/mol).
Further, we interpret the efficacy of the transport model in predicting the EOF velocity profiles. For this purpose, we first plot the streaming direction velocity profile for the NaCl solution with E ext x = +0.55 V/nm calculated using the multiscale EOF model and compare it against the NEMD profiles in Fig. 5(a) , where good quantitative agreement is observed. For comparison, we also plot the velocity profiles obtained from the integration of the Stokes equation with the spatial viscosity computed using the SE method, along with the one obtained using our previous EOF model ( Ref. 19) . The velocity profile predicted using the SE viscosity is more accurate than the one obtained using the current theoretical model for viscosity in the region 1.53 nm < z < 1.2 nm, where the electrical driving force is positive. This can be explained by comparing the viscosity profiles in Fig. 3(b) . In the region 1.53 nm < z < 1.4 nm, the EMD viscosity is higher than that predicted from the theoretical model. As a result, the theoretical viscosity model based velocity profile rises sharply as compared to the one obtained from the EMD viscosity. The previous model is not sufficiently able to predict viscous enhancement in this region, and therefore the velocity profile is highly overestimated. Further into the confinement, the current theoretical model predicts a larger value of the viscosity in the region 1.4 nm < z < 1.2 nm, resulting in a steeper decline of the velocity profile. Beyond z > 1.2 nm, the velocity profiles predicted from the current model and SE viscosities are in excellent quantitative agreement with the NEMD profile. In the region 0.48 nm < z < 0 nm, the net charge density goes to zero resulting in vanishing electrical driving force (see Fig. 2 ), leading to the plug-like velocity in that region. Due to the overestimation of the local viscosity in 1.4 nm < z < 1.2 nm, the previous model predicts a sharp decline of the velocity profile, resulting in an incorrect magnitude of the velocity in the pluglike region. Similar qualitative trends are also observed in the aforementioned KCl solution as shown in Fig. 5(b) , where we plot the EOF profile for E ext x = +0.25 V/nm. The quantitative differences in the velocity profiles of the two cases can be primarily attributed to the decreased value of the interfacial friction coefficient for the KCl solution, which leads to a higher value of slip velocity. We also tested the transport model with positively charged walls and CsF solution. In this system, the number of cations and anions were swapped from the original system, and the electric field (E ext x = −0.25 V/nm) was applied in the negative direction. The resultant system displayed the flow reversal phenomenon that was accurately captured by our transport model (see Fig. 6 ). Additionally, we tested our revised multiscale model accuracy for low wall charge density cases where charge inversion and flow reversal phenomena are not observed. To highlight the multiscale model performance in this context, we plot the EOF velocity profile of the Na-Si system (32 Na + ions solvated in 2246 SPC/E water and confined in silicon walls with σ w = 0.1242 C/m 2 ) considered in our previous work 19 in Fig. 7 , and find good agreement with the NEMD data. Therefore, the presented multiscale model is applicable to both low and high wall charge density channels. Further, we estimated the NaCl system's EOF velocity profile obtained using the classical EOF model that utilizes the GC model for charge concentration and the Stokes equation for the EOF description. The relative permittivity and viscosity of water were considered invariant across the confinement with values 78.5 and 0.65 cP, respectively. We compare the classical and the multiscale EOF model in Fig. 8 , where it can be seen that the resulting classical EOF velocity profile fails to demonstrate the flow reversal phenomenon even qualitatively, as it cannot capture the charge inversion effect. However, charge inversion alone does not necessarily give rise to flow reversal. For verification, we considered a KCl solution (2144 water, 38 K + , 168 Cl , E ext x = −0.25 V/nm) in silicon walls with a very high wall charge density (σ w = +0.5296 C/m 2 ). In this case, the counter-ions are adsorbed to the wall, and the co-ion rich region becomes adsorbed to the preceding counter-ion peak. The mobile charge region becomes rich in the counter-ion due to a secondary charge inversion-like phenomenon, and the EOF occurs in the same direction but not in quantitative agreement with one predicted by the classical theory (see Fig. 9 ). The multiscale EOF model, however, agrees with the NEMD results quantitatively. In the present study, we have not explored the surfaces with finite surface roughness and heterogeneous surface charge, 41 which are more realistic representations of an actual surface. The extension of the current method to study these types of surfaces should not be difficult. We note, however, the memory function that describes the thermal noise due to the surrounding solvent particles in the GLE simulations is assumed to be isotropic. The validity of this assumption has been explored in our previous work for channel widths up to 4 molecular diameters. 21 Under extreme confinement effects of artificial corrugations, it is possible that the memory function can no longer be considered isotropic, and this could limit one to parameterize it using a bulk EMD simulation.
V. CONCLUSIONS
In summary, we have presented a multiscale, quasicontinuum transport model for describing the EOF that marks a significant improvement over existing frameworks. The presented model correctly describes the interfacial viscosity enhancement due to the counter-ion adsorption and replaces the classical no-slip boundary condition with a non-zero slip velocity dependent on interfacial friction. The interfacial friction, in turn, can be evaluated by GLE-based stochastic framework that is statistically similar to, but much faster than confined MD simulations. The presented model shows good agreement with the velocity profiles obtained from NEMD simulations even for the anomalous cases of EOF reversal due to charge inversion.
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