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Abstract
A novel flexible channel allocation scheme is proposed which is applicable to medium 
altitude, high diversity satellite personal communication systems with an interconnected 
ground control segment. The scheme is built upon the establishment of several temporal 
master-slave network hierarchies in distinct areas of the Earth, whereby the control of radio 
resources in each area is granted to a single network entity, the master, located at one of the 
network’s fixed eaith station sites. The master station is entrusted with the radio resource 
management functionality equivalent to a base station controller in GSM, whereas the slaves, [
which consist of all FES sites which control satellites that have a cunent connectivity with the 
master’s area, share the functionality of a GSM base transceiver station with the satellites 
under their control.
The master maintains a table of all channel allocations within its control area in real-time, its 
objective is to maximise the number of channels which can be provided in its area, in 
response to channel requests by users, subject to known interference criteria. It can achieve 
this by optimising the existing and future channel allocations through the use of predictive 
satellite coverage, spotbeam gain models and genetic algorithms. Radio resource related 
signalling between master and slave stations is performed through a dedicated terrestrial fibre- 
optic network which interconnects the FES sites, based upon GSM interface specifications 
which are adapted to account for the increased propagation delays and signalling load 
associated with the regional network.
The potential capacity gain which is available through a centralised optimisation approach 
over a fixed channel allocation scheme is deteiTnined through simulation. The instantaneous 
capacity of each scheme is highly dependent on the traffic distribution and the positions of the 
satellites, which causes an analytical approach to be too restrictive or simplistic. The capacity 
gain estimation is perfoimed over a time period for which several samples are taken and a 
powerful adapted genetic algorithm is applied to the NP complete problem to detennine the 
maximum capacity.
The flexible dynamic system, entitled the hybrid-centralised DCA scheme, is shown to have a 
raw capacity potential in excess of the EGA scheme under the traffic distribution scenario 
adopted.
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Chapter 1. Introduction
1.1 Introduction
The objective of the study presented in this report was to investigate the capacity gains 
available through the application of flexible techniques in the allocation of radio resources in 
a non-geostationary mobile satellite telephony system. A further objective was to propose a 
network architecture which would enable the adoption of a real-time dynamic channel 
allocation scheme in such a system. This introduction presents some of the issues relevant to 
radio resource management in non-geostationaiy systems and outlines the approach taken to 
the proposed DCA scheme.
The efficient management of the radio resources is as important as that of any other in a 
satellite personal communications network (S-PCN) because of the unique set of limiting 
factors which apply, particulaiiy in systems which employ non-geostationary (non-GEO) 
satellites. All wireless systems must overcome the problems of signal attenuation between the 
user and the base station, but non-GEO S-PCNs suffer to a greater degree than most because 
of the combination of power and gain limitations at both the user teiminal (UT) and the 
satellite. The large path attenuation inherent with satellite orbits, compared with tenestrial 
systems, also contributes towards the problem of providing adequate power and margin in the 
radio frequency (RF) links. A brief summary of the major limiting elements in S-PCN radio 
interface systems follows.
Bandwidth. All wireless telecommunications systems have a limited bandwidth 
available for service links, which are those links established between the user and the 
network to cany the various services (voice, data etc.) offered by the system. The World 
Radio Conference* (WRC) decides, on consultation with experts and national
1
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governments, which bands are allocated to the various radio services. A particular 
bandwidth is reserved for primary use by a specific service type, for example the Mobile 
Satellite Service (MSS), in the various global regions. In addition, a secondary service 
type may be allowed to use the reserved bandwidth, on condition that it does not
interfere with primary systems, and must defer to any such systems in the event that
interference takes place. Bandwidth was allocated to Satellite Personal Communications 
Networks (S-PCN) at WRC'92 in the bands 1610-1626.5 MHz (uplink) and 2483.5- 
2500 MHz (downlink), and to Satellite-UMTS systems in the bands 1980-2010 MHz 
(uplink) and 2170-2200MHz (downlink). These allocations are illustrated in Appendix 
J.
User Terminal Power. Mobile user terminals in all personal communications networks 
(PCN) are limited in teims of their mean output power levels, primarily for reasons of 
user safety and battery capacity. In tenestrial systems the UT power limit contributes to 
the determination of the maximum size of a cell, whereas in satellite systems the power 
limit is one of the system characteristics that influences the antenna gain which the 
satellite must direct at each user.
User Terminal Antenna Gain. In non-geostationary satellite systems the direction and 
elevation of a satellite is constantly varying due to the movement of the satellite, the
user orientation and, to a lesser extent, the user velocity. To ensure that constant gain is
directed towards the satellites whatever the direction, UTs employ near-omni-directional 
antennas mounted directly onto the handheld units. Such antennas, which are passive 
devices, offer only a very low antenna gain, in the region of 0 dBi.
Satellite Power Limitation. Service transmit power is limited by the amount of power 
that can be generated on-board, the power required for non-service related systems and 
by the efficiency of the RF payload. Factors which influence the available power are the 
size and efficiency of the solar panels, the orbit environment (i.e. time in eclipse), the 
battery capacity and the satellite’s heat dissipation capability.
So the space segment and mobile user terminals in S-PCN systems are subject to a set of 
limiting bandwidth, power and gain conditions in both forward and reverse service links, 
which cannot be overcome with a simple increase in channels, power or amplifier gain due to 
the combined reasons of scarce frequency, user safety, technological limitations and cost. The 
deployment of multiple high gain spotbeams in the satellite-user links provides a partial
2
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solution to ail of these problems. Spotbeams enable frequency reuse within a satellite footprint 
in the same way that teixestrial cellular systems reuse channels. Spotbeams also provide a 
direct increase in power delivered to users in the downlink and an increase in the received 
power in the uplink.
The gains which are brought by the use of spotbeams are at the expense of satellite mass and 
complexity, they are also accompanied by an increase in network signalling which is required 
to maintain the service link while users aie being passed between adjacent spotbeams. There 
are greater limitations on the mass of non-GEO satellite payloads, compared with GEO, due to 
the fact that many more are required to form the network and consequently the multiple 
simultaneous launch strategy which is used to reduce costs implies that the satellites must be 
smaller and lighter.
This study has been concerned with one of the benefits of satellite spotbeams mentioned 
above, which is the ability to enable users in the same system to reuse channels, such that the 
network is able to simultaneously serve a greater number of users than there are available 
channels. The problem that faces the network designer is how to maximise the reuse factor of 
the available channels through an efficient means of packing while, at the same time, obeying 
pre-defined limits on co-channel interference. Such limits are strict, and the conditions in 
which they must be applied are highly dynamic, so a channel reuse scheme should account for 
the movement of satellites and the behaviour of users either in a predictable or real-time 
manner. In the approach followed here, it has been decided that such a system should not 
introduce a large increment to the required complexity of ground fixed earth station networks, 
or the capability of satellites and user terminals. Many proposals have been made which 
increase system capacity at the expense of satellite complexity and user-network signalling 
load, assuming that certain advanced teiTestrial technologies will be readily available in a 
short timescale. While this view is not disputed, it is considered here that a conservative 
approach to satellite complexity will provide an alternative view.
1.2 Terrestrial Solutions
The traditional approach to the avoidance of interference in terrestrial cellular systems is by 
the maintenance of a minimum reuse distance A/im, which describes the distance between the 
centres of regularly placed cells and therefore determines whether or not two cells may use the 
same channels. In real systems this distance depends on local geographical topology and is
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determined by measurement and/or simulation. Early networks employed a system whereby a 
fixed number of channels, separated in frequency, was allocated to cells for all time. The 
number of channels per cell depended on the expected traffic level in each cell. Adjacent cells 
would use orthogonal channels, whereas two cells which mutually satisfy the reuse distance 
criteria could use the same channels. Later variations of this approach have been proposed 
which allow the negotiation between adjacent cells for channel bonowing, or alternatively, 
negotiation for channels from a central pool, whereby real-time changes in traffic levels and 
distribution can be compensated for. The latter techniques have been made possible by the 
incorporation of network intelligence and associated network signalling protocols into these 
systems.
More recent proposals utilise base stations and UTs to monitor the interference environment 
in situ, between them they identify the allocateable channels which would cause least 
interference to in the system and advise the network controller on the best channel allocation. 
This approach enables the network to account for local effects on the propagation of signals 
which may enable channel reuse where otherwise theD„„„ would prevent it.
1.3 Satellite Solutions
Non-geostationary satellite systems generally cannot maintain a permanent allocation of a set 
of channels to spotbeams, due to the constantly changing inter-satellite footprint overlap 
characteristics. Even if at some time two satellites are separated in space such that they can 
use the same channels without causing mutual interference, it is probable that at some time 
later they will become proximate, causing a high level of mutual interference. Pairs of 
satellites which will never mutually interfere can be identified in all non-GEO systems, but 
any allocation scheme based on this property will be inefficient as the available spectrum will 
divided into extremely small segments. One known exception to this rules exists (ICO), its 
properties will be examined later in this thesis and used for comparison with the proposed 
flexible CA technique.
As in tenestrial systems, there are many solutions for the maximisation of the reuse of the 
satellite radio resources, every approach presents a trade-off, generally between the potential 
increase in channel reuse and the system complexity (hardware and/or network signalling). 
Furthennore, a particular solution to the problem may only be efficient or optimal for one 
particular design of system or network: there is no universal panacea. The proposed approach
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to the maximisation of the use of the radio resources or, more specifically, channel reuse and 
allocation, is applicable to a particular class of satellite system and network, and will be 
outlined briefly here and in more detail in later sections of the report.
So far, this section has outlined the restrictions unique to personal mobile satellite systems in 
terms of the radio interface between users and satellites. The objective of radio resource 
management, specifically channel allocation, has been described and some solutions which 
have been pursued thus far in satellite and tenestrial systems have been briefly introduced. 
Some major preliminary conclusions can be derived, which are that tenestrial CA approaches 
do not apply to satellite systems without significant change; that increased flexibility in all CA 
techniques is at the expense of complexity and signalling load; that the satellite constellation 
is the most influential factor on the design of the appropriate CA approach.
1.4 CA for High Diversity inciined Systems
Taldng into account the points listed above, the optimisation techniques developed in this 
study have been applied to a particular class of satellite constellation, namely an inclined 
system. Such systems are characterised by high diversity levels, where adjacent satellites have 
almost opposite velocity vectors, which make them the most complex systems in which to 
operate DCA based on FDM or TDM. The MEO inclined system is more suitable for a 
centralised DCA scheme because of the smaller size of the network compared with LEO 
systems (less satellites and earth stations). Stochastic techniques have been applied to the CA 
problem in a MEO inclined system, whereby the number of channels available with limited 
radio resources, varying with time and according to a known user distribution pattern, aie 
found through exhaustive optimisation. Such optimisation techniques have been proposed 
previously to illustrate the minimisation of required resources for terrestrial cellular systems, 
whereas in this novel approach the effect of the variation of satellite coverage configuration in 
time is the major factor which determines capacity variation. This approach has been made 
possible through the use of sophisticated computational models for both satellite and 
spotbeam coverage, an analytical approach to the description of satellite diversity and velocity 
characteristics requires the adoption of a set of assumptions which are only applicable to 
simple polar schemes.
The MEO inclined satellite system was adopted because this enabled the direct compaiison 
between the optimised DCA results and those for a relatively efficient FCA scheme, adapted
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from one which has been proposed for use in a future satellite personal cellular system. Other 
constellation configurations could not support such an efficient FCA scheme and direct 
comparisons would therefore be meaningless. The results of the comparison can interpreted 
for use with other systems with similar levels of satellite diversity.
A novel network architecture, designed specifically for the MEO system, is proposed which 
enables the management of the radio resources in a hybrid centralised scheme based aiound 
the natural isolation of the continental land masses. A single earth station site, or master, in 
each area assumes the control of radio resources in that area and is ascribed functionalities 
based upon those given to a GSM base station controller, which is a centralised scheme. In 
each area the other earth stations, or slaves, simply route channel and handover requests 
through the tenestrial network to the master for real-time optimisation. The relatively slow 
and predictive nature of MEO systems enables this centralised scheme, with relatively high 
tenestrial propagation delays, to be operated with a degree of certainty that high QoS levels 
can be maintained.
The comparison between DCA and FCA schemes is made over a time period which represents 
a small proportion of the satellite’s orbital period, due to constraints in processing time. The 
peifonnance of each scheme in terms of the number of users which can be served according to 
a fixed, known user distribution throughout the North American continent is estimated by 
detennining the point at which each scheme fails to serve 2% of channels requested. In this 
way the maximum capacity of each scheme under these circumstances is known.
1.5 The Structure of this Thesis
This report is divided into seven technical chapters (Chapter Two-Chapter Eight) which are 
intended to provide the reader with a background to the systems considered in the study, the 
reasoning behind the approach to the proposed channel allocation (CA) scheme and the 
comparative results of the evaluation of an FCA scheme and the proposed DCA scheme 
implemented on an inclined MEO satellite constellation.
Chapter Two presents an overview of the limitations of satellite orbit design and the strengths 
and weaknesses of vai'ious constellation design approaches. Earth-orbits are classified 
generally by their altitude, inclination and eccentricity, here only non-eccentric, or circular, 
orbits are considered. Orbit altitudes are generally classified as low, medium or 
geosynchronous. These classes are influenced by the positions of the radiation belts and by the
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period of the Earth’s axial rotation. Satellite constellation design techniques are shown to be 
influenced by the services which those satellites will offer and the various technologies which 
the designers propose to use on the satellites. Satellites can employ on-board baseband 
processing or can be simple transparent amplifiers (bent pipe). The first technique allows 
complex routing through inter-satellite links, whereas the second allows for simple reliable 
satellites which require line-of-sight to fixed Earth stations (FES). These considerations go to 
influence the number of satellites and the shape and interconnectivity of the ground network. 
Some proposed systems are presented and discussed.
Chapter Three proposes a circular spotbeam model based upon the assumption that on-board 
gain shaping is achievable through the use of simple passive phased anay s. Anays of 
spotbeams can be arranged in a honeycomb pattern which can be adapted to offer 
chai’acteristics similar to those which have been proposed and deployed by S-PCN systems, 
which are summarised in this chapter. Satellite-centred circular spotbeams, whose coverage 
areas move with the velocity of the satellite, are adopted as the model which will be used for 
all later studies reported in later chapters.
Chapter Four examines the considerations behind the design of a S-PCN ground network 
topology. The design is influenced by the coverage capability of individual satellites and the 
interconnectivity between satellites. A LEO system with inter-satellite links can operate with a 
small ground segment, similar in size to a MEO system, although a MEO ground network 
must be interconnected through the teiTestrial networks. A LEO system without ISLs must 
have a large ground gateway segment, also interconnected by the teiTestrial networks. The 
Eai'th stations which control individual satellites is deteiTnined by the instantaneous 
connectivity between space and ground segments, either all Earth stations sites control 
resources to the same extent (distributed) or a hieraichy can be established. This chapter 
examines two algorithms for establishing the control of MEO satellites based in the first 
instance on the best instantaneous connectivity conditions and in the second instance on a 
hierarchy of FES site locations which are classed according to their proximity to markets and 
infrastructure.
Chapter Five presents a survey and analysis of existing and proposed channel allocation 
schemes in both tenestrial and satellite PCN systems found in literature. The first schemes, 
established at the time of analogue cellular networks, were based upon the long-term 
prediction of traffic levels where the amount of radio resource allocated to a cell is fixed for
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all time, known as fixed channel allocation (FCA). Channel bonowing schemes which 
emerged due to the progress of network management techniques are also presented. A system 
such as GSM employs a network hierarchy where a designated entity manages a set of 
transceivers and can flexibly allocate the radio resources between them. This is an example of 
partially distributed control of radio resources. More complex fully distributed dynamic 
channel allocation (DCA) schemes are examined in both satellite and terrestrial systems which 
involve in situ channel power measurement. Such systems offer the maximum available reuse 
factors but require high signalling overheads and complex user terminals. Signal-adaptive 
tenestrial DCA schemes are suited to indoor and unlicensed systems which cannot perform 
real-time negotiation due to limited system interconnection. FCA schemes have been proven 
to offer the best peifonnance under high load scenarios whereas DCA schemes offer better 
performance under low load scenarios, where the distribution of traffic in the system is non- 
uniform or highly dynamic. Satellite systems have large latencies and limited signalling 
resources which preclude the use of such schemes. A simple traffic adaptive scheme (hybrid- 
centralised DCA) based on the flexibility of satellite transponders and a hybrid centralised 
network architecture is proposed for study, resulting from the survey presented.
Chapter Six presents the proposed network architecture for a MEO satellite system, based on 
GSM, which could be implemented in order to operate the HC-DCA scheme. The network 
hierai'chy is based on the control of a Radio Resource Management area, of continental size, 
by a single centralised FES site. All continental areas are controlled by one master site 
equivalent in RR terms to a GSM base station controller (BSC). Other sites involved in 
allocation over that area are equivalent to GSM base transceiver stations (BTS) although the 
satellites themselves have some BTS functionality. Interworldng between master stations is 
minimised by the isolation of continental areas, and where physical isolation is not sufficient a 
hybrid FCA scheme can be adopted at the expense of capacity. A set of services and signalling 
flows, based on CCITT recommendations, is presented which facilitates the co-ordination 
between master and slave stations.
Chapter Seven presents the models and capacity estimation procedures for two CA schemes 
applied to an inclined MEO satellite constellation based on ICO. One model is an FCA 
scheme which utilises the slow dynamics of ICO to allocate channels for all time. An equal 
proportion of radio resource is allocated to each spotbeam, traffic predictive methods cannot 
be used as the connectivity between spotbeams and traffic is constantly changing. The second
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model is based around the HC-DCA scheme where optimisation by the master station is 
performed through the use of genetic algorithms. The GA scheme monitors interference and 
allocation tables in real-time and uses satellite and spotbeam prediction models to optimise 
the allocations of channels in its RRM area in order to avoid interference. A traffic 
distribution scenario presented in a major European project, based on many traffic surveys, is 
adopted as the model on which these schemes will be evaluated. The model is adapted such 
that the level of traffic on offer from a region can be varied while preserving the distribution 
upon which the performance of the CA scheme is highly dependent. A model which enables 
realistic distribution of traffic from the ground to satellites in a high-diversity system is 
proposed and outlined.
Chapter Eight presents the procedures which were followed to enable the estimation of the 
capacity of the two CA schemes under the conditions described in chapter seven. The satellite 
connectivity and traffic loading results are presented graphically illustrating that for MEO 
systems many only a reduced set of spotbeams will have connectivity with traffic bearing 
areas at any time, which is equivalent to a non-unifoi*m traffic distribution, justifying the DCA 
approach. The level of traffic on offer to each scheme is increased until the 2% blocking level 
is reached, whereat the two schemes are compared for raw channel capacity. The DCA 
scheme provides almost 50% extra capacity when compared with the FCA scheme. A 
concluding section puts this result into perspective as the FCA scheme is the regarded as the 
baseline for such a system. Furthermore, the GA algorithm, including some novel adaptations 
presented in chapter seven, was noted to be extremely ‘processor hungry’ and optimisation 
would be required for a real-time implementation.
Some conclusions are derived at the end of the report in Chapter Nine, based upon the results 
shown in the previous chapters. Further work is recommended, based on some omissions from 
this study and also on data which could be gathered through implementation of models 
developed here on network simulation tools, which will enable a deeper understanding of the 
subject for future researchers.
1.6 Novel Work Carried Out in this Thesis
• Modelled several satellite constellations (including Iridium, Globalstar, ICO, JOCOS, 
Deligo, MAGSS-14, Odyssey)
• Developed software to evaluate constellation performance by
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-  global elevation statistics
-  global diversity statistics
• Modelled spotbeam anays and coverage - both circular projection and earth-distorted
• Developed software to evaluate the capability for control of constellations by ground 
segment networks
• Proposed a minimal ground segment providing full control to MEO satellite constellation
• Designed algorithms for allocation of control priority to MEO ground segment based on
-  minimisation of handover instances
-  suitability of local infrastructure and markets
® Designed a global ground network topology and control hierarchy for the implementation 
of DCA in high diversity MEO satellite constellations
• Designed and implemented a model which allocates traffic to satellites and spotbeams 
based on elevation, satellite loading and handover reduction
• Implemented a Genetic Algorithm in software to optimise the maximum number of 
available channels in high diversity satellite systems
• Designed an initialisation algorithm for genetic algorithms which emulates real-time 
conditions and reduces convergence time
• Adapted a simple genetic algorithm to ensure superior gene transfer thereby reducing 
covergence time
• Implemented a Fixed Channel Allocation scheme on MEO satellite system based on 
established proposals
• Implemented a Dynamic Channel Allocation scheme on MEO satellite system based on an 
adapted genetic algorithm scheme
• Compared the capacity of satellite FCA scheme with satellite DCA scheme under same 
traffic distribution scenario
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Chapter 2. Satellite Constellation 
Fundamentals
2.1 Introduction
Viewed simply, the space segment of a satellite personal communications network (S-PCN) is 
a group of satellites which have been deployed as a single network in order to provide a set of 
telecommunications services to a group of users. There are many satellite systems which rely 
on a single satellite, for example a single geostationary (GEO) satellite has a large coverage 
area, approximately one third of the Eaith’s suiface, and can be used for either continent-wide 
or inter-continental service provision. A system relying on a small number of low earth orbit 
(LEO) satellites can only serve a relatively small area of the globe at any one time, but may 
serve the whole globe over the space of half a day if the data to be communicated can be 
stored until connectivity is achieved. This study is concerned with systems which employ a 
group of non-geostationary (non-GEO) satellites enabling global^ provision of services at all 
times.
* The term ‘global’ includes those systems which serve only the inhabited regions of the Earth and the oceans
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In order to be able to study and analyse the performance of satellite constellations we must be 
able to understand them, model their behaviour and simulate the systems. We cannot define 
the behaviour of these systems in analytical terms without the adoption of sweeping and 
unrealistic assumptions, so for the puiposes of this study and others a computational tool 
called SPOC+ has been created and enhanced during this study for the puipose of simulating 
the movement of satellite constellations and for studying important characteristics associated 
with them.
This section presents the relevant mathematical relationships which describe the movement of 
satellites in orbit around the Earth together with the established notation which has evolved 
for the definition of satellite orbits and also for satellite constellations.
2.1.1 2-Body Orbit Analysis
Through the work of Kepler, Brahe and later Newton and many others we know that the 
movement of any passive or non-self accelerating object in free space is the result of all of the 
gravitational forces which act upon it.
More specifically in this study we consider the relationship between two bodies, namely a 
man-made satellite and the Earth. Objects other than the Earth which affect the satellite’s orbit 
are the Sun and the Moon. Although their instantaneous influences are approximately four and 
six orders of magnitude less than that of the Earth respectively [1], their cumulative influence 
is important.
Additional influences on the orbit of satellites include the Eaith’s atmosphere and the solar 
wind. For the purposes of this study we have assumed that the satellite is beyond the effects of 
the Earth’s atmosphere, that is its orbit altitude is greater than that which would place the 
satellite within the influence of the atmosphere. One other influence on the orbit of satellites 
which is greater and more relevant in our case is the oblateness of the Earth or its non- 
spherical nature. This effect appeal's as non-focused centre of mass within the Earth and 
results in a dynamic orbit plane which is predictable and coiTectable by deliberate 
maneuvering of the spacecraft, called stationkeeping. The negative result of this requirement 
for stationkeeping is an added limitation on the lifetime of a satellite due to the limits on fuel 
required for the process.
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2.1.2 The 2-Body Problem
In the 2-body problem we consider the satellite with mass m and the Earth with mass M. The 
position of the satellite is defined by the vector r  within a Cartesian reference system focused 
on the centre of a perfectly spherical Earth. The satellite is also considered to be perfectly 
spherical in the classic 2-body problem but it shall be demonstrated that is not necessarily 
important here.
Each body exerts a gravitational influence on the other proportional to its mass. Naturally we 
consider the mass of the satellite to be far inferior in magnitude to that of the Earth and so the 
mass of the satellite is considered negligible in this case. With these assumptions in place the 
gravitational force between the two bodies has been shown to be described by the equation 
below:
a "
GM (2.1)
where r is the magnitude of the position vector or the distance between the two objects and G 
is the universal gravitational constant which has the value (6.6832 ± 0.0006)xl0'^^ NmVkg^.
The important conclusion which we can intuitively derive from the equation above is that the 
gravitational force is inversely proportional to the square of the magnitude of the distance 
between the two bodies. This relationship leads to the fundamental rule of orbiting bodies, 
which in the situation of the small satellite and the Eai'th says that the orbit of the minor body 
around the major body is defined by an ellipse which has the major body’s centre of mass 
coincident with one of it’s focal points.
m
Figure 2-1 - Gravitational forces resulting in elliptical orbits focused on the Earth’s centre of mass
The diagram above illustrates the elliptical orbit of satellite m focused on the Earth M. The 
direction of the gravitational force between the two bodies is along the line that intersects
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them both, the vector r in the diagram. The satellite’s instantaneous velocity is directed at a 
tangent to the direction of the gravitational acceleration.
It is well known that a circle is a pailicular instance of an ellipse where the two axes (minor 
and major) are equal, the focal points are therefore coincident in the centre of the circle and 
are in effect one single focal point. It is this particular orbit class which concerns the study as 
the majority of satellite constellations are specified with nominal circular orbits.
At this point it is relevant to present the second major relationship between the two bodies 
which is the period of the orbit. The equation below shows how the period of the orbit 
depends solely on the semi-major axis of the ellipse swept out by the satellite position vector, 
assuming constant body masses:
T  =  (2.2)
4 g m
where a is the semi major axis of the ellipse in metres giving T, the period, in seconds. 
Simpler versions of this equation applying only to Earth orbits are the following:
T= 165.87 X 10’^  X a (2.3)
or alternatively for the semi-major axis:
a  = 331.25 x r ^ ^  (2.4)
where T  is in minutes and a is in kilometres.
The orbit of a man-made satellite around a spherical Earth can be summarised as a simple 
ellipse with period T. We have not considered the influence of other bodies and also we have 
not considered the oblateness of the Earth or the Earth’s rotation. It is in fact these last two 
properties which make the consideration of satellite orbits far more interesting and complex 
than the simple two sphere problem and the following sections deal with this situation.
2.1.3 Orbit Description with Six Classic Elements
Throughout this study satellite orbits are described using the Right Ascension-Declination 
System. The system is based on a 3-dimensional model with its origin at the centre of the 
Earth, the vertical axis passes through the poles of the Earth and the horizontal plane is that 
made by the Equatorial plane. The major reference point in this system is described by a fixed 
axis which points in the direction of the vernal equinox, which is also known as the first point
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in Aries, which is, to all intents and purposes, a fixed point in space. The First Point in Aries 
lies on the equatorial plane. The diagram below illustrates the major axes of this co-ordinate 
system.
North Pole
First 
in Aries
Figure 2-2 - The celestial reference point for satellite orbits
The instantaneous position of any object in space can be explicitly described using six classic 
elements with the above mentioned coordinate system as a reference. The first five elements 
are used to describe the orbit itself and the sixth element describes the position of a satellite 
within the orbit. The elements are listed and defined below:
Semi-Major Axis a - the major axis is the longest axis within an ellipse. The semi-major axis, 
measured in kilometers, is measured from the half-way point between the two focal points in 
the ellipse and the point at which the axis crosses the ellipse. In a circular orbit there is no 
major or minor axis, thus the semi-major axis is simply the radius of the orbit. The 
corresponding semi-minor axis (b) is not required to describe the orbit (if e is given) and is 
therefore not included as one of the elements. It is shown below that the semi-minor axis can 
be used in the calculation of the eccentricity although there are methods other than that 
presented here.
Eccentricity e - this is a constant which describes the shape of the ellipse. A value of 
eccentricity between zero and 1 describes an elliptical orbit, whereas an eccentricity of zero 
describes a circular orbit. Values greater than or equal to one describe parabolic and 
hyperbolic orbits but these are not considered in this study. One equation which can be used to 
calculate the orbit eccentricity involving both axis values is presented below:
(2.5)
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Inclination i - this value describes the angle at which the plane of the orbit is pitched with 
respect to the Equatorial plane, measured between zero and 180°. An orbit which lies on the 
Equatorial plane has an inclination of zero whereas one that passes through the poles has an 
inclination of 90°. Orbits which have inclinations between zero and 90° are called prograde 
orbits, whereas orbits with inclinations between 90° and 180° are called retrograde. These 
terms are used to refer to the motion of satellites with respect to the rotation of the Earth. Put 
simply, satellites in prograde orbits move with the motion of the Eaith’s rotation whereas 
retrograde orbit satellites move against the rotation of the Earth. This chaiacteristic has 
repercussions in the number of passes a satellite may make over a particular point in a any one 
day.
Right Ascension o f the Ascending Node Q  - this is the angle between the point at which the 
orbit cuts the Equatorial plane in a south - north direction {hence ascending) and the vector 
which points to the first point in Aries.
Argument o f Perigee tu - the argument of perigee is the angle which is subtended between the 
point which most closely approaches the Earth’s centre (the perigee) and the Equatorial plane. 
This value is measured from the ascending node in the direction of the satellite motion.
True Anomaly vo - this is the angle around the orbit measured from the argument of perigee at 
which the satellite is positioned, measured in the direction of the motion of the satellite, at a 
particular time to called the Epoch.
These elements are illustrated in Figure 2-3 below:
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Line of Nodesu
N
Figure 2-3 - Orbit elements and dimensions
This section has very briefly introduced some of the terms used in the description of Earth 
satellite orbits, for the reference of the reader unfamiliar with these fundamentals. Further 
information and more explicit definition can be found in many texts including [1] and [2]. In 
later sections non-GEO satellite constellations will be described using the terms outlined 
above.
2.1.4 Orbit Perturbations
The two principal effect of the non-spherical shape of the Earth are the regression of the line- 
of-nodes and the rotation of the line-of-apsides.
The first is a rotation of the orbit plane about the Earth’s axis and causes successive ground 
tracks to be displaced further westward than would be expected due to the rotation of the 
Earth. This rate of this displacement depends on the altitude and inclination of the satellite’s
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orbit, there are ways of manipulating the orbit design in order to reduce the effects of this 
regression [3^].
The rotation of the line-of-apsides causes the major axis of the orbit plane to rotate about the 
centre of the Earth in the plane of the orbit, this effect is also dependent on the oblateness of 
the Earth. This effect is important for both circular and elliptical orbits as it will cause 
variations in the period of the orbit and also in the position of the subsatellite point beneath 
apogee if it is left unchecked.
2.1.5 Restrictions on Orbit Configurations
This study is particularly concerned with the characteristics of satellite orbits and 
constellations of satellites and how they can be applied to solve particular* problems which 
arise in the provision of telecommunication services to provide a quality of service (QoS) to 
the user which is greater than a specified minimum. As has been seen from the previous 
section, a satellite orbit in theory can possess many variations of the five classic elements and 
each combination of elements will give a different characteristic of coverage and orbit period. 
It will be seen that satellite constellations which have been proposed for S-PCN generally fall 
into a limited range of categor*ies, the reasons for which may not be obvious at first. This 
section is intended to br*iefly outline some of the considerations which must be made by the 
satellite system designer when deciding which type of system is suitable for the range of 
services which will be offered.
2.1.5.1 Earth’s Atmospheric Drag
The two-body elliptical orbit scenario has been shown to be energy conservative [1] such that 
a satellite will orbit a spherical body for all time with the same orbit assuming no external 
application of force on the satellite other than that within the two-body system. This is not 
entirely the case in reality as any Earth satellite will have more complex forces acting upon it, 
including the non-uniform gravitational field of the Earth, gravitational forces from the Sun 
and the Moon and also the Solar Wind. Apart from these we can say that in general a satellite 
which is placed in Eaith orbit will continue to circle the earth for all time with constant 
gradual variation in orbit parameters due to the factors mentioned in the previous section. An 
obvious exception to this statement occurs when the satellite’s movement is impaired by the
Chapter 2 of [3] is relevant
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effect of the Earth’s upper atmosphere, an extremely thin layer of gas which nevertheless can 
serve to reduce the orbit of a satellite and ultimately cause it to re-enter the Earth’s 
atmosphere. A satellite orbit which is under the influence of the atmospheric drag is said to be 
decaying.
It is sometimes useful for earth satellites to enter the upper reaches of the atmosphere. For 
example, military observation satellites must approach the surface of the earth at the minimum 
possible altitude to obtain greater picture resolution and therefore for small periods of time 
they are allowed to skim the atmosphere at great expense of on-board fuel, which is required 
to remove them from this region once the mission is complete. These satellites will have a 
much shorter lifetime than communications satellites. Satellites which are intended to return 
to the Earth intact, manned missions for example, must use the Earth’s atmosphere in order to 
reduce their velocity, but in a careful and managed way.
The behaviour of the Earth’s atmosphere varies unpredictably when the sun is active (sunspots 
etc.) but is predictable otherwise. It is an obvious requirement of Earth satellites to be clear 
from the effects of the upper atmosphere to ensure that the satellite’s lifetime is maximised. 
Generally satellites whose altitudes exceed 800 Ion can be said to be largely free from concern 
of all solar induced atmospheric drag effects ([2] and [4]) although a major S-PCN system, 
Iiidium, has deployed slightly below this altitude [5]. Manned satellites, such as the United 
States STS (a.k.a. Space Shuttle) aie subject to atmospheric di*ag effects but their altitudes are 
much lower than that which is nomial for communications satellites at altitudes of less than 
600 km. It can be safely said that this would be a lower limit for a communications satellite 
constellation due to the existence of manned satellites at this level and the requirement to 
prevent fatal in-orbit collisions.
2.1.5.2 The Earth’s Radiation Environment
The Earth has two radiation belts which are of concern to satellite system designers, they are 
named after James Van Allen the scientist who discovered the inner belt. The inner radiation 
belt is made from high energy protons and electrons, accumulated through years of 
bombardment of the Earth by cosmic rays, which readily penetrate spacecraft and may cause 
errors in digital electronic systems, known as single event upsets (SEUs), and will also cause 
deterioration in solar arrays. The outer radiation belt is composed primarily of electrons. The 
energy of the radiation particles in the outer belt is in the region of 7 MeV whereas that of the
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inner belt is between 10 - 100 MeV. The outer belt is the region in which magnetic storms 
occur.
The diagram below illustrates the regions around the Earth which are occupied by the inner 
and outer Van Allen radiation belts.
D istance from E rth Centre
n Earth ffiadii)
© NASA http://www-spof.gsfc.nasa.gov/Education/wradbelt.html 
Figure 2-4 - Two-dimensional representation of the Van Allen radiation belts
The shaded areas show the location of the two radiation belts whereas the ellipses illustrate 
the contours of the Earth’s magnetic field which determines the shape of the radiation belts. 
The inner radiation belt is seen to occur primarily between 1.3 and 1.8 Earth Radii from the 
centre of the Earth which translates to altitudes above the Earth’s surface of between 
approximately 2000 km and 5100 km within which satellite orbits should be prevented from 
residing [4]. The outer radiation belt occurs primarily between 3 and 4 Earth radii from the 
earth’s centre which translates to altitudes of 13,000 km and 25,000 km, although as has been 
mentioned before this region is not as malign as the inner belt.
The existence of these radiation belts has resulted in a closely observed rule that LEO satellite 
constellations are deployed well below 2000 km, proposed MEG satellite have generally 
adhered to the 10,350 km altitude, which, in a circular orbit, gives a period of 6 hours which 
gives an integer number of orbits in one day. The next lowest altitude which has this
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characteristic giving a 4-hour orbit period, approximately 6400 km, has not been proposed for 
any systems due to its proximity to the inner Van Allen belt.
2.2 Performance Evaluation of Satellite Constellations
This study concentrates on the design of satellite systems which are intended to provide 
personal mobile telecommunication services similar to those available from terrestrial mobile 
cellular networks. Existing and proposed systems suitable for this task can be split into two 
distinct groups, which are geostationary and non-geostationary systems. Geostationary 
systems are not presented here at all because these systems do not possess the complexity in 
terms of satellite dynamics that non-geostationary constellations have. Geostationary systems 
can be regarded as being similar to simple tenestrial cellulai* systems but with the added 
problems of propagation delay and signal attenuation, which are chief among the differences 
with teiTestrial. As a result, this study concentrates only on non-geostationary systems, 
nevertheless there is much scope for investigation within this restriction.
Non-GEO systems for S-PCN are defined broadly by altitude, inclination and to a lesser 
extent eccentricity, proposals for elliptical orbit systems for S-PCN are few [6] and will not be 
addressed here. The S-PCN proposals which are most advanced at the time of writing [5], [7], 
[8], which will be described in the next section, have each been designed to entirely separate 
principles, although one can say that all of the system designers have in some way or other 
been aiming for similar system characteristics. Those characteristics are listed and explained 
below, and this list is more or less a comprehensive guide to the evaluation of the performance 
of a satellite constellation from a purely physical perspective. It should be noted though, that 
any particulai* design method, also outlined later in this section, may yield good performance 
in teims of one particular characteristic at the expense of another, thus a trade-off is performed 
in the design process.
2.2.1 Minimum Elevation Angle
Geostationary satellites, which have dominated satellite communications for several decades, 
are limited in their orbital deployment to particulai* configurations which lead the satellite’s 
position to seem stationary from any point on the Eai'th. Thus the elevation angle, which, put 
simply, is the angle at which a user would have to look into the sky in order to be able to ‘see’ 
a satellite, is constant for any fixed point on the Earth for a GEO satellite, assuming a perfect
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GEO orbit. The positions of non-GEO satellites, by definition, are not static with respect to 
the Earth’s surface or the users, and thus the elevation angle is not static either. For this reason 
the minimum elevation angle (£^n) has been used to define the elevation performance of non- 
GEO constellations.
The minimum elevation angle is now defined in more explicit terms. The elevation angle is 
the angle subtended to the satellite from a point on the Earth’s surface with respect to a 
tangent to the Earth’s surface which is directed at the azimuth of the satellite’s location. For 
the minimum elevation angle, the origin of the tangent is located at a point in the satellite 
coverage which is considered the outermost point at which a user can confidently expect to 
access the satellite within the limits of the power budget imposed by the system. Older 
systems with a single antenna coverage area have described this point as the 3 dB point where 
the gain of the satellite’s antenna drops to 3 dB below boresight maximum gain. We do not 
include this definition as non-GEO systems do not use single global beams for 
communications to users. The diagram below illustrates the minimum elevation angle
satellite— I —
Figure 2-5 - Minimum elevation angle
where Re is the radius of the Earth, h is the altitude of the satellite and o is the Earth’s centre. 
The geocentric angle p  represents the spherical geometric radius of the satellite footprint and 
the angle or at the satellite is called the nadir.
As can be seen from the above diagram, increasing the Emin of a satellite while maintaining its 
altitude will reduce the area from which the satellite can be viewed, known as the footprint, 
but an increasing Emin value gives rise to a number of positive characteristics which are useful 
in satellite communications systems. With increasing elevation angle E, a satellite system will 
offer reduced mean latency (propagation delay) together with reduced path attenuation at the 
edge of coverage and, perhaps most importantly, lower levels of signal fade due to a reduced
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statistical probability of shadowing and multipath effects. The lower fade level is most 
important as it will allow the system designer to allocate a lower link margin to the 
satellitef^user radio link which will reduce the power requirements of both the satellite and 
the user terminal and enable a greater number of simultaneous users within the network.
A satellite system using multi-spotbeam antenna aiTays will benefit from the maximisation of 
minimum elevation angle as the number of beams required to cover the reduced footprint will 
be reduced, for constant spotbeam dimensions, and thus the complexity of the antenna array 
and associated hardware will be reduced.
2.2.2 Contiguous Satellite Coverage
In non-GEO systems the satellites are constantly moving with respect to the surface of the 
Earth, even stationary users will experience loss of connectivity with non-GEO satellites at 
some time. When the inevitable loss of connectivity occurs it is imperative that there is 
another satellite within range to which the communications can be transferred, in other words, 
there should be no gap in the coverage. Although tenestrial systems experience gaps in 
coverage, mostly in sparsely populated areas, it is more important that satellite systems do 
not, as call dropping, which is the result of coverage gaps, is forced by the movement of the 
satellites and cannot be predicted by the user. Call dropping is an important measure of the 
performance of personal communication system, leading to an overall quality of service QoS 
metric, and can be caused by non-availability of radio channels as well as lack of radio 
coverage.
Ideally, it is useful if the time for which the two satellites are simultaneously available is 
maximised, in order to allow the switch or ‘handover’ protocol to be processed and this 
translates into a greater area of overlap between two satellites. At least, the period of time 
which two satellites are simultaneously visible should always exceed the maximum duration 
of the handover protocol.
The design of the constellation greatly affects the predictability of the sequence of the satellite 
connectivity. In polai* (or near-polar) systems connectivity to a particular user generally passes 
between adjacent satellites in the same plane. In inclined systems the connectivity sequence is 
less predictable and consequently the available period for the handover protocol is also 
variable. Contiguous satellite coverage can be assured by the adoption of known design
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methods. Two such methods have been devised by Adams/Rider [9] and Ballard [10] and 
these will be outlined later in this chapter.
2.2.3 Satellite Diversity and Shadowing
TeiTestrial cellular systems can operate with either line of sight communications or through 
multipath only communications (known as the Ricean or Rayleigh channel). Multipath occurs 
because the power transmitted by either the base station or the user terminal travels along 
many different routes before it reaches the receiver, depending on the teiTain between and 
suiTOunding the radio transceivers. Each route imposes different propagation conditions on the 
signal and therefore each signal path will have a different delay, phase and attenuation level. 
Multipath can either be degrading to the signal quality or alternatively can be harnessed to 
improve signal quality, depending on the multiple access scheme used in the radio interface. 
TeiTestrial systems can operate in this environment because they have fewer restrictions than 
satellite systems, for example, the base stations are not power limited in the same way that 
satellite systems aie, although upper limits for power per channel always exist. Furthermore, 
the attenuation between users and base stations is much reduced in teiTestrial compared to 
satellite, and so the user terminals will have a larger dynamic range of power output, although 
all mobile user terminals are restricted in their average power output due to human health and 
safety reasons. Handheld user terminals in both teiTestrial and satellite systems are subject to 
the same health and safety restrictions, so satellite systems are at an immediate disadvantage 
due to the higher levels of path attenuation.
In short, it can be said that mobile personal satellite systems have a much lower and more 
critical link margin than terrestrial systems and need to operate in environments which offer a 
lower level of shadowing or blockage: open/highway environments or suburban environments. 
Satellite personal communication networks (S-PCN) are line-of-sight systems for which 
blockage by buildings or major tenain features is a catastrophic event, certainly real-time 
interactive services such as speech will be highly degraded indoors for example, if acceptable 
at all.
Satellite diversity is a characteristic of some satellite constellations which is being proposed to 
combat the negative effects of shadowing. Satellite diversity implies that the constellation 
provides at least two satellites available for communications for all time. Two basic
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implementations of satellite diversity are possible and are known as switched diversity and 
combined diversity.
Switched diversity simply recognises that at least two satellites will be available to each user. 
The user establishes only one duplex radio link with a single satellite, ideally the highest 
satellite available in terms of elevation. In the event that blockage or deep fading occurs the 
terminal will switch between satellites assuming that the second satellite is not also blocked. 
The statistical probability of both satellites being blocked is somewhat dependent on their 
azimuths being uncoixelated, if this is the case then the probability of blockage is much 
reduced [3^]. In switch diversity the handover process may have a much reduced time period 
in which it can be completed, in instances of shadowing for example and as a result the call 
dropping due to shadowing may be higher than when more complex combined diversity 
systems are implemented.
Combined diversity is when the user simultaneously communicates between two satellites. 
This technique has also been refened to as artificial multipath as it has been proposed for 
satellite CDMA systems [11]. Depending on the radio interface used in the system the dual 
path communications can be performed on one or more channels, but it is a task of the 
network to ensure that the varying delay and routing issues are addressed such that signal 
combination at the receiver is possible. Sammut and Taaghol [12] [13] have illustrated some 
of the physical characteristics which must be created in a particular satellite constellation 
employing combined diversity. The system gain due to this technique is not entirely obvious 
on the first consideration as each user involved in combined diversity is effectively using 
twice the resources (radio channel) that would be used if only a single satellite were used. The 
gain results from the fact that the statistical fading which occurs on the dual-diversity link can 
be reduced by greater than 3dB. If this is the case then the link margin attributed to each 
diversity communications link is less than half of what it would normally be, and this power 
saving on the satellite can be translated into a net capacity gain in terms of user numbers. 
Satellites employed in combined diversity schemes should communicate through the same 
ground station, otherwise the differential propagation delay which is experienced in the 
separate ‘teiTestrial tails’ may be such that the signals will be impossible to combine once they 
reach the user tenninal. This issue is most important in LEO systems without inter-satellite
Chapter 4 of [3] is relevant
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links where a large number of ground stations are in use. The diagram below illustrates the 
requirement for a common coverage zone covering both ground station and user terminal for 
the technique of combined diversity to be implemented efficiently.
satellite 1
satellite 2
Radio Link with Sat 1 
Radio Link with Sat 2
ÜT
Figure 2-6 - Coverage for combined diversity and soft handoff
Different constellation design methods give different diversity characteristics, which will be 
illustrated in later sections dealing with the design principles. One particular system 
discourages satellite diversity by the active power-down of spotbeams within overlapping 
zones of satellite coverage [14].
A direct trade-off exists between satellite diversity statistics and minimum elevation angle 
Smin, for a constant number of satellites. It is the task of the system designers to judge which 
will benefit their system to the greater extent.
2.2.4 Satellite Altitude, Path Attenuation and Latency
Satellite altitude and instantaneous elevation angle £ directly affects the path loss and latency 
(propagation delay) experienced by users. Latency is calculated using the simple relationship 
between distance and the velocity of light c in free space (3xlO*m/s approx.). The total delay 
experienced by the user depends on the relative positions of user, satellite and ground station. 
The minimum one-hop latency is experienced when both user and ground station are situated 
at the sub-satellite point, whereas the maximum latency which occurs when both user and 
ground station are on the edge of the satellite footprint. The same can be said of path 
attenuation although this relationship is more complex, the equation below represents the 
attenuation Lfs, or free-space path loss, experienced as a function of propagation distance:
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(2.6)
where d is the propagation distance and X is the carrier wavelength, in metres.
Path attenuation has always been an important factor in radio communication systems whereas 
latency has become more important because satellite systems are now being designed for real­
time interactive services. Geostationary satellites are subject to a minimum single hop latency 
of approximately 240ms, the maximum latency at the edge of coverage is approximately 280 
ms. Non-GEO satellites with lower altitudes have conespondingly less path delay and can be 
considered to be more suitable for real-time interactive service delivery.
In addition to the effects on the application s and services of the path delay are the effects on 
the call-set up and maintenance protocols which are performed over the radio interface. Real­
time power control benefits from the shortest satellite-user-satellite loop possible: power 
adjustments can be made more accurately and effectively [15] in low latency systems. Call 
setup and maintenance protocols depend on a large amount of two-way user-network 
signalling, the delays aie much increased with the use of high altitude satellite systems and 
can be seen to decrease the QoS of systems in this respect [16].
With the increasing prospect of Internet type services being canied by satellite, and with users 
becoming more tolerant to delay with increasing use of web browsers, web telephony and 
other such applications, the latency issue may become less important as far as these services 
are concerned. The issue of the effect of latency on call maintenance protocols continues to be 
important paiticularly when the users are becoming more mobile (increased shadowing and 
resulting handover) and the user terminals are reducing in size (reduced UT power margin).
2.2.5 Inter-Satellite Links and Dynamics
Inter-satellite links (ISL) have been made possible by the development of on-board processing 
and autonomous satellite systems as well as advances in laser technology for optical ISLs. 
Although inter-satellite links have been demonstrated on geostationary satellites, proposals for 
their use has become more widespread with the advent of non-GEO satellite constellations.
A non-GEO satellite system which incorporates ISLs can benefit in two ways. Firstly, the size 
of the ground segment (i.e. number of ground station locations) can be reduced because 
satellites do not need a direct connectivity with a ground station. Traffic can be routed through 
the space segment to the nearest ground station. A more complex network could utilise packet
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switching or BP techniques in order to route the traffic to the most appropriate ground station 
location, that being the one nearest the final destination of the call/traffic. In this way 
terrestrial networks are avoided as far as possible allowing the satellite operators and service 
providers to keep a larger proportion of the revenue.
From a physical point of view, the use of ISLs depends on the constellation altitude and 
design. The requirement for ISLs as a strategy to minimise the size of the ground segment 
reduces as the footprint of each satellite increases. It has been shown that, regardless of the 
number of satellites in the constellation, an inclined MEO system can be served with a ground 
segment of as little as six locations [17]. Furthemiore if the MEO constellation is composed 
of a small number of satellites then the distances between satellites sharing ISLs can become 
similar to that which exists between the satellite and the ground. Multiple ISL hops will 
introduce propagation delay into the system which might be avoided if the call was grounded 
immediately.
LEO systems are far more suited to the use of ISLs, as can be demonstrated by a comparison 
between two LEO systems, one of which uses ISLs and the other which does not. The Iridium 
system ensures that users which have connectivity with a satellite will be able to make calls 
through one of a small number of ground stations, although in theory the system could operate 
with as few as one ground station. In fact, twelve ground station locations have been specified 
which will reduce traffic and signalling congestion in the space segment compared with just a 
single location. Globalstar, which does not use ISLs, requires up to 60 gateways to provide 
full connectivity to all inhabited areas of the Earth [29].
The use of ISLs in a constellation is greatly affected by the relative motion between satellites. 
The relative positions of co-plane satellites is fixed for ideal circular LEO orbits and if 
adjacent co-plane satellites have overlapping footprints then the ISLs between them require 
minimal real-time adjustment in teiTns of tracking and pointing. In this case laser ISLs are 
most appropriate and will enable high data rates to be operated between satellites, the near­
vacuum of free space is ideal for laser optical communications. When ISLs between satellites 
in different planes is considered the task becomes more complex, especially in inclined 
systems where adjacent co-plane satellites do not possess overlapping footprints. In inclined 
systems the velocities of satellites which share ISLs may have entirely different vectors and 
therefore the tracking and pointing task becomes very difficult. Satellites may be separated by 
several thousand Idlometers and the path delay between them will be in the order of several
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milliseconds. If laser technology were to be employed in the ISLs the propagation delay will 
ensure that the laser will need to point up to 100m ahead of the target satellite in order to 
ensure that the satellite will be incident with the laser light when it finally reaches its 
destination. The distance and associated delay between non co-plane satellites in inclined 
systems is highly dynamic so that the tracking task will be constantly changing. If radio ISLs 
were to be used the wider nature of the radio beams would ensure that tracking would be less 
complex but in this case some form of interference mitigation would be required as radio 
beams always have inherent sidelobes. Some satellite constellations are designed such that 
adjacent satellites in different planes have a close velocity vector and as such their relative 
positions change much more slowly than the inclined systems. High inter-satellite dynamics 
occur at the polar regions where orbit planes cross, so ISLs between satellites in different 
planes (called cross-links) are more difficult in this region and are not implemented.
2.2.6 Polar ‘Streets of Coverage’ Constellations
This constellation design method, of which Iridium [5] is an example, ensures that minimal 
footprint overlap occurs in the Equatorial region, orbit planes are spaced and satellites are 
phased such that gaps between satellites do not occur. This is a truly global LEO constellation 
design technique although satellite numbers aie concentrated in extremely high latitudes 
where very little potential traffic exists. The description ‘streets of coverage’ is derived from 
the way that each orbit plane is populated with enough satellites to provide contiguous 
coverage in a ring or ‘street’ around the globe.
The constellation is composed of p  polar or near polar orbit planes whose RAANs are 
distributed regularly around a single hemisphere, this ensures that satellites in that hemisphere 
are all ascending from south to North. Satellites in the opposite hemisphere will all be 
descending from north to south, the hemispheres are bordered by two seams where satellites 
in orbit planes either side of the seams are moving in opposite directions. Assuming that the 
system designer is opting for a minimum number of satellites given a fixed minimum 
elevation angle, the number of planes is essentially determined by the footprint size of the 
satellites because this leads to the maximum separation between orbit planes on the equatorial 
plane.
The RAAN of the individual orbit planes is given by the following equation:
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= Q q -h j .  a Q  (2.7)
where j = 0 (p-l), aQ = nip and is the RAAN of the first orbit plane determined by the
constellation designer, illustrated in Figure 2-7 below.
Figure 2-7 - Streets of coverage design for polar constellations
The satellites in a single orbit plane are distributed regularly around the plane such that the 
phase between adjacent co-plane satellites is Inln  where n is the number of satellites in each 
plane.
The initial phasing of adjacent satellites in adjacent planes is arranged such that adjacent 
satellite footprints overlap ideally at the Equatorial plane, this is illustrated by the previous 
diagram by the phasing value a  which is related to the geocentric angle P subtended by the 
satellite footprint in the following way:
a  = /7sin(;r/3) (2.8)
which is derived from the hexagonal-honeycomb arrangement of the satellite footprints at the 
Equatorial plane. This design method is described in more detail in [9].
As has just been mentioned, the satellites in one hemisphere of the constellation are all 
ascending while in the other hemisphere they are all descending. One can see intuitively that 
because the satellites’ orbits have the same period and eccentricity then the distances and 
velocity vectors between the satellites are relatively stable and slow moving, until high 
latitudes where the orbit planes coalesce. This slow moving dynamic between adjacent 
satellites in different planes makes this constellation design very suitable for the adoption of 
cross-plane ISLs.
The seam which was mentioned earlier in this section is the intersection between the 
ascending and descending satellite hemispheres, the combined velocity of adjacent satellites
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on opposite sides of the seam is very high and cross-plane ISLs will be difficult to maintain 
across the seams. The result is that for calls which originate and terminate either side of a 
seam region there may have to be some extra ISL routing which carries the call across the 
nearest polar region, as this is the only way to route through the constellation without going 
across the seam, an increase in propagation and processing delay for these calls will result. 
Furthermore, as there are two seams separated by 180°, all regions on the earth are affected by 
this phenomena twice per day due to the rotation of the Earth.
A further advantage of this design method is that there is a high probability that inter-satellite 
handover occurs between adjacent co-plane satellites, which are linked ISLs which are very 
stable in terms of inter-satellite dynamics. Any call maintenance data can be passed between 
the two satellites without the involvement of the ground station, which will reduce the time 
taken for the protocols to be executed. Furthermore, it is likely that the same controlling 
ground station will be managing the call after handover and inter ground station signalling 
will be minimised, unlike other non ISL systems.
2.2.7 Rosette Constellations
Rosette constellations use inclined orbits and are designed to give full global coverage with a 
minimal number of satellites. They can also be used to offer high diversity global coverage 
with a tradeoff between diversity and satellite numbers or minimum elevation angle. These 
constellations were initially described by Walker [18] and further investigated by Ballard [10], 
who described a set of optimal constellation configurations which give 100% global coverage 
for minimal satellite numbers.
The main characteristic of these constellations is that the footprints of adjacent co-plane 
satellites do not overlap, contiguous coverage is provided by the dynamic overlap between 
satellites in different planes. The resulting connectivity sequences experienced by users is 
more unpredictable than the polar ‘Streets of Coverage’ system.
The constellation is designed in the following manner:
The constellation is comprised of p  orbit planes each with n satellites. Each orbit plane has 
inclination i degrees. Unlike the Rider constellations the RAANs in rosette systems aie 
distributed evenly about the whole Equatorial plane, they can once again be defined by 
Equation 1,7 above, but this time aQ = 2nlp. From this definition we can see that ascending
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and descending satellites will interact over the same geographical areas unlike the general 
situation in the Rider constellations.
Satellites are distributed about the orbit planes in the same regular manner as before. A major 
consideration in the design of these systems is the phasing applied to the satellites in adjacent 
planes, for each configuration which he described Ballard gave an optimal phasing value 
determined through analytical methods with exhaustive evaluations of the constellation 
configurations. Ballard used a method within which he defined a harmonic factor which 
allows the designer to heuristically derive the optimal inter-plane satellite phasing in terms of 
the number of satellites and planes. The following paragraph summarises Ballard’s design 
method and notation" .^
oCj is the initial phasing of the satellite, with the perigee defined as coincident with the 
ascending node.
NB. In this design method the right ascension of the orbit planes are given relative to that of 
the zero^ ^^  plane. Thus the zeroth plane’s right ascension is defined as 0°, but in a real design 
the RAANs will be described with reference to the First Point in Aries.
The constellation is defined using the {N, p, m) notation where N  is the total number of 
satellites in the constellation, p  is the number of orbit planes and m is the haimonic factor. The 
haimonic factor can take the following values :
m  = (2.9)
Each value of m defines a different constellation configuration by adjusting the initial satellite 
phases according to the following relationship:
U j — m Q .1  (2.10)
noting that satellites in the same orbit plane have a common value of Q.
According to Ballard, the optimal constellation configuration is the one that gives the "'largest 
possible great circle range from an observer anywhere on the earth’s suiface to the nearest 
subsatellite point”. This measure can be directly associated with a constellation which has the 
most regularly distributed satellites and thus gives the best global coverage.
 ^Some of the notation used here is different from the original, this is to maintain consistency with the rest of the 
thesis.
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The following diagram illustrates the orbit planes comprising an 8-plane rosette satellite LEO 
constellation. The dark-shaded orbit planes represent those planes with RAANs in one 
hemisphere whereas the light-shaded orbit planes’ RAANs are in the opposite hemisphere, 
thus we can see that satellites which are both ascending and descending will operate in the 
same geographic regions.
Figure 2-8 - Orbit planes in Walker/Ballard inclined rosette constellation design
Ballard and Walker’s design methods were intended to give full contiguous coverage of the 
whole global surface area, but subsequent LEO satellite constellations have been designed 
such that the extreme latitude regions are not served at all. The inclination of the orbit planes 
is reduced to medium values such that even at maximum latitude the satellites never cover the 
polar regions. This approach enables either greater satellite diversity at lower latitudes, where 
the potential traffic exists, with the same number of satellites or full coverage with a reduced 
constellation size.
Intuitively we can see that when inclination angles are lowered from polar to mid inclinations 
without reducing the number of satellites that satellite diversity will be higher. This is simply 
because the total coverage ability of the satellites {N footprints) is used to serve a reduced 
surface area. A further phenomenon is that diversity is highest in mid latitudes, and we can see 
this by studying the proportion of orbit period spent between mid-latitudes compared to low 
latitudes.
For example, if we specify an orbit with inclination 45° (maximum latitude of sub-satellite 
point is 45°) and then we define the boundary between mid and low regions as 22.5° then the 
proportion of the orbit period which the satellite spends in the two regions are the following :
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satellite within region ±22,5° = 36.4% 
satellite in region >22.5° && <45° = 63.6%.
This advantage is offset by the increased dynamics of the constellation, as mentioned above, 
whereby the handover due to dynamic connectivity is less predictable and furthermore the 
implementation of ISLs, both in-plane and crosslink, becomes far more difficult. The 
exclusion of ISLs in LEO systems requires that each satellite must always have connectivity 
with a ground station so that communications can be passed through the satellite and thus a 
larger ground segment, distributed evenly across the globe is required. Naturally, the prospect 
of these systems being able to operate in maritime areas, especially large oceans, is much 
reduced as the prospect of siting a GS in these areas is highly limited and financially 
prohibitive. MEO systems which are designed using this method do not suffer the same 
disadvantage because their ability to cover larger surface areas ensures that they have a greater 
probability of being able to have connectivity with ground stations even when they are 
instantaneously positioned over large oceans, depending on the optimised positioning of the 
ground station network.
Examples of constellations designed using this method, or variations of it are:
• Globalstar [4] - LEO global mobile telephony system using CDMA diversity
• Odyssey - MEO system optimised for land-mass coverage and high elevations (now 
merged with ICO)
• Deligo [19] - LEO 100% dual diversity up to ±70° latitude design for S-UMTS
• MAGSS-14 [20] - MEO ESA design study for high diversity telephony system
• GIPSE [21] - MEO UK government sponsored study into advanced service 
personal systems
None of the systems listed above have opted for the implementation of inter-satellite links 
which illustrates either the difficulty associated with rosette systems or the capability of MEO 
systems to deliver global coverage with a relatively small ground station network.
2.2.8 Other Constellations
Further examples of non-geostationaiy constellation design exist which have not adhered to 
the principles outlined in the previous sections and the characteristics shown by these systems 
are interesting enough for them to be briefly represented here.
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2.2.8.1 Hybrid MEO Rosette/SoC Constellation
The ICO system [8], which is intended to offer global satellite UMTS services, has a 
constellation which is derived from two inclined streets of coverage MEO orbit planes, with 
altitude 10,350 km. The planes’ RAANs are separated by 180 and comprise of 5 satellites, 
giving contiguous coverage around the orbit plane, as in SoC. The orbits are inclined at 45° 
and between them they cover the whole surface of the earth and offer high satellite diversity 
with a low minimum elevation angle. The diagram below illustrates the constellation and the 
instantaneous coverage of the 10 ICO satellites with a minimum elevation angle of 0°.
Figure 2-9 - ICO satellite constellation coverage ana orbit planes
The system designers of ICO have used the SoC characteristic of this constellation to ensure 
that frequency coordination between satellites is minimised. Firstly, the whole set of channels 
available to the system is divided into two orthogonal sets and allocated one set to each orbit 
plane, ensuring that satellites in opposite planes never mutually interfere. The overlap of the 
footprints of co-plane adjacent satellites is static throughout the orbit period, assuming perfect 
circular orbits and no satellite yaw rotation, so considering the velocity vector of a satellite, its 
footprint will have a leading edge and a trailing edge. The leading edge of one satellite 
permanently overlaps with the trailing edge of the previous satellite in the orbit plane. The 
ICO system design specifies completely orthogonal subsets of channels to allocate to leading 
and trailing edges so that interference never occurs. This approach is discussed later in the 
report.
The Hughes Spaceway NGSO satellite constellation is similar to the ICO system apart from 
the fact that its proposed orbit planes will be inclined with an angle of 55° to the Equatorial 
plane and also there will be four orbits planes, each with 5 satellites. The increased number of
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satellites reflects the greater capacity intended for this system which intends to offer Internet 
data services at high bit rates.
2.2.8.2 ‘Juggler’ Orbits - JOCOS
JOCOS is a system described and patented by Nuova Telespazio, it has been designed to 
employ a minimal number of MEG satellites to provide near-global land mass coverage. The 
constellation uses triply synchronous (8 hour) orbits at approximately 13900 km with an orbit 
inclination of 75°. This design places each satellite its own orbit plane and ananges them such 
that all satellites follow the same sub-satellite point path. This can be done simply by 
ananging the RAANs of the planes and initial phases of the satellites with reference to the 
difference in time between the satellites appearing at the same point over the surface of the 
Earth. The result is that the whole constellation’s coverage can be described by a single sub­
satellite track, as shown in Figure 2-10 below.
The major inhabited land-masses of the world can be divided into 3 geographical areas 
stretching north to south:
• N. America / S. America
• Europe / Africa
• Japan / S.E. Asia / Australia
These land-mass areas are all separated by approximately 120° in longitude and with 8-hour 
orbits we can observe that the Earth rotates by exactly this much in one satellite orbit period, 
thus a satellite can serve each two of these areas with each orbit in one day.
The inclination of the orbits at this angle ensures that the ground track of the satellites in the 
latitude range ±50° is almost parallel with the lines of longitude, enabling the subsatellite 
track to follow the distribution of the land masses from north to south and vice-versa.
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Figure 2-10 - Sub-satellite tracks of the JOCOS constellation design
JOCOS can be deployed in many configurations by adding multiple sub-constellations with a 
longitude displacement on the sub-satellite track..
A brief study of this constellation has shown that the nominal configuration described in [22] 
has an inherent problem in that satellites may approach each other within relatively small 
distances while traveling in opposite directions at the crossover points on the equator. Some 
form of slight orbit phase adjustment plus station-keeping may prevent collision but it should 
be noted that a very large interference avoidance/coordination task will result unless the 
proximate satellites are allocated completely orthogonal sets of radio resources.
The WEST [27] hybrid broadband system, which comprises both geostationary and MEO 
non-geostationary satellites has specified a constellation of 9 satellites based on the JOCOS 
design for its non-GEO space segment, these satellites do not give full global coverage but are 
intended to augment the coverage of several geostationary satellites which will serve the 
world’s major market locations.
2.2.8.3 Ellipse
The Ellipso system [70] divides its global coverage into two zones, each served primarily by 
its own constellation of satellites. The Ellipso system uses two complementary and 
coordinated constellations of satellites, Ellipso-Borealis, composed of two inclined orbital 
planes of 5 satellites each, and Ellipso-Concordia an equatorial circular orbital plane of 6 
satellites. Figure 2-11 illustrates the three orbits together comprising the Ellipso constellation.
The Ellipso-Borealis subconstellation provides coverage of the northern temperate latitudes. 
This subconstellation uses 10 satellites in elliptical orbits in two planes. Borealis orbits are
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inclined at 116.5 degrees in order to prevent movement of the apogee around the orbital path. 
They have apogees of 7,846 kilometers, perigees of around 520 kilometers, and a three-hour 
orbital period. The apogees are near the northern extremity of the orbits.
The Ellipso-Concordia Constellation provides corresponding coverage to the tropical and 
southern latitudes. These satellites need not provide high capacity at high latitudes, since there 
is very little land in the Southern Hemisphere at high latitudes, and northern high latitudes are 
already covered by Ellipso-Borealis. An initial complement of six Concordia satellites will be 
deployed in a circular equatorial orbit at an altitude of 8,040 kilometers.
Figure 2-11 - Ellipso orbit planes
2.3 Summary
This chapter has introduced some of the basic concepts and terminology which are used when 
describing satellite orbits and designing satellite constellations.
The two-body scenario describes the movement of a small artificial satellite when in orbit 
around the Earth, without reference to the influence of other bodies and can be used to predict 
the behaviour of satellites in the short term. A satellite constellation is the deployment of a 
network of such satellites which ensures coverage over a large part of the surface of the Earth 
such that many users can be provided with particular telecommunications services. For a 
global telephony system all parts of the service area must be covered (or have connectivity) at 
all times and several approaches to the design of satellite constellations have arisen, which 
have been outlined here. Each design approach leads to a particular set of coverage 
characteristics which, when allied with a service profile, a ground network and radio interface 
characteristics go to describe the system. Several systems are either in service or are proposed 
and some of them have been described in detail here.
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Restrictions on the possible design of S-PCNs range from physical restrictions, such as the in- 
orbit radiation environment and altitude (higher altitude requires more powerful launch 
systems) and financial (satellites and ground networks are very expensive) and the objective 
of this chapter has been to introduce these considerations to the reader.
The rest of this thesis will focus on the operation of non-GEO systems.
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Chapter 3. Modelling Spotbeams
3.1 Spotbeam Coverage Design
The size of the coverage area, ox footprint, of a satellite depends on the half-power beamwidth 
{HPBW) of the antennas that are deployed, together with the altitude of the satellite. A small 
hom antenna can provide maximum possible coverage from a geostationary satellite, 
approximately one third of the Earth’s surface, whereas a large dish antenna can provide a 
tighter, higher gain coverage which may be focused on a single area of the Earth. More recent 
geostationary systems use shaped beams which can cover well defined fixed areas of the globe 
for example a country or a group of selected countries. Non-GEO systems using multiple 
satellites for contiguous coverage cannot use such beams because the geographic area which 
each satellite serves changes with time.
Two approaches to non-GEO satellite coverage have emerged in both existing and proposed 
systems and they are satellite-fixed coverage or Earth-fixed coverage. The first approach 
simply comprises an array of spotbeams, which may have different beamwidths and gains, 
which are arranged within the total satellite coverage arc such that their protection onto the 
Earth’s surface is contiguous within the satellite footprint. The second approach defines a set 
of areas or cells on the Earth’s surface and causes the spotbeams of the satellite passing over 
the area to be fixed on those area throughout the period of connectivity, so the beams are
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swept in the opposite direction to the satellite’s velocity. This technique requires the use of 
phased airay techniques whereas the first technique can use either phased arrays or fixed 
parabolic dishes. The advantage of phased anays over dish technology is flexibility, but at the 
cost of gain and increased complexity. The main aim of the Earth-fixed beam technique is to 
present user terminals with a tenestrial-like coverage, the spotbeams, or satellite-cells, are 
static with respect to users and therefore the mobility management task is similar to terrestrial 
systems. Furthermore, radio resource management (RRM), which involves the allocation of 
radio spectrum or channels to each cell, can be done on a geographic basis, as in tenestrial 
systems. Also, inter-spotbeam handover is eliminated, as a single beam can illuminate a 
particular area for the whole connectivity period. The diawback of this technique is that the 
satellites must have extra functionality and complexity while the inter-satellite handover task 
involves a whole group of users simultaneously as a cell is totally switched between satellites.
This report is concerned with the satellite-fixed technique ,because it is this technique which 
throws up chaiacteristics peculiar to satellite systems, whereas the latter technique, from a 
coverage point of view, can be modelled almost as a tenestrial system. Furthermore, this 
report is not primarily concerned with the technology required on-board the satellite to 
produce spotbeams, but is concerned only with the gain, shape, size and anangement of the 
resulting beams.
When considering the coverage of spotbeams it is the gain profile of each beam which can be 
used to detennine the connectivity of each beam. A user terminal is considered to be served by 
a particulai' spotbeam if it is positioned inside the gain region which is within 3dB of the 
maximum at boresight. The 3-dB points of adjacent spotbeams aie aiTanged to coincide so 
that the gain offered to user terminals never falls below a minimum, i.e. contiguous coverage 
above the 3-dB point. The shape of the spotbeam projected onto the surface of the Earth 
greatly affects the RRM task (i.e. channel allocation), the call maintenance task (i.e. handover) 
and the network management task (i.e. mobility management). The following sections discuss 
the gain profiles and airangement of spotbeam anay models and also some of the spotbeam 
aiTangements proposed by S-PCN systems.
3.2 Spotbeam Gain Profiie Modei
A  model of an antenna gain profile is shown in the Figure 3-1 below, it comprises of a 
sinusoidal main lobe and several si de-lobes which have a rectified sine function profile. The
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main lobe is a sinusoid has maximum gain G,„ax dB at the boresight, which is in the direction 
of the z-axis. The isolation between the main lobe and the sidelobes must be kept above a 
maximum, labelled I dB in this diagram. The 3-dB point on the diagram is illustrated and the 
coverage zone which describes the area of spotbeam between the 3-dB points is shaded. The 
basic gain profile model is illustrated in the x-y plane only and for a global beam or an Earth- 
distorted beam (discussed in a later section) we can assume that the gain is symmetrical in all 
3-dimensions about the z-axis. For shaped beams the gain profile is manipulated in 3- 
dimensions in order to project a desired shape onto the surface of the Earth, this practice is 
discussed in a later section.
G d B - -
/dB
G - 3  dB—
- a °  0° a°
Figure 3-1 - Spotbeam gain model with sidelobe isolation illustrated
3.3 Honeycomb Antenna Array Model
The footprint of each satellite is made up of several spotbeams arranged such that any user 
terminal within the footprint is subject to a minimum satellite antenna gain of Gmax-'i dB. The 
shape of the spotbeam projections determines the arrangement and number of spotbeams 
required to fulfil that requirement. In this study the honeycomb spotbeam arrangement was 
adopted because it fills the satellite footprint with a minimum number of circular spotbeams. 
This arrangement is similar to the classic terrestrial cellular structure which is constructed 
from circles centred on regular hexagons, placed such that each hexagon is enclosed by six 
others. The difference with the satellite system is that the array of beams is bounded by the 
limits of the satellite footprint. The model resembles a series of tiers surrounding a central 
beam and the number of beams in the array Nbeanis can be calculated with the following simple 
equation:
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, 6t{t + ï) (3.1)
^ beams “  ^  +  2
where t is the number of suiTounding tiers.
Two possible configurations of the model are discussed below, the first involves the direct 
projection of unshaped symmetrical beams onto the Earth and the second beams shaped to 
compensate for the distortion of the spherical Earth. The second approach is the simpler to 
model and is therefore attractive to system modellers as well as being a good approach to 
limiting inter-satellite interference.
3.4 Earth-Distorted Spotbeams
As mentioned above, Earth-distorted spotbeams are conical when first projected by the 
satellite antenna aixay. Their projection onto the Eaith’s sphere causes the projected area to 
become ovoid in shape, an effect which increases with displacement from the satellite-Earth 
centre axis. This objective of this section is to illustrate the effect that this approach could 
have on the interference between satellites by modelling the projected areas.
Each spotbeam is modelled as a circle in the plane ABCD using a Caitesian-like 
representation of the centre of each spotbeam and the HPBW a. The origin of the reference 
plane (A) is situated on a line which connects the satellite and the centre of the Eai’th, a unit 
distance from the satellite. The notation for modelling the positions of the spotbeam centres 
with respect to the point A, are illustrated below in Figure 3-2. In this representation the 
spotbeam numbered 0 (zero) is the central spotbeam. The position of the centre of each beam 
is represented by the two values (a,b) which although seemingly Cartesian, will be shown to 
be angular in nature in the following section. The position of the centres of each spotbeam are 
defined by the honeycomb structure as discussed above.
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beamy j
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centre
beam beam X
Figure 3-2 - Circular spotbeams represented in the plane A B C D
Figure 3-3 below shows the (a,b) values which define the spotbeams: a and b are polar co­
ordinate angles measured at the satellite node which may describe any point on the ABCD 
plane. This is possible because the ABCD plane is defined as being 1 unit away from the 
satellite in the direction of the Earth. The plane is always normal to the satellite-Earth centre 
axis (line OA).
su b -sa te llite  
point y/
tan(b)
O <■ >tan(a)
Figure 3-3 - Points projected from the satellite O  through A B C D  to the Earth
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The following equations illustrate the mathematical steps taken to project the point C from 
the satellite at O represented by the (a,b) angles onto the Earth’s surface.
step 1; {a, b )^ (0 , (p)
6 = tan“  ^V tan^ a + tan^ b
If a is +ve:
else if a is -ve and b is -t-ve:
0 = + 
else if both a and b are -ve:
«> = ® /2  + tan-‘{‘“ '^ an a}
Step 2 ; {6, if)
P = ^  - 6 -  cos"’ j —^ — sin 
r\ = n l 'l - ( f )
step 3 : (A if) ->(4, Eg)
4  = sin {sin(L„, ) cos(/?) + cos( L„, ) sin{j3) cos(?;)}
If a is +ve:
h = L  + nos-, [cos(^)-sm(z,.„,)sin(L,) cos(l„ ,) cos(z,,)
else:
■ifcos(/?)-sin(L ,„)sin(4) 
1  c o s ( 4 , , ) c o s ( l J
(3.2)
(3.3)
(3.4)
(3.5)
(3.6)
(3.7)
(3.8)
(3.9)
(3.10)
where: Re is the radius of the Earth (6378 km) 
h is the altitude of the satellite (km)
6 and (p are intermediate angles measured from the satellite node 
P  is the geocentric angle between the projected point and the sub-satellite point 
rj is the azimuth of the projected point w.r.t. due North from the sub-satellite point 
Le is the latitude of the projected point
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le is the longitude of the projected point 
Lsai is the latitude of the sub-satellite point 
/vfl, is the longitude of the sub-satellite point
The model outlined above was used to project a 37-beam (3-tier) airay onto a projection of the 
Earth to illustrate the effect of the distortion due to the spherical shape of the Earth. The 
diagram below shows the resulting ovoid distortion which increases with the spotbeams’ 
displacement from the sub-satellite point. The large circle in the diagram is the locus of points 
at the 28.5° minimum elevation angle and is included to illustrate that the beams must extend 
beyond the nominal limit of the satellite’s so that contiguous coverage above the 3-dB 
point is achieved within the desired area.
w o I
m a
Figure 3-4 - 37 Earth-distorted spotheams from a single MEO satellite
Using unshaped spotbeams it can be seen that the resulting coverage of the spotbeam array is 
greater than that which is defined by the minimum elevation angle and this will result in a 
greater interference level between adjacent satellites. The above scenario has a minimum 
elevation angle of 28.5° whereas initial S-PCN systems have specified lower values for Smin 
which would mean a far greater distortion to the outermost beams. It would be possible to 
decrease the beamwidth of the outer spotbeams in order to reduce the size of the resultant 
projections but this would also cause gaps between beams in the outer tiers if the same array 
structures were used, an increase in the number of beams in the outer tiers will fill the gaps 
but this means an increase in satellite complexity and mass.
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3.4.1 Shaped Circular Beam Projections
This section investigates the simpler models which result from the implementation of shaped 
beams which project circular areas onto the Earth’s surface. The gain shaping which is 
required at the satellite to achieve the desired property at the Earth’s surface is also presented.
In order to reduce the distortion of the Earth’s surface, the gain profile of the spotbeams 
produced at the satellite could be manipulated (or shaped) such that the resultant projection of 
the main lobe becomes a circle. The shape of each beam’s gain profile at the satellite will 
depend on its position within the array and the tier in which it is placed.
Once the circular beam footprint area is achieved it can be modelled simply using just the 
beam’s projected centre (latitude, longitude) and a simple geocentric angle. All projected 
spotbeams have the same dimensions. It is this property which makes this model attractive 
and this is why it has been adopted in this study.
3.4.1.1 Calculating Spotbeam Radius Using Satellite Minimum Elevation Angle
It has been stated earlier that each projected spotbeam in this model has the same geocentric 
radius, so to calculate the radius, which will be designated 4«a.v, the dimensions of the 
spotbeam anay stmcture must be related to the geocentric radius of the satellite footprint as 
determined by
In order to ensure that there is contiguous coverage of the Earth’s surface by adjacent satellites 
the shaped spotbeams must cover the satellite footprint without gaps. As the honeycomb 
spotbeam structure does not fit perfectly into a circular footprint, there will be some spill of 
coverage outside the main circle, it is the extent of this spill which determines the spotbeam 
dimensions as illustrated in Figure 3-5 below:
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max
2.5 ,^max
Figure 3-5 - Relationship between spotbeam dimensions and sateUite footprint geocentric angle
In the Figure 3-5(a) it can be seen that the outer edge of the footprint boundary coincides with 
the innermost nodes on the honeycomb structure (e.g. point C), so no gaps in coverage will 
occur if the spotbeam radii are the same as fimax- Figure 3-5(b) illustrates the relationship 
between the hexagon and the spotbeam geocentric radius Pmax^
The position of the inner honeycomb point depends on the number of tiers in the structure so 
the geometric relationship between the geocentric footprint radius P  and the hexagon 
dimensions Pmax and pmin can only be determined manually. The sides of the triangle ABC in 
Figure 3-5(c) make up a spherical triangle on the Earth’s surface. The dimensions of each side 
of the triangle are determined with reference to Figure 3-5 (a) and (b). Using a well known 
relationship between sides of a right-spherical triangle we obtain the following expression:
(3.11)/S = cos-‘(cos3K^„ -cos25 /?^)
butThis expression requires a lengthy derivation to find the closed form solution for R, 
using numerical methods a quick solution can be found.
It was found that the ratio of the value of pmax varies in a non-linear fashion with the minimum 
elevation angle of the system, assuming constant satellite altitude. The results using a satellite 
with altitude of 10,350 km for a minimum elevation angle varied from 0° to 90° are presented 
in the graph below.
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Figure 3-6 - Variation of spotbeam dimensions with minimum elevation angle
The equivalent shaped 37-spotbeam (3-tier) arrangement is illustrated in the Figure 3-7 (a) 
below. It can be seen that overlap beyond the minimum elevation limit still occurs, in order to 
maintain contiguous coverage, but the level of encroachment outside the footprint is lower 
compared with the unshaped approach.
Figure 3-7 - 37 circular spotbeams from a single MEO satellite
NB. The apparent increase in spotbeam size on the extreme latitude outer tier is due to the 
projection of the Earth, which becomes more distorted with increasing latitude, in reality all of 
the beams will be the same size as the centre beam, by definition.
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3.5 Gain Shaping On-Board the Satellite
In order that the above circular projections can be realised, the gain of all spotbeams (except 
the centre spotbeam) must be shaped to pre-compensate for the curvature of the earth. We can 
predict the shape of the gain by taking the circles on the earth’s surface produced by the model 
described above and relate the gain contours back to the ABCD plane as shown in Figure 3-3. 
Firstly, an individual spotbeam is selected from a system scenario to illustrate the implication 
of the position of the beam within the array. In the diagram below the shaded spotbeam on the 
outer tier of a 19-beam (2-tier) array is selected, the satellite has an altitude of 13,900 km and 
the minimum elevation angle specified in this case is 20°.
Figure 3-8 - Spotbeam 11 displacement from sub-satellite point (shaded)
Within this spotbeam the user terminal is subjected to a sinusoidal gain variation which is 
maximum at the exact centre of the spotbeam, and drops to 3dB below maximum at the edge. 
The following diagrams illustrate firstly the gain contour as experienced on the Earth and 
secondly the shaped gain contour required for such a projection at the plane ABCD.
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Longitude (deg)
(a) - Circular spotbeam iso-gain levels as projected onto the Earth’s surface
17
16
15
14
13
12
11
10
9 4 10 11 12 13 145 6 7 8 9
a-d im ension
(b) - Spotbeam main-lobe gain shape requirement in A B C D  plane 
Figure 3-9 - (a) Intended projected spotbeam footprint and (b) required shaping at the satellite
From Figure 3-9(b) it can be seen that the gain contours become closer with increasing 
displacement from the origin of the ABCD plane (see Figure 3-3), this corresponds with the 
curvature of the Earth which increasingly distorts the beams with angular displacement from 
the sub-satellite point. The a and b dimensions have no real units but in fact represent angles 
projected from the satellite through the ABCD plane. Further spotbeam shaping may be 
employed in order to compensate for the extra signal attenuation due to the increasing path
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length and atmospheric path length but this is not covered here. The mathematical steps 
followed to determine the shaping required in the ABCD plane are included in Appendix A.
3.6 Spotbeam Designs in S-PCN Systems
3.6.1 Globalstar Spotbeams
Figure 3-10 below illustrates the 16-spotbeam arrangement implemented by the Globalstar 
system [7]. This design does not follow the hexagonal structure as adopted in this report 
although the 19-spotbeam hexagonal arrangement is considered a good approximation when 
modelling system characteristics such as inter-spotbeam handover and Doppler variation 
between spotbeams.
The diagram below is modelled on the Globalstar S-band transmit antenna pattern, the L-band 
receive antenna pattern is different altogether although it is not considered relevant for 
illustration here and can be found in [7]. The angles shown in the diagram are the angles 
measured at the satellite, illustrated as a  in Figure 2-5.
a =  53.7deg
a =  18.0 deg
cc = 36.0deg
Figure 3-10 - Globalstar proposed S-band transmit antenna pattern
3.6.2 Iridium Spotbeams
The Iridium spotbeam structure is a variation of the classic honeycomb structure with a set of 
three spotbeams forming the core set of beams with three outer tiers surrounding. The precise 
reason for this choice of structure is unknown.
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NB. Reproduced 
from [5]
Figure 3-11 - Iridium projected coverage areas
3.6.3 ICO Spotbeams
Figure 3-12 illustrates the 163-spotbeam antenna arrangement proposed for the ICO system 
[8]. This arrangement follows the hexagonal model except that the furthest beams in the outer 
tier are omitted from the array, this is presumably to reduce the inter-satellite interference 
level. Also, the outer beams are projected at an angle very close to a tangent to the Earth’s 
surface, as the ICO system is specified to serve users down to 6 „^>,=10° and so either Earth 
surface distortion will be high or alternatively the requirement for beam shaping will be 
difficult to meet at such low elevations. Satellite diversity in this system will ensure that gaps 
in coverage do not occur despite the omission.
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Figure 3-12 - ICO 163-spotbeams: 169-spotbeam honeycomb structure with extreme spotbeams omitted
3.7 Summary and Conclusions
The Introduction to this thesis has discussed the reasons why spotbeams are have been 
implemented on-board satellites in S-PCN systems. This chapter has outlined the approach to 
modelling spotbeams which has been adopted in this study. Two decisions have been made 
regarding the modelling of spotbeams for the remainder of this study, firstly the shaped 
approach to spotbeam projections is regarded as the most attractive because of the simplicity 
of modelling and also because of the likelihood that system designers will incorporate beam 
shaping into their designs through the use of phased array techniques in order to reduce inter- 
satellite and inter-spotbeam interference. Secondly the honeycomb spotbeam model, based 
upon the classic model of terrestrial cellular coverage approach has been adopted for the 
satellite spotbeam arrangement model. This model is flexible as it allows for a variation of the 
number of beams by the variation of the number of tiers arranged around the centre beam. 
Although only ICO of the S-PCN systems has adopted this model although it has been shown 
that variations of this model are similar to other arrangements chosen by some systems.
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Chapter 4. Ground Segment and 
Controlling Gateways
4.1 Introduction
At an early stage in this study an investigation into the efficient distribution of ground 
segment locations for a proposed MEO satellite system was peifoimed. The study had two 
objectives which were firstly to identify the smallest ground segment (i.e. number of fixed 
Earth station locations) which could offer full connectivity to the constellation and secondly to 
devise an algorithm which would determine the priority of fixed Earth station (FES) locations 
for controlling the satellites in the event that satellites had connectivity with more than one 
FES location. The occasion of multiple FES connectivity was made more frequent by the 
addition of further FES locations to the minimal network in order to provide FES diversity 
which would be required in the event of a regional emergency which would render one of the 
locations inoperative for some time.
4.2 Basic Principles of Non-GEO System Ground Networks
S-PCN systems must aim for quality of service (QoS) levels which are comparable to 
terrestrial PCN systems requiring for a high system availability and a low call dropping rate. 
As well as affecting the user-satellite radio channel, the movement of non-GEO satellites
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affects the quality of links between satellite and ground network. Non-GEO ground stations 
must provide continuous connectivity between the satellites and the network such that call 
connections can be completed, unlike tenestrial networks where connectivity is guaranteed 
once it has been established.
Several strategies have been determined by S-PCN and other non-GEO system designers to 
ensure satellite connectivity and these will be outlined briefly in later sections.
The ground segment of a satellite communications system must carry out a number of 
functions, some of which are listed below:
• provide connectivity between satellites and the network for call completion
• satellite orbit maintenance
• satellite health monitoring and maintenance
• user mobility and security related data transfer
• provide a gateway into other telecommunications networks
• call maintenance functions (RRM, handover etc.)
The first function by definition requires permanent connectivity between the ground segment 
and every satellite in the constellation, QoS and revenues from traffic will be reduced if this is 
not provided. Permanent connectivity is desirable in the second and third functions, orbit and 
satellite health maintenance, because the satellite operators should be able to manoeuvre or 
reconfigure the satellites at all times in case of emergency.
In the one particular S-PCN network [7] FES sites ai*e operated only as local gateways and are 
therefore not connected by a dedicated global network. On the one hand the satellites in this 
network do not require continuous real-time radio interference management so for this point 
this is not critical although the orbit and health maintenance functions cannot be perfoimed at 
all times, only when satellites have connectivity with those FES sites with the appropriate 
functionality.
Many factors can affect the design of the ground segment, paiticularly the location and 
functionality of the FESs, and these include the altitude and inclination of the satellites, the 
implementation of ISLs and, less obviously, the nature of the required interference co­
ordination between satellites. The following sections outline some of the approaches taken by 
actual system operators in designing their GS networks.
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4.3 LEO System FES Locations
Two separate approaches to the provision of connectivity between satellites and FESs are 
taken by the S-PCN operators Iridium [5] and Globalstar [7].
4.3.1 Iridium Ground Segment
The Iiidium approach uses inter-satellite links (ISLs) to route traffic from each satellite down 
to one of twelve gateways distributed around the world in the following locations:
Beijing, China Jeddah Moscow, Russia Tempe, Arizona, USA
Rome, Italy Hawaii, USA Rio de Janeiro, Brazil Nagano,Japan
Mumbai, India Taipei, Taiwan Seoul, South Korea Bangkok, Thailand
Table 4-1 - Iridium  FES locations
In addition to these gateways the Iridium network has a Satellite and Network Operations 
Centre in northern Virginia, USA. There are also three telemetry tracking and control centres 
(TT&C) which are based in the USA, Hawaii and Canada.
It can immediately be seen that without ISLs the whole Iridium constellation would not be 
able to directly communicate with such a small ground network. Five of the locations are 
closely situated (Japan, Thailand, Beijing, South Korea and Taiwan), for market and political 
reasons, so the remaining seven locations must serve the rest of the globe. There will be 
several large areas of the world without a nearby Iridium FES, there are non in Africa for 
example.
It can be concluded that one of the major advantages of Iridium’s approach is the ability to 
reduce the number of FES sites required to connect satellites to the network. In theory, with 
unlimited satellite power and ISL data rates only a single FES would be required to provide 
connectivity to the whole constellation, as it would be possible to route the traffic through the 
space segment to a satellite which was in direct connectivity with the FES. Obviously power 
and data rates are restricted in all systems rendering this solution impractical, but an additional 
reason why such an approach would not be adopted is that it would increase the mean latency 
of the system thereby removing one of the distinct advantages of LEO constellations.
The second major advantage of Iridium’s ISL approach is the ability to provide connectivity to 
LEO satellites which are over maritime (ocean) areas or other areas with harsh environments, 
such as deserts and the polar ice caps, providing true global coverage.
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The major disadvantage of such a system approach is the requirement for advanced routing 
and processing capabilities on-board the satellite which increases the cost and mass of each 
satellite.
Finally, this system approach allows the satellite operators to route much of the traffic within 
their own network thereby increasing the revenue associated with the call which can be 
retained by them which would otherwise go to tenestrial networks.
4.3.2 Globalstar Ground Segment
The Globalstar system has approached the problem from an entirely different perspective. 
Satellites in this system are ‘bent-pipe’ with no ISLs and no on-boaid signal processing. As a 
result the traffic must be grounded within the satellite footprint. It follows that with this 
approach a large number of FESs must be built across the globe to ensure that satellites will 
always have connectivity, and it has been estimated that the number of stations which will be 
required to fulfil Globalstar’s corporate plan will be approximately 60. In the Globalstar 
system each FES is financed and managed by local operators, and so many countries will be 
encouraged to operate their own FES which will act as a gateway into the local tenestrial 
networks.
All Globalstar satellites have the capability to transmit to multiple FESs provided that they are 
within the instantaneous footprint of the satellite. This does not require multiple downlink 
antenna anays or on-board routing because the separ ation of the signals destined for particular 
FES sites is done on the ground by those FESs involved. This solution provides a form of 
routing by multiplexing which can allow traffic to be handled by the appropriate FES location 
thereby reducing the terrestrial tail or alternatively allowing for competition within the system.
In addition, the Globalstar ground segment has entities called the Ground Operations Control 
Centres (GOCC) which have the task for planning and allocating the utilisation of satellites by 
gateways although these sites do not have constant connectivity with all satellites.
The Globalstar approach to satellite connectivity would not be possible if some form of real­
time co-ordination were to be required between adjacent satellites, in the case that radio co­
ordination was required there would have to be some dedicated signalling links between 
ground stations in the event that they do not have mutual connectivity with a single satellite.
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The absence of a requirement for radio co-ordination in Globalstar is due to its use of 
wideband CDMA in the air interface. In CDMA enough orthogonal codes exist such that each 
satellite/FES can allocate its own set of codes to users without concern of duplication by other 
adjacent satellite/FES combinations. The restriction on the use of such codes is related to the 
total traffic which is being earned through the air interface, because all users on the same 
earner cause multiple access interference (MAI) and there will be an upper limit to the 
tolerable MAI [30].
This approach encourages the involvement of local operators as they will have access to some 
of the revenues generated locally in the system as the satellite calls enter the terrestrial 
networks at the eai'liest possible point, furthermore local governments can have access to the 
calls for national security reasons which is a large concern of governments which can see the 
Iiidium system totally bypassing their tenestrial networks. There is no globally connected 
network of Globalstai' FESs and therefore a call between two Globalstar satellite units could 
not be earned purely within the Globalstar network.
This solution is suited to the requirement for establishing a laige ground network and is also 
suited to this particular constellation type as there are a large number of satellites with sub­
continental coverage. One disadvantage of this piecemeal approach to FES construction is that 
many areas of the globe could be without service if a local operator is not persuaded to build 
an FES in time for the satellite network deployment. In addition there is no practical way that 
large oceans can be served by this system although the argument exists that maiitime areas 
provide a low source of traffic for S-PCN systems.
4.4 MEO System FES Locations
Medium eaith orbit (MEO) satellite communication systems designers have slightly different 
considerations when designing the ground segment, increased satellite altitude is the main 
reason for the differences. MEO satellites have the capability for continental coverage due to 
their altitude and it could therefore be assumed that one FES location per continent/major land 
mass aiea will suffice for a MEO satellite system, assuming that each FES site has the 
capability of servicing multiple satellites. This assumption accounts for the inegular 
distribution of land mass around the globe.
FES Redundancy. One consideration in the design of MEO FES networks is the number of 
satellites in the constellation. MEO systems have less satellites in each constellation so it
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follows that each satellite carries a relatively greater proportion of the system traffic and 
capacity. If a single ground station were somehow to fail then a proportion of the system 
capacity would be lost for the duration of the failure unless there was some level of 
redundancy in the ground segment. So for a system designer to be confident in the reliability 
of the network they must ensure that a satellite always has two or more FES locations within 
its footprint, thereby increasing the number of stations required.
Surrounding Infrastructure. The telecommunications infrastructure existing around the 
location of MEO system FESs is as important as that for LEO systems although it is noted that 
MEO systems have not specified the use of ISLs to the same degree as LEOs with the 
exception of Hughes Spaceway NGSO [26]. Bearing this in mind it is expected that MEO 
FESs will require dedicated or reliable terrestrial high data rate inter-FES signalling 
infrastructure in order to exchange database and radio resource management information. 
Within all of the continents there are some countries and locations which conform to this 
requirement to a greater level than others and because MEO FES sites are selected on a near­
continental scale it is possible that this consideration is more relevant here than in LEO non- 
ISL systems which must have a smaller ‘granularity’ in their distribution of sites.
4.4.1 Orbit Resonance in FES Control Sequences
An interesting characteristic of some satellite orbits is ‘resonance’, a property relating to orbit 
period and the regression of the line of nodes (also known as RAAN rotation), which enables 
satellites to follow the same sub-satellite track each day. In general if the period of one day is 
an integer multiple of a satellite’s orbit period then the satellite said to be resonant, although 
the ascending node’s rotation has an effect on this property unless it is compensated for [19].
The sequence of connectivity periods between satellites and FES sites therefore repeats every 
24 hours and any control functions which relate to these periods can be predicted for the 
future and optimised over the 24 hour period. Systems which use non-resonant satellite orbits 
must either require no inter-satellite co-ordination or must have the ability to perform real­
time global resource management and optimisation.
The property is illustrated in Figure 4-1 by the ‘wrap-aimnd’ effect of the connectivity 
sequences. Those connectivity periods which cross the 24 hour boundary can be seen to begin 
again at the zero hour point, showing that the satellite reappeai'S over the same point every 24 
hours.
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The set of orbit altitudes which have the property of resonance and which are useful to 
satellite communications networks is limited due to the existence of the Van Allen radiation 
belts and the latency limitations applicable to real-time telecommunication applications.
Only two LEO systems ([19] and [25]) have been proposed with this property, they have 
similar orbit parameters with a period of approximately 2 hours (altitude = 1,666 km).
In addition to the systems described above, some other MEO systems have proposed using the
6-hour resonant orbit [26]. Two proposals exist for the 8-hour resonant orbit which has an 
altitude of approximately 13,990 km [22], [27].
4.4.2 ICO Ground Segment
The ICO system has specified 12 locations for the ICONET EES network [8]. Fixed eaith 
stations in ICONET are called satellite access nodes (SAN). The following countries or sites 
have been chosen for the SANs
1. Hai tebeesthoek, South Africa* 25-=^55 28 lOE 7. Dende, Brazil 22 54S 43 14W
2. Chattarpur, India* 28 36N 7 7 12E 8. Tulancingo, Mexico 20 05N 98 22W
3. Brewster (WA), USA* UP'JfZiy 9. Dubai, UAE 25 JSN 55 I8E
4. Usingen, Germany* 50 20N 8 32E 10. China** 59 5 5 N 116 25E
5. Longovilo, Chile* 33 57S 71 25W 11. Chonan, South Korea 37 3 3 N 126 58E
6. Ningi, Australia* 27 28 S 153 02 E 12. Indonesia**** 6 lOS 106 48E
* - these SANs have TT&C capability ** - site location unknown: used Beijing 
*** - site location unknown used Seoul **** - site location unknown used Jakarta 
Table 4-2 - ICO Satellite Access Node locations
All of these sites will be permanently linked through high speed terrestrial links, together with 
a Satellite Operations Centre in Uxbridge, UK and a Network Management Centre in Tokyo.
Figure 4-1 below illustrates the connectivity periods between one of the ICO satellites and the 
12 SANs. The resolution of the simulation which was used to produce this analysis was 5 
seconds.
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Time (hours)
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Figure 4-1 - Connectivity periods between a single ICO satellite and ICONET
The diagram shows the connectivity periods experienced by a single ICO satellite with the 
ICONET sites as listed in Table 4-2 above, to a minimum elevation angle of 5°. This data was 
generated with the SPOC+ program. The ICO model used as an input to the program is listed 
in Appendix B.
It can be seen that ICONET provides the constellation with total connectivity over the 24-hour 
period, as would be expected. The three periods highlighted (a, b, c) illustrate times when the 
SAN diversity offered to the satellite is only 1, at these times the satellite has only one SAN 
within its 5° footprint at that time. The significance of this fact is that if the particular SAN 
which the satellite could ‘see’ were to be disabled for some reason then the satellite could not 
complete the radio links for the users that are using the satellite, the satellite itself will be out 
of action for that period. By observation we can see that the actual magnitude of the single 
SAN period is a maximum at point a, approximately 0.75 hours. Two of the periods of single 
SAN visibility occur when the satellite moves from SAN 12, through 11. It is the SAN in 
Indonesia which has least redundant cover from the other SANS. The other period of single 
visibility concerns the SAN in South Africa. These periods occur for all other satellites in the 
constellation at other times and with varying durations.
This particular characteristic may not be entirely critical for ICO as there is a large level of 
satellite diversity to users and it can be expected that while a particular satellite is 
unconnected with the network the traffic which it could be carrying may be carried by other 
satellites with do have network connectivity. This situation though will result in a temporary 
reduction in capacity an associated increase in blocked or dropped calls which implies a lower 
QoS.
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It should be noted that this connectivity sequence applies to the particular ICO model used in 
this study, an adjustment in the RAANs or phasing of the constellation will give a different 
sequence although it will retain approximately the same coverage statistics to users.
4.4.3 Fixed Earth Station Network for MAGSS-14
Cullen [28] proposed that a small network of FES sites, designated Primai'y Earth Station 
Controllers (PES/c), could be established for the proposed ESA MAGSS-14 system [20] 
which would possess database and call setup functionalities, whereas a larger set of sites 
would possess only gateway functionalities and would compete to carry traffic. A study was 
performed [24] where the objective was to determine the minimum number of PES/cs 
required to perform the tasks listed above without a break in connectivity. The MAGSS-14 
system, based on Ballard’s 14-satellite 7-plane rosette design, was one of the first MEO 
proposals whose technical details were freely available. The system was never realised but it 
is certain that both ICO and Odyssey’s system designs were influenced by the early work done 
at ESA.
The similarity of the results of this study and the ICO ground segment network ICONET, two 
projects undertaken entirely separately, can be seen to illustrate the common ground shared by 
the system designs.
In the first stage of this study three main criteria were considered when establishing the 
location of a FES:
• the FES should be land-based,
• the FES should be located near a major city,
« the location should be coastal to facilitate the implementation of trans-oceanic links 
and minimised terrestrial link distances
It is expected that more factors will be considered during the design of an actual network of 
FES locations, for example, the political stability of the location, the strength of local 
economy and the regional weather conditions although these considerations were beyond the 
scope of this study.
A network of six FES sites was designed heuristically by choosing locations for FESs that 
were regularly distributed around the globe, the suitability of the whole network was 
confirmed by inspection of connectivity period data.
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The network of FES’s derived in the study is listed the table below. A graphic example of the 
connectivity periods for one satellite with all FES locations is presented in Figure 4-2 below.
FES Location Position
I. San Francisco, USA 38N 122W
2. Santiago, Chile 34S71W
3. Bilbao, Spain 42N 4E
4. Cape Town, South Africa 34S 18E
5. Hong Kong, China 22N 114E
6. Sydney, Australia 32S 152E
Table 4-3 - 6- FES network locations 
6 8 10 12 14 16 18 20 22 24
Figure 4-2 - Connectivity periods for satellite #1 with the minimum FES network
Figure 4-2 shows how one of the satellites in MAGSS-14 interacts with the minimum FES 
network throughout the 24 hour simulation period. This diagram could be used to plan the 
control sequence for this satellite throughout the resonant period, although similar diagrams 
for all 14 satellites would be needed to decide the optimum plan for the whole network. For 
example, in the above sequence, FES #1 begins as the controller and then passes control to 
FES 3 and so on. The smaller windows can usually be disregarded as control windows.
This smaller network of FES’s provides an even and efficient distribution of satellite control 
around the network. The graph below shows the control distribution which was derived with 
reference to the full satellite-FES data. A complete set of diagrams for the connectivity of 
MAGSS-14 satellites with the minimum FES network can be found in Appendix B at the end 
of this document.
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The number of control periods is distributed evenly about the network, demonstrating that the 
locations of the FES sites experience similar connectivity with the space segment. If two sites 
were located inefficiently (i.e. too close ) then their connectivity periods with a single satellite 
would overlap and their total control periods would be reduced to below the average.
4.4.4 Satellite Ground Control Network with Diversity
In a real system an FES network would need to provide redundancy to satellites in the event of 
either a regional catastrophe or severe weather conditions impairing the operation of one of 
the FES sites. The network would provide each satellite with at least two options for a down 
link to a earth station at all times, while ideally also keeping the total number of FES sites to a 
minimum. A larger FES network was designed [17] which provided the required FES 
redundancy, the results of the study are described below. The criteria set out in the previous 
section were still observed.
4.4.4.1 Redundant FES Network Location Design
The existing 6 FES sites detailed in the previous section were taken as the starting point for 
the new network. The connectivity periods between the satellites in the MAGSS-14 
constellation and the new network were simulated and the results were converted to a graphic 
format. Using inspection of the results and iteration, the locations of each FES were moved 
according to the design criteria to ensure dual earth station visibility to each satellite for the 
whole simulation period, as described above. The resulting FES network is illustrated in the 
figure and table below, the total number of FES sites arrived at was eleven.
Figure 4-4 - Eleven site FES redundant network
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1. Lisbon, Portugal : 38.0N 9.0W 1. Auckland, New Zealand ; 38.08175.0E
2. Cape Town, South Africa : 34.0S 18.0E 8. Hawaii, United States : 20.0N 155.0W
3. Nairobi, Kenya : LOS 44.0E 9. Easter Island, Chile : 25.0S IIO.OW
4. Singapore : 3.ON 104.0E 10. New York, United States : 42.0N 72.0W
5. Perth, Australia : 27.03 115.0E 11. Sao Paulo, Brazil : 24.0S 46.0W
6. Tokyo, Japan ; 37.0N 140.0E
Table 4-4 - Locations of 11-site FES network
Although it was intended that the locations of all FES sites should be near populated areas it 
can be seen that one of the FES sites is located on a remote and sparsely inhabited island 
(Easter Island, pop. approx. 2000), this location was chosen because of the limited number of 
island sites in the Eastern Pacific Ocean. In a final network design this location might be 
omitted at the expense of FES redundancy and system perfoimance in a similar' way that the 
ICONET system has allowed a small measure of single diversity.
Once again it is stressed that the design of this type of network topology depends on the 
individual criteria set by the system designers including constellation type, social, technical, 
financial and political factors. This actual network may not suit the criteria set out by any of 
the MEO system designers. Furthermore due to the iterative nature of the design process it 
may be possible that more suitable sites exist such that improved diversity is achieved, but it 
is highly likely that the minimum number of ground stations has been identified for this 
purpose given the criteria set out beforehand.
4.4.4.2 FES Control Functionality
The ground segment of the satellite network is responsible for tasks other than the provision 
of connectivity to satellites and these may include the following:
• telemetry, tracking and control
• radio resource management
• mobility management signalling
• call set-up
• call maintenance inc. handover, satellite diversity
• authentication, user profiles
Assuming limited functionality on-board the satellites we can ascribe more detailed functions 
to the FES. According to the connectivity sequence a satellite is allocated to an FES site for a 
particular control period. That site is the exclusive controller of the satellite and performs all 
of the functions associated with that satellite, for the period in which it is allocated control.
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Two scenarios can be considered, a distributed system or a centralised system. In the 
distributed system each FES site possesses the functionality of a GSM Home Location 
Register (HLR) and therefore ‘owns’ a group of users. At the same time it has a Visitor 
Location Register (VLR) which holds the details of all users, registered with other sites, which 
are cunently located within the instantaneous coverage area formed by the set of satellites 
under its control. Thus a database of all users is constructed from the two registers. If a call 
request arrives at the site for one of the users registered in the HLR the call is either put 
through to the user or forwarded to the FES site under whose control the user is currently 
placed. Similarly the FES will receive forwarded connection requests from other FES sites if 
their home users are within its cunent control area.
In the centralised scenario only one single site has HLR functionality and all sites have VLR 
functionality. This aiTangement causes an increase in signalling traffic directed at the HLR site 
but reduces the overall signalling traffic at the expense of greater average call set-up times 
[28].
4.4.4.S Control Allocation Algorithms
The control plan algorithm decides which FES site should perform call set-up and 
maintenance procedures and resource management for each satellite. The ability of an FES to 
control a satellite depends on the existence of connectivity and the length of the period 
available. If the period is long then it follows that the satellite will have reached a high 
elevation during the pass. It is assumes that FES sites are built such that local shadowing or 
occlusion between satellites and FES does not occur.
Two simple algorithms for the allocation of control of each satellite to a FES, based on 
different criteria, have been devised. The first algorithm attempts to minimise the number of 
inter-FES handovers which occur whereas the second algorithm additionally directs control 
towards sites which are presumed to possess more suitability in terms of local development 
and market size. The algorithms are described below:
4.4.4.3.1 Control Allocation Algorithm #1
The control is determined on a satellite-by-satellite basis.
• At the beginning of the resonant period (time=0 hours) the site with the longest 
connectivity period with the satellite under study is chosen as the controlling FES, if two
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periods are near equal in length the period with least overlap with the next subsequent 
largest period is chosen
• Subsequent controlling sites are those with the longest connectivity period to the satellite 
which overlap with the cunent control period. The new period’s connectivity is measured 
from the end of the cunent period
• At the end of the resonant period (time=24 hours) the controlling FES must be the same as 
that at the beginning, if a conflict exists the sequence which delivers the least number of 
handovers must be chosen
• The handover time between is the mid-point within the overlap period between two control 
connectivity periods
This control allocation algorithm utilises the largest available connectivity periods regardless 
of the status of the FES site and therefore reduces the number of inter-FES control handovers.
4.4.4.S.2 Allocation Algorithm #2
This algorithm prioritises a group of FES sites according to the existing surrounding 
telecommunications infrastmcture and the existence of a local maiicet. The 11 FES sites are 
initially split into two groups, the first consisting of advanced infrastructure countries with 
large local markets and the second consisting of the other sites. A ‘pecking order’ or rank was 
established in the second group according to presumed established infrastructure, the size of 
local population and accessibility. The composition of the two groups was as follows:
Group 1: Lisbon, Cape Town, Perth, Tokyo, Hawaii and New York (no rank)
Group 2: Sao Paulo, Singapore, Auckland, Nairobi, Easter Island (in order of rank)
This algorithm follows the first two mles as in algorithm #1 with the following rules added:
• control is always passed to a FES with higher rank
• if handover is between two sites of equal rank, the time of handover should be mid-way 
within the overlap period
• if handover is to a site with lower rank, the time of handover should be at the latest 
possible moment in the overlap period
• if handover is to a site with higher rank, the time of handover should be at the earliest 
possible moment in the overlap period
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4.4.4.4 Results
The algorithms were applied to all MAGSS-14 satellites within the constellation and control 
sequences for the entire system were defined. The diagrams below illustrate the different 
sequences arising from the application of the two algorithms to a single satellite in the 
constellation.
Figure 4-5 shows the control of a satellite allocated to FES sites in the network allocated on 
the basis of algorithm #1, there are 13 separate control periods and therefore 13 control 
handovers.
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Figure 4-5 - MAGSS-14 control sequence using algorithm #1
Figure 4-6 illustrates the satellite control sequence for the satellite allocated on the basis of 
algorithm #2. We observe that this ensures that Nairobi (5) and Easter Island (9) are employed 
as FES controllers only in the event of the failure of another FES site, this is also the case for 
all other satellites in the constellation. The resulting increase in total number of control 
periods and associated inter-FES handovers for this satellite is 3, from 13 to 16. For the whole 
constellation the number of inter-FES handovers in the resonant period has increased from 
188 to 225.
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Time (hours)
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NB. Bold italic numbers represent FES sites in the first group. Lightly shaded control periods are with group two 
FES sites.
Figure 4-6 - MAGSS-14 control sequence using algorithm #2
The first control allocation algorithm results in a minimum number of inter-FES handovers by 
utilising the longest periods of connectivity between satellites and FES sites. The second 
control allocation algorithm results in a greater number of inter-FES control handovers but the 
traffic and signalling load is directed through FES sites which are closer to the intended 
markets and population centres. Some FES sites are relegated to backup status only which are 
used only in the event of a failure of one of the main sites.
Further analysis of the results shows the control potential that might be expected for FES sites 
under both normal and extraordinary conditions. As an example. Figure 4-7 and Figure 4-8 
below show the number of satellites under the control of the Lisbon FES {number 1 in 
previous diagrams), according to algorithm #2, together with the total number of satellites 
visible at all times. The shaded connectivity periods indicate the number of satellites under 
controlled in normal circumstances, the clear columns above indicate the satellites visible to 
the FES but controlled by some other FES.
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Figure 4-7 - AU-sateilite visibility and control by Lisbon FES
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Figure 4-8 - Lisbon FES site control and visibility
The graph shows that under normal circumstances the Lisbon FES site will control up to a 
maximum of 3 satellites. If another FES with common satellite visibility to Lisbon were to 
fail, this FES could be required to control up to 5 satellites simultaneously. This result has 
implications for the amount of FES-to-satellite communications hardware that would need to 
be installed at the FES site to perform such a task.
4.4.4.5 Conclusions
The purpose of this study was to illustrate the choices that must be made by the system 
designers regarding the geographical arrangement of the global ground segment based upon 
the characteristics of the satellite constellation and the capabilities of the satellites themselves. 
We have concentrated mainly on MEO systems by evaluating the capability of the ICO
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network ICONET to serve the satellites within that system and to highlight some of the 
perceived shortcomings of that network with regard to redundancy.
A design exercise was undertaken (prior to any knowledge of either the ICO satellite 
constellation or ground network design) which attempted to specify locations for FESs within 
a GS network for ESA’s MAGSS-14 satellite constellation. Two ground segment topologies 
were designed, the first which had a minimum number of sites offering full connectivity with 
the constellation and the second which offered full connectivity plus redundancy with eleven 
sites situated around the world. In choosing those sites particular criteria were laid out which 
attempted to ensure that the sites were credible in terms of global telecommunications 
connectivity together with political and market considerations.
Once the FES site locations were established two algorithms for determining the control of the 
satellites were outlined. The first algorithm led to a minimal number of inter-FES control 
handovers and the second led to a control bias towards sites located in more advanced and 
easily accessible aieas. In this way the remotely located FES sites, necessaiy for full redundant 
connectivity, could be downgraded to the status of backup sites used only in the event of 
failure of one of the main FES sites.
The main purpose of designing the GS site location and control model is for use in later 
studies in radio resource management for MEO satellite systems. It is envisaged that a MEO 
satellite system which does not employ inter-satellite links (ISL) will need to co-ordinate 
resource utilisation between satellites controlled by sepaiate FESs. By establishing the identity 
of the controlling FES for each satellite at all times the first task in determining the signalling 
flows between FESs is completed.
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Chapter 5. Channel Co-ordination and 
Assignment
5 .1  I n tr o d u c t io n
The approach to the channel assignment problem assessment pursued in this study differs 
from that frequently encountered in the literature. Hale [31] introduces the problem in his 
early paper and outlines high level classifications of the forms of the problem, principally 
using terms of reference applicable to the UHF television interference problem. Firstly, the 
solution is sought whereby the frequency assignment is a function which assigns
each member o f  a set o f transmitters an operating frequency from a set o f 
available frequencies”.
The problem is further defined by an additional set of interference constraints and the 
requirement for spectrum usage minimisation. The problem is divided into those which are 
subject io frequency-distance (F^D) constraints and those which are just subject to frequency 
(F) constraints. In the first instance if the distance between two transmitters is less than a 
prescribed value then
'"certain combinations o f assignments to this pair are... forbidden”.
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In the second instance, a combination of assignments for a certain pair of transmitters is 
constrained only by frequency separation criteria, this scenario is listed only because the 
concept of adaptive systems taking into account variable separation distance was not generally 
widespread at the time.
The second objective of the assignment function is minimisation of radio resources used in the 
particular scenario under study. A further classification of the objective is mentioned by Hale 
in tenns of the form of the resource minimisation which he calls span and order minimisation. 
Firstly the minimum span assignment algorithm’s objective is to minimise the distance 
between the highest and lowest used frequencies in the system, whereas the minimum order 
assignment objective is to minimise the actual number of distinct frequencies used in the final 
solution. Hale notes that the minimisation of the span of the frequencies used may result in a 
reduction in the quality as far as interference is concerned as a particular channel/frequency 
may be allocated to many more transmitters than would occur in the event that this criteria is 
not applied. Thereby a concept of a trade-off between restrictive criteria is introduced along 
with the idea of non-absolute system targets such as Signal to Noise Ratio^ (SNR).
This approach to the classification of the problem reflects the scenaiio existing at the time of 
the publication of the paper (1980), that where static television transmitters are allocated a 
particular radio resource for all time dependent mainly on a separation distance evaluation 
with interference and resource usage minimisation the clear objective. The emergence of 
personal mobile cellular radio systems increases the complexity of the problem as now 
transmitters (transceivers more accurately) are mobile and the number of radio links to be 
optimised is massively increased.
An alternative approach to the channel allocation problem is made with mobile PCN based on 
the maximisation of traffic capacity under a particulai' set of circumstances which are ascribed 
to the network. Some of the restrictive criteria set out above still apply such as co-channel and 
adjacent-channel interference and minimum distance evaluation but an additional dynamic 
factor of finite time of channel usage and user mobility is overlaid. In this type of system it is 
assumed that a fixed set of resources is owned by the network which must be used most 
efficiently under the circumstances which apply. The dynamic variation of the users’ locations 
and the actual instantaneous number of users provides the network with an optimisation
 ^SNR is a measure of analogue systems, the equivalent in digital systems is carrier to interference ratio (CIR)
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problem that can operate in either the short or long term. The long term solution relates very 
closely to the UHF-TV scenario outlined above whereas the short term solution employs real­
time evaluation of all links in the system to provide an instantaneous optimised allocation.
The emergence of non-geostationary satellite personal communication networks (S-PCN) 
increases the complexity of the channel allocation problem (CAP) by the fact of the 
movement of the base station transceivers (i.e. the satellites) themselves. The subsequent 
temporal relationship between user and satellite must be evaluated continuously in the light of 
the increased dynamic of the continuously shifting network topology and consequent 
adjustment of the allocation must ensue to avoid interference scenaiios developing as the 
satellites and users move. This chapter is intended as a review of some of the proposed 
solutions for the teixestrial and satellite channel allocation problem. The later sections look at 
the development of the CAP due to the dynamic of the mobile and satellite systems together 
with an analysis of the paiticular satellite system scenaiio adopted in the rest of the report.
5 .2  T h e  O b je c t i v e  o f  R e s o u r c e  A i io c a t io n  A ig o r i th m s
The channel co-ordination and allocation task for mobile personal communications networks 
can be described in very simple terms. A mobile PCN has a limited amount of resources in the 
form of traffic-bearing radio channels, it is assume that each channel provides a user with both 
forward and reverse links. The number of users in the system is intended to be greater than the 
number of available channels and therefore some foixn of channel reuse is necessary to satisfy 
the demand. Channels cannot be reused within the network without some form of isolation 
between co-channel users, otherwise mutual interference will result.
In tenestrial systems the problem is solved by dividing the area served by a paiticular network 
into cells, whereby within each cell a transmitter/receiver site, or base station (BS), forms 
radio links with individual users within its cell area. Other cells, which aie placed a minimum 
distance A h/h away from the original cell may reuse the same channels because that distance 
has been determined to be sufficient such that the interference caused by users in the second 
cell is low enough to maintain the required quality of seiTice (QoS) in the first cell, the same 
is tme in the opposite direction. This frequency reuse task can also be teimed channel co­
ordination because the network designer co-ordinates the deployment of channels around the 
network within known restrictions. Zander [32] wrote that task of the Resource Allocation 
(RA) scheme is to find channel assignments for which the signal to interference + noise ratio
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(SIR) is large enough (exceeds the threshold yo) in as many links as possible, preferably all. 
Katzela [33] additionally says
'"Co-channel interference caused by frequency reuse is the most restraining factor 
on overall system capacity in the wireless networks, and the main idea behind 
channel assignment algorithms is to make use o f radio propagation path loss 
characteristics in order to minimise the carrier-to-interference ratio (CIR) and 
hence mcrease spectrum reuse efficiency”
The task of an RA algorithm is to maintain QoS while maximising spectrum efficiency, a 
further task is to ensure the availability of resources for new call requests and handovers 
which are active users transiting the border of two adjacent cells, thus reducing the likelihood 
of call blocking and call dropping occuixences respectively.
5 .3  C h a n n e l  R e u s e
The classic cellular model is constructed from regular hexagonal cells contiguously covering 
the service area, the overall effect is of a honeycomb structure. Channel reuse is based on the 
distance between cell centres called the reuse distance D,„in, which can be related to the 
number of orthogonal channel sets N  by the classic equation set out below:
N  =
r  D .  (5.1)min
V3Æcell J
where Rceii is the distance between the centre of the hexagon and the point joining two edges 
or alternatively, the radius of a circulai* cell whose circumference intersects the nodes on the 
hexagon’s edges. In a terrestrial system with an omni-directional antenna the circular cell 
most accurately models the coverage aiea of the cell, assuming no occlusion by any 
geographical features. The number of channel sets N  can take on a value determined by the 
relationship in the equation below:
=  (5.2)
where i and j  are integers which relate to the number of cell shifts required before the channel 
set is reused. The meaning of cell shift is illustrated in the diagram below. The values for N 
are therefore limited in the classic channel reuse model, well-known values are 3, 4 , 7, 9 and 
12 [34].
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Figure 5-1 - 3 ,4  and 7 cell reuse patterns
Figure 5-1 illustrates three, four and seven cell reuse patterns and also show the varying reuse 
distances which result from these schemes, which equate to 3Rceii, 3A6Rceii and 4.587?ce// 
respectively. The obvious trade-off between N  and A?hh is the number of channels available in 
each cell, assuming a bandwidth limited system, because increasing the value of N  leads to a 
greater division of the channel set.
The reuse distance specified by the system designer is tailored to the required QoS, which is 
defined by the minimum required Bit Error Rate (HER) in digital systems and is directly 
related to the caiiier-to-interference ratio (CIR). Considering the downlink only (user->BS), 
the CIR is simply the power of the required signal C, received at the BS, divided by the sum 
of the signal powers I  of those active co-channel users in cells where the same channel is 
reallocated. The following equation
C (5.3)cm i= K
E /,-
where K  is the number of cells in the network where the channel is reused. The signal power 
transmitted by each interférer is independent as mentioned above, because the local channel 
characteristics between user i and his local BS detemiine the instantaneous signal power. The 
position of the interfering user i with respect to the BS under consideration determines the 
path loss in the direction of the BS. The diagram and equation below illustrate this scenario.
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Figure 5-2 - Carrier to interference scenario in terrestrial networks
where Pi is the transmit power of user terminal i, Gu is the conesponding transmit antenna 
gain in the direction of the base station, L/ is the propagation loss experienced between the UT 
and the BS which is a function of the frequency, distance and the path effects such as 
shadowing and multipath. Not shown in the diagram is the gain of the BS antenna in the 
direction of the UTs, this is included in the equation below which is a general expression for 
the received power at the base station for each user.
^  (dB) = P, + G, L+Gj. {^bs-ut » ^ bs~ut )  ^ ^
where 6  and ^ aie spherical co-ordinates which describe the direction of the receiver with 
respect to the transmitter.
The equation is applicable also in the uplink. Other interference sources need to be included 
for a full analysis of the QoS of the system, including thermal noise and adjacent channel 
interference but detailed considerations of these effects aie beyond the scope of this section.
5.4 C h a n n e l  A l lo c a t io n  S c h e m e s
The section above considered the distance required between cells in the classic cellular model 
before channel reuse is permitted. This distance, once established, is usually a hard limit for 
reuse in cellulai* systems and so the next step in channel allocation is studied here which 
addresses the most efficient ways of distributing channels ai'ound the network in response to 
the instantaneous traffic demands made in each cell.
Some cells will require a greater number of allocated channels than others because the area
served by those cells has a higher mean number of active users, perhaps because the area
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covered by the cells is more densely populated, in a business district or perhaps this area is 
where people use mobile telephones more frequently (train stations, motorways etc.). It 
follows, in a network with a limited radio resources, that when more channels are allocated to 
a cell then those channels are conespondingly disqualified from use in adjacent cells, so there 
is an effect on the whole network resulting from allocation strategy in a single cell.
It is the task of the network designer to optimise the number of channels allocated to each cell 
such that the greatest capacity is achievable across the whole the network. Since the first 
deployment of mobile cellular systems several approaches to the channel allocation problem 
have been proposed and implemented. Simple static solutions have tended to reflect the 
complexity of the technology employed in the network, whereas more flexible adaptive 
solutions have appeared recently with the advent of high speed networks, digital systems and 
advanced software based real-time protocols. The following section outlines some of the 
current techniques and proposals for cellular channel allocation.
5.4.1 Fixed Channel Allocation
The earliest analogue cellular mobile systems used a technique that is now called fixed 
channel allocation (FCA). Zander [32] wrote:
''Channel allocation in early FDMA cellular radio systems operates on a long 
term basis. Based on average type statistical information regarding G (i.e. large 
scale propagation predictions) frequencies are on a more or less permanent basis 
assigned to different access ports. Such a cell plan provides a sufficient reuse 
distance between RAPs (radio access ports) providing a reasonably low 
probability o f outage (due to low SIR). Inhomogenuities in the traffic load can also 
be taken care o f by adapting the number channels in each RAP to the expected 
traffic carried by that access port. To minimise the planning effort, adaptive cell 
planning strategies (e.g. channel segregation) have been devised using long term 
measurements o f  the interference and traffic to automatically allocate channels to 
the access port.”
Early systems estimated the traffic requirement for each cell and allocated the required 
number of channels for all time. This arr angement reflects the limitations of the technology at 
the time in the field of computer networking, digital signal processing and microelectronics; 
early system were designed to relatively simple specifications and real-time resource
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management and adaptation was not possible. The GSM system, for example, makes 
provision for some dynamic change in channel allocation to cells but not for reasons of 
variable traffic load but for network maintenance. Mouly and Pautet [35] wrote that the 
decision to perfoim a frequency change comes from the operation and maintenance sub­
system due to hardware maintenance or unplanned interference occurrences.
"The frequency slots allocated to a cell may change dynamically in time, even 
though this is presumably not a very frequent event.” [35]
The classic static CA scheme which has just been outlined works well in cellular systems with 
high traffic loads across the whole system. By the term cellular it is implied that the cells have 
a lai'ge radius and consequently traffic variations in different areas within the cell will be 
‘averaged’ over the whole cell area. In microcellular systems such as PCN, and in multimedia 
traffic scenarios, fixed (or static) CA schemes require considerable design maigins to cope 
with the large variations in propagation conditions and traffic load. This requires that enough 
channels must be allocated to the cell over and above the expected mean traffic load so that 
the QoS is high in times of high traffic load, but for times when the traffic load is within 
expected mean levels those channels will remain unused, and unusable in adjacent cells, 
which themselves may be experiencing high traffic loads, and therefore they become a wasted 
resource.
5.4.2 Channel Borrowing
One variation of CA schemes involves the temporary transfer of channels between adjacent 
cells when such channels are unused in the source cell and the tai'get cell is under higher 
traffic load conditions than expected. Two basic strategies have been outlined in [33], simple 
and hybrid channel boiTowing.
5.4.2.1 Simple Channel Borrowing
In the first strategy any channel from the set assigned to a cell may be transfened to an 
adjacent cell if requested, providing that the channel does not interfere with any existing calls 
in progress. The immediate effect of this temporary reassignment is to alleviate the situation 
in the target cell, but the knock-on effect is to preclude further cells adjacent to the target cells 
from use of this channel, even though the channel may be nominally allocated to those cells.
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this effect is called ‘locking’. Examples of channel locking in 3 and 4-cell channel reuse are 
illustrated below.
(a) 3-cell reuse scenario (b) 4-cell reuse scenario
Figure 5-3 - Call blocking in channel borrowing schemes
In both scenarios above, cells with the same shading are re-use or co-channel cells. In scenario 
(a) a channel is borrowed from cell A by cell B. Before the channel was transferred, cells B to 
E were precluded from using that channel but after the transfer additional cells F, and H are 
precluded from using channel and G is precluded from borrowing it from an adjacent cell. 
Furthermore, the channel can only be initially transferred from A to 5  if it is not being used in 
F  or 77 at the time of the transfer.
In scenario (b) a channel is transferred from A to B once again, immediately we can see that 
the co-channel cells C, E  and G are precluded from reusing the channel, furthermore cells D, 
F, H  and I  also cannot borrow the channel because their distances from B are less than 
3 A 6 R c e i i  which is the minimum reuse distance for the 4-cell channel reuse scheme. In total 
seven proximate cells are affected by the temporary channel transfer, we can see that if traffic 
is high then the proliferation of locking could cause a decrease in total available channels in 
the system. This has been proved in [36] where low and moderate traffic levels are 
recommended as the ideal scenario for implementation of this technique.
Despite the effects of channel locking in high traffic scenarios, several channel borrowing 
strategies based on the simple borrowing scheme have been proposed and are outlined in [33]. 
After comparing the various schemes, it was concluded that there was not much to be gained 
in increasing the complexity of the algorithm and that a scheme which, for example, used the 
first available channel offers much the same performance as those which performed more 
exhaustive tests on channels while waiting to make the allocation.
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5.4.2.2 Hybrid Channel Borrowing
Hybrid strategies are based around the allocation of priorities, or ranks, to channels for the 
purpose of identifying their rôle in the boiTowing process. In the simplest strategy channels 
within a cell are divided into those which can or cannot be borrowed by adjacent cells. The 
rate of variation of the ratio within a particular cell of the number of channels which can be 
boiTowed to those which cannot is the means by which this simple strategy is improved. A 
complex implementation, Borrowing with Channel Ordering (BCG) [36], adapts the ratio 
dynamically in response to the rapidly changing traffic conditions whereas a more simple 
implementation varies the ratio more slowly, A further adaptation of this strategy, called BCG 
with reassignment, allocates the channels a rank as either local or boiTowable channels, a high 
rank for one implies a low rank for another. If during a call a channel with a higher rank than 
one already allocated is released then the user is reallocated with the higher order channel.
5.4.2.3 Summary of FCA and Channel Borrowing
This has been a brief introduction to the concepts of fixed channel allocation (FCA) and 
channel borrowing schemes proposed for tenestrial cellular systems. In summary, it has been 
demonstrated that FCA techniques are efficient in unifoim traffic distribution systems with 
high traffic loads across the network. These techniques aie simple and require minimal 
interaction or signalling between base station controlling entities, and were suited to early 
implementations of cellular* networks. More advanced networks which offer varied services 
within cellular topologies which are more susceptible to traffic variation, i.e. microcellular* 
systems, require more sophisticated CA schemes in order to maximise the use of their 
available resources. The solution is dynamic channel allocation (DCA), a strategy which aims 
to combine the greater flexibility of RF and digital systems being developed for the latest 
cellular* systems with advanced high speed networking systems which enable greater* data 
transfer for co-ordination within or between networks. The following section outlines the 
principles behind DCA and some of the proposed implementations.
5.5 D y n a m ic  C h a n n e l  A l lo c a t io n
In dynamic channel allocation (DCA), real-time measurements of propagation and/or traffic 
conditions are used to (re-)allocate spectrum resources. In general any channel in the network 
is available to any call at any time provided the interference criteria are satisfied. The
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allocation decision depends on some form of cost function calculated by the decision making 
entity which could be based on a number of system considerations which may include:
• future blocking probability in the vicinity of the cell
• the usage frequency of the candidate channel
• the reuse distance
• channel occupancy distribution under current traffic conditions
• radio channel measurements of individual users
• average blocking probability of the system
or any combination of the above. Generally, schemes differ in their evaluation of the cost of 
allocation.
The performance of DCA schemes is critically dependent on the rate at which allocation or 
reallocation occurs. Purely traffic adaptive schemes act on incoming user requests and users 
releasing capacity. Channel reallocation has to occur at rates similar to that of the dynamic of 
the system parameter under evaluation to fully utilise the potential of such a DCA scheme. 
Reallocations can occur in terms of seconds for traffic adaptive schemes whereas for path-loss 
and interference adaptive schemes, which track fast and slow fade affected signal level 
variations, reallocation rates in the range of tens of milliseconds may be required. Intuitively it 
can be seen that there may be problems with a signal adaptive scheme in systems with large 
latency levels whereby the delay affecting signalling between the user and the base station 
may be larger than the required reallocation rate. This section nevertheless is intended to 
examine some of the proposed DCA schemes, both for tenestrial and satellite systems and to 
assess their applicability for use in the adopted MEO satellite system.
5.5.1 Centralised Dynamic Channel Allocation Schemes
In this family of DCA schemes the allocation decision entity, or radio resource manager 
RRM, is able to assess the state of the whole network at any time and can use the information 
to allocate the optimal channels from the central pool. Katzela [33] has reviewed many of 
these schemes but it is concluded that a centrally controlled scheme is not appropriate for 
global non-geostationary satellite systems. A brief presentation of the reasons for this 
conclusion is set out below.
83
Radio Resource Management for Satellite-PCN Channel Co-ordination and Assignment
In any centrally controlled network an important issue is the mechanism by which the 
controller is provided with the information required to make decisions. A network of real-time 
communication links must exist which connects the controller to every node in the network. 
This network topology is the simplest of all, there is no requirement for real-time co­
ordination between distinct controlling entities and therefore the signalling load around the 
whole network will be minimised, which is a very attractive proposal. This conclusion does 
not appear to be the case if more sophisticated methods are used for selecting the optimal 
channel assignment. In channel adaptive systems it is the user teiminals (UT) which measure 
the local interference environment as well as their own uplink reception quality. The 
information gathered by the UT is used by the RRM to infoim the allocation decision, thus the 
measurements must be sent to the RRM through the network, a signalling load which will 
offset the gain made (or reduction in) signalling load due to inter-controller co-ordination.
So far it has been concluded that the centralised CA system is suitable for simple networks 
whereby the RRM makes allocation decisions based only on the topographical layout of the 
network, that is, decisions based on the re-use distance between co-channel cells. A drawback 
of this simple aiTangement becomes apparent when the network is lai'ge. The number of users 
in the network increases and therefore the call maintenance task (inter-cell handover, channel 
re-allocation) becomes extremely large, so the centralised controller would need a 
conespondingly powerful processing capability to be able to control the whole network. Even 
if it is accepted that the ability to perfoim network-wide assignments is feasible, the 
propagation delay aspects of large centralised networks still has to be considered. Each 
function in the call maintenance task requires two-way signalling protocols to be performed, 
even though we have identified the tasks carried out by the centralised RRM to be ‘autocratic’ 
there still must be acloiowledgement of the receipt of data and instructions by lower level 
network entities. The resulting delay before completion of the protocol depends on the number 
of messages which must be sent between the network entities. A complex protocol, such as 
cell-setup which requires many database interrogations, can take a lai'ge amount of time in a 
global network [16]. Furthermore, functions such as channel re-allocation due to handover or 
interference are time-critical and the signalling distance and delay between the relevant 
entities will greatly influence the protocol completion time. Satellite systems are most 
susceptible to protocol delay as the distance between users, satellites and ground stations is an 
order of magnitude higher than that between terrestrial UTs and base stations. LEO systems
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may be able to implement sophisticated UT-based channel measurement schemes but only 
under a distributed RRM network topology. Another consideration in satellite systems is the 
restriction in power on both satellite and UT, power taken up by network signalling processes 
is power lost to traffic channels and it is widely acknowledged that the aim of advanced CA 
schemes is to increase capacity not to decrease it.
5.5.2 Distributed Dynamic Channel Allocation Schemes
It has been concluded that the centralised DCA scheme is unsuitable for global non-GEO 
satellite systems for reasons which have been presented above. The alternative approach is the 
distributed DCA scheme wherein the RRM task is delegated to multiple network entities 
which in general are closer to the.‘coal-face’. The trade-off here with respect to centralised 
DCA is the amount of co-ordination required between the multiple controllers versus the 
reduction in complexity required of a single monolithic controller plus the reduced time 
required for allocation decisions to be made in the distributed system.
The purpose of this section is to outline some of the known proposals for distributed DCA (D- 
DCA) systems and to make some conclusions on their applicability to the satellite system 
adopted for study in this report.
5.5.2.1 Goodman: Terrestrial CIR-based DCA schemes
Goodman [37] describes and presents the performance of several distributed CA schemes in a 
one-dimensional terrestrial network. The perfoimances ai*e compaied with 2 extreme cases, 
FCA and a scheme called MAXMDSf, the object is to determine which D-DCA scheme has the 
greater efficiency.
Goodman’s definition of D-DCA is a system in which base stations can make channel 
allocations without co-ordination with adjacent base stations, which in the context of this 
report is a very restrictive definition. Nevertheless, the D-DCA schemes area briefly outlined 
below:
• Random Minimum Interference (RMI): users are allocated the free channel which offers 
highest CIR measured at the base station, in the order that they arrive in the system.
• Random Minimum Interference with Reassignment (RMER): After assignment using the 
RMI scheme, the users are reassigned channel according to the minimum interference (MX) 
scheme. Those users which were denied channels in the RMI scheme above are given the
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opportunity to be reassigned a channel, reassignment can be attempted a predetermined 
maximum number of times.
• Sequential Minimum Interference (SMI): The order of the assignment of channels to 
mobiles is predetermined (in [37] users are dealt with left-to-right in the 1-dimensional 
network).
The performance measure used in this study is the probability of service denial Goodman 
simulates snapshots of traffic and averages the performance over several of these instances to 
determine the performance. Only signal degradation due to propagation distance is assumed, 
and an analogy is made with between the 1-dimensional network and microcellulai' systems in 
which the streets are shielded either side by tall buildings.
Goodman concludes that the perfoimance of his system increases with complexity such that 
the schemes’ efficiencies increase in the following order RMI RMIR —> SMI. The SMI 
scheme is not fully distributed by Goodman’s definition because the predeteimined order in 
which mobiles are allocated channels must be aixanged between the base stations. The 
resulting increase in networking and allocation delay of increased protocol complexity is not 
considered in the paper, but the general trend of increasing efficiency with complexity is noted 
in the fact that the MINMAX protocol is regarded as being the upper bound performing 
scheme.
5.5.2.2 Local Packing - Distributed Dynamic Channel Allocation 
Network entities in this scheme by Chih [46] use an Augmented Channel Occupancy (AGO) 
matrix in order to allocate channels to both incoming calls and handover requests. Every Base 
Station has an ACC matrix. The matrix contains the information required for allocating a 
channel upon request.
Let us consider a system with a total number of M  available channels. Let us also consider a 
generic coverage cell /, which has a number of k neighbouring or overlapping cells within the 
defined re-use distance.
The AGO matrix is formed by M +i columns and A:,+7 rows. The first M  columns correspond 
to the M  available channels in the system. The first row indicates which of the M  channels are 
already allocated in the i-th cell. The rest of the rows, the other k| rows, show the utilisation
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model of the channels in the neighbouring cells, i.e., they show the channels that are cunently 
being used in the adjacent cells.
The utilisation of a channel in either cell is shown simply by the use of marks in the position 
of the matrix that conesponds to the considered channel and cell, i.e., if channel 4 is being 
used in cell 5, the position (5,4) has a mark. Therefore, if there is a column in the matrix that 
does not have any mark, it would mean that the coiTesponding channel is not cuiTently being 
used in the system and can consequently be allocated to the new request. This format is 
similar in style to the binary chromosome representation discussed in later in Chapter Seven.
Figure 5-4 shows the general composition of an AGO matrix in the base station that controls 
the i-th cell of a system with M  available channels and ki adjacent cells.
Base Station 
Number
1 2 3
Ch
4
anne
5
Nun
6
iber
7 8 M
Number of Free 
Channels
i X X 0
il X X X 0
h X X X 2
h X X 0
U X X ... X 5
ifci X X ... 4
Figure 5-4 - Generic AGO Matrix
The last column of the matrix shows the number of empty columns in the AGO matrices at the 
base stations of the conespondent cells. The usage of this column is explained below.
When a base station receives an access request (channel request), it searches for an empty 
column in its AGO matrix. If there is an empty channel, the corresponding channel is assigned 
to the call. But if there is no empty column in the matrix, the base station searches for 
columns that have only one mark. It identifies which cell this column corresponds to and tries 
to find out whether that cell has more available channels or not, i.e. it searches for an empty 
column in the AGO matrix of that base station. If an empty column is found the base station 
requests the new base station to reallocate the call that is using the considered channel in such 
a way that the only mark contained in the column of the considered channel disappears and 
the incoming call can be allocated the channel.
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In Figure 5-4 it can be seen that there is no empty column, so there is no channel that can be 
assigned to the incoming call in a first approximation. But it can also be seen that there aie 
two columns that have only one mark, which are those that coiTespond to the channels 4 and 
6. These two channels are being only used in cells ij and 14 respectively.
At this moment, the base station checks the content of the last column of the matrix in the 
positions that conespond to the cells ij and 14, The found values in those positions of the 
matrix are 0 and 5 respectively. This means that, in cell ij, there is no available channel for the 
re-allocation of the call that is using channel 4, whereas, in the cell 14, there are 5 channels 
available for re-allocating the call that is using channel 6.
Therefore, the base station decides to assign channel 6 to the incoming call and asks the base 
station of cell 14 to reallocate the call that is using channel 6 in one of the 5 channels that aie 
available in cell (4 .
The content of the AGO matrix is continuously updated through the attainment of periodic 
information about the channel allocation models at the neighbouring cells. Every time that a 
base station assigns or releases a channel, it sends information to each one of the neighbouring 
base stations. At the same time, each base station also communicates to the others the updates 
received by another base station. More details about this technique can be found in [45] and 
[46].
5.5.2.2.1 Sequence Diagram for LP-DDCA
Based upon the procedures explained in previous points, a sequence diagram for the proposed 
DCA algorithm has been defined and is presented in Figure 5-5.
The various Dynamic Channel Allocation schemes differentiate from each other in the way 
they define the routine called Channel Search shown in the general sequence diagram, i.e., the 
criteria used to select a channel and the cost function considered for that are the key points 
when presenting a DGA algorithm.
According to the principles introduced before, the LP-DDGA algorithm can be represented by 
the sequence diagram below.
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Figure 5-5 - Sequence diagram of LP-DDCA scheme
The design and implementation of the blocks must lead to a robust and efficient process. In 
order to achieve robustness, strong interface mechanisms between each block of the diagram 
must be defined. Control and security routines that take care of information integrity in case of 
a base station failure must also be considered. The final design of the signalling algorithm 
must be based on these considerations.
5.5.2.2.2 Hybrid-Centralised Schemes
Chih-Lin [46] notes that the LP-DDCA scheme could be implemented centrally without the 
need for a distributed database. The implication is that the controlling network entity 
maintains a single ACO for the whole network and those network entities which do not 
maintain a database must enquire from the central controller all the information that is 
required to manage calls.
Clearly this aixangement could not be justified for the MEG satellite system where a single 
ACO database is maintained for the entire global system. It is difficult to envisage a viable
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scenario where a ground station controller in North America would manage radio resources 
over other continental areas of the globe. Furthermore such a network would incur 
unnecessary large delays.
5.5.2.3 Bjelajac: Satellite CIR-Based DCA Schemes
Based on the MAXMIN scheme presented in [37], Bjelajac [38], [39] describes two forms of 
distributed DCA based on carrier-to-interference ratio {CIR) in LEO satellite systems, 
although in fact one of the forms is refeixed to as ‘centralised’.
In both schemes it is assumed that each satellite in the constellation has on-board capability to 
control the RRM functions to users within its coverage area. In the first simple centralised 
scheme the satellite measures all of the signals received at its antenna, it compiles downlink 
CIR estimates for each user and uses this information to choose the optimum assignment. 
Clearly, in the context of this thesis, this scheme is actually distributed to some extent because 
each satellite makes its own allocation even though it interacts and has possible interference 
scenarios with other satellites in the constellation.
In the distributed scheme the UTs have the capability of measuring uplink CIR and can 
choose the optimum channel autonomously, the choice is then relayed to the satellite which 
allocates the channel. The advanced distributed scheme takes into account both uplink and 
downlink CIR measurements within the coverage area of the satellite which is serving the 
subject user. Further versions of Bjelajac’s algorithm assume not only full satellite control but 
total (albeit minimised) information exchange between satellites. A summary of the algorithm 
is given below:
• after a channel is requested by the UT an ordered list of appropriate spotbeams is compiled 
by measuring the received earner level at the UT
• each beam has a list of channels (free channels) which could be assigned to the UT, if no 
channels exist then another beam is chosen
• all channels with appropriate CIRup with respect to the subject UT are listed
• the effect on the CIRup of other co-channels users of allocation to the subject UT of each 
channel in the above list is evaluated (by simulation), any which cause CIRup to go below 
minimum allowable are discarded and another channel selected from original list
• CIRdown information is requested from all co-channel UTs and potential effects of 
allocation of above channel upon those UTs is evaluated, if allocation causes CIRdown to go
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below minimum for any UT then the channel is discarded and another channel selected 
from original list
• finally all adjacent satellites reusing the subject channel send information regarding their 
CIRup and further interference evaluation is made
The above algorithm was simulated and compared with both a simpler and a more advanced 
scheme constructed in the same way, the conclusion was simply that the scheme which relied 
on the greater information exchange perforaied most efficiently resulting in a lower blocking 
probability under the same traffic conditions.
The satellite constellation model used in the study was an Iridium-like system which is the 
most suitable for this scheme as it is a LEO system (low signalling latency) and also has ISLs 
for inter-satellite data transfer.
The actual set-up time required for channel allocation was not evaluated in the simulation or 
even considered in the paper. To address this absence a top-level evaluation of the possible 
protocol completion time is presented in Appendix C, a compaiison is made with the same 
protocol over a MEG system which has similai’ on-board channel allocation functionality but 
no ISL capability. The result shows that the time taken for the protocol to complete is in a 
ratio of approximately 9:1 in favour of the LEO system (1,896 ms vs. 220 ms), as expected 
although it is not proportional to the ratio of satellite altitudes (approximately 14:1). No 
mandatory confirmation of message transfer or queuing delays were assume in the evaluation.
One drawback of the simple distributed scheme that stands out is the possibility that two 
potentially interfering UTs may select the same channel simultaneously. In this instance a 
decision between the two must be made by the satellite and communicated to both UTs. The 
UT which fails to be granted its choice of channel must re-evaluate the CIR environment and 
submit a further channel demand to the satellite.
Furthermore, it is shown in Appendix C that if the CIRup minimum limit is violated in the 
adjacent satellite (i.e. the channel is already allocated) then the protocol must virtually begin 
again, and with increased satellite diversity in MEO systems this is a more likely occuixence. 
Finally Bjelajac has also stated that in a transparent system with no on-board RRM 
functionality this function could be peifoimed at the relevant ground station, but it has not 
been considered in this case how the inter-modulation products (IMP) generated within the 
satellite transponders will affect the accuracy of the CIR estimates. It is concluded that the
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implementation of this type of algorithm is not suitable to the MEO system that has been 
adopted here because of the length of time required for the completion of the protocol and also 
because the specification of a transparent satellite transponder system will render the 
measurements less accurate than a more complex system which makes the measurements in 
situ.
5.5.2.4 Finean: Channel Occupancy-Based Satellite DCA
Finean [40] proposes a DCA protocol based on the measurement of channel occupancy by 
both the user and the satellite in both uplink and downlink respectively given that FESs in the 
system do not communicate channel allocation information to each other.
On receiving a channel request from a user terminal the satellite suggests a particular channel 
from those available to it for allocation (i.e. those channels which it has not already allocated). 
In this system uplink channels are paired with the same downlink channels for all time so that 
they can be associated without ambiguity. The satellite immediately transmits the identity of a 
suggested channel pair to the user and checks for occupancy in the corresponding uplink 
channel, while the UT checks for occupancy in the downlink. The simultaneous channel 
monitoring ensures that the instance of shadowing in the path of one of the links does not lead 
to erroneous conclusions which is likely to happen if only a single link were monitored.
Figure 5-6 below illustrates a 2-user/2-satellite scenario where shadowing between the subject 
satellite and interfering user could cause an error in channel allocation if only the uplink were 
monitored:
Picture Reproduced from [40}
Figure 5-6 - The requirement for uplink and downlink channel monitoring
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In Figure 5-6, satellite A is unable to measure the channel occupancy caused by the link 
between satellite B and user D due to the occlusion of the building in the direction of user D, 
demonstrating the need for both uplink and downlink channel monitoring.
Finean’s proposed DCA protocol is illustrated below, the satellite system model was that of an 
Iiidium-type constellation with a small number of spotbeams per satellite simulated at varying 
latitudes. No on-board functionalities or satellite-FES connectivity characteristics are 
assumed, all allocations are made by the Earth Segment.
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C h an n el R e q u e st  
(AON)
_ C h an n el A ss ig n
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(TOHu)
P ream b le  
(TCHo)
(b)
(d)
(Gi)
(eg)
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Figure 5-7 - Channel occupancy satellite DCA protocol
(a) UT requires a traffic channel, sends a Origination Message on the Access CHannel
(b) FES receives channel request, selects an available channel, sends Channel Assignment Message on 
Paging CHannel.
(ci) UT monitors assigned downlink channel, if vacant sends Traffic Channel Preamble on uplink 
Traffic CHannel
(cz) UT monitors assigned downlink channel, if occupied UT stands-by monitors PCH for new assign 
message
(d) FES monitors uplink channel for pre-set period
(ei) if preamble detected send Traffic Channel Preamble on downlink Traffic CHannel 
(62) if time-out expires then (b)
(f) UT receives preamble confirmation, channel allocation complete
Finean’s study examined the mean number of attempts required for the system to allocate a 
suitable channel and the effect on the capacity of the system due to the number of re-tries 
permitted in highly congested situations. The number of re-tries must be restricted due to the 
excessive amount of time taken for an exhaustive search in high load conditions, especially 
critical for handover.
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It was concluded that for the particular system simulated there is little or no advantage in 
having a large number of assignment re-tries and that an exhaustive search made with such a 
number introduces its own reduction in quality as the network becomes overloaded and 
handover becomes less reliable due to the non-availability of channels. The possibility of 
channel reservation for handover prioritisation which may alleviate some of the problems 
mentioned is not considered, it is also concluded that the same number of retries should be 
applied to both handover and call-setup tasks.
5.5.2.5 Del Re: Satellite Cost Function-Based DCA Scheme
In [41] a DCA system which selects channels appropriate for allocation based on a cost 
function (CP) is proposed and evaluated in comparison with a FCA scheme. The CF scheme 
once again assumes that satellites have on-board functionality for the channel allocation task 
although in this case the optimal channel is derived by an evaluation of the minimum potential 
blocking scenario resulting from the allocation of any channel. Del Re defines the CF for the 
channel i, Cx(i) as the following:
k e l { x )
where
fl, i f i SA(Æ)  (5.6)' jo, otherwise
where I(x) is the set of cells interfering* with x, and A(k) is the set of channels available for 
allocation in cell k. Therefore the cost function Cx(i)is the number of interfering cells around 
cell % for which channel i is available for allocation. If this cost is minimised then the number 
of cells in which this channel will be blocked after allocation is also minimised, thereby 
increasing spectmm utilisation.
Del Re’s analysis shows this scheme outperforming an FCA scheme in a system based on 
Iiidium for a low unifoim traffic load scenario and approaching similar peifoimance to FCA 
as the traffic load increases. The performance criteria was taken as blocking performance for 
both new arrivals and handover attempts in a 7x7 cell honeycomb cellular network. The
* interfering in this case means ‘does not satisfy the reuse distance criteria’
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maximum number of channels available was 70 and the reuse factor of 7 was adopted as in 
Figure 5-1 above.
This distributed CA algorithm does not rely on the user^satellite signalling and complex CIR 
measurements as in the previous example. The satellite maintains tables of its cunent channel 
allocations and uses a fixed reuse distance relationship to govern the eligibility of channels for 
re-allocation. Although the assumptions in this proposal are reasonable no account is taken of 
inter-satellite interference or satellite diversity. Fortunately for this scheme satellite diversity 
is discouraged in the Iiidium system by the employment of cell shut-down at high latitudes but 
even then the DCA protocol proposed in this paper would not be able to prevent adjacent 
satellites allocating the same channel in adjacent spotbeams on adjacent-plane satellites 
thereby violating the reuse distance criteria. Some form of co-ordination between adjacent 
satellites as proposed in [39] would be required to ensure that this situation does not occur.
5.6 Existing or Pianned Non-GEO Sateiiite System CA Schemes
So far this chapter has outlined the primary considerations behind the need for channel 
allocation and co-ordination. FCA schemes are suitable for uniform high traffic demand 
scenarios whereas the flexibility required to deal with more unpredictable non-uniform 
networks and advanced service systems is introduced by DCA schemes. DCA schemes are 
sub-divided into centralised and distributed strategies which reflect the scale of the network 
and its complexity, and finally the allocation decision has been shown to depend on either 
reuse distance or signal evaluation. Existing non-GEO S-PCN systems have proposed their 
own schemes and these will be shown to be highly dependent on the physical topology of each 
system together with the capabilities of the satellites and ground network.
5.6.1 Globalstar Channel Co-ordination
Globalstar’s CA strategy circumvents the need for inter-satellite co-ordination because it has 
implemented a wideband code division multiple access scheme (W-CDMA) in its satellite- 
user air interface [7], [68]. The choice of CDMA reflects the favoured technology of its co­
creators Qualcomm and also utilises the satellite diversity characteristics of the chosen 
constellation configuration [4].
Globalstai' uses a combination of frequency division, pseudo-random code division and 
orthogonal signal multiple access techniques. Satellites in the Globalstai* system have no on­
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board processing capability, their function is to relay the radio signals between user and 
gateway station. In the forward link (gateway—>user) a gateway transmits to the satellite on a 
single CDMA channel of bandwidth 1.23 MHz in C-bancf which is a sub-division of the full 
Globalstar available bandwidth. The satellite then shifts the earner to the appropriate service 
link frequency in S-band. Each gateway generates two quadrature pseudo-random noise (PN) 
sequences and timeshifts in the sequences are applied to each spotbeam to distinguishes its 
signal from those in other spotbeams, in CDMA the orthogonal timeshifted PN codes appear 
as interference to one another on demodulation. The spreading factor of Globalstar’s CDMA 
scheme is 256. In the return link each UT’s signal is differentiated by a time-offset in a very 
long PN sequence which enables a large addiess system and therefore enables many users to 
reuse the same sequence. In this respect the Globalstar CDMA system is not bandwidth 
limited as in other satellite systems, but interference limited.
The Globalstar system uses path diversity combinations in both forwaid and reverse links 
through either two satellites or two adjacent co-satellite spotbeams [12], [13]. The same 
frequency assignment is used in an adjacent beam or overlapping satellite for diversity [7], 
this assignment is governed by the Gateway controlling the satellite. The available bandwidth 
(16.5 MHz) is divided into 16 separate earners although simple calculation shows that 
adjacent caiiiers overlap, which is tolerated in W-CDMA and can be used to increase capacity 
[42].
In summary, the Globalstai* system, through its use of W-CDMA and transpai*ent or ‘bent- 
pipe’ satellite transponders has placed the CA functionality within the ground segment: the 
gateways in the forward direction and the UTs in the reverse direction. Although there is 
frequency segmentation across the available bandwidth, co-ordination between satellites and 
beams re-using the same frequency is not as critical as in other time or frequency division 
based systems as individual signals (code-channels) are able to be demodulated from within 
the amalgam of other signals due to the properties of CDMA and the orthogonality of the 
code sequences and added time shifts.
C-band: 5-7 GHz, L-band: 1.6 GHz, S-band: 2.5 GHz
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5.6.2 Iridium Channel Co-ordination
This system has a frequency divided - time division multiple access (FD-TDMA) based air 
interface. Users are allocated channels which are individual time-slots associated with one of 
the earners in the available bandwidth, so multiple users can reuse the same earner but at 
different times in ‘bursts’. Unlike the Globalstar system, the Iridium system must ensure that 
those spotbeams which are allocated the same channel groups do not violate the reuse distance 
restriction required for managing the co-channel interference, much the same as teixestrial 
systems but in a more dynamic environment.
The patent application by Jan et al [14] explains the mechanism adopted by Iridium to 
maintain reuse distances in the constellation, principally an allocation scheme based on the 
distribution of cells on the Faith’s sphere. Firstly the spotbeams aie allocated ''discrete 
portions o f spectrum, typically frequency bands'" and consequently the reuse distance 
deteitnines the proximity of the cells (spotbeams) that can reuse these bands. The patented 
mechanism concerns two overlapping adjacent-plane satellite footprints, the overlap region 
between these footprints is vaiiable and depends on the latitudes of the satellites. In Chapter 
Two the design of polar ‘streets of coverage’ constellations is introduced and the relatively 
slow but important inter-satellite dynamic relationship is outlined. In the Iiidium scheme the 
cells which comprise the overlap ai*ea between the footprints are defined as being "active or 
inactive in response to the overlap". The active cells in the first footprint are allocated 
frequency bands according to the cell reuse distance, then the active cells in the second 
footprint are subsequently allocated frequency bands with reference to the allocation pattern in 
the first footprint, the minimum reuse distance criteria and the active/inactive status of the 
cells. The diagram below, based on one in [14], illustrates the result.
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^ I [Copyright Jan et al]
Figure 5-8 - Iridium  channel co-ordination through spotbeam de-activation
Two polar planes (hatched arrows) each with two satellites or footprints are illustrated, the 
first plane on the left and the second on the right. The shaded cells are those deemed to be 
inactive at the exact moment of the simulation due to the overlap scenario, it can be seen that 
the satellites at higher latitudes have a larger number of inactive cells because the planes are 
closer together so the overlap area is greater. Also it can be seen that the allocation is first 
made to the first (leftmost) satellite and then the allocation pattern is propagated through the 
second (rightmost) satellite. Finally it can be seen that as satellites become closer it is the 
outermost cells from both satellites and not just cells from the second satellite, which are 
deemed to be inactive, a mechanism which preserves higher elevation angles to the user.
The 12-channel reuse set (A—»L) illustrated in the diagram is not necessarily that used in the 
Iridium system, furthermore the 37-cell structure is not used in Iridium either. These structures 
are used in the literature [14] to illustrate the proposed scheme.
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5.6.2.1 Summary of Iridium’s Approach
In summary, this switch-ojf strategy is designed specifically for polar Adams/Rider [9] 
constellations of which Iiidium is the best-known example. It uses the predictable overlap 
property of this design to pre-specify a sequence in which cells are de-activated and frequency 
band allocations are re-structured according to the overlap between adjacent planes and the 
minimum reuse distance. Such a strategy would prove far more difficult to implement in 
inclined systems, both LEO and MEO, as the overlap scenario is not as graceful.
Furthennore, this strategy removes almost all instances of satellite diversity outside that 
required for contiguous coverage and handover, as from two overlapping cells originating 
from different satellites one is usually deactivated. This strategy is suited to non-diversity 
systems such as Iridium and closely resembles an FCA type of scheme although no actual 
numbers of channels per band are quoted by the patent originators. It could be possible for a 
traffic-adaptive CA scheme to be overlaid onto this system the result would be something like 
a teixestrial channel boiTowing scenario because we see that an almost regular distribution of 
cells is achieved in this system.
5.6.3 (GO Channel Co-ordination
The topology of the ICO satellite system is characterised by a low number of MEO satellites 
(10) divided evenly between two orbit planes. Each satellite projects a large number of 
spotbeams (163), so the combination of MEO altitude and high spotbeam number results in 
the beams projecting geographical coverage areas similar to those produced by LEO systems.
The ICO designers have aimed to minimise the complexity of the satellite segment in their 
system and this strategy is reflected in the channel co-ordination scheme whereby satellites 
and spotbeams within the ICO system are allocated orthogonal channel sets for all time, 
nominally requiring no real-time dynamic co-ordination. The frequency plan for the whole 
satellite constellation is performed centrally at the Resource Management Centre. It is 
prepared in non-real time in response to predicted traffic demands of the different LES&
The procedure followed in the channel division into distinct blocks is outlined in the 
following steps:
• the total set of channels is divided into 16 sub-sets (labelled here as 1 —>16)
• each orbit plane is allocated an orthogonal group of 8 sub-sets:
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♦ orbit plane 1 is allocated 1 —>8
♦ orbit plane 2  is allocated 8 —>16
•  assuming no satellite rotational yaw^, the leading and trailing edges of adjacent co- 
planar satellites are allocated each one half of the available sub-sets for that orbit 
plane:
♦ leading edge plane 1 is allocated 1
♦ trailing edge plane 1 is allocated 5 —^
♦ leading edge plane 2 is allocated 9 —>12
♦ trailing edge plane 2 is allocated 73—^76
• the cells which are not affected by adjacent co-planar inter-satellite footprint 
overlap are allocated two channel sub-sets, one from the trailing group and one 
from the leading group.
This scheme is illustrated in the diagrams below:
________Satellite Velocity ^
Figure 5-9 - (a) leading/trailing edge allocation, (b) 4-cell channel reuse pattern
In Figure 5-9{a) the channel blocks allocated to the plane are numbered 1 to 8, those {darker) 
cells on the right of the structure are designated leading cells and those on the left are trailing 
cells, illustrated by the satellite velocity vector.
 ^ the absence of rotational yaw implies that the interaction or overlap between adjacent co-planar satellites is 
static
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The leading cells, which will permanently overlap with the trailing cells from an adjacent co- 
planar satellite, use blocks 1—>4, whereas the trailing cells use blocks 5—>8 . The intermediate 
cells which never experience overlap with co-planar satellites can each use two channel 
blocks permanently and these are aixanged such that they obey the minimum reuse distance 
criteria in relation to the leading and trailing edge allocations.
Figure 5-9(b) illustrates the 4-cell frequency reuse system employed in ICO, together with the 
distinct tiers, satellite velocity is not important in this particular diagram.
The system design notes that a dynamic area of the globe always exists which is served by 
satellites from a single plane only. Satellites can temporarily bon*ow channels from the other 
plane for the period in which they are in this position. The boixowing schedule is long known 
in advance by simulation and is controlled by the Resource Management Centre (RMC). An 
illustration of the areas available for inter-plane channel borrowing for a single instant in time 
is presented in Figure D-1 in Appendix D.
The 121-beam structure shown above has been updated since the original design and the 
number of beams has been increased to 163. This has been achieved by adding an extra tier of 
beams but without the associated extreme-node-spotbeams, this is illustrated in Figure 2-12.
5.7 Summary and Conclusion
This chapter has examined existing and proposed schemes found in the literature for channel 
allocation and co-ordination in both satellite and tenestrial cellular telecommunications 
networks.
The channel allocation problem was initially described in terms of the need for maintaining a 
minimum pre-specified reuse distance in cellular networks, and several schemes based on the 
subdivision of the total bandwidth available to a pailicular network and a regular geometric 
reuse pattern were outlined. A greater subdivision of the channel set can lead to higher quality 
of service in terms of the power received due to co-channel interfering users but may also lead 
to a reduction in the traffic capacity per cell in bandwidth limited systems which use long­
term inflexible allocation schemes (fixed channel allocation FCA).
More advanced dynamic channel allocation (DCA) schemes relying on network intelligence 
and/or in-situ power monitoring improve the capacity of networks by more efficiently 
allocating the available resources into areas which experience high temporal traffic demand
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although these gains are available only in non-uniform traffic distribution networks with low 
to medium load scenarios.
The use of dynamic or borrowing schemes in high traffic areas can cause blockage and delay 
which give performances below that of FCA. Typically microcellular and advanced service 
networks will be suitable for such schemes, especially noting that the complexity of the 
network will be one of the most important trade-offs with allocation flexibility.
Table 5-1 presents a comparison between the different mentioned alternatives with respect to 
the Complexity, Flexibility, Reliability in high traffic load environment and Reliability in non- 
uniform traffic model environment criteria.
.  H C A # ,
Complexity Low Low-moderate Moderate High
Flexibility Low Moderate High Very high
Reliability in high traffic load 
environment
High High Moderate Moderate
Reliability in non-uniform traffic 
model environment
Very low Very low High Moderate
Table 5-1 - Comparison between different generic DCA schemes 
Table 5-1 was compiled with information found within [33], [43], [45].
Three approaches to DCA in satellite systems found in the literature were examined, 
coincidentally in all three studies the satellite constellation model chosen was the LEO near- 
polar system adopted by Iridium.
The first approach [39] assumed that the satellites themselves possessed the capability to 
perform the CA task, and local CIR measurements and predictions are used to inform the 
allocation decision. Inter-satellite links (ISL) between adjacent satellites allow the transfer of 
data to further inform the subject satellite of the surrounding interference scenario, the channel 
maximising the CIRs of all surrounding interferers is the one allocated. This solution is likely 
to give the upper bound on channel reuse in a satellite system but the technology assumptions 
and implications for protocol delay in high altitude networks mean that it is not applicable to 
every system.
The approach by Finean [40] is comparable to the previous one but makes no assumptions on 
the capability of individual satellites, preferring to place the intelligence in the FES, which 
does not have any direct co-ordination links with other FES sites in the network. The FES 
allocates a channel from those which it has not already allocated and both entities measure the
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channel over a pre-set period of time. If the channel has already been allocated by another FES 
and is detected as being occupied then the FES selects another candidate channel for 
allocation and the process repeats. This study determined the maximum number of times that 
the system could allow re-selections before the protocol delay became too large and also 
looked at the effect of re-selection number on performance.
Another satellite DCA scheme [41] examined the cost of allocation in individual satellites of a 
paiticular channel as a function of the number of resulting blockages which will be caused. 
The optimal channel in terms of blockage is the one which is already being re-used the most 
within that satellite because the resulting blockages will be less. This scheme does not assume 
ISLs or inter-FES co-ordination and does not address the problem of two adjacent satellites 
maldng the same allocation simultaneously.
CuiTent systems studied, loosely termed S-PCN, have channel co-ordination schemes which 
are heavily tailored to their satellite constellation characteristics (Mdium and ICO) or their 
multiple access schemes (Globalstar). The first two utilise the predictability of their inter­
satellite footprint overlap scenarios to either allocate channels in a long-term strategy or to 
temporarily disable interfering spotbeams while propagating a teixestrial style channel re-use 
scheme.
Furthermore, in the ICO system a centralised Resource Management Centre controls sizes of 
channel groups allocated to spotbeams talcing into account the temporal traffic demand. The 
repetitive nature of the constellation design ensures that this task will settle into a daily routine 
governed by patterns learnt during eaiiy operation of the network with minor fluctuations. The 
Globalstar* system allocates a set of orthogonal pseudo-random codes to each FES which 
ensures that multiple FESs cannot allocate the same code to a user* causing unacceptable 
interference on demodulation. This is only possible because of the large number of time shifts 
available with CDMA pseudo-random codes which maintain orthogonality without inter-FES 
co-ordination.
None of the above satellite DCA proposals are applicable to the scenario adopted in this study 
without adjustment. Either the assumptions made for the satellite capability exceed those 
presented here or the resulting delays in expected allocation protocol execution time become 
unacceptable due to the increase in satellite altitude and path length. Furthermore, the schemes 
implemented in the S-PCN systems are so well tailored to those particular networks that they 
would not work so well on other networks, with the possible exception of Globalstar’s
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CDMA-based scheme although this particular solution places absolute restrictions on the 
design of the user-satellite air interface which are not allowable in a more general solution.
The scenario adopted in this study is that of a MEO system with minimal on-board 
functionality and a networked ground segment which is permanently inter-connected through 
tenestrial links to facilitate high-speed data transfer. This is loosely based on the first 
generation ICO system although their network topology is not assumed, a more general 
satellite constellation with less predictable overlap/interference characteristics is adopted. As 
far as the channel allocation scheme is concerned a hybrid approach using a combination of 
the predictability of satellite orbits, the minimum reuse distance criterion (based on satellite- 
fixed circular spotbeam projections) and real-time traffic adaptive DCA co-ordinated between 
adjacent GS nodes is adopted. A comparison will be made with a classic FCA scheme adapted 
from ICO’s basic approach to examine the relative performances of both schemes.
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Chapter 6. FCA and DCA Schemes and 
Network Architectures
6.1 Introduction
Previous chapters have dealt with the underlying considerations of the topology of satellite 
personal communication networks (S-PCN) including the design theory behind satellite 
constellations and the networking and coverage implications of high-gain spotbeam aixays.
The effects of the various constellation design methods (LEO/MEO, polai'/inclined, ISL/non- 
ISL) have been studied with regard to the resulting requirements for the establishment of a 
suitable global ground relay, gateway and control network. In summary, a LEO system with 
ISLs can operate a ground segment with a similar size and distribution to that of a MEO 
system. Redundancy in all systems is preferable and can be provided by physical location of 
extra FES sites in MEO or by routing options in LEO with ISLs. LEO systems without ISLs 
have less flexibility and full connectivity depends on the establishment of a large gateway 
segment.
This chapter will examine the ground segment network aichitecture which is affected by the 
implementation of two different approaches to channel allocation (CA). Real-time CA 
requires for a real-time control hierarchy, and here the choice is between a centralised or
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distributed scheme. Non-real-time CA, as proposed by ICO, has a highly centralised hierarchy 
in which the control entity is placed outside the network of local FESs. Both of these 
approaches are examined here in the context of the CA approach.
In Chapter Five the advantages of, and proposals for, hybrid and dynamic channel assignment 
were outlined and examined for their suitability in satellite personal communication systems. 
All of the proposed satellite DCA and hybrid CA techniques examined were optimised either 
for advanced LEO polar systems or for particular constellation characteristics which are not 
necessaiily reproduced in other systems.
The objective of this study is to examine a flexible CA technique for satellite systems which 
does not rely on a particular on-board technology or constellation behaviour, furthermore the 
study is focused on the applicability of such systems to MEO satellite constellations, partly 
because conclusions made in separate studies have indicated that such systems can deliver 
superior coverage and channel stability with a significant reduction in the number of satellites, 
launches and associated ground segment with respect to LEO systems.
The FCA scheme outlined later in this chapter assumes a network architecture based upon that 
proposed by ICO in which real-time RRM is not considered. The DCA scheme, also outlined 
in this chapter, assumes an adaptation of the ICONET network. The DCA network 
architecture builds upon the GSM architecture which is the approach taken by ICONET by 
distributing RRM functionality to selected individual FES sites. The GSM system has defined 
an architecture which allocates particular functionalities to the various network entities which 
address the task of Radio Resource Management, among others. The GSM solution is applied 
to this satellite architecture as far as possible enabling the use of adapted GSM protocols and 
services.
6.2 Satellite Fixed Channel Allocation Scheme
The concept of a FCA scheme applicable to a non-GEO satellite system is not an easy one to 
implement because the nature of such systems means that any FCA scheme will need to be 
viable for all time, despite the constant change of the satellite’s positions with respect to each 
other.
A baseline FCA scheme, which is required in this study to be a benchmark for the evaluation 
of the performance of a more flexible scheme, is likely to be of the lowest complexity. It could 
be based upon the allocation of re-use channels to those satellites which are shown to never
106
Radio Resource Management for Satellite-PCN FCA and DCA Schemes and Network Architecture
experience footprint overlap. Unfortunately, this approach could lead to a division of the 
spectrum such that the number of channels available to each satellite is very small, rendering 
the capacity of the scheme very low. One such system where this is not necessarily the case is 
the ICO system, as covered in Chapter Five.
6.2.1 ICONET Network Architecture
The architecture of the ICONET network, which enables call setup, mobility management and 
network management signalling to be passed between FES sites within the network, is 
described in this section. This network architecture is appropriate for the FCA scheme 
considered in this study, as it is similar to the baseline ICO channel distribution approach.
The ICO system has attempted to reuse GSM standards where possible, and as a result and 
uses similar protocols for mobility management. Every call attempt received by an ICO 
satellite is routed directly to one of the satellite access nodes (SANs). A list of SAN locations 
is presented in Chapter Four. A SAN is composed of the following elements:
• 5 antennas and associated equipment to communicate with the satellites.
• Switches in order to route the communications traffic in the ICONET network and 
to other terrestrial networks, particularly PSTN.
• Databases to manage the mobility of the users.
The functions of the architecture are:
• Mobility management. Automatic inter-networldng with GSM, IS41 and PDC 
(terrestrial mobile communications networks).
• Basic call set-up, maintenance and tear-down.
• Security management.
• Service delivery.
• Network operations, administration and management functions for both the ground 
and the space segments.
• Interfacing to the teixestrial telecommunication networks.
All SANs are interconnected via teixestrial links using a combination of private networks, 
leased lines and dial-up lines. This network also provides connections to the Network 
Management Centre (NMC), the Satellite Operation Centre (SOC) and the shared mobility
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management and security databases. Thus, the inter-SAN network is used for network 
management as well as call signalling, call routing or both.
When a user logs on to the system, registration of the mobile location will be handled 
internally at the optimum SAN as chosen by the ICONET. When the mobile is located 
between widely spaced SANs, either of them will give service depending on the position of 
the satellite. However, calls are routed via the same SAN throughout the call.
Figure 6-1 - ICONET network block diagram
6.2.2 FCA in the MEO Constellation
The MEO satellite constellation adopted in this study has very low inter-satellite dynamics as 
a result of the existence only two orbital planes. The satellites in a single plane always have 
the same interference relationship with each other, so they can be allocated a set of channels in 
a configuration which will never mutually-interfere for all time. The satellites in the two orbit 
planes are allocated orthogonal channel sets such that interference between them never occurs.
The odd number of satellites in each plane ensures that channel sets cannot be decided on a 
satellite by satellite basis, due to the wraparound effect illustrated below:
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Figure 6-2 - ICO 5-sateiIite per plane w raparound precludes simple satellite- based FCA
This obstacle is circumvented by taking the channel sets A and B described above and 
allocating them to the leading and trailing spotbeam sets of each satellite in the plane: A to the 
leading edge and B to the trailing edge, for example. In this way, interference never occurs 
because the satellites are separated so that two leading (or trailing) edge spotbeam sets never 
approach each other. This allocation is illustrated below for two adjacent co-planar satellite 
coverage zones:
satellite, v e lœ ity
Figure 6-3 - Leading/trailing edge allocations in ICO
The allocation is repeated for all satellites in the plane. Any rotation of the satellite 
(represented in Figure 6-3 by cOy) will compromise the interference scenario.
The spectrum allocated to the leading and trailing edge spotbeam sets is further divided to 
allow a channel reuse pattern, as in terrestrial systems. A four-cell reuse pattern (Figure 4-1) 
has been adopted here. A summary of the capacity of each spotbeam, as a proportion of the 
total number of channels available to the system, as a result of the proposed FCA scheme, is 
presented below. NB. We assume full duplex channels are available in such a system, so that 
for each channel allocated to the forward direction, one exists in the reverse (channel 
congruence).
• each plane has access to half of the whole channel set
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• leading and trailing spotbeams edges of each satellite antenna airay have access to 
half of the single-plane allocation
• In each edge, 4-cell channel re-use is applied
As a result each spotbeam’s allocated channel set is one sixteenth of the whole number of 
available channels. It is accepted from this point that a spotbeam in the satellite FCA scheme 
can support a number of channels equal to Vie of all channels available to the system and that 
interference co-ordination is never required between spotbeams as the allocation of channels 
is made such that co-channel spotbeam projections are always separated by a sufficient 
distance.
In satellite systems the coverage and associated offered capacity of a beam is not associated 
with a particular geographical area for all time, unlike tenestrial systems. Furthennore, the 
variation of the satellites’ positions and associated satellite diversity over any given area 
means that the total system capacity for that given area is variable with time. The FCA scheme 
therefore offers a varying capacity to areas on the ground which is dependent entirely upon the 
instantaneous configuration of the constellation, which is a major difference with FCA 
schemes in tenestrial systems, which are easily model by analytical methods. Satellite models 
can be derived analytically, usually including several assumptions on the movement and 
velocity of the satellites [41], but a more accurate, although less generic, approach to the 
capacity estimation of a system is made possible with the availability of constellation and 
spotbeam models and simulation programs, which is the approach that is taken here.
6.3 Satellite Traffic-Adaptive DCA
In Chapter Five, DCA schemes were classified as traffic adaptive or signal adaptive. In the 
latter scheme continuous, real-time, in-situ measurements of the interference environment in 
both uplink and downlink are made and the relevant network entities make optimised channel 
allocations depending on the results of these measurements. As the interference environment 
changes, perhaps due to additional allocations or movement of mobile terminals, the entity 
which senses that a C/I ratio is becoming critical requests or instigates a channel re-allocation. 
This approach assumes the presence of several vital technologies and resources within the 
network.
The obvious advantage of this system is that the network entity which performs the channel 
allocation does not need to communicate its choice of channel allocation with the suiTounding
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network, as it is assumed that the measurement of the interference environment has ensured 
that the new channel allocation does not cause interference to existing links. Future 
allocations made by other nodes in the network will also be based upon measurements of the 
radio environment and will not introduce interference to existing allocations.
The above approach is not considered in this study, as it was in [39], because it is assumed 
here that satellites have a minimal RRM capability and that such measurement-based systems 
would incur a large propagation delay through data transfer, especially in the MEO systems. 
Also it is assumed that the resources available for user-satellite signalling are limited and that 
it is desirable to minimise them. A highly distributed scheme in which the user terminal 
makes CA decisions results in a high signalling load.
In the scheme proposed here, it is assumed that all channel allocation functions are managed 
by the ground segment. All decisions on call admission and handover are made by the FES 
sites in conjunction with the channel requests and handover requests made by UTs. Pre­
emptive inter-spotbeam handovers or channel-re-allocation can be ordered by the FESs to 
ensure that interference situations do not develop due to the movement of satellites.
Given that it is the FES sites which manage the radio resources, the network topology of the 
system will have a profound effect on the performance of the scheme, as it will determine 
where in the network the RR functionalities aie placed and how the associated signalling 
traffic is passed between such entities. The following sections present the network topology, 
adapted from GSM and ICO networks, considered for this scheme.
6.3.1 Fixed Earth Station Interconnectivity and Co-ordination
Due to satellite diversity, a particular region may be served by several satellites at once, and 
due to the location of the FES sites and the satellite control periods allocated to each, 
described in Chapter Four, those satellites may be controlled by different FESs. A controlling 
FES site will process all of the call request signalling through the random access channel of a 
particular satellite under its control. If another FES site is situated within the footprint of the 
satellite, the resulting call may be routed through it, if the destination is more local to it. The 
ICO system allows such a routing choice to be made although it has stipulated that only a 
single FES may be used by a particular call during the connection period, thus avoiding 
complex handover procedures. The diversity and control situation is illustrated below in 
Figure 6-4:
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Figure 6-4 - Connectivity and co-ordination scenarios between FES sites
The shaded region in Figure 6-4 is a geographical area served by all three satellites at some 
point in time. Two of the satellites (SATi & SAT3) are controlled at this time by FES] and the 
third (SAT2) is controlled by FES2. Each satellite’s controlling FES is predetermined by a 
sequence which repeats daily. The determination of the identity of the controlling FES is 
based upon the connectivity characteristics between the satellite and the FES sites within its 
footprint and possibly other factors such as infrastructure and population distribution. In 
Chapter Four some proposed algorithms which determine the identity of controlling FES sites 
are outlined.
The purpose of the diagram is to illustrate that before FES] makes a channel allocation to UT] 
it must co-ordinate with FES2 to ensure that conflicting allocations are not made, as both 
satellites will have access to the same set of channels in a DCA scheme.
Figure 6-4 also illustrates a terrestrial network interconnection between the FES sites similar 
to that which has been proposed for ICONET, illustrated in Figure 6-5 below.
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Figure 6-5 - G round network of the ICO system
In the ICONET scheme each SAN is interconnected in a ring network to two adjacent SANs. 
The network architecture that we assume for the DCA network, although based on ICONET 
assumes a mesh network interconnection between FES sites although this is not a pre-requisite 
for the operation of the scheme, it is desirable in order to minimise the propagation delay 
through fibre between sites.
6.3.2 OCA Network Architecture
The fact that the FES sites (or SANs in the ICO system) are connected by dedicated terrestrial 
links has been established. It has also been established that separate FES sites can control 
satellites which are serving the same geographical area. What remains to be determined are 
the functionalities of the network entities which will enable the co-ordination between FES 
sites and potentially interfering satellites.
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6.3.2.1 FES Network Topology
The topology of the FES network in this scheme is based around the distribution of the 
continental land masses around the globe. MEO satellites have continental sized footprints 
which naturally leads to areas of CA responsibility for each FES of at least the same size. The 
area for which a particular network entity has responsibility in terms of channel allocation is 
from now called the RRM area.
One objective of choosing RRM areas is to facilitate the minimisation of co-ordination 
required between adjacent RRM areas with regard to channel allocation. For example, the 
channel allocations made in one region will not be affected by those in another if there is a 
natural isolation between the two areas provided by a large ocean. Ocean areas can be 
regarded as sources of low traffic [52].
DCA systems are efficient when non-uniform traffic is experienced. In a MEO system the 
satellite coverage areas are large enough to ensure that they will experience both high traffic- 
originating regions and virtually zero-traffic-originating regions. The flexibility of DCA will 
therefore be of use in such a situation.
Figure 6 - 6  illustrates six potential RRM areas for a MEO satellite system. Three areas stand 
out in terms of isolation (N. America, S. America and Australasia).
- r  -j
Figure 6-6 - M ajor traffic originating areas of the E arth
In the other land-mass areas where isolation is not so pronounced, a buffer zone could be 
established, similar to the fixed channel co-ordination between adjacent MSCs in GSM, to 
ensure that interference would not occur. Each radio resource managing entity could ensure
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that a particular subset of the channels is used at the RRM area border, a subset which is 
orthogonal to that used by the adjacent RRM area managing entity. Such a buffer zone could 
be easily established due to the predictability and repetition of the satellite movement over 24 
hours, although this is a subject for future work and is not dealt with in any further detail here.
Each RRM area comprises a master FES site, which performs all of the channel allocation 
functions for that area. All other FES sites which have connectivity to the area, via satellites 
which they are controlling, are deemed to be slave FESs. The master FES is fixed for a 
particular RRM area and would be that which is located most centrally within the RRM area, 
to ensure that it always has a connectivity with the area through at least one satellite and as 
such directly controls a large proportion of the traffic in the area.
The diagram below illustrates adjacent RRM areas and the network hierarchy of the FES sites 
which are associated with them.
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Figure 6-7 - Hierarchy of FES sites in adjacent RRM areas
Figure 6-7 illustrates two adjacent RRM areas, labelled A and B. Each RRM area (%) has a 
master FES site designated by the notation Mx. The adjacent n FES sites which have 
connectivity with the RRM area, via satellites which they are temporarily controlling, are 
classed as slave FES sites for that area and are designated by the notation Sxk where k = l—m.
Each master station has the functionality which allows it to co-ordinate and control the 
channel allocation functions for its designated RRM area, and is the sole site in that area 
which possesses this functionality. Although in the diagram the FES] site is designated the 
master for RRM area A (Ma), it can be seen that it is also classed as a slave site (Sbi) as far as 
RRM area B is concerned, indicating a logical separation of the functionalities of individual
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FES sites depending on the area in which the traffic that is being earned originates from. The 
same applies to FES4 in the diagram.
This architecture, which from now will be called hybrid centralised, because of the multiple 
isolated centrally managed RRM areas, has been adopted because a single controlling RRM 
entity within each RRM area ensures that channel allocation co-ordination is performed by a 
single site. The alternative to such a scheme, assuming that signal adaptive solutions are not 
practical, is for a token based system in which distributed allocations are made in sequence, 
where the FES site with the ‘token’ is allowed to allocate from among the available channels. 
This approach requires for a large signalling load as allocation tables in each allocating entity 
need to be updated in real-time [69] and could lead to interference problems if an urgent re­
allocation is required when the local FES does not have the token.
The role of the slave FES sites is to relay channel allocation requests to the master station with 
the appropriate information (user location, satellite and spotbeam identity and target 
satellite/spotbeam combination for handover). The master, which holds an up-to-date record 
of the allocations in its RRM area, optimises the channel to be allocated according to the 
interference criteria and passes the data back to the slave station which instructs both the 
satellite and mobile user terminal of the allocation. Functions such as channel reallocation to 
other UTs in the due to the channel optimisation process are also managed by the master FES 
site through the slaves.
User terminals which are connected through the master FES site itself will have their RRM 
functions managed directly by the master without co-ordination with the slave stations.
The following section presents the GSM architecture, upon which the ICONET architecture is 
based and upon which the DCA network ai’chitecture is based. The appropriate network 
entities and protocols within GSM which managed the RRM functions are identified, along 
with the interfaces and protocols which have been designed for them.
6.3.3 GSM Architecture
As has been previously stated, the network architecture which will be proposed for the 
implementation of the DCA system here is based on an extension of the GSM network 
architecture. Figure 6 -8  illustrates the basic GSM aichitecture and interfaces.
116
Radio Resource Management for Satellite-PCN FCA and DCA Schemes and Network Architecture
A Interface A-bis Interface Radio Interface
se Station«A
^OAM
N B . R e p ro d u c e d  fro m  [4 4 ]
Figure 6-8 - GSM system architecture 
Table 6-1 lists the meaning of each of the acronyms.
Acronym Meaning
BSC Base Station Controller
BTS Base Transceiver Station
HLR Home Location Register
MAP Mobility Application Part
MS Mobile Station
MSC Mobile Switching Centre
0AM Operations and Maintenance
VLR Visitor Location Register
Table 6-1-GSM architecture elements 
The main subsystems of the architecture shown above and their respective functionality are:
• Mobile Station (MS): Includes the mobile equipment (ME) and a subscriber identity 
module (SIM), which stores all the subscriber-related information. The ME is not 
associated with a called number but linked to the SIM.
• Base Station Subsystem (BSS): The BSS connects to the MS through the radio interface 
(also called Um interface [47) and connects to the network and switching subsystem (NSS). 
It consists of a base transceiver station (BTS) located at the antenna site and a base station 
controller (BSC), which may control several BTSs. The BTS consists of radio transmission 
and reception equipment.
GSM uses the open system interconnection (OSI) reference model. However, in most of the 
literature available, authors focus on the first levels of the system, until the OSI network level,
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information regarding the inter-MSC connections is generally restricted to the GSM 
Specifications.
6.3.3.1 GSM Basic Signalling
Signalling procedures in GSM are flexible enough to interface with a high variety of 
communication entities and systems. Three physical interfaces are defined, as shown in Figure 
6 - 8 :
• Um (Radio) Interface: Defines the connection between the mobile station and the base 
transceiver station (MS<->BTS connection).
• A-bis Interface: Defines the connection between the base transceiver station and the base 
station controller (BTS<->BSC connection).
• A interface: Defines the connection between the base station controller and the mobile 
switching centre (BSC<->MSC connection).
Figure 6-9 shows the GSM system architecture in terms of the different OSI layer components 
as far as the three previous interfaces are concerned.
Mobile Station 
MS
Ml
^PD,
Base Transceiver 
Station BTS
L ayen
Base Station 
Controller BSC
^ M T P  *W C a y e r ’^
Mobile Switching 
Centre MSC
BSSMAP
.DJAB
NB. Reproduced from [47]
Figure 6-9 - GSM signalling architecture in OSI terms
Table 6-2 shows the meaning of each acronym.
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Acronym Meaning
BSSMAP Base Station System Management Part
CM Connection Management
DTAP Direct Transfer Application Part
LAPD Link Access Protocol Digital
LAPDm Link Access Protocol Digital mobile
MM Mobility Management
MTP Message Transfer Part
RR Radio Resource management
SCCP Signalling Connection Control Part
Table 6-2 - GSM OSI slements 
The three connections defined by the previously defined interfaces are:
• Mobile Station and Base Transceiver Station Connection
The MS includes all OSI Layer 3 functions and sub-layers. It interfaces with the BTS via the 
Radio Interface Um (Layer 1) and LAPDm (Layer 2). LAPDm terminates in the BTS. Only a 
few RR functions are implemented in the BTS including the control of transmission timing 
and power control.
• Base Transceiver Station and Base Station Controller Connection
The BTS interfaces with the BSC on the Abis interface. The BSC controls the BTSs connected 
with it and performs the remainder of the RR functions and relay information such as random 
access and paging.
• Base Station Controller and Mobile Switching Centre Connection
The BSC is connected to the MSC via the A-interface. The A-interface transmits the CM and 
MM protocols to and from the MSC, the BSS is transparent to these protocols. The BSC and 
the BTS simply pass them back and forth using their own protocols and various means of 
physical transmission (LAPD, LAPDm and Layer 1). In the MSC, this information is handled 
and conveyed together with general BSS control information. This is located in the Base 
Station System Management Part (BSSMAP) and the Direct Transfer Application Part 
(DTAP). In order to achieve this, they make use of the lower planes Signalling Connection 
Control Part (SCCP) and Message Transfer Parts (MTP), which are equivalent to the lower 
three layers in the OSI model.
The SCCP is responsible for the establishment of signalling nodes, and the MTPs transfer the 
information between the nodes.
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Table 6-4 shows a summary of the different signalling protocols that are used in GSM in the 
different connections established in the system.
Interface Link Protocol
MS-BTS LAPDm (GSM specifications)
BTS-BSC LAPD (adopted from ISDN)
BSC-MSC MTP (SS7 protocol)
MSaVLR/HLR-SS7 network MTP (SS7 protocol)
MSC-MSC (call related signalling) TUP (Telephone User Part)
BSC-relay MSC (non-call related signalling) ISUP (ISDN User Part)
BSS MAP (MAP/B)
MSC-MSC (non-call related signalling) MAP (Mobility Application Part)
NB. Reproduced from [47]
Table 6-3 - GSM signalling protocols
The GSM BSC entity manages the RR functions in association with the BTS (restricted RR 
functionality) and the Mobile Station (also called UT) [47]. The architecture defined in 6.3.2 
above suggests therefore that the RRM entity in each master FES site should be designated as 
a BSC and that the slave sites in conjunction with the satellites should have the functionality 
of the Base Transceiver Station (BTS), This entity controls the RR functions such as timing 
advance and power control which require as short a propagation delay as possible for real­
time management. Some BTS RR functions could also be devolved to the satellites in order to 
reduce the propagation time, depending on the complexity increase required on board the 
satellite.
Each slave FES site and satellite combination is classed as a BTS entity which communicates 
with the BSC via the GSM Abis interface and with the MS via the GSM Um interface via the 
protocols listed in Figure 6-9 and Table 6-2. The Master BSC interfaces with several slave 
BTSs conesponding to the instantaneous number of satellites with connectivity over its RRM 
area.
In the architecture above, a satellite, which has some RRM functionalities, will be handed 
over between FES sites according to its orbital progression. In terrestrial GSM, a BTS node is 
associated with a BSC node for all time. The designers of the GSM system did not need to 
consider the management of a dynamic architecture, that is where physical and logical 
connections between networking entities are made and broken with time. Although this 
mechanism is important for the management if the network it is considered to be a part of 
Operations and Maintenance functions (GAM) and is not dealt with here.
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Table 6-4 illustrates the required RRM  only functionalities of the network entities in the DCA 
scheme in GSM terminology.
Master FES BSC, BTS*
Slave FES (master in other RRM area) BSC, BTS*
Slave FES (only) BTS*
Satellite BTS*
* denotes a subset of the GSM functions
Table 6-4 - RRM functionalities of DCA network entities
The Master FES (BSS) must keep maintain a record of all channel allocations in its RRM area 
and must deal with multiple BTS depending on the number of satellites over that area. Some 
BTSs will be co-site whereas other BTSs will be situated elsewhere in the network (slave FES 
sites). The implications of this separation for signalling timing must be dealt with to avoid 
potential timing eiTors.
The FES based BTS and the satellite will share the BTS functionality, the satellite is an added 
network entity as far as GSM is concerned. As has been mentioned above, some functions, 
such as power control between the satellite and UT, may be performed on-board the satellite, 
whereas other BTS RR functions, such as timing advance, may be better managed from the 
ground.
It can be seen that some FES sites will never be regarded as masters under this scheme, and 
therefore as far as RRM is concerned will need only BTS functionality. The ICONET system 
has designated all sites as possessing VLR databases and the associated functionality, so some 
form of logical split would be required. In GSM only an MSC can possess a VLR database, 
and ICO’s siting of a VLR in each SAN (Figure 6-5) is practical as it will reduce call setup 
times.
6 .4  S ig n a l l in g  P r o c e d u r e  in  H y b r id  C e n t r a l i s e d  D C A  S c h e m e
In the Hybrid Centralised Architecture approach the master station controls all of the channel 
allocation and radio resource management operations, infoiming the slave stations which 
channels must be allocated to the users when receiving a call.
The master station creates and updates the channel occupancy tables for every satellite in its 
RRM area but does not communicate them to the slave stations. Whenever a new call comes 
to the system the slave stations request the master station to provide permission for channel 
allocation and the channel itself.
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Thus, for the new approach of the signalling protocol, the following services are defined:
In c o m in g  C a l l  C h a n n e l -A l l o c a t io n
H a n d o v e r -R e q  H a n d o v e r -C o m p l e t e
C h a n n e l -R e l e a se  C h a n n e l -R e l e a se d
E r r o r  B l o c k -C a l l
Several processes, outlined below, are also defined in order to establish the procedures that 
the stations must follow in order to complete the steps that are defined in the proposed 
channel allocation scheme. The data formats contained within each service are listed in 
Appendix H.
6.4.1 Operation Processes
Considering the defined services for the proposed protocol, a series of different processes can 
be presented for the different CA situations that may arise.
6.4.1.1 Case 1. Conventional Allocation
Figure 6-10 shows the message interchange sequence in a conventional channel allocation 
process.
Slave 1 Master Slave 2
INCOMING-CALL
CHANNEL-ALLOCATION
CHANNEL-ALLOCATION-ack
Tlie call is successfully allocated  
and  is m anaged by the  slave station 
until its term ination
c h a n n e l -r e l e a se d
The m aster station 
updates tlie tables
Figure 6-10 - Conventional channel allocation
The slave station that receives an incoming call uses the Incom ing-C all  message to indicate 
that it is receiving a call that requires a channel allocation. In this service, the slave station 
indicates the satellite and the spotbeam in whose coverage zone the terminal is located.
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The master station, using the HC-DCA channel optimisation scheme, detects an available 
channel and sends a Channel-Allocation service indicating to the slave station that the 
incoming call can be allocated the indicated channel.
If there is no available channel, the master station considers whether a channel boiTowing 
process could be initiated (see Case 2). If after this process, there is no chance of obtaining a 
channel for the call, the master station indicates the slave station that the call must be blocked. 
This is indicated by a Block-Call service.
If after certain time, neither Channel-Allocation or Block-Call services are received by 
the slave station, it would assume that there is no channel available, so the call would be 
blocked. This time limit must be defined.
After the call has been allocated to the channel, the slave station sends an ack for the 
Channel-Allocation service in order to indicate to the master that the allocation has been 
successfully completed and that it can update the conesponding table.
When a call is terminated, the slave station sends a Channel-Released service indicating 
that the channel that was being used is now available for new incoming calls, so the master 
can update the table again. It can be seen that other slave stations do not play any pait in the 
process.
6.4.1.2 Case 2. Channel Borrowing
6.4.1.2.1 Channel Borrowing Between Slave Stations
Figure 6-11 shows the message interchange sequence in a channel boiTowing process in which 
one of the slave stations is the borrower and the other slave station is the lending station.
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Slave 1 Master Slave 2
IN C O M IN G -C A L L
C H A N N E L -R E L E A S E
The slave station releases the channel and 
re-aliocates the call that was using it
C H A N N E L -R E L E A S E -rc q
Tlie master station 
updates the table
C H A N N E L -A L L O C A T IO N
C H A N N B L -A L L O C A T IO N -a c k
Tlie master station 
updates tlie table
Figure 6-11 - Channel borrowing between slave stations
When a new incoming call anives, the slave station that receives it indicates to the master that 
there is a new call which requires a channel. The master station cannot immediately find an 
available channel for the call but considers that a channel boiTowing process can be initiated 
in order to assign to the call a channel that is being used by another UT, controlled by another 
slave within the sub-network.
The channel bonowing process is initiated with a Channel-Release sent by the master to the 
lending station. In this seiwice, the master indicates the channel into which the call that is 
cuiTently using the required channel must be re-allocated. After having re-allocated this call, 
the lending station sends an ack for the Channel-Release service indicating to the master 
station that the required channel is available.
The master then station sends a Channel-Allocation service to the requesting slave station 
indicating the channel in which the call can be allocated. By receiving an ack for this service, 
the master interprets that the channel has been successfully allocated and updates the 
corresponding table.
The complexity of this operation could increase, along with the associated delay, if a multiple 
number of channel reallocations needs to occur in order to accommodate the maximum DCA 
capacity of the system. A limit on this number must be established to prevent the operation 
from causing congestion.
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6.4.1.2.2 Channel Borrowing from a Slave Station to the Master Station
Figure 6-12 shows the message interchange sequence in a channel borrowing process in
which one of the slave stations is the lender and the master station is the borrowing station.
Slave 1 M aster
CHANNEL-RELEASE
T he slave station releases 
the channel and  re-allocates the call 
that was using it
CHANNEL-RELEASE-ack
The m aster station allocates tlie 
call in  the recently  released 
channel and updates the tables
Figure 6-12 - Channel borrowing from  a slave station to the m aster station
When a call enters the system via a satellite which is being directly controlled by the master 
station, the master station optimises the channel allocation tables in order to find an available 
channel which can be allocated to it. If it finds a free channel, the master station makes the 
allocation without notifying the slave stations. But if there is no channel available and it 
considers that the call can be allocated to a channel that is currently being used by another 
station, it starts a channel bonowing process. The master station then sends a C h a n n e l - 
R e l e a s e  service to the slave station that is using the required channel giving it the necessaiy 
identity of the channel into which the call can be re-allocated. When the slave station 
terminates the re-allocation, it sends an ack for the CHANNEL-RELEASE service indicating to 
the master station that the required channel is free to be used. Then the master station makes 
the intended allocation and updates the corresponding tables.
6.4.1.2.3 Channel Borrowing from the Master Station to a Slave Station
Figure 6-13 shows the message interchange sequence in a channel borrowing process in
which the master station is the lender and one of the slave stations is the borrowing station.
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Slave 1 M aster Slave 2
INCOMING-CALL
Tlie m aster station releases 
the channel and re  allocates 
the call tliat was using it
CHANNEL-ALLOCATION
CHANNEL-ALLOCATION-ack
T he call is successfully allocated 
and is m anaged by the slave station
T he m aster station 
updates the table
Figure 6-13 - Channel borrowing from the master station to a slave station
In this case, the channel release process is directly performed by the master station, so there is 
no difference between this process and the conventional allocation process as the re-allocation 
process is completely transpaient for the slave station that receives the incoming call. The 
only difference between this case and the conventional allocation is that there is a delay 
associated with the time that the master station uses in re-allocating the call that was using the 
channel that is going to be boiTOwed.
6.4.1.3 Case 3. Handovers
6.4.1.3.1 Conventional Handover
Figure 6-14 shows the message interchange sequence in a conventional handover process. 
Slave 1 M aster
HANDOVER-REQ
HANDOVER-REQ-ack
HANDOVER-COMPLETE
T he m aster station 
updates the tables
Figure 6-14 - Conventional handover
Due to the motion of the user terminal or, mainly, due to the relative motion of the satellite 
with respect to the surface of the Eaith, calls must be reallocated with different channels 
during their duration When a UT/slave station considers that the quality of the signal received
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by a terminal allocated in a certain spotbeam of a certain satellite is below a given threshold, it 
must initiate a handover process in order to allocate the call in a channel that provides better 
quality. The process must be initiated before the quality reaches an unacceptable level in order 
to minimise the probability of the call being terminated due to absence of a signal.
The process is initiated with a H a n d o v e r -R e q  service sent by the slave station to the master. 
In the service, the slave station indicates the identity of the satellite and the spotbeam to which 
the call could be handed over, provided by the UT which is monitoring all available spotbeam 
pilot channels. If the master considers that the handover is possible then it sends an ack for the 
previous service indicating the satellite and channel towards which the call can be handed 
over.
When receiving this ack, the slave station re-allocates the call in the proposed channel and 
releases the channel that was previously being used by the call. When these operations are 
finished, the slave station sends a H a n d o v e r -C o m p l e t e  service indicating that the handover 
has been successfully terminated so the master station can update the conesponding tables.
6.4.1.3.2 Handover with Channel Borrowing Between Slave Stations
Figure 6-15 shows the message interchange sequence in a handover process with channel
boiTowing necessary between two slave stations.
Slave 1 Master Slave 2
HANDOVER-REQ
CHANNEL-RELEASE
The slave station releases the channel and 
re-allocates the call that was using it
CHANNEL-RELEASE-req
T he m aster station 
updates the table
HANDOVER-REQ-ack
HANDOVER-COMPLETE
T he m aster station 
updates the table
Figure 6-15 - Handover with channel borrowing between slave stations
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When a handover is required, the process to be followed is identical to that which has been 
explained previously. The additional function is that when the master station considers that a 
channel bonowing process must be initiated in order to successfully hand the call over and the 
new channel must be bonowed from the other slave station, the process to be followed is the 
same as explained in 6.4.1.2.1.
The master station does not update the channel allocation tables until it receives the 
Handover-Complete service from the slave station.
6 .5  S u m m a r y  a n d  F u r th e r  I s s u e s
This chapter has presented the CA schemes applicable to the MEO satellite system which will 
be evaluated in the remaining sections of this report. Each CA scheme has an associated 
network architecture which reflects the requirement and location of the control element within 
the network.
The FCA scheme, based in some part on the ICO system, has no real-time CA radio resource 
management requirement other than that of call set-up and handover between fixed channels 
allocated to spotbeams. This task is performed by the FES site (or SAN) which controls the 
satellite in question and therefore the ICONET network architecture applies.
The DCA scheme is built upon the designation of a single master FES site for each traffic 
originating Radio Resource Management area. Other FES sites which have connectivity to 
that area are slaves and have no control over the channel allocation or optimisation functions. 
The architecture of the network required to perform the DCA scheme is a hybrid centralised 
one where network hierarchy is based upon the geographical location of FES sites and the 
connectivity of satellites to land-mass areas.
The network entities in the hybrid-centralised DCA scheme are related to those in the GSM 
network architecture and the appropriate functionality is ascribed to each dependent on the 
state of the network. The signalling sequences appropriate for channel allocation and 
handover within the DCA scheme network architecture as described in Section 6.3 are 
presented as generic signalling flows. The message structures which were developed to 
accompany [54] the signalling services presented above are presented in Appendix H.
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6.5.1 Further Considerations
Given that the mechanism for the channel co-ordination and allocation is established, there are i
several issues related to satellite movement, scheduling, channel distribution and resource i
I
optimisation which need to be addressed. These issues are listed below:
• satellites are moving constantly and channel allocations will soon become mutually 
interfering if they are not updated, so the update frequency must be high enough to reduce j 
this occuiTence.
Fortunately for MEO systems the velocity of the satellite with respect to the surface of Earth is 
fai* less than that of LEO systems, so this will allow the update frequency to be lower.
• a master FES must be prevented from allocating all of the available channels to itself at the 
expense of the slave FES sites.
Each FES/satellite combination will have access to all of the available channels in its 
allocation phase, if there is no regulation, and the number of traffic load is large then the 
master FES could attempt to allocate a channel for all of its users and there will be no 
resource available for the following GSs. Through heuristic optimisation the maximum 
number or proportion of allocations which can be made at any allocation phase must be 
determined. Furthemiore an efficient traffic sharing policy should be adopted to ensure that 
traffic is distributed around the network as far as possible.
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Chapter 7. Simulation Models and 
Stochastic Optimisation
7 .1  I n tr o d u c t io n
In previous chapters satellite channel allocation (CA) schemes were found to be heavily 
tailored to the characteristics of their constellations, air interface and networking techniques. 
Each channel allocation solution is therefore only applicable to the system for which it is 
designed, unlike terrestrial solutions which are usually widely applicable with minor 
alterations..
The previous chapter presented two CA schemes based on FCA and DCA principles, these 
schemes were related to a MEO satellite constellation based upon ICO. The FCA scheme was 
based on an allocation of a fixed proportion of channel resources to each spotbeam for all 
time. The supporting radio resource management network has no dynamic re-allocation tasks 
to perform. The second scheme, refened to as hybrid-centralised DCA, is based on the ability 
of satellite spotbeam to be able to switch all possible combinations of the available channel, is 
traffic adaptive in the fact that CA decisions are made in real-time by a local centralised 
network entity. A network of master and slave fixed Eaith stations (FES) controls the
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allocations in each region enabling optimisation and control of the allocations in a central 
location. The network supporting this scheme is based upon the GSM architecture.
The physical models comprise of the satellite constellation, the spotbeam array, the 
geographical area over which the CA optimisation takes place and the traffic distribution in 
that area. The CA models comprise a traffic allocation model and a genetic algorithm (GA) 
optimisation scheme.
The traffic allocation model attempts to recreate the distribution of traffic on each satellite 
among the relevant spotbeams. The GA optimisation takes account of the traffic load and 
interference environment in order to allocate channels to the beams dependent on the offered 
traffic load in each.
Four software modules were created specifically for this study using the C programming 
language. Each module was used to perform a distinct part of the analysis for both DCA and 
FCA scenarios. Figure 7-1 illustrates how each module was used in the algorithm and the 
types of data passed between them.
C o n ste lla tio n
m o d e l
M inim um  
e le v a tio n  a n g ie
i iS p o tb e a m s  
p e r  sa te ll i te
Traffic 
m o d e l  
F CA  
loadA >eam  
limit*
/
spotbeam locations & 
geocentric angle
interference scenariospotbeam loads
R e u s e
d is ta n c e /a n g le '
FCA
a p a c ity*
G A
p a ra m e te rs*
D C A
s s s ig n m e n ts
♦applies to FCA analysis only, ♦♦applies to DC A  analysis only.
Figure 7-1 - Software modules for CA capacity analysis
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Briefly, the SPOC+ satellite constellation simulation program was used to generate the 
positiins of the satellites and spotbeams. These numerical outputs were used by the 
interference and traffic distributions models to generate the required to be served by each 
spotbeam, with upper limits imposed for the FCA scenario. For the DCA scenaiio, the 
required spotbeam load was used as an input to the to the genetic algorithm module, together 
with the reuse limitations derived in the interference module to optimise the assigments for 
the chosen point in time.
Each of these software modules has been validated for accuracy. The results of the SPOC+ 
simulation package have been compared with several established constellation modelling 
packages^, the spotbeam interference results were analysed graphically and the genetic 
algorithm module perfoimance was assessed using the scenario designed by Kunz and 
outlined in Chapter 8 .
7 ,2  P h y s i c a l  E le m e n ts  o f  th e  M o d e l
7.2.1 Satellite and Constellation Model
The satellite constellation which is used as a platform for the simulations in this study is based 
on that proposed by the ICO system. This constellation was designed to offer mid-to-high 
elevation angles to the whole globe with a small number of satellites. The minimum elevation 
angle of the system specified in the model is 19°, which is the maximum for which the 
constellation offers 100% coverage between the latitude range ±65°. This maximisation of 
ensures that unnecessary overlap is reduced in the system without compromising the total 
coverage in aieas where the traffic arises. Furthermore this approach simplifies the co­
ordination task between network entities directly resulting from the overlap between satellites. 
It can be seen from the coverage performance graphs below (Figure 7-2) that diversity is still 
significant up to mid-latitude regions.
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Figure 7-2 - ICO (a) elevation and (b) diversity performance for 
The constellation and satellite design is summarised in the following table:
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Orbit Planes 2
Satellites per Plane 5
Altitude (km) 10,350
Inclination (°) 45.0
Minimum elevation angle to user emm (°) 19.0*
Inter-Satellite Links No
On-board CA functionality No
Spotbeams per satellite 91
Spotbeam projection Circular
Spotbeam tracking satellite-fixed
Satellite yaw-rotation yes, polar oriented
Table 7-1 - Constellation and satellite parameters
7.2.1.1 Spotbeam Dimensions
The size of the projected spotbeams in this model have been chosen to be very similar to that 
found in the 163-spotbeam ICO system. The effect of increasing the while at the same 
time decreasing the number of tiers of spotbeams, has almost preserved the original 
dimensions. The main result is a reduction in the total number of beams which needs to be 
considered in the optimisation process which will reduce the time taken for processing.
It is important that the variation of traffic distribution aiound the globe is reflected in the 
allocation of channels to beams, otherwise a macro-cellular traffic averaging effect will be 
observed and the benefits of DCA versus FCA cannot be realised, this is true for real satellite 
systems also. Because the spotbeam dimensions have been retained, a realistic variation or 
traffic load between spotbeams should result.
In this model the satellite is assumed to have yaw rotation such that the spotbeam array always 
has a particular orientation with respect to the north-south meridians on which the subject 
satellite is located. This choice simplifies the model without dramatically affecting the 
coverage characteristics and statistics, when the aiTay is broadly symmetrical about many 
planes, as the honeycomb structure generally is. The disadvantage, is that the CA scheme 
adopted by ICO upon which the FCA scheme here is based depends on zero satellite yaw 
rotation. As it stands this will not affect the results of the simulation because the FCA 
evaluation does not rely on assessing the use of actual channels but on the traffic load required 
per spotbeam compared the number of available channels per spotbeam.
NB this minimum elevation (emin = 19°) is higher than that specified for the ICO system
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7.2.1.2 Satellite Functionality
Each satellite in this system model has minimal on-board capability over and above the bent- 
pipe relay functionality. We assume that some BTS RR functions may be possible, such as 
power control in the satellite-user link, but this has no bearing on the channel allocated 
because the DCA scheme is not based upon a signal adaptive principle but on a traffic 
adaptive one, it is assumed that the minimum reuse distances imposed will tolerate all power 
scenarios.
This assumption reflects the strategy adopted by some first generation system designers 
(Globalstar, ICO) to place as much as is possible of the system functionality and intelligence 
within the ground network. The primary reason for this strategy seems to be the need for 
reliability on-board the satellite and it is a common maxim that the more complex a satellite is 
then the more possibility there is that something can fail. The cost of satellite systems has 
traditionally been lai'ge because not only are all of the components on-board tested to militaiy 
specifications but also because complete redundancy of all systems is required as satellites 
deployed above the lowest LEO altitude cannot be repaired on the occurrence of a fault.
The Iridium approach [5] has taken the opposite view, building a number of more recent and 
complex technologies into their satellites, and consequently justifying this decision through 
their production line approach. Any possible failure of individual Iridium satellites can be 
compensated for through re-routing ISLs through the network so it would not be fatal to the 
network, but coverage at some areas in lower latitudes would be lost until a replacement was 
‘installed’.
Some future satellite systems (Super-GEO, Teledesic) are expected to possess far greater on­
board functionalities whereas other future systems (SkyBridge) will not differ much from the 
first generation apart from the service and frequency used. The actual approach to satellite 
capability seems to depend on the attitude of the designers towards the reliability of on-board 
systems and space segment cost.
The simple approach to satellite payload systems adopted for this study was chosen to reflect a 
conservative approach to system design while intending to show that capacity can be 
improved by the use of intelligent functions outside the space segment. The major concession 
to advanced on-board capability assumed in this study is the ability for satellite transponders 
to switch channels quickly with negligible interruption to the connection and for each
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spotbeam to be able to deploy any combination of all of the channels available to the system, 
obviously subject to interference criteria.
7.2.2 FES Ground Segment Model
Although the structure of an FES network has been studied quite thoroughly, the nature of the 
number of FES sites, their control hierarchy and network interconnection does not play a 
major role in the evaluation of the capacity of the EGA and DCA schemes. The capacity of the 
FCA scheme depends on the number of channels ascribed to each spotbeam, whereas the 
capacity of the DCA scheme will depend on the flexibility of the satellite spotbeam 
transponders, the distribution of the traffic load and the capability of the controlling entity to 
optimise the channel allocations to the maximum capacity.
Nevertheless, the geographical area in which the evaluation takes place is important from the 
point of view of the traffic distribution, and this choice also leads to a ground network 
topology resulting from either the MAGSS-14 network described in Chapter Four or the 
ICONET network described in detail in Chapter Six. Section 7.3.2 illustrates the area over 
which the evaluation takes place, an area which is bounded by maritime regions such that the 
capacity evaluation is closed, allocations made in other areas will have no discernible effect 
on the operation of either the FCA or DCA scheme.
7.3 Traffic Distribution Scenarios
The physical relationship between the satellite/spotbeam footprints and the locations of the 
origination of traffic partly determines the temporal load of each satellite. A real-time system 
will acquire traffic according to the spotbeams which are serving the user at the time of call 
setup, and pass it to subsequent spotbeams or satellites naturally through the handover 
mechanism which results from the movement of satellites. The MEO system under study will 
experience a periodic variation of traffic which repeats every 24 hours due to the resonant 
property of the chosen orbit and with some statistical fluctuations dependent on the nature of 
the traffic sources.
7.3.1 The SAINT Traffic Model
During the SAINT [50] project a model was developed which described the distribution of 
satellite-UMTS (S-UMTS) traffic throughout the world. This model was used as the source
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for this study, with some adaptations. UMTS services are defined as mobile services up to 2 
Mb/s although it is likely that S-UMTS services in the eaiiy phase will make up a small subset 
of UMTS services which has some commonality with cuiTent S-PCN services [51].
The SAINT model, which is based on the combination of several earlier models, estimates the 
predicted total global S-UMTS traffic and its distribution for the year 2010. S-UMTS was 
intended to provide the user with services up to 155 Kb/s which will include low bit-rate 
video telephony, video conferencing and high bit-rate data transfer including Internet 
applications. Telephony and other UV2"  ^ generation services will still make up a sizeable 
proportion of the traffic earned by UMTS networks, as has been acknowledged by the 
movement towards migration from cuiTent terrestrial systems towards UMTS. The traffic 
model, which is described in [52], refers to:
• Cellular In-fill Users,
• Rural Fixed Users and
• International Business Travellers
so even though the services are not congruent, the geographical distribution of the users is 
likely to be similar to that experienced by S-PCN, which will generally operate in areas where 
teiTestrial infrastructure is inadequate or absent. This model was used because of its ready 
availability, and because the distribution of traffic plays a major role in the determination of 
the channel allocation efficiency.
The global traffic distribution is represented by a figure in Erlangs attributed to each cell in a 
36x72 cell grid. The grid is overlaid onto an unprojected rectangular representation of the 
Earth [53]. Each cell represents an area of 5 square degrees in both longitude and latitude, and 
thus the actual physical area represented by each cell varies with the latitude of the centre of 
the cell: the actual area represented decreases with increasing latitude in both northern and 
southern hemispheres, so equatorial cells represent the largest geographical areas. The number 
in each cell represents the peak hourly (rush hour) traffic generated by both mobile and fixed 
users, the proportions of traffic predicted from each type of user is as follows:
• mobile (international business traveller & cellular in-fill): 0 .0 1  calls per hour
• fixed subscriber : 0.04 calls per hour
An average call duration of 2 minutes is assumed for this model, which in itself suggests that 
the service profile is similar to telephony. The total global traffic on offer to S-UMTS systems
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is approximately 50,389 Erlang, although this figure is unrepresentative of the actual traffic 
which would be experienced because it is the sum of all peak-time (busy hour) traffic values. 
In a real system the peak traffic values would be modulated by a function coiTesponding to the 
amount of activity relating to the time of day. The actual instantaneous traffic experienced by 
global S-UMTS networks would therefore be far less than this amount, although here it is not 
proposed to simulate the peifonnance of a satellite system across the whole world so a 
particular area can be taken in isolation. The total global peak-time traffic due according to the 
SAINT model, split into regions is as follows:
Region Total Busy Hour Traffic (Erlang) Prop" of Global
North America 419.12 0.0083
South America 8150.06 0.1617
Europe 5449.09 0.1081
Africa 9201.89 0.1826
Indian Sub-continent 15828.52 0.3141
South East Asia inc. Austr. 5590.19 0.1109
Far East (Asia) 5492.88 0.1090
Other (global maritime) 257.24 0.0051
Total 50389 approx. 100%
Table 7-2 - SAINT traffic model breakdown
According to the SAINT model, the land-mass with lowest potential traffic offered to S- 
UMTS systems is North America, whereas that with the highest is the Indian sub-continent 
which seems to be a function of the population size, the relative development (or lack of) of 
the infrastructure and the wealth of the population.
If the geographical area over which the CA algorithm is assessed is reduced then the global 
variation will not be as marked as it would be otherwise. The SAINT model as described 
above is presented in Appendix E.
7.3.2 Sub-Global Simulation
In order to perform a closed evaluation, it was decided that a region sunounded by ocean 
areas should be used in the evaluation, so that the influence of areas outside the region of 
simulation would not distort the results. Figure 7-3 shows the region chosen.
138
R a d i o  R e s o u r c e  M a n a g e m e n t  f o r  S a t e l l i t e - P C N S i m u l a t i o n  M o d e l s  a n d  S t o c h a s t i c  O p t i m i s a t i o n
Figure 7-3 - Geographic region selected for CA capacity comparison
In terrestrial cellular models the existence of the edge-ejfect has acknowledged. If a 2- 
dimensional model is tested without including a wrap-around then the results will not be 
realistic because there are no edges in terrestrial cellular systems. This is true to some extent 
for a global spherical as wrap-around is inherent, but with areas of ocean where traffic will 
seldom originate (according to the SAINT model) the edge effect can be ignored. 
Furthermore, isolated continental areas can also be regarded as closed systems in terms of 
interference.
The performance of the system was tested over the North America region, the cell range on 
the global traffic grid model that was used to describe the rectangular area illustrated in Figure 
7-3 above was as follows: (0, 8 )—>(9, 33) where the first number relates to the row and the 
second relates to the column, the approximate cell locations are represented as points A and B 
in Figure 7-3. The full grid index numbers are (0, 0 )^(35 , 71) progressing from the top-left of 
the rectangle to the bottom-right, presented in Appendix E.
The SAINT traffic model for the North American continental landmass is presented in the 
table below, the figure in each position in the table represents the total S-UMTS traffic 
estimated to originate from each location at the busy hour in Erlangs.
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8 9 10 11 1 2 1 3 14 15 16 17 18 19 2 0 21 2 2 23 2 4 25 2 6 27 2 8 29 30 31 3 2 33
0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 6 0 .1 2 0 .1 2 0 .0 4 0 .0 0 0 .0 0 0 .0 0 0.01 0 .0 2 0 .0 2 0 .0 2 0.01 0 .0 0 0 .0 0
1 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 2 0 .0 5 0 .1 3 0 .1 8 0 .3 7 1 .00 1 .4 0 1 .9 7 1 .53 0 .7 8 0 .2 2 0 .2 0 0 .2 0 0 .2 0 0 .2 0 0.21 0.21 0 .2 0 0 .1 9 0 .1 0 0 .0 3
2 0 .0 0 0 .0 0 0 .0 0 0 .5 0 1 .32 0 .7 8 0 .5 5 0 .4 7 0 .9 2 0 .8 7 1 .16 1 .5 8 1 .20 0 .0 5 0 .0 3 0 .0 8 0 .1 0 0 .2 6 0 .3 2 0 .3 2 0 .3 2 0 .3 2 0 .3 2 0 .2 9 0.11 0 .0 0
3 0 .0 0 1 .4 5 2 .3 6 2 .3 7 2 .3 7 3 .1 9 3 .5 2 2 .9 7 1 .00 2 .4 2 1 .93 3 .0 5 1 .17 2 .9 6 2 .7 0 0 .3 5 0 .0 0 0 .0 8 0 .3 5 0 .4 2 0 .4 2 0.41 0 .3 4 0 .2 0 0.01 0 .0 0
4 0 .0 0 5 .8 3 5 .8 3 5 .8 3 5 .8 3 5 .8 3 5 .7 3 5 .8 2 5 .8 3 5 .8 2 4.41 2 .5 0 0 .2 0 1 .1 8 4.61 2 .5 6 0.11 0 .0 3 0 .4 3 0 .5 2 0 .2 7 0 .0 9 0 .0 0 0 .1 2 1 .80 1 .1 7
5 2 .3 3 4 .3 7 6 .6 5 6 .9 0 6 .9 0 6 .9 0 6 .9 0 6 .9 0 6 .9 0 4 .8 9 0 .0 0 0 .01 0 .4 5 6 .6 0 3 .6 2 2 .2 2 0 .0 2 0 .0 0 0 .0 5 0 .2 2 0.01 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0
6 0 .0 0 0 .0 4 4 .1 4 7 .9 2 7 .9 2 7 .9 2 7 .9 2 7 .9 2 7 .9 2 7 .91 6 .8 6 4 .7 3 1 .30 7 .4 8 7 .9 2 7 .9 2 4 .9 6 0 .6 9 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0
7 0 .0 0 0 .0 0 0 .1 0 4 .4 3 6.21 6.21 6.21 6.21 6.21 6 .3 6 7.21 7 .9 4 7 .8 5 8 .8 7 8 .4 6 5 .6 3 3 .7 4 3 .1 6 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0
8 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .2 7 6 .6 6 5 .3 7 2 .3 6 3 .9 6 0 .3 3 0 .9 5 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0
9 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 5 0 .0 6 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0
Table 7-3 - The SAINT traffic model for the North American continent and surrounding oceans
7.3.3 Adaptation of the SAINT Model
The assessment of the CA scheme is dependent on the distribution of the traffic as much as 
the total traffic, so the traffic grid was normalised to the total traffic such that the distribution 
could be later represented as a total number of channels on offer to the satellite system 
represented by a multiplication factor Ctot- The normalisation of the SAINT offered traffic was 
carried out as follows:
T norm {i, j )  — T saint( i , j )  
E  TsAlNT(i, j )
(7.1)
IJ
where i and j  respectively represent the row and column indices of the grid, T sa in t is the 
original traffic offered in each cell in the SAINT model and Tnorm is the noimalised or 
proportion of traffic offered from each cell. The procedure for mapping traffic into channels is 
described below.
7.3.3.1 Mapping Normalised Traffic Levels to Integer Traffic Instances
Each cell {i, j )  in the normalised SAINT traffic model (described in Section 7.3.3 above) 
offers a set proportion of the global peak time traffic, TnormiUj)- To ensure as far as possible 
that the integer number of traffic channels offered by the system is the same as the pre-set 
multiplication factor Cm, the following procedure is followed when converting from 
normalised values to integer:
The real number of traffic channels offered by a cell Ca^i,j) is deteimined by a simple 
multiplication of the traffic proportion in Tnorm each cell by the total number of traffic
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channels expected across the whole system, Cm. The resulting number is split into integer and 
fraction components, and the actual number of channels originating from that cell will be the 
integer number plus one other channel with a probability equal to the fraction:
C.JT (*. j )  =  I N t[ c ,o .  ■ T..o„na. ;■)] + P R A ( \ c „ ,  ■ a , y)]} 
where ?{%} represents the result of a random number generator which will return a 1 with 
probability %, where x<l.
The traffic grid has now become a channel grid which can be manipulated using the Cm factor 
to determine the load offered to the satellite system at any one time. This approach is similar 
to those in many CA optimisation proposals including [43] [54] [55], whereby each cell 
considered in the system has a fixed number of traffic channels such that a comparison of 
different approaches can be made.
The Cm value represents the total number of channels on offer to the satellite system. The 
value can be altered without changing the distribution of the channels throughout the area
under study although it must be ensured that the total number is lai'ge enough so that the
relative proportions of traffic on offer from the grid cells is maintained. The system capacity 
evaluation will take the fomi that a number of channels are made available to both CA 
schemes and the offered load will be increased until the quality of service limit is reached. 
That point for both schemes will be compared.
7 .4  A l lo c a t in g  T ra ff ic  i n s t a n c e s  t o  S p o t b e a m s
Although the traffic originating from the terrestrial grid cells follows the SAINT distribution, 
with the total determined by Cm, the traffic canied by satellite spotbeams is not 
straightforward, as it is in tenestrial models. The channels must be allocated to spotbeams 
according to realistic principles.
The principles which determine whether a spotbeam is required to serve a channel originating 
from a particular* grid in the traffic model are summarised as
• the connectivity between the spotbeams and the area (cells) originating the traffic
• the suitability of the spotbeam to cany traffic
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7.4.1 Connectivity Between Spotbeams and Cells
The first step in allocating the channels required by a cell in the traffic model is to deteiTnine 
the set of spotbeams 6 " which have connectivity with the cell.
Each cell is a rectangle, defined by angles of latitude and longitude, on an unprojected 
map/model of the Earth’s surface. The spotbeam coverage areas, on the other hand, are 
represented by the location of their centres, in latitude and longitude, and a diameter expressed 
as a geocentric angle, as outlined in Chapter Three. It can be recognised intuitively that if a 
traffic grid cell is not completely covered by a spotbeam then determining the proportion of 
the cell which is actually covered is a complex process.
A simple model for assessing the coverage of a cell by a spotbeam is to simply examine 
whether the centre point of the cell is within the coverage area of the beam. This method is 
not exhaustive and some instances of paitial coverage of cells by spotbeams will be ignored 
such that the set of spotbeams S  is incomplete. Despite this, the simplicity of the method is 
attractive: only a single mathematical compaiison must be made to determine connectivity. 
The centre of each cell { i , j )  is a constant doublet (latitude À f i J ) ,  longitude lc (i,j))  and can be 
derived from the index numbers of the cell (as defined above), which makes it useful for 
computational methods:
A ,( i ,y )  =  8 7 .5 -5 j  
U U j )  = 5 j - \ 1 1 5
where the result is in degrees.
The comparison between the spotbeams and the cell centre is made using the following 
relationship:
A-c -  Pspot 1 spotbeam covers cell 
otherwise J spotbeam does not cover cell
where fispot is the geocentric radius of the spotbeam* and J3g.c is the geocentric angle between 
the centre of the spotbeam and the centre of the cell determined by:
= cos“^(sin/l  ^-sinA  ^+cos/l^ -cosA  ^-cos(/  ^-/^))
J3^ p„t is referred to as /3,„ax in Chapter Three
1 4 2
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where Àg and f  are the latitude and longitude of the spotbeam under study. The indices of the 
cell (ij)  are omitted for simplicity.
Using computational methods, the set of spotbeams S(j having connectivity with the cell (i,j) 
can be found by simply testing all spotbeams in the system against the centre position of the 
cell with Equation 7.3.
7.4.2 Spotbeam Suitability for Carrying Traffic
The number of channels offered by the cell must be distributed among the spotbeam set Sij 
according to a set of pre-defined mles which relate to the physical relationship between the 
cell and the individual spotbeams, the position of the spotbeams within the satellite airay and 
the traffic load caiTied by the individual satellites.
The principles mentioned above determine the suitability of any spotbeam in Sij to cany 
traffic. By applying that suitability or fitness the traffic is distributed around the set through 
the operation of a roulette wheel procedure. Firstly the considerations which lead to the rules 
as mentioned above are outlined:
A spotbeam’s suitability is based on the following three considerations:
• the elevation angle range associated with the beam, which is directly related to the position 
of the spotbeam within the structure, described in Chapter Three.
• the position of the spotbeam with respect to the velocity of the satellite, and
• the current loading of the satellite from which the spotbeam originates.
7.4.2.1 Spotbeam Elevation Fitness
As has been discussed in Chapter Three, the spotbeam models adopted for this study are 
circular projections airanged in a honeycomb structure which is scaled to fit within the 
circular footprints of the satellites. The projected beams are airanged in tiers which aie centred 
around the sub-satellite point and as the spotbeams are fixed with respect to the satellite each 
beam has a constant range of elevation angles associated with it.
In the model it can be assumed that the elevation angle to a satellite that users communicating 
through a particulai* spotbeam experience depends upon the tier in which that spotbeam exists. 
A spotbeam with a higher elevation angle range (lower tier number) will be better suited than 
one with a lower elevation angle range (higher tier number).
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In reality a UT will monitor the paging/beacon signals from all available satellites and 
spotbeams [23] and will attempt to communicate through the spotbeam whose signal is the 
strongest. Satellites with lower elevation angles will experience greater path loss although it is 
possible that the satellite will pre-compensate for this path loss by transmitting at a higher 
power proportional to the path loss at the centre of the spotbeam projection [3]. As a result the 
UT may not be able to determine which satellite is higher in the sky via signal measurement 
only, although it is almost certain that the paging/beacon signal of each beam will broadcast 
its satellite and spotbeam identity as a service to UTs [28] so this data could be reported to the 
network through the signalling interfaces.
In a real system the network will allocate a UT to a satellite with the best channel [56], and 
that most likely to be the one with the higher elevation angle, such that the QoS is maximised 
for minimum transmit power output. This model recreates this behaviour by ascribing fitness 
values to spotbeams dependent on the tier in which the spotbeams resides. A high fitness 
increases the probability that a spotbeam will cany the traffic and vice versa.
Spotbeams on the same tier are allocated the same elevation fitness. The fitness will be a 
maximum at the centre of the structure and decrease in proportion to the approximate 
elevation angle of the centre of the spotbeams in the tier^. The elevation fitness model is 
described below;
The fitness of each spotbeam according to its elevation angle range is refened to as Fe(t) 
where the fitness according to tier number t is based on the following rule for spotbeams 
following the honeycomb structure:
Fe(t)>Fj(t+l)
The centre beam is defined as being within tier zero (0). There are no straightforward methods 
of determining the probability that a satellite will be chosen by a UT according to the 
elevation angle, and an analytic approach would be heavy handed for such a simple model, so 
the value of the elevation fitness Fg can be specified either arbitrarily as long as the above rule 
holds as, or using a simple linear relationship as presented in Equation 7.5 below
 ^ NB. The elevation angle experienced by UTs at the centres of all spotbeam projections in a given tier is not 
equal due to the honeycomb structure of the spotbeam array
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= F. max-  ^ m ax- min^
(7.5)
where Fornax and F<,min are the extreme values attributed to Fe and Nuer is the number of the 
highest tier in the structure. The values used for this model during simulations are presented in 
Appendix J.
7.4.2.2 Inter-Satellite Handover Fitness
Inter-satellite in-call handover takes two forms in the network architecture proposed in this 
study and in MEO systems in general. Firstly handover can occur between satellites which are 
controlled by he same FES site. Secondly handover can occur between satellites that are 
controlled by different FES sites. In high diversity MEO S-PCN systems neither handover 
mechanism is one that should be promoted, although the former is more likely to be required 
whereas the latter, which would result in the requirement for a new connection to be 
established with a FES site which could be situated on a different continent, should be 
discouraged. The ICO system will not offer such handovers [8 ]. Figure 7-4 illustrates the 
second handover scenario described above:
sat velocity <4 \ sat velocity
'  N/  user-networ>^ \  
/  connection \ 
after handover'
user-networIK 
connection 
before handover
dedicated network interconnection 
new virtual connection after fiandover
external
network
Figure 7-4 - Inter-FES/inter-satellite handover scenario
The network could reduce the occurrence of in-call inter-satellite handover by discouraging 
the acceptance of new calls into trailing edge spotbeams, if an alternative satellite exists. Calls 
which start in trailing edge spotbeams have a higher probability of requiring in-call inter­
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satellite handover, although this probability is much lower in MEO systems compared with 
LEO systems. In MEO systems the connectivity period of the satellite ensures that calls with 
mean duration (3 minutes is generally accepted for telephony) are unlikely to be handed over 
during the call to another satellite, other than for reasons of premature termination due to 
shadowing. The in-call handover service must be provided by the network to ensure that calls 
are not dropped unnecessarily due to shadowing.
If a UT requests a new channel through a trailing edge spotbeam, then the network will ignore 
the request (unless the call is an emergency) and the terminal will be forced to search 
elsewhere in the network for another satellite/spotbeam. It has been mentioned above that 
satellites will transmit their spotbeam identity numbers on the associated paging/beacon 
channel and the UT may use this information to decide not to request a new channel through 
that satellite and will search for another. There will of course be a time when there are no 
alternative satellites to connect through, and a new call request must be granted on the trailing 
spotbeam.
These considerations introduce a differential in the probability that traffic will be earned on 
spotbeams in the same (outer) tier. Whereas in the previous section equal elevation based 
spotbeam fitness was allocated to all beams on the same tier, this new mechanism allocates a 
higher fitness to those beams which ensure that the user will have a longer connectivity period 
with the satellite.
To illustrate the mechanism described above, a simplified 19-spotbeam structure is 
considered. In the spotbeam model which incorporates yaw rotation, the set of beams which 
are considered to be the ‘trailing’ beam / is periodically variable due to the variation of 
satellite velocity compai*ed with the beam structure.** These are illustrated in the diagram 
below:
In a model where yaw rotation is not included the leading and trailing beams are constant
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Always a trailing beam  
Trailing beam when 0 < a  < tt 
Trailing beam when n <  a  <2 n  
Never a trailing beam
Figure 7-5 - Spotbeam structure illustrating handover prevention fitness
where a  is the mean anomaly of the satellite, assuming a prograde inclined orbit. The 
following rules govern the application of handover prevention fitness Fii(b) for the 19-beam 
structure where b is the spotbeam number according to the above diagram:
Fh(l) = Ff,min for all time
F/,{b) = F/iinin when 8  < 6  < 11 & n i l  < a <  3ti/2 (A)
Fh(b) = F/,min when b> 15 & 3ti/2 < a<  ti/2* (B) 
otherwise Fi,(b) = F/,max
where (A) represents the phase of the orbit when the satellite is ascending (south^north) and 
(B) represents a descending (north—>south) satellite. Finding the corresponding spotbeam 
indices for the larger 9 I-beam structure is a simple task which is not covered here. The values 
used in the simulations for F/, are presented in Appendix J.
7.4.2.3 Satellite Load Fitness
The final system characteristic which is emulated by the traffic distribution model pertains to 
the desirability for traffic to be shared between all available satellites in order to reduce the 
occurrence of overloading of any single satellite.
The main influence on the suitability of a spotbeam to carry traffic is determined by the 
position of each beam within the array structure and this fitness is unrelated to any other 
spotbeam on board the satellite. In any satellite system the number of channels allocated to a 
satellite is limited by the total power which it can generate, and so there is a connection
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between all spotbeams on a satellite in terms of their suitability. This model relates spotbeams 
on the same satellite to each other by tracking the total load on each satellite and re-assessing 
the total fitness of each spotbeam according to the load. This mechanism is enacted each time 
a traffic channel is allocated to a spotbeam such that the suitability of the satellite/spotbeam 
combination follows the load.
In effect, the fitness of spotbeams which determines the suitability to cany traffic is reduced 
by an integer Fi as the load on the satellite increases. The mechanism is outlined below 
together with the total summation of the spotbeam fitness:
F ,is ,)  = IN r
where once again b is the spotbeam number according to the honeycomb structure adopted, % 
is the number of the satellite under consideration (relating to the spotbeam connectivity set 
Sij), Ls{b) is the cunent load experienced by spotbeam b of satellite s and Tx: is a constant 
determined according to the size of the model and the desired effect that the satellite loading 
will need to have on the traffic distribution algorithm. The values used for the satellite load 
model outlined above are presented in Appendix J.
7.4.2.4 Spotbeam Fitness Summation
The full spotbeam fitness Ftot(b,s), calculated after every traffic allocation instance, is found 
with the summation below:
F,„,ib,s) = F S h )  + F ,X b )-F ,{s ,)  O.D
It is possible that the Ftot result may be negative if the load on the satellite has increased to 
sufficient levels, in this instance the model restricts the value of the total fitness to zero, which 
will prevent the spotbeam from being allocated any more traffic.
The outer/trailing spotbeams will be the first to which this happens which coiTesponds with a 
realistic approach as it is those links which are made through outer spotbeams which require 
the highest power levels on the part of the satellite in the downlink.
* NB. Only possible in a cyclic function
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7.4.3 Stochastic Allocation of Traffic using Spotbeam Fitness
This model distributes traffic among the set of spotbeams Sÿ which have connectivity with the 
cell (ij) under study through the use of a function incorporating a random number generator. 
The fitness values of each of the spotbeams in the set, described above, is calculated 
immediately before allocation. The probability that the traffic is allocated to a spotbeam in the 
set is based upon its total fitness by summing all the fitness values associated with the set, 
normalising the total to 1 and producing a random number between 0  and 1 to give a 
randomly selected spotbeam.
N
' Z p ' . c i o
(7.8)
norm^‘^ 4 ^ n o r n S ' ^  N - Ù
norm^^^ norm '^^N
0 1P R N \  ( 0 -^ 1 )
Figure 7-6 - Stochastic fitness-based selection of spotbeam to carry traffic channel
Figure 7-6 above shows the allocation of a call to the fifth spotbeam in 5  when the value 
returned by the random number generator (illustrated by the vertical arrow) falls within the 
range occupied by its fitness in the normalised sum of fitness. Each spotbeam’s fitness is 
represented by the width of the rectangle associated the spotbeams
This process is repeated for each channel within the cell (/, j)  until all are allocated, then the 
next cell ( i , j+l) is considered and the process is repeated until all channels are allocated and 
each spotbeam has a required number of traffic channels tspot(b).
This channel distribution among spotbeams over the selected geographic area is the scenario 
which must be satisfied by the CA schemes to be evaluated.
7 .5  S t o c h a s t i c  O p t im is a t io n  o f  C h a n n e i  C o -o r d in a t io n
The previous sections have outlined models which were created in order to realistically 
simulate the traffic and interference scenarios encountered in the satellite system under study.
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taking into account the satellite positions, the spotbeam characteristics and the traffic 
distribution.
The objective of this section is to describe an optimisation algorithm which has been used to 
demonstrate the increased capacity of a flexible real-time approach to channel allocation (CA) 
over a predetermined FCA system by direct comparison of the capacity gain available with 
such a technique. Any implementation of the technique will need to be optimised itself for 
real-time implementation although this is not dealt with here.
The task that remains is to allocate the available channels to the individual spotbeams 
concerned in an optimal way, while accounting for the interference scenarios which exist. In 
this study it is proposed that a dynamic implementation of a channel allocation algorithm 
using stochastic optimisation can be used to increase the capacity of the system over and 
above that which is possible with FCA techniques under the same traffic distribution 
circumstances. In such a system the Fixed Earth Station (FES) sites will co-ordinate in real­
time to ensure that the channels that are allocated do not cause mutual interference. This 
enables the network intelligence to be concentrated on the ground whilst at the same time 
allowing real-time traffic-adaptive channel allocation.
Eai'lier sections have dealt with the physical topology of satellites and FES sites and the 
network architecture spawned by the chosen hierai'chy. This section deals with the CA 
optimisation function that will be performed from within the master FES sites in the network.
7.5.1 Genetic Algorithms
Genetic Algorithms operate on populations of strings, with the string coded to represent some 
underlying parameter set. Reproduction, crossover and mutation aie applied to successive 
string populations to create new string operations. In their simplest foim these operations 
involve random number generation, string copying and partial string exchanging. The 
resulting search perfonnance is wide-ranging and impressive, despite the simplicity.
GAs work from a population and by maintaining such a population of well-adapted points the 
probability of reaching a false peak (or local maximum) is reduced.
The evaluation of the fitness of individuals in GAs is based around the presence of highly fit 
schemata within individuals which foim partial solutions to the problem. An analogy is that if 
a human chromosome contains a short sequence that describes high physical strength then any
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humans with chromosomes containing that sequence will flourish in environments where 
physical strength is an advantage. As long as those short sequences remain intact then other 
areas of the chromosome are allowed to change. GAs work on the principle of preserving 
these sequences or schemata.
7.5.2 Simple Genetic Algorithm
The simple genetic algorithm (SGA), as described by Goldberg in [59], uses the standaid GA 
operators of selection, mating and mutation to optimise a population of individuals according 
to a static fitness function. Individuals are represented by binary strings and a simple randomly 
selected single point crossover is employed in the mating function.
Some extra functions and operators have been added to the SGA to improve the efficiency in 
the context of this study. The entities and functions which make up the adapted GA are 
outlined in the sections below.
7.5.3 The Individual or Chromosome
In Jaimés-Romero’s paper [60] the channel assignment problem (CAP) is defined as:
given C channels and N  cells each requiring ti channels, find the optimal NxC  
channel assignment matrix A  given by:
Channels
A  =
1 2  . k . C
1 ~1 0  . 1 . 0
2 1 0  . 1CO
ô i
• *
% 0
N 1 0  . 0
Figure 7-7 - Binary representation of channel allocation scenario 
with elements:
f l :if  cell i is assigned channel Cf.
| 0 : otherwise
This representation naturally invites the use of binary strings which represent the allocation 
scenario, the SGA uses binary strings as illustrated below.
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In [59] a population of Npop string individuals {or chromosomes) representing the allocation 
scenario above is created using a random process which allocates one or other binary value to 
each position (or allele) in the string. Each binary string represents a particular state of the 
whole system and therefore, in a satellite mobile radio system, will have the potential to 
represent every spotbeam and channel allocation combination.
Such a system will be comprised of Btot spotbeams and Ctot channels, so using this 
representation, which is also adopted in [60], the string will take the structure illustrated in 
Figure 7-8:
■*  ►I I I I I I I I I I I I I I
/
/
/
^
Figure 7-8 - An individual represented by a binary string
Each bit in the string represents a channel/cell combination where a ‘T in the string represents 
the allocation of that channel to its associated cell or BS whereas a *0’ represents an absence 
of allocation.
It can be seen that in a system with a large number of channels and cells (or spotbeams) this 
representation will spawn huge string lengths {Ls=BtotXQot)- Furthermore, this representation 
does not account for the vaiiable number of channels required per spotbeam in the satellite 
system, such that an additional measure of the fitness of the individual, representing the error 
in the total number of channels assigned, must be taken into account. Jaimés-Romero [60] 
notes that a
''channel assignment is only permissible i f  both traffic and interference 
constraints are JulfilletT'
so this format introduces a large number of ineligible individuals and therefore a 
coiTesponding amount of processing in order to eliminate them during the optimisation 
process. GA is a blind search algorithm and therefore the introduction of individuals which do 
not conform to the traffic requirement will occur throughout the process.
An alternative representation designed in this study (and later found in [61]) is the decimal 
integer representation of channels, replacing the binary representation. The number of alleles
1 5 2
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(bits) in the string which represents each spotbeam now equals the required number of 
channels for that spotbeam, as described in the previous section, which has thus far been 
represented as tspot(b) where b is the beam reference number.
f spotb=0
^spot(^^ ^spo f(^^ ^spo f(^^ ^ sp o t(^ to t '0
Figure 7-9 - Decimal representation of the CA problem with variable length chromosome
In Figure 7-9 the individual spotbeams are represented by different shades, the variable widths 
of the shaded areas illustrate the variable traffic channel requirement as determined in the 
previous section. The total length of the string (or number of alleles) is the total number of 
traffic channels required in the system under consideration, so those cells which require zero 
channels are not represented at all in the string. This method of representation is efficient 
when non-uniform traffic distributions are studied and also in systems where satellites serve 
areas of very low traffic origination, the drawback of this system is that any channel can be 
allocated more than once in the same cell and the chromosome evaluation function must 
eliminate such occurrences.
In the binary system a channel’s identity is represented by its position in the string, whereas in 
the integer system its identity is the actual value held in the string position itself. Each channel 
is numbered sequentially from zero to Ctor^-
7.5.4 Initialisation
As mentioned above, Goldberg proposed a random function to initialise the population before 
commencing the optimisation program: each bit position in the string is allocated a 7 or a 
zero, with a probability of 0.5. Goldberg’s algorithm is intended for general use and therefore 
the random approach is justifiable as nothing is known a priori of the systems for which the 
SGA will be implemented, also the GA is a blind search algorithm so in theory no particular 
point in space is more eligible than another as a start point.
In this particular study it is known that the channel allocations are made on the basis of cells 
or spotbeams and that allocations must not violate the interference rules within a beam. An 
intelligent initialisation which aims to reduce the number of co-spotbeam channel violations
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gives the process a head start on the purely random initialisation. Box [62] proposed a 
heuristic approach to assigning radio channels to teiTestrial systems which allows the initial 
assignment process to allocate channels which will not interfere in the same cells while 
maintaining a stochastic approach such that the benefits of a diverse initial population are not 
lost.
7.5.4.1 Intelligent Initialisation (l-lnit)
Box’s scheme [62] generates a random order of allocation for all of the cells in the system. 
Depending on the order which has been determined, each cell is allocated a number of 
channels, alternately from the extremes of the channel range (highest or lowest), up to the 
number required. In this way channels allocated within a cell are separated by large margins, 
channels which are close in frequency can cause sidelobe interference. Two channels allocated 
from the same extreme are separated by a minimum distance, usually 2 places. If no channels 
are suitable at the first attempt for a particular channel/cell combination then the position is 
left unfilled and a random ‘difficulty factor’ is added to that combination’s register. If, at the 
end of the allocation sequence some channels remain unallocated then sirbsequent iterations 
are performed.
In subsequent iterations, the order of allocation is determined according to the magnitude of 
the accumulating difficulty factors, thus over time those cells where most difficulty in 
allocation is encountered, i.e. the ones where there are most unallocated traffic instances, are 
pushed to the top, altering the sequence of allocation. The difficult cells are therefore allocated 
channels earlier in the sequence and therefore have a greater chance of receiving the full 
complement of assigned channels, which in theory results in a better arrangement of channels.
An adaptation of this simple heuristic method has been incorporated into the GA for this study 
in order to improve the fitness of the initial population. The method used for the initial 
allocation is simply Box’s first allocation without the subsequent heuristic iterations or the 
difficulty factors. At the end of the first allocation sequence any un-allocated channel requests 
are given a randomly generated channel assignment. The difference in this approach is that the 
first step in Box’s algorithm performed many times, equal to the size of the population, and 
with a large population a similar result is likely. This approach is simpler than that chosen by 
Box and maintains a diverse initial population for the GA.
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The procedure as implemented is described by the diagram below.
Repeat for Npop individuals { 
Establish a random order of cells for assignment; 
Loop twice { 
Set extreme to high; 
Repeat for tceii in current cell { 
If cell/traffic has NOT yet been assigned a channel { 
If extreme channel NOT yet assigned and obeys all 
interference criteria: 
Assign to cell/traffic, set channel and cell/traffic flags to 
a s s ig n e d  and toggle extreme; 
Else increment/decrement channel according to extreme; 
If end of channel list: 
Toggle extreme;
}
}
Select next cell in assignment order; 
If reached end of cell list: 
Clear all channel a s s ig n e d  flags, increment Loop;
}
Allocate a random channel to any cell/traffic positions not flagged a ss ig n e d ;
}
Figure 7-10 -Adaptation of heuristic initialisation procedure
where ‘channel’ represents the actual number or identity of each channel in the range from 
lowest to highest and ‘cell/traffic’ represents a single instance of traffic requirement in a cell. 
‘Extreme’ can be either low or high where low means the lowest channel is selected first and 
subsequent channels are increments in the direction of the highest and vice-versa for high.
7.5.4.2 Best Individual Injection (B-lnj)
Eai'ly on in the development of the optimisation procedure it was observed that after the above 
intelligent initialisation (I-Init) process the best individual was sometimes lost, as it was often 
transfeiTed into the next generation after being altered by crossover or mutation, which can 
reduce the fitness of the individual. It can be seen that the intelligent initialisation process has 
emulated the early generations of GA by producing a high fitness individual. Because this
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chromosome is not present in large numbers, as would happen with normal GA selection, its 
existence is threatened through the statistical probability that it is not further selected for 
mating. The Best Individual Injection {B-Inj) procedure was introduced to ensure the survival 
of the best individual in early generations.
Immediately after the initialisation the individual with the best fitness is identified. The top 
half of the population is replaced with copies of the best individual, and those which were 
replaced are discai'ded. By this method, the best individual is guaranteed to contribute a large 
proportion of the genetic material of the subsequent generations.
7.5.5 The Fitness Function and Scaling
Optimisation algorithms must sample the results of the optimisation process to gauge whether 
the process is proceeding in the coixect direction. As the GA process is implicitly parallel, it 
follows many simultaneous paths in the optimisation process, the fitness of each individual 
must be measured such that its probability of being selected for mating to produce the next 
generation is deteimined. In GAs the fitness function is the method for assessing the 
suitability of each newly generated chromosome. Some of the factors which need to be 
considered in the fitness function evaluation are listed below:
• co-spotbeam - co-channel interference
• co-spotbeam - adjacent channel interference (optional)
• inter-spotbeam - co-channel interference
• inter-spotbeam - adjacent channel interference (optional)
it can be seen that the fitness function does not allow co-channel allocations to exist side-by 
side in the same spotbeam, or in spotbeams which do not satisfy the reuse distance criteria, 
adjacent channel interference can be eliminated if such a precondition is incorporated.
Sung [55] and Kim [64] have used an array {or compatibility matrix first proposed in [65]) 
which stores the interference relationships between cells in the form of the allowed distance, 
Cij between channels in interfering cells i and j ,  called the co-channel constraint (c.c.c.) and the 
adjacent-channel constraint (a.c.c.). FDMA channels are numbered with sequential integers 
and a subtraction operation is performed to reveal the distance between them resulting in the 
following expression for two channels of frequency/ a n d /':
I / - / 1  ^  C ÿ
156
R a d i o  R e s o u r c e  M a n a g e m e n t  f o r  S a t e l i i t e - P C N  S im u l a t i o n  M o d e l s  a n d  S to c h a s t i c  O p t im i s a t io n
where c,y = 1 or 2  for co-channel constraints and adjacent channel constraints respectively.
Noting that an optimal solution is one which will have zero fitness, we introduce a binary 
variable X  which represents the penalty if either co-channel or adjacent channel interference 
scenarios resulting from our random allocations are found. Therefore :
' ’ I  1 otherwise
where D represents the distance between two channels which is required to ensure that they 
are not a co-channel pair or an adjacent channel pair.
So we have the following fitness function for individual n:
(7.9)
= X  X  X  9/("))
;= 0  &=0 y=0 f=0
which compares all of the channels in all cells in the model for interference and where cffii) is 
the channel allocated in position x  in individual n. The hij value is a binary value representing 
the interference scenario between cell i and j , described in more detail below in section 
7.5.5.3.
A further adjustment to the above expression must be made as it is misleading that an allele 
(channel allocation) is compared with itself as it will always register an interference result. We 
must check whether index i equals index j  at the same time as index k equals index I, because 
in this instance we will be auto-comparing an allele. The following expression includes the 
extra check.
9 “  ^ (7.10)
"  X  2  S  ^  (" ) .  ^ ji (») 1
{=0 j= 0  0/=
where i=j k^l means Hfi equals j  it follows that k cannot be equal to V .
The above expressions cause each allele to be compared with others twice, i.e. channel Cik is 
checked with channel cji, then the check is performed in the reverse direction. Thus for every 
instance of co-channel or adjacent channel interference the fitness is increased by 2, A co­
efficient of Vi is applied to the function to compensate for this effect and give a more 
representative result. The fitness of each individual is represented by the following:
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. (7.11)
F(n) = 2 X  S  X  (")' (") )
/=0 k = 0  J = 0  /—0/=7=^A'?s/
7.5.5.1 Transforming the Fitness Result F—>F
The result of the above expression is a simple integer which increases in size directly in 
proportion to the number of instances of co-channel or adjacent channel interference. The GA 
selection process requires for the fitness value to increase in inverse proportion to the number 
of interference scenarios as it is convenient for the fitness of the individual to relate directly to 
its probability of being selected for mating. The result of the above expression must be 
transformed by first dividing by a number or constant which reduces the value to between zero 
and 1 then the result is subtracted from 1 to invert the trend. NB. This approach is followed in 
order to avoid ‘divide by zero’ problems which would occur after an optimal solution was 
found. Ideally, the best value to divide the fitness by would be the worst case fitness Fwc as 
this would ensure that the result never becomes negative. One problem that has been 
encountered is the sheer size of the worst case fitness compaied with random fitness 
allocations made in tests. This is because in a global satellite system most spotbeams are 
separated by a large enough distance such that they do not interfere whereas the worst case 
fitness happens to be when every beam and allocation interferes with eveiy other, i.e.
Fwc = L , ( L , - l )  (7.12)
where Ls is the total number of cell/channel combinations and also the length of the 
chromosome as discussed above. If the above value were to be used the roulette wheel 
approach to selection used in the GA has difficulty in selecting the best chromosomes, an 
alternative is proposed where the dividing constant is a multiple of the worst case fitness at 
the beginning of the simulation Fy^ c-o (zero‘d' generation), thereafter the fitness values should 
generally improve and negative results should be avoided. The multiplication factor ‘3’ was 
selected and the transformed fitness F ’(n) takes the following value:
V Ifc-O J
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7.5.5.2 Scaling the Fitness Result P -^P ’
At the beginning of any optimisation, where the channels are allocated to cells on a random 
basis, it can be expected that none of the individuals will have a particularly good fitness. In 
this case it will be difficult for the algorithm to begin to converge towards any solution as all 
chromosomes will have a similar fitness and none will stand out from the rest. Furthermore, 
towards the end of the optimisation almost all individuals will have a high transformed fitness 
(=1) leading to the same problem whereby an individual with slightly greater fitness does not 
have much advantage over others. The solution suggested by Goldberg is to scale the cunent 
set of fitness values such that the better values can be detected more easily. The fitness values 
are scaled with respect to the current average fitness, so that a fitness which is higher than the 
average will be scaled up, and one that is below will be scaled down. This method is 
explained in more detail in [59] and here just illustrated by the following diagram:
F” (max) _
3CO
F” (min)_ _
'’(min) F’(avg) F'(max)
Transformed Fitness (F’)
Figure 7-11 - Fitness scaling in the SGA
It is these scaled values F ”(n) which are passed to the selection function although the original 
transformed fitness values are retained to output at the final generation report.
7.5.5.3 Interference Scenario
In the spotbeam model discussed in Chapter Three, first described in [24] and implemented in 
[13] [23], the centres of spotbeams are described as positions relative to the sub-satellite 
points within the constellation, and the aieas covered by each spotbeam projection ai*e 
described by a constant angle cone, with its origin at the geocentre, centred on the spotbeam
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centres. The angle of the cone is determined by the satellite footprint area and the number of 
spotbeams in the array.
The interference scenario which exists between spotbeams can be determined by calculating 
the geocentric angle between the centres of the two spotbeams and comparing it with a pre-set 
re-use distance/angle which is a function of the spotbeam geocentric radius angle Pspot- The 
model used in this study checks every beam against every other beam and generates a flag 
whenever two beams’ centres are below the re-use distance, the results are stored in a table (or 
array) for future reference by the optimisation algorithm. This approach has been used 
previously in [43] [57] [58] whereby the aixay stores the following binary values according to:
hbb' = 1, if spotbeams 6, b’ interfere0 . otherwise
where h^b' = {0, 1} and hbf E H. The matrix is illustrated in Figure 7-12 below :
Beam1 2 . . ^ to t
1 "l 1 . 0 , d
I' 1 1 1 . . 10 . h bb’ • 0
. . 1
^ to t 0 1 . 0 . 1
Figure 7-12 - Inter-spotbeam interference tracking by binary array
where Btot is the product of the number of satellites Nsat and the number of beams per satellite 
Flbeams which in the case of the chosen constellation (10 satellites) with 91 beams per satellite 
produces an array of 828,100 cells, although in the localised optimisation scenario described 
in Section 7.3.2 above the number of spotbeams involved in the optimisation is much reduced.
As the satellites move, the contents of this array/matrix will change and the master ground 
stations will need to update the matrix in real-time. The master stations can compile a more 
accurate version of the interference tracking matrix through the use of simulation tools and 
system designer’s knowledge of the satellite RF systems
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7.5.6 Reproduction
7.5.6.1 Selection for Reproduction
In the SGA procedure a method for selection is used whereby the fitness of the individual, 
between 0 and 1, translates to its representation on a virtual biased roulette wheel [59] [63].
If Npop is the population size and F '\n )  is the fitness of each individual (0 Npop-1), then the 
virtual roulette wheel will take the following form:
Figure 7-13 - Biased roulette wheel method for selection operation
A random number from 0 to ^ F " ( n ) i s  then generated, the probability that the random
n=0
number falls within the limits of a particular individual (n) is directly proportional to the 
magnitude of the fitness F ”(n), and thus the probability of selection for mating is determined. 
The probability of selection for mating Pm(n) of a particular individual is:
n=0
The above algorithm randomly selects two individuals for mating according to the probability 
above Npop/2 times, each match produces two ‘offspring’ individuals whose fitnesses depend 
on those of the parents according to the crossover and mutation processes described in 
following sections.
7.5.6.2 Best Individual Transfer
Lai [61 ] incorporated an adaptation to the SGA which ensures that the best configuration from 
the present population is transferred into the next generation. This adaptation bypasses the
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random selection process by first assessing the individual with the best fitness and transfening 
the individual into the next generation without any change to the genetic material. This 
approach is an extreme example of the fitness scaling process which aims to improve the 
chances of selection for the best individuals but in this case the technique is most useful at the 
beginning of the optimisation process when there may be so few copies of the best individual 
that it is lost. The fitness scaling technique comes into its own at the end of the process when 
most individuals have converged and have the same fitness, when an individual emerges, 
perhaps through mutation, with slightly better fitness the scaling techniques should improve 
its statistical likelihood of selection.
An adaptation of this technique has been made to the SGA for this study in which the two best 
individuals are given priority for selection as mates but not directly introduced into the next 
generation. The algorithm checks whether the best/second-best individuals have been yet 
chosen through this method and if not chooses them as mates with a probability of a half as in 
a heads/tails decision. Over the course of the re-generation this all but guarantees the inclusion 
of the best two individuals as mates but does not always mean that they mate with each other, 
as this would interfere with the stochastic nature of the process. The algorithm is summarised 
below:
record b e s t  a n 6  individuals’ i.d.
if b e s t  not already mated and P (h e a d s )  
select b e s t  as mate 
else select_random_mate 
if 2!^ -^ b e s t  not already mated and P (h e a d s )  
select 2P ^ -best as mate 
else seiect_random_mate
Figure 7-14 - Best individual transfer algorithm
7.5.6.3 Crossover
The object of the mating procedure is to take two fit individuals selected at the previous stage 
and to swap some of their genetic material with the objective that some improved combination 
may result. The theory is that the previous selection procedure will ensure that those 
individuals with the greatest fitness will produce the most offspring and therefore that the 
genetic material which gives the individual its fitness will be passed on to the next generation
1 6 2
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with high probability. Furthermore, the fit genetic material which exists within the 
chromosomes is often contained in blocks (or schemata) such that if these blocks of alleles are 
transferred between chromosomes by crossover then not only does the original fitness survive, 
but the combination of different blocks of high fitness alleles may produce superior 
individuals [59].
The mechanism by which genetic material is transferred between individuals or chromosomes 
is called crossover. There are many different forms of the crossover procedure (uniform [60], 
partially matched [61]) which have been developed for specific scenarios, the SGA uses the 
simplest which is the single point crossover which has also been adopted in terrestrial CA 
studies [57].
The single point crossover operator is illustrated in the following diagram:
C rossover point (0<p<Lg-1) 
with uniform probability
Individual #a , G en X Individual #a ,
Gen x+1
C rossover with probability 
Figure 7-15 - SGA single point crossover operator
The schemata within the highly fit alleles may be split and therefore lost by the placement of 
the random crossover point, but it should experience a high probability of survival as the fit 
individual of the previous generation will produce several offspring, random crossover points 
will occur outside the fit schemata or may have experienced no crossover at all thus 
perpetuating the fit combination. The mating process may experience no crossover due to the 
fact that the operator is controlled by the crossover probability factor decided heuristically 
by the designer before the GA procedure is begun.
The crossover operator has been described as the key to the genetic algorithm’s power as it 
promotes structured yet randomised information exchange between individuals. However with 
the SGA a crossover probability of Pc= 1.0 will only result in discontinuity from the previous 
to present populations as none of the individual members of the population from the previous 
generation will be retained in the new one. With this in mind it has been suggested that Pc<fO 
and that optimum values lie in the range 0.5->0.6 [59] although with the inclusion of the two
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fittest individuals, as described above, the probability of crossover used in the adapted SGA 
can be increased as some continuity is guaranteed.
7.5.7 Mutation
The objective function for which the population is being optimised may have local maxima 
where the population may converge. When this happens any individuals which belong to 
nearby points in the search space have fitness values which are lower than the local maxima 
which exists in the previous generation. The GA’s population will tend to the local maximum 
and without some form of external interference will not be able to move away from this point. 
After several generations in which the population has converged towards the false maximum, 
population diversity may be lost. This situation is mirrored in reality by those animal and plant 
species which after adapting to life in a settled, isolated environment without external 
influences, become vulnerable to changes in their environment, leading to decline. Mutation 
exists to enhance population diversity and adaptation.
Local convergence is a problem in all optimisation algorithms and many provide an insurance 
against this situation by allowing random jumps from one point in the search space to another, 
this is effectively what the mutation operator has been devised to do, based on the analogous 
genetic mutations which are found in real life and which sometimes lead to an alternative 
branch of evolution which may create a more suitable life-form for the cunent or newly 
changed environment.
The classic binary mutation operator is based on a simple bit-toggle mechanism, where a i  is 
transformed to a zero, or vice-versa, with probability This mechanism is not possible with 
the decimal integer channel representation so the channel allocation is transformed from the 
cuiTent value to another value within the available channel range with a uniform probability of 
any channel being selected. As was mentioned above, this mechanism allows for a channel to 
be allocated twice in the same spotbeam or cell, which is not possible with the binary channel 
representation, this occurrence is dealt with in the objective function which checks channel 
allocations within a single cell against each other and produces a negative result on the 
occuiTence of two similar channels in the same cell.
1 6 4
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7.5.7.1 Restricted Mutation Range
An adaptation to the simple integer mutation operator was introduced such that the range of 
channels from which the mutation could be drawn could be specified prior to the execution of 
the process, this was suggested in [6 6 ]. An integer r„„ specified by the program user, limits the 
new value of the channel allocation to those within the range specified by the addition or 
subtraction either side of the original allocation:
Ci(n)G^i=RAND[ cM g + r,„, a(n)G - r,n }
where the RAND(x,y) operator implies that an integer between, and including, integer values x 
and y will be returned with equal probability. The effectiveness of this proposed adaptation 
was tested and is presented in Section 7.6 below.
7.5.8 Termination of the Optimisation Process
The optimisation process can be terminated in one of two ways, firstly by a restriction of the 
number of generations for which the optimisation may run or secondly by the discovery of 
non-conflicting solution, whereby the transformed fitness (Equation 7-13) is equal to 1.
7.5.8.1 Final Best Individual Improvement (B -Im p)
On the occasion that a solution with conflicting (does not satisfy the traffic requirement) 
allocations is the final result after a limited number of generations, a procedure has been 
designed which attempts to improve the overall fitness by allocating every possible channel in 
the allele positions where a conflict occurs. In this way, the best individual fitness can be 
improved when the number of generations in the optimisation was too low for the best 
solution to be found.
This final approach enables highly fit individuals to be obtained with a lower number of 
generations by concentrating only on those positions where conflicts exist. This process is 
similar to mutation only a particular allele is targeted and the mutation is a sequential run- 
through of all channels, from lowest to highest while the resulting fitness after each ‘try’ is 
assessed. If the fitness improves then the allele change js accepted, if not the next channel is 
tested. If the fitness has not improved after all channels are tested then the original conflicting 
allocation is restored. The sequence below illustrates the procedure.
165
R a d i o  R e s o u r c e  M a n a g e m e n t  f o r  S a t e i l i t e - P C N  S i m u l a t i o n  M o d e l s  a n d  S t o c h a s t i c  O p t i m i s a t i o n
Identify Best Individual / ;  Evaluate its fitness 
Obtain the set ^4 of conflicting allele positions ( A  ç  / ) ;  
Start with lowest number conflicting allele 3min (a e v4); 
Set channel number to Cmin, 
Repeat { 
Apply channel to allele; 
Test individual’s fitness; 
If fitness is improved 
accept new allocation; 
increment conflicting allele number; 
set channel number to Cm/ni 
else 
increment channel number 
if (channel number > Cmax) 
restore original allocation; 
increment conflicting allele number a; 
set channel number to Cmin; 
} while conflicting allele position a <= amax,
Figure 7-16 - Sequence of actions taken to improve the fitness of best individual
The above procedure has been found to be effective only when a low number of generations 
has been allowed to occur, which would occur in real-time systems where the time allowed for 
allocation decisions is limited. When the number of allowed generations is large, and the 
solution still does not satisfy the traffic requirement, the above algorithm generally does not 
improve the best individual.
7 .6  A s s e s s m e n t  o f  th e  G  A  O p t im is a t io n  P e r f o r m a n c e
This section illustrates the results of tests which were peifoimed to demonstrate the improved 
efficiency of the GA, compared with the SGA, due to the added initialisation and best 
individual improvement procedures. Two tests were carried out, the first is based upon a 
single scenario originating from the DCA capacity evaluation outlined in the next chapter, 
whereas the second is based upon the scenario described by Kunz [43] which offers a lower- 
bound solution to a well-defined terrestrial cellular problem.
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7.6.1 Satellite Channel Allocation Problem
The following graph illustrates the improvements in the peifoimance of the SGA due to the /- 
hit and B-Inj processes in an example of the satellite CA problem which is dealt with later in 
this report. The following table lists the input parameters of both optimisation sequence, 
which are the same for both, the only alteration is the addition of the new processes.
The interference scenario is not listed here as it is very complex and, as has been mentioned 
above, is the same for both instances. The offered traffic load scenario is shown in Table 8.5 
in Chapter Eight, the GA inputs are listed in Table 7-4 below.
Population Size 150
Chromosome Length (= Number of Allocations Required) 320
Maximum # of generations 10000
Crossover probability 0.6
Mutation probability 0.0017
Number of available channels 160
Table 7-4 - Input parameters for GA comparison
7.6.1.1 Results of Satellite Optimisation
Figure 7-17 shows that neither attempt at optimisation has succeeded in finding a solution 
with a fitness of 1 (zero co-channel interference) and later in Chapter Eight it will be seen that 
there is no particular zero-interference solution for this scenario.
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Figure 7-17 - Comparison of performance of Simple-GA and enhanced GA
From the progress of the two populations above it can be seen that the enhanced GA 
optimisation process has started at a level close to the final result, whereas the SGA 
optimisation process requires almost 4,000 generations to reach a similai" level. The B-Inj 
procedure maintains the high maximum fitness of the intelligently initialised population where 
otherwise it would lose some of the early gains. The SGA population does not require the B- 
Inj operator because its maximum fitness individual cleaiiy stands out among the mediocrity 
of the others.
The final number of conflicting allocations in the above, after 10,000 generations, was found 
to be 24 (12 pairs of users) for the SGA and 8 (4 pairs of users) for the GA with 1-lnt and B- 
Inj.
7.6.2 Kunz’ Lower Bound CA Problem
Kunz’s paper [43] has described a channel optimisation based on an ‘inhomogeneous’ [sic] 
real terrestrial cellular network in Helsinki, Finland. The paper provides a full description of 
the interference scenario and the traffic channel requirement for each cell which are 
reproduced in Appendix F. A lower bound solution to this problem exists which requires the 
use of 73 channels, Kunz used a simulated annealing algorithm to find an optimal solution.
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several others have used the example in order to demonstrate the efficiency of their own 
optimisation algorithms, but in this instance the scenario is used to validate the coirectness of 
the algorithm and its implementation.
Relevant input values which affect the performance of the algorithm are:
• Population size Npop
• Crossover probability Pc
• Mutation probability P,„
® Mutation range
Goldberg [59] and others suggest values around 0.6 for Pc and 0.001 for parameters close 
to these will be used in all following simulations. The effects on the efficiency of the 
population size and the mutation range restriction were studied and the results are presented 
below.
7.6.2.1 Results of Kunz Optimisation
The SGA program with adaptations described above was executed several times to solve the 
Kunz problem with increased channel availability, that is, the number of available channels 
was increased above the lower bound 73. The aim of this approach was to test the program 
and the input parameters. The lower bound 73-channel solution [43] was not the target for 
optimisation in this instance as the number of generations required was likely to be large, with 
associated processing time required, so the number of available channels was increased to 75 
in order to reduce the number of generations required for a solution to be found.
The tables below show the results of the optimisation of the Kunz problem, using the GA 
program developed for this study, limited to a maximum of 10,000 generations. Ten 
optimisations (scenarios) were performed for each of eight different population sizes. For each 
of the ten scenarios a different randomly generated seed was used, guaranteeing that each 
optimisation was independent. The ten seeds were re-used with all population sizes to 
determine the effect of the variation of population size on the speed of optimisation.
Firstly, Table 7-5 shows that the initialisation method adapted from Box [62] has found an 
solution satisfying the traffic requirement during initialisation on 26 occasions, signified by a 
zero: no generations required. These are mostly confined to three of the ten scenarios, each of
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which relates to a particular random number seed although an increase in the population size 
to 110 sees scenarios 9 and 10 experience this phenomenon.
50 60 70 80 90 100 110 120
1 4 4 8 7 4 2 7 7 6 8 4 4 9 2 3 2 8 7 7 4 1 784 4501 1 7 0 0
2 X 321 3 1 4 4 3 4 4 9 3 3 5 9 14 6 4 6 6 4 5 2 2 3 6
«3
4
0
0
0
. 0
0
0
0 
Î 0
#  0
5 9 0 9 7 X 2 9 7 7 6 6 1 7 9 3 0 4 X 17 4 6 3 3 2 3
6 9 0 0 . 0 0 0
7 8 8 0 3 4 9 5 8 7 0 7 2 8 0 3 3 4 8 8 3 6 3 0 X 6031
8 3 7 5 8 X 2621 2421 7 0 0 X 4 9 4 8 2 1 6 4
9 X 1 0 0 6 X X X 0 0 0
10 9 3 0 5 4 8 5 0 2 5 7 41 8 X 9 6 1 3 0 0
Table 7-5 - Results of 75 channel Kunz optimisation with increasing population size (numbers in table =
#generations to find solution)
If scenarios 3, 4 and 6  (shaded) are discounted it can be seen that the program finds a solution 
approximately 80% of the time (1 1  failures) within 1 0 ,0 0 0  generations and those times where 
a solution is not found (denoted by an ‘x’) tend to occur when population size is lower. If 
those scenarios are included in the analysis then the success rate of the whole algorithm is 
increased to 86.25%. Table 7-6 below shows the direct comparison of the results taking into 
account the total number of individuals created in the whole optimisation which is also 
normalised to highest population size using the simple expression below:
(7.15)
C ™  =  in t\ N.popmax J
where Gres is the number of generations taken for the solution to be found, Npop is the number 
of individuals in the population and Npopmax is the largest number of individuals in this 
experiment ( 1 2 0 ), for the purpose of reducing the size of the numbers.
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Popula
50 60 70 80 90 100 110 120
1 1 8 6 9 2 1 3 8 3 9 9 2 6 1 5 4 6 5 8 0 1 4 8 6 4 1 2 5 1 7 0 0
2 n /a 160 18 3 4 2 2 9 9 2 5 1 9 1220 6091 2 2 3 6
3 0 0 0 $ 0 5 7 8 1 9 3 4 0
4 % 0 0 0 0 § ^ 0 ^  0 1 : 0
5 3 7 9 0 n /a 17 3 6 4411 6 9 7 8 n /a 16 0 0 3 3 2 3
. 0 1 9 8 6 0 0 0 0 *.0 0
7 3 6 6 7 2 4 7 9 4 1 2 5 5 3 5 2 6 1 6 3 0 2 5 n /a 6031
8 1 5 6 5 n /a 1 5 2 8 1 6 1 4 5 2 5 n /a 4 5 3 5 2 1 6 4
9 n /a 50 3 n /a n /a n /a 0 0 0
10 3 8 7 7 2 4 2 5 14 9 2 7 8 n /a 8 0 1 0 0 0
ion size
Table 7-6 - Total number of individuals created {norm alised  to m a x im u m  popu la tio n  s ize )
It can be seen that there is no discernible trend in the number of individuals which are created 
when solving the problem. This may be due to the fact that the initialisation is not totally 
random and many individuals created at the beginning of the process have a high fitness, 
whereas a random initialisation would create a set of individuals with a greater range of 
fitness values. The likelihood of success within a limited number of generations is increased 
with increasing population size, due to the increased mutation activity, although the total 
number of individuals created, and therefore the time taken for success is not reduced as a 
direct consequence of population size and therefore neither is the time taken for the program 
to find a solution. Increasing the population size is only useful when the solution needs to be 
found within a pre-determined number of generations.
7.6.2.2 Performance of the Initialisation Procedure
As a result of the unexpected success of the initialisation process, the lower bound 73 channel 
solution for Kunz’s problem was searched for using the initialisation process only, to test the 
likelihood of success before optimisation. The GA program (N pop= lO O )  was executed 1000 
times and terminated if a solution was not found during initialisation, a randomly generated 
seed was used for each initialisation. The initialisation process found a lower bound solution 
121 times giving a success rate of 12.1%. Assuming that this success rate applies also to the 
satellite system, then solutions will be found more efficiently through a combination of 
optimisation and multiple initialisation.
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7.7 S u m m a r y  a n d  C o n c lu s io n
This chapter has outlined the models which will be used for the assessment of the traffic 
capacity in satellite systems which use fixed channel allocation (FCA) or hybrid-centralised 
dynamic channel allocation (HC-DCA) to spotbeams.
The models outlined included adaptations of the global S-UMTS traffic distribution model 
developed in the SAINT project which will be used to project traffic requirements onto the 
satellites depending on their instantaneous positions over the traffic originating areas, which 
are generally land mass areas. The traffic offered to the satellite system has been made flexible 
and manipulable by normalising the traffic emanating from grid-based locations on the globe 
and by the inclusion of a ‘total global traffic’ variable.
A method for distributing the offered traffic among satellites and spotbeams which have 
instantaneous connectivity with the traffic originating areas has also been described. The 
connectivity model is based on the calculation of the geocentric angle between the traffic cell 
centre and spotbeam centre. The distribution of traffic among spotbeams takes into account 
the elevation angle of the satellite, its cunent loading and the likelihood of an inter-satellite 
handover procedure occuning as a result of the allocation.
The instantaneous interference scenario which exists between all spotbeams in the system is 
determined in a similar way to the connectivity between traffic and spotbeams, by way of a 
geocentric angle. The separation between spotbeams which are deemed to not mutually 
interfere is determined by the reuse geocentric angle and an evaluation of angles between all 
beam centres is made and represented by a binary array. This method of recording interference 
scenarios is similar to that used in several GA channel allocation proposals.
Finally the Simple Genetic Algorithm (SGA) described by Goldberg was adapted by the 
representation of channel as decimal integers, replacing the original binary representation. 
This approach was adopted to reflect the fact that each spotbeam has a continuously variable 
traffic load. An adaptation of decimal integer mutation, based around the imposition of the 
distance in channels to which a single allocation can mutate, was also implemented within the 
GA procedure. Several additional operators and processes were incorporated into the GA in 
order to improve its performance in the later study, comprising the Intelligent Initialisation (/- 
M )  process, which replaced the original random initialisation, the Best Injection (B-Inj) 
process which replaced a large proportion of the initial population with a copy of the best
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individual, ensuring that the best genetic material is not lost in the early stages of 
optimisation, and finally the Best Improvement (B-lmp) process which performed an heuristic 
search to replace unresolved allocations in the best individual after an optimisation is 
terminated prematurely (i.e. before a perfect solution is found).
A well-known channel allocation problem first described by Kunz was used to test the 
performance of the GA. Firstly a relaxed channel availability constraint was used to check the 
algorithm’s ability and the speed of convergence. Secondly, the performance of the 
initialisation procedure was tested for the full 73 channel lower bounds problem. The results 
showed that the GA program performed efficiently and gave a high probability of convergence 
with a limited number of generations. Also the size of the population did not reduce the 
amount of time taken for the solution to be found, due to the fact that the mean fitness of the 
initial population is very high after intelligent initialisation. The initialisation procedure was 
extremely successful even with a highly constrained problem and adds considerable value to 
the SGA program in this particular application.
A high confidence of determining the maximum available capacity for the satellite system can 
be assumed due to the perfonnance demonstrated by the GA procedure and models developed 
in this study.
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Chapter 8. Evaluation of the Capacity of 
FCA and Hybrid-Centralised DCA in 
the MEO Satellite System
8 .1  I n tr o d u c t io n
This section of the thesis is concerned with the evaluation and comparison of the capacity of 
the two channel allocation schemes described in the previous sections.
The fixed channel allocation (FCA) scheme can be described in simple terais, whereby each 
spotbeam is allocated a fixed proportion of the total channel resources available to the satellite 
system and any traffic demand that is made on the spotbeam must be met by that allocated 
resource. When the demand in any spotbeam exceeds the availability of channels then call 
blocking is deemed to occur, leading to a Grade of Service which describes the system 
performance.
Normally this approach cannot be efficiently taken without some form of real-time co­
ordination due to the dynamic of the constellation, but the constellation design used in this 
study allows such an approach. The FCA scheme applied to this constellation represents a
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baseline capacity in satellite system providing a benchmark with which to compare the 
flexible dynamic allocation scheme.
The hybrid-centralised dynamic channel allocation (HC-DCA) scheme can also be described 
in simple teims, whereby the demand made upon each spotbeam detenuines the number of 
channels allocated in real-time to that spotbeam, with consideration given to channel 
limitations and interference restrictions. This is the traffic-adaptive DCA approach. Each 
spotbeam has access to the full range of the radio resources, one of the primary assumptions of 
this approach, and it is the controlling network entity on the ground which has the power to 
allocate any combination of channels to spotbeams in response to the traffic requirements.
The ability of the controlling network entity (the master station) to allocate a channel to a 
spotbeam, in response to the request, depends upon the interference caused by prior 
allocations to that and other adjacent spotbeams. The master station can establish, through 
real-time simulation, which spotbeams aie potentially interfering with other, and, through the 
use of fast optimisation techniques, can determine the possibility for allocating a number of 
channels over its area of control, called the radio resource management ai*ea (RRM ai'ea).
The genetic algorithm (GA) scheme developed in this study will be the mechanism by which 
the master station optimises the allocations in order to minimise the resulting instances of 
mutual interference, or to maximise the number of channels which can be allocated given a 
fixed set of channels (radio resource) in the system. In real-time operation the optimisation of 
allocated channels to user tenninals will be a continuous process, some calls will already be 
established and other new calls will be requesting resources with which to proceed with 
communication. Therefore, the optimisation procedure at the master station cannot be 
regarded as one which begins with a ‘blank sheet of paper’ at each point in time, some 
channels will already be allocated and should not be changed in the short term. The GA 
scheme presented previously in Chapter Seven emulates such a situation to some extent 
through the use of an intelligent initialisation process which causes the GA to optimise the 
allocation from an advanced position. After initialisation, lai'gely fit chromosomes require the 
optimisation of a small number of alleles in order to reach the maximum capacity.
The peifoiTnance of personal cellular telecommunications networks is measured in tenus of 
the grade of service (GoS), which is the ratio of the number of calls blocked to the number of 
call attempts. In addition, the percentage of calls dropped during communication should be in
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the region of an order of magnitude lower than the call blocking grade of service. This study 
examines the actual capacity of the system, in terms of available channels, under the 
conditions imposed by the CA schemes at sequential points in time. The constantly varying 
nature of the satellite positions makes it difficult to perform a computational simulation of 
real-time DCA at this stage. In order to do so, the protocols and messages presented in 
Chapter Six would need to be incorporated into a large model together with the optimisation 
procedures presented in Chapter Seven. This model would be unwieldy but operation for a 
statistically generated traffic model would require enormous processing resources and a 
similarly large amount of time.
The GoS of both CA approaches has been measured in this study by calculating the number of 
channels the system can serve at several points in time, each point representing a different 
configuration of the satellite constellation. The point in each scheme at which 2% of channels 
required to be served by the traffic distribution are blocked is established and contrasted for 
the two schemes.
8 .2  S a te l l i t e  M o tio n  a n d  C o n n e c t iv i t y  S c e n a r io s
The non-geostationary satellites are continuously moving with respect to the surface of the 
Earth, no single instant in time can represent a definitive example of the interference and 
traffic load characteristic experienced by the system. In tenestiial systems a network of cells is 
established and the load in each cell is varied according to some traffic model involving pre­
set number of users, a call arrival rate and a mean call duration with associated statistical 
distributions. Some studies of the satellite channel allocation problem have talcen a similar* 
approach [41], whereby the traffic beneath the satellite is distributed according to some 
statistical function, usually regularly, and user velocity is considered to be negligible 
compared with the satellite’s velocity. In this way the satellite system is described in similar 
terms to that of terrestrial systems.
Those studies taking such an approach have not accounted for the interaction between 
adjacent overlapping satellites. This approach is not adopted in this study for this reason. It is 
the complex interaction between overlapping satellite footprints which partially determines 
the performance of both CA schemes. As a result, the movement of satellites is not 
represented by the assumption of a simple constant velocity but by the changing of the 
satellites’ positions in time according to the results of computational constellation
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simulations. In the study presented here it is the satellite motion and the resulting connectivity 
with the user traffic which affects the traffic load placed upon on the satellites and spotbeams 
and not only a statistically generated user traffic model.
The total load offered to the system is maintained during the whole sample period, while the 
ability of the two CA approaches to serve that traffic requirement, with the resultant varying 
satellite coverage characteristic, is assessed. Meaningful results would be difficult to isolate 
with a varying traffic load because this system possesses the variable dimension of the 
satellites’ (and spotbeams) relative motion and interaction. Normally, in cellular system 
studies, the cells aie fixed relative to each other and the statistical traffic model provides the 
main variable.
Clearly the movement of real satellites is an analogue property and computational simulations 
can only sample the satellites’ positions at distinct points in time. A scenario has been defined 
which describes a short period of satellite motion such that a variation in the system capacity 
resulting from that motion can be observed. Furthennore, the sample size must be defined 
which allows the individual results to be combined to give a plausible summary of the system 
performance i.e. as large a sample size as possible. In this study the capacity of the system is 
derived for each instant in time by a computational optimisation procedure (GA) and therefore 
the amount of time which this approach requires leads to a limit in the number of samples that 
can be taken.
Ten sepaiate instantaneous snapshots of coverage, each separated by two minutes, were 
identified to provide a representative scenario of the dynamics of satellite coverage and its 
effect on the CA capacity. The position of each satellite in the constellation was used as an 
input to determine the instantaneous connectivity of the constellation with the geographical 
aiea under study. The sub-satellite points which described the satellites’ positions are listed in 
Appendix H.
Figure 8-1 illustrates the movement of satellites in the constellation throughout the simulation 
period with the extreme points of each aiTow marking the beginning and end points of the 
satellites’ positions. Figure 8-2, in Section 8.4.2, illustrates the instantaneous coverage of 
satellites in the system at the beginning of the simulation period, this diagram provides a 
useful insight to the level of inter-satellite co-ordination required in such a system..
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Figure 8-1 - Satellite movement throughout the simulation period
In Figure 8-1 the separation of satellites in two orbit planes is illustrated by different shades 
(black and red). Satellites 1-5 reside in plane #1, whereas satellites 6-10 reside in the other 
plane. The locations of three ICO SANs which have the capability of controlling satellites 
over the evaluation area (North American continent and surrounding oceans) are also shown. 
These locations were decided through a study of the footprints of the satellites which have 
connectivity with the RRM area and the ICONET SAN locations which are most suitable as 
controllers of those satellites at that time. No real significant variation of satellite connectivity 
to the SAN locations is experienced in the period illustrated: no new satellites are introduced 
to the area under consideration during this period (see Section 6.3.2).
8.3 Dimensioning the System Radio Resources
The 10-satellite MEO system has a baseline channel allocation scheme where each spotbeam 
is allocated one-sixteenth (Vie) of the total number of channels available in the system, 
(Section 5.2.2). Before the evaluation takes place, the number of channels available to the 
system must be chosen, this choice affects the size of the channel allocation problem (CAP) 
and the amount of time required to optimise a solution. In the original ICO S-PCN system 
design, the total spectrum (BWt Hz) that was available to the system was 10 MHz in both 
directions. Assuming a nominal spacing (BWc Hz) for the original voice channels was of 
25kHz based upon a 36 kbits/sec TDMA rate and QPSK modulation, see Appendix I, the 
available number of carriers is calculated using a simple calculation:
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N c ^ B W t / B W r  (8.1)
Using this value, the nominal amount of earners available in spotbeams subject to co-planar 
interference is 25 earners out of a possible 400. If each earner offers 6  TDM channels then the 
system has a total of 2,400 channels and each spotbeam can offer up to 150 channels 
simultaneously, in the FES scheme considered here.
The optimisation of a system with such a large number of available channels and a 
consequently large number of users is beyond the capabilities of the computer systems 
available for this study. The scale of the problem was reduced to a more manageable size by 
setting the total number of channels available to 160, such that each spotbeam could offer up 
to 10 channels simultaneously in the FCA restricted scheme. The number of channels in the 
system is also 160 in the DCA scheme, although the number of channels used per spotbeam is 
limited only by the traffic distribution and the interference criteria, up to a limit of 160 
channels, although this upper limit is unlikely to be encountered in a realistic simulation.
In comparison to the Kunz [43] channel allocation problem, it can be seen that the scenario 
presented here has more than twice the number of channels, it can be expected that the amount 
of traffic which is offered will be far larger than that particulai* example, which is considered 
to be one of the more complex examples in the literature.
8 A  P e r f o r m a n c e  C r ite r ia  a n d  G r a d e  o f  S e r v i c e
In the following analysis, the performance of the two traffic distribution schemes is assessed 
according to the ability to provide traffic channels given the traffic load and distribution 
scenario imposed on the system.
The Erlang-B theorem for tele-traffic assumes that once all resources (i.e. radio channels or 
telephone lines etc.) are in use then subsequent call attempts will be blocked, forcing the caller 
to re-dial to gain access to the resource. The foimula makes a number of assumptions:
• The number of sources is large compaied to the number of available lines (servers).
• Callers wait for at least one average holding time^ ® before re-dialing.
• The average duration of a call is a random length of time.
• Calls are made at random intervals by the sources.
average holding time - The average duration of a call (in seconds).
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• A truncated Poisson distribution of calls.
The Erlang-B formula is listed below for the reader’s information, with accompanying 
definitions:
( A / f /y
p  = ____ 11Û____
"  ^ {Aiuy 
&  z!
where is the probability that all servers (channels) are busy, A is the call anival rate, U is 
the call departure rate for one active server and/n is the number of servers. Replacing (A/f/), 
the offered traffic by a {=AIU) gives:
a"‘/m\
S CI
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where B(m,a) is the fraction of traffic lost when a Erlangs is offered to a group of m servers.
In this study it is the capacity comparison between the two separate approaches to channel 
allocation which is considered, and a slightly different treatment of call blocking is used 
compared with the classic approach.
8.4.1 Grade of Service
The Grade of Service (GoS) is the number of estimated calls that would be blocked for every 
100 calls made, for example, a GoS of 0.01 indicates that one call could be expected to be 
blocked for every 100 calls made. The Erlang-B calculator uses the "percentage" of calls 
blocked, a GoS of 0.01 equates to a blocking rate of 1%. The Erlang-B formula is typically 
used to find the number of servers n required to meet a GoS (typically between 0.05 and 
0.005) given an offered traffic a.
The measure of the GoS for a particular cell within a cellulai* radio telephony network is 
therefore based on the proportion of calls which are blocked, and can be predicted if the peak 
traffic is known, including its anival and duration characteristics, together with the number of 
channels available in the network. The GoS for the whole network is a more complex measure 
as the traffic peaks will vai*y across the geographical area of the network. Two approaches can 
be taken for the channel allocation scheme, firstly to ensure that the specified GoS is met in all
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cells, including that with the highest traffic load at any time, or to meet the GoS on average 
across the whole network. Lee [34] says:
For a nonnal start-up system the grade o f sendee is specified fo r a blocking 
probability o f  ,02 fo r initiating calls at the busy hour. This is an average value. 
However the blocking probability at each cell site will be different. ... blocking 
probability at certain cell sites may be higher than 2 percent,,, To decrease the 
blocking probability requires a good system plan and a sufficient number o f 
radio channels.
For terrestrial PCN systems, the estimation of the GoS is straightforwaid, as the traffic on 
offer to each cell can be determined from the number of potential users in the cell at the busy 
hour, and their mean offered traffic in Erlangs. The number of required channels can then be 
determined using the Erlang-B tables and the required GoS.
The satellite system under study has a more complex relationship between the cells (or 
spotbeams in this case) and the offered traffic, as has been demonstrated in previous chapters. 
The SAINT traffic model provides traffic levels on offer to satellite systems at the busy hour 
across the globe (Appendix E), in a grid format based on cells which have regular dimensions 
in terms of latitude and longitude, although the actual area covered by each cell varies with 
latitude. At any one time, the traffic originating from a cell is distributed among the 
spotbeams which have connectivity with it according to the model presented eaiiier (Section 
6.4), the distribution depends upon several properties of the satellites’ connectivity and their 
instantaneous loads. In effect, the set of spotbeams serving each traffic cell provides the 
channels required by each cell according to its instantaneous need.
Therefore in non-GEO satellite systems there is an extra variable, or dimension, that affects 
the relationship between traffic and servers (channels) over and above those existing in 
terrestrial systems, which is the number of cells (spotbeams) which aie serving the traffic at 
any time. The number of cells serving any area depends on the satellite coverage of the area 
which is constantly changing, although predictable.
The number of spotbeams serving a particular traffic cell cannot easily be expressed 
analytically, only statistically through the use of computational means. The approach which is 
taken here is to determine the GoS for each spotbeam for both CA schemes, for several points 
in time, and to combine the results to aiiive at an overall picture of the system perfoimance
181
R a d i o  R e s o u r c e  M a n a g e m e n t  f o r  S a t e l l i t e - P C N  E v a l u a t i o n  o f  t h e  C a p a c i t y  o f  F C A  a n d  H C - D C A  in
th e  M E O  S a t e l l i t e  S y s t e m
over that period, enabling a direct comparison between the CA schemes under identical 
circumstances.
In summary, given a particular distribution of Nu active users, a number Nu of traffic channels 
should be provided by the system in order to fulfil the demand. If the system cannot provide 
the required number of channels then the difference between the originating traffic and the 
served traffic is the number of calls that are effectively blocked. As the constellation 
configuration varies with time it will be able to offer a variable number of channels in time 
also, and if the required number of channels is constant then the performance, measured in 
blocked calls, will vary across the period studied. The mean performance across the period, as 
suggested by Lee [34] gives the figure of comparison for both systems.
8.4.2 Call Dropping Performance
In addition to the blocldng probability of a system, the call dropping rate is important in the 
measurement of the GoS. A reasonable call dropping probability is usually considered to be 
one order of magnitude lower than the blocking probability. In mobile systems we can ensure 
the performance of call dropping, which usually occurs during handover, by the process of 
channel reservation, whereby a number of channels aie regarded as out o f bounds for new 
calls because they are reserved for calls transfening between cells or spotbeams. 
Alternatively, handover prioritisation may be used which ensures that free channels are 
allocated to continuing calls whenever simultaneous requests for channels are received, new 
calls are placed in a queue until continuing calls have been served.
The ability to provide extra capacity through a more flexible allocation of channels will not 
affect the relationship between the call blocking and call dropping rates if the same schemes 
for reservation or prioritisation (or neither) are used and so this study is not concerned with 
the actual mechanism for ensuring a particular call dropping rate.
8.5 FCA Performance with SAINT Traffic Distribution
The mechanism for determining the number of channels available per spotbeam in this 
scheme is outlined in Section 6.2.
The model used to allocate traffic to spotbeams was used to determine the maximum number 
of channels which could be accommodated by the satellites given a fixed limit on the number 
of channels per spotbeam.
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The spotbeam allocation model uses a probability-based process to assign channel 
requirements to spotbeams according to their suitability or fitness. The nature of the random 
number generator used within the process is such that minor fluctuations in the output are 
possible for different input seeds, so the program was executed many times for each instance 
in the simulation period in order to determine the mean performance of the allocation scheme. 
The input variables to the model, and the results for a single instance in time are shown as an 
example below.
• Total local traffic Ctot
• Maximum number of channels per spotbeam Cspot
• Sub-satellite point locations {see Table 8-1 below)
• Area from which traffic originates, i.e. (0,8)-^(9,33) is North American continent 
illustrated in Table 6.3
Sat Number Latitude Longitude Altitude (km)j 1.417 , r99 737 10356.0
42.822^ « 3 3  223 10356.0
3 23.289 53.350 10356.0
4 -25.809 107.768 10356.0
5 -41.640 -163.913 10356.0
6 42.822 J ^ 146.77% m.10356.0
7 h 23:289^ % 4 2 6 .6 A #K 0356 .0
8 -25.809 -72.232 10356.0
9 -41.640 16.087 10356.0
10 1.417 80.263 10356.0
Table 8-1 - Satellite positions at time Tgun = 0 seconds
The satellite positions listed in Table 8-1 above correspond to the instantaneous coverage 
illustrated in the diagram below:
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Longitude
Figure 8-2 - Satellite coverage at time Tsun=0 seconds and £min=19°
In Figure 8-2 the North American continent {darkly shaded) is served by four satellites at the 
instant at which the constellation is viewed, so the traffic which originates from this area will 
be shared among these satellites, this is confirmed below in Table 8-3. An inspection of the 
sub-satellite points in Table 8-1 shows that the satellites which serve the North American 
continent at this time are those numbered 1, 2, 6  and 7 {shaded in Table 8-1).
8.5.1 Load Distribution
Table 8-2 shows the distribution of C to i= 2 2 0  traffic instances about the North American 
continental area, which are required to be served by the satellite system. The distribution is 
determined by the normalised SAINT traffic model and by the Ctot parameter.
Lat
Index
Longitude index
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 1 0 i I 1 1 0 0 0 0 0 0 i 1 0 0 0 0
2 0 0 0 I 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0
3 0 0 1 2 2 2 2: 2 0 1 I 2 \T 1 2 1 0 0 0 0 0 0 0 0 0 0
4 0 3 e 3 ‘ 3 3 3 ' 4 i: 3 1 0 } I 3 I 0 1 0 0 0 0 0 0 i 0
5 i 2 4 4 4 J 4Ï % 4 0 0 0 W 2 1 0 0 0 0 0 0 0 0 0 0
6 0 0 2 4 4 4 4 4 4 4 4 3i I 4 4 5 2 0 0 0 0 0 0 0 0 0
7 0 0 0 2 3 4 3 3 4 3 4 4\ 4 5^ 5 3 I 1 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 3 3 1 2 i 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 8-2 - 220-channel load originating from North American grid cells (jc,y)
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Table 8-3 below shows an example of the distribution of the 220 traffic instances, illustrated 
above, among the available spotbeams at 7^ ,,»= 240 sec., according to the allocation model 
outlined in Chapter Seven and with a maximum channel per spotbeam restriction of Cspoi=iO.
S p o t b e a m s  (0 -1 9 )
s a t 0 1 2 3 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9
I 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 5 3 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 d 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 S p o t b e a m s  ( 2 0 - 3 9 )  |
s a t 2 0 2 1 2 2 ] <^23 2 4 2 5 . 2 0 2 7 2 8 3 0 \ 3 1 h l 2 3 3 3 4 3 5 3 6 3 7 3 8 3 9
1 0 0 0 0 0 0 0 0 0  1 0  i 0 ~ ~ 0
2 4 1 0 1 0 1 1 0 0 0 0 0 0 0 0 ~ 0 ~ ~
~ 6 ^
~
0 > 0 0 0 0 . 0 0 , 0 0 0 0 0 ~ 0 ~ ~ 0 ~ 0
0 0 0 d 6 0 0 0 0 0 0 10 0 0 ~ 0 ~ ~ 0 ~ ~ 0 ~
S p o t b e a m s  ( 4 0 -5 9 )
s a t 4 0 4 1 4 2 4 3 4 4 4 5 4 6 4 7 4 8 4 9 5 0 5 1 52 5 3 5 4 55 5 6 57 5 8 5 9
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 1 0 1 0 1 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 1 0 1 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S p o t b e a m s  ( 4 0 - 5 9 )
s a t 6 0 H i 6 2 6 3 6 4 H 5 6 6 6 7 6 9 7 0 7 1 7 2 'V 7 3 7 4 7 7 f 7« ^ 7 9
1 0 0 0 0 0. d. 0 % 7 6 I . w • i;  q # .
2 0 ,0 0 3 1 0 1 0 2 0: 0 . 0 0
6 0 .0 .0 d" P 0 A 0 I i 0 : f  % 0 . .
7 0 0 0 o l 0 0 0 0 2 1 0 1 0 1 0 1 0  p 0
S p o t b e a m s  ( 8 0 -9 0 )
s a t 8 0 8 1 8 2 8 3 8 4 8 5 8 6 8 7 8 8 8 9 9 0 T o t a l  C h a n s
1 0 . 0 0 4O. 0 eOgy 0 0 0 25
2 0 f.d< 0 K 0 0 0^ ;o 0: 0 10 101
6 p : :0: .0 0 0 0 0 0 d:' .0 0 23
7 0 :o 0 0 \ p / : 0 0 0 0. 0 0 66
Table 8-3 - Example of channel distribution to satellites/spotbeams at = 240 sec.
In total, 36 spotbeams are carrying a total traffic of 215 traffic channels, so in this instance the 
maximum channel per spotbeam limit has caused 5 traffic requests to go un-served, or to be 
blocked, a blocking proportion of approximately 2.27%. In this example, the five offered 
traffic instances which could not be served due to the limit on the number of channels per 
spotbeam originated from the following cells:
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• two traffic instances from cell 5, 13*‘
• two traffic instances from cell 5, 22
• one traffic instance from cell 6 , 12
The shading in the table above is included to illustrate the alternate tiers of spotbeams in each 
satellite, each alternating shaded group represents an increase in the tier number, beginning 
with spotbeam 0 which is the centre spotbeam.
Figure 8-3 illustrates the spotbeams which are carrying the traffic load at the instant in time 
described above. The beams which have been allocated a load according to the traffic 
distribution model are coloured red. The grey shading distinguishes the alternate tiers of 
beams corresponding to the shading in Table 8-3 above.
Satellites
Figure 8-3 - Active spotbeams over North American continent at time T^m = 240 sec.. Cm  = 220 channels
As mentioned previously, the nature of the satellites’ movement means that the satellite 
channel resource on offer to the area varies constantly with time, and the performance of the 
system cannot be summarised with a single example.
NB. The first number is the latitude index, whereas the second number is the longitude index (see Table 8-2)
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The graph below illustrates an example of the variation of the traffic load among the four 
satellites with connectivity to the area under study with time. The mean load offered to the 
satellites is 220 channels, as in Table 8-2, although as mentioned earlier the load varies due to 
the random number generator incorporated into the program.
250
200 - ■
150 -■ □  sa t 7
□  sa t 6
120 240 840 960 1080360 480 600 720
sim ula tion  tim e  ( s e c s )
Figure 8-4 - Summation graph of individual satellite loads vs. Time (offered load = 200 channels)
The following section illustrates the search for the point at which the system can be seen to be 
performing at a predetermined acceptable GoS, namely a 2% blocking probability averaged 
over all of the samples in the simulation period.
8.5.2 FCA Capacity Estimation
The traffic distribution program was executed with a varying offered traffic load C,o, to find 
the critical load at which the system blocks approximately 2 % of the offered busy hour traffic. 
Figure 8-5 illustrates the variation of the proportion of traffic which is unserved, or blocked, 
varying with time and with total required load over the area of interest:
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lotol load reqd = 167 chons 
X--------X 185
i r ------A 200
*--------* 216
H--------+  254
®--------•  250
Ô 4o _ -  --k
_ —4t
- -
— —V* —  T- - •*
0 2 3 4 5 6 7 8 9
Simulation Time (*120 secs)
Figure 8-5 - System FCA performance with 10 fixed channels per spotbeam
The average percentage of offered load which goes unserviced increases almost linearly with 
the load offered to the system for a fixed distribution, as shown in Figure 8 - 6  below.
JZo
3.5
3
2.5
2
1.5
0.5
0160 170 190180 200 230210 220 240
Total load requirement { §  channels)
Figure 8-6 - FCA average blocked channels with increasing load
Table 8-4 summaiises the perfoimance of the FCA scheme when the offered load from the 
North American continent is set to 216 channels and where the average proportion of channels 
blocked Pbiock over the simulation period is approximately equal to 2 %, (actual average 
1.94%). The non-integer values for mean offered traffic and calls blocked is a result of the 
averaging of the actual traffic offered and blocked over 50 executions. A variation in the size
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of the offered traffic and the associated blocked channels was experienced due to the use of a 
random number function in the traffic generation model, as outlined in Chapter Seven.
Tsim (seconds) 0 120 240 360 480 600 720 840 960 1080
Mean Offered Traffic
Ctot
216,4 216.65 216.55 216.2 216.35 215.4 215.85 214.85 215.45 214.5
Mean Channels 
Blocked
9.9 4.85 2.1 6.3 5.05 3.45 3.25 2.4 1.55 2.95
Pbiock (%) 4.57 2.24 0.97 2.91 2.33 1.60 1.51 1.12 0.72 1.38
Table 8-4 - System performance with increasing Tj,-,,,
8.5,3 Summary of FCA Capacity Evaluation
This section has presented the results of an evaluation of the perfoimance of the fixed channel 
allocation (FCA) scheme, where the total number of channels available per spotbeam was 
limited to 1 0 , under the peak traffic distribution conditions derived from the model reported 
by the SAINT project [52]. The satellite constellation was sampled at ten points, each point 
sepaiated by 120 seconds. The number of channels on offer to the constellation from the 
North American continent Ctot was increased gradually. As the required traffic increased, the 
load was distributed among the satellites and spotbeams by the traffic distribution algorithm 
outlined in Chapter Seven, any channels which could not be allocated to spotbeams covering 
the traffic grid cell from which that channel originated were regarded as blocked.
An offered load of 216 channels resulted in a mean channel blocking proportion of 1.94% 
averaged over all the sampled points in time and for 50 separate executions of the simulation 
for each point in time. The baseline FCA scheme therefore managed to serve on average 216 
traffic instances over the simulation period when the total number of channels available to the 
system was 160. This result will be used for comparison with the dynamic scheme. It is 
important to note that this perfoimance applies only to the SAINT traffic distribution as 
described above.
The next section will study the capacity performance of the hybrid-centralised dynamic 
channel allocation (HC-DCA) scheme. Given that the system has the same number of 
available channels, a comparison of the results will then be made with those above .
8 ,6  H C -D C A  C a p a c i t y  E s t im a t io n  U s in g  G e n e t i c  A ig o r i th m s
In the previous FCA capacity estimation study, a proportion of the offered traffic was deemed 
to be unserviceable if the set of beams with connectivity to the location from where the traffic 
originated was at full load. After failing to allocate a particulai* individual traffic instance to a
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spotbeam, the traffic distribution algorithm would abandon the attempt and report the traffic 
instance as unserviced, or blocked. The mean total number of blocked traffic instances for 
each point in time compared with the mean total offered traffic Cm gave a figure of merit for 
the system similar to the Grade of Service. The mean performance over the simulation period 
was recorded as the definitive system performance with which the more flexible scheme can 
be compared.
Determining the capability of the HC-DCA scheme to serve a particular offered traffic load is 
a more difficult and time consuming process. There is no limit on the number of traffic 
instances which any spotbeam can serve (except for the maximum number of system 
channels) and so the traffic distribution algorithm, which itself determined the capacity of the 
FCA scheme, can only report the distribution of traffic among the beams and not the ability to 
serve the traffic. A further optimisation step is required to deteimine whether the particular 
distribution of offered traffic among the spotbeams is serviceable by the system according to 
the limits of the number of channels and the predetermined minimum reuse distance. At the 
end of the optimisation process the result will be either a perfect solution, representing a 
scenario where all offered traffic has been serviced, or a number of co-channel interfering 
allocations, which cannot be allowed to occur in a real system. For each pair of interfering 
allocations, one would need to be refused, or unserviced, to ensure that the system operates 
within its predeteimined quality specification. If a solution with no interfering pairs of 
allocations exists, it is will not be obvious whether this is the upper limit for the magnitude of 
the traffic load.
In this study, the optimisation process, which is performed for each instance in the simulation, 
is similai* to that which will be performed in a real-time system although some major 
differences must be noted. For each individual optimisation event a hybrid initialisation 
procedure is executed with no prior prejudice to the order of initialisation (Section 6.5.4). In a 
real-time system the new channel allocations, which must be made upon request, will be based 
on optimisations which take into account the cunent state of the system, that is, the existing 
allocations. This has the dual effect of reducing the overall size of the problem to be solved 
and simultaneously restricting the flexibility of the network to introduce the optimal solution 
without forcing some re-arrangement of existing allocations. While noting that this is the case, 
it is the objective of this study to demonstrate the raw capacity that exists in a flexible
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allocation approach, and it is a matter for further work to optimise the real-time process that 
will control the allocation.
This section reports the investigation into the capacity limits of the flexible hybrid centralised 
dynamic channel allocation scheme through the use of the traffic distribution and channel 
allocation optimisation models.
8.6.1 Procedure for Capacity Estimation
The satellite position and connectivity scenarios used for the HC-DCA capacity estimation 
were the same as that used in the previous FCA study, that is, the satellite and spotbeams 
models were the same (ICO, £)«,■,i=19°, 9I-beams), as were the positions of the satellites for 
which the system capacity was measured. Furthermore, the distribution of the traffic used 
previously is used in this study, although the total amount of traffic instances offered was 
different (greater), by definition.
The estimation of the capacity of the system was made by executing an heuristic search for the 
point at which the system exhibits a ratio of unserviced to serviced traffic of 0.02 or 2%. The 
traffic load offered to the satellites was increased, starting from the point at which the FCA 
system rejected 2% of calls (217 offered traffic instances) and the GA program was used to 
assess the performance at each point in the simulation.
For each time/load combination, an exhaustive GA optimisation process was carried out, after 
which the results, in the form of conflicting or interfering channel allocations, were noted.
The traffic load Cm which totalled 320 instances was found by the above procedure to give a 
performance which was very close to the 2% value determined earlier. The remainder of this 
chapter will deal with this traffic load when illustrating the results of the various steps of the 
procedure.
8.6.2 Offered Traffic Load
Section 7.3.1 and Table 8-2 have illustrated the SAINT traffic model and the offered traffic as 
a function of the global total traffic Tgiob. The traffic offered to the satellites operating the HC- 
DCA scheme is generated using the same method albeit with larger values of Tgiob. The 
diagram below illustrates the traffic distribution when the total traffic offered to the satellite 
system equals 320 instances.
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Lat
Index
Longitude index
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 / 2 2 i 0 0 0 1 0 1 0 0 0 0 I 0
2 0 0 0 I i 0 w 0 i 0 1 i J 0 0 0 0 0 0 0 0 0 1 0 0 0
3 0 1 2 2 2 3 3 0 2 2 2 1 2 2 0 0 / 0 1 0 1 0 1 0 0
4 0 5 4 4 '"3 4 4 4 5 5 3 1 0 I 3 2 I 0 0 1 0 0 0 0 2 1
5 2 4 5 6 6 6 5 5 5 3 0 0 1 5 2 1 0 0 0 0 0 0 0 0 0 0
6 0 0 3 6 6 6 6 6 16 5 3 I 5 6 6 4 I 0 0 0 0 0 0 0 0
7 0 0 0 3 4 S 5 4 5 7 7 #-4 2 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 1 5 I 2 (2 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 8-5 - 320 traffic instances offered to satellite system
When compared with Table 8-2 it can be seen that the differentials in offered traffic between 
adjacent cells is not preserved which might be expected when the traffic distribution remains 
the same. This has occurred because the resolution of the model is not large and also because 
of the action of the traffic generator which is based on probability, implemented with a 
pseudo-random number generator. Nevertheless, the distribution of traffic load is preserved as 
far as possible and is then transferred to individual spotbeam load requirements as illustrated 
in the next section.
8.6.2.1 Spotbeam Load Results
The section in Chapter Six on Mapping Channels to Spotbeams outlines how the connectivity, 
elevation angle satellite load and inter-satellite handover considerations are combined to 
determine the suitability of each spotbeam to serve the offered traffic. A procedure based on 
such suitability, or fitness, was devised to determine the number of channels that each beam 
would be required to serve, for any point in time. The results of applying the traffic 
distribution shown in Table 8-5 to the satellites at the points in time chosen for this study are 
illustrated below, only those spotbeams which are allocated traffic are illustrated.
In Table 8 -6  the numbers in bold type are the spotbeam numbers to which a traffic load has 
been allocated for that point in time, the value beneath the beam number is the number of 
channels which that spotbeam must offer. The total number of required channels for each 
satellite is shown in the right hand column.
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Satellite 1 Total
12
68 69 70 71
6 2 3 1
Satellite 2
171
8 9 20 21 22 23 24 39 40 41 42 43 64 65 66 67 68
12 7 4 24 11 5 5 8 12 18 15 4 2 10 20 8 6
Satellite 6
45 69 70 71
2 1 4 18 25
Satellite 7
24 25 42 43 44 45 68 69 70 71 72
9 4 1 14 23 12 5 15 7 17 5 112
Table 8-6 - Spotbeam load at time T^ùh = 0 seconds
Appendix K lists the traffic load per spotbeam for sample periods between and including 
T;,)M=1 2 0 seconds and 7,;^= 1 OSOseconds.
The following graphs are shown in order to illustrate the progression of traffic load by 
spotbeam as the satellites move across the area of concern. Each graph represents a particular 
satellite, given that only four (satellites i ,  2, 6 , 7) have connectivity during the whole 
simulation period (Figure 8-1). Although it is difficult to accurately analyse the load with 3- 
dimensional graphics they are included as visual aid in the understanding of the dynamics of 
the traffic load as applied to the satellites and spotbeams during a typical pass over the area 
under study.
Sim Time 
(sec s)
Traffic
Loadin ^
70 ”  Spotbeam s
Figure 8-7 - Satellite #1 load by spotbeam vs. Time
For satellite #1 the inner-tier (high elevation) spotbeams are allocated an increasing traffic 
load towards the end of the simulation as the satellite moves northwards across the North
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American continent (see Figure 8-2). This satellite’s proportion of the traffic grows as a whole 
throughout the simulation period.
Traffic
Load
SimTlme
Spotbeam
(a) Satellite #2 inner-tier spotbeams
SimTime
(secs)
Traffic
Spotbeam
(b) Satellite #2 outer-tier spotbeams 
Figure 8-8 - Satellite #2 load by spotbeam vs. Time (a) inner & (b) outer spotbeams
Satellite #2 is the busiest of all four with the highest total load during the simulation period, it 
is the only satellite which has traffic from the North American continent allocated to the 
second tier of spotbeams (beams 7 to 18) and therefore must be the satellite which is highest
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in terms of elevation over the area. It can be seen in Figure 8 -8 (a) that traffic load is rapidly 
transferred away from the inner beams to other areas during the simulation period as the 
satellite moves east, away from the area under consideration.
Spotbeam
Traffic
Load
SimTime
(secs)
Figure 8-9 - Satellite #6 load by spotbeam vs. Time
Figure 8-9 shows how a large proportion of the traffic carried by satellite # 6  is concentrated 
within a single spotbeam (#45) towards the end of the simulation period. At the end of the 
simulation period this spotbeam carries 47% of the satellite’s load (26/55 channels), 
illustrating the flexibility of channel resource allocation required in such a system.
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Spotbeam
Tran c
Load
Simulation Time 
(seconds)
1080
(a) frontal view
Traffic
Spotbeam
Simulation Time 
(seconds)
1080
(b) alternative view
Figure 8-10 - Satellite #7 load by spotbeam vs. Time (a) frontal view (b) alternative view
Figure 8-10 (a) and (b) shows the required traffic load on satellite #7 diminishing with time 
and transferring to the outer spotbeams as the satellite moves towards the South American 
continent.
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The following graph illustrates the distribution of the 320 channels to each satellite throughout 
the simulation period according to the model described in Chapter Seven.
I
o 150
120 240 360 480 600 720 840 960 1080
Simulation Time (seconds)
Figure 8-11 - Offered traffic distributed by satellite with time (320 channels total)
When compared with Figure 8-4 it can be seen that the total number of traffic instances is 
constant here, whereas in the earlier figure the total varies slightly. This is because the actual 
number of traffic instances served by the system have not been defined by the traffic-to- 
spotbeam distribution model, as was the case for FCA. This is the function of the optimisation 
process in the HC-DCA scheme, the results of which are described below.
8 .7  G e n e t ic  A lg o r i th m  O p t im is a t io n
For the load distribution scenarios outlined above in Table 8 - 6  and in Appendix K, and for all 
other loads tested in this section of the study, the capability of the scheme to provide the 
required number of channels was tested by GA optimisation. This section outlines the 
procedure followed when performing the optimisations and provides some example results.
The GA was implemented in C. The input parameters of the program are listed below with 
some example values used in the procedure:
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-O <halt if optimal 
solution found>
Activated -L <total n° of 
beams/cells>
910
(10 sats, 91 beams/sat)
-P <population size> 100 -G <max, n° of gens.> variable
-I <lower channel n°> 1 -u <upper channel n°> 160
-c <crossover prob.> 0 .6 -m <mutation prob.> variable (0.0015 - 
0.0018)
-i <interference 
scenario>
variable “t <traffic load 
scenario>
variable f(t)^
-s <random n° seed> variable -r <mutation 
restriction>
(2 0 %)
*f(t) indicates that the input parameter is a function of simulation time Tsi,,,
Table 8-7 - Input parameters for GA optimisation program
8.7.1 Terminating the Optimisation
The result of the GA optimisation procedure can be either a perfect solution or a prematurely 
halted conclusion, where a number of conflicting allocations exist and have not been 
eliminated by the process in the time or number of generations allowed. The latter result may 
occur for one of two reasons. Firstly, a perfect solution may not exist for the problem which is 
being optimised, implying that, unless terminated, the program would search for an infinite 
time without finding a solution. Secondly, the constraints of time has caused some limit to be 
placed on the amount of processing that can be devoted to the seai'ch for an individual 
solution so the optimisation must be terminated at some point regardless of whether a solution 
has been found. Furtheimore, the stochastic nature of the GA ensures that there is always 
some probability that a ‘dead-end’ or local maxima can be encountered even if a solution does 
exist, and the size of the problem means that the mutation operator will require a large number 
of attempts before finding the coixect solution at the tail end of optimisation.
In a system where channel blocking will occur, an optimal solution cannot be found, by 
definition, therefore some restriction on the maximum number of generations must be 
imposed. This value, listed as variable in Table 8-7, was decided through observation of the 
performance of the GA program, it was generally increased (up to a maximum of 40,000 
generations) with increasing traffic load in the system.
8.7.2 Example Optimisation Results
At the end of each optimisation process, the program reports the individual with the best 
fitness and the number of conflicting allocations still remaining. Assuming that the population 
size, the maximum number of generations and other inputs are sufficient (see Table 8-7
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above) then this result can be taken with a high degree of probability to be the lowest possible 
number of conflicting allocations, more so after several executions of the program with 
different random number seeds.
The following graph shows an example of the progress of one of the optimisation processes 
carried out in this study. This particular example is of the optimisation at simulation time Tsim 
= 960 seconds and the offered traffic in terms of simultaneous channels required was 320 
(Table K -8  in Appendix K).
Two examples of the same scenario are illustrated. The problem has been optimised using the 
simple genetic algorithm (SGA) as described in [59] and secondly with the added processes in 
intelligent initialisation (I-Int), best individual injection (B-Inj) and best individual 
improvement (B-Imp) described in Section 6.5.
r i i i r i i i i N i i !
0  &94 
f i  0.93 
0.92 
0.91 
0.9 
0.89 
0.88 
0.87
M ean Population F itness  
Maximum Population F itness
0 5000 10000
G enerations
15000 20000
Figure 8-12 - GA progress for one example of HC-DCA capacity evaluation, using SGA and GA with
improvements
The effectiveness of the I~Init and B-Inj procedures has raised the mean fitness of the initial 
population to a very high level compared with that of the random initialisation procedure of 
the SGA. The B-Inj process has also ensured that the best early individual found by the I-Init 
is not lost in the early optimisation stages, as was experienced without the inclusion of this 
process. A slight improvement is seen in the early generations but subsequent improvement 
requires many generations.
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The mean fitness of the GA with added functions is always superior to that of the SGA and 
this has been found to be the case for all optimisations taking place under the same limitations 
in this study.
The process is halted after 10,000 generations at which point the best individual (fitness<l) is 
reported and the best individual improvement B-lmp process is invoked which checks all 
conflicting allocations for possible improvements through an heuristic sequence of tests. In 
this particular case, B-Imp could not improve on the best solution, as would be expected with 
an optimisation procedure which was given enough time to converge to a high quality 
solution.
This graph illustrates that the GA process, as it stands, will need some adaptations before it 
can be considered as being suitable for a real-time implementation of the solution to the CA 
problem. The process must be accelerated as it has taken too many generations for the solution 
to be found. Acceleration of the process could be achieved with an increase in the population 
size and a more powerful processing capability.
The table below shows the resulting allocations which emerged from the optimisation process 
illustrated in Figure 8-12 above.
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Sat-Spot Channels Allocated After GA & B-Imp Concluded
1-42 152
1-43
1-44
1-45 156 138
1-67
1-68
1-69
1-70
49 64\^1-71
2 -9  104 \
2 -1 0  110 65
2-20
2-21
2-22
2 -2 3  120
2 -3 9
2 -4 0
2 -4 1
2 -4 2 44 92
2 -4 3
2 -6 4
2 -6 5  151 9 2 } # - n ?  109 \
2-66
2-67
2-68
6 -4 4  35
6 -4 5
6 -4 6
6 -6 9  89 43
6 -7 0 5 152
6-71
29 130 22 128 33 126 ^5 1246 -7 2
7 -43
7 -4 4 1 160 3 158
7 -68
7 -69
7 -70
7-71  40 126 149 122 146 27
Table 8-8 - Channel allocation result of G A for 7^ *^= 840 seconds and Tioad = 320
The connecting arrowed lines in the table above indicate interfering pairs of channel 
allocations.
8.7.2.1 Conflicting Allocations
In the example above, the B-Imp procedure failed to improve the fitness of the best individual 
so it can be assumed that the final result is at least close to the optimal under these
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circumstances. For each pair of interfering allocations which was not resolved by the 
optimisation algorithm, one must be refused or blocked to ensure that the interference criteria 
is not breached. The lowest total number of refusals that must be made to eliminate illegal 
allocations or interference is the figure of merit for the system under those circumstances.
The conflicting allocations which emerged from the set of allocations illustrated above are 
listed below, and highlighted in Table 8 -8 :
1. satellite-l.spotbeam-6 8 /chan. 157 satellite-2.spotbeam-66/chan. 157
2. satellite-l.spotbeam-6 8 /chan. 90 satellite-7.spotbeam-69/chan. 90
3. satellite-2.spotbeam-41/chan. 119 satellite-6.spotbeam-45/chan. 119
4. satellite-2,spotbeam-41/chan. 79 satellite-2.spotbeam-65/chan. 79
5. satellite-6.spotbeam-71/chan. 6  <-> satellite-6.spotbeam-71/chan. 6
The conflicting pairs above include all types of interference: inter-satellite (1, 2 & 3), intra- 
satellite/inter-spotbeam (4) and intra-spotbeam (5).
At this point the choice of which channel is to be blocked here is unimportant, the important 
figure is the total number of channels that the system is able to offer under the load and 
geographic traffic distribution scenario which has been presented to it. At this point in time, 5 
channels would be blocked from the whole system over the North American continent under 
such circumstances, which represents a proportion of 1.56% of all channels which have been 
requested (320). The following section outlines the results obtained for a variable offered 
number of traffic instances, each optimised over the whole simulation period.
It should be noted that, in the event that an optimal or near optimal solution was not obtained 
the GA optimisation process was performed many times for the same scenario, and the best 
solution was taken from all attempts. The power of the particular implementation of the GA 
used here has already been demonstrated eaiiier in this report with the well-known Kunz [43] 
optimisation problem and it is assumed quite confidently that the results are at least near- 
optimal, given the restrictions of time and processing power available.
8.7.3 Results of HC-DCA Capacity Evaluation
The flexible HC-DCA scheme was tested heuristically against an increasing load which was 
distributed according to the SAINT traffic model. For each traffic load total, the GA
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optimisation procedure was performed and the number of conflicting allocations remaining 
after a predetermined number of generations was noted, unless a perfect solution was found.
As outlined above, the objective of this study was to find the point at which the system 
capacity limit caused a mean 2 % of traffic instances to go unserved throughout the simulation, 
and therefore it was expected that zero-interference (perfect) solutions for all points in the 
simulation would not be found. With this in mind, a limit on the number of generations 
allowed for the GA to seaich for the solution was imposed in all simulations.
The results for the analysis of the call blocking probability versus the traffic load for the HC- 
DCA scheme are listed below in Table 8-9.
Tsun
Offered Traffic 
#  channels
0 120 240 MO 480 600 720 840 960 1080
Number o f  Allocations Blocked
285 0 0 0 0 0 0 0 0 0 0
301 2 4 1 0 0 0 0 2 0 0
315 3 6 4 2 9 1 1 7 0 3
320 3 10 8 2 11 4 2 8 5 2
325 7 13 13 6 17 4 2 12 6 3
Table 8-9 - Number of blocked allocations with varying and Tgiob
The results in Table 8-9 show the individual GA results for each simulation step with an 
increasing traffic load originating from the North American continent, with a traffic 
distribution determined by the normalised SAINT traffic model. The proportion of the traffic 
blocked depends upon the offered load, Figure 8-13 shows the total proportion of traffic 
which is blocked/unserved in each case.
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Figure 8-13 - Performance of HC-DCA scheme with increasing offered load vs. time
The mean of the performance across the simulation period is shown in the graph below, the 
proportion of blocked allocations for each point in the simulation was averaged over the 
whole period to obtain the mean.
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Figure 8-14 - M ean DCA scheme perform ance vs. increasing offered load
The results illustrated by this diagram can be directly compared with the previous result for 
the FCA scheme (Table 8-5). The FCA performance decreased (increasing blocking 
proportion) almost linearly above 1%, whereas here the performance for the HC-DCA scheme 
decreases with an exponential characteristic from the point at which traffic is blocked. An 
increasing traffic load or a more uniform distribution will cause the HC-DCA system to 
approach the performance of the FCA scheme and to eventually perform less well.
The major result is that the flexible approach to channel allocation allows a much larger traffic 
load to be earned on the satellite system under these traffic distribution conditions, when 
compared with the FCA scheme. In Table 8-5 it can be seen that the FCA scheme, with a 
maximum number of channels per beam limited to 1 0  (1/16^  ^ of the full available channel 
resource) blocks traffic at a GoS of 2% when the total offered traffic is approximately 217 
channels. At this point, approximately 30% of all spotbeams with connectivity to the traffic 
originating area are at full capacity, and therefore, despite the spotbeam and satellite diversity, 
the peak of traffic, corresponding to the SAINT traffic distribution, is too high for the system 
to cope with.
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For the same points in time we can see that the HC-DCA scheme is more adaptable to the 
requirements of the variable traffic distribution and can serve all traffic which arises under 
these circumstances until some point between 285 instances and 301. It is only at the total 
traffic load of 322 channels where a mean of 2% of the traffic is blocked across the simulation 
period, an increase of 48% in traffic load.
Figure 8-15 illustrates the performance of both the FCA and DCA schemes as the traffic load 
is increased.
HC-DCA Performance
FCA Performance
160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330 340 350
Instantaneous Traffic Load (number of channels)
Figure 8-15 - CA performance with increasing traffic load
By extrapolation of the data in Figure 8-15, it could be seen that the FCA scheme may 
outperform the DCA scheme over the chosen simulation time when the blocking peifonnance 
of both schemes is greater than 10%, as the performance of the DCA scheme is seen to 
deteriorate at a greater rate than the FCA, although this extrapolation is not illustrated here. 
This will be true if the distribution of the tiaffic remains the same and if the trends seen in the 
measured results continue.
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8 ,8  S u m m a r y  a n d  C o n c lu s io n s
This section has brought together all of the models discussed in previous sections and used 
them to illustrate the capacity gain available when flexibility is assumed in the allocation of 
channels to spotbeams.
The traffic model [52] which was adopted for the study was adapted such that the total traffic 
originating from any chosen geographical area could be vaiied while maintaining the 
geographical distribution of the traffic. Both the FCA and HC-DCA schemes, implemented on 
a model based on the ICO satellite system, were applied to the traffic model and the traffic 
load on offer to each system was increased until the scheme showed a mean proportion of 
unserved traffic instances at approximately 2 % over a simulation period representing a 
fraction of a single orbit period.
The performance of the both systems was seen to vary unpredictably with time, as the 
satellites passed over the area under study (the North American continent). It is the complexity 
of the instantaneous configuration of the satellites’ and spotbeams’ coverage which causes the 
variation of the perfonnance. The constellation model adopted ensures a high satellite 
diversity which further complicates the model, leading to a requirement for a computational 
simulation as opposed to an analytical model. The mean performance over the chosen 
simulation period was derived. The resulting traffic load for each was determined through 
graphic interpolation with traffic load as an input variable. The resulting average gain in 
traffic capacity was 48% by the HC-DCA system over the FCA system. However, several 
points should be noted when the results are compared, in order to introduce some perspective 
into the picture.
The capacity gain demonstrated by the previous study is large, resulting from the combined 
flexibility of the proposed HC-DCA scheme and the inefficiency of the FCA scheme. The 
FCA scheme shown is a simplified version of that which has been proposed for the ICO 
system in 1995, it provides only the basis for the ICO channel allocation approach as outlined 
in Chapter Five (Section 5.6.3). The proposed ICO scheme has additional capacity due to a 
long-term prediction of traffic load characteristics which enables the implementation of a 
slow-dynamic channel borrowing scheme, between adjacent cells and between orbit planes. 
An examination of Figure 4-9(a) shows that some spotbeams will carxy extra capacity in the 
proposed scheme due to the angular separation between co-plane satellites in ICO. These
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spotbeams are those which are situated in the part of the satellite which is not subject to 
interference from adjacent co-plane satellites. Figure 8-16 illustrates which beams would be 
affected by the extra capacity available under such a system for the point in time Tsim=240 
seconds, for example.
Satellites
Beams carrying traffic, no extra capacity available
Beams carrying traffic, extra capacity required and available
Beams carrying traffic, extra capacity available but not required 
Figure 8-16 - Effect of ICO added capactiy
Of all of the traffic carrying beams (see Table 8-3 and Figure 8-3) only four (green) are at full 
capacity and would therefore need to utilise the available extra capacity to serve those 
channels which have been blocked. Of those which carry traffic and would have extra capacity 
available only two (1-69 & 7-24) have reached 60% channel utilisation and it would therefore 
require a very large increase in offered traffic load before the extra capacity was utilised, 
before which time other high utilisation beams would need to reject traffic. The conclusion is 
that a small increase in capacity will result from the ICO approach to channel separation under 
these circumstances compared with the FCA scheme presented in this thesis. This capacity
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increase will not approach that offered by the HC-DCA scheme for the point in time 
illustrated above.
This is only one example and there may be instances where the extra capacity available to 
those beams would have a greater effect on the system perfonnance. Clearly the ICO approach 
will lead to a greater system traffic capacity than that which is demonstrated by the FCA 
scheme chosen here, nevertheless the HC-DCA system provides flexibility and high capacity 
throughout the orbit period and in real-time.
The GA algorithm used to determine the system capacity under the HC-DCA scheme is very 
powerful but also very processor-hungry and time consuming in the absence of a parallel 
processing capability. The intelligent initialisation procedure, adapted from Box’s paper [62] 
emulates the situation that a real-time optimisation process would need to cope with, namely 
an established set of allocations (the non-random result of the initialisation) with a high fitness 
value and a small number of remaining optimisations/allocations to be made (new call 
requests and handovers). A real-time system may or may not adopt such an approach but, as 
seen in Figure 8-13, the GA gives reliable and consistent results if time allows.
Despite the shortcomings of the basic FCA scheme used here for comparison, the HC-DCA 
architecture represents an advance on that proposed for the 1995 ICO system because it will 
enable a real-time traffic adaptive approach to channel allocation with a reasonable adaptation 
of the existing network architecture. Such a channel allocation approach has been proved to be 
superior to FCA and boiTOwing schemes in non-uniform traffic scenarios which are inherent 
when global land masses are served by high altitude satellite systems.
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Chapter 9. Conclusions and Future 
Work
9,1 Conclusions
The foremost physical components of S-PCN systems are the satellites, their spotbeams and 
the ground segment which connects them together and to external networks, these components 
were discussed and modelled in the first three chapters. Some design techniques used for non- 
geostationary satellite constellations offering real-time global services were studied and 
presented, with an emphasis on the resulting satellite diversity and coverage dynamic 
characteristics associated with particular design approaches.
It was found that the choice of the constellation design approach, made by those organisations 
which have proposed known systems, has been influenced by the services which are to be 
offered and the technologies which are to be implemented through out the network and 
particularly on board the satellites. In short. Polar orbits have been proposed for systems 
which do not depend on satellite diversity and where inter-satellite links have been proposed 
to interconnect satellites for the purposes of trunking and inter-satellite co-ordination. Inclined 
orbits have been proposed for systems which utilise satellite diversity, which is high at 
latitudes where traffic originates, but which complicates the radio co-ordination task.
High gain spotbeams are to be implemented on all of the proposed non-GEO satellite systems. 
Spotbeams enable frequency reuse within a single satellite footprint, and redress some of the
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path attenuation associated with satellite systems. A model of a honeycomb airay of circular 
projected spotbeams was introduced, and its flexibility to emulate the coverage characteristics 
of particular S-PCN schemes was illustrated. The development of phased array payloads have 
enabled satellite system designers to shape spotbeams to the desired coverage, but in non- 
GEO systems the area below the satellite is variable and so shaping for coverage would need 
to be a dynamic process. More simply, shaping can be used to regularise the coverage area of 
each beam and to provide predictable handover periods between spotbeams. A model 
presented in Chapter Three illustrates some of the mathematics which are required to design 
the spotbeam gain peifomiance at the satellite to project circulai' beams. Such an approach 
leads to a simplified model of spotbeam coverage, requiring only the position of the centre of 
the spotbeam and the geocentric angle of the cone which describes it.
The size and distribution of the ground segment was shown to depend upon the altitude of the 
satellite constellation and the presence (or not) of inter-satellite links (ISL). A LEO system 
requires a lai'ge number of fixed earth stations (FES) to ensure continuous satellite 
connectivity to the tenestrial network, although if ISLs are deployed a theoretical minimum of 
one FES location would be sufficient as the ISLs would enable all traffic to be routed through 
the space segment towards the FES. It is more likely that a larger number of FESs, between 6  
and 20, would be deployed which is the approximate number required for a MEO system, in 
order to provide redundancy, to reduce both latency and the size of terrestrial tails and to 
avoid bottlenecks. The teiTestrially interconnected ICONET network illustrates one of the 
advantages of a small ground segment associated with a MEO network, which enables a low 
complexity solution with a centralised control structure. This approach to the ground segment 
provided the basis for the network model and topology adopted in this thesis.
Many strategies could be adopted for allocating control over a satellite in all systems and two 
approaches were devised and illustrated, based upon the presumed locations of the S-PCN 
local market and presence of terrestrial infrastructure. It has been demonstrated that if priority, 
in terms of satellite control, is given to FES sites which are close to the market and to densely 
populated areas, then the infrastructure of the ground network can be reduced to a smaller 
number of ground sites, at the expense of propagation delay.
Some existing and proposed techniques for channel allocation (CA) in cellulai* systems were 
examined and presented. Channel allocation schemes were seen to increase in flexibility from 
the first deployed fixed channel allocation (FCA) schemes to the latest proposed signal-
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adaptive distributed dynamic channel allocation (DCA) schemes. DCA provides greater 
capacity over FCA and boiTowing schemes when operated in low or non-uniform traffic loads, 
whereas FCA schemes have been proved to perform more efficiently that DCA in high traffic 
load scenarios. The performance of DCA systems worsens exponentially with increasing load 
after a certain point, whereas the FCA degradation is more graceful.
Increasing CA flexibility comes at a price, namely, increases in the following:
• network complexity (interconnection between distinct network elements is required)
• user terminal complexity (UTs are given more radio resource management functionality)
• base station complexity (measurement of CIR, co-ordination with other BSs)
• signalling overheads (RRM-related data transfer and negotiation)
Distributed CA systems enable unilateral allocation to be performed by systems in unlicensed 
bands, which can prevent interference due to the sharing of radio resources between distinct 
systems, although the signalling task, resulting from the need for user terminals to constantly 
update the network with signal information ensures that such an approach is not readily suited 
to satellite systems with altitudes greater than LEO.
Complex CA schemes have been proposed for LEO S-PCN in recent papers. Some schemes 
have specified techniques such as in situ measurement of the interference environment, 
satellite on-boaid CA functionality and ISL-based channel co-ordination. Existing S-PCN 
systems employ their own unique methods for channel allocation and radio resource 
management (RRM), which are optimised to suit the characteristics of their constellations and 
transmission technologies (diversity and multiple access). One major conclusion that can be 
made from a study of the related literature is that no single approach to channel allocation will 
suit every type of satellite system, because the chaiacteiistics of the satellite constellation 
design dominate all others.
Proposed LEO S-PCN systems that were studied were divided into polar and inclined types. 
Polar constellations have low dynamics and high redundancy at extreme latitudes, enabling a 
switch-ojf policy for frequency co-ordination. The highest diversity, or satellite footprint 
overlap, is encountered at extreme latitudes in these systems. Inclined LEO systems, where 
satellite diversity is highest in mid-latitude areas, would require an extremely complex real­
time DCA scheme, although one system studied has avoided this problem by adopting a 
multiple access scheme based on spread spectrum techniques.
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Ali of the MEO satellite systems which have been proposed to date have specified inclined 
satellite orbit planes and therefore have similar diversity characteristics to the LEO inclined 
systems described above. Real-time channel allocation schemes are more suitable for MEO 
systems because there are less satellites which require co-ordination, and their inter-satellite 
interference dynamics are much slower than with LEO, which causes a lower requirement for 
inter-satellite handover. Furtheimore, the increased latency which is inherent with the MEO 
satellite altitude steers the choice of DCA scheme away from signal-adaptive towards traffic- 
adaptive, whereby the network centrally allocates radio resources to users in response to 
requests from users or base stations, when a new communication or a handover occurs. In 
such a scheme, CA decisions are made by an indirect estimation of interfering signal powers 
through channel modelling and the imposition of a minimum reuse distance between co­
channel users, although in satellite systems this is the same as a minimum geocentric angle 
for reuse.
After taking into account some of the considerations outlined above, a network topology was 
adopted along with an approach to the implementation of DCA on a satellite PCN system. 
This topology comprised a MEO system with a globally connected ground network operating 
a real-time traffic-adaptive DCA scheme. Radio resource management is performed by several 
master FES sites distributed about the continental regions of the Earth. These master stations 
have functionalities based on Base Station Controllers in GSM. Adjacent FES sites, which 
control satellites having connectivity with the Radio Resource area controlled by a master FES 
site, are regarded as slaves by the master. Slave sites have the some of the functionalities of 
Base Transceiver Stations in GSM, some BTS functionalities could be given to the satellites. 
All CA functions involving the spotbeams covering the master’s RR area are performed by the 
masters. Each continental region has a centralised hierarchy, the existence of multiple 
hierarchies based on geographic aieas leads to the designation of this scheme as the hybrid- 
centralised DCA scheme (HC-DCA).
In the HC-DCA scheme, the optimisation of the channel allocations is made at the master 
stations through the use of genetic algorithms (GA), These algorithms have been shown to 
produce optimal channel distribution results in a reduced time when compared with other 
stochastic optimisation schemes. A heuristic approach to CA, as demonstrated by Box, could 
also be implemented. Such schemes may offer faster solutions at the expense of capacity, 
heuristic solutions can easily be led into cut de sacs, whereas stochastic solutions enable
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optimum solutions to be found given enough time and processing power. Furthermore, the 
centralised approach will enable the reduction and concentration of processing and switching 
capability, which may be too costly with a distributed approach.
Such a trade-off between capacity and processing speed/power must be decided in the final 
design and implementation of an S-PCN system. The models developed in this study have 
been used to demonstrate the capacity gain available to systems using DCA channel allocation 
schemes as opposed to FCA at several distinct points in time, a real-time simulation of the 
operation of such schemes is a future objective. Furthermore, the use of GA solutions may 
lead to a number of channel re-aiTangements, in order for maximum capacity to be obtained. 
Some message services, based on CCIR recommendations, have been specified which will 
allow the re-allocation of channels. Master slaves can request for user terminals to give up 
existing channels while at the same time specifying a new channel for them to adopt in order 
to maintain the ongoing communication. The extent to which this practise will be required 
remains to be determined in future investigations.
The use of GAs as the mechanism for managing channel allocation in a (hybrid) centralised 
system is based upon the predictability of satellite movement and of the accurate modelling of 
spotbeam antenna gain profiles. By accurate prediction of the interference scenarios resulting 
from the overlap of satellite footprints and current channel allocations, the master station can 
effectively control and pre-empt interference occurrences. The satellite channel operates on 
the presumption of line-of-sight and thus the complexities of the terrestrial channel are 
avoided, interference is more predictable and co-channel users are far enough apart such that 
they cannot directly interfere with each other. This approach has been chosen with the 
assumption that a real-time signal adaptive distributed CA solution would impose high latency 
and signalling problems on a MEO system.
9.1.1 Genetic Algorithms for Dynamic Channel Allocation
The Simple Genetic Algorithm (SGA) was implemented in software in order to demonstrate 
the channel allocation capacity available as controlled by the master FES site. As has been 
mentioned above, the objective of the optimisation was to determine the maximum number of 
communication channels available with limited radio resources, under known traffic 
conditions. The variable inputs to the GA were the predicted inter-spotbeam interference 
relationships and the required traffic load for each spotbeam.
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The traffic load distribution among the spotbeams was determined through the use of a model 
designed to recreate the results of a real satellite traffic distribution scenario, based upon 
satellite elevation to the user, inter-satellite handover prevention and satellite loading. In this 
way, the traffic originating from the traffic model’s grid area is distributed among the 
satellites in a realistic way.
Some adaptations were then applied to the SGA to improve its peifomiance, these included a 
decimal-based chromosome coding scheme (as opposed to the usual binary approach) and an 
heuristic intelligent initialisation procedure, with a function designed to ensure the retention of 
the best individual resulting from the intelligent initialisation. In tests, it was found that the 
best individual resulting from the intelligent initialisation process could be lost through 
reproduction in the early generations process because of its low numbers. If such an individual 
had been evolved by regular GA processes it is likely that it would survive to subsequent 
generations due to the large numbers of similar individuals. This effect was countered through 
the injection of the fit individual into the population at the initialisation stage, through 
artificial replication and replacement of a random selection of other individuals. After these 
initialisation processes the GA was left to operate as normal, with one exception, whereby the 
two fittest individuals are guaranteed to be included in reproduction for every generation, 
whereas, in régulai" SGA operation, eligibility for reproduction based on probability 
proportional to fitness.
In tests, the GA with intelligent initialisation was shown to be efficient by applying it to a 
well-known CA problem as presented by Kunz. The initialisation scheme was found to 
produce solutions to this problem with a reasonable probability of success, without needing to 
proceed to regular GA operators. The significance of this result was that for CA problems the 
start-point of the optimisation process is a population of high-fitness individuals, which is 
exactly the start point in which a real-time scheme would be expected to experience, due to 
the prior existence of established channel allocations which would not be expected to be 
revised as the number of channel re-allocations should not be excessive.
For the subsequent operation of the adapted GA, well established crossover and mutation 
parameters were retained as described by Goldberg, also population sizes were maximised in a 
trade-off with available processing time.
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9.1.2 Channel Allocation Comparison
An FCA scheme was designed which was based on the low inter-satellite dynamic which 
occurs between satellites and planes in the ICO constellation. By ensuring that satellites have 
nominal circular orbits and that yaw rotation does not occur, a high proportion of the total 
system radio resources can be allocated to each spotbeam for all time without risk of 
interference. This approach would be unacceptably inefficient in other well-known 
constellations, it is the small number of satellites and orbit planes allows such a solution with 
the ICO constellation..
This scheme is an example of FCA in its most basic incarnation, and is simpler even than that 
employed in early terrestrial systems, where the proportion of total radio resources allocated to 
each cell would normally depend on the predicted traffic load in each cell, subject to reuse 
criteria. In non-geostationaiy satellite systems, the spotbeams have variable traffic loads 
depending on the region cuiTently served by the satellite, which varies continuously, so traffic 
prediction for all time is not sensible. In the FCA scheme, each spotbeam was allocated an 
equally sized subset of the radio resources for all time. By assuming a 4-cell reuse pattern, 
each spotbeam in the chosen constellation was given one-sixteenth of the whole system 
resources. The subsequent allocation of channels to individual users depends entirely on the 
spotbeam through which the user is communicating, as resources cannot be switched between 
spotbeams. The allocation would be determined solely by the FES site with direct control of 
the satellite at the time of the channel request, therefore no co-ordination is required between 
FES sites for real-time radio resource management.
In the HC-DCA scheme all spotbeams can carry any combination of channels. The allocation 
of channels to users is made in real-time, through optimisation by the master station according 
to loading and interference criteria. Signalling which supports each channel allocation is 
earned through inter-FES tenestrial connections.
A simulation scenario was constructed based upon the traffic distribution according to the S- 
UMTS traffic model designed within the European RACE H SAINT project. The traffic 
originating from the North American continent, which was designated as a Radio Resource 
Management Area, controlled by an FES site in the United States, was considered in isolation 
from the rest of the globe. A simulation which replicated the operation of the HC-DCA 
scheme in real-time was considered to be impossible due to the scale of the processing which 
would be required, so ten samples in time were taken, each separated by a fixed period. The
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simulation time was chosen such that the satellite coverage characteristics, and subsequent 
capacities, would be sufficiently varied to demonstrate the system capacity’s variation with 
time. The system performance at each point in time was evaluated through GA optimisation 
and the mean performance over the whole period was established.
Previous approaches to satellite CA performance estimation have made assumptions allowing 
the satellite model to behave with characteristics similar to teiTestrial systems, whereby the 
spotbeams have a constant velocity and the traffic is given a random (regular") distribution 
with Poisson characteristics. This approach was considered to be unrealistic in this study, as 
the performances of the schemes are dependent upon the actual diversity scenarios between 
satellites, which cannot be described using analytical methods. Furthermore, in the GA HC- 
DCA scheme the optimisation of the capacity required a processing ability which precluded 
the incorporation of a randomly generated population of users with known arrival and call 
duration statistics. A fixed traffic distribution was used instead with the magnitude of users as 
the major variable.
In the FCA scheme the model determines the blocking probability of traffic by applying hard 
limits to the number of users served by a spotbeam according to the fixed number of channels 
allocated to each spotbeam. A large number of traffic loads, with variations due to the pseudo­
random number generator in the traffic allocation model described above, were applied to 
each of the ten scenarios to determine the mean number of channels which could not be served 
due to insufficient radio resources.
Statistical integrity in the results for the HC-DCA scheme is obtained through the large 
number of generations allowed for optimisation, together with the large population size 
(I00+).
The results demonstrated that FCA in this system is highly restrictive, leading to an early 
occurrence of blocked traffic at low traffic loads (compared with HC-DCA). Each spotbeam 
was restricted to a maximum of 1 0  channels and traffic which could not be carried on 
spotbeams due to filled capacity was regarded as blocked. In the FCA, scheme the network 
was shown to be able to serve a mean of 217 traffic requests, distributed throughout the North 
American continental land-mass according to the SAINT traffic model, over the simulation 
period with 2% of the traffic being unable to be allocated a channel.
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The HC-DCA scheme was found to be able to serve an increased traffic load at the 2% 
blocking point, precisely 322 traffic instances, according to the SAINT distribution over the 
same area. This result represented a very large increase in traffic capacity of approximately 
48%. DCA schemes do not generally offer such an improvement in tenestrial scenarios.
This unexpectedly large increase in capacity over the FCA scheme can be explained through 
the inefficiency of the FCA scheme as it stands, and reinforces the previous conclusion that 
FCA is not efficient when applied to non-geostationary satellite systems, due to the inability to 
predict the traffic levels in individual spotbeams, as would be possible in tenestrial systems. 
Nevertheless, the results have confirmed the superiority of the HC-DCA scheme under the 
traffic distribution conditions imposed on this system, which are assumed to be realistic as far 
as possible. One factor that can be regarded as influential on the perfoimance is the presence 
of low traffic areas such as oceans, which enclose the area used in this study. The FCA 
scheme cannot transfer unused capacity deployed over such areas whereas, by definition, the 
HC-DCA scheme will have the capability to do so.
The performance of the HC-DCA scheme was seen to deteriorate at an exponential rate with 
increasing traffic load, whereas the FCA scheme’s perfoimance seemed to deteriorate linearly. 
The results gathered in the simulation process were extrapolated to determine the point at 
which the FCA scheme would outpeifoim the HC-DCA scheme, and this point was seen to 
occur at a blocking probability of just below 11%, with an offered traffic load of 349 users. It 
can be expected that the DCA scheme therefore will outperform FCA even if the adopted 
traffic scenaiio is subject to a large increase in load.
9 .2  F u tu r e  W o r k
9.2.1 Deterministic Model
The results of the study reported above confirm the raw capacity of the HC-DCA system 
under ideal conditions and in discrete time, where the traffic load which is applied to each 
spotbeam is non-deteiministic, that is, it is not influenced by the load which has been 
experienced at the previous instant in time. As such, the channel allocation made to each user 
does not affect subsequent allocations in this model.
The following scenarios illustrate the deterministic nature of the real channel allocation task 
which does not appear in the discrete scheme.
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Figure 9-1 - Deterministic and non-deterministic CA scenarios
In Figure 9-1 (a) two instants in time are shown. In the first instant each user is allocated a 
channel according to a 3-cell reuse pattern. In the time between the first instant and the 
second, one user exits from cell x and another enters cell y. In order to accommodate the new 
user in cell y a user in cell z must handover to a new channel, illustrated by the circular 
arrow. In Figure 9-1 (b) the same scenario which required handover in (a) is allocated 
channels in non-deterministic isolation from other scenarios.
The second example taken alone cannot fully describe the channel re-allocation processes 
which must be operated in a real system due to real-time satellite and user dynamics. Future 
work in this area will be based upon a model which would emulate the aspects of channel 
assignment which result from the real-time mobility management tasks (inter-beam handover) 
and Radio Resource Management tasks (channel re-allocation). The following components of 
the model will need to be established:
• An analytical model of the inter-beam handover which can be derived from the 
constellation diversity characteristics, the spotbeam dimensions and the user’s location.
• A statistical model of the variation of spotbeam traffic load variation, which can be derived 
using the models presented here and a traffic model generated according to known statistics 
based on mobile telephony call characteristics. The SAINT traffic distribution could still be 
used.
• Implementation of the signalling message services presented in this thesis over the A-bis 
interface between master and slave FES sites incorporating the propagation delays due to 
distance and fibre-optic based transmission.
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• Implementation of a queuing system at the master for dealing with networking with various 
slave sites.
• A model of the channel reallocation load as illustrated in Figure 9-1, this could be derived 
using the GA optimisation model presented in this thesis with real-time (or discrete with 
smaller increments) satellite movement. Each user must be associated with a spotbeam for 
the duration of their call (or more than one spotbeam if handover occurs). The maximum 
capacity has been established already with complete freedom for reallocation. Degrees of 
freedom for reallocation could be established to find that which is required to enable the 
maximum to be achieved. The result leads to a channel re-allocation load for the system.
A full analysis of the CA task due to the satellite dynamic and call characteristics could be 
derived using the above components and could be implemented in a networking package such 
as Opnet. The approach taken above, where channel reallocation and handover statistics are 
derived off-line ensures that the Opnet model would not require a real-time satellite and GA 
process implementation, which would seriously complicate the model and lead to a huge 
increase in the processing time required for the scheme. The outputs of the study would be the 
capacity of the scheme, which would be less than that illustrated here due to the restriction in 
the master’s channel re-allocation freedom, the delay associated with channel re-allocation, 
and the dimensioning of the inter-FES dedicated network connections, which may require 
different capacity than that recommended in the GSM system.
RRM Area Borders
A second area which should be investigated to enable the CA scheme proposed here to be 
operated is the border regions between RRM areas. These borders are well defined for the 
isolated areas of the globe but not so for the Europe-Asia region. An FCA scheme can be 
imposed in this area to avoid the need for real-time CA co-ordination between master stations. 
The following steps could be taken to study this aspect of the system
• Firstly, a physical border region between RRM areas must be defined, the borderline 
should ideally coincide with areas of low traffic origination according to the traffic model 
used.
• A temporally varying set of spotbeams which interact with that borderline should be 
established.
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• The number channels which are available to these spotbeams should be determined 
according to the expected traffic from the border region and the available channels should 
be defined. These allocations can then be hardwired into the masters’ allocation schemes to 
ensure that masters cannot allocate the same channels in this area.
This border FCA scheme will affect the channels available to adjacent beams outside the 
border areas but their influence will diminish with displacement from the border. The benefit 
of this scheme is network simplicity where the functionality of GSM BSCs is preserved.
Real-Time Implementation
A real-time implementation of this scheme as it stands would be difficult, because the 
optimisation process at the master station is complex and time-consuming. The genetic 
algorithm presented in this thesis was implemented on a shared Unix platfoim, the time taken 
for the completion of individual allocation optimisation processes was variable dependent on 
the cutxent loading on the system. The actual time taken for the processes presented in this 
thesis, where the number of generations allowed for a solution was up to 2 0 ,0 0 0 , varied up to 
approximately 30 hours. A more advanced and dedicated computer system would reduce the 
require processing time dramatically and the acceptance of sub-optimal solutions, which are 
generated very early on in the process would enable real-time implementation of GAs for 
channel allocation optimisation.
Traditionally, CA evaluation is presented as an m/m/n queuing system, where the individual 
variables refer to call aixival statistics, duration statistics and the number of available servers, 
respectively. The duration of each user sojourn in the system is a combination of the time in 
the queue and the call duration. It has been shown in this report that in dynamic satellite 
systems the number of seiwers (available channels) is the major unknown vaiiable, and the 
object of this study has been to quantify the maximum number of channels which are actually 
available under realistic traffic distribution circumstances. The next step in evaluating this 
system would be to characterise the performance of the whole system such that the actual 
number of available channels for each spotbeam in time is recorded. Thereafter, a queuing 
system could be created which would then test the system peifoixnance with variable traffic 
characteristics and with handover and reservation schemes in place. This combination of 
computational systems assessment and simulation will describe the system performance in 
most detail.
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Appendices
Appendix A. Gain Shaping On-Board the Satellite
The following mathematical steps describe the process followed in determining the required 
shape of the spotbeam antenna gain as projected by the satellite so as to pre-compensate for 
the curvature of the Earth such that the resulting spotbeam coverage area is a circle of the 
Earth’s surface.
The inputs to the procedure should be points on the Earth’s surface which are on the locus of 
the iso-gain circle. Iso-gain means to the points at which the gain of the spotbeam antenna are 
the same, it is the iso-gain line which describes points experience 3-dB below the maximum 
gain which describe the extreme coverage limit of each spotbeam.
The points on the Earth’s surface which make up the inputs to the procedure should be 
specified in terms of latitude (L) and longitude (/). The output of the procedure is a 
corresponding reference point on the ABCD plane first shown Chapter 2 which is 1 unit away 
from the point at which the spotbeams are formed in the direction of the Earth. The diagram is 
repeated here for the benefit of the reader.
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sub-satellite 
point
A
B C
A
/ y / tan(b)
/  A ^  D
tan(a)
Figure A-1 - Projection from ABCD plane to latitude, longitude co-ordinates
Step 1: Convert latitude and longitude values to geocentric angle and non-corrected 
azimuth
/3 = cos'* { s i n ( ) sin( 4  ) + cos( ) c o s ( ) cos(/^„, -  / 
_ J  sin( L J  -  sin( ) cos(yg) ]
' ' ' ' '  t  c o s ( L , J s i n ( ^  J
(A.l)
(A.2)
Step 2: Convert geocentric angle and azimuth to intermediate angles (6, <p) in the satellite 
plane
(A.3)R ,sin (^
+ h f  + R] -  + /!)}cos(^
(I> = n l 2 - r j (A.4)
Step 3: Calculate angles at the satellite
a = tan"*(tan^cos<^)
6  = tan'* (tan ^ sin
Step 4: Determine orientation o f  azimuth to give correct quadrant in satellite plane
The azimuth of the point on the Earth from the subsatellite point is measured from the East 
direction and can be between zero and 360°. Each quarter of the circle of azimuth represents a
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quadrant in the ABCD plane which is represented by a combination of positive and negative 
coordinates in the plane. This procedure ensures that the sign of the co-ordinates is correct in 
order to place the result in the conect quadrant.
If (0 > rj> 7x/2 ) then a is +ve, b is -pve; 
else If (W2  > ?]>n) then a is -bve, b is -ve 
else If {%> 7]> 3n/2) then a is -ve, b is -ve 
else (37t/2  > 77 > 271) so a is -ve, b is +ve
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Appendix B. Ground Segment Connectivities
This section illustrates the connectivity sequences which occur between both the ICO satellite 
constellation and ICONET [8 ] and the MAGSS-14 [20] satellite constellation and the ground 
networks designed for the system in [17] and presented in [23].
The connectivity diagrams all represent an arbitiary 24-hour period which, due to both ICO’s 
and MAGSS-14’s orbit resonance properties, will repeat every sidereal day and therefore 
describe the connectivities for all-time, assuming appropriate stationkeeping.
Firstly, the constellation models used as inputs to the SPOC+ program are listed.
B .1  ~ IC O  S a t e l l i t e  C o n s te l la t io n  M o d e l
Number of Planes 
Satellites per Plane 
Epoch
Simulation Stai't
Time per Sample (seconds)
Number of Samples
Orbit Perturbations
Plane #1
Inclination (degrees)
Right Ascension (degrees) 
Eccentricity
Argument of Perigee (degrees) 
Mean Anomaly (degrees) 
Period (seconds)
Decay
Plane #2
Inclination (degrees)
Right Ascension (degrees) 
Eccentricity
Argument of Perigee (degrees) 
Mean Anomaly (degrees) 
Period (seconds)
Decay
7
2
1993.01.01.00.00.00.00
1993.01.01.00.00.00.00 
120
10
OFF
45.0 
0.0 
0.0 
0.0 
0.0
21560.0 
0.0
45.0
180.0 
0.0 
0.0
72.0
21560.0 
0.0
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B .2  " AMGSS-74 S a t e l l i t e  C o n s te l la t io n  M o d e l
Number of Planes 
Satellites per Plane 
Epoch
Simulation Start
Time per Sample (seconds)
Number of Samples
Orbit Perturbations
Plane #1
Inclination (degrees)
Right Ascension (degrees) 
Eccentricity
Argument of Perigee (degrees) 
Mean Anomaly (degrees) 
Period (seconds)
Decay
Plane #2
Inclination (degrees)
Right Ascension (degrees) 
Eccentricity
Argument of Perigee (degrees) 
Mean Anomaly (degrees) 
Period (seconds)
Decay
Plane #3
Inclination (degrees)
Right Ascension (degrees) 
Eccentricity
Argument of Perigee (degrees) 
Mean Anomaly (degrees) 
Period (seconds)
Decay
Plane #4
Inclination (degrees)
Right Ascension (degrees) 
Eccentiicity
Argument of Perigee (degrees) 
Mean Anomaly (degrees) 
Period (seconds)
Decay
Plane #5
Inclination (degrees)
2
5
1993.01.01.00.00.00.00
1993.01.01.00.00.00.00 
60
1440
OFF
56.0 
0.0 
0.0 
0.0 
0.0
21548.0 
0.0
56.0 
51.429 
0.0 
0.0
282.857
21548.0 
0.0
56.0
103.857 
0.0
0.0
205.714
21548.0 
0.0
56.0 
154.286 
0.0
0.0
128.571
21548.0 
0.0
5 6 .0
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Right Ascension (degrees) 205.714
Eccentricity 0.0
Argument of Perigee (degrees) 0.0 
Mean Anomaly (degrees) 51.428
Period (seconds) 21548.0
Decay 0.0
Plane #6
Inclination (degrees) 56.0
Right Ascension (degrees) 257.143
Eccentricity 0.0
Argument of Perigee (degrees) 0.0 
Mean Anomaly (degrees) 334.285
Period (seconds) 21548.0
Decay 0.0
Plane #7
Inclination (degrees) 56.0
Right Ascension (degrees) 308.571
Eccentricity 0.0
Argument of Perigee (degrees) 0.0 
Mean Anomaly (degrees) 257.142
Period (seconds) 21548.0
Decay 0.0
B.3 -  MAGSS-14 Connectivity with the Minimum FES Network
The following diagrams illustrate the connectivity periods experienced by the MAGSS-14 
satellites with the minimum sized FES network designed in [23]. Satellite #1 periods are 
illustrated in Chapter Three.
0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B-1 - Satellite #2 connectivity periods 
4 6 8 10 12 14 16 18 20 22 24
Figure B-2 - Satellite #3 connectivity periods
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0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B-3 - Satellite #4 connectivity periods 
0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B-4 - Satellite #5 connectivity periods 
0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B*5 - Satellite #6 connectivity periods 
0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B-6 - Satellite #7 connectivity periods 
2 4 6 8 10 12 14 16 18 20 22 24
0 2
Figure B-7- Satellite #8 connectivity periods 
4 6 8 10 12 14 16 18 20 22 24
Figure B-8 - Satellite #9 connectivity periods
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0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B-9 - Satellite #10 connectivity periods 
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Figure B-10 - Satellite #11 connectivity periods 
0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B-11 - Satellite #12 connectivity periods 
0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B-12 - Satellite #13 connectivity periods 
0 2 4 6 8 10 12 14 16 18 20 22 24
Figure B-13 - Satellite #14 connectivity periods
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Appendix C. Latency Estimation of Bjeiajac DCA 
Aigorithm
Bjeiajac [39] presents a DCA scheme based upon CIR measurement and information 
exchange between adjacent-plane polar satellites via inter-satellite links ISLs. In his paper 
Bjeiajac does not present any estimation of the time required for call setup given the 
information exchange required in his algorithm. His conclusion is that the most effective 
schemes are the most complex, but a trade-off between QoS and required complexity of the 
satellite and ISL data rates is not peifoimed. The following simple evaluation of the 
information exchanges required for a call-setup were made to aid the author’s evaluation of 
the scheme.
This evaluation is very optimistic because it is not assumed that any of the message transfers 
require mandatory confirmation, which would add an extra satellite-user propagation delay 
period to the whole for every instance for which it occurred.
LEG Satellite System
Step Time (ms) Data trans #Sats iSL dlst
UT Rand A c c e ss 3 low 4 4
Sat Ack 1 low
UT Channel Req 1 low
S at Ack 1 low
S at Beam  Evaluation 0 0
Sat Channel Evaluation 0 0
Mobiie CIR Evaluation 0 0
Sat ad] sa t data request (xS) 16 low
adj sat ack (xS) 16 low
Adj sa t Data Transfer (xN) 16 high
*Finai S at CIR evaluation 0 0
Channei Ailocation 1 low
UT Ack 1 low
Totai #h ops 56
Totai time (ms) 1 hop 
~1200km
224
Table C-1 - Latency evaluation for DCA in LEO system
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MEO Satellite System
Step Time (ms) Data trans #Sats ISL dist
UT Rand A cc ess 3 low 4 3
Sat Ack low
UT Channel Req low
S at Ack 1 low
S at Beam  Evaluation 0 0
Sat Channel Evaluation 0 0
Mobile CIR Evaluation 0 0
S at adj sa t data request(xS) 12 low
adj sat ack (xS) 12 low
Adj sat Data Transfer (xN) 12 high
*Finai Sat CIR evaluation 0 0
Channel Allocation 1 low
UT Ack 1 low
Totai #h ops 44
Totai time (ms) 1 hop 
=13000km
1,892
Table C-2 - Latency evaluation for DCA in MEO system
Table C-1 and Table C-2 above illustrate an evaluation of the peifoimance of the DCA #2 
algorithm [39] for both LEO and MEO systems in terms of the number of signalling instances 
which may occur and the time taken for the propagation of the signalling messages. The 
following notes present the assumptions made in the analysis:
• UT Random Access - the random access protocol is 33% efficient
• Satellite Beam Evaluation/Satellite Channel Evaluation/Mobile CIR Evaluation - all 
data required for these evaluations is held by the satellite through real-time signalling 
functions and no extra requests are required
• Satellite to adjacent satellite data request - Bjeiajac has minimised signalling load by 
ensuring that data is only transmitted on request. Both LEO and MEO systems have 
generally four adjacent satellites which must be evaluated
• Link Distance - in the LEO system satellites communicate via ISL with a distance of 
1200 km whereas in the MEO system satellites communicate through sat-GS-GS-sat 
links with an average distance of 3*13000 Ian = 36000 km
• All satellite on-board processing tasks aie performed in a negligible time
* If the adjacent satellite has already allocated the subject channel inside the overlap aiea 
between the two satellites, and the CIRup of a user of that adjacent satellite is reduced to a 
level below the minimum acceptable, then the protocol flow will move back to a point early
on in the sequence. The time taken for the completion of the protocol will virtually be a
240
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multiple of the number of times this occurs as the majority of the signalling delay occurs 
between the two points.
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Appendix D. The ICO System Circa 1995
D.1 - ICO System Design Section Multiple Access / Modulation
“The TDMA channel fonnat is as follows:
TDMA Channel Format for Voice
TDMA frame duration 40 ms
Time slot duration 6.67 ms
TDMA Rate 36 kbits/sec
Modulation - return link Pi/4 - QRSK ftbcl
Modulation - forward link QPSK ftbcl
Filter roll off (raised cosine) 40%
Channel bandwidth 25.2 V H z i  3 6 /2 * 1 .4  = 2 5 .2 )
Channel spacing [25 kHz nominal]
D.1.1 - ICO System Design : Frequency Planning (ICO circa 1995):
The frequency plan defines the spectrum allocated to each beam in the constellation as a 
function o f time in such a way that a given frequency is never available simultaneously to 
two beams with insufficient isolation. The frequency plan is adaptive to the traffic 
variation and the evolution o f the constellation. The baseline frequency plan has been 
developed keeping two additional constraints in mind:
• compatibility with the hybrid payload design by minimising the spanned spectrum per 
beam, and
» minimisation o f the resource management control requirements.
Within the 30 MHz o f mobile link spectrum allocated to MSS in each direction, about 10 
MHz o f spectrum is expected to be available for the P-system. The frequency allocations 
may vary between different regions. The spectrum in each region may not necessarily be 
in one contiguous block.
For the sake o f clarity, the frequency plan is presented in this section on the assumption 
that a contiguous block o f 10 MHz is available world-wide. The frequency plan concept 
is, nevertheless, applicable to realistic scenarios: independent plans will be implemented 
in regions with different spectrum allocation; the transition between regions requires the 
affected beam to support both plans fo r a certain period o f time. I f  the available spectrum
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is not contiguous but partitioned into a few blocks, the baseline frequency plan can be 
adapted easily.
D.1.2 - Frequency Plan for Communications (ICO circa 1995)
Frequency Plan Concept
The basic frequency plan is a Satellite Oriented Frequency Assignment plan: that is, the 
frequencies used in each beam remain fairly constant in the beams as the satellite moves in 
the orbits. The mobile terminals are required to change frequency at beam handover. "
Summary of the Plan
10 satellites on 2 ICO orbit planes
121 fixed spotbeams per satellite, down to 5° 
elevation angle
4-cell frequency re-use pattern
no yaw rotation is assumed for simplicity
D.2 - The ICO System circa 1998
(from ICO website http://www.ico.co.uk/)
Borrowing Frequency Blocks
As there is an area on the Earth which is not covered simultaneously by adjacent plane 
satellites the satellite(s) which is (are) covering that area can re-use the frequencies by 
boiTowing them from the other orbital plane. Only the beams which point in the orbital plane 
can borrow frequency blocks, those “pointing o ff the orbital plane.... continuously overlap 
with the coverage area o f the other plane... ”
The implication here is that each spotbeam has the capability to operate over a large part of 
the spectmm (S-PCN allocation). “In total, the number o f blocks available to a spotbeam 
(including nominal plus borrowed) ranges from 10 to 4. " But, the actual frequency blocks are 
organised such that each spotbeam has access to contiguous channels in a quarter sub-block of 
the frequency [7] (pg. 52), which minimises the total frequency used in each spotbeam which 
is one of the aforementioned requirements of ICO’s frequency plan.
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“In order to make the frequency plan adaptive to the slowly changing environment, the 
boundaries between frequency blocks are not fixed, but can be slowly changed to 
accommodate variations in the traffic demand per beam. ”
D.2.1 - Channel Borrowing Areas in ICO Coverage
It has been proposed that ICO satellites will be able to borrow channels primarily allocated to 
the opposite orbit plane in areas where there is no instance of diversity (or dual-coverage) 
between satellites from both orbit planes. The diagram below illustrates, by the use of colour 
shading, the areas where this occurs for a snap-shot of the ICO coverage. Obviously as the 
satellites precess about their orbits and as the Earth rotates these areas will change shape and 
cover other geographic areas, although it is true that these areas will always occur at mid to 
extreme latitudes due to inclination of the orbit planes and the large coverage areas of each 
satellite. The minimum elevation angle of the satellites illustrated in this diagram is taken as 
0° .
0  Area œvered by plane #1 only ----  Fooprint ofsats from plane #1■ Area œvered by plane #2 only ----  Fooprint of sats from plane #2
Figure D-1 - Channel borrowing areas available in ICO
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Appendix E. The SAINT S-UMTS Traffic Modei Grid
The table below shows the 36x72 cell S-UMTS traffic grid presented in the SAINT project 
[52] describing the peak traffic levels on offer to the S-UMTS system up to the year 2010. The 
grid is an unprojected representation of the Earth’s sphere with each cell representing a 5x5 
degree area. The index numbers on the left side and top are simple the grid reference numbers. 
Each value in the grid represents the peak (rush hour) value of traffic in Erlangs on offer to the
S-UMTS system. The numbers have been truncated from 5 decimal places to 2 decimal places
c o m p a r e d  
0 1
w i t h  t h e  o r i g i n a l  t o  e n a b l e  r e - p r i n t i n g .
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 0.00 0.06 0.12 0.12 0,04
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.05 0,13 0.18 0.37 1.00 1.40 1.97 1,53 0.78 0.22
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 1.32 0.76 0.55 0,47 0.92 0.87 1.16 1.58 1.20 0.05 0.03 0.08
3 1.36 0.21 o.oo 0.00 0.00 0.00 0.00 0.00 0.00 1.45 2.36 2.37 2.37 3.19 3.52 2.97 1.00 2.42 1.93 3.05 1.17 2.96 2.70 0.35
4 1.69 5.17 0.97 0.00 0.00 0.00 0.00 0.00 0.00 5.63 5.63 5.63 5.83 5.83 5.73 5,62 5.83 4.41 2.50 0.20 1.18 4.61 2.56 0.11
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.33 4.37 6.65 6.90 G.90 6.90 6.90 6.90 6.90 4.69 0.00 0.01 0.45 6.60 2.22 0.02
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.04 4.14 7.92 7.92 7.92 7.92 7.92 7.92 7.91 6.86 4.73 1,30 7.48 7.92 7.92 4,96
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 4.43 621 621 6.21 6.21 6.21 6.36 7.21 7.94 7.85 8.87 8,46 5.63 3.74
8 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 0,27 6.65 5.37 2.36 3.96 0.33
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,05 0.06 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.07 70.10 132.33 111,42 35.01 0.00 0.00 0.00 0,00 0,00 0.00 0.00 0.00
12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 65.45 160.68 174.86 2.12 0.00 16.19 42.93 1.72 0.00 0.00 0.00
13 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 80.57 108.75 67.39 105.34 20.05 103.53 140.29 0,00 0.00
14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 23.43 68.02 353.91 250.20 0.00 0.00 0.00 0.00 13.16
15 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 202.35 54.32 31,16 28.33 83,84 45.40
16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 1,92 47.83 64.00 136,44 62.75
17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 2.04 0,00 50.23 65.18 76.73 128,70 118,43
18 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 47.15 70.65 113.19 127,95 127,95
19 0.00 0.00 0.00 0.00 0.31 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 9.22 68.35 92.99 13.63 128.47
20 0.00 l . t l 1-11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 31,60 57.87 53.81 90.50
21 0.00 2,60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 47,43 54.42 71.94
22 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0,00 0,00 0,00 0.00 0.00 0.00 55.23 93.11 87.56
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 29.48 89.23 65.80
24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.39 32.03 84.37 78.95
25 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 17.23 16.20 67.54 20.16
26 0.00 0.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0-00 0.00 0.00 0.00 0.00 0,00 16.46 12,05 22,09 0.00
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 21.83 55.56 4.34 0.02
26 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 2.74 19.05 3,62 0.00
29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
30 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0,00 0.00 0,00
31 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00
32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
34 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0-00 0.00 0.00 0.00
35 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0,00 0.00 0.00 0.00
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25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49
0 0 0 0 0  02 0.02 00 0 00 0
1 0.20 0 21 0.21 0 0 0 0 0 0 0 2 5
2 0.32 0.32 0.32 0.00 0.00 0 0 0 1 57
3 0 3 5 0.42 0.41 0 20 0 00 0.00 0.76 0.55 1 37 3.85
4 0 43 0.52 0,27 0.09 Û 12 0.00 0,00 0,00 8,55 10.56 12 47 12.53 12.63
5 0 0 0 0.05 0.22 0.01 0 0 0 0.00 0 0 0 32.56 0.00 0.00 0.00 11.75 14.95 14,95 14 95 14.95 14.95 14.95
6 0.69 0,00 0.00 0.00 0.00 0,00 0.00 0.00 44,48 197.18 122.65 0.00 0.00 67.61 157.47 230.95 15.58 17-13 17.15 17.15 17 15 17.15 21.53 43.36
7 3.16 0.00 0.00 0.00 0,00 0 0 0 0.00 0.00 21,98 58.68 1 11.66 13 23 9.03 740.53 732,92 560.30 597.02 557 79 157.51 22.31 4-70 70.20 73,54 69,69
8 0 95 0.00 0.00 0.00 0.00 0.00 0 00 7.85 30.80 11.13 0.00 0 0 0 68,59 e>90.65 563.43 227.93 222 03 17 58 19.14 23.02 203.79 248.68 225.84
9 0.00 0.00 0.00 0 0 0 0.00 0.00 0.00 3,30 135.66 101.02 5.39 0.00 0.00 65.78 101.76 159,54 185.99 180.00 150.31 48 49 107,08 124.58 615.09
10 0.00 0,00 0.00 0.00 0.00 7.34 1114.57 101.80 119.94 23.40 0.32 3,48 7.48 35,44 277.43 748.08 496,23 424 46 436.62 309.96 41.29
11 0.00 0.00 0.00 0.00 0.00 0.00 81 12 161,32 144,66 144.24 80.43 13.77 12.54 6.94 63,34 1 09.93 236.08 402.73 313 08 479.77 387.58 145.84
12 0.00 0.00 0.00 0.00 0.00 0.00 0,12 71.66 0.05 150.98 90.90 15.24 0.00 50.99 88.68 65.13 202.56 221.43 140.32 88.06 212.47 124.46
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.85 8.03 3.43 24.77 91.05 28.04 10,93 4.95 12.35 15.82 13.93 97.21 218,70 167.47 117.83 0.00
14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 113.02 18.35 2.49 34.05 12.75 46.34 18.41 2 32 8.08 9,24 7.56 14.21 76,33 51.25 12.95 0-00 0.00
15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 25.60 89.17 180.18 114.65 202.01 216,59 1116.81 7.47 3.49 9.42 34.79 52.89 26.92 7.89 0-06 0,00 0.00
16 42.91 14.78 0,00 0.00 0.00 0.00 0.00 0.00 43.19 138.44 84.93 209.98 146,74 15.65 11.72 12.91 39.57 50.48 29.19 2.76 0.00 0.00 0.00
17 123.31 78.39 21.35 0.00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 72.62 81.14 10.52 7.69 89,62 47.37 49,38 2,99 0.00 0,00 0.00
18 127.95 127,95 127.03 108.35 31.32 0.00 0.00 0,00 0.00 0.00 11.26 20.65 7.72 7 83 45.04 24.85 16.29 0.00 0.00 0-00
19 126.47 126.47 126.47 124.91 0.00 0.00 0,00 4.26 5.52 11.23 23.72 31.85 10.75 0.19 0.00
20 124.02 124.02 124.02 86.82 0.00 5,85 2.26 74.65 43.14 6.95 16.57 0.00 0.00
21 119.55 120,63 120.63 51.39 0.00 0.00 15.96 51.71 182.95 14,85 0 0 0 28.79 9-28 13.97 16.76
22 49.47 103.89 21.03 0.60 0.00 0,00 0.00 0.00 9.70 61,97 179.77 305,85 6.60 0,00 15.21 0.36 0.00 0.00
23 16.19 51.11 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0,00 16.96 274 16 327.28 194.74 0.00 0.00 0.00 0.00 0-00
24 13.17 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 99.22 86.29 5.22 0.00 0.00 0.00 0-00 0.00
25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0-00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00
26 0.00 0-00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0,00 0.00 0.00
26 0.00 0.00 0,00 0.00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00
29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0-00 0,00 0.00 0.00
31 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0-00 0.00 0,00 0.00 0.00 0.00
33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00
34 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
35 0.00 0.00 0.00 0,00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
50 51 52 S3 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71
0 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00
1 0.00 0.00 0.00 0.00 1.33 0.87 0.45 0.00 0.00 0,00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 0.00 0-00
2 0.50 0.05 0.53 2.20 5.46 6,13 7.16 4.63 2.14 0.99 1,54 0.45 0.09 1.71 0.66 0.32 0.00 0.00 0.00 0.00 0.00
3 8.90 4.85 8.98 10.17 10.22 10.22 10,22 10.22 10.22 10.22 10.22 1022 8.19 0.27 8.98 10.18 8.77 7.01 5.43 4.31 3,91 4.74
4 11,85 11.99 12.63 12.63 12.63 12.63 12.63 12.63 12.63 12.63 12,63 12.63 12.63 12.63 12.63 12.63 12.63 12,63 12.83 12,52 12.63 12.46
5 14.95 14.95 14.95 14.95 14.95 14.95 14.95 14,95 14.98 14.95 14.95 14.95 14.95 14.95 12.94 9,22 8.67 6,52 6,56 5.95 5.47 0.86
6 49.12 34.63 1,41 17.15 17.15 17.15 17.15 17.15 17,15 17.15 15.90 9.64 17.15 15.12 4.31 0.64 0.00 4.38 11.95 0.19 0.00 0.00
7 69.69 89,69 73.59 57,70 19.32 11.03 6.58 10.21 12.68 27.89 84.20 106.37 28.49 22,21 11.92 0.00 0,77 0,45 0.00 0,00
8 95,45 85.42 57.54 123.27 106.38 44.01 6.91 5.33 17.89 79,61 119,69 127.03 106,49 25.62 1.19 0.41 0.08 0.00 0.00 0.00 0.00 0.00
9 415.67 168.39 120.81 137.66 137.66 137,66 136.84 124.29 137,27 137.66 79,67 292.37 174.80 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00
10 110.92 271.08 216.31 147.24 147.24 147.24 147.24 147.24 147.24 147,24 88.11 72.32 132.54 0.00 0.00 0.00 0.00 0.00 0.00 0-00 0-00
11 251.51 389.26 292.23 141.43 152.10 222,02 151.84 155.70 155,70 155.70 119.77 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
12 339,50 454.45 454.45 414.79 552.00 189.23 3.12 159.74 162.98 149.88 41.13 0,00 0,00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0,00 0.00
13 69.75 447. IS 471.28 300.86 74.42 7.93 131.55 99,08 51.00 1.76 49.29 0.00 0,00 0.00 0.00 0.11 0.00 0.00 0.00 0.00 0.00 0.00
14 0.00 329.27 311.05 0.58 0,00 2.33 407.54 202.78 34.35 0.00 194.45 27.78 0,00 0.00 0.00 0.11 0.00 0.00 0.00 0.00 0.00 0.00
15 0.00 106.91 221.33 0.00 0.00 1.58 68.37 33.76 15,08 0.93 44.51 241.85 0.00 0.45 0.00 0.00 0.00 0.00 0.00 2.98 2.73 0.00
16 0.00 0.00 64.03 0.00 0.00 32.30 127.94 26.02 3.20 148.79 27,81 75.38 0.37 0.23 0.00 0.00 1-10 1.10 0.00 0,00 0.00
17 0.00 0.00 0.00 0.00 0.00 0.12 150.41 87.45 149,57 280,42 09,67 26.87 40,05 43.28 22.89 0.10 0.10 0.00 0.00 0.00 0.65
18 0.00 0.00 0.00 0.00 0.00 0.00 7.53 135.16 73.07 53.06 64.66 15.06 18.14 94.18 195.39 38.21 8.13 0.04 0.00 0.00
19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 21,35 30.99 28.67 35.14 1.94 1.45 36.82 9,88 9,94 0.36 4.12 0.13 0.00 0.00
20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.11 7.27 13,23 13.82 4,60 7.65 0.00 0.00 0,00 2.82 0.79 0.00
21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.00 16.66 16.66 16.66 16.53 15.20 3.04 0.00 0.00 17.54 1.21
22 0.00 0,00 0,00 0.00 0.00 0,00 0.00 12,02 16,06 16.06 16.06 16,05 16.06 16.06 14.31 0.93 0,00 0.00 0.00
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 7.33 15.34 14,98 12,71 14.92 15.34 15.34 15.34 2.10 0.00 0.00 0-00 0.00
24 0.00 0.00 0,00 0.00 0.00 0.00 0.00 2.54 4,78 1.26 0.00 2.79 11.08 14.51 9.66 0.00 0.00 0.00 0.00 3.31
25 0.00 0.00 0.00 0.00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.70 4.45 1.17 0.00 0.00 0,00 2.33 17.73
26 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 0.07 0.00 0.00 1.16 18.61 1.04
27 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0,00 0.00 0,00 0,00 0.00 0.00 0,07 0.00 0.00
28 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0-00 0.00 0.00
29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
31 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0,00 0.00 0.00 0.00 0-00 0,00 0.00 0.00 0.00
32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 0.00
33 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
34 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
35 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0,00 0.00 0,00 0.00 0.00 0.00 0.00
Table E-1 - SAINT global traffic model
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Appendix F. Kunz’ CA Optimisation Exampie
NB. Tables reproduced from [43].
The problem incorporates a complex inter-cell interference scenario described below together 
with a varying traffic load requirement. Each cell in the system has a channel allocation 
requirement according to the following table:
Cell 0 1 2 3 4 5 6 7 8 9 10 11 1 2
# Chans 1 0 11 9 5 9 4 5 7 4 8 8 9 1 0
Cell 13 14 15 16 17 18 19 2 0 2 1 2 2 23 24
# Chans 7 7 6 4 5 5 7 6 4 5 7 5
Table F-1 - Channel requirement for Kunz’ example CAP
The total number of channels required in this example is 167, which equates to the length of 
the chromosome L^ .
BSn^ # interf interference to BS n®
0 11 1,2, 4, 6. 7, 8, 9 ,11 ,12 . 13, 14
1 10 0, 2 ,4 ,6 ,7 , 9 ,11 ,12 , 13,14
2 13 0, 1 ,3 ,4 , 5, 6, 7, 8, 9, 10 ,11,12,13
3 11 2, 6, 7, 8, 9, 10,11, 12,22, 23,24
4 10 0, 1,2, 9, 10,11,12, 13, 14, 15
5 5 2, 6, 7, 8, 9
6 11 0, 1,2, 3 ,5 , 7, 8, 9, 10, 11, 12
7 12 0, 1,2, 3 ,5 , 6, 8 .9 , 10,11, 12,23
8 11 0, 2, 3 ,5 , 6, 7, 9, 10, 11,23,24
9 17 0, 1,2, 3 ,4 , 5 ,6 ,7 , 8, 10,11, 12, 13, 14 ,15 ,21 ,23
10 19 2, 3, 4, 6, 7, 8, 9, 12. 13, 14,15, 17, 18, 19,20, 21, 22, 23,24
11 11 0, 1, 2, 3 ,4 , 6, 7, 8, 9, 12, 13
12 17 0, 1, 2, 3, 4, 6, 7, 9, 10, 11, 13, 14, 15, 16, 17,18, 19
13 14 0, 1, 2 ,4 , 9, 10, 11, 12, 14, 15, 16, 17, 18, 19
14 14 0, 1, 4, 9, 10, 12, 13, 15, 16, 17, 18, 19, 20,21
15 10 4 ,9 , 10, 12, 13, 14, 16, 17, 18, 19
16 6 12, 13, 14, 15, 17, 18
17 8 10, 12, 13,14, 15,16, 18,19
18 11 10, 12, 13, 14, 15,16, 17, 19, 20,21, 22
19 10 10, 12. 13, 14, 15, 17, 18, 20 ,21 ,22
20 6 10, 14, 18, 19,21,22
21 9 9, 10, 14, 18, 19, 20,22, 23, 24
22 8 3, 10, 18, 19 ,20 ,21 ,23 ,24
23 8 3 ,7 , 8, 9, 10 ,21 ,22 ,24
24 6 3, 8, 10,21, 22,23
Table F-2 - Interference scenario from Kunz problem
The optimum solution for this problem requires 73 channels according to Kunz. Adjacent- 
channel interference is not considered for this problem, so D (minimum allowed distance 
between channels in the same cell) becomes equal to one (1).
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The SGA program described above was run using the following inputs:
Number of individuals in population Nu„o- 100
Number of cells N, : 25
Number of channels required per cell t(n): see Table above
Length of Chromosome L 167
Number of channels available in the system C : variable (minimum 73)
Maximum number of generations G„,ax. 10000
Probability of crossover p,. : variable
Probability of mutation p,„ : variable
Mutation range r,„ variable
Table F-3 - Input parameters for Kunz example
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Appendix G. Master-Slave Services Definition
The definition of the proposed Master-slave services is made following the structure of the 
definition of services in the CCITT Specifications.
G .1  I n c o m in g -C a ll
This is a service used by the slave base stations of a sub-network. By this service, these 
stations indicate to the master station that there is an incoming call through a satellite which is 
controlled through them and the master station interprets it as a request for an available 
channel to be specified into which the call is to be allocated.
In the service, the requesting slave station indicates the satellite and spotbeam in through 
which the terminal has made a channel request. The master station optimises the surrounding 
interference scenario and decides whether there is an available channel or not. If there is no 
available channel, the master station would start a channel borrowing procedure or would 
indicate top the slave station that the call must be blocked.
This is an unconfirmed service. Its only function is to indicate that a new user is attempting to 
enter the system and to give an idea of the physical location of the user terminal within the 
coverage region of a satellite. The parameters of the primitives are:
Param eter Request Indication
Originating Station (Slave) M M(=)
Satellite Number M M(=)
Spotbeam Number M M(=)
1. Originating Station: Identification Code of the requesting slave station.
2. Satellite Number: Identification Code of the satellite in whose coverage area the terminal is 
located in.
3. Spotbeam Number: Identification Code of the spotbeam of the satellite in which the 
terminal is located.
G .2  C h a n n e l-A l lo c a t io n
This is a service used by the master station in order to indicate to the slave that a call can be 
allocated to the nominated channel. This service must follow an In c o m in g -C a l l  service. It 
can be sent immediately after, which means that the call can be allocated to the specified
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channel, or after a successful channel borrowing procedure during which an already assigned 
channel is released in order to allow the incoming call to be served.
This is a confinned service. When receiving the corresponding ack, the master station 
interprets that the channel has been allocated. At that moment the master station updates the 
corresponding database. The parameters of the primitives are:
Param eter Request Indication Response Confirm
Destination Station (Slave) M M(=)
Satellite Number M M(=) M M(=)
Spotbeam Number M M(=) M M(=)
Channel Number M M(=) M M(=)
Specific Information U C(=) U C(=)
1. Destination Station: Identification Code of the slave station to which the permission for 
allocation is given.
2. Satellite Number: See definition in G.l
3. Spotbeam Number: See definition in G.l
4. Channel Number: Identification Code of the channel into which the call can be allocated.
5. Specific Information: Used for passing any information related to the conditions of the sub­
network or the network in general.
G .3  H a n d o v e r ~ R e q
This is a service used by the slave stations to indicate that a call which is currently being 
served by a specified channel should be handed over to another because the conditions of the 
actual link do not fulfil the quality of service requirements of the system. The new channel 
may or may not belong to the same satellite depending on the connectivity.
This is a confirmed service. When the requesting slave station receives the ack from the 
master station, it allocates the call to the new channel and then releases the old one. The next 
step would be to send a H a n d o v e r -C o m p l e t e  in order to indicate to the master station that 
the handover has been successfully made and therefore, it can update the corresponding table. 
The parameters of the primitives are:
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Param eter Request Indication Response Confirm
Originating Station (Slave) M M(=)
Original Satellite Number M M(=)
Original Spotbeam Number M M(=)
Original Channel Number M M(=)
T arget Satellite N um ber M M (=) M M (=)
Target Spotbeam  N um ber M M (=) M M (=)
Specific Inform ation U C(=) U C(=)
1. Originating Station: See definition in point G.l
2. Original Satellite Number: Identification Code of the satellite that is currently serving the 
call that is intended to be handed over.
3. Original Spotbeam Number: Identification Code of the spotbeam of the previous satellite 
through which the call is currently being routed.
4. Original Channel Number: Identification Code of the channel into which the call is 
initially allocated.
5. Target Satellite Number: Identification Code of the satellite to which the call must be 
handed over. If the station considers that the handover must be an intra-satellite handover, 
this code is the same as the Initial Satellite Number. But if the handover must be an inter­
satellite one, the codes are different.
6 . Target Spotbeam Number: Identification Code of the spotbeam of the satellite to which the 
call must be handed over.
7. Specific Information: See definition in point G.2
G .4  H a n d o v e r - C o m p le te
This is service used by the slave stations to indicate to the master station that a handover 
sequence has been successfully completed so that it can consequently update the 
corresponding tables. The slave station indicates the old channel and confirms the new 
channel to which the call has been handed over. This is an unconfirmed service. The 
parameters of the primitives are:
Param eter Request Indication
Originating Station (Slave) M M(=)
Original Satellite Number M M(=)
Original Spotbeam Number M M(=)
Original Channel Number M M(=)
Target Satellite Number M M(=)
Target Spotbeam Number M M(=)
Channel Number M M(=)
1. Originating Station: See definition in point G.l
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2. Original Satellite Number: See definition in point G.3
3. Original Spotbeam Number: See definition in point G.3
4. Original Channel Number: See definition in point G.3
5. Target Satellite Number: See definition in point G.3
6 . Target Spotbeam Number: See definition in point G.3
7. Channel Number: See definition in G.2
G .5  C h a n n e l - R e le a s e
This is a service used by the master station whenever a channel borrowing procedure must be 
performed by one of the slave stations. When an incoming call is to be allocated and the 
master station considers that it must be allocated in a channel that is already being used by one 
of the slave stations, the master station sends this service indicating the new channel into 
which the call must be re-allocated in order to make the channel that was previously being 
used available for the new incoming call.
This is a confirmed service. When receiving the ack, the master station interprets that the 
channel is available for the new call to be allocated. Then, the master station gives the 
corresponding steps in order to allocate the call into the channel. These procedures depend on 
whether the borrowing process has been started for a conventional channel allocation or as 
result of a handover request. The parameters of the primitives are:
Request Indication I  Confirm‘ , -\o-
Destination Station (Slave) M M(=)
Satellite Number M M(=)
Spotbeam Number M M(=)
Original Channel Number M M(=)
Target Channel Number M M(=) M M(=)
Specific Information U C(=) U C(=)
1. Destination Station: Identification Code to which the master station is requesting to initiate 
the channel release process.
2. Satellite Number: Identification Code of the satellite that is currently managing the required 
channel.
3. Spotbeam Number: Identification Code of the spotbeam that is currently managing the 
needed channel.
4. Original Channel Number: Identification Code of the channel to be released.
5. Target Channel Number: Identification Code of the channel into which the call that was 
using the previous channel must be re-allocated.
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6 . Specific Information: See definition in point G.2 
G .6  E rro r
This is a service that can be used by any of the slave stations. It is used whenever there has 
been any kind of error that involves a halt in the procedures. Depending on the reason that 
causes the error, this service will be followed by a conventional U-ABORT service or by a 
process of setting or updating tables. This is an unconfirmed service.
If an error occurs and it is the master station that detects the error, it does not have to send any 
kind of service. It just aborts the dialogue with a conventional U-ABORT service. The 
parameters of the primitives are:
Parameter Request Indication*
Originating Station (Slave) M M(=)
Error M M(=)
Diagnostic Information U C(=)
1. Originating Station: See definition in point G.l
2. Error: Indicates the reason why the error is produced. This parameter can adopt the 
following values:
-  Congestion: the dialogue must stop due to congestion in the links.
-  Application Procedure Cancellation: the procedure is cancelled for reason detailed 
in the Diagnostic Information parameter.
-  Procedure Error: processing of the procedure is terminated for procedural reasons.
3. Diagnostic Information: Parameter used to give additional information for some of the 
values of the user-reason parameter.
& Diagnostic InforrWion
Application Procedure Cancellation Link channel release/ 
Network path release/ 
Associated procedure failure/ 
Remote operations failure
G .7  C h a n n e l - R e le a s e d
This a Service used by the slave stations to indicate to the master station that a channel that 
was already assigned has been released as a result either of a call termination, call dropping or 
channel reallocation.
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This is an unconfirmed service.
The parameters of the primitives are:
Param eter Request Indication
Originating Station (Slave) M M(=)
Satellite Number M M(=)
Spotbeam Number M M(=)
Channel Number M M(=)
1. Originating Station: See definition in point G .l
2. Satellite Number: The Identification Code of the satellite which was carrying the released 
channel. Relates to Satellite Number in H5
3. Spotbeam Number: The Identification Code of the spotbeam which was carrying the 
released channel. Relates to Spotbeam Number in H5
4. Channel Number: The Identification Code of the channel which was released. Relates to 
Original Channel in H5
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Appendix H - Satellite Locations
This section lists the positions of the adapted ICO satellite constellation used as an input to the 
TRAFFIC distribution model described in Chapter Six. The satellite positions were generated 
using the SPOC+ program written at CCSR, University of Suney.
Ratio of the spotbeam diameter to the geocentric angle subtended by the satellites at minimum 
elevation angle 19°=7.79. Separation distance in spotbeam radii which governs interference 
and is set by the 4-cell re-use distance is 3.358.
Sat Number Latitude Longitude Altitude (km)
1 2.833 -98.820 10356.0
2 43.324 -31.068 10356.0
3 22.002 54.512 10356.0
4 -27.039 109.033 10356.0
5 -40.964 -161.904 10356.0
6 43.324 148.932 10356.0
7 22.002 -125.488 10356.0
8 -27.039 -70.967 10356.0
9 -40.964 18.096 10356.0
10 2.833 81.180 10356.0
Table H-1 - Sub-satellite point locations for time Tsiui= 120 seconds
Sat Number Latitude Longitude Altitude (km)
1 4.247 -97.899 10356.0
2 43.764 -28.873 10356.0
3 20.698 55.644 10356.0
4 -28.245 110.337 10356.0
5 -40.235 -159.947 10356.0
6 43.764 151.127 10356.0
7 20.698 -124.356 10356.0
8 -28.245 -69.663 10356.0
9 -40.235 20.053 10356.0
10 4.247 82.101 10356.0
Table H-2 - Sub-satellite point locations for time Tsim= 240 seconds
Sat Number Latitude Longitude Altitude (km)
1 5.658 -96.972 10356.0
2 44.139 -26.640 10356.0
3 19.378 56.748 10356.0
4 -29.428 111.683 10356.0
5 -39.454 -158.044 10356.0
6 44.139 153.360 10356.0
7 19.378 -123.252 10356.0
8 -29.428 -68.317 10356.0
9 -39.454 21.956 10356.0
10 5.658 83.028 10356.0
Table H-3 - Sub-satellite point locations for time TsLqi= 360 seconds
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S at Number Latitude Longitude Altitude (km)
1 7.066 -96.039 10356.0
2 44.448 -24.375 10356.0
3 18.045 57.827 10356.0
4 -30.585 113.071 10356.0
5 -38.626 -156.197 10356.0
6 44.448 155.625 10356.0
7 18.045 -122.173 10356.0
8 -30.585 -66.929 10356.0
9 -38.626 23.803 10356.0
10 7.066 83.961 10356.0
Table H-4 - Sub-satellite point locations for time Tsnu= 480 seconds
Sat Number Latitude Longitude Altitude (km)
1 8.470 -95.097 10356.0
2 44.689 -22.084 10356.0
3 16.700 58.881 10356.0
4 -31.713 114.504 10356.0
5 -37.751 -154.404 10356.0
6 44.689 157.916 10356.0
7 16.700 -121.119 10356.0
8 -31.713 -65.496 10356.0
9 -37.751 25.596 10356.0
10 8.470 84.903 10356.0
Table H-5 - Sub satellite point locations for time Tshn= 600 seconds
Sat Number Latitude Longitude Altitude (km)
1 9.868 -94.145 10356.0
2 44.862 -19.774 10356.0
3 15.343 59.913 10356.0
4 -32.812 115.984 10356.0
5 -36.833 -152.667 10356.0
6 44.862 160.226 10356.0
7 15.343 -120.087 10356.0
8 -32.812 -64.016 10356.0
9 -36.833 27.333 10356.0
10 9.868 85.855 10356.0
Table H-6 - Sub-satellite point locations for time Tsim= 720 seconds
Sat Number Latitude Longitude Altitude (km)
1 11.260 -93.180 10356.0
2 44.966 -17.449 10356.0
3 13.975 60.926 10356.0
4 -33.878 117.514 10356.0
5 -35.875 -150.983 10356.0
6 44.966 162.551 10356.0
7 13.975 -119.074 10356.0
8 -33.878 -62.486 10356.0
9 -35.875 29.017 10356.0
10 11.260 86.820 10356.0
Table H-7 - Sub-satellite point locations for time Tsim= 840 seconds
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Sat Number Latitude Longitude Altitude (km)
1 12.644 -92.201 10356.0
2 45.000 -15.118 10356.0
3 12.598 61.920 10356.0
4 -34.911 119.093 10356.0
5 -34.877 -149.353 10356.0
6 45.000 164.882 10356.0
7 12.598 -118.080 10356.0
8 -34.911 -60.907 10356.0
9 -34.877 30.647 10356.0
10 12.644 87.799 10356.0
Table H-8 - Sub-satellite point locations for time T$ûn= 960 seconds
Sat Number Latitude Longitude Altitude (km)
1 14.021 -91.206 10356.0
2 44.964 -12.787 10356.0
3 11.213 62.899 10356.0
4 -35.907 120.725 10356.0
5 -33.843 -147.775 10356.0
6 44.964 167.213 10356.0
7 11.213 -117.101 10356.0
8 -35.907 -59.275 10356.0
9 -33.843 32.225 10356.0
10 14.021 88.794 10356.0
Table H-9 - Sub-satellite point locations for time Tsim= 1080 seconds
Figure H-1 below illustrates the instantaneous coverage of the MEO constellation at 
simulation time 7 ,^»,=0 (Table 7-1) and with minimum elevation angle of 19°.
-90 0 90
Figure H-1 - Satellite coverage at 7’„/n=0 with satellite numbers
180
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Appendix 1. Spectrum Allocations
T D M A /channe l Form at for V oice
TDMA F ram e Duration 4 0  m s
T im e Sio t Duration 6 .6 7  m s
TDMA rate 3 6  k b its /sec
M odulation - return link PI/4 - Q P S K  ftbcl
M odulation - forward link Q P SK  ftbcl
Filter roll off (ra ised  c o s in e ) 40%
C han nel bandw idth 2 5 .2  kHz
C han nel S p a cin g 2 5  kHz nom inal
Table I- l  - Voice channei specifications for ICO system circa 1995
WARC-92 identified the bands 1885-2025 MHz and 2110-2200 MHz for lMT-2000 and are 
now considered to be the core band where UMTS/lMT-2000 should initially be deployed [6 6 ]. 
Within this core band are two 25 MHz sub-bands allocated to mobile satellite systems, 
common to both UMTS and EMT 2000 plans. Any individual system will not have access to 
the whole spectrum allocation and so it is difficult to determine a more accurate number of 
channels available in the final system than that presented above.
IM T -2 0 0 0
S p e c tru m
U M T S  
C o re  B a n d
T erresy ia l |
T errestrial r j
N B . R e p ro d u c e d  fro m  [6 6 ]
1850 1900 1950 2000 2050 2100 2150 2200 2250
Figure I-l-  UMTS/IMT 2000 core bands from WARC-92
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16.5 MHz Total Bandwidth
11.35 MHz
CDMA System s (at least two)
t ^3.1 MHz^
5.15 MHz 
Iridium
^ _________8.25 MHz________ ^ ' 8.25 MHz________  g
(only one CDMA system ) i (if needed by TDMA sy s te m sp
I' 1-1
— — — — — —
------------
I
Frequency 
(MHz) 
 ►1— I— I— I— T
1625 1626.5 (L)1610
2483.5
1615
2488.5
I I I
1618.25
2491.75
I I
1621.35
2494.85 2498.5 2500 (S)
N B . R e p ro d u c e d  fro m  [6 7 ]
Figure 1-2 - FCC proposed spectrum segmentation
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Appendix J. Traffic Program Parameters
Table J-1 illustrates the command line inputs available to the user for the TRAFFIC program 
which distributes global traffic to spotbeams:
Input switch Function Comment
-h TRAFFIC help
-t <string> Traffic model input file name
-T <int> Total global traffic
-s <int> Random number seed Optional
-b <string> Spotbeam positions input file name
-0 <string> Spotbeam load output file name
-1 <int> Spotbeam/channel limit Optional
-A <int> Top-left traffic cell row (0 —> 35)
-B <int> Top-left traffic cell column (0 -> 71)
-C <int> Bottom-right traffic cell row (0 35)
-D <int> Bottom-right traffic cell column (0 -^ 7 1 )
Table J-1 - Command line inputs for TRAFFIC program
Figure J-1 shows the six tiers of the 91-spotbeam aiTay used in the study. The elevation fitness 
weights Fe as used in the traffic allocation model, and explained in Section 6.4 of Chapter 6, 
are shown varying from 200 for the central spotbeam down to 35 for the outer tier spotbeams. 
These values are applied to encourage the traffic allocation model to give preference to inner 
spotbeams when distributing traffic from the Earth’s surface to the spotbeams.
The values used were :
• = 35 9 Fe2 = 50
® Fe3 = 60 • Fe4 = 70
• F,5=120 e Fe6 = 200
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Trailing edge beams
Figure J-1 - 6 tier spotbeam array with elevation weights
Figure J-1 also illustrates the positions of the trailing spotbeams in the 91-spotbeam array 
model. These beams were allocated a handover fitness F/, of 15, compared with 75 to all other 
beams. This disparity in fitness is imposed to discourage the procedure from allocating traffic 
to trailing edge beams, thereby reducing the number of inter-satellite handovers. This 
approach would be taken in a real MEO system by encouraging new calls to be established 
through satellites with a high connectivity period with the traffic originating user. Statistically, 
some traffic will still be carried on trailing edge beams and this reflects those calls which have 
been handed over from inner tiers to the trailing edge beams.
Section 6.4.2.S outlined an approach for ensuring that satellites with a high allocated traffic 
load would have a reduced fitness according to reduce the probability that further traffic 
would be allocated to it. In the simulations the spotbeam fitness was reduced by 1 for every 20 
channels allocated to its associated satellite, with a maximum fitness reduction of 50.
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Appendix K. Traffic Loading in HC-DCA Capacity 
Evaluation
Satellite 1 Total
22
67 68 69 70 71
1 7 5 8 1
Satellite 2
8 9 20 21 22 23 24 39 40 41 42 43 65 66 67 68
9 7 5 19 14 5 5 7 13 18 15 4 9 13 8 5 156
Satellite 6
45 69 70 71 72
6 2 5 21 2 36
Satellite 7
24 25 43 44 45 68 69 70 71 72
8 4 14 22 11 5 17 11 9 5 106
Table K-1 - Spotbeam load at time Tj,-,,, = 120 seconds
Satellite 1 Total
67 68 69 70
3 5 4 11 23
Satellite 2
8 9 20 21 22 23 24 39 40 41 42 43 64 65 66 67 68
10 6 5 16 14 4 4 9 12 24 14 4 1 12 14 8 5 162
Satellite 6
45 69 70 71 72
6 2 6 18 3 35
Satellite 7
24 43 44 45 68 69 70 71 72
3 14 20 10 9 19 11 11 3 100
Table K-2 - Spotbeam load at time T i^,„ = 240 seconds
Satellite 1 Total
67 68 69 70 71
2 12 9 13 1 37
Satellite 2
8 9 10 20 21 22 23 24 39 40 41 42 43 64 65 66 67 68
5 3 1 2 20 15 4 3 12 7 23 14 4 3 7 18 9 4 154
Sate! Iite6
45 69 70 71 72
7 2 10 14 6 39
Satellite 7
24 43 44 45 68 69 70 71 72
3 18 17 3 9 17 8 12 3 90
Table K-3 - Spotbeam load at time T„„, = 360 seconds
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Satellite 1 Total
44 67 68 69 70 71
463 3 16 11 11 2
Satellite 2
8 9 10 20 21 22 23 24 39 40 41 42 43 64 65 66 67 68
4 1 1 1 24 15 4 3 9 9 23 12 4 3 7 17 9 4 150
Sate lite 6
45 46 69 70 71 72
8 1 2 9 15 11 46
Satellite 7
43 44 45 68 69 70 71 72
13 15 3 11 16 10 7 3 78
Table K-4 - Spotbeam load at time Tj,,,, = 480 seconds
Satellite 1 Total
44 45 67 68 69 70 71
4 1 5 15 11 15 4 55
Satellite 2
8 9 10 21 22 23 24 39 40 41 42 43 64 65 66 67 68
1 1 2 21 14 3 2 11 7 24 11 4 2 8 16 10 3 140
Sate lite 6
45 46 69 70 71 72
16 1 2 9 14 10 52
Satellite 7
43 44 45 68 69 70 71 72
13 11 3 11 15 10 8 2 73
Table K-5 - Spotbeam load at time Tsi„, = 600 seconds
Satellite 1
43 44 45 67 68 69 70 71
1 3 1 6 13 10 18 3
Total
55
9 10 20 21 22 23 24 39 40 41 42 43 64 65 66 67 68
Satellite 2
1 2 2 18 13 4 2 10 9 22 10 3 4 6 18 10 3 137
Sate lite 6
45 46 69 70 71 72
19 2 2 9 14 10 56
Satellite 7
43 44 45 68 69 70 71 72
8 10 2 13 18 11 7 3 72
Table K-6 - Spotbeam load at time Tsi„ = 720 seconds
2 6 3
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42 43 44 45 67 68 69 70
4 2 11 1 8 18 11 15
Satellite 1 
71
2
Total
72
Satellite 2
8 9 10 20 21 22 23 39 40 41 42 43 64 65 66 67 68
1 1 3 3 15 14 5 7 7 18 8 3 3 8 18 10 3 127
Satellite 6
44 45 46 69 70 71 72
1 26 2 2 9 15 9 64
Satellite 7
43 44 45 68 69 70 71
6 6 1 12 14 11 7 57
Table K-7 - Spotbeam load a t time Tj,-,,, = 840 seconds
42
Satellite 1
43 44
13
45 67 68
19
69
10
70
13
71
Total
75
9 10 20 21 22 23 39 40 41
Sate lite 2
13 8 8 12 16
42 43 64 65 66 67 68
16 11 120
Satellite 6
44 45 46 69 70 71 72
1 27 4 2 10 13 11 68
Satellite 7
43 44 68 69 70 71
4 5 15 14 13 6 57
Table K-8 - Spotbeam load a t time T,,-,,, = 960 seconds
Satellite 1 Total
86
42 43 44 45 67 68 69 70 71
5 10 15 3 12 16 11 13 1
Satellite 2
104
10 20 21 22 23 39 40 41 42 43 64 65 66 67 68
3 3 7 8 4 4 15 14 6 3 5 5 12 10 5
Satellite 6
75
25 44 45 46 69 70 71 72
5 2 26 5 2 10 15 10
Satellite 7
55
43 44 68 69 70 71
2 4 14 15 13 7
Table K-9 - Spotbeam load a t time T^ im = 1080 seconds
2 6 4
