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Introduzione
In generale, dato un sistema, la teoria dei sistemi ci consente di e￿ettuare
innumerevoli operazioni su esso come retroazione e allocazione di autovalori.
Un altro importante problema, al quale questa teoria pu￿ dare soluzione, Ł
quello di porsi come obbiettivo la minimizzazione di un funzionale di costo,
legato all’uscita, tramite un opportuno segnale di ingresso. Questo problema
va sotto il nome di problema del controllo ottimo. In questo breve trattato
infatti ci si pone come obbiettivo l’illustrazione della teoria e conseguete-
mente della soluzione del quesito. Per prima cosa vediamo quali sono gli
ingredienti che andremo a manipolare. Innanzitutto serve un sistema, che
in questo frangente, sar￿ un sistema lineare tempo-invariante causale rappre-
sentato tramite modello di stato. In secondo luogo serve, come gi￿ accennato
prima, un indice, funzione dell’uscita, da minimizzare. Anche in questo caso
introduciamo una peculiarit￿ all’indice, infatti ci si restringer￿ ad indici di
tipo quadratico. Il motivo di questa scelta Ł dettato dal fatto che tipicamen-
te ci￿ che vogliamo minimizzare sono grandezze legate all’energia impiegata,
che generalmente sono rappresentate da funzioni quadratiche, quindi de￿nite
positive. Esempi tipici di questo problema si riscontrano in vari ambiti della
scienza, dall’elettronica in cui magari ci si pone il problema di ottimizzare il
consumo di energia elettrica, all’economia dove ci si pone il voler ottimizzare
costi o consumi. Anche nella gestione delle risorse naturali Ł possibile voler
stimare le dinamiche delle specie (animali, vegetali o minerali) e voler otti-
mizzarne il pro￿tto. La potenza della teoria dei sistemi risiede proprio nella
capacit￿ che si ha di astrarre le problematiche, modellizzarle e in￿ne trattarle
in metodo rigoroso senza preoccuparsi della natura stessa del problema.
 Esempio: Poniamoci il problema di dover piani￿care in modo ottimo
sull’intervallo [0;T] la gestione di una riserva ittica naturale. Prima di
tutto dichiariamo le variabili di interesse, indicando con x(t) la quantit￿
di pesce presente nella riserva al tempo t e h(t) la quantit￿ di pesce
pescata nell’unit￿ di tempo. Quindi ora procedendo per astrazione
utilizziamo come modello l’equazione logistica di Verhulst:





dove r;k > 0 costanti che rappresentano rispettivamente la velocit￿
di crescita e il valore di saturazione. Come si pu￿ notare il modello
Ł accettabile in quanto quando, x(t) Ł piccolo il tasso di crescita Ł
di tipo esponenziale, mentre all’aumentare x(t), il tasso di crescita si6
riduce ￿no a zero stabilizzando la quantit￿ di pesci nella riserva al
valore k. A tutto questo viene sotratto h(t) = f(x;u) che rappresenta
la velocit￿ di pescata che dipende dalla quantit￿ di pesce rimanente
e da un fattore u(t) che fornisce in maniera quantitativa l’impegno
per e￿ettuare l’operazione (numero di uomini, di barche etc) fungendo
da una sorta di manopola su cui possiamo agire arbitrariamente per
controllare la popolazione ittica. L’uscita del nostro sistema sar￿ il
guadagno dato da:
y(t) = ph(t)   cu(t)
dove p e c sono parametri di coversione dell’impegno e della velocit￿
di pescata in guadagno. Proseguendo l’analisi indichiamo ora il nostro






che quindi rappresenta il guadagno nell’intevallo [0;T] e che ovviamente
vogliamo in questo caso massimizzare. N.B.: sono sempre stati citati
sistemi lineari e il sistema appena proposto non lo Ł a meno che non
sia lineare h(;) in u(t) e x(t).7
Strumenti necessari
Prima di passare all’analisi vera e propria Ł neccessario prima fare delle brevi
ri￿essioni su alcuni risultati algebrici che andremo ad utilizzare. La prima
cosa che andremo ad analizzare sar￿ un estensione del concetto di matrice
inversa. Infatti a di￿erenza dei comuni trattati di questo argomento qui ci
si focalizza su una generalizzazione del problema del controllo ottimo. In-
fatti in genereale ci si restringe a modelli di sistema che, per costruzione,
fanno risultare tutte le matrici con le quali si lavora invertibili. Questo fatto
potrebbe introdurre delle limitazioni che non sempre siamo disposti ad ac-
cettare. Quello che serve a noi Ł uno strumento che ci consenta di lavorare
con matrici non invertibili e inverta tali matrici in un qualche senso. Ec-
co appunto il motivo di introdurre la matrice pseudo-inversa, che subito ci
a￿rettiamo a dire non ha le propriet￿ dell’inversa, ma le sue caratteristiche
comunque ci consentono di lavorare. Nello speci￿co utilizzeremo la matrice
pseudo-inversa di Moore-Penrose, indicata con y. Si de￿nisce dunque Ay ma-
trice pseudo-inversa secondo Moore-Penrose di A, una matrice che soddisfa
le seguenti propriet￿:
 AAyA = A;
 AyAAy = Ay;
 (AAy) = AAy;
 (AyA) = Ay A;
Dove le ultime due propriet￿ indicano l’Hermitianet￿ di AAy Notiamo su-
bito che le prime due propriet￿ non impongono a￿atto che AAy si l’identit￿
matriciale ma che nel caso la matrice A sia invertibile allora la pseudo-inversa
conincide con l’inversa, confermando l’a￿ermazione che l’una Ł la generaliz-
zazione dell’altra. Un fatto importante (che non andremo a dimostrare) Ł
che la matrice pseudo-inversa esiste sempre ed Ł unica per ogni matrice A.
Fatto che ci aiuter￿ nel determinare l’unicit￿ delle soluzioni che troveremo.
Esistono un certo numero di propriet￿ che sono conseguenti dalla de￿nizione
appena data, cioŁ:
 Se A Ł una matrice a coe￿cienti reali allora anche Ay ha coe￿cienti
reali.
 Se A Ł invertibile, come gi￿ accennato allora Ay = A 1.
 La matrice pseudo-inversa di una matrice nulla Ł la sua trasposta.8
 La pseudo-inversa di una matrice pseudo-inversa Ł la matrice originale.
 L’operatore di pseudo-inversa commuta con la trasposizione e la coniu-










 La pseudo-inversa di uno scalare multiplo di A Ł il reciproco dello










se A e B hanno rango pieno allora anche il prodotto delle pseudo-inverse ha
rango pieno. Per quando rigurda le relazioni che intercorrono tra gli spazi e
le matrici abbiamo che:
 Ker(Ay) = Ker(A);
 Im(Ay) = Im(A);
Che in caso di A reale facilit￿ enormemente le cose.
Il prossimo passo sar￿ quello di analizzare alcune propriet￿ delle matri-
ci simmetriche semi-de￿nite positive che risulteranno particolarmente uti-
li nel proseguimento della trattazione. Prendiamo dunque una matrice P







Allora valgono i seguenti lemmi:
(i) KerP12  KerP22; (ii) P12P
y
22P22 = P12
(iii) P12(I   P
y












































dove la semide￿tivit￿ positiva Ł garantita per ipotesi. Ora si procede
per assurdo supponendo che x = 2 KerP12. Inanzitutto vediamo che





TP11y + 2K =
(h + 2k) < 0
se  <  2k
h , che Ł in contrasto con l’ipotesi quindi x 2 KerP12
NB: abbiamo posto yTP11y = h  0.












sono la stessa equazione. per farlo procediamo ad una sotrazione mem-






riducendo cos￿ il problema al veri￿care un identit￿. Ora sappiamo che
Ł sempre vero che P T
12x + P22y = a dove a Ł uno vettore noto. Quindi
possiamo dire che P T
12x = a   P22y e che () xTP12 = aT   yTP22
trasponendo entranbi i mebri. Notiamo ora che a Ł un vettore ap-
partenente all’immagine di P22 poichŁ per la (i) KerP12  KerP22
e inoltre ImP T
22 = ImP22 = (KerP22)?, da cui segue che ImP12 10
ImP22. Quindi ogni vettore appartenente all’ImP12 appartiene an-
che all’ImP22. Dunque possiamo scrivere a come P22b e la () di-
venta xTP12 = (bT   yT)P22  yTP22. Riprendendo ora l’identi￿ ? e






Sempli￿chiamo a destra e a sinistra e applichiamo la propriet￿ del-
la pseudo-inversa di moore-penrose. Otteniamo cos￿ che l’identi￿ Ł
veri￿cata:
P22 = P22
 (iii): questo fatto Ł immediatamente conseguenza del lemma precedente






22P22   P12 = 0
















































e si ottiene la tesi.11
L’indice di costo
In qesta sezione ci preoccuperemo di valutare la struttura dell’indice di costo
e di costruire un scrittura che ci consenta di lavorarci. In virtø di questo
consideriamo un sistema lineare a tempo discreto :
 :
(
x(t + 1) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)
con A 2 Rnxn, B 2 Rmxn, C 2 Rnxp e D 2 Rmxp. Ora come gi￿ detto





























































dove abbiamo de￿nito CTC = Q 2 Rnxn, CTD = S 2 Rmxn e DTD = R 2






A priori non possiamo dire molto sull’indice, infatti a meno di termini
￿niti esso Ł composto da una sommatoria di in￿niti termini che potrebbe
non convergere. Infatti non siamo in grado di dire se essa converga o meno12
ma, quello che faremo da ora in avanti, Ł suppore che vi sia una speranza di
convergenza. In pratica assumeremo che per ogni x0 esista una sequenza di
ingressi u(t) 2 Rm con t 2 N tale che l’indice J(x0;u) esista ￿nito. Questo a
prima vista sembrerebbe una forzatura ma, in realt￿, scopriremo che questo
ingresso esiste veramente e saremo pure in grado di darne una de￿nizione
quantitativa oltre che qualitativa. In realt￿ una condizione su￿ciente ad
aver convergenza Ł che il sistema sia stabilizzabile.13
Equazione di Riccati
La soluzione del problema del controllo ottimo passa per la soluzione dell’e-
quazione di Riccati (DARE-discrete-time arlgebric Riccati equation):
X = A
TXA   (A












 Ł detta matrice di Popov. Notiamo subito che l’equazione di Riccati
pu￿ non ammettere soluzione a causa dell’opertatore di inversione in (R +
BTXB) 1, questo comunque non signi￿ca che il problema del controllo ot-
timo non ammette soluzione ma che semplicemente Ł necessario passare
per una forma piø generale dell’equazione chiamata GDARE (generalised
discrete-time algebric Riccati equation):
X = A
TXA   (A





dove l’operatore di inversione Ł sostituito con il piø generico operatore di
pseudo-inversa. In questo modo anche quando la matrice (R + BTXB) Ł
solo semide￿nita positivia si Ł in grado comunque di trovare una soluzione X
accettabile. Inoltre Ł importate notare che se X Ł soluzione di DARE allora
Ł anche soluzione di GDARE visto il fatto che la matrice pseudo-inversa Ł
una generalizzazione della matrice inversa e che se ci si mette in condizione
di esistenza di quest’ultima, la pseudo-inversa coincide con l’inversa come gi￿
visto.1415
Soluzione del preoblema del controllo ottimo su
orizzonte ￿nito
Passiamo ora al cuore del problema. Siamo arrivati ad analizzare la struttura
di un indice di costo che fa riferimento ad una generico sistema:
 :
(
x(t + 1) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)
Inoltre Ł stata ananlizzata l’equazione algebrica di Riccati generalizzata, e
abbiamo visto che Ł in grado di fornirci successioni di matrici che convergono
ad un valore limite. Consideriamo ora una successione arbitraria di matrici









T(t + 1)M(t + 1)x(t + 1)   x
T(t)M(t)x(T)]











ATM(t + 1)A   M(t) ATM(t + 1)B





Notiamo ora che esiste una sorta di similarit￿ della scrittura tra (?) e
l’identit￿ appena ricavata, infatti la struttura delle due equazioni e pratica-
mente la stessa a meno del fatto che l’indice contiene termini che vanno ￿no
ad in￿nito, mentre (??) contiente termini che arrivano ￿no a T, perci￿ imma-
giniamo dai fermare l’indice a T.Nel farlo per￿ estraiamo il T-esimo termine
dall’indice e lo scriviamo esplicitamente, esso dipende esclusivamente da x(:)
e lo chiamiamo x(t)TWx(t). Questo signi￿cherebbe che non stiamo piø cer-
cando di ottimizzare su un tempo in￿nito ma bens￿ che stiamo minimizzando
su un tempo ￿nito, cioŁ disponiamo di una sequenza di ingresso di lunghezza
T e vogliamo ottimizzare con essa. In realt￿ questo non Ł poi cos￿ distante
da ci￿ che vogliamo, infatti una volta che avremo risolto su questo caso piø
ristretto, per armbitrariet￿ di T, ci potremmo estendere sino ad in￿nito.











Q + ATM(t + 1)A   M(t) ATM(t + 1)B + S





Fino a questo monento ci siamo dati completa libert￿ di scelta sulla succe-
sione di matrici M(t). Una scelta intelligente Ł quella di sceglie una successio-
ne di matrici che soddisfa la GDARE. Infatti non solo Riccati ci fornisce delle
matrici simmetriche semide￿nite positive ma ci fornisce anche un algoritmo
per calcolarle tramine l’equazione ricorsiva all’indietro associata. Inoltre il
vantaggio di questa scelta Ł che il problema si sempli￿ca da sŁ come vedre-









e riscriviamola in una forma piø conveniente:
Q + A
TMA   M = (A






















Ora riprendiamo i risultati che abbiamo ottenuto nella sezione Strumenti
















questo ci consente di sostituire nell’anti-diagonale della matrice in som-
matoria le realzioni appena trovate e quindi ricavare un (R + BTMB) da





































da qui arriviamo a concludere che se:
u(t) =  (R + B
TM(t + 1)B)
y(B
TM(t + 1)A + S
T)x(t)
allora tutta la sommatoria si annulla. In realt￿ la sequenza u(t) non Ł
l’unica che annulla quella sommatoria ma esiste un intera famiglia di sequenza
u che la annullano, piø precisamente sono:
u(t)
 =  (R + B
TM(t + 1)B)
y(B
TM(t + 1)A + S
T)x(t)+




dove v Ł un vettore arbitrario. Essendo JT una somma di termini positivi
vale il fatto che meno termini sommiamo tra loro piø piccolo sar￿ il valore
risultante, ma si Ł riusciti a trovare una particolare famiglia u(t) che annulla
tutti i termini eccetto x(0)TM(0)x(0) sul quale non abbiamo alcuna possi-
bilit￿ di manovra. Quindi u(t) Ł l’ingresso ottimo su T e il valore ottimo
dell’ondice Ł appunto J
T(x(0)) = x(0)TM(0)x(0).1819
Convergenza della GDARE
Quello che vogliamo far vedere ora Ł che la GDARE ammette soluzione
che pu￿ esser ottenuta come limite delle matrici generate della equazione
generalizzata di Riccati con condizione iniziale zero.
Supponiamo che per ogni x0 esiste una sequenza di ingressi u(t) che ren-
da l’indice J(x0;u) ￿nito. Allora la GGDARE ammentte soluzione M1 =
MT
1  0 che pu￿ esser ottenuta come limite della sequenza di matrici gene-
rate iterando l’equazione di Riccati generalizzata con zero come condizione
iniziale









e XT(t) la matrice ottenuta al passo t su una sequenza di matrici con
condizioni iniziali XT(T). Il valore ottimo dell’indice di costo risulta
quindi J(x0) = xT
0XT(0)x0. Consideriamo la sequenza di matrici con
indice temporale inverso de￿nita come Mt(t)  Xt(0), cioŁ si Ł posto il
valore ￿nale di Xt() come valore ￿nale di Mt() e quindi la sequenza
fMtgt2N Ł ottenuta tramite l’iterazione in avanti della equazione di
Riccati generalizzata. Assumiamo ora per assurdo che limt!1 kMtk =









sicuramente limitata. Sia M
1
il suo limite, si ha dunque che kM1k = 1.
Prendiamo ora un x1
0 2 Rnxn tale che kx1






t (x0) = (x1
0)TMtx1
0 che Ł una successione monotona non-
decrescente. Dato che abbiamo assunto che per ogni x0 esiste una
traiettoria che rende l’indice (?) ￿nito allora esiste una costante m0 e









dove la prima disuguaglianza Ł data dal fatto che per una dato ingresso
u1 l’indice di costo Ł una somma di in￿niti termini non negativi, la
quale Ł maggiore o uguale alla somma dei primi t termini della stessa
e che J












questo provoca una contraddizione con l’ipotesi che voleva l’indice J(;)
￿nito. Dunque Mt ammette limite ￿nito M1. Per concludere occorre20
far vedere che M1 Ł ancora una soluzione semide￿nita positiva del-





M1, dove RM(t) = (R+BTM(t)B). Infatti la pseudo-inversa Ł l’unica





t2N. La sequenza considerata Ł una sequenza monotona,
non-decrescente di matrici semide￿nite positive, dunque vale:
KerRM(0)  KerRM(1)  ::::
chiaremente esiste sicuramente un t tale che 8t > t la sequenza di
inclusioni diventa stazionaria. Perci￿ possiamo prendere un cambio di
cooridinate indipendenti che ci porta RM(t) = diag fR0
t;0g dove R0
t Ł
una sequenza non decrescente e de￿nita positiva. Chiaramente essendo
R0


















Soluzione del problema del controllo ottimo su
orizzonte in￿nito
Procediamo ora ad estendere il risultato che abbiamo ottenuto sull’orizzonte
￿nito al caso in￿nito. Per far ci￿ procediamo in due passi: il primo consiste
nel mostrare che il valore del costo ottimo Ł x(0)TM1x(0), mentre il secondo
passo consiste nel mostrare che l’igresso ottimo che produce il costo ottimo
Ł ancora u.
Supponiamo che 8x09u(t) 2 Rm tale che J(x0;u) Ł ￿nito. Allora il valore
del costo ottimo Ł xT
0M1x0.
 Dimostrazione: Sia
J(x0) = infJt(x0;u) su ogni u
chiaramente J  J
t (x0) = xT
0M(0)x0 che Ł il costo ottimo. Quindi
prendendo il limite abbiamo che J  xT
0M1x0. Sappiamo, avendolo


















e la traiettoria ottima u, il costo ottimo Ł indipendente dalla lunghezza
di T e vale J
T;M(T) = xT
0M(0)x0. Possiamo riscrivere l’ultima equazione
come:























dove l’ultima disuguaglianza regge per la propriet￿ di M di esser se-
mide￿nita positiva. Quindi considerando la prima e l’ultima disugua-






Passiamo ora al secondo passo, facciamo vedere che u de￿nito come:
u(t)
 =  (R + B
TM(t + 1)B)
y(B
TM(t + 1)A + S
T)x(t)+22




Ł l’ingresso che minimizza il costo.
Supponiamo che 8x09u(t) 2 Rm tale che J(x0;u) Ł ￿nito. Allora la
famiglia di ingressi che rende il costo ottimo Ł u.
 Dimostrazione: Sia U0 l’insieme di tutti gli ingressi ottimi con t = 0.
Prendiamo un generico u0 2 Rm e sia x1 lo stato al tempo t = 1, il




























Sottraendo membro-membro le due equazioni appena scritte abbiamo


















Se prendiamo u0 = u, abbiamo che l’uguaglianza Ł veri￿cata, infatti:
(
Qx0 + Su0 = 0




Tx0 | {z }
0








Tx0 | {z }
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che sono entrambe vere per i lemmi sulle matrici semide￿nite posisitive.
Reiterando il procedimento su tutti i t otteniamo la tesi.
In￿ne notiamo che estendendo l’orizzonte temporale a in￿nito saremo costret-
ti a sostituire tutti gli M(0) con gli M1 per la convergenza della GDARE.23
Conclusione
Siamo cos￿ riusciti alla ￿ne di questo trattato a dare una de￿nizione qua-
litativa e quantitativa di un ingresso che rende minimo un indice di costo
di tipo quadratico su un intervallo ￿nito o in￿nito, senza alcun vincolo di
de￿nita positivit￿ sulla matrice  che de￿nisce l’indice e ne associa un’equa-
zione generalizzata di Riccati. Ovviamente lo sviluppo concreto dei calcoli
della matrice M1 richiede un approccio algoritmico particolare da sviluppa-
re su un calcolatore, cosa che in questo trattato viene tralasciata essendoci
concentrati su un’analisi teorica del problema.2425
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