During self-guided behaviors animals rapidly identify the constraints of the problems they face and adaptively employ appropriate cognitive strategies and heuristics to solve these problems 1,2 .
Main Text
The ability to rapidly solve complex problems is a defining feature of animal intelligence.
Indeed, varieties of animals solve difficult optimization problems nearly instantaneously 10, 11, 12, 13 . Metaheuristics, where an agent selects a heuristic to solve a difficult optimization problem especially when information is imperfect, are a promising computational framework that could support such complex problem solving 14, 15 . However, it is not known whether animals use this type of reasoning when solving challenging optimization problems.
Here we investigated how rats solve a notoriously difficult optimization scenario, the stochastic traveling salesman problem. In this problem, an agent must establish the most efficient (i.e. shortest) route between targets with only probabilistic information regarding whether targets will be present or absent at each location 16, 17 . We adapted this problem for experimental investigation through the use of an automated system for precise, computer-controlled food pellet placement within a large foraging arena (Fig. 1a ). We divided a cohort of 12 rats into 3 equal groups that foraged within environments of high, medium, and low food location predictability ( Fig. 1b) . Animals in each group were tested across precisely replicated pellet placements ( Fig. 1c ) and all placements used had equivalent optimal path lengths, as calculated through a genetic algorithm solution to the traveling salesman problem for each pellet placement ( Fig. 1d , and see methods). We generated sequences of pellet locations over days to create distributions that were extremely well-predicted by prior experience as well as distributions that were unable to be anticipated based upon prior pellet locations. To generate pellet placements with controlled levels of predictability we quantified the between trial minimum distance for each pellet of a given distribution and all pellets of the previous trial's distribution and set this value to be low for the computer-generated set of locations used for predictable conditions and to be high for the unpredictable condition (Fig. 1e ). The lower values for pellets in predictable distributions indicate that these pellets are in areas that are extremely close to where pellets were located on the previous trial, allowing animals to create an expectation over repeated searches. This is also demonstrated through a reduction of the relative entropy (a measure of surprise) of newly-encountered pellet distributions following multiple days of training for animals in high and medium predictability conditions. Animals could not develop such an expectation under low levels of predictability and relative entropy does not decrease with training for the unpredictable distribution ( Fig. 1f ). In all conditions, animals searched for an average of 7 pellets, with the precise number on a given trial unknown to the animal (Fig. 1g ). This results in typically 7!, or 5,040 possible sequences of pellet acquisition, with most sequences being extremely suboptimal. All animals favored a small subset of near-optimal acquisition sequences ( Fig. 1h ), consistent with findings in non-probabilistic optimization across a number of species 18 .
However, animals in the lowest predictability group showed a reduced ability to acquire pellets in optimal sequences ( Fig. 1i) , with animals trained with highly predictable distributions (blue) choosing the most efficient sequences while animals trained with unpredictable distributions (red) followed significantly less efficient acquisition sequences (highly predictable shorter path length than moderately predictable (p<0.05) and unpredictable (p<0.05), see inset of Fig. 1i ; n = 4 animals per predictability group, see methods for statistical tests used for all comparisons). This is observed across the entire cohort of animals as a significant positive correlation between the unpredictability of a distribution and the amount of error relative to an optimal path ( Fig. 1j ; R = 0.83; p <0.001, n = 12 animals).
Nearest neighbor tours are a common strategy used to solve the traveling salesman problem 19, 20 . Under this strategy, the agent simply travels to the next nearest target location until all targets have been visited. While not optimal, this approach is computationally simple, resulting in rapid solutions with time to solve scaling well with task complexity. We found that the nearest neighbor path is close to optimal across all distributions, though it occasionally results in sub-optimal paths ( Fig. 2a ). Consistent with a nearest neighbor strategy, animals were more likely to follow an optimal pellet acquisition sequence on trials in which a nearest neighbor tour resulted in an optimal sequence (percent of tours that are optimally ordered 18.1 +/-1.6%) than on trials in which the nearest neighbor tour was sub-optimal (percent of tours that are optimally ordered 1.9 +/-0.3%; Fig. 2b ; p<0.0001; n = 12 animals). In our task, which involves probabilistic presence of pellets, this strategy can be implemented through two different heuristics: in a sensory-guided heuristic animals use cues (odor or vision) to navigate towards the nearest detected target; in a memory-guided heuristic animals use prior information to navigate towards the nearest, most likely locations of pellets. We next investigated which of the two alternative heuristics might guide a nearest neighbor search within each level of uncertainty.
Over training, animals across all predictability levels significantly increased their probability to travel to the nearest pellet during search. However, the number of days of training taken for this to occur was dependent upon the predictability of the pellet distribution ( Fig. 2c ; significant improvement on days 2-5 for highly and moderately predictable locations, significant improvement not until days 10-15 for unpredictable locations; p <0.05 compared to day 1, n=4 for all groups). We found that animals searching in highly predictable distributions were the most effective at navigating to nearest neighbor locations and that the advantage of predictability was strongest for large distances (0.5-1 meter), much beyond the range of possible sensory cues 21 (see Supp. Fig. 1 ). Animals foraging in uncertain environments without a high level of predictability showed a dramatic reduction in the ability to find the nearest neighbor location when searching over these large distances ( Fig. 2d ; 84.9 +/-1.4% trajectories from long distance are to nearest neighbor in predictable distributions, 68.3 +/-2.6% in unpredictable distributions, p<0.05, n = 4 animals in each group). The impact of traveling from a distance was significantly more negative for animals in unpredictable distributions (7 +/-2% reduction from short to long distance in predictable distributions, 20 +/-2% in unpredictable distributions, p < 0.05, n = 4 animals per group). In addition to supporting better-ordered search routes ( Fig. 1j ) and travel to the nearest target from farther away ( Fig. 2d ), predictable distributions also enabled rats to enhance the paths taken between pellets. After training, the efficiency of the paths taken between pellets was significantly correlated with the predictability of the distribution ( Fig. 2e ; efficiency negatively correlated with between trial distance; R = -0.79; p = 0.0022; n = 12).These results are consistent with animals employing two distinct heuristics to find the next nearest pellet. In a sensory-dominated heuristic animals approach the nearest sensed pellet, while in a memorydominated heuristic animals approach the nearest remembered location, enabling more efficient, planned routes to emerge.
We next sought to more precisely quantify the role of sensory information and memory in the navigation strategies used by animals under varying levels of uncertainty. To perform this analysis we modeled animal behavior as a Bayesian search with multiple free parameters 22,23 .
These parameters include the length of memory for the prior, the distance over which sensory signals from the pellets are detected and the relative weighting of sensory and memory terms.
We allowed these parameters to vary on a multidimensional grid and analyzed goodness of fit to actual animal performance as the correlation between trial-by-trial performance of the simulated searcher and the animal (see methods). As expected, searches with long-range, noiseless sensory information lead to a perfect nearest neighbor search and do not correlate well with animal behavior since rats do not have access to perfect information and need to use local sensory information or learned locations to navigate (see Supp. Fig. 1 ). Similarly, searches with only a memory term also do not correlate well with actual behavior ( Fig. 3a ; see Supp. Fig. 2 for a more extensive exploration of parameter space). Consistent with animals under different levels of uncertainty using diverse search strategies, we found that any set of a wide range of parameters applied uniformly to all animals resulted in only moderate correlation with actual behavior (Supp. Fig. 2b ). We next allowed parameters to vary individually for each animal. While this approach will trivially result in a better fit due to the increased number of free parameters ( Fig. 3a, p<0.01; n= 12), Supp. Fig. 2b ), we used the values of parameters obtained for these individual fits to examine the contribution of sensory and memory input to the Bayesian search that best matched each animal's performance. When varying the length of memory used by the searcher we found that Bayesian searches across the most predictable distributions benefited from increased memory with an increase in correlation to actual animal performance when the simulated searcher had access to cumulative memory of previous searches (predictable, single trial memory: R = 0.12 +/-0.05; cumulative memory R = 0.66 +/-0.03; p<0.05; n = 4). Searches across moderately predictable and unpredictable distributions did not show a significant increase in correlation with animal behavior with increased memory (Fig. 3b ). Consistent with these results, the impact of shuffling prior distributions on agent performance was directly related to the predictability of the data set (Supplemental Figure 2c ). To quantify the impact of sensory input on Bayesian searches we combined the weighting given to sensory input with the distance from which each agent could detect a target to create a measure of sensory acuity for each simulated agent (see methods). This measure was well correlated with increasing relative entropy of the training set, suggesting that animals increased sensory acuity under uncertainty ( Fig. 3c , upper panel; R = 0.8469; p = 0.005). We also used the length of memory for the best match to animal behavior to create a metric for long-term memory usage (see methods). We found a significant inverse correlation between relative entropy and long-term memory usage ( Fig. 3c , lower panel; R = -0.7252; p = 0.0076), suggesting that as the training set became more predictable animals relied more on long-term memory. Our results are consistent with a metaheuristic strategy that increases sensory acuity and reduces memory load in direct relation to the level of uncertainty in an environment (Fig. 3d ). This increased reliance on sensory input allows animals searching across unpredictable environments to employ an effective nearest neighbor strategy with nearly the same efficacy as animals that are operating in highly predictable environments, although a sensory-guided heuristic fails at long distances.
Conversely, animals operating in predictable environments reduce their reliance on sensory input in favor of stereotyped and efficient searches based on long-term memory, which allows them to enhance search tours over long distances. Taken together, these results suggest that animals employ uncertainty-based metaheuristics to select appropriate strategies to allocate cognitive resources and solve complex natural problems. 
Fig. 2: Rats develop multiple heuristics to support a nearest neighbor search strategy. a)
Performance of a nearest neighbor strategy on all distributions tested in this study when compared to the optimal path length. Dashed lines represent 10, 20 and 30% above optimal. b)
Animal performance on trials in which a nearest neighbor search is optimal vs. trials in which a nearest neighbor search is sub-optimal. c) The probability that rats in each predictability group acquire the nearest pellet during search increases during training for all groups. d) Probability that an animal will acquire the next nearest pellet as a function of distance to that pellet with groupings of short (<50 cm) and long (>50 cm) distances. e) Efficiency of paths taken between pellets is shown as a function of the predictability of each series of pellet distributions upon which animals were trained. 
Methods

Subjects.
The experiments in this study were performed on 12 male Long-Evans rats, purchased from Charles River Labs and housed individually. All animals were maintained on a 12-hour light-dark schedule (lights on at 7:00am) with ad libitum access to water. After a weeklong habituation to the animal housing facility, all animals were then sustained at 85% of their freefeeding body weight in order to maintain motivation. All tests were performed between 9:00am and 6:00pm. To limit distal visual cues, all tests were performed under dim red light (~660 nm).
All experimental procedures were approved by the Institutional Animal Care and Use Committee at the University of Washington. Behavioral Paradigm. Before testing, all animals were habituated to the animal facility for 1
week. Animals then spent 2 days habituating to the attached waiting cage for ~15 minutes at a time. In order to motivate animals to return to the waiting cage, sucrose pellets were placed in the cage every 2 minutes when a 1 second, 1000Hz tone was played. They were then granted access to the test arena and were given 2-3 days to habituate to it. Animals were considered to have reached criterion when they were able to make 3 transitions between the waiting cage and test arena within 30 minutes.
Animals were placed into the waiting cage at the beginning of each testing session. Rats Fig. 2 ). The expression for prior expectation of pellet location is given by:
Where t is the trial number, rw is the probability of a pellet being found at a given point, (x,y), over previous trials and pe is the resulting prior expectation from the previous pellet locations. L is based on the length of memory being used and is defined as = ( − , 1), with md being memory depth in trials, with md >=1. To enforce the nearest-neighbor search strategy used by rats, this map of prior expectations is discounted by linear distance from the agent, resulting in decreased likelihood to search first in areas that are located at large distances from the agent.
This results in the following expression at a point, (x, y) within the grid of possible pellet locations:
Where d is the distance from the agent and m is the memory-based map of prior expectations for pellet location adjusted by distance from the agent. The agent also uses sensory information that decays with distance to update their expectation of the possible pellet location, ( , ) = ( , ) * ((max( ) − ( , ))/max ( ))
where s is the sensory density function and cr is a map with the current location of all pellets set to 1 and all other locations set to 0. The term se is an exponent that determines the rate of decay of sensory information with distance. These two sources of information are weighted and then summed to result in a map that guides the agent's next step in the search path.
( , ) = ( , ) * + ( , ) * (1 − )
Where p is the probability map, s is the sensory density function and m is the memory-based map of prior expectations for pellet location. The term sw is the weight given to sensory information, {sw | 0 ≤ sw ≤ 1}. The agent makes its next step along the vector to the maximum point of p.
The agent is considered to have perfect target detection at their location, such that after the agent moves to a new location, if a pellet is at that location it is always detected and if no pellet is at that location the probability of a target at that site is updated to 0. To fit parameters for the Bayesian search, we used a 3-dimensional coarse grid of values for sw, se, and md. We found the best fit for each animal in this grid and report these results in Fig. 3 and Supp. Across trial min. dist. Performance ratio
