Abstract| With the success of the Internet and exibility of MPEG-4, transporting MPEG-4 video over the Internet is expected to be an important component of many m ultimedia applications in the near future. Video applications typically have delay and loss requirements, which cannot be adequately supported by the current I n ternet. Thus, it is a challenging problem to design an e cient MPEG-4 video delivery system that can maximize the perceptual quality while achieving high resource utilization. This paper addresses this problem by presenting an end-to-end architecture for transporting MPEG-4 video over the Internet. We present a framework for transporting MPEG-4 video, which includes source rate adaptation, packetization, feedback control, and error control. The main contributions of this paper are: 1 a feedback control algorithm based on Real Time Protocol and Real Time Control Protocol RTP RTCP, 2 an adaptive source encoding algorithm for MPEG-4 video which is able to adjust the output rate of MPEG-4 video to the desired rate, and 3 an e cient and robust packetization algorithm for MPEG video bit-streams at the sync layer for Internet transport. Simulation results show that our end-to-end transport architecture achieves good perceptual picture quality for MPEG-4 video under low bit-rate and varying network conditions and e ciently utilizes network resources.
I. Introduction W ITH the success of Internet and the emerging of multimedia communication era, the new international standard, MPEG-4 13 , is poised to become the enabling technology for multimedia communications in the near future. MPEG-4 builds on elements from several successful technologies such as digital video, computer graphics, and the World Wide Web with the aim of providing powerful tools in the production, distribution, and display o f m ultimedia contents. With the exibility and e ciency provided by coding a new form of visual data called visual object VO, it is foreseen that MPEG-4 will be capable of addressing interactive content-based video services as well Manuscript as conventional storage and transmission of video.
Internet video applications typically have unique delay and loss requirements which di er from other data types. Furthermore, the tra c load condition over the Internet varies drastically over time, which is detrimental to video transmission 1 , 2 , 25 . Thus, it is a major challenge to design an e cient video delivery system that can both maximize users' perceived quality of service QoS while achieving high resource utilization in the Internet.
Since the standardization of MPEG-4, there has been little study on how to transport MPEG-4 video over IP networks. This paper presents an end-to-end architecture for transporting MPEG-4 video over IP networks. The objective of our architecture is to achieve good perceptual quality at the application level while being able to adapt to varying network conditions and to utilize network resources e ciently.
We rst outline the key components in a video transport architecture, which includes source rate adaptation, packetization, end-to-end feedback control, and error control. Since the current I n ternet only o ers best-e ort service, it is essential for the end systems sender and receiver to actively perform feedback control so that the sender can adjust its transmission rate. Therefore, appropriate feedback control and source rate adaptation must be in place. Since bit-oriented syntax of MPEG-4 has to be converted into packets for transport over the network, an appropriate packetization algorithm is essential to achieve good performance in terms of e ciency and picture quality. Finally, it is necessary to have some error control scheme in place to minimize the degradation of perceptual video quality should packet loss occur during transport.
The main contributions of this paper are: 1 an MPEG-4 video encoding rate control algorithm which is capable of adapting the overall output rate to the available bandwidth, 2 an e cient and robust packetization algorithm by exploiting the unique video object plane VOP feature in MPEG-4, and 3 an end-to-end feedback control algorithm which is capable of estimating available network bandwidth based on the packet loss information at the receiver.
Rate-adaptive video encoding has been studied extensively in recent y ears. The rate-distortion R-D theory is a p o werful tool for encoding rate control. Under the R-D framework, there are two approaches to encoding rate control in the literature: the model-based approach and the operational R-D based approach. The model-based approach assumes various input distribution and quantizer characteristics 4 , 7 , 8 , 16 , 27 . Under this approach, closed-form solutions can be obtained through using continuous optimization theory. On the other hand, the operational R-D based approach considers practical coding environments where only a nite set of quantizers is admissible 12 , 14 , 22 , 30 . Under the operational R-D based approach, the admissible quantizers are used by the rate control algorithm to determine the optimal strategy to minimize the distortion under the constraint of a given bit budget. To be speci c, the optimal discrete solutions can be found through using integer programming theory. In this paper, we resort to the model-based approach and extend our previous work 4 . Di erent from the previous work 4 , our source encoding rate control presented in this paper is based on the following new concepts and techniques: 1 a more accurate second-order rate distortion model for the target bit-rate estimation, 2 a dynamic bitrate allocation among video objects with di erent coding complexities, 3 an adaptive data-point selection criterion for better model updating process, 4 a sliding window method for smoothing the impact of scene change, and 5 an adaptive threshold shape control for better use of bit budget. This algorithm has been adopted in the international standard for MPEG-4 13 .
Prior e orts on packetization for video applications over the Internet include a scheme for H.261 26 , a scheme for H.263 36 , a scheme for H.263+ 3 , and a scheme for MPEG-1 2 10 . These schemes are targeted at block-based video coding but may not be applicable to or optimal for MPEG-4. Recent e ort on RTP payload format for MPEG-4 elementary streams was discussed by S c hulzrinne et al. 20 . But it is not clear on how to perform packetization for the MPEG-4 VOPs at the sync layer before passing onto the RTP layer. In this paper, we propose a packetization algorithm for MPEG-4 bit-streams at the sync layer, which a c hieves both e ciency and robustness by exploiting the VOP concept in MPEG-4 video.
Previous work on feedback control for Internet video includes that of Turletti and Huitema 25 . Since this algorithm employs a multiplicative rate increase, there is frequent and large rate uctuation, which leads to large packet loss ratio. This paper extends the feedback control technique used in 25 for MPEG-4 video. In particular, we design an end-to-end feedback control algorithm for MPEG-4 video by employing the RTCP feedback mechanism and using packet loss as congestion indication.
To demonstrate the performance of our end-to-end transport architecture for MPEG-4 video, we perform simulations with raw video sequences. Simulation results show that our architecture is capable of transporting MPEG-4 video over the network with good perceptual quality under low bit-rate and varying network conditions and utilizes the network resources e ciently.
The remainder of this paper is organized as follows. In Section II, we outline key components for transporting video over the Internet. Section III presents our end-to-end feedback control algorithm based on RTCP. In Section IV, we discuss our design of an adaptive video encoding algorithm for MPEG-4. Section V presents our packetization algorithm for MPEG-4 VOP bit-streams at the sync layer.
In Section VI, we use simulation results to demonstrate the performance behavior of MPEG-4 video under our transport architecture under varying network conditions. Section VII concludes this paper and points out future research directions.
II. An Architecture for Transporting MPEG-4 Video
In this section, we outline key components of transporting video over the Internet. We organize this section as follows. In Section II-A, we o verview our end-to-end architecture. From Section II-B to Section II-F, we brie y describe each component in our end-to-end architecture.
A. Overview Figure 1 shows our end-to-end architecture for transporting MPEG-4 video over the Internet. The proposed architecture is applicable to both pre-compressed video and live video. If the source is a pre-compressed video, the bit-rate of the stream can be matched to the rate enforced by our feedback control protocol through dynamic rate shaping 9 or selective frame discarding 35 . If the source is a live video, we use the MPEG-4 rate adaptation algorithm described in Section IV to control the output rate r of the encoder.
On the sender side, raw bit-stream of live video is encoded by an adaptive MPEG-4 encoder. After this stage, the compressed video bit-stream is rst packetized at the sync layer and then passed through the RTP UDP IP layers before entering the Internet. Packets may be dropped at a router switch due to congestion or at the destination due to excess delay. For packets that are successfully delivered to the destination, they rst pass through the RTP UDP IP layers in reverse order before being decoded at the MPEG-4 decoder.
Under our architecture, a QoS monitor is kept at the receiver side to infer network congestion status based on the behavior of the arriving packets, e.g. packet loss and delay. Such information is used in the feedback control protocol, which is sent back to the source. Based on such feedback information, the sender estimates the available network bandwidth and controls the output rate of the MPEG-4 encoder. Figure 2 shows the protocol stack for transporting MPEG-4 video. The right half of Figure 2 shows the pro- cessing stages at an end system. At the sending side, the compression layer compresses the visual information and generates elementary streams ESs, which contain the coded representation of the visual objects VOs. The ESs are packetized as SL-packetized SyncLayer-packetized streams at the sync layer. The SL-packetized streams provide timing and synchronization information, as well as fragmentation and random access information. The SLpacketized streams are multiplexed into a FlexMux stream at the TransMux Layer, which is then passed to the transport protocol stacks composed of RTP, UDP and IP. The resulting IP packets are transported over the Internet. At the receiver side, the video stream is processed in the reversed manner before its presentation. The left half of Figure 2 shows the data format of each l a yer. Figure 3 shows the structure of MPEG-4 video encoder. Raw video stream is rst segmented into video objects, then encoded by individual VO Encoder. The encoded VO bit-streams are packetized before multiplexed by stream multiplex interface. The resulting FlexMux stream is passed to RTP UDP IP module.
The structure of MPEG-4 video decoder is shown in Figure 4 . Packets from RTP UDP IP are transferred to stream demultiplex interface and FlexMux bu er. The packets are demultiplexed and put into correspondent decoding bu ers. The error concealment component will duplicate the previous VOP when packet loss is detected. The VO decoders decode the data in the decoding bu er and produce composition units CUs, which are then put into composition memories to be consumed by the compositor. 
B. RTP RTCP Protocol
Since TCP retransmission introduces delays that are not acceptable for MPEG-4 video applications with stringent delay requirement, we employ UDP as the transport protocol for MPEG-4 video streams. In addition, since UDP does not guarantee packet delivery, the receiver needs to rely on upper layer i.e., RTP RTCP to detect packet loss.
Real-Time Transport Protocol RTP is an Internet standard protocol designed to provide end-to-end transport functions for supporting real-time applications 19 . RealTime Control Protocol RTCP is a companion protocol with RTP. R TCP designed to provide QoS feedback t o t h e participants of an RTP session. In order words, RTP is a data transfer protocol while RTCP is a control protocol.
RTP does not guarantee QoS or reliable delivery, but rather, provides some basic functionalities which are common to almost all real-time applications. Additional application-speci c requirements are usually added on top of RTP in the form of application-speci c pro les. A key feature supported by R TP is the packet sequence number, which can be used to detect packet loss at the receiver.
RTCP provides QoS feedback through the use of Sender Reports SR and Receiver Reports RR at the source and destination, respectively. In particular, RTCP keeps the total control packets to 5 of the total session bandwidth. Among the control packets, 25 are allocated to the sender reports and 75 to the receiver reports. To prevent control packet starvation, at least 1 control packet is sent within 5 seconds at the sender or receiver. encoder generates a packetized stream FlexMux stream, which is turned into RTP packets. On the other hand, the information from feedback control protocol sender side is transferred to the RTCP generator. The resulting RTCP and RTP packets go down to UDP IP layer for transport over the Internet. On the receiving part, received IP packets are rst un-packed by UDP IP layer, then dispatched by lter and dispatcher to RTP and RTCP analyzers. RTP packets are un-packed by R TP analyzer and put into a bu er before being decoded for the purpose of loss detection. When packet loss is detected, the message will be sent to the Error Concealment component. On the other hand, RTCP analyzer unpacks RTCP packets and sends the feedback information to the Feedback Control Protocol component.
C. Feedback Control
Internet video applications typically have unique delay and loss requirements which di er from other data types. On the other hand, the current I n ternet does not widely support any bandwidth reservation mechanism e.g., RSVP or other QoS guarantees. Furthermore, the available bandwidth not only is not known a priori but also varies with time. Therefore, a mechanism must be in place for MPEG-4 video source to sense network conditions so that it can encode the video with appropriate output rate.
Ideally, w e w ould like to perform congestion indication and feedback at the point o f n e t work congestion, i.e., a bottleneck link at a switch router. 1 Under such e n vironment, it is possible to design powerful rate calculation algorithms at the switch and convey accurate available bandwidth information to the source 11 . Unfortunately, in the current Internet environment, IP switches routers do not actively participate in feedback control. 2 All ow control and error recovery functions are left to the end systems and upper layer applications. Under such e n vironment, we can only treat the Internet as a black b o x where packet loss and delay are beyond our control. Our design of the feedback control algorithm will solely be on the end systems sender and receiver without any additional requirements on IP switches routers.
In our architecture, we let the MPEG-4 video source gradually increase its transmission rate to probe available network bandwidth. Such rate increase will rst have the source's rate reach the available network bandwidth. Then the source rate will overshoot the available network bandwidth and fall into the congestion region. Congestion is detected by the receiver through packet loss delay i n t h e received packets. The receiver sends feedback R TCP packets to the source to inform it about congestion status. Once the source receives such a feedback, it decreases its transmission rate. The challenge of the feedback control lies in the proper design of such an algorithm so that a source can keep up with network bandwidth variation and thus the network is e ciently utilized. In Section III, we present the details of our feedback control algorithm that employs packet loss as congestion indication and uses RTCP control packet to convey congestion information.
D. Source Encoding Rate Control
Since the feedback control described above needs the encoder to enforce the target rate, an MPEG-4 encoding rate control algorithm must be in place. The objective o f a source encoding rate control algorithm is to maximize the perceptual quality under a given encoding rate. Such adaptive encoding may b e a c hieved by the alteration of either or both of the encoder's quantization parameters and the video frame rate.
Traditional video encoders e.g., H.261, MPEG-1 2 typically rely on altering the quantization parameter of the encoder to achieve rate adaptation. These encoding schemes perform coding with constant frame rate and does not exploit the temporal behavior of each object within a frame. Under these coders, alteration of frame rate is usually not employed since even a slight reduction in frame rate can substantially degrade the perceptual quality at the receiver, especially during a dynamic scene change.
On the other hand, the MPEG-4 video classify each individual video object into VOP and encode each V OP separately. Such isolation of video objects provides us with much greater exibility to perform adaptive encoding. In particular, we m a y dynamically adjust target bit-rate distribution among video objects, in addition to the alteration of quantization parameters on each V OP. 3 In Section IV, we will present a n o vel source encoding rate control algorithm for MPEG-4. Our algorithm is capable of achieving the desired output rate with excellent perceptual quality.
E. Packetization of MPEG-4 Bit-Stream
Since MPEG-4 video stream has to be converted into packets for transport over the network, a packetization algorithm must be in place.
In Figure 2 , we showed the protocol stack for transporting MPEG-4 video. The RTP payload format for MPEG-4 elementary stream was proposed by S c hulzrinne et al. 20 . However, it is not clear what kind of packetization algorithm should be employed at the sync layer before entering the RTP layer.
Due to the VOP property in MPEG-4, the packetization algorithm for MPEG-4 needs to be carefully designed for Internet transport and packetization algorithms for H.261 263 and MPEG-1 2 cannot be directly applied here. In Section V, we present a packetization algorithm for MPEG-4 video at the sync layer that achieves both e ciency and robustness.
F. Error Control
Lack of QoS support on the current I n ternet poses a challenging task for Internet video applications. In contrast to wireless environment, where transmission errors are the main cause for quality deterioration, the degradation of picture quality in the Internet are attributed primarily to packet loss and delay. Therefore, error control error resilience solutions for wireless environment 21 , 32 , 34 are not applicable to Internet environment.
Internet packet loss is mainly caused by congestion experienced in the routers. Furthermore, due to multi-path routing in the network, packets can be delayed or received out of sequence. Due to real-time requirements at the receiver, such delayed video packets may be considered as lost packets if their delays exceed a maximum threshold. Although MPEG-4 video stream can tolerate some loss, it does degrade the perceptual quality at the receiver. Therefore, error control and error resilience mechanisms must be in place to maintain an acceptable perceptual quality.
Previous work on error control took two major approaches, i.e., forward error correction FEC and retransmission 1 , 6 , 18 . Danskin et al. 6 introduced a fast lossy Internet image transmission scheme FLIIT. Although FLIIT eliminates retransmission delays and is thus able to transmit the same image several times faster than TCP IP with equivalent quality, the joint source channel coding FEC approach employed in FLIIT cannot be directly used in MPEG-4 video since MPEG-4 video coding algorithms are di erent from those used by FLIIT. Bolot et al. 1 also took the FEC approach which could not be applied to MPEG-4 video due to the di erence between the two coding algorithms. Rhee 18 proposed a retransmission-base scheme, called periodic temporal dependency distance PTDD. Although experiments had shown some utility of PTDD, the experiments were limited to small number of users. Since all retransmissionbased error control schemes su er from network congestion, the e ectiveness of PTDD is questionable in a case where large number of video users employ PTDD within a highly congested network. Since FEC introduces a large overhead, it may not be applicable to very low bit-rate video with MPEG-4. We do not favor retransmission-based error control scheme either since large scale deployment o f retransmission-based scheme for transporting video may further deteriorate network congestion and cause a network collapse.
Another method to deal with error and loss in the transmission is error resilient encoding. The error resilience mechanisms in the literature include re-synchronization marking, data partitioning, data recovery e.g., reversible variable length codes RVLC, and error concealment 23 , 24 , 28 , 31 , 33 , 29 . However, re-synchronization marking, data partitioning, and data recovery are targeted at error-prone environment like wireless channel and may not be applicable to Internet environment. For video transmission over the Internet, the boundary of a packet already provides a synchronization point in the variablelength coded bit-stream at the receiver side. Since a packet loss may cause the loss of all the motion data and its associated shape texture data, mechanisms such a s r esynchronization marking, data partitioning, and data recovery may not be useful for Internet video applications. On the other hand, most error concealment techniques discussed in 29 are only applicable to either ATM or wireless environment, and require substantial additional computation complexity, which is tolerable in decoding still images but not tolerable in decoding real-time video. Therefore, we only consider simple error concealment s c heme that is applicable to Internet video applications.
With the above considerations, we employ a simple scheme for error control as follows. Packet loss is detected by the QoS monitor by examining the RTP packet sequence number at the receiver side Figure 1 . In our implementation, we consider a packet as lost if it is delayed beyond the fourth packet behind it although it may arrive at a future time. Here, according to the maximum playback delay, we c hoose the fourth packet as the threshold. The maximum playback delay can be speci ed by the user according to the requirement of the application. Our algorithm for error control consists of two parts. On the decoder side, when packet loss is detected, the data from the previously reconstructed VOP is simply repeated to recover the image regions corresponding to the lost packets. On the encoder side, the encoder periodically encodes Intra-VOP so as to suppress error propagation.
III. End-to-End Feedback Control Protocol
As discussed in Section II-C, the switches routers in the current I n ternet do not provide the source with explicit rate feedback information about available network bandwidth. We can only estimate network available bandwidth at the end system indirectly through delay e.g., Round Trip Time RTT or packet loss ratio. It has been shown by Dabbous in 5 that the throughput of connections using RTT-based feedback i s l o wer than the throughput of connections such as TCP connections using loss-based feedback. Therefore, we c hoose to employ packet loss ratio measured at the receiver as feedback information in our scheme.
Consistent with the RTP RTCP standard 19 , we let the source periodically send one RTCP control packet for every N s RTP packets. The receiver sends a feedback R TCP control packet to the source upon receiving N r packets or at least once every 5 seconds. The returning RTCP packet contains the packet loss ratio P loss which the receiver observed during the N r packet time interval since the previous feedback R TCP packet. Rate control actions are taken by the encoder upon receiving a backward RTCP packet. Therefore, the interval between successive rate control at source is approximately equal to the interval between successive backward RTCP packets.
The following is our feedback control protocol at sender and receiver, where IR, MR, PR are the initial rate, minimum rate, and peak rate of the sender, respectively; AIR is the additive increase rate; is the multiplicative decrease factor; and P threshold is the threshold for packet loss ratio.
Algorithm 1 Feedback Control Protocol
Sender Behavior
The sender starts to transmit at the output rate r := IR, which is greater than or equal to its minimum rate MR; each R TP data packet contains a packet sequence number. For every N s transmitted RTP data packets, the sender sends a forward RTCP control packet;
Upon the receipt of a backward RTCP packet with the packet loss ratio P loss from the receiver, the output rate r at the source is adjusted according to the following rule:
if P loss P threshold r := minfr + AIR; PRg; else r := maxf r; MRg.
Receiver Behavior
The receiver keeps track of the sequence numb e r i n t h e RTP header of the arriving packets;
Upon receiving N r packets or at most 5 seconds, the receiver sends a feedback R TCP packet to the source containing packet loss rate P loss it observes during this time interval.
During a control action, the feedback control algorithm Algorithm 1 adjusts the output rate r of the MPEG-4 encoder in an attempt to maintain the packet loss ratio P loss below the threshold P threshold . Unlike the scheme by T urletti and Huitema in 25 , where a multiplicative increase rate adjustment is employed when a feedback R TCP packet indicates that there is no congestion, we employ additive increase in Algorithm 1, which is a conservative rate increase approach to adapt to available network bandwidth. Our experience shows that a multiplicative increase usually brings much larger source rate oscillation and more packet loss in a large network than a conservative rate adjustment such as additive increase. On the other hand, we employ m ultiplicative decrease in Algorithm 1 should the source nd that the P loss is larger than threshold in the returning RTCP packet. We nd that such swift rate reduction at the source is necessary to shorten congestion period and reduce packet loss.
IV. Adaptive Encoding Rate Control for MPEG-4 Video
In this section, we design an adaptive encoding algorithm for MPEG-4 so that the output rate of the encoder can match the estimated rate by our feedback control protocol in Section III.
Our Adaptive encoding Rate Control scheme ARC is based on the following new concepts and techniques:
A more accurate second-order rate distortion model for the target bit-rate estimation A dynamical bit-rate allocation among video objects with di erent coding complexities A sliding window method for smoothing the impact of scene change An adaptive data-point selection criterion for better model updating process An adaptive threshold shape control for better use of bit budget A n o vel frame skipping control mechanism. ARC s c heme provides an integrated solution with three di erent coding granularity, including frame-level, objectlevel and macroblock-level. ARC is able to achieve more accurate target bit-rate allocation under the constraints of low latency and limited bu er size than the rst-order rate distortion model. In addition to the frame-level rate control, the ARC s c heme is also applicable to the macroblocklevel rate control for ner bit allocation and bu er control, and multiple VOs rate control for better VO presentation when more network bandwidth is available. The block diagram of our ARC s c heme is depicted in Figure 6 . Table I lists the notations which will be used in this section.
We organize this section as follows. In Section IV-A, we present the theoretical foundation behind ARC s c heme. Sections IV-B to IV-E present the details of the four stages in ARC s c heme, i.e., 1 initialization, 2 pre-encoding, 3 encoding, and 4 post-encoding.
A. Scalable Quadratic Rate Distortion Model
In our previous work 4 , a model for evaluating the target bit-rate is formulated as follows.
where B i is the total number of bits used for encoding the current frame i, Q i is the quantization level used for T : the duration of the video sequence. I : the number of bits actually used for the rst I frame.
r : the bit-rate for the sequence. R t : the target bit count for the P frame at time t. N t : the remaining number of P frames at time t. A t : the actual bits used for the P frame at time t. S : the weighting factor in target bit estimation. F t : the current bu er fullness at time t.
: the bu er size. the current frame i, a 1 and a 2 are the rst-order and the second-order coe cients. Although the above rate distortion model can provide the theoretical foundation of the rate control scheme, it has the following two major drawbacks. First, the R-D model is not scalable with video contents. The model was developed based on the assumption that each video frame has similar coding complexity, resulting in similar video quality for each frame. Second, the R-D model does not exclude the bit counts used for coding overhead including video frame syntax, motion vectors and shape information. The bits used for these non-texture information are usually a constant n umber regardless of its associated texture information.
To address the above problems, we i n troduce two new parameters i.e., MAD and non-texture overhead into the second-order R-D model in Eq. 1. That is,
where H i is the bits used for header, motion vectors and shape information, M i is the mean absolute di erence MAD, which is computed after the motion compensation for the luminance component i.e., Y component. If a 1 and a 2 are known, B i and Q i can be obtained based on the technique described in our previous work 4 . How t o obtain a 1 and a 2 will be described in Section IV-E.1.
The proposed R-D model is scalable with video contents since it uses the index of video coding complexity such as MAD. In addition, the proposed R-D model is more accurate due to the exclusion of the constant o verhead bits.
B. Initialization Stage
In the initialization stage, the major tasks the encoder has to complete with respect to the rate control include:
1. Subtracting the bit counts for the rst I frame from the total bit counts 2. Initializing the bu er size based on the latency requirement 3. Initializing the bu er fullness in the middle level.
Without loss of generality, w e assume that the video sequence is encoded in the order of the rst I frame and subsequent P frames. At this stage, the encoder encodes the rst I frame using the initial quantization parameter QP value, which is speci ed as an input parameter. Then the remaining available bits for encoding the subsequent P frames can be calculated by t = T r , I ; where t is the remaining available bit count for encoding the subsequent P frames at the coding time instant t, T is the duration of the video sequence in second, r is the bitrate for the sequence in bits per second, and I denotes the number of bits actually used for the rst I frame. Thus, the channel output rate is 0 =N 0 , where N 0 is the number of P frames in the sequence or in a GOP.
The setting of bu er size is based on the latency requirement speci ed by the user. The default bu er size is set to r 0:5 i.e., the maximum accumulated delay is 500 ms.
The initial bu er fullness is set at the middle level of the bu er i.e., r 0:25 for better bu er management.
C. Pre-Encoding Stage
In the pre-encoding stage, the tasks of the rate control scheme include 1 estimation of the target bits, 2 further adjustment of the target bits based on the bu er status for each V O, and 3 quantization parameter calculation.
The target bit count is estimated in the following phases: 1 frame-level bit-rate estimation, 2 object-level bit-rate estimation if desired, and 3 macroblock-level bit-rate estimation if desired. At the frame-level, the target bit count for a P frame at time t + 1, R t+1 , is estimated by
where N t is the remaining number of P frames at time t, A t is the actual bits used for the P frame at time t i.e., the previous P frame. Note that S is the weighting factor to determine the impact of the previous frame on the target bit estimation of the current frame, which can either be determined dynamically or set to a constant n umber. The default value of S is 0.05 in our experiments.
To get a better target bit-rate estimation, we need to consider bu er fullness. Hence the target bit-rate estimation can be further adjusted with the following equation.
R t := F t + 2 , F t 2 F t + , F t R t ; 2 where F t is the current bu er fullness at time t and is the bu er size. The adjustment in 2 is to keep the bu er fullness at the middle level to reduce the chance of bu er over ow or under ow. To a c hieve the constant video quality for each video frame or VO, the encoder must allocate a minimum number of bits, which is denoted as r=r f , where r and r f are the application's bit-rate and the frame rate of the source video, respectively. That is, R t := maxf r r f ; R t g:
Then the nal adjustment is made to predict the impact of R t on the future bu er fullness. To be speci c, a safety margin is employed to avoid the potential bu er over ow or under ow. We denote the safety margin as m, which i s preset before encoding. To a void bu er over ow, if R t + F t 1,m , then the target bit-rate is decreased and becomes
On the other hand, to avoid bu er under ow, if R t + F t , C m , then the target bit-rate is increased and becomes R t = C , F t + m where C = 0 =N 0 is the channel output rate.
In the case of multiple VOs, we use the following dynamic target bit allocation besides the above frame-level bit allocation.
C.1 Dynamic Target Bit Rate Distribution Among VOs
A straightforward way to allocate target bit-rate for each VO i s t o g i v e a certain xed number of bits to each V O without considering its complexity and perceptual importance. Obviously, this simple scheme has some serious drawbacks. For example, it is possible that the background VO m a y h a ve bits left unused while the foreground VO requires more.
We propose a new bit allocation method for multiple VOs as follows. Based on the coding complexity and perceptual importance, we let the distribution of the bit budget be proportional to the square of the MAD of a VO, which i s obtained empirically. That is, given the target bit budget R t at the frame-level, the target bit budget V i t for the ith VO at time t is
where
and n is the number of VOs in the coding frame at time t. The proposed method is capable of adaptively adjusting the bit budget for each V O with respect to content complexity and perceptual importance.
In addition to distribution of bit budget among VOs in the spatial domain, one may also consider the composition of VOs in the temporal domain. Since each V O has di erent coding complexity e.g., low motion or high motion, it is straightforward to encode the VOs at di erent frame rate for better coding e ciency. H o wever, our experiments show that there is signi cant quality deterioration in the gluing" boundary of VO. Thus, encoding the VOs at the same frame rate is chosen for our rate control algorithm.
After the target bit budget R t or V i t has been obtained, the required quantization parameter for the frame or the ith VO can be calculated through using the technique described in our previous work 4 .
D. Encoding Stage
At the encoding stage, the encoder has to complete the following major tasks: 1 encoding the video frame object and recording all actual bit-rate, and 2 activating the macroblock-layer rate control if desired.
If either the frame-or object-level rate control is activated, the encoder compresses each video frame or video object using QP as computed in the pre-encoding stage. However, some low-delay applications may require strict bu er regulations, less accumulated delay, and perceptualbased quantization scheme. A macroblock-level rate control is necessary but costly at low rate since there is additional overhead if quantization parameter is changed within a frame. For instance, in MPEG-4, the Macroblock MB type requires three more bits to indicate the existence of the di erential quantization parameter i.e., dquant. Furthermore, two bits need to be sent for dquant. For the same prediction mode, an additional 5 bits are required for transmission in order to change QP. In the case of encoding at 10 kbps, 7.5 fps, QCIF resolution, the overhead can be as high as 99 5 7:5 = 3.7 kbps. If only 33 MBs are encoded, the overhead is 33 57:5 = 1 :2 kbps. Thus, there will be about 10 percent loss in compression e ciency at low bit-rate encoding. At high bit-rate, the overhead bit count becomes less signi cant than the residual bit count.
E. Post-Encoding Stage
In the post-encoding stage, the encoder needs to complete the following tasks: 1 updating the correspondent quadratic rate-distortion model for the entire frame or an individual VO, 2 performing the shape threshold control to balance the bit usage between shape information and texture information, and 3 performing the frame skipping control to prevent the potential bu er over ow or underow.
E.1 R-D Model Update
After the encoding stage, the encoder has to update each VO's respective R-D model based on the following formula. For the ith VO, V i t , H i t M i t = a i 1 Q i t + a i 2 Q i t 2 ; where V i t is the actual bit count used for the ith VO a t time t, H i t is the overhead bit count used for syntax, motion and shape coding for the ith VO at time t, and M i t is the MAD for the ith VO at time t. Note that in the case of MB rate control, the quantization parameter is de ned as the average of all encoded MBs. To make our R-D model more accurate to re ect the video contents, the R-D model updating process consists of the following three steps.
Step 1 Selection of Data Points: The data points selected will be used as the data set to update the R-D model. The accuracy of the model depends on the quality and quantity of the data set. To address this issue, we use a sliding window based data selection mechanism. If the complexity c hanges signi cantly i.e., high motion scenes, a smaller window with more recent data points is used. By using such mechanism, the encoder is able to intelligently select those representative data points for R-D model updates. The selection of data points is based on the ratio of scene change" between the current frame object and the previous encoded frame object. To quantify the amount of scene change, various indices such as MAD or SAD, or their combinations can be used. A sophisticated weighting factor can also be considered. For the sake o f l o wer implementation complexity, w e only use MAD as an index to quantify the amount of scene change in our rate control scheme. More speci cally, if one segment of the video content tends to have higher motion scene i.e., increasing coding complexity, then a smaller number of data points with recent data are selected. On the other hand, for video content with a lower motion scene, a larger number of data points with historic data are se- Due to the introduction of MAD, the proposed sliding window mechanism is able to adaptively smooth the impact of scene change and helps to improve the quality of the data set, resulting a more accurate model.
Step 2 Calculation of the Model Parameters: Based on a 1 and a 2 , the target bit-rate can be calculated for each data point within the sliding window obtained in Step 1. For those selected data points, the encoder collects quantization levels and actual bit-rate statistics. Using the linear regression technique, the two model parameters a 1 and a 2 can be obtained as follows. where n is the number of selected past frames, Q i and B i are the actual average quantization levels and actual bit counts in the past, respectively.
Step 3 Removal of the Outliers from the Data Set: After the new model parameters a 1 and a 2 are derived, the encoder performs further re nement step to remove some bad data points. The bad data points are de ned, in the statistical sense, as those data points whose di erence between the actual bit budget and the target bit budget is larger than k standard deviation e.g., k = 1 in our experiments. The target bit budget is recalculated based on the new model parameters obtained in Step 2, i.e., the actual bit budget B i and the average quantization level Q i . T h us, better model parameter updating can be achieved through the proposed adaptive data-point selection criterion. E.2 Shape Threshold Control Since the bit budget is limited, it is essential to develop an e cient and e ective w ay to allocate the limited bit budget for coding both shape and texture information in object based video coding.
In MPEG-4, there are two w ays to control the bit count used for the shape information: size conversion process and shape threshold setting. The size conversion process adopted by MPEG-4 standard is used to reduce the amount of shape information for rate control and can be carried out on an MB basis 13 . On the other hand, the shape threshold setting is a controllable parameter and is carried out on an object basis. The threshold value could be either a constant or dynamically changing.
In this paper, we propose an adaptive threshold shape control as follows. For a VO, if the actual bit count used for the non-texture information e.g., shape information exceeds its estimated bit budget, the encoder will increase the threshold value to reduce the bit count for non-texture coding at the expense of shape accuracy of a VO. Otherwise, the encoder decreases the threshold value to get better video shape accuracy. Initially, the threshold, i , for the ith VO is set to zero. Then it is increased by step if H i = syntax i +motion i +shape i bits actually used for the ith VO in the previous frame is greater than or equal to the target bit budget for the ith VO in a frame, V i . Otherwise, it is decreased by step . T o maintain the accuracy of the video shape to a certain degree i.e, to avoid a negative threshold or an excessive large , the i is bounded between 0 and max . The shape threshold control mechanism is described as follows. The proposed shape threshold control mechanism is capable of adapting to the content and achieving good shape accuracy and texture quality.
E.3 Frame Skipping Control
The objective of the frame skipping control is to prevent bu er over ow. Once the encoder predicts that encoding the next frame would cause the bu er over ow, the encoder skips the encoding of the next frame. The bu er fullness will be decreased at the expense of lower frame rate. Although the frame skipping is an e ective w ay t o prevent bu er over ow, the overall perceptual quality m a y be reduced substantially, especially for contiguously frame skipping. To a void the problem associated with contiguous frame skipping, we propose a frame skipping mechanism as follows.
Before encoding the next frame, the encoder rst examines the current bu er fullness and the estimated target bit-rate for the next frame. If the current bu er fullness parameter plus the estimated frame bits for the next frame is larger than some pre-determined threshold, called the safety margin e.g., 80 of the bu er size, the next frame will be skipped. Note that the use of safety margin can reduce the contiguous frame skipping and can even be changed adaptively based on the coding context.
In the proposed predictive frame skipping control, we use the actual bit count for the last frame. If the sum of the current bu er fullness Bu erFullness and the actual bit count for the last frame minus channel output during a frame interval exceeds the safety margin of the bu er, we skip the next frame. After frame skipping, the bu er fullness is decreased by the channel output during a frame interval. The frame skipping condition can be formulated as follows. Algorithm The proposed frame skipping control helps to prevent bu er over ow and achieve graceful degradation of perceptual quality.
V. A Packetization Algorithm
Before the compressed video stream is transported over the packet-switched IP networks, it has to be packetized. At the sender side, the raw video is rst compressed through using the encoding algorithm described in Section IV. Then the compressed MPEG-4 video stream is packetized at sync layer SL with timing and synchronization information, as well as fragmentation and random access information, before transferred to the TransMux Layer.
To date, the packetization process for MPEG-4 video ES at the sync layer has not been adequately addressed 20 . An appropriate packetization algorithm at this layer is essential for the e cient and robust transport of MPEG-4 video over the Internet. There are three packetization schemes in the literature. Le Leannec and Guillemot 15 used a xed packet size for MPEG-4 video stream. Although this packetization scheme is very simple, an MB may be split into two packets, resulting dependency between two packets. Turletti and Huitema 26 proposed to use an MB as a packet. Under their scheme, no MB is split. Thus, loss of a packet only corrupts one MB, which enhances the error resilient capability of the video. For this reason, this packetization scheme was recommended by I n ternet Engineering Task Force IETF 26 . To increase the e ciency, Z h u 36 proposed to use a GOB as a packet. Under such s c heme, no GOB is split. Thus, loss of a packet only corrupts one GOB, which enhances the error resilient capability of the video. Therefore, Zhu's packetization scheme was also recommended by IETF 36 . Di erent from the above w ork, we take advantage of the VOP property in MPEG-4 and design a sync layer packetization algorithm that o ers both e ciency and robustness for Internet transport.
It is clear that the use of large packet size will reduce the total number of generated packets and overhead. 4 On the other hand, the packet size cannot be larger than the path Maximum Transit Unit MTU, which is de ned to be the minimum of the MTUs along all the traversing links from the source to the destination. This is because that any packet larger than path MTU will result in IP fragmentation, which brings overhead for each fragmented packet. To make things worse, loss of one fragment packet will corrupt other fragment packets from the same original packet. Furthermore, for MPEG-4 video, we do not advise to packetize the data that contain information across two V OPs since loss of such a packet will corrupt both VOPs. With these considerations, we c hoose packet size to be the minimum of the current V OP size and the path MTU. The path MTU can be found through the mechanism proposed by Mogul and Deering 17 . In the case when path MTU information is not available, the default MTU, i.e., 576 bytes, will be used.
When a VOP is too large to t into a single packet, it is necessary to break it up into multiple segments and use multiple packets. We try to minimize both the number of packets generated for a given MPEG-4 bit-stream and the dependency between adjacent packets. The motivation for minimizing the number of packets is to minimize overhead while the motivation for minimizing the dependency between adjacent packets is to achieve robustness. If the MPEG-4 VOP header information is copied into each packet, such dependency among the packets can be removed. Since the size of a macro-block MB is always less than the path MTU, a packet should be composed of at least one MB.
Our packetization strategy is the following. If a complete VOP ts into a packet, then packetize such V OP with a single packet. Otherwise, we will try to packetize as many MBs as possible into a packet with VOP header information copied into each packet for the same VOP without crossing over into the next VOP even if space is available in the last packet for the current V OP, i.e., MBs from consecutive V OPs are never put into the same packet. Our packetization method achieves both e ciency, which is essential for low bit-rate coding, and robustness to packet loss due to strict boundary between VOPs among packets and copying of VOP header information into packets for the same VOP.
We rst describe the functions and parameters used in our packetization algorithm.
BitCount is a counter that registers the number of bits read for current packetization process.
MaxPL, or Maximum payload length in bits, equals to path MTU , 50 bytes 8.
VOP start code is a prede ned code at the beginning of a VOP and is regarded as the boundary between two consecutive V OPs. Our sync layer packetization algorithm is shown as follows. Algorithm g g Algorithm 4 starts with checking if there is encoded data to be packetized. First, we test if the VOP being read can be contained into a packet with the size no larger than MaxPL. If yes, the data being read will be passed to the next stage, i.e., RTP Packer for packetization. Otherwise, the algorithm goes to the MB level, that is, packetization is processed on the boundary of MBs. If VOP start code is not found and the number of bits read is less than MaxPL, which means reaching the end of the video stream, we packetize the remaining data.
Since a VOP is larger than an MB or a GOB, Algorithm 4 achieves higher e ciency than that of Turletti and Huitema 26 and that of Zhu 36 . Algorithm 4 also removes dependency between packets, which is the problem of the scheme by Le Leannec and Guillemot 15 .
VI. Simulation Results
In this section, we implement our proposed architecture and algorithms on our network simulator and perform a simulation study on transporting MPEG-4 video over various benchmark network con gurations. The purpose of this section is to demonstrate that our architecture and algorithms can 1 transport MPEG-4 video streams over the network with good perceptual picture quality under both The network con gurations that we use are the peerto-peer Figure 8 , the parking lot Figure 14 , and the chain Figure 17 network con gurations. These network con gurations have been used as standard con gurations to test transport protocols in networking research community.
At the source side, we use the standard raw video sequence Akiyo" in QCIF format for the MPEG-4 video encoder. The encoder performs MPEG-4 coding described in Section IV and adaptively adjusts its rate under our feedback control algorithm Algorithm 1. The encoded bit-stream is packetized with our packetization algorithm Algorithm 4 as well as RTP UDP IP protocol before being sent to the network. Packets may be dropped due to congestion in the network. For arriving packets, the receiver extracts the packet content to form the bit-stream for the MPEG-4 decoder. For a lost packet, the VOP associated with the lost packet will be discarded and a previous VOP will be copied over. For error control purpose, the source encoder encodes an Intra-VOP every 100 frames. Table II lists the parameters used in our simulation. We use 576 bytes for the path MTU. Therefore, the maximum payload length, MaxPL, is 526 bytes 576 bytes minus 50 bytes of overhead 20 .
We run our simulation for 450 seconds for all con gurations. Since there is only 300 continuous frames in Akiyo" sequence available, we repeat the video sequence cyclically during the 450-second simulation run. In the simulations, we identify two V Os as VO1 background and VO2 foreground see Figure 7 and encoded them separately.
B. Performance Under the Peer-to-Peer Con guration
We employ the standard peer-to-peer benchmark network con guration shown in Figure 8 for the Internet environment Figure 1 . We emphasize that such simple network con guration captures the fundamental property o f a transport path within the Internet cloud since there is only one bottleneck link i.e., the one with minimum bandwidth among all the traversing links between the sender and the receiver. Furthermore, we stress that despite the multipath and thus arriving packets out of sequence problem in the Internet, the validity and generality of our ndings will not be compromised by the simple peer-to-peer network con guration since our architecture and algorithms are designed and implemented entirely on the end systems sender and receiver. Therefore, a packet arriving after the threshold due to multi-path routing can just be treated as a lost packet at the destination and our architecture and algorithms remain intact under such scenario. We organize our presentation as follows. Section VI-B.1 shows the performance of a MPEG-4 video under varying network bandwidth. In Section VI-B.2, we let MPEG-4 interact with competing TCP connections and show its performance.
B.1 MPEG-4 Video under Varying Network Bandwidth
In this simulation, we only activate one MPEG-4 source under the peer-to-peer con guration Figure 8 . The link capacity b e t ween the SW1 and SW2 varies from 15 Kbps during 0; 150 seconds to 50 Kbps during 150; 300 seconds to 25 Kbps after 300 seconds see Figure 9 . Figure 9a shows the network link bandwidth and source rate behavior during the 450 second simulation run. We nd that the source is able to adjust its output rate to keep track of the varying available network bandwidth. Figure 9b shows the link utilization and packet loss ratio during the same simulation run, which is consistent with that shown in Figure 9a . The oscillation in source rate Figure 9a and network utilization Figure 9b are due to the propagation delay of the links and the binary nature of our feedback control algorithm. The source performs additive rate increase until it reaches the available link bandwidth. After that it overshoots it and results in congestion and packet loss. The packet loss is detected at the receiver and such information is conveyed to the source. Upon receiving such feedback, the source decreases its rate. Despite the oscillations, the average utilization of the bottleneck link is over 80, which is a reasonably good result for feedback control in a wide area Internet the inter-switch distance between SW1 and SW2 is 1000 km. Furthermore, we nd that the average packet loss ratio is only 0.34, which demonstrates the e ectiveness of our feedback control algorithm.
A measure of the di erence between the original video sequence and the received video sequence is the peak signalto-noise PSNR. Figure 10 shows the PSNR of Y component of the MPEG-4 video at the receiver for the same simulation run as in Figure 9 . Figure 10 is obtained by going through the following steps. First, the video sequence is reconstructed at the destination, where our simple error concealment mechanism i.e., copying previous VOP is performed to conceal the e ects of packet loss. Then, the PSNR is calculated for each reconstructed frame and plotted versus time.
To examine the perceptual quality of the MPEG-4 video, we play out the decoded video sequence at the receiver. Figure 11 shows sample video frames at the receiver during 0; 150, 150; 300, and 300; 450 second time interval, respectively. The sample frames shown in Figure 11 all show the same scene. We nd that the video quality under these three di erent bit rates are all reasonably good, indicating the e ectiveness of our end-to-end transport architecture and algorithms. 
B.2 Interaction with Competing TCP Connections
We set the link capacity b e t ween SW1 and SW2 to be constant at 100 kbps in the peer-to-peer network Figure 8 . In addition to one MPEG-4 video source, we activate ten TCP connections to share the link bandwidth with the MPEG-4 video. Figure 12a shows source rate behavior during the 450 second simulation run. We nd that the source is able to adjust the source rate to dynamically share network bandwidth with other TCP connections. Since the time interval for TCP window adjustment i s m uch smaller than that for MPEG-4 encoder rate adjustment, the TCP connections are able to adjust to any remaining network bandwidth much faster than MPEG-4 and fully utilize overall network bandwidth. Figure 12b shows the link utilization at Link12, which is 100 most of the time. Figure 13 shows the PSNR of Y component of the MPEG-4 video at the receiver for the same simulation run. The average packet loss ratio in Figure 13 is 0.95. Also, we nd that the perceptual picture quality of the video at receiver is good.
C. Performance Under the Parking Lot Con guration
The parking lot network that we use is shown in Figure 14 , where path G1 consists of multiple ows and traverse from the rst switch SW1 to the last switch SW5, path G2 starts from SW2 and terminates at the last switch SW5, and so forth. Clearly, Link45 is the potential bottleneck link for all ows.
In our simulations, path G1 consists of four MPEG-4 sources and one TCP connection while paths G2, G3, and G4 all consist of ve TCP connections, respectively. The capacity of each link between the switches is 400 kbps. All the TCP sources are persistent during the whole simulation run. Figure 15a shows source rate behavior of the four MPEG-4 sources during the 450 second simulation run. We nd that the sources are able to adjust the rates to keep track of the varying available network bandwidth. Figure 15b shows the link utilization and packet loss ratio of an MPEG-4 source during the same simulation run. The bottleneck link Link45 is 99.9 utilized and the packet loss ratios for the four MPEG-4 sources are very low with an average of 1.7, 1.4, 1.8, and 1.5, respectively. same simulation run.
D. Performance Under the Chain Con guration
The chain con guration that we use is shown in Figure 17 where path G1 consisting of multiple ows and traverses from the rst switch SW1 to the last switch SW4, while all the other paths traverse only one hop and interfere" the ows in G1.
In our simulations, G1 consists of four MPEG-4 sources and one TCP connection while G2, G3 and G4 all consist of ve TCP connections, respectively. The capacity o f e a c h link between the switches is 200 kbps. All the TCP sources are persistent during the whole simulation run. Figure 18a shows the encoding rates of the four MPEG-4 sources during the 450 second simulation run. We nd that the sources are able to adjust the source rates based on the dynamic tra c behavior in the network. Figure 18b shows the link utilization and packet loss ratio of an MPEG-4 source during the same simulation run. We nd that the links are at least 98 utilized and the packet loss ratios for the four MPEG-4 sources are very small with an average of 0.62, 0.58, 0.49, and 0.46, respectively. Figure 19 shows the PSNR for the Y component of each V O in one MPEG-4 sequence at the receiver for the same simulation run. In summary, based on the extensive simulation results in this section, we conclude that our end-to-end transport architecture and algorithms can 1 transport MPEG-4 video streams over the network with good perceptual picture quality under low bit-rate and varying network conditions, and 2 adapt to available network bandwidth and utilize it e ciently.
VII. Concluding Remarks
The new MPEG-4 video standard has the potential of o ering interactive content-based video services by using VO-based coding. Transporting MPEG-4 video is foreseen to be an important component o f m a n y m ultimedia applications. On the other hand, since the current I n ternet lacks QoS support and the available bandwidth, delay and loss vary over time, there remain many c hallenging problems in transporting MPEG-4 video with satisfactory video quality. To address these problems, this paper presents an end-toend architecture for transporting MPEG-4 video over the Internet. The main contributions of this paper are listed as follows.
We outlined four key components in an end-to-end architecture for transporting MPEG-4 live video, which includes feedback control, source rate adaptation, packetization, and error control. We stress that an architecture missing any of these components would not o er good performance for transporting MPEG-4 video over the Internet.
We presented an end-to-end feedback control algorithm employing RTCP feedback mechanism. We showed that our algorithm is capable of estimating available network bandwidth by measuring the packet loss ratio at the receiver. Since our feedback control algorithm is implemented solely at end systems source and destination, there is no additional requirement o n I n ternet switches routers.
We designed an encoding rate control algorithm which is capable of adjusting the overall output rate of MPEG-4 video to the desired rate.
We designed a sync layer packetization algorithm for MPEG-4 video bit-streams. Our packetization algorithm was shown to achieve both e ciency and robustness for Internet MPEG-4 video.
Simulation results conclusively demonstrated that our proposed end-to-end transport architecture and algorithms for MPEG-4 are capable of providing good perceptual quality under low bit-rate and varying network conditions and utilizing network resources e ciently.
Our future work will focus on further extension of our architecture with greater performance and service support. One issue is the packet loss control and recovery associated with transporting MPEG-4 video. Another issue that needs to be addressed is the support of multicast for Internet video. Work is underway to extend our current transport architecture with multicast capability for MPEG-4 video. 
