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Non-Equilibrium Statistical Mechanics
of Strongly Anharmonic Chains of Oscillators
J.-P. Eckmann∗† M. Hairer‡
Abstract
We study the model of a strongly non-linear chain of particles coupled to two heat baths
at different temperatures. Our main result is the existence and uniqueness of a stationary
state at all temperatures. This result extends those of Eckmann, Pillet, Rey-Bellet [EPR99a,
EPR99b] to potentials with essentially arbitrary growth at infinity. This extension is possible
by introducing a stronger version of Ho¨rmander’s theorem for Kolmogorov equations to vector
fields with polynomially bounded coefficients on unbounded domains.
Introduction
In this paper, we study the statistical mechanics of a highly non-linear chain of oscillators coupled
to two heat reservoirs which are at (arbitrary) different temperatures. We show that such systems
have, under suitable conditions, a unique stationary state, in which heat flows from the hotter
reservoir to the cooler one.
These results are an extension of the same statements obtained by Eckmann, Pillet and Rey-
Bellet in [EPR99a, EPR99b] where it was assumed that the Hamiltonian is essentially “quadratic
at high energies.” Since quadratic Hamiltonians have been discussed much earlier by Lebowitz
and Spohn [LS77], there is an issue here of whether the quadratic nature of the forces at infinite
energies is an essential ingredient of existence and uniqueness of the stationary state. Our result
shows that this is not the case, since we allow for potentials of arbitrary polynomial growth.
Our models, which are described in Section 1, treat a Hamiltonian of the form
HS(p, q) =
N∑
i=0
(p2i
2
+ V1(qi)
)
+
N∑
i=1
V2(qi − qi−1) ,
describing a chain of particles with nearest-neighbor interaction (Figure 1). This chain is linearly
coupled to heat baths Bi represented by free fields at temperatures Ti. We proceed then, as in
[EPR99a], to a reduction to a stochastic differential equation, see (1.2). Associated with it is an
“effective energy” G, described in (1.6), which is equal to HS with some quadratic terms from
the heat baths added. The generator corresponding to the stochastic differential equation above,
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represented in a space weighted with an exponential of G, will be called K and is the main object
of study of this paper.
It is for this generator that we show existence and uniqueness of an invariant state. This will
be done by first showing that K has compact resolvent (which is really more than needed), and
then using this result to derive the properties of the invariant measure. Our conditions on HS are
spelled out in Section 2 below. They basically say that the coupling between the oscillators must
be stronger than the single particle potential. This condition might be physically relevant, since it
implies that transport is favored over storing of energy, but we have not found a counterexample
when this condition is violated. Furthermore, the interparticle coupling must be convex.
The main technical insight behind our generalization of the results of [EPR99a, EPR99b] is a
new, and stronger version of the Ho¨rmander theorem for Kolmogorov equations. We will develop
this in more generality in Section 4, but here we just indicate how we use this result. The operator
K is of the form
K =
n∑
i=1
X∗iXi +X0 , (0.1)
where the Xi are smooth vector fields on Rd. For example, see Eq. (2.13), X0 contains terms of
the form pi∂qi and (∂qiV )∂pi , where V is the interaction. The Xi for i 6= 0 are first order opera-
tors. Here, ∂V is polynomially bounded, whereas, in [EPR99a], ∂V was assumed to be linearly
bounded. Letting g0 be an adequate inverse power of the effective energy G, one successively
considers the finite sets of operators
A−1 = {X1, . . . , Xn} , A0 = {g0X0, X1, . . . , Xn} ,
and then—see Section 5 for the detailed definition—
Aℓ = Aℓ−1 ∪ [g0X0,Aℓ−1] .
We stop this iteration after at most 2N steps, where N is the number of particles in the chain,
obtaining the set A = A2N+1. We now define the operator ΛA as the finite sum
Λ2A = 1 +
∑
A∈A
A∗A .
This is a generalization to our case of an elliptic operator of the type Λ2 = 1 −∑i ∂2xi used in
[Ho¨r85] or Λ2 = 1−∑i ∂2xi +∑i xi2 used in [EPR99a].
With these definitions, one then has the bound
Proposition 0.1 (Momentum space bound) There is a constant C such that for all f ∈ C∞0 (Rd)
one has in L2:
‖Λ16−NA f‖ ≤ C
(‖Kf‖+ ‖f‖) . (0.2)
We also derive a similar bound in the conjugate variables:
Proposition 0.2 (Position space bound) There is a constant C such that for all f ∈ C∞0 (Rd) one
has in L2:
‖Gεf‖ ≤ C(‖Kf‖+ ‖f‖) , (0.3)
where ε > 0 depends on the asymptotic behavior of the potential V and on N .
2 THE MODEL
Combining these two propositions one easily shows that K has compact resolvent. Then one
derives from that result the existence of an invariant measure. Its properties are then found adapting
the techniques of [EPR99a, EPR99b].
The remainder of this paper is organized as follows. In Section 1 we describe the physical
model and in Section 2 we refine the setting and state the results. Section 3 will be devoted to the
proof of the position space bound (Proposition 2.5). In Section 4, we present in detail the gen-
eral scheme for studying operators of the form of (0.1), and show the inequality corresponding to
(0.2). This section is as much as possible self-contained as it presents some independent interest.
The detailed application of this general scheme to the problem of the chain allows us to prove
the momentum space bound (Proposition 2.6) in Section 5. In Section 6 we combine these two
bounds and prove Theorem 2.4 showing that K has compact resolvent and hence discrete spec-
trum. In Section 7 we show existence, uniqueness, and further properties of the invariant measure
(Theorem 2.7).
Appendix A contains some technical estimates used in Section 4. Appendix B contains the
proof of a result concerning the domains of K and K∗. The method used there probably works for
more general accretive second-order differential operators. Appendix C finally contains the proof
of a technical result used in Section 7.
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1 The model
We will study the model of a (small) classical N-particle Hamiltonian system coupled to M
stochastic heat baths proposed in [EPR99a]. The small system without the heat baths is governed
by a Hamiltonian
HS ∈ C∞(R2N ) .
(We stay here with d = 1 dimensional position space for each particle to simplify notation.) The
heat baths are modeled by classical field theories associated to the wave equation. The fields will
be called ϕi and their conjugate momenta πi, where the index i ranges from 1 to M .
The Hamiltonian for one heat bath is given by
HB(π, ϕ) =
1
2
∫
R
(|∂ϕ|2 + |π|2) dx .
The couplings allowed for the model are linear in the field variables. The total Hamiltonian for our
model is then given by
H(p, q, π, ϕ) =
M∑
i=1
(
HB(πi, ϕi) + Fi(p, q)
∫
R
∂ϕi(x)̺i(x) dx
)
+HS(p, q) . (1.1)
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We assume the initial conditions describe the heat baths at equilibrium at inverse temperatures βi,
i.e. they are distributed in a sense according to the measure with “weight”
e−βiHB(πi,ϕi) .
The paper [EPR99a] explains in detail how, and under which conditions on the coupling func-
tions ̺i, one can reduce the resulting “big” system to a “small” system, where the heat baths are
described by a finite number of variables. The price to pay for that is that we are now dealing with
the following system of stochastic differential equations:
dqj = ∂p
j
HS dt−
M∑
i=1
(
∂p
j
Fi
)
ri dt , j = 1, . . . , N ,
dpj = −∂qjHS dt +
M∑
i=1
(
∂qjFi
)
ri dt , (1.2)
dri = −γiri dt+ λ2iγiFi(p, q) dt− λi
√
2γiTi dwi(t) , i = 1, . . . ,M ,
where the wi are independent Wiener processes. The various constants appearing in (1.2) have the
following meaning. Ti is the temperature of the ith heat bath, λi is the strength of the coupling
between that heat bath and the small system and 1/γi is the relaxation time of the ith heat bath. The
value of γi depends on the choice of the coupling function ̺i. If we wanted to be more general, we
would have to introduce for each bath a family of auxiliary variables ri,m as is done in [EPR99a].
This would only cause notational problems and does not change our argument.
If we consider a generic n-dimensional system of stochastic differential equations with addi-
tive noise of the form
dxi(t) = bi(x(t)) dt+
n∑
j=1
σij dwj(t) , (1.3)
we can associate with it the second-order differential operator L formally defined by
L ≡ 1
2
n∑
i,j=1
∂i(σσ
T )ij∂j +
n∑
i=1
bi(x) ∂i . (1.4)
It is a classical result that if the solution of such a system of stochastic differential equations exists,
the probability density of the solution satisfies the partial differential equation
∂tp(x, t) =
(Lp)(x, t) .
In our case, the differential operator L is given by
L =
M∑
i=1
λ2i γiTi∂
2
ri
−
M∑
i=1
γi
(
ri − λ2iFi(p, q)
)
∂ri +X
HS −
M∑
i=1
riX
Fi , (1.5)
where the symbol XF denotes the Hamiltonian vector field associated to the function F . It is
convenient to introduce the “effective energy” given by
G(p, q, r) = HS(p, q) +
M∑
i=1
( r2i
2λ2i
− Fi(p, q)ri
)
. (1.6)
At this point, we make the following assumption on the asymptotic behavior of G.
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A0. There exist constants d˜i, C > 0 and α > 0, as well as constants c˜i > 2/λ2i such that
HS(p, q) ≥ C(1 + ‖p‖α + ‖q‖α) , (1.7a)
F 2i (p, q) ≤ c˜iHS(p, q) + d˜i . (1.7b)
Remark. This assumption essentially means that the effective energy G grows at infinity at least
like 1 + ‖r‖2 + ‖p‖α + ‖q‖α. This implies the stability of the system, as follows easily from the
inequality
|riFi(p, q)| ≤ s2r2i +
F 2i (p, q)
s2
,
which holds for every s > 0. In particular, this implies that exp(−βG) is integrable for every
β > 0.
We also define
W ≡
M∑
i=1
γiTi ,
which is, in some sense that will be clear in a moment, the maximal power the heat baths can pull
into the chain. We have the following result.
Proposition 1.1. Assume A0 holds. Then the solution ξ(t; x0, w) of (1.2) exists and is continuous
for all t > 0 with probability 1. Moreover, the mean energy of the system satisfies for all values of
t and x0 the estimate
E[G(x(t; x0, w))]−G(x0) ≤ Wt , (1.8)
where E[·] denotes the expectation with respect to the M-dimensional Wiener process w.
Remark. The bound (1.8) allows the energy to grow forever, which would cause the system to
“explode.” But this is not the case for the systems we consider in this paper. Indeed, we will prove
that the process possesses a unique stationary state. This implies among other features that the
mean time needed to reach any compact region is finite, and so the energy can not grow forever.
Proof. A classical result (see e.g. [Has80, Thm 4.1]) states the following. Assume that the vector
field b of (1.3) is locally Lipshitz and that there exists a confining C2 function G : Rn → R and a
constant k such that
(LG)(x) ≤ k for all x ∈ Rn .
Then there exists a unique stochastic process ξ(t) solving (1.3). The process ξ is regular (i.e. it does
not blow up in a finite time) and continuous for all t > 0. It satisfies the statistics of a Markovian
diffusion process with generator L. Moreover, we have the estimate
E[G(x(t; x0, w))]−G(x0) ≤ kt .
This result can be applied to our case, if we take for G the effective energy defined in (1.6). An
explicit computation yields indeed
LG = W −
M∑
i=1
γi
λ2i
(
ri − λ2iFi(p, q)
)2 . (1.9)
Moreover, G is confining by A0. This proves the assertion.
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1.1 Definition and simple properties of the semi-group
In this paper, we will mainly be interested in studying under which assumptions on the chain
HamiltonianHS it is possible to prove the existence of a unique invariant measure for the stochastic
process ξ(t; x0, w) solving (1.2). Throughout, we will use the notation
X = R2N+M
for the extended phase space (p, q, r). This stochastic process defines a semi-group T t on C∞0 (X )
by
T tf(x0) = E[f(ξ(t; x0, w))] . (1.10)
This semi-group satisfies the following
Proposition 1.2. Assume A0 holds. Then T t extends to a strongly continuous, quasi-bounded
semi-group of positivity preserving operators on L2(X ). Its generator L is the closure of the
operator L with domain C∞0 (X ). The adjoint L∗ is the closure of the formal adjoint LT with
domain C∞0 (X ).
Proof. The proof will be given in Appendix B.
This in turn defines a dual semi-group (T t)∗ by∫ (T tf)(x) ν(dx) =
∫
f(x)
(
(T t)∗ν)(dx) .
The generator of (T t)∗ is given by the adjoint of L in L2 that will be denoted LT . It is possible to
check that if the heat baths are all at the same temperature T = 1/β, we have
LTµ0 = 0 , where µ0(p, q, r) = e−βG(p,q,r) .
Thus, the generalized Gibbs measure
dµ0 = e
−βG(p,q,r) dp dq dr = µ0(p, q, r) dp dq dr ,
is an invariant measure for the Markov process described by (1.2). This confirms our definition
of G as the effective energy of our system. We want to consider the more interesting case where
the temperatures of the heat baths are not the same. The idea is to work in a Hilbert space that is
weighted with a Gibbs measure for some reference temperature.
We will therefore study an extension T t0 of T t acting on an auxiliary weighted Hilbert space
H0, given by
H0 ≡ L2
(X , Z−10 e−2β0G(p,q,r) dp dq dr) ,
where Z0 is a normalization constant and β0 is a “reference” inverse temperature that we choose
such that
1/β0 ≡ T0 > max{Ti | i = 1, . . . ,M} . (1.11)
We have the following
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Proposition 1.3. Assume A0 holds. Then the semi-group T t given by (1.10) extends to a strongly
continuous quasi-bounded semi-group T t0 on H0. Moreover, T t0 1 = 1 and T t0 is positivity preserv-
ing, i.e.
T t0 f ≥ 0 if f ≥ 0 .
Let L0 be the generator of T t0 . Then L0 coincides on C∞0 (X ) with L of (1.5) and C∞0 (X ) is a core
for both L0 and L∗0.
Proof. The statement can be proven by simply retracing the proof of Lemma 3.1 in [EPR99a].
There are only three points that have to be checked. We define the vector fields b and b0 respectively
by
b = −
M∑
i=1
γi
(
ri − λ2iFi(p, q)
)
∂ri +X
HS −
M∑
i=1
riX
Fi ,
b0 = 2β0
M∑
i=1
λ2iγiTi
(
∂riG
)
∂ri = 2β0
M∑
i=1
γiTi
(
ri − λ2iFi(p, q)
)
∂ri .
In order to make the proof of [EPR99a] work, we have to check that
‖div b‖∞ <∞ , ‖div b0‖∞ <∞ , sup
x∈X
(
b+ 1
2
b0
)
G(x) <∞ ,
where b and b0 are considered as first-order differential operators in the last inequality. The diver-
gence of any Hamiltonian vector field vanishes, and so we have
‖div b‖∞ = −
M∑
i=1
γi <∞ .
The term involving the divergence of b0 can easily be computed to give
‖div b0‖∞ = β0
M∑
i=1
γiTi <∞ .
In order to check the last inequality, we compute the expression
(
b+ 1
2
b0
)
G(p, q, r) =
M∑
i=1
γi
λ2i
(β0Ti − 1)
(
ri − λ2iFi(p, q)
)2 .
We see that condition (1.11) on β0 obviously implies β0Ti − 1 < 0, and so the desired inequality
holds.
The domains of L0 and L∗0 are controlled by the techniques of Appendix B.
We are mainly interested in the caseM = 2. The HamiltonianHS will describe a chain ofN+1
strongly anharmonic oscillators coupled to two heat baths at the first and the last particle. In the
case in which the HamiltonianHS can be written as a quadratic function plus some bounded terms,
the existence and uniqueness of a stationary state for every temperature difference has been proved
in [EPR99a, EPR99b]. We will extend this result to the case where the potentials grow faster than
quadratically at infinity. Besides some weak conditions on the derivatives of the one and two-body
potentials, we will only require that they grow algebraically and that the two-body potentials grow
asymptotically faster than the one-body potentials, i.e. at large separation the interaction energy
between neighboring particles grows faster than the one-particle energy.
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1.2 Notations
Throughout, the domain of an operator A will be denoted by D(A). Unless specified, the domain
of any operator will always be the closure in the graph norm of C∞0 . For example, if we write
[A,B], we mean in fact (AB − BA) ↾ C∞0 , so that the domain of [A,B] can be larger than that of
A or B separately.
2 Setting and results
In order to set up our model, we need to be able to describe precisely the growth rates of the
potentials at infinity. This will be achieved with the following function spaces.
Definition 2.1. Choose α ∈ R. We call Fα the set of all C∞ functions from Rn to R such that for
every multi-index k there exists a constant Ck for which
‖Dkf(x)‖ ≤ Ck(1 + ‖x‖2)α/2 , for all x ∈ Rn .
Definition 2.2. Choose α ∈ R and i ∈ N ∪ {∞}. We call F iα the set of all C∞ functions from Rn
to R such that for every multi-index k with |k| ≤ i, we have Dkf(x) ∈ Fα−|k|.
Remark. For any α ∈ R, the function
P α : Rn → R
x 7→ (1 + ‖x‖2)α/2 (2.1)
belongs to F∞α . Moreover, any polynomial of degree n belongs to F∞n .
2.1 The chain
q0
V2(q˜1)
V1(q0)
qN
TL TR
Figure 1: Chain of oscillators
We consider the Hamiltonian
HS(p, q) =
N∑
i=0
(p2i
2
+ V1(qi)
)
+
N∑
i=1
V2(qi − qi−1) , (2.2)
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describing a chain of particles with nearest-neighbor interaction (Figure 1). We slightly modify the
notations used so far. Because there are only two heat baths, we will not use for them the indices
i ∈ {1, 2}, but rather i ∈ {L,R}. Concerning the coupling between the chain and the baths, we
assume that we can make a dipole approximation, so we set
FL = q0 and FR = qN , (2.3)
in equation (1.1). We will make the assumptions A1–A3 on V1 and V2.
A1. The potential V1 is in F22n for some n > 1. Moreover, there are constants ci > 0 such that
V1(x) ≥ c1P 2n(x) , (2.4a)
xV ′1(x) ≥ c2P 2n(x)− c3 , (2.4b)
for all x ∈ R.
A2. The potential V2 is in F22m for some m > n. Moreover, there are constants c′i > 0 such that
V2(x) ≥ c′1P 2m(x) , (2.5a)
xV ′2(x) ≥ c′2P 2m(x)− c′3 , (2.5b)
for all x ∈ R.
A3. The function
x 7→ 1
V ′′2 (x)
belongs to Fℓ for some ℓ.
Remark. It is clear that (2.3), together with A1 and A2 immediately imply A0. Notice that the
assumptions V1 ∈ F22n and V2 ∈ F22m give bounds not only on the asymptotic behavior of V1 and
V2, but also of their derivatives. The numbers n, m and ℓ need not be integers. The generalization
to a Hamiltonian with V1, V2 depending also on the number of the particle only creates notational
problems and is left to the reader.
An example of potentials that satisfy A1–A3 is
V1(x) = x
4 − x2 + 2 and V2(x) = (1 + x2)5/2 − cos(x) .
The effective energy of the system chain+baths is given by
G(p, q, r) = HS(p, q) +
rL
2
2λ2L
+
rR
2
2λ2R
− q0rL − qNrR + Γ , (2.6)
where we choose the constant Γ such that G ≥ 1, which is always possible, because n > 1. In
fact, it is important that the function exp(−βG) be integrable for any β > 0. This could also be
achieved with for example only one of the one-body potentials non-vanishing, but would cause
some unimportant notational difficulties. The case n = 1 is marginal, the stability of the system
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depends on the values of the constants λi and was treated in [EPR99a]. We will not treat this case,
but it would not cause any big trouble, as long as G remains confining.
In the sequel, we will extensively use the notations
q˜i ≡ qi − qi−1 and Q ≡
N∑
i=0
qi .
The system of stochastic differential equations we consider is given by
dqi = pi dt ,
dp0 = −V ′1(q0) dt+ V ′2(q˜1) dt+ rL dt ,
dpj = −V ′1(qj) dt− V ′2(q˜j) dt+ V ′2(q˜j+1) dt ,
dpN = −V ′1(qN) dt− V ′2(q˜N ) dt+ rR dt ,
drL = −γLrL dt+ λ2LγLq0 dt− λL
√
2γLTL dwL(t) ,
drR = −γRrR dt+ λ2RγRqN dt− λR
√
2γRTR dwR(t) ,
(2.7)
where i = 1, . . . , N and j = 1, . . . , N − 1. Since A0 holds, the results of the preceding section
apply. Therefore, there exists for any initial condition x0 a unique stochastic process ξ(t; x0, w)
solving (2.7). It obeys the statistics of a Markov diffusion process with generator
L = λ2LγLTL∂2rL + λ2RγRTR∂2rR − γL(rL − λ2Lq0)∂rL − γR(rR − λ2RqN)∂rR
+ rL∂p
0
+ rR∂pN +
N∑
i=0
(
pi∂qi − V ′1(qi)∂pi
)−
N∑
i=1
V ′2(q˜i)
(
∂pi − ∂pi−1
)
.
(2.8)
We want to prove the existence of a smooth invariant measure with density µ(p, q, r). It is the
solution of (T t)∗µ = 0, where (T t)∗ is the dual semi-group of T t. To achieve this, we introduce,
as above, the Hilbert space
H0 ≡ L2
(
R2N+4, Z−10 e−2β0G(p,q,r) dp dq dr
)
,
where Z0 is a normalization constant and β0 is a “reference” inverse temperature that we choose
such that
1/β0 ≡ T0 > max{TL, TR} . (2.9)
Proposition 1.2 holds, so the dynamics of our system is described by a semi-group T t0 acting in
H0 with generator L0, formally given by L. The extended phase space of our system will again be
denoted by X ≡ R2N+4.
For convenience, we would like to work inH = L2(X ), so we define the unitary transformation
U : H → H0 by (
Uf
)
(x) = eβ0G(x)f(x) .
So L0 is unitarily equivalent to the operator LH : D(LH)→H defined by
LH = U
−1L0U = e
−β
0
GL0e
β
0
G .
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An explicit computation shows that LH is given by
LH = α−K ,
where the formal expression for the differential operator K is
K = αK − c2L∂2rL + a2L(rL − λ2Lq0)2 − c2R∂2rR + a2R(rR − λ2RqN )2
− rL∂p
0
+ bL(rL − λ2Lq0)∂rL − rR∂pN + bR(rR − λ2RqN )∂rR
−
N∑
i=0
(
pi∂qi − V ′1(qi)∂pi
)
+
N∑
i=1
V ′2(q˜i)
(
∂pi − ∂pi−1
)
.
(2.10)
Since C∞0 (X ) is invariant under the unitary transformation U , it remains a core for both K and K∗.
The various constants appearing in (2.10) are given by
a2i = γi(β0Ti − 1) ,
bi =
γiβ0
λ2i
(
β0Ti − 1
)
, i ∈ {L,R} ,
ci = λi
√
γiTi ,
αK = −
bL
2
− bR
2
,
α = αK + β0
∑
i∈{L,R}
γiTi .
We see that condition (2.9) ensures the positivity of the constants a2L and a2R, which in turn implies
that the closure of ReK = (K +K∗)/2 is a strictly positive self-adjoint operator.
The first feature we notice about K is that A3 implies the hypoellipticity of the operators
K, K∗, ∂t + K and ∂t + K∗. We recall that a differential operator L acting on functions in a
finite-dimensional differentiable manifold M is called hypoelliptic if
sing supp f = sing supp Lf , for all f ∈ D′(M) ,
where D′(M) is the space of distributions on C∞0 (M). In particular, the eigenfunctions of a
hypoelliptic operator are C∞.
The hypoellipticity of the above operators is a consequence of a theorem by Ho¨rmander
[Ho¨r67, Ho¨r85]: given a second-order differential operator
L =
n∑
i=1
L∗iLi + L0 + c ,
where c : M → C is a smooth function and the Li are smooth vector fields. Then a sufficient
condition for L to be hypoelliptic is that the Lie algebra generated by {Li | i = 0, . . . , n} has
maximal rank everywhere. It is not hard to verify that A3 ensures that this condition is verified for
K, K∗, ∂t +K and ∂t +K∗.
Proposition 2.3. If A0 and A3 are satisfied, the transition probabilities of the Markov process
solving (2.7) have a smooth density
P (t, x, y) ∈ C∞((0,∞)× X ×X ) .
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Proof. This is an immediate consequence of the Kolmogorov equations which state that
∂tP = LP ⇒ (∂t +K − α)U−1P = 0 ,
so U−1P is an eigenfunction of the operator ∂t +K − α, which is hypoelliptic.
2.2 Main results
Our main technical result is
Theorem 2.4. If Assumptions A1–A3 are satisfied, then the operator K defined in (2.10) has
compact resolvent.
In order to prepare the proof of Theorem 2.4, we will prove the following two propositions.
Proposition 2.5. If Assumptions A1 and A2 are satisfied, there exist constants C and ε > 0 such
that
‖Gεf‖ ≤ C(‖Kf‖+ ‖f‖) , for all f ∈ D(K) , (2.11a)
‖Gεf‖ ≤ C(‖K∗f‖+ ‖f‖) , for all f ∈ D(K∗) . (2.11b)
Proposition 2.6. If Assumptions A1–A3 are satisfied, there exist constants C, ε > 0, a positive
function a0 : X → R and a finite number N¯ of smooth vector fields Li with bounded coefficients
such that, for every function f ∈ C∞0 (X ), we have
‖∆˜εf‖ ≤ C(‖Kf‖+ ‖f‖) , (2.12)
where
∆˜ =
N¯∑
i=1
L∗iLi + a0 .
Moreover, the Li span the whole of R2N+4 at every point.
Given Theorem 2.4, we can state and prove the main result of this paper, namely the existence
and uniqueness of an invariant measure for our Markov process. More precisely, we have the
following result.
Theorem 2.7. If Assumptions A1–A3 are satisfied, then the stochastic process ξ(t) solving (1.2)
possesses a unique and strictly positive invariant measure µ. Its density h is C∞ and satisfies for
any β0 < min{βL, βR},
h(x) = h˜(x)e−β0G(x) ,
where h˜ decays at infinity faster than any polynomial.
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Imλ
Reλ
Figure 2: Spectrum of K.
The above results say that the spectrum ofK looks
roughly like the one schematically depicted in Fig-
ure 2. We see that it is discrete (compactness of the
resolvent) and located in the right half of the complex
plane (m-accretivity). Moreover, it is symmetric along
the real axis, because K is a differential operator with
real coefficients.
Most of the remainder of this paper is devoted to
the proofs of Theorems 2.4 and 2.7. In the sequel, we
will always use the notation
K =
4∑
i=1
X∗iXi +X0 ,
where we define
X1 = cL∂rL , X2 = aL(rL − λ2Lq0) , (2.13a)
X3 = cR∂rR , X4 = aR(rR − λ2RqN) , (2.13b)
X0 = − rL∂p
0
+ bL(rL − λ2Lq0)∂rL − rR∂pN + bR(rR − λ2RqN)∂rR
−
N∑
i=0
(
pi∂qi − V ′1(qi)∂pi
)
+
N∑
i=1
V ′2(q˜i)
(
∂pi − ∂pi−1
)− αK . (2.13c)
The operator X0 is antisymmetric, i.e.
X∗0 = −X0 . (2.14)
This implies that
ReK =
4∑
i=1
X∗iXi and X0 = K − ReK , (2.15)
and thus ReK is a positive self-adjoint operator. We have one more estimate that will be extensively
used in the sequel. If f is some function in C∞0 (X ) and i ∈ {1, . . . , 4} we have
‖Xif‖2 = 〈f,X∗iXif〉 ≤ 〈f,ReKf〉 = Re〈f,Kf〉 ≤ ‖f‖‖Kf‖ ≤ (‖Kf‖+ ‖f‖)2 , (2.16)
and by a similar argument also
‖X∗i f‖2 ≤ (‖Kf‖+ ‖f‖)2 . (2.17)
3 Proof of the bound in position space (Proposition 2.5)
First of all, we need a collection of functions belonging to F0, as defined in Definition 2.1. We
have the following result.
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Proposition 3.1. Let r, p, q and q˜ designate the vectors
r = (rL, rR) , q = (q0, . . . , qN) ,
p = (p0, . . . , pN) , q˜ = (q˜1, . . . , q˜N) .
Choose α ≥ 0 and let hk : Rk → R be functions in Fα. Then the functions
G−α/2h2(r) , G
−α/2hN+1(p) , G
−α/(2n)hN+1(q) , and G−α/(2m)hN (q˜)
belong to F0.
Proof. We will only sketch the proof of the statement for G−α/(2m)hN(q˜). The other expressions
can easily be treated in a similar way.
We first notice that G−1(DkG) is bounded for every multi-index k. This is a straightforward
consequence of two observations. The first one is that because of the lower bounds (2.4a) and
(2.5a) of A1 and A2 and the expression (2.6) of G, there exists a constant C > 0 for which
G(p, q, r) ≥ C(r2 + p2 + P 2n(q) + P 2m(q˜)) , (3.1)
where P k was defined in (2.1). The second observation is that, because V1 ∈ F2n and V2 ∈ F2m,
we have for every multi-index k some constant Ck for which
|DkG(p, q, r)| ≤ Ck
(
r2 + p2 + P 2n(q) + P 2m(q˜)
)
. (3.2)
Notice that G−α/(2m)DkhN (q˜) is bounded by a similar argument, in particular because hN ∈ Fα.
We set α = −α/(2m) and write
∂i
(
GαhN (q˜)
)
= α
(
G−1∂iG
)
GαhN(q˜) +G
α∂ihN(q˜) .
Both terms are bounded by (3.1), (3.2) and the fact that hN ∈ Fα. It is easy to see that all the
derivatives can be bounded similarly. The proof of Proposition 3.1 is complete.
Let us define
Λ1 ≡ G1/2 .
The symbol Λ1 was chosen in order to emphasize the similarity between the proof of Proposi-
tion 2.5 and the proof of the main result of Section 4, Theorem 4.3.
Before we start the proof of Proposition 2.5, we notice two more facts. Let us choose α,β ∈ R
with 0 ≤ β ≤ 1, and let A, B be two operators of multiplication by positive functions A ≤ B. We
then have
〈Λα1Af, f〉 ≤ 〈Λα1Bf, f〉 , (3.3)
as well as the implication
‖Λα1Af‖ ≤ C(‖Kf‖+ ‖f‖) ⇒ ‖Λαβ1 Aβf‖ ≤ C(‖Kf‖+ ‖f‖) . (3.4)
Both inequalities are trivial consequences of the fact that Λ1 is an operator of multiplication by a
positive function and the estimate xs ≤ 1 + x if x ≥ 0 and s ≤ 1.
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3.1 The main tool of the proof
The main tool in the proof of Proposition 2.5 is the following lemma.
Lemma 3.2. Let Λ1 and K be defined as above. Let A and B be multiplication operators repre-
sented by functions of the form
h(p, q, r) = cLrL + cRrR + h˜(p, q) , h˜ ∈ C∞(R2N+2) .
Assume moreover that there are exponents αi and βi and positive constants Ci such that the fol-
lowing estimates are true for every f ∈ C∞0 (X ).
‖Λ−α11 Af‖ ≤ C1(‖Kf‖+ ‖f‖) , ‖Λ−β11 Bf‖ ≤ C2(‖Kf‖+ ‖f‖) ,
‖Λ−α21 Af‖ ≤ C3‖f‖ , ‖Λ−β21 Bf‖ ≤ C4‖f‖ ,
‖Λ−α31 [X0, A]f‖ ≤ C5(‖Kf‖+ ‖f‖) , ‖Λ−β31 [X0, B]f‖ ≤ C6(‖Kf‖+ ‖f‖) .
If γ satisfies the conditions
γ ≥ α3 + β1 , (3.5)
γ ≥ α2 +
β1 + max{β2, β3}
2
, (3.6)
γ ≥ min{α1 + β2 , α2 + β1} , (3.7)
then there exists a constant C such that
|〈[X0, B]f,Λ−γ1 Af〉| ≤ C(‖Kf‖+ ‖f‖)2 , for all f ∈ C∞0 (X ) . (3.8)
Proof. The proof of this lemma involves some of the commutation techniques developed by
Ho¨rmander [Ho¨r85], but it uses the fact that most operators involved are multiplication operators,
i.e. they commute. An explicit computation, using (2.6) and (2.13) yields
[X0, G] =
∑
j∈{R,L}
bj
λ2j
(
rj − λ2jFj
)2
, [X1, G] = cL
(
rL/λ
2
L − q0
)
, (3.9a)
[X2, G] = [X4, G] = 0 , [X3, G] = cR
(
rR/λ
2
R − qN
)
. (3.9b)
We therefore see that, by Proposition 3.1, we have for i = 0, . . . , 4
G−1[Xi, G] ∈ F0 . (3.10)
Since the Xi are either differentiation operators or multiplicative operators, we have, for any α ∈
R, the relation
G−α[Xi, G
α] = αG−1[Xi, G] ∈ F0 ,
and so, since Λ21 = G,
‖Λα1 [Xi,Λ−α1 ]‖ <∞ . (3.11)
We can now start to bound (3.8). Since [X0, B] = −X∗0B −BX0, we can write (3.8) as
|〈[X0, B]f,Λ−γ1 Af〉| ≤ |〈BX0f,Λ−γ1 Af〉|+ |〈Bf,X0Λ−γ1 Af〉|
≡ T1 + T2 .
Both terms will be estimated separately.
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Term T1. Since we know by (2.15) that X0 = K − ReK, we can write it as
T1 ≤ |〈B(ReK)f,Λ−γ1 Af〉|+ |〈BKf,Λ−γ1 Af〉| ≡ T11 + T12 .
The term T12 can be estimated by using (3.7). We indeed have either γ ≥ α1+β2, or γ ≥ α2+β1.
In the former case, we write
T12 ≤ ‖Λ−β21 B‖‖Kf‖‖Λ−γ+β21 Af‖ ≤ C(‖Kf‖+ ‖f‖)2 .
In the latter case, we use the fact that A, B and Λ1 commute and are self-adjoint to write similarly
T12 = |〈AKf,Λ−γ1 Bf〉| ≤ ‖Λ−α21 A‖‖Kf‖‖Λ−γ+α21 Bf‖ ≤ C(‖Kf‖+ ‖f‖)2 .
Let us now focus on the term T11. Using the positivity of ReK, it can be written as
T11 = 〈(ReK)1/2Λ−γ11 Bf, (ReK)1/2Λ−γ21 Af〉+ 〈[Λ−γ11 B,ReK]f,Λ−γ21 Af〉
≡ T13 + T14 ,
where
γ1, γ2 > 0 , γ1 + γ2 = γ ,
are to be chosen later. We estimate both terms separately. The commutator in T14 can be expanded
to give
T14 = 〈Λ−γ11 [B,ReK]f,Λ−γ21 Af〉+ 〈[Λ−γ11 ,ReK]Bf,Λ−γ21 Af〉 .
In order to estimate these terms, we recall that ReK =
∑
4
i=1X
∗
iXi. We therefore have
T14 =
4∑
i=1
(
〈Λ−γ11 [B,X∗i ]Xif,Λ−γ21 Af〉+ 〈Λ−γ11 X∗i [B,Xi]f,Λ−γ21 Af〉
+ 〈[Λ−γ11 , X∗i ]XiBf,Λ−γ21 Af〉+ 〈X∗i [Λ−γ11 , Xi]Bf,Λ−γ21 Af〉
)
≡
4∑
i=1
(
T
(1)
i + T
(2)
i + T
(3)
i + T
(4)
i
)
.
Noticing that [B,X∗i ] is a multiple of the identity operator and that Λ1 is self-adjoint, we have
|T (1)i | ≤ C〈Xif,Λ−γ1 Af〉 ≤ ‖Xif‖‖Λ−γ1 Af‖ ≤ C(‖Kf‖+ ‖f‖)2 ,
where we used (2.16) and the fact that γ > α2 to get the last inequality. The term T (2)i is bounded
by C(‖Kf‖+ ‖f‖)2 in a similar way. The term T (3)i is written as
|T (3)i | = |〈Λγ11 [Λ−γ11 , X∗i ]Xif,Λ−γ1 ABf〉+ 〈Λγ11 [Λ−γ11 , X∗i ][Xi, B]f,Λ−γ1 Af〉|
≤ C‖Xif‖‖Λ−γ1 ABf‖+ C‖f‖‖Λ−γ1 Af‖ ,
where we used (3.11) and the fact that [Xi, B] is bounded. Now we can bound T (3)i by C(‖Kf‖+
‖f‖)2, using (2.16) to estimate ‖Xif‖ and (3.7) to estimate ‖Λ−γ1 ABf‖ and ‖Λ−γ1 Af‖. The term
T
(4)
i can be estimated in a similar way.
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Let us now focus on the term T13. We can write
|T13| ≤ |Re〈KΛ−γ11 Bf,Λ−γ11 Bf〉|1/2
√√√√ 4∑
i=1
‖XiΛ−γ21 Af‖ .
If we choose
γ2 = α2 , (3.12)
the terms under the square root are easily estimated by writing them as
‖XiΛ−γ21 Af‖ ≤ ‖Λ−γ21 A‖‖Xif‖+ ‖[Xi,Λ−γ21 ]Λγ21 ‖‖Λ−γ21 Af‖
+ ‖Λ−γ21 [Xi, A]f‖ ,
and estimating the two commutators by (3.11) and (3.9) respectively.
The term preceding the square root can be written as
〈KΛ−γ11 Bf,Λ−γ11 Bf〉 = 〈Λ−γ11 BKf,Λ−γ11 Bf〉+ 〈[K,Λ−γ11 B]f,Λ−γ11 Bf〉
≡ T15 + T16 .
The term T15 can be bounded if we choose
2γ1 ≥ β1 + β2 , (3.13)
because we have then
T15 ≤ ‖Kf‖‖Λ−β21 B‖‖Λ−β11 Bf‖ ≤ C(‖Kf‖+ ‖f‖)2 .
In order to estimate the term T16, we use K = ReK +X0 to write
T16 = 〈[X0,Λ−γ11 B]f,Λ−γ11 Bf〉+ 〈[ReK,Λ−γ11 B]f,Λ−γ11 Bf〉
≡ T (1)16 + T (2)16 .
The term T (1)16 can be estimated by writing it as
T
(1)
16 = 〈Λ−γ11 [X0, B]f,Λ−γ11 Bf〉+ 〈[X0,Λ−γ11 ]Λγ11 Λ−γ11 Bf,Λ−γ11 Bf〉 .
The first term can be bounded by C(‖Kf‖+ ‖f‖)2 if we choose
2γ1 ≥ β1 + β3 . (3.14)
In order to bound the second term, it suffices to have γ1 ≥ β1, which is the case because of (3.13)
and the fact that β2 ≥ β1.
The term T (2)16 can be bounded byC(‖Kf‖+‖f‖)2, by treating it in a similar way than the term
T14. We leave to the reader the verification that no additional conditions on γ1 have to be made.
This completes the estimate of T1, because (3.12), (3.13) and (3.14) can be satisfied simultaneously
by (3.6).
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Term T2. We decompose this term as
T2 ≤ |〈Bf,Λ−γ1 AX0f〉|+ |〈Bf,Λ−γ1 [X0, A]f〉|+ |〈Bf, [X0,Λ−γ1 ]Af〉|
≡ T21 + T22 + T23 .
Since γ ≥ α3 + β1 the term T22 is easily estimated by
T22 ≤ ‖Λ−β11 Bf‖‖Λ−α31 [X0, A]f‖ ≤ C(‖Kf‖+ ‖f‖)2 .
Noticing that we can assume α1 ≤ α2 and β1 ≤ β2, condition (3.7) implies γ ≥ α1+β1. Since
[X0,Λ
−γ
1 ] is a function, it commutes with Λ1, and so T23 can be estimated writing
T23 ≤ |〈Λ−β11 Bf,Λγ1 [X0,Λ−γ1 ]Λ−α11 Af〉|
≤ ‖Λ−β11 Bf‖‖[X0,Λ−γ1 ]Λγ1‖‖Λ−α11 Af‖ ≤ C(‖Kf‖+ ‖f‖)2 ,
where we used (3.11) to get the last bound.
We finally bound T21. Since X0 = K − ReK, it can be expanded as
T21 ≤ |〈Bf,Λ−γ1 AKf〉|+ |〈Bf,Λ−γ1 A(ReK)f〉| ≡ T (1)21 + T (2)21 .
The term T (1)21 can be estimated by writing
T
(1)
21 ≤ ‖Kf‖‖Λ−γ1 ABf‖ ,
and using (3.7). The term T (2)21 can be written as
T
(2)
21 = 〈Bf,Λ−γ1 A(ReK)f〉 = T13 + 〈Λ−γ11 Bf, [Λ−γ21 A,ReK]f〉 .
The term T13 has already been estimated. The other term can be treated like the term T14. We leave
to the reader the verification that one can indeed bound it by C(‖Kf‖+ ‖f‖)2 without any further
restriction on γ1 and γ2.
This completes the proof of the lemma.
3.2 The main step of the proof of Proposition 2.5
By an elementary approximation argument, it is sufficient to prove the inequalities (2.11) for f ∈
C∞0 (X ), since this is a core for both K and K∗. Moreover, we will prove only (2.11a). The
interested reader may verify that the same arguments also apply for (2.11b).
We want to show that we can find constants ε and C such that
‖Λε1f‖ ≤ C(‖Kf‖+ ‖f‖) , for all f ∈ C∞0 (X ) .
In order to show this, we notice that there is a constant C such that
Λ21 ≤ C
(
1 + (rL − λ2Lq0)2 + (rR − λ2rqN)2 +
N∑
i=0
p2i + P
2n(Q) +
N∑
i=1
P 2m(q˜i)
)
≡ G˜ .
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The immediate consequence is that
‖Λε1f‖2 = 〈f,Λ2ε1 f〉 ≤ 〈f,Λ2ε−21 G˜f〉 .
It is therefore enough to show that there exists a (small) constant ε such that the terms
‖Λε−11 P n(Q)f‖ , ‖Λε−11 pif‖ , ‖Λε−11 Pm(q˜i)f‖ , . . .
are bounded by C(‖Kf‖+ ‖f‖).
We are first going to bound the terms involving variables near the boundary of the chain. Then,
we will proceed by induction towards the middle of the chain.
The term ‖Λε−11 (rL− λ2Lq0)f‖. We have
‖(rL − λ2Lq0)f‖2 = |〈(rL − λ2Lq0)2f, f〉| ≤ C|〈(ReK)f, f〉|
= C|Re〈Kf, f〉| ≤ C‖Kf‖‖f‖ ≤ C(‖Kf‖+ ‖f‖)2 , (3.15)
where we used the fact that aL 6= 0 to obtain the first inequality. Since Λ1 ≥ 1, we thus have the
estimate
‖Λε−11 (rL − λ2Lq0)f‖ ≤ C(‖Kf‖+ ‖f‖)2
if we take ε ≤ 1.
The term ‖Λε−11 p0f‖. We will prove the estimate
‖Λε0−11 p0f‖ ≤ C(‖Kf‖+ ‖f‖) , (3.16)
for ε0 ≤ 1/(2m). An explicit computation yields the relation
[X0, rL − λ2Lq0] = bL(rL − λ2Lq0)− λ2Lp0 . (3.17)
Solving (3.17) for p0, we get
‖Λε0−11 p0f‖2 =
〈
λ−2L
(
bL(rL − λ2Lq0)− λ−2L [X0, rL − λ2Lq0]
)
f,Λ
2ε
0
−2
1 p0f
〉 ≡ X(1)0 −X(2)0 .
The term X(1)0 can be estimated as
|X(1)0 | ≤ λ−2L ‖bL(rL − λ2Lq0)f‖‖Λ2ε0−21 p0f‖ ≤ C(‖Kf‖+ ‖f‖)2 ,
where the last inequality holds because ε0 ≤ 1/2.
In order to estimate X(2)0 , we apply Lemma 3.2 with A = p0 and B = rL − λ2Lq0. An explicit
computation yields [X0, A] = V ′1(q0) + V ′2(q˜1)− rL. The term [X0, B] has already been computed
in (3.17). Because of Proposition 3.1 and of (3.15), we can choose
α1 = 1 , β1 = 0 ,
α2 = 1 , β2 = 1 ,
α3 = 2− 1/m , β3 = 1 .
The hypotheses of Lemma 3.2 are thus fulfilled if we choose γ = 2− 1/m. We therefore have the
estimate (3.16) with ε0 = 1/(2m). We have a similar estimate for the symmetric term at the other
end of the chain.
PROOF OF THE BOUND IN POSITION SPACE (PROPOSITION 2.5) 19
The term ‖Λε−11 Pm(q˜1)f‖. We will prove the estimate
‖Λε
′
0
−1
1 P
m(q˜1)f‖ ≤ C(‖Kf‖+ ‖f‖) ,
for some ε′0 < ε0. Because of the bound (2.5b) of A2, we can find some constants c1 and c2 such
that
〈
Λ
2ε
′
0
−2
1 P
2m(q˜1)f, f
〉 ≤ c1∣∣〈Λ2ε′0−21 V ′2(q˜1)f, q˜1f〉∣∣+ c2∣∣〈Λ2ε′0−21 f, f〉∣∣ , (3.18)
where we also used (3.3). The second term is easily estimated because Λ2ε
′
0
−2
1 is bounded if ε′0 ≤ 1.
We use once again the fact that [X0, p0] = V ′1(q0) + V ′2(q˜1)− rL to write the first term as
∣∣〈Λ2ε′0−21 V ′2(q˜1)f, q˜1f〉∣∣ = ∣∣〈Λ2ε′0−21 ([X0, p0]− V ′1(q0) + rL)f, q˜1f〉∣∣ ≡ |Y (1)1 + Y (2)1 + Y (3)1 | .
The term Y (2)1 can be written as
|Y (2)1 | =
∣∣〈Λ2ε′0−2+1/m1 V ′1(q0)f,Λ−1/m1 q˜1f〉∣∣ ≤ ∥∥Λ2ε′0−2+1/m1 V ′1(q0)f∥∥‖Λ−1/m1 q˜1f‖ .
By Proposition 3.1 and the fact that V ′1 ∈ F2n−1, this term is bounded by C‖f‖2 if we take ε′0 so
small that
2ε′0 ≤ 1/n− 1/m . (3.19)
The term Y (3)1 is bounded similarly by writing
|Y (3)1 | ≤
∥∥Λ2ε′0−2+1/m1 rLf∥∥‖Λ−1/m1 q˜1f‖ ,
if we impose
2ε′0 ≤ 1− 1/m . (3.20)
Both conditions can be satisfied because we assumed that 1 < n < m. In order to estimate Y (1)1 ,
we apply once again Lemma 3.2. This time we have A = q˜1 and B = p0. Using (3.16) and
Proposition 3.1, we see that we can choose
α1 = 1/m , β1 = 1− ε0 ,
α2 = 1/m , β2 = 1 ,
α3 = 1 , β3 = 2− 1/m .
By using m > 1, we see that the hypotheses of Lemma 3.2 are fulfilled if (3.19) and (3.20) hold,
together with ε′0 < ε0/2. Once again, we have the same estimate at the other end of the chain.
We can now go along the chain by induction. At each step, we go one particle closer towards
the middle of the chain. We present here only the terms arising when we go from the left to the
right of the chain.
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The term ‖Λε−11 pif‖. We already treated the case i = 1. Let us therefore assume i > 1. We
moreover assume that there exist constants εi−1, ε′i−1 > 0 such that we have the estimates
∥∥Λεi−1−11 pi−1f∥∥ ≤ C(‖Kf‖+ ‖f‖) and ∥∥Λε
′
i−1−1
1 P
m(q˜i)f
∥∥ ≤ C(‖Kf‖+ ‖f‖) . (3.21)
We will show that this implies the existence of a constant εi > 0 such that∥∥Λεi−11 pif∥∥ ≤ C(‖Kf‖+ ‖f‖) . (3.22)
We use pi = pi−1 + [X0, q˜i] to write
∥∥Λεi−11 pif∥∥2 = 〈Λ2εi−11 pi−1f,Λ−11 pif〉+ 〈[X0, q˜i]f,Λ2εi−21 pif〉 ≡ X(1)i +X(2)i .
The term X(1)i is easily bounded if we write
|X(1)i | ≤ ‖Λ2εi−11 pi−1f‖‖Λ−11 pif‖ ≤ C(‖Kf‖+ ‖f‖)2 ,
where the last inequality is obtained by using Proposition 3.1 and (3.21). We only have to make
the assumption 2εi ≤ εi−1.
In order to estimate the term X(2)i , we apply Lemma 3.2 with A = pi and B = q˜i. Explicit
computation yields [X0, pi] = V ′1(qi) − V ′2(q˜i+1) − V ′2(q˜i). Using the induction hypothesis (3.21)
and Proposition 3.1, we see that we can choose
α1 = 1 , β1 = (1− ε′i−1)/m ,
α2 = 1 , β2 = 1/m ,
α3 = 2− 1/m , β3 = 1 .
If we take εi ≤ ε′i−1/(2m), we see that the hypotheses of Lemma 3.2 are satisfied. We thus have
the desired bound (3.22).
The term ‖Λε−11 Pm(q˜i+1)f‖. We assume that there exist strictly positive constants εi and ε′i−1
such that
∥∥Λεi−11 pif∥∥ ≤ C(‖Kf‖+ ‖f‖) and ∥∥Λε
′
i−1
−1
1 P
m(q˜i)f
∥∥ ≤ C(‖Kf‖+ ‖f‖) .
We will show that this implies the existence of a constant ε′i > 0 for which
∥∥Λε′i−11 Pm(q˜i+1)f∥∥ ≤ C(‖Kf‖+ ‖f‖) . (3.23)
Expression (3.18) with q˜1 replaced by q˜i+1 holds. In order to prove (3.23), it suffices therefore to
show that
|〈Λ2ε
′
i−2
1 V
′
2(q˜i+1)f, q˜i+1f〉| ≤ C(‖Kf‖+ ‖f‖)2 .
Since, for i > 1 we have [X0, pi] = V ′1(qi)− V ′2(q˜i+1)− V ′2(q˜i), the preceding term can be written
as
∣∣〈Λ2ε′i−21 ([X0, pi] + V ′1(qi) + V ′2(q˜i))f, q˜i+1f〉∣∣ ≡ |Y (1)i + Y (2)i + Y (3)i | .
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We impose 2ε′i ≤ 1/n− 1/m. The term Y (2)i is then estimated as
|Y (2)i | ≤ ‖Λ−1/m1 q˜i+1f‖
∥∥Λ2ε′i−2+1/m1 V ′1(qi)f∥∥ ≤ C(‖Kf‖+ ‖f‖)2 ,
where the last step uses Proposition 3.1 and V ′1 ∈ F2n−1. In order to estimate the term Y (3)i , we
notice that by the Cauchy-Schwarz inequality and assumption A2, we have
|Y (3)i | ≤ C‖Λ−1/m1 q˜i+1f‖
∥∥Λ2ε′i−2+1/m1 P 2m−1(q˜i)f∥∥
≤ C‖f‖∥∥Λ1/m−11 Pm−1(q˜i)Λ2ε′i−11 Pm(q˜i)f∥∥
≤ C‖f‖∥∥Λ2ε′i−11 Pm(q˜i)f∥∥
We can choose 2ε′i < ε′i−1, so this term can be estimated by the induction hypothesis. The term
Y
(1)
i is once again estimated by using Lemma 3.2, this time with A = q˜i+1 and B = pi. Using
Proposition 3.1, it is easy to verify that one can take
α1 = 1/m , β1 = 1− εi ,
α2 = 1/m , β2 = 1 ,
α3 = 1 , β3 = 2− 1/m .
It suffices then to choose 2ε′i < εi to satisfy the assumptions of Lemma 3.2 and get the desired
estimate.
It is obvious that this induction also works in the other direction, starting from the other end
of the chain. It also accommodates to a little bit more complicated topologies, as long as the chain
does not contain any closed loop. In order to complete the proof of the lemma, we have to estimate
the last term corresponding to the motion of the center of mass.
The term ‖Λε−11 Pn(Q)f‖. Finally, we want to show the estimate
‖Λε−11 P n(Q)f‖ ≤ C(‖Kf‖+ ‖f‖), (3.24)
for some ε. We start with a little computation. We write
(N + 1)q0 = Q+ (qN−1 − qN) + 2(qN−2 − qN−1) + . . .+N(q0 − q1) .
Moreover, we have qi = q0 + (q1 − q0) + . . .+ (qi − qi−1). We can thus write
Q
N + 1
− qi =
N∑
j=1
bij q˜j , with bij ∈ R .
This, together with the mean-value theorem, implies the useful relation
(N + 1)QV ′1
(
Q/(N + 1)
)
= Q
N∑
i=0
V ′1(qi) +Q
N∑
i=0
(
V ′1
(
Q/(N + 1)
)− V ′1(qi)
)
= Q
N∑
i=0
V ′1(qi) +Q
N∑
i=0
V ′′1 (ξi)
N∑
j=1
bij q˜j ,
(3.25)
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where ξi is located somewhere on the Q/(N + 1) and qi.
In the case of d-dimensional particles, the expression corresponding to (3.25) is
|(N + 1)QV ′1
(
Q/(N + 1)
)| ≤ (N + 1)|Q||∇V1(qi)|
+ |Q|
N∑
i=0
sup
t∈(0,1)
∣∣∇2V1(tQ/(N + 1) + (1− t)qi)∣∣
N∑
j=1
bij |q˜j | .
The subsequent expressions can be rewritten accordingly.
We use A1 and (3.25) to write the left-hand side of (3.24) as
‖Λε−11 P n(Q)f‖2 = |〈Λ2ε−21 P 2n(Q)f, f〉| ≤ C(N + 1)
∣∣〈Λ2ε−21 V ′1(Q/(N + 1))f,Qf〉∣∣+ C‖f‖2
≤ C
∣∣∣〈Λ2ε−21
( N∑
i=0
V ′1(qi)
)
f,Qf
〉∣∣∣+ C
N∑
i,j=1
bij |〈Λ2ε−21 q˜jV ′′1 (ξi)f,Qf〉|+ C‖f‖2
≡ Y (1) + Y (2) + C‖f‖2 .
The term Y (2) can be bounded because V ′′1 ∈ F2n−2, and so
|V ′′1 (ξi)| ≤ C(1 + ξ2i )n−1 ≤ CP 2n−2(Q) + CP 2n−2(qi) ≤ C
N∑
k=0
P 2n−2(qk) .
Thus, Y (2) can be split in terms of the form
|〈Λ2ε−21 q˜jP 2n−2(qk)f,Qf〉| ≤ ‖Λ1/n−21 P 2n−2(qk)Qf‖‖Λ2ε−1/nq˜jf‖ .
The first factor clearly can be bounded by C‖f‖ if we notice that q 7→ P 2n−2(qk)Q belongs to
F2n−1 and then apply Proposition 3.1. The second factor can also be bounded by C‖f‖ if we
impose
0 < ε ≤ 1
2n
− 1
2m
,
which can be done because we assumed n < m.
It remains to estimate Y (1). We define P =
∑
N
i=0 pi. Since it may easily be verified that
[X0, P ] =
∑
N
i=0 V
′
1(qi)− rL − rR, we can write Y1 as
Y1 =
〈
Λ2ε−21
(
[X0, P ] + rL + rR
)
f,Qf
〉 ≡ Y (3) + Y (4) + Y (5) .
We leave to the reader the verification that the terms Y (4) and Y (5) can be bounded by C‖f‖2 with-
out introducing any stronger condition on ε. The term Y (3) can be estimated by using Lemma 3.2
with A = Q and B = P . We have already verified that (3.22) holds for every i, so we can define
εP ≡ min{εi | i = 0, . . . , N} .
This, together with Proposition 3.1, allows us to choose,
α1 = 1/n , β1 = 1− εP ,
α2 = 1/n , β2 = 1 ,
α3 = 1 , β3 = 2− 1/n ,
and thus (3.24) is fulfilled if we choose 2ε ≤ εP . This completes the proof of the lemma.
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4 Generalization of Ho¨rmander’s theorem
In a celebrated paper [Ho¨r67], Ho¨rmander studied second-order differential operators of the form
P =
r∑
j=1
L∗jLj + L0 , (4.1)
where the Lj are some smooth vector fields acting in Rd. He showed that a sufficient condition for
the operator P to be hypoelliptic is that the Lie algebra generated by {L0, . . . , Lr} has maximal
rank everywhere. The main step in his proof is to show that there exists a constant ε > 0 and, for
every compact domain K ⊂ Rd, a constant CK such that
‖u‖(ε) ≤ CK(‖Pu‖+ ‖u‖) , ∀ u ∈ C∞0 (K) . (4.2)
In this expression, the norm ‖ · ‖(ε) is the natural norm associated to the Sobolev space Hε(Rd),
i.e.
‖u‖2(ε) =
∫
Rd
|uˆ(k)|2(1 + k2)ε ddk ≡ ‖(1 + ∆)ε/2u‖.
We base our discussion on the proof presented in [Ho¨r85]. Ho¨rmander first defines Q1 as the set
of all properly supported symmetric first-order differential operators q such that for every compact
domain K, there exist constants C ′K and C ′′K with
‖qu‖2 ≤ C ′KRe〈Pu, u〉+ C ′′K‖u‖2 , u ∈ C∞0 (K) . (4.3)
In particular, if we write L∗j = −Lj + cj , where cj is some function, Q1 contains all the operators
of the form
(Lj − cj/2)/i , j ≥ 1 ,
as well as their linear combinations. It also contains every operator of order 0. Ho¨rmander then
defines Q2 as consisting of the operator (P − P ∗)/i, as well as all the commutators of the form
[q, q′]/i with q, q′ ∈ Q1. For k > 2, he defines Qk as the set of all commutators [q, q′]/i with
q ∈ Qk−1 and q′ ∈ Qk−2. One feature of this construction is that a finite number of steps suffices
to catch every symmetric first-order differential operator. This is a consequence of the maximal
rank hypothesis. The main point of Ho¨rmander’s proof is then the following result.
Lemma 4.1 (Ho¨rmander) If qk ∈ Qk and ε ≤ 21−k, we have for every K ⊂ Rd
‖qku‖(ε−1) ≤ C(‖Pu‖+ ‖u‖) , u ∈ C∞0 (K) . (4.4)
The proof can be found in [Ho¨r85, p. 355]. The result (4.2) then follows almost immediately,
because the operators i∂j all belong to some Qk. Thus there exists some ε > 0 such that
d∑
j=1
‖∂ju‖2(ε−1) ≤ CK(‖Pu‖+ ‖u‖)2 , u ∈ C∞0 (K) ,
which implies (4.2). One of the major problems encountered in this paper is to find a global
estimate analogous to (4.2), i.e. to find constants C and ε such that
‖∆˜εu‖ ≤ C(‖Pu‖+ ‖u‖) , for all u ∈ C∞0 (Rd) ,
where ∆˜ is some modified Laplacean. There are two major difficulties:
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• If we were to construct the sets Qk as in [Ho¨r85], they would not necessarily “close” in the
sense that the successive commutators could blow up, and the whole proof would break down.
To avoid this we do not necessarily put (P−P ∗)/i intoQ2, but rather g0(P−P ∗)/i, where g0 is
some bounded function. This allows to get decreasing bounds on the successive commutators.
This problem does not appear in [EPR99a], where the successive commutators are all first-
order differential operators with constant (or bounded) coefficients. On the other hand, the
commutator technique is essentially the same as in [EPR99a].
• The above construction does not allow to deal with arbitrary symmetric first-order differential
operators. The reason is that if we want a global equivalent of (4.3), the set Q1 is no longer
allowed to contain products of the Lj and unbounded functions. We thus work with fewer
operators, which means that we track much more closely the expressions which appear in the
constructions.
4.1 General setting
Let us consider the Hilbert space H = L2(Rd, dx) for some integer d ≥ 1. We define the set C(H)
as the set of closed operators on H and the algebra B(H) as the everywhere defined bounded
operators on H.
We define D ≡ C∞0 (Rd), which is dense in H. Let us fix some sub-algebra F ⊂ B(H) that
is closed under conjugation and such that FD ⊂ D for all F ∈ F (typically F is some algebra of
bounded functions). The advantage of considering C∞0 (Rd) is that every differential operator with
sufficiently smooth coefficients is closable on it (see [Yos80] for a justification). Moreover, every
differential operator with smooth coefficients maps D into itself. This allows us to make a formal
calculus, i.e. every relationship between operators appearing in this section is supposed to hold on
D. The actual operators are then the closures of the operators defined on D.
We define L as the set of all formal expressions of the form∑
|ℓ|≤k
aℓ(x)D
ℓ
, k ≥ 0 , a ∈ C∞(Rd) ,
where Dℓ denotes the |ℓ|th derivative with respect to the multi-index ℓ. By the above remark, any
element of L can naturally be identified with a differential operator in C(H).
Consider a differential operator K that can be written as
K =
n∑
i=1
X∗iXi +X0 , Xj ∈ L , j = 1, . . . , n , (4.5)
where X0 is such that
X∗0 = −X0 + g , g ∈ F . (4.6)
We introduce now a definition that will be very useful in the sequel.
Definition 4.2. Let S ⊂ L be a finite set of differential operators and i ≥ 0 a natural number. We
define the set Y iF(S) as the module on F generated by the terms
S1S2 · · ·Si , Sk ∈ S ∪ {1} , k = 1, . . . , i .
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The elements of Y iF(S) are naturally identified with densely defined closed operators on H. If
i = 0, we use the convention Y0F(S) ≡ F.
The subscript F will be dropped in the sequel when the algebra F is clear from the context. We
construct the sets
A−1 = {X1, . . . , Xn} , A0 = {g0X0, X1, . . . , Xn} , g0 ∈ F , (4.7)
where the operator g0 is assumed to be self-adjoint, positive and such that
[g0, X0] ∈ F . (4.8)
Let us now construct recursively up to a level R <∞ some finite sets Bi,Ai ⊂ L by the following
procedure. Assume Ai−1 is known. Consider next the set B(0)i of all A of the form
A =
∑
B∈Ai−1
(
fBB +
∑
X∈A
0
fXB[X,B]
)
, fB, fXB ∈ F . (4.9)
We then select a finite subset Bi ⊂ B(0)i . The set Ai is then defined as
Ai ≡ Ai−1 ∪ Bi .
Remark. It is here that our construction differs from similar ones where all elements ofB(0)i would
have been selected. This makes the set of operators which we study much smaller, but then we of
course have to verify that the operators of interest are really covered by our construction. We will
make some working hypotheses on the sets Ai.
H1. The pair (AR,F) satisfies the following. If A,B ∈ AR and f ∈ F, then
[A,B] ∈ Y1(AR) , A∗ ∈ Y1(AR) , [A, f ] ∈ F .
H2. If A ∈ Ai with i ≥ −1, we have A∗ ∈ Y1(Ai).
Remark. Hypothesis H1 implies that if X ∈ Yj(AR) and Y ∈ Yk(AR), then [X, Y ] ∈
Yk+j−1(AR). This will be very useful in the sequel. Hypothesis H2 implies that the classes
Yk(Ai) are closed under conjugation.
We define now the operator Λ2 by
Λ2 = 1 +
∑
A∈A
R
A∗A . (4.10)
This is, in some sense that will immediately be clear from Lemma 4.4, the “biggest” operator con-
tained in Y2(AR). The operator Λ2 is symmetric, densely defined and positive. We will moreover
assume that
H3. Λ2 is essentially self-adjoint on D.
The powers Λα thus exist and are also essentially self-adjoint on D for α ≤ 2.
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4.2 Results and a preliminary lemma
The following theorem is the main result of this section.
Theorem 4.3. Let K and Λ be defined as above and assume H1–H3 are satisfied for some R.
Then there exist some constants C, ε > 0 such that for every f ∈ D, we have
‖Λεf‖ ≤ C(‖Kf‖+ ‖f‖) . (4.11)
In the sequel, we will write A instead of AR to simplify the notation.
In order to prove Theorem 4.3, we need the following lemma, which will be extensively used
in the sequel.
Lemma 4.4. Let Λ, F and A be as above and assume H1 and H3 hold. If X ∈ Yj
F
(A), then the
operators
ΛβXΛγ with β + γ ≤ −j
are bounded.
If Y ∈ L is such that [Y,Λ2] ∈ Yj
F
(A), then the operators
Λβ[Λα, Y ]Λγ with α + β + γ ≤ 2− j
are bounded.
If X, Y ∈ L are such that
[X,Λ2] ∈ YjF(A) , [Y,Λ2] ∈ YkF(A) and
[
[Λ2, X ], Y
] ∈ Yj+k−2F (A) ,
then the operators
Λβ
[
[Λα, X ], Y
]
Λγ with α + β + γ ≤ 4− j − k
are bounded.
Proof. The proof of this lemma is postponed to Appendix A.
Remark. Lemma 4.4 allows us to count powers in the following sense. Each time we see an
operator that is a monomial containing fractional powers of Λ and some operators of Yj(A), we
know that the operator is bounded if its “degree” is less or equal to 0. The rule is that if Y ∈ Yj(A),
its degree is j and the degree of Λα is α. Moreover, every time we encounter a commutator, we
can lower the degree by one unit.
Lemma 4.4 also shows that if f ∈ D, A ∈ A and α ≤ 2, expressions such as AΛαf can be
well defined by
AΛαf ≡ ΛαAf + [A,Λα]Λ−2Λ2f ,
where [A,Λα]Λ−2 is bounded and can therefore be defined on all of H. Similar expressions hold
to show that any expression of this section can be well defined.
We are now ready to prove the theorem.
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4.3 Proof of Theorem 4.3
The proof uses the commutation techniques developed by Ho¨rmander [Ho¨r85] and improved by
Eckmann, Pillet, Rey-Bellet [EPR99a]. Large parts of this proof are inspired from this latter work.
Before we start the proof itself, let us make a few computations, the results of which will
be used repeatedly in the sequel. We first show that we can assume ReK positive. An explicit
computation, using (4.5) and (4.6), shows that
ReK =
n∑
i=1
X∗iXi +
g
2
, and thus also X0 = K − ReK + g/2 . (4.12)
Because g ∈ F, we can add a sufficiently big constant to X0 to make ReK positive. This will
change neither the commutation relations, nor the estimate (4.11).
Another useful equality is
g0ReK = Re(g0K +K1) +K2 K1, K2 ∈ Y1(A−1) , (4.13)
where K1 is a self-adjoint operator such that Re(g0K+K1) is a positive self-adjoint operator. This
is a consequence of the following two equalities, which are easily verified by inspection
g0ReK =
n∑
i=1
X∗i g0Xi +K2 K2 ∈ Y1(A−1) ,
Re(g0K) =
n∑
i=1
X∗i g0Xi −K1 K1 ∈ Y1(A−1) .
We therefore have
Re(g0K +K1) =
n∑
i=1
X∗i g0Xi .
This proves (4.13).
Another useful identity will be
(g0X0)
∗ = −X0g0 + gg0 = −g0X0 + [g0, X0] + gg0
= −g0X0 + g′0 , g′0 ∈ F ,
(4.14)
where the last equality is a consequence of (4.8).
We will now verify the estimate (4.11) for some vector f ∈ D. In the sequel, the symbol C
will be used to denote some constant depending only on the operator K. This constant can change
from one line to the other. We will first prove that A ∈ Y1(Ai) with 0 ≤ i ≤ R implies
‖Λ1/4i+1−1Af‖ ≤ C(‖Kf‖+ ‖f‖) . (4.15)
In fact, an immediate consequence of the first part of Lemma 4.4 is that we only have to prove this
assertion for A ∈ Ai. The proof will proceed by induction on i.
28 GENERALIZATION OF HO¨RMANDER’S THEOREM
4.3.1 Verification for i = 0
We want to verify the estimate
‖Λ−3/4Af‖ ≤ C(‖Kf‖+ ‖f‖) , for all A ∈ A0 .
The cases A = g0X0 and A = Xj with j 6= 0 will be treated separately.
The case A = Xj. We write
‖Λ−3/4Xjf‖2 ≤ C‖Xjf‖2 ≤ C〈f,X∗jXjf〉 ≤ C〈f, (K +K∗ − g)f〉
≤ CRe〈f,Kf〉+ C‖f‖2 ≤ C‖f‖(‖Kf‖+ ‖f‖) .
This implies the desired estimate. Because X∗j ∈ Y1(A−1) by hypothesis, this computation imme-
diately implies the estimates
‖Xjf‖ ≤ C(‖Kf‖+ ‖f‖) , (4.16a)
‖X∗j f‖ ≤ C(‖Kf‖+ ‖f‖) , (4.16b)
which hold for every j ≥ 1.
The case A = g0X0. We write, using expression (4.12),
‖Λ−3/4Af‖2 = 〈g0X0f,Λ−3/2Af〉
= 〈Kf, g0Λ−3/2Af〉+ 〈g0gf,Λ−3/2Af〉/2− 〈(ReK)f, g0Λ−3/2Af〉
≡ S1 + S2 − S3 .
The terms S1 and S2 are easily bounded byC(‖Kf‖+‖f‖)2, using the Cauchy-Schwarz inequality
and the first part of Lemma 4.4. Using the positivity of ReK and the explicit form of K, the term
S3 can be bounded as
|S3| = 〈(ReK)1/2f, (ReK)1/2g0Λ−3/2Af〉
≤ |Re〈Kf, f〉|1/2|〈(ReK)g0Λ−3/2Af, g0Λ−3/2Af〉|1/2
≤
√
‖Kf‖‖f‖
∣∣∣〈gg0Λ−3/2Af, g0Λ−3/2Af〉/2 +
n∑
i=1
‖Xig0Λ−3/2Af‖2
∣∣∣1/2
≡
√
‖Kf‖‖f‖
√√√√S0 +
n∑
i=1
S20,i .
The term S0 is estimated by simple power counting (the Λ’s contribute for −3 and the A’s for 2 in
the total degree of the expression, hence |S0| ≤ C‖f‖2). The terms S0,i are estimated by writing
|S0,i| ≤ ‖g0Λ−3/2AXif‖+ ‖[Xi, g0Λ−3/2A]f‖ .
The first term is estimated by using (4.16) and power counting. The second term is estimated by
expanding the commutator as
[Xi, g0Λ
−3/2A] = [Xi, g0]Λ
−3/2A+ g0[Xi,Λ
−3/2]A+ g0Λ
−3/2[Xi, A] ,
and estimating separately the resulting terms.
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4.3.2 The induction hypothesis
We shall proceed by induction. Let us fix j > 0, take A ∈ Aj and assume (4.15) holds for i < j.
Let us moreover define ε ≡ 1/4j+1 in order to simplify the notation. Our assumption is therefore
that
‖Λ4ε−1Bf‖ ≤ C(‖Kf‖+ ‖f‖) ∀ B ∈ Y1(Aj−1) . (4.17)
We will now prove that this assumption implies the desired estimate, i.e.
‖Λε−1Af‖ ≤ C(‖Kf‖+ ‖f‖) ∀ A ∈ Y1(Aj) . (4.18)
This, together with the preceding paragraph, will imply the estimate (4.15).
4.3.3 Proof of the main estimate
Because of the induction hypothesis, we only have to check (4.18) for A ∈ Aj\Aj−1. By (4.9), we
can write
A =
∑
B∈A
j−1
(
fBB + f
0
B[g0X0, B] +
n∑
i=1
f iB[Xi, B]
)
,
with all the f belonging to F. We have
‖Λε−1Af‖2 =
∑
B∈Aj−1
〈(
fBB + f
0
B[g0X0, B] +
n∑
i=1
f iB[Xi, B]
)
f,Λ2ε−2Af
〉
≡
∑
B∈A
j−1
(
TB + T
0
B +
n∑
i=1
T iB
)
.
We are going to bound each term of this sum separately by C(‖Kf‖+ ‖f‖)2.
Term TB. We have
|TB| = |〈Λ2ε−1fBΛ1−2εΛ2ε−1Bf,Λ−1Af〉| .
The operators Λ2ε−1fBΛ1−2ε and Λ−1A are bounded by Lemma 4.4. Using the induction hypothe-
sis (4.17), we thus get the bound |TB| ≤ C(‖Kf‖+ ‖f‖)2.
Term T iB with i 6= 0. We define h ≡ f iB . The term T iB is then written as
T iB = 〈Bf,X∗i h∗Λ2ε−2Af〉 − 〈Xif, h∗B∗Λ2ε−2Af〉 ≡ Q1 −Q2 .
Term Q1. It can be estimated by writing
Q1 = 〈Bf, h∗Λ2ε−2AX∗i f〉+ 〈Bf, [X∗i , h∗Λ2ε−2A]f〉 .
The first term is estimated by rewriting it as
|〈Bf, h∗Λ2ε−2AX∗i f〉| = |〈Λ2ε−1Bf,Λ1−2εh∗Λ2ε−2AX∗i f〉|
≤ ‖Λ2ε−1Bf‖‖Λ1−2εh∗Λ2ε−2AX∗i f‖ ≤ C(‖Kf‖+ ‖f‖)2 .
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The last inequality has been obtained by using the induction hypothesis (4.17), the estimate (4.16b)
and the fact that the operator Λ1−2εh∗Λ2ε−2A is bounded by Lemma 4.4.
The second term is estimated as
|〈Bf, [X∗i , h∗Λ2ε−2A]f〉| = |〈Λ2ε−1Bf,Λ1−2ε[X∗i , h∗Λ2ε−2A]f〉|
≤ ‖Λ2ε−1Bf‖‖Λ1−2ε[X∗i , h∗Λ2ε−2A]f‖ .
The term ‖Λ2ε−1Bf‖ is bounded by the induction hypothesis (4.17). The other term can be esti-
mated by writing the commutator as
[X∗i , h
∗Λ2ε−2A] = [X∗i , h
∗]Λ2ε−2A+ h∗[X∗i ,Λ
2ε−2]A+ h∗Λ2ε−2[X∗i , A] .
The resulting terms are estimated by power counting, using the fact that X∗i ∈ Y1(A).
Term Q2. We bound this term as
|Q2| =
∣∣〈Xif, h∗Λ2ε−2AB∗f〉+ 〈Xif, h∗[B∗,Λ2ε−2A]f〉∣∣
≤ ‖Xif‖
(‖h∗Λ2ε−2AB∗f‖+ ‖h∗[B∗,Λ2ε−2A]f‖)
≤ ‖Xif‖
(‖h∗Λ2ε−2AΛ1−2ε‖‖Λ2ε−1B∗f‖+ ‖h∗[B∗,Λ2ε−2A]f‖) .
We leave to the reader the not too hard task to verify that it is indeed possible to get the bound
|Q2| ≤ C(‖Kf‖+ ‖f‖)2 by similar estimates as for the term Q1.
Term T 0B. We define h ≡ f 0B. The term T 0B is thus equal to
T 0B = 〈[g0X0, B]f, h∗Λ2ε−2Af〉 = 〈g0X0Bf, h∗Λ2ε−2Af〉 − 〈Bg0X0f, h∗Λ2ε−2Af〉 .
We use (4.14) to write this as
T 0B = − 〈Bf, h∗Λ2ε−2Ag0X0f〉+ 〈Bf, g′0h∗Λ2ε−2Af〉
− 〈Bf, [g0X0, h∗Λ2ε−2A]f〉 − 〈Bg0X0, h∗Λ2ε−2Af〉
≡ − U1 + U2 − U3 − U4 ,
where g′0 ∈ F. The term U2 can easily be estimated by
|U2| = |〈Λ2ε−1Bf,Λ1−2εg′0h∗Λ2ε−2Af〉| ≤ ‖Λ2ε−1Bf‖‖Λ1−2εg′0h∗Λ2ε−2Af‖
≤ C(‖Kf‖+ ‖f‖)‖f‖ ,
using the induction hypothesis. In order to estimate the term U3, we notice that g0X0 ∈ A, and
thus [g0X0,Λ2] ∈ Y2(A). We can therefore write
|U3| = |〈Λ2ε−1Bf,Λ1−2ε[g0X0, h∗Λ2ε−2A]f〉| ≤ ‖Λ2ε−1Bf‖‖Λ1−2ε[g0X0, h∗Λ2ε−2A]f‖ ,
expand the commutator and estimate the resulting terms separately by power counting. We use the
equality
X0 = K − ReK + g/2 ,
to write the terms U1 and U4 as
U1 =
〈
Bf, h∗Λ2ε−2Ag0
(
K − (ReK) + g/2)f〉 ≡ TB,1 − TB,2 + TB,3 ,
U4 =
〈
Bg0
(
K − (ReK) + g/2)f, h∗Λ2ε−2Af〉 ≡ TB,4 − TB,5 + TB,6 .
Each of these terms will now be estimated separately.
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Terms TB,3 and TB,6. They are easily bounded like the term U2 by power counting and using the
induction hypothesis to bound ‖Λ2ε−1Bf‖. In the case of TB,6, we first have to commute B with
g0g/2, but this does not cause any problem.
Term TB,1. This term can be estimated by
|TB,1| ≤ ‖Kf‖‖g∗0A∗Λ2ε−2hBf‖ ≤ ‖Kf‖‖g∗0A∗Λ2ε−2hΛ2−2ε‖‖Λ2ε−2Bf‖ .
The norm of g∗0A∗Λ2ε−2hΛ2−2ε is bounded by power counting. Using the induction hypothesis
(4.17), we thus have |TB,1| ≤ C(‖Kf‖+ ‖f‖)2.
Term TB,4. We have the estimate
|TB,4| = |〈Kf, g∗0B∗h∗Λ2ε−2Af〉| ≤ ‖Kf‖‖g∗0B∗h∗Λ2ε−2Af‖ .
The second norm can be estimated by writing
‖g∗0B∗h∗Λ2ε−2Af‖ ≤ ‖g∗0h∗Λ2ε−2AΛ1−2ε‖‖Λ2ε−1B∗f‖+ ‖g∗0[B∗, h∗Λ2ε−2A]f‖ .
Here, the first term can be bounded by C(‖Kf‖+ ‖f‖) because, by H2, we have B∗ ∈ Y1(Aj−1)
and so we can use the induction hypothesis. The commutator can be expanded and bounded by
power counting.
Term TB,2. We can write this term as
TB,2 = 〈Λ2ε−1hBf, (g0ReK)Λ−1Af〉+ 〈Λ2ε−1hBf, [Λ−1A, g0ReK]f〉
= 〈Λ2ε−1hBf,K2Λ−1Af〉+ 〈Λ2ε−1hBf, [Λ−1A, g0ReK]f〉
+ 〈Λ2ε−1hBf,Re(g0K +K1)Λ−1Af〉
≡M1 +M2 +M3 ,
where the second equality has been obtained using (4.13). These terms can now be estimated
separately.
Term M1. We write this term as
M1 = 〈Λ2ε−1hBf,Λ−1AK2f〉+ 〈Λ2ε−1hBf, [K2,Λ−1A]f〉 .
The first term is estimated by using
K2 ∈ Y1(A−1) ⇒ ‖K2f‖ ≤ C(‖Kf‖+ ‖f‖) ,
where the implication is a straightforward consequence of (4.16a). The second term can be esti-
mated by power counting and the induction hypothesis, using the fact that K2 ∈ Y1(A−1), so that
[K2,Λ
−1A] is bounded.
Term M2. We use the explicit form of ReK to write this term as
M2 = 〈Λ2ε−1hBf, [Λ−1A, g0](ReK)f〉
+
n∑
i=1
(〈Λ2ε−1hBf, g0X∗i [Λ−1A,Xi]f〉+ 〈Λ2ε−1hBf, g0[Λ−1A,X∗i ]Xif〉)
+ 〈Λ2ε−1hBf, g0[Λ−1A, g]f〉/2
≡M20 +
n∑
i=1
(Mi1 +Mi2) +M21 .
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The term M20 is estimated by using the explicit form of ReK to decompose it in terms of the form
|〈Λ2ε−1hBf, [Λ−1A, g0]X∗iXif〉| ≤ ‖[Λ−1A, g0]X∗i ‖‖Λ2ε−1hBf‖‖Xif‖ .
The norm ‖[Λ−1A, g0]X∗i ‖ is finite by Lemma 4.4. The terms ‖Λ2ε−1hBf‖ and ‖Xif‖ are bounded
by C(‖Kf‖ + ‖f‖), using the induction hypothesis (4.17) and the estimate (4.16a) respectively.
The terms M21 and Mi2 are estimated by power counting and the induction hypothesis. In order to
estimate the term Mi1, we have to commute once more to find
Mi1 = 〈Λ2ε−1hBf, g0[Λ−1A,Xi]X∗i f〉+
〈
Λ2ε−1hBf, g0
[
X∗i , [Λ
−1A,Xi]
]
f
〉
.
The first term is estimated by using (4.16b). The second term is estimated by expanding the double
commutator and power counting.
Term M3. We use the positivity of Re(g0K +K1) to write
|M3| =
〈(
Re(g0K +K1)
)1/2Λ2ε−1hBf, (Re(g0K +K1))1/2Λ−1Af〉
≤ |Re〈(g0K +K1)Λ2ε−1hBf,Λ2ε−1hBf〉|1/2|〈Re(g0K +K1)Λ−1Af,Λ−1Af〉|1/2
≤
√
|ReM4|+ |ReM5|
√
|M6| .
We will now estimate M4, M5 and M6 separately.
Term M4. We want to put the operator g0K to the left of f . So we write
M4 = 〈Λ−1hBg0Kf,Λ4ε−1hBf〉+ 〈[g0K,Λ2ε−1hB]f,Λ2ε−1hBf〉 ≡M41 +M42 .
The term M41 is estimated easily by using the induction hypothesis and the fact that Λ−1hBg0 is
bounded. In order to estimate M42, we use the explicit form of K to write
M42 = 〈Λ−2ε[g0X0,Λ2ε−1hB]f,Λ4ε−1hBf〉
+
n∑
i=1
(〈g0X∗i [Xi,Λ2ε−1hB]f,Λ2ε−1hBf〉+ 〈g0[X∗i ,Λ2ε−1hB]Xif,Λ2ε−1hBf〉)
+ 〈Λ−2ε[g0,Λ2ε−1hB]Kf,Λ4ε−1hBf〉
≡M40 +
n∑
i=1
(Mi3 +Mi4) +M4K .
The terms M40 and M4K are estimated by expanding the commutator and power counting. The
term Mi4 can be written as
|Mi4| = |〈Λ−2εg0[X∗i ,Λ2ε−1hB]Xif,Λ4ε−1hBf〉|
≤ ‖Λ1−4εh∗Λ2ε−1g0[X∗i ,Λ2ε−1hB]‖‖Xif‖‖Λ4ε−1Bf‖ .
It is then estimated by power counting, using moreover the induction hypothesis and the estimate
(4.16). In order to estimate the term Mi3, we have to commute once more to write
Mi3 = 〈Λ−2εg0[Xi,Λ2ε−1hB]X∗i f,Λ4ε−1hBf〉+
〈
Λ−2εg0
[
X∗i [Xi,Λ
2ε−1hB]
]
f,Λ4ε−1hBf
〉
.
The first term is estimated exactly like Mi4. The second term can then be estimated by expanding
the double commutator and power counting.
GENERALIZATION OF HO¨RMANDER’S THEOREM 33
Term M5. We write this term as
M5 = 〈Λ−1hBK1f,Λ4ε−1hBf〉+ 〈Λ−2ε[K1,Λ2ε−1hB]f,Λ4ε−1hBf〉 .
The first term is estimated using the induction hypothesis and the fact that (4.13) and (4.16) imply
K1 ∈ Y1(A−1) ⇒ ‖K1f‖ ≤ C(‖Kf‖+ ‖f‖) . (4.19)
The other term is estimated by using the fact that [K1,Λ2] ∈ Y2(A) and [K1, hB] ∈ Y1(A), which
follows from A−1 ⊂ A and thus K1 ∈ Y1(A).
Term M6. We use the explicit expression for Re(g0K +K1) to write this term as
M6 =
n∑
i=1
‖g1/20 XiΛ−1Af‖2 ≤ C
n∑
i=1
‖XiΛ−1Af‖2 .
These terms are easily estimated by putting the Xi to the left of f , using (4.16) and estimating the
commutators.
Term TB,5. This is the last term we have to estimate. Using the expression (4.13) and the positivity
of Re(g0K +K1), it can be written in the form
TB,5 =
〈(
Re(g0K +K1)
)1/2f, (Re(g0K +K1))1/2B∗h∗Λ2ε−2Af〉
+ 〈K2f, B∗h∗Λ2ε−2Af〉
≡ N1 +N2 .
These terms are now estimated separately.
Term N2. We use the Cauchy-Schwarz inequality to write
|N2| ≤ ‖K2f‖‖B∗h∗Λ2ε−2Af‖ ≡ ‖K2f‖‖N3‖ .
We can estimate N3 by writing
B∗h∗Λ2ε−2A = h∗Λ2ε−2AΛ1−2εΛ2ε−1B∗ + [B∗, h∗Λ2ε−2A] ,
and estimating the resulting terms using the induction hypothesis. We already noticed that we have
the desired estimate for ‖K2f‖.
Term N1. Using the Cauchy-Schwarz inequality, we write it as
N1 ≤ 〈f,Re(g0K +K1)f〉1/2〈Re(g0K +K1)B∗h∗Λ2ε−2Af,B∗h∗Λ2ε−2Af〉1/2
≤ C(‖Kf‖+ ‖f‖)|〈Λ−2ε(g0K +K1)B∗h∗Λ2ε−2Af,Λ2εB∗h∗Λ2ε−2Af〉|1/2
≡ C(‖Kf‖+ ‖f‖)
√
|〈f1 + f2, f3〉| ≤ C(‖Kf‖+ ‖f‖)
√
(‖f1‖+ ‖f2‖)‖f3‖ .
Estimate of ‖f3‖. We write it as
f3 = Λ
2εh∗Λ2ε−2AΛ1−4εΛ4ε−1B∗f + Λ2ε[B∗, h∗Λ2ε−2A]f .
The first term is estimated by using the recurrence hypothesis and the fact that H2 implies B∗ ∈
Y1(Aj−1). The second term is estimated by power counting and by using the fact that ε < 1/4.
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Estimate of ‖f2‖. We write it as
f2 = Λ
−2εB∗h∗Λ2ε−2AK1f + Λ
−2ε[K1, B
∗h∗Λ2ε−2A]f .
The first term is estimated using the fact that ‖K1f‖ ≤ C(‖Kf‖+ ‖f‖) and power counting. The
second term is simply estimated by power counting, and the fact that K1 ∈ Y1(A).
Estimate of ‖f1‖. We use the explicit form of K to write f1 as
f1 = Λ
−2εB∗h∗Λ2ε−2Ag0Kf + Λ
−2ε[g0X0, B
∗h∗Λ2ε−2A]f
+
n∑
i=1
(
Λ−2εg0X
∗
i [Xi, B
∗h∗Λ2ε−2A]f + Λ−2ε[g0X
∗
i , B
∗h∗Λ2ε−2A]Xif
)
≡ QK +Q0 +
n∑
i=1
(Qi,1 +Qi,2) .
These terms will now be estimated separately.
Term QK. We notice that the operator
Λ−2εB∗h∗Λ2ε−2Ag0
is bounded by power counting. This yields the desired estimate.
Term Q0. This term is bounded by C‖f‖ by power counting, noticing that g0X0 ∈ A.
Term Qi,2. This term can be estimated by power counting if we expand the commutator and use
the estimate (4.16).
Term Qi,1. We use once more the trick that consists of putting the X∗i to the left of f . We write
therefore
Qi,1 = Λ
−2εg0[Xi, B
∗h∗Λ2ε−2A]X∗i f + Λ
−2εg0
[
X∗i [Xi, B
∗h∗Λ2ε−2A]
]
f .
The first term is estimated by using (4.16b) and expanding the commutator. The second term is
estimated in a similar way by expanding the double commutator. We don’t write the resulting
terms here, because there are too much of them. They are all bounded by simple power counting
and by using Lemma 4.4. This completes the proof of estimate (4.18).
It is now straightforward to prove the theorem. Recall that R is the level up to which the Ai
are defined. We put ε = 1/4R+1, and we write:
‖Λεf‖ = 〈f,Λ2ε−2Λ2f〉 =
∑
A∈A
〈f,Λ2ε−2A∗Af〉
=
∑
A∈A
(‖Λε−1Af‖2 + 〈f, [A∗,Λ2ε−2]Af〉) .
The first term in the sum is bounded by using (4.15), the second term by simple power counting.
This finally completes the proof of Theorem 4.3.
GENERALIZATION OF HO¨RMANDER’S THEOREM 35
We next note a consequence of this theorem, namely a simple criterion to see if a quadratic
differential operator has compact resolvent. It is an easy illustration of the technique that will be
used in the sequel to show that K has compact resolvent.
4.4 Quadratic differential operators
Definition 4.5. An operator A : D(A)→ H is called accretive if it satisfies
Re〈f, Af〉 ≥ 0 , for all f ∈ D(A) .
An operator A is called quasi accretive if there exists λ ∈ R such that A + λ is accretive. It is
called strictly accretive if there exists λ > 0 such that A− λ is still accretive.
If −A is accretive, A is called dissipative. An operator A is called m-accretive if it is accre-
tive and if (A + λ)−1 exists for all λ > 0 and satisfies ‖(A + λ)−1‖ ≤ λ−1. The expressions
m-dissipative, quasi dissipative, etc. are defined similarly in an obvious way. An equivalent char-
acterization of m-accretive operators is that they are accretive with no proper accretive extension.
It is a classical result (see e.g. [Dav80]) that the quasi m-dissipative operators are precisely the
generators of quasi-bounded semi-groups. An immediate consequence is that if an operator A is
(quasi) m-accretive (m-dissipative), its adjoint A∗ is also (quasi) m-accretive (m-dissipative).
Proposition 4.6. Let H be a Hilbert space and C be a dense subset of H. Let K : D(K)→ H be
a quasi m-accretive (or quasi m-dissipative) operator and let Λ2 : D(Λ2) → H be a self-adjoint
positive operator such that C ⊂ D(Λ2). Assume moreover that C is a core for K, that Λ2 has
compact resolvent and that there are constants C > 0 and 0 < ε < 2 such that
‖Λεf‖ ≤ C(‖Kf‖+ ‖f‖) , for all f ∈ C . (4.20)
Then K has compact resolvent too.
Proof. By assumption, there exists a constant λ > 0 such that K + λ is strictly m-accretive.
Moreover, (4.20) with K replaced by K + λ holds if we change the constant C. Since C is a core
for K, a simple approximation argument shows that D(K) ⊂ D(Λε) and that (4.20) holds for
every f ∈ D(K).
This immediately implies that (K + λ)∗(K + λ) has compact resolvent. Since (K + λ) is
strictly m-accretive, it is invertible and the operator
(
(K + λ)∗(K + λ)
)−1 = (K + λ)−1((K + λ)−1)∗ ,
is compact. Moreover, we know that (K+λ)−1 is closed, so we can make the polar decomposition
(K + λ)−1 = PJ ,
with P self-adjoint and J unitary. Thus P 2 is compact. By the spectral theorem and the charac-
terization of compact operators, this immediately implies P compact, and thus also PJ compact.
Thus K has compact resolvent.
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We now consider H = L2(Rd) and F = {λI | λ ∈ R}, where I is the identity operator in H.
We define the formal expressions
xT = (x1, . . . , xd) ,
∂Tx = (∂x
1
, . . . , ∂x
d
) .
Let A : Rd → Rd be a linear map and
B = {bi ∈ Rd | i = 1, . . . , s} , C = {ci ∈ Rd | i = 1, . . . , t} ,
two vector families. Let us consider the differential operator K defined as the closure on C∞0 (Rd)
of
K = −
s∑
i=1
∂Tx bib
T
i ∂x +
t∑
j=1
xT cjc
T
j x+ x
TA∂x . (4.21)
We are interested in giving a geometrical condition on A, B and C that implies the compactness of
the resolvent of K, and therefore the discreteness of its spectrum. It is possible to prove that K is
quasi m-accretive. Just follow the proof of Proposition B.3, replacing G(x) by xTx.
We have the following result.
Proposition 4.7. A sufficient condition for the resolvent of the operator K defined in (4.21) to be
compact is that the vector families
⋃
N≥0
(AT )NB and
⋃
N≥0
ANC (4.22)
span the whole space Rn.
Remark. The intuitive meaning of this theorem is that we can apply Ho¨rmander’s criterion in both
direct and Fourier space to obtain an estimate of the form
‖Hεf‖ ≤ C(‖Kf‖+ ‖f‖) , H = −∂Tx ∂x + xTx . (4.23)
It is well known that H has compact resolvent. By Proposition 4.6, (4.23) implies that K has
compact resolvent.
Proof. We have the following relations
[xTA∂x, b
T∂x] ≡
∑
i,j,k
[xiaij∂x
j
, bk∂x
k
] =
∑
i,j,k
bk[xi, ∂x
k
]aij∂x
j
= −
∑
i,j,k
bkδkiaij∂x
j
= −bTA∂x ,
[xTA∂x, c
Tx] ≡
∑
i,j,k
[xiaij∂xj , ckxk] =
∑
i,j,k
xiaij [∂xj , xk]ck
=
∑
i,j,k
xiaijδjkck = c
TATx .
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We take g0 = 1, so we have A0 = A−1 ∪ {xTA∂x}. We construct the remaining Ai by
Bi ≡ [xTA∂x,Bi−1].
It is very easy to verify H1 and H2, because the assumptions we made on A, B and C imply that
Y1(A) contains every operator of the form bT∂x or cTx. We have moreover
(bT∂x)
∗ = −bT∂x and (cTx)∗ = cTx .
It is well-known that H3 concerning the essential self-adjointness of the Λ2 constructed in Theo-
rem 4.3 holds. Finally, it is straightforward that Λ2 satisfies Λ2 ≥ CH , where H is the “harmonic
oscillator” defined in (4.23).
This proves the validity of (4.23), and hence of the assertion.
The interested reader may verify that Proposition 4.7 is quite stable under perturbations. A
similar result indeed still holds when the coefficients bi and ci are not constants, but functions in
F0. This is precisely what was proved in [EPR99a].
5 Proof of the bound in momentum space (Proposition 2.6)
This proposition is an application of Theorem 4.3. It is just a little bit cumbersome to verify the
hypotheses of the theorem. In this section, the symbol K will again denote the operator defined in
(2.10).
We choose
F ≡ F0 ,
which is simply the set of bounded smooth functions with all their derivatives bounded. It is trivial
to check that F is an algebra of closed operators. Moreover, they are all self-adjoint. We also define
D ≡ C∞0 (X ).
In this section, we will first construct a set A according to the rules explained in Section 4.
Then we will check that H1–H3 are indeed satisfied, so we will be able to apply Theorem 4.3.
This will prove Proposition 2.6 almost immediately.
Before we start this program, we write down once again the definition of X0, as it will be used
repeatedly throughout this section:
X0 = − rL∂p
0
+ bL(rL − λ2Lq0)∂rL − rR∂pN + bR(rR − λ2RqN)∂rR
−
N∑
i=0
(
pi∂q
i
− V ′1(qi)∂pi
)
+
N∑
i=1
V ′2(q˜i)
(
∂p
i
− ∂p
i−1
)− αK .
5.1 Definition ofA
We choose an exponent α < −3/2 − ℓ/(2m) and we let g0 be the operator of multiplication by
Gα. It is clear that g0 is self-adjoint and positive. Moreover, we recall that
[X0, G
α] = αGαG−1[X0, G] ∈ F0 ,
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and so we have [X0, g0] ∈ F. The set A0 is defined as
A0 = {cL∂rL , cR∂rR , GαX0} ∪ A¯ , with A¯ =
{
aL(rL − λ2Lq0), aR(rR − λ2RqN)
}
.
Before we define the sets Ai, we need a few functions. Let i > 0 be a natural number. The
functions V (i)L and V
(i)
R are defined respectively by
V
(i)
L (q˜) = V
′′
2 (q˜i)V
′′
2 (q˜i−1) · . . . · V ′′2 (q˜1) ,
V
(i)
R (q˜) = V
′′
2 (q˜N+1−i) · . . . · V ′′2 (q˜N−1)V ′′2 (q˜N) .
It is useful to notice that
∂q
j
V
(i)
L (q˜) =


0 , if j > i ,(
V ′′′2 (q˜1)V
′′
2 (q˜1)
−1
)
V
(i)
L (q˜) , if j = 0 ,(
V ′′′2 (q˜i)V
′′
2 (q˜i)
−1
)
V
(i)
L (q˜) , if j = i ,(
V ′′′2 (q˜i)V
′′
2 (q˜i)
−1 − V ′′′2 (q˜i+1)V ′′2 (q˜i+1)−1
)
V
(i)
L (q˜) , otherwise .
(5.1)
There are symmetric relations for the derivatives of V (i)R . At this point, we use assumption A3 to
write
∂qjV
(i)
L (q˜) = fij(q˜)V
(i)
L (q˜) , fij ∈ F2m−2+ℓ . (5.2)
This implies
[GαX0, V
(i)
L (q˜)] = G
α
N∑
j=0
pjfijV
(i)
L (q˜) = fiV
(i)
L (q˜) , fi ∈ F , (5.3)
because of Proposition 3.1 and by the choice α < −3/2− ℓ/(2m). Moreover, we notice that
G2iαV
(i)
R ∈ F ,
still because of Proposition 3.1. One more thing we have to remember is (3.10), which implies for
example that there exists a function f0 ∈ F such that
[GαX0, G
β] = βf0G
β
, for any β ∈ R .
We are now ready to complete the construction of A.
5.1.1 Definition ofA1 andA2
We verify that in the case of our model, we can find functions fB and fXB in (4.9) such that
A1\A0 = {Gα∂p
0
, Gα∂p
N
} ,
A2\A1 = {G2α∂q
0
, G2α∂qN} .
Considering the elements of A1, we see that it is indeed possible to write
Gα∂p
0
= c−1L [G
αX0, cL∂rL ]−G−1(∂rLG)GαX0 +GαbL∂rL ,
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and a similar relation concerning Gα∂p
N
. The operators G−1(∂r
L
G) and GαbLc−1L belong to F, so
we succeeded to construct A1 according to (4.9).
Let us now focus on the elements of A2. We can write
G2α∂q
0
= [GαX0, G
α∂p
0
]−Gα−1(∂p
0
G)GαX0 − αf0Gα∂p
0
,
and an equivalent expression at the other end of the chain. Since Gα−1(∂p
0
G) ∈ F and f0 ∈ F, we
succeeded to construct A2 according to (4.9).
5.1.2 Definition ofA2i−1 andA2i
For i ≥ 1, these sets are defined by
A2i−1\A2i−2 = {G(2i+1)αV (i)L ∂pi, G(2i+1)αV
(i)
R ∂pN−i} ,
A2i\A2i−1 = {G(2i+2)αV (i)L ∂qi, G(2i+2)αV
(i)
R ∂qN−i} .
We repeat this construction until i = N − 1, i.e. we do not stop at the middle of the chain, but we
go on until we reach the other end. We want to check that these sets were constructed according to
(4.9). In fact, we will see that any element A of Aj\Aj−1 with j ≥ 2 can be written as
A = [GαX0, B] +D , B ∈ Aj−1 , D ∈ Y1(Aj−1) . (5.4)
We will verify this only for 2 ≤ i ≤ N − 2. We let the reader verify that (5.4) is also valid for the
remaining sets.
Let us first take j = 2i− 1 and A = G(2i+1)αV (i)L ∂pi . We choose B = G2iαV
(i−1)
L ∂qi−1 ∈ Aj−1
and write
[GαX0, B] = fi−1G
2iαV
(i−1)
L ∂qi−1 −G2iαV
(i−1)
L G
−1(∂qi−1G)G
αX0
+ 2iαf0B +G
(2i+1)αV
(i−1)
L [X0, ∂qi−1 ] .
The first three terms belong to Y1(A2i−2) and can thus be absorbed into D. The last term can be
written as
G(2i+1)αV
(i−1)
L [X0, ∂qi−1 ] = G
2α
(
V ′′1 (qi−1) + V
′′
2 (q˜i) + V
′′
2 (q˜i−1)
)
G(2i−1)αV
(i−1)
L ∂pi−1
+G4αV ′′2 (q˜)V
′′
2 (q˜)G
(2i−3)αV
(i−2)
L ∂pi−2
+G(2i+1)αV
(i)
L ∂pi .
The first two terms also belong to Y1(A2i−2), so they can be absorbed into D as well. The remain-
ing term is
G(2i+1)αV
(i)
L ∂pi = A ,
thus we have verified that A can be written as in (5.4). The procedure to get the symmetric term
from the other end of the chain is similar.
We take now j = 2i and A = G(2i+2)αV (i)L ∂qi . We choose B = G
(2i+1)αV
(i)
L ∂pi ∈ Y1(Aj−1)
and write
[GαX0, B] = fiG
(2i+1)αV
(i)
L ∂pi +G
(2i+1)αV
(i)
L G
−1(∂piG)G
αX0
+ (2i+ 1)αf0B +G
(2i+2)αV
(i)
L ∂qi .
The first three terms belong to Y1(A2i−1) and can be absorbed into D, so we verified that every
element of A can indeed be written as in (4.9).
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5.2 Verification of the hypotheses and proof
In order to be able to apply Theorem 4.3, we verify the hypotheses H1–H3.
Verification of H2. We want to check that A ∈ Aj implies A∗ ∈ Y1(Aj). By Proposition 3.1, we
can easily verify that A\A¯ ⊂ L0. But we know that
A ∈ L0 ⇒ A∗ = −A + g ,
and so H2 holds for A\A¯. The elements of A¯ being self-adjoint, H2 holds trivially.
Verification of H3. The operator Λ2 can be written as
Λ2 = −
∑
i,j
∂iaij(x)∂j + V (x) .
It is well-known that if aij and V are sufficiently nice, such operators are essentially self-adjoint
on C∞0 (X ) (see e.g. [Agm82, Thm. 3.2]).
Verification of H1. Let us define L0 ⊂ L as the set of first-order differential operators with
coefficients in F0. We first verify that
A ∈ A , f ∈ F ⇒ [A, f ] ∈ F .
This is trivial, noticing that A ⊂ L0 ∪ A¯ and [L0,F] = [A¯,F] = {0}.
We now verify that
A ∈ A ⇒ A∗ ∈ Y1(A) .
This is also trivial, because A ∈ L0 ⇒ A∗ = −A + g, with g ∈ F0. Moreover, the elements of A¯
are self-adjoint.
Finally, we want to verify that
A,B ∈ A ⇒ [A,B] ∈ Y1(A) .
This is a little bit longer to verify.
Concerning the commutators of the elements of A¯ with the other elements of A, the statement
follows easily from the fact that if F : Rn → R is linear and A ∈ L0, then [A, F ] ∈ F0 ≡ F.
Moreover, the commutator between two multiplication operators vanishes.
Concerning the commutators between the ∂r and the other elements, we notice that they com-
mute with the functions V (i)L (q˜) and V
(i)
R (q˜). Moreover, we have for example
[∂r
L
, Gγ] = γ
(
G−1[∂r
L
, G]
)
Gγ , if γ ∈ R ,
and G−1[∂rL , G] belongs to F. It is straightforward to verify that this implies the desired statement.
Concerning the commutators of GαX0 with the other elements ofA, the statement has already
been verified by the construction of A for every operator, but those in A2N−2\A2N−3. These
operators are of the form
A = G2NαV
(N−1)
R ∂q1 ,
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and a similar term at the other end of the chain. We can make a computation very similar to the
one we made when we constructed A2i−1, to show that
[GαX0, A] = G
(2N+1)αV
(N)
R ∂p0 + C , C ∈ Y1(A) .
But G2NαV (N)R ∈ F, so [GαX0, A] ∈ Y1(A). It remains therefore only to verify the statement for
commutators between elements of A\A0. We can divide these commutators in three classes.
Both operators contain a ∂p. We notice that these operators can all be written in the form
GαiWi(q)∂pi . The commutator between two such elements is given by
[GαiWi(q)∂pi, G
αjWj(q)∂pj ] = G
−1(∂piG)G
αiWi(q)G
αjWj(q)∂pj
−G−1(∂pjG)G
αjWj(q)G
αiWi(q)∂pi .
Both terms belong to Y1(A), because G−1(∂pG) ∈ F.
One operator contains a ∂p, one contains a ∂q. Let us compute the commutator between
G(2i+2)αV
(i)
L ∂qi and G
(2j+1)αV
(j)
L ∂pj . We have
[G(2i+2)αV
(i)
L ∂qi , G
(2j+1)αV
(j)
L ∂pj ] = G
(2i+2)αV
(i)
L (∂qiG)G
−1G(2j+1)αV
(j)
L ∂pj
+G(2i+1)αV
(i)
L (∂piG)G
−1G(2i+2)αV
(i)
L ∂qi
+G2iαV
(i)
L G
2αfijG
(2j+1)αV
(j)
L ∂pj .
All those terms belong to Y1(A). The computation is similar if we take for example
G(2j+1)αV
(j)
R ∂pN−j
instead of G(2j+1)αV (j)L ∂pj .
Both operators contain a ∂q. The computation is similar to the preceding case and is left to the
reader.
It is now easy to give the
Proof of Proposition 2.6. We have just verified that the hypotheses of Theorem 4.3 are satisfied.
We apply it, so we have the estimate
‖∆˜εf‖ ≤ C(‖Kf‖+ ‖f‖) ,
where ∆˜ is given by
∆˜ = 1 +
∑
A∈A
A∗A .
It is easy to see that ∆˜ has exactly the form (2.12). This completes the proof of Proposition 2.6.
42 PROOF OF THEOREM 2.4
6 Proof of Theorem 2.4
It is now possible to prove that the operator K has compact resolvent, which is one of the main
results of this paper. Before we start the proof itself, we need two preliminary results. The first
one states
Lemma 6.1. Let ∆˜ be the closure in L2(Rn) of the operator acting on C∞0 (Rn) as
∆˜ =
N¯∑
i=1
L∗iLi + a0 ,
where the Li are smooth vector fields with bounded coefficients spanning Rn at every point and a0
is a smooth positive function.
Let V : Rn → Rn be a continuous function such that for every constant C > 0, there exists
a compact KC ⊂ Rn with the property that V (x) > C for every x ∈ Rn\KC . We moreover
assume that V (x) ≥ 1. Define the operator H as the closure in L2(Rn) of the operator acting on
f ∈ C∞0 (Rn) as (
Hf
)
(x) =
(
∆˜f
)
(x) + V (x)f(x) .
Then the operator H is self-adjoint.
Suppose V and the Li are such that the function
2a0V +
N¯∑
i=1
(
(L∗i + Li)[Li, V ]−
[
Li, [Li, V ]
]) (6.1)
is bounded. We then have the estimate
〈f,Hεf〉 ≤ 〈f, ∆˜εf〉+ 〈f, V εf〉+ C〈f,Hε−1f〉 , 0 < ε < 1 , (6.2)
which holds for any f ∈ C∞0 (Rn).
Proof. The result concerning the self-adjointness of H and of ∆˜ is classical, we will not prove it
here. The interested reader can find a proof in [Agm82, Thm. 3.2].
We use the fact that if T is a strictly positive self-adjoint operator and α = 1 − ε ∈ (0, 1), we
can write
T−α = Cα
∫
∞
0
z−α(z + T )−1 dz , Cα =
sin(πα)
π
,
and thus
T ε = Cα
∫
∞
0
zε−1
T
z + T
dz .
Moreover, a core of T is again a core of T ε, so (6.2) makes sense. For a proof of these statements,
see [Kat80, §V.3]. This allows us to write inequality (6.2) as∫
∞
0
zε−1
〈
f,
H
z +H
f
〉
dz ≤
∫
∞
0
zε−1
〈
f,
∆˜
z + ∆˜
f
〉
dz +
∫
∞
0
zε−1
〈
f,
V
z + V
f
〉
dz
+ C
∫
∞
0
zε−1
〈
f,
1
z +H
f
〉
dz .
(6.3)
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In order to prove (6.3), let us first show that the operator ∆˜V + V ∆˜ is lower bounded. This is an
immediate consequence of (6.1) and the equality
L∗iLiV + V L
∗
iLi = 2L
∗
iV Li + (Li + L
∗
i )[Li, V ]−
[
Li, [Li, V ]
]
,
which is easily verified, using the fact that Li + L∗i is simply a function. Therefore, there exists a
constant C > 0 such that
〈
g, (∆˜V + V ∆˜)g
〉
+ C〈g, g〉 ≥ 0 , ∀g ∈ C∞0 (Rn) .
Since H ≥ 1 in the sense of quadratic forms, we find
〈
g, (∆˜V + V ∆˜)g
〉
+ C〈g, (z +H)g〉 ≥ 0 ,
which holds for every z ≥ 0. Since ∆˜ and V are positive self-adjoint operators, this immediately
implies
〈
g, V
∆˜
z + ∆˜
V g
〉
+
〈
g, ∆˜
V
z + V
∆˜g
〉
+
〈
g, (∆˜V + V ∆˜)g
〉
+ C〈g, (z +H)g〉 ≥ 0 . (6.4)
We can easily check the following identities
V ∆˜(z + ∆˜)−1V + ∆˜V = (z +H)∆˜(z + ∆˜)−1V ,
∆˜V (z + V )−1∆˜ + V ∆˜ = (z +H)∆˜(z + V )−1∆˜ .
Inserting this in (6.4), we get
〈
g, (z +H)
(
∆˜(z + ∆˜)−1V + V (z + V )−1∆˜
)
g
〉
+ C〈g, (z +H)g〉 ≥ 0 ,
and thus
〈
g, (z +H)Hg
〉 ≤ 〈g, (z +H)(H + ∆˜(z + ∆˜)−1V + V (z + V )−1∆˜)g〉+ C〈g, (z +H)g〉 .
We can check the equalities
∆˜(z + ∆˜)−1V + ∆˜ = ∆˜(z + ∆˜)−1(z +H) ,
V (z + V )−1∆˜ + V = V (z + V )−1(z +H) ,
which allow us to write
〈
g, (z +H)Hg
〉 ≤ 〈(z +H)g, (∆˜(z + ∆˜)−1 + V (z + V )−1)(z +H)g〉+ C〈g, (z +H)g〉 .
Let us define f ≡ (z +H)g. This immediately yields the estimate
〈
f,
H
z +H
f
〉
≤
〈
f,
∆˜
z + ∆˜
f
〉
+
〈
f,
V
z + V
f
〉
+ C
〈
f,
1
z +H
f
〉
, (6.5)
which holds for any f inW ≡ (z+H)C∞0 (Rn). But we know that C∞0 (Rn) is a core forH , therefore
W is dense in L2(Rn). Since the operators appearing in (6.5) are all bounded, the inequality (6.5)
holds for every f ∈ L2(Rn) and thus in particular also for f ∈ C∞0 (Rn). This implies the wanted
estimate (6.3).
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The second result we want to use is
Proposition 6.2. Let ∆˜, V and H be as in Lemma 6.1. Then H has compact resolvent.
Proof. We know that ∆˜ is a positive self-adjoint operator, so
T = (∆˜ + 1)−1
exists and ‖T‖ ≤ 1. The proof of compactness is a modification of the standard proof of the same
theorem with ∆˜ replaced by the true Laplacean ∆, which can be found e.g. in [Agm82]. It is
based on the fact that if χ is a function with compact support, then the multiplication operator χ is
relatively compact with respect to ∆˜. We want to prove that χT is a compact operator, i.e. that the
closure of
Y = {χTf | f ∈ C∞0 (Rn) and ‖f‖ ≤ 1}
is compact.
Let us define K = suppχ. By hypothesis, K is compact. Moreover, we have Y ⊂ C∞0 (K). It
is well-known that if K is a compact domain of Rn, then the set
{u ∈ C∞0 (K) | ‖u‖ ≤ 1; 〈u,∆u〉 ≤ 1}
is compact (see e.g. [RS80, Thm. XIII.73]). This implies that Y is compact if we are able to prove
that there are strictly positive constants ε, c1 and c2 such that u ∈ Y implies
‖u‖ ≤ c1 and 〈u,∆u〉 ≤ c2 .
We take any element u in Y and write it as u = χTf . We have
‖u‖ ≤ ‖χ‖∞ ‖T‖ ‖f‖ ≤ c1 .
Recall that we assumed the vector fields Li appearing in the construction of ∆˜ span Rn at any point
and that a0 is a strictly positive function. Together with the compactness of the support of u, this
implies that there are constants C and k1 such that
|〈u,∆u〉| ≤ C|〈u, ∆˜u〉| = C|〈u, ∆˜χTf〉| ≤ C‖u‖‖∆˜χTf‖
≤ C‖χ∆˜Tf‖+ C‖[∆˜, χ]Tf‖ ≤ k1 + C‖[∆˜, χ]Tf‖ ,
(6.6)
where the last inequality is a consequence of T = (1+ ∆˜)−1. We therefore only need to bound the
term containing the commutator of ∆˜ and χ. Explicit calculation yields
[∆˜, χ] =
N¯∑
i=1
(
−2[Li, χ]Li +
[
Li, [Li, χ]
]
+ (L∗i + Li)[Li, χ]
)
≡
N¯∑
i=1
ηiLi + η0 ,
where the ηi are bounded functions with supp ηi ⊂ K. So the only terms that remain to be bounded
are of the form ‖ηiLiTf‖. As ηi is bounded, it is enough to bound ‖LiTf‖. We have
‖LiTf‖2 = 〈Tf, L∗iLiTf〉 ≤ 〈Tf, ∆˜Tf〉 ≤ ‖f‖2 . (6.7)
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This completes the proof of the statement about the relative compactness of χ.
This implies that we can add to H any function with compact support without changing its
essential spectrum (see [RS80, Thm. XIII.14]). But the assumption we made concerning V and
the positivity of ∆˜ imply that for any constant C, we can raise the spectrum of H + χ above C by
taking for χ a smooth function satisfying
χ(x) =
{
C x ∈ KC ,
0 d(x,KC) > 1 .
Therefore, the essential spectrum of H is empty and thus H has compact resolvent.
It is now easy to give the
Proof of Theorem 2.4. By Proposition 2.5 and 2.6, we can choose a constant ε small enough to
have, for every f ∈ C∞0 (X ), the estimate
‖∆˜εf‖ ≤ C(‖Kf‖+ ‖f‖) and ‖Gεf‖ ≤ C(‖Kf‖+ ‖f‖) .
We moreover define
H ≡ ∆˜ +G . (6.8)
By the proof of Proposition 2.6, we see that the assumptions of Lemma 6.1 are satisfied. We can
thus write
‖Hεf‖2 = 〈f,H2εf〉 = 〈f, (∆˜ +G)2εf〉 ≤ 〈f, ∆˜2εf〉+ 〈f,G2εf〉+ C‖f‖2
≤ ‖∆˜εf‖2 + ‖Gεf‖2 + C‖f‖2 ≤ C(‖Kf‖+ ‖f‖)2 .
Because G is confining, we can apply Proposition 6.2 to see that H , and therefore also Hε, have
compact resolvent. Therefore Corollary 4.6 applies, showing that K has compact resolvent.
Remark 1. The proof still works under slightly weaker assumptions. The coupling between the
ends of the chain and the heat baths does not have to be of the dipolar type. It is enough for
example that FL and FR belong to some Fβ with β < n. Moreover, the potentials V1 and V2 can
be different for each particle. We only have to impose that assumptions A1–A3 can be satisfied for
every particle with the same constants ℓ, m and n.
Remark 2. Throughout this paper, we restricted ourselves to the one-dimensional case, i.e. each
particle had only one degree of freedom. It is not very hard to generalize the results of this paper
to the d-dimensional case. It is straightforward to generalize assumptions A1 and A2, where V ′ is
now a vector. In assumption A3, the inverse of V ′′2 has to be read as the inverse matrix. A matrix
or vector-valued function is said to belong to Fβ if each of its components belong to Fβ.
The only point that could cause some trouble is the expression (5.1), because the V ′′2 (q˜j) are
now matrices which do not commute, so the expression for ∂q
j
V
(i)
L (q˜) will show terms of the form
V ′′2 (q˜i)V
′′
2 (q˜i−1) · . . . · V ′′′2 (q˜j) · . . . · V ′′2 (q˜1) ,
where V ′′′2 is a trilinear form. Such a term can we written as
V ′′2 (q˜i)V
′′
2 (q˜i−1) · . . . · V ′′′2 (q˜j)V ′′2 (q˜j+1)−1 · . . . · V ′′2 (q˜i)−1V (i)L .
If we want to get expressions similar to (5.2) and (5.3), we have to make |α| very big (of the order
of N), but this is not a problem.
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Remark 3. One important assumption was that m > n, in other words, the interparticle coupling
is stronger at infinity than the single particle potential. If this is not satisfied, our proof does not
work. There could be some physical reason behind this. If a stationary state exists, this means that
even if the chain is in a state of very high energy, the mean time to reach a region with low energy
is finite (see e.g. [Has80]). But if m < n, the relative strength of the coupling versus the one-body
potential goes to zero at high energy. The consequence is that there is almost no energy transmitted
between particles. Since the only points where dissipation occurs are the ends of the chain, we see
that the higher the energy of the chain is, the slower this energy will be dissipated. Probably this is
not sufficient to destroy the existence of a stationary state, but it could explain why the proof does
not work in this situation. It is even possible that this phenomenon destroys the compactness of
the resolvent of K.
7 The invariant measure
This section is devoted to the proof of Theorem 2.7. Throughout this section, we denote by T t
the semi-group generated by the system of stochastic differential equations (2.7). We also assume
that A1–A3 are satisfied, so Proposition 2.5 and 2.6 hold, as well as Theorem 2.4. The proof
of Theorem 2.7 is divided into three separate propositions, showing respectively the following
properties of the invariant measure µ:
(i) Existence and smoothness.
(ii) Decay properties.
(iii) Uniqueness and strict positivity.
Proposition 7.1. If Assumptions A1–A3 are satisfied, the Markov process given by (2.7) possesses
an invariant measure µ. It has a density h, which is a C∞ function on R2N+4.
Proof. By Theorem 2.4, we know that K has compact resolvent. This implies also the compact-
ness of the resolvent of LH and thus of L0. Since G grows algebraically at infinity, we see that
the constant function 1 belongs to H0. Moreover, we notice that L01 = 0, thus the operator L0
has an eigenvalue 0, which is isolated because of the compactness of its resolvent. This in turn
implies that L∗0 also has an isolated eigenvalue 0. We denote the corresponding eigenvector by g
and normalize it so that 〈g, 1〉H
0
= 1. Since L∗0 is hypoelliptic, g must be C∞.
Assume first that g ≥ 0. We then define
h(p, q, r) = Z−10 g(p, q, r)e
−2β
0
G
, (7.1)
where Z0 is the normalization constant appearing in the definition ofH0. Set µ(dx) = h(x) dx; we
want to check that µ is the invariant measure we are looking for. Notice that µ(dx) is a probability
measure because
∫
µ(dx) = Z−10
∫
e−2β0G(x)g(x) dx = 〈g, 1〉H
0
= 1 .
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Let A be a Borel set of R2N+4. Then the characteristic function χA of A belongs to H0. We have(
(T t)∗µ)(A) =
∫ (T tχA)(x)µ(dx) = Z−10
∫
e−2β0G(x)g(x)
(T tχA)(x) dx
= Z−10
∫
e−2β0G(x)
(
(T t0 )∗g
)
(x)χA(x) dx = µ(A) ,
thus µ is an invariant measure for the Markov process defined by (2.7).
The argument showing that it was indeed justified to assume g positive can be taken over from
[EPR99a, Prop. 3.6].
We next turn to the decay properties of the invariant measure h. We first introduce a convenient
family of Hilbert spaces.
Definition 7.2. Choose γ ∈ R. We define the Hilbert space W (γ) as
W (γ) ≡ L2(X , G2γ(x) dx) = D(Gγ) .
We will denote by 〈·, ·〉(γ) and ‖ · ‖(γ) the corresponding scalar product and norm. We also define
W (∞) ≡
⋂
γ>0
W (γ) ,
which is the set of all functions that decay at infinity faster than any polynomial.
We already know that h is a C∞ function, so we want to show that it is possible to write
h(p, q, r) = h˜(p, q, r)e−β0G(p,q,r) , h˜ ∈ W (∞) .
The function h˜ being an eigenfunction of the operator K, the decay properties of the invariant
measure are a consequence of the following result.
Proposition 7.3. The eigenfunctions of K and K∗ belong to C∞(X ) ∩W (∞).
We will show Proposition 7.3 only for the eigenfunctions of K. It is a simple exercise left
to the reader to retrace the proof for the eigenfunctions of K∗. We already know that K and K∗
are hypoelliptic, so their eigenfunctions belong to C∞(X ). It remains to be proven that they also
belong to W (∞).
To prove the proposition, we will show the implication
f ∈ W (γ) and Kf ∈ W (γ) ⇒ f ∈ W (γ+ε) , (7.2)
which immediately implies that the eigenvectors of K belong to W (∞). For this purpose, we
introduce the family of operators Kγ defined by
Kγ : D(Kγ)→W (γ)
f 7→ Kf ,
where D(Kγ) is given by
D(Kγ) = {f ∈ W (γ) | Kf ∈ W (γ)} .
The expression Kf has to be understood in the sense of distributions.
We have the following preliminary result.
Lemma 7.4. C∞0 (X ) is a core for Kγ .
Proof. The proof uses the tools developed in Appendix B and is postponed to Appendix C.
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The key lemma for the proof of Proposition 7.3 is the following.
Lemma 7.5. There are an ε > 0 and constants Cγ > 0 such that for every γ > 0 and every
u ∈ D(Kγ), the relation
‖Gεu‖2(γ) ≤ Cγ
(‖Kγu‖2(γ) + ‖u‖2(γ)) (7.3)
holds.
Proof. Since we know that C∞0 (X ) is a core for Kγ , it suffices to show (7.3) for u ∈ C∞0 (X ). Let
L be the first-order differential operator associated to a divergence-free vector field. Then we have
for f, g ∈ C∞0 ,
〈Lf, g〉(γ) = −〈f, LG2γg〉 = −〈f,G2γLg〉 − 2γ〈f,G2γG−1(LG)g〉
= −〈f, Lg〉(γ) − 2γ〈f,G−1(LG)g〉(γ) .
We write this symbolically as
L∗γ = −Lγ − 2γG−1(LG) .
We can use the latter equality to show that there are constants c(1)γ and c(2)γ such that
−(Lγ)
2 + (L∗γ)
2
2
= L∗γLγ + c
(1)
γ G−2(LG)2 + c
(2)
γ G−1(L2G) .
Using the explicit form of K, this in turn yields the useful relation
Re〈u,Ku〉(γ) = c2L‖∂rLu‖2(γ) + c2R‖∂rRu‖2(γ)
+ a2L‖(rL − λLq0)u‖2(γ) + a2R‖(rR − λRqN)u‖2(γ) + 〈u, fKu〉(γ) ,
(7.4)
where fK is some bounded function.
We now have the tools to prove the validity of (7.3). We use Proposition 2.5 to write
‖u‖2(γ+ε) = ‖GεGγu‖2 ≤ C(‖KGγu‖2 + ‖Gγu‖2)
≤ C(‖GγKu‖2 + ‖[K,Gγ]u‖2 + ‖Gγu‖2) .
An explicit computation yields
[K,Gγ]u = Gγ
(
fL ∂rL + fR ∂rR + f0
)
u ,
for some smooth bounded functions fL, fR and f0. We are thus able to write
‖u‖2(γ+ε) ≤ C
(‖Ku‖2(γ) + ‖u‖2(γ) + c2L‖∂rLu‖2(γ) + c2R‖∂rRu‖2(γ)
)
. (7.5)
Using (7.4), we can write
c2L‖∂rLu‖2(γ) + c2R‖∂rRu‖2(γ) ≤ |Re〈u,Ku〉(γ)|+ C‖u‖2(γ)
≤ C(‖Ku‖2(γ) + ‖u‖2(γ)) .
This, together with (7.5), completes the proof of the assertion.
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Proof of Proposition 7.3. Lemma 7.5 immediately shows that D(Kγ) ⊂W (γ+ε) for every γ > 0.
This proves the assertion (7.2).
Let f be an eigenfunction of K. We know that f ∈ L2(X ) and, because it is an eigenvector of
K, we have Kf ∈ L2. Thus, by (7.2), f ∈ W (ε). Of course Kf ∈ W (ε) as well, so f ∈ W (2ε).
This can be continued ad infinitum, and so we have f ∈ W (∞), which is the desired result.
Finally, we want to show the strict positivity and the uniqueness of the invariant measure.
The proof of this result will only be sketched, as it simply retraces the proof of Theorem 3.6 in
[EPR99b].
Proposition 7.6. The density h of the invariant measure µ is a strictly positive function. Moreover,
the invariant measure is unique.
Sketch of proof. The idea is to show that the control system associated with the stochastic differ-
ential equation (2.7) is strongly completely controllable. This means that, given an initial condition
x0, a time τ and an endpoint xτ , it is possible to find a realization of the Wiener process w such that
ξ(τ ; x0, w) = xτ . The main assumption needed to show that is that the gradient of the two-body
potential is a diffeomorphism. This is ensured by assumption A3.
The consequence is that, for every time τ , every initial condition x0 and every open set U , the
transition probability P (τ, x0, U) is strictly positive. Because µ is invariant, we have
µ(U) =
∫
P (t, x, U)µ(dx) > 0 .
This implies the strict positivity of h. Uniqueness follows from an elementary ergodicity argument.
A Proof of Lemma 4.4
Throughout this appendix, we will make use of the same notations as in Section 4, i.e.H = L2(Rn),
D = C∞0 (Rn) and D is the set of differential operators with smooth coefficients.
Moreover,A denotes some finite subset of D and is identified with closed operators onH. The
operator Λ2 is defined as
Λ2 ≡ 1 +
∑
A∈A
A∗A . (A.1)
We will moreover assume that H1 and H3 concerning A and F holds, i.e. A,B ∈ A and f ∈ F
imply
[A,B] ∈ Y1(A) , A∗ ∈ Y1(A) , [A, f ] ∈ F . (A.2)
In order to prepare the proof of Lemma 4.4, we need a few auxiliary results.
Lemma A.1. Let A, F, D and Λ be as above and assume H1 and H3 hold. Then, if A ∈ Yj
F
(A),
the operator AΛ−j is bounded.
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The proof of this lemma will be a consequence of
Lemma A.2. Let A, F, D and Λ be as above and assume H1 and H3 hold. Then, if A1, A2 ∈ A,
the operators A1Λ−1 and A1A2Λ−2 are bounded.
Proof. Let us show first that A1Λ−1 is bounded. Since D is a core for Λ, it suffices to show that
there is a constant C such that
‖A1f‖2 ≤ C‖Λf‖2 ∀ f ∈ D .
This is an immediate consequence of
‖Λf‖2 = ‖f‖2 +
∑
A∈A
‖Af‖2 .
In order to show that A1A2Λ−2 is bounded, we will show that there are constants τ and C such that
‖A1A2f‖2 ≤ C‖Λ2f + (τ − 1)f‖2 . (A.3)
We can write the following equality
‖(Λ2 − 1)f + τf‖2 = τ 2‖f‖2 + 2τ
∑
A∈A
‖Af‖2 +
∑
A,B∈A
〈f, A∗AB∗Bf〉
= τ 2‖f‖2 + 2τ
∑
A∈A
‖Af‖2 +
∑
A,B∈A
(‖ABf‖2 + 〈f, [A∗A,B∗]Bf〉) .
We can write the operator intervening in the last term as
[A∗A,B∗]B = A∗[A,B∗]B + [B,A]∗AB .
Because of H1, this implies that there are positive constants CABC such that
‖(Λ2 − 1)f + τf‖2 ≥ τ 2‖f‖2 + 2τ
∑
A∈A
‖Af‖2 +
∑
B,C∈A
‖BCf‖2
−
∑
A,B,C∈A
CABC‖Af‖‖BCf‖ .
If we use now
2xy ≤ x2s2 + y
2
s2
x, y ≥ 0 , s > 0 ,
we see that we can choose τ big enough to have
‖(Λ2 − 1)f + τf‖2 ≥ τ 2‖f‖2 + 1
2
∑
A∈A
‖Af‖2 + 1
2
∑
B,C∈A
‖BCf‖2 .
This immediately implies (A.3).
PROOF OF LEMMA 4.4 51
This lemma can now be used to prove Lemma A.1.
Proof of Lemma A.1. We want to show that A ∈ Y iF(A) implies AΛ−i bounded. We already
treated the cases i = 1 and i = 2. For the other cases, we proceed by induction. Let us fix j > 2
and assume the assertion has been proved for i < j. Then the operators of the form
A1A2 · . . . · AjΛ−j Ai ∈ A , (A.4)
are bounded. We distinguish two cases.
j = 2n. We write the operator of (A.4) as
A1A2Λ
−2 · Λ2A3A4Λ−4 · . . . · Λ2n−1A2n−2A2nΛ−2n .
We show that operators of the form
Λ2m−2ABΛ−2m A,B ∈ A , m ≤ n ,
are bounded. We write
Λ2m−2ABΛ−2m = ABΛ−2 + [Λ2m−2, AB]Λ−(2m−1)Λ−1 .
The first term is bounded by Lemma A.2. The second term is bounded by noticing that
[Λ2m−2, AB] ∈ Y2m−1F (A) and using the induction hypothesis.
j = 2n+ 1. We write the operator of (A.4) as
A1A2Λ
−2 · Λ2A3A4Λ−4 · . . . · Λ2nA2n+1Λ−2n−1 .
The first terms are bounded exactly the same way as before. Concerning the last term, we
have
Λ2nA2n+1Λ
−2n−1 = A2n+1Λ
−1 + [Λ2n, A2n+1]Λ
−2nΛ−1 ,
which is bounded by Lemma A.2 and the induction hypothesis, noticing that the commu-
tator belongs to Y2n(A).
This completes the proof of the lemma.
We need another result from [EPR99a].
Lemma A.3. Let {A(z)} ⊂ B(H) be a family of uniformly bounded operators, Λ ≥ 1 a self-
adjoint operator and let F (λ, z) be a real, positive bounded function. Then
∥∥∥∥
∫
∞
0
A(z)F (Λ, z)f dz
∥∥∥∥ ≤ sup
y≥0
‖A(y)‖‖f‖
∫
∞
0
sup
λ≥1
F (λ, z) dz , ∀ f ∈ H . (A.5)
If furthermore A = A(z) is independent of z, one has the bound
∥∥∥∥
∫
∞
0
AF (Λ, z)f dz
∥∥∥∥ ≤ ‖A‖‖f‖ sup
λ≥1
∫
∞
0
F (λ, z) dz , ∀ f ∈ H . (A.6)
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Lemma A.4. Let Λ, F and A be as above and assume H1 and H3 hold. If X ∈ YjF(A), then the
operators
ΛβXΛγ with β + γ ≤ −j
are bounded.
If Y ∈ L is such that [Y,Λ2] ∈ Yj
F
(A), then the operators
Λβ[Λα, Y ]Λγ with α + β + γ ≤ 2− j
are bounded.
If X, Y ∈ L are such that
[X,Λ2] ∈ Yj
F
(A) , [Y,Λ2] ∈ YkF(A) and
[
[Λ2, X ], Y
] ∈ Yj+k−2
F
(A) ,
then the operators
Λβ
[
[Λα, X ], Y
]
Λγ with α + β + γ ≤ 4− j − k
are bounded.
Proof. Let us prove the first assertion. The case γ = 0 is handled by noticing that
ΛβX = Λβ+j
(
X∗Λ−j
)∗
,
and that both operators of the latter product are bounded by Lemma A.1. The case β = 0 is handled
in the same way by considering the adjoint.
The proof for the other cases follows exactly [EPR99a]. We will demonstrate the techniques
involved by proving the third assertion, assuming the first two assertions hold. The second assertion
can be proved in a similar way without using the third one.
We will first assume that α ∈ (−2, 0). In this case, we can write (see e.g. [Kat80, § V.3.11])
Λα = Cα
∫
∞
0
zα/2(z + Λ2)−1 dz , Cα = −
sin(πα/2)
π
. (A.7)
We notice moreover that it is possible to write
[
[(z + Λ2)−1, X ], Y
]
= (z + Λ2)−1
[
[Λ2, X ], Y
]
(z + Λ2)−1
+ (z + Λ2)−1[Λ2, X ](z + Λ2)−1[Λ2, Y ](z + Λ2)−1
+ (z + Λ2)−1[Λ2, Y ](z + Λ2)−1[Λ2, X ](z + Λ2)−1 .
(A.8)
If we substitute the expression (A.7) in Λβ[[Λα, X ], Y ]Λγ and use (A.8), we get three terms, which
we call T1, T2 and T3, and which will be estimated separately.
Term T1. This term is given by
T1 = Cα
∫
∞
0
zα/2
Λβ
z + Λ2
[
[Λ2, X ], Y
] Λγ
z + Λ2
dz .
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We define B =
[
[Λ2, X ], Y
] ∈ Yj+k−2(A) and write
T1 = Cα
∫
∞
0
zα/2ΛβB
Λγ
(z + Λ2)2
dz + Cα
∫
∞
0
zα/2
Λβ
z + Λ2
[Λ2, B]
Λγ
(z + Λ2)2
dz
≡ Cα
(
T11 + T12
)
.
The term T11 is estimated by writing, for any f ∈ H,
‖T11f‖ =
∥∥∥∥ΛβBΛ2−j−k−β
∫
∞
0
zα/2
Λγ+β+j+k−2
(z + Λ2)2
f dz
∥∥∥∥
≤ ‖f‖∥∥ΛβBΛ2−j−k−β∥∥ sup
λ≥1
∫
∞
0
zα/2
λγ+β+j+k−2
(z + λ2)2
dz
= ‖f‖∥∥ΛβBΛ2−j−k−β∥∥ sup
λ≥1
∫
∞
0
sα/2
λα+γ+β+j+k−4
(s+ 1)2
ds .
Since the assumption yields B ∈ Yj+k−2(A), the norm is bounded. The integral is also bounded
because, by assumption, we have α + γ + β ≤ 4− j − k.
To bound T12, we observe that [Λ2, B] ∈ Yj+k−1(A). Using (A.6), we find the bound
‖T12f‖ =
∥∥∥∥
∫
∞
0
zα/2
Λβ
z + Λ2
[Λ2, B]Λ3−j−k−β
Λγ+β+j+k−3
(z + Λ2)2
f dz
∥∥∥∥
≤ ‖f‖ sup
y>0
∥∥∥ Λβ
y + Λ2
[Λ2, B]Λ3−j−k−β
∥∥∥
∫
∞
0
zα/2 sup
λ≥1
λγ+β+j+k−3
(z + λ2)2
dz .
This expression is bounded when α + β + γ ≤ 4 − j − k and α ∈ (−2, 0). This can be seen by
making as before the substitution z 7→ λ2s.
Before we go on, we introduce the notation Λz ≡ (z + Λ2)−1.
Term T2. This term is given by
T2 = Cα
∫
∞
0
zα/2
Λβ
z + Λ2
A
1
z + Λ2
B
Λγ
z + Λ2
dz ,
where we defined
A = [Λ2, X ] and B = [Λ2, Y ] .
Since [Λz, B] = Λz[B,Λ2]Λz, the term appearing under the integral can be written as
ΛβΛzAΛzBΛzΛ
γ = ΛβΛzABΛ
2
zΛ
γ + ΛβΛzAΛz[B,Λ
2]Λ2zΛ
γ .
According to this, the term T2 is split into two terms T21 and T22. We have
‖T21f‖ ≤ ‖f‖ sup
y>0
∥∥ΛβΛyABΛ−β−j−k∥∥
∫
∞
0
sα/2 sup
λ≥1
λα+β+γ+j+k−4
(s+ 1)2
ds .
The integral is bounded by hypothesis. The norm is also bounded, because AB ∈ Yj+k(A). For
the second term, we have
‖T22f‖ ≤ ‖f‖ sup
y>0
∥∥ΛβΛyAΛy[Λ2, B]Λ−β−j−k∥∥
∫
∞
0
sα/2 sup
λ≥1
λα+β+γ+j+k−4
(s+ 1)2
ds .
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This is bounded in the same fashion, noticing that
sup
y>0
∥∥ΛβΛyAΛy[Λ2, B]Λ−β−j−k∥∥ ≤ sup
x>0
∥∥ΛβΛxAΛ−β−j∥∥ sup
y>0
∥∥∥∥ Λ
2
y + Λ2
Λj+β−2[Λ2, B]Λ−β−j−k
∥∥∥∥ .
Term T3. It can be bounded in the same way as T2 by symmetry.
We now have to check the assertion for the other values of α. If α = 0 or α = 2, it holds
trivially. For α > 0, we proceed by induction, using the equality
[
[Λα+2, X ], Y
]
= Λ2
[
[Λα, X ], Y
]
+ Λα
[
[Λ2, X ], Y
]
+ [Λα, Y ][Λ2, X ] + [Λ2, Y ][Λα, X ] . (A.9)
For α = −2, the assertion is proved using equality (A.8) with z = 0. For α < −2, we also proceed
by induction, using (A.9) with 2 replaced by −2. This completes the proof of Lemma 4.4.
B Proof of Proposition 1.2
Proposition B.1. T t, as defined in (1.10), extends uniquely to a quasi-bounded strongly continu-
ous semi-group on L2(X , dx). Its generator L acts like L on functions in C∞0 (X ).
Proof. See the proof of Lemma A.1 in [EPR99a].
We now turn to the question of the domain of the generator L. Recall that L is the set of all
formal expressions of the form
∑
|l|≤k
al(x)D
l
, k ≥ 0 , a ∈ C∞(Rn) .
To any element L ∈ L having the above form, we associate its formal adjoint L∗ ∈ L in an obvious
way. In the sequel, the notation 〈f, g〉 will be used to denote the scalar product in L2 if f, g ∈ L2
and the evaluation f(g) if f is a distribution and g ∈ C∞0 (Rn). We hope this slight ambiguity will
not be too misleading.
We associate to every L ∈ L the operator TL : D(TL)→ L2(Rn) by(
TLf
)
(x) = Lf(x) and D(TL) = {f ∈ L2 | Lf ∈ L2} ,
where Lf has to be understood in the sense of distributions, i.e.
(
Lf
)
(g) ≡ f(L∗g) for all g ∈ C∞0 (Rn) .
We also define the operator SL : D(SL)→ L2(Rn) by
SL = TL ↾ C∞0 .
The operators TL and SL are usually called the minimal operator and the maximal operator con-
structed from the formal operator L. The following result is classical, so we do not give its proof
here
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Proposition B.2. For every L ∈ L, we have T ∗L = SL∗ and S∗L = TL∗ . In particular, this shows
that TL is closed.
We prove now the quasi m-dissipativity of SL. We define
L˜ ≡ L −
M∑
i=1
γi − 1 .
By definition, if SL˜ is strictly m-dissipative, SL is quasi m-dissipative. It is well-known that an
equivalent characterization of strict m-dissipativity is that
(a) SL˜ is strictly dissipative and
(b) Range(SL˜) = H.
Proposition B.3. Assume A0 holds. Then SL˜ is strictly m-dissipative.
Remark. It is clear that the statement holds if we consider the minimal operator in L2(K, dx),
where K is some compact domain of X . The idea is to approximate X by a sequence of increasing
compact domains and to control the rest terms.
This proposition fills a gap in [EPR99a], since the statement “Re(f, L∗f) = −1
2
‖σT∇f‖2 +
(f, div b f) ≤ B‖f‖2” in the proof of Lemma A.1 is not justified for every f ∈ D(L∗).
Proof. Property (a) is immediate. By the closed-range theorem, property (b) is equivalent to the
statement
(b’) f ∈ L2 and L˜∗f = 0 imply f = 0.
ϕ(x)
Assume on the contrary that there exists a non-vanishing
function f ∈ L2 for which L˜∗f = 0 holds in the sense of dis-
tributions. Since L˜∗ is hypoelliptic, f must be a C∞ function.
Let us choose some function ϕ ∈ C∞0 (R+) such that ϕ(x) = 1
if x ∈ [0, 1]. We also define
ϕn : X → R
x 7→ ϕ(G(x)/n) .
By assumption, L˜∗f = 0, so we have
0 = 2Re〈ϕnf, L˜∗f〉 = 〈ϕnf, L˜∗f〉+ 〈L˜∗f, ϕnf〉 .
Since ϕn ∈ C∞0 and all the other functions are C∞, we can make all the formal manipulations we
want. In particular, we have
〈L˜∗f, ϕnf〉 = 〈f, L˜ϕnf〉 ⇒
〈
f, (ϕnL˜∗ + L˜ϕn)f
〉
= 0 . (B.1)
Recall that L˜ is given by
L˜ =
M∑
i=1
λ2iγiTi∂
2
ri
−
M∑
i=1
γi
(
ri − λ2iFi(p, q)
)
∂ri +X
HS −
M∑
i=1
riX
Fi −
M∑
i=1
γi − 1
≡
M∑
i=1
ζi∂
2
r
i
+ Y0 − 1 .
(B.2)
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Straightforward computation yields
ϕnL˜∗ + L˜ϕn = 2
M∑
i=1
ζi∂r
i
ϕn∂r
i
+
M∑
i=1
ζi
(
∂2r
i
ϕn
)
+ [Y0, ϕn]− ϕn
= 2
M∑
i=1
ζi∂riϕn∂ri +
M∑
i=1
ζi
(1
n
(∂2riG)ϕ
′′(G/n) +
1
n2
(∂riG)
2ϕ′(G/n)
)
+
1
n
M∑
i=1
γi
λ2i
(
ri − λ2iFi(p, q)
)2ϕ′(G/n)− ϕn
≡ 2
M∑
i=1
ζi∂riϕn∂ri + Φn − ϕn .
(B.3)
Using A0, we next verify that |Φn(x)| ≤ C˜ for all x ∈ X and for all n ≥ 1. We define
c1 ≡ sup
x≥0
ϕ′′(x) and c2 ≡ sup
x≥0
xϕ′(x) .
An elementary computation shows that A0 implies that there exist constants c3, . . . , c5 > 0 for
which ∣∣∂2r
i
G(x)
∣∣ ≤ c3 , ∣∣∂r
i
G(x)
∣∣2 ≤ c4G(x) , and (ri − λ2iFi(p, q))2 ≤ c5G(p, q, r) .
We thus have
|Φn(x)| ≤
M∑
i=1
(ζic3
n
∣∣ϕ′′(G/n)∣∣+ ζic4
n
∣∣(G/n)ϕ′(G/n)∣∣+ γic5
λ2i
∣∣(G/n)ϕ′(G/n)∣∣)
≤
M∑
i=1
(
ζi
c1c3 + c2c4
n
+
γic2c5
λ2i
)
≤ C˜ ,
as asserted. Moreover, the first part of A0 implies that there exist constants C, α > 0 such that
suppΦn ⊂ {x ∈ X | ‖x‖α ≥ n/C} . (B.4)
Substituting (B.3) back into (B.1), we get
0 = −2
M∑
i=1
ζi
∥∥√ϕn∂rif
∥∥2 − ‖√ϕnf∥∥2 +
∫
X
Φn(x)|f(x)|2 dx . (B.5)
Since f ∈ L2(X ), one has
lim
n→∞
‖√ϕnf
∥∥2 = ‖f‖2 .
Moreover, the uniform boundedness of Φn together with property (B.4) imply that
lim
n→∞
∫
X
Φn(x)|f(x)|2 dx = 0 .
This supplies the required contradiction to (B.5), thus establishing the strict m-dissipativity of SL˜.
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We complete now the
Proof of Proposition 1.2. It only remains to be proved that L = SL and that L∗ = SL∗.
It is clear that the generator L of T t satisfies SL ⊂ L. Since SL is quasi m-dissipative, i.e. has
no proper quasi dissipative extension, and since the generator of a quasi-bounded semi-group is
always quasi m-dissipative, we must have L = SL.
Concerning the adjoint, we have by Proposition B.2, L∗ = TL∗. It is possible to retrace the
above argument for L∗ to show that SL∗ is quasi m-dissipative. Since L∗ is also quasi m-dissipative
and SL∗ ⊂ L∗, we must have L∗ = SL∗ .
C Proof of Lemma 7.4
Using the technique developed in Appendix B, we can now turn to the proof of Lemma 7.4. Recall
that K is given by (2.10) and that
W (γ) = L2(X , G2γ dx) .
Moreover, Kγ is the maximal operator constructed from K when considering it as a differential
operator in W (γ). We have
Proposition C.1. C∞0 (X ) is a core for Kγ .
Proof. We introduce the unitary operator U : W (γ) → L2(X ) defined by
(
Uf
)
(x) = Gγ(x)f(x) .
We also define K0γ ≡ Kγ ↾ C∞0 (X ). The operators Kγ and K0γ are unitarily equivalent to the
operators K˜γ and K˜0γ respectively by the following relations.
D(Kγ)
K
γ−→ W (γ) D(K0γ)
K
0
γ−→ W (γ)
U
yxU−1 UyxU−1 UyxU−1 UyxU−1
D(K˜γ) −→˜
Kγ
L2(X ) D(K˜0γ) −→˜
K0γ
L2(X )
By construction, K˜γ is maximal. Thus, by Proposition B.2, its adjoint K˜∗γ is minimal. It is imme-
diate that the formal expressions for K˜∗γ and K0γ are given by
K˜∗γ = G
−γK∗Gγ and K˜0γ = GγKG−γ .
It is now a simple exercise to retrace the proof of Proposition B.3 to see that K˜∗γ and K˜0γ are both
m-accretive. The remark of Section 1.2 concerning the adjoints of m-accretive operators implies
that K˜γ is also m-accretive. Since K˜0γ ⊂ K˜γ , we must have K˜0γ = K˜γ and thus K0γ = Kγ . This
proves the assertion.
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