Abstract: We study a cardinality-constrained optimization problem with nonnegative variables in this paper. This problem is often encountered in practice. Firstly we study some properties on the optimal solutions of this optimization problem under some conditions. An equivalent reformulation of the problem under consideration is proposed. Based on the reformulation, we present a successive convex approximation method for the cardinality constrained optimization problem. We prove that the method converges to a KKT point of the reformulation problem. Under some conditions, the KKT points of the reformulation problem are local optimizers of the original problem. Our numerical results on a limited diversified mean-variance portfolio selection problem demonstrate some promising results.
Introduction
The recent literature has witnessed an increasing attention to optimization problems with a sparsity constraint (where the cardinality of the decision vector is bounded from above), due to their wide spectra of applications in, for example, portfolio selection [6, 13, 23, 38, 40, 42] , subset selection in multivariate regression [1, 34] , signal processing and compressed sensing [9] . Given x ∈ ℜ n , the optimization problem is to find the sparsest solutions of linear systems Ax = b, i.e. minimizing x 0 subject to Ax = b (see, e.g., [30] and the references therein). Because of the non-tractability of the so-called zero norm x 0 , researchers, see for example [11, 12, 41] , have proposed to use ℓ 1 norm to develop good approximate algorithms.
We study in this paper the following cardinality-constrained optimization problem with nonnegative variables:
(P) min f (x) s.t. g(x) ≤ 0,
where f : ℜ n → ℜ is a differentiable convex function, and g(x) = (g 1 (x), . . . , g m (x)) T with all g i : ℜ n → ℜ being differentiable convex functions. By introducing a 0-1 variable y i for each x i , the cardinality constraint can be represented by equivalent mixed-integer constraints n i=1 y i ≤ K and l i y i ≤ x i ≤ u i y i , y i ∈ {0, 1}, i = 1, . . . , n, where l i and u i are lower and upper bounds of x i , respectively. Therefore, problem (P) can be reformulated as a mixed-integer convex program.
An important subclass of problem (P) is the following cardinality-constrained quadratic program:
(QP) min x T Qx + c T x s.t. Ax ≤ b,
where Q is an n × n symmetric positive semidefinite matrix. The cardinality-constrained portfolio selection model is essentially a special case of (QP) where the cardinality constraint confines the total number of different assets in the optimal portfolio. Problem (QP) can also be reformulated as a mixedinteger convex program. Using different relaxations and bounding techniques, various branch-andbound methods have been proposed for solving the mixed-integer quadratic program reformation of (QP) (see, e.g., [5, 6, 7, 31, 38, 39, 23] ). A mixed-integer quadratically constrained quadratic program reformulation is derived in [19] for a class of cardinality-constrained portfolio selection problems where the asset returns are driven by factor models.
Index tracking in passive portfolio management is one of the important applications of the quadratic model (QP), in which a small set of assets is selected to track the performance of the market benchmark index. Different approximation methods for solving the index tracking problem can be found in [29, 18, 43] .
Problem (P) has been proved to be NP-hard in [6] . Notice that testing the feasibility of (QP) is already NP-complete when X = {x | Ax ≤ b} and A has three rows [6] . So it is a very tough job to find a feasible solution of the problem, let alone a local optimal solution.
A penalty form of problem (P), which is often called regularization formulation of (P), is used to find sparse solutions by attaching the ℓ 0 function in the objective function as follows:
(P µ ) min f (x) + µ x 0 s.t. g(x) ≤ 0, where µ > 0 is a regularization parameter. It is shown in [29] that for each 1 ≤ K < n, the optimal solution of (P) can be generated via solving (P µ ) for some µ > 0 under some mild conditions. We can solve (P µ ) (approximately) with different values of µ and eventually find an optimal solution of (P) which satisfies x 0 ≤ K. The l 0 norm x 0 can be approximated by the ℓ p norm, x p p , with p ∈ (0, 1), which leads to an ℓ 2 -ℓ p minimization problem when the objective function is quadratic.
The lower bound theory of nonzero entries of ℓ 2 -ℓ p minimization is discussed in [14, 15, 16 ]. An interior-point potential reduction algorithm is proposed in [24] to search for a local solution of ℓ 2 -ℓ p minimization. A DC (difference of convex functions) approximation method is proposed in [43] to find approximation solutions of (P µ ).
Several different optimality conditions and algorithms for nonlinear optimization problems with sparsity constraints are presented in [2, 32] . Recently, some different complementarity-type reformulations and regularization methods for the optimization problems with sparsity constraints are presented in [20, 10] . A DC (difference of convex) approaches for linear programs with complementarity constraints was presented in [28] . The DC method can also be used to solve sparsity constraints optimization problems by transforming the sparsity constraints into complementarity constraints.
In this paper, we propose a reformulation for problem (P) and then develop a successive convex approximation method by successively linearizing the term in the reformulation. Under some constraint qualifications, we prove necessary optimal conditions of our reformulation and establish the convergence of the sequence of approximate solutions to a KKT point of problem (P), which is also a local optimal solution of problem (P). We test our method on the limited diversified mean-variance portfolio selection problem. Our preliminary computational results do demonstrate some promising properties of our proposed solution scheme.
Our main contributions include the following two aspects: Firstly, we derive conditions under which the cardinality constraint is binding at the optimal point; Secondly we give a transformation of the cardinality constraint. Based on this transformation, we give a successive convex approximation method to the cardinality constrained optimization problems. Compared with the regularized method, our method can get a local optimal solution which exactly satisfies the cardinality constraint under certain conditions. The rest of the paper is organized as follows. In Section 2, we derive some properties for the optimal solution of the cardinality constrained optimization problem (P). In Section 3, we propose an equivalent reformulation of problem (P) and investigate both the global and local optimality conditions. In Section 4, we develop a successive convex approximation method based on our reformulation and establish then some convergence results of the method. After reporting computational results in Section 5 for the limited diversified mean-variance portfolio selection problem, we give some concluding remarks in Section 6.
Properties of the optimal solution
In this section, we derive some properties of the optimal solutions to problem (P). We will prove these properties without the nonnegative constraints. It is obvious that these properties are still true with the nonnegative constraints. Firstly, we would like to derive conditions under which the cardinality constraint is binding at the optimal point. Let (x, y) represent point (x T , y T ) T for the convenience in the whole paper.
Theorem 1 Suppose that f : ℜ n → ℜ and g i : ℜ n → ℜ, i = 1, . . . , m, are all convex functions, and that the inner of the set X = {x | g(x) ≤ 0, x 0 ≤ K} is nonempty, i.e. there existsx with
Proof. Let I(x * ) ⊆ {1, . . . , n} be an index set for i satisfying x * i = 0. Then x * must be the global optimal solution of the convex optimization problem min{f (x) | g(x) ≤ 0, x i = 0 for i ∈ I(x * )}, i.e.
every local optimal solution of problem min{f (x) | g(x) ≤ 0, x 0 ≤ K} corresponds to a convex optimization problem. We will prove the property by contradiction through a global optimal solution of min{f (x) : g(x) ≤ 0}.
. . , n} be an index set such thatx * i = 0 for all i ∈ I(x * ). Without loss of generality, we assume that indices 1 and 2 are not in the set I(x * ). It is obvious thatx * is also the global optimal solution of the following problem.
Now, we prove that if x * is a local optimal solution of the following problem (P 1 ), then x * 0 = L − 1.
This will prove the property. By contradiction, assume x * 0 < L − 1. Without loss of generality, let
Firstly, we prove that x * is also a global optimal solution of the following two problems (P 2 ) and (P 3 ):
By contradiction, suppose x * is not a global optimal solution of problem (P 2 ), and the global optimal solution of problem (P 2 ) isx * . Without loss of generality, letx
Let λ get close to 1. Then (1) is contrary with the fact that x * is a local optimal solution of problem (P 1 ). So x * is the global optimal solution of problem (P 2 ). By the same way we can prove that x * is also the global optimal solution of problem (P 3 ).
Secondly, we prove that x * is a KKT point of problem (P 0 ), and x * is also the optimal solution of problem (P 0 ), which contradicts x * 0 ≥ L. In fact, the Lagrangian dual of problem (P 2 ) is
} with u i being the ith Lagrangian multiplier, i = 1, . . ., m. There existx such thatx 1 = 0,x i = 0, for i ∈ I(x * )}, and g(x) > 0 because the inner of set X = {x | g(x) ≤ 0, x 0 ≤ k} is nonempty. Then based on Proposition 5.3.1 in [4] (Convex programming duality), we have
It is obvious that
Furthermore, the supremum above can be achieved, say atū, for the infimum above is finite. Then
Moreover, problem (P 2 ) is equivalent to the following problem
s.t. x 1 = 0,
Now we prove that x * = (0, 0, x * 3 , . . . , x * n ) is also the optimal solution of the following problem:
s.t. x 2 = 0,
Note that x * = (0, 0, x * 3 , . . . , x * n ) is feasible to problem (P 6 ). By contradiction, if there existsx ∈ arg min{f (x) +ū T g(x) :
then there must be
which is contrary to
Thus, x * = (0, 0, x * 3 , . . . , x * n ) is also an optimal solution of problem (P 6 ), and so problem (P 5 ) is equivalent to problem (P 6 ).
Note that both problems (P 5 ) and (P 6 ) are convex. As x * is the optimal solution of both (P 5 ) and (P 6 ), x * is their KKT point as well. The KKT condition of problem (P 5 ) is
which can be expressed more specifically as follows,
On the other hand, the KKT condition of problem (P 6 ) is
which can be expressed more specifically as follows:
Comparing (2), (3) and (6), (7) yields λ = 0 and µ = 0. Then the KKT condition becomes
Note thatū
We can now conclude that x * is a KKT point of problem (P 0 ). Note that the equality constraints of problem (P 0 ) are all linear functions. Then, according to the KKT necessary conditions [3] , x * is also the optimal solution of problem (P 0 ), which contradicts x * 0 ≥ L.
Based on Theorem 1 we can get the following Corollary.
. It is obvious that x S is feasible to the following
, which is contrary to Theorem 1 because
Next, we discuss the properties of local optimal solutions of problem (P). Define I(x) = {i ∈ {1, . . . , n} | x i = 0}. For any z ∈ ℜ n , define the following problem parameterized by z:
Suppose that x * is a local optimal solution of problem (P). Then it is obvious that x * is also a local optimal solution of problem (P I(x * ) ). If f (x) and g i (x) (i = 1, . . . , m) are all convex functions, then
) is a convex problem, which means that the local optimal solution x * of (P I(x * ) ) is also globally optimal.
We show in the following theorem that the converse is also true under some condition.
Proof. It is obvious that x * is a feasible solution of problem min{f (
easy to see that
LetŇ
We can infer from (17) 
We can infer from Theorem 2 that the optimality conditions of problem (P I(x * ) ) are also local optimality conditions of problem min{f (x) | g(x) ≤ 0, x 0 ≤ S}. And the optimality conditions of problem (P I(x * ) ) are easy to identify for it is a convex problem.
Notice that testing the feasibility of (QP) is already NP-complete when X = {x | Ax ≤ b} and A has three rows [6] . So it is a very tough job to find a feasible solution of the problem. Thus it is not easy to find a local optimal solution.
Remark 1 Constraint x ≥ 0 can seen as part of the constraints g(x) ≥ 0. Then all the properties mentioned above are still true for problem (P).
Reformulation of the cardinality constraint
In this section, we propose an equivalent reformulation of problem (P). Let
Note that
where
The following is then obvious:
Replacing the constraints
and 0 ≤ y i ≤ 1 gives rise to the following reformulation of problem(P):
We study in the following two subsections the global and local optimality conditions of problem(RP), respectively.
Global optimality
The following theorem reveals that the relaxation (RP) is essentially a reformulation of our primal problem (P) as they have the same global optimal solution and the same optimal value.
Theorem 3 Problem (RP) is equivalent to problem (P) for they have the same global optimal solutions and optimal value.
Proof. We only need to prove that two conditions x ≥ 0 and x 0 ≤ K are equivalent to
Without loss of generality, assume y i = 1 for i = 1, . . . , l, 0 < y i < 1 for i = l + 1, . . . , m, and y i = 0
which, together with
Based on Theorem 3, we can conclude that the constraint set {x| x 0 ≤ K, x ≥ 0} is equivalent to
. . , n, x ≥ 0}. Thus, problem RP(x, y) is equivalent to the original problem (P) in the sense that they have the same global solution. The following corollary can be obtained immediately form Theorem 3. 
Local optimality
It is easy to see that if x ≥ 0, x i = 0 for x i ∈ I(z) is equivalent to i∈I(z) x i = 0. The problem (P I(z) ) can be restated as
We have the following theorem for local optimality.
Theorem 4 Suppose (x * , y * ) is a KKT point of (RP) with x * 0 = K. Then x * also satisfies the KKT conditions of problem (P I(x * ) ), and x * is a local optimal solution of problem (P).
Proof. With x * 0 = K, we have y * i ∈ {0, 1} and
+ , e denotes the all-one vector and e i denotes the i-th coordinate vector. Since y * i ∈ {0, 1},
and
Combining (18), (19) , (20), (26) and (27) yields
δ(
which means that x * also satisfies the KKT conditions of problem (P I(x * ) ), i.e. x * is global optimal solution of problem (P I(x * ) ). From Theorem 2, x * is also a local optimal solution of Problem (P).
Theorem 4 means that when we get a KKT point of (RP) by some algorithm, we essentially get a local optimal solution of problem (P) under certain conditions. Remark 2 Let z i = 1−y i . The transformation (RP) can be equivalently transformed into an optimization problem with complementarity constraints, which is discussed in [10] and [20] . Some properties about the (RP) problem can also be found in [10] by taking this transformation. By the transformation, Theorem 3 can be transformed into Theorem 3.2 in [10] . Corollary 2 can be transformed into Proposition 3.5 in [10] . The contribution of our method is that construct an algorithm based on the model in the next section. This algorithm can provide a local optimal solution of problem (P), and this local optimal solution exactly satisfies the cardinality constraint as we shown in Theorem 1.
A successive convex approximation method
In this section, we first propose a successive convex approximation method for the reformulation problem (RP) by constructing a sequence of convex subproblems. We then establish the convergence of the method to a KKT point of (RP). Based on Theorem2 and 4, we get a local optimal solution of problem (P) under certain conditions.
Approximation method
Let (x,ȳ) be a feasible solution to problem (RP). We use the first order Taylor expansion to approx-
So a convex approximation model of (RP) at (x,ȳ) can be presented as follows:
In the following lemma, we present the relationship between optimal solutions of (AP(x,ȳ)) and local optimal solutions of problem (P) under certain conditions.
Lemma 1 If (x,ȳ)
is an optimal solution to problem (AP(x,ȳ)) with x 0 = K, thenx is a local optimal solution of problem (P).
Proof. Because (x,ȳ) is feasible to (AP(x,ȳ))), we have
Because of x 0 = K, we haveȳ i ∈ {0, 1} for i = 1, . . . , n, andȳ i = 1 whenx i > 0;ȳ i = 0 when
Thus (e −ȳ) T x = i∈I(x) x i andx is feasible to problem (P I(x) ). Note that if x is feasible to problem (P I(x) ), then (x,ȳ) is feasible to problem (AP(x,ȳ)). Thusx is also an optimal solution of problem (P I(x) ). According to Theorem 2,x is a local optimal solution of problem (P).
SCA method
In this section, we will develop a successive convex approximation (SCA) method for the problem we study. In this method, when we treat (AP(x,ȳ)) as a subproblem, we need a feasible solution of problem (P) to start with. Notice that testing the feasibility of (QP) is already NP-complete when X = {x | Ax ≤ b} and A has three rows [6] . So it is also a very tough job to find a feasible solution of problem (P). Here we use the penalty method to handle constraint (34) . By introducing a penalty parameter µ, we consider the following convex subproblem: Our theoretical and computational results show effectiveness of this proposed scheme.
Algorithm 1 (SCA method for (RP))
Step 1: Choose an initial positive value for parameter µ = µ 0 , a positive value for ̺, and a small positive value for stopping parameter ǫ. Select
; else set k = 0 and
0 otherwise, i = 1, . . . , n.
Step 2: Solve the convex subproblem AP µ (x k , y k ) to get (x k+1 , y k+1 ).
Step 3:
Step 4:
Step 5: If y k+1 0 > K, set
Step 6: Set k := k + 1, µ = ̺µ and go to Step 2.
We assume
We also assume that the inner of set {x|g(x) ≤ 0, x ≥ 0, x 0 ≤ K} is nonempty. The assumptions are not so difficult to satisfy.
For example, the cardinality constraint portfolio problems we use as the computational cases in the next section satisfy these assumptions.
Remark 3 Based on our assumption mentioned above and Theorem 1, the vector x k+1 could not be too sparse, i.e., x k+1 < K. In Step 4 and Step 5, if the K-th largest entry of x k+1 or x k is not unique, the elements of y k+1 corresponding the k largest elements of x k+1 or x k would be 1, and the other elements of y k+1 would be zero.
. .) be the sequence generated by Algorithm 1. Then y
0 otherwise.
Proof. We prove these properties by induction on k. Firstly, when k = 1, the objective function of
It is obvious that (x 0 ) T y should be as big as possible when minimizing the objective function. Suppose the optimal solution of (AP µ (x 0 , y 0 )) is (x 1 , y 1 ). Then we must have ( 
, which contradicts Corollary 1. Therefore, x 1 0 ≥ K. Now we prove that y 
Suppose that these properties hold before iteration k − 1. Now we consider the convex subproblem
It is obvious that (x k−1 ) T y should be as big as possible when minimizing the objective function.
Suppose the optimal solution of (AP µ (
It is obvious that (e − y k−1 ) T x ≥ 0 because x ≥ 0 and 0 ≤ y ≤ e.
optimal solution of the following problem,
Then x k 0 = K due to Corollary 1. So,x k is a local optimal solution of problem (P) according to 
Step 4 of Algorithm 1, we have
0 otherwise,
On the other side, if y k 0 > K, then we set
in
Step 5 of Algorithm 1. Thus (
and y k i ∈ {0, 1}. Therefore we have y
We now establish the convergence of Algorithm 1 to a local optimal solution of problem (P).
Theorem 5 Let ǫ = 0. (i) If the algorithm stops at Step 3 in the iteration, then x k is a local optimal solution of problem (P).
(ii) If the algorithm generates an infinite sequence (
is a global optimal solution of problem (P I(x * ) ), i.e. x * is a local optimal solution of Problem (P).
Proof. (i) If the algorithm stops at
Step 3, then (
from Lemma 2. So (x k , y k ) is also the optimal solution of problem AP(x k , y k ). Thus from Lemma 1, x k is a local optimal solution of problem (P).
(ii) Suppose (x k , y k ) is the optimal solution of (AP µ (x k−1 , y k−1 )). Then y k i ∈ {0, 1} and n i=1 y k i = K according to Lemma 2. Letx be the optimal solution of the following convex problem:
Then I(x) = I(y k ) and x 0 = K based on Corollary 1. Sox is a local optimal solution of problem (P) from Theorem 2. It is obvious that (x, y k ) is feasible for (AP µ (x k , y k )), then
Hence,
Consider two converging subsequences {x k , y k } and {x k+1 , y k+1 }.
Let (x * , y * ) and (x * ,ŷ * ) be limits of {x k , y k } and {x k+1 , y k+1 } respectively. Passing to the limit with k → ∞ in the above inequality, we conclude that (e − y k ) T x k+1 → 0. Then we can get that 
Together with I(x) = I(y * ), x * is a local optimal solution of problem (P).
Now we show that the penalty parameter µ should not be too big under certain conditions. Let
. . , n.}. Then the convex subproblem (AP(x,ȳ)) can be restated as
and the convex subproblem (AP µ (x,ȳ)) can be restated as
Theorem 6 If (x,ȳ) is a global minimum of problem (AP ′ (x,ȳ)) which satisfies the second order sufficient conditions of optimality with multipliersλ (see Theorem 3.47 in [37] ). Then for every
Proof. Based on Theorem 6.9 of [37] , we can conclude that (x,ȳ) is a global minimum of the following convex problem:
It is easy to see that (e −ȳ) 
Thus, e T x * − x * T y * = 0 and
= K we can get a local optimal solution of problem (P). Theorems 6 and 7 show that we do not need a too large penalty parameter µ to get a local optimal solution of (P 1 ) under certain conditions. Actually we will show these results in our computational experiments in the next section.
Computational results
We use limited diversified mean-variance portfolio selection problems (see [6, 7] ) as the test problems in our computational experiments. The variables of the problems are all confined to be nonnegative and the continuous relaxation of the feasible set of the problem is a closed polyhedral. In our computational experiments, we compare Algorithm 1 with two successive approximation (SCA) methods using "ℓ p " approximation and exponential approximation in [15, 33] , respectively. The two SCA methods are called "SCA-ℓ p " and "SCA-exp" methods, where the convex approximation subproblems are obtained from "ℓ p " function and exponential function respectively in [15, 33] . The "ℓ p " function is
where p is a scalar parameter with 0 < p < 1. The exponential approximation function is
where p > 0 is a scalar parameter. The structure of the two SCA methods using "ℓ p " approximation or exponential approximation is shown in Algorithm 2.
Algorithm 2 (SCA Method )
Step 1 : Choose a positive value for parameter µ and a small positive value for stopping parameter ǫ. Select x 0 satisfying x 0 ∈ X = {x|g(x) ≤ 0}. Set
Step 2 : Solve a convex approximation subproblem obtained from parameter µ and "ℓ p " approximation function or exponential approximation function to get x k+1 .
Step 3 : If x k+1 − x k ≤ ǫ, stop.
Step 4 : Set k := k + 1 and go to Step 1.
Let ν and Q be the mean and covariance matrix of the n risky assets, respectively. The limited diversified mean-variance portfolio selection problem can be formulated as
where x 0 ≤ K is the cardinality constraint and
representing the constraints of minimum return level, budget constraint and lower and upper bounds for x i , respectively.
We consider the following equivalent reformulation of (MV):
whose convex subproblem is [27] ).
In our implementation, the initial solution x 0 in Step 1 of Algorithm 1 is obtained by solving the following convex quadratic programming:
The initial vale of µ 0 and ̺ in Step 3 is set at µ 0 = 10 and ̺ = 10. The value of stopping parameter ǫ in Step 3 is set at ǫ = 10 −7 . We set p = 1 2 and p = 0.01 for the ℓ p function and the exponential function respectively, the same as in [15, 33] .
For n = 200, 300, and 400, we solve problem (MV) by Algorithm 1. From the numerical results as shown in Table 1 , we could get a local optimal solution (x * , y * ) with x * 0 = K and y * i ∈ {0, 1} (i = 1, . . . , n) in a very short time, where K is the cardinality number we set before the test. This means that the penalty term in the objective function of the convex subproblem AP µ (x k , y k ) has become zero in the final solution of Algorithm 1. The average cardinality value is smaller than the cardinality value K we set in some cases. It is because that in these cases there exist some problems that x 0 < K, where x 0 is the initial solution we get in Step 1 in Algorithm 1. Comparing with "SCA-ℓ p " and "SCA-exp", which create different cardinality solutions using different penalty parameters [15, 33] , our algorithm can set the cardinality number initially, i.e., we can select a desirable cardinality number K before our test.
We use "SCA-ℓ p " and "SCA-exp" methods to create 13 different sparse solutions respectively for n = 200, 300, and 400. Using the cardinality of the sparse solution created by "SCA-ℓ p " and "SCA-exp" through different penalty parameters, we test the objective value, computing time and other items with the same cardinality of the sparse solution got by our algorithm. So the average cardinality in a line are equal to each other. The results show that when solving the same model, the time used by Algorithm 1 is much shorter than "SCA-ℓ p " and "SCA-exp". The results are shown in Tables 2, 3 , 4, 5, 6 and 7, where the notations used are defined as follows:
• "SCA-AP", "SCA-ℓ p " and "SCA-exp" stand for Algorithm 1, the "ℓ p " successive approximation method and the exponential approximation method respectively;
• " K aver " is the average value of cardinality (sparsity), which is the value of x 0 , of the sparse solutions generated by Algorithm 1 for 30 instances;
• "obj" denotes the average objective function values f (x) of the sparse solutions generated by Algorithm 1 for 30 instances;
• "iter a " and "iter s " denote the average number of iterations of Algorithm 1 and the average number of inner iterations in solving the subproblem for the 30 instances, respectively;
• "time a " and "time s " denote the average CPU time of Algorithm 1 and the average computing time in solving the subproblem at each iteration for the 30 instances, respectively.
Compared with the regularized method, our method can get a local optimal solution which exactly satisfies the cardinality constraint. The average CPU time of Algorithm 1 are much shorter than those of "SCA-ℓ p " and "SCA-exp". In our experiments, we find that the average CPU time of Algorithm 1 is much shorter than "SCA-ℓ p " and "SCA-exp", and the average objective values are much better than "SCA-ℓ p " and "SCA-exp" when K is big. In the case where K is small, the average objective values from Algorithm 1 are little bit larger than these of "SCA-ℓ p " and "SCA-exp". The difference of average objective values between Algorithm 1 and "SCA-ℓ p " or "SCA-exp" is no more than 2. All the above results show the effectiveness of our algorithm.
Conclusions
We have presented some prominent properties of the cardinality constrained optimization program under some conditions. In particular, we have developed an equivalent reformulation for the optimization problem with a sparsity constraint and nonnegative variables. Based on this reformulation, we have further constructed a successive convex approximation (SCA) method and established the convergence of the sequence of approximate solutions to a KKT point of the original problem. We finally confirmed the effectiveness of our algorithm from the computational results of the limited diversified mean-variance portfolio selection problem in our numerical tests.
