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ABSTRACT

Automatically determining the temporal characteristics of facial expressions has
extensive application domains such as human-machine interfaces for emotion recognition, face identification, as well as medical analysis. However, many papers in the
literature have not addressed the step of determining when such expressions occur.
This dissertation is focused on the problem of automatically segmenting macro- and
micro-expressions frames (or retrieving the expression intervals) in video sequences,
without the need for training a model on a specific subset of such expressions. The
proposed method exploits the non-rigid facial motion that occurs during facial expressions by modeling the strain observed during the elastic deformation of facial
skin tissue. The method is capable of spotting both macro expressions which are
typically associated with emotions such as happiness, sadness, anger, disgust, and
surprise, and rapid micro- expressions which are typically, but not always, associated
with semi-suppressed macro-expressions. Additionally, we have used this method to
automatically retrieve strain maps generated from peak expressions for human identification. This dissertation also contributes a novel 3-D surface strain estimation
algorithm using commodity 3-D sensors aligned with an HD camera. We demonstrate
the feasibility of the method, as well as the improvements gained when using 3-D,
by providing empirical and quantitative comparisons between 2-D and 3-D strain
estimations.

viii

CHAPTER 1
INTRODUCTION

1.1

Motivation
Accurately and automatically spotting frames containing facial expressions in

videos is an important step required for high-level facial analysis, including identifying emotional response, gestures, and human identification. In many papers, this is
performed manually or it is assumed that the data consists of a single facial expression sequence, thus avoiding the crucial problem of temporally localizing the facial
expressions. In this dissertation, we address this problem using an optical strain
based method that is capable of automatically spotting expressions in long un-cut
video sequences. For clarity in the terminology, we refer to expression spotting as
the temporal segmentation of an entire video into segments that only contain the
frames of each expression.
This dissertation is not concerned with the problem of identifying expressions, but
rather with automatically finding and temporally segmenting expressions in videos.
Since our method is based on the non-rigid motion of the face, and not on predefined expression models, we are able to capture a large variety of facial motion. In
other words, while some traditional techniques are capable of recognizing pre-defined
expressions (such as recognizing when a person smiles or shows surprise in a video sequence), it is not possible for this category of methods to detect expressions for which
the algorithm has not been trained. We propose a novel expression spotting method
that can be used to locate and distinguish between two broad classes of expressions.

1

First are macro-expressions, which are generally characterized as occurring several
seconds over several regions of the face. The second class of expressions are those
that typically occur rapidly and in a single region of the face, or micro-expressions.
The method presented in this dissertation is our complete work on expression
spotting. Earlier work was documented in [2] and [3]. The method uses a robust
facial tracking algorithm that allows us to handle videos that contain rotational and
translational head movements. We also explore the effects of scale and resolution.
We give results on several datasets, including an hour long video, as well as videos
that contain both macro- and micro-expressions during a single sequence.
The expression spotting method consists of the following steps: (i) the face and
eyes are detected in all frames of the video sequence. These coordinates are then
used to divide the face in to four regions; (ii) non-rigid motion is estimated using
an optical flow based method over several frames, for each region; (iii) masking is
used that removes erroneous flow estimation caused by the blinking of the eyes or
the opening and closing of the mouth; (iv) optical strain maps are calculated over
each pair of frames to generate strain maps, which are then summed up to generate
strain magnitude for each of the four regions on the face; (v) lastly, a peak detection
method is used to locate intervals that correspond with macro-expressions [4], and
the remaining intervals are then analyzed for micro-expressions.
We distinguish our work from the literature in the following ways: (i) we do not
rely on previously trained models of expressions, but rather the dynamics inherent
to any facial expression (the non-rigid deformation of the facial skin tissue). Hence,
our method is naturally suited to spot any and all expressions that cause facial
skin deformation; (ii) we detect facial expression over the entire video sequence,
without any manual temporal pre-segmentation (however we do provide results for
an experiment that is formatted similarly to [1], so performance can be compared);
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(iii) no other method has presently been proposed that spots both macro- and microexpressions.
As an example application, the expression spotting method is used to extract
expression frames that are then used to generate optical strain maps that are applied
to face identification. Results are given that demonstrate the method is able to
increase the face identification rates of a baseline face identification algorithm when
fusing these optical strain maps (a biometric) with a normal intensity image.
In addition to expression spotting, we also contribute a novel method for calculating the 3-D surface strain of the face using low-resolution depth sensors and a high
definition webcam. This approach for calculating 2-D optical strain maps has the
advantage of providing view-invariance and can recover lost or suppressed motion
estimations due to parallax distortions that occur when a 3-D face is projected onto
a 2-D image plane. We provide both quantitative and qualitative comparison with
2-D only strain that demonstrates the increased consistency and robustness of the
3-D method.
Lastly, since optical strain estimation in both 2-D and 3-D rely on accurate flow
tracking, we present a quantitative assessment of several optical flow estimation
techniques in Section 5.3.

1.2

Literature Review

1.2.1

Estimating Physical Properties Using Video

Imaging objects’ elastic properties based on the observed deformation has been
explored in the literature. For example, a large amount of research has been done in
electrography for cancer diagnosis in the breast, kidney and heart [5, 6], because diseased tissues are correlated with change in elasticity (stiffness) or strain. Measuring
tissue elasticity also plays an important role in biomechanical modeling for image
3

(a)

(b)

(c)

(d)

(e)

Figure 1.1. Example expressions. Eyes masked for privacy concerns.
registration and surgery planning, because modeling accuracy is dependent upon the
material parameters being used [7].
Strain imaging has found applications in damage detection in composite materials
[8]. Modalities that have been used in strain imaging include ultrasonic, magnetic
resonance (MR) and optical sensors. Elastograms generated from ultrasonic and MR
sensors are suitable for examining property abnormalities of internal organs. However, ultrasonic images are plagued by artifacts while high resolution MR images are
more expensive. In addition, the imaging devices are often designed to be operated
in a well controlled clinical environment, which restrict their usage to medical fields
only.
In this dissertation, we capture the elasticity of the facial skin tissue using a
non-invasive technique that is based on dense optical flow field estimation.

1.2.2

Expression Analysis Using Motion

It is important to note that while many papers address the problem of expression
spotting, the definition of spotting is not always consistent or it may be defined as
”spontaneous expression detection”. In some papers, this refers to determining if a
pre-segmented group of frames does or does not contain an expression. For exam4

ple Zeng et al. [9] propose a single classification method for detecting spontaneous
expressions (emotion or non-emotion) by training a Support Vector Data Description (SVDD) on several examples of emotion data. Then, test segments containing
roughly an equal number of frames are classified with a binary decision (hence chance
is 50%). The same type of experimental results are calculated by Pfister et al. [1],
but for micro-expressions. Micro-expressions have been defined as the suppression
of macro-expressions [10], hence they are often distorted or only fractional representations of macro-expressions [11]. A single frame approach using Gabor filters
and GentleSVM is used by Wu et al. [12]. Their work is based on the assumption
that the appearance of micro-expressions completely resemble macro-expressions,
and thus they reduce the entire micro-expression problem to the temporal duration
of macro-expressions. The method proposed by Otsuka et al. [13] uses a Hidden
Markov Model to learn the generalized states (relax-contract-apex-relax) of several
expressions. They are then able to successfully spot and recognize expressions that
conform to a trained model.
To place our method into perspective, we find the categorization of motion-based
methods useful for expression spotting. In general, these approaches have been organized [14] into three types, namely: point-model, holistic, or some mixture of these
two. A point-model approach tracks several key points on the face over time. The
interplay of these points can then be used to recognize an expression [15]. Alternatively, the holistic approach densely tracks all points on the face [16], and hence
becomes more suitable for detecting a larger variety of possible facial expressions,
including small motion. Our method fits into the last category, i.e. it uses both a
point-model and a holistic approach. Our approach segments the face into several
regions based on several detected landmarks. Then, within these segmented regions
we use a holistic optical flow method that densely tracks all points on the face.
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1.2.3

Expression Analysis Using 3-D Motion

Because we also contribute a new 3-D strain estimation technique using a low
resolution depth sensor and an HD webcam, we briefly discuss related work on 3-D
facial expression motion analysis. While we have not found work in the literature
that estimates the 3-D surface strain on the face, we found in [17] that there are many
approaches for estimating 3-D volumetric motion. Many papers can be found in the
literature that model the surface of the face during expressions for the purpose of
animating humanoid avatars in interactive video games or for realistic special effects
in movies. Most of these methods do not work strictly on passive imaging of the
face, but require a manual application of facial landmarks and makeup that are used
for tracking and 3-D reconstruction, especially when lighting conditions are not ideal
[18, 19, 20]. The main drawback of these methods for our purposes is that they do
not provide dense enough motion estimation that would allow for the capture of the
elastic properties of the face. Perhaps more similar to our method, a dense approach
is given by [21] that uses optical flow to track a mesh generated from seven pairs of
cameras and nine light grids. However, because of the complexity of their acquisition
device it may not be feasible in many applications. Other approaches that attempt
to find 3-D disparity from multiple view triangulation can be found in [21, 22, 23],
many of which have been used to find non-rigid disparities. Methods that use a single
camera while exploiting knowledge of the object being studied (such as updating a
generic 3-D face mesh on a 2-D image) can be found in [24]. Finally, dynamic depth
map approaches [25, 26] assume a single 3-D acquisition device with a calibrated
color image (this is used in the Microsoft Kinect). We use a similar approach in
order to estimate the 3-D surface strain on the face by tracking the skin pixels over
a video sequence, but with an automatically calibrated external camera.

6

1.2.4

Face Recognition under Adverse Conditions

There have been several recent literature surveys that encompass general face
recognition algorithms [27], with some focus on illumination invariant approaches
[28][29]. However, face recognition under camouflage has had very little attention in
the literature. Hence, we will briefly discuss relevant algorithms from these surveys
that relate to illumination-invariance of our method, along with some of our earlier
results relating to this study.
In general, we found that illumination-invariant methods for face recognition
using standard imaging devices (e.g., a camcorder) fall under two categories: those
that preprocess or transform an image to remove the adverse effects of uneven lighting
conditions, and those that collect multiple frames of information from a subject,
so that collectively the effects of bad illumination are reduced. Those in the first
category include techniques which may attempt to locally normalize areas in an
image where there is poor illumination [30]. Also, this category includes methods
that exploit illumination invariant features such as edges [31], relative image gradients
and self-quotients [32], and facial symmetry [33].
Those in the second category fuse data from multiple images in order to gain the
intrinsic illumination-invariant characteristics of the face. Our approach falls into
this category. In the work by Chen et al.[34], regular intensity images were augmented with features generated from a set of motion vectors, resulting in increased
robustness to illumination changes. Tsai et al. proposed a PCA feature-level fusion
technique for combining features based on appearance and facial expression spaces
[35]. Using a Digital Image Skin Correlation (DISC) method to establish motion vectors between two images, Pamudurthy et al. were successful at identifying a small
set of individuals, some wearing makeup [36]. In [37], Local Binary Patterns were
used for generating spatio-temporal textures used for face recognition. In the work

7

by Canavan et al. [38], the selection of images was based on the idea that implicit
3D information about a face can be obtained when it is rotated in front of a camera. A recognition rate increase from 63% using a single frame to 85% using 7-frame
feature-level fusion was achieved for experiments where the gallery contained normal
lighting conditions and the probe consisted of the strong shadow condition.
In our previous work [39][40], we identified several important qualities of strain
maps. In contrast to the methods above that explicitly use motion vectors for recognition, strain maps are derived from motion fields. Hence, they represent both the
facial dynamics observed during an expression and the elasticity of facial skin. Early
experiments suggested that strain maps are robust to poor illumination conditions
and camouflage for the profile face pose. We demonstrated similar results for the
camouflage condition on a frontal face dataset consisting of 5 subjects in [41]. Our
results also indicate that when using strain maps, inter-subject and intra-subject
variation increases under the camouflage condition, most likely due to more accurate
optical flow computations from the added texture.

8

CHAPTER 2
BACKGROUND

Note to Reader
Portions of these results have been published (Shreve et al. [42]) and are utilized
with permission of the publisher.

2.1

Expressions and their Effect
Expressions are generally believed to be physiological responses to internal emo-

tional states. While a measure of universality appears to exist for some expressions
(such as happiness, sadness, surprise, disgust, and anger) there are a much larger
number of possible expressions possible, as well as large inter- and intra-variability
between subjects for the same expression. For instance in Fig. 1.1 there are some
expressions we may or may not immediately recognize and in fact may not be recognizable without context. Hence, the goal is of this paper is not to present a method
which only spots pre-defined expressions, but to spot segments containing any possible type of facial expression that involves the strain (or deformation) of facial skin
tissue.

2.1.1

Macro Expressions

Macro-expressions typically last 3/4th of a second to 2 seconds (roughly 24-60
frames). There are 6 universal expressions: happiness, sadness, fear, surprise, anger,
and disgust. Spatially, macro-expressions can occur over multiple or single regions
9

of the face, depending on the expressions. For instance, the surprise expressions
generally cause motion around the eyes, forehead, cheeks, and mouth, whereas the
expression for fear typically generates motion only near the eyes.

2.1.2

Micro Expressions

In general, micro-expressions are described as an involuntary pattern of the human body that is significant enough to be observable, but is too brief to convey
an emotion [10] [43]. Micro-expressions occurring on the face are rapid and are
often missed during casual observation. Lasting between1/25th to 1/3rd of a second (roughly 2-10 frames) [11], micro-expressions can be classified, based on how an
expression is modified, into three types [10]:
• Type 1. Simulated Expressions: When a micro-expression is not accompanied
by a genuine expression.
• Type 2. Neutralized expressions: When a genuine expression is suppressed and
the face remains neutral.
• Type 3. Masked Expressions: When a genuine expression is completely masked
by a falsified expression.
Type 2 micro-expressions are not observable and type 3 micro-expressions may
be completely eclipsed by a falsified expression. In this paper, we focus on type 1
micro-expressions, i.e., micro-expressions that correspond to rapid, but observable
and non-suppressed motion on the face.

2.2

Optical Strain
Before optical strain can be defined, it is necessary that an explanation of optical

flow is given. Optical flow is the calculation of the motion over a sequence of frames,
10

each frame represented by an n x m matrix I. It is important to note that the
derivation of optical flow assumes small changes in motion over a small interval of
time, and the intensity must remain constant. The purpose of these constraints along
with a more detailed explanation of optical flow and its derivation will be presented
in section 2.2.1. The flow magnitude (and its strain counterpart) can be visually
represented by an image where each pixel is normalized to a scalar value ranging
from 0-255. A vector u is used to represent the horizontal motion, while a vector
v is used to represent vertical motion. A grayscale map is used to represent these
normalized scalar values.
There are two main approaches for calculating optical strain: (i) integrate the
strain definition into the optical flow equations, or (ii) derive strain directly from the
flow vectors. The first approach requires the calculation of high order derivatives,
hence is sensitive to image noise. The second approach allows us to post-process
the flow vectors before calculating strain, possibly reducing the effects any errors
incurred during the optical flow estimation. We use the second approach in this
dissertation.

2.2.1

Optical Flow

Optical flow is a well-known motion estimation technique that is based on the
brightness conservation principle [44]. In general, it assumes (i) constant intensity
at each point over a pair (sequence) of frames, and (ii) smooth pixel displacement
within a small image region. It is typically represented by the following equation:
Let the image intensity be represented by I(x, y, t) where I is a function of pixel
coordinates (x, y) and time t. Then a small time t and distance later, the intensity

11

can be approximated by [45]:

I(x + ∆x, y + ∆y, t + ∆t) = I(x, y, t) +

∂I
∂I
∂I
∆x +
∆y +
∆t.
∂x
∂y
∂t

(2.1)

Now assuming the brightness constancy,

I(x + ∆x, y + ∆y, t + ∆t) = I(x, y, t).

(2.2)

∂I
∂I
∂I
∆x +
∆y +
∆t = 0.
∂x
∂y
∂t

(2.3)

and so,

After dividing by ∆t we have:
∂I ∆x ∂I ∆y ∂I
+
+
=0
∂x ∆t
∂y ∆t
∂t
where u =

∆x
,v
∆t

=

∆y
∆t

(2.4)

represent the vertical and horizontal motion respectively.

Hence as ∆t → 0 we get

−

∂I
∂I
∂I
=
p+
q.
∂t
∂x
∂y

(2.5)

which is called the optical flow constraint equation. This equation is equivalent and
more often expressed as:

(∇I)T p + It = 0

(2.6)

where I(x, y, t) represents the temporal image intensity function at point x and y
at time t, and ∇I represents the spatial and temporal gradient. The horizontal and
vertical motion vectors are represented by p = [p = ∆x/∆t, q = ∆y/∆t]T .
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Next, we look at different methods that are used to solve the optical flow constrain
equation. Note that a performance comparison of a few optical flow implementations
is given in Chapter 5.

2.2.1.1

Lucas-Kanade

One of the first methods given in the literature for solving the optical flow constrain equation was given by Lucas-Kanade in [46]. In general, for each pixel in the
image, we need to solve the following minimization problem [45]:

d = argmind

X

I(x, t) − I(x + d, t + 1)2

(2.7)

x∈N

which after using the derivations given in equations 2.3-2.6,

0 = It (pi ) + ∆I(pi ) × [u, v].

(2.8)

However, minimizing the error for single pixel values is susceptible to the aperture
problem, which is in short caused by having two unknowns (u, v) and one equation
Ix (pi ) + Iy (pi )˙[u, v] = −It (pi ). The solution by Lucas-Kanade is to generate more
equations by constraining the motion to be similar within a window.
Therefore, given a window size M M = M 2 we have an equal number of equations
per pixel (or 3M 2 if using RGB):


Iy (p1 )
 Ix (p1 )

 Ix (p2 )
Iy (p2 )


..
..

.
.


Ix (pM 2 ) Iy (pM 2 )





    It (p1 )


 u

    It (p1 )
  = 
..
 v

.




It (pM 2 )
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(2.9)

Of course, without further constraints we now have many more equations than
unknowns, which leads to an underdetermined system. Hence their solutions is to
solve the least squares problem defined over this window by [45] minimizing

(AT A)d = AT b,

(2.10)

which is re-written as:










 Σ(Ix Ix ) Σ(Iy Ix )   u 
 Σ(Ix It ) 

  = −

Σ(Ix Iy ) Σ(Iy Iy )
v
Σ(Iy It )

(2.11)

where the summations include all pixels over the M x M window. Note, there are
several limitation of this method, including high sensitivity to noise or if AT A is not
invertible or has ill-posed rank deficiencies (which can occur at edges). There are
several steps which can be taken to increase the robustness of the method, including
using an iterative based refinements using course-to-fine estimations [46].

2.2.1.2

Horn-Schunck

In the method by Horn-Schunck [47], an additional regularization term is added
to original minimization function (equation 2.14):

d = argmind

X

(I(x, t) − I(x + d, t + 1))2 + α||d||

(2.12)

x∈N

where ||d|| is typically the Euclidian distance metric. When solved, it has the form
[45]






−1

 u 
 Σ(Ix Ix ) Σ(Iy Ix ) 
  = −

v
Σ(Ix Iy ) Σ(Iy Iy )
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 α 0   Σ(Ix It ) 
+


0 α
Σ(Iy It )

(2.13)

which allows full rank for the windows in ill-posed regions of the image by aligning
them to the nearest points. The degree to which these regions will be adjusted is
guided by a choice of α; if alpha is large then motions will be smooth and uniform
across large portions of the image. If alpha is small, then smaller neighboring regions
can be non-uniform, but more sensitive to noise.

α = .01

α = .05

α = .1

α = .3

α = .5

α=1

Figure 2.1. This figure illustrates the effect of the smoothness constraint α introduced
in the Horn-Schunck method on an example smile expression. Note that a larger α
suppresses larger motions by increasing the uniformity of large regions, while a small
α allows for more local variation (non-rigid motion). Figure best viewed in color.
Each color represents a direction, while the intensity of the color is correlated with
magnitude.
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2.2.1.3

Black and Anandan Flow

In both of the previous optical flow methods, the distance between the intensity
values before and after displacement use least squared error. In the method by Black
and Anandan [44], this distance measure is replaced with a more robust metric Ψ,
i.e.

d = argmind

X

Ψ(I(x, t), I(x + d, t + 1)) + α||d||

(2.14)

x∈N

which is found to increase robustness to multiple motions, occlusions, and temporal
distortions [45]. The method also uses a course-to-fine search.

2.2.1.4

SIFT Flow

Sift flow is a relatively recent (2008) method that uses the SIFT descriptor to
estimate the motion for every pixel in the image. It has a few advantages over
regular flow in that it removes the smoothness and brightness constraint typical of
classic optical flow methods. Moreover, it can find widely disparate motion across
the entire image, opposed to the windowed restrictions in the prior methods. Still,
its formulation is similar to that of optical flow [48]:

E(w) =

X

||s1 (p) − s2 (p + w)||1 +

p

X

1 X 2
(u (p) + v 2 (p))+
2
σ p

(2.15)

min(α|u(p) − u(q)|, d) + min(α|v(p) − v(q)|, d)

(p,q)∈

where w(p) = (u(p), v(p)) is the motion at pixel p, si (p) is the SIFT descriptor
extracted p in image i, and  is the spatial neighborhood of p. Note that the
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minimization function still includes a smoothness parameter α and the authors fix
σ = 300, α = 0.5, and d = 2.

2.2.1.5

Ogale Flow

Like SIFT flow, Ogale flow [49] is a recent method (2007) that matches features
rather than direct intensity values. The basic premise behind the method is that a
binary image is first obtained by thresholding the intensity difference for each pixel
(x, y) in one image with that of the pixel in the second image at distance (δx , δy )
using the following function:

M (x, y, x + δx , y + δy ) =




1, if |I1(x, y) − I2(x + δx , y + δy )| < t

(2.16)



0, if otherwise
After this binary image M is obtained, all the connected components are then
calculated. Note that there is a binary image for each choice of (δx , δy ). The size of
each connected component containing the pixel (x, y) is defined as S(x, y, x + δx , y +
δy ). Then, the motion vector ~δ = (δx , δy ) that best describes the displacement of
(x, y) is the maximum sized connected component, or

~δ(x, y) = argmaxδ (S(x, y, x + δx , y + δy )).

(2.17)

At depth discontinuities (self occlusions), edge information from the intensity
images are used to break up components before finding the maximum ~δ(x, y). For
affine motions (out-of-plane) there are additional steps that factor in the gradient
angles and directions, which can be found in [49].
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2.2.1.6

Vector Stitching

Figure 2.2. Vector linking (stitching). c 2011 IEEE

When tracking motion over more than one or two frames (and possibly hundreds
of frames) then likely there is motion that is too large to be accurately tracked by
optical flow, especially when using the beginning frame to every other frame in the
sequence. To solve this, a vector stitching technique can be used that combines pairs
of vectors from consecutive frames in order to solve the overall larger displacements
occurring over several frames (see Figure 7).

2.2.2

Strain Derivation

The projected 2-D displacement of any deformable object can be expressed by
a vector u = [u, v]T . If the motion is small enough, then the corresponding finite
strain tensor is defined as:
1
ε = [∇u + (∇u)T ],
2

(2.18)

which can be expanded to the form:


ε=


εxx =

∂u
∂x

∂v
εyx = 12 ( ∂x
+

εxy =
∂u
)
∂y
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1 ∂u
(
2 ∂y

εyy =

+
∂v
∂y

∂v
)
∂x




(2.19)

where (εxx ,εyy ) are normal strain components and (εxy ,εyx ) are shear strain components.
Since each of these strain components are a function of displacement vectors (u,v)
over a continuous space, each strain component is approximated using the discrete
optical flow data (p,q):

p=

u
δx . ∆x
=
=
, u = p∆t,
δt
∆t
∆t

(2.20)

q=

v
δy . ∆y
=
, v = q∆t
=
δt
∆t
∆t

(2.21)

where ∆t is the change in time between two image frames. Setting ∆t to a fixed
interval length, we can estimate the partial derivatives of (2.20) and (2.21):
∂u
∂p
∂u
∂p
=
∆t,
=
∆t,
∂x
∂x
∂y
∂y

(2.22)

∂v
∂q
∂v
∂q
=
∆t,
=
∆t,
∂x
∂x
∂y
∂y

(2.23)

The second order derivatives are calculated using the central difference method.
Hence,
u(x + ∆x) − u(x − ∆x) . p(x + ∆x) − p(x − ∆x)
∂u
=
=
∂x
2∆x
2∆x

(2.24)

v(y + ∆y) − v(y − ∆y) . q(y + ∆y) − q(y − ∆y)
∂v
=
=
∂y
2∆y
2∆y

(2.25)

∂u
u(y + ∆y) − u(y − ∆y) . p(y + ∆y) − p(y − ∆y)
=
=
∂y
2∆y
2∆y

(2.26)

∂v
v(x + ∆x) − v(x − ∆x) . q(x + ∆x) − q(x − ∆x)
=
=
∂x
2∆x
2∆x

(2.27)
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where (∆x,∆y) is equal to one pixel.
Finally, each of these values corresponding to low and large elastic moduli are
summed to generate the strain magnitude. Each value can also be normalized to 0255 for a visual representation (strain map). Figure 2.3 shows the visualization of the
strain values (strain pattern) obtained during both a macro- and micro-expression.

2.2.3

Finite Difference Method

Although a pure central difference method is used in the above equations (specifically equations 2.24 and 2.27), it is worth noting that other finite difference methods
such as forward or backward difference could be used in order to calculate the second
order differential of the motion field.
The discrete differential for calculating the normal strain components for the flow
matrix p can be expressed by (the shear components easily follow):
 " ∂u #
Gx
= ∂x
∆p(x, y) =
∂v
Gy
∂y


(2.28)

Using the forward difference method, we get

Gx =

u(x + h) − u(x)
v(y + h) − v(y)
, Gy =
, h 6= 0
h
h

(2.29)

whereas the backward difference method is expressed by:

Gx =

u(x − h) − u(x)
v(y − h) − v(y)
, Gy =
, h 6= 0.
h
h

(2.30)

Lastly, the central difference method is shown as:

Gx =

u(x − h) − u(x + h)
v(y − h) − v(y + h)
, Gy =
, h 6= 0.
2h
2h
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(2.31)

(a)

(b)

(c)

Figure 2.3. Example smile expression along with optical flow and optical strain. Eyes
are masked for privacy concerns. Column (b) contains the linked optical flow fields
(color denotes direction [44]) and their corresponding strain maps (c).
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However, because both of these methods are susceptible to compound noise in the
optical flow fields because it is the second order differential (note that noise is also
influenced by value chosen for the smoothness α coefficient chosen), it is often useful
to smooth the optical flow estimation before differentiating.
An operator that smooths the signal when taking the discrete differential is the
Sobel filter. It is a central difference based method that also integrates Gaussian
smoothing. In general, the 3x3 neighborhood around the motion of the center pixel
can be represented by:









 z1 z2 z3   p(x − 1, y − 1) p(x, y − 1) p(x + 1, y − 1)

 
 z z z  =  p(x − 1, y)
p(x, y)
p(x + 1, y)
 4 5 6  

 
z7 z8 z9
p(x − 1, y + 1) p(x, y + 1) p(x + 1, y + 1)







(2.32)

which is the gradient estimation equation. This produces the corresponding coefficient matrices:






1
1
 −1 0 1 
 1





Gx = 
0
0
 −1 0 1  , Gy =  0



−1 0 1
−1 −1 −1




.



(2.33)

However, this pure implementation of the central difference method is sensitive to
noise. We can reduce it by placing emphasis on the center pixel:






2
1
 −1 0 1 
 1





Sx = 
0
0
 −2 0 2  , Sy =  0



−1 0 1
−1 −2 −1
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.



(2.34)

Hence, the second order derivative of the motion data is calculated by:
∂u
∂p
=
∆t = (Sx ∗ p)∆t,
∂x
∂x

(2.35)

∂p
∂u
=
∆t = (Sy ∗ p)∆t,
∂y
∂y

(2.36)

∂v
∂q
=
∆t = (Sx ∗ q)∆t,
∂x
∂x

(2.37)

∂v
∂q
=
∆t = (Sy ∗ q)∆t,
∂y
∂y

(2.38)

where ∗ is the convolution operator and ∆ t is equal to 1.

2.3

3-D Surface Strain
Strictly using 2-D optical strain has several limitations, including being restricted

two a single view. To alleviate this drawback, we describe a view-invariant method
that allows more variability in data acquisition.
There are advantages when using 3-D. Due to parallax distortions that occur when
the curvature of the face is projected onto the 2-D image plane, the horizontal motion
estimated along these points are often suppressed. By projecting these vectors back
onto the 3-D surface, we are able to adjust these vectors to better approximate the
true displacements. Similarly, motion that is orthogonal to the image plane is also
lost in 2-D only approximations, but re-acquired when using 3-D data. This method
is possible because the surface of the face is a 2-D surface stretched over a 3-D volume.
Hence, any local region of the face can be described using regular 2-D plane equations
(i.e., it is a 2-manifold). Hence standard optical flow techniques are sufficient to
describe the 2-D motion, which are then adjusted using 3-D approximations, which
can then be used to determine the 3-D strain tensors.
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The algorithm consists of the following steps: (a) an external camera is automatically calibrated to the Kinect sensor using a novel algorithm that is based on
locally invariant features (b) optical flow is calculated between each consecutive pair
of frames in the collected from the external camera; (c) we then stitch together pairs
of motion vectors in order to obtain the motion from the first frame to every other
frame; (d) each stitched motion pair is then projected onto the aligned 3-D surface of
the Kinect; (e) surface strain is then estimated for each pixel of the face; (f) a masking technique is used that separates reliable strain estimations from noisy values; (g)
the strain map is then back projected to the original orientation of the Kinect sensor,
which generates an aligned view-invariant 2-D strain map.

2.3.1

Formulation

The 3-D displacement of any deformable object can be expressed by a vector
u = [u, v, w]T . If the motion is small enough, then the corresponding finite strain
tensor is defined as:
1
ε = [∇u + (∇u)T ],
2

(2.39)

which can be expanded to the form:



∂u
∂x

1 ∂u
(
2 ∂y

∂v
)
∂x

1 ∂w
(
2 ∂x

εxx =
εyx =
+
εzx =
+


1 ∂v
∂u
∂v
ε=
εyy = ∂y
εzy = 12 ( ∂w
+
 εxy = 2 ( ∂x + ∂y )
∂y

εxz = 21 ( ∂u
+ ∂w
) εyz = 12 ( ∂v
+ ∂w
)
εzz = ∂w
∂z
∂x
∂z
∂y
∂z

∂u
)
∂z





∂v 
)
∂z 


(2.40)

where (εxx ,εyy ,εzz ) are normal strain components and (εxy ,εxz ,εyz ) are shear strain
components.
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Since each of these strain components are a function of displacement vectors (u,v)
over a continuous space, each strain component is approximated using the discrete
optical flow data (p,q):

p=

∆x
u
∆x
=
=
, u = p∆t,
∆t
∆t
∆t

(2.41)

q=

∆y
∆y
v
=
=
, v = q∆t
∆t
∆t
∆t

(2.42)

r=

∆z
w
∆z
=
=
, w = r∆t
∆t
∆t
∆t

(2.43)

where ∆t is the change in time between two image frames. Setting ∆t to a fixed
interval length, we can estimate the partial derivatives:
∂u
∂p
∂u
∂p
∂u
∂p
=
∆t,
=
∆t,
=
∆t,
∂x
∂x
∂y
∂y
∂z
∂z

(2.44)

∂v
∂q
∂v
∂q
∂v
∂q
=
∆t,
=
∆t,
=
∆t,
∂x
∂x
∂y
∂y
∂z
∂z

(2.45)

∂r
∂w
∂r
∂w
∂r
∂w
=
∆t,
=
∆t,
=
∆t,
∂x
∂x
∂y
∂y
∂z
∂z

(2.46)

The second order derivatives are calculated using the central difference method.
Hence the normal strain tensors are:
∂u
u(x + ∆x) − u(x − ∆x) . p(x + ∆x) − p(x − ∆x)
=
=
∂x
2∆x
2∆x

(2.47)

∂v
v(y + ∆y) − v(y − ∆y) . q(y + ∆y) − q(y − ∆y)
=
=
∂y
2∆y
2∆y

(2.48)

∂w
w(z + ∆z) − w(z − ∆z) . r(z + ∆z) − r(z − ∆z
=
=
∂z
2∆z
2∆z

(2.49)

where (∆x,∆y,∆z) ≈ 2-3 pixels.
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2.3.2

Surface Strain

The equations in section described in the above section describe 3-D volumetric
strain. However, since we are interested in 2-D surface strain along a 3-D volume,
we can rewrite Equation 2.40 in order to describe the surface deformation matrix ε0 :


ε0xx

∂u
∂x

=


1 ∂v
∂u
0
ε0 = 
 εxy = 2 ( ∂x + ∂y )

∂w
)
ε0xz = ( 2∂x

ε0yx

=

1 ∂u
(
2 ∂y

ε0yy =

+

∂v
)
∂x

∂v
∂y

∂w
ε0yz = ( 2∂y
)

ε0zx

=

∂w
( 2∂x
)





∂w
ε0zy = ( 2∂y
) 


0
εzz = 0

(2.50)

In other words, since the surface is 2-D, we lose all components that differentiate with respect to z. Hence, we are left with two normal strains (ε0xx , ε0yy ), one
shear strain (ε0xy ), and the two partial shears (ε0xz , ε0yz ). We then calculate the strain
magnitude using the following:

ε0mag =

q
(ε0xx )2 + (ε0yy )2 + (ε0xy )2 + (ε0xz )2 + (ε0yz )2 .

(2.51)

The values in ε0mag can then be normalized to (0, 255) to generate strain map where
low and large intensity values correspond to small and large strain deformations
respectively.

2.4

Face Detection and Tracking
Face tracking is an important prior step for many applications since it allows

geometric registration of the face over many frames. All face tracking methods first
rely on face detection, and one of the most common approaches for this is using the
Viola-Jones object detection method [50].
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2.4.1

Viola-Jones Method

The Viola-Jones face detection method is based in part on a simplifications of
the more complex Haar wavelets. The rectangular features used in the method are
calculated from an image by subtracting one particular summed region (the shaded
region in figure2.4) in of an image from an adjacent region (white region) of the
image.

Figure 2.4. The four features used by the Viola-Jones face detection method. Adapted
from [51].

The main advantage of using these course features is that their shape allows the
use of a summed area table (integral image) which allows the calculation of all possible rectangular shapes in an image to be calculated in constant time after performing
a single raster scan. However the total number of permutations of these shapes at
a base resolution of 24x24 pixels results in over 45,396 features [50]. Therefore, the
authors use adaboost to form a cascade of several week classifiers in order to form
a strong classifier that only requires roughly 10% of the number of original features.
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This same approach has also been applied to detection of several facial landmarks
on the face, including the eyes, ears, nose and mouth.

2.4.2

Subspace Constrained Mean-Shifts

After the face is detected, there are several approaches for tracking the face
reliably over a video sequence (which is an important step in our masking technique
discussed in section 3.2.3). This is particularly relevant since the face can be abruptly
distorted during facial expressions causing error when relying on detection alone.
Moreover, while it is true that the Viola-Jones method in the previous section can
be trained to find some major landmarks on the face (eyes, nose, etc), it is not
particularly suited to find finer details such as the border of the face and the outline
of the mouth and eyes. For this, we use the deformable modeling approach described
in [52] which uses Subspace Constrained Mean-Shifts to track 68 points on the face.
In general, the mean shift algorithm works the following way:
1. Decide on a window size around each data point.
2. Estimate the mean of the kernel density estimate of all the data within this
window.
3. Shift the window to the mean.
4. Repeat 1-3 until convergence criterion is met.
For step 1, a window size of 25x25 is chosen. For step 2, the kernel density
estimate (KDE) is measured for each facial landmark li using an isotropic Gaussian
kernel of the form:

p(li = aligned|x) =

X
µi ∈Ψcxi
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αµi i N (xτi ; µi , σ 2 I),

(2.52)

where αµi i are weights associated with the response map (i.e., the classification results
for matching labeled features within the window), Ψxci is a grid or subset of candidate
shifts around the current shape estimate xci (in order to speed up computation), and
σ is an a-priori estimate. Using this KDE, it can then be plugged in to the standard
mean shift function:
P
(τ +1)
xi

µi ∈Ψxc

← P

i

µi ∈Ψxc
i

αµi i N (xτi µi , σ 2 I)µi
αµi i N (xτi ; µi , σ 2 I)

(2.53)

where τ denotes the iterative time step. Note that there is an additional step that
employs a point distribution model (PDM) so that their method can constrain the
possible parameters of the landmarks between iterations including allowable rotations, scale changes, and translations. Further details can be found in [52].

2.5

Scale Invariant Feature Transform
The Scale Invariant Feature Transform [53] is a method for consistently describing

local properties of an image after rotation and scale changes. It is ideally suited for
finding correspondences between image pairs. It was used to estimate optical flow
in section 2.2.1.4. It has also found application in areas such as object recognition,
scene alignment, and gesture recognition. In addition to being robust to scale, it is
also robust to affine tranformations, partial occlusions, rotation, and some degree of
illumination.
The steps for calculating SIFT features are as follows [53]:
1. Scale-space extrema detection: every scale and image location is searched to
identify potential interest points.
2. Keypoint localization: a stability measure is used that selects a subset of interest points from the potential interest points.
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3. Orientation assignment: based on the edge intensities in certain directions, each
interest point is given a orientation labels. Any potential future descriptors will
first be transformed to the same orientation, scale, and location.
4. Keypoint descriptor: features robust to illumination and shape distortion are
calculated and assigned to the interest point.

2.6

RANSCAC
RANSAC, short for ”RANdom SAmple Consensus”, it an iterative method that

estimates parameters that fit multiple data points that may include multiple outliers. The method was proposed by Fichler and Bolles [54] as a method for fitting
data to experimental models, and has multiple applications in image processing and
computer vision.
Given the problem of finding parameters ~x that describe a model, the algorithm
assumes the following [55]:
1. The parameters must be generalizable from the N experimental data points.
2. There are a total of M data points, with N ≤ M .
3. The probability of randomly selecting a data point that is a part of a good
model is Pg
4. The probability of the algorithm exiting without finding a good model, when
one does exist, is Pfail
Then, the steps of the algorithm are as follows:
1. Randomly select N data points
2. Estimate the parameter ~x.
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3. Discover how many data points K of M fit the model with parameters vector
~x within a threshold.
4. If K is large enough, accept ~x and exit.
5. Repeat 1-4 L times. If 4 is never true, then return ~x that generated largest K
(failed).
It is worth mentioning that a good choice of L depends on the probability of
failure, since

Pfail = (1 − (Pg )N )L .

(2.54)

log(Pfail )
log(1 − (Pg )N )

(2.55)

And solving for L we have,

L=
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CHAPTER 3
ALGORITHMS

In this chapter, we describe two algorithms that are the main contributions of
this dissertation. The first is the expressions spotting algorithm, which automatically
retrieves the boundaries of both macro- and micro-expressions from video sequences.
The second algorithm is the 3-D surface strain estimation.

Note to Reader
Portions of these results have been published (Shreve et al. [56, 2, 42]) and are
utilized with permission of the publisher.

3.1

Expression Spotting Algorithm
The algorithm for spotting both macro- and micro-expressions can be seen in

Figure 3.1. It consists of ten steps, each of which will now be described.

3.1.1

Input Video

Any video that contains near-frontal views of the face can be considered. Specific
datasets used for testing can be found in the next chapter.

3.1.2

Face Tracking and Registration

Facial tracking was performed using the subspace constrained mean shift algorithm [52], which tracks several points on the face over a video sequence. These
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Figure 3.1. Flow diagram of automatic facial expression spotting.
points are then used to for two purposes: i) we are able to align faces in the video
sequence by transforming each image to match the original location of the face, hence
reducing the amount of motion between consecutive frames (such as a person rigidly
moving his / her head back and forth); ii) we can then use these points for segmenting and masking the face (in the masking step). See Figure 3.2 (a) for an example
face with the tracked points.

3.1.3

Crop Image, Optical Flow and Strain

Optical flow calculation can be computationally expensive, so it is beneficial to
reduce the size image before estimating motion. To do this, we crop the face from
the image using the 66 points tracked on the face. Since all future images are aligned
to this coordinate system, all future face images will have the same dimensions.
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(a)

(b)

(c)

Figure 3.2. Facial alignment and segmentation. In (a) the sixty-six points automatically found by [52] are used to segment out the boundary of the face, eyes, and
mouth shown in (b). The face is then segmented into the four regions shown in (c).
c 2011 IEEE
Optical flow is estimated using the Horn-Schunck method with a smoothness alpha
parameter of .1 (see Section 2.2.1.2). Next, optical strain is then estimated using
the central difference method by convolving a 2 3x3 Sobel kernels (Sx , Sy ) over each
of the (p, q) flow fields to generate each of the four strain components of the strain
tensor ε = 21 [∇p + (∇p)T ] (see Section 2.2.3).
3.1.4

Masking

By localizing several features of the face in the tracking stage, we are able to
segment the reliable strain values on the face from those that are noise. Noisy values
are due to inaccurate flow computations caused by the violation of the smoothness
constrains and self-occlusions. Occlusions can be found at the boundary of the face,
where the background is lost due to the rigid head motion. The mouth is problematic
because opening / closing the mouth are rigid motions that contain self occlusions
thus causing tracking failures. The eyes are also masked because they do not contain
non-rigid motion and blinking can cause noisy motion estimations.
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3.1.5

Strain Magnitude and Pre-processing

The strain magnitude SR is calculated by summing all values generated separately
for each region of the face. Each region then generates a sequence corresponding to
the amount of strain observed over time. These values are processed using two passes,
the first of which spots macro-expressions and the second micro-expressions.
Before a peak detector is used to find the points of maximum strain, the values
are first pre-processed using the following steps:
• Fit a 2nd degree polynomial to the sequence of total strain magnitude using
least squares method.
• At each point, subtract this curve from the sequence.
• Perform Gaussian smoothing on the entire sequence.
• Normalize sequence between [0,1] using Min-max normalization
The first step minimizes error in optical flow that is accumulated when stitching
the flow values over the entire video sequence. By fitting a polynomial curve to the
sequence and then subtracted from it, we effectively get the mean values at each
frame over time (see blue line in Figure 3.3). This step could also use an adaptive
mean filter at each frame if the user wanted to run this on live video streams with
an unknown duration. Next, to remove false positives due to noisy spikes in the
strain calculation, all values are smoothed using a Gaussian filter. Lastly, min-max
normalization allows us to define the search space for the parameters needed when
detecting the peaks which correspond to macro-expressions. Part b in Figure 3.3
shows the final normalized strain signal.
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(a)

(b)
Figure 3.3. Example strain signal. In (a) the values for the summmed strain magnitude are given of roughly 180 frames in an example video sequence. Part (b) shows
the normalized strain magnitude after subtracting the blue line (second degree least
squares fit) from (a).

Figure 3.4. Example spotted expression using peak detection and boundary detection.
c 2011 IEEE
3.1.6

Spot Macro-expressions

Since macro-expressions can occur over multiple regions of the face simultaneously, all strain values contained in all regions are summed to generate an overall
strain magnitude (i.e., the mask in Figure 3.2.b is used).
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Next peaks corresponding to macro-expressions are found. The peak detection
[4] uses a parameter α which which is a threshold on the minimal strain magnitude
allowed to be a peak, and β which determines the amount that the peak must be
above the surrounding areas. First, for each value Si ∈ SR its forward derivative is
taken, or
SR0 = |Si0 | = Si − Si+1 , i = 1..|SR |

(3.1)

Next, all extrema (potential peaks and valleys) are indexed in E where sign changes
occur, or
0
k ∈ E if Sk0 × Sk+1
< 0, ∀Sk0 ∈ SR0

(3.2)

Then, starting at j = 1, if

SEj > SEj−1 and SEj − SEj+1 > β

(3.3)

SEj > α

(3.4)

and

then SEj is a peak corresponding to a macro-expression.
Lastly, SEj+1 marks the potential end of the expression while the potential beginning of the expression is given by SEj−1 . The final boundary is determined when the
strain magnitude matches at both the beginning and end of the expressions, for the
larger of the two strain magnitudes. Hence, given Emax = max(Ej+1 , SEj+1 ), then
the boundary is determined at the points on each side of the peak:

SEl = SEr = T × (SEj − max(SEj−1 , SEj+1 ))

(3.5)

where T = .1 (i.e., at 10% of the peak height) and l ∈ R. Note that if the peak is
located near the boundary, this this value will be the boundary itself if no intersection
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is found. The last check is to ensure the expression is long enough to be a macroexpression, i.e., the expression boundary must be greater than 1/3rd of a second, or
roughly 10 frames in duration. See Figure 3.5 for spotted macro-expressions on an
example sequence.

3.1.7

Spot Micro-expression

After the intervals for macro-expressions are found, the subintervals are then
searched for any micro-expressions. The thresholding technique is nearly identical
to that of macro-expressions. First, there is a constraint on locality, hence microexpression are restricted to occurring in at most two bordering regions (see Fig. 3.2)
of the face (I-II, II-III,III-IV,I-IV). Second, micro-expressions are very rapid (lasting
as few as 3 frames) and often occur in just one region of the face. Hence, to ensure
that the width of the peak is consistent (and not noisy spike in flow error), we use
a threshold value of T = .5 (Eq. 14), or half the peak height. See Figure 3.5 for
spotted micro-expressions on an example sequence.

3.1.8

Restarting

For segmenting very long videos, we utilize a restarting method that restarts
the optical flow calculation at the end of the last detected expressions. This is
an important step primarily because error in the flow linking and estimation can
accumulate over many frames. Based on visual inspection of the optical flow fields in
our experiments, we found that after 30 seconds of video the flow error is too noisy
for accurate strain estimation. Because the optical flow needs to be calculated from
the beginning of an expression, we restart the algorithm at the end of the last found
expression. If there have been no expressions found in the last N frames, we restart
the tracking at the current frame.
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(a)

(b)

(c)

(d)

(e)

(f )

(g)
Figure 3.5. Some example spotted expressions. The images given in (a)-(e) were
found at points in the strain signal given in (f) and (g). Spotted macro-expression
are denoted by a ’o’, and spotted micro-expressions are denoted by a ’x’. The number
given above each peak in (f) is the number of frames in the expression, also denoted
by each solid line. c 2011 IEEE
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3.2

Estimating 3-D Strain Algorithm
The algorithm is based on calculating optical flow on a 2-D image, with the

depth approximated by a low resolution sensor. Since the cheaper commodity RGBD
sensors such as the Microsoft Kinect do not have sufficient optics and resolution for
accurate flow tracking, we align a separate HD webcam with the Kinect depth model.
Hence optical flow is performed on the HD image, and then back-projected onto a
depth map which has been aligned to the same image. The overall design of the
algorithm can be found in Figure 3.6.

Figure 3.6. Overall algorithm design. c 2011 IEEE

3.2.1

Fitting Planes Using Least Squares

When working with a depth map with a resolution lower than its calibrated
RGB image, there will be several points within the image that will not have depth
values. In our experiments using the Kinect sensor, it is common to find that the
face size is approximately 500x500 pixels in the aligned HD camera, with often noisy
depth values for only a portion (approximately 1/2) of these coordinates. In order
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to smooth out and interpolate for the missing depth values, we fit a plane into every
5x5 neighborhood using least squares fitting. Each pixel is then updated to its new
planar value based on its fitted plane.

3.2.2

Automatic Kinect-to-Webcam Calibration

We automatically calibrate Kinect RGB-D images to high-definition webcam images using local invariant features, as proposed in [57]. First, the scale-invariant feature transform (SIFT) [58] is employed to extract keypoints from both Kinect and
webcam color images, represented by circles in Figure 3.7 a and b. Then, non-face
keypoints are discarded and the remaining keypoints are used to establish correspondences between Kinect and webcam images, illustrated as lines. At least four
correspondences are required to estimate the transformation that projects the Kinect
depth data into the webcam coordinate system (see Figure 3.7 b), considering a camera model with seven parameters [59]: translation and rotation in X, Y and Z axes,
and focal length. To retrieve these parameters for a given subset of four correspondences we use the Levenberg-Marquardt minimization approach [60]. Robustness
against 3D noise and correspondence errors is achieved by applying the RANSAC
algorithm [54] to find the subset of correspondences whose obtained transformation
maximizes the number of Kinect keypoints projected into their correspondent webcam keypoints.

3.2.3

Facial Landmark Detection and Masking

We segment these regions of the face using the same facial landmarks automatically detected by [52]. Figure 3.8 shows the detected facial landmarks as well as the
original mask. The two transformed views using the transformation matrix identified
by the method described in section 3.2.2 can be found in Figure 3.8.
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Figure 3.7. Matched SIFT features from Kinect and external cameras. Those
matched from right camera view and the Kinect RGB image are given in (a). In
(b), the aligned depth images are shown. c 2011 IEEE
It is worth noting that for the view-invariance experiment, we performed additional masking by only comparing values that are visible in both views.
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Figure 3.8. A mask is generated by defining the boundaries of the face, eyes, and
mouth using the 66 automatically detected points on the face. Part (b) shows the
original mask (strain values in white region pass through, black regions are set to 0).
The transformed masks for the two external HD cameras are shown in (c) and (d)
using the described calibration method. Part (e) shows the points that are visible
to each view. The light gray areas are points only visible from the right camera, the
dark gray areas are those found in the left camera, and the white regions are points
common to both views. c 2011 IEEE
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CHAPTER 4
DATASETS

4.1

USF-Combination
This is a collection of 10 videos that contain 75 feigned macro-exressions and 37

feigned micro-expressions interspersed within each video sequence. Each video was
recorded using a Panasonic AG-HMC40 camcorder at a resolution of 720 x 1280,
with an average video length of 1 minute. Participants were shown several examples
of real micro-expressions and then asked to mimic them in between making random
macro-expressions (happiness, sadness, surprise, anger, and disgust).

4.2

USF-Spontaneous Expression Dataset
The USF Spontaneous dataset was collected from a 66 minute (66:48:00) HD

(1080p) video clip from a Panasonic HD camera. The video contains two subjects
playing a video game on a large monitor. Both subjects were present and frontward
facing in the video for 97% of the recording time. The camera was positioned between
the subjects and the television, aimed and centered between the subjects. Some
example frames from this dataset can be found in Figure 4.1. The dataset contains 68
expressions by Subject 1 and 104 expressions by Subject 2. The average expression
duration reported by Subject 1 is 127 frames which is approx. 4.2 seconds. The
average expression duration reported by Subject 2 is 112 frames, which is approx.
3.7 seconds. The average time between expressions reported by Subject 1 is 1653
frames which is approx. 55 seconds. The average time between expressions reported
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by Subject 2 is 1057 frames, or approx. 35 seconds. Talking and movements where
the head turned away from camera (”don’t care” regions) account for .9% of the
video were labeled in the ground-truth and were not considered as an expression.
More detailed statistics can be found in Table 4.1.

Figure 4.1. Sample frames from USF-spontaneous database, which captured two
participants playing a video game for one hour.

Table 4.1. Statistics of the EXP-Spontaneous Dataset.
# of frames.
%of frames
# of exp.
% of exp.
ave. length of exp. (frames)
(in seconds)
ave. length between exp.
(in seconds)

4.3

Subject 1 Subject 2
116622
118954
97
98
68
104
39
60
127
112
4.2
3.7
1653
1057
55
35

total
120165
172
118
4
1355
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SMIC Micro
This dataset [1] is publically available and includes 64 micro-expressions. It

consists of several videos that captured the natural reactions that several subject
had to several video clips. Each sequence included at most one micro-expression and
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was recorded using a high-speed camera at a frame-rate of 100FPS. The faces are
already cropped to an average resolution of 140 x 175.

4.4

USF-Kinect Dataset
In order to demonstrate the view-invariance of the 3-D adjusted strain maps

generated using a webcam with low-resolution Kinect data, we developed a dataset
containing two webcam views and one Kinect sensor. These two cameras will allow
us to calculate two separate strain maps from two different views, which we can
then compare for similarities. We recorded 8 subjects performing the smile and
surprise facial expressions. Some example images from this dataset can be found in
Figure 5.8. Due to simultaneously acquiring large amounts of data over a limited
USB2.0 bandwidth, the framerate of each video fluctuated between 5-6 frames a
second. Each sequences lasted approximately 50 frames, or 10 seconds.

4.5

BU4DFE Dataset
This is a publically available 3-D dataset that contains 500 sequences of high-

resolution (1280x720) images aligned with depth data. We selected 60 subjects and
2 expressions from this dataset to measure the consistency of strain map calculation
at low depth resolutions.

4.6

USF-Biometric Dataset
Videos were acquired from subjects as he/she opened his/her mouth under three

different lighting conditions (normal, low, and strong shadow). A total of 35 subjects
participated, 17 of which also applied camouflage. Videos were recorded using a JVC
GY-HD100 camcorder with a pixel resolution of 1280×720. A few samples obtained
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under the three lighting conditions and camouflage are shown in Figures 4.2 and 4.3
respectively.

Figure 4.2. Sample frames from normal, low, and strong lighting conditions.

Figure 4.3. Sample frames of subjects wearing camouflage.
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CHAPTER 5
RESULTS

Note to Reader
Portions of these results have been published (Shreve et al. [56, 2, 42]) and are
utilized with permission of the publisher.

5.1

Expression Spotting
Experiments were performed on several datasets. The ground-truth labeling were

hand-marked by an analyst that specified the beginning and ending frame of each
expression. Before groundtruthing, the analyst was first shown several examples of
macro- and micro-expressions. We now discuss each dataset, and then report the
results of macro- and micro-expression spotting.

5.1.1

Performance of Detecting Feigned Macro- and Micro Expressions

Results will now be given for each dataset. The performance is shown using an
ROC comparing the true positive rate (TPR) and the false positive rate, by varying
the peak magnitude threshold β.
The true positive rate was calculated by the number of successfully detected
expressions out of the number of total expressions, or

TPR =

Ndetected
Ntotal
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(5.1)

while the false positive rate,

FPR =

Ndetectedf rames
Nf rames − Ntotalf rames

(5.2)

where for each subject, Ndetected and Ndetectedf rames are the number of detected expressions and the number of frames in the detected expressions and similarly, Ntotal and
Ntotalf rames are the number ground-truth expressions and the frames they contain.
Lastly, Nf rames is the total number of frames in the dataset.

Figure 5.1. ROC of macro-expression spotting on USF-Combination dataset as β is
varied between (.01, .9).

We now report the results of finding macro-expressions in the mixed dataset USFcombination in Figure 5.1. The ROC generated by varying β is promising, achieving
81% TPR with less than a .1% false positive rate, and at its peak successfully spots
94% of the macro-expressions with less than a .4% FPR. Alternatively, at these
two datapoints, this translates 58 macro-expressions being spotted successfully at
the expense of 4 false positives, and 68 macro-expressions being successfully spotted
with 14 false positives. False positives can be mainly attributed to the subject
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Figure 5.2. ROC of micro-expression spotting on USF-Combination dataset as β is
varied between (.01, .9).
moving his/her face too rapidly, resulting in failure in optical flow and hence strain
estimation. On this same dataset, the ROC of micro-expression spotting is given in
Figure 5.2. While micro-expression spotting was less precise than macro-expression
spotting, most of the micro-expression were found. For example, the algorithm is
able to successfully spot 18 (roughly 50%) of micro-expressions with 4 false positives,
and at most 29 (78%) micro-expressions at a cost of 21 false positives.
Lastly, we report the results on the SMIC-micro dataset in Figure 5.3. Overall,
the algorithm performed well on this dataset, with 62 (94%) of the micro-expressions
detected with less than 22 false positive (1.5% FPR). For comparison, we also report
the results on this same dataset with the same experimental setup given [1], with
the exception that since our method does not require training, we test on all examples simultaneously. In this experiment, a total of 120 sequences were classified as
either containing an expression, or not. Exactly half of the sequences contained an
expression. The best results reported by [1] was using a Multiple Kernel Learning
(MKL) at a detection rate of 71.4%. However, the authors do not provide a FPR at
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Figure 5.3. ROC of micro-expression spotting on SMIC dataset as β is varied between
(.01, .9).
this rate. At our lowest FPR of 13%, we achieve a higher detection rate of 77% (see
Figure 5.4).

5.1.2

Face Resolution

To observe the effect of resolution on the performance of our algorithm, we tested
the USF-Combination dataset at the following scales 100%, 50%, and 25%. On
average this directly corresponds to facial dimensions of roughly 300x310, 150x160,
and 77x80. The results of this experiment are given in Figure 5.5. A few things can
be concluded from this experiment: (i) the algorithm is robust to at least 50% scale
differences on our dataset when detecting macro-expressions and micro-expressions.
In fact at some points in the ROC curve, using a lower resolution increased accuracy
at the same FPR (most likely due to increased smoothness); (ii) resolution is more
important when detecting micro-expressions, since an immediate overall reduction
in TPR can be observed at the 25% scale.
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Figure 5.4. Results for experiment formatted similarly to [1] on the same dataset,
where the authors report an accuracy of 71.4%, with no FPR. The experiment consists of 120 example sequences, half of which contain micro-expressions.
Table 5.1. Average error for finding the length of spotted macro and micro expression
on USF-combination dataset (FPR = .001). Error is given in frames and seconds.
Type
Mean
Std. Deviation
USF-Combination Macro 10 frames (.3s) ± 10 frames (.3s)
USF-Combination Micro 4 frames (.13s) ± 2 frames (.06s)

Table 5.2. Average error for locating the start frame for macro and micro expression
spotting on USF-combination dataset (FPR = .001). Error is given in frames and
seconds.
Type
Mean
Std. Deviation
USF-Combination Macro 5 frames (.16s) ± 8 frames (.26s)
USF-Combination Micro 4 frames (.13s) ± 2 frames (.06s)

5.2

2-D View-invariant Surface Strain Maps

5.2.1

Experiment 1: Varying Depth Resolutions

To demonstrate that a course representation of the face is sufficient for reliable
3-D strain estimation, we compared strain maps calculated at the full resolution of
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(a)M acro

(b)M icro
Figure 5.5. ROC of Macro and Micro Expression spotting in videos at different scales
(100%, 50%, and 25%) as β is varied between (.01, .9). The resolutions given are the
approximate face size of the subject at these scales.
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the BU datasets depth data with those calculated with several downsampled depths
for 101 subjects and all 6 expressions. The depth resolution of the BU data is roughly
200x200 for the face image. The depth data is then downsampled to 100x100, 66x66,
50x50, and 40x40 (see Figure 5.6). For each of these resolutions, pixels that are
missing depth data are solved by fitting a plane to its local neighborhood using
linear least squares.

Figure 5.6. Depth reconstruction and surface strain maps for two example expressions
(happy and angry) with the depth data at resolutions of 200x200, 50x50, and 40x40
(each column after regular image). Depth maps are quantized to 20 levels to highlight
consistency
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Figure 5.7. Box plots of the correlation coefficients of the 3-D surface strain when
using full 1:1 depth information and depth downsampled at ratios of 1:2, 1:3, 1:4,
and 1:5. Results are for all 101 subjects performing 6 expressions.
We then estimate the 3-D surface strain using the 2-D optical flow and the downsampled depth map and compare it when using the original depth map by finding
the correlation coefficient. Overall, Figure 5.7 shows that the strain estimation is
stable across these resolutions, even when only 40x40 depth coordinates are used
from the original 200x200 depth map. A slight decrease in the correlation coefficient
is observed for each decrease in depth resolution. The standard deviation is tightly
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centered around the median, and maintain at least 85% correlation at all four depth
resolutions.

5.2.2

Experiment 2: View-invariant Surface Strain Maps

To demonstrate the view-invariance, we calculate two strain maps independently
(one for each view), and then provide a similarity measure between the two. The
first step is to align each external webcam to the Kinect’s 3-D data (see Figure 5.8).
We then calculate the surface strain for each of these views, and transform each of
them back to the Kinect coordinate system where we can determine the normalized
correlation coefficient between the two registered strain maps. We also compare the
strain estimations between the un-calibrated webcams. The experimental setup can
be found in Figure 5.9.
Figure 5.10 shows a comparison of the 2-D strain maps and the 3-D surface
strain maps generated using the method, where empirically we can see that the 3-D
surface strain maps are similar between each view. Results for multiple frames in
an example sequence are given in Figure 5.11. This figure plots the summed strain
magnitude along with the normalized correlation coefficients for both 2-D and 3-D
and quantitatively demonstrates that the facial surface strain estimation is consistent
between both cameras. We also observe that the normalized correlation coefficient
increases as the strain magnitude increases. This is likely due to the noise in flow
estimation when there is little or no motion occurring on the face. Hence, when
we calculated the correlation coefficients for all the subjects in Figure 5.12, we only
consider strain magnitude values over 80%. Overall, the results demonstrate that
there is a significant improvement observed when comparing strain maps with and
without 3-D, with roughly a 40-80% correlation in strain maps calculated from the
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(a)

(b)

(c)

(d)
Figure 5.8. Example of the automatic calibration process. Part (a) give the correspondences between Kinect and right webcam in blue and between Kinect and left
webcam in red. In (b), the resulting projection of the Kinect depth data (center) to
the coordinate system of the right webcam (left) and to the coordinate system of the
left webcam (right) is shown. Figure best viewed in color.
two different views. However, without 3-D information it appears that there is little
to no correlation between the 2-D only strain maps.
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Figure 5.9. Design of Experiment 1 that demonstrates the view-invariance of the
method.
5.2.3

Performance for Detecting Genuine Expressions

Table 5.3. Average error for spotting the start of the expression (FPR = .1) for
USF-Genuine. Error is given in frames and seconds.
Subject
Mean
Std. Deviation
Subject 1 Start 9 frames (.3s) ± 29 frames (.97s)
Subject 2 Start 12 frames (.4s) ± 28 frames (.93s)

Table 5.4. Average error for the detected expression length (FPR =.1). Percent error
given is calculated by dividing the frame count error by the average number of frames
for the expressions of the same subject (see Table-I)
Subject
Mean
Std. Deviation
Subject 1 Length 32 frames (26%) ± 29 frames (23%)
Subject 2 Length 35 frames (31%) ± 28 frames (25%)

For this same experiment, we also tracked the mean and standard deviation of
percent error for finding the start and length of all expressions (see Table 5.3 and
Table 5.4) . The error for frame start is calculated by the average of the difference
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Figure 5.10. Example strain maps for the happy expression from two different views.
The first two columns are the RGB images for the left and right camera. The next
two images are the corresponding 2-D strain maps. The last two images are the
corresponding 3-D surface strain maps. Note that the 3-D surface strain images are
filtered using the mask described in Figure 3.8 part e.
between the detected starting frame number and the ground truth for all expressions. Similarly, the error for the expression length is given by the average absolute
difference in the number of frames in the detected expression and ground-truth for
all expressions. In general, the results are positive. Approximately 65% and 70% of
the expressions are found on average for subject 1 and 2, respectively. Moreover, the
start of the expression is on average found within 9 frames.
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Figure 5.11. This figure shows the relationship between the normalized correlation
coefficients of the 2-D and 3-D surface strain maps calculated from two different
views, along with the normalized summed strain magnitude. When the summed
strain magnitude is high, the 3-D surface strain is highly correlated between the two
different camera views. The 2-D strain observed on the face does not appear to be
significantly correlated between views.
5.3

Tracking Performance
The primary utilization of optical flow in this dissertation is to calculate a dense

correspondence between pixels over video sequences that contain expressions, a task
that is important for the accurate calculation of strain maps. Hence, we explored
several implementations of optical flow, including Ogale flow [49], SIFT flow [48],
and Black Flow [44]. To determine the best implementation choice, we inspected
the tracking performance over several expressions at specific points. The points
selected were the physical markers placed on the face, since these areas have texture
information which aids in optical flow estimation (see Figure 5.14).
To analyze the tracking results of each flow algorithm on this sequence, we calculated the average error (see Table 5.5) for all fifteen points and also for a subset
of three select points near the right eye (see Fig. 5.15) where there was large eye
/ eyebrow motion. A few observations were made: Ogale flow occasionally showed
sporadic tracking by jumping several pixels off and then back again. Overall, it resulted in average error rates of 2 pixels (for fifteen points) and 4.3 pixels (for three
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(a)

(b)
Figure 5.12. Boxplot showing the normalized correlation coefficients. In (a) we observe that the 3-D aligned surface strain maps are highly correlated, while the uncalibrated 2-D strain maps show little correlation (b).
points). On the other hand, SIFT flow performed poorly even with small non-rigid
movements of the eyebrow, since local motion was suppressed by the lack of motion
in surrounding regions. It had average error rates of 2.5 pixels (all points) and 6.1
pixels (three points). Black flow performed the best of all three and led to the most
consistent results, with average error rates of 1.6 (all points) and 2.5 (three points).

61

Figure 5.13. ROC for spotting on EXP-Natural expression dataset as β varies from
[.01,.25]

Figure 5.14. Points tracked on the face for optical flow evaluation comparison.

Table 5.5. Average error (in pixels) for all 15 points tracked on face and a subset of
3 points that have relatively large motion.
Flow Type All Points Three Points
Black Flow
1.67
2.58
SIFT Flow
2.01
4.35
Ogale FLow
2.55
6.14
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(a)

(b)

(c)

(d)

(e)
Figure 5.15. Example tracking results of point given in circle. In (b) - (d), results for
black flow (square) Ogale flow (triangle) and SIFT flow (star) at during two ’raise
eyebrows’ expressions (frame numbers 30, 120, 150). In (e) the actual error for all
15 points (see Fig. 5.14) is shown for every 20 frames.
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CHAPTER 6
APPLICATION TO FACE IDENTIFICATION

Note to Reader
Portions of these results have been published (Shreve et al. [61]) and are utilized
with permission of the publisher.

6.1

Introduction
Over the last decade, a broad range of face identification systems have been

proposed for application in surveillance and human authentication. While many of
these systems work well under normal conditions, they perform poorly at identifying
an individual with an altered appearance due to makeup, or more severely, camouflage. While some of these alterations may be inadvertent due to fashion, there is a
clear indication that such a maneuver may be taken by individuals wanting to evade
such systems [62]. Other adverse conditions such as uneven lighting conditions (e.g.,
bright sunlight or poorly illuminated nighttime settings) have also been repeatedly
shown to drastically reduce the recognition rates of well-known solutions.
In this chapter, we describe a bi-modal biometric method that uses score level fusion to combine standard, frontal images of a subject with information about his/her
facial dynamics, or the non-rigid motion made during an expression. There are two
main motivations for this approach: (i) recent psychological studies have indicated
that human recognition is, at least in part, based on facial expressions [63]. For
example, in [64] it was shown that a subject could be identified strictly by the pro64

jection of facial motion vectors observed during an expression on a generic model.
And (ii) facial dynamics have been shown to be robust to lighting changes and other
adverse conditions [34][35][39][40].
One way to observe the effects of facial tissue deformation is to calculate optical
strain patterns as a force is applied, which occurs naturally during facial expressions.
This has several advantages: (i) the strain pattern can easily be used in conjunction
with many existing face recognition methods, such as PCA; (ii) the strain pattern
captures the facial dynamics observed during an expression; (iii) the strain pattern
represents the elasticity of facial skin, a distinct bio-mechanical property; (iv) as
long as reliable motion vectors can be extracted from the video, strain patterns can
be regarded as stable with respect to illumination changes and face camouflage; (v)
as demonstrated in [42] strain patterns are robust to moderate amounts of head
movement, which is common in surveillance application.
We calculate optical strain maps using the central difference method over a robust
estimation of optical flow [44]. We chose this approach for calculating optical strain
because of its computational efficiency, thus making it a candidate for real-time
application. A PCA-based recognition algorithm is used to generate scores for both
regular intensity images and strain maps. Then, a score-level fusion technique is
used to generate final rank recognition rates.

6.2

Experimental Design
For simplicity in the following sections, regular intensity images will refer to the

normal frames obtained from a video camera. The following section will describe
data acquisition, strain map calculation, pre-processing, and experimental setup.
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6.3

Facial Strain Maps
Strain maps were computed between a starting, neutral frame of the subject and

the peak of the open mouth expression. The peak of the expression was automatically detected using algorithm described in [42]. In summary, this is done by first
calculating optical flow between each pair of consecutive frames in the open mouth
sequence. Next, vector linking is used to calculate the motion between the starting
frame and every other frame. Once the expression boundaries are known, the peak of
the expression is determined by locating the inclusive frame interval with the largest
summed strain magnitude. When the final optical flow vectors are obtained, the
data is smoothed using a Gaussian kernel (5 x 5) in order to reduce potential noise.
Finally, the central difference method was used to generate facial strain maps for
all subjects under all lighting and available skin conditions. Figure 6.1 shows some
examples.

Figure 6.1. Sample strain maps for open mouth expression, before geometric normalization and masking.
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6.4

Geometric Normalization and Masking
Both the regular images and strain maps were geometrically normalized using

a linear conformal transformation based on the eye coordinates of each subject.
These points were manually identified since eye-trackers were not reliable for the
strong shadow and camouflage conditions. An elliptical mask was applied to both
the regular images and strain maps, in order to segment the boundary of the face.
Additional, fixed masking was applied to the boundaries of the eyes and mouth
regions only for the strain maps, since these areas often contain noise and are not
representative of the elasticity of the skin. All masking was done automatically based
on fixed distances to the location of the eyes. Figure 6.2 contains final, normalized
images for both modalities.

Figure 6.2. Examples of geometrically normalized and masked images.

6.5

Experiments
The framework given in [65] was used to perform PCA-based face recognition

experiments. The training and gallery sets contained images or strain maps obtained
under the normal lighting condition. Table 6.1 lists all three experiments performed.
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Score-level fusion was then performed for all experiments containing the same lighting
conditions for the gallery and probe sets, but with different modalities.
Table 6.1. Experimental setup for gallery and probe.
Experiment
Exp-1
Exp-2
Exp-3

6.6

Gallery
Normal light
Normal light
Normal light

Probe
Camouflage
Low light
Shadow light

Results
In this section, we report the rank recognition rates for both the regular in-

tensity modality along with our proposed method for each experiment shown in
Table 6.1. For all experiments, min/max normalization was performed on both
modalities. Rank recognition rates are reported using the cumulative match curve
(CMC).

6.6.1

Camouflage (Exp-1)

In general, camouflaged faces pose a difficult challenge for appearance-based
recognition algorithms. Using only regular intensity images, the PCA-based face
recognition algorithm achieves a low rank 1 recognition rate of 12%. This is mainly
due to the severe changes in many discriminant features on the skin of each subject
after camouflage is applied. It is interesting to note that although optical strain
was not designed to be the leading (or dominant) biometric, it is observed to be
a stronger modality than regular intensity images under this condition. Figure 6.3
shows some sample subjects with their corresponding strain maps. The scores of
both two modalities were fused using the sum-rule. After fusion, we observe a significant gain of 30% in accuracy for the rank 1 recognition rate over regular intensity
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images (Figure 6.4). Moreover, we achieve on average a 20% increase in recognition
rates for the first five ranks.

Figure 6.3. Examples for camouflage condition. The left two columns are regular
image intensity samples (eyes masked for privacy purposes), from the gallery and
probe. The right two columns are the corresponding strain map samples.

6.6.2

Low Lighting (Exp-2)

For regular images without fusion (Figure 6.5), the low lighting condition achieves
relatively high (88% - 98%) recognition rates for early ranks (Figure 6.6). This robustness can mainly be attributed to the pre-processing performed before PCA experiments are run. In particular, histogram equalization is done on each normalized
face image, thus reducing the effects of the low lighting condition. Because of this,
there is only little potential gain that can be achieved by fusing strain map information. Still, a 3% increase is observed for rank 1, while a 100% recognition rate
is achieved at rank 4 (opposed to rank 6 when only using regular intensity images).
However, there is a small drop in performance (3%) for ranks 2 and 3. For this
experiment, a weighted sum rule was used for fusion. Since regular intensity images
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Figure 6.4. Camouflage rank recognition rates (CMC).
are the more reliable modality for this condition, we found that biasing it by a factor
of 4 worked well in our results.

Figure 6.5. Examples for low lighting condition. The left two columns are regular
image intensity samples (eyes masked for privacy purposes), from the gallery and
probe. The right two columns are the corresponding strain map samples.
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6.6.3

Shadow Lighting (Exp-3)

The strong shadow lighting condition contains images of subjects with a single
light source next to their head (Figure 6.7). This condition initially has a higher
recognition rate using regular intensity images. However, past rank 2, using weighted
fusion leads to an average 10% rate increase for all future ranks (Figure 6.8). It
should be noted that this condition had the most detrimental effects on strain map
calculation. Due to the increased smoothness of the skin texture caused from strong
lighting , the optical flow estimation became less precise, causing the corresponding
strain maps to be less accurate. Similar to the low lighting condition, a weighted
sum rule was used for fusion (regular intensity images were biased by a factor of 4).
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Figure 6.7. Examples for strong shadow condition. The left two columns are regular
image intensity samples (eyes masked for privacy purposes), from the gallery and
probe. The right two columns are the corresponding strain map samples.
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Figure 6.8. Strong shadow rank recognition rates (CMC).
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CHAPTER 7
DISCUSSION AND CONCLUSIONS

We address the problem of automatically finding facial expressions in video based
on effectively capturing and processing the optical strain magnitude that occurs during facial expressions. More specifically, we analyze the magnitude of the strain incurred on facial skin tissue as it deforms. The presented method has wide-application
in computer vision.
We discuss the general problem of imaging the strain on the face, including a
performance evaluation of tracking the non-rigid motion on the face using several
marker-less optical flow techniques. Using these motion estimates, we show how
to efficiently and accurately capture the optical strain in order to generate a strain
signal that can be analyzed to find spatio-temporal events of the face in a video. This
new approach is able to successfully detect and distinguish between regular, universal
macro-expressions and rapid micro-expressions, and has been shown to reliably work
at several different resolutions, with face sizes of approximately 300x310, 150x160,
and 77x80.
There are a few specific conclusions that can be drawn from the expression spotting work: first, to the knowledge of the authors, this is the only work that addresses
the problem of automatically segmenting videos into sequences that contain a single macro- or micro-expression. Moreover, we are not aware of any method that
can segment unmodeled expression types. Second, we find that detecting genuine
expressions is a much more difficult problem than feigned expression spotting, for
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two possible reasons: (1) genuine expressions are often obtained while attempting
to minimize the subject’s awareness or fixation on the camera. Hence large and
semi-random rigid head motion is often present, which is typically missing in the
ideal laboratory controlled settings, where often a subject’s pose is meant to be stationary; (2) based on our observation, the expressions themselves are much more
subdued when genuine. This observation is also supported in [66] where the genuine
smile expression was of less amplitude than its feigned counterpart. This is also
supported by a moderate decrease in the precision of our algorithm when locating
the start frame and expression length of real vs feigned expressions.
We have also presented a method for capturing the 3-D surface strain of the face
by aiding high-resolution video capture with a low resolution RGBD sensor. In this
work, we have shown that 2-D strain maps can be made view-invariant, thus relaxing
the constraint that data acquisition be restricted to a single pose. Moreover, we have
detailed a method that reverses the projective distortions caused by the curvature of
the face, hence allowing for more true motion estimation. We provide experimental
results that demonstrate the robustness of the method on a dataset collected using
the Microsoft Kinect synchronized with two external high resolution webcams, as
well as a publically available 4-D facial expression database (BU4DFE).
By automatically identifying the temporal boundaries of facial expressions, we
are able to retrieve strain maps imaged at the peak of an expression (or at the
facial skin’s maximum deformation). We then use these retrieved strain maps in two
applications. The first application was in face identification, where we discovered
that frontal-face strain maps provide a useful biometrics that can aid established
facial recognition methods, and can boost recognition accuracy by as much as 30%
when the face has heavy amounts of make-up applied, while increasing recognition
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rates by 10% when the lighting between probe and gallery images are significantly
different.
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