While the recent theory of compressed sensing or compressive sampling (CS) provides an opportunity to overcome the Nyquist limit in recovering sparse signals, a recovery algorithm usually takes the form of penalized least squares or constraint optimization framework that is different from classical signal sampling theory. In this paper, we provide a drastically different compressive sampling framework that can exploit all the benefits of the CS, but can be still implemented in a classical sampling framework using a digital correction filter. The main idea is originated from the fundamental duality between the sparsity in the primary space and the low-rankness of a structured matrix in the reciprocal spaces, which demonstrates that the low-rank interpolator as a digital correction filter can enjoy all the optimality of the standard CS. We show that the idea can be generalised to recover signals in large class of signals such as piece-wise polynomial, and spline representations. Moreover, by restricting signal class as cardinal splines, the proposed low-rank interpolation approach can achieve inherent regularization to improve the noise robustness. Using the powerful dual certificates and golfing scheme by Gross, we show that the new framework still achieves the near-optimal sampling rate for signal recovery. Numerical results using various type of signals confirmed that the proposed scheme has significant better phase transition than the conventional CS approaches.
I. INTRODUCTION
Compressed sensing or compressive sampling (CS) theory [1] - [3] addresses the accurate recovery of unknown sparse signals from underdetermined linear measurements. Most of the compressive sensing theories have been developed to address recovery problems from discrete measurements [1] - [3] . More specifically, let m and n be positive integers such that m < n. Then, the compressed sensing problem is formulated as (P 0) : minimize x 0 (1)
where b ∈ R m , A ∈ R m×n , x ∈ R n , and x 0 = r denotes the number of non-zero elements in the vector x. In particular, Fourier compressive sampling problems, where the sensing matrix A comes from sub-sampled Fourier matrix, have many important applications in imaging and signal analysis.
Even though the original underdetermined linear equation y = Ax has infinitely many solutions, the compressed sensing theory says that if r is sufficiently small or x is sparse, then there exists the unique solution for (1) . One of the important theoretical tools that guarantees the unique recovery is so-called restricted isometry property (RIP) [3] . More specifically, a sensing matrix A ∈ R m×n is said to have a r-restricted isometry property (RIP) if there is a constant 0 ≤ δ r < 1 such that
for all x ∈ R n such that x 0 ≤ r. It was demonstrated that δ 2r < √ 2−1 is sufficient for unique recovery when we convert (1) into a more feasible l 1 convex problem [2] . For many classes of random matrices, the RIP condition is satisfied with high probability if the number of measurements satisfies m ≥ cr log(n/r) for some constant c > 0 [3] .
To address the resulting sparse recovery problem, greedy methods [4] , reweighted norm algorithms [5] , [6] , convex relaxation using l 1 norm [2] , [7] , or Bayesian approaches [8] , [9] have been widely investigated as alternatives.
Most of these recovery algorithms require iterative applications of forward A and its adjoint A * operators, and efficient implementations using modern convex optimization tools such as proximal optimization have become very extensive research topics [10] .
On the other hand, there exist another type of compressive sampling approaches for the signals with finite rate of innovations (FRI) [11] - [13] . An important example of continuous signals with the finite rate of innovation is a periodic stream of Diracs [11] :
where c l+r = c l , ∀l ∈ Z. This signals has 2r degrees of freedom for each period, so by introducing a counting function C x (t a , t b ) that counts the number of degrees of freedom of x(t) within [t a , t b ], the rate of innovation ρ can be shown as
Since the finite rate of innovation implies the sparseness of the underlying signals, there must be a way of sampling a FRI signal x(t) much more efficiently compared to the standard Nyquist sampling. In fact, this has been another active areas of research in modern sampling theory, and the standard approach to address this problem is using annihilating filters and polynomial root finding [11] - [13] . It is now well-known that the sampling rate that matches the rate of innovation is sufficient for recovery of underlying signals [11] - [13] .
While both compressed sensing and the FRI sampling theory deal with compressive sampling, there exist technical differences between the two approaches, as discussed in a recent review article [14] . First, the compressed sensing theory deals with signal recovery in a discrete setup, whereas the FRI sampling theory is concerned about continuous signal recovery. Second, FRI sampling theory addresses the time domain sampling, so it was mainly developed under the uniform sampling scheme, whereas a random sampling scheme is essential for the analysis of compressed sensing. Last, but not the least, important distinction between the two approaches is their recovery algorithms. In most of the compressive sensing approaches, sparstity constrained optimization or penalized least squares is used, whereas the polynomial root finding is one of the major approaches for FRI sampling theory.
In fact, overcoming the "discrete" limitation of compressed sensing has been an active area of researches in recent years [15] - [18] and, as an example, so-called spectral compressed sensing using structured matrix completion has been recently proposed [18] . More specifically, Chen and Chi [18] dealt with the recovery of spikes using data in the spectral domain. For example, a spectral measurement at ω is given by a weighted sum of complex sinusoids at r distinct frequencies {ω j ∈ [0, 2π] : 0 ≤ j ≤ r − 1}:
c j e −iωj tj .
By constructing a high dimensional Hankel structured matrix and imposing a low rankness, Chen and Chi [18] recovered fully sampled spectral data first, after which a matrix pencil approach was used to identify the location of the peaks. Using the beautiful tools of dual certificate and the so-called "golfing scheme" originally developed by Gross [19] , they showed that m ≥ O(r log 4 n) random samples in n-dimensional ambient space guarantees the robust recovery with a high probability [18] .
The discovery of continuous domain compressed sensing now leads to a natural question: is there any equivalence relationship between the spectral compressed sensing and the sampling theory of FRI signals? In fact, this links have been implied by many authors, and one of the important contributions of the present work is to confirm that spectral compressed sensing is indeed equivalent to the FRI sampling theory for Diracs with the help of structured matrix completion; moreover, it can be generalised to develop a unified Fourier compressive sampling theory for large class of signals such as piece-wise polynomials, splines or so on. Interestingly, the resulting Fourier compressed sensing formulation can be reduced to a spectral domain interpolation problem that can be implemented using a low-rank interpolator, which is implemented through a weighted structured matrix completion. We can further showed that such conversion to a spectral interpolation problem does not lose any optimality, because the required sampling rate for accurate recovery is still m ≥ O(r log 2 n), which is as good as most of the Fourier compressed sensing results. Furthermore, this is an improvement over the O(r log 4 n) result by Chen and Chi [18] . Another important contribution is that by restricting the signal class to cardinal splines, the proposed low-rank interpolation provides a natural regularization that can restrict noise boosting from recovering infinisimal resolution FRI signals.
Note that the proposed approach is fundamentally different from classical compressed sensing approaches, which regard a sampling problem as an inverse problem (see Eq. (1)). In fact, the proposed approach is more closely related to the classical sampling theory, where signal sampling block is decoupled from a signal recovery block.
For example, in general sampling theory for signals in the shift-invariant spaces [20] , [21] , the nature of the signal representation in a shift invariant space can be fully taken care of as a digital correction filter, after which signal recovery is performed by convolution with a reconstruction filter (see Fig. 1(a) ). However, the introduction of the compressed sensing theory has totally changed this classical picture, because of a feedback scheme as shown in Fig. 1(b) . More specifically, in CS, the signal sampling is mixed together with the signal recovery through a feedback loop, so CS requires iterative applications of signal sampling and recovery as shown in Fig. 1(b) . On the other hand, by introducing a low rank interpolator as a digital correction filter, the proposed scheme is more similar to the traditional sampling as shown in Fig. 1(c) .
The elimination of the feedback loop is important, because the proposed low rank interpolator can be implemented as a preprocessing block in front of a classical signal signal processing pipeline, which makes the implementation very practical. In spite of the proposed simplification, we can still prove that the low rank interpolation step enjoys all the benefit of exploiting the sparsity as in the standard compressed sensing, and sometimes it has many advantages over the standard penalized least squares framework of CS. The superior performance of the low-rank interpolation scheme over standard CS has been demonstrated in various biomedical imaging and image processing applications such as magnetic resonance imaging (MRI) [22] , [23] , image inpainting [24] , super-resolution microscopy [25] , image denoising [26] , and so on, which clearly confirm the practicality of the new theory.
This paper consists of followings. Section II explains the FRI sampling theory and provides its links to spectral compressed sensing problems. Section III then discussed the proposed low-rank interpolation theory for recovery of various type of signals. Fundamental sampling rates for accurate and stable recovery are given in section IV.
Section V explains algorithmic implementation. Numerical results are then provided in Section VI, which is followed by conclusion in Section VII.
II. LINK BETWEEN FRI SAMPLING AND SPECTRAL COMPRESSED SENSING

A. Notations and Mathematical Preliminaries
Throughout this paper, x i and x j correspond to the i-th row and the j-th column of matrix X, respectively.
The (i, j) element of X is represented by x ij . When S is an index set of a matrix elements, A S correspond to a submatrix collecting corresponding the index set S. For a matrix A, Tr(A) is the trace of a matrix A; A * is its adjoint; A † denotes the Penrose-Moor pseudo-inverse. A Hankel structured matrix generated from a n-dimensional [20] , [21] : here, a continuous input signal is filtered through a acquisition device, after which uniform sampling is performed. The goal of sampling is to impose consistency condition such that if the reconstructed signal is used as an input to the acquisition device, it can generate the same discrete sequence {c 1 }. This can be taken care of by the digital correction filter q. (b) Compressed sensing: here, the continuous signal x(t) can be generated from sparse innovation w(t) through a shaping filter L −1 [27] , [28] or a sensing matrix. Then, it is irregularly sampled. The reconstruction is performed in an iterative manner using a shrinkage operator. (c) Proposed sampling scheme: Here, the iterative reconstruction framework in CS is replaced by a discrete low-rank interpolator, and the final reconstruction is obtained using the reconstruction filter from fully sampled data.
T ∈ C n has the following structure:
where d is called a matrix pencil parameter. We denote the space of this type of Hankel structure matrices as
H(n, d).
A n×d circulant matrix generated from a n-dimensional
T ∈ C n has the following 6 structure:
Note that n × d circulant matrix can be considered as a Hankel matrix of (d − 1)-element augumented vector from u ∈ C n with the periodic boundary expansion:
We denote the space of this type of circulant structure matrices as H c (n, d).
Let A be a n × n 2 matrix with rank r. The following matrix norm inequalities are useful
where A ∞ = max i,j |a ij | and A , A F and A * denote the spectral norm, Frobenius norm, and the nuclear norm, respectively. We define matrix inner product for the matrix A and B:
A, B = Tr(A * B).
Then, for any given matrix norm, we can define a dual norm:
Note that the dual norm of Frobenius norm is the Frobenius norm, and the dual norm of the spectral norm is the nuclear norm. We often use the following matrix inequalities:
where the first one comes from Cauchy-Schwartz inequality, and the last inequality is known as trace duality property.
B. Review of FRI Sampling Theory
Consider the periodic stream of Diracs in (2) . This can be written as
where the Fourier series coefficientx[l] is given bŷ
If we construct a filterĥ [l] that has the following z-transform representation:
then it annihilates the signalx[l], because
where u j = e −i2πtj /τ . Now, define a sinc kernel with bandwidth [−Bπ, Bπ] where B ∈ R + as q B (t) := Bsinc(Bt).
Then, the classic FRI sampling theorem can be stated as following [11] - [13] :
Theorem II.1.
[11] Consider x(t), which is a periodic stream of Diracs of period τ with r Diracs given by (2).
Take a sampling kernel q B (t) = Bsinc(Bt) where B ≥ ρ, where the rate of innovation ρ is given by (3). Then, for m ≥ 2p + 1 and p = Bτ /2 ≥ r and T is a divisor of τ , the samples
are sufficient to recover x(t).
C. Spectral Compressed Sensing
The aforementioned sampling theory for stream of Diracs was developed for time domain sampling. Thus, the uniform sampling with an appropriate sampling kernel is the standard method for signal acquisition. On the other hand, in many spectral compressed sensing problems such as sensor array signal processing [29] or magnetic resonance imaging (MRI) [30] , the measurement is obtained in the spectral domain, so we deal with the recovery of spectral components from their superposition measurements:
where {t j } r−1 j=0 and its coefficients {c j } r−1 j=0 are unknown and need to be estimated. In spectral compressed sensing, one is interested in placing the minimum number of sensors in the frequency domain to recover the time domain impulses. So, one usually restricts the antenna locations on the uniform grid in the frequency domain. In this case, to avoid aliasing artefacts, the grid size should be at most:
In this case, the frequency domain measurement can be converted tô
where the index set Ω with |Ω| n denotes the sparse sampling indices that are usually determined by random distribution.
To address the recovery problem from random sparse samples {x[m]}, Chen and Chi [18] developed so-called enhanced matrix completion (EMaC) algorithm inspired by the matrix pencil approach in spectral estimation problems. Specifically, they define a spectral vectorx:
and then constructed the following enhanced matrix in Hankel structure:
where r ≤ d ≤ n is called a matrix pencil parameter [31] . Then, the explicit representation of H (x) is given by [18] :
where
and
and y j = e −i2πtj /τ for j = 0, · · · , r − 1. Due to the random under-sampling ofx[m] on Ω, H (x) is known only at the indices that belong to Ω. Accordingly, their goal was to find the missing matrix elements by solving the following EMaC algorithm:
where · * denotes the matrix nuclear norm and P Ω is the projection operator on the sampling location Ω. After all the spectral component in the uniform grid is obtained, the actual off-grid spectral components can be obtained using the matrix pencil approach in the classical spectral estimation techniques [31] .
Importantly, using the powerful dual certificate and golfing scheme originally developed by David Gross [19] , Chen and Chi [18] derived the following performance guarantee:
[18] Letx be given by (17) and (18), and Ω the random locations set with |Ω| = m. Suppose that all measurements are noiseless. Then, there exists a universal constant c 1 > 0 such that there exists the unique solution to EMaC in (24) with probability exceeding 1 − n −2 , provided that
and µ 1 denotes the incoherence parameter.
In practice, measurements are often contaminated by a certain amount of noise such that the noisy measurement y is given by
where R Ω (ẑ) is a noise term. If R Ω (ẑ) 2 ≤ δ for some δ > 0, to recover the unknown spectral measurement, Chen and Chi [18] solves the following noisy EMaC problem:
Moreover, they provided a performance guarantee:
Supposeŷ is a noisy copy ofx that satisfies P Ω (ŷ−x) F ≤ δ. Under the condition of Theorem II.2, the solution to noisy EMaC in (27) satisfies
with probability exceeding 1 − n 2 .
D. Link between FRI Sampling and Spectral Compressed Sensing
In this section, we discuss the relationship between spectral compressed sensing and the FRI sampling theory, which is one of the important contributions of this paper. First, it is easy to show that spectral compressed sensing measurement in (16) comes from Fourier integral
when the underlying signal is described by the superposition of r impulses
Next, by allowing spectral domain sampling with ∆ = 2π/τ , the underlying signal becomes periodic streams of Diracs with the period τ , which is indeed a signal with the finite rate of innovation with the rate ρ = 2r/τ . This is why (12) and (17) become identical up to a constant scaling factor. Accordingly, the FRI sampling theory tells us that there exist annihilating filterĥ [l] such that
and the minimum annihilating filter size is r+1 [11] - [13] . In fact, we can consider a generalisation of the annihilating filter to allow much flexibility. Specifically, ifĥ [l] is an annihilating filter with r + 1 taps, then for any
, it is easy to see that the following filter with d = r + k 1 taps is also an annihilating filter forx[l]:
Therefore, for a d ≥ r + 1 tap annihilating filterĥ a [l], the matrix representation of (31) is given by
whereh a denotes a vector that reverses the order of the elements in
Accordingly, by choosing n such that n − d + 1 ≥ r and removing the boundary data outside of the sample indices
, we can construct the following matrix equation:
where the Hankel structure matrix H (x) ∈ C (n−d+1)×d is constructed as
Note that the matrix pencil parameter for Hankel structured matrix is equivalent to the annihilating filter size for the case of general FRI signals. Now, for sufficiently large annihilating filter size, we can show that the Hankel matrix is low-ranked.
Proposition II.4. Let r + 1 denotes the minimum size of annihilating filters that annihilatesx [l] in (31) . Suppose, furthermore, d is given by d ≥ r + 1. Then, for a given Hankel structured matrix
where RANK(·) denotes a matrix rank.
Proof. Letĥ ∈ C r be the minimum size annihilating filter. Then, (33) can be represented aŝ
is a Toeplitz structured convolution matrix fromĥ:
is a convolution matrix, it is full ranked and we can show that
where dim(·) denotes the dimension of a matrix. Moreover, the range space of C (ĥ) now belongs to the null space of the Hankel matrix, so it is easy to show
where NUL(·) represent a null space of a matrix. Thus,
Q.E.D.
Corollary II.5. Under the condition of Proposition II.4, assume that n − d + 1 ≥ r + 1. Suppose, furthermore, that
denotes the spectral measurements from underlying r Diracs. Then, we have
Proof.
comes from (17), the associated Hankel matrix H (x) has the decomposition structure as in (20) . Furthermore, L and R are Vandermonde matrices that are full column-ranked.
Hence,
This concludes the proof.
Note that the construction of Hankel matrix in (19) (20) . However, Proposition II.4 still informs that even in this case the Hankel structured matrix is still low-ranked. This is the main clue we exploit in this paper.
III. COMPRESSIVE SAMPLING OF FRI SIGNALS USING LOW-RANK INTERPOLATION
A. Stream of Differentiated Diracs
Another important class of FRI signal is a stream of differentiated Diracs given by
with the usual periodicity conditions t l+r = t l + τ and c l+r,j = c l,j , ∀l ∈ Z, where δ (j) denotes the j-th derivative of Diracs in the distributions sense. Because there existr = r−1 j=0 d j weights with unknown r locations, the rate of innovation is given by [11] - [13] :
It was shown that the corresponding annihilating filter is [11] :
where u j = e −i2πtj /τ and Theorem II.1 hold with the minimum sampling rate
For the case of stream of differentiated Diracs, the spectral measurement iŝ
and its discrete measurements can be represented bŷ
which does not have the decomposition structure in (20) . Therefore, this signal cannot be analyzed by the spectral compressed sensing by Chen and Chi [18] . On the other hand, the proposed low-rank interpolation framework using annihilating filter-based Hankel matrix can be still used to recovery signals. More specifically, from the z-transform in (43), the minimum length discrete annihilating filterĥ[n] has the length ofr + 1. Therefore, for any k 1 tap size
is also an annihilating filter with κ =r +k 1 tap size. Accordingly, using the identical argument used for proving Proposition II.4, we can show the following as a simple corollary:
Therefore, if some of the spectral measurement inx are missing, we can use the structured low rank matrix completion frameworks in (24) to estimatex.
B. Non-uniform Splines
Note that signals may not be sparse in the image domain, but can be sparsified in a transform domain. Our goal is to find a generalized framework, whose sampling rate can be reduced down to the transform domain sparsity level. Specifically, the signal x of our interest is a non-uniform spline that can be represented by :
where L denotes a constant coefficient linear differential equation (or whitening operator in [27] , [28] ):
For example, if the underlying signal is piecewise constant, we can set L as the first differentiation. In this case, x corresponds to the total variation signal model.
Then, by taking the Fourier transform of (48), we havê
wherel
Accordingly, the same filterĥ[n] that annihilates (46) can annihilate the weighted signall(ω)x(ω). Since the right hand side of (51) is same as (16), we can easily obtain the following results from Corollary II.5:
Corollary III.7. Suppose that a non-uniform spline x(t) is given by Eq. (48). Suppose, futhermore, d is given by d ≥ r + 1 and n − d + 1 ≥ r + 1. Then, for a given Hankel structured matrix H (ŷ) ∈ H(n, d) that is constructed using a discrete samples ofŷ(ω) in (51), we have
Thanks to the low-rankness, the missing spectral elements can be recovered using the following matrix completion problem:
where denotes the Hadamard product, andl andx denotes the vectors composed of discrete samples ofl(ω)
andx(ω), respectively. Note that by solving (P w ) we can obtain the missing data m(ω) =l(ω)x(ω) in the Fourier domain. Then, the missing spectral datax(ω) can be obtained by dividing by the weight, i.e.x(ω) = m(ω)/l(ω), whenl(ω) = 0. As for the signalx(ω) at the spectral null of the filterl(ω), the corresponding elements should be included as sampled measurements.
C. Piecewise Polynomials
A signal is a periodic piecewise polynomial with r pieces each of maximum degree q if and only if its (q + 1)
derivative is a stream of differentiated Diracs, that is, given by
with the usual periodicity conditions. The degree of the freedom per period are r from the locations and r(q + 1)
from the weighting coefficients, resulting in:
In this case, the corresponding Fourier transform relationship is given bŷ
Since the righthand side of (57) is a special case of (45), the corresponding minimum length annihilating filter has the following z-transform representation:ĥ
From (58), the minimum annihilating filter filter size is qr + 1, and Theorem II.1 holds with the minimum FRI sampling rate given by m ≥ (q + 1)r + 1.
Thus, using the identical argument for Proposition II.4, we can easily show that the Hankel structured matrix constructed by the discrete samples ofŷ(ω) in (57) is low-ranked.
Corollary III.8. Suppose that a piecewise polynomial x(t) has the (q + 1)-th derivative given by Eq. (55). Suppose, futhermore, d is given by d ≥ qr+1. Then, for a given Hankel structured matrix H (ŷ) ∈ H(n, d) that is constructed using a discrete samples ofŷ(ω) in (57), we have
Similar to the non-uniform spline case, if some of the spectral measurements are missing, we can solve (P w ) witĥ l(ω) = (iω) (q+1) to estimate the missing spectral components, from which the underlying piecewise polynomial signal can be estimated.
D. Cardinal Splines
One of the limitations of the proposed low-rank interpolation approach for the recovery of non-uniform splines and piecewise polynomials is that the weighting factorl(ω) used in (P w ) is basically a high pass filter that can boost up the noise contribution. In particular, as shown in Fig. 2 ,l(ω) = jω or (jω) 2 for the case of TV signals or the second order splines, respectively, where the high frequency components are more weighted. In particular, the noise boosting artifact becomes much severe for high order splines or polynomials. This may limit the performance of the overall low-rank matrix completion algorithm. Therefore, we need to devise a regularization scheme to limit the noise amplification.
In fact, another important advantage of the proposed low-rank interpolation approach is that it provides a natural regularization scheme by restricting the signal classes. More specifically, rather than attempting to recover FRI signals with arbitrary precision, if we recover signals that have cardinal spline representation, we can obtain a regularized weighting factor for (P w ) that can limit the noise boosting. Therefore, this section is dedicated to discuss this important discovery.
The analysis in this section is significantly influenced by the theory of sparse stochastic processes [27] , [28] , [32] , so we follow the original authors's notation. A cardinal spline is a special case of a general non-uniform spline where the knots are located on the integer grid [27] , [28] , [32] . More specifically, a function x(t) is called a cardinal L-spline if and only if
where the operator L is same as in (49), and the continuous domain innovation signal w(t) is given by
whose singularities are located on integer grid. For this cardinal splines, we are now interested in deriving the discrete counterpart of the whitening operator L, which is denoted by L d . The corresponding continuous domain description of its impulse response is
The main advantage of using L d is that we can recover signals by exploiting the sparseness of discrete innovation rather than exploiting off-grid singularity. Specifically, define a generalized B-spline associated with the operator L
[32]
which provides the equivalent B-spline representation of x(t) in (60):
The equivalence can be easily shown by
because
. Now, by applying the discrete version of whitening operator L d , we have
As shown in Fig. 3 , this is indeed a smoothed version of continuous domain innovation w(t) in (61), because all the sparsity information of the innovation w(t) is encoded in its coefficients {a[l]}; and, aside from the interpolant β L (t), u c (t) in (65) still retains the same coefficients. Moreover, the sampled discrete innovation on the integer grid can be obtained from the following impulse sampling of u c (t):
where we use
This result informs us several ways to make the discrete innovation (60) 
is maximally sparse. This sparseness of the discrete innovation is the property we exploit in recovering the missing spectral measurements. 
Thanks to the sparseness of the discrete innovation, the following corollary can be easily obtained:
Corollary III.9. Suppose that a function x(t) is a cardinal L-spline given by (60). Suppose, furthermore, its discrete innovation u[n] defined by (65) and (66) is r-sparse. Then, for the given DFT spectrum
and the associated Hankel structured matrix
Note that we can easily estimate the sparsity r of the discrete innovation. Specifically, if the number of underlying 
Therefore, if the resulting sparsity is sufficiently small, we can exploit the low-rankness of H (û) and solve (P w )
to estimate the missing spectral components.
However, compared to the previous analysis, there exist additional important distinctions. First, due to the uniform sampling of the discrete innovation, the correspondingû[k] is also periodic with the period of n. Thanks to the periodicity ofû[k], we can use the following circulant matrix:
where the bottom block is augmented block compared to the original Hankel matrix construction (19) . Since the bottom block can be also annihilated using the same annihilating filter, we can see the rank of the circulant expansion is the same as the original Hankel structured matrix:
The main advantage of (75) is that every elements of spectral measurementû[k], k = 0, · · · , n − 1 has uniform d contribution, compared to (19) in which some elements has only a single contribution. This makes the estimation of spectral vectorû more reliable. Second, in constructing the weighting matrixl(ω) for the low-rank matrix completion problem (P w ), instead of using spectrum of the original whitening operator L, we should usel d (ω)
which is the Fourier transform of the discrete counterpart L d . As will be shown in the following examples, this helps to limit the noise amplification in the associated low-rank matrix completion problem.
1) Signals with Total Variation:
A signal with total variation can be considered as a special case of (60) with
Then, the discrete whitening operator L d is the finite difference operator D d given by
In this case, the associated L-spline is given by
Note that this is maximally localized spline because
Therefore, according to (74), the sparsity level of the discrete innovation is equal to the number of underlying Diracs. Moreover, the weighting function for the low-rank matrix completion problem in (P w ) is given bŷ
Figure 2 compared the weighting functions that corresponds to the original whitening operatorl(ω) = jω and the discrete counterpartl d (ω) = 1 − e −jω . We can clearly see that high frequency boosting is reduced by the discrete whitening operator, which makes the low-rank matrix completion much more robust.
2) Signals with Higher order Total Variation: Consider a signal x(t) that is represented by (60) with L =
In this case, the associated L-spline is given by [32] 
with (t)
Hence, when the underlying signal is s-Diracs, then the sparsity level of the discrete innovation is upper bounded
and the corresponding weighting function for (P w ) is given bŷ
Again, Figure 2 clearly showed that this weighting function is much more noise robust compared to the original weighting (jω) m+1 .
In general, the relationship between the sparsity and the noise reduction by (78) and (79) clearly demonstrated the trade-off between regularization and the resolution in signal recovery. Specifically, to recover high order splines, rather than imposing the higher order weighting that is prone to noise boosting, we can use regularised weighting (79) that comes from discrete whitening operator. The catch, though, is the necessity for additional spectral samples originated from the sparsity increase in (78).
IV. FUNDAMENTAL SAMPLING PERFORMANCE
So far, we have provided a generalization to deal with a variety of signals. The main goal of this section is to derive the fundamental sampling performance, which is another contribution of this paper. In fact, we will show that such generalisation do not lose the optimality compared to the standard compressed sensing approaches.
Toward this goal, we first investigate the properties of bases that generate spaces of structured matrices.
A. Basis of Structured Matrices
A Hankel structured matrix in H(n, d) can be represented using the basis
Similarly, a circulant matrix in H c (n, d) has the following basis
where [·] n denotes the modulo operation that finds the remainder after division by n.
These basis for structured matrix is composed of linear sums of standard matrix basis
. We can further show e i1 e * j1 , e i2 e * j2 = Tr(e j1 e * i1 e i2 e * j2 ) = δ i1,i2 Tr(e j1 e * j2 ) = δ i1,i2 δ j1,j2
because there exist no non-zero diagonal components unless j 1 = j 2 . Using this property, we can now derive the following properties of basis for structured matrices.
Lemma IV.10. Let {B k } n k=1 denote the basis of a space of Hankel matrix H(n, d). Then, for all i, j, k, we have
Proof. First, consider n − d + 1 > d. Define a vetor χ n p:q such that
Then, a simple application of (82) provides us
where Diag(·) denotes a diagonalization operator from a vector. Since B * k B k is a diagonal matrix for each k, B k 2 is equal to the maximum value of diagonal entries of B * k B k so that B k ≤ 1 for each k. Next, according to (82), to have non-zero inner product, there should exist at least one common standard matrix basis between two Hankel basis. However, due to the non-overlapping structure of Hankel basis, there is no common matrix basis; so we can easily see that B i , B j = 0 when i = j. Furthermore, B i , B i = B i 2 F = 1. This concludes the proof.
For the cases of circulant matrices, the algebra is much simpler.
Corollary IV.11. Let {B k } n k=1 denote the basis of a space of circulant matrix H c (n, d) . Then, for all i, j, k, we have
Proof. Then, a simple application of (82) provides us
where I d denotes the d × d identity matrix. Accordingly, we have B k = 1, B k 2 F = 1. The remainder of the proof is identical to those of Lemma IV.10.
where we use n k=1 1 n ≤ 1 + log(n). Otherwise, we have
2) Let {B k } n k=1 denote the basis of a space of circulant matrix H c (n, d) with n ≥ d. Then,
Proof. We start with the Hankel matrix cases. First, consider the case (n − d + 1) ≥ d. We split the summation into the following three sum:
Owing to (84), we know that the i-th diagonal element of n k=1 B * k B k is given by the following identity :
where the RHS is equal to the first diagonal element (i.e. i = 1) of n k=1 B * k B k , and the inequality comes from n−d+i k=n−d+2
Similarly, we can find that the i-th entry of
k , so that we have the desired result. The case d > n − d + 1 can be similarly handled.
For the case of circulant matrix, the proof is straightforward due to (87).
B. Sampling Condition for Structured Matrix Completion
Define a corresponding sampling operator to the k-th coefficient:
Then, for a given sampling index set Ω, the sampled measurement of the matrix is given by
We can derive the expansion coefficients energy.
Lemma IV.13. For a structured matrix M in H(n, d) or H c (n, d) , suppose that we have M = n k=1 B k , M B k . Then, the following identity holds:
Proof. Note that
where we use the last properties in (83) and (86) for the second equality, and the last inequality trivially follows from B k 2 F = 1 for all k. This concludes the proof. Now, for a given structured matrix M in H(n, d) or H c (n, d) with sampling index set Ω, our problem is to find the sampling condition for the following structured matrix completion problem. We first consider the noiseless recovery problem:
Note that the structured matrix M is constructed from n-dimensional vector and many of the matrix elements are thus sampled simultaneous, so the degree of freedom in matrix is limited by n. Therefore, we denote the sampling
Suppose that M is a structured matrix of rank r with the singular value decomposition U ΣV * with U =
Let T be the linear space spanned by elements of the form u k y * and xv * k , 1 ≤ k ≤ r, where x and y are arbitrary, and T ⊥ is its orthogonal complement. Then, the orthogonal projection P T onto
T is given by
where P U and P V are the orthogonal projection onto U and V , respectively. We now define the following:
decomposition U ΣV * . Then, the coherence of U in relation to the basis {B k } is defined to be
2) Suppose that M ∈ H c (n, d) is an n × d circulant matrix of rank r with the singular value decomposition U ΣV * . Then, the coherence of U in relation to the basis {B k } is defined to be
From (92), we have
Using Eqs. (93) and (94) (resp. Eqs. (95) and (96)) , this gives us
Then, by extending the work of Recht [33] , we have the following result:
Theorem IV.14. Suppose that Ω is the set of entries of M that are observed with locations sampled uniformly at random from indices [0, · · · , n − 1] and m := |Ω|, and let n ≥ 3. Then, if
and some β > 1 and α(n, d) is given by (88) or (89) (resp. (90) for circulant matrix), then the minimizer to problem (P) is unique and equal to M with probability at least 1 −
Proof. See Appendix A.
In practice, measurements are often contaminated by a certain amount of noise. Our model for the noisy measurement M 0 is given by
where R Ω (Z) is a noise term. We assume that R Ω (Z) F ≤ δ for some δ > 0. Then, to recover the unknown matrix, we solve the following optimization problem:
Following Candes and Plan [34] , we can prove the following stability theorem:
Under the condition for Theorem IV.14, the solutionM for P noisy satisfies
Proof. See Appendix B.
V. ALGORITHM IMPLEMENTATION
A. Noiseless structured matrix completion algorithm
In order to solve structured matrix completion problem (P) using noise free measurements, we employ an SVDfree structured rank minimization algorithm [35] with an initialization using the low-rank factorization model (LMaFit) algorithm [36] . This algorithm does not use the singular value decomposition (SVD), so the computational complexity can be significantly reduced. Specifically, the algorithm is based on the following observation [37] :
Hence, (24) can be reformulated as the nuclear norm minimization problem under the matrix factorization constraint:
By combining the two constraints, we have the following cost function for an alternating direction method of multiplier (ADMM) step [38] :
where ι(m) denotes an indicator function:
One of the advantages of the ADMM formulation is that each subproblem is simply obtained from (104). More specifically, m (n+1) , U (n+1) and V (n+1) can be obtained, respectively, by applying the following optimization problems sequentially:
and the Lagrangian update is given by
It is easy to show that the first step in (105) can be reduced to
where P Ω c is a projection mapping on the set Ω c and H † corresponds to the Penrose-Moore pseudo-inverse mapping from our structured matrix to a vector. Hence, the role of the pseudo-inverse is taking the average value and putting it back to the original coordinate. Next, the subproblem for U and V can be easily calculated by taking the derivative with respect to each matrix, and we have
Note that the computational complexity of our ADMM algorithm is dependent on the matrix inversion in (107), whose complexity is determined by the estimated rank of the structured matrix. Therefore, even though the structured matrix has large size, the estimated rank is much smaller, which significantly reduces overall complexity. Now, for faster convergence, the remaining issue is how to initialize U and V . For this, we employ an algorithm called the low-rank factorization model (LMaFit) [36] . More specifically, for a low-rank matrix Z, LMaFit solves the following optimization problem:
and Z is initialized with H (x) and the index set I denotes the positions where the elements of H (x) are known.
LMaFit solves a linear equation with respect to U and V to find their updates and relaxes the updates by taking the average between the previous iteration and the current iteration. Moreover, the rank estimation can be done automatically. LMaFit uses QR factorization instead of SVD, so it is also computationally efficient.
B. Noisy structured matrix completion algorithm
Similarly, the noisy matrix completion problem in (27) can be solved by mininimizing the following Lagrangian function:
where λ denotes an appropriate regularization parameter. Compared to the noiseless cases, the only difference is the update step of m. More specifically, we have
which can be reduced to
where e i denotes the unit coordinate vector where the i-th element is 1, and P i is the projection operator to the i-th coordinate.
VI. NUMERICAL RESULTS
The numerical comparison of the structured matrix completion for Diracs in off-grid has been extensively performed by Chen and Chi [18] , so in this section, we mainly performed comparative study for recovering FRI signals on integer grid, because only in this scenario we can do the fair comparison with respect to the existing compressed sensing approach for discrete signals.
A. Noiseless Experiments
In this section, we perform numerical simulations to verify the proposed algorithm using noiseless measurements.
Specifically, we consider three scenario: 1) streams of Diracs, 2) piecewise constant signals, and 3) super-position of Diracs and piecewise constant signals. Note that the last scenario is a special case of piecewise polynomial signals.
As a reference for comparsion, the basis pursuit (BP) algorithm [39] was used for recovering a stream of Diracs, whereas the split Bregman method of l 1 total variation reconstruction [40] was used for recovering signals in 2) and 3) scenario. For fair comparison, we assume that all the singularities are located on integer grid. To quantify recovery performances, phase transition plots were calculated using 300 Monte Carlo runs. is 100 and the annihilating filter size d was set to be 51. s denotes the number of Diracs. The left and right graphs correspond to the phase transition diagram of the basis pursuit [39] compressed sensing approach and the proposed low-rank interpolation approach, respectively. The success ratio is obtained by the success ratio from 300 Monte Carlo runs. Two transition lines from compressed sensing (blue) and low-rank interpolator (red) are overlaid.
1) Diracs streams:
To simulate Diracs stream signals, we generated one-dimensional vectors with the length of 100, where the location of Diracs are constrained on integer grid. The spectral measurements are randomly sampled with uniform random distribution, where the zero frequency component was always included. This made the Fourier sensing matrix become a DFT matrix, so we can use basis pursuit using partial DFT sensing matrix. We used the basis pursuit algorithm which was obtained from the original author's homepage [39] . For the proposed method, d
is set to be n/2 + 1 = 51. The other hyper-parameters for the proposed method are as follows; µ = 10 3 , 200
iterations, tol = 10 −4 for LMaFit. For fare comparison, we used the same number of iterations and sampling pattern for both basis pursuit and the proposed algorithm. The phase transitions show the success ratio calculated from 300 Monte Carlo trials. Each trial from Monte Carlo simulations is considered as a success when the normalized mean square error (NMSE) is below 10 −3 . In Fig. 4 , the proposed approach provided a sharper transition curve between success and failure than that of the basis pursuit. Furthermore, a transition curve of the proposed method (red dotted line) is higher than that of basis pursuit (blue dotted line).
2) Piecewise-constant signals: To generate the piecewise constant signals, we first generated Diracs signal at random locations on integer grid and added steps in between the Diracs. The length of the unknown one-dimensional vector was again set to 100. To avoid boundary effect, the values at the end of both boundaries were set to zeros.
As a conventional compressed sensing approach, we employed the 1-D version of l 1 -total variation reconstruction (l 1 -TV) using the split Bregman method [40] , which was modified from the original 2-D version of l 1 -TV from author's homepage. We found that the optimal parameters for l 1 -TV were µ = 10 3 , λ = 1, and outer-inner loop iterations of 5 and 40, respectively. The hyper-parameters for the proposed method were the same as before except for the tolerence parameter of LMaFit which was set to tol = 10 −3 . Note that we need 1 − e −jω weighting for low-rank Hankel matrix completion as a discrete whitening operator for TV signals. The phase transition plots were calculated using averaged success ratio from 300 Monte Carlo trials. Each trial from Monte Carlo simulations was considered as a success when the NMSE was below 10 −2 . Because the actual non-zero support of the piecewise constant signals was basically entire domain, the threshold was set larger than the previous Dirac experiments.
As shown in Fig. 5 , a transition curve from the proposed method (red dotted line) provided a sharper and improved transition than l 1 total variation approach (blue dotted line). Furthermore, even in the area of success status, there were some unsuccessful recoveries for the case of conventional method, whereas the proposed method succeeded nearly all the times. In Fig. 6 , we also illustrated sample recovery results from the same locations in the phase transition diagram, which are at the yellow star marked position in Fig. 5 . We observed near perfect reconstruction from the proposed method, whereas severe blurring was observed in l 1 -TV reconstruction. 3) Piecewise-constant signal + Diracs: We performed additional experiments for reconstruction of a superposition of piecewise constant signal and Dirac spikes. Note that this corresponds to the first derivative of piecewise polynomial with maximum order of 1 (i.e. piecewise constant and linear signals). The goal of this experiment was to verify the capability of recovering piecewise polynomials, but there was no widely used compressed sensing solution for this type of signals; so for a fair comparison, we were interested in recovering their derivatives, because the conventional l 1 -TV approach can be still used for recovering Diracs and piecewise constant signals. In this case, the sparsity level doubles at the Dirac locations when we use l 1 -TV method for this type of signals. Similar sparsity doubling was observed in our approach. More specifically, our method required the derivative operator as a whitening operator, which resulted in the first derivative of Diracs. According to (59), this makes the the effective sparsity level doubled. Accordingly, the comparison of l 1 -TV and our low-rank interpolation approach was fair, and the overall phase transition were expected to be inferior compared to those of piecewise constant signals. The simulation environment was set to be same as those of the previous piecewise constant setup except for the signal generation. For signals, we generated equal number of steps and Diracs. When the sparisty is an odd number, the numbers of Diracs was set to the number of steps minus 1.
As shown in Fig. 7 , there were much more significant differences between the two approaches. Our algorithm still provided very clear and improved phase transition, whereas the conventional l 1 -TV approach resulted in a very fuzzy and inferior phase transition. In Fig. 8 , we also illustrated sample recovery results from the same locations in the phase transition diagram, which are at the yellow star marked position in Fig. 7 . The proposed approach provided a near perfect reconstruction, whereas l 1 -TV reconstruction exhibits blurrings. This again confirms the effectiveness of our approach. 
B. Noisy Experiments
To verify the noise robustness, We performed experiments using piecewise constant signals by adding the additive complex Gaussian noise to partial Fourier measurements. Fig. 9 showed the recovery performance of the proposed low-rank interpolation method at several signal to noise (SNR) ratios. All setting parameters are same with parameters of previous experiments except the addition of λ = 10 5 . As expected from the theoretical results, the recovery performance was proportional to the noise level. Fig. 9 . The reconstruction NMSE plots by the proposed low-rank interpolation scheme at various SNR values. For this simulation, we set the annihilating filter size d = 51, n = 100, the number of singularity due to steps was 10, and the number of measurements was 50.
VII. CONCLUSION
While the recent theory of compressed sensing (CS) can overcome the Nyquist limit for recovering sparse signals, the existing recovery algorithms require multiple calculations of signal samplings and recovery procedures.
To address these issues, this paper developed a new sampling theory that can exploit all of the benefits of the CS using a digital correction filter before the classical reconstruction filter from Nyquist or generalized sampling theory is applied. This breakthrough is founded by the fundamental duality between the sparsity in the primary space and the low-rankness of the structured matrix in the reciprocal spaces, which has theoretical founding in the sampling theory of signals with finite rate of innovations (FRI). We also showed that for the case of r Diracs, the required sampling rate to recover r-Diracs using the proposed method can be reduced to m ≥ O(r log 2 n), which is an improvement over m ≥ O(r log 4 n) in the original proof of EMaC [18] . Moreover, our theory was generalized to encompass more general signals with finite rate of innovations, such as piecewise polynomial, splines, and so on. In particular, by restricting the signal class as cardinal splines, the proposed approach provided a natural regularization scheme that can balance the resolution and noise trade-off. The numerical results confirmed that the proposed methods exhibited significantly improved phase transition than the existing CS approaches.
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APPENDIX APPENDIX A
A. Architecture of Proof
We will follow the original proof by Recht [33] , whose proof was inspired by the original work of Gross [19] .
The proof is for both Hankel and circulant structured matrices.
1) Key Lemma:
We first prove the following key lemma that provides the desired property of a dual certificate.
Lemma A.1. Consider an index set Ω that contains m random indices. Suppose that the sampling operator R Ω obeys n m
For a given 0 < ξ < 1, if there exists a matrix Y satisfying
then M is the unique solution of (P).
Proof. Suppose Z ∈ kerR Ω and X = M + Z. Then, we have
Our goal is to show that for such Z, the nuclear norm inequality still holds, i.e.
In this case, by minimizing the nuclear norm, we can find the solution for (P). Now, for Z ∈ kerR Ω , pick U ⊥ and
are unitary matrices and that
It then follows Moreover, we have
where we used the triangular inequality. Moreover, the following inequalities hold:
where we use (A.1). Consequently, for any Z ∈ kerR Ω ,
Therefore, under the condition (A.2) and (A.1), we have
Therefore, using (A.4), for 0 < ξ < 1, we have
2) Dual Certification via Golfing Scheme: Now, the remaining question is how to construct Y . For this, we will again employ a dual certification via "golfing scheme" by Gross [19] . Specifically, partition 1, · · · , m into p partitions of size q. Let Ω j denote the set of indices corresponding to the j-th partition. Note that each partition is independent to one another due to the sampling with replacement. Assume that
for all j ∈ {1, · · · , p}. Theorem A.6, which will be proven later, shows that this assumption is true with high probability. Define W 0 = U V * and set
Note that the construction makes W j ∈ T for all j. Then,
where the second equality comes from W k−1 ∈ T . By applying this sequentially, we have
Since Y = Y p due to the p-partitioning of 1, · · · , m, we have
Hence, to satisfy the first condition in (A.2), if we use m such that
Now, to satisfy the second condition in (A.2), we first need the following inequality, which is true with high probability as will be shown in Theorem A.7:
for j = 1, · · · , p, where γ is defined by (A. 19) and
We further need that
which is also true with high probability as will be shown in Corollary A.9. Accordingly, we have
where we use W j−1 ∈ T for the first and the second equalities. Therefore, if we set
B. Theorem and Lemmas
One of the most important breakthroughs made by Gross [19] and Recht [33] is to employ random sampling with replacement which significantly simplifies the analysis of sampling condition. Specifically, compared to the Bernoulli sampling scheme, each entry index is sampled independently with replacement from the uniform distributions. Even though this allows some elements of a matrix to have repeated samples, Gross showed the following fundamental result that justifies the proof based on random sampling with replacement [19] :
Proposition A.2. The probability that the nuclear norm heuristic fails when the set of observed entries is sampled uniformly from the collection of sets of size m is less than or equal to the probability that the heuristic fails when m entries are sampled independently with replacement.
By applying a standard Chernoff bound, Recht bounded the number of repeated entry [33] :
Proposition A.3.
[33] With probability at least 1 − n 2−2β
for n ≥ 9 and β > 1.
One of the most important advantages of the sampling with replacement scheme is that it allows us to use the following non-commutative variant of Bernstein's inequality, which will be used later extensively:
Theorem A.4 (Non-commutative Bernstein Inequality). Let X 1 , · · · , X L be independent zero mean random matrices
(A.14)
As a variation of Theorem A.4, we can obtain the following corollary:
Note that f (τ ) has both positive and negative roots. Let τ + denote the positive root. Then, by setting τ = τ + , (A.14) can be simplified as
Furthermore, for any τ 0 ≥ τ +, f (τ 0 ) ≥ 0 and the argument within the exponent in (A.14) becomes more negative; so we can still use the bound:
Therefore, the remaining issue is to find τ 0 ≥ τ + that has a simple expression. Using the formulae for the root of second order polynomial, we have
Because log 2 (n) ≥ log(n) for n ≥ 3 and β 2 ≥ β for β > 1, we have
Using the non-commutative Bernstein inequality, here we provide the required theorem and lemma for the dual certification.
Theorem A.6. Suppose Ω is a set of coefficients of size m sampled independently and uniformly with replacement.
Then, for all β > 1,
with probability at least 1 − 2n 1−β provided that m > 16 3 c s µ 0 rβ log(n).
Proof. For any matrix Z ∈ H(n, d) (resp.Z ∈ H c (n, d)) ,
where the last inequality comes from (97). This further gives
For positive semi-definite matrices A and B, we have A − B ≤ max{ A , B }, so we have
We further note that
Therefore, from the noncommutative Bernstein inequality, we have P r P T R Ω P T − m n P T > τ m n ≤ (n + 1) exp − 3τ 2 m 2 /(n 2 ) 8mµ 0 r , we have P r n m P T R Ω P T − m n P T > τ ≤ (n + 1) exp(−β log(n)) = (n + 1)n −β < 2n 1−β .
under the constraint τ ≤ Hence, we need m ≥ with probability at least 1 − 2n 1−β .
Proof. Let Proof. This lemma can be proven using standard Bernstein inequality, which can be easily obtained by considering scalar random variables (i.e. n = n 2 = 1) in the noncommutative Bernstein inequality. Let This concludes the proof.
Corollary A.9. Suppose Ω is a set of coefficients of size m sampled independently and uniformly with replacement and let Z ∈ T be a fixed structured matrix in H(n, d) (resp. H c (n, d)). Then, for all β > 1,
with probability at least 1 − 2n 1−β provided that m > 128 3 c s βµ 0 r log(n).
Proof. From Lemma A.8, we need m > 128 3 c s βµ 0 r log(n), which satisfies the sampling requirement 32 3 c s βµ 0 log(n) because of r ≥ 1. This concludes the proof.
C. Sample Number and Failure Rate
Now, we are ready to calculate the total sample numbers. First, from (A.11), we need p ≥ 3 4 log(2n) segments, where we use the upper bound 3 4 log(2n) ≥ 1 2 log 2 (2n). In addition, using (A.13), we have q ≥ 4γc s µ 1 rβ log n to make the right hand size value to 1 2 , which leads to m > 3γc s µ 1 rβ log 2 (2n).
For Theorem A.6, we need q > 16 3 c s µ 0 rβ log (n), so we have m > 4βc s µ 0 r log 2 (2n).
Finally, for Lemma A.8, we need q > 128 3 βc s µ 0 r log(n), which leads to m > 32βc s µ 0 r log 2 (2n)
Finally, from (A.10), we need m > 256 9ξ 2 βr log 2 (n)
for a constant 0 < ξ < 1. By setting ξ = √ 8/3, this becomes m > 32βr log 2 (n)
By combining all the bounds, we need m > 32βc s max{µ 0 , 3 32 γµ 1 }r log 2 (2n).
Next, due to Proposition A.3, the failure rate for the upper bound of the duplication is n 2−2β 1/2
. Now, taking the union bounds for the failure rate in the above table for all j = 1, · · · , p, we can show that all of the events holds with probability at least 1 − 3 2 log(n)n 1−β − n 2−2β 1/2 .
APPENDIX B
Let H :=M − M denote the reconstruction error. Then, we are interested in finding its upper bound:
Bounding the first quantity is easy. Using the triangular inequality, we have
since M is feasible. Hence, we need to bound R Ω c (H) F . Using the Pythagorean identity, we have
To derive a bound on P T R Ω c (H) F , note that R Ω c (H) ∈ kerR Ω . Consequently, by using (A.4) with Z = R Ω c (H),
we have
Therefore, (A.21) can be bounded by
Hence, the remaining step is to bound P T ⊥ R Ω c (H) F . Using (A.6) with Z = R Ω c (H), we have
SinceM is a feasible solution for P noisy , we have This concludes the proof.
