Deception is a deliberate act to deceive interlocutor by transmitting a message containing false or misleading information. Detection of deception consists in the search for reliable differences between liars and truth-tellers. In this paper, we used the Deceptive Speech Database (DSD) provided for the Deception sub-challenge. DSD consists of deceptive and non-deceptive answers to a set of unknown questions. We have investigated linguistic cues: prosodic cues (pauses and phone duration, speech segmentation) and answer types (e.g., opinion, self-report, offense denial). These cues were automatically detected using the CMU-Sphinx toolkit for speech recognition (acoustic-phonetic decoding, isolated word recognition and keyword spotting). Two kinds of prosodic features were computed from the speech transcriptions (phoneme, silent pause, filled pause, and breathing): the usual speech rate measures and the audio feature based on the multiresolution paradigm. The answer type features were introduced. A set of answer types was chosen from the transcription of the Training set and each answer type was modeled by a bag-of-words. Experiments have shown improvements of 13.0% and 3.8% on the Development and Test sets respectively, compared to the official baseline Unweighted Average Recall.
Introduction
Deception is an integral part of human communication through spoken or written language. Many researchers have attempted to define the deception [1] . The definitions differ according to the presence of the three following statements: the objective falsity of the proposition, the senders's believe in this falsity and the intention of the sender to deceive the receiver [1] .
Deceptive speech is deliberately elaborated and uttered by a speaker in the purpose to deceive an interlocutor. The message transmitted is generally designed in real-time causing cognitive load to the liar [2] and [3] . Moreover, inhibiting the truth is a more consuming cognitive task than telling the truth [4] and [5] . Nevertheless, an experimented liar can pre-build his message. In related works, it was observed that this cognitive load has consequences on the linguistic content [6] and often on the paralinguistic content [7] . Deception is a complex phenomenon for which many other cues were investigated in a large amount of research across psychophysiological (polygraph [8] and [9] ), neurological (event related potential [10] ) and behavioral (facial expressions [11] , body gesture [12] ) dimensions.
The detection of deception is of great interest for various human organizations such as forensic investigation for which the search for truth from witnesses and interrogations is crucial. Many interview strategies have been defined to take advantage of the different cognitive processes of truth-tellers and liars [13] such as unanticipated questions. In this context, trained and experienced interviewers are able to detect deception with an Unweighted Average Recall (UAR) of around 70% [14] and [15] .
After the controversial Voice Stress Analyser [16] and [17] , the majority of studies on the automatic detection of deceptive speech have been conducted over the past decade. Data-driven approaches were used for all this research. Corpora of deceptive and non-deceptive speech have been built, such as the Columbia/SRI/Colorado (CSC) corpus [18] . Four kinds of cues were used: three computed from the speech signal (prosodic [19] , [18] , and [20] , spectral [21] and nonlinear features [22] ), and the fourth coming from the analysis of the lexical content [21] , [23] , and [24] .
For the Interspeech'2016 Computational Paralinguistics Deception Sub-Challenge [25] , we paid particular attention to linguistic cues that should impact classification performance according to related works on deception cues [11] . In particular, we investigated the prosodic cues [7] and the lexical content [26] well-known to be sensible cues to deception. The paper is organized as follows. The speech corpus of the Deceptive Sub-Challenge is described in the next section. The characteristics of two systems are given in Section 3: the Official Baseline System (OBS) and the Extended Baseline System (EBS) taking into account the unbalancing of deceptive and non-deceptive speech and the two kinds of speaker (guilty and non-guilty). The prosodic and temporal cues are studied in Section 4. First, the automatic segmentation (phonemes, silent and filled pauses) of the audio files is described. Then, two methods for the measurements of prosodic and temporal cues are presented: (1) usual prosodic measures using speech rates and latency response times, (2) audio features based on a multi-resolution paradigm. In Section 5, the computation of audio features related to the lexical content is described. This method is based on keywordspotters. In Section 6, experiments and results on the Test set are presented. The last section concludes the study.
identity at the department's office, non-guilty participants were asked to retrieve a leaflet from the same office under their own identity. Structured interviews were conducted by an Embodied Conversational Agent (ECA) with each participant. The interviews consisted of a fixed set of short-answers and open-ended questions. Questions are unknown.
For each audio file of the Training (Train) and Development (Devel) sets, four kinds of metadata are provided: (1) the identification, gender and ethnicity of the speaker, (2) the label (Deceptive (D) vs Non-Deceptive (ND)). There are no metadata available on the Test set. 
Baseline and Extended systems
Audio feature set [27] allows the representation of the audio files in terms of spectral, cepstral, prosodic and voice quality information. The Official Baseline System (OBS) [25] is as follows. The Standard Feature set (Std) was extracted from the complete audio file using the open source openSmile [27] and the configuration file ComParE. Standard feature sets (6,373 features) have been provided for the Train, Devel and Test sets. Support Vector Machines (SVM) classifier with linear Kernel and Sequential Minimal Optimization (SMO) [28] was used for the D/ND prediction. The SVM complexity parameter was chosen to 10 -4 . To account for the imbalanced class distribution of the DSD database, the D class was up-sampled by a factor of 100%. The Baseline performances in terms of Unweighted Average Recall (UAR) are 61.9% on the Devel set and 68.3% on the Test set.
Filtering of the training set
The NG-participants always tell the truth while the Gparticipants lie and tell the truth. On the assumption that the audio files of the G-participants are more useful for searching a decision surface between the D and ND audio files, experiments were carried out on the effect of the filtering of the NG audio files. Table 2 gives for different percentages of NG-filtering the accuracy of the Deception classifier (D-classifier) on the Devel set in UAR. 
Prosodic and temporal features
Previous studies [7] , [11] , and [20] have shown that many prosodic measures are cues of deception. We looked for an improvement of the D-classifier using prosodic and temporal features. Two methods have been used for the measurements of prosodic cues: the first one consists in usual prosodic measures such as duration of silent and filled pauses, the second one uses the multi-resolution paradigm on the computation of the audio features. These two methods rely on an automatic speech transcription.
Automatic speech transcription
The transcription of the corpus was obtained by an acousticphonetic decoding system using a <phone | pause> loop search. The ASR system was based on the version 0.8 of the Pocketsphinx recognizer library [29] . The acoustic models were the pre-trained generic US-English acoustic models provided by CMU [29] . Table 3 . List of the unit transcriptions of the ASR. Phonemes Ś ae ƕ ŝ j aų b tƌ d ð Ťԣ ťƂ eų f g h ų i d߯ k l m n ƾ oƓ ŝų p r s ƌ t ș Ɠ u v w y z ߯ Silent and filler pauses SIL BREATH NOISE COUGH SMACK UH UM Table 3 gives the list of the acoustic models which were used (phonemes, silent and filler pauses). The list of the phonemes is given in the International Phonetic Alphabet.
Speech boundaries were computed from the automatic transcription. Related to the interactions with the ECA agent, three time intervals were distinguished (cf. Figure 1 ):
• Speech Onset latency (SO): the time interval between the beginning of the interaction and the first phone (excluding the filled pauses) of the verbal interaction.
• Verbal Interaction (VI): the time interval during which the participant answers to the question. 
Prosodic and temporal measures
In related work to the prosody assessme various features have been investigated: spe global interval proportions and pairwise var chose twelve features:
• the duration of the three time in defined (SO, VI and IE) and the dur file • eight features computed from the tran audio segment. These later features occurrence number of phones and pau phones and pauses, speaking and arti pause and filled pause ratios.
The relevance of all these features is information gain [31] which was compute with the following formula:
H(class) -H(class/feature)
where Shannon entropy H is estimate contingency and the class ={D, ND}. Feat information gain is greater than zero are relevant.
On the Train set, four features out of 12 selected for the D-classifier in the follow (1) the duration of IE, (2) the duration of the articulation rate and (4) the occurrence numb
The IE duration has been investigated. F the two classes N and ND the IE duration hi for each point t of the time abscissa as utterances having an IE duration in the inter spline curve was drawn from the values of th ent [20] and [30] 
Multi-resolution-based
To take into account the in segmentation on the computation have investigated four seg [SO∪VI], [VI] , and [VI∪IE] . Th was computed from the first segm Multi-resolution-based (M-base computed respectively from the o audio feature sets were extracted ComParE [25] . Table 5 gives for feature sets the accuracy of the D It is noticeable that S2-base accuracy. These results suggest may be helpful in detecting decep Three combinations of the M been assessed to determine wh between M-based audio featur combination of two sets in terms (2) C2, the optimal combination combination of the four sets. Ta audio feature sets the accuracy of set in UAR. d D-classifier gave the worst t that non-verbal information ption. M-based audio feature sets have hether or not synergies exist re sets: (1) C1, the optimal of accuracy on the Devel set, n of three sets, and (3) C3, the able 6 gives for the different f the D-classifier on the Devel el set of the D-classifier ased audio feature sets C2 C3 {Std,S1,S3} {Std,S1,S2,S3}
19,119 25,492 68.4%
68.5%
An improvement (+2.2%) is obtained with the combination C3 of M-based audio feature sets compared to EBS.
Answer type detection and features
Several studies have been conducted on linguistic indicators of deception [32] , [11] , and [26] . In the meta-analysis [26] , the most relevant cues out 79 were the word measures (word quantity, occurrences of exclusive and emotional word, distribution of personal pronouns by first, second and third person). As a result of such research, many automatic detectors of deceptive text have been developed such as Linguistic Inquiry and Word Count (LIWC) [33] and Agent 99 analyzer [34] . For example, the LIWC detector classifies the words in psychology-relevant dimensions using specialized lexicon. Applying a text-based approach for detecting deceptive speech is difficult because of the poor performances of the ASR systems. In [24] , the accuracy of deception detection has been down 13% (73% to 60%) when using automatic compared to manual transcriptions of speech.
Aiming at using the lexical content for an automatic detection of deceptive speech, we have chosen to detect the answer type [35] corresponding to an audio file. This may enable the D-classifier to search a better decision surface between audio features corresponding to audio files with similar lexical content.
Answer types and bag-of-words
As part of Text Retrieval Conference (TREC) evaluation tasks, several classifications of answer types have been proposed [35] . We choose the Answer Type Hierarchy provided by the Ephyra question answering System [36] . A set of ten answer types {affirmation, date, duration, movement, negation, offense denial, opinion, self report, probability, time} was chosen. Each answer type was modeled by a bag-of-words. For each answer type, the bag-of-words was made of the words and expressions extracted from the transcription of the Train set. Semantic expansion [37] has been used in order to increase the coverage of the bag-of-words. Table 7 gives, for each answer type, examples of words and expressions extracted from the Train set. 
Detection of answer types
Two methods of speech recognition were used to detect the answer type of an audio file: isolated word recognition and keyword spotting. The first method has been used for too short words or expressions (less than three syllables) such as "yes", "no", "never" or "maybe". Keyword spotting has been used for the longer words (or expressions) such as "I am not guilty". In the two methods, phone loop was used for rejection. The two ASR systems were based on the 5prealpha CMU recognizer library. The acoustic models were the same as used in §4.1. The phonetic transcription of the words and expressions results from the CMU Pronouncing Dictionary [29] . For each word (or expression), a likelihood is computed from the lesser threshold allowing to detect the word in the audio file. For each answer type, one audio feature was computed from the likelihoods of the words and expressions of the corresponding bag-of-words. On the Train set, seven features out of 10 were considered relevant in terms of information gain (cf. §4.2) and selected for the D-classifier: date, duration, offense denial, self report, time, opinion and affirmation.
Experiments and Test results
To assess our approach, five audio feature sets have been defined as a combination or selection of audio feature sets. Let AT be the 7 relevant Answer Type features and PT be the 4 relevant Prosodic and Temporal features. The four audio feature sets corresponding to a combination are: D1 (AT+Std), D2 (AT+PT+Std), D3 (AT+PT+C1) and D4 (AT+PT+C3). The last set D5 was obtained by feature selection from D4 [38] . Table 8 gives for the five audio feature sets the accuracy of the D-classifier on the Devel set in UAR. On the Devel set, a significant improvement (+13.0%) was obtained with the D5 set compared to OBS.
On the Test set, four submissions are described. The first one, using D2 and filtering of the Training set, gave a low UAR of 64.2% compared to the 68.3% (OBS). The second one, using D5 features and no filtering, gave an UAR of 67.9%. The third one, using D1 features and no filtering, gave an UAR of 70.6%. The last one, using D3 and no filtering, is our best result on the Test set with an UAR of 72.1% corresponding to an improvement of 3.8% compared to OBS.
Conclusion
In this paper, linguistic cues related to the prosody and lexical content have been investigated for deception detection. Audio features have been computed using the results of three ASR systems (acoustic-phonetic decoding, isolated word recognition and keyword spotting). A method to estimate audio features related to the likelihood of answer type have been introduced. These new features have been shown relevant to detect deceptive speech, in particular the interaction ending latency, the multi-resolution-based audio features and the answer type features.
Future works should include features related to the questions and the dialog states during the interview between the agent (human or machine) and the participant. The intraspeaker and inter-speaker variability of the deceptive speech should be also studied.
