Abstract: Artificial Neural Networks have dramatically improved performance for many machine learning tasks. We demonstrate a new architecture for a fully optical neural network that enables a computational speed enhancement of at least two orders of magnitude and three orders of magnitude in power efficiency over state-of-the-art electronics. Computers that can learn, combine, and analyze vast amounts of information quickly, efficiently, and without the need for explicit instructions are a powerful tool for handling large datasets. Indeed, "deep learning" algorithms have received an explosion of interest in both academia and industry for their utility in image recognition, language translation, decision making problems, and more [1] . Traditional central processing units (CPUs) are far suboptimal for implementing these algorithms [2] ; and a growing effort in academia and industry has been put towards the development of new hardware architectures tailored towards applications in artificial neural networks and deep learning [3] . Graphical Processing Unit (GPUs), Application Specific Integrated Circuits (ASICs) and field-programmable gate arrays (FPGAs), have enabled both energy efficiency and speed enhancements for learning tasks. In parallel, hybrid optical-electronic systems that implement spike processing and reservoir computing have been shown. However, the computational speed and power efficiency achieved with these hardware architectures are still limited by electronic clock rates and Ohmic losses.
1. Optical Interference Unit. Which is used to perform arbitrary unitary matrix multiplication on the input optical signal. The unitary matrix can be obtained using a network of Mach-Zehnder interferometers, as shown in Fig. 1D ,E. Mathematically, it can be rigorously proved that any arbitrary unitary matrix can be represented by the network of Mach-Zehnder interferometers [5] .
2. Optical Amplification Unit. Which is used to generalize the unitary matrix to arbitrary matrix operation. In general, any arbitrary matrix can be generated using optical interference and linear amplification through SVD decomposition.
3. Optical Nonlinearity Unit. Which is used to apply the nonlinear activation function. Many materials respond to external light signals in a nonlinear way with respect to light intensity. One of the most commonly used optical nonlinearities -saturable absorption in our system. The saturable absorber nonlinear function can be modeled as στ
With these three units, in principle, our ONN architecture can do computation in a way that is mathematically equivalent to the traditional artificial neural networks. . As a proof of concept, we apply a similar procedure to conventional ANN, to train an optical neural network structure (choosing saturable absorber as the activation function) with N input units, 1 hidden layer, and M output units [7] . Batch forward propagation and backpropagation are used to optimize the parameters. Fig. 1B shows the classification result for the N=2, M=3 case (8 % error rate). We are also able to get in simulation less than 10% error rate for standard MNIST handwriting dataset (N=786, M=6), which is similar to the result from conventional neural net result.
Optical neural networks have the intrinsic advantage of speed. Once all parameter has been trained and implemented on the nanophotonic system, the forward propagation computing is done by light, which is only limited by the physical size and the pulse bandwidth ( THz). So in principle it can be 3 orders of magnitude faster than electronic neural net.
