Abstract. We study the oscillatory stationary states in the temperature and concentration fields occurring in tubular chemical reactors. Singular perturbation and multitime scale procedures are combined formally to clearly and simply reveal the mechanism controlling these oscillatory states. Their stability is also studied, and when coupled with previously obtained results on multiple steady states, this information completes the response (bifurcation) diagram in one-parameter range of the tubular reactor. The results apply also to more general nonlinear parabolic problems of which the first order tubular reactor is a special case.
1. Introduction. One of the more interesting recent developments in chemical reactor theory has been the discovery of oscillatory stationary states in the temperature and concentration fields. For the most part these have been observed experimentally [1] or by some machine computation [1] [2] [3] . In the case of a simple stirred tank reactor, Hlavacek, Kubicek and Jelinek [4] have given analytical plausibility arguments for the appearance of limit cycles. However, there seems to be no treatment of the more difficult nonadiabatic tubular flow reactors. Such a study is given here.
The entire question of oscillatory solutions and their stability is intimately connected with previous considerations of bifurcation, multiplicity, existence, and stability of positive solutions of certain parabolic initial-boundary value problems describing the tubular reactors. These are examined in depth by A. B. Poore [5] , [6] who has studied all these questions for the system t>0, 0<x<l, t>0,
The motivation for obtaining this form of the equations is given in [5] and is common in the chemical engineering literature [3] , [4] . Here u and w respectively represent the nondimensionalized temperature and concentration of equations (1.1)-(1.8). The other quantities are known from the physical situation, and we shall state their properties in 2.
We shall study the system (1.9)-(1.16) in the case that the Peclet number e is small;i.e., 0 < e << 1. In 2 we briefly summarize the pertinent previously developed theory for the system (1.9)-(1.16), and we shall collect certain mathematical machinery which we shall need in the subsequent analysis of this problem. In 3 by a simple singular perturbation procedure we show that to first order in e the study of (1.9)-(1.16) can be reduced to the consideration of a far more tractable set of nonlinear ordinary differential equations. In 4 we analyze the nonlinear ordinary differential equations specifically for oscillatory solutions. This is accomplished formally by a multitime scale method (i.e., the so-called "two-timing" method [7] [5] , [11] . Two distinct situations will concern us here. Motivated by all the preceding discussion, we now study the system (1. 3. The reduced system. By a singular perturbation procedure we shall now reduce the problem (1.9)-(1.16) to a somewhat simpler system ofnonlinear ordinary differential equations which we shall study in 4 using the "two-timing" method.
Assume that 0 < e << 1. We now construct the asymptotic expansions of the solutions of (1.9)-(1.16) as e 0. In this case we find by the techniques of singular perturbation theory [7] (3.9) Uo(X, t) a(t), Wo(X, t) b(t), where a(t) and b(t) are, at this stage, arbitrary functions of t. In order to determine them we must proceed to the next step in the perturbation procedure.
Using (3.9), we can write the differential equations (3.3) and (3.4) as [3] , [11] . In these more difficult problems the equations analogous to (3.21), (3.22 ) which arise are not standard autonomous phase-plane systems, but much more difficult systems. Nevertheless, they can be handled by the techniques we shall develop here. (ii) The "two-timing" method which we shall use produces formulas for the solutions which are immediately interpretable physically and from which the stability of the solutions is also immediately resolved without recourse to further analysis. Thus, this method is simply much easier to use even on the standard phase-plane systems (and is applied equally well to the more difficult problems). When it works, the technique is spectacularly successful as has so often been the case where it has been applied in other problems (see [7] and [12] for examples).
The motivation for a two-timing approach as well as the proper scaling for the asymptotic analysis comes from the following reasoning: Consider, for example, the upper branch of the response diagram of Fig. 2 when we increase D from slightly below Dp to slightly above Dp so that we pass through the point P where the steady state changes from stable to unstable. As discussed in 2, we have concluded that the steady states to the right of point P are unstable based upon a linearized perturbation theory which implies that perturbations from this steady state will initially grow exponentially in time. This (linearized) exponentially growing function cannot represent the solution for very long because clearly the nonlinear terms must then become important. If, in fact, this exponentially growing function tends to a stable oscillatory solution, as we conjectured in 2, then growth on another time scale must come into play so that in some sense the perturbation from the unstable steady state should exhibit a more or less typical multitime scale representation; namely, we expect a representation of the form u(x, t)= A(z)P(t*), where P(t*) represents a periodic oscillation on a so-called "fast time" t* and A(z) represents "slow-time" modulation which perhaps approaches a constant value as time . Change of stability in a somewhat different type of heat conduction problem has also been studied in this way with a two-timing method by B. J. Matkowsky [13] .
For ease of presentation here and in order not to obscure the basic method with lengthy algebraic calculations, we shall now perform our investigation on the system (3.21)-(3.24) for the special case that (4.1) f (2, a, b) .a3, // (2) In fact, such a choice is an excellent model for a simple first order reaction for the system (1.1)-(1.8) , where the fl here corresponds to the x in (1.1) and/ corresponds to the transformed B of (1.1); see [4] . We would like to point out that our entire analysis can be carried out for the general system (1.9)-(1.16) under conditions H-1 to H-4 as well as for the general reactor problems involving higher order chemical kinetics for the rate functions f and g. This general treatment necessarily requires considerably more complicated algebraic manipulation, and, in fact, for the general reactor kinetics, some of the algebraic equations required the numerical specification of certain physical contents and numerical procedures for solving involved algebraic expressions. Such specific information would be of use only in specific chemical processes, but, in fact, for certain interesting commonly occurring chemical constants, A. B. Poore [5] has carried out these calculations.
The only necessary tool which we shall need in carrying out the two-timing formalism is an elementary fact from ordinary differential equations which we shall state in the form of an easily referenced lemma.
LEMMA. The Cole [7] or Kevorkian [12] for its exposition) requires that the 0)i and the other unknowns which will occur shall be chosen according to the principle that we suppress secular terms in such a way that we generate a self-consistent procedure for determining bounded functions ai(t*, z) and b(t*, z) with modulation only on the slow time scale z. We shall now carry out this procedure.
With the definitions (4. Using our lemma to suppress secular terms, we see immediately that we must require that CO 0. Thus, az(t*, 7) C(r)sin t* + D(r)cos/3t*, (4.11) b2(t* r) -C(r)cos fit* + D(r)sin/t*, where the C(r) and D(r) are to be determined at a later stage in our perturbation scheme. The system (4.8) When physical situations more complicated than those modeled by equations (4.1) are considered, it can happen that in the modeling or in the actual equations we obtain '(2o) 4:0 together with nonlinearities such that the point P of Fig. 2 or Fig. 5 becomes a bifurcation point from which an unstable branch of periodic solutions bifurcates. This situation is presently being studied. Preliminary work of Cohen and Poore indicates the following: The "two-timing" procedure of the preceding section is no longer applicable as it stands (because it will not apply to the determination of an unstable limit cycle). However, suitable modifications and other techniques indicate that the situation is that indicated in Fig. 5 . That is, an unstable branch of periodic solutions bifurcates to the left at point P. Furthermore, a stable periodic solution (a limit cycle of the equations analogous to (3.21), (3.22)) surrounds the unstable one. A stable branch of periodic solutions bifurcates to the left at point Q. We conclude that the periodic branch from P to Q is as shown in Fig. 5 Our results explain this situation and apply also to tubular reactors; this work will appear in [14] .
