



































オーダである．McShane et a1．（1989）とLustig et a1．（1991）は，主双対内点法により開発し
たプログラムを使って数値実験をし，効率よく大規模な線形計画問題を解くという結果を報告
した．













         Minimize  o1κ1＋o2κ2＋…十。。κ。．
         Subject to   α。、κ、十α・2κ2＋ ・十α・nκn ＝6・，
                α。、κ。十α。。κ。十・・十α。。κ。＝ろ。，
                 αm、κ。十αm。κ。十…十αm。伽＝ろm，
                        κ、，κ。，．．．，伽》O．
この問題は行列とベクトルを使い次式により表せる：
            （P）M1inimize oτκ．




            （D）Maximize  ろり．




        cTκ＝め， ル＝ろ， λり十2＝o， κ》O， z》O．
ここで，次式より，第一の条件は〆急＝0と同値である：









































 経験的に例題を効率よく解くといわれているアルゴリズムの一つ（Lustig et a1．（1991））を
示す．初期点は，κo＞Oとzo＞Oをみたす適当た点とする：たとえばe＝（1，1，．．．，1）に対しでん。
＝e，ツ0＝0，z0＝eとする．収束判定は，十分小さな正の数εに対して，
          κ尾τ〆≦ε，llル尾一ろllくε，llλy＋z尾一。ll≦ε
とする．ベクトル〆は，
                  虎丁 尾               尾＿  κ z              o一γ    e，                  m
              l－／lκ万11；：：鮒
により定める．パラメータα岩とα岩は，
               α多＝0．9995雄，
               α岩＝0．9995砧，
               ∂岩＝suP｛α：κ庖十α∠伐尾≧O｝，







      ある，すなわちλκ0＝ろ，λy＋z0＝c，κo＞0，宕。＞0．
 タイプ3：（κo，yo，2o）がセンターパスSの近傍Mに含まれる，すなわち（κ，y，2）∈M．こ
      ごて，センターパスSは次の式により定義される：
      S＝｛（κ，y，2）：Xz＝μe，μ＝κTz／m，λκ＝ろ，λ㌃十z二。，κ＞0，z＞0｝．
      近傍Mは，多くの場合問題（P）と（D）の実行可能領域の内部｛（κ，ツ，2）：ル＝





   M2（β）＝｛（κ，ツ，2）：ll xz一μe ll．1≦；βμ，μ＝κTz／m，ノし＝ろ，λ㌃十2＝o，
       κ〉0，z＞O｝forβ∈［O，1］，
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   jV固（β）＝｛（κ，y，2）：ll Xz一μe ll。。くβμ，μ＝κT2／m，ノし＝ろ，λ㌃十z＝o，
       κ＞O，z＞0｝forβ∈［O，1］，
   2V＿（β）＝｛（κ，y，名）：Xz》（1一β）μe，μ＝κτz／m，ノし＝ろ，λ㌃十2＝o，
       κ＞O，z＞O｝forβ∈［0，1］，
                〃 ハ71n（β）＝｛（κ，ツ，2）：m1nμ一Σ1n（仙2言）くβ，μ＝κTZ／m，ノし＝ろ，λ㍗ソ十2＝0，
                ｛＝1
       κ＞O，る＞0｝forβ≧0．
ここで，ll・ll。と11・ll。。は，それぞれ4。ノルムと4。。ノルムを表す．上記の各近傍は，β＝Oのと
きセンターパスSと一致し，βの値が大きくたるほど広くだる．さらに，







           （P’）Minimize  o’Tκ’．
              Subject to  ／rκ’＝〆，    κ’≧0．
           （D’）Maximize ポy．





                σ＞（λy＋尾O－C）τκO，
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              σ＝（λy＋ZL0）TκO＋〃2，





























                  〆τ〆くε
とする．実行可能でない点列を生成している場合の収束判定は，十分小さな正の数ε、，ε。，ε。に
対して，
                〆Tz冶≦ε1，
                llルゐ一ろ11くε。，
                llλγ十〆一011くε。，
                κ々；≧0， ノ≧O
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とする．また，点列が発散する場合を判定するために十分大きな正の数ωに対して


























                 α岩＝γ／ll X．1∠比ゐll，





例題を解いたという報告がある（Lustig et a1．（1991），McShane et a1．（1989））．
 実行可能領域に含まれるセンターパスの近傍Mの例については，すでに4章にいくつか示
した．近傍Mを使ってステップサイズを決める代表的た方法では，
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        α差＝α岩＝SuP｛α：（κ尾，ツ庄，Z尾）十α（∠7κ尾，∠7y尾，∠72尾）∈M｝
とする．
 主双対内点法に使われるポテンシャル関数として代表的なものは
                            η           九（κ，る）＝ρ1nκτ2＋n1n（κτえ／m）一ΣInκκ｛
                           ｛！1
である．ここで，ρ＞0は定数である．この関数を使い，ステップサイズを















 Monteiro et a1．（1990）は，初期点（κ0，yo，2o）がセンターパス上（ル0＝ろ，λy＋2o＝o，
X．zo＝μoe，μo＝κo「メ／m，κ0＞O，メ＞0，X・＝diag（州）にあり，収束判定を〆〆く6とする
とき，ステップサイズを














             11X尾z島1尾11≦0．3o名i、， 々＝O，1，．．．
をみたす．したがって，后＝zに対して
                       1 （82）            eT〆く ε                       1．3
が成立すれば，
















 Kojima et a1．（1989a）のアルゴリズムは，近傍としてM。。（β）（βは定数）を使い，反復后で
〆＝0．5（〆ノ／m）eを使う．ステップサイズは，現在の点に依存したセンターパスの近傍により
定める．このアルゴリズムは，0（n工）反復を必要とする．











































 Marsten et a1．（1990）とMcShane et a1．（1989）の方法は，定数θ∈（O，1）を使い，
                   α岩＝θ雄，
                   α岩＝θ雄
とする．この方法は，雄または∂岩が。oとたる場合に適用できたい．雄または砧の少なくと
も一つは理論的に有界であるので，
                 ∂尾＝min｛磁，6彦｝
は有界である．したがって，








   oT（〆十α幼κ危）一ろT（ゾ十α彦∠ツ角）く（1一ω）（oT〆一ろy），α岩＜磁，α岩＜鵡
をみたす任意の値，または




















                      nκ”
                      ｛ヨ1
またはその対数をとった
                            n           ノレ（κ，2）＝ρ1nκτ2＋m1n（κτ2／m）一Σ1nκκ｛






 Todd and Ye（1990）は，Kojima et a1．（1989b）とMonteiro and Ad1er（1989a，1989b）の
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バス追跡法により生成される点列がポテンシャル関数九（κ，名）（ρ＝”）を単調に減少させる
ことを示し，0（”工）反復のアルゴリズムであることを証明した．


























                〆τノくε。，
                l1ル々一ろ11くε。，
                llλy＋〆一Cl≦ε。，
                〆≧O， ノ≧0，
または











                                     n  アρ（κ，y，z）＝ρ1n（〆宕十11λκ一ろ11、十11λ㌃十z－cll、）十m1n（〆z／m）一Σ1nκ必．
                                    ゴ＝1
このアルゴリズムの収束性についてはまだ不明である．
 Kojima et a1．（1991a）は，大域的に収束する外点法を提案した．そのアルゴリズム．は，第后
反復で定数γ∈（O，1）に対して〆＝γ（κゐ丁メ／m）eとし，以下の条件をみたすようにステップサ
イズを求める：
          κタzタ≧δ1κ”z為／m，
          κ尾τ2尾；≧δ211λκ尾一ろll，
          κ尾丁2尾》δ311λ㌃尾十Z尾一011，











                    々十1丁 尾十1                    κ   z                  1m  ゐ、尾 ＝O
                  々→。。  κ  z
が成立するたらば，双対ギャップ列が0に（局所的に）超一次収束する，あるいはその内点法が
超一次収束するといい，正の整数Z＞Oに対して
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れ唯一つの最適解〆と（ゾ，宕＊）を持つ場合に，ある種のバス追跡法が局所的に二次収束する
ことを示した．











Zhang and Tapia（1990）は，Zhang et a1．（1990）の条件のもとで，大域的に0（m工）の反復
回数を必要とし局所的に超一次収束するアルゴリズムを提案した．
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A Prima1－dua1Interior Point Method for Linear Programming
                      Shinji Mizuno
            （The Institute of Statistica1Mathematics）
    In this paper，we summarize various prima1－dua1interior point a1gorithms for1inear
programming．We irst show a generic prima1－dua1interior point a1gorithm，which
consists of4main steps；inding an initia1so1ution，convergence criteria，computing search
directions anddetermini㎎stepsizes．Thenthedetai1ofeachstep isshown．Weexp1ain
various primal－dua1interior point a1gorithms in the framework of the generic a1gorithm
and show the computationa1comp1exity of each a1gorit㎞1．The a1gorithms are a冊ne
scaling a1gorithms，sequence fo11owing a1gorit㎞1s，path fo11owing a1gorit㎞s，predictor－
corrector a1gorithms，1ong－step a1gorithms，potentia1reduction a1gorithms and exterior
point a1gorit㎞s．We also show recent resu1ts of asymptotic behavior of prima1－dua1
interior point a1gorithn1s．
Key words：Interior point method，1inear programming，dua1ity theorem，potentia1fmction，path
of centers．
