We deal with the approximation properties of a new class of positive linear Durrmeyer type operators which o er a reconstruction of integral type operators including well known Durrmeyer operators. This reconstruction allows us to investigate approximation properties of the Durrmeyer operators at the same time. It is rst shown that these operators are a positive approximation process in Lp R + . While we are showing this property of the operators we consider the Ditzian-Totik modulus of smoothness and corresponding Kfunctional. Then, weighted norm convergence, whose proof is based on Korovkin type theorem on Lp R + , is given. At the end of the paper we show several examples of classical sequences that can be obtained from the Ibragimov-Gadjiev-Durrmeyer operators.
Introduction
One of the way to obtain an approximation process for spaces of integrable functions on unbounded interval is studying Durrmeyer type integral modi cation of the concerned operator. In recent years, this type of modi cation has been the subject of investigation of several mathematicians. For example, Ditzian and Ivanov [1] proved direct and converse results for linear combinations and derivatives of Bernstein type operators in Lp R + spaces. And later in [2] Baskakov-Durrmeyer type operators in Lp R + spaces were introduced by
Heilmann. Then Agrawal [3] studied some direct results for a linear combination of a new sequence of linear positive operators in Lp R + . Among the others, we refer the readers to [4, 5] and the references therein.
On the other hand, in 1970, Ibragimov and Gadjiev [6] established a sequence of linear positive operators to collect the many well known operators. They contain Bernstein, Szasz, Bernstein-Cholodwsky and Baskakov operators and others. More recent results on these operators may be found in [7] [8] [9] [10] [11] .
Later on, integral version of Ibragimov-Gadjiev operators, called Ibragimov-Gadjiev-Durrmeyer operators, were constructed and some approximation results were investigated in [12] by Aral and Acar. Authors presented Voronovskaya type theorem and its quantitative version, thus characterized the order of approximation of the operators in pointwise manner for function f ∈ C R + .
In this paper we investigate convergence of Ibragimov-Gadjiev-Durrmeyer operators in Lp R + spaces.
Our rst aim is to show that the sequence of operators Mn f which will be given below, is an approximation process in Lp R + spaces. We give the proof with a quantitative estimate. This quantitative result is based on Ditzian-Totik modulus of smoothness and its equivalence to appropriate K-functional. As a second part of this work, we give weighted approximation formula using a weighted Korovkin type theorem in a weighted Lp space. Now we recall these operators. for all x ∈ R + and n ∈ N, ν = , , ..., m is a number such that m + n = or a natural number. 4 . Kn ( , , u) = for any u ∈ R and lim
for any p ∈ N and xed u = u . Kn(x, t, u) is continuously di erentiable with respect to variable x ∈ R + and satisfying the equality
For any xed t and u the function
We assume that the function Kn(x, t, u) in addition to the condition (1)- (5) satis es also the condition:
n+m (x, , u ) for all x ∈ R + , n ∈ N, ν = , , ..., and xed u = u .
Since Kn (x, t, u) is an entire function with respect to variable u by the assumption (1), we can write Taylor expansion for Kn (x, t, u) at any point u ∈ R as
and replacing u = φn (t) , u = αn ψn (t) and t = , where (αn) is the sequence de ned in (1),
is obtained by the condition φn ( ) = . Taking into account that Kn (x, , ) = by the condition ( ) , we have
The family of operators Mn (f ; x) is linear and positive. Also, the operators Mn (f ; x) reduce to following wellknown operators in a special case:
−n , αn = n, ψn ( ) = /n, the operators (1) reduce to BaskakovDurrmeyer operators, (ii) if we choose Kn (x, t, u) = e −n(t+ux) , αn = n, ψn ( ) = /n, the operators (1) reduce to Szasz-Durrmeyer operators, (iii) If Kn (z) is entire analytic function and Kn (x, t, u) = Kn (t + ux) , αn = n, ψn ( ) = /n, the operators (1) reduce to generalized Baskakov-Durrmeyer operators.
Auxiliary Results
In this section we give some lemmas which will be required to prove the main results. The proofs of Lemma 1-Lemma 4 were given in [12] , but for the readers' convenience we recall them here again.
Lemma 1.
The condition ( ) is equivalent to the following equality
Proof. By ν-multiple application of condition ( ) , we obtain
Applying condition ( ) we get
Using (3) we get desired result.
Conclusion 1.
Using (3) and Lemma 1, we get
Lemma 2. We haveˆ∞
Proof. Using integration by parts and conditions ( ) and ( ) we havê
Using Lemma 1, we get
Also by condition ( ) , we havê
Hence we can writeˆ∞
By ν-times application of above equality and using condition ( ) and ( ), we get
Conclusion 2. Using condition ( ) and Lemma 1, we get
For any natural number r we havê
Proof. Using the condition ( ) recursively ν-times we get
Lemma 4. Let ν, n ∈ N. For any natural r we have
Proof. Directly from the de nition of operator (1) we can write
Using ( ) with u = αn ψn ( ) we conclude that
Using the equality
where C j,r = r! j! r j and (4) we have
We have the recursion formula:
We also have
where the real numbers q i, r are independent of x and bounded uniformly in n and φ (x) := x ( + xmαn ψn ( )).
Proof. We can easily calculate T n, (x) and T n, (x). Using the equality
and (5) we have
Using integration by parts we deduce
Since
we get from (9)
which is formula (7). Using the recurrence above it is easy to obtain
and, recursively, we get the following general form
Corollary 1. For all r ∈ N and x ∈ R + we have
where C is a constant independent of n.
, thus by (8) we get Let n, r ∈ N, n > m and s ∈ R + we consider the notation
and we shall obtain a recurrence relation for Hn,r(s) in the following Lemma.
Lemma 6.
For n, r ∈ N, n > rm we have
and
where the real numbers q i, r are independent of x and bounded uniformly in n.
Proof. We rst prove (11) .
Hn,r(s) = u r(n − m)
   ∞ ŝ − ŝ ŝ − ŝ ∞ + ŝ ŝ    (s − y) r− × ∞ v= K (υ) n (y, , u ) [−αn ψn( )] υ (υ)! K (υ) n (x, , u ) [−αn ψn( )] υ (υ)! dydx = u r(n − m) ŝ (s − y) r− ∞ v= K (υ) n (y, , u ) [−αn ψn( )] υ (υ)! ∞ K (υ) n (x, , u ) [−αn ψn( )] υ (υ)! dxdy −u r(n − m) ŝ ∞ (s − y) r− ∞ v= K (υ) n (y, , u ) [−αn ψn( )] υ (υ)! K (υ) n (x, , u ) [−αn ψn( )] υ (υ)! dydx
Using (2) and Lemma 2 we have

Hn,r(s)
Since n > mr, using integration by parts we deduce
Using Conclusion 1 and the fact Kn−m( , , u) = ,we get
If we replace (15) and (16) in (14), we obtain
Using Conclusion 1 we get
Hn,r(s)
We now prove (12). We can easily calculate H n, (s) and H n, (s). Then we get from (11) that
Thus by using (5) we get
r dy.
using (5) we can also write
First using integration by parts and then using the identity, we get
According to (5) we have
The representations (13) can be easily derived from the recursion formula by induction.
From the above mentioned lemma we get the following corollary which can be proved in the same way as we did in Corollary 1.
Corollary 2.
For all n, r ∈ N, n > (r + )m, s ∈ R + , we have
where C denotes a constant independent of n and s.
In addition to the conditions (1)- (6), throughout the rest of paper we also assume the following condition for Kn(x, t, u).
where (αn,r) is a sequence of n which convergence a positive real number.
Lemma 7. Let the functions Kn(x, t, u) satisfy the condition (1)-(7) and f (t) = ( + u mt)
−r , t ∈ R + , n, r ∈ N.
holds for n > mr, where C denotes a constant independent of n.
Proof. For m = it is trivial. For m > we obtain
Thus we get
Main Results
For the consideration of the connections between the smoothness of a function and the rate of approximation we use the Ditzian Totik modulus of smoothness(see [13] ) which in our case is given by In order to present a quantitative type theorem giving the rate of convergence we consider the following Ditzian-Totik modulus of continuity and the corresponding K-functional. (More details see [13] ).
holds.
Proof. By Riesz Thorin Theorem (see [[14] , Theorem 1.1.1]), it is enough to give the proof for p = and p = ∞. In the case of p = and by using Lemma 2 and (2) we have
For p = ∞ , we have
We are ready to give our main result.
Proof. If we use the equivalence of w φ (f , ((n − m)u ) − / )p and the modi ed K-functional K φ (f , ((n − m)u ) − )p, it is su cient to give the proof of inequality.
For all g ∈ W p (φ, R + ), by Lemma 8, we can write
Let us estimate the second term in above inequality. By the Taylor expansion of g,
where
we can write
We shall show the validity of following inequality
To do this, we bene t from Riesz Thorin Theorem, which directs us to give the proof just for p = and p = ∞. In the case of p = ∞ we have
Let x < t we can write
If we replace (22) in (21), we get
For x > t, since |t − u| x ≤ |t − x| u and 
Weighted approximation
This section is devoted to obtain weighted approximation properties of the operators Mn(f ; x) in weighted L p, r (R + ). Let us recall the mentioned space and the corresponding norm. We denote the L p, r (R + ), ( ≤ p < ∞) by 
and the third condition of (30) holds for ν = as n → ∞.
