There are a variety of research applications that require reconstruction of objects from unorganized points. In our implementation, we accomplish this task in two steps: first by connecting points to contours and then contours to objects. We focus on the first step in this papel: We present a Voxel-coding algorithm which assembles unorganized points into contours in a straightforward and efficient way. First the points are converted into a binary volumetric object using simple 30 Voxel-coding starting with voxels that include the sample points. Then contours are interpreted as centerlines of cross-sections. The centerlines are obtained by using a series of 2 0 Voxel-coding operations.
Introduction
Polygonal objects can be reconstructed from several types of data. Volume data, unorganized points, range data, and contour data are typical examples. A variety of datadependent approaches have been proposed to achieve reconstruction,such as Marching Cubes [ 121 for volume data, zippering techniques [ 161 and the volumetric method [4] for range data, CY shape [6], zero-set [9j, and Voronoi-based methods [ 11 for unorganized points, voxel-based methods [lo] and Voxel-coding techniques [21, 22] for contours.
Interestingly, several of these data-dependent methods, essentially, reflect the conversions between different types of data. For instance, in order to employ the advantages of Marching Cubes, Hoppe et al. [9] and Curless et al. [4] convert unorganized points into volume data by calculating the directed distance of grid points to tangent planes at the closest points; Jones and Chen [lo] convert contours into volume data by simple interpolation. For tiling complex volumetric objects, volume data is often converted into contours for the synthesis and control of generated triangular meshes.
However, for surface reconstruction from unorganized points, little work has been reported on the conversion from unorganized points into contours. This work is important because contour-based reconstruction methods are widely used in many different implementations. Particularly vexing problems such as multiple branching in contour-based methods can now be solved in a fully automatic, systematic, and straightforward way [2, 21, 22] . Once contours are available, these methods can be used for object reconstruction.
One of the most common methods for contour generation consists of deforming predetermined curves to fit a set of data points [ 1 1, 13, 181 . A satisfying approximation can be obtained if a deliberately designed equilibrium equation and a potential field are established and appropriate parameters are chosen, such as the deforming direction and moving step -all these strictly depend on a prior knowledge of the distribution of the input points. Recently, Hemayed and Farag [8] generate contours from unorganized points using this method. But many of related issues are not discussed.
Two related approaches have been proposed to extract skeletal curves from unorganized points. Bittar et al. [3j first convert the point set into a volumetric object, then use a traditional skeletonization algorithm to extract skeletons from the voxelized objects. However, no theory is given to prove that the voxelized object is always closed so that the inside and outside voxels can be classified. In addition, great attention must be paid in connection of skeletal points. In comparison, Verroust and Lazarus [ 171 interpret the skeletal curves as line segments, successively connecting the center points of the shortest path levels relative to a given source point. The levels are generated based on the neighborhood and geodesic graphes.
There are also other varieties of contour extraction and curve-fitting methods proposed [5, 7, 15, 20, 21] . However, most of them have certain assumptions or requirements. For instance, mathematical functions are given [5] , volume data are available[l5], the data points must be arranged according to special features of range images[ 141, the endpoints of a curve must be known [7, 201 , or the operation must be guided by direct manual tracing.
The following related issues remain unsolved. A complicated object has several separate components intercepted by a slice, a component could be nested in another one. The unorganized points sampled from such an object within this slice should be divided into the same number of sets so that each set of points corresponds to a component. The issues include: (1) how to eficiently group the sample points within a slice so that such a set of points can be jitted by contours, (2) how many contours are required tofit a point set, and (3) how to determine whether a closed or an open cutve is appropriate.
Our ultimate goal is to reconstruct objects from unorganized points in two steps: first by connecting points to contours and then contours to surfaces. We focus on the first step in this paper. We present a Voxel-coding algorithm which turns unorganized points into contours accurately and efficiently. The input points are sampled from an unknown object, satisfying definitions given by Hoppe et al. [9] . Our algorithm solves the above three problems. The algorithm includes two basic operations: 3D Voxel-coding and 2D Voxel-coding. First, the 3D operation is responsible for converting the input points into binary volumetric objects. Then contours are interpreted as centerlines of crosssections. Several 2D operations are responsible for obtaining these centerlines. The first 2D Voxel-coding extracts initial contours, the second maps all contour points into the closest sample points, and the third inserts points between adjacent contour points.
There are two original methods proposed: efficient region clipping and robust contour extraction from arbitrarily complicated binary images.
The rest of the paper is organized as follows. After introducing Voxel-coding techniques in Section 2, we first discuss the conversion from unorganized points to volumetric objects in Section 3, then contour generation in Section 4, including initial contour extraction (Section 4.1) and final contour generation(Secti0n 4.2). Example applications and results are given in Section 5 . Finally, conclusions are presented in Section 6.
Related Voxel-Coding Techniques

Preliminaries
Voxel-coding plays a critical role in our contour extraction. It works within 3D volumetric objects and 2D slices. We follow the concepts used in [20] . For a voxel p , an adjacent voxel q is called an F-neighbor, E-neighbor or Vneighbor of p if they share a face, an edge or a vertex, respectively. In this case, they are also called F-connected, E-connected or V-connected.
Within a slice, that two pixels are V-connected or Vneighbors (E-connected or E-neighbor) means they share a vertex (a grid edge). Two pixels are connected if they are V-neighbors or E-neighbors. A 2D path is a sequence of pixels if adjacent pixels are connected and every other pair of pixels are disconnected. A 2 0 region is a non-empty set of pixels that if, for any two pixels within it, there is a path within the set connecting them; otherwise it is disconnected. Usually, regions divide their slice into three parts: inside, on, and outside. Inside pixels are those which do not belong to, but are surrounded by, such a region. A hole is defined as a set of E-connected inside pixels (note not V-connected). A pixel in a region is called an exterior or interior boundarypixel if it is E-adjacent to outside or inside pixels. The exterior (interior) boundary of a region is the set of all exterior (interior) boundary pixels.
Voxel-coding is a recursive voxel or pixel propagation and coding operation within a volumetric object or a region R, starting with a seed set S ( S is a subset of R ) and using a specific coding metric M until constraint conditions are met. The concept of Voxel-coding was described for 3D in [201.
A pixel propagation using the "n,-n," metric (ne and n, are integers and ne < n,) can be described as a recursive process: First, all the pixels in R are initialized with a value of infinity, then the propagation starts with all the seed points in S assigned a value of zero. All their E-neighbors are assigned a value of ne and V-neighbors a value of nu. Iteratively, suppose pixels with a value of n are processed.
All their E-neighbors and V-neighbors are assigned values of n+n, and n+nv, respectively, if these values are smaller than their current values. This process continues until the constraint conditions are met (see [20] for more details).
In some applications, we need to test whether a region R is E-connected or to visit only E-connected parts of R.
In this case, the propagation can be constrained so that only E-neighbors are visited and assigned values rather than both E-neighbor and V-neighbor in each iteration. A 2D Voxelcoding with only E-neighbors visited in each iteration is referred to as E-coding. For distinction, the original 2D
Voxel-coding is referred to as EV-coding. Thus, if R is not E-connected but V-connected, the E-coding cannot retrieve all the pixels in R. However, the EV-coding can.
Properties
Shortest Path Extraction: One of appealing features of Voxel-coding is the Shortest Path Extraction called the S P E procedure (see [20] for details). In this paper, only the 2D SPE procedure is applied. On the basis of a coding field, starting with a point, the S P E procedure recursively extracts the adjacent point with the smallest code. This process stops when a seed point is found. The extracted path is taken approximately as the shortest path within the coding region which connects the starting point to its closest point in the seed set. It should be noted that, in choosing the next point, if there is more than one candidate, the Eneighbors have a higher priority. The extracted paths satisfy the definition of a path. Furthermore, different paths have the following properties. Proof: Let pi and pi+l be any two adjacent pixels in C1. If C2 crosses C1 between pi and pi+l, pi and pi+l must be V-connected, and there must be a point qj which is in C2 and E-adjacent to both pi and pi+l. We prove that the next point of q j in C, cannot be another E-neighbor q of both pi and pi+l. According to the SPE procedure, two Eneighbors of pi+l must have higher code values than pi+l, otherwise, pi's next point is not pi+l, but its E-neighbors. Thus qi's next point cannot be q but could be pi+l since pi+l is adjacent to q j and has lower code value than q. Therefore, two paths can never cross each other. If they have a common point, the same criteria apply for the remaining point extraction, thus they must be the same.
Note that the above proof does not depend on a specific metric -this is desirable for the selection of more complicated coding metrics for more accurate path extraction. Generating curves that pass through the exterior boundary of a 2D region can be difficult. Often arbitrary regions possess very complex boundaries. For instance, they can include (a) very small branches, (b) tiny holes consisting of only one inside pixel, or (c) collapsed portions in the middle. A robust method must be able to handle all these cases. The following results will be the foundation for our contour extraction.
Region Boundary Tracing:
Proof: Given a hole H , let C be the set of the pixels of E which are E-connected to H . We first prove that a pixel p in C is connected to only two pixels in C. Obviously, p has at least two connected points in C, since C constructs a chain of pixels surrounding H . If p has three or more connected points in C, there must be one of them which is not E-connected to H , since H is E-connected. This conflicts with the definition of C. Then we prove that C forms a path. Starting from any point in C and along one direction, the next point is taken as a V-neighbor or E-neighbor in C.
Since the next point is unique, this process can proceed until the last point is traced to close the path. According to the definition of holes, holes are separated by pixels in E , thus any two curves can contact but cannot cross each other. Furthermore, by construction, an interior boundary pixel of E must belong to one of these curves. (1) shows such a region R without holes. Its exterior boundary E is shown in Fig. l(2) . E is another region containing three holes. The interior boundary of E (Fig. l(3) ) removes the pixels in E which are not E-adjacent to pixels of holes, and keeps E's configurations, and constructs three subsets. Each subset forms a sequence of pixels surrounding a hole, marked by a closed curve in Fig. l(4) .
According to Theorem 2, each contour extracted from R corresponds to a hole of E . A hole can be retrieved by Ecoding with its pixels marked with the index of the hole so that the pixels in E which are E-adjacent to the same hole construct a closed curve. Theorem 2 indicates that small branches of an exterior boundary can be removed by considering its interior boundary. Tiny holes and collapsed situations can be recognized by checking the contents of holes.
(1) a region R 
Conversion from Unorganized Points into Volumetric Objects
Suppose that we are given a set X p t of points sampled from an unknown object obj, satisfying p-dense criterion [9] that any sphere with radius p and center in o b j contains at least one sample point in X p t . We are concerned with the problem: how can a set of points in X p t sliced by a crosssection of o b j be converted into a contour model so that o b j can be reconstructed from these contours? Our method is to convert X,, into a volumetric object first.
3D Conversion
After X p t is input, its bounding box is divided uniformly in three axis directions into a volume with a voxel size of j3 so that each voxel contains n sample points. In addition to the distribution of points, the volume dimension strictly depends on the size of j3. Further, ,8 depends on n. Ideally, the voxel size @ is taken as the maximum which guarantees n to be a value of one. We first have @, then calculate n, n is evaluated as the value of the total number of sample points divided by the number of voxels which contain sample points. If the value of n is larger (smaller) than its threshold, j3 decreases (increases) accordingly. In the present experiment, n is chosen as a Boating point value ranging from I .O to 1.5.
Once the volume is determined, voxels containing sample points are labeled as object voxels and assigned a value of one; otherwise, they are background voxels assigned a value of zero. Initially, the object voxels are disconnected from each other.
The purpose of conversion is to turn the smallest possible number of background voxels, which are close to object voxels, into object voxek so that the whole object o b j can be included in these object voxels. To this end, 3D Voxelcoding is applied with all the object voxels as the seed set, the visited background voxels are marked as object voxels. The voxels closest to object voxels are visited first, and the closer to object voxels the background voxels are, the more likely they will be visited. 
coding.
Here a layer of voxel propagation means one recursive iteration in which only F-neighbors of the last layer of voxels are visited.
Proof: According to the p-dense criteria, any sphere Sph with radius p and center x in Obj contains at least one point p in X p t . If point z can be reached in nly layers of voxel propagation, the above result holds. In fact, the value of nly is a conservative estimation. We consider the worst case, i.e., supposep is on the boundary of Sph. A 2D explanation is illustrated in Fig. 2 . It shows a portion of voxel-coding from seed point p and related sphere centered at 2. We analyze how many layers of propagation are required before z can be reached. The figure indicates that every two consecutive coding layers make the visited region extend at least a length of aj3. In other words, each coding layer propagates a length of @/& on average. Thus, to propagate a length of p far away along the slowest direction (i.e., the grid diagonal direction), it needs &p/P layers of propagation. On the basis of a similar derivation in 3D, we have nly Theorem 3 provides a full condition for turning sample points into a volumetric object which approximates o b j after nly layers of voxel propagation and labeling. Fig. 3 shows an example, and Fig. 4(al) shows a slice after 3D Voxel-coding.
In applications, if p is unknown, an interactive operation by the user is required for the choice of nly.
Let us consider the results within a slice after the above 3D Voxel-coding. Usually, a slice consists of several separate regions. Each region is a set of connected object voxels with the same z-value, i.e. the set of non-zero pixels. Each region corresponds to a connected component of the object within the slice. Thus the 3D coding operation gets all sampling points which originally belong to the same component into the same region.
2D Region Clipping
Since the parameter nly in Theorem 3 is a conservative estimation, after nly layers of isotropic voxel propagation, the originally disconnected regions could be merged to form one region. For instance, the region in Fig. 4 (al) consists of three obviously separate parts from the original object. If these parts are not separated, it is difficult to automatically determine how many contours are required to fit this region. This situation happens in the neighborhood of branching points, where a slice usually intersects two very close but disconnected branching regions.
Here we propose a method, called region clipper, to split these regions. The region clipper follows the 3D coding conversion. According to the spatial coherence of an object, as a slice moves along the z-direction far away from the branching points, the intersected branches become explicitly separated even after 3D voxel-coding. The basic idea of clipping is to project an adjacent slice rra onto the current slice rr, and to check whether a region R, in rr, is covered by at least two disconnected regions in rra, such as Ral and Ra2. If this is the case, R, is a candidate to be split by clipping off a strip of its pixels which do not include sample points using Ral or Ra2 as a clipper.
In order to detect such a strip of pixels, we perform 2D EV-coding within rr, by taking the projection of Ral as a seed set and propagating towards the outside of Ral. After a limited number of layers of propagation, we check if there are at least nly (see Theorem 3) consecutive layers of visited pixels in R, without including any sample points. If there are, R, is split by turning these layers of pixels into zero-pixels. Otherwise, the operation with Ral fails, Ra2 is chosen as a new clipper and another test is performed. This is a recursive process, that one region is split means that its corresponding regions in adjacent slices also should be tested accordingly.
Once clipping is completed, each separate region is tested to determine whether it contains sample points. If not, the region is discarded. This process can remove tiny holes and small branches. Since a clipper is taken as a region in an adjacent slice which has a similar shape as the clipped region, region clipping works fairly well with complicated regions. Fig. 4(bl) shows the clipping result.
After clipping, all the sample points within the same region construct a set ready for contour extraction. Thus we solved the first problem: how to group the sample points.
Contour Generation
The purpose of this section is to extract contours from slices of the volumetric object generated above. All the following operations are implemented in 2D slices.
We face challenges which are different from those addressed in [5, 7, 11, 15, 181. First, the sample point set X,, is p-dense, but the point set within a slice does not strictly meet p-dense criteria (see Fig. 6) ; second, it is unknown how many contours can be generated, whether these points construct closed or open contours, and how the endpoints of a contour can be determined if it is open.
Initial Contours
As we mentioned before, each slice consists of non-zero regions (see Fig. 4 (al) where zero-pixels are in black and non-zero pixels are in white or grey). For a closed object, most regions contain holes. A region could be nested in another region. The basic idea of initial contour extraction is to recognize all the regions, and for each region, Theorem 2 is applied to extract contours.
First we recognize all the regions. Algorithmically, starting with the boundary of the slice, E-coding is performed over zero-pixels. The result is all exterior boundary pixels of regions are reached. These pixels can be divided into different sets, each set corresponds to a region, i.e., constructs its exterior boundary. The division can be made by another pixel propagation with connected pixels into the same set. Consequently, the exterior boundary of a region is obtained.
Then for each region, Theorem 2 is applied for contour extraction. This can be accomplished by first retrieving pixels of holes and then searching the exterior boundary pixels of the region which are E-adjacent to a hole.
The above process cannot reach a region which is completely enclosed in other regions. Therefore, for each obtained region, a similar process is performed starting with its interior boundary, this is a recursive process which continues until a non-nesting region is met.
According to Theorem 2, the number of contours extracted from a region is equal to the number of holes which its exterior boundary includes. The same exterior boundary pixel could occur in different contours. Thus extracted contours could contact or coincide in the middle, but could not cross each. In extremely complicated objects, generated contours within a region construct a graph.
Here, we have described a robust and complete contour extraction algorithm from a binary image. Meanwhile, we Figure 4 . Each row lists a series of operations on the initial slices (al) and (bl). (bl) is the result after a clipping operation is implemented on (al). First, the exterior boundaries (in red in (a2) and (b2)) are extracted. The sample points are represented in white grid, the inside regions in blue. Then initial contours (in yellow in (a3) and (b3)) are extracted from the exterior boundaries. Finally the final contours are generated and colored starting from its lowest point counterclockwise in blue, green, red and bright blue, respectively in (a4) and (b4). (a4) is the result after only contour point mapping while (b4) is the result after mapping, point insertion. The sample points in (a4) and (b4) are represented as points rather than grids as in other figures.
solved the second problem: how many contours are required to fit a connected region. By using coding strategy, our method avoids the multiple path tracing in traditional counterpart.
Figs. 4(a3) and 4(b3) demonstrate the contour extracted. Although the initial contours pass through exterior boundaries of all regions, not sample points, the significance lies in the establishment of connectivity for the unorganized points. On the basis of this connectivity, we can easily make them pass through sample points.
Final Contours
Several methods can be employed to obtain the final contours. One is skeletonization [19, 201, another is the deformable model [ l l]. Alternatively, we implement the following steps on a contour consecutively:
Step 1 maps contour points into their closest sample points. First, EV-coding is implemented within the region starting from all sample points using the '3-4' metric. Then, each contour point leads to the shortest path connecting the point to the closest sample point, called its target. This path is extracted by the S P E procedure. Thus the points are replaced by their target while the connectivity of initial contours is maintained. According to Theorem I , the curve after replacement cannot self-intersect in the middle. Usually several adjacent contour points could be mapped to the same sample point; in this case, only one point is retained while other coincident ones are removed. Also, nonadjacent contour points could be mapped to the same point, the folded line segments are removed too. Fig. 4(a4) shows the results after mapping on (a3).
For a dense data set, such as the dragon (see results in Section S), the intervals between adjacent contour points in some slices are short enough to represent the final contours.
However, a p-dense data set does not imply a strict p-dense sampling within each slice. Consequently, the intervals between adjacent contour points could be relatively larger than p, so the following steps are required.
Step 2 extracts the shortest paths connecting adjacent contour points with an interval exceeding a threshold. A direct linear interpolation is undesirable, since it is impossible to guarantee that inserted points lie within the non-zero region. This requirement is essential for avoiding intersections between the contours. Our approach is to extract the path using the S P E procedure, and take it as the intennediate contour segment in between. Not only does each inserted point lie on the same connected non-zero region, but also adjacent points share at least a grid corner.
Step 3 moves the inserted path to the medial axes. An ideal contour should pass through sample points or medial axes if sample points are not available. Inserted points may not be centered relative to the non-zero region boundary. In this step, each non-sample point 5 is directly replaced by its medial point. The medial point of z is defined as a point in the same region and with a minimum non-zero value along the direction normal to the curve, and its distance to 5 does not exceed p. Here the value means one relative to the EV-coding within the slice generated in Step 1. The replacement is recursive, since after the operation, the interval could be increased again. The same operation is recursively performed on the increased intervals. This case usually occurs where the object ObJ extends deeply inside. Fig. 4(b4) shows the final contour.
According to the above analysis, final contours do not change the topological connectivity of the initial contours, but a contour could (1) collapse into a point, (2) collapse into a sequence of lines, or (3) contact its other side in the middle.
Case 1 happens when a region includes few sample points; Case 2 indicates an open contour is detected; Case 3 usually indicates that the region, from which its initial contour is extracted, originally consisted of two separate regions but had not been clipped into two parts successfully (see Fig. 4(a4) ), or there was an undersampling within the region. In both cases, the postprocessing is implemented by checking generated contour points, resulting in a separation of the contours at the contact points.
Applications and Results
Three data sets are used to test our algorithm. The algorithm is written in C, and run on a SGI Power OnyxRlOOOO CPU. All the color pictures are presented as follows. The sample points are represented in white voxel form while contours are ordered counterclockwise and colored as in Fig. 4(b4) . There are five parameters associated with each point set: the number of points, volume dimension, voxel size p (relative to input point coordinates), number of coding layers for generating corresponding binary objects, time (in seconds) for generating the corresponding contours including point input, 3D Voxel-coding, preprocessing for region clipping, initial contour extraction, and final contour generation. For each data set used, the sampling parameter p is not available, so the number of coding layers was chosen by experience. Thus p can be derived according to Result 4. Table 1 provides the details. Fig. 5 shows the combination of sample points and generated contours. Contours are extracted from all the slices. The set of points is not strictly p-dense, particularly in the joints between fingernails and the palm where points are undersampled. Four layers of voxel propagation make the whole fist filled except the joints. Fig. 6 shows the details in the neighborhood of these joints after one more layer of propagation is added. For clarity, only contours in every other slice are shown. The increase of coding layers makes the regions of the same crosssection extend towards each other, resulting in the merging of these regions, such as in the upper part of the fist. Preprocessing is applied to separate them. Fig. 7 shows the fitting of points sampled from a man's head, and contours extracted from each slice. The data is densely sampled around the ears, eyes, nose and mouth. The original points are sampled with the top of the head towards positive z-axis, face down; thus contours are colored starting at the front of the head.
Fist:
Man's head:
Dragon: This is a densely sampled data set, only three layers of voxel propagation are required to convert the points into a volumetric object. Fig. 8 shows the reconstruction from partial consecutive slices where contours are extracted in every other slice. The current viewpoint is chosen in the direction of the positive z-axis, and the intervals between z-slices are enlarged. The figure indicates that extracted contours only pass through or approximate sample points close to the exterior boundary of the object. Fig. 9 gives a complete view of all generated contours.
Conclusions and Future Work
We propose a robust Voxel-coding algorithm for turning unorganized points into contours efficiently and systematically.
Contours are generated in two basic operations: turning unorganized points into 3D volumetric objects and extracting contours from the volumetric objects. In both operations, Voxel-coding plays a critical role. After the initial volume is created with object voxels containing sample points, 3D Voxel-coding is performed starting from sample points, resulting in neighboring voxels becoming object voxels. This allows the unknown surface to be contained in a generated volumetric object. A series of 2D Voxel-coding techniques are used for initial contour extraction, mapping to sampling points, and contour point insertion in sparse sampling intervals. The generated contours can be directly used as an input of contour-based systems for surface reconstruction.
Two useful methods are proposed: efficient region clipping and robust contour extraction from arbitrarily compli- Currently we are integrating our algorithm introduced in this paper with a tiling algorithm to establish an integrated 3D system for surface reconstruction from unorganized points, contour data, and general volumetric objects. Meanwhile, we are also investigating extension of our algorithm for application to sparsely sampled data. fist (Fig. 5) head (Fig. 7) dragon (Fig. 9 
