A quadratic convergence bound for scaled iterates by the serial Jacobi method for Hermitian positive definite matrices is derived. By scaled iterates we mean the matrices
Introduction
In [11] we derived a quadratic convergence bound for scaled Jacobi iterates provided the initial symmetric positive definite matrix H has simple eigenvalues. Let H (k) , k 0, H (0) = H be the matrices generated by the serial (i.e. the column-or the row-cyclic) Jacobi method. Let n be the matrix order and H (N ) , N = n(n − 1)/2, the matrix obtained after one cycle. Let H (k) S = (k) −1 H (k) (k) −1 , (k) =[diag(H (k) )] 1/2 , k 0, be the scaled iterates. The result [11, Theorem 6] S ) F , k 0, · F denotes the Frobenius norm, γ the minimum relative gap in the spectrum (see relations (8) and (9) here) and (X) = X − diag(X) for any matrix X. In [11] the author discussed some numerical applications of this result, especially those connected with the stopping criterion of the method. The importance of the result is enhanced when the eigenvalues cluster around the origin.
In this paper we derive a quadratic convergence bound for scaled Jacobi iterates in the general case which includes complex Jacobi algorithm and multiple eigenvalues of the initial Hermitian positive definite matrix. The estimate proved here is a generalization to complex Hermitian matrices of the estimate for real symmetric matrices presented in the author's Ph.D. thesis [10] which was written under the supervision of Professor Vjeran Hari.
Since the proof of the main result is pretty complex, the paper is organized as follows. In Section 2 recent results on the structure of scaled diagonally dominant positive definite matrices are presented. In Section 3 a brief description of the Hermitian-Jacobi method is given. In Section 4 some auxiliary results dealing with nonunitary transformations H (k) S → H (k+1) S are derived. The main result (Theorem 6) is proved in Section 5. Since the proofs of auxiliary lemmas are long and tedious we give them as a technical report.
Scaled diagonally dominant matrices
Let C n×n denote the set of complex matrices of order n. Let H ∈ C n×n be a positive definite matrix. Since H is Hermitian its eigenvalues and diagonal elements are real and positive. Let the eigenvalues of H be ordered nonincreasingly, 
where s p = n. Then p is the number of distinct eigenvalues of H and for each i, 1 i p, n i = s i − s i−1 (s 0 = 0) is the multiplicity of λ s i . We assume that the rows and columns of H are so permuted that for the corresponding sets of indices N r = t ∈ N : s r−1 + 1 t s r , 1 r p,
and for the diagonal elements holds (∀t ∈ N l ) (∀q ∈ N r ) l < r ⇒ h tt > h.
Note that assumption (3) is a generalization of the usual condition
According to the partition n = n 1 + n 2 + · · · + n p we define for any X ∈ C n×n the block-matrix partition 
In the sequel we use the following notation (cf. [7] ): diag(X) = diag(x 11 , . . . , x nn ), the diagonal of X, (X) = X − diag(X), the off-diagonal part of X, π(X) = diag(X 11 , . . . , X pp ), the block-diagonal part of X, τ (X) = X − π(X), the off-block-diagonal part of X. For 1 i p we set
For a positive definite matrix H, the matrix
is referred to as scaled matrix 1 of H or shorter scaled H. Note that the scaled matrix has ones on diagonal. If (H S ) α < 1 then H is α-scaled diagonally dominant (α-s.d.d.) matrix with respect to the norm · (see [1] ). Since H is positive definite, H is also referred to as α-s. d 
.d. positive definite (α-s.d.d.p.d.).
In the sequel X 2 and X F denote the spectral and the Frobenius norm of X, respectively. The relative gap function rg of two real arguments is defined by (see [7] 
Using relation (1) one can define the relative gap of λ s i in the spectrum of H,
and the minimum relative gap
Note that for positive a and b, 0 rg(a, b) < 1, hence for positive definite H, 0 < γ i < 1, 1 i p. 
where H S and γ are defined by relations (6) and (9) , respectively, then
We see that for a positive definite α-s.d.d. matrix with α < γ /3, the off-diagonal elements of diagonal blocks which are affiliated with the same eigenvalue are quadratically small with respect to τ (H S ) F . The same is true for the relative distance |λ s i − h jj |/h jj , j ∈ N i . This structure has impact on the rate of convergence of scaled iterates in Jacobi method.
The Hermitian-Jacobi method
Here a short description of Jacobi method for computing the eigendecomposition of Hermitian matrices is given. Let H be a Hermitian matrix of order n. Jacobi method generates sequence of matrices (H (k) , k 0) by the rule
where U (k) , k 0, are unitary plane matrices of the form
Here ı denotes the imaginary unit, z the complex conjugate of z ∈ C and δ lm is the Kronecker delta. Let
ij the pivot element. Relation (10) defines the kth step or the kth iteration of the method.
For h (k) ij / = 0 the angles ϕ (k) and ω k are chosen to satisfy
We assume the usual choice
tan 2ϕ
For h (k) ij = 0, the kth step is skipped, i.e. ω k = ϕ (k) = 0 is presumed. If H is real symmetric, all ω k are set zero. So all U (k) are orthogonal and all H (k) are real symmetric. In this case |h
From relation (14) we obtain for l ∈ {i, j }
Here (z) denotes the real part of z. If H is real then in relations (14)-(16), ω k and |h
ij | are replaced by 0 and h
ij , respectively. The way of selecting pivot pairs is called pivot strategy. It can be identified with a function F : N 0 → P n , where N 0 = N ∪ {0} and P n = {(l, m) : 1 l < m n}. We consider only cyclic pivot strategies which are defined by the condition F(t + rN) = F(t), 0 t < N, r ∈ N 0 , where
The most common cyclic strategies are the row-and the column-cyclic ones, also called serial strategies, defined by the orderings [4] . In the case of simple eigenvalues, the method is quadratically convergent (see [15] ). In the case of multiple eigenvalues, the method converges quadratically provided the diagonals converging to the same eigenvalue occupy successive positions on the diagonal. Under this condition it has been proved in [6] that 
We shall frequently use the off-diagonal part of
and its off-norm,
Note that all diagonal elements of
lm ), k 0, are zero and the off-diagonal elements are given by
The purpose of this paper is to prove the quadratic convergence of α k per cycle, i.e. a result that resembles to (18) if (H (rN ) ) F and δ are replaced by α rN and γ , respectively.
The effects of nonunitary transformations
It is well known that the off-norm of H (k) reduces monotonically by the rule
This property is not shared with the sequence of scaled matrices since
where (r) = diag(H (r) ), r 0, is not a unitary transformation. In fact the off-norm of scaled matrices can temporarily increase during the process. Our first task will be to find a uniform upper bound for this growth during one (say, the first) cycle. In our analysis we shall need the following auxiliary results. Their proofs can be found in the technical report. H can be complex or real. 
If in addition
We see that only quadratically small (in the scaled sense) pivot element can cause the growth of A F . Now we are able to find an upper bound for the finite sequence α 0 , α 1 , . . . , α N provided that α 0 is small enough. 
The latest result shows that the growth of α k during one cycle is very slow, provided the initial matrix is sufficiently scaled diagonally dominant. In another words, if the initial matrix is α 0 -s.d.d. then all matrices generated in the first cycle are α-s.d.d. with
The quadratic convergence bounds shall be derived for the column-cyclic strategy. During the annihilations of the elements in the first r − 1 columns (2 r − 1 n − 1), the norm of the rth column does not change. However, this is not true for the scaled matrices. The following lemma estimates how much the norm of the affected part of the rth column can increase after s(s − 1)/2, s r, Jacobi rotations. 
Lemma
and
where
and α is given by (23).
Now we can estimate the angle ϕ (k) .
Lemma 5. Let H (0) = H, H (1) , . . . , H (N ) be as in Lemma 4. In addition, let H (0) satisfy condition (3) and
where α 0 and γ are defined by relations (21) and (9), respectively. Then for each 0 k N the following relations hold:
is the pivot pair.
From Lemma 5(i) it follows immediately that for any
holds. Also, assertion (i) (see also its proof) implies
If (27), we obtain relation (3) stated for matrix H (k) . Thus, if the diagonal elements of the initial matrix are arranged to satisfy (3) and H satisfies assumption (25), then relation (3) will hold for all matrices H (0) , . . . , H (N ) .
Quadratic convergence of scaled iterates
The quadratic convergence bound for the scaled matrices in Jacobi method will be derived for the column-cyclic strategy. It will then automatically hold for the whole class of equivalent cyclic strategies (see [5] ), e.g. it will hold for the row-cyclic strategy. In accordance with the assumptions of Lemmas 3 and 5, we first formulate asymptotic assumptions.
Asymptotic assumptions
The following assumptions are sufficient to prove the quadratic convergence of scaled iterates:
n×n , n 3, is Hermitian positive definite matrix, satisfying
where α 0 and γ are defined by relations (21) and (9), respectively. (A2) The diagonal elements of H satisfy relation (3), i.e.
where the sets N r , 1 r p, are defined by relation (2).
The first condition (A1) shows to what extent H has to be almost diagonal in the scaled sense. The constant 1/6 can be increased to a certain extent. Here it is chosen to obtain a moderate quadratic convergence bound. The second condition (A2) can be removed in the case of simple eigenvalues.
In practice however, one generally does not know whether the eigenvalues of H are simple or not. So in order to preserve the quadratic convergence under the serial strategies (or similar ones, see [12] ), the algorithms are designed to order the diagonals during the process (see the LAPACK auxiliary routine SLAEV2 or the construction of some efficient strategies from [13] ). Thus, assumption (A2) can be achieved in practice in earlier stage of the process as condition (4).
The main theorem
Here we state the main result and prove it briefly. The details of the proof are given in Section 5.3 and in the technical report.
Theorem 6. Let H ∈ C
n×n satisfy the asymptotic assumptions (A1) and (A2). Let the sequence H (0) = H, H (1) , . . . , H (N ) be generated by the column-cyclic Jacobi method. Then
where α 0 , α N and γ are defined by relations (21) and (9), respectively.
Proof. The proof of Theorem 6 is long and complicated. It uses the induction over the set {1, 2, . . . , p}. First, we introduce notation. Let
. . . , e t ], 1 t n,
where I n = [e 1 , e 2 , . . . , e n ] is the identity matrix of order n. We denote by triu(X) the upper-triangular part of X, i.e.
S − I partitioned in accordance with relation (5). For 1 t n we define matrices
where ⊕ denotes the direct sum. Zero superscripts are omitted, e.g.
t , etc. In Fig. 1 matrices M t , N t and T t are sketched. We shall also make use of certain blocks of A (k) , k 1:
(31) In formulas we shall assume that empty blocks
T p have zero norm. Note that F r , F r and G r conform with partition (5). These blocks are sketched in Fig. 2 .
In the proof of Theorem 6 we shall use the inequality
where Q s r is given by (24) and C r is defined by
Using the inequality
and assumption (A1), we obtain from relation (33)
Thus we have uniform bounds for C r , 0.9 C r < √ 1.241, 1 r p.
The proof of relation (32) uses induction with respect to r. We divide it into three parts. In the first part the base of induction is checked. In the second and third parts the induction step is proved.
∈ C n 1 ×n 1 is zero, and hence (32) holds for r = 1. Next assume that r . We shall prove
Part III. Let III := Q s r = 1 + 2 + · · · + (s r − 1) = II + n r (n r − 1)/2 be the superscript obtained after completion of the annihilations in the block A (II) rr . We shall prove
In Fig. 3 we illustrate by arrows which part of the iterated matrix is operated upon in Parts I-III. Note that for the sake of proof of Theorem 6 we use the concept of equivalent strategies which deliver the same matrices at the end of the corresponding processes.
To finish the proof, we use relations (40), (39), (37), (38), (33) and (35) to obtain
This completes the induction step. Thus we have proved relation (32). The proof of Theorem 6 goes on in the simple way. We have
F has been bounded by Theorem 1(ii). This completes the proof of Theorem 6. In the case of simple eigenvalues the constant √ 5/2 can be further decreased (see [11] ).
Details of the proof
Here we present the proof of relation (32) in all details. However, to make the paper shorter we have moved the proofs of auxiliary lemmas to the technical report.
We start our consideration by showing that the same matrices are obtained if the columnwise ordering of annihilations in G r is replaced by first the columnwise ordering of annihilations within F r and afterwards by the columnwise annihilations within A rr . This is indicated in Fig. 4 in a more general setting (indices q and w can be specialized to s r−1 and s r , respectively).
Here S 1 , S 2 and S denote the sequences of pivot pairs:
and + denotes the concatenation of these sequences. Starting with S 1 + S 2 we have to show that using only admissible transpositions the sequence S can be reached. An admissible transposition is a simple interchange of two adjacent pairs 
We consider annihilations of the elements in the fixed (mth) column within the block F r (Fig. 5) . Note that the superscript w m corresponds to the stage just before annihilation of the elements of column m. We have: Using Lemma 8 we can estimate the elements of the mth column prior to and after annihilations in this column. Let 
The following lemma estimates the norms of the matrices M s r−1 and T s r−1 after the annihilations in the mth column of the block F r are completed. The elements of block A rr also change when the annihilations in the block F r take place. In the following lemma we consider the element at position (q, m), s r−1 + 1 q < m s r . It changes during the annihilations in the qth and later in the mth column of the block F r (Fig. 6 ). In the preceding three lemmas we have estimated certain matrix elements after rotating some (or all) elements of the mth column of F r via the elements of matrix at stage before these rotations took place. Our aim is to obtain bounds expressed in terms of the initial data, i.e. the elements of the scaled matrix A. For that purpose we use the induction hypothesis stated by relation (36). 
Lemma 11. Let H satisfy the assumptions of Theorem
+ 1.058µ m γ η (w m ) q F η (w m ) m F , 0 l s r−1 ,(ii)
Lemma 12. Let H satisfy the assumptions of Theorem
The index v m corresponds to the stage just before rotating of the elements of mth column within A rr .
Lemma 16. Let H satisfy the assumptions of Theorem 6, where v m is defined by relation (47). Then
The last lemma proves relation (39) and completes Part III of the proof. The rest of the proof has been given in the preceding subsection.
Comments and numerical tests
Let us recall the estimates obtained for the Hermitian-Jacobi method applied to a positive definite matrix H. We have the classical result with absolute gap (see relation (18)) which can be stated as follows:
and the new result with relative gap and scaled off-norm (see Theorem 6):
Let us inspect the situation when the new result improves the classical result. Suppose that H has a cluster of tiny eigenvalues. If
are the smallest representatives from that cluster, we have
We see that the absolute gap δ strongly depends on k and is very tiny even for small k. On the contrary, the relative gap does not depend on k any more. Since 0.1 < a/b < 10 and l 1, rg(λ, µ) can be close to one. Therefore, minimum relative gap can be large when eigenvalues cluster around zero. From this simple analysis we conclude that the new result (49) is likely to be superior to the classical result (48) when close eigenvalues are tiny (e.g. graded matrices, positive semidefinite matrices of small rank perturbed by positive definite matrices of very small norm).
We have performed some numerical tests. Test matrices have been generated by several algorithms, of which we describe the simplest one. First, the positive definite symmetric matrix A = (a ij ) with a ij = 2i − 1 + n − j is generated, and then A is scaled as DAD where diagonal matrix D is defined by the vector d. Vector d is generated using three integer parameters. The following FORTRAN 77 code has been used in obtaining the starting matrices. The computation was done using double precision arithmetic. Visual Fortran Standard Edition 5.0D compiler of Digital corp. has been used.
The parameters I 1, I 2 and I 3 are integers between −8 and 8 and N is matrix order. The parameters have been varying by three nested loops, and N has been chosen between 10 and 300.
We
have considered how well (H (rN ) ) F and (H (rN ) S
) F , r = 1, 2, . . ., qualify to predict the number of cycles needed to reach the stopping criterion. As stoping criterion, we have chosen the one of Rutishauser. However, instead of using sophisticated Rutishauser's transformation formulas, we have used the LAPACK routine DLAEV2 and the BLAS 1 routine DROT.
In all performed diagonalizations, the quantity (H (rN ) S ) F has been equal or superior to (H (rN ) ) F as predictor on the number of remaining cycles till convergence. Say, for given n 60, in around 10% of tested matrices (the eigenvalues must be clustered around origin and the minimum relative gap γ must be much larger than the minimum absolute gap δ), the quantity (H (rN ) S ) F has been notably superior to (H (rN ) ) F . Let us pick one such example. For N = 200, I 1 = −8, I 2 = −4, I 3 = −8, we display the five largest and smallest diagonal elements and eigenvalues. This can serve to get an idea about the matrix, its norm, condition number, absolute and relative gaps. We also display the norms of residuals AV e i −λ i V e i 2 /λ i , whereλ i is the computed ith largest eigenvalue and V is the computed eigenvector matrix. This gives us an insight on the accuracy of the computed eigenpairs (see Table 1 ).
The absolute and relative gaps have been computed a posteriori: δ ≈ 0.2545 × 10 −8 , γ ≈ 0.04603. Since γ δ, we can expect that the scaled iterates behave more regularly than the ordinary iterates. Table 2 shows that straightforwardly.
We see that due to tiny δ, the quantity (H (rN ) ) F behaves strangely; after quadratic reduction in the 5th and 6th cycles one would expect further quadratic reductions. However, at the end of 6th cycle, (H (rN ) ) F ≈ 0.69 × 10 −6 is larger than δ, the classical quadratic convergence result cannot be applied, and there is no warranty for further quadratic reductions.
On the other hand, since γ is large, the quantity (H ) F < 1, there are simple ways to compute the needed lower bound for γ (see [7] ).
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Appendix A
Since in the proofs we use only the Frobenius matrix norm, we shall denote it by · .
Proof of Lemma 2. (i)
In the considered Jacobi step only the ith and the jth row and column change. Using relations (15) and (16) we obtain
where s and c denote sine and cosine of the rotation angle and e ıω = h ij /|h ij |. Let t = s/c. Using relations (13) and (14) a simple calculation yields
In a similar way one obtains
Using the obtained expressions we have
which is the first part of (i) (equality). Note that in the last equality we have used a ij = |a ij |e ıω . Note that H S is positive definite with ones on diagonal. Therefore |a ij | < 1. The second part of (i) (inequality) follows from (ii) Using (i) we have
(iii) This assertion follows from the assumption A > A and the assertion (ii).
Proof of Lemma 3. The proof goes in the same way as the proof of [11, Lemma 3] with suitable modifications of constants.
Proof of Lemma 4. We consider only the first Q s Jacobi steps under the columncyclic strategy. To simplify the proof we replace the column-cyclic ordering within M s with the row-cyclic ordering (see Fig. 7 ). We now consider the first s − 1 annihilations in the first row, then s − 2 annihilations in the second row, etc. in the same way as in the proof of [11, Lemma 9] . We obtain
and finally we obtain the assertion.
Proof of Lemma 5. (i) Using Lemma 3 we have
Let us consider the matricesH (k) = P T k H (k) P k , 0 k N, where each P k is a permutation matrix chosen in such a way that relation (3) holds for the diagonal elements ofH (k) = ( h (k) lm ). Using Theorem 1(i) we obtain for 1 r p,
Hence we have 
holds for any 0 k N. To prove relation (A.6) we use induction with respect to k. The induction base is obvious since for k = 0 assumption (3) implies (A.6). Suppose that (A.6) holds for some k, 0 k < N. In the induction step we have to prove that
According to relation (14) , in the kth step only two diagonal elements that change: h (k) ii and h (k) jj . So, relation (A.7) is obvious for t ∈ {1, . . . , n}\{i, j }. Suppose 
Using relations (14), (A.8), (A.4), (25), (A.3), (7)- (9) and the inequality linking the geometric and arithmetic mean, we obtain and consequently relation (A.7) hold. This completes the induction step, the proof of relation (A.6) and the proof of the assertion (i).
(ii) and (iii): Using (i) the proof goes in the same way as the proof of [11, Lemma 5(i) and (ii)].
Proof of Lemma 8. Assertions (i)-(iv) are proven in the same way as [11, Lemma 7] . The term e ıω k in the transformation formulas (14) does not make any difference because the estimates take into account only absolute values of matrix elements.
(v) Note that the element at position (l, t), 1 l s r−1 < t < m, changes only once when the annihilations in the mth column within the block F r take place. To simplify notation we make a temporary translation of superscripts: w m + k → k and omit the (translated) superscript 0. We have 
The rest of proof follows the lines of the proof of (iv).
Proof of Lemma 9. Using Lemma 8 the proof is the same as the proof of [11, Lemma 8] with suitable modification of constants.
In the sequel we shall frequently use the inequality 
Choosing the optimal x 2 and then the optimal x 1 , we obtain
(ii) The proof is almost the same as the proof for (i). The only difference is that instead of 2 The rest of proof is quite similar to the proof of (i). In order to bound the first term above, we first use Lemmas 9(ii) and 13(i) 
