INTRODUCTION
Integral equations have been widely used to solve EM scattering problems, including those arising in geophysical prospecting and antenna applications. Hohmann (1971) first discussed the application of integral equations to the simulation of two-dimensional (2D) subsurface geophysical problems. Since then, a number of applications and developments have been reported that include 3D EM scattering in the presence of complex geometrical structures (e.g. Hohmann, 1975, and 1983; Wannamaker, 1983; Xiong, 1992; Gao, 2002; and Fang et al., 2003; among others) .
Solution of EM scattering by integral equations includes two serial steps. First, the spatial distribution of electric field within scatterers is computed through a discretization scheme. Second, the internal electric fields are "propagated" to receiver locations. It is often necessary to discretize the scatterers into a large number of cells depending on (a) frequency, (b) conductivity contrast, (c) size of the scatterers, and (d) proximity of source and/or receiver to scatterers. This discretization gives rise to a full complex matrix that needs to be inverted to obtain a solution for the spatial distribution of internal electric fields. Requirements of computer memory storage increase quadratically with an increase in the number of discretization cells. Moreover, the need to invert a large, full, and complex matrix places significant constraints to the applicability of 3D integral equation methods in the presence of complex geometrical structures.
There are several numerical strategies used to overcome the difficulties associated with integral equation formulations of EM scattering. One of these strategies, described by Fang et al (2003) , takes advantage of the symmetry properties of Toeplitz matrices and makes use of a suitable combination of BiCGSTAB(l) (Bi-Conjugate Gradient STABlized (l)) (Gerard and Diederik, 1993) and the FFT (Fast Fourier Transform) to iteratively solve the linear system of equations. The latter method is a natural extension of the widely used CG-FFT (Conjugate Gradient-Fast Fourier Transform) (Catedra et al., 1995) strategy to compute EM fields. However, numerical examples have shown that CPU execution times often remain impractical in large-scale simulation problems common to geophysical subsurface sensing. An alternative algorithmic solution is to develop an approximate solution. Several approximations to the integral equation formulation have been proposed in the past. These include Born (1933) , Extended Born (Habashy et al, 1993; and Torres-Verdin and Habashy, 
SUMMARY
Accurate and efficient modeling of three-dimensional (3D) electromagnetic (EM) scattering remains an open challenge in the presence of anisotropic conductive media. Numerical algorithms used to simulate the response of dipping and anisotropic rock formations can easily exceed standard computer resources as EM fields become fully coupled in general.
In the past, several scattering approximations have been developed to efficiently simulate complex EM problems arising in the probing of subsurface rock formations. These approximations include Born, Rytov, Extended Born (ExBorn), and Quasi-Linear (QL), among others. However, so far none of these approximations has been adapted to simulate scattering in the presence of anisotropic conductive media. In this paper, we describe and benchmark a novel EM scattering approximation that remains accurate and efficient in the presence of 3D anisotropic conductive media. The approximation is based on the integral formulation of EM scattering and takes advantage of the spatial smoothness and general vectorial properties of EM fields internal to scatterers. A general vectorial formulation is used to properly account for complex EM coupling due to anisotropy.
Several numerical examples borrowed from borehole induction logging are used to describe and assess the accuracy and efficiency of the new EM scattering approximation. The approximation allows one to accurately simulate the EM response of more than 1 million cells within a few minutes of CPU time on a serial computer with standard memory and speed resources. 1994), and Quasi-Linear (Zhadnov and Fang, 1996) . However, to date none of these approximations have been adapted to approach 3D EM scattering in the presence of anisotropic media.
The purpose of this paper is to develop and test a new 3D EM scattering approximation that remains accurate and efficient in the presence of anisotropic media and complex geometrical structures. Detection and quantitative analysis of electrical anisotropy of rock formations has attracted the attention of geophysicists for over 70 years. Some earth materials are known to exhibit inherent electrical anisotropy, while others, such as clastic sedimentary rocks, often exhibit effective electrical anisotropy due to fine internal layering. Presence of electrical anisotropy has been recognized as a potentially significant source of error in standard techniques used for the interpretation of borehole induction logging measurements. Understanding the effect of unaccounted rock anisotropy requires the ability to accurately and efficiently simulate induced EM fields in the presence of anisotropic media. The application examples considered in this paper are borrowed from the field of borehole multi-component induction logging. Structural complexity is introduced in the form of deviated wells intersecting horizontally layered rock formations.
THEORY OF INTEGRAL EQUATION MODELING
Assume an EM source exhibiting a time harmonic dependence,
. The magnetic permeability of the medium equals that of free space, 0 µ . Thus, the integral equation for electric and magnetic fields is in general given by (Fang et al., 2003) 
and
where ( ) The electric Green's tensor included in equations (1) and (2) can be expressed in closed form as 
and whose solution can be explicitly written as 
The magnetic Green's tensor is related to the electric Green's tensor through the expression
Finally, the tensor 
Equations (1) and (2) are Fredholm integral equations of the second kind. A solution of these equations can be obtained using the method of moments (MoM). Traditional implementations of the MoM yield a full matrix equation, which normally involves the following difficulties for largescale numerical simulation problems: (a) matrix filling time is substantial; (b) very large memory storage; and (c) timeconsuming solution of a complex linear system. For large 3D scatterers, often the solution to EM scattering cannot be approached directly using a naïve implementation of the MoM. For instance, in a case of 1 million discretization cells, 0.2 CPU seconds are needed to compute 10,000 entries (each entry is a 3 by 3 tensor) of the linear-system matrix. The table below summarizes two of the most significant computer requirements associated with this hypothetical situation. Obviously, such requirements place rather impractical constraints to most of today's computer platforms.
Matrix filling time
231.48 days Memory storage (single complex precision) 33,527 Gigabytes Table 1 . Matrix filling time and computer storage associated with the assumption of 1 million discretization cells, and 0.2 CPU seconds needed to compute 10,000 entries (each entry is a 3 by 3 tensor) of the MoM's linear-system matrix.
A method has been used in Fang et al (2003) to approach the same problem using BiCGSTAB(l) and the FFT. This method exploits the symmetry properties of Toeplitz matrices arising in the implementation of integral equation solutions with uniform spatial grids. The properties of a Toeplitz matrix resemble those of a sparse matrix, whereupon only a relatively small portion of the matrix is required for matrix filling time and memory storage. However, in the solution of large-scale problems, such as those associated with borehole induction logging, computation times can often remain exceedingly large, of the order of hours for a single source location.
APPROXIMATIONS TO INTEGRAL EQUATIONS
The Born approximation (Born 1933 ) is perhaps the simplest and most widely used EM scattering approximation. It is based on the assumption that scattered electric fields inside scatterers are negligible compared to the normal/background electric fields. As a result, a linear expression is obtained to describe the relationship between the anomalous conductivity and the external EM scattered fields. The Born approximation remains accurate only for small conductivity contrasts, relatively small inhomogeneities, and low probing frequencies (Habashy et al., 1993; Zhdanov and Fang, 1996; Fang and Wang, 2000; ).
An extended 3D EM Born approximation (ExBorn) was introduced by Habashy et al (1993) , and Torres-Verdin and Habashy (1994) . This approximation has been widely used in the field of geophysical prospecting as it considerably extends the range of accuracy of a standard Born approximation. The ExBorn approximation can be viewed as the first-term approximation of the Taylor series expansion of the electric field distribution within scatterers. This is equivalent to assuming that the electric fields within scatterers are locally smooth. Numerical examples, however, have shown that when the EM source is close to the scatterers, internal electric fields can vary in an abrupt manner, thereby rendering the ExBorn approximation inaccurate (Torres-Verdin and Habashy, 2001; . Efforts have been made to improve the accuracy of the ExBorn approximation. Torres-Verdin and Habashy (2001) proposed a modified ExBorn approximation; constructed a set of natural preconditioners of the MoM's stiffness matrix and showed how different versions of such preconditioners may yield, as special cases, solutions equivalent to Born and Extended Born approximations. Recently Liu and Zhang (2001) have successfully used the ExBorn approximation as a preconditioner of the CG-FFT technique in an effort to improve the efficiency of their solvers.
The quasi-linear (QL) approximation was developed by Zhdanov and Fang (1996) . It relates the background and scattering fields within a given discretization cell by a reflectivity tensor, which is assumed a smooth function of position. A least-squares minimization technique is used to solve for the reflectivity tensor. The internal scattered fields are computed using the reflectivity tensor and the background fields (Zhdanov and Fang, 1996) . It has been shown that the QL approximation remains accurate and efficient for 3D modeling when the material property exhibits no anisotropy (Zhdanov and Fang, 1996) . However, the scalar and diagonal formulation of the QL approximation cannot provide accurate results for anisotropy modeling for cases in which the background/incident electric fields exhibit null components. Specifically, suppose that the background medium is homogeneous and unbounded, and that EM scattering is imposed with a z-directed magnetic dipole. Then for each cell, the z component of the background electric field (E bz ) will remain null regardless of the specific properties of the spatial distribution of electrical conductivity. As shown in equation (7) and (8), regardless of the nature of the reflectivity tensor (scalar or diagonal), the z-component of the total electric field (E z ) within each cell will remain null, i.e.
Clearly, the above formulation is not capable of providing the proper EM field coupling behaviour expected in generally anisotropic media. Now let us further explore how this zerocomponent affects the accuracy of the results. After the internal electric fields are computed, the scattering currents can be computed from the electric fields and the conductivity tensor, namely,
The scattered magnetic field can then be obtained at each receiver location by applying the magnetic Green's tensor on the scattering currents, i.e.
Expanding equation (10) yields This paper unveils a new approximation that circumvents the construction problems associated with the QL approximation (scalar or diagonal) in the presence of electric anisotropy. Numerical examples drawn from borehole multi-component induction logging are used to evaluate the efficiency and accuracy of the new approximation.
A NEW EM SCATTERING APPROXIMATION
We express the total electric field vector within each discretization cell as the product of the magnitude of the background field and a direction vector, namely,
where
The scalar factor of the product in equation (15) is used to synthesize the relative changes in magnitude of the electric field, whereas the vector factor in the same equation is used to synthesize the relative changes in the direction and phase of the electric field. Equation (1) then becomes 
The new approximation stems directly from this last integral equation. Because b e embodies relative changes in the magnitude of the internal electric field, it can be expected the vector d to be spatially smoother than E within the scatterer. Subsequently, we discretize the scatterer into a collection of blocks, each block being composed of several cells. This procedure assumes that within each block the d vector is constant. Finally, a least-squares minimization approach is used to solve for the d vector within a given block. A reduced linear system is then formed to solve for vector d, thereby substantially decreasing memory storage and CPU time requirements. Additional savings in computer storage and CPU execution time can be obtained with the use of uniform spatial discretization schemes and a Toeplitz matrix formulation.
We now explore alternatives to further reduce repeated computations specific to the problem of borehole induction logging. It is first noted that only the conductivity distributio n changes from logging point to logging point. Taking advantage of this remark, components of equation (18) independent of conductivity are first computed and stored in hard-disk memory. These components include expressions associated with background fields and Green's tensors. Subsequently, conductivity values are assigned for each cell considered by the discretization scheme. Finally, a normal linear system of equations is constructed and solved corresponding to the implementation of an over-determined least-squares optimization problem. The latter linear system is solved using BICGSTAB(l). After obtaining the direction vectors, the internal and external electric and magnetic fields are computed using the original integral equations.
The specific procedure used to implement the approximation is described in the Appendix. A final result can be expressed as a reduced linear system, namely,
Expressions for matrices A, C, S and R in equation (19) can be found in the Appendix. By pre-multiplying matrix A * to both side of equation (19) 
Because A A * , C A * , and R A * are all independent of conductivity, these three matrices can be stored in hard-disk memory prior to performing the computations. Specifically, when the conductivity distribution changes with a change of location of the induction-logging tool, it is only necessary to construct a new conductivity matrix. The remaining matrices included in equation (20) will not change with a change in tool location. It is also pointed out that in this paper we have adopted the use of A * , instead of (A-CS) * in equation (20) (20) remain accurate after such a simplifications. This additional approximation also helps one to avoid evaluating C * C, which requires substantial computer resources.
When using uniform discretization grids, a Toeplitz matrix can be constructed for each discretization block. Subsequently, the multiplication of the Green's tensor and the background field in equation (A-6) can be performed using the FFT to compute the entries of matrix C. Details of this computation procedure can be found in Fang et al. (2003) . Figure 1 shows the model used in this paper to test the newly developed scattering approximation. This model was adapted from an example proposed by Wang and Fang (2001) and consists of 5 horizontal layers. The top and bottom layers of the model are isotropic and have a resistivity of 50 Ω⋅m. The third layer is also an isotropic layer, with a resistivity of 50 Ω⋅m and a thickness of 14.4 ft. The second and fourth layers are anisotropic with a horizontal resistivity of 3 Ω⋅m and a vertical resistivity of 15 Ω⋅m. Thickness of these two layers are 2.4ft and 12ft, respectively. Moreover, invasion may exist for these last two layers, with an invasion depth equal to 36 in, and with the resistivity in the invaded zone equal to 3 Ω⋅m. The borehole has a diameter of 9.6 in. and a resistivity of 1 Ω⋅m.
NUMERICAL EXAMPLES
It is also assumed that the borehole may have a dip angle relative to the formation layering. Simulation results are computed for dip angles of 0 and 60 degree for two cases of rock formation model: First, the formation is assumed to exhibit no invasion and no borehole, i.e. to consist of a 1D stack of layers. A second model does assume a rock formation with borehole and invasion. Invasion and borehole parameters for this model are as described earlier. We compared simulation results with those provided by 1D code and the 3D Finite Difference Code (3D FDM in the figures) written by Wang and Fang (2001) . In the descriptions and figures below, the identifier " 3D IE Appr." refers to the new approximation developed in this paper. Figure 2 shows the borehole induction tool configuration assumed in the numerical simulations. It consists of one transmitter and two receivers moving in tandem along the borehole axis. The spacing between the transmitter and the first receiver is 1.2m (L 1 ), and the spacing between the transmitter and the second receiver is 1.92m (L 2 ). The measurement is assumed a combination of the imaginary response in the first receiver (H 1 ) and the second receiver (H 2 ), given by the formula
Figures 3-4 show simulation results (H zz , H xx , H yy ) obtained with the new approximation assuming a 1D rock formation with a dip angle of 0 o . Simulation results for two frequencies (14KHz and 154KHz) are compared with those obtained with the 1D code. Note that H xx and H yy are identical when simulated along vertical wells (only one figure is shown). We comment here that H zz is identical to that simulated in the corresponding isotropic formation with the horizontal conductivity values (not shown), a phenomenon customarily referred to as the "paradox of anisotropy" in induction log interpretation (Gianzero, 1999) . Figure 5 clearly show the effects of dipping on H zz for both frequencies. By comparing Figure 4 and Figure 6 , we can clearly see the effects (the magnitude) of the dipping on H xx for both frequencies. By Comparing Figure 4 and Figure 7 , we can see the even greater effects of dipping on H yy for the two frequencies, both in magnitude and shape (note the effects on the thick layer). 
14KHz 154KHz
Figures 8-9 show simulation results (H zz , H xx , H yy ) obtained with the new approximation assuming a 3D rock formation (with borehole and invasion) but no dip angle. Simulation results for two frequencies (14KHz and 154KHz) are compared against those obtained with the 3D FDM code. The so-called "paradox of anisotropy" also holds in this model Figure 5 and Figure 10 , the effects of borehole and invasion can be easily seen for both frequencies, both in magnitude and shape. The effects of borehole and invasion on H xx are not so manifest, however, they do have a great effects on H yy (note the effects on the thick layer). 
The above simulation exercises consistently show that the newly developed approximation yields accurate results in the presence of reasonably complex 3D anisotropy models. Simulation results performed at low frequencies are closer to those of obtained with the 1D and 3D codes than at high frequencies. It is also noticed that at 154KHz, H xx and H yy exhibit large discrepancies with respect to the results provided by the 1D and 3D codes. This behavior is due to the more oscillatory nature of H xx and H yy at higher frequencies. All the simulations were performed with a discretization grid consisting of 100 cells in the x direction, 100 cells in the y direction, and 120 cells in the z direction. Cell size was kept uniform in the three directions and equal to 0.1 m. In total, 2400 blocks were used for the discretization of the models simulated in this paper. Simulation of electromagnetic fields for one single borehole profile location required approximately 3-4 minutes on a 900MHz Sun workstation. Wang and Fang (2001) reported 50 minutes per logging point on a power challenge R10000 processor using the 3D finite difference code.
CONCLUSIONS
This paper describes a new EM s cattering approximation intended to substantially reduce computation times in the presence of complex 3D anisotropic formations. The approximation makes use of a simple vectorial product and assumes local smoothness in the vectorial properties of electric fields internal to EM scatterers. There is no need to use a Green's tensor for anisotropic media. The approximation makes use of a Green's tensor constructed under the assumption of a homogeneous isotropic background. . The conductivity averaging technique used to assemble the entries ii S is the one described by Wang and Fang (2001) . Finally, ( )
