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Abstract
Cardiovascular disease (CVD) is a fatal disease of the heart or blood vessels. The greatest
number of deaths from CVD is coronary heart disease (CHD). It is characterised by thickening
of the arterial vessel wall due to atheromatous plaque which may result in narrowing or even
occlusion of arterial lumen.
Currently, intravascular optical coherence tomography (IVOCT) has been increasingly used
in the clinic for the diagnosis of CHD because it permits high-resolution direct tomographic
visualisation of cross-sectional images. With IVOCT techniques, stenosis and restenosis caused
by plaques and neointima can be detected and analysed.
The first main contribution of the thesis is a technique for the automatic segmentation of
the lumen border when the guide-wire artifacts are noticeable. The proposed segmentation
technique is capable of eliminating guide-wire artifacts and generating accurate lumen borders
from IVOCT sequences. Compared to commercially available systems, the proposed method is
robust and accurate.
The second main contribution of this thesis is an approach for the stent strut detection that
can detect stent struts when their intensity responses are weak. This technique is based on
stent strut shadow detection. The innovative aspect of our technique is that, for every detected
strut shadow, a-priori probability map is applied to estimate the stent strut position. With
the detected stent struts, a stent area can be estimated to analyse the neointimal hyperplasia
(NIH) thickness in IVOCT sequences.
The thesis also proposes an approach for the neointima segmentation without any information
i
of the stent but instead with the lumen border. The approach is a combination of a multi-atlas
based segmentation approach and a patch-based segmentation approach. With the approach,
the neointima label can be obtained by fusing labels from atlases. Compared to other label
fusion approaches, a significant increase in segmentation accuracy can be observed.
ii
Acknowledgements
I would like to thank my supervisor, Prof. Daniel Rueckert, for his sage advice, patient encour-
agement and insightful guide throughout the course of my research.
I would also like to thank my second supervisor Dr. Philip ”Eddie” Edwards, for his valuable
input and important suggestions for this thesis. In addition, I’d like to thank Dr. Fernando
Bello and Dr. Rudy Lapeer for their useful recommendations in the viva.
Sincere thanks also go to Dr. Hiroto Tsujioka and Dr. Ranil De Silva of the Cardiovascu-
lar Disease Biomedical Research Unit at Royal Brompton Hospital for acquiring intravascular
optical coherence tomography (IVOCT) data sets used in this thesis.
I would also like to thank my colleagues and friends in the biomedical image analysis group for
their help and support. Especially to Dr. Wenzhe Shi, Dr. Wenjia Bai, Dr. Anil Rao, Dr. Luis
Pizarro, Dr. Robin Wolz, Dr. DongPing Zhang, Dr. Ricardo Guerrero Moreno, Dr. Katherine
Gray, Dr. Claire Donoghue, Dr. Ahmed Serag, Dr. Ose Pedro, Dr. Rashed Karim, Dr. Maria
Murgosova, Dr. Amardeep Singh, Dr. Paul Aljabar, Haiyan Wang, Tong Tong, Xianliang Wu,
Paul Huang and Larry Lin.
iii
Declaration of Originality
This thesis is dedicated to my family to their emotional and financial support, especially to my
father and mother for instilling the importance of hard work and higher education; to my wife,
my brother, my sisters in law and my parents in law for supporting me each step of the way.
iv
Copyright Declaration
The copyright of this thesis rests with the author and is made available under a Creative
Commons Attribution Non-Commercial No Derivatives licence. Researchers are free to copy,
distribute or transmit the thesis on the condition that they attribute it, that they do not use it
for commercial purposes and that they do not alter, transform or build upon it. For any reuse
or redistribution, researchers must make clear to others the licence terms of this work
v
vi
Glossaries
A-line axial line. 9, 90, 91
ACS , acute coronary syndrome, means that any group of symptoms attributed to obstruction
of the coronary arteries.. 6
AMI , acute myocardial infarction (commonly known as a heart attack), results from the
partial interruption of blood supply to a part of the heart muscle, leading the heart to be
damaged or die.. 5, 8, 45
BM3D , block-matching 3D, a denoising approach. 93, 99
BMS , bare metal stent, is a vascular stent used to reopen the narrowed artery. 6, 8
CABG , coronary artery bypass graft surgery, is a surgical procedure performed to reduce the
risk of death from coronary artery disease. 2
CC , cross-correlation, a metric of image similarity. 37, 38, 117, 124, 139
CHD , coronary heart disease, is a disease that plaque builds up inside the coronary arteries.
i, 1, 2, 4–6, 14, 17, 20, 54, 58, 62, 88, 90, 137, 141, 142
CT computerised tomography. 11, 15, 31
CTA computerised tomography angiography. 9, 15, 16, 25, 26
CVD , cardiovascular disease, is a class of diseases that include the heart or blood vessels. i,
1, 4
vii
CWT continuous wavelet transform. 60, 63
DES , drug-eluting stent, is a coronary stent placed into narrowed, diseased coronary arteries
that slowly releases a drug to block cell proliferation. 8
ECV extracellular volume. 31, 32
EM , expectation maximisation, is an iterative approach for finding maximum likelihood es-
timates of parameters in a statistic model where it depends on unobserved variables. 18,
22, 26–28, 40, 43, 44, 51, 65, 66, 68–71, 80, 81, 83, 85, 138
FDOCT , frequency-domain OCT, an image modality. 20, 79
GC , graph-cuts, is the process of partitioning a directed or undirected graph into disjoint
sets. 18, 22, 26, 28, 30–32, 43, 44, 65, 66, 68, 70, 71, 80, 81, 83, 85, 138
GMM , Gaussian mixture model, is an approach that assumes an image can be represented
as a combination of Gaussians. 26, 66–69, 80
IRTK , image registration toolkit, is a cross-platform software tool for image analysis devel-
oped by Professor Daniel Rueckert and the Biomedical Image Analysis (BioMedIA) group
at Imperial College London. 66, 79, 99, 123, 170
ISA , incomplete stent apposition (also known as stent malapposition), is defined by a separa-
tion of at least one stent strut from the intimal surface of the arterial wall with evidence
of blood behind the strut, without involvement of side branches. 90
ISR , in-stent restenosis, means restenosis occurs after a stent is embeded. 111
IVOCT , intravascular optical coherence tomography, is a high resolution catheter-based imag-
ing modality intended to optimise visualisation of coronary artery lesions.. i, iii, 1, 2, 8–11,
13, 14, 16–19, 21, 33, 36, 44, 45, 52, 54, 58–66, 71, 72, 79–82, 90, 92, 94–96, 99, 102, 113,
114, 116, 123, 126, 131, 137, 138, 140–142
viii
IVUS , intravascular ultrasound, a medical imaging technology that uses a specially designed
catheter with a miniaturised ultrasound probe attached to the distal end of the catheter.
1, 8, 9, 12–14, 20, 22, 28, 33, 36, 44–47, 49, 51, 61, 113, 116, 137, 142
LCA left coronary artery. 4, 45
LCSA lumen cross-sectional area. 114, 116, 123, 131
LCX left circumflex artery. 4, 45
LPAS lumen percent area stenosis. 116
LPDS , lumen percent diameter stenosis (or so called lumen percent diameter restenosis), is
a measure for stenosis/restenosis. 21, 114, 116, 123, 126, 131
LST , late stent thrombosis, is a case that the blood clot (thrombus) formation can lead to
heart attack and possible death after stent implantation. 2, 11, 16, 17, 90, 138
LV left ventricle. 3, 31
MA media adventitia. 45, 48, 49, 51, 52
MAP maximum a posteriori. 51
MATLAB , matrix laboratory, a numerical computing environment developed by MathWorks
Inc.. 66, 78, 79, 99, 170
MI , mutual information, a metric of image similarity. 37, 38, 117
MRA magnetic resonance angiography. 9, 15, 16, 26
MRF markov random field. 28, 40, 54, 60, 63, 68
MRI magnetic resonance imaging. 11, 15, 31, 41
NIH , neointimal hyperplasia, is the thickening of the intima (the innermost layer of an artery
or vein) of a blood vessel after stenting. It is the immune response of a vessel to injury.
i, 6, 17, 19, 59, 88, 111–113, 116, 139
ix
NIR near-infrared. 9, 45
NMI , normalized mutual information, a metric of image similarity. 37, 39, 117
NSTEMI non ST-segment elevation myocardial infarction. 6
OCT , optical coherence tomography, an image modality. 1, 10, 11, 19, 20, 22, 44, 53–57, 61
ONH optic nerve head. 54, 58
PARS , post-angioplasty restenosis, is a case when restenosis happens following balloon an-
gioplasty. 111
PCA principal component analysis. 52, 113
PCI , percutaneous coronary intervention (known as coronary angioplasty or angioplasty), is
a non-surgical procedure used to treat the narrowed coronary arteries of the heart. 13,
19
PDA posterior descending artery. 4
PDFs probability density functions. 50–52
PNN probabilistic neural network. 60
PSV , peri-stent volume, is the vessel segment volume without the stent implantation. 81, 87
PTCA , percutaneous transluminal coronary angioplasty, is a procedure to open a narrowed
coronary artery. This allows better blood flow through the artery and to the heart muscle.
It is often done with a balloon that is passed through a special catheter. 6, 8, 88, 89, 111
RCA right coronary artery. 4, 45
RNFL retinal nerve fiber layer. 53–56
RV right ventricle. 3, 44
SSD , sum of square differences, a metric of image similarity. 37, 38, 117
x
STEMI ST-segment elevation myocardial infarction. 6, 8
SVM , support vector machine, is a supervised learning model used for classification and
regression analysis. 56, 57
TDOCT , time-domain OCT, an image modality. 20
XA x-ray angiography. 141, 142
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Chapter 1
Introduction
Cardiovascular disease (CVD), also known as heart and circulatory disease, is a disease of the
heart or blood vessels. It is the major cause of premature death in the Western countries [Perk
et al., 2012]. The greatest number of deaths from CVD is coronary heart disease (CHD) [Roger
et al., 2012]. It is characterised by thickening of the arterial lumen border due to atheromatous
plaque which may result in narrowing or even occlusion of arterial lumen. Currently, intravas-
cular ultrasound (IVUS) is increasingly used in the clinic for the diagnosis of CHD because it
permits direct tomographic visualisation of cross-sectional images of the lumen border, stent
struts and neointima. However, the spatial resolution of IVUS is inadequate to accurately dis-
tinguish the thickness of the plaques and neointima. Optical coherence tomography (OCT) is
a newly emerging optical-based technology that can provide real-time, high-resolution, three
dimensional (3D) images with micrometer resolution. Intravascular optical coherence tomogra-
phy (IVOCT) is a type of OCT. It is used for intravascular imaging and evaluation of vulnerable
plaques. With IVOCT techniques, stenosis and restenosis caused by atheroma and neointima
can be detected and analysed. This thesis addresses some of the image analysis challenges for
quantitative IVOCT in CHD.
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1.1 Background and Motivation
The cardiovascular system [Katz, 2005] is the core blood distribution system which circulates
blood around the body of the circulatory system. It consists of the heart and two networks
of blood vessels: the pulmonary circulation, which moves deoxygenated blood from the heart
to the lungs and returns oxygenated blood back to the heart; and the systemic circulation,
which carries oxygenated blood from the heart to the body’s organs and tissues and returns
oxygen-depleted blood back to the heart. The basic anatomy and function of the heart are
further reviewed in section 1.1.1.
CHD is a disease that the coronary arteries become narrowing or blockage, usually caused by
atherosclerosis. Atherosclerosis is the buildup of fatty deposits (plaque) on the inner walls of
the coronary arteries. These plaques can restrict blood flow to the heart muscle by physically
clogging the artery or by causing abnormal artery function. This can cause chest pain. If the
blood supply to a portion of the heart muscle is cut off entirely, or if the energy demands of
the heart become much greater than its blood supply, a heart attack may occur.
Treatment of CHD depends on the severity of CHD. Coronary angioplasty is a non-surgical
treatment: a collapsed balloon is passed through the blood vessels until it reaches the arteries
of the heart. The balloon is inflated to widen the narrowed coronary artery. A stent (flexible
mesh tube) is sometimes inserted to keep the artery open afterwards. The treatment of the most
serious case of CHD is usually via coronary artery bypass graft surgery (CABG). A healthy
artery or vein, for example from the chest or the leg, is connected or grafted to the blocked
coronary artery. The grafted artery or vein bypasses the blocked portion of the coronary artery.
This creates a new path for oxygen-rich blood to flow to the heart muscle.
A patient-specific coronary model from preoperative cardiac IVOCT sequences can be used to
provide an analysis of restenosis and lead to better understanding of CHD. In addition, the
patient-specific coronary model can be used to assist the diagnosis of CHD and prevent late
stent thrombosis (LST).
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Figure 1.1: This figure shows the anatomy of the human heart. From [Tvanbr, 2010].
1.1.1 Anatomy of the Heart
The heart (Figure 1.1) contains four chambers. The upper chambers are called left and right
atria, and the lower chambers are the left and right ventricles. The left atrium (LA) receives
oxygenated blood from the lungs through the pulmonary vein. As the contraction triggered by
the sinoatrial node progresses through the atria, the blood passes through the mitral valve into
the left ventricle (LV). The LV receives oxygenated blood and pumps it to the body through
the aorta which is the main artery that carries oxygen-rich blood to the body. The right
atrium (RA) receives venous blood from the body and passes it through the right ventricle
(RV) where the blood is pumped to the lungs (pulmonary circulation) for oxygenation. At the
same time the left atrium receives oxygenated blood from the lungs and the LV pumps it out
to the rest of the body (systemic circulation).
The four chambers of the heart are separated from each other and the rest of the body by
four sets of valves. The bicuspid (or mitral) and tricuspid atrioventricular valves separate the
left and right atria and ventricles respectively, while the aortic valve separates the LV from
the aorta, and the pulmonary valve separates the RV from the pulmonary artery. Thin chords
4 Chapter 1. Introduction
Type of CVD Deaths (in %)
Coronary heart disease 49.9
Stroke 16.5
High blood pressure 7.5
Congestive heart failure 7.0
Diseases of the arteries 3.4
Other 15.6
Table 1.1: Percentage breakdown of deaths of CVD [Roger et al., 2012].
called the chordae tendineae are attached to the atrioventricular valves and projections of the
ventricular muscle known as the papillary muscle. During the ventricular contraction, the
papillary muscles contract and prevent the valves from inverting into the atrium. The septum
separates the left and right atria as well as the left and right ventricles.
The Coronary Circulation
The heart muscle needs oxygen-rich blood to survive and the blood is supplied to the heart
by its own vascular system, called the coronary circulation (Figure 1.1). The aorta (the main
blood supplier to the body) branches off into two main coronary blood vessels: left coronary
artery (LCA) and right coronary artery (RCA). The LCA consists of the left anterior descending
artery (LAD), left circumflex artery (LCX) and left marginal artery (LMA). The RCA consists
of the posterior descending artery (PDA) and right marginal artery (RMA). These coronary
arteries supply oxygen-rich blood to the entire heart muscle. If coronary artery occlusions
occur, the endocardial regions of the heart have become to infarction since the oxygen-rich
blood can not reach the endocardial regions of the heart. The diseases caused by the blockage
of coronary artery are discussed in the next subsection.
1.1.2 Cardiovascular Diseases
A percentage breakdown of the deaths of CVD in USA is shown in Table. 1.1 [Roger et al.,
2012]. From the table, the greatest proportion of deaths of CVD is CHD.
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Figure 1.2: a) shows an overview of a heart and coronary artery showing damage (dead heart
muscle) caused by a heart attack. b) shows a cross-section of the coronary artery with plaque
buildup and a blood clot. From [NHLBI, 2012a].
Coronary Heart Disease
CHD refers to the fact that the heart’s blood supply is blocked or interrupted by a build-up of
fatty substances in the coronary arteries (Figure 1.2). This is caused by the build-up on the
walls of the coronary arteries. This process is known as atherosclerosis and the fatty deposits
are called atheroma. If the coronary arteries narrow due to a build-up of atheroma, the blood
supply to the heart will be restricted. This will cause angina, atherothrombosis and acute
myocardial infarction (AMI).
Angina, also known as angina pectoris, refers to chest pain due to clogging of the coronary
arteries. It occurs when there is an imbalance between the heart’s oxygen demand and supply.
This imbalance arises from an increase in demand (e.g. during exercise) without a proportional
increase in supply. When the symptoms of coronary occlusive disease do not change over time,
the patient is said to have stable angina pectoris.
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Athero-thrombus occurs when the plaque ruptures. The ruptured area occludes blood flow
and results in unstable angina. When the partially occluded coronary arteries enlarge, the
patient will suffer chest pain, often radiating to the left arm or angle of the jaw, pressure-like in
character and associated with nausea and sweating. These symptoms can be referred to acute
coronary syndrome (ACS). If a significant portion of the heart muscles is damaged, the heart
may stop beating regularly.
ACS refers to any group of symptoms attributed to the obstruction of the coronary arteries (nor-
mally chest-pain). A heart attack can be divided into non ST-segment elevation myocardial
infarction (NSTEMI) and ST-segment elevation myocardial infarction (STEMI). In NSTEMI,
the blood clot only partly occludes the artery and as a result only a portion of the heart muscle
being supplied by the affected artery may die. In STEMI, the coronary artery is completely
blocked off, and as a result virtually all of the heart muscle being supplied by the affected artery
may die. The most serious cases (ACS, unstable angina, NSTEMI and STEMI) of CHD are
caused by plaque rupture and thrombosis. A treatment of CHD is discussed in section 1.1.3.
1.1.3 Coronary Stenting
A coronary stent is a tube-like structure placed in the coronary arteries in order to keep the
arteries open. This is often used in the treatment of CHD. Stenting is used to prevent vessel
closure during percutaneous transluminal coronary angioplasty (PTCA) and reduces the inci-
dence of angiographic restenosis which has an occurrence rate of 30-40% [Serruys et al., 2006].
In 1999, stenting made 84.2% of all percutaneous coronary interventions [Serruys et al., 2006].
However, as the stent is a foreign object, it often incites an immune response that leads to
further narrowing near to or inside the stent. The growth of scar tissue across the stent is
known as neointimal hyperplasia (NIH) and it may cause the stented artery (using a standard
stent (bare metal stent (BMS))) becomes blocked (known as restenosis, Figure 1.3). BMS
has been associated with a 20-30% restenosis rate requiring reintervention [Moliterno, 2005,
Arjomand et al., 2003]. This phenomenon is clinically evident within the first 6-9 months after
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Figure 1.3: The illustration shows the restenosis of a stent-widened coronary artery. a) shows
how the expanded stent compresses the plaque, allowing normal blood flow. The inset image
shows a cross-section of the compressed plaque and stent-widened artery. b) shows how over
time, scar tissue grows through and around the stent. This causes a partial blockage of the
artery and abnormal blood flow. The inset image shows a cross-section of the tissue growth
around the stent. From [NHLBI, 2012b].
stent placement, and occurs in response to strut-associated injury and inflammation [Moliterno,
2005].
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Figure 1.4: (a) a drug-eluting stent. From [USFDA, 2012]; (b) the BMS results in restenosis
after stent placement [Tsimikas, 2006]. The DES reduces the case of renarrowing but cause
stent thrombosis [Virmani et al., 2004, Tsimikas, 2006, Pfisterer et al., 2006].
In addition to restenosis, PTCA and BMS implantation also cause exaggerated endothelial
injury and inflammation, rendering both the stent and vessel highly thrombogenic [Gawaz
et al., 1996, Caramori et al., 1999]. A fibrinogen layer covers the stent surface, further inducing
platelet activation and thrombosis. In 2001, drug-eluting stent (DES) was introduced as a
strategy to minimise restenosis and requirement for reintervention [Pfisterer et al., 2006]. An
example of DES is shown in Figure 1.4(a).
Despite the enthusiasm that resulted from the advent of DES, incomplete endothelialisation and
stent thrombosis continue to cause problems. Stent thrombosis is an uncommon but serious
complication of coronary artery stents that almost always causes death or a large non-fatal
AMI, usually with STEMI. Several analyses [Virmani et al., 2004, Tsimikas, 2006, Pfisterer
et al., 2006] that tracked patient outcomes over several years after stent placement showed
that blood clots were more likely to form inside DES than inside BMS. The consequential and
long-term outcomes following stent implantation are summarised in Figure 1.4(b).
To prevent coronary restenosis and stent thrombosis, intravascular image modalities such as
IVOCT and IVUS are used to observe the clinical symptoms such as plaque/neointima growth
and stent malapposition. These modalities will be discussed in the next section.
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1.2 Coronary Artery Imaging
In this section, we introduce the medical imaging techniques that can be used to image the
coronary arteries. We will describe the most frequently used image modalities such as IVOCT,
IVUS, biplane x-ray angiograms, magnetic resonance angiography (MRA) and computerised
tomography angiography (CTA).
1.2.1 Intravascular Optical Coherence Tomography
Plaques that possess (a) a thin fibrous cap (<65µm), (b) a large lipid pool and (c) activated
macrophages near the fibrous cap are prone to rupture and cause acute coronary events [Jang
et al., 2002]. Since many of the determinants of plaque vulnerability are structural abnormali-
ties, a high-resolution imaging technique may offer promise as a method of detecting vulnerable
plaques. Catheter-based diagnostic imaging techniques, however, can provide structural infor-
mation with higher resolution than non-invasive imaging methods.
IVOCT has been proposed as a high-resolution imaging method for plaque characterisation of
the coronary artery [Bezerra et al., 2009, Sampson and Hillman, 2004, Huang et al., 1991]. It is
an interferometric optical imaging modality, somewhat analogous to ultrasound, that provides
cross-sectional and 3D (2D+time) images of biological tissue with extremely high resolutions
reaching down to the micron scale. Multiple axial line (A-line) scans are continuously acquired
as the image-wire rotates and a full revolution creates a complete cross section of the vessel (B-
scan) [Bezerra et al., 2009]. Figure 1.5 shows an example of IVOCT in a coronary artery.
IVOCT acquisition is performed similar to IVUS: The imaging catheter acquires cross-sectional
images of the coronary artery by emitting near-infrared (NIR) light instead of ultrasound to-
wards the lumen border in a radial manner while the transducer is rotating and the catheter
is pulled back with high and constant speed. IVOCT allows an acquisition speed of 100-160
frames per second and a very fast pullback speed (15-25 mm/s) which greatly decreases the
imaging time; on the other hand, it results in a large number of images for each single pro-
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Figure 1.5: Upper image is a cross-sectional image of a coronary artery. Bottom image is the
longitudinal view of the coronary.
cedure. The latest IVOCT acquisition system is the C7-XR system. Images acquired by this
system is a frequency domain OCT (FDOCT) images. A brief introduction of the system can
be found in section 1.5.1.
Vitro studies have shown that the resolution of IVOCT (10µm-20µm) can be used to analyse
the components of plaque and thickness of plaque/neointima [Jang et al., 2002]. The intrinsic
optical properties of typical plaque constituents have provided sufficient contrast to differentiate
between lipid, calcium and fibrous tissue [Jang et al., 2002]. When IVOCT has been used to
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Figure 1.6: Comparison of OCT resolution and imaging depths to those of alternative image
modalities; the ”pendulum” length represents imaging depth, and the ”sphere” size represents
resolution. From [OBEL, 2012].
assess stented arterial segments, it can accurately differentiate stent struts and the vascular
tissue surrounding them. Therefore, IVOCT may be a valuable tool to assess appropriate
healing of stented coronary segments and therefore guide pharmacological therapy to prevent
LST.
In addition, OCT can be directly compared with alternative techniques in terms of several
different criteria: resolution, imaging depth, acquisition time, complexity and sample intrusive-
ness. With regard to the first two, OCT occupies a niche represented in Figure 1.6. Its imaging
depth is typically limited to a few millimeters, less than ultrasound, magnetic resonance imag-
ing (MRI) or computerised tomography (CT), but its resolution is greater. Like ultrasound,
the acquisition time of OCT is short enough to support tomographic imaging at video rates,
making it much more tolerant to subject motion than either CT or MRI.
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1.2.2 Other Modalities
Intravascular Ultrasound
IVUS is widely used in interventional cardiology. It is a medical imaging technology that uses
a specially designed catheter with a miniaturised ultrasound probe attached to the distal end
of the catheter. The proximal end of the catheter is attached to computerised ultrasound
equipment. It allows the application of ultrasound technology to see from inside blood vessels
out through the surrounding blood column, visualising the endothelium (inner wall) of blood
vessels.
The guide-wire is kept stationary and the ultrasound catheter tip is pulled backwards, usually
under motorised control at a pullback speed of 0.5 mm/s. The sound waves emitted from
the catheter tip are usually in the 20-40 MHz range. The catheter also sends the return echo
information out to the external computerised ultrasound equipment, which constructs and
displays a real time ultrasound image of a thin section of the blood vessel currently surrounding
the catheter tip. Usually, the frame rate is 30 frames/second.
IVUS is used in the coronary arteries to determine the amount of atheromatous plaque built
up at any particular point in the epicardial coronary artery. The progressive accumulation
of plaque within the artery wall over decades is the setup for vulnerable plaque which, in
turn, leads to heart attack and stenosis (narrowing) of the artery (known as coronary artery
lesions). IVUS is of use for determining both plaque volume within the wall of the artery and/or
the degree of stenosis of the artery lumen. It can be especially useful in situations in which
angiographic imaging is considered unreliable; such as for the lumen of ostial lesions or where
angiographic images do not visualise lumen segments adequately, such as regions with multiple
overlapping arterial segments. It is also used to assess the effects of treatments of stenosis such
as with hydraulic angioplasty expansion of the artery, with or without stents, and the results
of therapy over time. Figure 1.7 shows IVUS examples of a stented coronary artery.
IVUS is rarely done alone or as a strictly diagnostic procedure. It is usually done at the same
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Figure 1.7: This figure shows incomplete apposition, incomplete expansion and edge tear in
IVUS. From [Buckley, 2011].
time that a percutaneous coronary intervention (PCI), such as angioplasty, is being performed.
However, owing to its relatively low resolution (100-150µm), IVUS does not provide detailed
structural information that could improve our understanding of the mechanisms of acute com-
plications and restenosis. Additionally, the high echogenicity of stent struts makes it difficult
to evaluate adjacent structures such as small dissections and tissue prolapse.
To sum, IVUS provides useful information regarding vessel size, plaque area and morphology
for stent implantation. However, the resolution of IVUS (100-150µm), limits the ability of
IVUS to detect detailed structures such as thrombus, stent malapposition and tissue prolapse
during stent implantation. By contrast, the high resolution of IVOCT allows visualisation of
fine coronary structures. This imaging modality may be useful not only for detecting different
types of coronary plaque, but also for facilitating PCI procedures with stent malapposition,
strut distribution and stent edge dissection.
A comparison between the IVOCT C7-XR system and the IVUS imaging system is shown in
Figure 1.8. The comparison shows that the strength of IVUS is tissue penetration. However, it
14 Chapter 1. Introduction
Figure 1.8: This figure shows a comparison between IVOCT system (C7-XR system, frequency-
domain OCT) and IVUS system. IVUS system has better tissue penetration and does not need
to clean blood when it is used to acquire images. From [Gonzalo, 2010].
is easy to notice that IVOCT has more advantages than IVUS. Therefore, IVOCT has become
the more popular image modality in the analysis of CHD and restenosis.
Biplane X-ray Angiography
X-ray angiography is one of the primary modalities used for assessment of the anatomy and
function of the vascular system [Hoffmann et al., 1999]. It is a type of X-ray imaging used
to examine blood vessels. The images are created using a radiopaque substance, or contrast
medium, to make the blood vessels visible under X-ray. Biplane X-ray angiograms acquire two
images at different angles simultaneously with a single contrast injection compared to mono-
plane X-ray angiograms. Figure 1.9 shows an example of a pair of biplane X-ray angiograms
of the coronary arteries. Biplane X-ray systems can be used both pre-operatively and intra-
operatively. However, the major drawback of biplane angiography is its invasive nature and
the lack of 3D information. A separate 3D reconstruction step of the vascular structures is
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Figure 1.9: Biplane X-ray angiograms of coronaries: (a) view 1 of angle 40 and (b) view 2 of
angle 45.
essential after acquiring biplane X-ray angiograms.
Computed Tomography Angiography
CTA is a Computed Tomography technique based on x-rays used to visualise arterial and venous
vessels throughout the body. It combines the technology of a conventional CT scan with that
of traditional angiography to create detailed images of the blood vessels in the body. It is used
to evaluate stenosis, occlusion or aneursyms in the coronary arteries. A CTA scan is performed
simultaneously with a high-speed medium contrast injection into a small peripheral vein. The
entire CTA exam may be completed within a few seconds. Figure 1.10 shows an example of a
CTA scan of a patient. For further details about CTA see [Schuijf et al., 2006, Bluemke et al.,
2008].
Magnetic Resonance Angiography
MRI is a detailed tomography imaging technology used to visualise internal structures of the
body by using magnetic fields and radio frequency waves. MRA is a variant of MRI spe-
cially for imaging vasculature structures. MRA is often used for the arteries in the brain,
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Figure 1.10: CTA images in transversal, coronal and sagittal views. Red arrows point to the
right coronary artery; yellow arrow shows the left coronary. From [Zhang, 2010].
Figure 1.11: MRA images in transversal, coronal and sagittal views. Red arrows point to the
right coronary artery; yellow arrow shows the left coronary. From [Zhang, 2010].
neck, abdomen and legs where less motion is presented. When it is used for imaging coronary
arteries, navigator-based respiratory gating techniques are used to eliminate respiratory mo-
tion [Stenhning et al., 2007]. An example of an MRA is shown in Figure 1.11. MRA lacks the
resolution and real-time imaging of angiography. In addition, MRA imaging times are longer
than CTA (normally one hour or longer).
1.3 Objectives and Challenges
IVOCT has become the modality of choice for coronary restenosis and LST image analysis
as it has a number of advantages over other imaging techniques. It is capable of differenti-
ation among different plaque components [Yabushita et al., 2002]. Additionally, IVOCT is
capable of restenosis and stent thrombosis observation [Ikenaga et al., 2010]. The goal of our
work is to construct a patient-specific coronary model from preoperative cardiac IVOCT se-
quences. Knowledge about the segmented lumen and stent can be valuable in the management
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of CHD (atherosclerosis). In addition, with the segmented neointima, our model can be useful
in the diagnosis of restenosis and prevent LST. These objectives can be achieved by addressing
the following technical challenges:
• The first challenge is the guide-wire shadow artifacts elimination. When IVOCT is ac-
quired by using the C7-XR system, the catheters are advanced over a guide-wire using a
short rail section at the catheter tip. The guide-wire runs outside parallel to the imaging
segment resulting in a shadow artifact in the image. If the guide-wire shadow artifacts
are not eliminated, these artifacts will cause inaccurate lumen segmentation since the
lumen border and the surrounding tissue are covered by the guide-wire shadow artifacts.
However, most existing approaches do not explicitly address the problem of guide-wire
shadow artifacts elimination.
• The second challenge is the stent struts detection while the intensities of stent struts are
weak. Stent struts segmentation is used to identify malapposed stent struts, apposed
stent struts and neointima covered stent struts. In general, a stent is often placed at the
site of blockage to permanently open the artery during angioplasty (stent apposition). If
it does not reach the arterial wall, malapposition occurs and may cause LST. Covered
stent struts provide information about restenosis. Most existing algorithms focus on the
detection of the strut position without dealing with the weak intensity responses of stent
struts.
• Finally, the severity of restenosis is based on the thickness of neointima which is estimated
from the lumen area and the stent area. However, the dependency on the thickness of
the neointima may cause inaccurate restenosis analysis when an inaccurate stent area is
used. A challenge for this neointima segmentation is to develop an alternative approach
that segments NIH when knowledge of stent properties such as the positions of the stent
struts and stent area estimation are not available.
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1.4 Contributions
The focus of the research presented in this thesis is the use of IVOCT imaging for coronary
restenosis analysis. The work presented in this thesis makes three main technical contribu-
tions to the analysis of coronary restenosis in the context of image segmentation. The main
contributions of the thesis are contained in chapters 4-6:
• A fully automatic lumen border segmentation technique is developed. The proposed seg-
mentation technique is capable of generating an accurate lumen border segmentation from
IVOCT image acquisitions. This method can be used to eliminate guide-wire shadow and
accurately estimate the lumen border. The estimation of the position of the guide-wire
is the key concept for the elimination of guide-wire shadow artifacts. After identification
of the artifacts, a geometrically-based method which can be applied to IVOCT cross-
sectional images to remove the artifacts is proposed. The segmentation approach is based
on a novel combination of expectation maximisation (EM)-based segmentation and graph-
cuts (GC)-based segmentation. Compared to lumen border estimation with commercial
systems (the C7-XR system and the Odeirena system, designed by [Ughi et al., 2011]),
the approach has achieved high overlap accuracy with respect to ground truth obtained
from the C7-XR system in terms of lumen area estimation.
• A novel method for stent struts detection in IVOCT in-stent-restenosis images is proposed.
IVOCT can accurately differentiate the most superficial layers of the lumen border as well
as stent struts and the vascular tissue surrounding them. This method not only detects
the strut shadow zone but also accurately segments and reconstructs the stent struts
in 3D. The estimation of the position of the strut shadow zone is the key requirement
which enables the strut segmentation. After identification of the shadow zone, an a-
priori probability map is used to estimate the stent strut positions in every detected
shadow zone. This method can be applied to cross-sectional IVOCT images to detect the
struts including apposed struts, malapposed struts and covered struts. The comparison
against manual expert segmentation demonstrates that the proposed strut identification
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is accurate but the stent area is over-estimated because of the sensitivity of strut shadow
identification.
• A multi-atlas based neointima segmentation method is proposed since NIH plays a de-
cisive role in coronary restenosis after stenting. The novel aspect of the method is that
neointima can be segmented without stent area estimation but instead with lumen bor-
der segmentation. The approach can be considered as a classification method since each
atlas acts as a classifier and the neointima tissue labels from all atlases are fused. The
atlases are selected by measurements of stenosis and image similarity. A probability map
is then used to estimate neointima tissue in the unseen image. To account for registration
errors, a patch-based label fusion is applied. Compared to other label fusion approaches,
a significant increase in segmentation accuracy can be observed.
A list of publications arising from the work in this thesis can be found in Appendix B.
1.5 System Environment
This section describes the system environment including the IVOCT imaging system and the
image data used in this work.
1.5.1 Imaging System
The image sequences used in the thesis were acquired by a commercial system (the latest
ImageWire C7-XRTM system, Lightlab imaging, Westford, MA, USA) used for PCI (Fig-
ure 1.4(a)). This C7-XR system is the frequency-domain OCT (FD-OCT) imaging system
which consists of an OCT imaging catheter (a C7 dragonfly imaging catheter, Figure 1.4(b)) and
an imaging operating console. The catheter is advanced distally into the coronary artery via a
standard angioplasty guide-wire (0.014′′) and an imaging probe integrated in the catheter [Terashima
et al., 2012]. Cross-sectional images are acquired by an automated IVOCT pullback during con-
trast injection through the guide catheter. The high pullback speed (20 mm/s) allows imaging
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Figure 1.12: (a) imaging system (C7-XR system) and (b) its catheter. From [Gonzalo, 2010].
The catheter has one optical lens and two marks: proximal marker and distal tip marker. The
segment length of the imaging procedure is about 20mm.
of long coronary segments in few seconds while the speed is about 10-25x increased compared
to the previous OCT systems such as the time-domain OCT systems (ImageWire M2/M3,
Lightlab imaging, Westford, MA, USA) and the IVUS system [Terashima et al., 2012].
The comparison between the C7-XR frequency-domain OCT (FDOCT) system and its previ-
ous M2/M3 time-domain OCT (TDOCT) systems is shown as Figure 1.13. Although images
acquired from the previous time-domain OCT systems do not have obvious guide-wire artifacts,
the acquisition procedure is slow since the additional procedure (balloon occlusion) is required
to temporarily stop the blood flow. In addition, the lower pullback speed and poor image qual-
ity are the other drawbacks. Therefore, since 2010, the C7-XR system has become the popular
CHD/restenosis diagnosis system [Terashima et al., 2012].
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Figure 1.13: A comparison of OCT systems. From [Gonzalo, 2010]. The C7-XR system (fre-
quency domain OCT) provides better image resolution and a rapid imaging procedure than the
previous time-domain OCT system.
1.5.2 Materials
In the thesis, the total eighteen IVOCT sequences were obtained from Royal Brompton Hospital
by Dr. Ranil and Dr. Hiroto. The sequences were acquired in the right coronary artery by using
the C7-XR system since the system provides high resolution images for plaque classification and
stent struts distribution. Each sequence is considered as an independent patient sequence with
different severity of in-stent restenosis and artery stenosis (mild narrow, moderate narrow and
severe narrow). In addition, the sequences were grouped by lumen percent diameter stenosis
(LPDS) [Vos et al., 1997, Abizaid et al., 1998] and verified by Dr. Hiroto (Table 1.2). The
length of stented segments of each patient is about 45.5mm. The stenting timescales and the
related diagnoses are not available. Every sequence is acquired during a pullback rate of 20.0
mm/s and has between 268/271 frames. The field of view of all sequences is 512x512 pixels.
An overview of all sequences can be found in Appendix A.2.
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Table 1.2: This table shows the severity of artery stenosis of the patient data.
Narrow Patient ID
Mild P1, P6, P12, P13, P14, P15, P17, P18
Moderate P2, P3, P5, P7, P8, P9, P11, P16
Severe P4, P10
1.6 Overview of thesis
In the following chapters, we review the segmentation approaches that are used in our system
(Chapter 2). Image segmentation approaches used in IVUS and OCT images are reviewed
in Chapter 3. The methods and algorithms that have been developed during our research
are presented in the subsequent chapters. In Chapter 4, we develop a method for lumen
border segmentation using the EM-GC-based method and geometric methods. In Chapter 5,
a comprehensive stent struts detection approach using probability maps of stent strut position
estimations is developed. In Chapter 6, we introduce a multi-atlas based method to segment
neointimal tissue without information of stent struts. Finally, in Chapter 7, we summarise the
work presented in this thesis and discuss future work.
1.7 Statement of originality
The material in this thesis has not previously been submitted for a degree at any university, and
to the best of my knowledge contains no material previously published or written by another
person except where due acknowledgement is made in the thesis itself.
Chapter 2
Review of Image Segmentation
Algorithms
2.1 Introduction
Image segmentation can be defined as the task of distinguishing objects from background in
unseen images. Typically this division is based on low-level approaches such as intensity-based
segmentation approaches or high-level segmentation approaches such as active contours. The
aim of this chapter is to review the related segmentation methods used in the thesis.
We review the image enhancement methods in section 2.2 and present low-level/high-level
approaches in section 2.3 and section 2.4, respectively. Atlas-based segmentation approaches
are also reviewed in section 2.5. In section 2.6, recent popular methods, especially multi-atlas
and patch-based segmentation, are discussed.
2.2 Image Enhancement
Image enhancement, either a pre-processing step for tubular structure segmentation or as a
technique to improve the visualisation of 2D (line-) or 3D (tube-like) structures, is widely used
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in medical image analysis. Once tube-like structures are segmented, they can be quantified
and further assessed. In this section, we review the state-of-the-art technique of Hessian-based
enhancement.
2.2.1 Hessian-based Filtering
Hessian-based filtering is a class of tubular enhancing filters that are based on second-order
intensity information. These filters exploit the amount of intensity variation after an image is
smoothed with a Gaussian filter. To extract the intensity variation, the second derivative of
the Gaussian is computed. The Hessian matrix H(x) defines the second derivatives at each
voxel in the image I(x):
H(x) =

∂2I
∂x2
∂2I
∂x∂y
∂2I
∂x∂z
∂2I
∂y∂x
∂2I
∂y2
∂2I
∂y∂z
∂2I
∂z∂x
∂2I
∂z∂y
∂2I
∂z2
 (2.1)
The Hessian matrix can be decomposed into eigenvalues (λ1, λ2, λ3) and eigenvectors (~v1, ~v2, ~v3)
using eigen-decomposition. The eigenvalues can be used to determine the likelihood of the
voxel x belonging to a vessel. Assuming an ordering of the eigenvalues of the Hessian as
|λ1| ≤ |λ2| ≤ |λ3|, the magnitude of the eigenvalues are proportional to the amount of intensity
variation and the corresponding eigenvectors indicate the directions of these variations. For an
ideal bright line on a dark background, the maximum intensity variation is expected in the two
orthogonal directions ~v2 and ~v3 and the minimum intensity variation is found in ~v1.
Frangi et al. [Frangi et al., 1998] proposed the use of rations of the eigenvalues for distinguishing
line- and tube-like structures. They proposed a vesselness response filter v(x, σ) on the basis
of the Hessian matrix:
v(δ) =

0, if λ2 > 0 or λ3 > 0
(1− e− A
2
2α2 )e
− B2
2β2 (1− e− S
2
2γ2 ), otherwise
(2.2)
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where
A =
|λ2|
|λ3| , B =
|λ1|√|λ2λ3| , S =
√
λ21 + λ
2
2 + λ
2
3 (2.3)
The weighting factors α, β, γ in Eq. (2.2) are used to determine the influence of parameters
A,B and S. Controlled by α, the parameter A discriminates plate- from line-like structures;
B (dominated by β) accounts for any deviation from blob-like structures and S (controlled by
γ) differentiates between high-contrast region and low-contrast region such as a bright vessel
structure in dark background.
With a multi-scale framework, the vesselness responses are calculated at a range of scales (σmin ≤
σ ≤ σmax) by computing the Hessian matrix at each scale. Different scales can be used to detect
different sizes of vessels. Frangi et al. [Frangi et al., 1998] proposed that the largest vesselness re-
sponse and its corresponding scale can be selected across scales. The multi-scale Hessian-based
vessel enhancement filter is then defined as:
V (x) = max
σ
(v(x, σ)) (2.4)
Here x is a voxel in the image I, v represents the filter response at a specific scale and σ is the
scale for calculating Gaussian derivatives in order to derive the Hessian matrix. By calculating
V (x) for all voxels in image I, a vessel enhanced image is obtained. The corresponding scale σ
for voxel x can be used to approximate the radius of the vessel at that voxel.
An evaluation of three Hessian-based filters [Frangi et al., 1998, Sato et al., 1998, Lorenz
et al., 1997] for the enhancement of the central axis of coronary arteries in multi-detector CTA
images acquired with contrast injection is presented in [Olabarriaga et al., 2003]. The average
filter response obtained with different parameter configurations was measured at fixed distances
from a reference central axis determined manually. Results were compared according to two
objective measures: the response decay rate at the centre and the overall response within the
largest radius for coronary arteries. It was noted that Frangi’s design [Frangi et al., 1998]
provided the best central vessel axis enhancement.
A drawback of Hessian-based filtering methods for the enhancement of tubular structures is the
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high computational cost particularly when a multi-scale framework is used. The Hessian matrix
must be computed and decomposed for each voxel at each scale before measuring the vesselness.
Orlowski et al. [Orlowski and Orkisz, 2009] presented guidelines for efficient computation of
multi-scale filters based on eigenanalysis of the Hessian matrix applied to 3D medical images
of blood vessels.
Except for the drawback of computational speed, Hessian-based vessel enhancement filters
have been shown to be applicable to various imaging modalities such as digital subtracted
angiography [Lorenz et al., 1997, Frangi et al., 1998], CTA [Sato et al., 1998, Olabarriaga
et al., 2003], MRA [Sato et al., 1998, Frangi et al., 1998, Wink et al., 2002] and several types
of vessels (cerebral [Lorenz et al., 1997, Sato et al., 1998], peripheral [Frangi et al., 1998],
hepatic [Sato et al., 1998], pulmonary [Sato et al., 1998] and cardiac [Olabarriaga et al., 2003,
Wink et al., 2002]).
2.3 Low-Level Image Segmentation Methods
Image segmentation can be considered as the process of segmenting the image into groups of
connected pixels. In general, pixels that are grouped together have similar properties such as
color, texture, intensity etc. Algorithms for low-level image segmentation can be categorised
into either non-graph based or graph-based algorithms. In this section, we review a popular
nongraph-based clustering algorithm (EM algorithm [Dempster et al., 1977]) and a graph-based
algorithm (GC algorithm [Boykov et al., 2001b, Boykov and Jolly, 2001]).
2.3.1 Expectation-Maximisation (EM) Algorithm
A well known statistical approach used for image segmentation is the EM algorithm [Dempster
et al., 1977]. It models the image intensities using a Gaussian mixture model (GMM) [Moon,
1996] which assumes that an image can be represented as a combination of Guassians. EM
is used to estimate the parameters of Gaussians (mean, variance and convergence) of different
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classes and determines the class of each voxel in the image.
The general EM algorithm is comprised of the following simple steps: a) initialisation, b)
expectation (E-step) and c) maximisation (M-step). Steps (b) and (c) are iteratively repeated
until convergence.
Since a Gaussian mixture model is a probabilistic model, the mixture model of voxel i is
represented by:
f(xi|Θ) =
K∑
k=1
αkG(xi|θk) (2.5)
Here f(xi|Θ) is a K components Gaussian mixture model; xi represents the intensity of the
voxel i; K is the number of classes that need to be extracted from an image; θk, k = 1, 2, ..., K
is a parameter vector of class k given by mean µk and standard deviation σk. αk is the mixing
proportion of class k (αk > 0 and
∑K
k=1 αk = 1); Θ = {α1, ..., αk;µ1, ..., µk;σ1, ...σk} is the
parameters vector of the mixture model. The Gaussian model G(xi|θk) of the voxel xi can be
written as:
G(xi|θk) = 1√
2piσ
exp(
−(x− µi)2
2σi
) (2.6)
The EM algorithm is applied to find the optimal parameter Θ by maximising the log-likelihood
function L(Θ):
L(Θ∗) = arg max f(x1, x2, ..., xn|Θ)
= arg max log[
n∏
i=1
f(xi|Θ)]
= arg max
n∑
i=1
log
k∑
j=1
αjf(xi|θ)
(2.7)
Here
∏n
i=1 f(xi|Θ) is the likelihood function; Θ∗ is the maximum log-likelihood estimator of Θ.
At each iteration, the E-step calculates the expected posterior probability p(t+1)(k|xi, θk) that
voxel i belongs to class k:
p(t+1)(k|xi, θk) = αkG(xi|θ
(t)
k )∑K
k=1 αkG(t)(x|θ(t)k )
(2.8)
Here p(t+1)(k|xi, θk) is the probability of pixel i given from class k at the t + 1-th iteration;
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G(xi|θ(t)k ) is the probability of voxel i given it is a member of class k.
The M-step updates parameter vector based on the result of E-step:
µ
(t+1)
k =
∑N
i=1 xip
(t+1)(k|xi, θ(t)k )∑N
i=1 p
(t+1)(k|xi, θ(t)k )
(σ
(t+1)
k )
2 =
∑N
i=1 p
(t+1)(k|xi, θ(t)k )(xi − µ(t+1)k )2∑N
i=1 p
(t+1)(k|xi, θ(t)k )
α
(t+1)
k =
∑N
i=1 p
(t+1)(k|xi, θ(t)k )
N
(2.9)
The EM algorithm terminates when it satisfies the stopping criterion:
L(Θ(m+1) − L(Θ(m)
L(Θ(m))
≤  (2.10)
Here,  is the tolerance parameter which is usually set to 10−5.
The EM algorithm works well in image segmentation especially when an image can be repre-
sented by well-characterised Gaussian density functions [Saeed et al., 1998]. Applications of
the EM algorithm for segmenting lumen border in IVUS images are explained in section 3.1.3.
2.3.2 Graph-Cuts Algorithm
The task of segmenting an image into structures can be transformed into a labeling problem
produced by optimisation of the posterior energy function [Wolz et al., 2010]. A GC [Boykov
et al., 2001b, Boykov and Jolly, 2001]) is the process of partitioning a directed or undirected
graph into disjoint sets. It is a method that constructs a graph to optimise energy functions
which can be characterised as markov random field (MRF) [German and German, 1984]. The
MRF-based model is a probabilistic model which captures contextual constraints to model a-
priori belief about the continuity of image features such as region labels, textures and intensities.
The concept of optimality of such cuts is usually introduced by associating an energy to each
cut. In general, GC performs segmentation in a global optimisation framework to a binary
problem and guarantees a globally optimal solution for a wide class of energy functions.
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Considering a weighted graph G=<V,E> where V is a set of vertices/nodes and E is a set of
weighted edges connecting the vertices, we assume V corresponds to a set of image pixels P
plus additional vertices called terminals s (source/object) and t (sink/background). E consists
of edges connecting neighbouring pixels (n-links) and those connecting the pixels to the termi-
nals (t-links). An s-t cut is a set of edges that completely separates the source node from the
sink node leading to a segmentation of the image into foreground and background.
Let N denotes a set of all unordered pairs {i, j} of neighbouring pixels in the image I (2D: 8-
connected neighbourhood system; 3D: 26-connected neighbourhood system). The aim is to find
the best labeling f (optimal segmentation) by minimising the following energy function (using
min-cut/max-flow algorithm [Boykov et al., 2001b]):
E(f) = λ
∑
i∈I
Di(fi) +
∑
i,j∈N
Vi,j(fi, fj) (2.11)
Here fi is the label (”foreground” or ”background”) assigned to the pixel i; the data term
Di(fi) shows the likelihood probability that pixel i belongs to foreground or background. The
smoothness term
∑
i,j∈N Vi,j(fi, fj) penalties the neighbouring pixels when their labels are dif-
ferent. λ is a weighting term used to balance the two energy terms. If λ is too small, an
oversegmentation of an image tends to occur; if λ is too large, an undersegmentation typically
occurs. The selection strategy can be referred to [Peng and Veksler, 2008].
The smoothness term is defined as:
Vi,j(fi, fj) = exp(−(xi − xj)
2
2σ2
) · ( 1‖i− j‖) (2.12)
Here ‖i − j‖ denotes the distance between two pixels, σ is the standard deviation of the
intensities and xi, xj are the intensity of pixels i, j. For the data term Di, an a-priori probability
definition is used to compute the weight of the t-links between all the pixels and both terminals
as follows:
Di(fi) = − lnPr(xi|fi) (2.13)
The weight Pr(xi|fi) represents the likelihood of foreground and background at pixel i. The
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value is closed to zero when the label of the pixel belongs to the foreground or the background;
otherwise, the value is increasing when the probability of the label of the pixel belonged to the
background decreases.
A drawback of the GC is that the found optimal solution is only satisfied with a binary prob-
lem (foreground/background problem). Boykov et al. [Boykov et al., 2001b] proposed approx-
imation algorithms (α-expansion and α-β swap) for the multiple label energy minimisation
problem (local minimisation).
The main idea of the α-expansion algorithm is to segment all α and non-α pixels with GC and
the algorithm will change the value of α at each iteration. The algorithm will iterate through
each possible label for α until it converges. At each iteration, the α region Pα can only expand.
This changes somehow the way of setting the graph weights. Also when two neighbouring nodes
do not currently have the same label, an intermediate node is inserted and links are weighted
so that they are relative to the distance to the α label.
The α-expansion algorithm can only be used when the smoothness term is metric. The descrip-
tion of metric is that the amount of constrains has been satisfied by the smoothness term. These
constrains include 1) V (α, β) = 0⇔ α = β or V (α, β) 6= 0⇔ α 6= β, 2) V (α, β) = V (β, α) ≥ 0
and 3) V (α, β) ≤ V (β, γ) + V (γ, β). The first two terms tell that an energy between two dif-
ferent labels α and β should be non-zero. If it is zero, that means the two labels are the same.
The last term defines the triangle rule. A shortcut is always cheaper or similar than taking the
whole path. If the smooth term only satisfies the first two terms, it is said a semi-metric term.
If the last term is also satisfied, it is said a metric term.
The smoothness term of the α-β swap algorithm is semi-metric. The main idea of the α-β swap
algorithm is to separate all α pixels from β pixels with GC and the algorithm changes the α-β
combinations at each iteration. The algorithm iterates through each possible combination until
it converges.
Another drawback of the GC is the memory usage [Lerme et al., 2010]. Larger neighbourhood
systems yield better image segmentations but at the expense of both increased running time
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and memory consumption [Lombaert et al., 2005]. To address this problem, some approaches
have been proposed to reduce the computational costs of the GC methods [Lombaert et al.,
2005, Li et al., 2004].
GC has risen to become an extremely popular algorithm for image segmentation [Sinop and
Grady, 2006]. For example, [Lin et al., 2005] proposed a method for integrating model-based
a priori information into the GC formulation. A 4D model prior of the LV is calculated from
an average of historically analysed cases. This is scaled and rotated to the given case and a
2D spatial prior is calculated for each image. The spatial prior is then combined with the pixel
intensity and the edge information in the GC optimisation.
[Funka-Lea et al., 2006] proposed a method to segment all the chambers of the heart together
as a single object, separated from the surrounding physiology in CT images. In addition, the
method efficiently segments the blood pools and muscle of the heart as a single 3D region.
[Lombaert and Cheriet, 2010] proposed a method for heart segmentation in 4D MRI data
sets. The method utilities a GC method for the segmentation of the heart by simultaneously
exploiting motion and region cues. A 4D graph is constructed to find a moving object with a
uniform intensity from a static background.
[Lang et al., 2011] presented three real-time registration approaches for model-enhanced guid-
ance, exploring different regions of the heart and both surface-based and intensity-based regis-
tration. The surface-based registrations employ a GC for surface extraction, while the image-
based registration relies on intelligent image subsampling to reduce computational requirements.
[Dikici and Orderud, 2010] proposed a hybrid edge detection approach using GC and step
criterion (STEP) edge detectors and its integration into a Kalman-filter [Orderud and Rabben,
2008] based LV tracking framework. The hybrid edge detection approach is the weighted
combination of these techniques and is determined by the size of the tracked endocardial mesh.
[Chen et al., 2012] proposed a method to evaluate the potential of low-dose cardiac CT for the
measurement of myocardial whole heart extracellular volume (ECV) fraction. ECV is altered
under conditions of increased myocardial fibrosis. The method consists of three steps: Firstly,
32 Chapter 2. Review of Image Segmentation Algorithms
myocardium and blood pool on post-contrast image are segmented by a shape-constrained GC
method; Secondly, the symmetric demons deformable registration method is applied to register
pre-contrast to post-contrast images to establish the correspondences between the voxels from
pre-contrast to post-contrast images; Finally, the whole heart ECV value was computed.
Applications of GC in different areas (stereo, image restoration, texture synthesis and image
segmentation) can be found in [Camilus and Govindan, 2012].
2.4 High-Level Image Segmentation Methods
The low-level segmentation algorithms presented so far are mainly intensity driven. This makes
the segmentation flexible, but can also result in unrealistic segmentations due to noise, artifacts
and low-contrast boundaries presented in the image. High-level segmentation algorithms avoid
these problems by incorporating additional a-priori information, e.g. about the shape and
appearance of the object of interest.
2.4.1 Deformable models
Deformable models are physically motivated, model-based techniques for delineating region
boundaries. These boundaries can be described by closed parametric curves or surfaces that
deform under the influence of internal and external forces. To delineate an object boundary
in an image, a closed curve or surface must first be placed towards the desired boundary and
is then allowed to undergo an iterative relaxation process. Internal forces are computed across
the curve or surface to keep it smooth throughout the deformation process. External forces
are usually derived from the image to drive the curve or surface toward the desired feature of
interest, e.g. edges or corners.
There are two types of deformable models: parametric deformable models [Kass et al., 1987,
Cohen et al., 1992, Xu and Prince, 1998] and geometric deformable models [Malladi et al.,
1995, Osher and Sethian, 1988]. Parametric deformable models [Kass et al., 1987, Cohen et al.,
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1992] represent curves and surfaces explicitly in their parametric forms. This representation
allows direct interaction with the model and can lead to a compact representation for fast real-
time implementation. Adaptation of the model topology, however, such as splitting or merging
parts during the deformation, can be difficult using parametric models. Geometric deformable
models [Malladi et al., 1995, Osher and Sethian, 1988] based on the level-set method can handle
topological changes using only geometric measures. Their parameterisations are computed only
after completed deformation, thereby enabling the topology to change dynamically. Despite
this fundamental difference, the underlying principles of both methods are very similar.
An extension of the parametric deformable models is the incorporation of additional prior
knowledge into the models (active shape models (ASM) [Cootes et al., 1995]). Use of prior
knowledge in a deformable model can lead to more robust and accurate results when a structure
has similar shape across a large number of subjects. Incorporation of prior knowledge requires a
training step to accumulate information on the variability of the object shape being delineated.
More details about the use of deformable models used in medical imaging can be found
in [Hegadi et al., 2010]. In the following, we review an active contours approach that is a
type of parametric deformable model in more detail since it has been widely used to segment
lumen border in IVUS and IVOCT image sequences [Katouzian et al., 2012].
Active Contours
The basic premise of the energy minimising formulation of deformable contours is to find a
parameterised curve that minimises the weighted sum of some internal energy and external
energy. The internal energy specifies the tension or the smoothness of the contour. The external
energy is defined over the image domain and typically possesses local minima at intensity edges
in the image occurring at object boundaries. Minimising the total energy yields internal forces
and external forces. Internal forces hold the curve together (elasticity forces) and keep it from
bending too much (bending forces). External forces attract the curve toward the desired object
boundaries. To find the object boundary, parametric curves are initialised within the image
domain, and are forced to move toward the energy minima under the influence of both these
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forces.
An active contour is a parametric contour embedded in the image plane (x, y) = <2. The
contour v(s) is represented as v(s) = (x(s), y(s)) where x and y are the coordinates of the point
s on the curve and s ∈ [0, 1] is the parametric domain. The shape of the contour subject is
dictated by a minimised energy function of the contour:
E(v) = Eint(v) + Eext(v) (2.14)
Here the Eint(v) is the internal deformation energy:
Eint(v) =
∫ 1
0
α(s)|∂v
∂x
|2 + β(s)|∂
2v
∂x2
|2ds (2.15)
Here | ∂v
∂x
| and | ∂2v
∂x2
| represent the first and second derivatives of the curve. Eint(v) characterises
the deformation of a flexible contour. Two physical parameter functions dictate the simulated
physical characteristics of the contour: α(s) controls the tension of the contour while β(s)
controls its rigidity. The values of the non-negative functions α(s) and β(s) determine the
extent to which the snake can stretch or bend at any point s on the curve.
The external energy Eext(v) couples a snake to the image:
Eext(v) =
∫ 1
0
Eext(v(s))ds (2.16)
Eext(v) is typically a combination of energy functions: ωlineEline and ωedgeEedge. Eline means
the intensity of the image. Eedge attracts the curve to edges or areas with large image gradients.
The weight ωline attracts the contour to dark lines or light lines depending on the sign of the
weight. ωedge is the weight which adjusts the attraction to edges.
A snake that minimises E must satisfy Euler-Lagrange equation:
αv′′(s)− βv′′′′(s)− OEext = 0 (2.17)
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This can be viewed as a force balance equation:
Fint + F
1
ext = 0 (2.18)
Here Fint = αx
′′(s)−βx′′′′(s) and F 1ext = −∇Eext. The internal force Fint discourages stretching
and bending while the external force F 1ext pulls the snake toward the desired image features.
To find a solution/minimisation of Eq. (2.17), the snake treats the curve v as function of time
t as well as s (i.e., v(s, t)) and Eq. (2.17) has become as following:
v(s, t) = αv′′(s)− βv′′′′(s)− OEext (2.19)
When the snake has converged to a minimum, its derivative to time will be zero, and so the
equation above is satisfied. This can be viewed as a gradient-descent minimisation [Kass et al.,
1987]. When the boundary conditions of Eq. (2.19) are given by two separate end points of the
curve, the shape of the curve is a straight line. Otherwise, the snake shrinks to a point when
the boundary conditions are given by a closed curve [Toennies, 2012].
Since the curve v(s) can be defined as a finite number of locations 0 ≤ s1 < s2 < ... < sn < 1,
an iterative scheme for the optimisation of the active contour model can be developed. If a node
position v(s) vary with time, the location at time t is v(s, t) with v(s, t) = (x(s, t), y(s, t)). The
active contour stops moving if a local minimum of the energy function has been found (x(s, t+
1) − x(s, t) = 0 and y(s, t + 1) − y(s, t) = 0). Thus, the current point v(s, t + 1) on the curve
can be estimated from the previous point v(s, t) using gradient-descent minimisation:
v(s, t+ 1) = v(s, t)− γOE(v(s, t)) (2.20)
Here, γ controls the size of step at each iteration. OE(v(s, t)) is the gradient of the energy
function of the point s at time t. It can be denoted as:
OE(v(s, t)) = {OE(v(x1, y1, t)), ...,OE(v(xn, yn, t))} (2.21)
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A drawback of the active contour is that the energy function has many local minima. It is not
guaranteed that the iterative procedure fits the active contour to the desired object boundary.
Hence, most active contour methods require the user to place the model contour sufficiently
close to the object to be segmented.
Applications of snakes to segment lumen border in IVUS and IVOCT datasets can be found in
section 3.1.2 and section 3.2.2.
2.5 Atlas-based Segmentation
In general, an atlas incorporates the locations, shapes of anatomical structures and the spatial
relationships between the structures. An atlas can, for example, be generated by manually
segmenting a selected image (single atlas). It can also be obtained by integrating information
from multiple segmented images, for example from different atlases. Given an atlas, an im-
age can be segmented by mapping its coordinate space to that of the atlas in an anatomically
meaningful way, a process commonly referred to as registration. Labeling an image by mapping
it to an atlas is consequently known as atlas-based segmentation, or registration-based segmen-
tation. The idea is that, given an accurate coordinate mapping (registration) from the image
to the atlas, the label for each image voxel can be determined by looking up the structure at
the corresponding location in the atlas under that mapping. Obviously, computing the image
registration between the image and atlas is the critical step in any such method.
Atlas-based segmentation strategy includes four different types: segmentation with one single
atlas, segmentation with the most similar atlas, segmentation with an average shape atlas and
simultaneous segmentation with multiple atlases. A schematic graphical comparison of the four
types is shown as Figure 2.1.
A straightforward strategy is to use one individual atlas. The atlas selected in this strategy can
be random or based on image quality, lack of artifacts or normality of the imaged subject (Fig-
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Figure 2.1: Atlas-based segmentation with (a) a single atlas, (b) the most similar atlas from
atlases, (c) an average shape atlas obtained from shape averaging of atlases and (d) multiple
atlases. From [Rohlfing et al., 2005].
ure 2.1(a)). If the atlas is derived from an individual subject, segmenting other subjects using
this atlas becomes a problem since this atlas may be totally different from the other subjects.
A better strategy is to use an atlas that is as similar to as many atlas as possible. Such atlas
can be generated by creating an average over many atlases (Figure 2.1(c)).
Instead of using just one random single atlas, one similar atlas can be chosen to provide more
reliable segmentations. For each image that we are segmenting, there is one atlas that will
produce the best segmentation accuracy among all available atlases (Figure 2.1(b)). To select
the most similar atlas, image similarity can be expressed using a variety of metrics including sum
of square differences (SSD), cross-correlation (CC), mutual information (MI) and normalized
mutual information (NMI) [Hajnal et al., 2001]. We briefly describe these measures in the next
few paragraphs.
Given two images, a reference IR and a source IS, and a transformation T, the similarity of
two images can be measured by the sum of the intensity differences at each corresponding voxel
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location x over the image domain Ω. Assuming IR(x) denotes the image intensity of the voxel
x in the reference image, IS(T(x)) is the intensity of the transformed voxel position T(x) in
the source image, the SSD of two images is defined as:
SSSD =
∑
x∈Ω
(IR(x)− IS(T(x)))2 (2.22)
If the two images are exactly the same, this metric will have the minimum value of zero.
CC assumes that a linear relationship exists between the intensity values of corresponding
voxels in the two images. It is defined as:
SCC =
∑
x∈Ω(IR(x)− IR) · (IS(T(x))− IS(T))√∑
x∈Ω(IR(x)− IR)2 ·
√∑
x∈Ω(IS(T(x))− IS(T))2
(2.23)
where IR and IS(T)) represent the mean intensities of the two images. If the two images are
more similar, the value of CC increases. However, this metric is sensitive to local differences of
the brightness and the contrast in the two images.
Instead of comparing voxel intensities directly, mutual information [Viola and Wells, 1995,
Collignon et al., 1995] (MI) measures how much information one image contains about the
other instead of comparing voxel intensities directly. It is based on marginal entropy of each
image and the joint entropy of the image pair. The marginal entropy of an image I is defined
as:
H(I) = −
∑
i∈I
p(i) log p(i) (2.24)
Here p(i) is the probability of voxels with intensity i appearing in image I. The joint entropy
of two images IS and IR is given by
H(I) = −
∑
iR∈IR
∑
iS∈IS
p(iR, iS) log p(iR, iS) (2.25)
Here p(iR, iS) is the joint probability density function of images IR and IS and iR, iS represent
intensity respectively. When the anatomical structures in two images are similar, the joint
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entropy decreases. Thus, the mutual information of two images is denoted as:
SMI = H(IR) +H(IS)−H(IR, IS) =
∑
iR∈IR
∑
iS∈IS
p(iR, iS) log
p(iR, iS)
p(iR) · p(iS) (2.26)
If the information that one image contains about the other one increases, the mutual information
also increases. To normalise the probability in [0, 1], NMI [Studholme et al., 1999, Pluim et al.,
2003] has been proposed:
SNMI =
H(IR) +H(IS)
H(IR, IS)
(2.27)
When the normalised mutual information increases, one image contains lots of information
about the other one.
The last group of atlas-based segmentation is multi-atlas based segmentation (Figure 2.1(d)).
We can look at an atlas combined with a coordinate mapping from an unseen image as the
output of a classifier. The input of the classifier is a coordinate within the domain of the unseen
image. The classifier output, determined internally by transforming that coordinate and looking
up the label in the atlas at the transformed location, is the label that the classifier assigns to
the given unseen image coordinate. We will discuss this multi-atlas based segmentation in the
next section in more detail.
Atlas-based segmentation method has been successfully applied in cardiac imaging [Lorenzo-
Valdes et al., 2004, Zhuang et al., 2010]. The construction of an atlas of the heart can be
based either on the segmentation of a single individual [Lorenzo-Valdes et al., 2002, Zhuang
et al., 2010] or on a probabilistic model, usually representing the average segmentation obtained
in a population of subjects [Lorenzo-Valdes et al., 2003, Lorenzo-Valdes et al., 2004]. For
example, [Lorenzo-Valdes et al., 2002] proposed to construct a subject-specific atlas for each
subject from the end diastolic phase and propagate this atlas to all other cardiac phases of
the same subject. A non-rigid registration [Rueckert et al., 1999] was used to accomplish this
purpose. The process is illustrated in Figure 2.2. The limitation of this work is that the subject-
specific atlas can only be applied to images from the same subject. Hence, this approach is not
fully automated.
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Figure 2.2: Atlas based segmentation by calculating the transformation T between the atlas
and an image and then apply T to deform the atlas. From [Lorenzo-Valdes et al., 2002].
[Lorenzo-Valdes et al., 2003, Lorenzo-Valdes et al., 2004] proposed an approach that used a
probabilistic atlas to initialise as tissue classification based on the EM algorithm. It is notable
that the probabilistic atlas used is a 4D spatio-temporal atlas. The purpose of using the
probabilistic atlases is to automatically estimate the initial parameters (mean and variance)
for each class (structure) and to provide spatially and temporally varying a-priori information
about the likelihood of different anatomical structures. This spatial alignment corrects for
differences due to position, size and orientation of the anatomy. The probabilistic atlases have
been constructed by blurring the segmented image corresponding to each structure with a
Gaussian kernel and subsequent averaging. The segmentation obtained after convergence of
the EM algorithm is refined to integrate spatial information through a MRF.
The atlas-based segmentation approaches presented above are more flexible compared to de-
formable models. A single registration from the atlas to an unseen image is required to obtain
segmentation. However, the registration may fail if the anatomy in the unseen image is too
different from the anatomy in the atlas in terms of morphology. In some cases, the registration
may also fail if the anatomy in the unseen image contains some pathological changes that lead to
locally varying image contrast. For example, the intensities in the myocardium can change due
to infarction. Both of these difficulties may cause errors in the resulting registration between
the atlas and the unseen image.
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2.6 Multi-atlas and Patch-based Segmentation
To overcome the problems of the atlas-based segmentation discussed above and to make the
segmentation more robust, [Rohlfing et al., 2004, Heckemann et al., 2006, Aljabar et al., 2009]
proposed segmentation methods by using different atlases. Each atlas is registered to the
unseen image and the resulting segmentations are then fused into a consensus segmentation.
It has been recently shown that using multiple atlases can yield more accurate results for the
segmentation of brain MRI [Artaechevarria et al., 2009], neck images [Han et al., 2008] and
aortic images [Isgum et al., 2009].
Figure 2.3 represents a multi-atlas based segmentation framework that includes three steps:
Firstly, the atlas selection step will select a subset of atlases that are most similar to the subject
in order to reduce complexity and increase robustness. Secondly, the atlas propagation step will
propagate the selected atlases to the unseen image using affine and/or non-rigid registration.
Finally, the decision fusion step is used to combine the segmentations from multiple atlases
into a final segmentation of the unseen image. If the number of atlases equals to one or the
atlases are fused into an average image, the framework can be reduced to the single atlas-based
segmentation method.
In the selection step, [Aljabar et al., 2009] proposed to use a subset of the most similar atlases
during the atlas selection step. The authors showed that selecting the most similar subset of
atlases for each unseen subject provides more accurate subcortical segmentations than those
using a non-selective combination of random atlas subsets or all atlases. In their work, the
selection is based on an image similarity measure between the atlas and the unseen image.
The results suggest that the multi-atlas segmentation performs better than single atlas-based
segmentation.
In the fusion step, fusion strategies such as global weighted voting (majority voting and weighted
voting) or locally weighted voting can be used. The majority voting method [Kittler et al., 1998]
counts the votes for each label from each warped atlas and chooses the label receiving the most
42 Chapter 2. Review of Image Segmentation Algorithms
Figure 2.3: The framework of the multi-atlas segmentation. From [Shi, 2012]. It includes atlas
selection, non-linear propagation and decision fusion.
votes to produce the final segmentation SˆT :
SˆT (x) = arg max
l∈1...L
n∑
i=1
Sli(x) (2.28)
Here l indexes through labels and L is the number of all possible labels; x indexes through
image pixels. Sli(x) is the vote for label l produced by the i-th atlas, defined by:
Sli(x) =
 1, if Si(x) = l0, otherwise (2.29)
The majority voting is the most frequently used approach in papers including [Rohlfing et al.,
2004, Heckemann et al., 2006, Aljabar et al., 2009]. [Rohlfing et al., 2004] proposed to use
registration to unseen images from a database of individual atlas images with subsequent multi-
classifier decision fusion. The multi-classifier decision fusion strategy used in the paper is a
majority voting with a partial volume interpolation. [Heckemann et al., 2006] showed that
multi-atlas segmentation performs at levels of accuracy approaching those of expert human
raters in terms of the Dice overlap [Dice, 1945] values obtained. The Dice overlap (Eq. (2.30))
is a measure computed by using different areas that include automatically segmented (Aa),
2.6. Multi-atlas and Patch-based Segmentation 43
manually segmented (Am), and their intersection (Aam). The value of Dice is between 0 and 1.
The higher Dice value indicates a better match between automatic and manual segmentations.
Aam =
2‖Aa ∩ Am‖
‖Aa‖+ ‖Am‖ (2.30)
Global weighted voting means that the weighting is generated by the similarity between the
transformed atlas and the unseen image. Although image similarity does not necessarily corre-
late with registration accuracy, compared to majority voting, higher accuracy of global weighted
voting is achieved [Artaechevarria et al., 2008]. In addition, in global fusion strategies, the
weights for the different atlases are fixed for the whole image. This means that using global
weighting is difficult to accommodate partly successful registrations [Artaechevarria et al.,
2008].
[Artaechevarria et al., 2009, Commowick et al., 2009, Sabuncu et al., 2010] proposed to use
a local weighted voting strategy instead of the global weighted voting. Instead of assigning
a single weight to all voxels in the atlas, each voxel can have a different weight. Each voxel
between the atlas and the unseen image is weighted by measuring the similarity between the
local patches. [Lotjonen et al., 2010] proposed to construct the final segmentation using an
EM or GC based optimisation after local weighted voting. The weight is used as a-priori
probability for a subsequent EM-based image segmentation. In addition, they proposed to use
the intensity differences after intensity normalisation to speed up the registration process which
is one of the most time consuming aspects of multi-atlas propagation. The results showed a
three-fold improvement in terms of computational speed as well as improved accuracy.
In the atlas propagation step, the registration is usually constrained to ensure one-to-one cor-
respondences between the unseen image and the atlas. This restriction ensures a realistic
deformation and preserves the topology of the anatomical structures in the unseen image.
However, this also restricts the ability of the registration to capture large, local variations in
terms of shape. When the registration fails for small structures, it is likely that the correct
correspondence can be found within the local neighbourhood. Unfortunately, most decision
fusion strategies mentioned above cannot deal with these residual mis-registrations between
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the images and the atlas.
To address this short-coming, [Coupe et al., 2011] proposed a non-local patch-based approach
during the decision fusion step. Here, ”non-local” denotes that the weight of a patch is only
dependent on the intensity similarity and it is regardless of its distance to a voxel of interest.
The proposed patch-based method achieves the labeling of each voxel individually by compar-
ing the patch surrounding at this voxel with other patches in atlases within a certain spatial
neighbourhood. Using this method, several patches from each atlas can be used during the
decision fusion. This enables a large increase in the number of sample patches and reduces
the influence of registration errors. The authors used the local weighted fusion with intensity
similarity after intensity normalisation. The proposed patch-based approach outperforms the
above multi-atlas based methods for the segmentation of small structures like the hippocampus
in terms of segmentation accuracy. More recently, [Bai et al., 2012] proposed a method using
the idea of patch-based segmentation [Coupe et al., 2011] to reduce the registration errors in
the multi-atlas based RV segmentation.
2.7 Summary
This chapter has presented a review of segmentation techniques that are relevant to this thesis.
We reviewed the Hessian-based filter, the EM algorithm and the GC approach in the sections of
intensity enhancement methods and intensity-based segmentation methods, respectively. De-
formable model based segmentation methods, atlas-based segmentation and multi-atlas based
segmentation are presented as well. The works reviewed in this chapter form the basis of our
work developed in the following chapters.
The next chapter specifically reviews some segmentation approaches used in IVUS, OCT and
IVOCT modalities. We utilise these approaches to build our proposed frameworks for lumen
border segmentation, stent struts detection and neointima segmentation in chapter 4- 6.
Chapter 3
Image Segmentation in Intravascular
Ultrasound and Optical Coherence
Tomography
Narrowing of coronary arteries (atherosclerosis) may reoccur after balloon angioplasty, atherec-
tomy or bypass surgery and the accurate diagnosis of vulnerable plaques and their thickness are
critical. A reason that makes atherosclerosis one of the deadliest disease is not the stenosis alone
but the failure of the detection and proper treatment of the vulnerable plaques that will lead to
AMI [Katouzian et al., 2012]. Therefore, imaging modalities such as IVUS, IVOCT and NIR
signals [Binder, 2002] have been developed to characterise atherosclerotic plaque components,
distinguish the thickness of plaques and identify vulnerable ones.
In this chapter, we review state-of-the-art segmentation algorithms that detect either both the
vessel wall (media adventitia (MA)) and the lumen borders simultaneously or one of them.
Automatic detection of the vessel wall and the lumen borders is required to quantify the degree
of stenosis and measure the lumen area in which blood flows in IVUS and IVOCT. Generally,
IVUS and IVOCT catheters are advanced into the left or right coronary artery and possibly in
some side-branches using a guide-wire coming out of a guiding catheter inserted in the femoral
artery. Acquisition of cross-sectional ultrasound/optical images of the RCA, LCA, and LCX
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Figure 3.1: Schematic illustration of advanced catheter (red) into (a) LCA (b) LCX and (c)
RCA. From [Katouzian et al., 2009].
coronary arteries (Figure 3.1) can be performed with a rotating single-element transducer or a
phased array transducer. In addition, we review some segmentation approaches that are used
in Ophthalmology to characterise clinically important features such as damage to the fovea and
optic nerve. These methods can be categorised based on their clinical application, the domain
of analysis, the transducer center frequency, dimensionality and underlying image processing
framework.
3.1 Review of Lumen Border Segmentation in Intravas-
cular Ultrasound
The invention and proliferation of IVUS imaging has been introduced for in-vivo assessment of
coronary atherosclerosis [Katouzian et al., 2012]. The lumen border is at the innermost surface
of atherosclerotic plaques. The illustration of structures such as blood, tissues and plaques in
the artery reflect sound waves differently because of differences in density (Figure 3.2) [Kimura
et al., 1995].
To detect the lumen border, researchers have developed several algorithms which will be dis-
cussed in the next few subsections.
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Figure 3.2: (a) Schematic of an artery, catheter, atherosclerotic plaque, and a cross-sectional
IVUS image. The yellow spiral dashed line depicts the trajectory of transducer scan lines.
(b) Cross-sectional diagram of the anatomy of the arterial wall. Four distinct IVUS frames
acquired with (c) 20-MHz, (d) 30-MHz, (e) 40-MHz, and (f) 45-MHz transducers. Green and
red borders represent the vessel wall and lumen borders, respectively. From [Katouzian et al.,
2012].
3.1.1 Edge-Tracking and Gradient-Based Techniques
The first category of the segmentation approaches is edge-tracking and gradient-based tech-
niques. Edges of the vessel wall and lumen borders in IVUS rarely represent clean borders due
to scattering effects within the lumen, discontinuities in intensities and image noise. Hence, fur-
ther refinement (e.g., smoothing for noise reduction) and hybrid algorithms have been designed
to assemble edge features into desirable target boundaries (boundary enhancement).
The IVUS segmentation techniques usually require precise initialisation and rely on an en-
ergy minimisation framework. Herrington et al. [Herrington et al., 1992] developed the first
semi-automatic algorithm based on such a principle. Later, Sonka et al. [Sonka et al., 1995]
introduced one of the earliest comprehensive approaches for the detection of the internal and
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Figure 3.3: IVUS images with a 30 MHz, 1.17mm diameter intracoronary IVUS catheter depict
the stages of segmentation process in [Meier et al., 1997]. (a) the original image, (b) polar
transform, (c) the gradient image of polar transform with segmented but unfiltered luminal
outline and (d) the resulting luminal and medial-adventitial outlines in Cartesian coordinates
after post-processing. From [Meier et al., 1997].
external elastic laminae borders as well as lumen borders. The cost functions for each border
were minimised by using a graph-search technique [Sonka et al., 2007] and incorporated a-priori
knowledge such as shape models and edge patterns. [Li et al., 1994, von Birgelen et al., 1996]
presented a similar semi-automatic methodology using dynamic programming to find the opti-
mal path within the vessel and detect both MA and lumen borders in polar coordinates from
delineated contours. The minimum cost path search was performed between end points inter-
actively selected in reconstructed longitudinal images at the intersection of two perpendicular
cut planes.
Meier et al. [Meier et al., 1997] proposed a fully automatic segmentation method for the detec-
tion of both MA and lumen borders along the circumferential direction in polar coordinates.
Speckle noise reduction by applying iterative nonlinear spatial median filters was also presented
in their work. Three different segmentation techniques were applied to detect the lumen bor-
ders: 1) thresholding of gradient maps obtained by convolving the polar image with gradient
kernels in the radial direction; 2) adaptive region growing from a seed point (after the detection
of the catheter); and 3) the deformation of a gradient-based parametric deformable model to
search for connected outline points and detect the MA borders. Post-processing was required
to remove the remaining outliers and refine the final segmentation (Figure 3.3).
The main limitation of the above mentioned methods is the difficulty of processing curved
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vessels or a vessel that does not appear as horizontal in an image.
3.1.2 Active Contour-Based Techniques
Katouzian et al. [Katouzian et al., 2012] reported that active contours have been widely used
in many medical image segmentation applications and most of the IVUS studies adopted the
traditional formulation of a parametric snake [Kass et al., 1987, Williams and Shah, 1997].
The parametric model formulation is more intuitive and better suited for IVUS border detec-
tion applications since the topology of the boundaries is simple and therefore the underlying
parametrisation remains simple and computationally efficient.
Due to the intrinsic non-vessel image features (the presence of guide-wires, calcified plaques,
side branches and motion artifacts from the catheter and the heart), the vessel borders are
not well distinguished in IVUS image, since the features obstructs the direct application of
the classical deformable model. A fine-tuning of parameters and an accurate initialisation are
required when ordinary features such as image gradients and intensities, which are sensitive to
noise, are employed.
Several approaches have been proposed to overcome these drawbacks by modifying the energy
terms or incorporating pre-processing techniques prior to the use of a deformable model. For
example, Kovalski et al. [Kovalski et al., 2000] removed the elasticity term from the internal
energy. To control the smoothness of the contour, they introduced a-priori information on the
final desired shape via regularisation along the longitudinal direction, and a balloon force to
control the motion only along the radial direction. The contours evolved towards the features
of interest driven by intensity-based external forces. Finally, they extended the algorithm to
3D for the automatic detection of MA and lumen borders.
The authors in [Shekhar et al., 1999] developed a semi-automatic 3D segmentation framework,
an active surface model (an extension of a 2D digital dynamic model technique [Lobregt and
Viergever, 1995]), for the detection of both borders. The internal force consisted of distinct
tangential and radial components derived from the corresponding transverse and longitudinal
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Figure 3.4: Segmentation examples from [Shekhar et al., 1999] showing (a) the luminal border
and (b) the adventitial border in two different datasets with 30 MHz transducers.
curvature vectors. The external force was based on the gradient of a 3D potential field defined by
convolving the image volume with a 3D Sobel-like kernel. A damping force was used to control
the convergence of the model to its final shape. The algorithm required user intervention to
initialise the template every other frame. The results demonstrated robust segmentation with
negligible variability (Figure 3.4).
3.1.3 Statistical- and Probabilistic-Based Techniques
Statistically driven approaches are generally based on the assumption that intensities corre-
sponding to lumen and plaque (intima) regions are generated from two different distributions
of reflectors. These approaches can be modeled parametrically (e.g. using Rayleigh or mixture
of Gaussians probability density functions (PDFs)) [Haas et al., 2000, Zhu et al., 2002, Brusseau
et al., 2004, Cardinal et al., 2005, Pujol and Radeva, 2002] or non-parametrically [Unal et al.,
2008].
In many cases, this is a valid assumption to differentiate blood (speckles) from tissue and to
detect the lumen borders. The authors in [Gil et al., 2000b, Gil et al., 2000a] took advantage
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of this property and developed the very first region-based technique for detection of the lumen
borders by thresholding in polar coordinates. They incorporated the probabilities of intensities
that correspond to lumen and non-lumen areas into a deformable model framework, generated
corresponding edge images, and delineated borders automatically in Cartesian coordinates with
elliptical shape constraints.
Haas et al. [Haas et al., 2000] modeled the expected contour in 3D with a-priori knowledge
using Markov processes [Besag, 1974]. The final contour and parameters associated with the
Rayleigh distribution were found in an iterative fashion employing a maximum a posteriori
(MAP) estimator. A Rayleigh distribution can model the gray level distribution of the ultra-
sonic speckle pattern in a uniform scattering tissue in B-mode imaging where B-mode imaging
represents a cross-sectional image [Wagner et al., 1983]. Similarly, Brusseau et al. [Brusseau
et al., 2004] used a Rayleigh model for the image intensity appearance and estimated the final
contour position with a MAP estimator and a constraint on the first zero crossing of image
derivatives. The presented technique was fully automatic for 2D images. The possibility of ex-
tension of the algorithm to 3D was also studied by propagating 2D contours between adjacent
frames.
Cardinal et al. [Cardinal et al., 2006] modeled the intensities in IVUS pullback images as a mix-
tures of Rayleigh PDFs corresponding to the lumen, the intima, the media and the adventitia.
They incorporated this mixture model into an extension of the fast-marching framework [Sifakis
et al., 2002] for multiple-front propagation. They initialised the regions from manually traced
lumen and media borders in several frames on longitudinal image planes. Then, the initialised
fronts propagated with different speeds proportional to each PDFs. The unknown PDFs param-
eters were estimated via the EM algorithm. The authors evaluated the algorithm performance
with different initialisations and in comparison with a 3D gradient-based fast-marching tech-
nique. Statistical analysis was then performed by comparing automatic lumen and MA borders
with corresponding manual ones for every other frame. The analysis demonstrated the ro-
bustness of the proposed methodology and obtained small Hausdorff distances with different
initialisations.
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The authors in [Mendizabal-Ruiz et al., 2008] also presented a 2D semi-automatic approach
using a parametrisation of the lumen region with a mixture of Gaussian PDFs to smooth the
lumen contour. The curve was then deformed through the optimisation of a Bayesian cost
function, comprising likelihoods of intensities corresponding to blood and non-blood regions.
A-priori information corresponding to blood and non-blood areas, in form of normalised his-
tograms computed from manually selected regions, was employed to estimate the likelihood
function.
Unal et al. [Unal et al., 2008] presented an automatic 2D algorithm, implemented in a polar
coordinate system, which built a statistical shape space through principal component analysis
(PCA). Once the shape space was built, an initial contour was obtained by a region-based non-
parametric probabilistic energy function described in [Paragios and Deriche, 2002]. The authors
also estimated the probability distribution inside and outside the lumen using intensity profiles
from a training dataset and delineated the lumen borders automatically (see Figure 3.5). For
MA border detection, edge information was used to evolve the curve.
3.1.4 Summary
The techniques that were described in this section allow the measurements of lumen and plaque
areas, which are required prior to tissue characterisation or balloon angioplasty and stent im-
plantation. The intensity distributions corresponding to blood and non-blood regions in images
acquired with low-frequency transducers (20-30 MHz) are assumed to be separable. In such a
situation, a thresholding-based technique with empirically tuned values [Taki et al., 2008] out-
performs more sophisticated algorithms (such as methods in [Unal et al., 2008, Katouzian et al.,
2010]). However, this assumption is no longer valid for images acquired with high-frequency
transducers (40 MHz and above) because the separation between blood and non-blood intensi-
ties vanishes when the transducer centre frequency increases [Katouzian, 2011]. Among these
methods, parametric active contours have also been used in IVOCT lumen border segmentation.
The discussion is presented in section 3.2.2.
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Figure 3.5: Six examples (using a 20 MHz transducer) of automatically computed lumen and
media/adventitia contours, including the cases of (a) healthy artery without plaque (b) catheter
(c) small lumen with spurious noise between lumen and media/adventitia and (d)-(f) calcifica-
tion with shadows. From [Unal et al., 2008].
3.2 Review of Image Segmentation in Optical Coherence
Tomography
OCT is a non-invasive and non-contact imaging technique. It is used in many different biomedi-
cal applications, with retinal imaging being the most successful application for which numerous
commercial instruments are on the market. It can be used to obtain detailed images from
within the retina [Fercher et al., 2003] and characterise clinically important features (e.g. dam-
ages to the fovea and optic nerves) in Ophthalmology [DeBuc, 2011]. For instance, glaucoma is
characterised by the progressive loss of ganglion cells and axons in the retinal nerve fiber layer
(RNFL). Thus, the thickness of the RNFL reduces and leads to peripheral and subsequently
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central vision loss [Cabrera-Fernandez et al., 2005].
IVOCT is a catheter-based, invasive and OCT imaging technique that has been used in inter-
ventional cardiology to help diagnose certain types of CHD [Bezerra et al., 2009]. Segmentation
approaches for IVOCT images are normally used to segment the lumen border and to detect
stent struts. Therefore, in this section, we review segmentation approaches that are used in
IVOCT and applications of OCT in Ophthalmology.
3.2.1 OCT Segmentation in Ophthalmology
Intensity-Based Methods
Lee et al. [Lee et al., 1995] proposed the first segmentation method based on intensity difference
to measure retina and RNFL thickness. They used a 1D edge detection [Marr and Hildreth,
1980] method to compute the derivative of the reflectivity versus axial distance for each A-
scan in an OCT image. In [Koozekanani et al., 2001], the authors introduced a MRF model for
extracting the inner and outer retinal boundaries from radial scans of the macula. The problem
of this model is that it simply relies on connecting 1D points, which makes it sensitive to noise.
Herzog et al. [Herzog et al., 2004] proposed a method to automatically extract the optic nerves
and retinal boundaries from axial OCT scans through the optic nerve head (ONH). The bound-
aries are obtained by maximising the number of edges that lie on the boundary while minimising
the boundary’s average rate of change. In general, the algorithm identified the correct vitreal-
retinal boundary in the images except in regions where the OCT signal was severely attenuated
due to shadowing.
Shahidi et al. [Shahidi et al., 2005] segmented three retinal segments by using a simple search of
peaks corresponding to high- and low-intensity bands. A modified median filter and an adaptive
thresholding method based on the reflectivity histogram of each A-scan line to segment four
layer structures within the retina was used in [Ishikawa et al., 2005]. The authors in [Ishikawa
et al., 2005] mentioned that the thicknesses of the innermost layers in the macula had diagnostic
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Figure 3.6: (a) The automatic segmentation algorithm is able to extract the 7 cellular layers in
Glaucomatous case and (b) the algorithm is able to fairly extract the cellular layers in almost
the whole macula except in the region enclosing the cyst where the layer structure is totally
corrupted by the presence of abnormal fluid. From [Cabrera-Fernandez et al., 2005].
power comparable with that of RNFL in glaucoma studies. Using a 2D gradient approach in a
dynamic programming framework confirmed that glaucoma primarily affected the thicknesses
of the inner retinal layers (RNFL, ganglion cell layer and inner plexiform layer) in the macula
was proposed in [Tan et al., 2008].
Cabrera-Fernandez et al. [Cabrera-Fernandez et al., 2005] used diffusion filtering [Gilboa et al.,
2004] to reduce speckle noise without blurring retinal structures. A peak finding algorithm
based on local coherence information of the retinal structure was used to determine seven
intraretinal layers in an automatic/semi-automatic framework (Figure 3.6).
A different approach based on active contour models has been used to quantify structural irreg-
ularities in OCT retinal images. Cabrera-Fernandez et al. [Cabrera-Fernandez, 2005] proposed
a method using a nonlinear anisotropic diffusion filter to remove strong speckle noise. A gra-
dient vector flow snake model was also employed to extract fluid-filled regions in the retinal
structure. Mujat et al. [Mujat et al., 2005] used deformable splines to assess the thickness of
the RNFL. Although all the model parameters were set based on a large number of OCT scans
in different retinal areas, a good contour initialisation was still the major problem because the
initialisation must be close to the true boundary location. Even though the sensitivity to ini-
tialisation was not reported in this study, the approach was highly vulnerable to the existence
of blood vessels and other morphological retinal features.
One advantage of this automatic snake methodology was that it was able to provide larger area
maps of the RNFL thickness facilitating the correct registration of region of interest with visual
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Figure 3.7: (a) Demonstration of the precise layer boundary optimisation step on an OCT
image. The dense trellis (red lines with green nodes) for a particular retinal layer is overlaid
on the OCT image. Cyan line shows that the approximate location of the retinal layer used as
an initial condition for the optimisation. Blue line shows that a possible solution for a retinal
layer. (b) The approximate locations of the retinal layers (cyan lines) overlaid on the OCT
image. From [Mishra et al., 2009].
field defects which could allow better longitudinal evaluation of RNFL thinning in glaucoma
studies. In later work, Mishra et al. [Mishra et al., 2009] also presented a modified active
contour algorithm based on a sparse dynamic programming method and a two-step kernel
based optimisation scheme. Although this effective algorithm achieved accurate intra-retinal
segmentation on rodent OCT images under low image contrast and in the presence of irregularly
shaped structural features, results on images including the foveal pit region were not given and
no quantitative evaluation using a large data set was provided (Figure 3.7).
In contrast to the edge detection approaches mentioned above, a multi-resolution hierarchical
support vector machine (SVM) was used in a semi-automatic approach to calculate the thickness
of the retina and the photoreceptor layer along with the volume of pockets of fluid in 3D
OCT data [Fuller et al., 2007]. In this approach, the SVM included scalar intensity, gradient,
spatial location and the mean of the neighbours as features. Although the SVM method
performed well on both healthy and diseased OCT data, a major drawback was that some
voxels were misclassified resulting in scattered noise in the thickness maps. In addition, this
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Figure 3.8: (a) An original image; (b) segmented borders; (c) manual segmented layers.
From [Garvin et al., 2008].
method required that the user paints the areas of interest in any slice of the volume. Thus, the
training data set grew through painting increasing the complexity of the SVM classifier, and
as a result more time was required to complete the segmentation task.
Graph-Search Based Methods
A more complex approach to OCT retinal layer segmentation using gradient and intensity
information in a 3D context was presented by Haecker et al. [Haeker et al., 2006]. The authors
generated a 3D image from radial lines and performed a 3D graph-search [Sonka et al., 2007].
The basic idea of this graph-based approach is to break a graph into paths or fragments,
which are utilised as filtering features in graph-search. This approach was further developed
into a multilayer segmentation (from 2 layers to multi-layers) [Garvin et al., 2008] showing
superior results for high quality OCT data. This graph-search approach potentially increased
the accuracy of the segmentation by using weights describing both edge and regional information
to segment the volume.
Even though this elegant method can guarantee to find the global minimum when compared
to deformable models, its computational complexity can increase the computation time if more
complex constraints are required to segment diseased retinal images showing common structural
irregularities and a less ideal foveal pit.
Lee et al. [Lee et al., 2010] presented an improved and fully automatic method based on a
similar methodology using graph-search combined with a k-nearest neighbour classifier. To
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Figure 3.9: (a) X-Z image of the original OCT volume. (b) Segmentation results of 3 retinal
surfaces. (c) 3D rendering of the segmented retinal surfaces. From [Lee et al., 2010].
segment the ONH cup and rim, contextual information combined with a convex hull-based
fitting procedure were employed. In general, the methodology shows good performance but
additional processing steps to compensate for the presence of vessels in and around the ONH
are required to both reduce misclassified A-scans on the vessels and increase the accuracy of
the ONH rim or cup contour segmentation (Figure 3.9).
In addition, Chiu et al. [Chiu et al., 2010] reported an interesting approach based on graph
theory and dynamic programming. The proposed method significantly reduced the processing
time required for image segmentation and feature extraction. It was able to address sources
of instability such as the merging of the layers at the fovea, uneven tissue reflectivity, vessel
hypo-reflectivity and the presence of pathology. Interestingly, the approach incorporated an
automatic initialisation that bypasses the need for manual endpoint selection.
In this subsection, we briefly introduced segmentation approaches used in Ophthalmology to
detect glaucoma. Approaches that are relative to the disease can be found in [DeBuc, 2011].
3.2.2 IVOCT Lumen Border Segmentation
IVOCT is one of the most frequently used medical imaging modality for CHD. It not only
characterises different atherosclerotic plaque components by their distinctive signal patterns
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Figure 3.10: (a) an example of a good automatic segmentation result, and a failed segmentation
example in (b). A fitting ellipse (dotted line in (b)) and a step for user correction (white line
in (b)) are used to segment the lumen border (black line in (b)). Images were acquired by M2
system. From [Dubuisson et al., 2009].
but also provides information of NIH after stent implantation. The fundamental step in plaque
and NIH detection is the lumen border segmentation. This subsection will describe some of the
recently proposed segmentation approaches for lumen border segmentation.
Dubuisson and Kauffmann [Dubuisson et al., 2009, Kauffmann et al., 2010] proposed that
the lumen border could be segmented by a combination of morphological and active contour
models. They firstly applied an Otsu filter [Otsu, 1979] to obtain a binary IVOCT set and this
binary set was used to find an approximation of the lumen border by morphological processes.
The lumen border was then used to initialise an active contour to obtain the final shape of the
lumen border (Figure 3.10(a)). In addition, they used ellipse-fitting [Fitzgibbon et al., 1998] to
correct the inaccurate lumen border shape caused by stent malapposition (Figure 3.10(b)).
Gurmeric et al. [Gurmeric et al., 2009] proposed a combination of thresholding and Catmull-
Rom splines [Catmull and Rom, 1974] to automatically estimate lumen border and stent area.
Thresholding and a Gaussian filter were used to denoise a cross-sectional image. A Catmull-
Rom spline was then used to estimate the contours of the lumen border and the stent area.
The interaction and initialisation of this spline were well-suited to the problem of correcting of
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Figure 3.11: Segmentation results from [Gurmeric et al., 2009]. Images were acquired by M3
system. (a) Ray shooting in pre-filtered image; (b) Initial spline on ray intersection points; (c)
Spline evolution and segmented lumen region.
both contours (see Figure 3.11).
Tsantis et al. [Tsantis et al., 2012] proposed an automatic lumen extraction method based on a
MRF model and continuous wavelet transform (CWT) analysis. The MRF model was employed
for lumen area identification. Image intensities and wavelet coefficients derived from the CWT
analysis for each pixel were engaged as the input to the MRF model. In addition, after lumen
segmentation, stent struts were detected by strut wavelet responses and probabilistic neural
network (PNN) classification.
Moraes et al. [Moraes et al., 2012] presented an alternative approach to the automatic lumen
segmentation based on wavelets and mathematical morphology to segment the lumen border of
IVOCT sequences. The methodology can be summarised as follows: First, a wavelet decompo-
sition was performed to discriminate the tissue from an image. An Otsu filter [Otsu, 1979] was
then applied to obtain lumen region. Finally, mathematical morphology was used to correct,
refine and estimate the information previously provided, so that a binary version of the lumen
shape and its contour could be accurately obtained.
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3.3 Summary
This chapter has reviewed segmentation approaches that are used in IVUS, OCT and IVOCT
images. The applications of these methods consist of lumen border segmentation (in IVUS and
IVOCT images) and retina layer segmentation (in OCT images). In the view of retina layer
segmentation, intensity-based methods can be used to differentiate the layers of the retina when
each layer of the retina has different intensity response. However, the drawback of intensity-
based methods is that these methods can not cope with the multi-layer segmentation of retina.
Therefore, graph-search based methods are proposed to segment the intra-layers of the retina.
In the aspect of lumen border segmentation, if the intensities of the lumen border and the
vessel wall are clear, the lumen border and the vessel wall can be distinguished by edge-tracking
and gradient-based techniques. With a good initialisation of the shape of the lumen border,
active contour-based techniques can be used for estimating the lumen border. Supposing that
intensities of lumen and plaque regions can be differentiated from different distributions of
reflectors, statistical and probabilistic-based techniques can be used to recognise the lumen
border.
In most cases, the lumen border can be well-estimated by these lumen border segmentation
methods if acquired IVOCT sequences do not have obvious guide-wire shadow artifacts. If the
artifacts exist, the lumen borders are obstructed. This means that the artifacts can cause a
failure of the boundary segmentation of the lumen borders. Therefore, we propose a method
that can automatically segment the lumen border even though in the presence of guide-wire
shadow artifacts (Chapter 4).
Chapter 4
Lumen Border Segmentation
4.1 Introduction
Atherosclerosis, or arteriosclerotic vascular disease, is a condition where the arteries become
narrowed and hardened due to an excessive build up of plaques around the artery wall. Plaque
is made up of fat, cholesterol, calcium and other substances found in the blood. Over time,
the plaque hardens and narrows the arteries. The arteries lose their elasticity which leads to a
reduction of blood flow through the vessels. This potentially causes blood clots that can result
in life-threatening conditions such as heart attack and stroke [Ross, 1993]. Figure 4.1 shows
the differences between atherosclerosis and a health coronary artery.
Visualisation and quantitative analysis of intravascular coronary arteries is an important step
in the diagnosis of CHD, stenosis grading, surgical planning, blood flow simulation and post-
surgery monitoring. Lumen border segmentation can be useful for quantification, e.g., stenosis
grading or determining the dimension of stents to be used in the following interventions.
Knowledge about lumen border properties is valuable in the management of CHD [Pearson,
1994]. Recent studies [Dubuisson et al., 2009, Gurmeric et al., 2009, Kauffmann et al., 2010,
Gonzalo, 2010, Moraes et al., 2012, Tsantis et al., 2012] have proposed several methods for
detecting the lumen border and stent struts by analyzing endovascular IVOCT sequences.
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Figure 4.1: This figure shows the differences between (A) healthy coronary artery and (B)
narrowing coronary artery. From [NHLBI, 2008].
Dubuisson and Kauffmann [Dubuisson et al., 2009, Kauffmann et al., 2010] proposed that
the lumen border can be segmented by combined morphological and active contour models.
Gurmeric et al. [Gurmeric et al., 2009] used thresholding and Catmull-Rom splines to estimate
the shape of the lumen border and stent struts. Moraes et al. [Moraes et al., 2012] presented an
automatic lumen segmentation approach, based on wavelets and mathematical morphology to
segment the lumen border of IVOCT sequences. Tsantis et al. [Tsantis et al., 2012] proposed
an automatic lumen extraction method based on a MRF model and CWT analysis.
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Figure 4.2: This figure shows a cross-sectional image in IVOCT (top) sequence and a longitu-
dinal view of the image sequence (bottom). The guide-wire shadow artifact is visible from the
10 to 11 o’clock position.
However, these algorithms work well only in IVOCT images without the existence of guide-wire
shadow artifacts (images acquired by commercial M2/M3 systems). If this artifact exists (im-
ages acquired by a commercial C7-XR system), regions of the lumen border, vessel wall and lipid
tissue will be hidden and this will cause inaccurate lumen border segmentation. An example
of guide-wire shadow artifacts can be observed in Figure 4.2.
In this chapter, we propose an automatic algorithm for the identification of the vessel lumen,
enabling accurate and robust segmentation despite the presence of guide-wire shadow artifacts.
The estimation of the position of the guide-wire is the key concept for the elimination of guide-
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Figure 4.3: OCT image undergoes (a) initial lumen border detection; (b) artifacts elimination
and (c) contour correction and smoothing to estimate the hidden region of the lumen border.
wire shadow artifacts. After identification of the artifacts, we propose a geometrically-based
method which can be applied to IVOCT cross-sectional images to remove the artifacts. The
segmentation approach is based on a combination of EM-based segmentation and GC-based
segmentation. The approach will be described in detail in the following section. Section 4.3
illustrates the segmentation results from 18 patients. Finally, Section 4.4 summarises the results
and concludes this chapter.
4.2 Lumen Border Segmentation
The proposed approach consists of three steps: (a) initial lumen border detection, (b) elimina-
tion of guide-wire shadow artifacts and (c) final lumen border estimation. A flowchart is shown
in Figure 4.3. An initial estimation of the lumen border is obtained using a combination of EM
and GC. After this initial segmentation, a convex hull estimation [de Berg et al., 1997] is used
to eliminate guide-wire shadow artifacts. In the final step, an active contour model is used to
correct and smooth the contour of the lumen border. This three-steps approach is implemented
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by matrix laboratory (MATLAB) and image registration toolkit (IRTK). A brief introduction
of these two tools can be found in Appendix A.1.
4.2.1 Initial Lumen Border Detection
In IVOCT images corrupted by guide-wire shadow artifacts, the boundary of the lumen border
is difficult to segment by thresholding. We propose a combined EM-based estimation [Demp-
ster et al., 1977, Moon, 1996, Zhang et al., 2001, Lorenzo-Valdes et al., 2004] and GC refine-
ment [Boykov et al., 2001b, Boykov and Jolly, 2001] to obtain an accurate initial lumen border
segmentation. The EM-based estimation is used to assign a class/label to each voxel via GMM
since the intensity of the lumen border is relative homogeneous. However, image noise or the
intensity of the guide-wire may cause mislabelling of voxels. To overcome the mislabelling prob-
lem, we utilise multiple Gaussians to represent one label of each voxel. After the probability of
each voxel’s label has been obtained, we use GC to refine the lumen border segmentation since
the EM algorithm lacks information from neighbouring voxels. Each step of this algorithm will
be described in detail in the following subsections.
EM Segmentation
Traditionally, the intensities in an image can be represented as a combination of Gaussian dis-
tributions. However, one Gaussian distribution may not be sufficient to describe heterogeneous
intensity distributions. In order to model the intensity distribution more accurately, for each
voxel i, we use multiple Gaussian distributions (GMM) to represent the label/class of this voxel.
The mixture of Gaussians model of the voxel i is represented in Eq. (2.5).
The parameters (mean, standard deviation and covariance) of each Gaussian model are es-
timated by EM. It utilises the maximum log-likelihood estimator to determine the optimal
parameters (Eq. (2.7)). Once the parameters are found, the label of each voxel in the image
can be easily determined by computing the probability of the label of this voxel in the image.
In our approach, the EM algorithm is used to estimate the optimal parameters by executing
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two steps iteratively: The E-step computes the probability that voxel xi belongs to the label
k and the M-step re-estimates the model parameters. The equations of the E-step and M-step
are denoted as:
E-step:
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Here p
(m+1)
ik denotes the posterior probability of i-th voxel belonging to the label k at the (m+1)
iteration; xi denotes the intensity of the i-th voxel; G(xi, µ
(m)
k , σ
(m)
k ) denotes the probability of
voxel i belonging to label k at the m-th iteration.
However, it is possible that one component of GMM can not clearly identify whether a voxel
belongs to the lumen border tissue (lF ) or the background label (lB). To avoid mislabelling, we
utilise multiple Gaussians to present each voxel’s label. Let Pr(xi|lB) and Pr(xi|lF ) denote the
probability that a voxel i belongs to the lumen border tissue (lF ) or the background label (lB)
of one component k of GMM:
Pr(xi|lB) =
∑n
k=1 pik
n
Pr(xi|lF ) =
∑K
k=n+1 pik
K − n
(4.3)
Here, pik is the probability of the i-th voxel belonging to the component k; xi means the intensity
of the i-th voxel; K denotes the total number of components in the GMM; n and (K − n) are
the number of components used to estimate the voxel’s label. The probability maps of the
background and the lumen border tissue of an example image are shown in Figure 4.4.
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Figure 4.4: Example probability maps of (b) the background and (c) the lumen border tissue
in an OCT image (a).
Graph-Cuts Refinement
The EM algorithm classifies each voxel into different labels (the lumen border tissue (lF ) and
the background (lB)) but it lacks information about spatial correlation between neighbouring
voxels. For example, voxels in the background region should be classified as the same label lB
but if the intensity of a voxel in this region is closer to the mean of the lumen border tissue label
lF , the classifier would incorrectly classify the voxel as belonging to class lF . The drawback
is due to the fact that EM algorithm is based on the GMM which assumes that all voxels
distributions are identical and independent.
To overcome this, we use GC [Boykov et al., 2001b, Boykov and Jolly, 2001] to refine the
segmentation. The energy function defined by MRF is denoted as:
E(L) = Edata(L) + Esmooth(L)
= λ
∑
i∈I
Di(li) +
∑
{i,j}∈N
Vi,j(li, lj)
(4.4)
Here, the energy function consists of a data term (Di) and a smoothness term (Vi,j) and assigns
binary labels (the lumen border tissue (lF ) and the background (lB)) to each voxel using either
a standard 8 or 26 neighbourhood system (Figure 4.5(a))); N denotes the neighbourhood of
voxels within an image; L = {li|i ∈ I} is a labelling (segmentation) of a volume image I where
li can be either lumen border tissue (lF ) or the background (lB) [Boykov et al., 2001b, Boykov
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Figure 4.5: (a) An example of 2D neighbourhood system. A node/voxel connects 8 neighbour
nodes and plus 2 terminal nodes (source and sink nodes); (b) An image is represented as a
set of nodes. Each node has edges to link its neighbourhood and terminal nodes. The edges
that connect to the terminal nodes are called t-link (yellow lines). Green lines are the edges
connecting neighbouring voxels (n-links).
et al., 2001a].
The data term D(li) (also called data likelihood term) represents the likelihood of lumen border
tissue and background region presence at voxel i. Vi,j(li, lj) is a smoothness (spatial coherence)
term that favours similar labels at neighbouring voxels. The parameter λ governs the trade-off
between the data and smoothness terms.
To optimise Eq. (4.4), an undirected weighting graph G=<V,E> with a node v ∈ V for
each voxel i is defined to present an image (see Figure 4.5(b)). Each edge e ∈ E consists of
connections between node v and two terminal nodes F and B (source and sink nodes) as well as
connections between neighbouring voxels. The terminal nodes F and B represent the two labels
describing the lumen border tissue and the background, respectively. Determining a minimum
cut on the graph G can be used to minimise the energy function in Eq. (4.4) [Boykov et al.,
2001b]. After the optimisation, the desired segmentation can be obtained.
In our approach, the data term Edata(L) is estimated using the EM segmentation which uses
multi-GMMs to compute the probabilistic models of background and the lumen border tissue
70 Chapter 4. Lumen Border Segmentation
of the voxel i. The weights of the t-links (edges between voxel i and source/sink nodes) are
computed as E(lB) = − ln(Pr(xi|lB)) and E(lF ) = − ln(Pr(xi|lF )). The value of this data
term is close to zero if the probability of a voxel belonging to the lumen border or the background
is high and it increases with decreasing probability [Toennies, 2012].
The smoothness term is used to set the weights of edges between neighbouring voxels and it is
defined by the following equation:
Vi,j(li, lj) = exp(−(xi − xj)
2
2σ2 + 
) · ( 1‖i− j‖) (4.5)
Here ‖i− j‖ is the distance between two voxels, σ is the standard deviation of the intensities,
 is a small constant added for numerical stability and xi, xj are the intensities of voxels i, j.
Combination of EM segmentation and GC refinement
After EM segmentation and GC refinement, the initial lumen border segmentation can be
obtained. However, the main challenge of the combination of these two approaches is the
memory requirements. This is because the memory usage for segmenting high-resolution data
using GC is prohibitive. In general, GC requires 24n+ 14m bytes to construct a graph [Lerme
et al., 2010]. Here n and m are the number of nodes and edges in the graph.
Larger neighbourhood systems of GC yield better segmentations since a larger neighbourhood
captures the precise mix of lumen border tissue and background at each voxel [Cour et al.,
2005]. However, larger neighbourhoods come at the expense of both running time and memory
consumption increases [Lombaert et al., 2005]. For example, if we formulate our 3D image in a
graph and perform the combination of EM&GC (using a 26-neighbourhood system), over 10 GB
memory is required to represent the graph. Since this is not feasible on a standard PC, we have
proposed a two-step approach to address this problem. The first step is to divide a volumetric
image into several overlapping subsets (si) and obtain the segmentation via EM&GC in each
subset.
The second step is to guarantee that the segmentation of each subset is estimated via 3D GC
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because the segmentations of the overlapping frames of each subset are not estimated by using
a 26-neighbourhood system (3D GC). To overcome this problem, a straightforward method is
to replace the segmentations of the overlapping frames from the corresponding frames in the
neighbouring subsets. After these two steps, a binary segmentation can be integrated from the
segmentations of subsets at the end of the procedure.
In practice, we divide the IVOCT sequence into several subsets and each subset contains p
frames. Neighbouring subsets are overlapped by q frames. We then iterate the estimation
process until the IVOCT sequence has been segmented. Generally, the sequence (n frames)
can be divided into N = n
p−q + 1 subsets. Figure 4.6(a) illustrates an example that a sequence
is firstly divided into 6 overlapping subsets and the number of frames of the subset s6 is
less than or equal to p frames (≤ p). It is because the value n is not exactly divisible in
most cases. After running the segmentation via EM&GC on each subset, a partial lumen
segmentation (Si, i = 1, ..., N) can be obtained.
We then check that the segmentations of overlapping frames between neighbouring subsets (S1
and S2, S2 and S3, ..., SN−1 and SN) are obtained via 3D GC (Figure 4.6(b1)-(b5), marked by
blackish green). For example, Figure 4.6(b1) illustrates the neighbouring subsets S1 and S2 are
overlapped by 2 frames (q=2). Once the segmentation of the frame p in S1 is not estimated via
3D GC, it can be replaced by the segmentation of the q-th (the 2nd) frame in S2. Similarly, the
first frame in S2 can be substituted for the (p-q+1 )-th frame in S1. This strategy can guarantee
that the segmentation of each frame is obtained via 3D GC.
The initial lumen border segmentation of the IVOCT sequence is then obtained by the sum of
each subset lumen border segmentation SLB =
∑N
i=1 Si. The pseudo-code for the initial lumen
border detection is shown as algorithm 1. Finally, Figure 4.7(a) shows the result of the initial
lumen border segmentation. We can clearly notice segmentation errors due to the presence of
the guide-wire (denoted by the light blue circle in Figure 4.7(a)). The next section explains
how these segmentation errors can be corrected.
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Algorithm 1 Initial lumen border segmentation
Input: A n frames patient sequence P
Output: The segmented binary sequence SLB
Set the sequence P (n frames) is divided into the subsets si of p frames and neighbouring
subsets overlap by q frames.
Set the number of subsets equals to N = n
p−q + 1.
for i = 1 in N do
Run EM segmentation
Set the resulted probability maps of the lumen border tissue and the background as the
data likelihood term of GC
Run GC refinement
Set the outcome of partial lumen segmentation equals to Si
end
for i = 1 in N − 1 do
Set Sp,i denotes the segmentation of the frame p in the partial lumen segmentation Si
Sp,i = Sq,i+1
S1,i+1 = Sp−q+1,i
end
Set the binary segmentation SLB =
∑N
i=1 Si.
4.2.2 Elimination of Guide-Wire Artifacts
The artifacts in the IVOCT images cause a failure of the boundary detection of the lumen
border since it is occluded by shadows from the guide-wire. To remove the artifacts, we have
used a convex hull approach [de Berg et al., 1997] to identify the portion of the lumen border
which is affected by the artifacts. This identification is implemented in 2D since the artifacts
of each slice can appear at the different locations.
In practice, we first construct the convex hull of the initial lumen border points. The con-
vex hull is the smallest convex set that includes the total initial lumen border points (red
pluses in Figure 4.7(a)). The convex hull is generated by the Matlab function (convhull). The
method for computing the convex hull is based on the gift-wrapping algorithm [Cormen et al.,
2001]. The method starts by finding the starting point in the initial lumen border points.
The starting point is generally set by finding a point whose vertical coordinate is minimum
in the initial lumen border points (marked as A, Figure 4.8(a)). By scanning through all the
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Figure 4.6: An image sequence (P15) is hard to be segmented by the combined EM&GC
approach since it is too expensive for both running time and memory consumption increases.
To overcome this problem, we have proposed a two-step approach. Firstly, (a) the sequence (n
frames) is divided into the subsets of p frames (si, i = 1, ..., 6). The number of frames of s6
is less than p since the total number of frames n is not exact divisible. The neighbouring
subsets are overlapped by q frames. Afterwards, the combined EM&GC approach is used in
each subset to obtain the partial lumen border segmentation (Si, i = 1, ..., 6). Secondly, (b)
after the segmentations are obtained, we check the segmentations of overlapping frames in each
subset are estimated via 3D GC (marked by blackish green, (b1)-(b5)). Since the segmentations
of overlapping frames of each subset are not estimated via 3D GC, a straightforward method
is to replace the segmentations of overlapping frames from the corresponding frames in the
neighbouring subset. For example, (b1) shows that the neighbouring subsets S1 and S2 are
overlapped by 2 frames (q=2) and the frame p in S1 corresponds to the q-th frame (the 2nd
frame) in S2. Therefore, to guarantee the segmentation is obtained via 3D GC, the segmentation
of the frame p in S1 can be replaced by the 2nd frame in S2. Similarly, the segmentation of
the 1st frame in S2 can be replaced by the (p-1)-th frame in S1. The value of the correlation is
calculated by (p-q+1). After (a) and (b) steps, the initial lumen border segmentation can be
integrated by combining the partial lumen border segmentations.
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Figure 4.7: From left to right: (a) an result of initial lumen border detection that contains
artifacts (marked as light blue circle); (b) convex hull of the initial lumen border points (yellow
contour); (c) the updated initial lumen border points without the guided-wire artificial points.
points, a point B where all points lie to the left of line AB (by comparing polar angles) can
be determined (Figure 4.8(a)). The next point is found by repeating the scanning step. The
computation finishes when the end point is the same as the starting point. The convex hull is
shown in Figure4.7(b) (yellow contour in (b)) and the illustration of the convex hull is shown
in Figure 4.8(a).
From Figure 4.7(a), it is obvious to find that the artifacts appear inside of the lumen border.
Thus, it is reasonable to assume that the distances between artifacts and the convex hull of the
lumen border are larger than the distances between the lumen border points and the convex
hull of the lumen border. We construct a set that contains the distance from each point on
the lumen border to the convex hull of the lumen border. The point v that has the maximum
distance can be obtained:
v = arg max(Hconvex dis(X)) (4.6)
where Hconvex dis(X) is a distance set that records the distances between a convex hull and the
initial lumen border points set X. We consider the point v as the seed point of an artifact
set S and then perform tracking along the initial lumen border boundary. The neighbouring
points of the seed point are placed in the neighbourhood set N . We then examine neighbouring
points in the neighbourhood set N . If the distance between a point in the neighbourhood set
N and the convex hull is larger than the mean distance, we can assume that this point is an
erroneous point resulting from the guide-wire shadow and add this point into the artifacts set
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Figure 4.8: (a) shows an illustration of the convex hull and the initial lumen border points of
Figure 4.7. Small blue points are the initial lumen border points; purple points are the artifact
points; green rectangles are the points used to construct the convex hull calculated by the gift
wrapping approach; points A, B are the starting point and the convex hull point; the cyan
contour is the convex hull; point v is the point that has maximum distance from the initial
lumen border points to the corresponding convex hull point; points v1, v2 are the neighbour
points of the point v; dashed lines represent the distances between the convex hull and the
initial lumen border points and purple points are the guide-wire artificial points. (b) shows an
illustration of the iterative guide-wire artificial points elimination. The elimination starts from
the seed point v in the artifact set and then performs tracking along the initial lumen border
points. The neighbouring points of the seed point v are placed in the neighbourhood set. If
the distance between a point in the neighbourhood set and the convex hull is larger than the
mean distance, this point is added into the artifact set. The elimination ends when the artifact
set is not growing.
S. Figure 4.8(a) shows the point v and its neighbouring points v1 and v2 in the initial lumen
border points and Figure 4.8(b) illustrate the artifacts set S and its neighbourhood set N . We
then iterate this process until the artifacts set S is no longer growing. The final result is shown
as Figure 4.7(c).
After the artifacts set has been obtained, we iterate the elimination procedure to verify that the
obvious malapposed stent struts (Figure 4.9(a)-(c)) have been eliminated. Malapposed stent
struts refer to a separation of the stent struts from the intima surface of the arterial wall that
is not present after implantation [Shah et al., 2002]. Identification of malapposed stent struts
will be discussed in detail in the next chapter (Chapter 5). After this procedure, a new lumen
border point set and artifact point set can be obtained to estimate the correct lumen border
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shape. The pseudo-code for this elimination is shown as below (see algorithm 2).
Algorithm 2 Guide-wire artifacts elimination
Input: A point set X of initial lumen border points
Output: A point set Y of lumen border points without artifacts
Set artifacts set S = ∅
Set Hconvex dis(X) record the distances between X and its convex hull
Set H = 1
n
·∑ni=1Hconvex dis(xi), where xi ∈ X
while max(Hconvex dis(X)) > H do
Set v = arg max(Hconvex dis(X)))
Add v into the set S
Set N denote a set of neighbour points of the seed point v
for vi in N do
Set v{i,convexhull} denote the corresponding convex hull point of vi
if ‖vi − v{i,convexhull}‖ > H & vi /∈ S then
Add vi into S
end
end
Remove v from the initial lumen border point set X;
Sort and update Hconvex dis(X);
Update n = n− 1;
Set H = 1
n
·∑nx=1 Hconvex dis(X)
end
Set Y = X − S
4.2.3 Lumen Border Estimation
After the artifacts have been eliminated, a deformable model (or active contour [Kass et al.,
1987]) is used to correct the contour of the lumen border and to extrapolate the contour in
the area of the guide-wire shadow. The process of contour correction and extrapolation is
implemented frame-by-frame and described in the following.
The active contour model evolves from its initial shape and position as a result of the combined
action of external and internal forces. The internal forces lead the snake towards features of the
image, whereas internal forces model the elasticity of the curve. In a parametric representation,
the contour can be written as a closed curve v(s) = (x(s), y(s)), s ∈ [0, 1] with v(0) = v(1). Its
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Figure 4.9: The figure shows that malapposed stent struts appear in a patient sequence (P6).
Malapposed stent struts are close to the catheter. The iterative elimination approach can
discard the artifacts points and malapposed stent strut points that are near the catheter.
internal energy is defined as:
Eint(v) =
∫ 1
0
(α|vs(s)|2 + β|vss(s)|2)ds (4.7)
It is made up of two terms: the membrane energy α|vs(s)|2, which weights its resistance to
stretching, and the thin-plate energy, β|vss(s)|2, that weights its resistance to bending. vs(s) and
vss(s) represent the first and second derivatives of the curve and s is the arc length parametri-
sation of the curve. The elasticity parameters α and β control the smoothness of the curve.
The external energy is generally defined as a potential field P ,
Eext(v) =
∫ 1
0
P (v(s))ds (4.8)
where P ia a combination of energy functions: ωlineEline and ωedgeEedge. Since the lumen border
is an ellipse-like border, the termination energy term of the external energy is not used. The
line energy term Eline can be represented as the intensity of the image. The edge energy term
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Eedge attracts the curve to intensity edges after convolution with a Gaussian kernel (with large
image gradients). ωline is the weight which attracts the curve to dark lines or light lines. If it is
negative, the curve is attracted to dark lines. Otherwise, the curve is attracted by white lines.
ωedge is the weight which adjusts the attraction to edges. The total energy of the snake will be
the sum of the external and internal energies along the curve v(s):
Esnake = Eint(v) + Eext(v) (4.9)
In the proposed approach, we use the active contour model functions as in [Kroon, 2010]. The
functions are implemented in MATLAB. Since the guide-wire artifacts are eliminated, there is
a missing region in the initial lumen border points (Figure 4.10(a)). The challenges caused by
this missing region are that (1) the positions of lumen border points in the missing region are
unknown and (2) the missing region appears in different positions in every frame. Therefore,
the first step is to estimate the approximate point positions in the missing region in 2D. Here,
we use a MATLAB interpolate function (interp) to upsample the images to higher resolution.
The updated initial lumen border points where guide-wire artifacts points and the malapposed
struts points have been eliminated (Figure 4.10(a)) are used as initial points to estimate the
smooth contour points in the missing region (see Figure 4.10(b)). We then calculate the external
energy of the deformable model (Figure 4.10(c)) to estimate the contour of the lumen border
by using these estimated positions as the initial contour of the active contour model. With
iterative refinement of the current contour, the energy minimisation via gradient descent [Kass
et al., 1987] drives the initial contour to fit the the shape of the lumen border (a yellow contour
in Figure 4.10(d)).
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Figure 4.10: From left to right: (a) lumen border points without artifacts are used as initial
points of a snake and (b) the estimated positions in the missing region by MATLAB interpo-
lation; (c) the external energy is calculated to estimate the movement of the snake; (d) shows
the lumen border estimation (yellow contour).
Table 4.1: This table shows the number of frames of patient data.
Number of frames Patient ID
271 P1, P2, P5, P6, P7
268 The other 13 patient sequences
The IVOCT image sequences were acquired with a commercial system (the C7-XR system).
The number of frames of each sequence varies between 268 and 271 frames (Table 4.1). Since
the image sequences were acquired by the FDOCT system (the C7-XR system), the probe and
guide-wire artifacts appear in all sequences. To evaluate the segmentation results from the
proposed method, the ground truth for all sequences was obtained via the C7-XR system pre-
installed software (operated by Dr. Hiroto). In addition, we have tested the results from our
method and another commercial software (the Odeirena system (OCT Detecting Instrument
for stEnt Reendothelialzation aNd Apposition), designed by [Ughi et al., 2011]) by comparing
the accuracy of lumen border segmentation. Finally, the implementation tools (MATLAB and
IRTK) of the three-steps lumen border segmentation approach are summarised as Table 4.2.
Table 4.2: This table shows the implementation tools for (1) Initial Lumen Border Detection,
(2) Elimination of Guide-Wire Artifacts and (3) Lumen Border Estimation.
Steps
(1) (2) (3)
EM GC Convex Hull Guide-Wire Active
Segmentation Refinement Construction Artifacts Elimination Contours
Tools IRTK IRTK MATLAB MATLAB+IRTK MATLAB
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4.3.2 Parameter Tuning
Our three-step automatic lumen border segmentation process has been applied to all eighteen
IVOCT sequences. In practice, we use four GMM components to perform the EM estimation
in the initial lumen border estimation (section 4.2.1). One component of the GMM is used for
modeling the background label and three components are used to model the probability of the
lumen border tissue. Four GMM components could better present the boundary of the lumen
border compared to two components (one component for the background and another one for
the lumen border tissue) and three components (one component for the background and the
other two components for the lumen border tissue). In addition, there are no obvious differences
if more than four components of GMM are used in the EM segmentation. For the graph-based
segmentation, we divide an IVOCT sequence into sub-volumes of 64 frames (p=64) because
of the memory limitation of our experimental PC (one 24 cores CPU + 64 GB RAM). This
value (p=64) has achieved the best performance in our experiments. Subsequent sub-volumes
share 2 frames (q=2) in order to guarantee that a segmentation is obtained using 3D GC. There
are no differences if the value of sharing frames is larger than 2. Afterwards, we chose 0.5 as
the value of λ of the region term weight in the initial lumen border detection step.
In the lumen border estimation (section 4.2.3), we use the active contour model functions as in
Kroon [Kroon, 2010]. The number of iterations of the active contour model was set to 100 to
avoid over-fitting. The number of the lumen border points obtained by the active contour was
set to 200. We have tried the weights of the internal energy function α and β from 0.1 to 1 with
step size 0.1 and found the better results are obtained with the value 0.1. The small values
of α and β avoid the estimated lumen border contour tending to tense and rigid. In addition,
the weights of the external functions (ωline and ωedge) were tested from 0.01 to 0.1 and from
1 to 3. Since the estimated lumen border is determined by the shape of lumen border rather
than the intensity of lumen border, the value of ωline is close to zero and found that the value
0.04 yields the desired lumen shape. The value of ωedge was set to 2 since the estimated lumen
border contour should be attracted to the lumen border shape edges. All parameters are then
applied to all patient sequences. Segmentations are shown in the next subsection.
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Figure 4.11: The figure shows that (a) and (c) are the lumen border segments in the PSV and
(b) is the lumen border segment in the intra-stent volume of a patient sequence (P5).
4.3.3 Segmentation Results
Results of lumen border segmentation are shown in Figure 4.11-4.12. Firstly, our approach can
segment the lumen border in the peri-stent volume (PSV) and intra-stent volume of an IVOCT
sequence (Figure 4.11). PSV is the volume of plaque and neointima outside the stent. Intra-
stent volume is the volume of neointima within the stent [Nakamura et al., 2001]. Examples of
lumen border segmentations for wide and narrow lumens are shown in Figure 4.12. In addition,
the comparison of the different approaches (EM and EM+GC) used to segment the lumen
border are illustrated in Figure 4.14. A longitudinal view of the lumen border segmentation of
one patient is shown in Figure 4.13.
We use two measurements to evaluate our results: one is the lumen area measurement (mm2)
and another is the accuracy of the lumen area segmentation (Dice overlap). In the lumen area
measurement, we compared the results from our method, the commercial software (the Odeirena
system) and the ground truth (the C7-XR system). The Odeirena system provides functions
for lumen border segmentation and stent detection. Since it is not an open-source system, we
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Figure 4.12: This figure shows the lumen borders can be accurately segmented in the wide or
narrow vessels. (a) to (d) illustrates the lumen from wide to narrow.
compare segmentations to evaluate the segmentation accuracy between results obtained from
our method and the Odeirena system. In practice, we choose 100 continuous slices in one
IVOCT image sequence (P15).
In addition, the authors of the Odeirena system only provide information about how the stent
detection is performed [Ughi et al., 2011] but not how the lumen segmentation. Therefore, it
is difficult to speculate on how the system segment the lumen border. The comparison (Fig-
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Figure 4.13: This figure shows a 3D longitudinal view of lumen border segmentation of a
patient (P15).
ure 4.15) shows that our results are closed to the ground truth.
The second measurement is to compute the accuracy of the lumen area segmentation. The
accuracy is estimated using the overlap (Dice) metric between the manual and automatic seg-
mentation:
D =
2‖Sa ∩ Sb‖
‖Sa‖+ ‖Sb‖ (4.10)
Here Sa and Sb are the ground truth and the segmentations from EM, EM+GC and our
method (Figure 4.16).
Figure 4.17 shows the Dice metrics for EM, EM+GC and our proposed approach of eighteen
patients. In our proposed method, the average Dice overlap is 0.985 ± 0.01. Compared with
the EM+GC method, our method achieves a high accuracy.
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Figure 4.14: From left to right, top to down, each column shows segmentations of EM approach,
EM+GC approach and the proposed approach.
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Figure 4.15: A comparison of 100 continues slices segmentations from our method, the Odeirena
system and the ground truth (the C7-XR system) in a patient (P15). Our results are better
than that obtained from the Odeirena system.
Figure 4.16: This figure shows lumen border segmentations of one slice in (a) the ground truth
and (b) the proposed method.
4.4 Summary
In this chapter, we have presented a novel automatic method for the lumen border detection
which uses EM&GC-based segmentation, convex hull detection and active contour models to
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Figure 4.17: This figure shows that our results have achieved the high accuracy in all 18 patients.
obtain accurate segmentations. Our method focuses on images which have guide-wire shadow
artifacts. These artifacts would normally result in inaccurate lumen border segmentation. Our
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method therefore estimates the possible lumen border position in the region affected by guide-
wire shadows and segments the lumen border accurately.
We evaluate our proposed method using datasets containing lumen image sequences with dif-
ferent narrow severity. In each sequence, lumen border segments in PSV and intra-stent volume
can be well represented. The proposed segmentation has been compared to two other segmen-
tation schemes. The results show that our proposed approach achieved high overlap accuracy
of lumen border segmentation. We also compare our results with the commercial system and
show that our approach can accurately segment a lumen border. In addition, the longitudinal
view of 3D lumen border segmentation is also provided. With accurate lumen border segmen-
tation, the stent struts can be precisely segmented. A novel stent struts detection framework
is described in the next chapter. In addition, this accurate lumen border segmentation can be
an essential preliminary step in the neointima segmentation and the proposed segmentation
approach is mentioned in Chapter 6.
Chapter 5
Stent Detection
5.1 Introduction
Treatment options of CHD include a catheter procedure (PTCA/angioplasty or stent implan-
tation) and open-heart bypass surgery. PTCA and stent implantation are minimally invasive
procedures performed to improve blood flow in narrow coronary arteries. A PTCA/stenting
procedure is performed in a similarly fashion as a cardiac catheterisation, utilising local anaes-
thesia and sedation. In PTCA, a balloon-tipped tube, or catheter, is transiently inflated within
the coronary artery to open the narrowing, or stenosis. The balloon catheter is then removed.
Frequently, a stent is implanted during a PTCA procedure. Figure 5.1 illustrates the procedures
of PTCA and stent implantation.
A stent is a flexible metal wire mesh tube that holds the newly expanded artery open. It is
usually delivered into the lumen in reduced size form using a catheter and engages the lumen
wall when it reaches the desired location. Figure 5.2 shows a cross-sectional image combined
with stent struts. In general, stent struts typically appear as bright, signal-intense structures
with dorsal shadowing (ellipses and rectangles in Figure 5.2(b) and (c)). The stent area is used
for analysis of NIH thickness (a circle in Figure 5.2(b)). In addition, the width of stent area
can also be used to predict angiographic restenosis [McDaniel and Douglas, 2011].
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Figure 5.1: This figure shows how PTCA and stent implantation are implemented in the
narrowing coronary artery. (A) First, a catheter is delivered to the narrowing vessel segment
and (B) inflated to open the narrowing section. (C) Finally, the balloon catheter is removed
after balloon expansion (left) and a stent is implanted (right). From [Berke, 2007].
Figure 5.2: This figure shows a cross-sectional image that contains stent struts. (a) and (b)
show the images presented in a Cartesian coordinate system and (c) shows the image in polar
coordinates. The guide-wire shadow artifact is marked ‘****’. The stent struts are represented
by ellipses and strut shadows are rectangles behind stent struts. The stent area is illustrated
by a circle.
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Detecting the stent strut position is highly important for stent placement evaluation and its
follow-up analysis of CHD. According to the appearance of the struts positions in an image,
stent struts can be classified into three categories: coverage, apposition and malapposition.
When an implanted stent is located at the lumen boundary without tissue coverage, this is
termed stent apposition (Figure 5.3(b)). Following stent implantation, the stent struts which
are covered by neointima tissue are referred to as covered stent struts (Figure 5.3(a)). Stent
malapposition, or incomplete stent apposition (ISA), refers to the lack of contact between stent
struts and the underlying arterial wall and may cause LST (Figure 5.3(c)). It normally happens
in a curved vessel section or a branch of the vessel [Mortier et al., 2010]. When a stent strut
is classified as malapposed, the distance between the strut and the vessel wall/lumen border is
larger than 150µm [Matsumoto et al., 2007].
Since stent struts are bright reflections followed by dark shadows, recent studies [Dubuisson
et al., 2009, Gurmeric et al., 2009, Kauffmann et al., 2010, Unal et al., 2010, Xu et al., 2011, Ughi
et al., 2011, Wang et al., 2012, Bonnema et al., 2008, Lu et al., 2012, Tsantis et al., 2012]
have proposed several methods for detecting stent struts by incorporating this observation
and analysing endovascular IVOCT sequences. Bonnema et al. [Bonnema et al., 2008] used
thresholds for strut reflection, shadow darkness, and concentrated energy along single A-line
scan to detect stent struts. Dubuisson and Kauffmann [Dubuisson et al., 2009, Kauffmann
et al., 2010] proposed that stent struts could be detected by combined morphological, gradient
and symmetry operators together with active contour models. Strut shadows and the increas-
ing signal transitions of gradient are the main components of this approach. Gurmeric and
Unal [Gurmeric et al., 2009, Unal et al., 2010] used the angular intensity distribution of the
image to identify the shadows and to detect the brightest pixels in the shadow region. In their
approach, thresholding and Catmull-Rom splines are used to estimate the shape of the lumen
border and stent struts. Ughi et al. [Ughi et al., 2011] applied thresholds for peak intensity,
shadow intensity and slopes of increasing/decreasing intensity to define a strut. Xu et al. [Xu
et al., 2011] employed an improved ridge detector using a steerable filter for computing the local
ridge strength and orientation to detect struts with thick tissue coverage. Wang et al. [Wang
et al., 2012] detected the brightest pixel in polar coordinates and clusters the candidate pixels
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Figure 5.3: This figure shows the three types stent struts: (a) covered stent struts (stent
coverage), (b) apposed stent struts (stent apposition) and (c) malapposed stent struts (stent
malapposition). The illustration of stent apposition and malapposition can be observed in a
stented vessel (top-left).
using edges identified by Prewitt compass filters [Sonka et al., 2007].
Feature extraction and classification methods can also be used in the stent strut detection.
Bruining et al. [Bruining et al., 2011] used a basic set of features (mean, maximum and sum
of values above mean) of each A-line scan and performed feature-based classification using
a k-nearest neighbour classifier. Tsantis et al. [Tsantis et al., 2012] detected struts through
introducing each strut wavelet response into a feature extraction and classification scheme in
order to optimise the strut position detection. Lu et al. [Lu et al., 2012] detected stent struts by
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using bagged decision trees classification which is less sensitive to noise compared to standard
decision tree, giving improved accuracy and stability.
However, there were limitations in these early reports. Most of the algorithms only focused on
the detection of the stent strut position without consideration of the weak intensity responses of
the stent struts. In addition, accuracy of stent area estimation has not been mentioned in these
studies even though some of the authors have discussed that the stent area can be estimated
by splines [Gurmeric et al., 2009] or ellipsoids [Xu et al., 2011].
In this chapter, we propose an automatic algorithm for identification of the strut and its shadow
zone, enabling the accurate and robust segmentation. The estimation of the position of the
strut shadow zone is the key step which enables the strut segmentation. After identification
of the shadow zone, we use a probabilistic map to estimate the stent strut position. This
method can be applied to cross-sectional IVOCT images to detect the struts. The approach
will be described in detail in the following sections. Section 5.2 introduces the segmentation
framework in more detail. Section 5.3 illustrates the segmentation results from eighteen patients
and section 5.4 summarises and concludes this chapter.
5.2 Stent Struts Detection
Our approach consists of two steps: We first detect the strut shadow zone and then segment the
struts. A flowchart is presented as Figure 5.4. A cumulative intensity histogram is computed
to detect the strut shadow zone. We assume that each stent strut shadow follows a stent
strut. Thus, we use a Gaussian probability map to identify the stent strut position in every
detected strut shadow zone. These steps will be described in detail in the following subsections.
This two-step process is applied to each 2D slice of IVOCT image datasets. To perform our
detection method, the image datasets are reformatted from a Cartesian coordinate system to a
polar coordinate system (θ, ρ). It is important to mention that before any processing, denoising
of the IVOCT images is carried out to improve the signal-to-noise ratio of the images.
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Figure 5.4: Three types of struts: (a) the covered struts, (b) the apposed struts and (c) the
malapposed struts are estimated by the strut detection framework.
5.2.1 Preprocessing
The preprocessing facilitates the detection of the shadows and struts. First, image noise is
removed. We utilise the transform-based block-matching 3D (BM3D) filter [Dabov et al., 2007]
to denoise the images. The BM3D is widely recognised as a state-of-the-art denoising technique.
It is based on the fact that an image has a locally sparse representation in the transform domain.
This sparsity is enhanced by grouping similar 2D image patches into 3D groups. Due to the
similarity between the grouped blocks, it enables a highly sparse representation in 3D transform
domain, so that the noise can be well separated by shrinking the coefficients.
After denoising, we utilise a Hessian-based filter [Frangi et al., 1998] to enhance the shadow
zone structures since the intensity between shadow zone structures and the surrounding areas
is similar in some cases (Fig.5.2(c)). The Hessian-based filter can be used to enhance line- or
vessel-like structures and the shadow zone structures are represented as rectangle-like structures
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Figure 5.5: This figure shows an example of denoising and strut shadow enhancement in the
polar coordinates: (a) the original image; (b) the denoising result using the BM3D filter and
(c) the strut shadows enhanced by a Hessian-based filter. Triangles indicate that the intensity
between the shadow zone and the background is ambiguous and the Hessian-based filter could
enhance the shadow zone structure.
in the polar coordinate. The result after denoising and filtering is shown in Figure 5.5(c) and
can be used as a prior information in the shadow zone detection.
5.2.2 Strut Shadow Zone Detection
A strut can appear as a high contrast speckle with a variable length depending on the orientation
of the IVOCT probe with respect to the stent. When the contrast of the strut is high, it produces
a radial shadow zone that can be used to infer the presence or absence of a strut.
To identify the shadow zone, we first compute the cumulative intensity histogram along radius ρ
for each angle θ to obtain the positions of the strut shadow zone. For this, we sum the intensity
of each pixel along ρ for each θ. If a shadow exists in a column along the θ-axis, its cumulative
intensity will be low. A Fourier representation (Fourier transform and inverse Fourier transform)
of the cumulative intensity histogram is then computed to smooth the histogram (cyan curve
in Figure 5.6).
We locate the valleys in the smoothed cumulative intensity histogram by using the zero-crossings
of the histogram’s gradient (green curve in Figure 5.6). A point where the sign of a function
changes (e.g. from positive to negative), represented by a crossing of the axis in the graph of
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Figure 5.6: The cyan curve is the cumulative intensity histogram of an IVOCT image. The
green curve is the first derivative of the histogram. Yellow circles represent the shadow zone
candidates and red pluses show the shadow zone positions. A pair of red pluses represents the
width of a shadow zone. Detection results of the shadow zone are marked as white rectangles.
the function is called a zero-crossing.
Let vi, i = 1, ..., N represents the valley points, each pair of valley points (e.g. v1-v2, v2-v3)
describes a potential shadow zone position and the width of the shadow zones shwidth (yellow
circles in Figure 5.6). N − 1 peak amplitudes pj, j = 1, ..., N − 1 exist between N pairs of
the valley amplitudes. lj = ‖pj − min(vi, vi+1)‖, i = 1, ..., N − 1, j = 1, ..., N − 1 denotes the
potential amplitude of the shadow zones shheights.
We then identify the shadow zones from the candidate shadow points by thresholding. The
process of threshold selection is as follows: Firstly, we randomly select a slice from the IVOCT
sequence and calculate its cumulative intensity histogram and the gradient of the cumulative
intensity histogram. We then manually label each peak amplitude as Lshadow, Lnon−shadow and
calculate the shadow amplitude lj. We only sum the shadow amplitudes labelled as Lshadow
and assume an average of the sum is a threshold l. If a shadow amplitude lj is larger than the
threshold l, it is labelled as a shadow zone (white rectangles in Figure 5.6) and the corresponding
valley points are marked (red crosses in Figure 5.6).
After the threshold selection, we apply the threshold to the whole sequence. We calculate the
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cumulative intensity histogram and its gradient in every slice. With the selected threshold, the
shadow zones can be detected. The next section explains how these shadow zones can be used
to locate the stent struts.
5.2.3 Strut Segmentation
The appearance of a strut in an IVOCT image is not unique and uniform, so it is a challenging
task to locate strut positions. A strut in the IVOCT image is located between the lumen border
and the shadow zone (a covered strut, an apposed strut) or between the catheter and the lumen
border (a malapposed strut). The lumen border can thus be used to differentiate between these
three situations and can be estimated by the lumen border detection algorithm proposed in
Chapter 4.
We construct a search area consisting of a strut, a shadow, the lumen border related to the
shadow and surrounding regions in the θ- and ρ-direction (Figure 5.7 (a)). The width of the
search area is the maximum of shadow zone amplitudes of the cumulative intensity histogram
in a slice Sw = max(shheights) and the height of the search area is twice the detected shadow
zone width Sh = 2 ∗ shwidth. This is because the strut shadow detection is performed along
radius and angle ρ-θ coordinates not θ-ρ coordinates.
To detect the covered strut and the apposed strut, the task is to recognise a strut in the area
where the strut intensity is weak and the intensity of its surrounding region is strong. An
example of a wrong strut position (marked by ’*’) obtained by the highest intensity in the
search area is shown in Figure 5.7(a) and (b). Therefore, prior information with respect to the
search area is essential.
We build an a-priori probability map for each search area to enhance and locate the strut
position. We first compute the cumulative intensity of the search area in the θ- and ρ-direction.
We estimate the first potential strut location p(x, y) where y is the peak of the cumulative
intensity in the θ-direction and x is initialised as the center of the search area (between the
lumen border and the shadow) in the ρ-direction. x is then iteratively updated using the
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Figure 5.7: (a) a search area that includes a strut, a corresponding strut shadow zone and the
surrounding tissues. The wrong strut position obtained by the highest intensity is marked by ’*’;
(b) the intensity illustration of the search area (a); (c) shows the correct strut position (marked
by ’*’) obtained from the combination of (a) and (d) the prior probability map of the search
area.
previously estimated strut position. We use a 2D Gaussian filter Gspatial(p(x, y), σθ, σρ) with
σθ = Sw/2 and σρ = Sh/2 for modeling the prior probability map. Figure 5.7(d) shows the
construction of the prior probability map and it is computed as:
W n(p(x, y)) =
 Gspatial(p(x, y), σθ, σρ), if n = 1Gspatial(p(xpre−strut, y), σθ, σρ), if n > 1 (5.1)
Here xpre−strut is the previous strut’s location in the ρ-direction. Thus, the strut probability
J (Figure 5.7(c)) can be defined as:
Jn(p(x, y)) = In(p(x, y)) ·W n(p(x, y)) (5.2)
where In is the normalised intensity of the search area. The strut position (marked by ’*’) can
be inferred as the highest probability of the output J (Figure 5.7(c)) with the a prior probability
map (Figure 5.7(d)).
To identify stent malapposition, a different probability map is required. Since the position of
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Figure 5.8: (a) Stent area estimation by fitting a circle; (b) stent area estimation by fitting an
ellipse; (c) stent area estimation by connecting the stent struts.
a malapposed strut is between the catheter and the lumen border, the first strut is estimated
from the stent area. The stent area is the cross-sectional area of stent struts in a 2D image slice
and is estimated by ellipse-fitting. We use the estimated elliptic strut position to initialise x
and update x from previous strut position and the estimated elliptic strut position iteratively.
The probability map is defined as:
W n(p(x, y)) =
 Gspatial(p(xellipse, yellipse), σθ, σρ), if n = 1Gspatial(p(xpre−strut, y), σθ, σρ), if n > 1 (5.3)
Finally, we use region growing to segment the strut from the strut position (a seed point).
Mathematical morphology (dilation) is also used to refine the segmentation.
After the stent struts have been detected, we estimate the stent area by connecting the stent
struts in the polar coordinate space. If the stent area is estimated by fitting a circle (Fig-
ure 5.8(a)) or an ellipse (Figure 5.8(b)), the stent area estimation is inaccurate (over-estimated
or under-estimated). Therefore, we connect the detected stent struts as line segments in the po-
lar coordinates and reformatted these line segments into a Cartesian coordinates (Figure 5.8(c)).
This straightforward process can overcome the sensitivity of stent area estimation.
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Table 5.1: This table shows the number of stent installed in the patient data.
Number of stent Patient ID
2 P1
1 The other 17 patient sequences
Table 5.2: This table shows the implementation tools for strut shadow zone detection and strut
segmentation.
Steps
Pre-processing Strut Shadow Zone Detection Strut Segmentation
Denoising Image
Enhancement
Tools MATLAB IRTK IRTK+MATLAB IRTK+MATLAB
5.3 Results and Discussions
5.3.1 Materials
Eighteen IVOCT image sequences were acquired with the C7-XR commercial system during
a pullback rate of 20.0 mm/s. Each sequence has one or two stents installed in the coronary
artery (Table 5.1). The lumen border segmentations obtained from Chapter 4 are also used in
this chapter. The implementation tools for the strut detection approach based on MATLAB
and IRTK (see Table 5.2).
5.3.2 Parameter Tuning
In the pre-processing, the BM3D denoising method [Dabov et al., 2007] works well for images
corrupted by Gaussian noise. It uses a parameter σ to adjust the amount of smoothing, i.e.
the larger σ the more smoothing is performed in the image. We apply a fixed σ to represent
strut structures well and avoid over-smoothing. In practice, the σ is set to 15.
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5.3.3 Results
The apposed stent struts, neointima covered stent struts, malapposed stent struts and their 3D
reconstructed models are shown in Figure 5.9, Figure 5.10 and Figure 5.11. Our method can
distinguish the different types of stent struts that appeared in the eighteen patients. To evaluate
the accuracy of stent area, we use the overlap metric (Eq. (4.10)) and a Bland-Altman plot
between the stent area of the proposed approach and manual segmentation (see Figure 5.14-
Figure 5.19 at the end of this chapter). Manual stent struts and manual stent areas of all
patient sequences are labelled by Dr. Hiroto.
The average Dice overlap for all cases is 0.98 but we have noticed that our results tend to
over-estimate the stent area since a sensitive shadow zone selection is used. If the intensity
between image background and strut shadows is ambiguous, it leads to a sensitive shadow
selection threshold which in turn cause inaccurate stent struts segmentations (Figure 5.12).
The stent struts appear in a non-stenting area. We will discuss this problem in detail in the
next subsection.
5.3.4 Discussion
In the following, we discuss the sensitivity of the shadow detection results for the proposed
approach. The sensitivity of the shadow detection is due to the threshold used in the step of
shadow detection (subsection 5.2.2). In the proposed approach, the threshold is obtained from
one randomly selected slice and applied to whole sequences. However, this threshold results
in over- or under-sensitive shadow detections leading to over-estimated stent struts or under-
estimated stent struts (see Figure 5.13). For example, if the cumulative intensity of an image is
lower than the threshold, the shadow zones are not selected (under-estimate). The inaccurate
detection of the shadow zone causes inaccurate strut segments (Figure 5.13).
A possible method to address the sensitivity is to use the stent information such as the stent
type used in a patient, the stent diameter, the thickness of the stent struts, and the shape of
5.3. Results and Discussions 101
Figure 5.9: (a) shows a longitudinal view of a sequence (P1). Appositional stent struts can
be identified in (b) and (c). (d) illustrates the extracted 3D stent model overlapped with the
lumen segmentation from previous chapter (Chapter 4) for this patient.
stent struts. With these information, the positions of stent struts can be precisely estimated
and the accurate stent area can be obtained.
An alternative method is to obtain the stent area from the neointima area plus the lumen area
since neointima area equals to the stent area minus the lumen area. If the neointima area can
be accurately estimated, this leads to accurate stent area and the positions of stent struts can
be corrected. Therefore, we propose an approach to segment the neointima using multi-atlases
without knowledge of stent properties (stent area and stent struts). The details of this method
will be discussed in next chapter.
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Figure 5.10: This figure shows covered stent struts can be identified in (b) and (c). (a) shows
a longitudinal view of a sequence (P15) and (d) illustrates the 3D stent model overlapped with
the lumen segmentation from previous chapter (Chapter 4) for this patient.
5.4 Summary
In this chapter, we automatically detected the struts of coronary stents present in IVOCT
sequences. We proposed a novel method to detect the strut shadow zone and accurately segment
and reconstruct the strut in 3D. The estimation of the position of the strut shadow zone is the
key requirement which enables the strut segmentation. After identification of the shadow zone,
we used a 2D Gaussian filter as a-priori probability map to estimate stent strut positions. This
method can be applied to cross-sectional IVOCT images to detect the struts.
Validation was performed in eighteen in-vivo IVOCT sequences and the strut segments were
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Figure 5.11: This figure shows malapposed stent struts can be identified in (b) and (c). (a)
shows a longitudinal view of a sequence (P6) and (d) illustrates the 3D stent model overlapped
with the lumen segmentation from previous chapter (Chapter 4) for this patient.
clearly identified in all sequences. Our method can accurately identify all three types of stent
struts even though two stents are implanted in a patient. In addition, we evaluated our proposed
method for stent area estimation. Compared to the manual segmentation, the results showed
that the segmentations of our proposed approach are overestimated in the overlap of stent area,
since the sensitive strut shadow selection method was used.
The sensitivity of our proposed method remains a problem since it will cause inaccurate stent
area and neointima segmentation. To overcome sensitivity, we propose an atlas-based approach
to segment the neointima without information of stent properties (stent area and stent struts).
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Figure 5.12: (a) a longitudinal view of a sequence where two stents are implanted (P1). (b)
stent struts appear at the end of the first stent and (c) inaccurate stent struts appear at in the
non-stent volume. (d) illustration of the 3D stent model of this sequence.
Figure 5.13: This figure shows that the sensitivity threshold causes inaccurate shadow zone
detections and strut segmentations in (a) the polar coordinates and (b) the Cartesian coordi-
nates.
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Figure 5.14: This figure shows the results of an evaluation on three patients: The left column
shows the overlap metric where r is the correlation coefficient and P is the significance level.
The right column shows the differences between the automatic and manual segmentations.
The detail of the proposed approach is discussed in Chapter 6.
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Figure 5.15: This figure shows the results of an evaluation on three patients: The left column
shows the overlap metric where r is the correlation coefficient and P is the significance level.
The right column shows the differences between the automatic and manual segmentations.
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Figure 5.16: This figure shows the results of an evaluation on three patients: The left column
shows the overlap metric where r is the correlation coefficient and P is the significance level.
The right column shows the differences between the automatic and manual segmentations.
108 Chapter 5. Stent Detection
Figure 5.17: This figure shows the results of an evaluation on three patients: The left column
shows the overlap metric where r is the correlation coefficient and P is the significance level.
The right column shows the differences between the automatic and manual segmentations.
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Figure 5.18: This figure shows the results of an evaluation on three patients: The left column
shows the overlap metric where r is the correlation coefficient and P is the significance level.
The right column shows the differences between the automatic and manual segmentations.
110 Chapter 5. Stent Detection
Figure 5.19: This figure shows the results of an evaluation on three patients: The left column
shows the overlap metric where r is the correlation coefficient and P is the significance level.
The right column shows the differences between the automatic and manual segmentations.
Chapter 6
Neointima Segmentation
6.1 Introduction
Restenosis represents a re-narrowing or blockage of an artery after a previous angioplasty or
stent procedure. This is because the artery can react to the stent, perceive it as a foreign
body, and respond by mounting an immune system response which leads to further narrowing
near to or inside the stent [Denes et al., 2012]. In genral, restenosis remains a recognised
clinical problem and is expected to increase in incidence as coronary stenting becomes more
frequent [Majesky, 1994]. Two kinds of restenosis are often discussed in the literature: in-stent
restenosis (ISR) and post-angioplasty restenosis (PARS). ISR means when a stent is implanted
in the artery wall, the artery wall is injured and the growth of tissue across the stent leads to
further narrowing near or inside the stent. If restenosis occurs following PTCA, this is referred
to as PARS [Bennett, 2003, Hamid and Coltart, 2007].
NIH, or intimal thickening, is considered as the main cause of restenosis after balloon an-
gioplasty [Bult, 2000, Horiba et al., 2000, Zargham, 2008]. Studies of stenting in previous
experiments [Schwartz et al., 1992, Kastrati et al., 2001, Hoglund et al., 2010] have reported
that there is a linear relationship between neointima growth and restenosis. Thus, suppression
of neointima thickening is important from the point of view of prevention of restenosis and
atherosclerosis. An example of neointima thickening is shown in Figure 6.1.
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Figure 6.1: From top to bottom: The top figure is the cross-sectional view of a stent segment.
Concentric circles represent the stent area (outer circle) and the lumen border (inner circle).
The bottom figure is the longitudinal view of the stent segment.
A common method to identify the NIH thickness is based on the lumen border segmentations
and stent struts locations [Mintz, 2007]. The lumen border segmentation is used to construct
lumen area and stent struts locations are used to estimate the circle-like stent area. NIH is
measured by the normalised difference between the stent area and the lumen area in every image
as NIH(%) = ([Starea−Luarea]/Starea)× 100 [Takano et al., 2007]. However, this method fails
when the stent struts are invisible or struts positions are difficult to be recognised. This causes
an incorrect stent area calculation and therefore leads incorrect neointima estimation.
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Knowledge of neointima thickness and locations is likely to be valuable in the management of
severity of restenosis [Nair et al., 2002]. To obtain NIH thickness segmentation, we can con-
struct a classifier using intensity-based plaque classification approaches or plaque boundaries
segmentation approaches. These approaches differentiate young stable plaques with low extra-
cellular lipid content that is not dangerous from the unstable and more dangerous plaques. On
the other hand, the approaches can assist in distinguishing the layers of plaques.
Intensity-based plaque classification approaches used in IVUS and IVOCT extract features
from pixels that belong to the plaque regions. They classify each pixel into its corresponding
plaque types using random forest [Athanasiou et al., 2010, Athanasiou et al., 2011], k-nearest
neighbour [Tokunaga et al., 2012], texture analysis [Elbasiony and Levkowitz, 2011], acoustic
impedance analysis [Bedekar et al., 2003] or boosting schemes [Pujol et al., 2003]. In all of these
approaches, feature selection is a key step. Features that are similar to those from pre-defined
plaques are selected in the selection phase. To reduce the dimensionality of the features, a
dimensionality reduction method (e.g., PCA) can be used. A classifier is then employed to use
these features to classify the plaque type. Plaque boundary segmentation approaches [Loizou
et al., 2004, Molinari et al., 2007] in ultrasound images are used to determine the size of plaques
and vulnerable plaques (plaques with high risk to rupture). Furthermore, histogram of plaque
regions and a deformable parameter model (i.e. a snake) can be used to identify the plaque
thickness [Loizou et al., 2004].
All of these methods require pre-defined plaques, neointima and other components (e.g. intima,
media and adventitia) as training features to build a classifier for plaque classification. If the
types of neointima and positions of stent struts are pre-indicated, a classifier for neointima
segmentation can be implemented. However, if this information is not available or an inexact
estimation of the stent area is obtained, this can cause an inaccurate NIH thickness estimation.
In order to overcome the erroneous NIH estimation caused by the inaccurate estimate of the
stent area, an approach that segments neointima without information of stent struts will be
considered in the following.
Atlas-based approaches are widely used for cardiac segmentation [Lorenzo-Valdes et al., 2004,
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Zhuang et al., 2010]. Using one single atlas for any patient may be satisfactory if the atlas is a
good representation of the population. However, a drawback of a single atlas is that it may be
very similar to some patients, but very different from others.
To address this shortcoming, multi-atlas based segmentation approaches have been proposed
as solutions. The approaches consist of selecting the most appropriate images among the atlas
database (atlas selection step) and fusing their segmentations [Rohlfing et al., 2004, Aljabar
et al., 2007, Aljabar et al., 2009, Commowick et al., 2009] (atlas fusion step). These multi-atlas
approaches can be regarded as classifier ensembles where each atlas acts as a classifier and the
votes from all the classifiers are fused.
In this chapter, we propose a multi-atlas based segmentation approach to detect the neointima in
coronary arteries without knowledge about stent struts positions. To detect neointima tissues,
we first select atlases that are similar to the unseen image. In the atlas selection process,
we use the LPDS and the lumen cross-sectional area (LCSA) to pre-select the potential atlas
candidates from the coronary arteries with narrow lumen area. We then select the atlases by
measuring the cross-correlation between an unseen image and the candidates. After the atlases
are selected, we use a non-rigid free-form registration [Rueckert et al., 1999] to propagate
the selected atlases to the unseen image. Finally, we fuse atlases and their corresponding
neointima tissue labels to obtain the unseen image’s neointima tissue label. Registration errors
are accounted for by a patch-based label fusion approach [Coupe et al., 2011]. Figure 6.2 shows
the flowchart of the proposed algorithm. The propagation and fusion steps are applied to each
2D slice of our eighteen IVOCT image sequences. As before, each IVOCT image is reformatted
and interpolated into a polar coordinate system (θ, ρ).
These steps will be described in more detail in the following sections: Section 6.2 introduces
the segmentation framework while section 6.3 illustrates the segmentation results from eighteen
patients. Section 6.4 summarises and concludes this chapter.
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Figure 6.2: Illustration of the neointima segmentation framework that includes atlas selection,
atlas propagation and label fusion.
6.2 Multi-atlas based Neointima Segmentation
Neointima thickness is the main measure of coronary restenosis. This section describes the
processes of the neointima segmentation without stent area estimation and stent strut definition.
The first step is to select atlases which are similar to the unseen image. After atlas selection, we
use a non-rigid free-form registration algorithm [Rueckert et al., 1999] to propagate the selected
atlases to the unseen image. Finally, we use the patch-based fusion approach to fuse atlases
and their neointima tissue labels to obtain the unseen image’s neointimal label. The three-step
approach is implemented frame by frame. In addition, the lumen border segmentation used
in the label fusion step is estimated by the lumen border segmentation algorithm proposed in
Chapter 4.
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Table 6.1: This table shows the stenosis severity based on percent diameter stenosis.
LPDS (%) <20% 20%-35% 35%-50% >50%
Narrow no mild moderate severe
6.2.1 Atlas Selection
In general, thick NIH causes higher restenosis severity [Meijboom et al., 2008]. Since neointima
exists when the coronary artery has become narrow, we perform a pre-selection of the images to
select the coronary images with narrow lumen area. The first step is to determine the severity
level of stenosis in the artery. We measure the lumen percent area stenosis (LPAS), which
is used to validate IVUS for the assessment of lesion severity as the measure of the narrow
of the artery in IVOCT imaging [Abizaid et al., 1998, Briguori et al., 2001, Nishioka et al.,
1999, Gutierrez-Chico et al., 2012]. This measure can be obtained from the lumen area (mm2)
calculation. In addition, assuming that the coronary lumen is circular, the LPDS of the lesion
is also calculated as:
LPAS(%) =
LArea−min(LArea)
LArea
× 100
LPDS(%) = (1−
√
1− LPAS/100)× 100
(6.1)
Here LArea is the average of lumen area and min(LArea) denotes the narrowest segment of
lumen area.
As in the experiments [Vos et al., 1997, Pitt et al., 2000] using IVUS, the stenosis severity can
also be divided into four groups by LPDS (Table 6.1).
We use the absolute LCSA to select neointimal tissue images from the arteries which are mea-
sured as the narrow arteries. This measure has been used in IVUS experiments to distinguish
plaques and also applied in IVOCT imaging [Abizaid et al., 1998, Gutierrez-Chico et al., 2012].
If an image is picked from the narrow artery (LPDS is larger than 20%) and its LCSA is less
than 4mm2, this image is considered as a neointimal tissue atlas candidate. The candidate can
provide information about the neointimal thickness, neointimal location and neointimal shape.
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Figure 6.3: From left to right: mild narrowing, moderate narrowing and severe narrowing. PID
denotes the patient identify. LCSA is a measure of the lumen cross-sectional area and LPDS
refers to the percentage of diameter stenosis.
Fig 6.3 shows examples of images with different severity of narrowing that are in the atlas pool.
If all atlases are used in the next stage, the computation will become expensive and time
consuming. It has been suggested by [Aljabar et al., 2009] that a few atlases can achieve a
similar accuracy compared to a large number of atlases. A common way to reduce the number
of atlases is to perform an atlas selection [Aljabar et al., 2009]. The selection framework relies
on evaluating the similarity of a pair of images (the atlas and the unseen image). The image
similarity can be expressed using a variety of metrics including SSD, CC, MI and NMI. A
detailed review of similarity measures in the literature can be found in [Hajnal et al., 2001].
In this section, CC is used to select atlases from those images with narrow lumen. CC assumes
that a linear relationship exists between the intensity values of corresponding pixels in the two
images. The most similar atlases of the unseen image are selected and used in the next stage
of non-rigid free form registration and label fusion. A flowchart of the proposed atlas selection
is shown as Figure 6.4.
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Figure 6.4: Atlas selection. Similar images are selected by using cross-correlation.
6.2.2 Propagation by Non-Rigid Registration
In this section, we describe the registration method that estimates the transformation between
an atlas and the unseen image. Since the atlas may not be perfectly aligned with the unseen
image, the subsequent non-rigid image registration using a free-form deformation model based
on cubic B-splines [Rueckert et al., 1999] can provide a better matching between the unseen
image and the atlas image.
Assuming that a free-form deformation is parametrised by a set of control point vectors Φ, each
vector φi,j denotes a control point that is arranged on a regular lattice size nx×ny with uniform
spacing of δ along each dimension. The index i, j denotes the location of its associated control
point within the lattice. By using cubic B-spline basis functions to blend the control point
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vectors, a continuously varying displacement is defined at each point of the image domain. The
free-form deformation for a pixel x = (x, y) can be formulated as the 2D tensor product of the
1D cubic B-splines:
T (x, y) =
2∑
l=0
2∑
m=0
Bl(q)Bm(s)φi+l,j+m (6.2)
where i = b x
nx
c − 1, j = b y
ny
c − 1, q = x
nx
− b x
nx
c, s = y
ny
− b y
ny
c. The function Bl represents
the l-th basis function of the B-spline:
B0(u) =
(1− u)3
6
B1(u) =
3u3 − 6u2 + 4
6
B0(u) =
−3u3 + 3u2 + 3u+ 1
6
B0(u) =
u3
6
(6.3)
After the registration, the transformations between the unseen image and atlases is obtained.
We warp the atlases and their corresponding labels to the unseen image and fuse this new atlas
set to obtain the label estimation for the unseen image.
6.2.3 Local Patch-based Label Fusion
Due to the difference in the severity of stenosis, an unseen image’s neointimal tissue might not
be exactly the same as any of the atlases. In addition, the unseen image’s neointima might
not be exactly aligned with the atlas because of registration errors. Therefore, an approach
that can reduce the sensitivity to registration error is important. We proposed a combined
probabilistic model as the core of our algorithm which leads to a more flexible label fusion and
tolerates registration errors.
Our method is inspired by Sabuncu [Sabuncu et al., 2010] and Coupe [Coupe et al., 2011]. In
Sabuncu’s local label voting model, the label of a voxel x in the unseen image is determined by
the corresponding voxel in atlases. However, the unseen’s label estimated from a single voxel
in the atlas might result in a wrong vote when there is a misregistration between the unseen
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and atlas images. Thus, we use a patch-based scheme proposed by Coupe [Coupe et al., 2011]
instead of a single voxel to estimate the tissue label.
Let I = {I(x) ∈ Ω} be a unseen image to be segmented where Ω ⊂ <2 denotes the lattice on
which the image is defined and x denotes a pixel in the unseen image. The goal of segmenta-
tion is to estimate a label map L associated with the image I where each pixel is assigned a
discrete label. The label L is classified into binary labels: L(x) = {Lbackground, Lforeground}. The
probability of patch-based label fusion model in the unseen image is estimated by the fusion
of a weighted patch label integration (P1) and a weighted patch location (P2). The combined
probability for label L is
Pˆ (L|x, I) = C · P1(x) + (1− C) · P2(x) (6.4)
where C is a fusion factor that aligns the weights between the weighted patch label integration
and the weighted patch location. Pˆ (L|x, I) represents the probability of label L.
We assume that the transformation Φn between the image I and an atlas An has been computed
in the section 6.2.2. We warp the atlas image An and its corresponding label Ln to the unseen
image space. Let A′n = An(Φn) denotes the warped atlas image and L
′
An
= LAn(Φn) denotes
the warped label map. At′1 = (A
′
1, L
′
A1
), ..., At′n = (A
′
n, L
′
An
) are a set of N warped atlases and
labels. Each L′An is a candidate segmentation for the label of the unseen image.
The weighted patch label integration P1 is used to perform the weighted averaging of atlas
labels. For all pixels x of the image to be segmented, the probability of the final label is based
on a weighted label fusion of all labeled samples inside a patch k for the n selected atlases:
P1(x) =
∑N
n=1
∑K
k=1 ωn,k · L′An(xk)∑N
n=1
∑K
k=1 ωn,k
(6.5)
where xk is the pixel x at k-th patch in the n-th atlas.
The probability of a pixel x in the unseen image is estimated from a weighted fusion of spatial
neighbourhood with K patches and N atlases. During the voting, the weight ωn,k is determined
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by the distance between the k-th patch in the n-th atlas and the patch centered around x. We
assume that the differences between patches can be modeled by a Gaussian distribution with
zero mean. The model is described as:
ωn,k =
1√
2piσ21
exp{− 1
2σ21
[I(x)− A′n(x+ ∆k)]2} (6.6)
Here ∆k denotes the distance between the centre pixel x and the k-th candidate pixel. I(x)
and A′n(x + ∆k) respectively denote the intensities of the pixel in the unseen image and the
corresponding atlas pixel. σ1 is the standard deviation of the Gaussian distribution. We use a
small patch instead of a single pixel and the weight ωn,k can then be estimated as:
ωn,k =
1√
2piσ21
exp{− 1
2σ21|S(x)|
∑
y∈S(x)
[I(y)− A′n(y + ∆k)]2} (6.7)
where S(x) denotes a patch centred at x and |S(x)| denotes the number of voxels in S(x). The
intensity difference of a single pixel in Eq. (6.6) is replaced by the mean squared difference in
the patch S(x) (Eq. (6.7)).
The weighted patch location P2 is used to estimate the location of a patch in the unseen image.
We assume that the weighting of the location obeys a normal distribution and the probability
can be written as Eq. (6.8) and Eq. (6.9):
wpatch pos(x) =

1√
2piσ22
exp{− 1
2σ22
[xk − xlb]2}, if xk ≥ xlb
0, otherwise
(6.8)
P2(x) =
wpatch pos(x)∑
wpatch pos(x)
(6.9)
Here xlb is the corresponding lumen border location of the pixel x at k-th patch. If xk is
the inner of the lumen border, the probability is set to zero. σ2 is a model parameter that
determines the search volume size.
After the weighted label fusion (P1) and the weighted location (P2) have been computed, the
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Figure 6.5: To determine the label at a pixel (the red dot), a patch (the yellow rectangle) in
the unseen image is compared to a number of patches (the coloured rectangles) in the warped
atlases. Each atlas patch is weighted according to its similarity and distance to the target
patch (step 1). The labels from all atlas patches are combined to provide the label estimate in
the unseen image. In addition, each atlas patch location is compared to its corresponding lumen
border segment location in the unseen image. With the combined probability of patch voting
weight and patch location weight, the unseen’s neointimal segment can be obtained when the
probability is larger than the threshold (Step 3).
combined probability for label L of the unseen image (Pˆ (L|x, I)) is determined. Since P1, P2
and Pˆ (L|x, I) are defined as {0, 1}, the final label can be computed as:
L(x) =
 1, if Pˆ (L|x, I) ≥ th0, otherwise (6.10)
Here if the combined probability Pˆ (L|x, I) is higher than the threshold th, the label of the pixel
x can be marked as neointima. Figure 6.5 illustrates the procedure of patch-based label fusion.
Finally, we apply a Gaussian smoothing to refine our segmentation. If the combined probability
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Table 6.2: This table shows the implementation tools for (1) Atlas selection, (2) Atlas propoga-
tion and (3) Label fusion.
Steps Atlas Selection Atlas Propagation Label Fusion
Tools IRTK IRTK IRTK
is lower than the threshold, this causes image noise. For examples, holes appear in Figure 6.8(c),
(d), (e), (g), (h). The Gaussian smoothing can fill in the holes in the segmentation results. An
example is shown in Figure 6.8(f).
6.3 Results and Discussions
6.3.1 Testing Datasets
A commercial C7-XR system is used to acquire the IVOCT image sequences. Images were
acquired during a pullback rate of 20.0 mm/s. All sequences are the cases of in-stent-restenosis
with different severity of narrowing (see Table 1.2). The lumen border segmentations obtained
by our lumen border estimation method proposed in Chapter 4 are used as preliminaries.
The implementation tool of each step of the neointima segmentation approach is based on
IRTK (Table 6.2).
6.3.2 Parameter Estimation
In the atlas selection step, we implement an atlas pre-selection to select images with narrow
lumen area as potential atlases since neointima exists in the narrow lumen images. To identify
the narrow images, we calculate the LPDS and LCSA for each slice of each patient sequence.
The number of atlas candidates for every patient is shown as Table 6.3.
After the pre-selection, we use the atlas selection strategy as proposed in [Aljabar et al., 2009]
to select the similar atlases. We register all candidates to the unseen image using affine reg-
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Table 6.3: This table shows the number of potential atlases have been used in the experiments.
Patient Total Narrowing Number of
ID slices slices atlas candidates
P1 271 0 756
P2 271 0 756
P3 268 202 554
P4 268 4 752
P5 271 2 754
P6 271 11 745
P7 271 0 756
P8 268 47 709
P9 268 0 756
P10 268 0 756
P11 268 0 756
P12 268 0 756
P13 268 0 756
P14 268 0 756
P15 268 94 662
P16 268 67 689
P17 268 64 692
P18 268 65 691
istration. Atlases are selected by the similarity (CC) between the candidates and the unseen
image.
We reduce the number of atlases to improve the performance of computation. Figure 6.6 shows
the impact of the size of atlases on segmentation accuracy. It shows that, for the training
set, more than 100 atlases result in trivial improvement or even decrease of segmentation
performance. Therefore, in the following experiments, we select 100 atlases for label fusion.
Since 100 atlases still represents a large atlas set, we define a threshold to pick the most similar
images to further reduce the computational cost. In our experiments, this threshold is set to
half of the highest similarity. Thus, 100 atlases can be considered as an upper bound for the
label fusion step. In practice, the average atlases number is between 20-50.
After atlas selection, we determine the parameters for registration. During the registration, we
use a hierarchical optimisation with three levels. At the coarsest level, the image resolution
and control point spacing are 4x4mm and 32x32mm, respectively. We use CC as the similarity
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Figure 6.6: This figure shows the effect of the number of atlases on the segmentation accuracy.
The accuracy is evaluated using the Dice overlap between the results of our proposed approach
and manual neointimal segments.
measure in the registration procedure.
In the label fusion step, we use Gaussian distributions to estimate the probability of the patch-
based label fusion model. This model is a combination of the weighted patch label integra-
tion (P1) and the weighted patch location (P2). The weighted patch label integration (P1) is an
intensity-based image likelihood term that follows a Gaussian distribution and the likelihood
term of the weighted patch location also follows a Gaussian distribution. The standard devi-
ation σ1 of the Gaussian distribution in the weighted patch label integration (P1) is used to
group pixels since the intensities between neointimal tissues are similar. In practice, we have
tried values of σ1 between 10 and 70. We found that σ1 = 50 yields best results.
In addition, the standard deviation σ2 of the Gaussian distribution in the weighted patch lo-
cation (P2) is used to restrict the search area since neointima is close to the lumen border.
Therefore, we have tried values of σ2 between 0.5mm and 2mm and found that σ2 = 1.5mm
provides best results. These two values are then applied to all patient sequences. The neigh-
bourhood for searching for atlas patches is set to ±2σ2 around the centre pixel and the patch
size in the unseen image is 5x5. The fusion factor C (Eq. (6.4)) is set to 0.5. Finally, the
threshold used to determine the binary label of the unseen image (Eq. (6.10)) is 0.5. After
label fusion, we have applied a Gaussian smoothing with σ = 1 to refine the segmentation.
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6.3.3 Results
The proposed neointima detection method has been applied to eighteen IVOCT sequences.
We use a leave one out cross-validation to evaluate the segmentation. The atlases used for
segmenting the left-out test subject are obtained from the other seventeen patient sequences.
Examples of the neointima segmentations for different degrees of narrow severity are shown
in Figure 6.7. We then compare the segmentation of a random slice in one patient sequence
by using different fusion approaches with different registration strategies. The comparison is
shown in Figure 6.8. Examples of the 3D neointima reconstruction with the different severity
of narrowing (mild, moderate and serve narrow) are shown in Figure 6.9, Figure 6.10 and
Figure 6.11.
In general, severe degree of stenosis causes severe restenosis. However, in some cases, a
mild/moderate narrow artery (grouped by LPDS) may have moderate/serve narrow restenosis
slices (Figure 6.9 and Figure 6.10). Similarly, slices showing a mild narrowing of the artery
may appear in a serve narrow artery (see Figure 6.11). To evaluate the accuracy, we used the
Dice overlap (Eq. (4.10)) to evaluate the neointimal area between our segmentations, manual
segmentations and other segmentations obtained from different fusion approaches (majority
voting [Kittler et al., 1998] and multi-atlas local fusion [Sabuncu et al., 2010]). The manual
neointima segmentations are obtained by two trainees (Paul Huang and Larry Lin) and verified
by Dr. Zhang. Our method has achieved the average score of Dice 0.92±0.02. A detailed com-
parison is shown in Figure 6.12. The verification between our result and manual segmentation
is discussed in next subsection (section 6.3.4).
In addition, we utilise a Bland-Altman plot to show the differences between the neointima area
detected by the proposed approach and manual segmentation (Figure 6.14-Figure 6.16 at the
end of this chapter). Our results show a trend of slight under-estimation. This may be due to
the lower weighted patch location (P2) and the lower weighted patch label integration (P1) of
a pixel that is close to the neointima boundary. Another possible reason is that the similarity
between atlases and the unseen image is too low. The means that the neointimal tissue label
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Figure 6.7: This figure shows neointima segmentations for different severity of restenosis: (1)
mild narrow, (2) moderate narrow and (3) severe narrow.
of the unseen image is hard to obtain from the atlases.
6.3.4 Discussion
In this subsection, we compare neointima segmentations with (1) ones obtained from the pre-
vious chapters (Chapter 4 and Chapter 5), (2) manual neointima segmentation and (3) outer
circle neointima segmentation. The outer circle neointima segmentation can be obtained as the
estimated circle stent area minus the lumen border area (Figure 6.13(c)). In our experiments,
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Figure 6.8: This figure shows neointima segmentations with different label fusion approaches
and different registration strategies. (a) shows the original image and (b) its manual neoin-
timal segmentation. Each row ((c)-(e) and (f)-(h)) represents each of the different registra-
tion strategies: affine registration and non-rigid registration [Rueckert et al., 1999]. Each
column ([(c),(f)];[(d),(g)];[(e),(h)]) shows each of the different fusion approaches: local patch-
based label fusion, majority voting and multi-atlas label fusion [Sabuncu et al., 2010]. The
segment with local patch-based label fusion and non-rigid registration has performed better
than the other approaches.
the lumen border area is calculated by the proposed method (Chapter 4). The estimated circle
stent area was obtained by fitting a circle to the manual stent struts segmentation. This mea-
sure was inspired by [Murata et al., 2002] as the authors mention that the stent area is equal
to the area of the hypothetical circle. This outer circle neointima segmentation overestimates
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Figure 6.9: This figure shows an example of the 3D neointima reconstruction (case with mild
narrowing). (a) the longitudinal view of the mild narrow patient sequence (P15). (b) and (c)
are the random selected slices in the sequence. (d) the 3D longitudinal view. Blue regions
are neointima segmentations. Yellow spheres are the stent struts detected from Chapter 5 and
lumen border segmentations (brown color) are extracted from Chapter 4.
the area since the shape of the stent area is a circle-like structure but not a circle. However,
an advantage of this outer circle neointima segmentation is that the measure is straightforward
to calculate and implement while the manual stent struts segmentation and manual neointima
segmentation are time-consuming. Therefore, the outer circle neointima segmentation can be
used to assist the restenosis diagnosis [Lemos et al., 2011] even though it is an over-estimat.
With the over-estimated/under-estimated stent struts (Figure 6.13(a)), the inaccurate stent
area estimation is obtained in Figure 6.13(d) (see Chapter 5). The manual neointima segmen-
tation is shown in Figure 6.13(b). Finally, the proposed multi-atlas neointima segmentation
is shown in the Figure 6.13(e). Our proposed method has achieved results which are close to
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Figure 6.10: This figure shows an example of 3D neointima reconstruction (case with moderate
narrowing). (a) the longitudinal view of the moderate narrow patient sequence (P16). (b)
and (c) are the random selected slices in the sequence. (d) the 3D longitudinal view. Blue
regions are neointima segmentations.Blue regions are neointima segmentations. Yellow spheres
are the stent struts detected from Chapter 5 and lumen border segmentations (brown color)
are extracted from Chapter 4.
the manual neointima segmentations and provide highly accurate results even though the stent
properties (such as stent position, stent strut thickness and stent shape) are unavailable.
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Figure 6.11: This figure shows an example of 3D neointima reconstruction (case with serve
narrowing). (a) the longitudinal view of the serve narrow patient sequence (P4). (b) and (c)
are the random selected slices in the sequence. (d) the 3D longitudinal view. Blue regions
are neointima segmentations. Yellow spheres are the stent struts detected from Chapter 5 and
lumen border segmentations (brown color) are extracted from Chapter 4.
6.4 Summary
In this chapter, we have presented a patch-based label fusion method based on a multi-atlas
approach to detect neointimal tissue in IVOCT sequences. The approach consists of an atlas
selection step, propagation step and label fusion step. In the atlas selection, measurements,
LPDS and LCSA, are used to select the images with narrow lumen area. This step excludes
the light restenosis cases since the thick neointima results in the severe restenosis. Atlases are
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Figure 6.12: This figure shows the comparison of approaches with different registration strate-
gies on different patients. Our proposed approach performs well in all patient sequences.
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Figure 6.13: (a) represents the over-estimate/under-estimate stent struts (red/green circle) from
Chapter 5; (b) the manual neointima segmentation; (c) the outer circle neointima segmentation.
the over-estimate stent strut (red circle) is excluded from the circle stent area; (d) the neointima
segmentation is calculated by the stent area segmentation (obtained by the proposed stent area
estimation (Chapter 5)) and the lumen area segmentation (obtained by the proposed lumen
area estimation (Chapter 4)). (e) the neointima segmentation is obtained by the proposed
multi-atlas based method (Chapter 6).
then selected by the similarity between artery images with narrow lumen area and the unseen
image. These atlases are then used in the propagation and label fusion steps.
In the label fusion step, we apply a patch-based model formulated in a probabilistic framework
to extract the neointima label segmentation from each atlas. We use multiple neighbouring
patches instead of a single pixel from the atlases to account for the registration errors. Lumen
border information is added to improve the accuracy of the segmentation. Our method has
focused on images in which stent struts are hard to be recognised or the property of the stent is
not available. The results can provide useful information for clinicians and aid in the diagnosis
of cardiac diseases.
We use the Dice overlap to evaluate our proposed method and some other fusion approaches
compared to manual segmentations. The results showed that our proposed approach achieves
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Figure 6.14: This figures shows Bland-Altman plots of 6 patients. Each plot shows differences
between the proposed segmentation and manual segmentation.
high accuracy (over 90%) in the neointima overlap measurements. The comparison against
manual expert segmentation demonstrates that the proposed neointima segmentation is accu-
rate.
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Figure 6.15: This figures shows Bland-Altman plots of 6 patients. Each plot shows differences
between the proposed segmentation and manual segmentation.
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Figure 6.16: This figures shows Bland-Altman plots of 6 patients. Each plot shows differences
between the proposed segmentation and manual segmentation.
Chapter 7
Conclusion
7.1 Summary
CHD is characterised by thickening of the arterial vessel wall due to atheromatous plaque. The
thickening of the plaque not only narrows the arterial lumen but also leads to immediate blood
clotting at the site of the artery. When the artery is seriously clotted, it can lead to heart
attacks. Invasive image modalities such as IVUS and IVOCT can provide invasive informa-
tion to well prevent CHD or the treatment of CHD since IVOCT permits direct tomographic
visualisation of cross-sectional images of lumen border, stent struts and neointima. However,
the spatial resolution of IVUS is inadequate to quantify the thickness of plaque and neointima
accurately. Therefore, IVOCT has been chosen as the image modality used in this thesis as it
provides high-resolution images with micrometer resolution. With IVOCT techniques, stenosis
and restenosis caused by plaques and neointima can be detected and analysed.
The work in this thesis has focused on the development of a fully automatic coronary im-
age analysis framework using segmentation techniques for IVOCT sequences. This framework
can lead to comprehensive understanding of CHD and analysis of restenosis. Furthermore,
the framework consists of lumen border segmentation, stent struts detection and neointima
segmentation.
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When IVOCT sequences are acquired, a guide-wire runs in parallel to the catheter outside and
results in shadow artifacts in every slice of the sequence. If guide-wire shadow artifacts are not
eliminated, these artifacts will lead to inaccurate lumen segmentations. However, most existing
approaches do not explicitly address the guide-wire shadow artifacts elimination.
A fully automatic segmentation technique which is capable of generating an accurate lumen
border segmentation from IVOCT image sequences is proposed. This technique can eliminate
guide-wire shadow artifacts and accurately estimates the lumen borders. The segmentation
approach is based on a novel combination of EM framework and GC based optimisation. This
combination provides initial estimates of the boundaries of lumen border and positions of guide-
wire artifacts. After identification of the artifacts, a geometrically-based method is proposed to
remove them. Finally, the initial lumen border points are connected by a deformable method
to estimate the lumen border. Compared to the commercial system (the C7-XR system) the
approach has achieved high overlap accuracy in terms of lumen area estimation.
After the lumen border has been segmented, the next step is to identify the coronary stents.
In general, after stent implantation, stent struts can be classified into covered stent struts,
apposed stent struts and malapposed stent struts according to the appearance of the strut
positions in cross-sectional images. When a stent is placed well at the site of blockage of a
coronary artery, this is referred to as stent apposition. If it does not reach the arterial wall,
stent malapposition occurs and may cause LST. Covered stent struts are stent struts covered
by neointima tissue which can provide information about restenosis. Most existing algorithms
focus on the detection of the strut position without considering the weak intensity responses of
stent struts.
A novel automatic stent struts detection method which detects the strut shadow zone and
accurately segments and reconstructs the stent strut in 3D is proposed. The position of the strut
shadow zone is a key requirement which enables the strut segmentation. After identification
of the shadow zone, an a-priori Gaussian probability map for every detected shadow is built
to estimate the probable stent strut position. This probability map can be used to estimate
not only malapposed struts but also apposed and covered struts when their intensity response
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is weak. With the detected stent struts, the stent area can be estimated. The stent area
is used for analysis of neointima coverage. The segmentation results demonstrate that three
types of stent struts can be accurately segmented but the stent area is overestimate. This
is because sensitive thresholds are used to identify the strut shadow zones and stent struts.
With inaccurate stent strut identification, the inaccurate stent can be estimated and this leads
to inaccurate neointima segmentations. To reduce the sensitivity, an alternative neointima
segmentation approach (multi-atlas based neointima segmentation) has been proposed.
The thickness of the neointima is the main measurement for the analysis of the severity of
stenosis/restenosis. Since the accurate segmented lumen border and stent area segmentation
are obtained, the NIH can be estimated. However, if the estimation of stent area is inaccurate,
the neointima segmentation can fail. Inaccurate stent area estimation often occurs when the
stent struts are invisible or struts positions are difficult to recognise. Existing algorithms do not
deal with this inaccurate neointima estimation caused by the inaccurate stent area estimation.
To overcome the problem caused by the stent area estimation, a multi-atlas based segmentation
method that segments NIH with information about the lumen border instead of the stent area
has been developed. The approach can be regarded as a classifier ensemble in which each
atlas acts as a classifier and the opinions from all atlases are fused. Atlases are selected by
measurements of stenosis and a similarity measure, CC. A probabilistic patch-based label fusion
model is then developed to estimate neointima tissue in the unseen image. The label at a pixel
in the unseen image is determined by fusing the labels at the corresponding pixels from each
atlas. Before label fusion, each atlas is registered via non-rigid registration [Rueckert et al.,
1999]. To account for registration errors, multiple neighbouring patches are extracted from
each atlas instead of a single pixel as proposed in [Sabuncu et al., 2010, Coupe et al., 2011].
In addition, the location of the patch in the unseen image also contributes to the label fusion.
Compared to other label fusion approaches, a significant increase in segmentation accuracy has
been observed.
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Figure 7.1: Examples of plaque rupture. Triangles highlight the plaque rupture positions.
From [Kubo et al., 2011].
7.2 Limitations and Future Work
The thesis has focused on using image segmentation for coronary stent detection and coronary
restenosis analysis in IVOCT sequences. We have proposed an automatic approach to segment
the lumen border. Future work will investigate how to extend this framework to estimate lumen
border in the case of plaque rupture (Figure 7.1) which is the main cause of heart attacks [Hong
et al., 2004].
When plaque rupture occurs, the lumen border is difficult to segment. A possible solution is to
estimate the approximate lumen border from neighbouring slices. The guide-wire elimination
method can be extended from 2D to 3D to estimate the approximate lumen diameter. With
the approximate lumen diameter and a 3D deformable model, i.e. [Caselles et al., 1996], the
lumen border can be obtained in the presence of plaque rupture.
Our stent strut detection method can detect a stent well in IVOCT sequences. However, our
method cannot deal with cases in which multiple stents are implanted. If multiple stents
exist (Figure 7.2), the assumption that a stent strut shadow follows a stent strut is violated.
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Figure 7.2: (a) angiographic result after implantation of two stents into the left anterior descend-
ing artery and diagonal branch. The white arrow indicates the optical coherence tomography
imaging wire. (b) Well apposed two layers of struts in the proximal segment. (c) Magnification
of the two layers of struts from image (b). From [Tyczynski et al., 2010].
This means multiple stent struts might share one strut shadow (see Figure 7.2(b) and (c)).
A steerable filter [Freeman and Adelson, 1991] may offer a solution in this case. A steerable
filter is an orientation-selective convolution kernel used for image enhancement and feature
extraction that can be expressed via a linear combination of a small set of rotated versions of
itself. The first oriented derivative of a 2D Gaussian can be used to recognise possible strut
shape edges. With the probability map used in our proposed method for identification of a
stent strut, the locations of multiple stent struts can be estimated.
With accurate lumen border segmentations and stent segmentations, the final goal of the CHD
analysis is to perform true 3D lumen reconstruction of a coronary vessel by a fusion of x-ray
angiography (XA) and IVOCT images. IVOCT provides cross-sectional information of the
coronary but it lacks information about the curvature of the coronary. An additional image
modality, such as XA, can be used to overcome this shortage since XA provides the information
about vessel curvature. Therefore, by fusing these two modalities, a 3D coronary model that
provides the curvature estimation and cross-sectional information can be reconstructed.
The first step of the 3D model reconstruction is to reconstruct the 3D catheter path from
biplane angiograms [Wahle et al., 1995, Molina et al., 1998, Yang et al., 2009]. Reconstruction
of the trajectory in the 3D space is based on the corresponding points on the two angiographic
views using epipolar geometry [Hartley and Zisserman, 2004]. Alternatively, it is possible
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to reconstruct the 3D catheter path via motion compensation [Perrenot et al., 2006]. The
method uses markers on a device or guide-wire to identify and estimate the motion of an
object or region of interest in order to register and motion compensate the projection images to
generate a motion-free reconstruction [Schoonenberg et al., 2008, Schoonenberg, 2010]. Only
frames in which markers were identified can be motion compensated and will be used in the
reconstruction process. Motion compensation, in general, is achieved by generating a static
3D model of the markers, forward projecting the 3D marker positions to all projection images
and warping the images using an affine transformation from the detected marker positions
to the forward projected positions. These motion compensated images are used as input for a
Feldkamp (FDK) [Feldkamp et al., 1984] reconstruction instead of the original acquired images.
After the 3D catheter path has been reconstructed from two angiographic views, this path can
be considered as the pullback trajectory so that cross-sectional images (IVUS or IVOCT) can
be aligned along the trajectory. [Tu et al., 2011, Tu et al., 2012] proposed an approach that
estimates the corresponding IVUS/IVOCT image from the reconstructed vessel centerline based
on the vessel curvature where the vessel deviates from being a straight tube. To determine the
curvature at each position along the vessel, the reconstructed arterial centerline is approximated
by a parameterised Bezier curve [Bartels et al., 1996] and the curvature is calculated using the
first and second derivatives.
By indicating baseline positions (anatomical or mechanical landmarks visualised in both an-
giographic and IVUS/IVOCT images) along the reconstructed arterial centerline, the corre-
sponding axial positions in the cross-sectional images can be obtained via registration ap-
proaches [Rotger et al., 2001, Wahle et al., 2006, Schuurbiers et al., 2009]. After the registra-
tion, point-to-point correspondences between the XA and IVOCT images are established and
markers superimposed on different image views are synchronised. Thus, the 3D model of the
coronary vessel is fully reconstructed. In clinic, this model can not only assist the diagnosis of
CHD but also analyse of the severity of restenosis. With the information from the 3D model,
suggestions of treatments (from doctors) can be given to patients who have in-stent restenosis
or the related diseases.
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Appendix A
Implementation Tools and Overview of
Image Sequences
A.1 Implementation Tools
The algorithms developed in the thesis are implemented by C++, MATLAB and IRTK. MAT-
LAB is a numerical computing environment developed by MathWorks Inc. It allows matrix
calculations, functions and data plotting, user interfaces design and program binding with other
languages (C, C++, Java and so on).
IRTK is a cross-platform software tool for image analysis developed by Professor Daniel Rueck-
ert and the Biomedical Image Analysis (BioMedIA) group at Imperial College London. It
provides an extensive suite for image analysis (e.g. image registration and image segmenta-
tion). Developers are free to add functions to achieve the tasks of segmentation or registration.
The resulting images can be viewed in RView which is a viewer for medical images (NIfTI im-
age format) (Figure A.1). The manual and binaries of the IRTK are available online [Rueckert
et al., 2007].
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Figure A.1: This figure shows the interface of RView and some functions of image registration
and segmentation. An image can be viewed in axial view (top-left image), coronal view (top-
right image), sagital view (bottom-left image) and both directions image in one slice of a
sequence. Here, the ID of the image sequence is the sequence 15 (P15).
A.2 Overview of Image Sequences
The image sequences used in the thesis and the acquisition time of the sequences are shown
below. Every sequence is considered as an independent patient sequence and the longitudinal-
view of every sequence is shown. In addition, the image sequence have been acquired between
2009 and 2011.
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Figure A.2: A longitudinal-view of patient sequences (P1-P9). The table shows the acquisition
time of image sequences.
Figure A.3: A longitudinal-view of patient sequences (P10-P18). The table shows the acquisi-
tion time of image sequences.
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