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Introduction 
 
Les dernières décennies ont été marquées par des avancées importantes dans les secteurs 
de la microélectronique et des nanotechnologies. Présente dans de nombreux aspects de notre 
vie quotidienne (médecine, téléphone portable, réseaux Internet, transport..), la 
microélectronique a investi notre société au point d’en devenir un acteur incontournable. Des 
industriels aux laboratoires académiques en passant par  les centres de Recherche et 
Développement, tout le monde dans ce domaine s’efforce de répondre aux exigences du futur 
et contribue à la fabrication et à la production de circuits intégrés toujours plus performants, 
moins coûteux, plus autonomes en énergie et à haute densité d’intégration . 
Pour répondre à ces besoins, les acteurs du monde de la microélectronique ont 
l’habitude de suivre une feuille de route dictée par l’ITRS ( International 
Technology Roadmap for Semiconductors) dans laquelle est indiquée la prévision des 
dimensions des transistors au cours des années à venir. Chaque réduction de cette dimension 
est une étape importante qualifiée de nœud technologique. Les procédés de fabrication (dépôt, 
lithographie, gravure de matériaux) se trouvent ainsi régulièrement confrontés à de nouveaux 
défis. Les échelles nanométriques des transistors actuels ne permettent pas de contrôler « à 
l’œil nu » les dimensions obtenues. Il est même très délicat de délivrer une mesure de façon 
rapide, précise et robuste. Pourtant, dans le domaine industriel et particulièrement dans celui 
de la production, où la notion de rendement est fondamentale, ces 3 contraintes sont des 
éléments clés pour s’assurer du bon fonctionnement des procédés et atteindre les objectifs 
visés. Par conséquent la métrologie dimensionnelle est devenue une science à part entière 
dans le domaine de la microélectronique et des nanostructures en général. Le développement 
d’équipements performants devient ainsi un enjeu crucial pour le bon fonctionnement des 
futurs composants. 
Plusieurs techniques ont été développées, avec les équipements associés, chacune 
d’entre elle se basant sur des notions physiques différentes. Deux méthodes de métrologie 
sont particulièrement utilisées dans le domaine industriel, aussi bien en  production qu’en 
R&D : le Microscope à Force Atomique (AFM) et le Microscope Electronique à Balayage 
(SEM). Ces deux techniques morphologiques permettent de mesurer, à l’échelle du 
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nanomètre, la grandeur caractéristique appelée CD pour Critical Dimension correspondant, 
par définition, à la plus petite dimension présente dans un circuit. Dans la plupart des cas, il 
s’agit, pour les circuits intégrés en microélectronique, de la largeur de la grille des transistors.  
Le contrôle de procédé en microélectronique [LIM98, EMA04, SU07] consiste à 
vérifier que les étapes successives s’enchainent correctement et que les structures obtenues 
correspondent aux prévisions. La collection de données issues de capteurs présents dans les 
machines de procédés permet de mettre en évidence une dérive potentielle des équipments. 
Pour certaines étapes spécifiques, comme la gravure, un suivi de la dimension CD est 
également effectué. Les techniques AFM et CDSEM, bien que parfois utilisées pour ce suivi 
ne sont pas optimales en raison de leur lenteur d’acquisition (AFM) ou de la nécessité de 
transfert de la plaque vers un équipement spécifique, ce qui impacte le rendement. Ces 
limitations ont encouragé l’émergence d’une autre technique de métrologie dimensionnelle: la 
scattérométrie qui est basée sur une mesure optique. Cette technique permet de connaître la 
forme la plus complète possible d’un motif à condition que celui-ci soit périodique. Son 
principe repose sur l’exposition du motif à un faisceau  lumineux, et sur la récupération du 
signal de diffraction réfléchi par le réseau. Le signal collecté, appelé signature optique, est 
directement dépendant de la forme du motif diffractant ainsi que du type de matériaux qui le 
compose. Cette technique, qui sera détaillée dans ce document, possède toutes les qualités 
requises pour effectuer un suivi de procédé puisque son extraction de résultat est rapide. Elle 
est de plus non destructive et non invasive. 
Aujourd’hui le suivi de procédé souffre d’une contrainte majeure puisque l’information 
utile n’est acquise qu’en toute fin de procédé. Cela signifie que l’on sait si un procédé a dérivé 
seulement lorsque le processus est terminé. La correction réalisée permettra alors de rectifier 
la dérive pour le passage des plaques suivantes, mais à l’heure d’une optimisation toujours 
plus poussée de la productivité, tout « gaspillage » de plaque de Silicium n’est pas 
négligeable. C’est pourquoi, depuis quelques années, le LTM a développé une technique 
fondée sur l’utilisation de la scattérométrie pour effectuer un suivi en temps réel de procédés 
et notamment les procédés de gravure. Cette technique n’est pas encore assez mature pour être 
transférable dans l’industrie, mais les travaux de recherche se poursuivent dans ce sens. 
L’objectif à long terme est de mettre en place des boucles de rétroaction sur l’équipement 
durant le procédé pour corriger la « recette » en temps réel. 
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Pour retrouver les dimensions géométriques à partir des signatures optiques récoltées, la 
scattérométrie se base sur un modèle paramétrique définissant par hypothèse la forme de 
l’échantillon sous test. Les paramètres du modèle sont alors ajustés pour faire correspondre 
les signatures expérimentales et simulées. Il s’agit de réaliser ici une « résolution du problème 
inverse » par une optimisation paramétrique. C’est le cœur de cette méthode et, selon les 
algorithmes utilisés, la scattérométrie peut s’avérer particulièrement performante. 
Ces travaux de thèse se positionnent clairement dans une application de la 
scattérométrie en temps réel. Très peu de travaux existent sur cette thématique dans la 
littérature [SOU07, ELK09]. Les seules méthodes employées utilisent la méthode des 
bibliothèques couplée à des processeurs graphiques (GPU) [SOU07] pour la résolution du 
problème inverse. Les travaux présentés dans cette thèse, proposent de confronter, dans 
l’objectif du développement de la scattérométrie en temps réel, la méthode des bibliothèques à 
une technique originale de résolution de problème inverse, les réseaux de neurones artificiels. 
Cette technique a déjà été appliquée à la scattérométrie [KAL99,ROB02*] pour la 
caractérisation de structures diffractantes en régime statique. Cependant, elle n’a jamais été 
appliquée dans le cadre de la scattérométrie dynamique.  
Ce travail de thèse résulte du fruit de la collaboration entre deux laboratoires: le 
Laboratoire des Technologies de la Microélectronique (LTM) et le Laboratoire Hubert 
Curien. Le LTM, notamment l’équipe lithographie avancée, travaille sur la scattérométrie 
avec des moyens expérimentaux en environnement salle blanche, mais également sur la 
recherche d’algorithmes performants de résolution de problème inverse [SOU08, ELK10]. Le 
Laboratoire Hubert Curien, notamment l’équipe « Surfaces complexes et composants 
HF/RF », s’intéresse également à développer de nouveaux algorithmes pour la résolution du 
problème inverse pour la scattérométrie, notamment par l’utilisation des réseaux de neurones 
artificiels [ROB03, GER09]. Ce travail de thèse combine le savoir-faire des deux laboratoires 
pour répondre aux défis de cette technique de métrologie prometteuse. 
La première partie de ce document de thèse rappelle les différentes techniques de 
métrologie couramment utilisées en microélectronique. Les limites des techniques 
morphologiques sont mises en avant dans le cadre d’une application en temps réel. Le 
principe de la scattérométrie ainsi que les équipements utilisés, sont ensuite détaillés. Enfin 
trois méthodes de résolution de problème inverse sont évaluées avec leur  positionnement vis-
à-vis d’une application en temps réel.  
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Le second chapitre présente les réseaux de neurones (RN) artificiels. Leur principe de 
fonctionnement est expliqué dans un premier temps. Ensuite une étude préliminaire vise à 
appréhender le fonctionnement du RN et à en déterminer l’architecture optimale. Enfin, une 
comparaison est réalisée entre la scattérométrie neuronale et une technique morphologique sur 
un cas expérimental. 
Enfin, la dernière partie a pour objectif d’évaluer  les réseaux de neurones pour une 
caractérisation dynamique. Tout d’abord les deux méthodes de résolution de problèmes 
inverses que sont les bibliothèques et les Réseaux de Neurones sont étudiées et confrontés 
dans ce cadre précis afin d’en extraire les spécificités de fonctionnement. Pour conclure, une 
évaluation des potentialités des RN en dynamique est menée sur un cas expérimental dans le 
cadre d’un suivi de procédé de resist trimming. 
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Avec la miniaturisation des composants électroniques, il devient indispensable d’avoir 
recours à des outils de métrologie performants capables de déterminer rapidement et 
efficacement les propriétés géométriques d’un motif. Plusieurs techniques de mesure sont 
utilisées en microélectronique pour atteindre cet objectif. Chacune d’entre elles possède des 
spécificités qui la rendent plus ou moins adaptée selon le cas de figure. Nous allons, à travers 
ce chapitre, présenter ces méthodes, que l’on classera en différents groupes. Nous détaillerons 
particulièrement la technique de scattérométrie qui permet une métrologie rapide, non 
destructive, précise et à faible coût. Cette technique fondée sur une mesure de réponse optique 
est une technique indirecte. Cela signifie qu’elle ne délivre pas « directement » les dimensions 
à connaître mais nécessite l’utilisation d’algorithme  de problème inverse. Nous définirons 
dans la suite en quoi cela consiste ainsi que les différentes techniques de résolution qui lui 
sont associées. Nous détaillerons leur principe de fonctionnement afin d’estimer leurs points 
forts et leurs limites vis-à-vis de notre problématique, la scattérométrie in-situ en temps réel. 
I.1 Les techniques morphologiques 
Les techniques morphologiques de caractérisation sont largement utilisées aussi bien 
dans le domaine de la recherche qu’en industrie afin de pouvoir déterminer les dimensions 
paramétriques d’un motif à une échelle nanométrique. Nous allons présenter deux techniques : 
la microscopie électronique à balayage (MEB) et la microscopie à force atomique (AFM). 
Nous évoquerons les spécificités de chacune ainsi que leurs avantages et  inconvénients.  
 Microscopie Electronique à Balayage  I.1.1
Le Microscope Electronique à Balayage [LEE93, LEG] ou  le SEM (d’après l’acronyme 
anglo-saxon Scanning Electron Microscopy) repose sur l’interaction matériau-électrons. Cette 
technique consiste à envoyer un faisceau d’électrons sur la surface à analyser. Cette dernière 
émet des électrons « rétro diffusés » de différentes natures qu’il est possible de détecter et 
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ainsi connaître la topographie de la surface insolée. Au niveau du faisceau d’émission, les 
électrons, chargés négativement, sont extraits d’un filament chauffé (effet thermoïonique) ou 
d’une pointe portée à un très haut potentiel négatif (émission de champ). Les électrons sont 
ensuite accélérés à une forte énergie et sont focalisés par des bobines magnétiques (Figure 
I-1).  
 
Figure I-1. Principe de fonctionnement du SEM [REY] 
La collision entre les électrons et la surface du matériau, lors de chocs inélastiques, 
créée l’émission d’électrons secondaires ainsi que des électrons rétrodiffusé. Suivant les 
paramètres de balayage, les électrons secondaires vont être détectés et permettront ainsi de 
constituer une image restituant un contraste chimique ou topographique. 
Lors de l’exposition du matériau aux électrons, on peut voir apparaître des effets de 
charge: les charges électriques s’accumulent et leur énergie peut chauffer le matériau, 
entraînant la modification des propriétés géométriques du motif. Le plus souvent le motif va 
subir une réduction de taille suite à l’échauffement. Pour pallier à cela, on peut diminuer le 
nombre de frame ou  métalliser l’échantillon pour éviter que les charges s’accumulent. Ceci 
est particulièrement vrai pour l’observation de résines qui sont constituées de polymères et 
sont donc de nature isolante.   
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On distingue deux catégories de SEM : le CD-SEM (CD pour désigner « critical 
dimension ») et le XSEM (X pour désigner «cross section»).  
I.1.1.1 Le CD-SEM 
Le CD-SEM permet d’observer les motifs en vue de dessus. Les électrons sont accélérés 
avec une énergie de 300 à 800 eV. Ceci implique des détecteurs très performants, mais permet 
de s’affranchir de l’étape de métallisation et de clivage, quelque soit le type de matériaux. 
C’est donc une technique non destructive. L’échantillon peut en conséquent être réutilisé et 
c’est pour cette raison que le CD-SEM est une technique largement utilisée en industrie pour 
le contrôle en ligne sur des sites de production.  
Cette technique permet d’extraire le CD de manière très précise grâce à l’emploi de 
techniques de traitements d’images adaptés.  (Figure I-2). La taille de la fenêtre de mesure 
peut être variable (ici 0.676 μm x 0.676 μm).   
Avec le CD-SEM, les mesures étant effectuées de façon automatisée, il est possible de 
réaliser des statistiques sur un grand nombre de mesures d’un même motif. Le CD-SEM 
présente également l’avantage de pouvoir obtenir de l’information sur la rugosité des motifs. 
 
Figure I-2. Image de ligne de résine sur Silicium, de période d=189 nm, obtenue avec le CD-SEM (tension 
d’accélération=300V, grossissement=199583, taille du champ d’observation=0.676 μm, 0.676 μm) 
Le modèle de CD-SEM disponible au LTM (Hitachi CG4000 du Leti) ne permet 
cependant pas la mesure des hauteurs des couches sous-jacentes. Actuellement, peu 
d’équipements peuvent effectuer cette tâche et ils ne permettent pas encore de bien visualiser 
le contraste. Nous n’avons donc pas utilisé cette technique dans le cadre de nos travaux. La 
rapidité de cette technique dépend du nombre d’images souhaité. Non destructive, et précise, 
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elle fait partie des métrologies présentes sur les sites de production pour le contrôle en ligne 
des procédés. Cette technique consomme malgré tout du temps car elle utilise des algorithmes 
pour traiter l’image. Le résultat de la mesure ne peut pas être obtenu immédiatement et cette 
technique ne peut donc pas être utilisée pour une caractérisation en temps réel.    
I.1.1.2 Le XSEM   
Le XSEM consiste à observer la section d’un échantillon (Figure I-3). Il s’agit d’une 
méthode de métrologie dite destructive car cette observation nécessite de sectionner la plaque 
à l’endroit de la mesure. Dans le XSEM, les électrons sont accélérés à une tension élevée 
(3000 à 30000 eV), et les détecteurs utilisés sont moins sensibles que ceux du CD-SEM. Il est 
donc nécessaire de passer par une étape de métallisation. Celle-ci rend l’échantillon par la 
suite inutilisable y compris pour une caractérisation optique. Le XSEM utilisé dans le cadre 
de cette thèse est conçu par Hitachi. Il permet de caractériser des profils verticalement, et 
donc de mesurer des motifs de surface, mais aussi des couches sous-jacentes. C’est pour cette 
raison qu’on l’a utilisé dans le cadre de nos travaux. La Figure I-3 montre un exemple 
d’images obtenues dans le cas d’un échantillon métallisé de résine NEB22 sur substrat de 
Silicium. La NEB22 est une résine aussi bien utilisée pour la lithographie électronique que 
dans la technique de lithographie par nanoimpression. 
                 
Figure I-3. Image MEB d'un échantillon de Neb22 sur Si, de période d=750nm, en cross section (à gauche), en 
vue inclinée (à droite) 
L’utilisation de cette technique de XSEM nécessite un temps important pour la 
préparation de l’échantillon. Elle est ainsi bien adaptée pour le milieu de la Recherche et 
Développement. Ces spécificités la rendent difficile à mettre en œuvre dans le milieu de la 
production industrielle.  
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Le temps nécessaire pour prendre une image XSEM dépend de plusieurs paramètres. 
Bien que le temps pour que le faisceau d’électrons balaye la surface est de quelques secondes,  
il faut considérer le temps de manipulation de l’appareil (temps de pompage, temps pour 
mettre l’échantillon). Pour donner un ordre de grandeur, une mesure peut prendre de quelques 
minutes à  une dizaine de minutes. De plus, la précision de cet appareil est donnée à 10% près, 
mais cela reste un ordre de grandeur. 
La mesure du profil à partir de l’image obtenue par XSEM se fait manuellement à l’aide 
d’un éditeur d’image dédié. Dans certaines images, on voit apparaître un filet blanc (Figure 
I-3) qui entoure le profil. Ceci peut provient du réglage de l’équipement (paramètres à régler: 
focus, contraste) mais peut révéler des éléments sur le profil (rugosité de surface).  
De manière générale, l’appareil  SEM permet d’avoir une information locale, avec des 
informations sur la rugosité, et l’homogénéité de l’échantillon. Ceci n’est pas le cas des 
méthodes de caractérisation optique, où le résultat donné est une moyenne faite sur 
l’ensemble de la surface éclairée par le faisceau optique (taille du spot millimétrique). 
 L’AFM et le CD-AFM  I.1.2
I.1.2.1 L’AFM 
Le microscope à force atomique [RIV05] a été conçu en premier lieu par G. Binnig, C. 
Quate et C. Gerber en 1986 pour succéder au microscope à effet tunnel (STM-Scanning 
Tunneling Microscopy).  Il permet de caractériser différents types d’échantillons (conducteur, 
semi-conducteur, isolant ou biologique). Il présente l’avantage d’être utilisable dans une 
multitude d’environnements (air, ultravide, liquide). Le principe repose sur la loi d’attraction 
et de répulsion entre une pointe placée à l’extrémité d’une poutre et la surface du matériau à 
caractériser (Figure I-4). Un laser est concentré sur la face arrière de la pointe et la réflexion 
du faisceau est captée par un système de photodiode. Le mouvement de la pointe est ainsi 
transcrit sur un plan à deux dimensions et permet de reconstituer un profil. 
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Figure I-4. Schéma de fonctionnement du microscope AFM [POI08] 
Il faut noter que la pointe représente l’élément essentiel qui détermine la qualité d’une 
mesure. Une pointe AFM est composée de silicium et elle est souvent recouverte d’un 
matériau selon le type d’utilisation. Il existe différents types de pointes : on peut par exemple 
citer la pointe Pt/Ir, recouverte d’un alliage de Platine/Iridium (Figure I-5-à gauche et la 
pointe dite diamant, recouverte d’une couche de diamant (Figure I-5-à droite) 
        
Figure I-5. Photographie MEB de pointes AFM : PT/Ir (à gauche), diamant (à droite) [POI08] 
Plusieurs modes permettent de faire une mesure AFM. Dans le mode contact, la pointe 
est maintenue en contact répulsif permanent avec l’échantillon. Celui-ci est balayé ligne par 
ligne. La force avec laquelle la pointe appuie sur la surface est fixée à 20 nN. 
L’asservissement consiste ensuite à maintenir cette force constante en faisant varier la hauteur 
de la pointe. Ce mode est le plus simple à mettre en œuvre. 
Dans le mode tapping (Figure I-6), le contact permanent est remplacé par un contact 
intermittent. La pointe touche la surface lors du passage à plus faible amplitude et elle oscille 
à une fréquence proche de sa fréquence de résonance.  
Miroir 
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Figure I-6. Schéma de la pointe de l'AFM scrutant la surface en mode tapping [POI08] 
Enfin, le troisième mode est intitulé non contact ou résonant. Il est caractérisé par une 
pointe qui est à distance moyenne d’au moins 10 nm de la surface et elle oscille à une 
fréquence proche de la fréquence de résonnance.  
La forme de la pointe présente une limitation pour la mesure de certains profils comme 
le montre l’illustration de la Figure I-7 avec une pointe conique. En effet, la forme du profil 
donné par AFM est différente du profil réel, avec l’ajout de pente sur les flancs du motif. Il est 
parfois nécessaire de faire une étape de traitement qui consiste à déconvoluer la forme de la 
pointe, pour retrouver la forme du profil original. Cela consiste à prendre en compte la forme 
de la pointe dans le résultat obtenu. 
                                 
Figure I-7. Déformation du profil par une pointe AFM. On observe que le profil reconstitué par AFM (trait en 
pointillé) n’est pas le même que le profil réel (trait en continue) 
L’AFM utilisé dans le cadre de cette thèse est l’enviroscope de Veeco. Il nécessite 
d’avoir à disposition des échantillons de 1 cm². Ce type d’appareil est donc intrinsèquement 
destructeur. Cette surface à explorer est beaucoup plus importante que celle du XSEM. 
Cependant, il existe d’autres AFM (cf. I.2.2) où il est possible de faire des mesures sur des 
plaques entières (la surface mesurée reste petite (1µm) dans ce cas de figure). La Figure I-8 
donne un aperçu d’une image obtenue avec un AFM classique pour la mesure de lignes 
denses. 
Chapitre I. Techniques de métrologies pour la microélectronique 
  
Ismail El Kalyoubi- Université de Grenoble                                      39 
  
 
Figure I-8. Exemple d'image brute avant déconvolution obtenue avec un AFM classique  
I.1.2.2 Le CD-AFM 
Le principe de fonctionnement du CD-AFM [THI06, MAR94] est identique à celui de 
l’AFM classique. On se base sur l’interaction entre une pointe fixée sur un levier et une 
surface à analyser. Le CD-AFM se distingue de l’AFM classique par le fait que la pointe 
utilisée pour examiner le profil est une pointe évasée, dite « en patte d’éléphant » (Figure I-9). 
 
Figure I-9. Profil représentant la forme de la pointe utilisée par un CD-AFM de type CDR120 nm (Critical 
Dimension re-entrant profile) [ELK10] 
Cette forme particulière permet de mesurer la topographie des flancs d’un motif de 
manière beaucoup plus précise que l’AFM classique. Une information est obtenue sur la 
rugosité et les ondulations du motif (Figure I-10).  
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Figure I-10. Schématisation d’une reconstruction du profil avec un AFM classique (figure du haut) et avec un CD 
AFM (figure bas). [AZA12].  
La verticalité est rétablie beaucoup plus précisément.  De la même manière que l’AFM 
classique, il est également nécessaire de déconvoluer la forme de la pointe sur le résultat 
obtenu pour obtenir l’allure exacte du profil. La Figure I-11 représente un profil 3D constitué 
d’une couche de résine sur du BARC (Bottom Anti Reflective Coating) et du Silicium. Le 
BARC est une couche intermédiaire qui permet de réduire la réflexion de la lumière lors de 
l’étape de lithographie. 
  
Figure I-11. Image traitée en 3D obtenue par CD AFM pour un profil BARC sur Si  
L’utilisation du CD-AFM ou de l’AFM nécessite un temps de mesure assez conséquent 
(chaque mesure prend plusieurs minutes), de par le déplacement de la pointe et du traitement 
post mesure. Le CD-AFM possède aussi un caractère complexe d’utilisation. Ce n’est donc 
pas un outil utilisable sur des lignes de production mais on le retrouve plus fréquemment dans 
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les environnements de Recherche et Développement car sa capacité à mesurer la pente des 
flancs d’un profil ainsi que la rugosité de ligne est particulièrement bonne. En contrepartie, 
l’information sur les couches sous-jacentes au profil est indisponible.    
Les méthodes microscopiques présentées permettent de connaître la forme du profil 
(CD, hauteur, pente, etc…) ainsi qu’éventuellement pour certaines la hauteur des couches 
sous-jacentes. Il s’agit de méthodes directes ne nécessitant pas de modèle paramétrique et 
permettant donc de déterminer les grandeurs géométriques sans connaissance à priori du 
profil. Dans le cadre de ces travaux de thèse, ces techniques feront office de méthodes de 
mesures comparatives. Cependant, elles sont parfois destructives et nécessitent un temps de 
mesure important. Ceci rend ces méthodes non adaptées pour l’étude in situ en temps réel. La 
métrologie optique, notamment avec la scattérométrie, permet quant à elle, de répondre à ces 
contraintes,  
I.2 La scattérométrie  
La scattérométrie est une technique de métrologie par voie optique utilisant 
l’information contenue dans la diffraction d’un rayon lumineux sur un motif périodique pour 
retrouver notamment les caractéristiques géométriques de ce dernier. Cette technique possède 
plusieurs avantages qui la rendent adaptée pour une application de mesure en temps réel. 
Cette technique se base, à partir de l’élaboration d’un modèle paramétrique, sur la résolution 
d’un problème inverse. Dans ce chapitre, nous allons présenter plusieurs outils qui permettent 
d’effectuer la mesure à traiter. Puis,  nous exposerons les différentes méthodes permettant de 
résoudre le problème inverse pour extraire, à partir de cette signature mesurée, les paramètres 
géométriques de la structure. 
 Principe de la scattérométrie I.2.1
I.2.1.1 Définition 
Le mot « scatterométrie » vient de l’association entre deux termes: scatter (diffusion de 
la lumière), et metro (mesure). Il signifie mesure de la lumière diffusée ou diffractée. La 
scattérométrie est une technique de métrologie optique qui a eu un grand succès ces dernières 
années, tant dans le milieu de la recherche que dans le domaine industriel, notamment grâce à 
sa rapidité de mesure, sa précision et son caractère non destructif. Dans le domaine de la 
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microélectronique, la scattérométrie est aujourd’hui utilisée dans le contrôle de la qualité de 
fabrication après l’étape de développement en lithographie et après l’étape de gravure. 
Le principe de la scattérométrie est présenté dans la Figure I-12.  
 
Figure I-12. Schéma illustratif du principe de la résolution du problème inverse par scattérométrie 
Dans un premier temps, on mesure une signature optique de l’échantillon. En 
parallèle, on simule par une méthode numérique exacte et rigoureuse (par exemple la MMFE 
(cf. §I.2.1.3).) cette mesure optique obtenue à partir d’une modélisation supposée assez 
proche du profil de ce même échantillon. On parle de calcul direct. Celui-ci n’est possible que 
dans le cas où l’échantillon est composé de réseaux périodiques.  Dans un second temps on 
résout le problème inverse par confrontation des signatures théoriques et expérimentales afin 
d’en déduire les paramètres géométriques recherchés caractérisant la forme du profil. Cette 
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dernière étape peut être réalisée par différentes méthodes: les algorithmes d’optimisation 
classiques, la méthode des bibliothèques et les méthodes de régression auxquelles peuvent 
s’apparenter les réseaux de neurones. La détermination des paramètres géométriques par 
scattérométrie consiste donc en la résolution du problème inverse, ou problème indirect. Un 
exemple de structure rencontré dans le cadre de ce travail sera examiné par la suite.  
I.2.1.2 Le réseau de diffraction 
La scattérométrie nécessite la présence d’une structure diffractante périodique sur 
laquelle va se réfléchir l’onde incidente. C’est une condition nécessaire pour pouvoir 
appliquer la méthode de calcul numérique exacte et rigoureuse (MMFE).  
Il est nécessaire de disposer d’un échantillon de référence afin d’estimer et de comparer 
les performances d’une méthode scattérométrique. Cet échantillon, un réseau de diffraction 
périodique selon une ou deux dimensions de l’espace, doit être connu d’un point de vue 
topographique afin de pouvoir établir un modèle paramétrique aussi proche que possible de la 
réalité physique.  
La mise en place de ce modèle paramétrique peut, par exemple, résulter de l’observation 
de résultats obtenus par les techniques de métrologie telles que le XSEM ou l’AFM (cf § II.1). 
La représentation la plus élémentaire est un réseau périodique selon une dimension avec un 
profil créneau défini avec deux paramètres (CD, h). Pour s’approcher des structures utilisées 
dans le cadre de nos travaux, un troisième paramètre hr a été rajouté caractérisant l’épaisseur 
de la couche résiduelle présente sous les lignes. (Figure I-13)  
    
Figure I-13. Modélisation paramétrique de réseau avec profil créneau sur couche résiduelle défini par trois 
paramètres (CD, h et hr) 
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On peut apporter une évolution à ce profil en considérant des créneaux avec des flancs 
non verticaux; ce qui conduit à un profil trapézoïdal défini par 4 paramètres (CD,b1,h, 
hr)(Figure I-14)                                
                        
Figure I-14. Modélisation paramétrique de réseau avec profil trapézoïdal sur couche résiduelle défini 
par 4 paramètres (CD,b1,h,hr) 
Enfin, un autre cas de figure étudié est un profil arrondi avec 4 paramètres (CD, r, h et 
hr) (Figure I-15) 
 
Figure I-15. Modélisation paramétrique  de réseau avec profil arrondi sur couche résiduelle défini par 4 
paramètres (CD,r,h,hr) 
Ce modèle est également illustré avec une mesure de CD-AFM (Figure I-16). 
L’échantillon est fabriqué chez STMicroelectronics par lithographie optique par immersion à 
193nm. Il est composé d’une couche de résine sur du BARC (Bottom Anti Reflective 
Coating) sur un substrat de  silicium.  
Chapitre I. Techniques de métrologies pour la microélectronique 
  
Ismail El Kalyoubi- Université de Grenoble                                      45 
  
 
Figure I-16. Profil mesuré par CD-AFM concernant une ligne de résine IM5010 (STMicroelectronics) 
surplombant une couche de Barc sur du Si. 
Différents exemples de profil ont été ainsi présentés. Des formes plus complexes seront 
également rencontrées par la suite (cf. Chapitre II), prenant en compte un nombre de 
paramètres plus élevé. 
La Figure I-17 représente des images de différents profils de lignes fabriquées par 
nanoimpression (cf-Annexe 1) obtenues par XSEM. A partir de ces observations et pour ces 
cas de figure, on constate que ces motifs peuvent être modélisés par des formes trapézoïdales 
avec des bords arrondis plus ou moins prononcés sur le haut du motif. Ce type de profil est 
certainement le plus général et le plus simple pour traiter des réseaux de lignes de résine. 
C’est par conséquent le type de profil le plus adapté pour l’étude qui sera menée dans la suite 
du problème inverse en scattérométrie. Il faut noter que ce profil inclut le modèle de type 
créneau, lorsque la pente des flancs est très raide et que l’arrondi est très faible.  
    
(a)                                                                     (b) 
Figure I-17. Images XSEM (a et b) obtenues pour des motifs composées de résine Neb22 sur substrat de Si.  
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I.2.1.3 Principe de la diffraction  
Pour étudier la diffraction d’une onde sur un réseau, considérons une onde 
électromagnétique plane de vecteur d’onde ?⃗? 𝑖(𝑘𝑖 = 𝑁𝑟𝑘0, 𝑘0 =
2𝜋
𝜆0
) avec Nr, l’indice de 
réfraction du milieu dans lequel se propage l’onde et λ0 la longueur d’onde de propagation 
dans le vide. L’équation de propagation de l’onde dans le vide est donnée par l’équation I.1: 
∆⃗ ?⃗? −
1
𝑐2
 
𝜕2?⃗? 
𝜕𝑡2
= 0⃗                                                                        (I. 1) 
 c étant la célérité de la lumière dans le vide. Cette équation est valable aussi bien pour 
le champ électrique ?⃗?  que pour le champ magnétique ?⃗? . 
On considère que l’onde est incidente sur une surface périodique avec un angle 𝜃i  
(Figure I-18). Ce dernier est l’angle que fait la direction de propagation ?⃗? 𝑖 de l’onde incidente 
avec la normale au réseau. L’incidence classique est considérée ici, ce qui signifie que le plan 
d’incidence formé par ?⃗? 𝑖 et la normale est perpendiculaire aux lignes. Le réseau contient des 
motifs de période 𝑑 et sépare deux milieux d’indices respectifs N1 et N2. Nh représentera 
l’indice du milieu dans lequel on observe la diffraction (Nh = N1 pour les faisceaux réfléchis 
et Nh=N2 pour les faisceaux transmis). L’équation fondamentale des réseaux se note ainsi:  
𝑁ℎ𝑠𝑖𝑛𝜃𝑑𝑚 = 𝑁1 𝑠𝑖𝑛𝜃𝑖 + 𝑚 
𝐾𝑟
𝑘0
                                                          (I. 2) 
   = 𝑁1 𝑠𝑖𝑛𝜃𝑖 + 𝑚
𝜆0
𝑑
,    𝑚 = 0, ±1,±2…                             (I. 3) 
avec le vecteur réseau 𝐾𝑟⃗⃗⃗⃗  tel que Kr= 2π/ 𝑑, défini comme le vecteur appartenant à la 
fois au plan d’incidence et au plan du réseau. Le vecteur 𝐾𝑟⃗⃗⃗⃗  est donc perpendiculaire à la 
ligne. La variable  m  représente l’ordre de l’onde diffractée. L’angle 𝜃ℎ𝑚 donne l’angle de 
diffraction de l’onde dans le milieu h (h=1 ou h=2)  à l’ordre m.  
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Figure I-18 . Diffraction par un réseau périodique en configuration classique [GER09] 
On peut également considérer le cas où le plan d’incidence fait un angle φ avec la 
normale au réseau. On le nomme angle azimutal. Dans ce cas précis, on parle de diffraction 
conique par opposition à la configuration classique (Figure I-19). 
 
Figure I-19. Configuration de diffraction conique définie par un angle azimutal  φ [GER09] 
Résoudre le problème de diffraction d’une onde électromagnétique à travers un réseau 
revient à répondre aux questions suivantes : quelle est la distribution du champ électrique 
dans les différents ordres et dans les différents milieux ? Quel est l’influence de la géométrie 
du profil sur le champ électrique diffracté ? 
Pour cela, il existe deux façons de résoudre ce problème : soit on utilise des méthodes 
approximatives (avec des hypothèses contraignantes), soit on fait appel à des méthodes 
numériques rigoureuses. A noter que les hypothèses mentionnées ici ne concernent pas la 
géométrie du profil du motif étudié mais bien la façon de représenter le champ 
électromagnétique. 
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L’intérêt des méthodes approximatives est principalement la rapidité des calculs 
permettant leur mise en œuvre dans des délais raisonnables sur des machines classiques. En 
contrepartie, elles donnent des résultats « grossiers » du comportement physique du 
phénomène. A titre d’exemple, la théorie scalaire de Fresnel-Kirschoff [GOO05] est une 
méthode approximative qui consiste à considérer la propagation de la lumière comme un 
phénomène scalaire, sans prendre en compte la dimension vectorielle de l’onde 
électromagnétique. Une autre approche approximative se base sur l’hypothèse de Rayleigh en 
considérant le problème de la diffraction par la voie électromagnétique. Le système se ramène 
à résoudre un système d’équation linéaire [VAN81][MIL73].  
Les méthodes rigoureuses, aussi qualifiées de « méthodes exactes », consistent quant à 
elles, à résoudre les équations de Maxwell sans aucune approximation sur le plan théorique. 
On peut citer tout d’abord la méthode intégrale [MAY72, PET65, PET66] qui se base sur le 
théorème de Green. Le champ électrique est représenté sur chaque point de l’espace par une 
intégrale sur la surface du réseau. Un courant de surface est généré et le champ diffracté est 
obtenu par rayonnement de ce courant sur la surface. Dans la méthode des éléments finis 
[DEL93], on représente la surface par un maillage. Le champ électrique est la somme des 
fonctions élémentaires sur chaque cellule du maillage. Le problème est ramené à un système 
d’équations linéaires algébriques. Dans la méthode des sources fictives [TAY94], on 
considère qu’un champ électrique est généré par des sources fictives. Celles-ci sont choisies 
de manière à vérifier les équations de Maxwell.  
La méthode différentielle [NEV71, PET80], se base sur le fait de considérer les 
équations de Maxwell sous leur forme différentielle. Le champ électrique et la permittivité 
sont ainsi représentés en série de Fourier. Dans les méthodes différentielles, on peut 
également citer la méthode C [CHA80, GRA97] où on effectue un changement de 
coordonnées simple séparant l’espace en deux milieux homogènes. Enfin la méthode que nous 
allons utiliser dans la suite de nos travaux est la méthode RCWA (Rigourous coupled Wave 
Analysis) également connue sous l’acronyme MMFE (Modal Method by Fourier Expansion) 
[MOH81, LI93, GRA96]. C’est une technique qui consiste à exprimer les solutions de 
l’équation de Maxwell sous la forme de mode de propagation dans un réseau de forme 
rectangulaire. Elle se base sur un découpage du motif en tranches rectangulaires dans 
lesquelles, les modes sont évaluées indépendamment (Figure I-20). Ensuite, les matrices de 
passage entre chaque couche sont calculées et permettent d’obtenir les coefficients de 
réflexion nécessaires à la détermination des grandeurs scattérométriques (cf. chap II.2.2.2). 
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Dans le cadre de nos travaux, nous avons fait le choix de la technique MMMFE car c’est la 
méthode utilisée dans le laboratoire LTM et le LT2C. 
  
Figure I-20. Exemple de profil trapézoïdal à bords arrondis  ( ) découpé en10  tranches pour la méthode MMFE 
En scattérométrie, l’étape de simulation du champ diffracté par le modèle paramétrique 
est une étape primordiale puisque c’est sur la base de ce modèle là que doit être retrouvé le 
motif réel. Ce problème direct consiste donc à simuler une signature optique à partir d’une 
modélisation de l’échantillon testé, ceci à l’aide du champ électromagnétique calculé par la 
MMFE présentée précédemment. 
D’un point de vue plus mathématique, si on représente les paramètres géométriques 
définissant un profil donné par le vecteur 𝑥  et l’ensemble de b mesures (définis par le nombre 
de longueur d’ondes retenu) composant la signature optique par le vecteur 𝑦 , ce problème 
direct peut être représenté par la fonction 𝐹(𝑎 , 𝑥 ) définie de la manière suivante : 
𝐹: 𝑥 → 𝑦 = 𝐹?⃗? (𝑥 ) = 𝐹(𝑎 , 𝑥 )                                                            (I. 4) 
avec 𝑎  le vecteur définissant à la fois une configuration expérimentale donnée (angle 
d’incidence, longueurs d’ondes utilisées) et les propriétés optiques des matériaux supposées 
constantes (indices n et k).  
On va ensuite s’intéresser maintenant aux différents types de signatures optiques 
couramment utilisées en scattérométrie ainsi que les différents appareils de mesures 
correspondants. 
d 
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 Les différents types de signatures optiques I.2.2
La scattérometrie se base non pas sur la mesure dimensionnelle du motif lui-même 
comme les méthodes de caractérisation microscopique mais sur le résultat de son interaction 
avec une onde électromagnétique. Cette mesure étant donc directement liée aux paramètres 
géométriques de la structure, elle constitue ce qu’on appelle la signature optique.  
Pour obtenir une signature optique, on effectue soit une mesure d’intensité 
(scattérométrie réfléctométrique [KAL99, ROB02*]) (cf. Annexe 2) soit une mesure du 
changement de polarisation de l’onde (scattérométrie ellipsométrique [HAZ03, 
GER07]). L’ellipsométrie de Mueller [GAR04] est un cas particulier d’ellipsométrie où on 
utilise un autre formalisme (le formalisme de Stockes[SCH69]) que l’ellipsométrie classique 
(formalisme de Jones [FOW12]) pour représenter l’onde polarisée. 
 Différentes conditions expérimentales existent: la mesure peut être faite en fonction de 
la longueur d’onde λ (scattérométrie spectroscopique [HAZ03, HOL02]) ou à angle θ variable 
(scattérométrie goniométrique [KAL98, KAL99, ROB02*, ROB04*]). Dans ce dernier cas, en 
général, un seul ordre diffracté, l’ordre 0, est mesuré à une polarisation fixe en fonction de 
l’angle θi (2-θ scatterometry) [BIS97, BIS91]. On peut inclure dans cette même catégorie la 
photo-goniométrie par transformée de Fourier [PET05]. D’autres techniques, comme la φ- 
ellipsométrie [BEN01] permettent de mesurer la signature optique en fonction de l’angle 
azimutale. 
Nous allons par la suite introduire la scattérométrie ellipsométrique, utilisée dans le 
cadre de nos travaux. 
I.2.2.1 Scattérométrie ellipsométrique 
I.2.2.1.1 Principe de l’ellipsométrie classique 
L’ellipsométrie [AZZ87, TOM05] se base sur le changement de l’état de polarisation de 
l’onde suite à l’interaction avec la surface d’un matériau (structuré ou non). Dans la 
scattérométrie ellipsométrique, la signature optique est constituée de mesures ellipsométriques 
mono ou multi longueurs d’onde.  
Soit une onde plane caractérisée par le vecteur d’onde ?⃗? i, et les champs ?⃗? 𝑖 et ?⃗? 𝑖 associés 
tels que (?⃗? i, ?⃗? 𝑖 ?⃗? 𝑖 ) forment un trièdre direct.  
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Dans le cas où cette onde est linéairement polarisée, on distingue deux cas particuliers: 
-  l’onde est Transverse Electrique (polarisation TE ou s) : le champ ?⃗?  est 
perpendiculaire au plan d’incidence où se trouvent le champ ?⃗?  et le vecteur d’onde ?⃗? . 
En d’autres termes, il est parallèle aux lignes de réseaux (Figure I-21-a).  
-  l’onde est Transverse Magnétique (polarisation TM ou p) : le champ ?⃗?  est 
perpendiculaire au plan d’incidence où se trouvent le champ ?⃗?  et le vecteur d’onde ?⃗? . 
Cette fois-ci, le champ ?⃗?  est aussi parallèle aux lignes du réseau. (Figure I-21-b). 
 
 
Figure I-21. Les deux états de polarisation de la lumière a) TE et b) TM [ROB03]. 
Une onde électromagnétique plane de polarisation quelconque peut donc être 
décomposée sur la base des 2 ondes polarisées linéairement TE et TM (Figure I-22)  
 
      Figure I-22. Réflexion d'une onde polarisée [SOU08]  
Le champ ?⃗? 𝑖 incident peut ainsi s’écrire :    
 ?⃗? 𝑖 = ?⃗? 𝑖𝑝 + ?⃗? 𝑖𝑠                                                                          (I. 5) 
?⃗? 𝑟 = 𝑟𝑝?⃗? 𝑖𝑝 + 𝑟𝑠 ?⃗? 𝑖𝑠                                                                   (I. 6) 
a) Polarisation TE b) Polarisation TM 
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Avec rp et rs les coefficients de réflexion en amplitude dans le cas d’une polarisation p et 
s respectivement tel que : 
𝑟𝑝 =
𝐸𝑟𝑝
𝐸𝑖𝑝
= |𝑟𝑝|𝑒
𝑗𝛿𝑝                                                               (I. 7) 
𝑟𝑠 =
𝐸𝑟𝑠
𝐸𝑖𝑠
= |𝑟𝑠|𝑒
𝑗𝛿𝑠                                                                (I. 8) 
où: 
- |𝑟𝑝| et |𝑟𝑠| sont les modules des coefficients de réflexion. Ils indiquent la modification 
apportée en amplitude aux composantes p et s du champ incident. 
-  𝛿𝑝 et 𝛿𝑠  sont les retards de phase induits par la réflexion de l’onde dans le cas d’une 
polarisation p et s.  
Dans le cadre de notre étude, nous considérons que l’onde incidente est une onde 
polarisée linéairement. Cette onde devient une onde polarisée elliptiquement après réflexion 
sur la surface diffractante. 
Ainsi, on peut écrire l’équation fondamentale de l’ellipsométrie telle que:  
𝜌 =
𝑟𝑝
𝑟𝑠
= 𝑡𝑎𝑛𝜓 exp(𝑗𝛥)                                                (I. 9) 
dans laquelle les paramètres ellipsométriques  ψ et Δ sont tels que: 
𝜓 = 𝑎𝑟𝑐𝑡𝑎𝑛 |
𝑟𝑝
𝑟𝑠
|                                                           (I. 10) 
𝛥 =  𝛿𝑝 − 𝛿𝑠                                                             (I. 11) 
On précise que les angles 𝜓 et Δ varient dans des domaines bien particuliers : 
                     0 < 𝜓 < 90  et   0 < Δ < 180 
𝜓 et Δ sont  entièrement dépendants du matériau et caractérisent le changement de 
polarisation de l’onde incidente. Ils constituent  une signature de la structure. Il est possible de 
remonter aux dimensions paramétriques du motif (CD, hauteur, hauteur des couches, etc …) à 
partir de la mesure de ces signaux. Précisons dans ce cas que seul l’ordre 0 est mesuré par 
l’ellipsométrie. 
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Le schéma de principe général de l’ellipsomètre est représenté dans la  Figure I-23a: une 
onde incidente polarisée linéairement à l’aide d’un polariseur devient, après réflexion sur le 
motif, polarisée elliptiquement et est ensuite recueillie par le bras de détection composé d’un 
analyseur, éventuellement d’un compensateur et d’un spectromètre. 
 
      Figure I-23a. Schéma de principe de l’ellipsomètre à élément tournant [BAO03] 
 
Après avoir évoqué le principe de l’ellipsométrie, il convient maintenant de présenter 
les différents types d’ellipsomètres couramment utilisés.  
I.2.2.1.2 Ellipsomètre à élément tournant 
L’ellipsomètre à élément tournant [BER03] se caractérise par le fait que le faisceau peut 
être modulé en polarisation par la rotation du polariseur, de l’analyseur ou d’un autre élément 
appelé généralement compensateur.  
Dans un premier temps, il est nécessaire de définir des repères afin de pouvoir 
introduire les notions de rotation. Soit Oxyz un repère fixe avec Oz la direction de 
propagation du faisceau lumineux.  
Prenons l’exemple d’un ellipsomètre à polariseur tournant sans compensateur. Le 
polariseur tourne de manière uniforme au cours du temps, tandis que l’analyseur reste fixe. 
Cette rotation, de la forme cos(ωt) avec ω la vitesse angulaire de rotation constante du 
polariseur, module la polarisation du faisceau lumineux. On peut décrire l’état de polarisation 
de la lumière incidente à l’aide du formalisme de Jones. On décompose l’amplitude du champ 
électromagnétique suivant les axes 𝑂𝑥 𝑒𝑡 𝑂𝑦.  On représente l’action de chaque élément 
(Polariseur, Analyseur) sur la polarisation de l’onde par une matrice de transfert 2x2.  
L’action de l’échantillon est définie par : 
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𝐸 = (
𝑟𝑝 0
0 𝑟𝑠
)                                                          (𝐼. 12)  
Le polariseur horizontal (incliné suivant Ox) sera représenté par la matrice : 
𝑃 = (
1 0
0 0
)                                                                 (𝐼. 13)  
On peut définir aussi la matrice rotation par : 
𝑅(𝜃) =  (
𝑐𝑜𝑠 𝜃 −𝑠𝑖𝑛 𝜃
𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃
)                                             (𝐼. 14)   
On désigne par θA (et θP) l’angle que fait l’axe de transmission de l’analyseur 
(respectivement le polariseur) avec l’axe du repère fixe Ox.  
On peut ainsi définir les composantes du champ électrique reçu par le spectromètre dans 
le repère des axes propres de l’analyseur à l’aide du produit matriciel suivant: 
(
𝐸𝑝
𝐸𝑠
) = (
1 0
0 0
) (
𝑐𝑜𝑠 𝜃𝐴 −𝑠𝑖𝑛 𝜃𝐴
𝑠𝑖𝑛 𝜃𝐴 𝑐𝑜𝑠 𝜃𝐴
) (
𝑟𝑝 0
0 𝑟𝑠
) (
𝑐𝑜𝑠𝜃𝑃 −𝑠𝑖𝑛𝜃𝑃
𝑠𝑖𝑛𝜃𝑃 𝑐𝑜𝑠𝜃𝑃
) (
1 0
0 0
) (
𝐸𝑥
𝐸𝑦
)             (𝐼. 15) 
Avec  θP = 𝜔𝑡 et θA fixé 
On peut ainsi déterminer, à partir de l’équation I.15 et en utilisant la définition I.9, les 
composantes du champ et par extension l’intensité I de la lumière réfléchie en fonction de ψ  
et  Δ.  
𝐼 = |𝐸𝑝|
2
+ |𝐸𝑠|
2 = 𝐼0(1 + 𝛼 𝑐𝑜𝑠 2𝜃𝑃 + 𝛽𝑠𝑖𝑛 2𝜃𝑃)                            (𝐼. 16)  
avec 
𝛼 =
𝑡𝑎𝑛²𝜓 − 𝑡𝑎𝑛2𝜃𝐴
𝑡𝑎𝑛²𝜓 + 𝑡𝑎𝑛2𝜃𝐴
 ,                                                                   (𝐼. 17) 
  𝛽 =
2 𝑐𝑜𝑠 ∆ 𝑡𝑎𝑛𝜓 𝑡𝑎𝑛𝜃𝐴
𝑡𝑎𝑛2𝜓 + 𝑡𝑎𝑛2𝜃𝐴
                                                                (𝐼. 18) 
et 
𝐼0 =
1
2
|𝐸0𝑟𝑠|
2 𝑐𝑜𝑠 ²𝜃𝐴(𝑡𝑎𝑛²𝜓 + 𝑡𝑎𝑛²𝜃𝐴)                                                    (I. 19) 
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Les paramètres 𝜓 et Δ sont donc déterminés à partir de la mesure des coefficients α et 𝛽 
en résolvant les équations I.17 et I.18: 
𝑡𝑎𝑛(𝜓) = √
1 + 𝛼
1 − 𝛼
. 𝑡𝑎𝑛(𝜃𝐴)      𝑒𝑡   𝑐𝑜𝑠(𝛥) =
𝛽
√1 − 𝛼2
                      (I. 20) 
A noter que α et 𝛽, donc 𝜓 et 𝛥 ne dépendent pas de l’intensité du faisceau incident. 
Ainsi, dans le cas de l’ellipsométrie par polariseur tournant, les signatures sont 
composées des paramètres α et β mesurés dans différentes conditions. 
I.2.2.1.3 L’ellipsomètre à modulation de phase  
Dans le cas de l’ellipsomètre à modulation de phase, on se place dans les mêmes 
conditions que dans le montage précédent, avec l’ajout d’un modulateur (photoélectrique par 
exemple) immédiatement après le polariseur. Cette fois-ci, le polariseur et l’analyseur sont 
fixes. Ajoutons que l’angle  θP – θM est généralement fixé par le fabriquant.  
On peut décrire la matrice de transfert M du modulateur par : 
𝑀 = (
𝑒𝑥𝑝 𝑗𝛿(𝑡) 0
0 1
)                                                 (I. 21) 
avec 𝛿(𝑡) = a sin(𝜔𝑡)                                                                                                          (I. 22)  
où a est l’amplitude de modulation  et  la pulsation angulaire du modulateur. La fréquence 
de modulation est typiquement de l’ordre de 50Khz. 
 
On pourra ainsi exprimer les composantes du champ électrique sur le détecteur par un 
calcul similaire : 
(
𝐸𝑝
𝐸𝑠
) = (
1 0
0 0
) (
𝑐𝑜 𝑠(𝜃𝐴) −𝑠𝑖 𝑛( 𝜃𝐴)
𝑠𝑖 𝑛(𝜃𝐴) 𝑐𝑜 𝑠(𝜃𝐴)
) (
𝑟𝑝 0
0 𝑟𝑠
) (
𝑐𝑜 𝑠(𝜃𝑀) −𝑠𝑖 𝑛(𝜃𝑀)
𝑠𝑖 𝑛(𝜃𝑀) 𝑐𝑜 𝑠( 𝜃𝑀)
) (
𝑒𝑥𝑝 𝑗𝛿(𝑡) 0
0 1
) 
(
𝑐𝑜 𝑠(𝜃𝑃 − 𝜃𝑀) −𝑠𝑖 𝑛(𝜃𝑃 − 𝜃𝑀)
𝑠𝑖 𝑛(𝜃𝑃 − 𝜃𝑀) 𝑐𝑜 𝑠(𝜃𝑃 − 𝜃𝑀)
) (
1 0
0 0
) (
𝐸𝑥
𝐸𝑦
)                                                                    (I. 23) 
On obtient donc en intensité :  
𝐼 = |𝐸𝑝|
2
+ |𝐸𝑠|
2 = 𝐼0 + 𝐼𝑠 𝑠𝑖𝑛(𝛿𝑡) + 𝐼𝑐 𝑐𝑜𝑠(𝛿𝑡)                                                                    (I. 24) 
avec  
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𝐼0 = 𝐵(1 − 𝑐𝑜𝑠2𝜓𝑐𝑜𝑠2𝜃𝐴 + 𝑐𝑜𝑠2(𝜃𝑃 − 𝜃𝑀)𝑐𝑜𝑠2𝑀(𝑐𝑜𝑠2𝜃𝐴 − 𝑐𝑜𝑠2𝜓)   
       +𝑠𝑖𝑛2𝜃𝐴 𝑐𝑜𝑠𝛥𝑐𝑜𝑠2(𝜃𝑃 − 𝜃𝑀)𝑠𝑖𝑛2𝜓𝑠𝑖𝑛2𝑀)                                                                      (I. 25) 
𝐼𝑠 = 𝐵[𝑠𝑖𝑛2(𝜃𝑃 − 𝜃𝑀)𝑠𝑖𝑛2𝜃𝐴 𝑠𝑖𝑛2𝜓𝑠𝑖𝑛𝛥]                                                                                (I. 26) 
𝐼𝑐 = 𝐵𝑠𝑖𝑛 2(𝜃𝑃 − 𝜃𝑀)[(𝑐𝑜𝑠2𝜓 − 𝑐𝑜𝑠2𝜃𝐴) 𝑠𝑖𝑛2𝜃𝑀  +    𝑠𝑖𝑛2𝜃𝐴  𝑐𝑜𝑠2𝜃𝑀 𝑠𝑖𝑛2𝜓 𝑐𝑜𝑠𝛥] (I. 27) 
dans laquelle : 
 𝐵 =
𝐸0
2
4|𝑟𝑝2 + 𝑟𝑠2|
                                                                  (I. 28) 
La connaissance des intensités Is et Ic permet de calculer avec précision ψ et Δ. En 
fonction de l’orientation des angles θP, θM et θA, on distingue deux configurations 
particulières : 
Configuration I: (θP-θM)=π/4, θM=0, θA=π/4 pour laquelle : 
𝐼𝑠 = 𝑠𝑖𝑛2𝜓𝑠𝑖𝑛𝛥                                                                    (I. 29) 
𝐼𝑐 = 𝑠𝑖𝑛2𝜓𝑐𝑜𝑠𝛥                                                                 (I. 30) 
Et la configuration II: (θP-θM)= π/4, θM= π/4, θA= π/4, pour laquelle : 
𝐼𝑠 = 𝑠𝑖𝑛2𝜓𝑠𝑖𝑛𝛥                                                                  (I. 31) 
𝐼𝑐 = 𝑐𝑜𝑠2𝜓                                                                     (I. 32)  
Is et Ic sont directement liées aux paramètres géométriques recherchés par 
l’intermédiaire de ψ et Δ. Ces intensités constituent donc des signatures de ce motif. Cela 
signifie qu’il est possible de retrouver les informations sur la géométrie du motif périodique à 
partir de leur mesure.  
On peut noter que dans les cas où la détermination de ψ et Δ est nécessaire, alors  
l’utilisation stricte de l’une ou l’autre de ces configurations n’est pas suffisante et il réside des 
ambiguïtés sur la  cette détermination . En effet dans le cas de la configuration I, la valeur de 
ψ est indéterminée entre ψ et 90-ψ par la seule connaissance de sin 2ψ. Il réside donc une 
incertitude sur ψ alors que Δ est parfaitement déterminé. A l’inverse, dans le cadre de la 
configuration II,  Δ est indéterminé entre deux valeurs, Δ et 180-Δ. On a donc une incertitude 
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sur Δ alors que ψ est cette fois-ci parfaitement déterminé. Pour éviter d’avoir une 
indétermination, on mesure généralement Δ et ψ dans les deux configurations. 
Dans le cadre de notre travail, on ne s’intéresse qu’à la mesure des paramètres Is et Ic et 
il n’est pas nécessaire de connaître les paramètres ψ et Δ ; ce qui permet de s’affranchir de ce 
genre de considération.  
Il existe également un troisième type de montage (non détaillé ici) : l’ellipsomètre à 
extinction [AZZ08, TOM05, BER03]. Cette technique est basée sur la recherche de 
l’extinction du signal par une orientation particulière des angles du polariseur, de l’analyseur 
et du compensateur. La mesure de ces angles permet de déterminer les paramètres ψ et Δ de 
l’échantillon. L’inconvénient majeur de cette technique est sa lenteur par rapport aux autres 
techniques d’ellipsométrie; ce qui la rend impropre à l’étude menée dans ce manuscrit. 
Les systèmes ellipsométriques présentés ci-dessus possèdent l’avantage d’être non 
destructifs et transposables in-situ. De plus, ils permettent un temps d’acquisition court de la 
signature ellipsométrique (cf. Chap III).  
Dans le cadre de ce travail de thèse, nous utiliserons la gamme d’ellipsomètre de 
l’équipementier Horiba Jobin Yvon à modulation de phase (Figure I-23b). Nous en avons 
utilisé deux: un ellipsomètre in situ positionné à l’intérieur de la chambre de gravure 
Centura300 (de l’équipementier Applied Materials) et un ellipsomètre disponible en salle 
blanche lié à aucun autre équipement. Les deux ellipsomètres peuvent effectuer des mesures 
en mode spectroscopique et en mode dynamique.  
 
Figure I-23b. Ellipsomètre à modulation de phase Horiba Jobin Yvon en standalone 
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Le mode spectroscopique consiste à balayer successivement toutes les longueurs d’onde 
du spectre en imposant un  incrément fixe entre deux acquisitions. Il faut noter que 
l’échantillonnage peut être très important dans ce mode, mais l’acquisition prend beaucoup 
plus de temps (2 minutes environ) 
Le mode dynamique, ou cinétique, consiste à effectuer plusieurs mesures simultanées 
d’un nombre limité de longueurs d’onde en fonction du nombre de Photorécepteurs présents 
en sortie du système. Dans ce cas le spectre est faiblement résolu mais obtenu rapidement. Il 
résulte donc que le mode cinétique est le mieux adapté pour une application en temps réel. 
L’ellipsomètre disponible dans la chambre de gravure possède 32 PhotoMultiplieurs (PM).  
Dans tous les cas, la durée de la mesure dépend du temps d’intégration. Elle est 
généralement comprise entre 100 et 500ms. Il est important de comprendre que plus le temps 
d’intégration est faible et plus la mesure sera bruitée.  Dans nos travaux, et compte tenu de 
notre application visée, nous allons prendre un temps d’acquisition de 500ms. Ceci nous 
semble un bon compromis entre un bon suivi de procédé, un bon échantillonnage et un bruit 
de mesure faible. 
  Après avoir présenté les différentes types de signatures optiques, intéressons-nous 
maintenant à la modélisation du  problème inverse et aux techniques les techniques utilisées 
pour le résoudre. 
I.3 Méthodes de résolution du problème inverse 
La scattérométrie est une technique de métrologie indirecte dont le but est de retrouver 
la forme d’une structure à partir de l’analyse d’une signature ellipsométrique mesurée 
expérimentalement. Pour cela, ce relevé expérimental est confronté, par l’intermédiaire d’une 
technique ad hoc, aux signatures simulées obtenues théoriquement à partir d’un modèle 
paramétrique prédéfini (cf. paragraphe II.2.1.3). Cette étape se nomme la résolution du 
problème inverse. L’objectif est donc d’obtenir, à partir de la signature mesurée, les valeurs 
des paramètres du modèle géométrique supposé.  
Mathématiquement, on exprime le vecteur 𝑥  des paramètres géométriques caractérisant 
la forme du profil à partir de l’observation 𝑦 , représentant la signature scattérométrique 
correspondante, sous les conditions  𝑎  définies au I.2.1.3 par F-1  
𝐹−1 ∶  𝑦  → 𝑥 = 𝐹−1(𝑦 , 𝑎 )                                                                       (I. 33) 
Chapitre I. Techniques de métrologies pour la microélectronique 
  
Ismail El Kalyoubi- Université de Grenoble                                      59 
  
Il existe dans la littérature trois voies pour résoudre le problème inverse : une approche 
par optimisation, une par l’utilisation de bibliothèques et une dernière par régression. 
Chacune de ces différentes techniques est passée en revue par la suite. 
  Méthodes d’optimisation  I.3.1
Avant de développer les techniques d’optimisation d’un point de vue mathématique, il 
convient de présenter le problème d’optimisation dans le cadre particulier de la scattérométrie. 
Comme le montre la Figure I-24, on compare à chaque itération une réponse optique obtenue 
par simulation (méthode MMFE) avec la réponse optique expérimentale. Pour cela, le 
problème direct nous permet de calculer la signature optique correspondant à chaque nouveau 
jeu de paramètres 𝑥 . 
 
Figure I-24. Schéma de principe de l’optimisation paramétrique dans le cadre de la scattérométrie 
ellimpsométrique 
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Le critère de comparaison entre les 2 signatures mesurée yi
mesuré et simulée 
yi(x⃗ ) correspond généralement à l’erreur quadratique moyenne formulée de la façon suivante : 
𝑍(𝑥 ) = ∑
(𝑦𝑖
𝑚𝑒𝑠𝑢𝑟é − 𝑦𝑖(𝑥 ))
2
𝜎𝑖
2
𝑏
𝑖=1
                                                                (I. 34) 
où b représente le nombre de mesures total de la signature , yi la valeur de l’intensité (Is 
puis Ic) à la longueur d’onde λi, composant la signature , σi
2 une estimation de la variance de 
la i
ième 
mesure et 𝑥  l’ensemble des paramètres géométriques variables de la structure tel que 
𝑥 =(x1,x2,…,xN).  
A noter que le critère à minimiser défini en I.34 est souvent simplifié en omettant 
l’influence du bruit de mesure : 
𝑍(𝑥 ) = ∑(𝑦𝑖
𝑚𝑒𝑠𝑢𝑟é − 𝑦𝑖
 (
𝑛
𝑖=1
𝑥1 , … , 𝑥𝑁 ))²                                                        (I. 35) 
Au début de l’algorithme, les valeurs initiales des paramètres géométriques du modèle 
sont choisies en fonction des connaissances préalables de la structure (valeurs cibles du cahier 
des charges par exemple). Au fur et à mesure de la progression de l’algorithme progresse, ces 
valeurs sont modifiées suivant des règles précises impliquant les informations (locales ou 
non) récoltées au cours de l’optimisation conduisant à la diminution de la fonction coût. A la 
fin de l’algorithme, lorsque les deux signatures coïncident, on relève les paramètres 
géométriques correspondant à la structure optimale dont la signature optique est la plus 
proche (dans les hypothèses choisies) de celle mesurée. L’algorithme est stoppé lorsque le 
critère à minimiser (la fonction Z(x⃗ )) devient inférieur à une valeur prédéfinie choisi au 
préalable par l’utilisateur. (par exemple à une valeur  ε ou l’on considère que l’on n’est plus 
sensible à variation de signature optique) 
Intéressons-nous maintenant à la définition de l’optimisation classique d’un point de 
vue mathématique. Afin de simplifier les notations, nous considérons dans la suite le 
problème d’optimisation unidimensionnel  qui consiste à trouver le minimum de la  fonction 
 𝑍 qui dépend d’une seule variable notée x. Soit M⊂ ℝ l’ensemble des solutions admissibles. 
Trouver le minimum d’une fonction revient à chercher x*∈ M tel que : 
𝑍(𝑥∗) = minx∈𝑀 𝑍(𝑥)                                                                              (I. 36)  
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Un point x* sera considéré comme un minimum local (Figure I-25) si  
∀𝑥 ∈ 𝑀  𝑒𝑡 𝑑(𝑥, 𝑥∗) < 𝜀  𝑎𝑙𝑜𝑟𝑠 𝑍(𝑥∗) < 𝑍(𝑥)                                              (I. 37) 
Où 𝑑(𝑥, 𝑥∗) désigne la distance entre le point x et x*. L’équation I.36 signifie que dans 
le voisinage de x* (défini par la valeur de ε), il n’existe aucun point pour lequel la fonction 
coût 𝑍(𝑥) est strictement inférieure à 𝑍(𝑥∗).   
De plus, on considèrera que x∗ est un minimum global (Figure I-25)  si : 
∀𝑥, ∈ 𝑀  𝑎𝑙𝑜𝑟𝑠 𝑍(𝑥∗) < 𝑍(𝑥)                                                                     (I. 38) 
L’objectif de toute méthode d’optimisation est bien entendu de trouver le minimum 
global de la fonction Z et de ne pas converger prématurément vers un minimum local qui 
conduirait à une solution non optimale. 
                                       
Figure I-25.  Représentation schématique des minima d’une fonction Z dépendant d’un seul paramètre x 
Mathématiquement il existe deux conditions que doivent vérifier l’optimum, locale ou 
globale, d’une fonction [BON00].  La première condition d’optimalité est l’annulation du 
gradient, soit ici rechercher 𝑥 tel que 
∂Z
∂x
= 0. La seconde condition impose que la matrice 
Hessienne H (matrice des dérivées secondes) évaluée en x∗ soit définie positive (
 ∂²Z
 ∂x²
> 0).  
La résolution analytique directe est souvent délicate, voire impossible. Ainsi, il existe 
différentes méthodes itératives qui permettent de se rapprocher avec une précision arbitraire 
de l’optimum recherché. Par exemple, l’algorithme de descente de gradient se base 
principalement sur la première condition alors que l’algorithme de Gauss Newton exploite les 
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deux conditions. Le troisième algorithme qu’on va présenter est l’algorithme de Levenberg 
Marquardt. Celui-ci se sert des deux algorithmes évoqués précédemment. 
I.3.1.1  L’algorithme de descente de gradient [CUR44]  
Dans cette méthode, à chaque itération k, on calcule la fonction coût 𝑍(𝑥𝑘) 
correspondante à un jeu de paramètres 𝑥𝑘. L’algorithme d’optimisation consiste donc à 
trouver la valeur x
k+1
 pour l’itération k+1 tel que : 
𝑍 (𝑥𝑘+1 ) < 𝑍
 ( 𝑥𝑘 )                                                                         (I. 39) 
Le pas s
k
=𝛼𝑘𝑑𝑘 séparant xk+1 de x
k
 est défini par :  
𝑠𝑘 = 𝑥𝑘+1 −  𝑥𝑘                                                                                 (I. 40) 
avec 𝑑𝑘 la direction de descente donnée par  𝑑𝑘 = − ∇ Z(x
𝑘) et 𝛼 un scalaire défini de 
manière à respecter la relation I.39 
  Dans la méthode de la descente du gradient l’équation I.40 devient alors :  
𝑥𝑘+1 = 𝑥𝑘 − 𝛼𝑘𝛻𝑍(𝑥𝑘)                                                                            (I. 41) 
La direction de recherche de la solution optimale est donc donnée par l’opposé du 
gradient. La recherche du scalaire 𝛼 à chaque génération peut être déterminée suivant une 
optimisation unidimensionnelle mais la méthode la plus connue consiste à trouver une valeur 
qui satisfasse les conditions de Wolfe [NOC99]. 
La méthode de descente de gradient est illustrée sur la Figure I-26. On représente par le 
point rouge (position 1), de coordonnées (x1, Z1) le point de départ de l’optimisation. A 
chaque itération, on calcule le pas donné par l’équation I.42. On obtient ainsi un nouveau 
point (x2, Z2) qui présente une fonction coût inférieure au point en position 1. On déroule 
l’algorithme jusqu'à atteindre un minimum local, soit le point en position 6 (x6, Z6). On peut 
noter que si la valeur du pas est importante, on risque de s’écarter trop rapidement de la 
solution optimale. Cependant, si le pas est très petit et donc le déplacement relativement 
faible, la convergence vers la solution optimale nécessitera un temps de calcul important. 
L’inconvénient majeur de cette technique est sa lenteur de convergence, et le fait qu’elle 
converge vers le premier minimum trouvé. Ce minimum peut être local ou global. Pour 
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s’affranchir de ce problème, la solution consiste à relancer l’algorithme plusieurs fois en 
partant de conditions initiales différentes.  
 
Figure I-26: Illustration de la méthode de descente de gradient. 
I.3.1.2 L’algorithme de Gauss-Newton.  
Dans les fonctions présentées précédemment, la recherche de la direction d
k
 a été 
obtenue à l’aide du calcul du gradient de la fonction Z(x). La méthode de Gauss-Newton fait 
appel au calcul de la matrice Hessienne H de la fonction Z. On parle de méthode du second 
ordre. On ne travaille plus directement sur la fonction Z mais sur un modèle quadratique 
défini à partir de la valeur de Z(x
k
), donnée par la formule de Taylor :  
    
𝑍(𝑥𝑘+1 ) ≈ 𝑍(𝑥𝑘) + 𝛻𝑍(𝑥𝑘)𝑇𝑠𝑘 +
1
2
 𝑠 𝑘
𝑇
𝐻. 𝑠𝑘                                             (I. 42) 
                  
Cette approximation est d’autant plus vraie que la fonction Z est de forme quadratique 
autour du point x
k
. (Figure I-27). On cherche alors le pas qui nous permettra d’atteindre le 
minimum  de ce modèle soit  𝛻𝑍(𝑥𝑘+1 ) = 0. La solution de ce problème est donnée pour :  
𝐻. 𝑠𝑘 = − 𝛻𝑍(𝑥𝑘)                                                                                      (I. 43) 
soit :    
𝑠𝑘 = −𝐻−1 𝛻𝑍(𝑥𝑘)                                                                                 (I. 44) 
                  
On peut représenter graphiquement de manière schématique l’évolution de l’algorithme 
d’optimisation sur un exemple simple (Figure I-27). Soit la fonction coût représentée par la 
courbe Z(x) .L’algorithme est initialisé avec un point choisi en position 1 (x1, Z1). On 
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construit ensuite le modèle quadratique en ce point (courbe C1 ) à partir de la connaissance de 
la tangente au point (x1, Z1). L’algorithme de Gauss Newton permet de calculer le pas 
(équation I.47) afin d’atteindre le minimum de C1. Ceci nous donne le nouveau point en 
position 2 (x2, Z2). On effectue la même démarche en ce point, et on obtient la solution 
suivante en position 3 (x3 ,Z3), et ainsi de suite. 
L’inconvénient de cette méthode réside dans le fait que la matrice H, indispensable pour 
calculer le pas à chaque itération, est très longue, voire délicate à calculer analytiquement 
(condition d’existence des dérivées secondes). Il existe par conséquent d’autres méthodes, 
dites de quasi newton, qui en donnent une approximation à chaque itération en fonction des 
itérations précédentes. La plus connue de ces méthodes est la méthode BFGS ou Broyden 
Fletcher Goldfarb Shanno [BRO65, FLE63, GOL68, SHA70] : 
𝐻−1
𝑘+1
= 𝐻−1
𝑘
−
𝐻−1
𝑘
 𝑠𝑘 (𝐻−1
𝑘
 𝑠𝑘 )
𝑇
𝑠𝑘 
𝑇
𝐻−1
𝑘
𝑠𝑘 
+
𝑞𝑘𝑞𝑘
𝑇
𝑞𝑘
𝑇
𝑠𝑘 
+ 𝜙𝑘 [𝑠
𝑘 𝑇𝐻−1
𝑇
𝑠𝑘 ] 𝑣𝑘𝑣𝑘
𝑇
    (I. 45) 
où 
𝜙𝑘 ∈ [0,1] 𝑒𝑡 𝑣
𝑘 = [
𝑞𝑘
𝑞𝑘
𝑇
 𝑠𝑘 
−
𝐻−1
𝑘
 𝑠𝑘
𝑠𝑘
𝑇
𝐻−1
𝑘
𝑠𝑘
] 
Et  𝑠𝑘 = 𝑥𝑘+1 −  𝑥𝑘 = 𝛼𝑘𝑑𝑘 
Et 𝑞𝑘 = ∇𝑍(𝑥𝑘+1) − 𝑍(𝑥𝑘) 
L’avantage de cette variante réside dans le fait qu’il n’est pas nécessaire de connaitre 
avec précision la matrice H à chaque itération. Un approximation même grossière assure une 
réduction à chaque pas de la fonction coût et permet de ce fait une convergence plus rapide en 
terme de temps mais pas en terme d’itérations. 
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Figure I-27.Schéma de fonctionnement de la méthode de Gauss Newton 
La méthode de Levenberg Marquardt (LM) [LEV44, MAR63, MOR77] combine les 
deux méthodes d’optimisation présentées précédemment.  
Avant de détailler le formalisme mathématique de cette méthode, on peut simplifier les 
notations en posant : 
𝛽𝑗 = −
1
2
𝜕𝑍
𝜕𝑥𝑗
                  𝑒𝑡      𝐶𝑗𝑙 =
1
2
 
𝜕2𝑍
𝜕𝑥𝑗𝜕𝑥𝑙
                                                                         (I. 46)  
 
soit vectoriellement : 
  𝛽 = −
1
2
 ?⃗?  𝑍             et          [C] =
1
2
 H                                                                                     (I. 47) 
                        
  où C est communément appelée la matrice de courbure. 
Reprenons la formule I.34 de Z. En dérivant cette expression par rapport à xj (j=1,…,N) 
on a les composantes du gradient ∇𝑍 : 
    
𝜕𝑍
𝜕𝑥𝑗
= −2∑
[𝑦𝑖
𝑚𝑒𝑠𝑢𝑟é − 𝑦𝑖(𝑥 )]
𝜎𝑖
2
𝑛
𝑖=1
 
𝜕𝑦𝑖(𝑥 )
𝜕𝑥𝑗
                                                     (I. 48) 
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On obtient ainsi les différents éléments de la matrice Hessienne en effectuant une 
dérivation supplémentaire par rapport à xl: 
  
𝜕²𝑍
𝜕𝑥𝑗𝜕𝑥𝑙
= 2∑
1
𝜎𝑖²
𝑛
𝑖=1
 [
𝜕𝑦𝑖( 𝑥 )
𝜕𝑥𝑗
 𝜕𝑦𝑖(𝑥 )
𝜕𝑥𝑙
− [𝑦𝑖
𝑚𝑒𝑠𝑢𝑟é − 𝑦𝑖( 𝑥 )]
𝜕2𝑦𝑖( 𝑥 )
𝜕𝑥𝑗𝜕𝑥𝑙
]                             (I. 49) 
   
En négligeant les termes de second ordre, l’équation précédente devient :  
∂²Z
∂xj ∂xl
= 2∑
1
σi²
n
i=1
[
∂yi( x⃗ )
∂xj
 ∂yi( x⃗ )
∂xl
]                                                         (I. 50) 
A la k
ième
 itération deux cas de figures sont à considérer :  
- Si la fonction à optimiser est supposée de forme quadratique alors le pas 
d’incrémentation 𝑠 ⃗⃗  (I.40) est donné par la formule de Gauss Newton suivante:  
𝑠 = −𝐻−1𝛻𝑍(𝑥 𝑘)                                                         (I. 51) 
- Si la fonction à optimiser est « éloignée » d’une forme quadratique alors la méthode 
des plus fortes pentes sera utilisée par le calcul de 𝑠 ⃗⃗  par: 
                                 
𝑠 = −𝛼?⃗? 𝑍(𝑥 𝑘)                                                                          (I. 52) 
      
 Où 𝛼 est une constante choisie positive. 
Le principe de la méthode de Levenberg-Marquardt repose sur  un choix différent du 
pas d’incrémentation suivant que la fonction se rapproche ou non d’une forme quadratique   
On peut résumer la démarche par le formalisme suivant en posant :  
[𝐶]′ = [𝐶] + 𝜆 𝐼𝑑                                                                       (I. 53) 
 
où Id est la matrice identité de dimension N x N 
Ainsi, on peut remplacer les équations I.51 et I.52 par l’équation suivante :  
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  [𝐶]′𝑠 = 𝛽 ⃗⃗  ⃗                                                                               (I. 54) 
 
En effet, lorsque λ est très grand, [C]’ est à diagonale dominante ( soit le module de 
chaque terme diagonal est supérieur ou égal à la somme des modules des autres termes de sa 
ligne) et l’équation I.54 devient : 
 𝑠𝑗 =
1
𝜆 𝐶𝑗𝑗
 𝛽 = − 
1
2 𝜆 𝐶𝑗𝑗
 ?⃗?  𝑍                                                                      (I. 55) 
L’équation I.55 devient similaire à l’équation I.52 des plus fortes pentes. A l’inverse, 
lorsque 𝜆 tend vers 0, l’équation I.56 équivaut à l’équation( I.51) de Gauss Newton. 
L’inconvénient de cet algorithme, comme toutes les autres techniques d’optimisation 
classique, est le risque de convergence prématurée. Ceci signifie que l’algorithme va  
converger vers le premier minimum trouvé satisfaisant les conditions d’optimalité, qu’il soit 
local ou global. Ceci est d’autant plus vrai dans le cas précis de la scattérométrie où les 
algorithmes se trouvent confrontés à une multitude de minima locaux. En effet, ceux-ci sont 
induits par le caractère multidimensionnel du problème ainsi que la présence de bruit de 
mesure. Il est donc primordial de lancer plusieurs fois l’algorithme pour contourner cette 
difficulté. Il est aussi important de bien choisir le point de départ de l’algorithme pour faciliter 
l’obtention de la solution optimale. L’autre inconvénient majeur est le temps de calcul 
nécessaire à l’obtention d’un résultat. En effet, à chaque itération, il est nécessaire de faire 
appel au problème direct, ce qui présente une contrainte pour une application en temps réel, 
où la résolution doit être quasi instantanée. 
 Les techniques d’optimisation classiques ont été largement utilisées afin de résoudre le 
problème inverse en scattérométrie. Parmi ceux-ci, on peut citer  principalement l’algorithme 
de Levenberg Marquardt [HOL02, HAZ03, HUA04] 
Il existe ainsi d’autres algorithmes appartenant à la famille des optimisations 
stochastiques. La recherche de la solution optimale est donc régie par des règles probabilistes. 
Parmi ceux-ci, on peut citer la méthode des algorithmes génétiques [HOL75, GOL89] ou le 
recuit simulé [KIR83]. Ces techniques ont été utilisées pour la résolution du problème inverse 
en ellipsométrie [COR00] et en scattérométrie [ROB03]. Comme les techniques 
d’optimisation classique, la plupart de ces méthodes sont itératives et  nécessitent plusieurs 
fois le recours à la fonction coût à chaque itération. 
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 Bien que ces algorithmes puissent résoudre efficacement le problème inverse en 
scattérométrie, ils présentent l’inconvénient majeur du temps de calcul important, critère 
crucial dans notre problématique d’application en temps réel. Il est donc indispensable de 
faire appel à d’autres techniques de résolution, plus adaptées en termes de temps de calcul que 
l’ensemble des méthodes d’optimisations évoquées ci-dessus. Dans ce cadre-là, nous allons 
nous intéresser à deux techniques: la méthode des bibliothèques et la méthode des réseaux de 
neurones. La première citée a déjà fait l’objet de travaux au sein du LTM et a montré sa 
capacité à répondre à la problématique de temps réel. 
 Méthode des bibliothèques  I.3.2
I.3.2.1 Principe  
Niu et al. ont été les précurseurs de la méthode des bibliothèques [NIU99] dans le 
domaine de la scattérométrie. On retrouve, dans la littérature, différentes appellations: library 
technique [HAZ03], fitting error interpolation based library search [CHE13], Model Based 
Library Approach [YAS13], look up table [SOH92]. Dans la suite du manuscrit, nous 
garderons l’appellation  « Méthode des bibliothèques». 
Le principe de la méthode des bibliothèques pour la scattérométrie est représenté dans la 
Figure I-28. Préalablement à la mesure ellipsométrique réalisée sur un échantillon, on 
construit une bibliothèque de signatures optiques obtenues de manière théorique à l’aide de la 
MMFE, dans une plage de variation des paramètres géométriques définie et bornée. L’objectif 
de cette méthode consiste à retrouver, au sein de la « librairie de signatures », celle qui sera la 
plus proche de celle obtenue par la mesure.  
La recherche dans la bibliothèque est effectuée de manière énumérative. En effet, la 
signature expérimentale est comparée à chacune des signatures de la bibliothèque 
correspondant chacune à une un motif bien déterminé. Le minimum de la fonction coût 
définie par le critère I.34 est donc recherché pour déterminer les paramètres géométriques 
optimaux.  L’utilisation de librairie constitue donc un cas particulier de l’optimisation. 
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Figure I-28. . Schéma de principe de la résolution du problème inverse avec la méthode des 
bibliothèques 
La différence fondamentale avec une méthode d’optimisation réside dans le choix du 
pas d’itération. Dans le cas de l’optimisation classique, ce choix est régi par des règles 
déterministes précises alors que dans le cas des librairies, il est prédéfini lors de la 
construction de la base de données. Une autre différence réside dans le fait que les méthodes 
d’optimisation nécessitent le calcul du problème direct (MMFE) à chaque itération alors que 
pour la bibliothèque ce calcul est effectué pour chaque élément de la bibliothèque.  
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I.3.2.2 Mesure spectroscopique et cinétique 
La méthode des bibliothèques peut être utilisée pour les deux modes d’acquisition de 
l’ellipsomètre: en statique ou en dynamique (cinétique). C’est dans cette seconde 
configuration qu’elle sera développée dans le cadre de cette thèse. En effet, contrairement aux 
autres méthodes d’optimisation, la méthode des bibliothèques se distingue dans le sens où elle 
peut être applicable pour une caractérisation en temps réel. Ceci est dû au fait que cette 
méthode comporte deux phases distinctes: d’une part, la construction de la bibliothèque et 
d’autre part, la recherche dans la bibliothèque de la signature la plus proche. La construction 
de la bibliothèque est une étape qui peut être couteuse en temps de calcul mais qui peut se 
faire préalablement sans contrainte restrictive de temps. L’étape de recherche dans la 
bibliothèque peut s’effectuer de manière quasi instantanée  en utilisant des outils adaptés que 
nous détaillerons par la suite. Ajoutons que la technique des bibliothèques est utilisé sur des 
lignes de production dans les milieux industriels.  
Certaines améliorations ont été apportées à cette méthode afin de réduire 
considérablement le temps de recherche dans la bibliothèque. Soulan [SOU08] a proposé dans 
sa thèse une solution associant une recherche des k solutions les plus proches de la mesure 
effectuée au sein de la bibliothèque, appelée principe des k-ppv (k plus proches voisins) avec 
une utilisation des processeurs graphiques (GPU) pour scruter de façon vectorielle la 
bibliothèque. Dans la méthode des k-ppv, le choix de k voisin au lieu d’un seul est essentiel 
dans une application temps réel. Comme nous allons le voir dans le chapitre III, le spectre 
dynamique est peu résolu en longueur d’onde et la signature peut par conséquent être 
fortement bruitée. Augmenter le nombre de voisin k  dans l’algorithme des k-ppv permet de 
pallier à cette caractéristique du temps réel et d’obtenir un résultat avec une bonne précision 
[SOU08].  
I.3.2.3 Les GPU (Graphics Processing Unit) et autres 
améliorations 
L’aspect le plus important à prendre en compte lorsqu’on évoque les GPU sont leur 
capacité à faire du calcul vectoriel par opposition au calcul scalaire. En effet, le calcul 
vectoriel consiste à effectuer les tâches en une seule étape au lieu de les faire en plusieurs 
successivement. Pour essayer d’imager ce propos, prenons un exemple simpliste : des billes 
sont posées au sol et un joueur souhaite les poser dans une boîte. Deux approches sont 
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possibles : soit il les prend une à une (approche scalaire), soit il les prend en une seule poignée 
(approche vectorielle).  
Nous pouvons noter que le fait de détourner les GPU de leur utilisation initiale est une 
opération délicate nécessitant de mettre en place des codes de calculs élaborés [SOU08]. La 
méthode des GPU permet d’accélérer de manière considérable la recherche dans la 
bibliothèque. Elle est ainsi parfaitement bien adaptée pour l’étude en temps réel. La méthode 
des bibliothèques avec GPU dans le cadre de la scattérométrie dynamique a été validée avec 
succès de manière expérimentale par deux thèses réalisées au LTM [SOU08, ELK10]. Cette 
méthode a été appliquée pour le suivi de procédés dynamiques, tels que le fluage de résine 
[SOU07, SOU07*] ou de réduction de côte de résine dans une application de gravure 
[ELK09, ELK09*].  
Cependant, une limitation de la méthode des librairies réside dans la quantité de 
mémoire maximale disponible pour stocker de grandes bibliothèques (1 Go). Ceci signifie que 
pour une étude sur des cas pratiques avec 7 ou 8 paramètres, l’utilisation des librairies avec 
GPU sera vite compliquée à mettre en œuvre. On peut penser que le développement des  
plateformes de programmation parallèles de GPU permettra d’apporter une solution à ce sujet. 
De plus, le couplage de la méthode des bibliothèques avec la technique du krigeage [KLE08, 
SAC89], permettra de construire des bibliothèques plus compactes. Cette technique est basée 
sur l’interpolation statistique de la fonction coût. Elle ne sera pas détaillée dans ce mémoire 
car elle ne fait pas partie de notre travail de recherche.   
Nous allons présenter par la suite une autre méthode de résolution de problème inverse, 
les réseaux de neurones artificiels. Celle-ci possède également plusieurs atouts qui la rendent 
compatible avec une utilisation en temps réel.  
I.3.3 Une méthode de régression particulière : les réseaux de 
neurones artificiels 
Plusieurs méthodes de régression ont été utilisées dans la littérature pour résoudre le 
problème inverse de la diffraction. Les plus simples d’entre elles se basent sur des modèles 
statistiques linéaires [KRU93, NAQ94, KRU93*, GIA91]. Il existe aussi de nombreuses 
méthodes de régression non linéaires mais leurs performances dépendent fortement du modèle 
non linéaire supposé. Le plus connu est le modèle polynomial [SRI].  
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Notre attention se portera tout particulièrement dans le cadre de cette thèse sur les 
réseaux de neurones artificiels, qui peuvent s’apparenter à une méthode de régression basée 
sur un modèle non linéaire. Cette technique sera développée en détail dans le chapitre suivant 
(chapitre II), mais nous pouvons déjà donner ici le principe de leur utilisation dans le cadre de 
la scattérometrie . 
La première étape (figure I.32) consiste, comme pour la méthode des librairies, à créer 
un corpus dit d’apprentissage, composé de couples  signature ellipsométrique / paramètres 
géométriques correspondants définis en début de paragraphe par y⃗ /x⃗  .  Cela consiste à générer 
un grand nombre de signatures théoriques à partir de plusieurs simulations d’échantillons 
obtenues par tirage aléatoire de paramètres géométriques dans une plage de variation fixée. 
Ensuite, au cours de la phase d’entrainement, le réseau de neurones « apprend » la relation 
liant ses entrées y⃗  à ses sorties x⃗ , c’est-à-dire la relation liant les signatures optiques aux 
paramètres géométriques.  
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Figure I-29. Diagramme de résolution du problème inverse avec la méthode des réseaux de neurone 
Ensuite, il est donc capable de généraliser l’information apprise sur le corpus 
d’entrainement, à savoir associer à une signature inconnue, un jeu de paramètres donnés. 
Dans notre cas, la signature proposée sera la signature expérimentale issue d’une mesure 
ellipsométrique sur l’échantillon testé. Cette dernière étape est intitulée phase de traitement. 
Elle est instantanée, contrairement  à la phase d’apprentissage qui peut prendre plus de temps. 
Nous verrons plus loin dans le manuscrit que, selon l’architecture du réseau de neurones, cette 
phase peut durer plusieurs minutes. 
A noter que l’utilisation de signatures simulées à la place de signatures expérimentales 
est justifiée par les même raisons que pour la construction de la bibliothèque. En effet, il n’est 
pas réaliste de faire une multitude de mesures ellipsométriques pour constituer le corpus car 
les contraintes de temps et de coûts seraient bien trop importantes. Ainsi, nous utilisons la 
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méthode MMFE pour simuler les mesures nécessaires à la construction du corpus à partir 
d’une modélisation paramétrique des différents échantillons.  
Plusieurs travaux ont mis en évidence le fait que les RN sont efficaces pour la résolution 
de problème inverse en scattérométrie [KAL98, KAL99]. Les RN ont montré une meilleure 
robustesse au bruit par rapport à la technique des Moindres Carré Partiels (PLS pour 
l’acronyme anglais Partial Least Squares) [BIS98]. Robert et al. [ROB02] ont montré qu’une 
architecture simple de RN (cf. Chapitre II) permettait d’atteindre une précision raisonnable 
sur les paramètres géométriques. Les RN ont également été mis en pratique sur un cas 
expérimental en confrontant les résultats obtenus avec des techniques morphologiques (AFM, 
XSEM) [ROB02*]. Une méthode basée sur l’utilisation des caractéristiques propres au réseau 
de neurones (méthode HVS pour Heurisitic Variable Selection) a été mise en place pour 
choisir la signature optique optimale pour une configuration donnée [ROB04*]. Ceci permet 
de réduire le nombre de mesures à effectuer et, par conséquent, de réduire à la fois le temps de 
la mesure et le temps de traitement. Le contrôle de l’homogénéité d’un réseau optique en 
silicium a ainsi pu être réalisé [ROB05]. Cette étape est très attendue dans le contrôle in-situ 
pendant le procédé de fabrication. Enfin, une estimation de l’erreur sur chaque paramètre 
géométrique a été mise en œuvre grâce à l’implémentation d’un second RN [ROB05*] 
entièrement dédié à cette tâche. L’utilisation d’une signature ellipsométrique associée à la 
méthode des Réseaux de Neurones a également été testée par Gereige et al. [GER07, 
GER07*]. 
Ces derniers ont également étudié expérimentalement la capacité du RN à sélectionner 
un modèle de forme paramétrique parmi plusieurs à partir de la signature expérimentale 
utilisée pour l’étape de caractérisation proprement dite. Cette étude est en cours au sein du 
laboratoire LT2C.  
D’autres travaux ont mis en valeur la possibilité de tester la solution neuronale sur des 
motifs complexes (avec des bords onduleux) [WEI08]. Un cas expérimental a ainsi été traité 
et les résultats comparés à une technique morphologique (SEM). Enfin, Babin et al. [BAB09] 
ont montré que les RN donnent des performances similaires à d’autres méthodes de 
résolutions de problème inverse. 
L’utilisation des RN dans le cadre de la scattérométrie statique a ainsi largement été 
validée au LT2C et a déjà fait l’objet de deux thèses [ROB03, GER09] au sein de ce 
laboratoire. Au même titre que la méthode des librairies, cette technique prometteuse possède 
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des avantages indéniables pour une caractérisation en dynamique qui seront exploités dans le 
cadre de ces travaux de thèse. 
Nous avons présenté et dressé un état de l’art des différentes méthodes utilisées pour la 
résolution du problème inverse en scattérométrie statique. Les méthodes d’optimisation 
peuvent être applicables efficacement sous certaines conditions mais leur inconvénient réside 
dans le temps de calcul  qui peut être important (utilisation régulière du problème direct). Les 
deux autres méthodes présentées, les bibliothèques et les réseaux de neurones reposent sur 
deux principes très proches. En effet, ils nécessitent tous les deux une première phase de 
construction d’un ensemble de couples paramètres géométriques/signatures optiques et une 
phase d’extraction des paramètres géométriques à partir d’une signature expérimentale.  
Les travaux réalisés sur les RN pour la scattérométrie au cours de cette dernière 
décennie ont montré que cet outil est efficace et bien adapté pour une caractérisation de 
réseaux en statique. Il possède un potentiel pour la caractérisation in situ de procédé en temps 
réel. Bien que cette dernière ait déjà été traitée avec la méthode des bibliothèques  avec GPU 
[SOU07, ELK09, ELK09*], elle n’a jamais encore été couplée à une solution neuronale dans 
la littérature.  
I.4 Conclusion  
Ce chapitre nous a permis de passer en revue les différentes techniques de métrologie 
utilisées en microélectronique pour la caractérisation de matériaux. Nous avons à la fois 
exposé les techniques morphologiques (AFM, MEB) et les techniques optiques par 
scattérométrie. La première catégorie fait partie des techniques directes permettant un aperçu 
visuel et ne nécessitant pas d’information à priori sur la forme du profil. Leur inconvénient est 
qu’elles sont parfois destructives et nécessitent un temps de préparation important de 
l’échantillon. Elles ne sont donc pas adaptées pour des applications en temps réel.  
La scattérométrie se base sur l’analyse de la lumière diffractée par une structure 
périodique pour en déterminer les valeurs paramétriques caractérisant sa forme. Nous avons 
utilisé dans le cadre de nos travaux plusieurs types de modèles géométriques de réseaux. Nous 
avons également détaillé les différents types de réponses optiques utilisées dans la littérature 
en insistant sur la mesure ellipsométrique utilisée dans le cadre de cette thèse qui permet une 
caractérisation rapide, non invasive et applicable in-situ.  
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Nous avons également dressé un aperçu des différentes techniques de résolution de 
problème inverse en développant les limites et les avantages de chacune. L’optimisation est 
est rapidement écartée pour une application en temps réel car coûteuse en temps de calcul ; ce 
qui n’est pas le cas pour les deux autres techniques que sont la méthode des librairies et 
l’utilisation de RN. 
 Dans le prochain chapitre, nous allons nous intéresser plus particulièrement à la 
technique des réseaux de neurones pour mieux comprendre leur principe de fonctionnement et 
leur utilisation dans le cadre bien précis de la scattérométrie  
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Dans le chapitre précédent, les différentes techniques utilisées en scattérométrie pour 
résoudre le problème inverse ont été examinées. Le deuxième chapitre porte sur les réseaux de 
neurones, une technique prometteuse pour la résolution du problème inverse en 
scattérométrie. Un réseau de neurones artificiels (RN) est un outil mathématique qui permet 
de modéliser un système physique à condition de disposer de suffisamment d’exemples 
décrivant ce phénomène. Dans ce chapitre, le principe général des réseaux de neurones sera 
parcouru en présentant rapidement leur origine biologique et leur formulation mathématique. 
La phase d’apprentissage, essentielle au bon fonctionnement des RN, sera ensuite détaillée 
avec les propriétés sous-jacentes qu’elle exige. Une étude théorique sera ensuite conduite pour 
définir l’architecture optimale d’un RN dans le cadre précis de la caractérisation qui nous 
préoccupe. Enfin, une étude expérimentale nous servira de trame de fond pour comparer les 
performances des RN avec les autres techniques de métrologie morphologique présentées 
dans le chapitre précédent. 
II.1 Présentation des réseaux de neurones 
Le fonctionnement d’un RN artificiel est inspiré de celui d’un cerveau humain. Il se 
décompose en deux phases distinctes: une phase d’apprentissage et une phase de traitement. 
Prenons la métaphore d’un enfant en cycle primaire. Pour connaître ses tables de 
multiplication, une première phase d’apprentissage est nécessaire puis une phase de test a lieu 
pour évaluer s’il a bien appris ou non. Un bref historique des RN sera présenté dans la suite 
avant de présenter les définitions essentielles permettant de bien comprendre leur 
fonctionnement et leur utilisation. 
 Historique des réseaux de neurones II.1.1
Les premiers travaux sur les réseaux de neurones remontent à 1890, date à laquelle W. 
James, un psychologue américain, a présenté le concept de mémoire associative. Un demi–
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siècle plus tard, les deux neurologues Mc Culloch et W. Pitts [MCC43] mettent en place un 
modèle simplifié du modèle biologique qu’ils appellent le neurone formel. Celui-ci est 
simplement un neurone binaire, c'est-à-dire qu’il donne des sorties 0 ou 1. Ils démontrent que 
ce modèle est capable d’effectuer des calculs logiques, arithmétiques et symboliques simples. 
D. Hebb, un physiologiste canadien, indique en 1949 une règle d’apprentissage, qui porte le 
nom de son auteur, dans son ouvrage «The organization of Behaviour » [HEB49]. Quelques 
années plus tard, F. Rosenblatt propose le premier modèle de RN,  le perceptron [ROS57], 
suite à de premières études sur la compréhension du cerveau humain ainsi que les processus 
cognitifs. En 1960, B. Widrow et Hoff mettent en place le modèle de l’ADALINE (ADAptive 
LINear Element) qui est aujourd’hui reconnu comme le premier réseau de neurones, bien que 
composé d’un seul neurone. Mais ce succès sera suivi d’une période de déclin, suite à la 
publication en 1969 par M. Minsky et S. Papert [MIN69] d’une critique des propriétés du 
perceptron mettant en doute la possibilité  de traiter des problèmes non linéaires. Plusieurs 
scientifiques ont néanmoins poursuivi les recherches et ont réussi à proposer de nouveaux 
modèles. Entre temps, certains scientifiques comme T. Kohonen, proposent des réseaux 
pouvant servir de mémoires associatives [KOH82] en développant le concept de carte auto-
organisée. J. Hopfield [HOP82] apporte une forte contribution dans le domaine en publiant 
une étude d’un réseau dynamique qui évolue jusqu’à atteindre un état de stabilité par un 
comportement autonome. C’est dans le milieu des années 80 que des avancées majeures ont 
été réalisées par Y. Le Cun et Rumelhart [LEC85, RUM86] avec la mise au point de 
l’algorithme de rétropropagation du gradient de l’erreur permettant l’apprentissage des  
Perceptrons Multi Couches (PMC). Ces avancées ont permis de pallier les difficultés 
mentionnées ci-dessus par M. Minsky et S. Papert. C’est le début de l’essor des RN et surtout 
des PMC. 
 Applications des réseaux de neurones II.1.2
Les RN possèdent un grand nombre d’applications dans de nombreux  domaines aussi 
divers que variés. On les retrouve aussi bien en traitement d’image où la reconnaissance de 
motifs est importante (reconnaissance faciale [AGA10]) que dans des domaines plus 
singuliers comme les jeux vidéo [STA06]. On peut également citer l’application des RN dans 
la bio-ingénierie pour la prédiction des propriétés pharmacologiques ainsi que l’activité 
thérapeutique des molécules pour la découverte de nouveaux médicaments [HAN95]. En 
robotique, on a utilisé les RN pour le pilotage automatique d’un véhicule autonome [RIV94, 
95]. Les RN interviennent alors au niveau du pilotage pour déterminer les actions souhaitables 
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en fonction des consignes de cap et de vitesse. Les RN sont employés aussi en aéronautique 
[WU13] pour améliorer la trajectoire d’urgence d’un avion dans le cas d’une panne totale de 
moteur. Dans le domaine du marketing, on assiste de plus en plus à l’augmentation du volume 
d’informations accessibles grâce à l’apport du numérique. Il est indispensable d’avoir à 
disposition des outils efficaces, comme les RN, permettant de traiter efficacement et 
rapidement les informations pertinentes [ENK05]. Ce domaine connu sous le terme de data-
mining ou fouille de données.  
Les RN trouvent aussi des applications dans des secteurs de la vie quotidienne. Citons, 
par exemple dans le domaine de l’environnement, le contrôle de systèmes de collectes des 
eaux pluviales [ROU01] ou l’étude de la contamination des ressources hydriques souterraines 
[FOD11]. On les trouve également dans la reconnaissance automatique des codes postaux 
[LEC89].  
Certaines problématiques d’ingénierie font également appel à une résolution par RN, 
comme par exemple, la prédiction de l’évolution d’une espèce chimique afin de simuler et 
optimiser la conduite de certains réacteurs chimiques [AMM07]. Dans ses travaux, Boueri 
[BOU10] a également employé les RN pour l’identification d’une famille de polymères dans 
le but de mettre en place une identification en temps réel de matériel plastique sur une chaîne 
de tri. 
Cette énumération non exhaustive de plusieurs applications sur un large spectre de 
domaines montre que cet outil a largement fait ses preuves notamment en termes de 
performance et de robustesse. Cela fait également partie des arguments qui nous ont poussés à 
développer l’utilisation de cet outil dans notre domaine de recherche : la métrologie en micro 
et nanoélectronique. 
Un RN artificiel peut être utilisé dans différentes catégories, comme la classification, le 
data-mining ou la prédiction. C’est cette dernière fonction qui sera exploitée dans ce mémoire. 
Le comportement d’un système est ainsi prédit en connaissant une entrée donnée. On parle 
alors de généralisation.  
 
Chapitre II. Scattérométrie par réseaux de neurones 
  
Ismail El Kalyoubi- Université de Grenoble                                      91 
  
 La métaphore biologique II.1.3
Les neurones artificiels se basent sur le principe de fonctionnement des neurones 
biologiques composant le cerveau humain. Ce dernier est un système très complexe et très 
puissant. Aujourd’hui encore, les scientifiques sont incapables de réaliser un système qui 
possèderait les mêmes capacités.  
Le système nerveux est composé de milliards de cellules spécialisées nommées 
neurones. Ensemble, ces neurones commandent l’action de l’être humain (alimentation, 
action, repos) et forment ce qu’on appelle un réseau de neurones. Chaque neurone possède 
différentes portes d’entrée: les dendrites (Figure II-1). Ces derniers reçoivent un signal, 
provenant des différents organes du corps humain ou d’autres neurones, qui est ensuite traité 
dans le noyau, nommé corps cellulaire. La réponse est alors émise à travers les axones 
représentant les lignes de transmission de l’information du système nerveux. La zone de 
contact avec un autre neurone est la synapse. Celle-ci peut être excitatrice ou inhibitrice, en 
fonction de l’information envoyée par le corps cellulaire. Elle est connectée, soit à un autre 
neurone, soit à un muscle afin de réaliser une action. L’information est véhiculée sous forme 
de signal électrique par le biais d’un potentiel d’action. 
 
Figure II-1. Structure schématique d'un neurone biologique 
 
Pour appréhender le processus de fonctionnement du cerveau, prenons un exemple 
simple, celui d’une personne qui tient un objet très chaud. Le cerveau va donner l’ordre au 
muscle de la main de relâcher l’objet immédiatement. Dans cet exemple, le signal d’entrée est 
la température de l’objet transmise au cerveau par les récepteurs sensoriels de la main. Le 
cerveau va analyser la situation et envoyer un signal via les neurones aux muscles de la main. 
Le signal de sortie est la réaction de l’individu qui consiste à relâcher l’objet chaud. Cette 
expérience va permettre au cerveau d’apprendre et de se souvenir de cette situation afin de 
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guider les réactions futures. Cette expérimentation permet à l’être humain de s’entrainer pour 
s’adapter à  son environnement. 
La richesse de l’architecture du cerveau humain a poussé certains scientifiques à vouloir 
s’en inspirer pour réaliser des modèles mathématiques utilisés dans de nombreuses disciplines 
scientifiques. 
 Formulation mathématique d’un neurone artificiel II.1.4
Suite à l’observation du neurone biologique, Mc Culloch et W. Pitts ont mis en place 
une structure mathématique permettant de réaliser des actions du même ordre : le neurone 
formel. La Figure II-2 présente la structure d’un neurone j connecté à plusieurs entrées et la 
formulation mathématique utilisée.  
 
Figure II-2. Représentation mathématique  d'un neurone formel. Les n entrées sont désignées par les variables x i, 
la sortie est notée sj et les poids synaptiques pondérant chaque connexion sont désignés par les variables wj,i 
Le fonctionnement du neurone se déroule en deux étapes : 
Dans un premier temps, on effectue un prétraitement de l’information reçue en calculant 
le potentiel vj du neurone en fonction des entrées xi (i=1,2,…,n) qui lui sont affectées, par 
l’intermédiaire de la fonction d’entrée totale suivante:  
𝑣𝑗 = ∑𝑤𝑗𝑖𝑥𝑖 + 𝑏𝑗
𝑛
𝑖=1
                                                                        (II. 1)  
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dans laquelle wj,i est le poids synaptique de la connexion qui lie l’entrée i au neurone et 
bj représente un paramètre propre au neurone nommé biais. 
L’information est ainsi transmise, des entrées xi (i=1,2,…,n) jusqu’au neurone j, à 
travers les différentes connexions. Chacune de ces liaisons est associée à un poids synaptique, 
pour pondérer l’information reçue par le corps cellulaire à travers les dendrites. Le poids 
représente donc la puissance d’une synapse en amplifiant ou en diminuant l’influence d’un 
message transmis par un neurone. 
Il est généralement commode de considérer le biais comme le poids d’une entrée 
constante x0 égale à 1. L’équation II.1devient alors : 
𝑣𝑗 = ∑𝑤𝑗𝑖𝑥𝑖
𝑛
𝑖=0
                                                                                (II. 2) 
 
Remarque: L’équation II.2 présente un exemple particulier de fonction d’entrée totale, 
généralement appliquée à un neurone qualifié de linéaire. C’est celui qui sera utilisé par la 
suite. Cependant, il existe dans la littérature d’autres fonctions d’entrée totale (fonction 
polynomiale, fonction distance, fonction de type noyau) utilisées pour d’autres applications, 
en particulier dans le domaine de la  classification [MIS 06].  
La deuxième étape concerne le calcul de la sortie neurone sj définissant ainsi l’état 
interne du neurone en fonction du potentiel vj :    
𝑠𝑗 = 𝑔(𝑣𝑗) = 𝑔(∑𝑤𝑗𝑖𝑥𝑖
𝑛
𝑖=0
)                                                     (II. 3) 
La fonction g est nommée fonction de transfert, fonction d’activation, ou même fonction 
d’état suivant les ouvrages du domaine.  
Il existe plusieurs possibilités pour la fonction d’activation du neurone comme par 
exemple la fonction seuil, la fonction identité ou la fonction gaussienne (Figure II-3). 
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Figure II-3. Exemples de fonctions d'activations communément utilisées pour calculer la 
sortie d’un neurone formel 
 Chaque fonction est choisie suivant le type de sorties à modéliser (binaires, décimales, 
positives) mais également suivant la propriété qu’elle confère au RN ainsi construit. Par 
exemple, la fonction sigmoïde (en forme de « s »), continue et différentiable, (Figure II-3-c)  
est utilisée dans certaines catégories des RN car elle introduit une non linéarité. On la retrouve 
sous deux formes qui sont respectivement la fonction logistique (équation II.4) et la fonction 
hyperbolique (équation II.5). 
𝑔(𝑣) =
1
𝑒−𝐾𝑣 + 1
                                                                             (II. 4)  
𝑔(𝑣) =
𝑒𝐾𝑣 − 1
𝑒𝐾𝑣 + 1
= tanh (
𝐾
2
𝑣)                                                     (II. 5)  
La valeur du paramètre K est généralement égale à 1. 
La fonction seuil (Figure II-3-a) est la première fonction à avoir été utilisée dans le tout 
premier RN. Elle est utilisée dans le cas où l’on souhaite avoir une sortie binaire (0 ou 1). Elle 
est définie de la façon suivante : 
𝑔(𝑥) = 0      𝑠𝑖     𝑥 < 0                                                                (II. 6)  
  
(d) Fonction gaussienne 
(a) Fonction seuil (b)  Fonction linéaire  
 (c) Fonction sigmoïde tangente 
 hyperbolique 
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  𝑔(𝑥) = 1      𝑠𝑖      𝑥 > 0                                                                (II. 7)  
La fonction identité est également nommée linéaire (Figure II-3-b) et s’exprime 
simplement par : 
𝑔(𝑥) = 𝑥         ∀𝑥                                                                           (II. 8)  
 
Enfin, la fonction gaussienne (Figure II-3-d) est définie par: 
𝑔(𝑥) =
1
𝜎√2𝜋
𝑒
−
(𝑥−𝜇)²
2𝜎²                                                                      (II. 9)  
avec les paramètres μ et σ représentant respectivement l’espérance mathématique et 
l’écart type de la modélisation. 
En résumé, un neurone j donné peut ainsi être défini comme une fonction algébrique 
globale f non linéaire, paramétrée par wj,i  (avec i=0,1, 2,..,n), à valeurs bornées, de variables 
réelles xi (avec i=1,2,…,n) nommée entrées: 
𝑠𝑗,𝑛 = 𝑓(𝑥1, 𝑥2, … , 𝑥𝑛, 𝑤𝑗,0, 𝑤𝑗,1, 𝑤𝑗,2, . . . , 𝑤𝑗,𝑛)                                          (II. 10)  
 
 Architecture d’un réseau de neurones II.1.5
Les neurones présentés dans le paragraphe précédent offrent des propriétés 
remarquables lorsqu’ils sont combinés les uns aux autres : on parle tout naturellement de 
Réseau de Neurones. Il s’agit donc d’un ensemble de neurones interconnectés entre eux. Une 
première manière d’aborder un RN artificiel est de considérer un graphe, possédant des 
entrées et des sorties et où chaque nœud représente un neurone artificiel. Au sein de ce réseau, 
les connexions effectuent la liaison entre les neurones. Les entrées désignent l’information 
issue de l’environnement extérieur. La sortie du RN est constituée par les neurones qui 
effectuent les derniers calculs. Enfin, les neurones qui effectuent des calculs intermédiaires 
sont qualifiés de neurones cachés. Ils sont par conséquent situés entre les entrées et les 
neurones de sorties. 
On peut distinguer deux grandes classes: les réseaux bouclés (appelés aussi dynamiques 
ou encore récurrents) et les réseaux non bouclés (ou statique). 
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 La première famille permet de modéliser des processus dynamiques en introduisant une 
hiérarchisation temporelle des activations de certains neurones appartenant à un même cycle. 
Par exemple, les sorties du RN à l’instant t seront utilisées comme entrée du RN à l’instant 
t+1. Notons que cette notion de « RN dynamique » concerne ici un mode de fonctionnement 
particulier des RN. Ceci est à distinguer d’un  « processus dynamique » physique tel qu’un 
procédé de gravure comme nous le verrons plus loin dans le manuscrit (cf. Chapitre III). Dans 
l’étude effectuée dans cette thèse, ce type de RN dynamique n’a pas été utilisé pour le suivi 
d’un procédé dynamique tel que la gravure plasma.   
Dans les travaux développé ici, nous avons utilisé les réseaux de neurones non bouclés 
où l’information circule des entrées vers les sorties sans qu’il y ait un retour en arrière (à la 
différence des réseaux dynamiques). Le temps n’a aucune influence dans ce type de réseaux. 
C’est pour cette raison qu’on les qualifie de réseaux statiques. 
On retrouve dans la littérature plusieurs possibilités d’arrangement des neurones pour 
constituer un réseau. On parle généralement d’architecture du RN. Citons en guise d’exemple 
le réseau complètement connecté (Figure II-4) où chaque neurone est connecté à toutes les 
entrées xi du réseau ainsi qu’aux sorties des neurones de numéro inférieur. Ce type de RN 
correspond au modèle le plus complet car il possède le plus grand nombre de connexions 
(donc de poids), pour un nombre de neurones fixés.  
 
Figure II-4. Exemple d’architecture d’un réseau de neurones non bouclé, complètement connecté comportant  
(Ns-1) neurones cachées, N entrées et un neurone de sortie. On distingue les poids des connexions reliant les entrées à 
tous les neurones par w de ceux relatifs aux connexions entre neurones notés z. 
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A partir de ce modèle, il est possible de créer des architectures de moindre complexité 
en supprimant certaines connexions. Nous ne détaillerons pas toutes les possibilités mais 
seulement le modèle le plus répandu: le modèle dit à couches. Ce modèle utilisé par la suite 
possède des propriétés intéressantes et est présenté en détail dans le paragraphe suivant.  
 Les réseaux de neurones à couches II.1.6
II.1.6.1 Présentation de l’architecture 
Dans une organisation de réseaux en couche (Figure II-5), les neurones sont disposés en 
couches verticales successives dans lesquelles toute connexion entre les neurones d’une même 
couche est interdite. Les neurones d’une même couche se trouvent donc tous connectés aux 
neurones de la couche précédente et à ceux de la couche suivante. Il faut également noter que 
les neurones d’une même couche possèdent tous les mêmes propriétés (notamment la même 
fonction d’activation). Le nombre de neurones constituant la couche dite de sortie est 
conditionné par le nombre de sorties souhaitées. Toutes les autres couches de neurones 
réalisant des calculs intermédiaires sont qualifiées de couches cachées. 
Remarque: Il est commun de trouver dans la littérature l’appellation couche d’entrée, 
voire même neurones d’entrée pour qualifier les entrées du RN. Cette expression est 
trompeuse car les entrées (représentées par des carrés sur la Figure II-5) ne sont pas des 
neurones: elles ne réalisent aucun traitement de l’information puisqu’elles ne font que 
transmettre les valeurs des variables d’entrées. 
Ce type de structure est également dénommé perceptron multicouches (PMC). Le 
lecteur pourra trouver un état de l’art détaillé des perceptrons multicouches dans [DRE97], 
[DAV90], [JOD94]. 
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Figure II-5. Exemple d’architecture d'un réseau de neurone non bouclé dit à couches présentant une seule 
couche cachée de Nc neurones comprenant N entrées et  Ns sorties . Soit wj,i le poids synaptique reliant le j
ième neurone de 
la couche cachée à l’entrée xi et z1,j celui reliant le premier neurone de la couche de sortie avec la sortie du j
ième neurone 
de la couche cachée. 
Chaque PMC utilisé par la suite sera entièrement caractérisé par le nombre d’entrées, le 
nombre de couches du réseau, le nombre de neurones par couche, la nature des différentes 
connexions entre les neurones et le type de neurones (fonction de prétraitement, fonction 
d’activation) composant chaque couche. Cet ensemble définit l’architecture du RN. 
II.1.6.2 Propriétés d’un PMC à une couche cachée 
Nous allons décrire dans ce paragraphe un type particulier de PMC, comprenant une 
seule couche cachée, qui présente des propriétés remarquables.   
Considérons tout d’abord un PMC constitué d’une couche cachée de NC neurones 
linéaires présentant une fonction d’activation à priori non linéaire notée g. Les Ns neurones de 
sorties, linéaires également, utilisent, quant à eux, une fonction d’activation identité. Le 
vecteur noté 𝑥 =[x1,x2,…,xi,…,xN]
T
 est introduit en entrée du PMC. Le calcul de la sortie sm 
(soit la sortie du m
ième
 neurone de la dernière couche), peut donc se formuler de la façon 
suivante: 
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𝑠𝑚( 𝑥 ,𝑊, 𝑍) = ∑𝑧𝑚,𝑗  [𝑔 (∑𝑤𝑗,𝑖𝑥𝑖
𝑁
𝑖=0
)]                                  (II. 11)       
𝑁𝑐
𝑗=0
 
où W est la matrice regroupant les poids des connexions entre la couche cachée et 
l’entrée du PMC et Z celle des connexions entre la couche de sortie et la couche cachée 
définies respectivement par:    
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L’équation II.11 indique que 𝑠𝑚 est une fonction linéaire des paramètres Z mais elle est aussi 
fonction non linéaire des paramètres W. On peut ainsi énoncer qu’un RN est un véritable outil 
permettant une modélisation non linéaire. C’est sur la base de cette constatation que sont 
énoncées les 2 principales propriétés remarquables des PMC à une couche cachée : 
La première, la propriété d’approximation universelle, a été démontrée par Cybenko et 
Funuhashi [CYB89][FUN89]. Celle-ci peut être énoncée comme suit : 
« Toute fonction bornée suffisamment régulière peut être approchée uniformément, avec 
une précision arbitraire, dans un domaine fini de l'espace de ses variables, par un réseau de 
neurones comportant une couche de neurones cachés en nombre fini, possédant tous la même 
fonction d'activation, et un neurone de sortie linéaire.» 
 
La seconde propriété importante à citer est celle de la parcimonie. En effet, il est 
important de pouvoir modéliser un processus physique avec un nombre minimal de variables 
ajustables. Ainsi, plusieurs études [BAR93], [HOR94] ont montré que : 
Si le résultat de l’approximation (c'est-à-dire la sortie du RN) est une fonction non 
linéaire des paramètres ajustables, elle est plus parcimonieuse que si elle est une fonction 
linéaire de ces paramètres (comme par exemple une approximation polynomiale). De plus, 
pour des réseaux de neurones à fonction d’activation sigmoïdale, l’erreur commise dans 
l’approximation varie comme l’inverse du nombre de neurones cachés, et elle est 
indépendante du nombre de variables de la fonction à approcher. Par conséquent, pour une 
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précision donnée, donc pour un nombre donné de neurones cachés, le nombre de paramètres 
du réseau est proportionnel au nombre de variables de la fonction à approcher. La 
parcimonie est d’autant plus importante que le nombre d’entrées du modèle est grand. 
Ainsi, les architectures des PMC utilisés par la suite respecteront ces contraintes. Nous 
montrerons plus tard dans le manuscrit (cf. II.3.1) que le choix du nombre de neurones cachés 
sera déterminé en fonction de la complexité du problème étudié. 
II.1.6.3 Modélisation d’un processus expérimental par PMC 
Supposons que l’on dispose de données expérimentales issues d’un processus physique 
que l’on cherche à modéliser. Ces informations sont accessibles sous la forme de nt 
observations de Ns mesures distinctes 𝑦𝑞⃗⃗ ⃗⃗  = [𝑦1
𝑞 , 𝑦2
𝑞 , … , 𝑦𝑚
𝑞 , … , 𝑦𝑁𝑠
𝑞 ]𝑇  (q=1,…,nt) supposées 
liées à N paramètres physiques 𝑥𝑞⃗⃗ ⃗⃗ = [ 𝑥1
𝑞 , 𝑥2
𝑞 , … , 𝑥𝑖
𝑞 , … , 𝑥𝑁 
𝑞 ]𝑇. La modélisation consiste à 
approcher la relation univoque liant 𝑦  à   𝑥   sur la base des nt observations. Une fois le modèle 
construit, il pourra être efficacement utilisé afin de prédire la réponse 𝑥 𝑡𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ correspondant à 
toute nouvelle observation 𝑦𝑡𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. Il faut noter qu’il s’agit ici de résoudre un problème inverse 
comme cela a été évoqué dans le chapitre précédent par une méthode de régression. 
Il existe dans la littérature plusieurs modèles de régression pour effectuer cette tâche. 
Cependant, ils sont généralement  limités aux cas simples de fonctions linéaires comme dans 
le cas de la PLS (Partial Least Square method) [HAA88].  
L’avantage d’une régression par PMC réside dans le fait qu’ils utilisent, comme nous 
l’avons montré dans le paragraphe précédent, une modélisation non linéaire par rapport aux 
paramètres ajustables, ce qui constitue la base de leur propriété d’approximateur universel. De 
ce fait, les RN ont déjà montré qu’ils étaient indiqués pour modéliser efficacement tout 
processus physique non linéaire [BAD01] à condition de disposer d’un nombre nt 
suffisamment grand  de couples d’observations 𝑦𝑞⃗⃗ ⃗⃗  /𝑥𝑞⃗⃗ ⃗⃗ . 
Dans le cadre de la scattérométrie, les couples 𝑦𝑞⃗⃗ ⃗⃗  / 𝑥𝑞⃗⃗ ⃗⃗  à disposition sont formés de 
l’ensemble des nt simulations {signatures ellipsométriques / valeurs de paramètres 
géométriques}. Cet ensemble est nommé le corpus d’apprentissage. Le RN sera utilisé pour 
modéliser la relation liant une signature ellipsométrique fournie en entrée aux paramètres 
géométriques de la structure définissant ainsi ses propres sorties. (Figure II-6). 
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Figure II-6. Exemple d’utilisation d’un RN dans le cadre de la scattérométrie permettant de caractériser en sortie 
un profil défini par 3 paramètres (CD, h et hr) Le nombre d’entrée est directement relié au nombre de mesures constituant 
la signature ellipsométrie (typiquement 52 entrées) 
D’un point de vue mathématique, les sorties ?⃗⃗? = [𝑠1, 𝑠2, … , 𝑠𝑚, … , 𝑠𝑁𝑠]
𝑇 du RN définies 
en II.11 représentent après apprentissage une bonne approximation de l’espérance 
mathématique de 𝑥⃗⃗  connaissant 𝑦⃗⃗⃗    .  
Après avoir défini ce que sont les RN, il convient maintenant de s’intéresser à leur 
principe de fonctionnement.  
II.2 Fonctionnement des réseaux de neurones 
Comme nous l’avons vu précédemment, le RN nécessite une phase d’apprentissage où il 
apprend la relation liant des entrées à des sorties connues. Durant cette phase, les paramètres 
W et Z du RN sont ajustés de façon à permettre une généralisation optimale. Cette phase fait 
appel à des algorithmes d’optimisation et permet d’estimer, à la fin du processus, les 
performances globales du RN.  
Cependant, avant de détailler la phase d’apprentissage, il faut préciser que chacun de 
nos entrainements a été précédé d’une phase de pré-traitement qui consiste à normaliser les 
données du corpus d’apprentissage. En effet, lors de la construction du modèle, on peut se 
trouver face à une situation où les entrées peuvent être de nature et d’ordre de grandeur 
différents. Il est alors essentiel de réaliser un traitement pour qu’elles aient toutes la même 
influence sur la construction du modèle. En pratique, il est généralement recommandé de 
prétraiter systématiquement l’ensemble de ces données.  
Le traitement appliqué par la suite consiste à centrer et réduire toutes les variables 
d’entrée et de sortie du RN. Par exemple, les nouvelles entrées du RN seront représentées par 
le vecteur 𝑥′⃗⃗⃗  𝑞 = [(𝑥1
′)𝑞 , (𝑥2
′ )𝑞 , … , (𝑥𝑖
′)𝑞 , … , (𝑥𝑁
′ )𝑞] pour lequel : 
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 (𝑥𝑖
′)𝑞 =
𝑥𝑖
𝑞 − 𝜇𝑖
𝜎𝑖
                                                          (II. 12) 
avec 𝜇𝑖 et 𝜎𝑖 respectivement la moyenne et l’écart type calculés sur l’ensemble des 
données du corpus d’apprentissage pour chaque entrée i. 
Les sorties sont également normalisées selon le même principe. Lors de la phase de 
traitement, tous les résultats provenant de la sortie du RN devront donc être dénormalisés 
avant toute interprétation physique.   
 Phase d’apprentissage II.2.1
Il existe deux types d’apprentissage pour les RN: supervisé et non supervisé. Dans 
l’apprentissage supervisé, l’utilisateur fournit les valeurs désirées à la sortie du RN pour une 
série d’entrées connues. Pour cela, on doit disposer d’un comportement de référence précis 
(corpus d’apprentissage) dans lequel des sorties sont associées aux entrées connues. C’est ce 
type d’apprentissage qui sera adopté dans la suite de ce travail de thèse. Dans l’apprentissage 
non supervisé, on ne dispose pas d’information à priori sur les sorties du RN. Ce type 
d’apprentissage ne sera pas détaillé par la suite car il concerne des applications particulières 
comme par exemple le data-mining. 
Dans le cas de la régression, l’objectif de la phase d’apprentissage est d’apprendre la 
relation liant le vecteur 𝑦  au vecteur 𝑥 ⃗⃗⃗   du RN. Pour cela, on dispose d’un corpus 
d’apprentissage composé de nt couples d’exemples {𝑦𝑞⃗⃗ ⃗⃗  , 𝑥𝑞}⃗⃗ ⃗⃗ ⃗⃗  (q = 1,2, … , 𝑛𝑡). 
L’apprentissage revient à trouver les poids W et Z qui vont permettre au RN de donner en 
sortie une bonne approximation du vecteur 𝑥 ⃗⃗⃗   lorsqu’on lui présente en entrée l’observation 𝑦 . 
Pour cela, on définit la fonction coût notée C(W,Z) représentant l’erreur quadratique entre les 
sorties 𝑠  calculées et les valeurs désirées 𝑦  sur l’ensemble des nt données utilisées pour 
l’apprentissage : 
𝐶(𝑊, 𝑍) =  ∑ [∑(𝑦𝑚
𝑞 − 𝑠𝑚
𝑞 ( 𝑥 ,𝑊, 𝑍))²
𝑁𝑠 
𝑚=1
]
𝑛𝑡
𝑞=1
                                  (II. 13)   
Il s’agit donc d’un problème de minimisation pouvant être résolu par les différentes 
méthodes d’optimisation présentées dans le chapitre I. Rappelons qu’au cours de tout 
algorithme d’optimisation, les solutions, ici les poids, vont évoluer de manière itérative de 
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façon à réduire l’erreur de prédiction jusqu’ à l’obtention d’une valeur optimale de 𝐶(𝑊, 𝑍). 
Ainsi, le poids wj,i liant le neurone j à l’entrée i sera modifié à l’itération k+1 comme suit:  
𝑤𝑗,𝑖
𝑘+1 = 𝑤𝑗,𝑖
𝑘 + ∆𝑤𝑗,𝑖                                                        (II. 14) 
tel que ∆𝑤𝑗,𝑖 constitue la modification apportée qui dépend bien entendu de la méthode 
d’optimisation retenue.  
On distingue ainsi deux types de fonctionnement: un fonctionnement dit adaptatif dans 
lequel les poids sont modifiés après le passage de chaque couple du corpus d’entraînement et 
un fonctionnement dit non adaptatif (ou batch training en anglais) dans lequel la mise à jour 
des  poids est effective après le passage de l’ensemble des nt couples d’entraînement. C’est ce 
dernier type d’entrainement qui sera utilisé par la suite car il est non seulement plus rapide 
que l’entraînement adaptatif mais surtout plus adapté à une grande quantité de données 
d’entrainement comme cela est le cas dans ce travail de thèse. 
Dans le cas où on utilise les méthodes d’optimisation classiques, il est nécessaire de 
connaître à chaque itération les dérivées premières et secondes de la fonction coût par rapport 
aux paramètres ajustables, les poids du RN. Or, si cela ne pose aucune difficulté apparente 
pour les poids Z relatifs à la couche de sortie, cela n’est pas le cas pour les poids W car la 
sortie des neurones cachés n’est pas connue pour un couple d’observations donné. 
L’algorithme de rétropropagation du gradient [RUM86] permet de répondre à cette 
problématique en calculant de manière récursive le gradient de la fonction coût relatif aux 
paramètres des couches cachées, c'est-à-dire 𝜕𝐶/𝜕𝑤𝑗,𝑖. Il est ainsi possible d’utiliser 
n’importe quelle méthode d’optimisation classique développée dans le chapitre I pour cette 
phase d’apprentissage. Dans notre cas, l’algorithme Levenberg-Marquardt a été privilégié 
pour les avantages présentés dans le chapitre précédent. 
Un des problèmes les plus fréquemment rencontré lors de cette phase est le 
surapprentissage, nommé aussi surajustement (Figure II-7). En effet, ce terme désigne un 
entrainement conduisant à un RN incapable de généraliser sur de nouvelles entrées car il a 
appris « par cœur » les couples d’apprentissage. La Figure II-7 montre par exemple les 
résultats d’un RN (courbe rouge) conduisant à un apprentissage parfait des points 
d’entrainement (en noir) présentant une erreur de prédiction extrêmement faible. Ce RN est 
pourtant incapable de fournir un résultat correct pour de nouvelles entrées fournies lors d’une 
utilisation ultérieure (en vert). Pour éviter cela, plusieurs solutions existent: On compte parmi 
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celles-ci, celle qui supprime les modèles dont la matrice jacobienne (𝜕𝐶/𝜕𝑤𝑗,𝑖) n’est pas de 
rang plein [SAA93] (c’est à dire une matrice carré dont toutes les colonnes et les lignes sont 
linéairement indépendantes) et la méthode locale LOCL (Local Overfitting Control via 
Laverages) [MON99] qui permet d’estimer l’influence de chaque exemple sur le modèle. 
 
Figure II-7. Schéma illustratif représentant les résultats d’un RN suite à 2 apprentissages différents. Les données 
composant le corpus d’entrainement sont schématisées par les points noirs. Les points verts constituent des données qui 
permettent de tester les performances du RN. La courbe bleue représente le modèle d’un RN présentant une 
généralisation optimale et la courbe rouge un RN dans le cas d’un surapprentissage. 
D’autres méthodes comme la validation croisée [STO74] consistent à estimer les 
performances du RN à partir d’exemples n’ayant pas servi pendant l’apprentissage (Figure 
II-8). Dans ce cas,  le corpus d’entraînement est réparti en D parties de taille égale (P1, P2,…, 
PD), dont une partie est réservée systématiquement aux données de validation (case en bleu 
sur la figure). D apprentissages successifs sont alors réalisés par le même RN, en initialisant à 
chaque fois les poids du RN à des valeurs différentes. L’erreur commise par chacun des D RN 
entrainés est alors calculée sur la fraction de validation. La performance globale du modèle 
étudié, intitulée score de validation croisée, est calculée en réalisant la moyenne des D erreurs. 
La validation croisée permet donc de déterminer parmi différentes architectures celle qui 
possède des performances optimales en généralisation en choisissant systématiquement celle 
présentant le plus faible score de validation.  
Données d’apprentissage 
Données de validation 
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Figure II-8.Schéma illustratif de la validation croisée nécessitant D apprentissages successifs. Les parties bleues 
sont utilisées pour la validation des performances après chaque apprentissage 
 Il existe également une autre méthode, assez populaire: la méthode de l’arrêt 
prématuré, ou early stopping [POG85]. Le principe est simple. On arrête l’apprentissage 
lorsque les performances en généralisation sont estimées optimales en  évitant ainsi le 
surapprentissage.  
Pour cela, le corpus d’entrainement est réparti en trois sous-groupes: le corpus 
d’apprentissage (points noirs sur la courbe II.7), le corpus de validation (points verts sur la 
courbe II.7) et le corpus de test. Le premier permet d’effectuer l’apprentissage proprement dit 
en utilisant la procédure décrite précédemment. Le second corpus est complètement 
indépendant du premier et permet le calcul de l’erreur réalisée par le  RN à chaque itération 
sur des données « nouvelles ». L’entrainement sera stoppé lorsque cette estimation de l’erreur  
cessera de diminuer. Ainsi, la capacité du RN en généralisation sera supposée optimale pour 
l’architecture en question (courbe bleue sur la Figure II-7). Le troisième corpus permet 
d’estimer des performances globales, en utilisant des données qui n’ont pas été utilisées, ni 
pour la phase apprentissage proprement dite, ni pour la validation, évitant ainsi tout biais de 
mesure.  
Toute estimation d’erreur réalisée par la mième sortie du RN est basée sur le calcul 
suivant :  
𝐸𝑚
𝑐𝑜𝑟𝑝𝑢𝑠 = √
1
𝑛𝑐𝑜𝑟𝑝𝑢𝑠
∑ (𝑦𝑚
𝑞 − 𝑠𝑚
𝑞 )
2
𝑛𝑐𝑜𝑟𝑝𝑢𝑠
𝑞=1
                                        (II. 15) 
ou 𝑦𝑚
𝑞
 correspond à la m
ième
  sortie désirée, 𝑠𝑚
𝑞
 la m
ième
 sortie calculée par le RN  et 
ncorpus représente suivant les cas le nombre de données d’apprentissage (napp), de validation 
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(val), ou de test (test). (Par example, l’erreur sur les donné de test pour la mième sortie sera 
nommé 𝐸𝑚
𝑡𝑒𝑠𝑡) 
Enfin, on peut également estimer les performances globales sur un corpus donné en 
calculant l’erreur  moyenne sur l’ensemble des Ns sorties : 
 𝐸𝑐𝑜𝑟𝑝𝑢𝑠 = √
1
𝑛𝑐𝑜𝑟𝑝𝑢𝑠
∑ [
1
𝑁𝑠
∑(𝑦𝑚
𝑞 − 𝑠𝑚
𝑞 )
2
𝑁𝑠
𝑚=1
 
] 
𝑛𝑐𝑜𝑟𝑝𝑢𝑠
𝑞=1
                         (II. 16) 
  L’erreur quadratique Etest est généralement employée pour comparer plusieurs RN 
entre eux. Elle estime la performance globale du modèle en termes de généralisation sur des 
données non biaisées. 
Pour comprendre le fonctionnement de la méthode de l’arrêt prématuré, reprenons 
l’exemple présenté dans la Figure II-7 qui illustre de manière schématique deux 
apprentissages réalisés par RN. Le modèle représenté par la courbe bleue représente une 
régression correspondant à une généralisation maximale. Les points d’entrainement et de 
validation sont à des distances comparables de la courbe bleue. Dans ce cas E
app
  et E
val 
sont 
proches. La courbe rouge représente le cas d’un surapprentissage où la régression cherche à 
passer par tous les points d’apprentissage et s’écarte par conséquent des points de validation. 
Dans ce cas la valeur de  E
app
  est faible mais la valeur de E
val
 est élevée.  
Résumons donc le processus d’arrêt prématuré sur la Figure II-9 qui représente les 
erreurs quadratiques au cours de l’entrainement. On peut remarquer que lors des premières 
itérations, les erreurs E
app 
et E
val
 tendent à diminuer, jusqu’à ce que E
val
 atteigne un minimum. 
C’est à ce moment que l’apprentissage est arrêté et que la généralisation du RN est supposée 
optimale.  
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Figure II-9. Evolution schématique des erreurs sur les corpus de données lors d’un apprentissage par « early 
stopping ».  Eval (trait en pointillé) représente les erreurs sur les données de validation et Eapp (trait plein) sur les données 
d’apprentissage L'apprentissage est arrêté lorsque Eval atteint un minimum. 
Si l’apprentissage se poursuit, le RN entre dans une phase de surapprentissage et 
cherche à approcher parfaitement tous les points d’apprentissage. Dans ce cas l’erreur Eval 
augmente et E
app
 diminue fortement  
Cette technique a été retenue dans ce travail car elle est simple à mettre en œuvre. 
Cependant, elle a tendance à se satisfaire de RN surdimensionnés inutilement. Par la suite, la 
répartition des données suivante a été retenue pour le early stopping: 70% du corpus 
d’entrainement pour l’apprentissage, 15% pour la validation et 15% pour les test. 
 Estimation de l’intervalle de confiance II.2.2
Un moyen pour estimer les performances du RN par le calcul de l’erreur quadratique 
moyenne sur l’ensemble des valeurs de test a été défini. Cette technique permet de mesurer 
l’erreur de façon globale sur l’ensemble du corpus. Pour avoir une information plus locale, il 
est nécessaire de définir une barre d’erreur ou un intervalle de confiance propre à chaque 
sortie. 
Il existe une technique permettant d’estimer l’intervalle de confiance à l’aide des RN. 
La méthode consiste à effectuer un apprentissage de la variance des sorties du RN sur les 
données d’entrainement [BAD01]. 
E
Entr
 
itération 
Capacité de généralisation maximale 
E
val 
Erreur quadratique 
moyenne 
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Pour cela, reprenons le processus défini au paragraphe II.1.6.3 que l’on  cherche à 
modéliser à l’aide du PMC. Ce processus consiste à déterminer x (paramètres géométriques) 
en connaissant y (signature expérimentale). On dispose donc de nt couples d’observations 
{𝑦𝑞⃗⃗ ⃗⃗  |𝑥𝑞⃗⃗ ⃗⃗ }  (q=1,2,…,nt). Chaque vecteur est composé respectivement de Ns et N composantes. 
La première étape consiste à effectuer un entraînement classique des données par un 
premier PMC pour apprendre la relation entre 𝑦 𝑞⃗⃗ ⃗⃗  ⃗ et 𝑥𝑞⃗⃗ ⃗⃗   tel que cela a été décrit 
précédemment. On a énoncé précédemment que chaque sortie du réseau sm  (m=1, 2 ,…,Ns) 
représente une bonne approximation de l’espérance mathématique de 𝑥  sachant 𝑦  , notée E(𝑥  
/𝑦 ). 
La seconde étape consiste à calculer les erreurs quadratiques em réalisées par le PMC sur 
chacune des sorties m, et, ce pour tous les échantillons de la base d’apprentissage. 
𝑒𝑚
𝑞 = (𝑦𝑚
𝑞 − 𝐸(𝑦𝑚
𝑞 /𝑥𝑞⃗⃗ ⃗⃗ ))² =   (𝑦𝑚
𝑞 − 𝑠𝑚
𝑞 )²                               (II. 17)  
Un second RN (Figure II-10) sera ainsi utilisé pour apprendre la relation liant les erreurs 
quadratiques 𝑒𝑞⃗⃗⃗⃗ =[𝑒1
𝑞
, 𝑒2
𝑞
,… , 𝑒𝑚
𝑞
 ,…, 𝑒𝑁𝑠
𝑞
]
T
 réalisées par le premier RN aux entrées 𝑥⃗⃗ =[𝑥1
𝑞
, 
𝑥2
𝑞
,…, 𝑥𝑚
𝑞
,…, 𝑥𝑁
𝑞
]
T
.  
Les sorties 𝑠′𝑚
𝑞
de ce RN seront assimilées à l’espérance mathématique de (𝑦𝑚
𝑞/𝑥𝑞⃗⃗ ⃗⃗ −
𝐸(𝑦𝑚
𝑞 /𝑥𝑞⃗⃗ ⃗⃗ ))2 sachant 𝑦 𝑞⃗⃗ ⃗⃗  ⃗  donc à une estimation de la variance de 𝑦𝑚
𝑞/𝑥𝑞⃗⃗ ⃗⃗  
𝐸(𝑒𝑚
𝑞 /𝑥 ) = 𝐸((𝑦𝑚
𝑞/𝑥𝑞⃗⃗ ⃗⃗ − 𝐸(𝑦𝑚
𝑞/𝑥𝑞⃗⃗ ⃗⃗ ))2/𝑥𝑞⃗⃗ ⃗⃗ ) = 𝑉(𝑦𝑚
𝑞/𝑥𝑞⃗⃗ ⃗⃗ ) =  𝑠′𝑚
𝑞             (II. 18) 
La fonction d’activation des neurones de sortie de ce second RN doit donc être telle 
qu’elle ne donne que des valeurs strictement positives. L’apprentissage se fera donc à l’aide 
des nt couples {𝑦𝑞⃗⃗ ⃗⃗  |𝑒𝑞⃗⃗⃗⃗  } pour (q=1,2…,nt) fournis par le  premier PMC. 
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Figure II-10. Architecture à 2 PMC permettant de donner à la fois les résultats de la caractérisation (RN1) mais 
également une estimation de l’erreur réalisée par celui-ci (RN2)  
A partir de la connaissance de la variance V(𝑦 /𝑥 ), on est capable de déterminer les barres 
d’erreurs pour chaque sortie du premier RN à condition de se placer dans le cadre de 
l’hypothèse d’une distribution Gaussienne. Nous représenterons dans la suite des résultats à 
1𝜎 (correspondant  à  une probabilité d’appartenance de 68% ). 
 Pour illustrer cette technique, nous allons considérer un problème théorique simple 
mais avec une approche similaire au problème inverse rencontré par la suite en scattérométrie. 
Ainsi, des mesures sont simulées avec différents niveaux de bruit et l’impact occasionné sur la 
précision des résultats sera analysé. 
Soit la fonction simple y (x)=
𝑥²
5
 qui représente le processus physique à modéliser dans le 
domaine 1<x<15. (Figure II-11). Différents relevés sont réalisés dans le domaine de variation 
avec des niveaux de bruit variables  pour construire un corpus d’apprentissage : 
- un bruit gaussien d’écart type 0.5 pour 1<x<5 
- un bruit gaussien d’écart type 1 pour 5<x<10 
- sans bruit pour 10<x<15 
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Figure II-11. Fonction à modéliser f(x) sans bruit (bleu) et présentant  différents niveaux de bruit (en rouge): un 
bruit gaussien d’écart type 0.5 pour 1<x<5, un bruit gaussien d’écart type 1 pour 5<x<10, sans bruit pour 10<x<15 
Un premier RN (RN1) est entrainé afin d’estimer la valeur y à partir du corpus 
d’apprentissage ainsi formé. Puis un second RN (RN2) est entrainé avec le mode opératoire 
explicité plus haut pour l’estimation des barres d’erreur associées à chaque point x de mesure 
entrée dans le RN1. 
 Les RN1 et RN2 ont été entraînés sur 701 échantillons avec respectivement 15 et 20 
neurones dans la couche cachée. Les performances E
test
 obtenues sont meilleures pour le RN1 
(E
test
=0.53) que pour le RN2 (E
test
=0,76). La différence peut être expliquée par le fait que la 
fonction à approcher par le RN2 est beaucoup plus complexe que pour le RN1. C’est 
d’ailleurs pour cela que l’architecture de ce dernier a été augmentée. 
Les résultats obtenus par le RN1 agrémentés des barres d’erreurs estimées par le RN2 
sont affichés sur la Figure II-12. On peut noter dans un premier temps que le RN1 donne des 
valeurs qui sont assez proches de la fonction initiale. Ceci montre que le RN résiste assez bien 
au bruit introduit. Ensuite on peut remarquer que les barres d’erreurs évaluées par RN2 
englobent les valeurs désirées dans 60% des cas (correspondant à l’écart type à 1σ de la 
gaussienne). Ces dernières sont, bien entendu, plus ou moins importantes suivant le niveau de 
bruit présent sur les données x fournies au RN1.  
Chapitre II. Scattérométrie par réseaux de neurones 
  
Ismail El Kalyoubi- Université de Grenoble                                      111 
  
 
Figure II-12. Résultats du RN1 avec barres d'erreur à σ obtenus par le RN2  
Pour visualiser la fonction à approcher par le RN2, on peut également tracer sur une 
autre figure les sorties désirées (correspondant aux erreurs réalisées par le RN1) (équation 
II.18) avec les sorties estimées par le second RN (Figure II-13). 
Le RN2 est ainsi capable de détecter les trois niveaux de bruit initialement introduit sur 
les données. Il représente donc une bonne estimation de l’erreur réalisée par le premier RN et 
pourra ainsi être utilisé efficacement dans ce but. 
 
Figure II-13. Résultat du RN2 : Sorties désirées (en rouge) et estimées (en bleu)  
II.3 Un réseau de neurones pour la scattérométrie 
Afin de mieux saisir le fonctionnement général d’un RN, nous avons procédé à deux 
études distinctes. La première est une étude théorique qui vise à identifier l’architecture 
optimale d’un RN dans le cadre précis de la scattérométrie. La seconde traite un cas 
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expérimental de caractérisation par RN en comparant les résultats obtenus avec d’autres 
techniques microscopiques couramment utilisées dans le domaine. 
 Choix de l’architecture optimale  II.3.1
Pour utiliser au mieux un RN, il est nécessaire de mettre en place l’architecture la plus 
adaptée au problème traité. Nous allons pour cela évaluer l’influence de chacun de ses 
paramètres. Les études menées par la suite ont pour seul but d’appréhender le fonctionnement 
du RN. Nous nous positionnerons  dans un cadre proche des problématiques visées dans cette 
thèse. 
L’étude scattérométrique qui nous servira de support d’illustration tout au long de ce 
travail correspond à la caractérisation théorique d’une structure diffractante en résine 
présentant une couche résiduelle déposée sur un substrat de Si parfaitement connu. La résine 
utilisée dénommée NEB22 est une résine commercialisée par la société Sumitomo Chemicals 
pour la lithographie électronique, mais elle est également utilisée pour des procédés de 
lithographie par exposition à des UV profonds (Deep UV) ou de nanoimpression à chaud. 
L’évolution de son indice optique en fonction de l’énergie (ou de la longueur d’onde) est 
également connue. Le motif périodique (de période 500 nm) est supposé de forme 
trapézoïdale, défini par 4 paramètres géométriques (CD, b1, h, hr) (Figure II-14).  
 
Figure II-14. Profil géométrique trapézoïdal avec couche résiduelle défini par 4 paramètres (CD, b1, h, 
hr) 
Nous considérons un spectre ellipsométrique obtenu sur la gamme [1.5 eV- 4 eV] avec 
un pas de 0.1 eV. L’angle d’incidence utilisé pour les simulations de mesures est de 60°. Ces 
valeurs ont été choisies de manière à s’approcher le plus possible du cas expérimental.  
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Deux plages de variations P1 et P2 (Table II-1), considérant l’ensemble des paramètres, 
ont été utilisées au cours de l’étude de telle façon que la plage P1 soit plus réduite que la plage 
P2 tout en englobant la même valeur centrale pour chacun des 4 paramètres. 
P1 (nm) P2 (nm) 
0<b1<80 
200<b2<300 
150<h<220 
50<hr<100 
0<b1<100 
180<b2<320 
140<h<240 
30<hr<120 
Table II-1. Plages de variation utilisées sur les paramètres géométriques pour l’apprentissage du RN 
Ces deux plages seront utilisées notamment pour l’étude de l’influence de la largeur du 
domaine d’étude sur les performances du RN. 
II.3.1.1 Influence du nombre d’échantillons et du nombre de 
neurones par couche cachée 
L’influence du nombre d’échantillons et du nombre de neurones cachés sur les 
performances globales du RN a été étudiée sur la plage P2. Cette plage est la plus large et 
permet de mieux observer l’influence du nombre d’échantillons car la fonction à modéliser est 
plus complexe. 
La Figure II-15 représente les erreurs E
test
  (II.16)  en fonction du nombre d’échantillons 
nt  utilisés lors de l’apprentissage, et en fonction du nombre de  neurones Nc composant la 
couche cachée du PMC. 
On remarque que, plus le nombre d’échantillons augmente, plus l’erreur Etest diminue 
jusqu'à atteindre une valeur limite qui dépend du nombre de neurones composant la couche 
cachée. Quand l’architecture devient plus complexe, la convergence est atteinte plus 
tardivement. Ceci s’explique par le fait que, lorsqu’on augmente le nombre de neurones dans 
la couche cachée, l’architecture de la fonction générée par le PMC est plus complexe et 
nécessite plus d’échantillons pour une bonne représentation des données. 
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Figure II-15. Variation des performances du PMC à une couche cachée en fonction du nombre d’échantillons 
pour différentes neurones cachée. 
Par ailleurs, on constate également que cette valeur limite est de plus en plus faible 
suivant le nombre de neurones cachés et converge vers une performance optimale atteinte 
pour une architecture  de Nc=25 neurones. On en déduit alors que le degré de complexité de la 
fonction générée par le PMC est suffisant pour représenter efficacement la fonction de 
régression recherchée dans le domaine P2. 
L’architecture optimale sera dans ce cas un RN avec 25 neurones dans la couche 
cachée, entrainé sur 6000 échantillons. Ces valeurs ne sont pas critiques. Pour illustrer notre 
propos, prenons un exemple sur la courbe de la  Figure II-15. Plaçons nous à Ne=8000 
échantillons, et comparons les erreurs des deux architectures Nc=15 et Nc=20. On observe que 
la différence entre les deux est de ΔEtest=0,6 nm. On pourra donc dans ce cas considérer une 
architecture plus simple au prix d’un résultat moins précis, voire « acceptable ». Il est donc 
nécessaire de réaliser un compromis entre précision et temps de calcul. Dans cet exemple la 
précision du RN est de 2nm mais on ne peut pas généraliser cette valeur pour le RN. Dans le 
chapitre III, on évaluera de manière plus précise la précison du RN.  
Ainsi, il est important de bien choisir le nombre de neurones et le nombre    
d’échantillons pour ne pas augmenter la complexité du réseau inutilement. Pour fixer les 
idées, une étude portant sur le temps nécessaire à la phase d’apprentissage est réalisée.  Les 
résultats sont présentés sur la Figure II-16 pour différents nombres de neurones cachés, en 
fonction du nombre d’échantillons. 
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Figure II-16. Temps d'entrainement du RN en fonction du nombre d’échantillons et pour différents nombres de 
neurones . 
Il est clairement visible sur la figure que le temps d’entrainement augmente en fonction 
du nombre d’échantillons et, dans un degré moindre, en fonction de la complexité de 
l’architecture. Pour être complet, il faut ajouter à  ce temps d’entrainement, le temps de 
construction du corpus d’apprentissage, dépendant aussi du nombre d’échantillons. Tout cela 
doit  guider l’utilisateur dans le choix d’une architecture assurant de bonnes performances 
avec des ressources en temps acceptables.    
II.3.1.2 Influence de la plage de variation 
Considérons  un PMC à une couche cachée entraîné sur 5000 échantillons pour 15 
neurones cachés. L’étude précédente, réalisée sur la plage P2, a montré que cette architecture 
de PMC n’est pas optimale, mais elle permet d’obtenir des résultats satisfaisants avec des 
marges de temps acceptables. Cette architecture a donc été volontairement choisie pour 
étudier l’influence de la plage de variation. Les résultats obtenus respectivement sur les plages 
P1 et P2 sont regroupés dans  la Table II-2 et représentent l’erreur globale sur les valeurs de 
test 𝐸 
𝑡𝑒𝑠𝑡  
  (équation II.16) et l’erreur sur chaque paramètre sur les valeurs de tests 
𝐸𝑚
𝑡𝑒𝑠𝑡(équation II.15) 
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Plage de variation P1 P2 
E
test
 (nm) 0,98 3,12 
𝐸𝑏1
𝑡𝑒𝑠𝑡 (nm) 1,17 3,14 
𝐸𝐶𝐷
𝑡𝑒𝑠𝑡 (nm) 1,35 4,1 
𝐸ℎ
𝑡𝑒𝑠𝑡 (nm) 0,63 2,68 
𝐸ℎ𝑟
𝑡𝑒𝑠𝑡 (nm) 0,46 2,25 
Table II-2.Résultats obtenus sur les 4 paramètres géométriques (b1, CD, h, hr) en fonction de la plage de variation 
par un PMC d’une couche cachée avec 15 neurones entrainé sur 5000 échantillons pour un profil trapézoïdal symétrique 
avec couche résiduelle 
Les performances obtenues sur la plage la plus étroite (P1) sont presque 3 fois 
meilleures en termes d’erreur quadratique globale pour une même architecture de PMC. Ce 
résultat est dû au fait que la complexité de la modélisation augmente avec la largeur de la 
plage et, qu’à nombre d’échantillons égal, on a une meilleure représentativité des données sur 
une petite plage.    
Cependant, notons qu’en termes de valeur absolue, les résultats obtenus pour les deux 
plages sont satisfaisants avec une estimation de l’erreur sur les paramètres de l’ordre du 
nanomètre pour la plage 1 et de l’ordre de 3 nm pour la plage 2. On note également que 
l’erreur augmente d’un facteur 3 alors que la variation de la plage n’est pas très importante. 
Ceci s’explique par le fait que l’augmentation de la complexité de la fonction à approximer 
n’est pas linéaire, contrairement à l’augmentation de la plage qui est  linéaire. 
Il sera donc important dans le traitement d’un cas concret de réduire au mieux la plage 
de variation en fonction des informations connues sur l’échantillon. Néanmoins, la plage 
sélectionnée ne doit pas être trop réduite si l’on veut exploiter le même RN pour la 
caractérisation de plusieurs motifs de tailles différentes inclus dans la plage en question. Il 
peut ainsi être parfois plus judicieux de considérer une plage plus large, au risque d’avoir un 
coût plus élevé (architecture, temps de calcul) pour atteindre de bonnes performances.  
On peut noter que ces résultats concernent un RN d’architecture constante. Il sera 
montré dans le chapitre III (cf. III.1.3.4) qu’en ajustant l’architecture du RN, il est possible 
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d’atteindre pour une large plage des performances semblables à celles d’une plage plus 
réduite.   
L’étude menée dans ces deux derniers paragraphes a permis de mettre en évidence 
l’influence des paramètres du RN sur ses performances. Cette étude, bien que non exhaustive, 
servira de base pour l’optimisation des RN utilisés dans le chapitre III. 
Intéressons-nous maintenant à la comparaison des performances du RN obtenues sur un 
cas réel avec d’autres algorithmes d’optimisation couramment employés en scattérométrie. 
 Etude expérimentale II.3.2
Considérons un échantillon composé d’une couche de résine IM5010 et d’une couche de 
BARC (Bottom Anti Reflective Coating) AR19G  sur un substrat Si (Figure II-17). Le BARC 
est une couche intermédiaire qui permet de réduire la réflexion de la lumière lors de l’étape de 
lithographie. La période (d) du motif est considérée comme fixe et égale à 140 nm. Le modèle 
considéré est un modèle créneau, défini par trois paramètres géométriques (CD, h et hr) . Cet 
échantillon a été fabriqué par la société ST Microelectronics par lithographie optique par 
immersion à 193 nm. 
 
Figure II-17. Modèle créneau utilisé pour l’échantillon issu de lithographie optique par 
immersion défini par trois paramètres géométriques (CD,h, hr) 
La gamme spectrale utilisée pour cette étude est de 1,41 eV à 6,51 eV par pas de 0,2 eV  
correspondant à 52 entrées pour le RN. L’angle d’incidence est de 62°. L’ellipsomètre utilisé 
est un ellipsomètre Jobin Yvon à modulation de phase. L’apprentissage du RN est réalisé sur 
la plage de variation suivante : 
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20 nm<CD<90 nm 
80 nm <h<170 nm 
40 nm <hr<120 nm 
Pour le choix de la meilleure architecture, une étude préalable a été réalisée en se basant 
sur les considérations présentées précédemment dans le paragraphe II.3.1.  
La Figure II-18 représente les performances du RN évaluées sur les valeurs du corpus 
test en fonction du nombre d’échantillons pour différents nombres de neurones. On remarque 
que les erreurs sont beaucoup plus faibles que dans le cas de la Figure II-15 et que la 
convergence des courbes, bien que similaire à la Figure II-15, est atteinte très rapidement et 
semble pas être affectée par l’augmentation du nombre de neurones. Ceci s’explique par le 
fait que les plages des paramètres sont beaucoup plus restreintes et que la fonction à modéliser 
devient plus simple et plus facilement modélisable avec une simple architecture. De plus le 
nombre de paramètres est moins important et conduit également à atteindre de bonnes 
performances avec peu de neurones.   
 
Figure II-18. Performances sur les valeurs de test en fonction du nombre d’échantillons pour différentes 
architectures testées (Nc=10, 15, 20, 25). L’échantillon est composé d’un empilement de résine IM5010 sur du BARC sur 
Si avec une période d=140nm. 
Avant de commencer l’étude du cas réel, précisons que la qualité des résultats fournis 
sera évaluée par  le critère d’erreur quadratique moyenne sur les signatures reconstruites EIs,Ic.  
Ce critère est obtenu à partir des signatures Is, Ic reconstruites par problème direct à partir des 
paramètres géométriques comme le montre la Figure II-19  : 
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Figure II-19. Schéma récapitulatif expliquant  le calcul de l'erreur sur les signatures reconstruites EIs,Ic  par 
problème direct à partir des données fournies par l’outil scatterométrique (RN dans la figure).  
𝐸𝐼𝑠,𝐼𝑐 = √
1
2𝑁
∑((𝐼𝑠𝑒𝑥𝑝(𝜆) − 𝐼𝑠𝑐𝑎𝑙(𝜆))2 + (𝐼𝑐𝑒𝑥𝑝(𝜆) − 𝐼𝑐𝑐𝑎𝑙(𝜆))2)
𝑁
𝜆=1
                 (II. 19) 
N est le nombre de longueurs d’ondes composant la signature. 
Ce critère n’est pas propre au RN et il est généralement utilisé en scattérométrie pour 
apprécier les performances obtenues, voire même pour construire la fonction coût à minimiser 
pour les techniques utilisant des méthodes d’optimisation. 
Les résultats obtenus par le RN sur l’échantillon présenté sont donnés dans la Table II.3 
et la Figure II-20 et comparés avec d’autres méthodes scattérométriques basées sur des 
méthodes d’optimisation (cf Chapitre I.3): le krigeage et l’algorithme à région de confiance  
 
 
 Krigeage Région de confiance RN 
CD (nm) 53,5 53,1 57,4 
H(nm) 118 116 116,6 
hr(nm) 83,7 84,7 84,3 
EIs,Ic 0,106 0,105 0,14 
Table II-3. Résultats de la caractérisation scattérométrique pour l’échantillon issu de lithographie optique par 
immersion obtenu sur les trois paramètres géométriques (CD h hr)  par 3 méthodes différentes (Krigeage, Région de 
confiance, Réseau de Neurones)    
Echantillon 
expérimental 
Signature 
expérimentale 
RN 
Paramètres 
estimés 
MMFE 
Signature 
calculée 
EIs,Ic 
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Figure II-20. Profils géométriques obtenus avec les algorithmes de Krigeage (rouge), Région de confiance (bleu) 
et RN (vert) dans le cas de la caractérisation scattérométrique de l’échantillon issu de lithographie optique par immersion 
Les valeurs des paramètres estimées par les trois méthodes sont semblables sauf pour le 
paramètre CD, qui diffère légèrement pour le RN. Par ailleurs, les erreurs sur les signatures 
reconstruites sont du même ordre de grandeur quel que soit l’algorithme utilisé. 
On remarque néanmoins une valeur plus importante d’erreur EIs,Ic pour les RN que pour 
les autres méthodes due à la valeur de CD qui est plus importante. Rappelons que les 
méthodes d’optimisation utilisées dans le cadre de la scattérométrie tendent justement à 
minimiser directement le critère EIs,Ic  au détriment de toute autre considération, ce qui n’est 
pas le cas du RN. La valeur minimale de ce critère est donc forcément obtenue par une 
méthode d’optimisation. Dans tous les cas, nous verrons plus loin dans le manuscrit (cf 
III.1.2) que cet écart d’erreur rms (ΔRMS=0,04) entre dans la marge d’erreur relative à un 
bruit de mesure.  
Pour compléter cette étude, les signatures expérimentales et simulées ont été tracées à 
partir des résultats des 3 méthodes sur le spectre considéré (Figure II-21). On peut constater 
que les trois méthodes ont des signatures qui sont relativement proches de la signature 
expérimentale. Cependant, on peut observer que dans la région proche de 5eV, les signatures 
du RN (notamment Ic) s’éloignent légèrement de la signature expérimentale expliquant l’écart 
relevé dans le tableau.  
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Figure II-21. Comparaison des signatures ellipsométriques mesurées et calculées à partir des résultats obtenus 
respectivement par Krigeage, par l'algorithme à région de confiance et par RN dans le cas de la caractérisation 
scattérométrique de l’échantillon issu de lithographie optique par immersion. 
Ce résultat peut être expliqué par le fait qu’une petite variation dans les paramètres 
génère une grande variation au niveau des signatures dans la région de l’UV [GER09]. On a 
donc une meilleure sensibilité aux paramètres dans cette zone.  
 On en conclut néanmoins que les trois méthodes scattérométriques donnent des 
résultats sensiblement identiques et relativement corrects quant à la reconstruction de la 
signature mesurée.  
II.4 Comparaison avec les techniques morphologiques classiques 
Les deux techniques couramment utilisées en microélectronique (XSEM et CDAFM cf 
I.1) sont comparées aux performances de la scattérométrie neuronale dans ce paragraphe. 
Cette comparaison permettra de confronter des résultats provenant de méthodes fonctionnant 
sur des principes radicalement distincts. Les échantillons traités dans chaque cas sont obtenus 
par deux techniques différentes: nanoimpression pour l’un et lithographie par immersion à 
193nm. Utiliser différents types d’échantillons, avec des techniques de caractérisation variées, 
tend à rendre plus robuste notre analyse  
 Avant de présenter les résultats, il convient de rappeler brièvement la démarche retenue 
pour chacune des méthodes. D’une part les méthodes morphologiques sont des techniques 
directes qui ne nécessitent pas d’informations à priori sur l’échantillon. La mesure est faite sur 
un nombre limité de lignes sur lesquelles une moyenne est effectuée. Le résultat obtenu est 
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donc une image très localisée de la morphologie. A l’inverse, la scattérométrie est une 
méthode indirecte dont le résultat découle d’un modèle paramétrique. Elle nécessite la 
connaissance d’une information à priori sur le modèle (forme géométrique, indice des 
matériaux). Par ailleurs,  la mesure est effectuée sur une région importante, fixée par la taille 
du spot du faisceau utilisé (de l’ordre  millimétrique pour les outils utilisés dans le cadre de 
ces travaux). L’information obtenue est donc une moyenne globale des différents motifs  
Ces 2 techniques abordant la caractérisation par des fonctionnements relativement 
différents, il est difficile de choisir un critère de comparaison des résultats qui ne facilite pas 
plus l’une que l’autre. Nous avons opté pour un affichage en 2 temps: une démarche 
qualitative, reposant sur la superposition du motif scattérométrique avec l’image XSEM ou 
CDAFM. L’autre approche est quantitative et repose sur l’étude du critère rms.  
 Etude comparative avec le X-SEM II.4.1
L’échantillon étudié dans ce paragraphe est fabriqué par nano-impression au LTM. Il est 
composé d’une couche de NEB22 sur Si. D’après l’image XSEM obtenue dans la  Figure 
II-22, on peut en déduire que le profil est proche d’une forme trapézoïdale avec des bords 
arrondis sur le haut des lignes. La période du motif est de d=750 nm.                    
 
Figure II-22. Caractérisation par XSEM de l'échantillon Neb22 sur Si de période 750 nm obtenu par nano-
impression en cross section (à gauche) et vue de dessus (à droite) 
Pour résoudre le problème inverse par scattérométrie, un profil trapézoïdal avec 4 
paramètres a donc été sélectionné (CD, b1, h et hr) (Figure II-23). Nous avons volontairement 
opté pour  un modèle simple pour commencer l’étude. Ce profil correspond d’ailleurs au 
modèle le plus couramment utilisé dans la littérature [KAL99,  HAZ03, CHE13]. De plus, il a 
été montré dans [ELK10] qu’on est peu sensible aux arrondis en haut du motif en 
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scattérométrie. Une modélisation plus complexe pourra être envisagée si les résultats ne sont 
pas satisfaisants. 
  
Figure II-23. Modèle trapézoidal symétrique avec couche résiduelle défini par 4 paramètres géométriques (CD, b1, 
h, et hr) 
Le spectre variant de 1.5 eV à 6.5 eV et composé de 52 mesures a été de nouveau utilisé 
pour la mesure de la signature ellipsométrique. L’angle d’incidence est de 70°. L’ellipsomètre 
utilisé est l’ellipsomètre Jobin Yvon à modulation de phase. 
L’entraînement du PMC (composé d’une seule couche cachée composée de 15 
neurones) a été effectué avec 3000 échantillons. Les domaines de variation de chacun des 
paramètres utilisés pour l’apprentissage sont les suivants : 
250 nm < CD < 370 nm 
10 nm< b1 <90 nm 
140 nm< h < 200 nm 
           40 nm< hr <110 nm 
 Les performances sur les valeurs des E
test
 sont données dans la Table II-4 et sont d’un 
ordre de grandeur acceptable par rapport au cas étudié ce qui met en valeur la qualité de 
l’entrainement.  
 
 
 
Chapitre II. Scattérométrie par réseaux de neurones 
  
Ismail El Kalyoubi- Université de Grenoble                                      124 
  
Paramètre 
géométrique 
E
test
 pour chaque 
paramètre (nm) 
CD 1,7 
b1 1,3 
h 0,67 
hr 0,49 
            
E
test
 1,14 
Table II-4. Performance du PMC (1 couche cachée de 15 neurones) après apprentissage (300 échantillons)   
évaluée sur les valeurs de E test  
Comme énoncé plus haut, nous avons confronté les deux méthodes en redessinant sur 
l’image XSEM le profil correspondant aux paramètres obtenus par le RN (Figure II-24). On 
peut constater sur la figure que le profil obtenu par RN s’approche bien du motif du XSEM: 
les pentes ainsi que la largeur et la hauteur du motif sont bien conformes à la caractérisation 
microscopique. Cependant, le profil réel présente des arrondis qui n’ont pas été représentés 
par RN dû au choix d’un modèle simplifié sans arrondi. Par ailleurs, cette figure montre aussi 
certains inconvénients de la comparaison de profil par superposition de motifs. En effet, 
comme il a déjà été dit, l’analyse XSEM est forcément entachée d’erreurs. Ceci est 
particulièrement visible sur ce type d’image où la zone blanche sur les flancs des motifs est 
liée, soit à un focus imparfait, soit à des rugosités de bords de lignes. Il est donc assez difficile 
de définir clairement un profil à partir de cette image. 
 
Figure II-24. Comparaison de profils géométriques obtenus pour la  caractérisation XSEM et scattérométrique 
supposant une modélisation trapézoïdale de l'échantillon Neb22 sur Si de période 750 nm obtenu par nano-impression 
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L’autre méthode consiste à évaluer le critère de l’erreur rms sur la signature reconstruite 
[CHE13, HAZ03, QUI05] défini dans l’équation II.19. On analyse ainsi les résultats en 
reconstituant par le problème direct, en utilisant la MMFE, des signatures calculées à partir 
des résultats géométriques issus du RN ou de l’image XSEM et en les comparant à la 
signature expérimentale. Pour cela, la première phase consiste à extraire les paramètres de 
l’image XSEM selon le modèle défini par la Figure II-23. La Table II-5 représente les 
résultats des 2 méthodes sous la forme des valeurs des paramètres définissant la forme 
géométrique supposée. Les valeurs XSEM sont obtenues à partir de l’exploitation de l’image 
(cf. Chapitre I.I). On observe que les hauteurs h et hr sont très proches, mais que les 
paramètres CD et b1 obtenus divergent de façon nette.  
Paramètre géométrique RN (nm) 
XSEM 
(nm) 
CD 332 284 
b1 26 50 
h 178 174 
hr 75 75 
Table II-5. Résultats de caractérisation scattérométrique (RN) et morphologique (XSEM) de l'échantillon Neb22 
sur Si de période 750 nm obtenu par nano-impression en considérant un profil trapézooïdal symétrique avec couche 
résiduelle. 
Dans le cadre de cette comparaison paramétrique du XSEM avec les RN, une extraction 
des paramètres du profil supposé a été effectuée à partir de l’image XSEM. Ces paramètres 
choisis deviennent les seules informations retenues concernant le profil XSEM alors que 
celui-ci en contient beaucoup plus. Cela entraine donc une perte d’information. Ceci peut 
expliquer l’écart noté entre les paramètres des deux méthodes. Il est ainsi difficile d’extraire 
des paramètres de l’image XSEM comparables aux résultats scattérométriques.  
 L’analyse des signatures reconstruites à partir des valeurs paramétriques de la table II.4 
est donnée dans la Figure II-25.  
Chapitre II. Scattérométrie par réseaux de neurones 
  
Ismail El Kalyoubi- Université de Grenoble                                      126 
  
 
Figure II-25. Comparaison de la signature expérimentale avec les signatures reconstruites à partir des résultats de  
différentes méthodes de caractérisation (RN, MEB) dans le cas d’une modélisation trapézoïdale pour l'échantillon Neb22 
sur Si de période 750 nm obtenu par nano-impression 
Les erreurs sur les signatures reconstruites des deux méthodes sont semblables et sont  
respectivement de EIs,Ic=0,107 pour le RN et de EIs,Ic=0,106 pour le XSEM. Les signatures 
obtenues par les deux techniques s’approchent plus ou moins bien de la signature 
expérimentale. Pour le XSEM, la perte d’information constatée lors de l’extraction des 
paramètres est reflétée sur les signatures et peut expliquer en partie l’écart constaté à certaine 
énergies. Pour le RN, la divergence sur les paramètres CD et b1 introduite par le choix d’un 
profil incomplet est retranscrite également au niveau des signatures. L’inconvénient de cette 
méthode de comparaison réside dans le fait que les hypothèses de départ (forme du profil, 
indice des matériaux) ne sont pas toujours vérifiées et entrainent des erreurs par rapport à la 
signature expérimentale. Néanmoins, c’est une méthode quantitative qui permet d’apprécier 
de manière précise si le modèle choisi correspond au profil réel. 
Pour évaluer l’importance de la modélisation de départ, on va désormais considérer un 
profil trapézoïdal qui prend en compte l’arrondi au sommet comme le suggère l’image XSEM 
(Figure II-22). Le modèle utilisé (Figure II-26) est un profil complet, ou générique, puisqu’il 
permet de modéliser les profils les plus classiquement rencontrés en scattérométrie à savoir : 
le profil créneau, le profil trapézoïdal, le profil créneau arrondi et le profil trapézoïdal à bords 
arrondis. Il est défini par 5 paramètres: aux paramètres h et hr définis plus haut, on ajoute le 
paramètre CDtop qui désigne le plateau situé en haut du motif, le paramètre CDbottom pour le 
bas du motif et le rayon r pour la courbure de l’arrondi.   
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Figure II-26. Modèle trapézoïdal avec bords arrondis défini par 5 paramètres (CDtop, CDbottom, h, hr, r) incluant 
les 4 profils couramment utilisés en scattérométrie (créneau, trapézoïdal, créneau arrondi, trapézoïdal à bord arrondi). 
Ce modèle implique cependant une contrainte sur le paramètre r : 
r <
𝐶𝐷bottom − 𝐶𝐷top
√2
                                                (II. 20) 
Ce modèle est employé pour analyser l’échantillon testé dans ce paragraphe. Un 
nouveau RN est mis en place: les meilleurs résultats sont obtenus avec un RN entrainé sur 
6000 échantillons, présentant 20 neurones dans la couche cachée. Les plages de variation des 
paramètres sont respectivement : 
0 nm < CDtop < 270 nm 
330 nm<CDbottom<410 nm 
150 nm < h < 210 nm 
                                                    50 nm< hr <90 nm 
Il faut noter que la plage du paramètre r est définie une fois que les valeurs de CDbottom 
et de CDtop sont fixées : 
0 < r <
𝐶𝐷bottom − 𝐶𝐷top
√2
                                                   (II. 21) 
Chapitre II. Scattérométrie par réseaux de neurones 
  
Ismail El Kalyoubi- Université de Grenoble                                      128 
  
La Table II-6 représente à la fois les performances globales du RN après apprentissage 
en considérant la modélisation générique présentée ci-dessus ainsi que les résultats 
correspondant à l’échantillon. 
Paramètre Valeur obtenue par RN (nm) E
test
 pour chaque paramètre    (nm) 
CDtop 
253 6,1 
CDbottom 
385 1,7 
r 
52 5,0 
h 
178 0,8 
hr 
74        0,45 
Table II-6.Résultats de caractérisation scattérométriques (RN) obtenus pour le profil trapézoïdal à bord arrondi 
avec couche résiduelle dans le cas de l'échantillon Neb22 sur Si de période 750 nm obtenu par nano-impression 
Pour compléter ce tableau, précisons que les performances globales sur les valeurs de 
tests sont de E
test
 =3,6 nm et l’erreur sur les signatures reconstruites est EIs,Ic=0,068. Celle-ci 
est plus faible que dans le cas précédent avec un profil trapézoidal simple. Cette information 
est confirmée par la juxtaposition des résultats de scattérométrie sur l’image XSEM (Figure 
II-27). Le profil générique corrobore davantage les informations fournies par l’image XSEM.  
 
Figure II-27. Comparaison de profils géométriques obtenus pour la  caractérisation XSEM et scattérométrique 
supposant une modélisation trapézoïdale avec bords arrondis de l'échantillon Neb22 sur Si de période 750 nm obtenu par 
nano-impression 
On constate en comparant la table II-4 et la table II-5 que h et hr sont les mêmes et que 
CDbottom = CD+2*b1. Ceci met en évidence le fait la méthode employée est robuste et que 
l’arrondi introduit dans le cas générique n’est pas un paramètre influant sur la signature (soit 
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un paramètre avec une faible sensibilité). En effet, le fait de négliger ce paramètre ne modifie 
pas les valeurs sur les paramètres hauteur et largeur.  
A partir de ces résultats, l’intérêt de considérer un profil générique peut être discuté. On 
note qu’augmenter la complexité du modèle nécessite de mettre en place des ressources plus 
importantes en scattérométrie (Figure II-16). Celles-ci se traduisent, pour le RN, par une 
augmentation du nombre d’échantillons, du nombre de neurones cachés (Pour le profil 
trapéze, 3000 échantillons et 15 neurones et pour le profil générique, 6000 échantillons et 20 
neurones). Cependant, dans le cas présent l’amélioration du profil par rapport au profil simple 
n’est pas flagrante si l’on considère seulement la valeur de l’erreur rms. Il paraît donc 
nécessaire de trouver un bon compromis entre l’augmentation de la complexité du problème 
et la précision souhaitée dans l’analyse. Selon les cas de figure, les technologues pourront se 
contenter de paramètres issus d’un profil plus simple qui ne modélise pas parfaitement la 
structure, ou auront besoin d’avoir accès à une analyse plus fine du profil.  
 Etude comparative avec le CD-AFM II.4.2
Dans cette partie, les performances de la scattérométrie neuronale sont comparées avec 
les résultats obtenus par CDAFM (cf. I.1.2).  L’échantillon est composé d’un réseau de lignes 
réalisées dans la résine IM5010, reposant sur du BARC, le tout sur un substrat de Si. Le 
composant a été fabriqué chez STMicroelectronics par lithographie optique par immersion à 
193nm. D’après les spécificités données par le fabriquant, le profil a une forme créneau 
(Figure II-28) et les valeurs cibles sont les suivantes: CD=50nm, h=130nm et hr=82 nm. La 
période du motif est de 140nm. Ce paramètre est le seul fiable dans la mesure où il est défini 
sur le réticule et ne dépend pas des conditions du procédé lithographique. 
 
Figure II-28. Modèle créneau défini par 3 paramètres (CD, h et hr) utilisé pour la caractérisation de l’échantillon 
Im5010 sur Si 
Nous considérerons directement le profil générique défini plus haut (Figure II-29).  
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Figure II-29. Modèle trapézoïdal avec bords arrondis défini par 5 paramètres (CDtop,CDbottom,r,h,hr) utilisé dans le 
cadre de la caractérisation scattérométrique de l’échantillon Im5010 sur Si 
 
Le RN utilise le même type de signature ellipsométrique que les cas précédents (Cf. 
II.4.1). L’angle d’incidence est de 62°. Le RN composé d’une couche cachée de 15 neurones 
est entrainé à l’aide de 6000 échantillons. Les plages de variations des paramètres utilisés lors 
de l’entraînement sont les suivantes:  
0 nm < CDtop < 20 nm 
     30 nm <CDbottom<70 nm 
      80 nm < h < 130 nm 
      60 nm< hr <100 nm 
La plage du paramètre r est définie comme cela a été énoncé dans l’étude précédente. La 
Table II-7 représente à la fois les performances globales du RN après apprentissage ainsi que 
les résultats correspondant à l’échantillon testé.  
Les performances globales sur les valeurs de test E
test
 sont de 3,11 nm et l’erreur EIs,Ic 
sur la signature reconstruite est de 0,066. Les résultats obtenus par scattérométrie nous 
donnent une première idée sur l’allure du profil, qui présente un important rayon de courbure 
au sommet. 
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Les erreurs pour l’ensemble des paramètres sont acceptables sauf pour le paramètre 
CDtop qui possède une erreur relative très grande (environ 50%). Afin de comprendre cette 
mauvaise performance pour le CDtop, les courbes de régression à l’issue de l’apprentissage ont 
été analysées (Figure II-30). Celles-ci permettent d’apprécier les performances de 
l’entrainement sur les valeurs de tests pour chaque paramètre de sortie du RN. L’abscisse 
représente les valeurs cibles pour chaque échantillon de test et l’ordonnée représente les 
valeurs calculées par le RN. Le coefficient de régression mesure la pente de la courbe de 
régression (courbe en bleu). Plus celui-ci s’approche de 1, plus l’entrainement est correct. 
Ceci signifie que les valeurs calculées par le RN sont exactes et correspondent bien aux 
valeurs cibles. A l’inverse, un coefficient de régression faible indique que l’entrainement a été 
mal effectué. Cela peut également permettre de détecter un défaut de modélisation du 
problème comme par exemple un choix inopportun d’une sortie peu dépendante des entrées 
du RN. Dans notre cas, il se trouve que seul le coefficient de régression pour le paramètre 
CDtop est faible. La courbe est presque horizontale, ce qui nous amène à penser que ce 
paramètre influe peu sur la signature retenue en entrée du RN. 
Les paramètres CDbottom, h et hr donnent quant à eux de bons résultats. Le paramètre r 
donne également, mais dans un degré moindre, des valeurs acceptables. Ceci peut être 
Paramètre Valeur RN (nm)  E
test
 pour chaque 
paramètre (nm) 
CDtop 9,5 5,3 
CDbottom 59 1,2 
r 107 4 
h 23 1,6 
hr 82 0,7 
Table II-7. Performances et résultats de caractérisation par RN obtenus pour le profil trapézoïdal à bords arrondis  
pour la caractérisation de l’échantillon Im5010 sur Barc sur Si 
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expliqué d’une part par le fait que ce paramètre est lié aux autres par l’équation II.20. Le RN 
doit ainsi mémoriser cette contrainte, ce qui représente un degré de complexité 
supplémentaire pour l’apprentissage de ce paramètre. D’autre part, il faut noter qu’il s’agit 
d’un paramètre géométrique de second ordre intrinsèquement moins influant que d’autres 
paramètres comme l’épaisseur par exemple.  
 
Figure II-30.Courbes de régression pour les différents paramètres du profil générique (CDtop,CDbottom,r,h,hr), 
calculées sur les valeurs du corpus de test en fin d’entrainement en considérant un PMC d’une seule cachée de 15 
neurones entrainé sur 6000 échantillons  
Afin de confirmer les remarques énoncées concernant le paramètre CDtop, une étude a 
été conduite pour évaluer la sensibilité de la signature utilisée au paramètre CDtop. 
CDtop CDbottom 
r h 
hr 
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Pour cela, considérons 3 profils ayant en commun les paramètres CDbottom, h et hr (Table 
II-8) pour différentes valeurs de CDtop et r pris de façon à prendre en compte différentes 
formes géométriques. 
 
Paramètre Profil 1 Profil 2 Profil  3 
CDtop (nm) 0 10 20 
CDbottom (nm) 40 40 40 
r(nm) 20 10 5 
h(nm) 90 90 90 
hr(nm) 70 70 70 
Table II-8.Simulation des 3 échantillons ayant en commun les paramètres CDbottom, h et hr pour différentes 
valeurs de CDtop et r utilisés pour étudier la sensibilité de la scattérométrie au paramètre CDtop 
 Les profils correspondant à ces trois cas de figure sont superposés afin de pouvoir 
apprécier les différences géométriques occasionnées (Figure II-31). Les cas extrêmes CDtop=0 
nm et CDtop=20 nm montrent une différence notable et cohérente au sommet des motifs, 
traduisant la différence de valeur du paramètre r. En revanche on note des pentes des motifs 
très proches l’une de l’autre ce qui donne à ces deux géométries une bonne similarité. Le cas 
CDtop=10 nm présente un profil au sommet du motif assez proche de celui observé pour 
CDtop=0nm mais avec une pente significativement différente. L’évaluation à partir de 
l’aperçu visuel des motifs, bien que présentant une part de subjectivité, permet donc de 
déceler les différences géométriques qui apparaissent de façons plus ou moins prononcées 
suivant les géométries.  
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Figure II-31. Représentation géométrique des 3 échantillons ayant en commun les paramètres CDbottom, h et hr 
pour différentes valeurs de CDtop(CDtop=0 nm, CDtop=10 nm, CDtop=20 nm) et r (r=20 nm , r=10 nm, r=5 nm)  pour 
h=90nm  , CDbottom=40nm et hr=70nm 
Les signatures Is et Ic pour les trois profils ont été calculées et tracées sur la Figure 
II-32. On observe trois signatures relativement proches alors que toute la plage de variation du 
paramètre CDtop est utilisée. Un léger écart entre le cas CDtop=10 nm et les 2 autres (CDtop=0 
et 20 nm) est décelable sur Is et sur Ic, notamment dans l’UV. Ce résultat montre que 
l’influence de la pente est plus importante que la forme au sommet du motif. Cela confirme 
également le fait que dans l’UV on a une meilleure sensibilité sur les paramètres.  Une étude 
plus fine semble montrer que 2 échantillons qui sont proches en termes de signature optique, 
ne le sont pas forcément lorsqu’on regarde les représentations physiques des profils 
correspondants. 
Cette étude montre que le RN et donc la scattérométrie est peu sensible au paramètre 
CDtop. Etant donné que la valeur de ce paramètre n’a pas d’influence notable sur les 
signatures, ce paramètre a été fixé à 0 dans la suite de l’étude.  
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Figure II-32. Représentation des signatures (Is,Ic) pour les trois profils étudiés (CDtop=0 nm / r=20 nm, 
CDtop=10nm / r=10 nm, CDtop=20nm / r=5 nm pour h=90nm  , CDbottom=40nm et hr=70nm 
La Table II-9 représente les résultats de caractérisation par RN dans le cas d’un réseau 
PMC entrainé sur 6000 échantillons avec 20 neurones cachés. A noter que pour cette étude le 
paramètre CDtop a été fixé à 0nm. 
 
paramètre Valeur RN (nm) Erreur sur les tests (nm) 
CDbottom 59 0,4 
r 29 0,3 
h 109 0,67 
hr 82 0,22 
Table II-9. Performances et résultats de caractérisation par RN obtenus pour le profil trapézoïdal à bords arrondis  
(CDtop fixé à 0)  pour la caractérisation de l’échantillon Im5010 sur Barc sur Si  
 
 La valeur d’erreur globale sur les valeurs de test est Etest=0,38 et l’erreur sur les 
signatures reconstruites est EIs,Ic =0,060. Les performances sur les valeurs de test sont 
beaucoup plus réduites que dans le cas précédent. Ceci montre que l’erreur sur un paramètre 
influe sur les performances des autres paramètres. Il est donc essentiel de définir clairement 
les sorties du RN en accord avec la définition du problème à résoudre. L’erreur sur les 
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signatures avec le cas CDtop=0 est sensiblement égale au cas précédent. Ceci confirme une 
fois de plus que ce paramètre n’a pas d’influence sur les signatures reconstruites. 
Le profil correspondant à ces valeurs a été tracé sur la Figure II-33 et comparé à celui 
obtenu par CD-AFM.  
 
Figure II-33.Comparaison de profils géométriques obtenus par caractérisation AFM et scattérométrique (RN) 
supposant une modélisation générique dans le cas de l'échantillon Im5010 sur Barc sur Si. 
Sur le profil fourni par CDAFM, on voit apparaître des bords arrondis et l’absence de 
plateau en haut du motif. L’hypothèse donnée par le constructeur, sur la forme du profil 
créneau, n’est donc a priori pas vérifiée si l’on considère la mesure par CDAFM comme une 
mesure de référence. Ceci peut être dû aux conditions du procédé lithographique. 
Le profil obtenu par CDAFM traduit la présence de rugosité sur les flancs. Comme on 
l’a précisé en introduction du paragraphe II.4, les techniques morphologiques sont des 
techniques où l’information est moyennée sur une zone très localisée. L’outil de mesure est 
donc sensible aux rugosités présentes sur les flancs du motif. La scattérométrie, quant à elle, 
fait apparaître une légère pente des flancs qui n’est pas présente dans la caractérisation par 
CDAFM. Elle donne une information plus globale sur une surface plus grande. A l’inverse, 
l’inclinaison détectée par la scattérométrie peut être présente pour compenser la présence de 
rugosité sur les flancs. Le profil générique utilisé peut ainsi faire apparaître une pente sans 
que celle-ci soit aussi prononcée sur le profil réel. Ceci est dû au fait que la scattérométrie est 
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fondée sur la minimisation du critère rms et elle exploite tous les degrés de liberté disponibles 
du profil pour obtenir la valeur d’erreur la plus faible. 
 On peut aussi signaler la présence d’un arrondi au fond des lignes. Il est difficile donc 
de conclure sur l’exactitude des résultats donnés par AFM en ce qui concerne le fond des 
lignes car la forme de la pointe génère nécessairement ce type de morphologie en bas des 
motifs. Dans le cas étudié, cet arrondi n’a pas été pris en compte dans le modèle 
scattérométrique, mais il peut avoir un effet sur les résultats obtenus. 
Néanmoins, on peut conclure que le RN utilisant le profil générique reproduit assez 
fidèlement les motifs. Par ailleurs, de par ses nombreux degrés de liberté, l’utilisation du 
profil générique doit être faite avec précaution.   
 Il est important de savoir si le profil générique est le mieux adapté en étudiant le cas de 
profils plus simples à disposition, à savoir les profils elliptique et arrondi définis sur la Figure 
II-34. Pour le profil elliptique, on considère un quart d’ellipse de part et d’autre du CDtop (le 
demi-petit axe correspondant ainsi à b =
𝐶𝐷𝑏𝑜𝑡𝑡𝑜𝑚− 𝐶𝐷𝑡𝑜𝑝
2
 et le demi-grand axe à h). Pour le 
profil arrondi, on considère un quart de cercle de rayon r de part et d’autre du CDtop (r= 
𝐶𝐷𝑏𝑜𝑡𝑡𝑜𝑚− 𝐶𝐷𝑡𝑜𝑝
2
). 
 
Figure II-34. Modèle de profil elliptique (gauche) et arrondi (droite) défini chacun par 4 paramètres (CDtop, 
CDbottom, h, hr) utilisé dans le cadre de la caractérisation scattérométrique de l’échantillon Im5010 sur BARC sur Si 
Pour chacun des deux modèles de profil utilisés, un RN avec 15 neurones dans la 
couche cachée est entraîné sur 3000 échantillons. Les plages de variation utilisées lors de 
l’entrainement sont respectivement pour le profil elliptique et le profil arrondi : 
 
0 nm < CDtop < 20 nm          CDtop=0 nm 
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30 nm <CDbottom<70 nm  Et                               30 nm<CDbottom<70 nm 
80 nm< h < 130 nm       80 nm< h < 130 nm 
60 nm< hr <100 nm            60 nm< hr <100 nm  
Pour le profil arrondi, la valeur de CDtop a été fixée à 0, car l’étude précédente avec le 
profil générique a montré que le RN était peu sensible à ce paramètre. Pour le profil 
elliptique, l’étude des courbes de régression (non retranscrite ici pour ne pas surcharger le 
document) montre qu’on possède une sensibilité à ce paramètre et il  sera donc considéré 
comme paramètre flottant. 
Les résultats de caractérisation obtenus avec les deux profils sont présentés dans la 
Table II-10. 
 
 
 
 
Concernant les paramètres, les valeurs données par les deux profils sont cohérentes à 
l’exception du paramètre CDtop qui diffère du fait que le profil considéré n’est pas le même. 
Les résultats soulignent la présence d’un arrondi, dû au fait que les valeurs de CDtop et 
CDBottom sont différentes pour un même profil. Les erreurs sur les signatures reconstruites sont 
respectivement EIs,Ic=0,058 pour le profil elliptique et EIs,Ic=0,089 pour le profil arrondi.  
L’ensemble des résultats précédents obtenus en termes d’erreur sur les signatures 
reconstruites a été synthétisé dans la Figure II-35. Nous avons également ajouté ceux obtenus 
dans le cas d’un profil créneau et générique. 
Paramètre Profil elliptique (nm) Profil arrondi (nm) 
CDtop 15 0 
CDbottom 57 49 
H 116 107 
Hr 80 85 
Table II-10. Résultats de caractérisation par RN obtenus avec 2 profils différents (arrondi et elliptique) pour la 
caractérisation de l’échantillon Im5010 sur Barc sur Si 
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Figure II-35. Comparaison des résultats scattérométriques correspondant à différents profils géométriques 
supposés dans le cas de l'échantillon Im5010 sur BARC sur Si 
Les résultats concernant le profil générique sont satisfaisants et représentent avec le 
profil elliptique les valeurs optimales.  
Nous avons ensuite représenté sur une même figure l’ensemble des profils géométriques 
reconstruits par les 2 méthodes (Figure II-36). 
 
Figure II-36. Juxtaposition des résultats de caractérisations obtenues  par CD-AFM etpar scattérometrie à partir 
de différents profils géométriques supposés dans le cas de l'échantillon Im5010 sur BARC sur Si 
On observe que le profil elliptique est le plus éloigné du profil obtenu par CD-AFM et 
que ce sont les profils générique et arrondi qui sont les plus proches. Pourtant, le profil 
elliptique donne l’erreur rms la plus faible. Ceci s’explique par le fait que la scattérométrie va 
compenser l’erreur du modèle sur les arrondis au sommet par une hauteur plus importante, qui 
Chapitre II. Scattérométrie par réseaux de neurones 
  
Ismail El Kalyoubi- Université de Grenoble                                      140 
  
conduit à une erreur rms plus petite. Dans ce cas, une diminution de l’erreur rms conduit à 
s’écarter de la position géométrique optimale ! 
Il est donc nécessaire de prendre avec précaution le critère de l’erreur estimée sur les 
signatures reconstruites, car il peut être trompeur dans certains cas. Cette étude montre 
l’importance du choix initial du modèle : un mauvais choix de modèle peut, dans certains cas, 
conduire à une erreur rms plus faible, mais qui ne correspond pas au motif réel. 
Concernant les autres résultats, il est difficile de trancher entre les deux profils 
générique et arrondi. En effet, le profil arrondi représente mieux la forme verticale des flancs, 
mais conduit à une hauteur de motif un peu trop faible comparativement au profil donné par le 
CDAFM.  
En conclusion, il ne faut pas pour autant discréditer le critère rms qui se base sur une 
information réelle, la signature expérimentale. La mesure AFM possède elle aussi des sources 
d’erreur et d’incertitudes par rapport au motif qui peuvent contribuer à trouver une erreur rms 
plus grande pour certains motifs scattérométriques même si leur profil semble mieux 
correspondre. Chaque critère d’évaluation des performances, erreur rms ou la superposition 
des profils, possède ses limites. En complément de cette étude comparative avec le CDAFM, 
une étude sur le critère rms a été réalisée pour mieux cerner son  comportement. Un profil se 
rapprochant au mieux du profil fourni par CDAFM a été choisi manuellement, en considérant 
un profil arrondi. (courbe noire sur la Figure II-37).  
 
Figure II-37. Comparaison de différents  profils arrondis (résultats du RN, modélisation optimale de la mesure 
AFM) avec le profil obtenu par CDAFM dans le cas de l'échantillon Im5010 sur BARC sur Si 
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Les valeurs de ce profil correspondant à une extraction paramètrique de la mesure AFM 
sont relevées dans la Table II-11 et comparées avec les résultats donnés par le RN. 
Paramètres Profil  manuel (nm) RN arrondi  (nm) 
CDtop 0 0 
CDbottom 52 49 
H 112 107 
Hr 85 85 
Table II-11. Valeur paramétriques des différents  profils arrondis (résultats du RN, modélisation optimale de la 
mesure AFM)discutés dans le cas de la caractérisation de l’échantillon Im5010 sur BARC sur Si 
Contrairement à ce qu’on aurait pu attendre, l’erreur pour le profil choisi manuellement 
est plus élevée que pour le profil fourni par RN (table II-12). Le profil s’approchant le plus du 
profil obtenu par CDAFM possède l’erreur rms la plus élevée. Ceci confirme l’analyse déjà 
mentionnée ci-dessus concernant les sources d’erreurs imputables à la mesure CDAFM. 
  Profil  manuel (nm) RN arrondi  (nm) 
EIs,Ic 0,17 0,10 
Tableau II-12. Erreur sur les signatures des différents profils arrondis (résultats du RN, modélisation optimale de 
la mesure AFM)discutés dans le cas de la caractérisation de l’échantillon Im5010 sur BARC sur Si 
Nous pouvons conclure que les résultats obtenus par scattérométrie neuronale et par les 
techniques morphologiques sont cohérentes et en accord. Dans les 2 cas étudiés, deux 
méthodes pour évaluer les performances ont été utilisées: l’erreur sur les signatures 
reconstruites, et l’aperçu visuel lié à la superposition des profils. Chaque méthode possède ses 
avantages et ses limites et nous avons montré que les résultats doivent être analysés avec 
précaution. Cependant, les deux méthodes sont à considérer de manière complémentaire pour 
obtenir la précision optimale. 
D’autre part, le choix du profil en scattérométrie présente une importance capitale. En 
effet, le profil générique utilisé permet d’avoir une sensibilité maximale (bord arrondi, pente). 
Il représente un atout pour la scattérométrie car il permet d’analyser des structures avec peu 
d’information à priori sur le motif. Néanmoins, il est nécessaire de prendre des précautions 
lors de son usage, car, en plus d’être coûteux en ressources (temps de calcul, architecture plus 
complexe) il peut parfois générer des degrés de liberté et induire des erreurs sur le motif. Un 
profil plus simple peut dans certains cas être plus approprié. Tout dépendra de la priorité à 
fixer par l’utilisateur. Celui-ci peut par exemple nécessiter une information simple sur le CD 
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pouvant être satisfaite par un profil simple. Il peut aussi avoir besoin d’un degré de précision 
maximal sur la structure et dans ce cas, l’emploi d’un modèle plus complexe sera privilégié. 
Dans le cas d’un profil simple, il faut quand même comprendre que ce dernier doit être 
suffisamment cohérent, et tenir compte notamment des paramètres principaux pour obtenir 
une valeur fiable du résultat. En effet avec la corrélation entre les paramètres, si le modèle 
simple choisi comporte des erreurs sur les paramètres fixes celles-ci vont se répercuter sur les 
paramètres flottants avec un risque élevé d’avoir des erreurs sur le résultat souhaité. Les 
simplifications ne doivent concerner que les paramètres secondaires. (L’étude sur la 
comparaison des profils trapèze ou générique (cf II.4.1) a clairement montré que le CDbottom 
et la hauteur du motif n’étaient pas impactés par le changement de la forme au sommet du 
motif). 
Ainsi, les méthodes de caractérisation morphologique et scattérométrique apparaissent 
comme  des techniques complémentaires. Une solution de caractérisation qui combine les 
deux méthodes permettra de tirer profit des avantages de deux techniques. Notons qu’il est 
cependant nécessaire pour la scattérométrie d’avoir un minimum d’information sur le profil 
(période, modélisation paramétrique, plage de variation des paramètres à déterminer). 
L’objectif pour la scattérométrie étant de tendre vers une solution efficace qui permette de 
s’affranchir des techniques morphologiques qui sont plus longues et destructives. 
 
II.5 Conclusion 
Le RN est un outil mathématique permettant de prédire le fonctionnement d’un système 
physique à condition de disposer d’une base d’apprentissage conséquente décrivant le 
phénomène. Les différents types de RN ont été exposés rapidement en s’attardant 
particulièrement sur le PMC pour ses propriétés intéressantes qui sont exploitées en 
scattérométrie. La phase d’apprentissage fait appel à des algorithmes d’optimisation et 
nécessite une évaluation des performances. 
  Des études, théoriques et expérimentales, ont été menées pour appréhender le 
fonctionnement du RN. Il a été montré que la scattérométrie permet une caractérisation exacte 
et précise du motif, avec un nombre restreint d’informations sur la structure étudiée. La 
scattérométrie est donc un outil de métrologie efficace pouvant être déployé de façon presque 
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autonome pour la caractérisation de motifs complexes. Ces études en statique seront utilisées 
pour l’initialisation de la caractérisation des échantillons en temps réel par voie neuronale. 
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Dans les chapitres précédents, deux techniques de résolution de problème inverse 
utilisées au LHC  et au LTM, respectivement les  RN et les bibliothèques, ont été présentées. 
Au cours de précédents travaux,  la méthode des Bibliothèques a été validée pour caractériser 
l’évolution en temps réel de motifs nanostructurés pour un suivi de procédé de gravure 
[SOU08, ELK10]. Dans le même temps, les RN ont été introduits et validés comme outil 
performant pour la scattérométrie statique [ROB03, GER09]. Les travaux développés durant 
cette thèse s’inscrivent dans l’étude de l’apport des RN dans le cadre d’une caractérisation 
temps réel ou dynamique.  
Il convient dans un premier temps de comparer le comportement de ces deux 
méthodes, sur un cas statique. A notre connaissance aucune étude comparative des deux 
techniques n’est présente dans la littérature scientifique. Ce travail nous apparait en effet 
essentiel pour analyser le fonctionnement et la complémentarité de ces 2 techniques adaptées 
à la caractérisation en temps réel afin d’en tirer le maximum d’efficacité (repousser les 
limitations de la bibliothèque développées au chapitre I (cf.I.3.2.2.B.b)). Par la suite, les 
potentialités des RN pour un suivi de procédé en temps réel ont été évaluées sur un cas 
théorique puis sur un cas expérimental. 
III.1 Comparaison de la méthode des bibliothèques et des réseaux 
de neurones 
L’objectif de cette section est d’étudier le comportement des deux méthodes sur un cas 
statique. Les conditions de l’étude sont définies dans un premier temps puis les résultats sont 
exposés par la suite. 
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 Conditions de l’étude  III.1.1
Le profil théorique considéré pour cette étude est composé d’une superposition d’une 
couche structurée de résine IM5010 sur du BARC, le tout reposant sur un substrat de silicium 
(Figure III-1). Le profil géométrique est donc défini par trois paramètres à ajuster (CD, h, hr).     
La période du motif demeure fixe et vaut d=140 nm. A partir de ce modèle, nous 
considérons un échantillon théorique dont les dimensions sont respectivement CD=49 nm, 
h=108 nm, hr=80 nm pour se rapprocher au mieux des valeurs cibles du profil expérimental 
présenté dans le chapitre II (cf. II.4.2). Ces valeurs correspondent en effet aux valeurs 
obtenues par caractérisation par RN de cet échantillon.   
Concernant la signature utilisée, le spectre considéré varie de 1.5 eV à 6.5 eV avec un 
pas de 0.2 eV ; ce qui correspond à 52 mesures. L’angle d’incidence est de 62°, choisi afin de 
se placer dans les mêmes conditions que le cas expérimental. Une signature est simulée à 
l’aide de la fonction MMFE  en introduisant un bruit gaussien sur les intensités Is et Ic d’écart 
type σs=0,0033 afin de prendre en compte le bruit de mesure de l’ellipsomètre utilisé 
[GER09].   
 
Figure III-1. Profil géométrique défini par  trois paramètres (CD, h, hr) considéré pour la comparaison 
bibliothèque/RN. 
En métrologie, les valeurs attendues des paramètres du profil sont souvent données par 
le fabricant, définies par les contraintes technologiques (réticule utilisé par exemple). Le 
composant fabriqué peut être légèrement différent de quelques nanomètres, dû au fait que le 
process utilisé n’est pas toujours parfait. L’objectif de la métrologie est de quantifier 
précisement le profil fabriqué. Si on fait le lien avec les méthodes de résolution de problème 
inverse, ceci signifie que les plages de variations des deux méthodes, bibliothèque et RN, 
doivent être choisies en fonctions des valeurs données par le fabriquant. Dans le cas d’un 
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procédé en production, les plages choisies ne sont pas très larges (quelques nanomètres) car le 
process étant stable, on s’attend à une forte reproductibilité et à des valeurs proches de la 
valeur cible. Par contre, dans le cadre d’une application temps réel, la variation des 
paramètres devient importante, et il devient nécessaire de considérer des plages plus larges. 
C’est dans ce cadre que s’inscrit l’étude menée dans ce paragraphe, qui  s’intéresse à 
l’influence de la largeur de la plage de variation des paramètres géométriques dans le cas 
d’une bibliothèque et d’un RN. On souhaite savoir comment se comportent les RN dans des 
conditions « difficiles », c'est-à-dire où la fonction à modéliser devient plus complexe, car elle 
est décrite sur un intervalle plus large. Pour la bibliothèque, on s’attend à ce que les résultats 
ne changent pas quand la plage augmente car la complexité du problème (recherche du 
minimum de la fonction coût) reste la même ; le seul facteur qui change est l’augmentation du 
temps de recherche de la solution optimale dans le cas où la bibliothèque est parcourue 
itérativement, sans l’utilisation de GPU. Mais nous allons vérifier cela dans notre étude. 
 Pour cela 3 cas de plages de tailles différentes ont été analysés (Table III-1). Les 
paramètres de la plage 2 et 3 ont été choisis tels que la largeur de la plage soit augmentée 
respectivement de 100% et 300% par rapport à celle de la plage initiale notée 1. 
Pour la construction de la bibliothèque, les plages de la Table III-1 ont été utilisées. Le 
pas fixe les valeurs prises par chacun des paramètres géométriques de chaque plage. Le 
corpus total des échantillons composant la bibliothèque est défini par toutes les combinaisons 
de celle-ci. Pour chaque jeu de 3 paramètres, soit pour chaque échantillon théorique simulé, 
une signature est créée à l’aide de la MMFE (cf. I.2.1.3). L’ensemble des signatures constitue 
la bibliothèque de signatures.  
Pour la méthode des RN, le nombre d’échantillons correspond aux couples 
(signatures/paramètres géométriques) utilisés lors de l’entraînement du RN. Les valeurs des 
paramètres sont cette fois-ci choisies aléatoirement dans la plage des paramètres selon une loi 
 
Plage de 
variation 1 
Plage de 
variation 2 
Plage de 
variation 3 
CD(nm) 40-65 27-77 10-120 
h(nm) 100-136 64-172 28-208 
Hr(nm) 68-100 36-132 20-128 
Table III-1. Plages de variation des 3 paramètres géométriques (CD, h, hr) utilisés  pour l’étude comparative 
bibliothèque/RN. 
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uniforme. Nous avons rajouté un bruit gaussien σe sur les signatures du corpus d’entrainement 
afin de se rapprocher d’un apprentissage sur des cas réels. 
 
 
 
 
 
 
 
 
 
La Table III-2  regroupe le nombre d’échantillons utilisés à la fois pour les réseaux de 
de neurones et pour la bibliothèque  pour les trois plages définies dans la table III.1. 
Concernant la bibliothèque, nous avons inséré le pas correspondant (de 1 à 10 nm). Toutes les 
bibliothèques de Table III-2 ont été ainsi générées pour la suite de l’étude. Afin de faciliter la 
comparaison sans biais des résultats, nous avons pris soin d’utiliser, autant que possible, le 
même nombre d’échantillons pour chaque technique. Quelques variantes résident néanmoins: 
certains cas (en vert) ont été exclusivement utilisés pour la construction de bibliothèques 
fortement résolues. Les autres(en jaune), correspondant à un pas non entier, permettront 
d’étudier les performances du RN avec une meilleure discrétisation de l’espace d’étude.  
Dans les travaux réalisés précédemment avec la méthode bibliothèque [SOH92, NU99, 
HAZ03],  y compris au sein du LTM [SOU07, ELK09], les signatures composant la librairie 
sont non bruitées et permettent d’atteindre de bonnes performances. Nous allons faire de 
même et construire une librairie de signatures théoriques.  
Pas 
d’échantillonnage  
Plage 1 Plage 2 Plage 3 
1nm 31746 539223 2189919 
 15000   
 7500   
2nm 4199 70070 280280 
  30000  
3nm          1287 20757 83509 
  15000  
4nm 630 9100 36064 
   26000 
5nm 336 4840 18722 
6nm  2907 11191 
7nm  1792 6656 
8nm  1274 4508 
9nm  858 3549 
10nm  660 2508 
   1000 
   500 
Table III-2.Nombre d'échantillons composant le corpus d’apprentissage pour les réseaux de neurones et les 
bibliothèques en fonction du pas et de la plage de variation choisis. Des cas ont été exclusivement utilisés pour la 
bibliothèque (vert) et pour les RN (jaune)    
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Concernant les caractéristiques structurelles du RN, différentes architectures ont été 
testées avec, dans un premier temps, une seule couche cachée comprenant respectivement 10, 
15, 20, 25 neurones, puis dans un second temps plusieurs couches cachées. (cf. III.1.3.4). Les 
autres caractéristiques sont celles utilisées dans le chapitre II 
 
 Considérations sur le critère d’erreur calculé sur les signatures III.1.2
reconstruites  
Une étude préliminaire a été réalisée afin d’étudier l’influence d’une variation des 
paramètres géométriques sur l’erreur rms des signatures reconstruites (Equation II.19).  
La procédure appliquée par la suite est décrite sur la Figure III-2. Nous considérons un 
échantillon expérimental,  identique à celui de la Figure III-1. Après caractérisation par RN, 
nous obtenons les valeurs suivantes: CD=49 nm, h=108 nm, et hr=80 nm.  Nous avons 
modifié les paramètres CD, h, et hr dans une plage variant de 1 à 10 nm (Δ=1mn, Δ=2nm,…, 
Δ=10nm). Les paramètres résultants sont notés CD’, h’, hr’. Les différentes signatures 
théoriques sont ainsi systématiquement recalculées  puis confrontées à la signature 
expérimentale  par le calcul de RMS1. En parallèle, à partir des résultats de la caractérisation 
(CD, h, hr), nous avons recalculé une signature théorique (Is2, Ic2) puis nous l’avons comparé 
à la signature expérimentale (Isexp, Icexp) pour obtenir l’erreur RMS2 qui correspond donc au 
minimum d’erreur atteignable sur cet échantillon dans les hypothèses structurelles retenues.    
 
 
Figure III-2. Schéma représentant la méthodologie utilisée pour étudier l'influence sur l’erreur rms d'une 
variation  des paramètres géométriques  
Les paramètres CD’, h’, hr’ ne peuvent s’écarter de la valeur optimale que dans une 
limite maximale fixée à l’avance (: ±1 nm, ±2 nm,…,±10 nm). Prenons l’exemple d’une 
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variation maximale de ±1 nm (Figure III-3). La valeur de CD’ peut prendre aléatoirement les 
valeurs CD-1 nm, CD ou CD+1nm. Ensuite, la valeur de h’ peut prendre aléatoirement les 
valeurs h-1nm, h ou h+1nm et ainsi de suite pour hr. Au final on obtient 3
3
=27 cas de figure et 
par conséquent 27 profils générés pour chaque variation étudiée(Δ). Ainsi, 27 erreurs RMS1 
sont donc calculées à l’issue de la première variation et ainsi de suite. Nous avons alors 
calculé pour chacune d’elle une différence d’erreur RMS=RMS2-RMS1 maximale.  
 
 
Figure III-3.Exemple d’arborescence pour déterminer les 27 combinaisons correspondant à une variation delta de 
+/- 1 nm 
  
Les résultats obtenus sont présentés sur la Figure III-4. Ces courbes permettent de 
confronter  la variation d’erreur rms occasionnée par une variation de paramètres. Ainsi, elles 
peuvent permettre de comparer la qualité de 2 résultats scattérométriques par la seule 
connaissance des erreurs rms correspondantes reconstruites sur les signatures. Par exemple, 
une différence maximale ΔRMSmax de 0.06 correspond à une variation de l’ordre de grandeur 
de +/- 2 nm sur les paramètres.  
Cette courbe sera mise à profit pour l’analyse des performances des méthodes 
présentées par la suite. Notons que cette courbe est indépendante de la technique de résolution 
de problème inverse (BB ou RN). On pourrait obtenir une courbe similaire si l’on  choisissait 
de caractériser l’échantillon de la Figure III-1  avec la méthode des bibliothèques. En effet, en 
dehors de l’étape de caractérisation, les autres calculs consistent à effectuer un calcul direct 
via MMFE (cf. Figure III-2). 
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Figure III-4. Erreur sur les paramètres en fonction de la variation d’erreur rms dans le cas de la caractérisation 
de l’échantillon défini par CD=49 nm , h=108 nm, hr=80 nm .   
  Cependant, il faut noter que  cette courbe n’est exploitable que dans le cas de 
l’échantillon défini précédemment dans les conditions particulières de l’étude. Elle a pour seul 
but de donner une information quantitative sous la forme d’écart géométrique sur les 
paramètres beaucoup plus significative et exploitable que la simple erreur rms sur les 
signatures reconstruites. 
 Etude théorique III.1.3
Il convient d’abord d’étudier le comportement des deux méthodes sur une signature 
théorique. L’étude porte sur l’influence du nombre d’échantillons suivant la largeur du 
domaine de recherche. Une étude est également effectuée pour évaluer la résistance de la 
caractérisation au bruit de mesure éventuel. 
III.1.3.1 Utilisation d’une signature théorique  
Dans ce paragraphe, une signature théorique sans bruit (σs=0) est modélisée à partir de 
l’échantillon simulé décrit dans la section précédente (CD=49 nm, h=108 nm et hr=80 nm) 
(Figure III-1). Elle représente la signature simulée  qui sera fournie respectivement au RN et à 
la bibliothèque par la caractérisation. 
Un RN à une couche cachée présentant un nombre de neurones déterminé (10 à 25) est 
entrainé sur des signatures elles aussi non bruitées (σe=0). L’étude est effectuée sur la plage 2. 
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La Figure III-5 représente les résultats de la caractérisation pour chaque paramètre obtenu par  
la méthode des bibliothèques et par le RN en fonction du nombre d’échantillons utilisés 
conformément à la table III.2. Les performances en terme d’erreur rms sur les signatures 
reconstruites sont également reproduites. 
  
  
Figure III-5. Résultats de la caractérisation (CD, h, hr et erreur rms sur les signatures reconstruites) par 
bibliothèque et par RN en fonction du nombre d’échantillons utilisés dans le cas d’une signature théorique fonctionnant 
sur la plage P2. Le RN possède une seule couche cachée.  
Chaque valeur cible correspond à la valeur théorique connue de l’échantillon défini ci-
dessus. Les résultats de la bibliothèque correspondant à différentes valeurs du pas sont donnés 
par la courbe en rose. Rappelons que la bibliothèque construite avec un pas de 1nm  est 
composée de 539223 échantillons.  Il est ainsi difficile pour des raisons de clarté évidente de 
représenter le point correspondant sur la figure. Par conséquent, une droite noire a été tracée 
pour le pas 1 nm. Cette courbe noire est  confondue dans cette étude avec la courbe des 
valeurs cible (en rouge) confirmant les performances de la bibliothèque fortement résolue.  
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Analysons d’abord les résultats du RN. Si l’on considère les paramètres géométriques 
(CD, h et hr), nous pouvons constater que le RN reproduit bien le motif, et ce 
indépendamment du nombre de neurones et du nombre d’échantillons. Une architecture 
simple est donc tout à fait adaptée dans ce cas (par exemple 10 neurones pour 5000 
échantillons). Augmenter le nombre de neurones n’est pas souhaitable car cela entrainerait un 
accroissement de la complexité du modèle inutilement nécessitant plus de ressources (temps 
de calcul) et pouvant potentiellement conduire à une capacité de généralisation plus faible. 
Les résultats obtenus avec la bibliothèque dont le pas est fixé à 1 nm sont tout aussi 
concluants. Par contre, pour les autres pas, la bibliothèque conduit à des valeurs un peu moins 
précises, avec une variation maximale de quelques nanomètres, surtout pour un nombre 
d’échantillons inférieur à 5000. Par conséquent on retrouve logiquement une erreur rms plus 
importante sur la dernière courbe. Les deux méthodes donnent des résultats excellents mais la 
méthode des RN nécessite moins d’échantillons pour atteindre les mêmes performances. 
Notons que si l’on considère que la différence d’erreur rms entre RN et BB est de 0.04 au delà 
de 5000 échantillons, et que l’on se réfère à la courbe de la  Figure III-4, la variation sur les 
paramètres est de l’ordre de 1.5 nm. Cet écart moyen confirme les résultats obtenus sur 
chacun des paramètres et visibles sur les 3 courbes de la figure.  
Il est important aussi de corréler ces résultats avec les particularités de chaque méthode. 
Rappelons que les RN s’apparentent à une régression non linéaire ce qui signifie que les 
valeurs des paramètres obtenues sont interpolées dans le domaine de variation prédéfini. A 
l’inverse, les résultats de la bibliothèque sont extraits directement dans un domaine discret des 
paramètres défini par le pas. Ainsi, la solution retenue se rapprochera de la valeur 
paramétrique la plus proche dans les valeurs discrètes prédéfinies. Le choix du pas détermine 
ainsi la précision de la mesure. Plus celui-ci est important, plus le résultat obtenu est 
susceptible de s’écarter de la solution escomptée.  
III.1.3.2 Utilisation d’une signature théorique bruitée  
Le même cas a ensuite été traité en prenant en compte cette fois-ci l’incertitude de 
mesure par un bruit gaussien parfaitement connu (σs=0,0033). Ce bruit correspond à 
l’estimation du  bruit de mesure de l’ellipsomètre. Le RN est cette fois ci entrainé sur des 
signatures présentant  le même type de bruit (σe=0,0033).  
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Les résultats sont relevés sur la Figure III-6. Le comportement observé dans le cas de la 
bibliothèque  est similaire au cas précédent. Les résultats ne semblent pas ou très peu affectés 
par le bruit de la signature. 
Il n’en est pas de même pour le RN. En effet, les résultats obtenus avec le RN, bien que 
toujours de meilleure qualité que la bibliothèque, montrent une sensibilité non négligeable au 
bruit de mesure introduit dans la signature. Seul le paramètre CD semble résister davantage au 
bruit. En effet, pour extraire correctement les paramètres géométriques, il faut cette fois-ci 
utiliser 20 ou 25 neurones et un minimum de 5000 échantillons. En pratique, on observe donc 
que le RN peut répondre aux besoins scattérométriques, mais avec une architecture plus 
complexe que dans le cas non bruité.  
 
 
  
Figure III-6. Résultats de la caractérisation (CD, h, hr et erreur rms) par bibliothèque et par RN en fonction du 
nombre d’échantillons pour une signature simulée avec un bruit σs=0,0033 fonctionnant sur la plage P2. Le RN est 
entraîné avec un bruit σe=0,0033.  
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La valeur cible (courbe en rouge) est obtenue comme dans le paragraphe précédent, en 
calculant l’erreur rms entre la signature bruitée et la signature théorique sans bruit. Par 
conséquent on retrouve une valeur de rms égale à 0,0033. Ceci constitue dans notre cas la 
limite atteignable en terme d’erreur rms par les deux méthodes. 
III.1.3.3 Performances suivant la plage de variation des paramètres 
Reprenons les conditions de l’étude précédente (σs=0,0033, σe=0,0033)  afin d’examiner 
les résultats sur chaque plage de variation définie précédemment ( Table III-1). Par souci de 
clarté la  Figure III-7 ne représente que les résultats en terme d’erreur rms sur les signatures 
reconstruites pour les 3 plages de variation.   
 
 
 
Plage 1 
Plage 2 
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Figure III-7. Résultats de la caractérisation (erreur rms sur signatures reconstruites) par BB et par RN en 
fonction du nombre d’échantillons pour une signature simulée avec un bruit σs=0,0033 effectué sur les trois plages de 
variation. Le RN présente une seule couche cachée et est entrainé avec un bruit σe=0,0033.  
Ce qui est constaté en premier lieu est que le RN donne des valeurs proches des valeurs 
cibles dans le cas de la plage 1, et ce malgré le bruit gaussien. On observe ensuite une 
dégradation des performances du RN lorsque la taille de la plage de variation augmente. Pour 
la plage 3, les résultats dépendent fortement du nombre de neurones composant l’unique 
couche cachée. Ainsi seul le RN avec Nc=25, présente des résultats comparables avec ceux 
obtenus pour la plage 2. A noter également que le nombre d’échantillons influe peu sur les 
résultats, ceci pour les trois cas de figure. 
Enfin, les bibliothèques semblent moins dépendantes de l’augmentation de la plage de 
variation. On retrouve des erreurs rms quasiment du même ordre de grandeur entre les plages 
2 et 3. En effet, dans la méthode des bibliothèques, le principe repose sur la recherche, dans la 
bibliothèque élaborée, de la signature qui ressemble le plus à la signature expérimentale, ceci 
indépendamment de la largeur de la plage de variation. Pour les RN, l’augmentation de la 
plage entraîne l’augmentation de la complexité de la fonction à modéliser et nécessite par 
conséquent plus de ressources (architecture plus complexe). Pour la méthode des 
bibliothèques, les performances augmentent avec le nombre d’échantillons composant la 
bibliothèque. 
En conclusion, cette étude a montré que les performances du RN sont beaucoup plus 
dépendantes de l’espace de variation des paramètres que la bibliothèque. De bonnes 
performances peuvent cependant être obtenues à condition d’optimiser l’architecture du RN.  
Plage 3 
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III.1.3.4 Performances suivant le nombre de couche cachées 
Afin d’améliorer les performances obtenues avec la plage 3 du paragraphe précédent, 
une architecture présentant deux couches cachées est étudiée. Différentes configurations sont 
testées : Nc1=10, 20 et 30 neurones dans la couche 1 et respectivement Nc2=10, 20, 30, 40 
dans la couche 2. Les résultats sont présentés dans la Figure III-8. 
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Figure III-8. Résultats de la caractérisation (erreur rms sur signatures reconstruites) par bibliothèque et par RN 
en fonction du nombre d’échantillons pour une signature simulée avec un bruit σs=0,0033 fonctionnant sur la plage 3. Le 
RN présente 2 couches cachées et est entrainé avec un bruit σe=0,0033.3 cas de figures sont considérés pour Nc1 (10,20,30) 
et respectivement 4 cas de figures sont considéré pour Nc2(10,20,30,40). 
Retenons d’après l’analyse de ces courbes que la double couche améliore 
significativement les résultats. En effet, l’architecture présentant 30 neurones sur la première 
couche cachée présente des résultats comparables à ceux obtenus sur la plage 1 dans le cas 
précédent (Figure III-7). Par ailleurs, le nombre de neurones sur la seconde couche ne semble 
pas affecter les résultats. Une architecture satisfaisante est donc donnée par 2 couches cachées 
composées respectivement de 30 et 10 neurones. 
Cette étape supplémentaire, de recherche de l’architecture optimale, bien qu’elle puisse 
être parfois intuitive et réduite avec l’expérience de l’utilisateur, nécessite du temps et peut 
présenter dans certains cas, une contrainte de l’utilisation des RN. 
Précisons qu’augmenter le nombre de couches implique nécessairement plus de 
ressources à utiliser, se traduisant généralement par un accroissement du temps 
d’entrainement (cf. étude effectuée en II.3.1).   
III.1.3.5 Résistance de la caractérisation au bruit de mesure 
Il devient intéressant d’évaluer maintenant la résistance des deux méthodes au bruit de 
mesure. Reprenons les mêmes conditions que celles utilisées dans le paragraphe III.1.3.2 (RN 
entraîné sur la plage 2 avec une seule couche cachée) et considérons différents bruits σs sur la 
signature simulant la mesure de l’échantillon. 5 cas de figures ont été traités (σs=0, σs=0,0033, 
σs=0,01, σs=0,03 et σs=0,09). Pour chacun d’entre eux, l’architecture du RN optimale en 
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termes de neurones a été retenue. Les performances (Figure III-9) ont été relevées pour la 
bibliothèque et pour des RN entraînés sur des signatures présentant différents niveaux de bruit 
(σe=0, σe=0,0033, σe=0,01, σe=0,03 et σe=0,09)  
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Figure III-9. Résultats de la caractérisation (erreur rms sur signatures reconstruites) par BB et par RN en 
fonction du nombre d’échantillons pour une signature simulée avec différents bruits σs fonctionnant sur la plage 2. Le 
RN présente une couche cachée et est entraîné avec différents bruits σe. 
Les résultats obtenus montrent que la présence de bruit altère les résultats des 2 
méthodes mais de différente façon. Au vu des courbes, la valeur du bruit de mesure introduit 
sur la signature théorique a plus d’influence sur les performances du RN que sur la méthode 
des bibliothèques. 
Concernant le RN, l’introduction de bruit dans les données d’apprentissage est 
indispensable pour avoir des performances acceptables. En effet, dans le cas où le RN est 
entraîné sur des signatures non bruitées, les performances sont systématiquement dégradées 
en présence de bruit sur la signature à analyser. Par contre, la valeur du bruit sur les données 
d’entraînement ne semble pas critique. Notons également que, plus le bruit de la signature est 
important, plus il faut augmenter le bruit σe pour limiter l’erreur rms.  
Concernant la bibliothèque, une dégradation de performances dans un degré moindre 
que les RN est observée lorsque le bruit σs augmente. Rappelons que les signatures composant 
la bibliothèque sont théoriques alors que pour le RN l’ajout d’un bruit est essentiel dans la 
σ
s
=0,09 
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phase d’entraînement. Le RN doit absolument être entraîné dans les mêmes conditions que 
celles correspondant à la phase de traitement afin d’assurer une généralisation optimale. 
Cette étude montre que, lors de l’utilisation des RN en scattérométrie, il faut prendre un 
soin tout particulier concernant l’optimisation de son architecture. Si ce dernier est mal 
configuré, ceci peut avoir un impact sur les performances. De son côté l’utilisation des 
bibliothèques ne semble pas souffrir de telles contraintes. 
 
 Etude sur un échantillon expérimental III.1.4
Toutes les études précédentes ont été réalisées sur une signature simulée par MMFE. 
Intéressons-nous à présent à l’étude du comportement des deux méthodes sur un cas réel. 
L’échantillon est celui présenté dans le chapitre II (Figure III-10)  
 
Figure III-10. Modèle créneau défini par 3 paramètres (CD, h et hr) utilisé pour la caractérisation de l’échantillon 
Im5010 sur Si 
 
Les bibliothèques construites précédemment ainsi que les différents RN entraînés dans 
les conditions détaillées ci-dessus  correspondent au cas de l’étude et peuvent être utilisés 
pour la caractérisation. 
La configuration optimale du RN a été sélectionnée en s’inspirant de l’étude précédente, 
notamment dans le cas où l’on considère une signature théorique avec un bruit gaussien 
σs=0,0033, qui correspond au bruit de mesure mesuré de l’ellipsomètre [GER09]. La plage 2 a 
été retenue pour cette section. L’étude théorique (cf. III.1.3.2) a permis de déterminer 
l’architecture la plus adaptée, à savoir un RN à une couche cachée de 25 neurones, entraîné 
avec σe=0,0033. Les paramètres géométriques extraits par les deux méthodes ainsi que les 
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erreurs sur les signatures reconstruites sont présentés sur la Figure III-11 en fonction du 
nombre d’échantillons utilisé.  
Les valeurs issues de la BB avec un pas de 1 nm correspondraient aux valeurs optimales 
de l’échantillon dans le cas où les hypothèses sous-jacentes à la caractérisation (modèle du 
profil, indices et conditions de mesures) seraient vérifiées. 
Comparons les résultats obtenus avec les résultats de la Figure III-6. On observe que les 
valeurs de caractérisation expérimentales obtenues sur l’échantillon à 1 nm sont légèrement 
différentes de l’échantillon théorique considéré. En effet, les résultats sont respectivement de 
CD= 48 nm, h=105 nm, hr=83 nm  pour le cas de la bibliothèque à 1nm(Figure III-11)  et de 
CD=49, h=108, hr=80(Figure III-6)pour les valeurs cibles de l’étude théorique. Cet écart est 
relatif au choix effectué dans notre étude théorique, de considérer les résultats issus de la 
caractérisation par RN de l’échantillon de la Figure II-28  comme étant la valeur cible. Il 
aurait été plus précis de considérer les valeurs de caractérisation à 1 nm par bibliothèque 
comme étant la valeur cible.  Cependant, cette étude théorique a été effectuée au début de nos 
travaux de thèse, avant l’étude expérimentale.  Les conclusions obtenues pour l’étude 
théorique devraient s’appliquer à l’étude expérimentale, car on considère que l’écart entre les 
résultats des caractérisations paramétriques expérimentale et théorique est faible en terme de 
pourcentage (ΔCD=2%,Δh=3%,Δhr=4% obtenu en considérant le rapport entre l’écart entre 
les deux valeurs et la valeur minimale).  
 Notons une élévation de la valeur limite atteignable en terme d’erreur rms (0.09 au lieu 
de 0.0033); ce qui nous conduit à penser que ces hypothèses ne sont pas totalement vérifiées. 
En effet, le profil réel présente des bords arrondis ainsi que de la rugosité sur les flancs 
(Figure II-33). Le modèle créneau considéré ne reflète donc pas tout à fait la réalité et ceci se 
retranscrit sur les résultats d’erreur rms obtenus.    
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Figure III-11. Résultats de la caractérisation (CD, h, hr et erreur rms sur les signatures reconstruites) par 
bibliothèque et par RN en fonction du nombre d’échantillons pour une signature réelle fonctionnant sur la plage P2. Le 
RN est composé d’une couche cachée de 25 neurones et est entraîné avec un bruit σe=0,0033.  
Le RN permet, à partir d’un certain nombre d’échantillons, de déterminer les paramètres 
au nanomètre près par rapport aux valeurs optimales obtenues par la bibliothèque. Par 
exemple, pour le paramètre h, la bibliothèque requière au moins  10 000 échantillons pour 
atteindre la valeur  optimale  alors que le RN nécessite au moins 4000 échantillons. Par 
contre, cette différenciation n’est pas décelable dans le calcul de l’erreur rms sur les 
signatures reconstruites car la sensibilité n’est pas la même pour les différents paramètres. 
 Conclusion de l’étude III.1.5
Cette étude a permis d’apprécier le comportement de deux méthodes bibliothèque et RN 
sur des signatures théoriques et expérimentales. Rappelons que cette étude a été réalisée dans 
un cadre précis (profil, type de  matériaux, domaine d’étude, etc …). Il est ainsi difficile de 
généraliser les conclusions établies pour tout type d’échantillon mais on peut raisonnablement 
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penser que le comportement, en terme qualitatif, serait très proche pour d’autres cas 
expérimentaux sur des structures du même type. 
  Pour le RN, on a montré qu’une architecture simple en termes de neurones et 
d’échantillons est suffisante pour bien approcher la fonction à modéliser, mais que 
l’augmentation de la complexité de la structure, notamment le nombre de couches, est 
nécessaire pour des plages importantes. La connaissance à priori des valeurs géométriques des 
paramètres recherchés permettra ainsi de limiter la plage de variation et donc d’utiliser des 
architectures plus simples.  Cependant, il est parfois nécessaire de considérer des plages plus 
larges pour des applications temps réel, où le profil évolue au cours du temps. Dans ce cas, il 
sera nécessaire de considérer des architectures plus fortes pour atteindre les mêmes 
performances. Contrairement à la bibliothèque, la présence de bruit dans l’entrainement est 
indispensable pour atteindre de bonnes performances. La modélisation précise de ce dernier 
n’est cependant pas critique. 
Pour la méthode des bibliothèques, on a constaté qu’un pas de 1nm permet d’atteindre 
les performances optimales mais que les résultats obtenus avec un pas plus important peuvent 
être  satisfaisants et permettent d’avoir des librairies plus compactes.   
La méthode des RN présente des performances similaires voire dans certains cas 
meilleures que la bibliothèque pour un nombre d’échantillons égal. Notons qu’il est nécessaire 
au préalable de prendre soin d’optimiser l’architecture du RN en question, ce qui rajoute une 
étape supplémentaire et peut présenter une contrainte d’utilisation de cet outil. Cette étude 
étant effectuée pour appréhender les spécificités d’un RN, l’expérience de l’utilisateur des RN 
jouera un rôle pour épargner du temps et pour faire le bon choix initial de l’architecture.   
Il a été montré également qu’il réside entre les deux méthodes un écart très petit en 
terme d’erreur rms correspondant à une variation nanométrique sur les paramètres. Il convient 
de se demander si une telle différence a une importance pour l’utilisateur.  
Après cette étude comparative des deux outils largement utilisés en scattérométrie, il 
convient de se servir de ces résultats pour s’intéresser à l’application des RN pour une 
application en dynamique de suivi de procédé de gravure plasma.  
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III.2 Suivi en temps réel de procédé de gravure plasma par voie 
neuronale 
Le suivi d’une procédure de gravure de résine en régime dynamique a déjà été validé 
sur un cas simulé [SOU07] et sur une étude expérimentale [ELK10]. Les études effectuées au 
sein du LTM utilisaient la méthode des bibliothèques (Chapitre I.3) avec l’utilisation des GPU 
pour une approche vectorielle de la recherche de la solution [SOU08].  Nous allons présenter 
une alternative à ces études en utilisant la méthode des RN. Nous évaluerons dans ce chapitre 
les potentialités des RN pour le contrôle in-situ de procédés de gravure plasma. Les 
contraintes d’une application en temps réel seront alors évoquées puis une validation de la 
méthode neuronale sera conduite sur un cas théorique puis sur un cas expérimental.  
Il convient avant de commencer notre étude de rappeler quelques principes généraux sur 
la gravure. 
  La gravure plasma III.2.1
La fabrication d’un réseau périodique de dimension nanométrique repose sur deux 
étapes clé (Figure III-12) : La lithographie (Annexe 1) et la gravure: la première consiste à 
définir le motif à produire dans une couche de résine photosensible (dans le cas d’une 
photolithographie) déposée préalablement sur le matériau à graver (silicium par exemple). La 
seconde est l’étape de gravure (gravure plasma dans notre cas), qui consiste à transférer dans 
le matériau le motif à graver à partir du masque en résine.  
 
Figure III-12. Schéma des différentes étapes nécessaires pour la fabrication d'un réseau de ligne périodique 
Le plasma est un milieu gazeux ionisé neutre qui contient des électrons, des ions 
négatifs et positifs ainsi que des particules neutres (atomes, molécules, etc.) soumis à des 
interactions collectives. Les plasmas occupent une place importante dans l’industrie de la 
microélectronique car ils sont souvent utilisés dans l’étape de gravure.  
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Plusieurs types de gravures sont utilisés selon la nature des matériaux :  
- La gravure IBE (en anglais Ion Beam Etching) [SIG69, HAR89] qui est de nature 
physique. Le faisceau ne comporte pas d’éléments qui interagissent chimiquement 
avec le matériau à graver. La surface du matériau est bombardée par les ions du 
plasma, qui transfèrent aux atomes de surface suffisamment d’énergie pour être 
libérés de cette surface. 
- La gravure RIE (en anglais Reactive Ion Etching) [WIN83]. Cette attaque est de 
nature chimique et ne dépend que de l’interaction entre le matériau à graver et les 
espèces réactives du plasma.   
- La gravure RIBE (en anglais Reactive Ion Beam Etching) qui est de nature physico- 
chimique. Le bombardement des ions ainsi que la réaction chimique des particules 
du plasma avec les matériaux conduisent à l’arrachement de la matière. 
- La gravure ICP (« Inductively Coupled Plasma ») qui sera expliquée plus loin dans 
le manuscrit  cf. III.2.4.1). C’est cette méthode qui sera utilisée dans le cadre du 
travail réalisé 
Pour un complément d’information sur les techniques de gravure, le lecteur intéressé 
pourra se référer à la référence [PAR04].  
Le procédé de  « réduction de côte de résine » [YEN04]  a été introduit afin de faire face 
aux limites dimensionnelles imposées par la lithographie concernant les dimensions des 
grilles de transistor. Le principe de cette technique repose sur la possibilité d’éroder 
latéralement et verticalement par gravure plasma les motifs de résine (Figure III-13), ce qui 
permet de réduire la largeur du motif. Dans la suite du manuscrit l’appellation anglaise 
« resist trimming » sera utilisée pour désigner ce procédé. 
 
                            Figure III-13. Schéma représentant la réduction de côte de résine sur un profil créneau 
L’inconvénient de cette technique est que l’espace entre les lignes augmente après 
l’érosion de cote de résine, maintenant ainsi la densité d’intégration constante. Le resist 
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trimming n’est donc pas intéressant pour accroître les capacités de stockage des DRAMs 
[PAR04] par exemple. Dans le cas des circuits logiques CMOS [YEN04], cette méthode 
devient très intéressante car elle augmente la vitesse à laquelle les électrons se déplacent de la 
source au drain.  
Les profils considérés pour modéliser les motifs utilisés dans le resist trimming dans ces 
travaux de thèse sont différents (cf.II.4.2.). Ils présentent un profil plus ou moins créneau. 
Dans certains cas, on s’éloigne du profil créneau et on s’approche d’un profil arrondi. La 
Figure III-14 représente une caractérisation par CD-AFM réalisée avant le début du resist 
trimming sur un motif résine sur BARC sur Si. C’est ce motif qui sera pris en référence dans 
la suite. Le profil de ce motif s’approche plus d’une forme arrondie notamment en haut des 
sillons et présente des rugosités sur le flanc.   
 
Figure III-14.Résultats de caractérisation d’un profil de résine sur BARC sur Si par CDAFM avant 
l’étape de resist trimming 
Dans la suite, un outil de suivi en temps réel de procédé de gravure utilisant des RN est 
étudié. Nous avons choisi de tester la méthode sur un procédé de réduction de côte de résine 
tel que celui présenté dans le paragraphe précédent dont le nombre de matériaux impliqués est 
restreint.   
 Contraintes d’une application en temps réel III.2.2
La capacité d’application d’un suivi en temps réel par la scattérométrie est liée à la 
configuration des paramètres utilisés par l’outil de mesure scattérométrique (ellipsomètre dans 
le cas étudié): le temps d’intégration et la période d’acquisition de la signature. 
La période T correspond au rythme d’acquisition de la signature ellipsométrique. 
Notons que plus ce temps est long, plus le bruit de mesure est réduit. Ainsi, une nouvelle 
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signature est mesurée toutes les T secondes. Le temps maximal disponible pour effectuer la 
résolution du problème inverse correspond donc à T. Pour que l’application traitée soit 
qualifiée de temps réel, il est nécessaire que le temps de résolution du problème inverse soit 
inférieur à la période d’acquisition ellipsométrique. Pour nos expérimentations, l’outil 
ellipsométrique que nous utilisons possède une période d’acquisition de 500ms, qu’il est 
possible de réduire en contrepartie d’un bruit de mesure plus important. 
Il est ainsi nécessaire d’évaluer le temps de résolution de problème inverse par les deux 
méthodes envisagées. Prenons le cas d’un échantillon précédemment utilisé dans le chapitre II 
(cf II.4.2). Le profil retenu pour effectuer cette étude est le profil elliptique (Figure II-34 
gauche). Le PC utilisé pour cette étude est un Intel Xeon@3,6GHz et 12 G.o. de RAM.  
Les temps de résolution de problème inverse sont présentés dans la Table III-3.  
 RN BB 
Temps de chargement (ms) 69 7270 
Temps de résolution du 
problème inverse (ms) 
76 140 
Temps maximal disponible 
pour la caractérisation temps 
réelle 
500 ms 500 ms 
Table III-3. Temps caractéristiques des deux méthodes scattérometriques (RN et BB) pour la résolution du 
problème inverse pour une caractérisation d’un motif d’un profil elliptique. 
En premier lieu, il faut noter que les temps de résolution de problème inverse sont 
inférieurs à la période d’acquisition (500 ms) pour les 2 méthodes.  Elles respectent donc la 
condition de temps réel.  
On remarque que la méthode de RN est deux fois plus rapide que la méthode des 
bibliothèques. Il faut noter que le temps de résolution du problème inverse pour la méthode 
des bibliothèques peut être grandement réduit dans le cas de l’utilisation des GPU non 
disponible sur le PC utilisé pour cette comparaison. Soulan et al [SOU08] ont montré un 
pouvoir d’accélération de l’ordre de 6 des GPU par rapport à un CPU « standard ». Ces 
résultats peuvent être exploités dans le cas où le temps d’acquisition des signatures est réduit, 
permettant un suivi plus échantillonné de l’évolution des structures.  
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Le temps de chargement des données nécessaires pour la caractérisation d’un motif 
donné a également été relevé dans la table III.3 pour les 2 méthodes. Pour la méthode des RN, 
ce fichier contient seulement les matrices des poids Z et W qui permettent d’obtenir les sorties 
du RN (cf. chapitre II.1.6.1). Ce temps est indépendant du nombre d’échantillons constituant 
la base d’apprentissage. Seuls  l’architecture utilisée et le nombre de sorties conditionnent la 
dimension des matrices en question. Pour la méthode des bibliothèques, il contient l’ensemble 
des signatures de la bibliothèque. Il est donc clair que la taille du fichier dépend du nombre de 
signatures, qui dépend lui-même du nombre de paramètres utilisés pour définir le motif. Pour 
le temps de chargement, la bibliothèque consomme donc beaucoup plus de temps par rapport 
à la méthode des RN. Ceci n’est pas contraignant pour une application en statique du fait que 
les fichiers sont chargés avant le début de la mesure. Par contre, dans le cas particulier d’une 
application nécessitant un changement de profil en cours de procédé, il est nécessaire de 
charger le fichier possédant les données modélisant le nouveau profil. La contrainte en temps 
réel n’est donc plus vérifiée pour les bibliothèques compte tenu du temps de chargement. La 
méthode des RN sera alors plus adaptée à l’évolution du profil car le temps de chargement est 
quasi instantané.  
Ces deux techniques sont donc parfaitement applicables pour un suivi en temps réel 
(sans changement de forme du motif pour la bibliothèque). 
On va à présent s’intéresser à la validation de l’outil scattérométrique neuronal pour le 
suivi de procédés sur un cas théorique puis expérimental. 
Pour notre étude, l’ellipsomètre est configuré en mode dynamique (cf I.2.2.1.3) selon le 
cas étudié: dans l’étude théorique, le cas avec 16 ou 32 PM (PhotoMultiplicateurs) est 
considéré, chaque PM étant fixé sur une longueur d’onde particulière. Ces cas ont été inspirés 
des travaux effectués par S. Soulan, qui a caractérisé des échantillons dans les deux cas de 
figure [SOU08]. Ainsi, le spectre parcouru est de 1.4eV à 6.1eV avec un pas respectivement 
de 0,3eV et 0,15eV. L’étude expérimentale (cf III.2.4) est quant à elle réalisée sur un spectre 
de 1,5 à 6,5 eV en utilisant 32 PM (configuration imposée par l’équipement).              
  Etude théorique de contrôle de procédés par voie neuronale III.2.3
L’objectif de cette étude est de simuler un procédé de «resist trimming » afin d’évaluer 
les potentialités des RN pour le temps réel. Un profil créneau constitué d’une couche de résine 
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(IM5010) déposée sur du BARC reposant sur un substrat Si a été considéré (Figure III-15). Le 
choix du profil créneau a été effectué car c’est le motif le plus simple.  
 
  
Figure III-15. Profil géométrique créneau défini par 3 paramètres (CD, h, hr) 
          
Le procédé de « resist trimming » est simulé en faisant varier au cours du temps les 
paramètres géométriques du profil selon la loi définie dans la Figure III-16. Une signature est 
simulée par problème direct (MMFE) pour chaque jeu de paramètres et pour chaque 
incrément temporel. On obtient ainsi un jeu de simulation de mesures correspondant au suivi 
de procédé de resist trimming au cours de temps. Un bruit gaussien (σs=0,0033) est considéré  
sur les signatures théoriques calculées par problème direct, afin de simuler des signatures 
expérimentales. 
  
Figure III-16. Evolution au cours du temps des paramètres géométriques du profil créneau (CD, h, hr) lors de la 
simulation d’un procédé de resist trim  
Le procédé théorique dure 10s et permet la génération de 50 signatures théoriques, 
puisque la période d’acquisition théorique choisie est 200 ms, s’approchant ainsi des 
conditions expérimentales (500ms).   
L’objectif de notre étude est de retrouver cette évolution des paramètres par 
scattérometrie. Deux RN ont ainsi été entrainés suivant les caractéristiques indiquées dans la 
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Table III-4. Précisons que le nombre d’échantillons est plus important pour le RNB  par 
rapport au RNA pour compenser l’augmentation de la plage de variation. Pour chaque étude, 
les cas avec respectivement 16 et 32 longueurs d’ondes ont été considérés. Les PMC 
(Perceptrons MultiCouche - cf. II.1.6.2) utilisés pour cette étude sont composés d’une seule 
couche cachée de 15 neurones. Le PMC est entrainé avec des données bruitées (σe=0,0033). 
 RNA RNB 
Nombre d’échantillons 1000 3000 
domaine pour CD (en nm) 35-100 10-110 
domaine pour  h (en nm) 40-110 30-130 
domaine pour  hr (en nm) 70-90 60-110 
Type de bruit Bruit  Gaussien 
σe=0,0033 
Gaussien 
σe=0,0033 
Nombre d’entrées  16 et 32 16 et 32 
Table III-4. Caractéristiques des deux RN effectuées pour caractériser l’évolution temporelle d’un procédé 
théorique de resist trimming 
 Les performances du RN sur les valeurs de tests (15% du corpus d’apprentissage) ont 
été évaluées après chacun des 4  entrainements. Les erreurs𝐸𝑝𝑎𝑟𝑎𝑚
𝑡𝑒𝑠𝑡  et 𝐸 
𝑡𝑒𝑠𝑡
 (cf. Equation II.15 
et II.16) sont relevées dans la Table III-5. 
 RNA16 RNA32 RNB16 RNB32 
Nombre de longueur 
d’onde du spectre 
16        32 16  32 
𝐸𝐶𝐷
𝑡𝑒𝑠𝑡 (nm)
 
  0,43 0,41 0,76 0,74 
    𝐸ℎ
𝑡𝑒𝑠𝑡 (nm)  0,36 0,37 0,62 0,79 
𝐸ℎ𝑟
𝑡𝑒𝑠𝑡 (nm) 0,19 0,17 0,38 0,36 
𝐸 
𝑡𝑒𝑠𝑡 (nm) 0,34 0,33 0,60 0,65 
Table III-5. Résultats des performances des différents RN utilisés sur les valeurs de tests obtenues pour les 
paramètres géométriques (CD, h, hr)  
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Il faut noter en premier lieu la bonne performance obtenue par les 4 RN. En effet, les 
résultats sont tous en dessous du nanomètre. Rappelons qu’il s’agit ici de l’erreur minimale 
atteignable lorsque toutes les hypothèses sont vérifiées. 
 On décèle ensuite une faible différence de performances entre les RN à 16 et 32 
entrées ; ce qui nous amène à penser qu’une signature composée de 16 longueurs d’onde est 
suffisante pour ce cas.  
Puis, comme on pouvait s’y attendre, les performances obtenues dans l’étude avec un 
plus large domaine de variation des paramètres sont légèrement moins bonnes; la fonction à 
modéliser étant potentiellement plus complexe. 
Il est alors possible de tracer en fonction du temps l’évolution des paramètres calculés 
par les RNA32 et RNB32 à partir des signatures dynamiques simulées. Le choix du spectre 
composé de 32 longueurs d’onde est guidé par le souci de se placer dans les mêmes 
conditions que le cas expérimental. La  Figure III-17 représente les résultats obtenus sur 
chacun des paramètres étudiés.  
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Figure III-17.Caractérisation dynamique obtenue par RN pour un profil théorique défini par les trois paramètres 
(CD, h, hr), en considérant un spectre de 32 longueurs d’ondes et un PMC entrainé respectivement avec les plages 
définies dans la table III.4 
 
On note une très bonne cohérence entre les résultats théoriques et ceux provenant des 
RNs sur chacun des trois paramètres géométriques  pour les deux études menées.  
On peut conclure que le RN permet de reproduire parfaitement l’évolution en fonction 
du temps d’un profil théorique simple à trois paramètres à partir des signatures simulées 
théoriquement. Afin de pouvoir généraliser ces résultats, il convient de considérer des cas plus 
complexes proches de la réalité, notamment un cas expérimental.  
 Etude expérimentale de suivi en temps réel de resist trimming  III.2.4
Le procédé de resist trimming, utilisé dans ce paragraphe a été réalisé au LTM sur la 
plateforme Centura5300 de la société Applied Materials. Cette plateforme est également  
équipée d’un ellipsomètre in situ, qui nous a servi pour la caractérisation en temps réel. Le 
dispositif expérimental sera présenté puis on s’intéressera aux résultats obtenus dans le cadre 
d’une caractérisation par RN. 
III.2.4.1  Dispositif expérimental 
 La plateforme Centura5300 (Figure III-18) est constituée des éléments suivants :  
- 2 sas de chargement permettant chacun de charger et de décharger jusqu'à 25 substrats 
de 300 mm de diamètre. 
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- une chambre de transfert sous vide munie d’un bras robotisé pour le transfert des 
plaques d’une chambre à l’autre. Le vide dans la chambre de transfert et dans la chambre de 
chargement est assuré par une pompe primaire. 
- une chambre d’alignement équipée d’un laser afin d’orienter les substrats vis-à-vis de 
leur encoche (« notch »). 
- une chambre d’analyse de surface par XPS (X-ray photoelectron spectroscopy) 
permettant des caractérisations quasi in-situ sans que le substrat ne soit exposé à une 
atmosphère oxydante 
- 2 réacteurs de gravure: réacteur A et réacteur B 
- un ellipsomètre Jobin-Yvon UVISEL MWL-32 pour les mesures in-situ 
- un système de détection de fin d’attaque: « l’EyeD » de Verify Instrument. Celui-ci 
combine les techniques d’interférométrie et d’émission optique.  
 
                                   Figure III-18. Présentation de la plateforme de gravure Centura 5300 
  
Le réacteur DPS («Decoupled Plasma Source») est composé d’un réacteur à couplage 
inductif (ICP pour «inductively Coupled Plasma»). Le principe de fonctionnement de ce 
réacteur est présenté dans la  Figure III-19. Dans le réacteur DPS, une antenne enroulée autour 
d’un dôme cylindrique est alimentée par un générateur radiofréquence via une boite d’accord. 
Celle-ci permet, par le biais d’un système d’asservissement, de maintenir l’impédance vue par 
les générateurs à 50Ὼ. Le générateur permet de délivrer une puissance source comprise entre 
Ellipso in situ 
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200 et 1500W, à une fréquence de 12.56 MHz. La puissance source générée entraine la 
création du plasma à l’aide d’un couplage inductif de haute densité (de 1011 à 10
12
 ions.cm
-3
). 
Cette puissance permet également de contrôler la densité d’électrons dans l’enceinte et le flux 
ionique atteignant le substrat. 
 
Figure III-19. Schéma représentatif d'un réacteur de gravure DPS 
 
Un second générateur radiofréquence est relié au porte substrat (éléctrode) via une 
seconde boite d’accord. Ce générateur délivre une puissance d’autopolarisation comprise 
entre 0 et 250W à une fréquence de 13.56MHz. La particularité de ce générateur RF réside 
dans le fait qu’il est couplé de manière capacitive au substrat permettant ainsi de contrôler 
l’énergie des ions bombardant le substrat. Par ailleurs, on peut noter que les générateurs de 
puissance RF qui fournissent la puissance source et la puissance d’autopolarisation sont 
calibrés à des fréquences différentes afin d’éviter tout phénomène d’interférence. 
L’ellipsomètre utilisé permettant le suivi en temps réel du procédé de gravure est un 
ellipsomètre UVISEL MWL32 du groupe Horiba Jobin Yvon. Cet ellipsomètre est positionné 
dans la chambre de gravure DPS5300 et permet d’effectuer des mesures in-situ. Il s’agit d’un 
ellipsomètre à modulation de phase (cf chapitre I.2.2). 
Il est notamment composé :  
- d’un modulateur photoélastique (50KHz) stabilisé thermiquement. 
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- d’une source lumineuse à arc xénon de puissance 75W. Elle est maintenue fixe de 
façon à produire un faisceau incident sur l’échantillon de 62°. La taille du spot est 
de l’ordre de 2 mm x 3 mm. 
- D’un système d’acquisition multi longueur d’onde MWL32 (32 longueurs d’onde en 
parallèle) dans la gamme 250-826 nm avec une vitesse d’acquisition de 2 signatures 
par seconde en mode dynamique (soit une période d’acquisition de 500ms). Il est 
également possible d’effectuer des mesures en statique, pour mesurer des signatures 
sur la gamme 250-826 nm avec un pas d’échantillonnage plus petit, fixé par 
l’utilisateur.  
III.2.4.2 Résultats scattérométriques 
Afin de pouvoir valider la méthode neuronale en dynamique, il est nécessaire de 
confronter les résultats obtenus à une technique de caractérisation morphologique. Le 
protocole expérimental suivi est détaillé dans la Figure III-20.  
 
Figure III-20. Protocole expérimental de validation de la scattérométrie dynamique neuronale comprenant des 
mesures CD AFM systématiques 
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  5 plaques appartenant à un même lot sont gravées successivement dans les mêmes 
conditions.  La première est considérée comme la plaque témoin et les 4 autres ont été gravées 
à des temps différents (10s, 20s, 30s, 40s). A la fin de chaque étape de gravure, une mesure 
CDAFM (cf. paragraphe I.1.2.2) est conduite afin d’analyser le profil obtenu. Une mesure 
scattérométrique en dynamique est réalisée sur la dernière plaque (gravure pendant 40s)  et 
comparée ensuite avec les mesures obtenues par caractérisation CD AFM.  
Avant chaque étape de gravure, le réacteur DPS est nettoyé par l’utilisation d’un plasma 
à base d’un gaz SF6/O2 [ULA02] afin de se mettre toujours dans les mêmes conditions de 
gravure.  
Le plasma utilisé pour la gravure des résines est le plasma HBr/O2. Cette chimie est 
largement utilisée dans les procédés de « resist trimming » [PAR04*, PAR05]. Les conditions 
expérimentales utilisées lors de la gravure sont: HBr 100 sccm/O2 100sccm, Ps=300 W, 
Pbias=0 W, pression=10 mT. Ps et Pbias représentent respectivement la puissance RF injectée 
dans l’antenne source et la puissance RF du générateur de polarisation du substrat. 
La Figure III-21 présente les résultats de caractérisation par CD AFM obtenus aux 
différents temps de gravure définis dans la Figure III-20. Le profil présente des bords arrondis 
et des rugosités sur les flancs. Par conséquent, le profil géométrique sélectionné pour l’étude 
scattérométrique est le profil créneau à bord arrondi (Figure III-21). 
 
Figure III-21. Evolution du profil des lignes de la résine IM5010  lors de l’étape de gravure par plasma Hbr/O2 
obtenue par CD-AFM 
Au cours de la gravure, nous avons considéré que la couche de BARC pouvait 
partiellement être gravée par le plasma. Ainsi, un paramètre supplémentaire hrsup est introduit 
dans le modèle afin de prendre en compte ce phénomène. Le profil géométrique considéré en 
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cours de gravure (Figure III-22 droit) a donc été modélisé par 5 paramètres définis par 
CDtop,CDbottom, h, hrinf,hrsup.  
 
Figure III-22. (A gauche) Profil géométrique créneau à bord arrondi défini par 4 paramètres géométriques (CDtop, 
CDbottom, h, hr) correspondant à la structure avant gravure et (à droite) profil géométrique défini par 5 paramètres utilisés 
pour la modélisation de l’échantillon en cours de  gravure (CD top, CD bottom, h, hrsup, hrinf).  
Notons cependant que deux paramètres ne font pas partie des sorties du RN: CDtop fixé à 
0 et le paramètre hrsup puisque hrinf et hrsup sont reliés par la formule hrinf + hrsup= hrtotale. En 
effet sous la couche de résine la hauteur de BARC est constante à sa valeur fixée initialement 
soit 83 nm. Ainsi seule la connaissance de hrinf (par exemple) est nécessaire pour la définition 
du profil. Il faut noter que la hauteur déterminée par le CD-AFM correspond à la somme de la 
hauteur de résine et de BARC gravé soit htotale= h+ hrsup.  
Par ailleurs, le profil déterminé par le CD-AFM (Figure III-21) nous incite à penser que 
la longueur du plateau sur les sillons est extrêmement restreinte et ce, dès la première mesure. 
A cela notons que la scattérométrie est peu sensible au paramètre CDtop (cf chapitre II.4.2). 
Ainsi, le CDtop sera fixé à 0 dans la suite de l’étude. Le profil est donc parfaitement défini par 
la connaissance des 3 paramètres CDbottom, h et hrinf. 
En métrologie, il est difficile d’identifier un appareil de mesure qui puisse être qualifié 
de référence. Toutefois les outils de mesure à disposition, notamment le CD-AFM, sont 
fiables et permettent de détecter si les résultats obtenus avec d’autres techniques de 
métrologie sont proches ou non. On s’attend donc à obtenir une correspondance entre les 
valeurs CD-AFM et les valeurs calculées par RN, ceci pour les paramètres CDbottom et htotale. 
Le RN utilisé est composé d’une couche cachée de 15 neurones entrainé avec 9000 
échantillons différents. Cette architecture est le fruit d’une optimisation telle qu’exposée dans 
le chapitre II. Le spectre utilisé est composé de 32 longueurs d’onde (imposé par 
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l’appareillage de mesure) régulièrement espacées dans l’intervalle 1.5 eV à 6.5 eV. Les plages 
de variation utilisées lors de l’entrainement sont :  
20 nm<CDbottom<70nm 
 40 nm<h<130 nm 
60nm<hrinf<83nm 
La Figure III-23 (en vert) montre l’évolution temporelle des 3 paramètres 
géométriques (CDbottom, h, hrinf) calculés par RN au cours du procédé de gravure avec plasma 
Hbr/O2 et la Figure III-24 celle des paramètres reconstruits (hrsup, hrtotale, htotale). Les résultats 
des mesures du CD AFM concernant pour les paramètres CDbottom et htotale ont été rajoutés sur 
la même figure (points bleus). Rappelons que ces deux paramètres sont les seuls accessibles 
par caractérisation CDAFM et seront donc retenus pour effectuer la comparaison. En effet, le 
CD-AFM ne permet pas d’obtenir, de manière robuste et précise, la hauteur h ni hrinf. 
 Le plasma est déclenché à l’instant t=38s. Les différents temps de gravure 
(10s,20s,30s,40s) indiqués dans le protocole (Figure III-21) sont décomptés à partir de 
l’instant où le plasma se déclenche. Notons également que nous avons mentionné sur les 
figures les vitesses de gravure des différents matériaux calculées par intervalle de 10s. 
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Figure III-23. Evolution des paramètres géométriques du profil de ligne calculé par le RN (CDbottom, hauteur de 
résine h et hauteru de BARC non gravée hrinf) 
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Figure III-24.Evolution des paramètres géométriques reconstruit du profil de ligne (hauteur du pied de barc hrsup, 
hauteur barc totale hrtotale, hauteur totale du motif htotale)   
D’un point de vue absolu, on peut constater que  les valeurs obtenues par RN sont 
éloignées des valeurs du CD-AFM. Ceci est confirmé par les valeurs de la Table III-6 où l’on 
observe des écarts Δ importants entre les deux techniques, notamment pour le paramètre htotale 
à 10s (Δ=20,6nm). Les écarts notés sont supérieurs aux erreurs de mesures nanométriques que 
l’on peut tolérer par chacune des deux méthodes.                                         
D’un point de vue relatif, concernant l’allure globale des paramètres calculés par RN,  
on observe une évolution cohérente des paramètres pour un procédé de «resist trimming ». 
Les valeurs des paramètres sont stables jusqu’à l’instant t=38,25s, instant à partir duquel le 
plasma est déclenché. La hauteur (h) de résine est ensuite réduite ainsi que sa largeur 
(CDbottom) en fonction du temps. Le BARC (hrinf) semble également affecté par le procédé et 
sa hauteur est réduite. 
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Temps (s) 
 
CDbottom (nm) 
 
htotale (nm) 
 CD AFM RN Δ CD AFM RN Δ 
0 54 46,02 7,98 105 111,1 6,1 
10 45 48,07 3,07 87 107,6 20,6 
20 40 46,28 6,28 81 95,81 14,81 
30 37 39,71 2,71 76 80,76 4,76 
40 34 39,35 5,35 71 71 0 
Table III-6.Comparaison des résultats obtenue par RN et par mesures CD AFM pour le CD et la hauteur totale 
obtenue pour un procédé de réduction de côte de résine IM5010 par plasma Hbr/O2 
Pour les paramètres reconstruits, on observe l’apparition d’un pied de BARC (hrsup) tout 
en gardant une hauteur totale de BARC constante (hrtotale). La hauteur totale (htotale) suit 
l’évolution des paramètres présentés précédemment et diminue au cours du temps. 
 Au début de la gravure, le CDbottom obtenu par RN reste constant. Le régime stabilisé 
n’est pas encore atteint au cours de cette période et ceci peut expliquer l’absence de gravure. 
On note de manière globale que les vitesses de gravures de résine et du BARC sont 
cohérentes avec les résultats attendus [SIN02, PAR04,PAR05].  
Notons aussi que les indices de la résine IM5010, peuvent varier au cours de la gravure, 
notamment à l’allumage du plasma [ELK10]. Dans notre modèle, l’indice de la résine est 
supposé le même tout au long de la gravure.   
La Figure III-25 présente l’évolution au cours du temps de l’erreur rms calculée 
systématiquement sur les signatures reconstruites. Le suivi de cette valeur donne une idée sur 
la précision des résultats calculés par RN. La valeur d’erreur reste raisonnable et stable avant 
le début de la gravure. Ensuite, l’erreur augmente une première fois entre l’intervalle 40 s et 
60 s atteignant une valeur maximale de 0,16 à 48 s. Une deuxième augmentation est observée 
entre l’instant 60 s et 85 s avec une valeur maximale de 0,18 à 76s. Ce comportement de 
l’erreur traduit partiellement les écarts notés avec le CD-AFM.  
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Cette évolution peut aussi être expliquée par plusieurs facteurs. Une hypothèse consiste 
à envisager un changement de forme du profil au cours du procédé. Cependant, le suivi de 
l’évolution par CD-AFM (Figure III-21) permet d’écarter cette hypothèse puisque le profil 
semble conserver la forme arrondie tout au long du procédé. On devrait donc s’attendre à ce 
que l’erreur rms reste constante tout au long du process. Une autre hypothèse plausible pour 
expliquer la première augmentation de l’erreur réside dans le changement des indices des 
matériaux, respectivement de la résine et du BARC . 
 
Figure III-25. Evolution de l'erreur rms sur les signatures reconstruites pour le profil de ligne IM5010 sur BARC 
 Les écarts avec la méthode morphologique CDAFM suggère que les conditions de 
l’utilisation de la méthode scattérométrique doivent être mises en cause. Il est ainsi nécessaire 
de tenir compte de la variation d’indice de l’IM5010 et du BARC au cours du temps  dans le 
modèle utilisé ; ce qui n’a pas été fait durant cette thèse faute de temps.  
Rappelons  au cours de cette analyse que l’outil AFM a été considéré comme outil de 
référence auquel on compare nos résultats obtenus par scattérométrie. Or nous savons (cf. 
II.4.2) que cet outil comporte des sources d’erreur et qu’il peut être également mis en cause 
dans la démarche utilisée dans cette étude. Les écarts obtenus reflètent donc l’influence de 
l’erreur entrainée par le choix de l’AFM comme outil de référence.  
D’autre part, on note un écart important (ΔCD=8 nm  et Δhtotale=6 nm) entre les deux 
outils de mesure à l’instant t=38s, soit avant que le plasma se déclenche. Ceci montre que le 
changement d’indice des matériaux n’est pas le seul élément responsable de l’écart noté. Des 
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sources d’erreur peuvent aussi provenir du signal elliposmétrique acquis. En effet, des pertes 
de signal au-delà de 5,5eV ont été relevées sur l’appareil (fibre qui s’abime au cours du 
temps) pouvant  avoir des conséquences sur le signal, surtout s’il s’agit des informations dans 
l’UV. Une erreur sur la signature ellipsométrique induira à son tour  des variations sur les 
résultats scattérométriques. Il aurait été nécessaire de traiter le problème sans considérer cette 
partie du spectre ellipsométrique. (Considérer un spectre de 1.5 à 5.5eV uniquement).  
Pour mieux cerner la source du problème, il aurait été nécessaire de traiter le même cas 
avec la méthode des bibliothèques, déjà validée en dynamique. Ceci apporterait plus de 
lumière sur les sources éventuelles d’erreur et permettra de mieux évaluer l’outil 
scattérométrique neuronal en dynamique. Ce travail n’a pas pu être effectué par manque de 
temps. De même, il aurait été nécessaire de réaliser d’autres expériences en changeant les 
conditions du plasma, mais ceci n’a pas pu être réalisé en raison de pannes récurrentes sur 
l’équipement. Les résultats obtenus peuvent donc encore être améliorés pour obtenir une 
caractérisation plus précise par RN au cours du temps.  
III.3 Conclusion 
Ce chapitre a permis l’étude de l’outil scattérométrique neuronal pour le suivi in situ de 
procédé de gravure. L’utilisation de bibliothèques et de réseaux de neurones, a été comparée 
sur une étude statique et a montré de très bonnes performances. Ces deux méthodes ont ainsi 
prouvé qu’elles pouvaient répondre aux contraintes du temps réel (sans changement de forme 
de profil pour la bibliothèque). La validation de la voie neuronale a ensuite été menée sur une 
étude théorique puis sur un cas expérimental. Les résultats obtenus semblent montrer que les 
RN sont capables de suivre l’évolution d’un procédé de gravure. Ils nécessitent cependant une 
certaine expérience pour définir l’architecture optimale. 
 Ces travaux ont permis la mise en place des fondements de la caractérisation 
scattérométrique par voie neuronale pour une application temps réel. Des travaux futurs 
permettront de prendre en compte l’ensemble des contraintes du temps réel sur les matériaux 
et  d’apprécier ainsi les potentialités de l’outil neuronal pour une caractérisation précise des 
motifs en temps réel. Par exemple, il serait intéressant de considérer l’évolution de l’indice de 
résine 193 et du BARC dans le modèle utilisé. De plus, des outils de caractérisation plus 
précis, comme le FIB-STEM, peuvent être mis en place pour obtenir un degré de précision 
maximale.  
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Conclusion 
 
Ces travaux de thèse s’inscrivent dans le cadre du développement d’un outil de 
métrologie par voie optique pour le suivi en temps réel de procédés dynamiques. 
L’application visée ici concerne la microélectronique et les procédés de gravure utilisés lors 
de la fabrication des structures de taille nanométrique. Des précédents travaux, utilisant la 
méthode des bibliothèques, avaient montré la compatibilité de cette technique avec les 
contraintes des mesures en temps réel. En effet, la scattérométrie est reconnue pour être non 
destructive, non invasive et applicable in-situ. La méthode des bibliothèques possède 
néanmoins des contraintes en terme de temps de construction, d’espace mémoire et de 
flexibilité dans l’évolution du profil. Il est donc apparu nécessaire de confronter cette 
technique avec un outil mathématique prometteur pour la résolution de ce type de 
problématique : Les réseaux de neurones artificiels. 
Les réseaux de neurones artificiels ont déjà été utilisés pour une caractérisation en 
statique de réseaux périodiques de taille nanométrique et ces travaux de thèse ont permis 
d’évaluer leur potentiel pour la scattérométrie dynamique. Les résultats obtenus incitent à 
poursuivre les recherches dans cette voie.  Ce manuscrit, composé en trois parties, rappelle le 
principe de cette méthode neuronale et expose comment elle peut être mise à profit dans le 
cadre de la scattérométrie dynamique tout en confrontant les résultats avec ceux obtenus par 
la méthode des bibliothèques. 
Dans la première partie, les différentes techniques de métrologie utilisées pour 
caractériser des composants nanométriques ont été présentées. On peut distinguer 2 grandes 
familles de techniques.  Les techniques morphologiques, effectuant une mesure directe des 
profils locaux, sont efficaces pour une caractérisation statique mais ne sont pas adaptées pour 
des mesures à l’intérieur même des équipements spécifiques des procédés visés. La 
scattérométrie, dont le principe repose sur une mesure indirecte sur des motifs uniquement 
périodiques, possède quant à elle des atouts pour le suivi temps réel. Différents types de 
montages expérimentaux (ellipsométrique ou réflectométrique) permettent de mesurer la 
réponse optique, véritable signature de l’échantillon, à partir de laquelle sont extraites les 
informations structurales correspondantes. Ainsi, différents algorithmes de résolution de 
problème inverse existent. Les méthodes d’optimisation classique permettant de comparer 
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itérativement la mesure expérimentale et les résultats issus d’un modèle paramétrique ne sont 
pas adaptées au temps réel principalement à cause de leur variabilité de convergence et leur 
lenteur d’utilisation. Les outils fondés sur la méthode des bibliothèques et des réseaux de 
neurones artificiels, permettent une résolution quasi-instantanée du problème inverse et se 
présentent donc comme de véritables atouts pour le temps réel. La première partie a ainsi 
permis d’exposer les différents éléments nécessaires pour comprendre la problématique 
développée dans cette thèse visant à développer une technique de scattérométrie dynamique 
neuronale. 
La seconde partie a été consacrée aux réseaux de neurones artificiels et plus 
particulièrement à leur application dans le cadre précis de la scattérométrie statique de réseaux 
périodiques. Les réseaux de neurones permettent de modéliser le comportement d’un système 
physique, à condition de disposer de suffisamment d’exemples décrivant ce phénomène. Ils 
sont composés d’un assemblage de petites entités mathématiques, les neurones, disposés 
suivant un ordre préétabli, l’architecture, propre à chaque problème. Ils nécessitent deux 
phases: une étape d’entrainement plus ou moins longue, apprenant itérativement la relation 
entre les signatures optiques et les paramètres géométriques issus d’un corpus prédéfini et une 
phase de traitement quasi instantanée, où il associe à une signature inconnue mesurée les 
paramètres géométriques correspondants. Chaque RN entrainé nécessite l’évaluation des 
performances pour trouver l’architecture optimale, qui sera choisie en fonction du problème 
traité. Les résultats obtenus montrent que la scattérométrie neuronale permet d’obtenir des 
résultats précis et robustes, comparables aux techniques morphologiques et autres algorithmes 
de résolution de problème inverse. Nous avons également souligné le fait que le choix du 
modèle neuronal résultant du compromis entre une large gamme d’étude et une bonne 
précision doit être fixé selon les priorités du technologue.  
La dernière partie concernait la validation de la voie neuronale pour le temps réel. Une 
comparaison du comportement de deux méthodes applicables au temps réel, bibliothèque et 
RN a été réalisée en mode statique afin de définir leurs spécificités. Les résultats obtenus avec 
les deux méthodes sont très encourageants. La méthode des bibliothèques résiste bien au bruit 
de mesure mais nécessite des bibliothèques très grandes pour garantir une bonne précision. 
Les RN donnent de bonnes performances avec peu d’échantillons mais nécessitent du temps 
et une certaine expérience pour le choix optimale de l’architecture. Les deux méthodes 
répondent parfaitement aux exigences du temps réel, mais les réseaux de neurones sont 
incontournables dans le cas où il faut considérer un changement de type de profil, et donc de 
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représentation des motifs, en cours de procédé. Une étude expérimentale de suivi de procédé 
de « resist trimming » en temps réel a été menée par voie neuronale. Elle consistait à observer 
l’évolution d’un motif de résine lors de l’étape de réduction des dimensions. Les résultats ont 
été comparés avec ceux obtenus par CD-AFM, considéré pour cette étude comme la mesure 
de référence. Les résultats de comparaison entre les deux méthodes montrent une évolution 
d’ensemble semblable mais présentent cependant des différences ponctuelles notables, ce qui 
ne permet pas de tirer encore de conclusions sur la validité de la méthode neuronale pour le 
suivi en temps réel de procédé. Cependant les allures des évolutions des paramètres mesurés 
avec la scattérométrie par réseaux de neurones sont physiquement cohérentes et semblent 
montrer que les RN répondent à toutes les exigences du temps réel et peuvent être appliqués 
dans ce cadre-là. Cette étude comparative mérite d’être poursuivie en considérant une autre 
technique de métrologie comme référence. En effet un outil comme le FIB SEM, bien que 
plus lourd à mettre en place, devrait donner des mesures plus proches du véritable profil et 
pourrait mettre en avant certaines limitations induites par l’utilisation du CD AFM. 
Ces travaux de thèse constituent une première brique dans l’utilisation des RN pour un 
contrôle in-situ  et en temps réel de procédé. Cette méthode a été testée sur un cas proche des 
contraintes industrielles. Elle est attendue dans le domaine, notamment pour des cas plus 
complexes, comme le changement de modèle en cours de procédé. Deux perspectives à ce 
travail peuvent être proposées: 
La première consiste à continuer l’évaluation de l’apport des RN en dynamique pour le 
suivi de procédé en temps réel.  En utilisant des outils de caractérisation plus précis comme le 
FIB SEM, puis en considérant l’évolution de l’indice de résine dans le modèle, des résultats 
plus précis peuvent être obtenus. 
La seconde étude consiste à développer une technique  basée sur les RN qui permet de 
détecter le changement de profil. En effet les RN sont capables de remplir cette tâche à partir 
de l’analyse de la signature mesurée. Le RN est alors utilisé en mode classifieur, c'est-à-dire 
qu’il est capable de déterminer la forme géométrique du profil sous test parmi plusieurs 
modèles utilisés dans la phase d’apprentissage. Une extension de cette étude sera de 
considérer une caractérisation exclusivement neuronale. Deux RN sont utilisée dans ce cas : 
un premier est utilisé pour détecter la forme du profil (créneau, trapèze, arrondi..) par 
classification, le second permettra une caractérisation paramétrique comme exposé dans nos 
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travaux. Ceci fait actuellement l’objet d’une nouvelle thèse qui permettra d’évaluer les 
apports des RN pour les profils changeant de forme au cours de procédé.  
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  Annexe I. Les différentes techniques de lithographie 
La lithographie optique [THO83] a été un facteur clé pour diminuer la dimension des 
motifs dans l’industrie microélectronique. Elle consiste à déposer dans un premier temps une 
couche de polymère photosensible (résine) sur le substrat. Le faisceau lumineux passe à 
travers un masque pour reproduire le motif sur la résine par insolation, modifiant ainsi les 
propriétés de solubilité de la résine. Ainsi, après révélation dans un développeur (solution 
basique), la zone exposée va subsister (résine négative) ou être éliminée (résine positive) 
(Figure I-1). 
 
Figure I-1.Insolation et développement d'une résine positive et négative  
La plaque de silicium est alors recouverte des motifs qui sont l’image du masque à 
travers un système optique permettant de réduire la taille du motif d’un facteur égale à quatre 
(Figure I-2)  
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Figure I-2. Principe de la lithographie optique par projection 
On peut déterminer la résolution maximale de cette technique grâce à l’équation de 
Rayleigh : 
𝑅 =
𝑘𝜆
𝑂𝑁
                                                                                
𝜆 est la longueur d’onde d’insolation (la longueur d’onde de 193 nm est de nos jours 
utilisée dans l’industrie de la microélectronique). K est un facteur dépendant du procédé 
technologique mis en place et qui varie entre 0,6 et 0,8. Il prend en compte la qualité du 
masque, des éléments du système optique et de la résine. ON, l’ouverture numérique de 
l’optique de projection, est dérivée de l’équation suivante : 
    
𝑂𝑁 = 𝑛 sin (𝛼)
𝑘𝜆
𝑂𝑁
                                                             
Où  𝛼 est le demi-angle maximum d’ouverture de l’objectif et n l’indice de réfraction du 
milieu où se trouve le système optique. 
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L’industrie de la microélectronique a vu se développer des variantes de la lithographie 
optique : la lithographie en ultraviolet extrême (ou EUV pour le terme Anglais Extreme Ultra 
Violet) [GWY98], utilisant la longueur d’onde de 13,5 nm.  
On peut citer également la lithographie par immersion [LIN06] qui permet d’améliorer 
la résolution en augmentant l’ouverture numérique par introduction d’un liquide entre le 
système optique de projection et l’échantillon.  
La lithographie par faisceau d’éléctrons [BEA75] est une technique alternative à la 
lithographie optique. Elle  met en place un faisceau d’électron pour balayer la surface de la 
résine. Les motifs sont formés sur une résine électrosensible. Cette technique permet 
d’atteindre une résolution importante car elle n’est pas limitée par la longueur d’onde. Cette 
technique est adaptée pour de faibles volumes de production en raison de son très faible 
rendement lié au fait que l’exposition a lieu point par point dans la résine. 
Certaines imperfections peuvent apparaître lors de l’étape de lithographie et entrainer 
quelques défauts sur le motif. Pour l’échantillon traité dans la partie II.4.2, composé d’un 
empilement de résine IM5010 sur du BARC sur Si, le profil supposé par le fabricant est un 
profil créneau. Après caractérisation par CDAFM et par scattérométrie, le profil présente des 
arrondis au sommet (figure II-34). Ceci est dû à l’étape de fabrication technologique par 
lithographie. En effet, l’interaction photon résine n’est pas parfaite et peut faire apparaitre des 
imperfections comme les arrondis.  
La lithographie par nanoimpression [CHO95] est une méthode simple adaptée pour la 
fabrication de structures nanométrique. Cette méthode consiste à dupliquer des motifs 
contenus sur un moule dans une couche de résine déposée sur un substrat à graver. (Figure 
I-3)  
Le moule étant fabriqué par les techniques de lithographie standards. Il existe deux 
grand type de nanoimpression : la nanoimpression thermique et la nanoimpression assistée par 
ultraviolet (UV-NIL pour l’acronyme anglais Ultra Violet curing Nanoimprint lithography). 
Dans la première technique, un moule contenant les motifs à reproduire est pressé dans 
le polymère chauffé au-delà de sa température de transition visqueuse. Le polymère se 
déforme bien à cette température car il est visqueux. L’ensemble est refroidi et le moule est 
retiré, transférant ainsi les motifs dans le polymère. Une couche résiduelle est laissée au fond 
des motifs pour éviter tout contact entre le moule et le substrat. 
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Figure I-3. Principe de la lithographie par nanoimprint thermique 
L’UV-NIL est une évolution de la nanoimpression  thermique [COL99]. Un moule 
transparent et une résine photosensible fluide à température ambiante, sont utilisés. Le moule 
et la résine sont mis en contact par l’application d’une faible pression. La fluidité de la résine 
permet à celle-ci de remplir la cavité du moule. La résine est exposée à un faisceau UV à 
travers le moule, ce qui entraine sa polymérisation. La couche de résine résiduelle au fond des 
motifs est éliminée, après démoulage, grâce à une étape de gravure. Le principe de cette 
technique est détaillé dans la référence [MAS12].  
L’avantage de la nanoimpression thermique et qu’elle n’est pas limité par la diffraction, 
la diffusion ou l’interférence de l’onde dans le polymère vue qu’elle n’utilise aucun faisceau 
énergétique.  
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Annexe 2. La scattérométrie réfléctométrique 
2.1 La réflectométrie goniométrique  
 En réflectométrie goniométrique [RAY95], l’intensité de l’onde réfléchie par 
l’échantillon est mesurée en fonction de l’angle d’incidence θi dans un ou plusieurs ordres de 
diffraction.  
Le principe repose sur la mesure du coefficient de réflexion en intensité R qui est le 
rapport entre l’intensité réfléchie Ir et l’intensité incidente I0:  
𝑹 =
𝑰𝒓
𝑰𝟎
= |𝒓𝟐 |                                                                  
Ce coefficient dépend donc fortement des conditions d’excitation (θi , λ) et de la nature 
des matériaux considérés (indices optiques), mais également de la structure (période, forme 
etc…) ; Il constitue donc une signature de l’échantillon, de la même façon que ψ et Δ en 
ellipsométrie. La différence fondamentale entre les 2 mesures concerne la non-prise en 
compte pour la réflectométrie de la modification de phase induite par la réflexion de l’onde 
sur l’échantillon. 
Cette technique utilise généralement une seule longueur d’onde et un angle 
d’incidence θi  variable. Un exemple de montage a été utilisé par [ROB02*]. Une source laser  
(λ=670 nm) traverse différents systèmes optiques dont un polariseur pour le choix de la 
polarisation TE ou TM. L’onde est ensuite divisée en deux :l’une, servant de référence, sera 
collectée par un photodétecteur et l’autre constitue le faisceau incident sur l’échantillon. Ce 
dernier peut tourner autour d’un axe vertical permettant de se positionner dans les conditions  
d’incidence données. Les efficacités des ondes diffractées (pourcentage d’intensité de l’onde 
diffractée par rapport à l’onde incidente) sont mesurées par un détecteur pivotant afin de 
récolter les différents ordres de diffraction.  
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Figure II-1. Dispositif expérimental pour la mesure de signature optique par réflectométrie goniométrique 
[ROB02*] 
La signature optique est dans ce cas composée des efficacités de diffraction dans les 
différents ordres mesurés à partir de plusieurs angles d’incident θi pour une longueur d’onde 
fixée.  
2.2  Réflectomètre à angle d’incidence normal 
La réflectométrie spectroscopique à angle d’incidence normal [HOL02, MAI01] 
fonctionne sur le même principe que la réflectométrie goniométrique, mais avec un angle 
d’incidence θi nul. Par contre, la signature est cette fois-ci mesurée pour plusieurs longueurs 
d’onde. Comme c’est le cas de toutes les méthodes réflectométriques, une onde incidente est 
séparée en deux parties (Figure II-2). Une partie sert de référence et l’autre partie est 
transmise vers l’échantillon via le polariseur. L’onde diffractée à l’ordre 0 est récupérée et 
redirigée vers le spectromètre pour la mesure du coefficient R. Le polariseur permet de 
sélectionner la polarisation incidente et donc de mesurer les grandeurs Rp et Rs ; on parle de 
signatures refléctométriques.  
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Figure II-2. Réflectomètre à angle d'incidence normal [ELK10] 
Le principal avantage de ce système optique réside dans le fait qu’il est facile à mettre 
en œuvre in-situ. En effet, il existe en mode spectroscopique et en mode cinétique. Les 
conclusions sont donc les mêmes que pour l’ellipsomètre en terme de temps de mesure.  
Toutefois, ne possédant pas ce type d’équipement au sein du laboratoire, nous n’avons pu 
faire des mesures reflectométriques. Nous avons orienté nos travaux expérimentaux sur des 
mesures ellipsométriques. 
 
 
