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Resumen: Este art´ıculo describe una metodolog´ıa de construccio´n de WordNets
que se basa en la traduccio´n automa´tica de un corpus en ingl´es desambiguado por
sentidos. El corpus que utilizamos esta´ formado por las propias glosas de WN 3.0
etiquetadas sema´nticamente y por el corpus Semcor. Los resultados de precisio´n son
comparables a los obtenidos mediante me´todos basados en diccionarios bilingu¨es
para las mismas lenguas. La metodolog´ıa descrita se esta´ utilizando, en combinacio´n
con otras estrategias, en la creacio´n de los WordNets 3.0 del espan˜ol y catala´n.
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Abstract: This paper describes a methodology for the construction of WordNets
based on machine translation of an English sense tagged corpus. We use the Semcor
corpus and the WordNet 3.0 sense tagged glosses as a corpus. Precision results are
comparable to those obtained by methods based on bilingual dictionaries for the
same languages. This methodology is being used for the construction of the Spanish
and Catalan WordNets 3.0 in combination with other strategies.
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1. Introduccio´n
WordNet (Fellbaum, 1998) es una base
de conocimiento le´xico del ingle´s que or-
ganiza los sustantivos, verbos, adjetivos y
adverbios en conjuntos de sino´nimos que
reciben el nombre de synsets. Cada synset
representa un concepto lexicalizado en in-
gle´s, y se conecta a los otros synsets me-
diante relaciones sema´nticas (hiponimia, an-
tonimia, meronimia, troponimia etc.). Cada
synset tiene asignada tambie´n una glosa o
definicio´n. WordNet se ha convertido en un
recurso esta´ndar en todo tipo de investiga-
ciones y aplicaciones sema´nticas en el a´rea
del Procesamiento del Lenguaje Natural.
El WordNet ingle´s es libre y se puede
descargar de su pa´gina web de la Universidad
de Princeton1 (en el resto del art´ıculo denom-
inaremos a este WordNet PWN - Princeton
∗ Este trabajo se ha llevado a cabo dentro del
proyecto Know2 Language understanding technologies
for multilingual domain-oriented information access
(MICINN, TIN2009-14715-C04-04).
1http://wordnet.princeton.edu/
WordNet). La versio´n actual es la 3.0, lanza-
da en diciembre de 2006.
Diversos proyectos han desarrollado word-
nets para otras lenguas: EuroWordNet
(Vossen, 1998) inicialmente para holande´s,
italiano, espan˜ol y la expansio´n y mejora
del ingle´s, y en una extensio´n del proyecto
para alema´n, france´s, estonio y checo; Balka-
net (Tufis, Cristea, y Stamou, 2004) para
bu´lgaro, griego, rumano, serbio y turco y
RusNet (Azarova et al., 2002) para el ruso,
entre otros. En la pa´gina web de la Global
WordNet Association2 podemos ver una lista
exhaustiva de los WordNets disponibles para
diversas lenguas.
Muchos de los WordNets disponibles esta´n
sujetos a licencias comerciales. Nuestro tra-
bajo se engloba en un proyecto cuyo objetivo
es desarrollar la versio´n 3.0 para el castellano
y catala´n y distribuirla con una licencia li-
bre (GNU GPL). Para ello se aplicara´ una
metodolog´ıa basada en la traduccio´n au-
2http://www.globalwordnet.org
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toma´tica, que se describe con detalle en 3.
En 4 presentamos la evaluacio´n de los me´to-
dos y finalmente en 5 las conclusiones y el
trabajo futuro.
2. Estrategias de construccio´n de
WordNets
En esta seccio´n repasaremos algunas
te´cnicas que se han utilizado para constru-
ir WordNets para diversas lenguas distintas
del ingle´s. Se pueden distinguir dos aproxi-
maciones generales para la construccio´n de
WordNets (Vossen, 1998):
Estrategia de combinacio´n (merge
model): se genera una ontolog´ıa propia
para la lengua de llegada, con sus pro-
pios niveles y relaciones. Posteriormente
se generan las relaciones interlingu¨´ısticas
de este WordNet con PWN.
Estrategia de expansio´n (expand
model): se traducen las variants asoci-
adas a los synsets de PWN, utilizando
diccionarios bilingu¨es u otras estrategias.
Posteriormente se revisa si las relaciones
entre synsets impuestas por la estruc-
tura de PWN son va´lidas para la lengua
de llegada. No es necesario estable-
cer relaciones interlingu¨´ısticas porque el
WordNet local y PWN son paralelos.
Cada una de estas estrategias presen-
ta una serie de ventajas e inconvenientes
(Vossen, 1996). Por un lado, la estrategia
de expansio´n es ma´s sencilla desde un pun-
to de vista te´cnico y garantiza un grado
mayor de compatibilidad entre los Word-
Nets de las diferentes lenguas. Por contra, los
WordNets desarrollados mediante esta te´cni-
ca esta´n demasiado influenciados por PWN y
contendra´n todos sus errores y deficiencias es-
tructurales. La estrategia de combinacio´n es
ma´s compleja desde el punto de vista te´cnico,
pero permite un aprovechamiento ma´s direc-
to de las ontolog´ıas y tesauros existentes.
2.1. Construccio´n de los primeros
WordNets del espan˜ol y el
catala´n
Las respectivas construcciones de los
WordNets 1.5 del espan˜ol (Atserias et al.,
1997) y el catala´n (Ben´ıtez et al., 1998), los
primeros que existieron en dichas lenguas,
siguieron una metodolog´ıa pra´cticamente
ide´ntica, que se puede clasificar como de
expansio´n, ya que fundamentalmente con-
sistio´ en la traduccio´n de las variants corre-
spondientes a los synsets del PWN. En este
apartado daremos algunos detalles sobre la
construccio´n de estos WordNets, ya que estas
primeras versiones son los puntos de partida
de la construccio´n de las versiones posteri-
ores. Nos centraremos en los conceptos nom-
inales, ya que los verbales se desarrollaron de
una manera manual y los adjetivos y adver-
bios no se desarrollaron en las primeras ver-
siones.
Los conceptos nominales se han genera-
do automa´ticamente a partir de diccionar-
ios bilingu¨es. Para evaluar los resultados se
dividieron los synsets, palabras inglesas y
palabras espan˜olas3 atendiendo a dos rela-
ciones: la relacio´n palabra inglesa - synset y
la relacio´n palabra espan˜ola - palabra inglesa.
As´ı, atendiendo a la relacio´n palabra inglesa
- synset se pueden considerar dos grupos:
Las palabras inglesas monose´micas, que
son aquellas que esta´n asignadas a un
u´nico synset.
Las palabras inglesas polise´micas, que
son aquellas que esta´n asignadas a ma´s
de un synset.
Atendiendo a la relacio´n palabra espan˜ola
- palabra inglesa se pueden distinguir cuatro
grupos:
Grupo 1. Palabras espan˜olas que tienen
una u´nica traduccio´n a una palabra in-
glesa, y que a su vez esta palabra inglesa
tiene so´lo una u´nica traduccio´n a la mis-
ma palabra espan˜ola.
Grupo 2. Palabras espan˜olas que tienen
ma´s de una traduccio´n a diversas pal-
abras inglesas, pero todas estas palabras
inglesas se traducen por la misma pal-
abra espan˜ola.
Grupo 3. Palabras espan˜olas que se tra-
ducen a una u´nica palabra inglesa, pero
esta palabra inglesa se traduce por ma´s
de una palabra espan˜ola.
Grupo 4. Palabras espan˜olas que se tra-
ducen a ma´s de una palabra inglesa y a
su vez cada una de estas palabras ingle-
sas se traducen por ma´s de una palabra
espan˜ola.
3O catalanas, ya que la metodolog´ıa utilizada para
las dos lenguas son pra´cticamente ide´nticas
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Como resultado se obtienen 8 grupos de
tres elementos palabra espan˜ola - palabra in-
glesa - synset. Adicionalmente se aplico´ un
criterio denominado de variant que enlaza di-
rectamente palabras espan˜olas a synsets. Este
enlace se establece en los casos en los que un
synset tiene asignadas dos o ma´s variants en
PWN y estas variants tienen como traduccio´n
la misma palabra espan˜ola.
En los art´ıculos citados se pueden encon-
trar resultados detallados de precisio´n para
cada uno de los grupos. En resumen, para el
castellano obtenemos precisiones que van del
54.5% para el grupo polise´mico 4 al 97.6%
para el grupo monose´mico 2. Para el catala´n
las precisiones van del 58% para el grupo po-
lise´mico 3 al 92% para el grupo monose´mico
1.
2.2. Usos de traduccio´n
automa´tica para la
construccio´n de WordNets
En este apartado se muestran sucinta-
mente dos trabajos relacionados con Word-
Net que utilizan traduccio´n automa´tica de
corpus etiquetados sema´nticamente: la con-
struccio´n del WordNet macedonio y el
proyecto BabelNet que enlaza pa´ginas de la
Wikipedia con synsets del PWN.
En la construccio´n del WordNet macedo-
nio (Saveski y Trajkovski, 2010) se ha uti-
lizado como fuente de informacio´n princi-
pal un diccionario bilingu¨e ingle´s - macedo-
nio. Cuando las entradas son monose´micas
la relacio´n synset - palabra macedonia se
puede establecer directamente. En los caso
de polisemia esta asignacio´n se puede reducir
a un problema de desambiguacio´n de senti-
dos (WSD - Word Sense Disambiguation).
Los autores utilizan la propuesta de (Dagan
y Itai, 1994) que se basa en el hecho de que
una palabra determinada tiende a coapare-
cer ma´s en un corpus de gran taman˜o con
las palabras de categor´ıa abierta de su propia
definicio´n que con otras palabras. En el caso
del macedonio los autores se encontraban con
dos problemas: (i) el diccionario utilizado no
dispon´ıa de definiciones; y (ii) no existe un
corpus monolingu¨e de gran taman˜o para el
macedonio. El primer problema lo solucionan
traduciendo las glosas de PWN al macedo-
nio utilizando Google Translate, de esta man-
era, las glosas traducidas hacen la funcio´n de
definicio´n. El segundo problema lo solucio-
nan utilizando la web como corpus a trave´s
de la Google Similarity Distance (Cilibrasi y
Vitanyi, 2007). Esta distancia entre una pal-
abra o frase x y una palabra o frase y se calcu-
la a partir de los resultados de las bu´squedas
a Google de x, de y y de una consulta que
incluya a x e y.
El objetivo de BabelNet (Navigli y
Ponzetto, 2010) es crear una red sema´nti-
ca de grandes dimensiones integrando el
conocimiento lexicogra´fico de WordNet con el
conocimiento enciclope´dico de la Wikipedia.
Una vez realizada esta integracio´n y dado
que las pa´ginas de la Wikipedia tienen en-
laces interlingu¨´ısticos, se puede establecer la
relacio´n para todas las lenguas que dispongan
de la entrada dada. As´ı pues, si disponemos
de una relacio´n entre el synset s y la entrada
de la Wikipedia en ingle´s weng, mediante los
enlaces interlingu¨´ısticos podemos establecer
esta misma relacio´n para el resto de lenguas
que dispongan de la entrada correspondiente:
wspa, wfra, etc. Si una lengua determinada no
dispone de la entrada equivalente a weng, los
autores utilizan el sistema de traduccio´n au-
toma´tica Google Translate para traducir una
serie de oraciones que contengan las variants
del synset s. Estas oraciones las toman del
corpus desambiguado Semcor (Miller et al.,
1993) y de frases de la Wikipedia que con-
tienen enlaces a la pa´gina correspondiente
a weng. Una vez realizada la traduccio´n au-
toma´tica, se identifica la traduccio´n ma´s fre-
cuente y se incluye en BabelNet.
3. Nuestra aproximacio´n. Parte
experimental
En nuestro trabajo presentamos y eval-
uamos una metodolog´ıa de construccio´n de
WordNets basada en traduccio´n automa´tica
de corpus etiquetados sema´nticamente con
los synsets de PWN 3.0. En primer lugar
describiremos los recursos y herramientas
utilizados y a continuacio´n la metodolog´ıa
propiamente dicha.
3.1. Recursos lingu¨´ısticos
Para llevar a cabo los experimentos nece-
sitamos disponer de un corpus lingu¨´ıstico
en ingle´s que este´ etiquetado y desambigua-
do sema´nticamente. Las etiquetas utilizadas
deben ser los propios synsets del PWN. Ex-
isten dos recursos libres que pueden cumplir
perfectamente esta funcio´n:
Construcción de los WordNets 3.0 para castellano y catalán mediante traducción automática de corpus anotados semánticamente
295
El corpus Semcor4 (Miller et al., 1993).
Las propias glosas del PWN 3.0 etique-
tadas sema´nticamente5.
3.2. Herramientas utilizadas
3.2.1. Sistemas de traduccio´n
automa´tica
En este trabajo utilizamos dos sistemas de
traduccio´n automa´tica:
Google Translate6 que nos permite tra-
ducir del ingle´s al castellano y al catala´n.
Sistema de traduccio´n automa´tica de
Microsoft7 que nos permite traducir del
ingle´s al castellano.
As´ı, para el par de lenguas ingle´s-
castellano dispondremos de dos sistemas de
traduccio´n automa´tica, mientras que para
el catala´n u´nicamente dispondremos de uno.
Ambos sistemas son estad´ısticos y trabajan a
partir de corpus de gran taman˜o.
3.2.2. Ana´lisis morfosinta´ctico
Todas las oraciones del corpus, tanto orig-
inales como traducidas, se han etiquetado
morfosinta´cticamente utilizando la librer´ıa
Freeling (Padro´ et al., 2010a).
3.3. Metodolog´ıa
La hipo´tesis de trabajo es que estos sis-
temas de traduccio´n automa´tica realizan una
seleccio´n le´xica adecuada y permiten desam-
biguar sentidos del original. No hemos re-
alizado una comprobacio´n exhaustiva de es-
ta hipo´tesis, pero hemos comprobado algu´n
caso aislado. Un posible ejemplo es la pal-
abra inglesa wood que pueden significar, en-
tre otros, madera o bosque (correspondi-
ente a los synsets del PWN 15098161-n (the
hard fibrous lignified substance under the bark
of trees) y 08438533-n (the trees and other
plants in a large densely wooded area) respec-
tivamente). Si tomamos una frase en ingle´s
correspondiente al primer sentido, por ejem-
plo:
This house is made of wood.
obtenemos las siguientes traducciones con los
sistemas utilizados:
4http://www.cse.unt.edu/ rada/downloads.html
5http://wordnet.princeton.edu/glosstag.shtml
6http://translate.google.com
7http://www.microsofttranslator.com/
Esta casa es de madera.
Esta casa esta´ hecha de madera.
Aquesta casa e´s de fusta.
Y si tomamos una frase correspondiente al
segundo sentido:
He got lost in the wood beyond Seattle.
obtenemos las siguientes traducciones con los
sistemas utilizados:
Se perdio´ en el bosque ma´s alla´ de Seattle.
Se perdio´ en el bosque ma´s alla´ de Seattle.
Es va perdre en el bosc me´s enlla` de Seattle.
Vemos, pues, que los sistemas utilizados
pueden realizar la seleccio´n le´xica adecuada-
mente al menos en algunos casos. El me´todo
de evaluacio´n descrito en 4 es un me´todo in-
directo de comprobacio´n de la adecuacio´n y
efectos de la hipo´tesis.
As´ı pues, el procesamiento de los recur-
sos con las herramientas descritas nos per-
mite obtener:
Corpus equivalentes en ingle´s, castellano
y catala´n etiquetados morfosinta´ctica-
mente.
Un conjunto de ı´ndices que relacionan
synsets de PWN 3.0 con las oraciones
del corpus donde aparecen.
Esto nos permite obtener para cada lengua
todas las oraciones en las que aparece un
determinado synset. Adema´s, al estar estas
oraciones etiquetadas morfosinta´cticamente
podemos aplicar diversos algoritmos que nos
permitan obtener la variant ma´s probable de
un determinado synset en cualquiera de las
lenguas. A continuacio´n presentamos dos de
estos algoritmos, los cuales presentan dos lim-
itaciones:
So´lo detectan como variant unidades
le´xicas simples.
So´lo detectan una variant por synset.
Ambas limitaciones se tratara´n en poste-
riores versiones de los algoritmos.
3.3.1. Algoritmo A
El primer algoritmo funciona de la sigu-
iente manera:
Se toman todos los synsets presentes en
el corpus ordenados por frecuencia de
aparicio´n, empezando por el ma´s fre-
cuente.
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Para cada synset se obtienen subcor-
pus (analizados morfosinta´cticamente)
formados por todas las oraciones en
que´ e´ste aparece, en la lengua deseada
y si es traduccio´n, con el traductor au-
toma´tico que especifiquemos.
El lema ma´s frecuente de este subcorpus
que comparta categor´ıa gramatical con
el synset que estamos tratando es elegido
como resultado, es decir, como variant
apropiada para el synset.
Por ejemplo: el synset animal.n.01 aparece
477 veces en el corpus ingle´s y una vez apli-
cado el algoritmo los candidatos a variant en
castellano con sus frecuencias son:
animal:463;planta:76;especie:21;
forma:20;ser:19;ave:19...
por lo que tomaremos animal como variant
correspondiente en castellano.
Por su parte, el synset hold.v.01, con una
frecuencia de 291 ofrece los siguientes resul-
tados:
ser:27;mantener:25;tener:17;haber:16;
estar:12;celebrar:11;decir:6...
En consecuencia, en este caso tomaremos, de
manera erro´nea ser como variant correspon-
diente.
3.3.2. Algoritmo B
Este algoritmo funciona exactamente
igual que el A, pero se toma u´nicamente la
propuesta ma´s frecuente si su frecuencia es
como mı´nimo el doble que la del siguiente
candidato. En caso contrario, no se obtiene
ningu´n resultado para el synset. Este margen
del 100% de distancia se ha tomado a par-
tir de unos experimentos que han demostrado
que ofrecen un buen compromiso entre pre-
cisio´n y cobertura.
4. Evaluacio´n
En este apartado presentamos los resulta-
dos de la evaluacio´n de los algoritmos presen-
tados en la seccio´n anterior. Cada uno de los
algoritmos se evalu´a independientemente y se
realiza una evaluacio´n para cada una de las
tres lenguas:
Ingle´s: aplicamos los algoritmos con el
objetivo de valorar los resultados que se
obtendr´ıan con un sistema de traduccio´n
automa´tica perfecto, ya que el ingle´s es
la lengua original.
Espan˜ol: dado que disponemos de dos
sistemas de traduccio´n automa´tica, eval-
uaremos los resultados para cada sis-
tema y para una combinacio´n de ambos.
Esta combinacio´n consiste simplemente
en tomar las traducciones de ambos sis-
temas.
Catala´n: u´nicamente disponemos de un
sistema de traduccio´n automa´tica.
La evaluacio´n de los sistemas se ha realiza-
do automa´ticamente comparando los resulta-
dos con los siguientes recursos:
Ingle´s: el propio PWN 3.0.
Espan˜ol: una primera versio´n del WN
3.0 obtenida a partir del fragmento libre
de WN 1.6 convertido a 3.0 mediante
un mapping ma´s un conjunto de synsets
traducidos y validados manualmente
(Ferna´ndez-Montraveta, Va´zquez, y
Fellbaum, 2008). En el momento de
realizar este trabajo esta versio´n de WN
3.0 contaba con 39.434 synsets y 53.530
variants.
Catala´n: se ha partido del WN 1.6 (libre
para esta lengua) y se ha construido una
versio´n preliminar del WN 3.0 mediante
un mapping. El resultado se ha revisado
y ampliado manualmente. En el momen-
to de realizar este trabajo esta versio´n
de WN 3.0 contaba con 41.079 synsets y
68.876 variants.
4.1. Evaluacio´n del algoritmo A
En la figura 1 podemos observar los re-
sultados obtenidos mediante el algoritmo A
para el ingle´s (la lengua original) y el espan˜ol
y catala´n (utilizando Google Translate). Es
muy importante recordar que el ingle´s es la
lengua original y que por este motivo los val-
ores obtenidos son los mejores. Estos valores
nos pueden dar una idea de los resultados
que podr´ıamos obtener con un traductor au-
toma´tico perfecto. El espan˜ol y el catala´n han
utilizado el mismo traductor automa´tico y
sin embargo los resultados para el castellano
son notablemente mejores. Esto es probable-
mente debido a la mejor calidad del traductor
de Google para el castellano, ya que proba-
blemente los modelos de lengua y de traduc-
cio´n con los que trabajan, al ser obtenidos
principalmente de la web, sean mayores. En
estos gra´ficos en el eje x tenemos el nu´mero
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de synsets obtenidos y en el eje y la pre-
cisio´n. As´ı, por ejemplo, en la figura 1 pode-
mos ver que para el ingle´s podemos obten-
er unos 30000 synsets con una precisio´n del
60%,
Figura 1: Comparacio´n de los resultados
del algoritmo A para el ingle´s, castellano
(Google) y catala´n (Google).
Dado que para el ingle´s obtenemos 14320
synsets con una precisio´n superior al 80%, si
comparamos estos resultados con los presen-
tados en (Atserias et al., 1997) y (Ben´ıtez et
al., 1998) vemos que tanto para el castellano
como para el catala´n obtenemos resultados
comparables a los de las palabras polise´mi-
cas de los grupos 3 y 4 (y para el castellano
incluso del grupo 1 y 2). As´ı, para el catala´n,
si consideramos la precisio´n obtenida para el
grupo 3 de polise´micas (71.7%), mediante el
algoritmo A obtenemos 3.156 synsets. Si con-
sideramos la precisio´n para el grupo 4 de po-
lise´micas (54.5%) obtenemos 21.270 synsets.
Para el castellano, como ya hemos comenta-
do, los resultados son mejores. En este caso,
adema´s de obtener resultados comparables
para los grupos 3 y 4 de polise´micas, obten-
emos tambie´n 2160 synstes con la precisio´n de
grupo 1 de polise´micas (80%) y 8774 con la
precisio´n del grupo 2 de polise´micas (75%).
Si la evaluacio´n de este algoritmo la lle-
vamos a cabo exclusivamente para los sus-
tantivos (recordemos que en (Atserias et al.,
1997) y (Ben´ıtez et al., 1998) se desarrol-
laron u´nicamente synsets para esta categor´ıa
gramatical) observamos que para el catala´n
podemos obtener 6908 synsets con una pre-
cisio´n superior al 71.7% y para el castellano
5244 synsets con una precisio´n superior al
80%.
En este mismo experimento hemos realiza-
do una comparacio´n para los dos traductores
utilizados para el espan˜ol (Google Translate
y Microsoft) y para una combinacio´n de am-
bos. Esta combinacio´n ha consistido simple-
mente en tomar los resultados de los dos tra-
ductores a la vez. Los valores obtenidos para
ambos traductores son pra´cticamente ide´nti-
cos y su combinacio´n aumenta la precisio´n
muy ligeramente.
4.2. Evaluacio´n del algoritmo B
En la figura 2 podemos observar los resul-
tados obtenidos mediante el algoritmo B para
el ingle´s, espan˜ol y catala´n. Es importante
notar que la escala del eje x correspondiente
a los synsets traducidos ha cambiado respec-
to las figuras anteriores. Mediante el algorit-
mo B hemos podido mejorar notablemente
la precisio´n a costa de reducir el nu´mero de
synsets para los que se han obtenido variants.
Para el ingle´s podemos obtener 10876
synsets con una precisio´n superior al 90%
y 15241 con una precisio´n superior al 80%.
Para el catala´n obtenemos 1029 synsets con
una precisio´n comparable al grupo 1 de las
polise´micas (90.4%) y 9938 al grupo 2 de las
polise´micas (77.9%). Para el espan˜ol los re-
sultados son comparables a los grupos 1, 2 y
3 de las monose´micas por dos motivos, por
un lado porque los resultados del algoritmo
B para el espan˜ol son mejores, y por otro la-
do porque los resultados de los art´ıculos cita-
dos son peores para el castellano. As´ı, obten-
emos 1527 synsets con una precisio´n compa-
rable al grupo 1 de las monose´micas (92%)
y 7149 comparables a los grupos 2 y 3 de las
monose´micas (89%).
Si evaluamos los resultados aislados para
los sustantivos observamos que para el
catala´n podemos obtener 1014 synsets con
una precisio´n superior al 90.4% y para el
castellano 1003 synsets con una precisio´n su-
perior al 92%.
En la figura 3 podemos observar la com-
paracio´n de los resultados correspondientes al
algoritmo A y B para el catala´n, respetando
la escala del eje x de la figura 2. Se puede ob-
servar que la precisio´n aumenta aproximada-
mente unos 15 puntos.
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Figura 2: Resultados correspondientes al al-
goritmo B para el ingle´s, espan˜ol y catala´n.
Figura 3: Comparacio´n de los algoritmos A y
B para el catala´n.
5. Conclusiones y trabajo futuro
En este art´ıculo hemos presentado una
metodolog´ıa de construccio´n de WordNets
basada en traduccio´n automa´tica de corpus
etiquetados sema´nticamente. Los resultados
son comparables a los obtenidos para las mis-
mas lenguas mediante uso de diccionarios bil-
ingu¨es. En global, si se toman todos los resul-
tados presentados para el castellano (Atserias
et al., 1997) que obtienen una precisio´n su-
perior al 85% se obtienen 7.131 synsets con
una precisio´n global del 87.4%. Nuestro algo-
ritmo B es capaz de obtener 8.098 synset en
las mismas condiciones. Posteriormente, (At-
serias et al., 1997) combinan los resultados de
los me´todos descartados y consiguen obtener
10.786 con una precisio´n del 86.4% mientras
que nuestro algoritmo B es capaz de obten-
er 8643 synsets. Si realizamos la misma com-
paracio´n para el catala´n con los resultados
presentados en (Ben´ıtez et al., 1998) observa-
mos que obtienen unos resultados superiores
que para el castellano, mientras que nues-
tra propuesta funciona peor para el catala´n.
Mientras que tomando todos los resultados
de los me´todos basados en diccionario que
obtienen una precisio´n superior al 85% se ob-
tienen 7.050 synsets con una precisio´n global
del 93.8%, nuestro algoritmo B no obtiene
synsets con tal precisio´n. Esta comparacio´n
nos sugiere que aunque los resultados son
comparables, es necesario buscar estrategias
de mejora. Tambie´n nos muestra que el me´to-
do es muy sensible a la calidad del traductor
automa´tico.
Cabe destacar que la evaluacio´n de los al-
goritmos se ha llevado a cabo de manera au-
toma´tica a partir de una versio´n preliminar
del WordNet 3.0 para el castellano y catala´n
no completa. Por este motivo, pueden haber
propuestas correctas de los algoritmos que no
hayan sido evaluadas como tales, por lo que
la precisio´n real puede ser algo mayor.
La ventaja de la metodolog´ıa que pro-
ponemos es que se puede aplicar a cualquier
lengua que disponga de un traductor au-
toma´tico capaz de desambiguar sentidos (ya
sea un traductor estad´ıstico o de otro tipo
que incorpore desambiguacio´n por sentidos)8
y un etiquetador morfonsinta´ctico. Los algo-
ritmos presentados se pueden mejorar con di-
versas estrategias: uso de la informacio´n ya
extra´ıda, uso de diccionarios bilingu¨es auxil-
iares, etc. Tambie´n se explorara´ el uso de alin-
eadores estad´ısticos, como GIZA++ (Och y
Ney, 2003) o el alineador de Berkeley (Liang,
Taskar, y Klein, 2006). En trabajos futuros
abordaremos estas posibles mejoras.
Queda tambie´n para un trabajo futuro la
solucio´n de las dos limitaciones comentadas:
la obtencio´n de variants multipalabra y la
obtencio´n de ma´s de una variants por synset
cuando sea pertinente.
Otro problema que se debe afrontar en
un trabajo futuro es la ampliacio´n del l´ımite
ma´ximo de cobertura que viene dado por los
synsets presentes en los corpus utilizados. En
este sentido puede ser interesante la aproxi-
macio´n propuesta en el proyecto BabelNet,
donde se consideran los enlaces entre pa´ginas
de la Wikipedia como un pseudo-etiquetado
sema´ntico. De esta manera podemos obtener
un corpus que contenga synsets no presentes
8Google Translate ofrece traduccio´n del ingle´s a
ma´s de 50 lenguas.
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en el corpus de partida. Otra v´ıa de estudio
para aumentar el corpus es el uso de etiqueta-
dores sema´nticos automa´ticos (Padro´ et al.,
2010b).
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