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Abstract
In this paper we study the notion of estimation entropy recently established by Liberzon and Mitra.
This quantity measures the smallest rate of information about the state of a dynamical system above
which an exponential state estimation with a given exponent is possible. We show that this concept
is closely related to the α-entropy introduced by Thieullen and we give a lower estimate in terms
of Lyapunov exponents assuming that the system preserves an absolutely continuous measure with
a bounded density, which includes in particular Hamiltonian and symplectic systems. Although in
its current form mainly interesting from a theoretical point of view, our result could be a first step
towards a more practical analysis of state estimation under communication constraints.
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1. Introduction
The advent of computer-based and dig-
itally networked control systems challenged
the assumption of classical control theory
that controllers and actuators have access to
continuous-valued state information. This has
led to massive research efforts with the aim to
understand how networked systems with com-
munication constraints between their compo-
nents can be modeled and analyzed and how
controllers for such systems can be designed.
A foundational problem in this field is to de-
termine the smallest rate of information above
which a certain control or estimation task can
be performed. There is a vast amount of litera-
ture on this topic, an overview of which is pro-
vided in the surveys [13, 33] and monographs
[5, 18, 30, 12], for instance. Naturally, entropy
✩The author sincerely thanks the anonymous review-
ers for their valuable comments and questions, leading
to a substantial improvement of the paper.
concepts play a major role in describing such
extremal information rates. Quantities named
topological feedback entropy, invariance entropy
or stabilization entropy have been introduced
and used to describe and compute the small-
est information rates for corresponding control
problems (cf. [9, 18, 32]). These concepts are
defined in a similar fashion as the well-known
entropy notions in dynamical systems, such as
metric or topological entropy, and their study
reveals a lot of similarities to those dynami-
cal entropies, but sometimes also very different
features.
In the problem of state estimation un-
der communication constraints, state measure-
ments are transmitted through a communica-
tion channel with a finite data rate to an es-
timator. The estimator tries to build a func-
tion from the sampled measurements which ap-
proximates the real trajectory exponentially
as time goes to infinity, with a given expo-
nent. The possibility of such an estimation
is crucial for many control tasks. This prob-
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lem was studied in [27, 30] for linear systems
in a stochastic framework with the objective to
bound the estimation error in probability. Here
the well-known criterion (known as the data-
rate theorem) was obtained, which states that
the critical channel capacity is given by the sum
of the unstable eigenvalues of the dynamical
matrix. The first papers to study estimation
under communication constraints for nonlin-
ear deterministic systems were [23, 24, 28, 29].
In [28, 29], Matveev and Pogromsky studied
three state estimation objectives of increasing
strength for discrete-time nonlinear systems.
For the weakest one, the critical bit rate was
shown to be equal to the topological entropy.
For the other ones, general upper and lower
bounds were obtained which can be computed
directly from the right-hand side of the equa-
tion generating the dynamical system. Similar
studies in stochastic frameworks can be found
in [19, 11].
In [23, 24], Liberzon and Mitra characterized
the smallest bit rate for an exponential state
estimation with a given exponent α ≥ 0 for a
continuous-time system on a compact subsetK
of its state space. As a measure for this small-
est bit rate they introduced a quantity named
estimation entropy hest(α,K), which coincides
with the topological entropy on K when α = 0,
but for α > 0 is no longer a purely topological
quantity. Furthermore, they derived an upper
bound C of hest(α,K) in terms of α, the dimen-
sion of the state space and a Lipschitz constant
of the dynamical system. They also provided
an algorithm accomplishing the estimation ob-
jective with bit rate C.
The system considered in [23, 24] is a flow
(φt)t∈R generated by an ordinary differential
equation x˙ = f(x) on Rn and the initial con-
ditions for which the state estimation is to be
performed are constrained to a compact subset
K ⊂ Rn. For any exponent α ≥ 0, the estima-
tion entropy hest(α,K) is defined similarly to
the topological entropy of a continuous map on
a non-compact metric space, as in Bowen [7],
using (n, ε)-spanning or (n, ε)-separated sets.
More precisely, the classical Bowen-Dinaburg-
metrics are replaced by metrics of the form
dαT (x, y) = max
0≤t≤T
eαtd(φt(x), φt(y)), (1)
and the rest of the definition is completely
analogous to the definition of topological en-
tropy. Liberzon and Mitra only consider norm-
induced metrics d(x, y) = ‖x− y‖. However, if
one allows more general metrics, it is easy to
see that the quantity hest(α,K) depends on the
choice of the metric, even in the case whenK is
φ-invariant. Hence, in contrast to the topolog-
ical entropy (on a compact space), hest(α,K)
is not a purely topological quantity.
The main result of this paper is based on
the observation that a similar concept has al-
ready been studied by Thieullen in [36], though
with a completely different motivation, namely
estimating the fractal dimension of compact
attractors in infinite-dimensional systems (see
[37, 38]). Thieullen studied the exponential
asymptotic behavior of the volumes of balls
BTα (x, ε) in the metric (1), with a volume-
preserving diffeomorphism f of a compact
manifold in place of the flow φt. His main re-
sult in [36] to some extent generalizes Pesin’s
formula for the metric entropy of a diffeo-
morphism preserving an absolutely continuous
measure m, in that it expresses the exponen-
tial decay rate of m(BTα (x, ε)) for almost every
x in terms of the Lyapunov exponents of f and
the exponent α. For α = 0, it was proved by
Katok and Brin [8] that the integral over the
exponential decay rate is equal to the metric
entropy of f .
In this paper, we build a connection between
the estimation entropy of Liberzon and Mi-
tra and the α-entropy of Thieullen, using ar-
guments from the proof of the classical varia-
tional principle for entropy, presented by Mi-
siurewicz [31]. To this end, we first gener-
alize the definition of estimation entropy to
discrete- and continuous-time systems on met-
ric spaces. Then we reinterpret the estimation
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entropy as the topological entropy of a non-
autonomous dynamical system (see [21, 22]).
The time-dependency which makes the sys-
tem non-autonomous enters by introducing the
time-dependent metric dn(x, y) = e
αnd(x, y) on
the state space, where d(·, ·) is the given met-
ric. Then we can use ideas and results proved
in [17] for general non-autonomous systems in
order to provide a lower bound for the estima-
tion entropy of a C1+ε-diffeomorphism f on a
smooth compact manifold, preserving an abso-
lutely continuous measure µ with a bounded
density. Namely, the estimation entropy of
f with respect to the exponent α is lower-
bounded by the integral over the exponential
decay rate of µ(Bnα(x, ε)), expressed in terms
of the µ-Lyapunov exponents and the exponent
α, using Thieullen’s result.
We first introduce the notions of estimation
and topological entropy in Section 2. Section
3 contains the main results, in particular the
lower bound Theorem 4. Section 4 provides
some examples and a related discussion of the
practicality of Theorem 4 from an applied point
of view. In Section 5, we end with some con-
cluding remarks. A technical part of the proof
and a review of the Multiplicative Ergodic The-
orem are shifted to the Appendix, Section 6.
2. Preliminaries
Notation: We write #S for the number of
elements in a finite set S. The open ball of
radius ε > 0 centered at a point x in a metric
space X is denoted by B(x, ε). The diameter of
a subset A ⊂ X is diamA := supx,y∈A d(x, y).
The distance from a point x ∈ X to a set
A ⊂ X is defined by dist(x,A) = infa∈A d(x, a).
If T ⊂ R, we write T≥0 = {t ∈ T : t ≥ 0} and
T>0 = {t ∈ T : t > 0}. If U is an open cover of
a compact metric space (X, d), we write L(U)
for the Lebesgue number of U , i.e., the great-
est ε > 0 such that every ball of radius ε is
contained in an element of U . The join of
open covers U1, . . . ,Un, denoted by
∨n
i=1 Ui is
the open cover that consists of all intersections
U1∩U2∩ . . .∩Un with Ui ∈ Ui. If (Ω,F , µ) is a
probability space and P is a finite measurable
partition of Ω, the entropy of P is defined by
Hµ(P) := −
∑
P∈P µ(P ) log2 µ(P ). If P and Q
are two such partitions, the conditional entropy
of P given Q is
Hµ(P|Q)
:= −
∑
Q∈Q
µ(Q)
∑
P∈P
µ(P |Q) log2 µ(P |Q),
where µ(P |Q) = µ(P∩Q)/µ(Q). If s ∈ R, then
⌈s⌉ = min{k ∈ Z : k ≥ s} and s+ = max{0, s}.
We first introduce a notion of estimation en-
tropy that generalizes the one in [23, 24]. Let
(X, d) be a metric space and K ⊂ X a compact
set. We consider a continuous (semi-) dynam-
ical system
φ : T×X → X, (t, x) 7→ φt(x),
where T can be Z≥0 or R≥0. All intervals
are understood to be intersected with T, e.g.,
[0, T ] = {0, 1, . . . , T} if T = Z≥0 and T is a
positive integer.
For an exponent α ≥ 0, the estimation en-
tropy hest(α,K) = hest(α,K;φ) is defined as
follows. For T ∈ T>0 and ε > 0, a set Xˆ =
{xˆ1(·), . . . , xˆn(·)} of functions xˆi : [0, T ] → X
is called (T, ε, α,K)-approximating if for each
x ∈ K there exists xˆi ∈ Xˆ such that
d(φt(x), xˆi(t)) < εe
−αt for all t ∈ [0, T ].
We write sest(T, ε, α,K) for the minimal cardi-
nality of a (T, ε, α,K)-approximating set and
define
hest(α,K) := lim
ε↓0
lim sup
T→∞
1
T
log sest(T, ε, α,K).
Here we use log = log2 when T = Z≥0 and
log = loge = ln when T = R≥0. Alterna-
tively, we can define hest(α,K) in terms of
(T, ε, α,K)-spanning sets, by allowing only tra-
jectories of the given system as approximating
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functions: a set S ⊂ K is called (T, ε, α,K)-
spanning if for each x ∈ K there is y ∈ S with
d(φt(x), φt(y)) < εe
−αt for all t ∈ [0, T ].
Writing s∗est(T, ε, α,K) for the minimal cardi-
nality of such a set, one finds that
hest(α,K) = lim
ε↓0
lim sup
T→∞
1
T
log s∗est(T, ε, α,K).
A third possible definition uses the concept of
(T, ε, α,K)-separated sets: a subset E ⊂ K is
(T, ε, α,K)-separated if for each two x, y ∈ E
with x 6= y,
d(φt(x), φt(y)) ≥ εe−αt for some t ∈ [0, T ].
Writing n∗est(T, ε, α,K) for the maximal cardi-
nality of a (T, ε, α,K)-separated set, one can
show that
hest(α,K) = lim
ε↓0
lim sup
T→∞
1
T
log n∗est(T, ε, α,K).
We omit the proof that these definitions are
equivalent, since it works completely analogous
to the case, when φ is the flow of a differential
equation in Rn, as considered in [23, 24]. Note
that
dαT (x, y) := max
0≤t≤T
eαtd(φt(x), φt(y))
defines a metric on X for each T ∈ T>0. We
write BTα (x, ε) for the ball of radius ε > 0 cen-
tered at x ∈ X in this metric.
Next we recall the notion of topological en-
tropy for non-autonomous dynamical systems
as defined in [21, 22]. A topological non-
autonomous dynamical system (NDS) is a pair
(X∞, f∞), where X∞ = (Xn)
∞
n=0 is a sequence
of compact metric spaces (Xn, dn) and f∞ =
(fn)
∞
n=0 is an equicontinuous sequence of maps
fn : Xn → Xn+1. For any integers i ≥ 0 and
n ≥ 1 we define
f0i := idXi , f
n
i := fi+n−1 ◦ · · · ◦ fi+1 ◦ fi,
f−ni := (fi)
−n.
Note that do not assume that the maps fi are
invertible, hence f−ni is only applied to sets. If
U∞ = (Un)∞n=0 is a sequence such that Un is
an open cover of Xn for each n, we define the
entropy of f∞ w.r.t. U∞ by
h(f∞;U∞) := lim sup
n→∞
1
n
logN
( n∨
i=0
f−i0 Ui
)
,
whereN (·) is the minimal cardinality of a finite
subcover. If fn ≡ f for some map f , we also
write h(f ;U∞). Furthermore, we write L(X∞)
for the set of all sequences U∞ = (Un)∞n=0 such
that the Lebesgue numbers of Un are bounded
away from zero, and we put
htop(f∞) := sup
U∞∈L(X∞)
h(f∞;U∞).
Then htop(f∞) is called the topological entropy
of the NDS (X∞, f∞). Alternative definitions
in terms of (n, ε)-spanning or (n, ε)-separated
sets can be given. For instance, a set S ⊂ X0 is
(n, ε, f∞)-spanning if for every x ∈ X0 there is
y ∈ S with dk(fk0 (x), fk0 (y)) < ε for 0 ≤ k ≤ n
and
htop(f∞) = lim
ε↓0
lim sup
n→∞
1
n
log s(n, ε, f∞),
where s(n, ε, f∞) is the minimal cardinality of
an (n, ε, f∞)-spanning set.
If (X∞, f∞) is an NDS and k ≥ 2, we define
the k-th power system (X
[k]
∞ , f
[k]
∞ ) by X
[k]
n :=
Xkn and f
[k]
n := fnkn for all n ≥ 0. By [17,
Prop. 5] the following power rule holds:
htop(f
[k]
∞ ) = k · htop(f∞). (2)
3. Results and proofs
We first observe that hest(α,K) depends on
the metric, even in the case when X is compact
or when the trajectories starting in K remain
within a compact subset of X. This is shown
in the following simple example.
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Example 1. Consider the flow φt(x) = e
−tx
on X = R≥0. We put K := [0, 1], which is
obviously a compact forward-invariant set, and
α := 2. On X we consider the two metrics
d(x, y) := |x− y|, d′(x, y) := ∣∣√x−√y∣∣ .
Since the system is linear, the inequality
d(φt(x), φt(y)) < εe
−αt = εe−2t
can equivalently be written as |etx − ety| < ε,
which (by well-known results on the entropy
of linear systems, cf. [7, 30]) gives hest(α,K) =
ln e = 1, when we use the metric d. In contrast,
the inequality
e−t/2|√x−√y| = d′(φt(x), φt(y)) ≥ εe−αt
is equivalent to e(3/2)td′(x, y) ≥ ε. Hence, a set
E ⊂ K is (T, ε, α,K)-separated if and only if
d′(x, y) ≥ e−(3/2)T ε for any two distinct x, y ∈
E. The minimal cardinality of such a set grows
like e(3/2)T ε−1 so that hest(α,K) = ln e
3/2 =
3/2, when d′ is considered. Indeed, for a given
δ > 0 of the form δ = 1/n, n ∈ N, the points
0, δ2, 4δ2, . . . , n2δ2 provide a partition of [0, 1]
into n intervals of length δ in the metric d′,
since d′(j2δ2, (j + 1)2δ2) = δ for any j.
Remark 1. It is not hard to see that in gen-
eral any two metrics d and d′ which are equiv-
alent in the sense that c−1d(·, ·) ≤ d′(·, ·) ≤
cd(·, ·) for some c > 1 lead to the same estima-
tion entropy.
Now we give another alternative definition of
hest(α,K) for discrete-time systems in terms of
open covers. As usual, we describe the system
φ via its time-1-map f = φ1 so that φt = f
t
for all t ≥ 0. For a discrete-time system with
f = φ1, we also write hest(α,K; f) instead of
hest(α,K;φ).
Definition 1. Let f : X → X be a continuous
map on a metric space (X, d), let K ⊂ X be
compact and α ≥ 0. For each k ≥ 0 let Uk be
an open cover of Kk := f
k(K) (in the relative
topology of Kk) and put U∞ := (Uk)∞k=0. Fur-
thermore, let fk := f |Kk : Kk → Kk+1. If the
Lebesgue number of Uk satisfies L(Uk) ≥ εe−αk
for all k ≥ 0 and some ε > 0, we call U∞ (α,K)-
admissible. We define
hest,cov(α,K) := sup
U∞
h(f ;U∞),
where the supremum is taken over all (α,K)-
admissible sequences U∞.
Proposition 1. The quantities hest,cov(α,K)
and hest(α,K) coincide for any discrete-time
system and any choice of (α,K).
Proof. Let Uk be the open cover of fk(K)
consisting of all open balls of radius εe−αk cen-
tered in fk(K), where ε > 0 is fixed. The
Lebesgue number of Uk obviously is ≥ εe−αk,
and hence the sequence U∞ = (Uk)∞k=0 is
(α,K)-admissible. If E ⊂ K is an (n, 2ε, α,K)-
separated set and x, y ∈ E with x 6= y, then x
and y cannot be contained in the same element
of the join
∨n
k=0 f
−kUk, for otherwise fk(x)
and fk(y) would be elements of the same ball
of radius εe−αk, implying d(fk(x), fk(y)) <
2εe−αk for 0 ≤ k ≤ n. Hence, we need at
least n∗est(n, ε, α,K) elements of
∨n
k=0 f
−k
0 Uk to
cover K, implying
n∗est(n, 2ε, α,K) ≤ N
( n∨
k=0
f−k0 Uk
)
,
and thus hest(α,K) ≤ hest,cov(α,K). To
show the converse inequality, let (Uk)∞k=0 be
an (α,K)-admissible sequence with L(Uk) ≥
εe−αk and S ⊂ K a minimal (n, ε, α,K)-
spanning set. For any z0 ∈ S we can choose a
sequence U0(z0), . . . , Un(z0) with Uk(z0) ∈ Uk
and B(fk(z0), εe
−αk) ⊂ Uk(z0). Then
C(z0) :=
n⋂
k=0
f−k0 (Uk(z0)) ∈
n∨
k=0
f−k0 Uk.
Since {C(z0)}z0∈S is an open cover of K, we
have
N
( n∨
k=0
f−k0 Uk
)
≤ #S = s∗est(n, ε, α,K).
Since U∞ is an arbitrarily chosen (α,K)-
admissible sequence, the desired inequality now
follows from
h(f ;U∞) ≤ lim sup
n→∞
1
n
log s∗est(n, ε, α,K)
≤ hest(α,K),
using that the limit for ε ↓ 0 in the definition
of estimation entropy via spanning sets can be
replaced by the supremum over ε > 0. 
Now we make the following observation. We
can endow each of the compact sets Kk =
fk(K) with the scaled distance
dαk (x, y) := e
αkd(x, y)
and consider (Kk, dk) as a compact metric
space in its own right. (Keeping track of time,
we can consider the sets Kk as pairwisely dis-
joint, even though they may have non-empty
intersection.) Then hest(α,K) is the topologi-
cal entropy of the non-autonomous dynamical
system given by the sequence of maps
fk : (Kk, d
α
k )→ (Kk+1, dαk+1), fk := f |Kk ,
(3)
which we briefly denote by Σα = (K∞, f∞)
α.
Proposition 2. Σα is equicontinuous if f has
a global Lipschitz constant on
⋃
k≥0Kk. More-
over, the estimation entropy hest(α,K) is equal
to htop(Σ
α).
Proof. By assumption, there exists L > 0
such that d(f(x), f(y)) ≤ Ld(x, y), whenever
x, y ∈ ⋃k≥0Kk. To prove equicontinuity of
Σα, let ε > 0 and put δ := ε(Leα)−1. Then
dαk (x, y) < δ for x, y ∈ Kk implies
dαk+1(fk(x), fk(y)) = e
αkeαd(f(x), f(y))
≤ (Leα)eαkd(x, y) = (Leα)dαk (x, y) < ε,
proving equicontinuity. It is easy to see
that the (n, ε, f∞)-spanning sets are precisely
the (n, ε, α,K)-spanning sets, showing that
hest(α,K) = htop(Σ
α). 
We proceed by explaining Thieullen’s result
[36, Thm. I.2.3] about the asymptotic behav-
ior of the volume of Bnα(x, ε). Let M be a
d-dimensional compact Riemannian manifold,
µ an absolutely continuous (w.r.t. Riemannian
volume) Borel probability measure on M , and
f : M → M a C1+ε-diffeomorphism, where
C1+ε stands for the class of continuously differ-
entiable maps whose derivative is Ho¨lder con-
tinuous with some positive exponent ε. We will
write d(·, ·) for the geodesic distance on M , in-
duced by the Riemannian metric. Even though
the letter d is also used for the dimension ofM ,
it should become clear from the context what
d stands for at each appearance.
For every x ∈M we define
vµ(α, x, f) := lim
ε↓0
lim sup
n→∞
− 1
n
log µ (Bnα(x, ε)) ,
vµ(α, x, f) := lim
ε↓0
lim inf
n→∞
− 1
n
log µ (Bnα(x, ε)) .
We will use the well-known Multiplicative
Ergodic Theorem, see Theorem 7 in the Ap-
pendix. This theorem provides a finite number
of Lyapunov exponents ∞ > λ1(x) ≥ λ2(x) ≥
· · · ≥ λd(x) > −∞ at µ-almost every point
x ∈ M . Using these numbers, Thieullen’s re-
sult reads as follows.
Theorem 3. For µ-almost all x ∈M ,
vµ(α, x, f) = vµ(α, x, f)
=
{
αd if α ≥ −λd(x)∑d
i=1(λi(x) + α)
+ if 0 ≤ α ≤ −λd(x) ,
where λ1(x) ≥ λ2(x) ≥ . . . ≥ λd(x) are the
Lyapunov exponents of f , given by the Multi-
plicative Ergodic Theorem.
Note that in the case α ≥ −λd(x) all of
the numbers λi(x) + α are ≥ 0, and hence
the summation over these numbers yields αd+∑d
i=1 λi(x), where
∑d
i=1 λi(x) = 0.
For a C1+ε-diffeomorphism f and α ≥ 0 let
us write vµ(α, x, f) for the common value of
vµ(α, x, f) and vµ(α, x, f). Then we have the
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following theorem, which is the main result of
the paper.
Theorem 4. Let f : M → M be a C1+ε-
diffeomorphism of a d-dimensional compact
Riemannian manifold M , preserving an abso-
lutely continuous probability measure µ whose
density is essentially bounded. Then
hest(α,M) ≥
∫
vµ(α, x, f)dµ(x). (4)
If µ is ergodic, then λ1(·), . . . , λd(·) are con-
stant µ-almost everywhere, and hence the inte-
gration can be omitted.
Proof. The proof is subdivided into two
steps.
Step 1. Let β > 0 and consider a sequence
P∞ = (Pk)∞k=0 of finite measurable partitions
of M such that diamPk < εe−βk for all k ≥ 0
and some ε > 0. Let
Pn0 :=
n∨
i=0
f−iPi
for a fixed n ≥ 0. For each x ∈ M write Px
for the element of Pn0 containing x. If y ∈ Px,
then d(fk(x), fk(y)) < εe−βk for 0 ≤ k ≤ n,
implying Px ⊂ Bnβ (x, ε). This gives
Hµ(Pn0 ) = −
∑
P∈Pn
0
µ(P ) log µ(P )
=
∫
− log µ(Px)dµ(x)
≥
∫
− log µ(Bnβ (x, ε))dµ(x).
Hence, Fatou’s lemma yields
hµ(P∞) := lim sup
n→∞
1
n
Hµ(Pn0 )
≥ lim inf
n→∞
∫
− 1
n
log µ(Bnβ (x, ε))dµ(x)
≥
∫
lim inf
n→∞
− 1
n
log µ(Bnβ (x, ε))dµ(x).
Let εm := 1/m, m ≥ 1 and gm(x) :=
lim infn→∞−(1/n) log µ(Bnβ (x, εm)). Then 0 ≤
g1 ≤ g2 ≤ g3 ≤ . . .. Hence, the theorem of
monotone convergence can be applied to ob-
tain
lim
m→∞
∫
gm(x)dµ(x)
=
∫
lim
ε↓0
lim inf
n→∞
− 1
n
log µ(Bnβ (x, ε))dµ(x).
The integrand is equal to vµ(β, x, f). Hence, if
P∞(ε) = (Pn(ε))n≥0 is a sequence of measur-
able partitions with diamPn(ε) < εe−βn, then
lim
ε↓0
hµ(P∞(ε)) ≥
∫
vµ(β, x, f)dµ(x). (5)
Step 2. To relate the left-hand side of (5) to
hest(α,M), we use for each ε > 0 and β ∈ (0, α)
a sequence (Pn)∞n=0 of measurable partitions,
Pn = {P1,n, . . . , Pn,kn}, satisfying the following
two properties:
(i) diamPn < εe−βn for all n ≥ 0.
(ii) There are δ > 0 and compact sets Kn,i ⊂
Pn,i such that
d(x, y) ≥ δe−αn, (6)
whenever x ∈ Kn,i and y ∈ Kn,j for some
n ≥ 0 and i 6= j, and
µ(Pn,i\Kn,i) ≤ 1
kn log kn
(7)
for all sufficiently large n.
We fix such a sequence, whose existence
is guaranteed by Lemma 9 in the Ap-
pendix, and construct a new sequence Q∞ =
(Qn)∞n=0 of partitions as follows. Let Qn =
{Qn,0, Qn,1, . . . , Qn,kn}, where Qn,i = Kn,i for
1 ≤ i ≤ kn and Qn,0 =M\
⋃kn
i=1Kn,i. We have
Hµ(Pn|Qn) ≤ 1 for all sufficiently large n,
because the definition of Qn and the inequality
7
(7) imply
Hµ(Pn|Qn) = µ(Qn,0)×(
−
kn∑
i=1
µ(Qn,0 ∩ Pn,i)
µ(Qn,0)
log
µ(Qn,0 ∩ Pn,i)
µ(Qn,0)
)
≤
( kn∑
i=1
µ(Pn,i\Kn,i)
)
log kn
≤ 1
log kn
· log kn = 1.
By [17, Prop. 9(vi)], this estimate yields
hµ(P∞) ≤ hµ(Q∞) + lim sup
n→∞
1
n
n−1∑
i=0
Hµ(Pi|Qi)
≤ hµ(Q∞) + 1. (8)
For a fixed m ≥ 1, let Em be a minimal
(m, δ/2, α,M)-spanning set. The inequality
(6) implies that each ball of radius (δ/2)e−αn
in M intersects at most two elements of Qn for
every n. Hence, each of the sets
m⋂
i=0
f−iB
(
f i(x),
δ
2
e−αi
)
, x ∈ Em, (9)
intersects at most 2m different elements of∨m
i=0 f
−iQi. Since the sets (9) form a cover
of M , we obtain
#
[ m∨
i=0
f−iQi
]
≤ 2ms∗est
(
m,
δ
2
, α,M
)
.
As a consequence,
Hµ
( m∨
i=0
f−iQi
)
≤ log#
[ m∨
i=0
f−iQi
]
≤ log s∗est
(
m,
δ
2
, α,M
)
+m.
Using (8), we see that the following estimates
hold:
hµ(P∞) ≤ lim sup
m→∞
1
m
log s∗est
(
m,
δ
2
, α,M
)
+ 2
≤ hest(α,M) + 2.
Since hest(α,M) is the topological entropy of
the non-autonomous dynamical system f∞ =
(fk)
∞
k=0, defined in (3), it satisfies the power
rule
hest(αk,M ; f
k) = k · hest(α,M ; f) (10)
for every k ≥ 1 (see (2)). Consider the se-
quence P [k]∞ that is obtained from P∞ by taking
only every k-th partition, i.e., P [k]n = Pkn. Ob-
serve that this sequence satisfies the properties
(i) and (ii) for the k-th power system f
[k]
∞ with
the constants α and β replaced by αk and βk.
Applying all the arguments above to the k-th
power system and using (10), we end up with
1
k
hµ(P [k]∞ ; f [k]∞ ) ≤ hest(α,M) +
2
k
. (11)
Without using a power rule for the measure-
theoretic entropy, we can directly use the result
(5) of Step 1, applied to fk instead of f , which
gives
1
k
∫
vµ(βk, x, f
k)dµ(x) ≤ hest(α,M) + 2
k
for each k. Using Theorem 3 and the fact that
the Lyapunov exponents of fk are k times the
Lyapunov exponents of f , sending k to infinity
yields∫
vµ(β, x, f)dµ(x) ≤ hest(α,M). (12)
By Theorem 3, one easily sees that pointwise
convergence vµ(β, x, f) → vµ(α, x, f) as β ↑ α
holds. Since for every x ∈ M and β ∈ (0, α)
the estimate
vµ(β, x, f) ≤ max
{
αd,
d∑
i=1
(λi(x) + α)
+
}
holds, the theorem of dominated convergence
together with (12) yields∫
vµ(α, x, f)dµ(x) = lim
β↑α
∫
vµ(β, x, f)dµ(x)
≤ hest(α,M),
completing the proof. 
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Remark 2. In the case α = 0, the statement
of the theorem easily follows from the varia-
tional principle together with Pesin’s formula
for the metric entropy of a diffeomorphism pre-
serving an absolutely continuous measure. In-
deed, in this case hest(α,M) coincides with the
topological entropy htop(f), and hence the vari-
ational principle [31] implies
hest(α,M) ≥ hµ(f).
Since µ is absolutely continuous, Pesin’s en-
tropy formula [34] yields
hµ(f) =
∫ d∑
i=1
λi(x)
+dµ(x).
For the general case α > 0, it would be desir-
able to introduce an associated notion of metric
entropy hν(f ;α), which generalizes the usual
one, to prove a generalized variational prin-
ciple hest(α,M) = supν hν(f ;α) (the supre-
mum taken over all f -invariant Borel proba-
bility measures), and to establish a connection
between hν(f ;α) and the Lyapunov exponents.
Remark 3. Note that in general it cannot be
expected that the lower bound in Theorem 4
is tight. This already follows from the case
α = 0, where hest(α,M) reduces to the topo-
logical entropy htop(f) and the lower bound re-
duces to the metric entropy hµ(f). The varia-
tional principle tells that htop(f) = supν hν(f),
the supremum taken over all f -invariant mea-
sures ν. However, the measure µ not necessar-
ily achieves this supremum. Examples can be
found, e.g., among C2-area-preserving Anosov
diffeomorphisms on the 2-torus T2. In fact, by
[16, Cor. 20.4.5], the equality hµ(f) = htop(f)
for such a diffeomorphism f : T2 → T2 im-
plies that f is C1-conjugate to a linear auto-
morphism g : T2 → T2. Since C1-conjugacy
implies that the eigenvalues of the correspond-
ing linearizations along any periodic orbits co-
incide, the existence of a C1-conjugacy is a
very strict condition. (However, by a result
of Manning [26], any Anosov diffeomorphism
on a torus is conjugate to a linear automor-
phism by a homeomorphism.) Hence, most
area-preserving Anosov diffeomorphisms on T2
satisfy the strict inequality hµ(f) < htop(f).
Remark 4. For non-autonomous systems
(e.g., given by deterministic control systems
of the form x˙ = f(x, u) or stochastic control
systems as studied in [5]), the well-developed
entropy theory for random dynamical systems
may be used to study concepts of estimation
entropy appropriate for such systems (see,
e.g., [25]).
Finally, we show that under a Lipschitz con-
dition the estimation entropy of a semiflow
equals that of the discrete-time system gen-
erated by its time-1-map. This guarantees
that the above theorem can also be applied
to the flow of an ordinary differential equation
x˙ = f(x) on M .
Proposition 5. Consider a continuous semi-
flow φ : R≥0 × X → X on a metric space
(X, d) and a compact set K ⊂ X. Assume
that there is a constant L > 0 so that for all
x, y ∈ ⋃s≥0 φs(K) and t ∈ [0, 1] the following
inequality holds:
d(φt(x), φt(y)) ≤ Ld(x, y).
Then the estimation entropy satisfies
hest(α,K;φ) = loge(2) · hest(α,K;φ1).
Proof. For simplicity, we omit the factor
loge(2) in the proof, which only comes from
using logarithms with different base. The in-
equality hest(α,K;φ1) ≤ hest(α,K;φ) follows
from the fact that any (T, ε, α,K)-spanning
set for φ is (⌊T ⌋, ε, α,K)-spanning for φ1.
Conversely, suppose that S is an (n, ε, α,K)-
spanning set for φ1. Consider a real number
T > 0 of the form T = n+r with r ∈ [0, 1). We
put ε′ := εLeα and claim that S is (T, ε′, α,K)-
spanning for φ. To see this, let t ∈ [0, T ] and
write t = k + s with k ∈ N0 and s ∈ [0, 1). Let
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x ∈ K and y ∈ S such that d(φk(x), φk(y)) <
εe−αk for k = 0, 1, . . . , n. Then
d(φt(x), φt(y)) = d(φs(φk(x)), φs(φk(y)))
≤ Ld(φk(x), φk(y))
< Le−αkε = Le−αkL−1e−αε′
= e−(k+1)αε′
≤ e−α(k+s)ε′ = e−αtε′.
This proves the claim. Hence,
s∗est(T, ε
′, α,K;φ) ≤ s∗est(n, ε, α,K;φ1).
Writing each T > 0 as T = n(T ) + r(T ) with
n(T ) ∈ N0 and r(T ) ∈ [0, 1), we obtain
lim sup
T→∞
1
T
log s∗est(T, ε, α,K;φ)
≤ lim sup
T→∞
log s∗est(n(T ), ε(Le
α)−1, α,K;φ1)
n(T ) + r(T )
= lim sup
n→∞
1
n
log s∗est(n, ε(Le
α)−1, α,K;φ1).
Letting ε tend to zero on both sides
yields the desired inequality hest(α,K;φ) ≤
hest(α,K;φ1). 
4. Examples and discussion of practical-
ity
In this section, we study several examples to
discuss the practicality of our main result.
Example 2. Consider the diffeomorphism
fA : T
2 → T2 on the 2-torus T2 = R2/Z2,
induced by the linear map
A =
(
2 1
1 1
)
, (13)
i.e., fA(x + Z
2) = Ax + Z2. Note that the
inverse of fA is given by fA−1 , which is well-
defined, since detA = 1. The map fA is known
as Arnold’s Cat Map, and is probably the sim-
plest example of an Anosov diffeomorphism.
Since detDfA(x) ≡ detA ≡ 1, the map fA is
area-preserving. The eigenvalues of the matrix
A are given by
γ1 = −3
2
− 1
2
√
5 and γ2 = −3
2
+
1
2
√
5
and satisfy |γ1| > 1, |γ2| < 1. It is obvious that
λ1 := log |γ1| > 0 and λ2 := log |γ2| < 0 are the
Lyapunov exponents of fA. Hence, Theorem 4
yields
hest(α,T
2) ≥
{
2α if α ≥ −λ2,
λ1 + α if 0 ≤ α ≤ −λ2
Observe that this does not yield a contradiction
in the case α = −λ2, since
−2λ2 = −2 log
(3
2
− 1
2
√
5
)
= log
( 1(
3
2 − 12
√
5
)2)
= log
( 3
2 +
1
2
√
5
3
2 − 12
√
5
)
= λ1 − λ2.
We want to find out whether the above lower
bound is tight. First observe that for the linear
system on R2 given by x 7→ Ax we have
hest(α, [0, 1]
2;A) = (λ1+α)
++(λ2+α)
+, (14)
when we use the standard Euclidean metric.
This follows from the simple observation that
the inequality ‖Anx− Any‖ < e−αnε is equiv-
alent to ‖(eαA)nx − (eαA)ny‖ < ε, and hence
the estimation entropy equals the topological
entropy of eαA, which is given by the right-
hand side of (14), cf. [7]. For α ≤ λ2, we
have (λ2 + α)
+ = 0. Since λ1 + λ2 + 2α =
log(|γ1γ2|) + 2α = 2α, (14) is equivalent to
hest(α, [0, 1]
2 ;A) =
{
2α if α ≥ −λ2,
λ1 + α if 0 ≤ α ≤ −λ2.
Hence, if we can show that hest(α,T
2; fA) ≤
hest(α, [0, 1]
2 ;A), we have proved that the lower
bound is tight. Using the flat metric on T2
(note that any two Riemannian metrics on a
compact manifold are equivalent in the sense
of Remark 1), given by
d(x+ Z2, y + Z2) := min
n∈Z2
‖x− y + n‖,
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where ‖ · ‖ is the Euclidean norm, we can show
this as follows. Let us write [x] = x + Z2 for
the elements of T2. Let E ⊂ T2 be a maxi-
mal (n, ε, α,T2)-separated set for fA. Then, for
each [x] ∈ E, we may assume that x ∈ [0, 1)2,
since [0, 1)2 is a fundamental domain for the
action of Z2 on R2 by translations. Then con-
sider the set E′ := {x ∈ [0, 1)2 : [x] ∈ E},
which satisfies #E′ = #E. We claim that E′
is (n, ε, α, [0, 1]2)-separated for A. Indeed, if
x, y ∈ E′ with x 6= y, then [x] 6= [y], and hence
there is 0 ≤ j ≤ n with
εe−αj ≤ d(f jA([x]), f jA([y]))
= min
n∈Z2
‖Aj(x− y) + n‖ ≤ ‖Aj(x− y)‖.
This proves that E′ is (n, ε, α, [0, 1]2)-
separated, and hence
n∗est(n, ε, α, [0, 1]
2) ≥ n∗est(n, ε, α,T2),
which implies hest(α, [0, 1]
2;A) ≥
hest(α,T
2; fA), showing that the lower
bound is tight.
It is clear that the analysis in the above
example applies to any linear torus automor-
phism (which are all area-preserving). The fol-
lowing example describes a more general class
of diffeomorphisms, for which Theorem 4 can
be applied.
Example 3. A class of diffeomorphisms which
are known to have positive Lyapunov ex-
ponents on a set of full Lebesgue measure
are volume-preserving Anosov diffeomorphisms
and time-1-maps of volume-preserving Anosov
flows. An Anosov diffeomorphism f : M →M
is characterized by the existence of an invari-
ant decomposition of the tangent bundle TM
into two subbundles TM = Es⊕Eu, such that
the sequence of derivatives Dfn : TM → TM ,
n ∈ Z, uniformly exponentially contracts vec-
tors in Es (resp., in Eu) as n → ∞ (resp.,
as n → −∞). The existence of such a split-
ting is also called uniform hyperbolicity. For
Arnold’s Cat Map, e.g., the stable and unstable
bundles correspond to the stable and unstable
subspaces of the hyperbolic matrix (13).
Anosov proved that every C2-volume-
preserving Anosov diffeomorphism f is ergodic.
Moreover, using the thermodynamic formal-
ism, one can show that its metric entropy
with respect to volume is given by (cf. [16,
Thm. 20.4.1])
hµ(f) =
∫
log Juf(x)dµ(x),
where Juf(x) = |detDf(x)|Eux : Eux → Euf(x)|.
From this formula, one immediately sees that
hµ(f) > 0. From Pesin’s formula we thus know
that f has du := dimEu positive and ds :=
dimEs negative Lyapunov exponents. Hence,
for sufficiently small α (small enough so that
adding α to the Lyapunov exponents does not
change their signs), the estimate of Theorem 4
becomes
hest(α,M) ≥ duα+
∫
log Juf(x)dµ(x).
For the computation of the integral term in the
above expression, there exist efficient numeri-
cal methods. An overview of these methods
can be found in the paper [15]. In [14], a spe-
cial form of Ulam’s method (originally devel-
oped to compute invariant densities) is applied
to several examples of expanding, Anosov and
Axiom A systems. The only Anosov example
therein, however, is again Arnold’s Cat Map.
The next example shows that outside of the
uniformly hyperbolic regime, even for maps
that seem very simple on first sight, the evalu-
ation of the right-hand side in estimate (4) can
be extremely difficult.
Example 4. We consider one of the most-
studied families of area-preserving dynamical
systems, known as the (Taylor-Chirikov) stan-
dard map, which is related to numerous physi-
cal problems. For a real parameter a ∈ R, this
family is given by
fa(x, y) = (x+ a sin y, y + x+ a sin y).
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Since fa(x + 2pik, y + 2pil) = fa(x, y) +
(2pik, 2pi(k+l)) for any k, l ∈ Z, the map fa can
be considered as an analytic map of the 2-torus
T
2 = R2/(2piZ2). This map is area-preserving,
since detDfa(x, y) ≡ 1.
A famous open problem in the theory of dy-
namical systems is to establish the positivity
of the largest Lyapunov exponent for fa on a
set of positive Lebesgue measure, a property
also known as observable chaos. Although for
parameters a ≫ 1 the map fa exhibits strong
expansion and contraction properties, so far
noone was able to prove or disprove this prop-
erty for any parameter.
Letting µ denote again Lebesgue measure on
T
2, Pesin’s formula for the metric entropy reads
hµ(fa) =
∫
T2
λ+dµ, where λ+ is a shortcut for
the sum of the positive Lyapunov exponents.
Hence, hµ(fa) > 0 is equivalent to observable
chaos for fa, and consequently, it is unknown
whether hµ(fa) is positive for any a. However,
it is known that the topological entropy of fa
is positive for large values of a, cf. [20].
Since we do not have ergodicity for the maps
fa due to the existence of elliptic periodic or-
bits, the integration in the estimate of Theo-
rem 4 cannot be omitted, which makes it even
harder to apply the estimate. Hence, we see
that in the case of the standard map, Theorem
4 is currently useless from a practical point of
view.
The preceding example provides some evi-
dence that both analytical and numerical eval-
uation of estimation entropy in general could
be extremely difficult, as it is the case for many
relevant objects and quantities related to dy-
namical systems. The theory of dynamical
systems essentially offers two solutions to this
problem. The first one is to study not a par-
ticular dynamical system, but rather a typical
one, where typicality (or genericity) can be un-
derstood in at least two senses. If a family
of dynamical systems fp is parametrized by a
parameter p ∈ Rk, then one can try to prove
statements that hold for Lebesgue almost all
parameters p. Alternatively, one can put a
topology on a space X of dynamical systems
and try to prove statements that hold for an
open and dense subset of X or for a countable
intersection of such sets. A quite recent exam-
ple for this type of statements is the following
theorem of Avila et al. [2].
Theorem 6. C1-generically, a volume-
preserving diffeomorphism of a compact
connected manifold M is either non-uniformly
Anosov or satisfies
lim
n→±∞
1
n
log ‖Dfn(x)v‖ = 0
for almost every x ∈ M and every 0 6= v ∈
TxM .
Here C1-generically means that the state-
ment holds for all diffeomorphisms from a
countable intersection of dense and open sub-
sets in the C1-topology. Non-uniformly Anosov
means that there exists a splitting TM =
Es ⊕ Eu and a number λ > 0 such that for
Lebesgue almost all x ∈ M , the Lyapunov ex-
ponents at x are ≤ −λ for vectors in Es and
≥ λ for such in Eu. In dimension 2, this re-
duces to uniform hyperbolicity as discussed in
Example 2.
From an applied point of view, the generic
perspective is certainly not very helpful. The
second way of getting around the problems
arising in deterministic systems is to add a cer-
tain amount of noise to the system, which often
makes things a lot easier. A very recent exam-
ple can be found in [6], where it is proved that
the maximal Lyapunov exponent is positive on
a positive Lebesgue measure set for the stan-
dard map with sufficiently large parameters, if
one adds a tiny amount of noise to the map. In
this case, also a concrete lower bound can be
given.
The idea of simplifying a system by adding
noise is certainly interesting for the state esti-
mation problem addressed in this paper, if it is
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done in the right way. A first study of state es-
timation under communication constraints for
noisy systems can be found in [19].
5. Concluding remarks
In this paper, we have derived a lower bound
on the smallest bit rate in a noisefree commu-
nication channel, transmitting state informa-
tion of a dynamical system to an estimator,
so that the estimator can generate a state esti-
mate converging exponentially to the true state
with a given exponent −α.
The main assumption of our theorem is that
the given dynamical system f : M → M pre-
serves a probability measure absolutely contin-
uous with respect to volume. This, e.g., is the
case when |detDf(x)| ≡ 1 for some Rieman-
nian metric g on M , in which case f preserves
the volume measure associated with g. In par-
ticular, all Hamiltonian and symplectic maps
belong to this category. The study of volume-
preserving maps forms a major subfield of re-
search in dynamical systems, see the preceding
section, and even in dimension 2 such systems
can exhibit amazingly complicated dynamics.
The assumption that f preserves volume is not
satisfied if f has a low-dimensional attractor
as, e.g., observed in the Lorenz or He´non fam-
ily for appropriate parameters, cf. the examples
given in [28, 29].
In order to evaluate the lower bound pro-
vided by Theorem 4, the Lyapunov exponents
λ1, . . . , λd need to be determined. Since usu-
ally this is analytically impossible, one has to
use numerical approximations. There exist sev-
eral approaches for the numerical computation
of Lyapunov exponents. Here we only refer to
the seminal papers [3, 4], which introduced one
of the most used and effective numerical tech-
nique, and to [35] for an extensive survey. The
problem, of course, is that without ergodicity,
it is not sufficient to compute the Lyapunov ex-
ponents for a fixed initial condition, and even
with ergodicity, there is some chance to pick
the wrong initial condition.
Since Theorem 4 only yields a (in general
strict) lower bound on the critical bit rate,
there is no coding and estimation scheme asso-
ciated with it. In this sense, the result is only
of theoretical interest. Its proof, however, can
be regarded as a first step towards a general
formula for the critical bit rate and hopefully
an associated algorithm (see also Remark 2).
It is well-known that the topological entropy
is not a continuous function of the dynamical
system in any reasonable class of systems and
for any reasonable topology on this class. For
positive values of α, it is not clear if the same
holds for the estimation entropy hest(α,K).
This question is certainly of practical relevance,
since any numerical approach to the problem
of exponential state estimation with a bit rate
close to the theoretical infimum would suffer
from such a non-robust behavior.
An idea of Matveev and Pogromsky [28, 29]
how to circumvent this problem is to consider
instead of the theoretical infimum only an up-
per bound, which is tight in a relevant number
of cases and has the property that it changes
continuously under smooth variations of the
dynamical system. This upper bound, further-
more, has the advantage that it is accessible
to analytical and numerical computation in a
relevant number of cases. Another idea, as al-
ready mentioned in the preceding section, is
to make the system more robust and, at the
same time, better accessible to analytical and
numerical methods by adding noise.
6. Appendix
6.1. The Multiplicative Ergodic Theorem
The following theorem is a basic version
of the Multiplicative Ergodic Theorem, also
known as Oseledets Theorem. See [1, 10] for
more elaborate versions and proofs.
Theorem 7. Let (Ω,F , µ) be a probability
space and θ : Ω → Ω a measurable map, pre-
serving µ. Let T : Ω → Rd×d be a measurable
13
map such that log+ ‖T (·)‖ ∈ L1(Ω, µ) and write
T nx := T (θ
n−1(x)) · · · T (θ(x))T (ω).
Then there is Ω˜ ⊂ Ω with µ(Ω˜) = 1 so that for
all x ∈ Ω˜ the following holds:
lim
n→∞
[(T nx )
∗(T nx )]
1/(2n) =: Λx
exists and, moreover, if expλ
(1)
x < · · · <
expλ
s(x)
x denote the eigenvalues of Λx and
U
(1)
x , . . . , U
s(x)
x the associated eigenspaces, then
lim
n→∞
1
n
log ‖T nx v‖ = λ(r)x if v ∈ V (r)x \V (r−1)x ,
where V
(r)
x = U
(1)
x + · · · + U (r)x and r =
1, . . . , s(x).
The numbers λ
(i)
x are called (µ-)Lyapunov
exponents and we apply the theorem to the sit-
uation, when θ is a diffeomorphism on a com-
pact smooth manifold and T (x) is the deriva-
tive of θ at x. In this case, we also write
λ1(x) ≥ λ2(x) ≥ · · · ≥ λd(x) for the Lya-
punov exponents, where we allow equal ex-
ponents (corresponding to algebraic multiplic-
ities).
6.2. Construction of partitions
Let (M,g) be a compact d-dimensional Rie-
mannian manifold. We write d(·, ·) for the
geodesic distance on M and m(·) for the Rie-
mannian volume measure.
We recall the definition of a triangulation.
Let v0, . . . , vd be a set of affinely independent
vectors in Rn, i.e., v1 − v0, v2 − v0, . . . , vd − v0
are linearly independent. The convex hull of
these points, denoted by [v0v1 . . . vd] is called a
d-simplex with vertices v0, . . . , vd. A k-simplex
whose vertices are in {v0, . . . , vd} is called a k-
face of [v0v1 . . . vd]. The 1-faces are the vertices
and a 2-face is also called an edge. A simplex
is called regular if it is a regular polyhedron.
In this case, the edges all have the same length
which is equal to the diameter of the simplex.
A simplicial complex K in Rn is a set of sim-
plexes in Rn with the following properties:
(i) If σ ∈ K and τ is a face of σ, then τ ∈ K.
(ii) The intersection of two elements of K is
either empty or a face of both.
The union of all simplexes in K is denoted by
|K|.
A triangulation of a topological space X is a
pair (K,pi) such that K is a simplicial complex
and pi : |K| → X is a homeomorphism. If M
is a smooth manifold, a triangulation (K,pi) of
M is called smooth if for every simplex σ ∈ K
there exists a chart (U, φ) of M such that φ
is defined on a neighborhood of pi(σ) in M and
φ◦pi is affine in σ. The existence of smooth tri-
angulations for any smooth manifold is proved
in [39, Ch. IV, B].
Lemma 8. Let σ = [v0v1 . . . vd] be a regular d-
simplex in Rn and δ > 0. If δ is small enough,
then there exists a regular d-simplex σδ ⊂ σ
such that
σδ ⊂ {x ∈ σ : dist(x, ∂σ) ≥ δ} . (15)
Moreover, there exists a constant c > 0 (only
depending on d) such that
σδ =
{
d∑
i=0
tivi : ti ≥ cδ
diam(σ)
,
d∑
i=0
ti = 1
}
.
(16)
The diameter of σδ satisfies diam(σδ) =
diam(σ)− cδ(d + 1).
Proof. Let x =
∑
tivi ∈ σ be chosen so
that dist(x, ∂σ) < δ. Then there exists y =∑
sivi ∈ ∂σ with ‖x − y‖ < δ. Since y ∈ ∂σ,
there exists an index j with sj = 0. Let A :
R
d → Rn be the linear map with Aei = vi− v0
for i = 1, . . . , d, where {e1, . . . , ed} denotes the
standard basis in Rd. The diameter of a sim-
plex is the length of its longest edge. Since σ
is regular, for i = 1, . . . , d,
‖Aei‖ = ‖vi − v0‖ = diam(σ).
In fact, we can write A as A = diam(σ)A0,
where A0 is the corresponding linear map
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for the regular simplex [w0 . . . wd] with wi =
diam(σ)−1vi. As a map from R
d to 〈v1 −
v0, . . . , vd − v0〉, A is invertible and we simply
write A−1 for its inverse. Note that ‖A−10 ‖ does
not depend on the position of σ, i.e., it is in-
variant under translations and rotations. We
find that
‖x− y‖ =
∥∥∥∑(ti − si)vi∥∥∥
=
∥∥∥∑(ti − si)(vi − v0)∥∥∥
=
∥∥∥A∑(ti − si)ei∥∥∥
≥ ‖A−1‖−1
(
d∑
i=0
(ti − si)2
)1/2
≥ diam(σ)‖A−10 ‖−1tj.
Since ‖x− y‖ < δ, this implies
tj <
cδ
diam(σ)
, c := ‖A−10 ‖.
Hence, if all tj ≥ (cδ)/diam(σ), then
dist(x, ∂σ) ≥ δ, proving (15), if σδ is given as
in (16).
To show that the right-hand side in (16) is
a regular d-simplex, we assume w.l.o.g. that∑d
i=0 vi = 0. We put b := (cδ)/diam(σ)
and assume that δ is small enough so that
b < 1/(d + 1). Now observe that x =
∑
tivi
with ti ≥ b and
∑
ti = 1 can be written as
x =
∑
(si + b)vi =
∑
sivi + b
∑
vi =
∑
sivi
with
∑
si = 1 − (d + 1)b and si ≥ 0. Put
wi := (1−(d+1)b)vi and ri := (1−(d+1)b)−1si.
Then
x =
d∑
i=0
riwi,
d∑
i=0
ri =
1
1− (d+ 1)b
d∑
i=0
si = 1.
Now the formula for diam(σδ) easily follows.

In the proof of the following lemma, we use
the convention to write a(n) / b(n) for two
quantities depending on n if a(n) ≤ cb(n) for
some constant c > 0 and all n.
Lemma 9. Let µ be a Borel measure on M of
the form µ = ϕm with an essentially bounded
density ϕ. Let ε > 0 and 0 < β < α. Then
there exists a sequence (Pn)∞n=0 of measurable
partitions of M , Pn = {P1,n, . . . , Pn,kn}, satis-
fying the following two properties:
(i) diamPn < εe−βn for all n ≥ 0.
(ii) There are δ > 0 and compact sets Kn,i ⊂
Pn,i such that
d(x, y) ≥ δe−αn, (17)
whenever x ∈ Kn,i and y ∈ Kn,j for some
n ≥ 0 and i 6= j, and
µ(Pn,i\Kn,i) ≤ 1
kn log kn
(18)
for all sufficiently large n.
Proof. It suffices to prove the assertion for m
in place of µ, as will become clear later.
Every smooth triangulation (K,pi) of M in-
duces a partition of M into the pi-images of
the d-simplexes in K. This is a partition
in the sense of measure theory, since parti-
tion elements may intersect in their (d − 1)-
dimensional boundaries which have volume
zero. Let (K0, pi) be a fixed smooth triangula-
tion of M . By compactness, the number of d-
simplexes in K is finite. We apply the standard
subdivision to K, which is explained in detail
in [39, App. II.4]. This process subdivides each
d-simplex of K into 2d smaller d-simplexes and
produces a new simplicial complex. Important
for us is that the diameter of any new d-simplex
σ′ contained in some d-simplex σ ∈ K is half
of the diameter of σ.
Let (Kn, pi) denote the triangulation ob-
tained after n consecutive standard subdivi-
sions of (K0, pi). If Qn is the partition of M
induced by (Kn, pi), then
|Qn| = |Q0|2nd. (19)
We want to estimate the diameter of Qn. By
the definition of smooth triangulations, we can
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write pi = φ−1 ◦ A on each d-simplex σ ∈ K0,
where φ is a chart ofM , defined on a neighbor-
hood of pi(σ) and A is an affine map. We can fix
such charts and affine maps. Then it is easy to
see that the restriction of pi to σ is globally Lip-
schitz continuous. Since there are only finitely
many d-simplexes in K0, we thus find some
L > 0 such that d(pi(v), pi(w)) ≤ L‖v − w‖,
whenever v and w are contained in the same d-
simplex of K0. Now let x = pi(v) and y = pi(w)
be two points contained in the same cell pi(σ)
of Qn. Since σ is contained in a d-simplex of
K0,
d(x, y) = d(pi(v), pi(w)) ≤ L‖v − w‖ ≤ L2−nζ0,
where ζ0 denotes the largest diameter of any d-
simplex in K0. Putting ε0 := Lζ0, this implies
diamQn ≤ ε02−n. (20)
Now consider the given numbers ε > 0 and 0 <
β < α. To obtain the desired sequence of parti-
tions, we first replace (K0, pi) with (Kn0 , pi) for
n0 large enough so that ε0 < ε. We then con-
sider the sequence (ln)n≥0 of integers defined
by
ln :=
⌈
βn
ln 2
⌉
for all n ≥ 0
and put Pn := Qln . Then property (i) is satis-
fied, because
diamPn = diamQln ≤ ε02−ln
< ε2−
β
ln 2
n = εe−βn.
Now write Pn = {Pn,1, . . . , Pn,kn}. From (19)
we obtain
kn = k02
lnd ≤ k02(
β
ln 2
n+1)d = k02
deβnd. (21)
We define compact sets Kn,i ⊂ Pn,i in the fol-
lowing way. Each Pn,i is of the form Pn,i =
pi(σ) for a d-simplex σ ∈ Kln . Define
K(σ) :=
{
x ∈ σ : dist(x, ∂σ) ≥ e−αn} .
This set is easily seen to be compact (it may be
empty though), and hence Kn,i := pi(K(σ)) is
a compact subset of Pn,i. Now, if n is fixed, 1 ≤
i < j ≤ kn and (x, y) ∈ Kn,i ×Kn,j, choose a
minimizing geodesic γ in M from x to y. Since
γ must hit the boundaries of Pn,i and Pn,j, it
easily follows that
d(x, y) = length(γ)
≥ dist(x, ∂Pn,i) + dist(y, ∂Pn,j).
There exists a constant c > 0 (independent of
n) such that
c‖v − w‖ ≤ d(pi(v), pi(w))
as long as v and w belong to the same d-simplex
σ of some Kn, since pi is a diffeomorphism on
each d-simplex of K0 and the complexes Kn are
obtained by subdivisions of K0. If Pn,i = pi(σi)
and Pn,j = pi(σj), then
dist(x, ∂Pn,i) = inf
z∈∂Pn,i
d(x, z)
≥ inf
w∈∂σi
c‖pi−1(x)− w‖
= cdist(pi−1(x), ∂σi) ≥ ce−αn,
and similarly for dist(y, ∂Pn,j). Putting δ :=
2c, this implies
d(x, y) ≥ δe−αn,
verifying (17). It remains to prove (18) for all
sufficiently large n. As above for the distance,
we have a constant C > 0 such that
m(pi(A)) ≤ Cmd(A) (22)
for each measurable subset A of a d-simplex
σ of some Kn, where md is the d-dimensional
standard Lebesgue measure. Now, if Pn,i =
pi(σ), then
m(Pn,i\Kn,i) = m(pi(σ\K(σ)))
≤ Cmd(σ\K(σ))
= C(md(σ)−md(K(σ))).
By changing the affine maps used to describe
the restrictions of pi to d-simplexes, if neces-
sary, we may assume that all d-simplexes in
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K0, and hence also in Kn, are regular. The
volume of such a simplex is a constant fraction
of the volume of a d-dimensional cube whose
side lengths are equal to the diameter of the
simplex, i.e.,
md(σ) = cd diam(σ)
d,
where cd > 0 depends only on d. Since e
−αn
decays faster than e−βn, we can apply Lemma
8 for sufficiently large n and obtain a constant
b > 0 such that
md(σ)−md(K(σ)) ≤ md(σ)−md(σe−αn)
/ diam(σ)d − (diam(σ) − be−αn)d
= diam(σ)d
(
1−
(
1− be
−αn
diam(σ)
)d)
/ 2−lnd
(
1−
(
1− be
−αn
diam(σ)
)d)
/ e−βnd
(
1−
(
1− c˜e−(α−β)n
)d)
with a constant c˜ > 0. Hence, by (21) it suffices
to check that
1−
(
1− c˜e−(α−β)n
)d
/
1
log(2dk0) + βnd
for sufficiently large n. This holds, because on
the left-hand side we have exponential conver-
gence to 0, using that α > β. It is obvious that
the same holds if m is replaced with µ = ϕm,
since such measures also satisfy an inequality
of the form (22). 
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