In this paper, relations between the asymptotic behavior for a stochastic wave equation and a heat equation are considered. By introducing almost surely D-α-contracting property for random dynamical systems, we obtain a global random attractor of the stochastic wave equation νu ν tt + u ν t − u ν + f (u ν ) = √ νẆ endowed with Dirichlet boundary condition for any 0 < ν 1. The upper semicontinuity of this global random attractor and the global attractor of the heat equation z t − z + f (z) = 0 with Dirichlet boundary condition as ν goes to zero is investigated. Furthermore we show the stationary solutions of the stochastic wave equation converge in probability to some stationary solution of the heat equation.
Introduction
The need for taking random effects into account in modeling, analyzing, simulating and predicting complex phenomena has been widely recognized in geophysical and climate dynamics, materials science, chemistry, biology and other areas [5, 10, 15, 23] . Stochastic partial differential equations (SPDEs or stochastic PDEs) are appropriate mathematical models for complex systems under random influences [24] .
Wave motion is one of the most commonly observed physical phenomena, which can be described by hyperbolic partial differential equations. Nonlinear wave or hyperbolic equations also have been studied a great deal recently in many modern problems such as sonic booms, bottleneck in traffic flows, nonlinear optics and quantum field theory, see [21, 25] . However for many problems such as wave propagation through the atmosphere or the ocean, due to the presence of turbulence the media has random fluctuation, the more realistic models must take the random fluctuation into account, which leads to the introduction of stochastic wave equations, see [4, 5] .
Let with Dirichlet boundary condition to approximate system (1.1) in some sense.
It is known that the study of asymptotic behavior as t → ∞ is one of the most important parts in modern research of nonlinear evolutionary systems. So a natural question is what is the relation between the long time behavior of systems (1.1) and (1.2) as ν → 0. The present paper is devoted to determine the asymptotic behavior of systems (1.1) and (1.2) as t → ∞ respectively and then find the relation between them.
First we apply the theories of random dynamical system and random attractor to study the long time behavior of system (1.1). It is proved that the dynamical behavior of system (1.1) can be described by a global random attractor A ν (ω) in space (H 2 
Here ω ∈ (Ω, F, P). In our approach a stationary Ornstein-Uhlenbeck process which solves a linear stochastic wave equation, see Section 3, is introduced to transform the stochastic system (1.1) into a system with random coefficient. Then almost surely D-α-contracting property for a continuous random dynamical system is introduced, see Definition 2.10, to obtain a global random attractor for the random dynamical system generated by the system with random coefficient. And some technique of energy estimates is used in our argument. A novelty of here is that we obtain the random attractor in space (
The random attractors, which are obtained in
, for stochastic wave equations have been studied in [8, 11, 26] and others. And as far as the authors know almost surely D-α-contracting property is the first time introduced for continuous random dynamical systems to study the existence of random attractors.
Next we pass the limit ν → 0 in system (1.1) and prove that A ν (ω) is upper semicontinuous in space
A 0 = 0 with probability one.
Here A 0 , which is a deterministic set, is the extension of a global attractor for system ( 
It is proved that any limit point of a sequence of stationary solutions of system (1.1) in L 2 (0, T ; L 2 (D)) as ν → 0 defines one stationary solution of system (1.2) . In this approach a key step is the tightness of distributions of the sequence of stationary solutions in space L 2 (0, T ; L 2 (D)). And the mean square convergence is proved on a new probability space (Ω , F , P ) for any > 0 which yields the convergence of stationary solutions in probability on (Ω, F, P).
Here we point out that in [3] Cerrai and Freidlin have studied the following stochastic hyperbolic equation
with f is global Lipschitz continuous. And for any finite time T > 0 and κ > 0 the following approximation is obtained
which is called Smoluchowski-Kramers approximation, with z solves the following stochastic heat equation
And the stationary distribution of system (1.3) is coincide with that of system (1.5). In this paper we derive the approximation on long time interval for system (1.1) with non-Lipschitz nonlinear term f and rescaled white noise. Such approximation is not Smoluchowski-Kramers approximation. Here we just consider the case that the noise is of trace-class to which Itô formula can be applied. The study of global random attractors was initiated by Ruelle [18] . And the fundamental theory was developed in [7, 8, 19] and others. The rest is organized as follows. In Section 2 some preliminaries are given. A stationary Ornstein-Uhlenbeck process with some basic properties is given in Section 3. And we transform system (1.1) into a random partial differential equation in Section 4, then a global random attractor for the random partial differential equation is obtained in Section 5. The main result about the upper semicontinuity of the random attractor is proved in Section 6. In last section we consider the convergence of stationary solutions for system (1.1).
Preliminary
Let D ⊂ R n , n = 3, be an open bounded set with smooth boundary. Define the following unbounded operator on L 2 (D)
which is self-adjoint and strictly positive. For s ∈ R we can define D(A s/2 ) endowed with the norm
Consider the following singularly perturbed stochastic wave equation on D
2)
where 0 < ν 1 and
where {e k } is a complete orthonormal system in L 2 (D), a k is a bounded sequence of nonnegative real numbers. Then W (t) can be written as
where w k are real mutually independent Brownian motions. Further we assume
For more descriptions of Q-Wiener process we refer to [17] . We assume that the nonlinear term f ∈ C 2 on R and there exist positive constants C 1 , C 2 , C 3 and C 4 such that for any s ∈ R
Remark 2.1. Here we omit the superscript ν without causing confusion unless in Sections 6 and 7.
Remark 2.2. Note that the growth exponent of the nonlinearity is critical in R 3 . And to the best of our knowledge this is the first result for the random attractor for the stochastic wave equation with critical growth exponent. Remark 2.3. Also note that the assumptions on f are satisfied for cubic nonlinearity f (u) = u 3 − au, a ∈ R, and not satisfied for the sine-Gordon equation with f (u) = sin u. However the calculations are simpler in that case since f and its derivative are bounded.
with product norms written as · H and · H 1 , respectively. We also consider the following heat equation
Under the assumptions on f it is well known that system (2.5) possesses a global attractor
, see [13, 22] and others. Associated with the attractorÃ we define the set
which is a natural embedding of the attractorÃ into H 1 .
For our purpose we introduce the following probability space (Ω, F, P) as
endowed with compact-open topology, P is the corresponding Wiener measure and F is the P-completeness of Borel σ -algebra on Ω. Write E as the expectation with respect to P. Let
is a metric dynamical system with the filtration
where
is the smallest σ -algebra generated by random variables
The metric dynamical system (Ω, F, P, (θ t ) t∈R ) defined above is ergodic. Since the above probability space is canonical we can define the Wiener process and its shift operator
which is called the helix property. Now we introduce the concept of the random dynamical system (RDS).
Definition 2.4. Let (E, d
) be a Polish space and (Ω, F, P, (θ t ) t∈R ) be a metric dynamical system. Suppose the mapping
(E), B(E))-measurable and satisfies the following properties
then φ is called an RDS with respect to (θ t ) t∈R . If φ is continuous with respect to x for t 0 and ω ∈ Ω, φ is called a continuous RDS.
For detail we refer to [1] . We intend to study the long time behavior of an RDS generated by system (2.2) by means of random attractors. Now we recall some knowledge of random attractors.
A set-valued map B : Ω → 2 E is called a random closed set if B(ω) is closed, nonempty and ω → d(x, B(ω)) is measurable for all x ∈ E. A random set B is said to be tempered if for a.e. ω ∈ Ω and all γ > 0
y). Let D be the collection of all tempered random sets in E.
And for such a set we write as a D-set. Then we give the following definition of the random attractor, see [7, 8, 19] .
, φ(t, ω)A(ω) = A(θ t ω) ∀t 0 and for a.e. ω ∈ Ω;
• A(ω) attracts all sets in D, i.e., for all B ∈ D and a.e. ω ∈ Ω we have
The following theorem gives a sufficient condition for the existence of a random attractor, see [7, 8, 19] .
Theorem 2.6. Suppose φ is an RDS on a Polish space (E, d) and there exists a random compact set B(ω) absorbing every tempered random set D ⊂ E. Then, the set
is a global random attractor for RDS φ.
However this result is improper for the present situation since a wave equation generates a semigroup without compactness. So we give another method to obtain the global random attractor.
We review briefly the basic knowledge of Kuratowski measure of non-compactness, see [14, 20] for detail. If A is an unbounded set in E define α(A) = ∞. The following properties will be useful in our approach.
Lemma 2.8. The Kuratowski measure of non-compactness α(A) on a complete metric space E satisfies the following properties:
For a random dynamical system φ(t, ω) on a Polish space (E, d) we introduce the following definition, similar definition for cocycle, see [6] .
Definition 2.10. A random dynamical system φ on a Polish space (E, d) is almost surely D-α-contracting if for any set
The following theorem describes sufficient conditions for a random dynamical system to be almost surely D-α-contracting. 
Theorem 2.11. For a random dynamical system φ(t, ω) on a separable Banach space (E, · E ), if almost surely the following hold
Proof. Let A ∈ D and a tempered random variable a 0 such that A ⊂ B a . Then for any ε > 0 with t > r(a)
Then the arbitrariness of ε yields the result. 2
For an almost surely D-α-contracting random dynamical system φ on a Polish space (E, d), we give the following result about a sufficient condition of existence of a global random attractor in E.
Theorem 2.12. For a random dynamical system φ(t, ω) on a Polish space (E, d), assume that
(1) φ(t, ω) has an absorbing set B(ω) ∈ D; (2) φ(t, ω) is almost surely D-α-contracting.
Then φ(t, ω) possesses a global random attractor in E.
Proof. The argument is just a small adaption of that in [14] or [20] for deterministic system. Set
We claim that A(ω) ∈ D is a global random attractor of φ(t, ω) in E. In fact it is known that, see [7, 8, 19] , A(ω) is nonempty, invariant and attracting all the sets in D. So we just prove the compactness of A(ω). Let
By property (4) in Lemma 2.8, A(ω) is compact. The proof is complete. 2
Stationary Ornstein-Uhlenbeck process
In this section we construct a stationary Ornstein-Uhlenbeck (OU) process. First we consider the following deterministic linear system, ϕ t = ψ, (3.1)
for any (ϕ 0 , ψ 0 ) ∈ H, and ν ∈ (0, 1]. Write (3.1)-(3.3) as the following abstract form
with Z(t) = (ϕ(t), ψ(t)) T and
By the theory of semigroup, A ν is a generator of C 0 semigroup S ν (t) on H. Further there are
see [3] . Here | · | L denotes the operator norm. We claim that λ * ν can be taken as a positive real number independent of ν ∈ (0, 1]. In fact a simple calculation yields the eigenvalues of operator A ν
where {λ k } k∈N are the eigenvalues of operator A satisfying 0
where Re denotes the real part of a complex number. Denote the adjoint semigroup of S ν (t) by S * ν (t) which is defined by, see [3] ,
where Π 1 and Π 2 are the projections from H to H 1 0 (D) and L 2 (D), respectively. Now we consider the following linear stochastic problem in H 6) which is equivalent to
with
Suppose condition (2.4) holds, by the classical analysis of SPDEs [17] , system (3.7) has a solution (η(t, ω), T we have the following result. 
our approach a stationary solution of system (3.7) is useful. For such a solution Ξ(t, ω) = (η(t, ω), η t (t, ω))

) has a unique stationary solution (η, η t ) which is a Gaussian process in H; (2) t → (η(θ t ω), η t (θ t ω)) H grows sublinearly, that is
Proof. Consider system (3.7). Let
Following the proof of Proposition 5.1 of [3] , we have .
Taking expectation on both sides of (3.8), then the stationarity of (η, η t ) yields (3). And (4) also follows by Birkhoff ergodic theorem and the Gaussian property of (η, η t ). 2
Remark 3.2.
Further by condition (2.4), (η, η t ) in fact takes value in H 1 . Formula (3.8) is an energy equation for system (3.7). And by the above result we see that E η t (ω) 2 0 is independent of ν. Moreover η(θ t ω) coincides with the stationary solution of the following linear heat equation in distribution, see [3] ,
Conjugation between the stochastic PDE and random PDE
Consider the following random PDE for ω ∈ Ω fixed,
where (η, η t ) is the stationary solution of system (3.5)-(3.6). By the classical analysis in [22] , for any 
Φ ν (t, ω) v(0), v t (0) = v(t, ω), v t (t, ω) . (4.3)
Define an isomorphism on H as
ω), u t (t, ω) .
For more about the dynamics between two conjugate RDSs, see [9] . We end the section by the following simple truth for system (4.1)-(4.2).
Lemma 4.1. For any
We aim to prove the existence of random attractors for Ψ ν (t, ω) which is upper semicontinuous with respect to ν. By isomorphism T , it is enough to prove the same result for Φ ν (t, ω).
Random dynamics of stochastic wave equations
We always write C as some constant independent of ν, Q i (ω), i and are independent of ν. In this section we prove the existence of random attractors for Φ ν (t, ω). Our approach is the classical energy method, see [7, 8] for stochastic partial differential equations. We consider the system on a fixed ω-fiber.
Boundedness of solutions in H
Let ρ = v t + δv, where δ ∈ (0, δ 0 ) with δ 0 = min( 2 ), then
Multiplying ρ on both sides of (5.1) and integrating on D, we have 1 2
Notice the choice of δ and ν ∈ (0, 1], by a simple calculation we have
Moreover by the assumptions of f we have for some positive constant C. Here we use the embedding of
Combining the above estimates and by Hölder inequality we have
where α = min(δ, 
Then Gronwall lemma yields
Since ν ∈ (0, 1], α can be chosen independent of ν and by the embedding theorem we have
which is a P. a.s. finite random variable, since g(θ t ω) grows polynomially at most. And Q 1 (ω) in fact is a P. a.s. finite random variable, then for any
Boundedness of solutions in H 1
To obtain the existence of random attractors we need the further estimates in
For some β > 0 small enough, multiplying (4.1) by (v t + βv) in H , we have
Notice that
we focus on the last term. Then Hölder inequality yields
By the assumptions of f and by classical interpolation results we have that for some positive
then, by the similar calculation of [12] , we have
Write u = v + η, then applying Young inequality, for any μ > 0
Now fix μ > 0 small enough, by (5.6) and the above analysis we have
for sufficiently small β 1 > 0 which is independent of ν.
Then by Hölder inequality and the assumptions on f we have for some positive constantsC 1 andC 2C
Applying Hölder inequality, using (5.8) and notice that f (u) 2
Then Gronwall lemma yields
By Hölder inequality
And by Lemma 4.1 
Existence of the random attractor
Taking Tr Q sufficiently small as in the above subsection, it is shown that Φ ν (t, θ −t ω) has an absorbing set in H 1 which is independent of ν.
By the above analysis and Theorem 2.12, we just prove that
where v 1 and v 2 satisfy
and
By a standard calculation for (5.11), we have for some positive constant γ > 0 independent of ν 
(5.14)
for some T 2 > 0. For any tempered random ball B a ⊂ H 1 , by the assumptions of f , (5.13), (5.14) and the embedding
and therefore a compact set of 
Upper semicontinuity of A ν (ω)
In this section we prove that random attractor A ν (ω) obtained in the last section is upper semicontinuous in probability with respect to ν. In fact we have our main result Theorem 6.1.
Before giving the proof of the above theorem we give some results about the upper semicontinuity of random attractors, for more see [2] .
Suppose φ(t) is a dynamical system on a Polish space (E, d) and there exists a global attractor A 0 in E. We perturb φ(t) by a random element depending on a parameter ν ∈ (0, 1], so that we obtain an RDS
uniformly on bounded sets of E. Then we can have the following result (see [2] 
In applications, (H2) will follow from a similar property for random absorbing sets which are in fact used to obtain random attractors (see [2] ). So we only justify (H1). And since we consider the upper semicontinuity of attractors, we just verify condition (H1) for the orbits in attractors.
To apply the above result we need the following estimates. Writing y = v t and by differentiation of (4.1), we have the following stochastic differential system
Applying Hölder inequality and noticing the assumption on f with the embedding H 1 ⊂ L 6 , we have for some positive constant C
Notice that we restrict system (4. Proof of Theorem 6.1. Let φ(t) be the dynamical system generated by (2.5) and φ ν (t, ω) = Φ ν (t, ω). It is enough to verify condition (H1) for the orbits in random attractor A ν (ω). That is for a fixed ω ∈ Ω, we prove for any ν n ∈ (0, 1], ν n → 0 as n → ∞, there is a subsequence, which we still write as ν n , such that For our purpose we introduce the following lemma about a compactness result, see [16] . Let Denote by E the expectation operator with respect to P .
We restrict the system on the new probability space (Ω , F , P ) and arbitrarily fix a sequence {ν n } ⊂ (0, 1],ν n → 0, n → ∞. Consider the stationary processūν n . By the compactness of K , there is a subsequence {ν n } ⊂ {ν n } such that for any ω ∈ Ω the heat equation (2.5) has just a unique equilibrium pointū,ū ν converges in probability to the deterministic equilibrium pointū in L 2 (0, T ; L 2 (D)) as ν → 0. Now we can formulate our main result of this section in the following theorem. 
