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In noncentrosymmetric crystals with broken inversion symmetry I, the I − V (I:
current, V : voltage) characteristic is generally expected to depend on the direction
of I, which is known as nonreciprocal response and, for example, found in p-n junc-
tion. However, it is a highly nontrivial issue in translationally invariant systems since
the time-reversal symmetry (T ) plays an essential role, where the two states at crys-
tal momenta k and −k are connected in the band structure. Therefore, it has been
considered that the external magnetic field (B) or the magnetic order which breaks
the T -symmetry is necessary to realize the nonreciprocal I − V characteristics, i.e.,
magnetochiral anisotropy. Here we theoretically show that the electron correlation in
I-broken multi-band systems can induce nonreciprocal I − V characteristics without T -
breaking. An analog of Onsager’s relation shows that nonreciprocal current response
without T -breaking generally requires two effects: dissipation and interactions. By us-
ing nonequilibrium Green’s functions, we derive general formula of the nonreciprocal
response for two-band systems with onsite interaction. The formula is applied to Rice-
Mele model, a representative 1D model with inversion breaking, and some candidate
materials are discussed. This finding offers a coherent understanding of the origin of
nonreciprocal I − V characteristics, and will pave a way to design it.
Noncentrosymmetric crystals exhibit a variety of in-
teresting physical phenomena. These include ferroelec-
tricity [1], photovoltaic effect (shift current) [2–10], and
second harmonic generation [11–13]. Among them, non-
reciprocal dc current response in inversion broken sys-
tems has been attracting a keen attention in condensed
matter physics. Nonreciprocity (or rectifying effect) is
a current response where the I − V characteristic dif-
fers when current flows toward left and when it flows
toward right (i.e., I(V ) 6= −I(−V )). The nonrecipro-
cal current response is important both for fundamental
physics of inversion broken materials and also for ap-
plications such as diode. Conventional example of non-
reciprocity is a p-n junction, in which the direction of
the current changes the thickness of depletion layer, and
hence, the resistivity. Nonlinear current response has
been intensely studied in a mesoscopic setup [14–16]. In
contrast to such artificial heterostructures, nonreciproc-
ity in crystals is a more nontrivial issue. Current re-
sponses in crystals are governed by Bloch electrons with
good momentum k and their band structure. In the pres-
ence of time-reversal symmetry (TRS), the band struc-
ture satisfies the relationship kσ = −kσ¯ (σ represents
the spin and σ¯ the opposite spin to σ), which indicates
that no nonreciprocity appears for noninteracting elec-
trons in the Boltzmann charge transport picture as illus-
trated in Fig. 1(a). Specifically, the applied electric field
causes a shift of the Bloch electrons in the momentum
space. The symmetry in the band structure due to the
TRS results in symmetric shifts with respect to the direc-
tion of the applied electric field E, and the conductivity
does not depend on the direction of E. There are two
FIG. 1. Schematic picture of the current responses in non-
centrosymmetric crystals. For simplicity, here we consider
the spinless electrons. (a) The conductivity of noninteract-
ing electrons does not depend on the direction of the applied
electric fields due to the time-reversal symmetry T . (b) Effec-
tive dispersion relation of interacting electrons are modified
by the applied electric field E due to the electron correlation
in a different way depending on its direction. This makes
the conductivity depend on the direction of E, which is the
nonreciprocal current response.
ways to break TRS: (i) introducing time-reversal break-
ing term to a microscopic Hamiltonian and (ii) introduc-
ing irreversibility at the macroscopic level. The former
microscopic TR breaking is achieved with application of
an external magnetic field B or introducing magnetic or-
der. Nonreciprocal current response in the presence of
magnetic field is known as magnetochiral anisotropy and
has been actively studied [17–24].
The other way to break TRS is incorporating irre-
versibility at the macroscopic level, i.e., (ii). Generalizing
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2Onsager’s relation to nonlinear current response, we find
that nonreciprocal current may appear due to the effect
of dissipation/relaxation even when microscopic Hamil-
tonian obeys the TRS. Furthermore, there exists a sys-
tematic description for the second order nonlinear current
responses that is based on the gauge invariant formula-
tion of nonequilibrium Green’s functions under the static
E field [25, 26]. This formulation allows us to show that
some electron interaction effects are necessary for nonre-
ciprocal current response in bulk crystals under the TRS,
on top of the dissipation effects. Such electron interac-
tions include Coulomb electrons between electrons and
electron-phonon interactions. In particular, it turns out
that elastic scattering from disorder potential is not able
to support nonreciprocal current response. These general
symmetry considerations naturally lead us to study non-
reciprocal current response with electron interactions in
the Boltzmann transport picture that incorporates dissi-
pation effects through relaxation of electron distribution
functions.
Indeed, the situation changes in the presence of elec-
tron interactions, since electron interactions can mod-
ify the effective band structure when the applied electric
field changes the electron distributions. In the steady
state with nonzero current in noncentrosymmetric crys-
tals, the interaction effect modifies the energy band in
an asymmetric way with respect to the direction of E, as
illustrated in Fig. 1(b), and enables us to circumvent the
original constraint of TRS since systems with E and −E
are not related with TRS and k,σ(E) 6= −k,σ¯(−E) in
general. In the Boltzmann transport picture, this asym-
metric change of effective band structure leads to non-
reciprocal current responses. By using the gauge invari-
ant formulation of nonequilibrium Keldysh Green’s func-
tions, we derive a general formula for the nonreciprocal
current in the weak interaction limit. It shows that non-
reciprocal current in inversion broken materials is pro-
portional to the strength of electron interaction and in-
versely proportional to typical band separation and band-
width. We find that the nonreciprocity in noncentrosym-
metric crystals is a quantum mechanical effect that is de-
scribed by the complex nature of Bloch wave functions
and interband matrix element which is unique to inver-
sion broken systems. An estimate of the nonreciprocity
shows that doped semiconductors and molecular conduc-
tors are good candidate materials for the nonreciprocity
from electron correlation. We also discuss possible non-
reciprocity in the molecular conductor TTF-CA [27, 28].
In this paper, we focus on the nonlinearity in I-V char-
acteristic of dc transport. Meanwhile, there are other
nonlinear current responses in I-broken crystals which
have their origins in the complex nature of Bloch wave
functions and should be compared with the nonrecip-
rocal response in the present case. One example is a
shift current [6–10], a dc current induced by photoexci-
tation of electrons beyond the band gap. The shift cur-
rent is generated from the shift of wave packet centers
for valence and conduction bands, and this shift is es-
sentially described by Berry phases of valence and con-
duction electrons. The present nonreciprocal response
and the shift current have similarity in that both rely
on the multi-band nature of I-broken systems. Yet, an
important difference is that the nonreciprocal response
arises from intraband metallic transport that is induced
by static electric fields, while the shift current involves
optical excitation of interband electron-hole pairs with
photon energy larger than the band gap. Other exam-
ples are nonlinear Hall effect and low-frequency circular
photogalvanic effect (CPGE) [29–31]. They are known
as geometrical effects described by the Berry curvature
dipole of Bloch electrons. They are similar to the present
nonreciprocal response in that both are intraband effects.
However, the nonlinear Hall effect and the geometrical
part of the CPGE are transverse (Hall) responses, in
that they are described by off-diagonal components of
the nonlinear conductivity tensor (σabb and σaab, respec-
tively, with a 6= b). In this sense, they are contrasted to
the present nonreciprocal current which is a longitudinal
current response described by diagonal components σaaa
and essentially involves the effect of dissipation.
Results
Time reversal symmetry constrains nonreciprocal cur-
rent responses in bulk crystals. Based on general sym-
metry considerations, we show that nonreciprocal current
response in crystals generally require two ingredients: (i)
dissipation, and (ii) interactions. First, we generalize On-
sager’s theorem to nonlinear current responses and show
that the effect of dissipation is crucial for nonreciprocal
current response. We then show by using gauge invariant
formulation of Keldysh Green’s function that nonrecip-
rocal current generally requires some interactions (e.g.,
electron-electron interactions and electron-phonon inter-
actions). These two conditions suggest that the nonre-
ciprocal current response can be captured by Boltzmann
equation picture (that incorporates relaxation of elec-
tron distribution function) once we incorporate E-linear
change of band structure induced by electron interac-
tions.
The nonreciprocal current response is captured by an
E2 term in the current response. In the Boltzmann trans-
port picture, the current J induced by the applied electric
field E is given by
J =
2e2
~
τ |vF |E (1)
with the relaxation time τ and the Fermi velocity vF , for
a one-dimensional system as depicted in Fig. 1. In non-
centrosymmetric systems, the effective band structure
with correlation effect can change asymmetrically in an
applied electric field, and the Fermi velocity is modified
as vF (E) = vF,0+cE+O(E
2). Therefore, noncentrosym-
metric systems can host nonreciprocal current response
given by the E2 term in J = (2e2/~)τ(vF,0E + cE2).
Since the E-linear change of the band structure is de-
3scribed by the self energy linear in E, we study Green’s
function and self energy in the steady state realized with
the applied electric field. By using these results, we de-
rive the general formula of nonreciprocal current, and
then apply it to Rice-Mele model which is a prototypical
model of ferroelectrics.
Onsager’s theorem and its generalization. In this
section, we present a general consideration on the non-
reciprocal current response in terms of the time rever-
sal symmetry. We generalize Onsager’s relationship to
nonlinear current responses, and show that the effect of
dissipation is crucial for nonreciprocal current response.
In the linear response, Onsager’s relationship indicates
that the conductivity σij is constrained as
σij = σji, (2)
when the microscopic Hamiltonian preserves time rever-
sal symmetry [32]. This relationship is derived by consid-
ering the time reversal transformation in the Kubo for-
mula for the linear conductivity as explained in Methods.
Now we study how Onsager’s theorem can be extended
to nonlinear current responses. We consider the second
order current response,
Ji(ω1 + ω2) = σijj(ω1, ω2)Ej(ω1)Ej(ω2). (3)
For systems of noninteracting electrons, the nonlinear
conductivity σijj(iωn1 , iωn2) in the imaginary time for-
malism satisfies the relationship
σijj(iωn1 , iωn2) = −σijj(−iωn2 ,−iωn1), (4)
under time reversal symmetry. (For the derivation, see
Method section.) Naively, this seems to suggest that
the nonlinear conductivity σijj(ω1, ω2) vanishes in the dc
limit (ω1 → 0 and ω2 → 0). However, there is a subtlety
in the analytic continuation to real frequencies as follows.
We notice that nonlinear conductivity with Matsubara
frequencies in the upper half plane is transformed to that
with Matsubara frequencies in the lower half plane. Since
the real axis is a branch cut in the complex ω plane, the
analytic continuation of iωn → 0 for the two quantities,
σijj(iω1, iω2) and σijj(−iω2,−iω1), lead to different re-
sults in general. This indicates that relationship similar
to the Onsager’s relation does not necessarily constrain
the dc nonlinear conductivity to vanish.
Interestingly, the extended Onsager’s relation in
the above shows that nonreciprocal current response
(nonzero σijj) inevitably involves macroscopic irre-
versibility, i.e., the effect of dissipation, since the branch
cut at Im[ω] = 0 is associated with macroscopic irre-
versibility. Specifically, such discontinuity for ω → ±0i
appears in the self energy by incorporating dissipative
processes such as impurity scattering. To see this, it is
useful to consider the case of linear conductivity. Metal-
lic conductivity σxx(ω) has a branch cut and the limit
of ω → +0i gives a dissipative current response which
is proportional to the relaxation time τ . In contrast,
Hall conductivity σxy(ω) does not involve such branch
cut and corresponds to nondissipative current response
(independent of τ). Therefore, the nonreciprocal current
response requires dissipation and should be proportional
to the relaxation time τ .
In passing, we note that Eq. (4) also indicates that the
dissipation is essential for shift current which is a pho-
tocurrent caused by an optical resonance at a frequency
ω above the band gap and described by σijj(ω,−ω)
[33]. If there is no effect of dissipation, we can naively
take analytic continuation of Eq. (4), which leads to
σijj(ω,−ω) = −σijj(ω,−ω) = 0. Thus nonzero shift
current requires some irreversibility. This observation is
coherent with the fact that shift current essentially relies
on optical absorption which is an irreversible process.
Absence of dc nonreciprocal current in nonin-
teracting systems. In this section, we show that dc
nonreciprocal current response does not appear when we
do not incorporate effects of electron interactions that
cause an effective change of the band structure under
the applied electric field. We first show that no non-
reciprocal current response appears in periodic systems.
We then generalize the proof to the systems with static
disorder potentials and show that incorporating the ef-
fects of elastic scattering does not lead to nonreciprocal
current response.
We study systems with an applied electric field by us-
ing Keldysh Green’s function and its gradient expansion
[34–37]. In particular, we use its gauge invariant formu-
lation which enables us to treat the effect of E directly
[25]. In the presence of a constant external electric field
E, the Green’s function and the self energy are expanded
with respect to E as [25, 26]
G(ω, k) = G0(ω, k) +
E
2
GE(ω, k) +
E2
8
GE2(ω, k) +O(E
3),
(5)
Σ(ω, k) = Σ0(ω, k) +
E
2
ΣE(ω, k) +
E2
8
ΣE2(ω, k) +O(E
3),
(6)
where we set ~ = 1, e = 1 for simplicity. The unperturbed
part of the Green’s function G0 is given by(
GR0 G
K
0
0 GA0
)−1
= ω −H −
(
ΣR0 Σ
K
0
0 ΣA0
)
, (7)
with the unperturbed Hamiltonian H (without E). The
linear order correction to the Green’s function GE is
given by
GE = G0
[
ΣE +
i
2
(
(∂ωG
−1
0 )G0(∂kG
−1
0 )
− (∂kG−10 )G0(∂ωG−10 )
)]
G0. (8)
In order to describe the nonequilibrium steady state
with applied electric fields, we suppose that the sys-
tem is coupled to a heat bath. The coupling to the
heat bath stabilizes the nonequilibrium electron distri-
bution, and is incorporated through the self energy Σ0
4as Σ
R/A
0 (ω) = ∓iΓ/2 and ΣK0 (ω) = iΓf(ω), where Γ is
the coupling strength and f(ω) is the Fermi distribution
function (for details, see Methods) [34, 35].
The second order current response is given by the ex-
pectation value,
JE2 = −i
∫
dωdktr[v(k)G<E2(ω, k)]. (9)
In order to show the absence of the second order current
response in noninteracting systems, we set E-dependent
self energy corrections to zero (ΣE = ΣE2 = 0). Here,
we also assumed that the heat bath coupled to the sys-
tem (and gives Σ0) is large enough such that it is not
modified with applying electric fields. With vanishing
E-dependent self energies, GE2 can be written as [25]
GE2 = − i
2
G0[(∂ωG
−1
0 )(∂kGE)− (∂kG−10 )(∂ωGE)]
+
1
4
G0[(∂
2
ωG
−1
0 )(∂
2
kG0) + (∂
2
kG
−1
0 )(∂
2
ωG0)]. (10)
We can show that the expectation value JE2 vanishes
in the presence of TRS as follows. The TRS defined
with T = K constrains Green’s functions and velocity
operator as
G0(ω, k) = G0(ω,−k)T , (11)
GE(ω, k) = −GE(ω,−k)T , (12)
v(k) = v(−k)T , (13)
where T denotes transposition with respect to the band
index. This transformation law leads to cancellation of
the integrand of JE2 between k and −k. For example,
the first term in GE2 in Eq. (10) gives the contribution
which transforms as
tr[v(k)G0(ω, k)(∂ωG
−1
0 (ω, k))(∂kGE(ω, k))]
= −tr[vT (−k)GT0 (ω,−k)(∂ωG−1,T0 (ω,−k))(∂kGTE(ω,−k))]
= −tr[v(−k)G0(ω,−k)(∂ωG−10 (ω,−k))(∂kGE(ω,−k))],
(14)
and cancels out between k and −k. (In the last line,
we used trA = trAT .) We can show the cancellation
for other terms in JE in a similar way. This indicates
that the nonlinear current ∝ E2 vanishes under the TRS
in bulk crystals if we do not incorporate E-linear band
modification described by ΣE .
It is easy to generalize the above argument to systems
with static disorder potential. We consider a system of
the system size L with the periodic boundary condition.
We introduce a phase twist at the periodic boundary with
the phase θ. In this case, the velocity matrix element
v and the nonequilibrium Green’s function GE2 become
functions of the phase twist θ instead of the momentum k.
When the disorder is uniform and the system has trans-
lation symmetry on average, physical quantities are ob-
tained by averaging over the phase twist θ. We note that
FIG. 2. Diagrams that we consider for (a) electron-electron
interaction, (b) impurity scattering. The electron-electron in-
teraction is incorporated by the Hartree term. We use the
Born approximation (the second order perturbation) for the
impurity scattering.
this procedure is very similar to the discussion of Chern
number in quantum Hall systems with disorder potential
[38]. Thus, the nonlinear current response JE2 is given
by a similar expression to Eq. (9) by replacing k with θ.
[The expression for GE2(ω, θ) is also obtained by replac-
ing k with θ in Eq. (10).] Since similar symmetry con-
straints hold for G and v under the TRS [i.e., G0(ω, θ) =
G0(ω,−θ)T , GE(ω, θ) = −GE(ω,−θ)T , v(θ) = v(−θ)T ],
the integrand of JE2 satisfies
tr[v(θ)G<E2(ω, θ)] = −tr[v(−θ)G<E2(ω,−θ)], (15)
and cancels between θ and −θ. This proves that elastic
scattering from static disorder potential does not induce
nonreciprocal current response.
These considerations indicate that E-linear change of
band structure (ΣE) is essential for nonreciprocal cur-
rent response in bulk crystals. The E-linear change of
band structure requires some kind of electron interac-
tions, such as Coulomb interactions and electron-phonon
interactions. Since the current response proportional to
E2 arises from the E-linear change of band structure in
the Boltzmann transport picture, it suffices to consider
ΣE and neglect ΣE2 . Although we can study this non-
reciprocal current response by directly looking at GE2
with incorporating ΣE , it is equivalent and more concise
to compute ΣE and then use the relationship Eq. (1) with
the Fermi velocity modified by E.
So far, we discussed general conditions to achieve non-
reciprocal current response in bulk crystals. In order to
proceed to explicit calculations of nonreciprocal current,
we need to specify the form of the self energy, i.e., how the
self energy Σ is expressed in terms of the Green’s function
G. We consider electron-electron interaction shown in
the Feynman diagram Fig. 2(a) and show that it gives rise
to nonreciprocal current through E-linear band structure
change. Incidentally, we also show explicitly that elastic
scatterings from isotropic impurity potential [Fig. 2(b)]
does not lead to nonreciprocal current, which is consis-
tent with the above general symmetry consideration.
Nonequilibrium steady state under the applied
electric field. Now we move on to demonstration of
5nonreciprocal current responses with electron interac-
tions by performing explicit calculations. We consider
the cases of weak interactions and perform Hartree-
Fock approximation in the gauge invariant formulation of
Keldysh Green’s functions. In order to describe E-linear
change of the effective band structure, we first study the
nonequilibrium steady state under the electric field by
looking at G<E . Once G
<
E is obtained, we can compute
the E-linear change of band structure by studying ΣRE
that corresponds to the diagram in Fig. 2.
The E-linear change of electron occupation has intra-
band and interband contributions, since the Green’s func-
tion for a I-broken system generally has a matrix struc-
ture with respect to band index. The intraband contri-
bution is written as
G<E,11 =
2pii
Γ
δ(ω − F )
∑
kF,i
sgn(vkF,i)δ(k − kF,i), (16)
for the band 1 that we assume crosses with the Fermi
energy (for details, see Methods). Here, kF,i are the
Fermi momenta for the band 1. This change of the lesser
Green’s function linear in E describes the effect of the ap-
plied electric field where the electron occupation is shifted
in the momentum space as k → k + τE near the Fermi
surface (with τ = 2pi/Γ). This coincides with the picture
of the semiclassical Boltzmann equation as illustrated in
Fig. 1(a).
Next, the interband contribution for G<E is given by
G<E,12 = −
∑
kF,i
piv12,k
|v11,k|Eg,k δ(ω − F )δ(k − kF,i), (17)
and G<E,21 = −(G<E,12)∗, for the bands 1 and 2 (for de-
tails of the derivation, see Methods.). Here, we assume
that the band 1 is the partially filled valence band and
the band 2 is the unoccupied conduction band as illus-
trated in Fig. 1, and Eg,k denotes the band gap at the
momentum k. This term arises from a quantum me-
chanical effect that the electric field also modifies the
wave function in addition to the shift of the momen-
tum at the Fermi energy. Thus the electron distribution
in the steady state effectively has an interband compo-
nent near the Fermi energy. We note that this inter-
band component of G<E cannot be captured by semiclas-
sical treatment with Boltzmann equation, and is a quan-
tum effect captured by the current approach that uses
the gauge invariant formulation of Keldysh Green’s func-
tions. This interband component gives the origin of the
nonreciprocity when the electron interaction is incorpo-
rated. In contrast, when we consider effects of scattering
by short-range impurities within the Born approximation
[described by the diagram in Fig. 2(a)], we do not find
the E-linear change of the effective band structure, as
detailed in Methods.
Formula of nonreciprocal current in two band
systems. Now we show that nonreciprocal current ap-
pears from E-linear band structure change once we intro-
duce electron-electron interactions, and derive a general
formula for nonreciprocal current in two-band systems.
The effect of electron interactions is minimally incorpo-
rated by the self energy arising from the Hartree contri-
bution to ΣRE as shown in Fig. 2(a).
For simplicity, we consider a two-band model, where
the unit cell contains two sites, and the wave functions
of valence and conduction bands (labeled by 1 and 2,
respectively) are represented by
Ψ1,k =
(
uk
vk
)
, Ψ2,k =
(−v∗k
u∗k
)
. (18)
We then consider two copies of the original system, each
labeled by ↑ and ↓, and introduce the onsite interaction
given by
Hint = U
∑
i
n↑,in↓,i, (19)
with the site index i. We treat the effects of the onsite
interaction in terms of Hartree-Fock approximation, and
study the effective band structure. Since the two copies
(↑ and ↓) are decoupled in the noninteracting Hamilto-
nian, only the Hartree term appears in the present case.
(We suppose that the Hartree correction in the equilib-
rium is already included in the original Hamiltonian.) In
the following, we focus on the electronic structure of the
↑ component, and suppress the label for the two copies
for simplicity. By using the momentum space represen-
tation of Hint (for details, see Methods), the self energy
from the Hartree contribution is given by
ΣRE,11(k) = iaU
∫
dω
2pi
dk′
2pi
(|uk|2 − |vk|2)
× [uk′vk′G<E,12(k′) + u∗k′v∗k′G<E,21(k′)],
(20)
with the lattice constant a. Now we assume that there
are two Fermi momenta at ±kF with the same Fermi
velocity vF . By using the Green’s function in the steady
state [Eq. (17)], this is expressed as
ΣRE,11(k) =
aU(|uk|2 − |vk|2)
pi|v11,kF |Eg,kF
Im [ukF vkF v12,kF ] . (21)
This self energy is an even function with respect to k from
TRS (such as T = K), which is important in obtaining
nonreciprocal current response as we will see next.
We now study the nonreciprocal current response by
using the self energy ΣRE . The current induced by an
electric field (linearly in E) is given by
J = (v11,kF − v11,−kF )τE, (22)
from the Boltzmann transport approach. An application
of the electric field modifies the band structure as 1 →
1+
E
2 Σ
R
E,11(k), and hence, the Fermi velocity as v11,kF →
v11,kF +
E
2 ∂kΣ
R
E,11(k). Since the obtained self energy
ΣRE,11(k) is an even function of k, the velocity corrections
6at ±kF do not cancel out in evaluating the correction
to the current response in Eq. (22). Thus, we obtain
the nonlinear current response δJ (the part of current
response proportional to E2) as
δJ =
(
∂kΣ
R
E,11(k)
∣∣
k=kF
− ∂kΣRE,11(k)
∣∣
k=−kF
)
τE2
=
2aUτ ∂k(|uk|2 − |vk|2)
∣∣
k=kF
pi|v11,kF |Eg,kF
Im [ukF vkF v12,kF ]E
2,
(23)
which is the general formula for two-band systems in one-
dimension. This can be generalized to systems in higher
dimensions if we replace the summation over the Fermi
points with an integral over the Fermi surface. The above
formula indicates that the nonreciprocity ratio γ of the
nonlinear current to the original current is roughly esti-
mated as
γ ≡ δJ
J
' U
Eg,kF
eEa
W
, (24)
where W is the band width. Here we used uk, vk ∼ 1 and
v11,kF ∼ v12,kF for rough order estimates.
The obtained formula indicates that breaking of inver-
sion symmetry is essential for the nonreciprocity. When
the system is inversion symmetric, the wave function is
expressed with real numbers due to the combination of
inversion symmetry I and TRS (IT = K). Therefore,
we obtain Im[ukF vkF v12,kF ] = 0 in inversion symmetric
systems and no reciprocity appears. This clearly shows
that the nonreciprocity in the current mechanism essen-
tially relies on the complex nature of wave functions in
noncentrosymmetric crystals.
Nonreciprocal current in Rice-Mele model. We
study nonreciprocal current in a representative model of
ferroelectrics, Rice-Mele model, by taking into account
onsite interaction. We show that E-linear band structure
change is associated with effective modulation of param-
eters in the Hamiltonian that is induced by the applied
electric field E.
Rice-Mele model is a representative 1D two-band
model with broken inversion symmetry, and is described
by a Hamiltonian [39],
H =
1
2
∑
i
(c†i+1ci + h.c.)−
δt
2
∑
i
(−1)i(c†i+1ci + h.c.)
+ ∆
∑
i
(−1)ic†i ci. (25)
Rice-Mele model is a minimal model for molecular con-
ductors [33, 40–42] and ferroelectric perovskites [43]. In
the momentum representation, the Hamiltonian reads
H = cos
ka
2
σx + δt sin
ka
2
σy + ∆σz, (26)
where Pauli matrices σ’s act on two sublattices (A and
B) in the unit cell, and a is the lattice constant. For Rice-
Mele model, the wave functions in Eq. (18) are given by
FIG. 3. Schematics of the effective parameter change induced
by the electric field combined with the electron correlation
and the associated effective band structures. We adopted
parameters δt = 0.1,∆ = 0.3. The changes of ∆ from the
applied electric fields are ±0.2.
uk = − sin θ2 and vk = eiφ cos θ2 , with the parameters
θ = cos−1 ∆|1,k| and φ = tan
−1 δt. The energy dispersion
for the valence band is given by
1,k = −
√
cos2
ka
2
+ δt2 sin2
ka
2
+ ∆2, (27)
and 2,k = −1,k for the conduction band, as shown in
the right panel of Fig. 3 with black line.
We again consider two copies of Rice-Mele model and
introduce the onsite interaction given by
Hint = U
∑
i
n↑,in↓,i, (28)
where ↑ and ↓ label the two identical copies. By focus-
ing on the electronic structure of the ↑ component, we
suppress the label for the two copies for simplicity.
Now we study the nonequilibrium steady state under
the electric field E applied along the 1D chain, by us-
ing the nonequilibrium Green’s functions, Eq. (17). The
electric field is described by the Hamiltonian, Hele =
−eEa∑i ini. The application of the electric field effec-
tively changes the parameters δt and ∆, which can be eas-
ily obtained within the Hartree approximation since the
expectation values are directly computed from the lesser
component of the Green’s function. From the Hartree
term, the occupation of site A is modified as
δnA = i
Ea
2
∫
dk
2pi
[ukvkG
<
E,21(k) + u
∗
kv
∗
kG
<
E,12(k)]
=
Ea
pi|v11,kF |Eg,kF
Im [ukF vkF v12,kF ] , (29)
(For details of the derivation, see Methods.) Similarly,
the occupation of site B is modified in the opposite way as
δnB = −δnA . Thus the Hartree term effectively changes
the staggered potential ∆ as
∆→ ∆ + EaU
pi|v11,kF |Eg,kF
Im [ukF vkF v12,kF ] . (30)
Notice that the change of ∆ is opposite in sign depend-
ing on the direction of E. This situation is schematically
7illustrated in Fig. 3. Since the parameter changes are
asymmetric with respect to the sign of E in the δt −∆
space, the effective band structure 1,k(E) becomes differ-
ent for the electric fields +E and −E. The nonlinear cur-
rent in the nonequilibrium steady state is obtained from
the conventional Boltzmann equation approach for this
modified band structure in the presence of E. Namely,
the linear conductivity is given by
σ(E) = 2τ |vF (E)|, (31)
with E-dependent Fermi velocity vF (E) =
∂k1,k(E)|k=kF (where kF is the Fermi momentum).
The E-linear change of the effective band structure
leads to E-linear term in vF (E), which results in the
nonlinear current response ∝ E2. Thus the asymmetry
in band structure changes leads to the nonreciprocity of
the current with respect to the direction of E.
The nonreciprocity is quantified by the ratio of the
change of electric conductivity γ = [σ(E) − σ(0)]/σ(0)
in the presence of the applied electric field. We note
that γ = δJ/J and the crude approximation is given in
Eq. (24). This approximation is also obtained from the
E-linear change of the parameters in Rice-Mele model in
Eq. (30) and Eq. (27). Explicit evaluation of Eq. (23)
gives the nonreciprocity ratio of γ = 5 × 10−7 for typi-
cal parameters of Rice-Mele model (δt = ∆ = 0.3t, U =
t, kF = 0.1pi/a along with t = 1 eV and a = 1 A˚) and
the electric field of E = 105 V/m. This order of the non-
reciprocity is comparable to those in materials showing
magnetochiral anisotropy [18], as we will discuss further
in the discussion section.
Discussions
Finally, we give an estimate of the nonreciprocal re-
sponse induced by the present mechanism for realistic
materials. Typical magnitude of the nonreciprocity is de-
termined by γ = δJ/J in Eq. (24). When the band gap
and Coulomb energy are both of the order of 1eV, the ra-
tio δJ/J reduces to eEa/W , which is the ratio between
the electric potential in the unit cell and the bandwidth.
This allows us to estimate typical nonreciprocity as fol-
lows. We consider the current of 1mA that flows in a
wire of the area 1mm2, which amounts to a current den-
sity of j = 103A/m
2
. For usual metals, conductivity is
roughly given by σ ' 106A/Vm, and hence, the electric
field present in the wire is E = j/σ ' 10−3V/m. In this
case, the electric potential in the unit cell of a ' 1A˚ is
eEa ' 10−13eV. Since the bandwidth is typically 1eV,
this indicates nonreciprocity ratio is δJ/J ' 10−13. This
should be compared to the typical order of nonreciprocity
for materials showing magnetochiral anisotropy. Bi he-
lix [18] and molecular solids [21] show the nonreciproc-
ity measured in resistivity change δρ as δρ/ρ = γ′IB
with γ′ ' 10−3A−1T−1. For I = 1mA and B = 1T,
the typical nonreciprocity is δJ/J ' δρ/ρ ' 10−6. Thus
the nonreciprocity induced by electron correlation is very
small for good metals. On the other hand, we can ex-
pect comparable nonreciprocity for doped semiconduc-
tors whose conductivity ranges from 10−1 ∼ 105A/Vm.
For example, for the doped Si of σ = 10−1A/Vm and
the bandwidth W ' 1 eV in the presence of the current
density j = 103A/m
2
, we obtain the nonreciprocity of
δJ/J ' 10−6, which becomes comparable with typical
materials showing magnetochiral anisotropy.
Another candidate is the molecular conductor TTF-
CA which is a strongly correlated insulator. Of course,
our theory for weakly correlated metals is not directly ap-
plicable. However, it is interesting to estimate the non-
reciprocity ratio anyway, since the carriers in TTF-CA
(thermally activated or provided by impurity sites) may
be treated as electrons having a Fermi surface, and the
Hartree approximation sometimes becomes a good ap-
proximation at least for the ground states. The typical
order of electric field that can be applied is E ' 105V/m
[27, 28]. Since the lattice constant is a ' 1nm, the elec-
tric voltage in the unit cell becomes eEa ' 10−4 eV,
and the band width is given by W ' 0.2 eV. Thus the
nonreciprocity ratio can be 10−3 which may be compa-
rable with that in magnetochiral anisotropy in Bi helix
[18]. We again note that this is a number obtained from
a naive application of Eq. (24) to TTF-CA beyond the
applicability of our theory, but this suggests that it is an
interesting future problem to study TTF-CA as a candi-
date of strongly correlated materials for nonreciprocity,
from both theoretical and experimental points of view.
Our analysis is mostly valid for weakly interacting sys-
tems because we adopted Hartree approximation to in-
corporate the correlation effect. Therefore, the study
of nonreciprocal responses of strongly interacting cases
remains as an interesting future problem. Meanwhile,
our symmetry considerations from generalization of On-
sager’s theorem suggests that nonreciprocal current re-
sponse can generally appear in the presence of dissipation
and interactions, regardless of the strength of the inter-
action. We may also note that Hartree approximation
sometimes gives a good description for some ground state
properties, even for strong U cases, such as magnetically
ordered ground states. Our approach may give a good
approximation for nonlinear properties of those states,
since the nonreciprocal current response is a nonequilib-
rium property near the ground state under a moderate
electric field.
Methods
Derivation of generalized Onsager’s theorem. In
this section, we present general symmetry considerations
on the nonreciprocal current response with respect to the
time reversal symmetry by extending Onsager’s relation-
ship to nonlinear current.
We consider a system of noninteracting electrons that
are described by Green’s function in the Lehmann repre-
8sentation,
Gab(iωn) = e
βΩ
∑
α,β
〈α|ca|β〉〈β|c†b|α〉
e−βEα + e−βEβ
iωn + Eα − Eβ ,
(32)
where |α〉 is a many-body state that satisfies Hˆ|α〉 =
Eα|α〉 with the many-body Hamiltonian Hˆ, β is the in-
verse temperature, e−βΩ = Tr[e−βHˆ ], and ca and c†a are
annihilation and creation operators of an electron with
a single particle state a. (Here α, β are labels for many-
body states, whereas a, b are labels for single particle
states.) We write the current operator vˆi along the ith
direction as
vˆi =
∑
ab
(vi)abc
†
acb, (33)
where v is a matrix for a velocity operator in the single
particle representation.
In the linear response, Onsager’s relationship indicates
that the conductivity σij is constrained as
σij = σji, (34)
in the presence of time reversal symmetry [32]. This
relationship is derived by considering the time reversal
transformation in the Kubo formula for the linear con-
ductivity,
σij(iωn) =
1
ωnβ
∑
iωm
tr[viG(iωm + iωn)vjG(iωm)], (35)
where iωn, iωm are Matsubara frequencies, and tr is a
trace over single particle states (labeled by a, b). The
time reversal symmetry, T = K, indicates
G(iωm) = G
T (iωm), (36)
vi = −vTi . (37)
These actions of T in the many-body representation are
obtained by using T |α〉 = (|α〉)∗ in Eq. (32) and Eq. (33).
(We note that this is closely related to symmetry con-
straint in a single particle Hamiltonian, H(k) = HT (−k),
in the momentum representation.) By using these rela-
tionships, the Kubo formula can be rewritten as
σij(iωn) =
1
ωnβ
∑
iωm
tr[vTi G
T (iωm + iωn)v
T
j G
T (iωm)]
=
1
ωnβ
∑
iωm
tr[vjG(iωm + iωn)viG(iωm)]
= σji(iωn), (38)
and leads to the Onsager’s relationship. Here we rewrote
the trace in the reverse order in the second line and
used the fact that the transposition in the trace does
not change its value.
Next we study how Onsager’s theorem can be extended
to nonlinear current responses. We consider the second
order current response,
Ji(ω1 + ω2) = σijj(ω1, ω2)Ej(ω1)Ej(ω2). (39)
The nonlinear conductivity σijj(iωn1 , iωn2) has a contri-
bution from a triangle diagram which is given by
σtrijj(iωn1 , iωn2) =
1
ωn1ωn2β
∑
iωm
tr[vjG(iωm + iωn1)vjG(iωm + iωn1 + iωn2)viG(iωm)], (40)
since there are no vertex corrections for noninteracting systems. The time reversal symmetry indicates that
σtrijj(iωn1 , iωn2) =
−1
ωn1ωn2β
∑
iωm
tr[vTj G
T (iωm + iωn1)v
T
j G
T (iωm + iωn1 + iωn2)v
T
i G
T (iωm)]
=
−1
ωn1ωn2β
∑
iωm
tr[vjG(iωm − iωn2)vjG(iωm − iωn1 − iωn2)viG(iωm)]
= −σtrijj(−iωn2 ,−iωn1). (41)
Naively, this seems to suggest that the nonlinear con-
ductivity σijj(ω1, ω2) vanishes in the dc limit (ω1 → 0
and ω2 → 0). However, we notice that nonlinear con-
ductivity with Matsubara frequencies in the upper half
plane is transformed to that with Matsubara frequen-
cies in the lower half plane. Since the real axis is a
branch cut in the complex ω plane, the analytic contin-
uation of iωn → 0 for the two quantities, σijj(iω1, iω2)
and σijj(−iω2,−iω1), lead to different results in general.
This indicates that relationship similar to the Onsager’s
9relation does not necessarily constrain the dc nonlinear
conductivity to vanish. Instead, this extended Onsager’s
relation indicates that nonreciprocal current necessarily
involves irreversibility such as dissipation and relaxation.
In a similar manner, we can also derive an extended
Onsager’s relation for shift current. Shift current is dc
current induced by optical absorption above the band
gap and photoexcitation of electron-hole pairs that have
finite polarization [7, 10]. It is described by a nonlinear
current response, Ji(ω1 +ω2) = σ
shift
ijj (ω1, ω2)E(ω1)E(ω2)
with ω2 ≈ −ω1. The nonlinear conductivity σshift has
two contributions as σshift = σtr(ω1, ω2)+σ
bubble(ω1, ω2),
where the latter piece is a correlation function of para-
magnetic current vˆi and diamagnetic current vˆdia,ij ≡∑
ab(vdia,ij)abc
†
acb [44]. Time reversal symmetry leads
to the same relation,
σshiftijj (ω1, ω2) = −σshiftijj (−ω2,−ω1), (42)
since σbubble also obeys the same transformation law un-
der the TRS with σtr as follows. In the momentum rep-
resentation, matrix elements for diamagnetic current are
given by
vdia,ij =
∂vj
∂ki
. (43)
Accordingly, TRS constrains diamagnetic current opera-
tor as
vdia = v
T
dia, (44)
due to an extra k derivative. The nonlinear conductivity
for shift current is written as
σbubbleijj (iωn1 , iωn2)
=
1
ωn1ωn2β
∑
i=1,2
∑
iωm
tr[vjG(iωm + iωni)vdia,ijG(iωm)].
(45)
Under TRS, this transforms as
σbubbleijj (iωn1 , iωn2)
= − 1
ωn1ωn2β
∑
i=1,2
∑
iωm
tr[vTi G
T (iωm + iωni)v
T
dia,ijG
T (iωm)]
= − 1
ωn1ωn2β
∑
i=1,2
∑
iωm
tr[viG(iωm − iωni)vdia,ijG(iωm)]
= −σbubbleijj (−iωn2 ,−iωn1), (46)
where we used the symmetry between iωn1 and iωn2 to
fit the transformation law with that for σtr. Therefore,
nonzero shift current also requires irreversibility that in-
troduces a branch cut at the real axis in the ω space and
makes two limits ω → ±i0 different. In this case, the
irreversibility comes from optical transition and creation
of electron hole pairs across the band gap.
Keldysh Green’s function. In this section, we sum-
marize basic notations of Keldysh Green’s functions that
we need for our discussion [35, 37, 45]. In the Keldysh
Green’s function formalism, we consider the Keldysh
component of the Green’s function in addition to the re-
tarded and advanced Green’s function. Keldysh compo-
nent describes the electron occupation in the nonequilib-
rium state, while the retarded and advanced components
describe the spectrum of the system. The Dyson equa-
tion for the Green’s function is given by(
GR GK
0 GA
)−1
= ω −H −
(
ΣR ΣK
0 ΣA
)
, (47)
with the Hamiltonian H.
In the thermal equilibrium, the Keldysh Green’s func-
tion is obtained by solving the Dyson equation. We sup-
pose that the system is weakly coupled to a heat bath
with broad spectrum, which determines the electron dis-
tribution of the system. The coupling to the heat bath
(such as electron reservoirs) is described by the self en-
ergy given by [35](
ΣR ΣK
0 ΣA
)
= iΓ
(− 12 2f − 1
0 12
)
, (48)
where Γ is the strength of the coupling to the bath, and
f(x) = 1/[1+exp(x/kBT )] is the Fermi distribution func-
tion with the temperature T .
The observables in the nonequilibrium steady state is
obtained from Keldysh Green’s function. We define the
lesser component of the Green’s function as
G<(ω, k) ≡ 1
2
(GK −GR +GA). (49)
By using G<, we can write the expectation value of a
general fermion bilinear as
〈c†jci〉 = −i
∫
dω
2pi
G<ij(ω). (50)
The lesser Green’s function is concisely obtained from
the equation
G< = GRΣ<GA, (51)
where the lesser component of the self energy encodes the
information of the electron distribution and is given by
Σ<(ω, k) ≡ 1
2
(ΣK − ΣR + ΣA) = iΓf(ω). (52)
Keldysh Green’s function under the applied
electric field. In this section, we study the nonequi-
librium electron distribution realized under the applied
electric field. We compute the E-linear part of the lesser
Green’s function G<E in Eq. (6) in the gauge invariant for-
mulation. In doing so, we use the diagram in Fig. 2(b)
to specify the form of self energy Σ<E in Eq. (6). (We
note that the electron interaction in Fig. 2(a) does not
change electron distribution and does not contribute to
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Σ<E . Furthermore, it turns out in the end that the contri-
bution of impurity scattering to Σ<E is actually negligible
under TRS.) Specifically, we consider the delta function
type impurity [V (r) = uδ(r − r0) with density n]. In
the second-order Born approximation, the self energy is
given by
ΣE(ω, k) = nu
2
∫
dk
2pi
GE(ω, k), (53)
which corresponds to the diagram in Fig. 2(b). In the
right hand side, GE denotes the bare Green’s function
that does not include the effect of impurity scattering.
We note that the impurity scattering also modifies the
self energy Σ0 in the zeroth order in E, but this correc-
tion only changes the coupling Γ in Eq. (48) and can be
absorbed by redefining Γ accordingly.
The current response in the nonequilibrium steady
state under the electric field is captured by the lesser
Green’s function G<E which gives a contribution linear in
E. We consider a multiband system and suppose that
the Bloch wave functions are given by Ψi,k which satisfy
HΨi,k = i,kΨi,k with the energy dispersion i,k (where
i is the band index). First we start with the intraband
component of G<E,ii for the band i (where we omit the
band index i in the following, for simplicity). By assum-
ing that G0 and v have a single component, equation (8)
gives
G<E = G
R
0
[
Σ<E +
i
2
(
(∂ωΣ
<)GA0 vk − vkGR0 (∂ωΣ<)
)]
GA0
=
Σ<E
(ω − k)2 + Γ24
+
iΓ2vkδ(ω − F )
2[(ω − k)2 + Γ24 ]2
, (54)
where we used ∂ωf(ω) = −δ(ω − F ). This expression is
simplified by using the relationship
1
[(F − k)2 + Γ24 ]n
=
2pi(2n− 2)!
[(n− 1)!]2Γ2n−1
∑
kF,i
1
|vk|δ(k − kF,i),
(55)
that holds for a positive integer n, and the Fermi mo-
menta kF,i, where we only keep the leading order in terms
of 1/Γ. By using Eq. (54) with Eq. (53), the impurity
scattering gives rise to Σ<E(ω) given by
Σ<E(ω) = inu
2 2pi
Γ
δ(ω − F )
×
∑
kF,i
vk
|vk|δ(k − kF,i)
1− nu2 2piΓ
∑
kF,i
1
|vk|δ(k − kF,i)
. (56)
Here, the numerator in the right hand side vanishes since
the TRS leads to
∑
kF,i
vk
|vk| = 0, and hence, Σ
<
E(ω) = 0
follows. Thus we obtain
G<E =
2pii
Γ
δ(ω − F )
∑
kF,i
vk
|vk|δ(k − kF,i). (57)
This change of the lesser Green’s function linear in E
describes the effect of the applied electric field where the
electron occupation is shifted in the momentum space as
k → k + τE near the Fermi surface (with τ = 2pi/Γ).
This corresponds to the picture from the semiclassical
Boltzmann equation as illustrated in Fig. 1(a).
Next we consider the interband component, G<E,12, by
focusing on the valence and conduction bands which are
labeled by 1 and 2, respectively. Equation (8) gives
G<E,12 = G
R
0,11
[
Σ<E,12 +
i
2
(
(∂ωΣ
<
11)G
A
0,11vk,12
− vk,12GR0,22(∂ωΣ<22)
)]
GA0,22.
(58)
We assume that the Fermi energy is located within the
band 1 and does not cross the band 2. In this case, the
second term in the right hand side reduces to
G<E,12 −GR0,11Σ<E,12GA0,22
=
Γv12,k
2
δ(ω − F )[GR0,11GA0,11GA0,22 −GR0,11GR0,22GA0,22]
= −
∑
kF,i
piv12,k
|v11,k|Eg,k δ(ω − F )δ(k − kF,i), (59)
with Eg,k = 2,k − 1,k, where we only kept the leading
term with respect to 1/Eg,k. (Here we used Eq. (55) for
GR0,11G
A
0,11 and discarded the second term.) Since the
right hand side is inversely proportional to the band gap
Eg,k, the self energy Σ
<
E,12 obtained from Eq. (53) is pro-
portional to Γ/Eg,kF , which is negligible in the left hand
side of the above equation given that GA0,22 ∝ 1/Eg,kF .
Therefore the lesser part of the Green’s function is given
by
G<E,12 = −
∑
kF,i
piv12,k
|v11,k|Eg,k δ(ω − F )δ(k − kF,i). (60)
We note that G<E,21 is obtained from the relationship
G<E,21 = −(G<E,12)∗, (61)
as a consequence of the hermiticity of expectation values
in Eq. (50).
Effective band dispersion with impurity scat-
tering. In this section, we study the effective band dis-
persion in the presence of E and impurity scattering by
looking at ΣRE . We show that impurity scattering is in-
sufficient for nonreciprocal current response because the
change of the band dispersion turns out to be the same
for positive and negative electric fields.
From Eq. (8), the retarded part of the equation for GE
reads
GRE = G
R
0
[
ΣRE +
i
2
(
GR0 (−vk)− (−vk)GR0
)]
GR0 , (62)
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with vk = ∂kH, where we used ∂ωΣ
R = 0. For simplic-
ity, we consider a two-band system, where the Green’s
function is given by
GR0,ij =
1
ω − i + iΓ2
δij , (63)
where i, j = 1, 2 are labels for valence and conduction
bands, respectively. For the diagonal components, we
obtain
GRE,ii = G
R
0,iiΣ
R
E,iiG
R
0,ii, (64)
since the second term in Eq. (62) vanishes trivially. The
diagonal part of the self energy is momentum indepen-
dent and vanishes as
ΣRE,ii(ω) = nu
2
∫
dk
2pi
GRE,ii
=
[
nu2
∫
dk
2pi
1
(ω − i(k) + iΓ2 )2
]
ΣRE,ii(ω) = 0.
(65)
Off-diagonal part is determined from
GRE,21 −GR0,22ΣRE,21GR0,11
= − i
2
GR0,22
(
GR0,22vk,21 − vk,21GR0,11
)
GR0,11
= − ivk,21(1 − 2)
2(ω − 1 + iΓ2 )2(ω − 2 + iΓ2 )2
. (66)
By integrating over the momentum, we obtain(
1− nu2
∫
dk
2pi
GR0,22G
R
0,11
)
ΣRE,21(ω)
= −nu2
∫
dk
2pi
ivk,21(1 − 2)
2(ω − 1 + iΓ2 )2(ω − 2 + iΓ2 )2
, (67)
which leads to nonzero ΣRE,21 in general. Therefore, the
effective Hamiltonian is given by
H =
(
1
E
2 Σ
R
E,12
E
2 Σ
R
E,21 2
)
, (68)
and the effective band structure of the valence band in
the presence of E is obtained by diagonalizing H as
˜1 =
1 + 2
2
−
√
(2 − 1)2
4
+
E2|ΣRE,21|2
4
. (69)
This is an even function with respect to E; the effective
band structure depends on the strength of electric field
|E|, but is independent of the direction of the applied
field. Therefore, no reciprocal current appears when we
use Boltzmann equation approach based on this modified
band structure.
We note that this conclusion is not changed even when
we treat the impurity scattering by self-consistent Born
approximation. In the self-consistent Born approxima-
tion, GE in Eq. (53) is taken as a full Green’s function
including the effect impurity scattering. In this case, the
self energy ΣE is obtained by repeating the above calcu-
lation and taking convergence. In the every step of the
repetition, the energy dispersion is modified as Eq. (68)
and still gives a symmetric dispersion in k. After repeat-
ing this many times, the dispersion remains symmetric in
k. Therefore, self-consistent treatment of impurity scat-
tering still gives no nonreciprocal current response.
Electron-electron interaction in two-band
model. In this section, we derive Eq. (20) for the self
energy that arises from the electron-electron interaction
in the case of a two-band model. We also derive Eq. (29)
for the expectation value of density operators. These
expressions are obtained by using the momentum space
representation of the interaction Hamiltonian.
We consider the onsite interaction that is given by
Hint = U
∑
n
(nA,↑,nnA,↓,n + nB,↑,nnB,↓,n), (70)
with the site index n. Expressing the Hartree contri-
bution to the self energy requires momentum represen-
tations of the density operators nA,i and nB,i, where we
omit the indices for two copies (↑ and ↓) since the expres-
sions are identical for two copies. For the wave functions
in Eq. (18), the creation operators of Bloch states are
written as
c†1,k =
1√
N
∑
n
eikn(ukc
†
A,n + vkc
†
B,n), (71)
c†2,k =
1√
N
∑
n
eikn(−v∗kc†A,n + u∗kc†B,n), (72)
where N is the system size. By using inverse Fourier
transformation, the creation operators in the site basis
are expressed with Bloch states as
c†A,n =
1√
N
∑
k
e−ikn(u∗kc
†
1,k − vkc†2,k), (73)
c†B,n =
1√
N
∑
k
e−ikn(v∗kc
†
1,k + ukc
†
2,k), (74)
where k runs momenta in the first Brillouin zone (e.g.,
k = 2pij/Na for j = 0, . . . , N − 1 with lattice constant
a). Now the density operators are given by
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c†A,ncA,n =
1
N
∑
k1,k2
e−i(k1−k2)n
[
uk1u
∗
k2c
†
1,k1
c1,k2 + vk1v
∗
k2c
†
2,k1
c2,k2 − uk1vk2c†1,k1c2,k2 − v∗k1u∗k2c
†
2,k1
c1,k2
]
, (75a)
c†B,ncB,n =
1
N
∑
k1,k2
e−i(k1−k2)n
[
vk1v
∗
k2c
†
1,k1
c1,k2 + u
∗
k1uk2c
†
2,k1
c2,k2 + vk1uk2c
†
1,k1
c2,k2 + u
∗
k1v
∗
k2c
†
2,k1
c1,k2
]
. (75b)
The retarded part of the self energy is given by [46]
ΣRE,m1m2(ω, k) = −
i
N
∑
k′
∫
dω′
2pi
[
U(m1,k)(m3,k′);(m2,k)(m4,k′) − U(m3,k′)(m1,k);(m2,k)(m4,k′)
]
G<E,m3m4(ω
′, k′), (76)
by using the momentum space representation for the interaction Hint which is given by
Hint = − 1
2N
∑
m1,m2,m3,m4
∑
k1,k2,k3,k4
δ(k1 + k2 − k3 − k4)U(m1,k1)(m2,k2);(m3,k3)(m4,k4)c†m1,k1c
†
m2,k2
cm3,k3cm4,k4 , (77)
with the band index mi. The first term in Eq. (76) is the Hartree term, and the second is the Fock term. The
momentum representations of the interaction that are relevant for the Hartree term contributing to ΣRE,11 are given
by
U(1,k),(1,k′);(1,k),(1,k′) = U [|uk|2|uk′ |2 + |vk|2|vk′ |2], (78)
U(1,k),(2,k′);(1,k),(2,k′) = U [|uk|2|vk′ |2 + |vk|2|uk′ |2], (79)
U(1,k),(1,k′);(1,k),(2,k′) = U(−|uk|2 + |vk|2)uk′vk′ , (80)
U(1,k),(2,k′);(1,k),(1,k′) = U(−|uk|2 + |vk|2)u∗k′v∗k′ . (81)
By using Eq. (76), the self energy ΣRE,11 is written as
ΣRE,11(k) = −i
U
N
∑
k′
∫
dω
2pi
{
(|uk|2|uk′ |2 + |vk|2|vk′ |2)G<E,11(k′) + (|uk|2|vk′ |2 + |vk|2|uk′ |2)G<E,22(k′)
+ (−|uk|2 + |vk|2)[uk′vk′G<E,12(k′) + u∗k′v∗k′G<E,21(k′)]
}
. (82)
The first two terms in the integral vanishes due to TRS. Specifically, GE,ii(k) is an odd function of k due to TRS as in
Eq. (16), and |uk|2 and |vk|2 are even functions of k, which indicates that the first two terms vanish after integrating
over k′. Thus we end up with
ΣRE,11(k) = iaU
∫
dω
2pi
dk
2pi
(|uk|2 − |vk|2)[uk′vk′G<E,12(k′) + u∗k′v∗k′G<E,21(k′)], (83)
where we replaced the sum
∑
k′ with the integral Na
∫
dk
2pi .
Next, we derive the changes of the density δnA and δnB caused by the electric field E. By using Eq. (75) and
Eq. (50), the change of the density at A site is given by
δnA = −iEa
2
∫
dk
2pi
[|uk|2G<E,11(k) + |vk|2G<E,22(k)− ukvkG<E,21(k)− u∗kv∗kG<E,12(k)]. (84)
Since the first and second terms vanish due to TRS, we obtain
δnA = i
Ea
2
∫
dk
2pi
[ukvkG
<
E,21(k) + u
∗
kv
∗
kG
<
E,12(k)]. (85)
Similarly, the change of the density at A site is given by
δnB = −iEa
2
∫
dk
2pi
[ukvkG
<
E,21(k) + u
∗
kv
∗
kG
<
E,12(k)], (86)
which is opposite in sign compared to δnA.
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