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1 Introduction
Let $\mathbb{C}$ be the complex plane or the set of all complex numbers, $t$ be the variable in $\mathbb{C}_{t}$ , and
$x=$ $(x_{1}, \ldots, x_{n})$ be the variable in ($\:=\mathbb{C}_{x_{1}}\mathrm{x}$ $\cdots$ $\mathrm{x}$ $\mathbb{C}_{x_{n}}$ . We use the notations: $\mathrm{N}=\{0,1,2, \ldots\}$ ,
$\alpha=$ $(\alpha_{1}, \ldots , \alpha_{n})\in \mathrm{N}^{n}$ , $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$ , and $(\partial/\partial x)"=(\partial/\partial x_{1})$ ” $\ldots$ $(\partial/\partial x_{n})^{\alpha_{n}}$ . Let
$|x|= \max_{1\leq i<n}\{|x_{i}|\}$ , $D_{R}=\{x\in \mathbb{C}_{x}^{n};|x|<R\}$ and $5\mathrm{d}(\mathrm{T})=\{t\in \mathbb{C}_{t}$ ; $0<|t|$ $<T$ and $|\arg t|<$
$\theta\}$ . $\mathrm{O}\{\mathrm{D}\mathrm{R}$ ) $(\overline{\mathcal{O}}(S_{\theta}(T)\mathrm{x} D_{R}))$ is the set of all holomorphic function on $D_{R}$ (resp. Se{T) $\mathrm{x}$ $D_{R})$ .
$S_{\theta_{0}}(T_{0})\subset\subset$ Se { $\mathrm{T})$ means $\theta_{0}<\theta$ and $T_{0}<T$ .
We consider the following nonlinear partial differential operator $D(u)$ :
(1.1) $D(u(t, x)):= \sum_{|q|\geq 0}t^{\sigma_{q}}c_{q}(t, x)\prod_{j+|\alpha|\leq m}\{(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}u(t_{7}x)\}^{q_{j\alpha}}$
‘
Let $Z^{q}= \prod_{j+|\alpha|\leq m}Z_{j,\alpha^{q_{j,\alpha}}}$ and $|q|= \sum_{g+|\alpha|\leq m}q_{j,\alpha}$ . We assume that $\sum_{|q|\geq 0}t^{\sigma_{q}}c_{q}(t, x)Z^{q}$ is
a convergent power series in $Z$ and the coeficients $c_{q}(t, x)$ are holomorphic in $S_{\theta}(T)$ $\mathrm{x}$ $D_{R}$ and
satisfy $c_{q}(0, x)\not\equiv \mathrm{O}$ .
Ouchi studied an equation $D(u)=0$ in the case that $\sum_{|q|\geq 0}t^{\sigma_{q}}c_{q}(t, x)Z^{q}$ is a polynomial
in $Z$ with degree $M$ . Let us introduce a function class and some conditions in Ouchi[3]. Put
$l_{q}= \max^{\int_{(}}j+|\alpha|;q_{j,\alpha}\neq 0\}$ .
Let us define Newton polygon for an operator $D(u)$ . We put
$\Pi(a, b):=$ { $(x,y)\in \mathbb{R}^{2}$ ; $x\leq a$ ancl $y\geq b$}.
Then we define Newton polygon $NP(D)$ and $NP(D)$ by
$NP(D)=CH\{\cup\Pi(l_{q}, \sigma_{q});|q|\geq 1u(t, x)\not\equiv 0\}$ and $NP(D)$ $=CH\{\cup\Pi(l_{q}, \sigma_{q});|q|=1c_{q}(t, x)\not\equiv 0\}$ ,
where $CH\{\cdot\}$ is the convex hull of a set { $\cdot$ }.
The boundary of Newton polygon $NP(D)$ consists of a vertical half line $\Sigma_{D,\mathrm{p})}^{*}$ a horizontal
half line $\Sigma_{D,0}^{*}$ and segments $\Sigma_{D,i}^{*}$ $(1 \leq i\leq p-1)$ . Let $\gamma_{D,i}^{*}$ be the slope of $\Sigma_{D,i}^{*}$ for $\mathrm{i}=0$ , .. ., $p$ .
Then we have $0=\gamma_{D,0}^{*}<\gamma_{D,1}^{*}<\cdots<\gamma_{D,p}^{*}=\infty$ . Further Newton polygon $NP(D)$ have $p$ point
vertices, we denote them by $(l_{i}, \sigma_{i})$ with $l_{0}<l_{1}<\cdots<l_{\mathrm{p}-1}=m$ .
For $NP_{L}(D)$ , we define $\Sigma_{D,i}^{*}$ , $\gamma_{D,i}^{*}$ for $i=0$ , $\ldots$ , $p_{\mathcal{D}}$ and $(l_{D}\}i,, \sigma_{D,i})$ for $\mathrm{i}=0$ , $\ldots$ , pi –1 by
same rules.
Further we treat an equation that is obtained by substituting $t^{\nu}u(t, x)$ instead of $u(t, x)$ in the
operator (1.1). For the operator obtained by this, we define the former and denote by $NP(D;\nu)$ ,
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$\mathrm{N}\mathrm{P}(\mathrm{D};I/)$ , $\Sigma_{D,i}^{*}(\nu)$ , $\Sigma_{D,i}^{*}(y)$ and so on. Then $\gamma_{D,i}^{*}=\gamma_{D,i}^{*}(\nu)$ holds for $\mathrm{i}=0$ , $\ldots$ , $p?\mathit{2}$ $-1$ .
At next let us define an operator $\mathcal{L}_{\mathrm{i}}$ with respect to $\Sigma_{D,i}^{*}$ for $\mathrm{i}=1$ , $\cdots$ , $p_{D}-1$ . Let $I_{i}=$
{ $q$ ; $\mathrm{a}_{D,i}’-\sigma_{q}=\gamma_{D,\iota}^{*}(l_{D,i}-l_{q})$ artd $|q|=1$ }. Then we define
Li $u(t_{1}x)$ $=$ $\sum_{q\in I_{i}}t^{\sigma_{\mathrm{Q}}}c_{q}(t, x)\prod_{j+|\alpha|\leq m}\{(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}u(t, x)\}^{q_{j,\alpha}}$
$=$ $\sum$ $t^{\sigma_{j.\alpha}}c_{j,\alpha}(t,x)(t \frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}u(t,x)$
$(j,\alpha)\in J_{\mathrm{i}}$
where $J_{\dot{\mathrm{t}}}=$ { $(j$ , $\alpha)\in \mathrm{N}\mathrm{x}$ $\mathrm{N}^{n};j+|\alpha|\leq m$ and $\mathrm{a}\mathrm{p};\mathrm{i}-\sigma_{j,\alpha}=\gamma_{\mathrm{i}}^{*}(l_{D,i}-j-|\alpha|)$ }. Let $m_{i}$ be a
differential order with respect to $x$ of $\mathcal{L}_{t}$ .
Ouchi’s three conditions are as follows;
Condition 1. $\sum_{|q|\geq 0}t^{\sigma_{q}}c_{q}(t, x)Z^{q}$ is a polynomial in $Z$ with degree $M$ .
Condition 2. The equation $D(u)$ $=0$ has a linear part with order $m$ .
Condition 3. For $\mathcal{L}_{i}$ the fallowings hold;
(1) If $j+|\alpha|<l_{D,i}$ then $|\alpha|<m_{i}$ and (2) $\sum_{j+|\alpha|=\mathrm{I}_{\mathcal{D},;},|\alpha|=m_{i}}c_{j,\alpha}(0,0)\hat{\xi}^{\alpha}\neq 0$ where $\hat{\xi}=$
$(1, 0, \cdots, 0)$ .
Lemma 1. If the equation $D(u)$ $=0$ has a linear part with order m, then there exists a sufficiently
large $\nu_{0}>0$ such that for $\nu$ $\geq\nu_{0}NP(D;\nu)$ $=NP(’D;\nu)$ holds.
Definition 1. Put $S=S_{\theta}(T)$ and $S_{0}=S_{\theta_{0}}(T_{0})$ Let $\gamma>0$ . $Asy_{\{\gamma\}}^{0}(S\cross D_{R})$ is the set of all
functions $f(t, x)\in \mathrm{O}(S\mathrm{x} D_{R})$ such that for any $S_{\mathit{0}}\subset\subset S$
$|f(t, x)|\leq C_{0}\exp(-c_{0}|t|^{-\gamma})$
where $c_{0}$ depends on $S_{0}$ .
Then we have same result as Ouchi’s that in the case that $\sum_{|q|\geq 0}t^{\sigma_{q}}c_{q}$ $(t, x)Z^{q}$ is analytic in
$Z$ .
Theorem 1. Let $c_{0}(t, x)\in Asy_{\{\gamma_{\dot{\mathfrak{D}},1}\}}^{0}(S_{\theta}(T)\mathrm{x} D_{R})(0<\theta<\pi/2\gamma_{D,1}^{*})$ . Suppose that Condition
2 and 3 hold for $\mathcal{L}_{i}$ $(i=1, \ldots,p_{D}-1)$ . Then there is a solution $u(t,x)\in Asy_{\gamma_{\mathcal{D},1}}^{\{0\}}.(S_{\theta}, (T)\mathrm{x}D)\rho$
$(0<\theta’<\pi/2\gamma_{D,p_{D}-1}^{*}’)$ of $D(u)=0$ for $0<\rho<R$ .
In this paper it is main purpose that we investigate the relation between formal power series
solutions and genuine solutions of some nonlinear partial differential equations. For this purpose
we apply Theorem 1.
Now we consider the following equation:
(1 ) $\mathrm{u}(\mathrm{t}, x)$ $=F(t,$ $x$ , $\{(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}u(t, x)\}_{j+|\alpha|\leq m})$
where $L:= \sum_{j+|\alpha|\leq^{pj,\alpha}}a(x)(t\partial/\partial t)^{j}(\partial/\partial x)$ ’ and $ai,\alpha(x)\in \mathrm{O}(D_{R})$ .
We define the operator $L(x, k, \partial/\partial x)$ :
(X.3) $L(x,$ $k$ , $\frac{\partial}{\partial x}):=\sum_{j+|\alpha|\leq l}a_{j,\alpha}(x)k^{j}(\frac{\partial}{\partial x})^{\alpha}$
and we simply denote $L(x, k, \partial/\partial x)$ by $L_{k}$ .
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Assumption 1. The operator $L_{k}$ is a differential operator with order $m_{L}$ .
We put
(1.4) $P.S$. $L(x, k, \xi):=\sum_{j+|\alpha|=\mathrm{t}}a_{j,\alpha}(x)k^{i}\xi^{\alpha}$ .
Assumption 2. P.S.L(x, $k,\hat{\xi}$) is a polynomial in k with degree l $-m_{L}$ and does not vanish for
k $=1$ , 2, \ldots where $\hat{\xi}=$ (1, 0, \ldots , $0)\in \mathrm{N}^{n}$ .
Assumption 3. T&e function $F(t,$x, Z) is holomorphic in a neigborhood of the origin in {t, x, Z)
and satisfies the following two conditions:
i) $F(\mathrm{O}, x, 0)\equiv 0$
$\mathrm{z}\mathrm{z})$ $\frac{\partial F}{\partial Z_{j,\alpha}}(0,x, 0)\equiv 0$ for $jl|\alpha|\leq m$ .
By Assumption 3 $F(t, x, Z)$ has the following expansion:
(1.5) $F(t, x, Z)=g(t, x)+ \sum_{|q|\geq 1}t^{\sigma_{\mathrm{q}}}g_{q}(t, x)Z^{q}=:g(t, x)+G_{1}(t, x)(Z)$
where $g_{q}(0, x)\not\equiv \mathrm{O}$ and $\sigma_{q}>0$ for $|q|=1$ . We may assume that the coefficients $g(t, x)$ and $g_{q}(t, x)$
belong to $\mathrm{O}$(S&(T) $\mathrm{x}$ $D_{R_{0}}$ ).
For thus type equations G\’erard-Tahara [1] and Ouchi [2] studied an existence of a formal power
series solution with Gevrey type estimate and further Ouchi [2] studied a formal solution of a more
general form $\sum u_{k}(x)t^{qk}$ with $q_{k}\in$ R.
We define the index $\gamma_{1}$ as follows;
(1.6) $\gamma_{1}=\min_{q\in J}\{\frac{\sigma_{q}+|q|-1}{l_{q}-l};l_{q}>l\}$
where $J=\{q : g_{q}(t, x)\not\equiv \mathrm{O}\}$ .
Let us define some function class.
Definition 2. Let $s\geq 0$ . We define $G^{\{s\}}$ as the set of all formal series of the form $u(t, x)=$
$\sum_{k\geq 1}u_{k}(x)t^{k}$ with $u_{k}(x)\in \mathrm{O}(D_{R})$ such that the series $\sum_{k\geq 1}u_{k}(x)t^{k}/k!^{s}$ is convergent in $a$
neigborhood of the origin.
Definition 3. Put S=S&(T) and $S_{0}=\mathrm{S}9\mathrm{o}$ (To). Let $\gamma>0$ . $Asy_{\{\gamma\}}(S\cross D_{R})$ is the set of all
function $f(t, x)$ $\in \mathrm{O}(S\mathrm{x} D_{R})$ such that for any $S_{0}\subset\subset S$
$|f(t, x)- \sum_{k=0}^{N-1}f_{k}(x)t^{k}|\leq A_{0}B_{0}^{N}|t|^{N}\Gamma(N/\gamma+1)$ $t\in S_{0}$
where $Uk(x)\in \mathrm{O}(D_{R})(k\in \mathrm{N})$ holis for constants $A_{0}$ and $B_{0}$ where $A_{0}$ and $B_{0}$ depend on Sq.
Then we have;
Theorem 2. Suppose that the equation (1 . 2) satisfies Assurnption 12 and 3. Then the equation
(1.2) has a formal solution $\overline{u}(t, x)=\sum_{k\geq 1}u_{k}(x)t^{k}$ with
(1.7) $( \frac{\partial}{\partial x_{1}})^{h}u_{k}(0,x’)\equiv 0$ for $h=0,1$ , .. ’ $m_{L}-$ $1$ .
Further (1) if $l\geq m$ the formal solution is convergent in a neigborhood of the origin, (2) if $l<m$
the formal solution belongs to $G^{\{1/\gamma_{1}\}}$ .
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Remark 1. Let $(E’)$ be an equation obtained by substituting $u(t, x)=(\partial/\partial x_{1})^{m_{L}}w(t, x)$ into the
equation (1 . 2). We apply Girard- Tahara ’s result ([1] Chapter 10) for this equation $(E’)$ with
respect to $w(t, x)$ . Then we can obtain Theorem 2.
In the case $l<m$ , under some conditions we will investigate that for some sector $S_{1}$ and $r>0$
there exists a genuine solution $u_{S_{1}}(\mathrm{t},\mathrm{x})\in Asy_{\{\gamma_{1}\}}(S_{1}\mathrm{x}D_{r})$ where $\gamma_{1}$ defined in (1.6).
Let us start a construction of a genuine solution. It follows from Theorem 2 that for the formal
solution $\tilde{u}(t, x)$ there exists a function $u_{0}(t, x)\in Asy_{\{\gamma_{1}\}}$ (Se (T) $\mathrm{x}$ $D_{R}$ ) with $0<\theta<\pi/2\gamma_{1}$ such
that for any $S_{\mathit{0}}\subset\subset S_{\theta}(T)$
$|u_{0}(t, x)- \sum_{k=1}^{N-1}u_{k}(x)t^{k}|\leq A_{0}B_{0}^{N}|t|^{N}\Gamma(N/\gamma_{1}+1)$ for $t\in S_{\mathit{0}}$
where $A_{0}$ and $B_{0}$ depend on $S_{0}$ .
We construct a genuine solution as the following form:
$u(t, x)=u_{0}(t, x)+v(t, x)$ .
Put
$D(u(t, x))=Lu(t, x)-F(\mathrm{t}, \mathrm{x})$ $\{(t\frac{\partial}{\partial t})^{\mathrm{j}}(\frac{\partial}{\partial x})^{\alpha}u(t, x)\}_{j+|\alpha|\leq m})$ .
We consider the following equation with respect to $v(t, x)\mathrm{a}\mathrm{s}$ follows:
(1.8) $D^{u_{0}}(v):=D(u_{0}+v)=0$ .
Theorem 3. Let $S=S_{\theta}(T)$ with $0<\theta<\pi/2\gamma_{D^{u_{\mathrm{Q}}}.p\tau)}^{*}u_{0}$ $-1^{\cdot}$ Under the assumptions of Theorem
2, suppose thai Condition 2 and 3 for all $\mathrm{i}=1$ , $\ldots$ 2 $pD^{u}0-1$ hold for the equation (1 . 8). Then for
$S_{1}\subset\subset S$ there exists a solution $u_{S_{1}}(t, x)\in Asy\{\gamma_{1}\}(S_{1}\mathrm{x} D_{r})$ of the equation (1.2).
Proof. Put $\overline{g}(t, x):=Lu_{0}(t,x)-G_{1}$ (?, z) Duo (v) $x))$ . Let So{T) $x$ ) $=g(t, x)-\tilde{g}(t, x)$ , then we have
(1.8) $|g_{0}(t, x)|\leq$ $Ce^{-\mathrm{c}|\mathrm{t}|^{-71}}$ for $t$ $\in S_{0}$ .
For the proof, see Ouchi $([3]]\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}5.2)$
For the equation $D^{u_{0}}(v)=0$ by showing $\gamma_{D^{u}\mathrm{o},1}^{*}=\gamma_{1}$ we can obtain Theorem 3 from Theorem
1.
The equation $D^{u_{0}}(v)=0$ has the following expansion:
$Lv(t, x)=g0(t, x)$ $+$ $\sum_{|q|\geq 1}t^{\sigma_{q}}g_{q}(t, x)\prod_{j+|\alpha|\leq m}\{(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}(u_{0}+v)\}^{qj.a}$
(1.11)
-
$\sum_{|q|\geq 1}t^{\sigma_{q}}g_{q}(t, x)\prod_{g+|\alpha|\leq m}\{(t\frac{\partial}{\partial t})j(\frac{\partial}{\partial x})^{\alpha}u_{0}\}^{qj,\alpha}$
By $\tilde{u}(t, x)=\sum_{k>1}u_{k}(x)t^{k}$ we can put $(t\partial/\partial t)^{j}(\partial/\partial x)^{\alpha}u_{0}(t, x)=:tc_{j,\alpha}(t, x)$ for $cj,\alpha(t, x)$
$\in O(S\mathrm{x} D_{R})$ . Then $\prime D^{u0}v(t, x)$ becomes




$(,,, \prod_{(j\alpha)\neq(\dot{\mathit{3}}^{\alpha)}},,\{c_{j\alpha}"’(t, x)\}^{q_{j’\alpha’)}}\}j+1\alpha 1\leq m(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}v(t, x)$
.
From (1.11) we understand that $D^{u0}v(t, x)$ is constructed by all differentials of the equation $(^{??})$ .
Therefore we have $\gamma_{D^{u}01}^{*},=\gamma_{1}$ by the definition of $\gamma_{1}$ . Hence we obtain Theorem 3. Q.E.D
180
2 Preparation of Theorem 1
In this section it is our purpose to prepare a proof of Theorem 1. Let $0<R<R_{0}$ . Let us define
an operator $P$ as follows:
$P:=(t \frac{\partial}{\partial t})^{L^{*}-m^{*}}(\frac{\partial}{\partial x_{1}})^{m^{*}}$
$\alpha_{1}<m\sum_{|a|=m^{*}}.a_{\alpha}(t, x)(t\frac{\partial}{\partial t})^{L^{*}-m^{*}}(\frac{\partial}{\partial x})^{\alpha}$
$| \alpha|<m\sum_{L\leq L}..t^{-\gamma(L^{*}-L\}}b_{L,\alpha}(t, x)(t\frac{\partial}{\partial t})^{L-|\alpha|}(\frac{\partial}{\partial x})^{\alpha}$
where $a_{\alpha}(t, x)$ and $b_{L,\alpha}(t, x)$ belong to $\mathrm{O}(S_{\theta}(T)\mathrm{x} D_{R})$ .
Let us consider the following equation:
(2.1) $Pu= \sum_{|q|\geq 1}t^{\sigma_{q}-\sigma_{L^{*}}}c_{q}(t, x)\prod_{j+|\alpha|\leq m}\{(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}u\}^{qj,\alpha}+g(t, x)$
where $c_{q}$ $(t, x)\in \mathrm{O}(\mathrm{S}\mathrm{e}(\mathrm{T})\mathrm{x} D_{R})$ for $|q|\geq 1$ and $\mathrm{g}\{\mathrm{t},\mathrm{x}$ ) $\in Asy_{\{\gamma\}}^{0}(S_{\theta}(T)\mathrm{x} D_{R})$ , and the orders
$\sigma_{q}-\sigma_{L}$ . satisfy as follows;
(2.2) $\sigma_{q}-\sigma_{L}\cdot=\{$
$-\gamma(L^{*}-l_{q})+J_{q}^{1}$ $(J_{q}^{1}>0)$ for $l_{q}\leq L^{*}$
$\gamma^{*}(l_{q}-L^{*})+J_{q}^{2}$ $(J_{q}^{2}\geq 0)$ for $l_{q}>L^{*}$
where $0\leq\gamma<\gamma^{*}\leq\infty$ . If $\{q;l_{q}>L^{*}\}=\emptyset$ then we define $\gamma’=\infty$ .
Let us introduce the following functional class $X_{p,q,\mathrm{c},\gamma}$ where $p\in \mathrm{N}$ and $q$ , $c,\gamma\geq 0$ .
Let $\rho>0$ . For $\varphi(x)=\sum_{\beta\in \mathrm{N}^{n}}a_{\beta}x^{\beta}$ we define the norm $||\varphi||_{\rho}$ by
(2.3) $|| \varphi||_{\rho}=\sum_{\beta\in \mathrm{N}^{n}}|a_{\beta}|\frac{\beta!}{|\beta|!}\tau^{\beta_{1}}\rho^{|\beta|}$ .
For a fixed $a>0$ we put
$\Theta^{(k)}=\frac{ak!}{(k+1)^{\pi\iota+2}}$ and $\Theta_{R-\rho}^{\langle k)}=\frac{1}{(R-\rho)^{k}}\Theta^{(k)}$ .
Definition 4. $X_{p,q,c,\gamma}$ ( $S_{\theta}(T)$ x Dp) is the set of all function $\varphi(t, x)\in \mathrm{O}(S_{\theta}(T)\mathrm{x} D_{\rho})$ with the
following bounds; There exists a positive constant $\Phi$ such that for all s $\in \mathrm{N}$
(2.4) $||(t \frac{\partial}{\partial t})^{s}\varphi(t, \cdot)||_{\rho}\leq\Phi(^{s}|t|^{q}\exp(-c|t|^{-\gamma})\Theta^{(s+\mathrm{p})}$ for $t\in S_{\theta}(T)$ .
The norm of $\varphi(t, x)$ is defined by the infimum of $\Phi$ in (2.4) and is denoted by $||\varphi||_{\mathrm{p},q,c,\gamma}$ .
This definition is a little bit different from that in Ouchi [3].
We fix a positive constant $\delta$ such that $0< \delta<\min${ $J_{q}^{1}$ ; $q$ with $l_{q}\leq L^{*}$ } and $\gamma^{*}/\delta\in$ N. We
define $P_{k}$ by $P_{k}=[\delta k/\gamma*]+$ $(L^{*}-m^{*})k$ . If $\{q;l_{q}>L’\}=\emptyset$ then $P_{k}=$ ($L^{*}-$ m’)& by $\gamma^{*}=\infty$
where $[a]$ denote the integral part of $a$ .
Theorem 4. Let S $=S_{\theta}(T)$ . Suppose that for all s $\in \mathrm{N}$ There exists a positive constant G such
that
(2.5) $||(t \frac{\partial}{\partial t})^{\epsilon}g(t, \cdot)||_{R}\leq G\zeta^{s}\exp(-c_{0}|t|^{-\gamma})\Theta^{(s+m^{*})}$ for $t\in S$ .
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Then the equation (2.1) has a formal solution $u(t$ , $ $)$ $= \sum_{k\geq 0}u_{k}(t, x)$ thai satisfies for $k\geq 0$
(2.6) $||(t \frac{\partial}{\partial t})^{s}u_{k}(t, \cdot)||_{\rho}\leq U_{k}\zeta^{s}|t|^{\delta k}\exp(-c|t|^{-\gamma})\frac{1}{((L^{*}-m^{*})k)!}\Theta_{R-\rho}^{(s+P_{k})}$. for $t\in S$
for a sufficiently small $T>0_{2}0<\rho<R$ and $0<c<c_{0}$ where the series $\sum_{k\geq 0}U_{k}t^{k}$ converges
in a neigborhood of the origin $t=0$ .
Let us introduce some lemmas for the functional class $X_{p,q,c,\gamma}$ .
Lemma 2. Assume
(2.7) $||u||_{\rho}\leq\Theta_{R-\rho}^{(k)}$ for $0<\rho<R$ .
(1) Let $k>0$ . Then we have
(2.8) $|| \frac{\partial}{\partial x_{1}}u||_{\rho}\leq\frac{M_{0}e}{\tau}\Theta_{R-\rho}^{\langle k+1)}$ for $0<\rho<R$
and have
(2.9) $|| \frac{\partial}{\partial x_{i}}u||_{\rho}\leq M_{0}e\Theta_{R-\rho}^{(k+1)}$ for $0<\rho<R$
for $\mathrm{i}=2$ , $\ldots$ , $n$ there $M_{0}=2^{m+2}$ .
(2) Let $k>1$ . Then we have
(2.10) $||( \frac{\partial}{\partial x_{1}})^{-1}u||_{\rho}\leq 2\tau\Theta_{R-\rho}^{(k-1)}$ for $0<\rho<R$ .
Proposition 1. $Lei$ $0\leq L’\leq L\leq m$ and $P$ , $P^{l}>0$ . For functions $u(t, x)$ and $v(t, x)$ we assume
that there exist positive constants $U$ and $V$ such that for $t\in S$
$||(t \frac{\partial}{\partial t})^{s}u||_{\rho}\leq U\zeta^{s}|t|^{q}$ $\exp(-c|t|^{-\gamma})\frac{1}{P!}\Theta^{(s+P+L)}$
and
$||(t \frac{\partial}{\partial t})^{s}v||_{\rho}\leq V\zeta^{s}|t|^{q’}\exp(-c|t\}^{-\gamma})\frac{1}{P’!}\Theta^{(s+P’+L’\rangle}$.
Then we have for $t\in S$
$||(t \frac{\partial}{\partial t})^{s}(uv)||_{\rho}\leq UV\zeta^{s}|t|^{q+q^{l}}\exp(-c|t|^{-\gamma})\frac{1}{(P+P’)!}\Theta^{(s+P+P’+L)}$ .
Proposition 2. Let $P\geq 0$ . For a function $u(t, x)$ we assume that there exists a positive constant
$U$ such that for $t\in S$
$||(t \frac{\partial}{\partial t})^{s}u||_{\rho}\leq U(^{s}|t|^{q}\exp(-c|t|^{-\gamma})\frac{1}{P_{\sim}^{1}}\Theta_{R-\rho}^{(s+P)}$ .
Then we have the following estimates;
there exists a positive constant $C$ such that for $t\in S$
(1) $||(t \frac{\partial}{\partial t})^{s}\{(t\frac{\partial}{\partial t})^{-1}u\}||_{\rho}\leq\frac{|t|^{\gamma+1}}{c\gamma}U(^{s}\exp(-c|t|^{-\gamma})\frac{1}{P!}\Theta_{R-\rho}^{(s+P)}$ if $q=0$ ,
$||(t \frac{\partial}{\partial t})^{s}\{(t\frac{\partial}{\partial t})^{-1}u\}||_{\rho}\leq\frac{1}{q}U\zeta^{\theta}|t|^{q}\exp(-c|t|^{-\gamma})\frac{1}{P!}\Theta_{R-\rho}^{(s+P)}$ if $q>0$ ,
(2) $||(t \frac{\partial}{\partial t})^{s}\{t^{-\gamma}(t\frac{\partial}{\partial t})^{-1}u\}||_{\rho}\leq\frac{C}{c\gamma}U\zeta^{s}|t|^{q}\exp(-c|t|^{-\gamma})\frac{1}{P!}\Theta_{R-\rho}^{(s+P)}$ ,
(3) $||(t \frac{\partial}{\partial t})^{s}(t^{-\gamma}u)||_{\rho}\leq\frac{c}{c\gamma}U\zeta^{s+1}|t|^{q}$ $\exp(-c|t|^{-\gamma})\frac{1}{P!}\Theta_{R-\rho}^{(s+P+1)}$ .
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Let us prove Theorem 4. We consider a solution of the following equation:
(2.11) $P’w(t, x)=W(t, x)$
where
(2.12) $P’:=P(t \frac{\partial}{\partial t})^{-L^{*}+m}$
.
$( \frac{\partial}{\partial x})^{-m^{\mathrm{r}}}$
For the equation (2.11) we assume for $0<\rho<R$ and $t\in S$
$||(t \frac{\partial}{\partial t})^{s}W||_{\rho}\leq W\zeta^{s}|t|^{\delta k}\exp(-c|t|^{-\gamma})\frac{1}{((L^{*}-m^{*})(k-1))!}\Theta_{R-\rho}^{(s+P+m)}.$ .
Let $A_{\alpha}=||a_{\alpha}||_{0,0,0,\gamma}$ and $B_{L,\alpha}=||b_{L,\alpha}||_{0,0,0,\gamma}$ .
Proposition 3. Let $P\geq 0$ . The equation (2.11) has a singular solution $w(t, x)$ that satisfies
$||(t \frac{\partial}{\partial t})^{s}w||_{\rho}\leq\frac{1}{1-C(\zeta,\tau)}W\zeta^{s}|t|^{\delta k}\exp(-c|t|^{-\gamma})\frac{1}{((L^{*}-m^{*})(k-1))!}\Theta_{R-\rho}^{(s+P+m)}$
.




Proof. We construct a solution $w(t, x)= \sum_{\beta=0}^{\infty}w_{\beta}(t, x)$ as follows:
$w_{0}(t, x)=W(t, x)$
$w_{\beta}(t, x)= \alpha_{1}<ml\alpha|=m\sum_{:}a_{\alpha}(t,x)(\frac{\partial}{\partial x})^{\alpha-e_{1}m}.w_{\beta-1}(t, x)$
$+$
$| \alpha|<m^{*}\sum_{L\leq L},\cdot t^{-\gamma(L^{*}-L)}b_{L,\alpha}(t, x)(t\frac{\partial}{\partial t})^{L-L^{*}+m^{*}-|\alpha|}(\frac{\partial}{\partial x})^{\alpha-\epsilon_{1}m^{\mathrm{r}}}w_{\beta-1}(t, x)$
for $\beta\geq 1$ .
By Lemma 2, Proposition 1 and Proposition 2-(3) we can show that the following estimate
holds for $\beta\geq 0$ :
(2.13) $||(t \frac{\partial}{\partial t})^{s}w_{\beta}||_{\rho}\leq\{C(\zeta, \tau)\}^{\beta}W\zeta^{s}|t|^{\delta k}\exp(-c|t|^{-\gamma})\frac{1}{((L^{*}-m^{*})(k-1))!}-\mathrm{O}_{R-\rho}^{(s+P+m^{*})}$
for $t\in S$ and $0<\rho<R$ .
By the definition of $C(\zeta, \tau)$ we have $C(\zeta, \tau)<1$ for a $\mathrm{s}\mathrm{u}$ fEciently small $\tau>0$ . Hence for
$w(t, x)= \sum_{\beta\geq 0}w\beta(t, x)$ we have
$||(t \frac{\partial}{\partial t})^{s}w||_{\rho}\leq\frac{1}{1-C(\zeta,\tau)}W\zeta^{s}|t|^{\delta k}\exp(-c|t|^{-\gamma})\frac{1}{((L^{*}-m^{*})(k-1))!}\Theta_{R-\rho}^{(s+P+m^{*})}$.
Q.E.D.
By Proposition 3 we have the following proposition
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Proposition 4. Let P $\geq 1$ . For an equation
Pu(t, r) $=W(t, x)$
assume that there exists a positive constant $W$ such that for $t$ $\in S$
$||(t \frac{\partial}{\partial t})^{s}W||_{\rho}\leq W\zeta^{s}|t|^{\delta k}\exp(-c|t|^{-\gamma})\frac{1}{((L^{*}-m^{*})(k-1))!}\Theta_{R-\rho}^{(s+P+m^{*})}$.
then toe have for $t\in S$




Proof. For the solution $w(t, x)$ of the equation $(2,11)$ , we have
(2.14) $u(t,x)=(t \frac{\partial}{\partial t})^{-(L-m^{*})}.(\frac{\partial}{\partial x_{1}})^{-m}.w(t,x)$.
By Lemma $2-(2)_{?}$ Proposition 2-(1) and Proposition 3, we obtain the desired result. Q.E.D.
Proof of Theorem 4.
We put $C_{q}:=||c_{q}||_{0,0,0,\gamma}$ . We construct a formal solution $u(t, x)= \sum_{k\geq 0}u_{k}(t, x)$ of the equation
(2.1) by same method as Ouchi [3]:
$Pu_{0}(t, x)=g(t, x)$
$Pu_{k}(t, x)=1 \leq|q|\leq k\sum_{t_{q}\leq L^{*}}t^{\sigma_{q}-\sigma_{L}*}c_{q}(t, x)\sum_{|k(q)|+1=kj+|\alpha|\leq mi=1}$
$\prod$
$\prod^{qj,\alpha}(t\frac{\partial}{\partial t})^{\mathrm{J}}(\frac{\partial}{\partial x})^{\alpha}u_{k_{t}}(t, x)$
(2.15)
$+1$
$\iota_{q}>L\leq|q|\leq\sum_{k}.,t^{\sigma_{q}-\sigma_{L^{*}}}c_{q}(t, x)\sum_{|k(q\rangle|+^{\iota_{\overline{\delta}}^{*}}(l_{q}-L^{*})=kj+}\prod_{|\alpha|\leq m}\prod_{i=1}^{9j,\alpha}(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}u_{k_{\tau}}(t, x)$
$=:W_{1,k}$ $(u_{k’} ; k’<k)+W_{2,k}(u_{k’\mathrm{i}}k’<k)=:W_{k}(u_{k’)}. k’<k)$.
Let us give $u_{k}(t, x)(k\geq 0)$ an estimate. By the assumption we have
$||(t \frac{\partial}{\partial t})^{s}g||_{R}\leq G\zeta^{s}$ $\exp(-c_{0}|t|^{-\gamma})\Theta^{(s+m^{*})}$ .
By Lemma 2-(2), Proposition 2-(1) and 3 we have for $t\in S=S_{\theta}(T)$
$||(t \frac{\partial}{\partial t})^{s}u_{0}||_{\rho}\leq G\zeta^{s}\exp(-c|t|^{-\gamma})\Theta_{R-\rho}^{(s)}$
for a sufficiently small $T>0$ . So we put $U_{0}=G$ , then we have the desired result for $k=0$ .
At next we assume that we have the desired result for $k’=0,1$ , $\ldots$ , $k-$ $1$ , By Lemma 2-(1)
for $k_{i}<k$ we have
$||(t \frac{\partial}{\partial t})^{s}\{(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}u_{k_{i}}\}||_{\rho}$
$\leq\frac{\zeta^{j}(M_{0}e)^{|\alpha|}}{\tau^{\alpha_{1}}}$ $U_{k_{i}}\zeta^{s}|t|^{\delta k}$ . $\exp(-c|t|^{-\gamma})\frac{1}{((L^{*}-m^{*})k_{i})!}\Theta_{R-\rho}^{(s+P_{k}+j+|\alpha|)}.:\sim$
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Put $P’= \sum_{j+|\alpha|\leq m}\sum_{i=1}^{qj_{1}\alpha}P_{k_{1}}$ . We have $\prod_{j+|\alpha|\leq m}\prod_{i=1}^{qj,\alpha}P_{k:}!/((L^{*}-m^{*})k_{i})$ ! $\leq P’!/((L^{*}-$
$m^{*})|k(q)|!$ , then by Proposition 1 we have






Under $1\leq|q|\leq k$ and $|k(q)|+1=k$ , it follows from $\sigma_{q}-\sigma_{L}\cdot=-\gamma(L^{*}-l_{q})+J_{q}^{1}$ , $P^{t}+lq\leq$
$P_{k}+l_{q}-L^{*}+m^{*}$ and $P_{k}+m^{*}-(P’+L^{*})\leq|q|$ that by Proposition 2-(3) we have
$||(t \frac{\partial}{\partial t})^{s}W_{1,k}||_{\rho}$
$\leq 1\leq|q|\leq k\sum_{l_{\mathrm{Q}}\leq L^{*}}(\frac{c}{c\gamma})^{L^{*}-l_{q}}\frac{c_{q}}{(R-\rho)^{l_{q}(|q|-1)}}\sum_{|k(q)|+1=k}\{\prod_{j+|\alpha|\leq m}\prod_{i=1}^{qj,a}\frac{\zeta^{f}(M_{0}e)^{|\alpha|}}{\tau^{\alpha_{1}}}U_{k_{\mathrm{i}}}\}$
$\mathrm{x}$ $\zeta^{s}|t|^{\delta k}\exp(-c|t|^{-\gamma})\frac{1}{((L^{*}-m^{*})(k-1))!}\Theta_{R-\rho}^{(s+P_{k}+m)}.$ .
At next let us estimate $W_{2,k}(t, x)$ , As $W_{1,k}(t, x)$ under the conditions 1 $\leq|q|\leq k$ and
$|k(q)|+_{\delta}^{\mathrm{L}^{*}}(l_{q}-L^{*})=k$ the inequality (2.16) holds for $t\in S$ . By $P_{k}+m^{*}-(P’+l_{q})\geq(L^{*}-m^{*})(k-$
$|k(q)|-$ $1)$ $\geq 0$ and $\sigma_{q}-\sigma_{L}\cdot=\gamma^{*}(l_{q}-L^{*})+J_{q}^{2}$ and $P_{k}+m^{*}-(P’+l_{q})\leq P_{k}+L^{*}-(P’+L)\leq|q|$
we have for $t\in S$
$||(t \frac{\partial}{\partial t})^{s}W_{2,k}||_{\rho}$ $\leq$
$1 \leq\}q|\leq k\sum_{L_{q}>L^{*}}\frac{M_{0}^{|q|}C_{q}}{(R-\rho)^{L_{q}(|q|-1)}}.\sum_{|k(q)|+\gamma(l_{q}-L)/\delta=k}.\{\prod_{i+|\alpha|\leq m}\prod_{i=1}^{qj,\alpha}\frac{\zeta^{j}(M_{0}e\rangle^{|\alpha|}}{\tau^{\alpha_{1}}}U_{k_{\mathrm{i}}}\}$
$\mathrm{x}$ $\zeta^{s}|t|^{\delta k}\exp(-c|t|^{--\gamma})\frac{1}{((L^{*}-m^{*})(k-1))!}\Theta_{R-\rho}^{(\epsilon+P_{k}+m^{*})}$
Therefore we obtain the following estimate for $W_{k}=W_{1,k}+W_{2,k}$ :
$||(t \frac{\partial}{\partial t})^{s}W_{k}||_{\rho}$ $\leq$










By Proposition 4, we have for $t\in S$








At last we show that $\sum_{k\geq 0}U_{k}t^{k}$ is a convergent power series in a neigborhood of the origin.
Here let us consider the following equation:
$Y=G$ $+$ $Mt$





Remark 2. The right hand side in the above equation is a convergent power series in Y.
By substituting $Y(t)= \sum_{k\geq 0}Y_{k}t^{k}$ into the above equation, we have $U_{k}$. $\leq Y_{k}$ for $k\geq 0$ . So
it is sufficient to prove that the above equation has a holomorphic solution. By implicit function
theorem at $(t_{7}Y)=(0, G)$ we have a holomorphic solution with $Y(0)=G$ . Hence $\sum_{k\geq 0}U_{k}t^{k}$
converges in a neigborhood of the origin $t=0$ . Q.E.D.
3 Proof of Theorem 1
In this section we give a proof of Theorem 1. By Theorem 4 we obtain the following estimate;
there exist positive constants $A$ and $B$ such that for $t\in S_{\theta}(T)$
$||u_{k}(t, \cdot)||_{\rho}\leq AB^{k}|t|^{\delta k}\exp(-c|t|^{-\gamma})$ if $\{q;l_{q}>L^{*}\}=\emptyset$
(3.1)
$||u_{k}.(t_{1}\cdot)||_{\rho}\leq AB^{k}|t|^{\delta k}\exp(-c|t|^{-\gamma})\mathrm{F}$ $( \frac{\delta k}{\gamma}+1)*$ if $\{q;l_{q}>L^{*}\}\neq\emptyset$ .
By (3.1), if $\{q;l_{q}>L^{*}\}=\emptyset$ then the formal solution $\sum_{k\geq 0}u_{k}(t,x)$ in Theorem 4 becomes a
genuine solution of the equation (2.1).
From now we discuss the case $\{q;l_{q}>L^{*}\}\neq\emptyset$ . It is our purpose to show the following two
propositions;
Let $S=S_{\theta}(T)$ and $S_{0}=S_{\theta_{0}}(T_{0})$ with $|\theta 0|\leq\pi/(2\gamma^{*}).\mathrm{P}\mathrm{u}\mathrm{t}$
$g_{S\mathrm{o}}(t, x):=Pu_{S_{0}}(t, x)$ $\sum_{|q|\geq 1}t^{\sigma_{q}-\sigma_{L^{*}}}c_{q}(t, x)\prod_{j+|\alpha|\leq m}\{(t\frac{\partial}{\partial t})^{j}(\frac{\partial}{\partial x})^{\alpha}u_{S_{0}}(t,x)\}^{qj,\alpha}$
- $g(t, x)$ .
Proposition 5. Let $u_{k}(t_{2}x)$ be constructed in Theorem 4. Then there exists a function $us_{0}(t,x)\in$
$Asy_{\{\gamma*\}}^{0}(S_{0}\mathrm{x} D_{\rho})$ such that
$||us_{0}- \sum_{k=0}^{N}u_{k}||_{\rho}\leq AB^{N+1}\mathrm{F}$ $( \frac{(N+1)\delta}{\gamma}+1)*|t|^{(N+1\rangle\delta}\exp(-c|t|^{-\gamma})$ for $t\in S_{0}$
with $|\theta_{0}|<\pi/(2\gamma*)$ .
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Proposition 6. We have $gs_{0}(t, x)\in Asy_{\{\gamma*\}}^{0}(S_{0}\mathrm{x} D_{\rho})$ for $0<\rho 0<\rho$ .
Proof of Theorem 1
We can prove Theorem 1 by applying Theorem 4, Proposition 5 and 6. We omit a detailed proof,
Q.E.D.
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