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Abstract
This paper introduces the improved functional epsilon algorithm. We have de-ned this new method in
principle of the modi-ed Aitken .2 algorithm. Moreover, we have found that the improved functional epsilon
algorithm has remarkable precision of the approximation of the exact solution and there exists a relationship
with the integral Pad2e approximant. The use of the improved functional epsilon algorithm for accelerating the
convergence of sequence of functions is demonstrated. The relationship of the improved functional epsilon
algorithm with the integral Pad2e approximant is also demonstrated. Moreover, we illustrate the similarity
between the integral Pad2e approximant and the modi-ed Aitken .2 algorithm; thus we have shown that
the integral Pad2e approximant is a natural generalisation of modi-ed Aitken .2 algorithm. c© 2002 Elsevier
Science B.V. All rights reserved.
Keywords: Improved functional epsilon algorithm; Integral Pad2e approximant; Convergence acceleration; Modi-ed Aitken
.2 algorithm; Functional Pad2e approximant
1. Introduction
In this paper, we introduce a new algorithm, namely improved functional epsilon algorithm for
accelerating the convergence of sequence of functions. We examine the e9ectiveness of the new
algorithm with the classical functional epsilon algorithm by showing the accuracy of the approximate
solution. The similarity between the integral Pad2e approximant and the modi-ed Aitken .2 algorithm
is demonstrated for two particular types of row sequence. We shall illustrate that the integral Pad2e
approximant method is a natural generalisation of the Aitken .2 algorithm. The improved functional
epsilon algorithm has many advantages compared to the classical functional epsilon algorithm.
The prime motive for the development of the improved functional epsilon algorithm was to estab-
lish that all the columns of the improved functional epsilon table could be made signi-cant. Whereas
in the classical functional epsilon algorithm only the even columns are signi-cant [2,5]. The concept
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is based on the integral Pad2e approximant, which is a successor of the functional Pad2e approximants.
Hence, we express the improved functional epsilon algorithm in the form of the modi-ed Aitken
.2, given in [2,3,5,7] and this is also identical to the integral Pad2e approximant, shown in Section
4. We begin by describing the fundamentals of each of the algorithms. In order to evaluate these
algorithms we use the following proposition.
The functional sequence used in the algorithms is based on the generating function f(x; ); which
is a series of functions expressed as
f(x; ) =
∞∑
i=0
Ci(x)i; (1)
in which Ci(x)∈L2[a; b] are given and [a; b] is the domain of de-nition of Ci(x) in some natural
sense. We also suppose that f(x; ) is holomorphic as a function of  at the origin =0. Then (1)
converges for values of || which are suCciently small. In this paper, we see how the improved
functional epsilon algorithm can be used to accelerate the convergence of a series having the form
(1) for = 1.
1.1. The improved functional epsilon algorithm (IFEA)
We begin with the essentials of the classical functional epsilon algorithm and then we shall show
how we have improved on the classical method. The scalar epsilon algorithm actually originated
from the work of Shanks and Wynn [2] and later developed into functional epsilon algorithm by
other authors. Moreover, it has been shown that one column of the epsilon algorithm is equivalent
to the Aitken .2 algorithm. The even columns of the epsilon algorithm are also equivalent to the
functional Pad2e approximant. For the purpose of this paper we shall progress to show the similarity
between the integral Pad2e approximant and the improved functional epsilon algorithm.
We begin with initialising the essentials of the functional epsilon algorithm:

( j)−1(x) = 0; (2)

( j)0 (x) = Sj(x) =
j∑
i=0
Ci(x); (3)
for j = 1; 2; : : : and then we usually calculate the new estimates by

( j)k+1(x) = 

( j+1)
k−1 (x) + [

( j+1)
k (x)− 
( j)k (x)]−1 for k = 1; 2; : : : ; j = 0; 1; 2; : : : : (4)
In order to evaluate the inverse of (4) we must use a simple transformation, thus
[
( j+1)k (x)− 
( j)k (x)]−1 =
[
( j+1)k (x)− 
( j)k (x)]∫ a
b [

( j+1)
k (x)− 
( j)k (x)]2 dx
(5)
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Fig. 1. The functional epsilon table.
and the functional epsilon algorithm is actually calculated by

( j)k+1(x) = 

( j+1)
k−1 (x) +
[
( j+1)k (x)− 
( j)k (x)]∫ a
b [

( j+1)
k (x)− 
( j)k (x)]2 dx
: (6)
The entries of 
( j)k (x) are displayed in Fig. 1.
The connection between functional epsilon algorithm and the functional Pad2e approximant is given
by

( j)2k (x) = r
[j+2k;2k](x; 1): (7)
To show the connection between the methods the integral Pad2e approximant and the improved
functional epsilon algorithm, we must express the new functional epsilon algorithm in the same
form as Aitken-like accelerator and then illustrate the similarity between them. This will ensure that
both of the approximation methods will produce identical results. We state the modi-ed Aitken .2
algorithm for the integral Pad2e approximant of type (n; 1) as
r(x; 1) = Sn−1(x)−.Sn−1(x)
∫ a
b .Sn−1(x).Sn−2(x) dx∫ b
a .Sn−1(x)[.
2Sn−2(x)] dx
(8)
and in functional form
r(x; 1) =
N (x; 1)
D(1)
=
n−1∑
i=0
Ci(x)− Cn(x)
∫ b
a Cn(x)Cn−1(x) dx∫ b
a C
2
n (x) dx −
∫ b
a Cn(x)Cn−1(x) dx
: (9)
Using the standard notation of
.Si(x) = Si+1(x)− Si(x) = 
i+1(x)− 
i(x) (10)
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and when we replace Si(x) with 
i(x) in (8), we obtain

ik(x) = 

i+1
k−1(x)−
[
(
i+1k−1(x)− 
ik−1(x))
∫ b
a [(

i+1
k−1(x)− 
ik−1(x))(
ik−1(x)− 
i−1k−1(x))] dx∫ b
a [(

i+1
k−1(x)− 
ik−1(x)){(
i+1k−1(x)− 
ik−1(x))− (
ik−1(x)− 
i−1k−1(x))}] dx
]
(11)
for k = 1; 2; : : : ; i = 0; 1; 2 : : : .
The new formula, namely the improved functional epsilon algorithm, is given by (11) and clearly
simpli-es to (8) when k=1; which is identical to the integral Pad2e approximant. We shall demonstrate
this relationship for other row sequences by an example and illustrate the consistency of the new
algorithm.
The expected relationship between the improved functional epsilon algorithm and the integral Pad2e
approximant to be of the form

(i)k (x) = r
[i+k; k](x; 1): (12)
We shall demonstrate this relationship in the example considered in Section 5.
The structure of this paper is as follows. In Sections 2 and 3 we review two particular methods of
Pad2e type approximant namely, the integral Pad2e approximant and the functional Pad2e approximant,
respectively. In Section 4 we demonstrate the similarity between the integral Pad2e approximant and
the Aitken .2 algorithm for two types of row sequence. The e9ectiveness of the new algorithm
for accelerating the convergence of a sequence of functions has been investigated in the context of
the Neumann series of a linear Fredholm integral equation. In our -ndings the improved functional
epsilon algorithm is proved to be e9ective as a method and the approximate solution is similar to
the integral Pad2e approximants.
2. The integral Pade approximants method (IPA)
We de-ne a rational function r(x; ) to be an integral Pad2e approximant of type (n; k) for f(x; )
if
r(x; ) =
N (x; )
D()
=
∑n
i=0 Ni(x)
i∑k
i=0Di
i
; (13)
where
(i) N (x; ) is holomorphic as a function of ;
(ii) N (x; )∈L2(a; b) as a function of x;
(iii) D() is holomorphic function of ;
(iv) @{N}6 n; @{D}6 k;
(v) D(0) = 1;
(vi) N (x; )− D()f(x; ) = 0(n+1):


(14)
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If N (x; ); D() satisfy axiom (14), then there exists a unique r(x; ) de-ned by (1). The proofs of
existence and uniqueness are similar to that for the classical Pad2e approximant [1,2] and the rate of
convergence is similar to hybrid functional Pad2e approximant [10].
We express the numerator polynomial of an integral Pad2e approximant of type (n; k) as
N (x; )=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ b
a
Cn+k−1(x)Cn−k(x) dx
∫ b
a
Cn+k−1(x)Cn−k+1(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn(x) dx
∫ b
a
Cn+k−1(x)Cn−k+1(x) dx
∫ b
a
Cn+k−1(x)Cn−k+2(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn+1(x) dx
...
... · · ·
...∫ b
a
Cn+k−1(x)Cn−1(x) dx
∫ b
a
Cn+k−1(x)Cn(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn+k−1(x) dx
n−k∑
i=0
Ci(x)
k+i
n−k+1∑
i=0
Ci(x)
k+i−1 · · ·
n∑
i=0
Ci(x)
i
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(15)
and the denominator polynomial of an integral Pad2e approximant of type (n; k) is expressed as
D() =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ b
a
Cn+k−1(x)Cn−k(x) dx
∫ b
a
Cn+k−1(x)Cn−k+1(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn(x) dx
∫ b
a
Cn+k−1(x)Cn−k+1(x) dx
∫ b
a
Cn+k−1(x)Cn−k+2(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn+1(x) dx
...
... · · ·
...∫ b
a
Cn+k−1(x)Cn−1(x) dx
∫ b
a
Cn+k−1(x)Cn(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn+k−1(x) dx
k k−1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(16)
provided D(0) =0 and Ci(x) are the coeCcients of (1).
Once the denominator polynomial has been speci-ed, the actual approximants are constructed
using the accuracy-through order principle. In practice, we evaluate the numerator polynomial by
the following equation and satisfying the axiom (14vi):
N (x; ) = [D()f(x; )]n0; (17)
where this notation, now and in the sequel, indicates that truncation at degree n in  has been e9ected.
If, in representation (16), D(0) =0, then r(x; ) de-ned by (13), (16) and (17) is an integral Pad2e
approximant of type (n; k) for f(x; ).
14 R. Thukral / Journal of Computational and Applied Mathematics 147 (2002) 9–25
The rational fractions of the integral Pad2e approximants can be laid out in a table:
r(0;0) r(0;1) r(0;2) · · ·
r(1;0) r(1;1) r(1;2) · · ·
r(2;0) r(2;1) r(2;2) · · ·
...
...
...
. . .
(18)
This concept is similar to classical Pad2e approximants [2].
Theorem 1 (Integral Pad2e approximant). Let
f(x; ) = r(x; ) = N (x; )÷ D(); (19)
be a meromorphic function with precisely k :nite poles. Then for all n su;ciently large; there
exists a unique rational function r(x; ) of type (n; k) for f(x; ).
Hence
lim
n→∞
Nn(x; )
Dn()
= f(x; ): (20)
3. The functional Pade Approximants method (FPA)
We de-ne a rational function r(x; ) to be a functional Pad2e approximant of type (n; 2k) for
f(x; ) if
r(x; ) = p(x; )÷ q(); (21)
where p(x; ); q() are polynomials in ; p(x; )∈L2[a; b] as a function of x and
(i)
@{p}6 n− 
@{q}6 2k − 2
}
for ¿ 0
(ii) q()
∣∣∣∣
∫ b
a
|p(x; )|2 dx
(iii) q() = q∗()
(iv) q() =0
(v) p(x; )− q()f(x; ) = 0(n+1):


(22)
The asterisk in (22iii) denotes the functional complex conjugate.
If p(x; ); q(), satisfy (22i)–(22v), then r(x; ) de-ned by (1) is unique; the questions of ex-
istence, uniqueness and degeneracy are treated in [6]. The explicit formula for the denominator
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polynomial is given by
q() =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 M01 · · · M0;2k−1 M0;2k
−M01 0 · · · M1;2k−1 M1;2k
...
...
...
...
...
−M0;2k−1 −M1;2k−1 · · · 0 M2k−1;2k
2k 2k−1 · · ·  1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
: (23)
The elements of (23) are de-ned by
Mij :=
j−i−1∑
l=0
∫ b
a
Cl+i+n−2k+1(x)[Cj−l+n−2k(x)]∗ dx; (24)
for i = 0; 1; : : : ; 2k and j = i + 1; i + 2; : : : ; 2k and taking Cj(x) := 0 if j¡ 0:
We know that the polynomials produced by (23) are strictly positive for ∈R and their zeros
occur in complex conjugate pairs close to the real axis [3,5,9].
The numerator polynomial p(x; ) follows from (22v) as
p(x; ) = [q()f(x; )]n0: (25)
If, in representation (23), q(0) =0, then r(x; ) de-ned by (21), (23) and (25) is the functional
Pad2e approximant of type (n; 2k) for f(x; ). The proof of convergence of the functional Pad2e
approximants is discussed in [2,4,8,10].
In addition, the denominator polynomial of a hybrid functional Pad2e approximant is de-ned in
terms of the roots of the denominator of the corresponding functional Pad2e approximant [3,5,9]. We
actually take the real parts of the roots of the functional Pad2e approximant and express the hybrid
functional Pad2e approximant of type (n; k) as
qH() =
k∏
i=1
(− Ri ): (26)
The associated numerator polynomial is de-ned as
pH(x; ) = [f(x; )qH()]n0: (27)
Since n and k govern the degree of the numerator and denominator respectively, we express the
hybrid functional Pad2e approximant of type (n; k) as
rH(x; ) = pH(x; )÷ qH(): (28)
We know that (28) is identical to the integral Pad2e approximant (13) for k = 1 [11]. The major
disadvantage of the hybrid functional Pad2e approximant is that it is dependent on the functional
Pad2e approximant and therefore requires much more numerical computation than the integral Pad2e
approximant. We can easily prove this by comparing the dimensions of the determinant and the
degree of the denominator polynomial of the functional Pad2e approximant and the integral Pad2e
approximant, which are given by (23) and (14), respectively.
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4. The IPA similar to the modi!ed Aitken #2 algorithm
A well-known technique for accelerating convergence of a scalar sequence is Aitken .2 algorithm,
which is formally expressed as
tn = Sn − (.Sn)
2
.2Sn
; n= 1; 2; : : : (29)
using the standard notation
C0 = S0 and Cn =.Sn−1 = Sn − Sn−1: (30)
Reformulating (30) in functional form in order to establish the connection between the integral Pad2e
approximant and modi-ed Aitken .2 algorithm, we express the equation as follows:
C0(x) = S0(x); (31)
Sn(x) =
n∑
i=0
Ci(x); (32)
Cn(x) = .Sn−1(x) = Sn(x)− Sn−1(x): (33)
Thus, we have replaced the scalar sequences as functional sequences. There are many versions of
Aitken’s algorithm; however, we shall concentrate on a particular modi-ed Aitken .2 algorithm and
then show the connection with the integral Pad2e approximant for two types row sequence.
We begin with the expression of the modi-ed Aitken .2 algorithm
tn = Sn+1 −.Sn+1 (.Sn)
2
.Sn.2Sn
(34)
and determine the similarity with the integral Pad2e approximant. The rational function of the integral
Pad2e approximant of type (n; 1) is given by
r(x; 1)=
N (x; 1)
D(1)
=
∣∣∣∣∣∣∣∣∣∣
∫ b
a
Cn(x)Cn−1(x) dx
∫ b
a
C2n (x) dx
n−1∑
i=0
Ci(x)
n∑
i=0
Ci(x)
∣∣∣∣∣∣∣∣∣∣
÷
∣∣∣∣∣∣∣
∫ b
a
Cn(x)Cn−1(x) dx
∫ b
a
C2n (x) dx
1 1
∣∣∣∣∣∣∣ ; (35)
which simpli-es to
r(x; 1) =
∑n
i=0 Ci(x)[
∫ b
a Cn(x)Cn−1(x) dx]−
∑n−1
i=0 Ci(x)[
∫ b
a C
2
n (x) dx]∫ b
a Cn(x)Cn−1(x) dx −
∫ b
a C
2
n (x) dx
: (36)
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Replacing the standard notation of Cn(x) with .Sn−1(x), we get
r(x; 1) =
Sn(x)
∫ b
a .Sn−1(x).Sn−2(x) dx − Sn−1(x)
∫ b
a (.Sn−1(x))
2 dx∫ b
a .Sn−1(x).Sn−2(x) dx −
∫ b
a (.Sn−1(x))
2 dx
: (37)
To simplify further we must insert a component of Sn−1(x)
∫ b
a (.Sn−1(x).Sn−2(x)) dx in the numer-
ator of (37), which gives rise to
r(x; 1) =
Sn−1(x)[
∫ b
a .Sn−1(x).Sn−2(x) dx −
∫ b
a (.Sn−1(x))
2 dx] +
∫ b
a .Sn−1(x).Sn−2(x) dx[Sn(x)− Sn−1(x)]∫ b
a .Sn−1(x).Sn−2(x) dx −
∫ b
a (.Sn−1(x))
2 dx
:
(38)
After cancellation of the appropriate factor we obtain
r(x; 1) = Sn−1(x) +
∫ b
a .Sn−1(x).Sn−2(x) dx.Sn−1(x)∫ b
a .Sn−1(x).Sn−2(x) dx −
∫ b
a (.Sn−1(x))
2 dx
: (39)
Eq. (39) almost resembles the modi-ed Aitken .2 algorithm equation (34). To verify our objective
we use the additivity property of integrals and obtain
r(x; 1) = Sn−1(x) +
∫ b
a .Sn−1(x).Sn−2(x) dx.Sn−1(x)∫ b
a [.Sn−1(x).Sn−2(x)− (.Sn−1(x))2] dx
; (40)
and factorising the denominator
r(x; 1) = Sn−1(x) +
∫ b
a .Sn−1(x).Sn−2(x) dx.Sn−1(x)∫ b
a .Sn−1(x)[.Sn−2(x)−.Sn−1(x)] dx
: (41)
Further simpli-cation, we get
r(x; 1) = Sn−1(x)−
∫ b
a .Sn−1(x).Sn−2(x) dx.Sn−1(x)∫ b
a .Sn−1(x)[.Sn−1(x)−.Sn−2(x)] dx
: (42)
The formula for the integral Pad2e approximant of type (n; 1) is Aitken-like accelerator expressed as
r(x; 1) = Sn−1(x)−.Sn−1(x)
∫ b
a .Sn−1(x).Sn−2(x) dx∫ b
a .Sn−1(x)[.
2Sn−2(x)] dx
; (43)
and in functional form
r(x; 1) =
N (x; 1)
D(1)
=
n−1∑
i=0
Ci(x)− Cn(x)
∫ b
a Cn(x)Cn−1(x) dx∫ b
a C
2
n (x) dx −
∫ b
a Cn(x)Cn−1(x) dx
: (44)
The corresponding accelerator the integral Pad2e approximant of type (n; 1) is obtained by setting
the z=1 in (15) and (16). We have demonstrated that the integral Pad2e approximant of type (n; 1)
is similar to the modi-ed Aitken .2 algorithm. This is also equivalent to the hybrid functional
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Pad2e approximant of type (n; 1), which is expressed identical to (43) in [3]. The formula (43) is a
remarkably natural generalisation of the Aitken .2 algorithm.
To obtain the expression for the Aitken-type .2 algorithm for the next row sequence we must
evaluate the numerator and denominator polynomial of the integral Pad2e approximant of type (n; 2);
based on z=1 and k=2. Thus, we express the numerator polynomial of an integral Pad2e approximant
of type (n; 2) as
N (x; 1) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ b
a
Cn+1(x)Cn−2(x) dx
∫ b
a
Cn+1(x)Cn−1(x) dx
∫ b
a
Cn+1(x)Cn(x) dx∫ b
a
Cn+1(x)Cn−1(x) dx
∫ b
a
Cn+1(x)Cn(x) dx
∫ b
a
C2n+1(x) dx
n−2∑
i=0
Ci(x)
n−1∑
i=0
Ci(x)
n∑
i=0
Ci(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
; (45)
and in polynomial form
N (x; 1)=
n−2∑
i=0
Ci(x)
[∫ b
a
Cn−1(x)Cn+1(x) dx
∫ b
a
C2n+1(x) dx −
(∫ b
a
Cn(x)Cn+1(x) dx
)2]
−
n−1∑
i=0
Ci(x)
[∫ b
a
Cn−2(x)Cn+1(x) dx
∫ b
a
C2n+1(x) dx −
∫ b
a
Cn−1(x)Cn+1(x) dx
×
∫ b
a
Cn(x)Cn+1(x) dx
]
+
n∑
i=0
Ci(x)
[∫ b
a
Cn−2(x)Cn+1(x) dx
∫ b
a
Cn(x)Cn+1(x) dx
−
(∫ b
a
Cn−1(x)Cn+1(x) dx
)2]
: (46)
The corresponding denominator polynomial of an integral Pad2e approximant of type (n; 2) is given
as
D(1) =
∣∣∣∣∣∣∣∣∣∣∣
∫ b
a
Cn+1(x)Cn−2(x) dx
∫ b
a
Cn+1(x)Cn−1(x) dx
∫ b
a
Cn+1(x)Cn(x) dx∫ b
a
Cn+1(x)Cn−1(x) dx
∫ b
a
Cn+1(x)Cn(x) dx
∫ b
a
C2n+1(x) dx
1 1 1
∣∣∣∣∣∣∣∣∣∣∣
(47)
and in polynomial form
D(1) =
[∫ b
a
Cn−1(x)Cn+1(x) dx
∫ b
a
C2n+1(x) dx −
(∫ b
a
Cn(x)Cn+1(x) dx
)2]
−
[∫ b
a
Cn−2(x)Cn+1(x) dx
∫ b
a
C2n+1(x) dx
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−
∫ b
a
Cn−1(x)Cn+1(x) dx
∫ b
a
Cn(x)Cn+1(x) dx
]
+
[∫ b
a
Cn−2(x)Cn+1(x) dx
∫ b
a
Cn(x)Cn+1(x) dx −
(∫ b
a
Cn−1(x)Cn+1(x) dx
)2]
: (48)
To achieve our objective we replace the notation of Cn(x) with .Sn−1(x); thus the numerator
polynomial becomes
N (x; 1)= Sn−2(x)
[∫ b
a
.Sn−2(x).Sn(x) dx
∫ b
a
(.Sn(x))2 dx −
(∫ b
a
.Sn−1(x).Sn(x) dx
)2]
− Sn−1(x)
[∫ b
a
.Sn−3(x).Sn(x) dx
∫ b
a
(.Sn(x))2 dx
−
∫ b
a
.Sn−2(x).Sn(x) dx
∫ b
a
.Sn−1(x).Sn(x)dx
]
+ Sn(x)
[∫ b
a
.Sn−3(x).Sn(x) dx
∫ b
a
.Sn−1(x).Sn(x) dx
−
(∫ b
a
.Sn−2(x).Sn(x) dx
)2]
: (49)
Similarly, we replace the notation of Cn(x) with .Sn−1(x), the appropriate expression for the de-
nominator polynomial becomes
D(1) =
[∫ b
a
.Sn−2(x).Sn(x) dx
∫ b
a
(.Sn(x))2 dx −
(∫ b
a
.Sn−1(x).Sn(x) dx
)2]
−
[∫ b
a
.Sn−3(x).Sn(x) dx
∫ b
a
(.Sn(x))2 dx
−
∫ b
a
.Sn−2(x).Sn(x) dx
∫ b
a
.Sn−1(x).Sn(x) dx
]
+
[∫ b
a
.Sn−3(x).Sn(x) dx
∫ b
a
.Sn−1(x).Sn(x) dx −
(∫ b
a
.Sn−2(x).Sn(x) dx
)2]
:
(50)
For simplicity, we denote the common expressions of (49) and (50) as
=
[∫ b
a
.Sn−2(x).Sn(x) dx
∫ b
a
(.Sn(x))2 dx −
(∫ b
a
.Sn−1(x).Sn(x) dx
)2]
; (51)
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=
[∫ b
a
.Sn−3(x).Sn(x) dx
∫ b
a
(.Sn(x))2 dx
−
∫ b
a
.Sn−2(x).Sn(x) dx
∫ b
a
.Sn−1(x).Sn(x) dx
]
; (52)
=
[∫ b
a
.Sn−3(x).Sn(x) dx
∫ b
a
.Sn−1(x).Sn(x) dx −
(∫ b
a
.Sn−2(x).Sn(x) dx
)2]
; (53)
then the rational form of the integral Pad2e approximant of type (n; 2) becomes
r(x; 1) =
Sn−2(x)− Sn−1(x) + Sn(x)
−  +  : (54)
In order to obtain an expression as the modi-ed Aitken .2 algorithm for the integral Pad2e approx-
imant of type (n; 2), we must insert two components of a Sn−1(x) and Sn−1(x) in the numerator
of (54),
r(x; 1) =
Sn−2(x)− Sn−1(x) + Sn−1(x) + Sn−1(x) + Sn(x)− Sn−1(x)− Sn−1(x)
−  +  : (55)
Simplifying expression (55), we obtain
r(x; 1) =
[Sn−2(x)− Sn−1(x)] + Sn−1(x)[−  + ] + [Sn(x)− Sn−1(x)]
−  +  (56)
with further simpli-cation
r(x; 1) =
N (x; 1)
D(1)
= Sn−1(x)− .Sn−2(x)− Sn−1(x)−  +  : (57)
Eq. (57) is the modi-ed Aitken .2 algorithm for the integral Pad2e approximant of type (n; 2), where
;  and  are given by (51), (52) and (53) respectively.
5. Applications of the approximate methods
To determine the consistency of the improved functional epsilon algorithm we shall illustrate
the precision of the approximate solution. We actually investigate the convergence of functional
sequences of the Neumann series solution of the linear integral equation. We shall consider the
linear Fredholm integral equation of the form
f(x; ) = g(x) + 
∫ 1
0
k(x; y)f(y; ) dy; (58)
where
g(x) = x2 and k(x; y) =
{
y(2− x); 06y6 x6 1;
x(2− y); 06 x6y6 1:
This integral equation is a linear inhomogeneous Fredholm of the second kind with a non-degenerate
kernel. As a standard procedure, the analytic solution of (58) can be found by converting it to a
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second-order ordinary di9erential equation and the explicit solution of (58) is given by
f(x; ) =
1

− cos(
√
2x)

− [1− cos(
√
2) + sin(
√
2)
√
2− 3]sin(√2x)
 sin(
√
2) + 
√
2 cos(
√
2)
: (59)
For a given value = 1 the analytical solution (59) becomes
f(x; 1)= 0:888380x + x2 − 0:296127x3 − 0:166667x4 + 0:0296127x5 + 0:0111111x6
+ 0:141013(−2)x7 − 0:396825(−3)x8 + 0:391702(−4)x9 + 0:881834(−5)x10
− 0:133611(−6)x12 + · · · (60)
and the Neumann series solution of (58) truncated at the 15 iterations is
f(x; ) =
∞∑
i=0
Ci(x)i = x2 +
(
5
12
x − 1
6
x4
)
+
(
43
180
x − 5
36
x3 +
1
90
x6
)
2 + · · · : (61)
For a given value = 1 the Neumann series (61) becomes
f(x; 1)=
∞∑
i=0
Ci(x) = 0:888380x + x2 − 0:296113x3 − 0:166667x4 + 0:0296092x5
+ 0:0111103x6 − 0:00140888x7 − 0:396849(−3)x8 + 0:391171(−4)x9
+ 0:881781(−5)x10 − 0:711948(−6)x11 − 0:133672(−6)x12 + · · · : (62)
To show the performance of the new algorithm we shall illustrate the convergence of the improved
functional epsilon algorithm by making three distinct comparisons. To distinguish between the two
functional epsilon algorithms we have denoted the improved functional epsilon algorithm as  
(i)k .
The -rst comparison is based on four methods, namely the improved functional epsilon algorithm
of type  
(1)1 , the integral Pad2e approximants of type (2; 1); the functional epsilon algorithm of
type 
(2)2 and functional Pad2e approximants of type (2; 2). We display these methods together with
the exact (analytic) solution (59) in Fig. 2. We see a remarkable precision of the improved func-
tional epsilon algorithm method. Graphically, there is no signi-cant di9erence between the exact
Fig. 2. There is no signi-cant di9erence between the exact solution and the approximate methods.
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Table 1
Errors occurring in the solution of (58) using the improved functional
epsilon algorithm, the integral Pad2e approximant, functional Pad2e ap-
proximant and the functional epsilon algorithm
x IPA(2; 1) =  
(1)1 FPA(2; 2) = 

(2)
2
 = 1  = 1
0.0 0 0
0.25 0.0015 −0.1078
0.50 0.0012 −0.0083
0.75 −0.0005 −0.0078
1.0 −0.0014 −0.0189
Table 2
Errors occurring in the solution of (58) using the improved functional epsilon algorithm, the integral Pad2e approximant,
functional Pad2e approximant and the functional epsilon algorithm
n  
(3)2 IPA(5; 2) 

(1)
4 FPA(5; 4)
 = 1  = 1  = 1  = 1
0.0 0 0 0 0
0.25 0.2331(− 8) 0.3709(− 8) 0.1531(− 6) 0.1644(− 6)
0.50 −0.5453(− 8) −0.2935(− 8) −0.1174(− 6) −0.1105(− 6)
0.75 −0.4567(− 8) −0.1467(− 8) −0.1228(− 6) −0.1292(− 6)
1.0 0.1563(− 8) 0.4378(− 8) 0.3036(− 6) 0.2934(− 6)
and the approximate solution of the improved functional epsilon algorithm method. Accordingly, in
Table 1 we show the errors incurred by the improved functional epsilon algorithm, the integral Pad2e
approximants, the functional epsilon algorithm and the functional Pad2e approximants methods for
x=0(0:25)1. The second comparison is based on the next iteration of the improved functional epsilon
algorithm and the classical functional epsilon algorithm together with the next row sequence of the
integral Pad2e approximants and functional Pad2e approximants. Table 2 shows the errors occurring in
the approximate solution of each of the methods for the second comparison. The third comparison
is based on the third iteration for the four methods and the errors occurring in the approximate
solution of each of the methods are displayed in Table 3. It is clear from these tables that the
approximate solution obtained by the improved functional epsilon algorithm is more accurate than
the functional Pad2e approximant method and the original functional epsilon algorithm. In each case,
the comparisons with other algorithms were made using a similar amount of data that is, using the
same number of terms of the Neumann series (61).
For the four algorithms described we list the following approximate solutions:
N (x; 1)
D(1)
=  
(1)1 = 0:881x + x
2 − 0:270x3 − 0:167x4 + 0:216x6; (63)
P(x; 1)
Q(1)
= 
(0)2 = 0:943x + x
2 − 0:158x3 − 0:021x4 + 0:041x6: (64)
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Table 3
Errors occurring in the solution of (58) using the improved functional epsilon algorithm, the integral Pad2e approximant,
functional Pad2e approximant and the functional epsilon algorithm
n  
(3)3 IPA(6; 3) 

(1)
6 FPA(7; 6)
 = 1  = 1  = 1  = 1
0.0 0 0 0 0
0.25 0.4943(− 10) 0.1505(− 11) −0.1339(− 11) −0.1339(−11)
0.50 −0.1598(− 10) −0.2823(− 11) 0.7926(− 11) 0.7926(− 11)
0.75 0.1112(− 10) 0.3804(− 11) −0.1985(− 10) −0.1985(− 10)
1.0 0.6289(− 10) − 0.4262(− 11) 0.3112(− 10) 0.3112(− 10)
The improved functional epsilon algorithm of type  
(1)1 has shown to be identical to the integral Pad2e
approximants of type (2; 1) and similarly the functional epsilon algorithm of type 
(2)2 is identical
to the functional Pad2e approximants of type (2; 2). Furthermore, to show the similarity between the
improved functional epsilon algorithm and the integral Pad2e approximants we investigated further
by comparing the results of the next sequence.
We have found that in the second comparison the improved functional epsilon algorithm of type
 
(3)2 is similar to the integral Pad2e approximants of type (5; 2), which is given by
 
(3)2 ∼=
N (x; 1)
D(1)
= 0:8884x+x2−0:2961x3−0:1667x4+0:02961x5+0:01111x6+0:1409(−2)x7
− 0:3968(−3)x8 + 0:3897(−4)x9 + 0:8065(−5)x10 − 0:2834(−6)x12: (65)
The functional epsilon algorithm of type 
14 is similar to the functional Pad2e approximant of type
(5; 4) and is given by

(1)4 ∼=
P(x; 1)
Q(1)
= 0:8884x + x2 − 0:2961x3 − 0:1667x4 + 0:02962x5 + 0:01103x6 + 0:1297(−2)x7
− 0:4757(−3)x8 + 0:8264(−4)x9 − 0:5454(−5)x10 − 0:6010(−6)x12: (66)
In the third comparison we have also found that the improved functional epsilon algorithm of type
 
(3)3 is similar to the integral Pad2e approximants of type (6; 3) and similarly the functional epsilon
algorithm of type 
(1)6 is similar to the functional Pad2e approximant of type (7; 6).
6. Remarks and conclusion
We have shown in this paper the improvement of the functional epsilon algorithm. The perfor-
mance of the new algorithm is demonstrated and compared with the classical methods. We have
based our new method namely, the improved functional epsilon algorithm, on the Aitken-like ac-
celerator the integral Pad2e approximant. We initially expressed the new method in terms of the
modi-ed Aitken-like algorithm and then designed it as an iterative process. The prime motive of
the development of the improved functional epsilon algorithm was to overcome the drawbacks of
the functional epsilon algorithm. Consequently, in our investigation we have found that the classi-
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cal functional epsilon algorithm is improved and there exists a relationship with the integral Pad2e
approximant.
Furthermore, we have demonstrated the similarity between the integral Pad2e approximant and the
modi-ed Aitken .2 algorithm. The main purpose of illustrating the similarity between the integral
Pad2e approximant and the modi-ed Aitken .2 algorithm is to show the eCciency of the integral Pad2e
approximant over the hybrid functional Pad2e approximant. We know that the hybrid functional Pad2e
approximant method is dependent on the functional Pad2e approximant and therefore requires much
more computation. Also, the formula of the integral Pad2e approximant is shown to be a remarkably
natural generalisation of the Aitken .2 algorithm. It has been established that the integral Pad2e
approximants is much more eCcient in approximating the exact solution than other similar techniques
and does not have the drawbacks of the functional Pad2e approximants, illustrated in [11].
Finally, we state a conjecture based on our empirical results, by the stability and consistency of the
results shown in the illustrative example in this paper and all other test examples. The relationship
between the improved functional epsilon algorithm and the integral Pad2e approximant is given by
 
(n)k =
N (x; 1)
D(1)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ b
a
Cn+k−1(x)Cn−k(x) dx
∫ b
a
Cn+k−1(x)Cn−k+1(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn(x) dx
∫ b
a
Cn+k−1(x)Cn−k+1(x) dx
∫ b
a
Cn+k−1(x)Cn−k+2(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn+1(x) dx
...
... · · ·
...∫ b
a
Cn+k−1(x)Cn−1(x) dx
∫ b
a
Cn+k−1(x)Cn(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn+k−1(x) dx
Sn−k(x) Sn−k+1(x) · · · Sn(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ b
a
Cn+k−1(x)Cn−k(x) dx
∫ b
a
Cn+k−1(x)Cn−k+1(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn(x) dx
∫ b
a
Cn+k−1(x)Cn−k+1(x) dx
∫ b
a
Cn+k−1(x)Cn−k+2(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn+1(x) dx
...
... · · ·
...∫ b
a
Cn+k−1(x)Cn−1(x) dx
∫ b
a
Cn+k−1(x)Cn(x) dx · · ·
∫ b
a
Cn+k−1(x)Cn+k−1(x) dx
1 1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(67)
for all n suCciently large.
Conjecture. The entries in all the columns of the improved functional epsilon table are similar to
the integral Pade approximants given by the relationship
 
(n)k = r(n+ k; k) (68)
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provided
(a) zero divisors do not occur in the construction of the improved functional epsilon table,
(b) the corresponding integral Pade approximants given by (67) exists,
(c) for a given value of z = 1.
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