This survey paper discusses five equivalent ways of defining a "critical point at infinity" for a complex polynomial of two variables.
Introduction
A proper smooth map without critical points from one manifold to another is a locally trivial fibration by a well-known theorem of Ehresmann. On the other hand, a nonproper map without critical points may not be a fibration. This phenomenon occurs for complex polynomials. A simple example is provided by f : C 2 → C defined by the polynomial f (x, y) = y(xy − 1). This map has no critical points, but the fiber over the origin is different from the other fibers. (In fact, the fiber over the origin is two rational curves, one punctured at two points and the other at one point, whereas the general fiber is a cubic curve, punctured at two points.) One would like to identify these "critical values" where the topology changes and their corresponding "critical points at infinity". We first review the history of this subject.
Let f : C n → C be a complex polynomial. There is a finite set Σ ∈ C such that f :
is a fibration. This is a form of Sard's theorem for polynomials; the set Σ is finite because it is algebraic. For a proof, see [Bro83,  Proposition 1] (based on work of Verdier), [Pha83, Appendix A1], [HL84, Theorem 1] or [Ha89] . We let Σ = Σ f in ∪ Σ ∞ where Σ f in is the set of critical values coming from critical points in C n , and Σ ∞ is the set of critical values "coming from infinity". Of course these two sets may have nonempty intersection.
Broughton in [Bro83, Bro88] calls the polynomial f tame if there is a δ > 0 such that the set {x : |grad f (x)| ≤ δ} is compact. He proved that if f is tame, then Σ ∞ is empty.
Thus if the gradient of a polynomial goes to zero along some path going to infinity, then something bad may happen. Topics surrounding the gradient of the polynomial are treated in Section 4 of this paper. The speed at which the gradient of f goes to zero is measured by the Lojasiewicz number at infinity; see [Ha90, Ha91a, Ha94, CNH94, CNH95] .
There followed many efforts in the case n = 2 to identify the set Σ ∞ more precisely. Suzuki [Suz74,  Corollary 1] provides an estimate on the number of points in Σ. In [HL84] it is shown that c ∈ Σ if and only if χ(f −1 (c)) = χ(f −1 (t)), where f −1 (t) is a generic fiber of f and χ denotes Euler characteristic. Further work on identifying Σ ∞ ca be found in [HN89, Ha89, NZ90, NZ92, LO93] .
The homology and homotopy of the fibers of the polynomial f were also computed, leading to various numerical invariants which will be discussed in the Section 2 of this paper. Suzuki [Suz74, Proposition 2] shows that rank H 1 (f −1 (t)) = µ + λ where f −1 (t) is a generic fiber, µ is the sum of the Milnor numbers at the critical points of f in C 2 , and λ is the sum of all the "jumps" in the Milnor numbers at infinity. (In the terminology of Section 2, λ = ν p,c , where the sum is over c ∈ C and p ∈ L ∞ , and ν p,c is the jump in the Milnor number at the point p ∈ L ∞ and value c ∈ C.) More on the topology of the fiber can be found in [BCND96] .
The polynomial f extends to a function on projective space P 2 which is well defined except at a finite number of points. The points of indeterminacy can be easily resolved, and the structure of the resolution contains information about these points [LW95, LW96] . These topics are discussed in Section 3.
Other topics investigated (but not discussed in this paper) include Newton diagrams [Bro88, Proposition 3.4], [NZ90, CN96] , knots [Neu89, Ha91b] , and the Jacobian conjecture [LW95] .
Papers in higher dimensions (that is, n > 2) include [Par95, ST95, Tib96] . Broughton [Bro88, Proposition 3.2] shows that the tame polynomials form a dense constructible set in the set of polynomials of a given degree; CassouNogues [CN96, Example V] gives an example to show that this set is not open in dimension n = 3.
Although the scene in higher dimensions is not yet settled, the situation in dimension two is now clear. The purpose of this paper is to collect together five definitions of "critical point at infinity" in this low-dimensional case and prove that they are equivalent. These definitions have appeared in the literature in some form or other, usually in a global affine context; the purpose of this paper is to give these definitions and prove their equivalence in a purely local setting near a point on the line at infinity. Many examples are also given. It should be noted that this material can be tricky, despite its apparent simplicity, and one should take care to make precise statements and proofs as well as to check examples.
If f (x, y) is a polynomial, p ∈ L ∞ is a point through which the level curves of f pass, and c ∈ C, we say that the pair (p, c) is a regular point at infinity for f (x, y) if it satisfies any one of the following equivalent conditions. (Otherwise it is a critical point at infinity.)
• Condition M (2.15): There is no jump in the Milnor number (2.1):
ν p,c = 0.
• Condition E (2.16): The family of germs f (x, y) = tz d at p is equisingular at t = c.
• Condition F (2.17): The map f is a smooth fiber bundle near p and the value c.
• Condition R (3.1): There is a resolutionf :
and a neighborhood U of p ∈ P 2 such that {f = c} ∩ π −1 (U) is smooth and intersects the exceptional set π −1 (p) transversally.
• Condition G (4.1): There does not exist a sequence of points
Most of these equivalences are well known; we give either proofs or references for proofs in the pages that follow.
There are several new results in this paper. First, we define (2.6) an invariant ν p,∞ which measures the number of vanishing cycles at a point p on the line at infinity for the critical value infinity, and show that this invariant has many of the same properties that ν p,c does for c ∈ C. Secondly, we define g p,c to be the number of isotopy classes of paths α : R → C 2 such that α(t) → p, grad f (α(t)) → 0 and f (α(t)) → c as t → +∞. We use this to give a new proof that Condition M implies Condition G. In fact, we will show (Proposition 4.12) that ν p,c ≥ g p,c .
The work described in this paper started in 1989 when the author supervised a group of undergraduates in the Mount Holyoke Summer Research Institute in Mathematics who were working on corresponding problems for real polynomials. These results are described in [DKM + 93] , with further results in [Dur] . The work for this paper was carried out at the Tata Institute, Bombay, Martin-Luther University, Halle (with support from IREX, the International Research and Exchanges Board), the University of Nijmegen, Warwick University, the Massachusetts Institute of Technology and the University of Bordeaux. The author would like to thank all of them for their hospitality.
Earlier versions of this paper included results on deformations of critical points at infinity; these will appear elsewhere.
Numerical Invariants
We will use coordinates (x, y) for the complex plane C 2 , and coordinates [x, y, z] for the projective plane P 2 . We let
be the line at infinity. We let d be the degree of the polynomial f (x, y). We let
Suppose that the level sets of f intersect L ∞ at p. Let
be the homogenization of the polynomial f (x, y) − t, where t ∈ C, and let g p,t be the local equation of
Note that the multiplicity of g p,t at (0, 0) is at most d p .
Definition 2.1.
is the Milnor number of the germ g p,t at (0, 0) in the usual sense. The generic Milnor number µ p,gen is the Milnor number µ p,t for generic t. The number of vanishing cycles at (p, t) is
We have µ p,gen = 2, ν p,0 = 1, and all other ν p,t = 0. In fact, for t = 0, the singularity is of type A 2 , and for t = 0, the singularity is of type A 3 . This well-known example is the simplest "critical point at infinity". More generally, if f (x, y) = y(x a y −1) then for t = 0, µ p,t = a+ 1 and there is a singularity of type A a+1 . For t = 0, µ p,0 = 2a + 1 and there is a singularity of type A 2a+1 .
For all t, µ p,t = 1; the family is equisingular, and there is no "critical point at infinity". This is another basic example.
Example 2.4. Here is a more complicated example (see [DKM + 
we have µ gen = 15, ν p,1 = 2, ν p,2 = 1 and ν p,c = 0 for all other c.
Next we relate ν p,t to homological vanishing cycles. Fix p ∈ L ∞ and c ∈ C ∪ {∞}. Let U ⊂ C 2 be an open set such that the closure in projective space of the set {(x, y) ∈ C 2 : (x, y) ∈ U and f (x, y) = t} is p for t near c. Choose C > 0 large. We define the Milnor fiber of f at (p, c) to bẽ
where the overbar indicates closure in projective space, and, if c ∈ C, then t is near, but not equal to, c, and if c = ∞, then t is large.
Proof. 
We may replaceF p,c bỹ
The change of coordinates x = 1/v and y = u/v takesF p,c to F ′ p,c . To define "vanishing cycles" for the critical value c = ∞, we take the above proposition to be a definition:
Here is a topological interpretation of the number of vanishing cycles at infinity: Suppose the level curves of the polynomial f of degree d intersect L ∞ at k points (counted without multiplicities). Then ν p,∞ = 0 for all p ∈ L ∞ if and only if {f (x, y) = t} for t large is homeomorphic to a d-fold cover of L ∞ branched at k points. For example, y(xy − 1) = t (where ν p,∞ = 0 for all p) is a three-fold cover of P 1 branched at two points, but y 2 − x = t (where ν [1,0,0],∞ = 1) is not a two-fold cover of P 1 branched at one point.
Next we describe three ways of computing the number of vanishing cycles
0 the function g p,t has a (degenerate) critical point at (0, 0) with critical value 0, and a nondegenerate critical point at ((9/2)t 2 , −3t) with critical value (27/4)t 4 . As t → 0 the second critical point approaches (0, 0). Thus ν p,0 = 1.
The function g p,t has a single nondegenerate critical point at (0, 1/(2t)) with critical value 1/(4t). As t → ∞ this critical point approaches (0, 0), so ν p,∞ = 1.
The next proposition describes the result of computing ν p,∞ by similar methods.
Proof. Without loss of generality p = [1, 0, 0]. The intersection multiplicity of the curves (g p,t ) u and (g p,t ) v at (0, 0) for t = ∞, where (u, v) are local coordinates at (0, 0), can be computed using the algorithm in [Ful69] , and is found to be (d p − 1)(d − 1). (To compute the intersection multiplicity at t = ∞, we let s = 1/t and compute it at s = 0.) For large t = ∞, the intersections split into those at (0, 0), the number of which is µ p,gen , and those not at (0, 0), the number of which is ν p,∞ .
Example
Finally, ν p,t can computed a third way by using polar curves, as described below. (See [HN89, 1.6, 1.8] .) This method also shows that some vanishing cycles are easy to "see" from a contour plot, since they are where the level curves of the polynomial have a vertical tangent.
Proposition 2.13.
Suppose p = [1, 0, 0], c ∈ C ∪ {∞} and the level sets of f pass through p. Then ν p,c is the number of points of intersection q ∈ C 2 (assumed transverse) of the curves f = t and f y = 0 in C 2 such that q → p as t → c.
Proof.
The set F ′ p,c from the proof of Proposition 2.5 is a connected branched cover of the disk |v| ≤ ǫ ′ in the uv-plane. Two sheets come together at each branch point, and all the sheets come together over p. The result follows from Hurwitz's formula.
Example 2.14.
If f (x, y) = x(y 2 − 1), the curves f = t and f y = 0 intersect at (−t, 0). As t → ∞, Next we give three definitions of "critical point at infinity".
Definition 2.15.
The polynomial f (x, y) satisfies Condition M at the point p ∈ L ∞ and c ∈ C ∪ {∞} if ν p,c = 0.
Definition 2.16.
The polynomial f (x, y) satisfies Condition E at the point (p, c) ∈ L ∞ × C if the family of germs g p,t at (0,0) is equisingular at t = c.
A proof that Condition M for c ∈ C is equivalent to Condition E may be found at the end of [LR76] ).
There are various equivalent ways of specifying equisingularity; see for instance the papers by Zariski in volume IV of [Zar79] . One that will be useful for us is the following: The family of germs g p,t is equisingular if the germs g p,t = 0 at (0,0) form a fiber bundle near t = c. 
Proof.
The proof is straight-forward, and just involves replacing the "spherical" Milnor fiber by one in a "box": Without loss of generality, we may assume that p = [1, 0, 0]. We may replace Condition E by the following: There is an ǫ ′ > 0 and a δ ′ > 0 such that, letting
then the restriction of the projection to the third coordinate
is a fiber bundle. We may do this since the germs g p,t (u, v) = 0 never have v = 0 as a component. We may also replace Condition F by the following: There is a U ′ ⊂ C 2 with p in the closure of U ′ in projective space and C ′ > 0 and β ′ > 0 such that, letting
is a smooth fiber bundle. The change of coordinates x = 1/v and y = u/v takes f (x, y) = t to g p,t (u, v) = 0 and N ′ to M ′ .
Resolutions
The polynomial f : C 2 → C extends to a mapf :
which is undefined at a finite number of points on the line at infinity L ∞ . By blowing up these points one gets a manifold M and a map The polynomial f (x, y) satisfies Condition R at a point (p, c) ∈ L ∞ × C if there is a resolutionf : M → P 1 with π : M → P 2 and a neighborhood U of p ∈ P 2 such that {f = c} ∩ π −1 (U) is smooth and intersects the exceptional set π −1 (p) transversally.
). In this example the level curve of the functionf = 0 is smooth, but it does not intersect the exceptional divisor transversally; see A point p ∈ L ∞ and a value c ∈ C for a polynomial f (x, y) satisfies Condition E if and only if it satisfies Condition R.
Proof. Suppose (p, c) satisfies Condition E. Let U be a neighborhood of p in P 2 containing no critical points of f in C 2 or points on L ∞ though which the level curves of f pass. Find a resolutionf of f . By further blowing up (if necessary), we may assume thatf −1 (c) is a divisor with normal crossings transversally intersecting the exceptional set wheref is not constant. Equisingularity in the form of Zariski's (b)
The Gradient
If f is a complex polynomial, we define grad f as in [Mil68] to be the complex conjugate of the vector of partial derivatives.
Of course p ∈ C 2 is a regular point for a function f with regular value c ∈ C if f (p) = c and grad f (p) = 0. An equivalent definition would be to say that there is no sequence of points {p k } with p k → p, grad f (p k ) → 0 and f (p k ) → c as k → ∞. We can now imitate this definition for p ∈ L ∞ as follows:
Definition 4.1.
The polynomial f (x, y) satisfies Condition G at a point p ∈ L ∞ and c ∈ C∪{∞} if there does not exist a sequence of points If (p, c) does not satisfy Condition G, then there is a smooth real algebraic curve α :
By "real algebraic curve" we mean that the image of α in C 2 is contained in an irreducible component of the zero locus of a real polynomial. Let f (x, y) = y(xy − 1). Let α(t) = (t, 1/(2t)). As t → +∞, α(t) → [1, 0, 0], the gradient of f goes to 0 and the value of the function approaches 0. If f (x, y) = x 2 y + xy 2 + x 5 y 3 + x 3 y 5 and q → [1, 0, 0] along the curve y 2 x 3 = −1/3, then grad f (q) → 0 and f (q) → ∞. Here v p,∞ = 1. This polynomial is "quasi-tame" but not "tame" [NZ92] . It would be interesting to find more examples like this.
The following proposition is well-known. It was first proved in the global case by Broughton [Bro88] ; see also [NZ90] , proof of Theorem 1, and [ST95] , proof of Proposition 5.5. The idea of the proof is to use integral curves of the vector field grad f /|grad f | 2 to identify the fibers.
Proposition 4.6. If a polynomial f (x, y) satisfies Condition G at (p, c) ∈ L ∞ × C, then it satisfies Condition F at this point.
Next we will show that Condition M implies Condition G; this has been shown in [Ha90, Ha91a, ST95, Par95] . Here we will prove a stronger result by different methods.
Definition 4.7.
For p ∈ L ∞ and c ∈ C ∪ {∞}, let g p,c be the number of isotopy classes of smooth real algebraic curves α : R → C 2 such that α(t) → p, grad f (α(t)) → 0 and f (α(t)) → c as t → +∞. Clearly (p, c) ∈ L ∞ ×(C∪{∞}) satisfies Condition G if and only if g p,c = 0. Now let π : M → P 2 be a resolution of f , f x , and f y (so thatf , (f x ) and (f y ) are defined on M), and let G p,c = {q ∈ M : π(q) = p,f (q) = c, (f x )(q) = 0 and (f y )(q) = 0} Definition 4.9.
For p ∈ L ∞ and c ∈ C ∪ {∞}, letg p,c be the number of connected components of G p,c .
The numberg p,c is independent of the resolution by the usual argument.
Example 4.10.
In the minimal resolution of f (x, y) = y(xy − 1) at p = [1, 0, 0] (Figure 1) , the functions f x and f y are defined. The zero locus of the lift of f x contains the exceptional set where the lift of f is zero, and the zero locus of the lift of f y intersects this set transversally. Thus G p,0 consists of a single point, andg p,0 = 1. If f (x, y) = y 5 + x 2 y 3 − y and p = [1, 0, 0], one finds similarly that G p,0 consists of two points.
The two definitions are equivalent by the following proposition.
For p ∈ L ∞ and c ∈ C ∪ {∞}, g p,c =g p,c .
Proof. Let π : M → P 2 be a resolution of f , f x and f y . We will show that there is a one-one correspondence between isotopy classes of curves satisfying (4.7) and connected components of G p,c . Suppose that α : R + → C 2 is a smooth real algebraic curve satisfying the conditions of (4.7). Since α is real algebraic, it lifts to to a mapα :
. Let q =α(∞). Thenf (q) = c and (f x )(q) = 0 and (f y )(q) = 0. Thus q ∈ G p,c .
If α 0 is isotopic to α 1 through curves α t satisfying (4.7), then the curves α t lift to M and are isotopic. In particular,α 0 (∞) andα 1 (∞) are in the same connected component of G p,c .
For each q ∈ G p,c there is an algebraic curveα : R + ∪ {∞} → M with α(∞) = q andα(R + ) ⊂ π −1 (C 2 ). Let α = π •α : R + → C 2 . Then α satisfies the conditions of (4.7). If q 0 , q 1 ∈ G p,c , then there are two such curvesα 0 ,α 1 . If q 0 and q 1 are in the same connected component of G p,c , thenα 0 is isotopic toα 1 through a family of such curvesα t . Hence α 0 is isotopic to α 1 through curves satisfying (4.7). If q 0 and q 1 are in different connected components, then α 0 is not isotopic to α 1 through curves satisfying (4.7). Thus g p,c =g p,c .
Proposition 4.12.
For p ∈ L ∞ and c ∈ C ∪ {∞},
Proof.
We will show that ν p,c ≥g p,c and will use Proposition 2.13 to compute ν p,c . We may assume without loss of generality that p = [1, 0, 0]. Pick a connected component G ′ of G p,c . Let t be near c. We will show that f = t intersects f y = 0 in C 2 near G ′ . There is a q ∈ G ′ and a component C of f y = 0 in C 2 such that q is in the closure of C in M: We have thatf y = 0 on G ′ . Blow down G ′ to a point q ′ , and let E ′ be the image of π −1 (p). Then the lift of f y is not constant on E ′ near q ′ , so there is a component of f y = 0 passing through q ′ . Lift this component back to M.
Next, f is not constant on C: If it were, then the gradient vector of f would be horizontal, so C would be of the form x = const, and p would not be in the closure of C.
Thus f = t intersects C near q for small ǫ = 0, and the intersection points are in C 2 .
Remark 4.13. The inequality of the proposition can be strict, as it is for the polynomial y(x 2 y − 1) at p = [1, 0, 0] and c = 0, where ν p,c = 2 and g p,c = 1.
Corollary 4.14.
If p ∈ L ∞ and c ∈ C ∪ {∞} satisfy Condition M, then they satisfy Condition G.
Remark 4.15.
The converse to this corollary is not true for c = ∞: For example, the polynomial x(y 2 − 1) has a gradient whose magnitude is bounded below for large x and hence satisfies Condition G at p = [1, 0, 0], yet ν p,∞ = 1.
