This study aims to investigate whether government ownership of savings banks in Europe has a significant effect on their risk-taking behaviour. The study employs time-varying Zscore to measure risk using yearly accounting and ownership data of 721 savings banks from 
Introduction
The relationship between ownership structure and risk-taking behaviour of banks is one of the fundamental research questions within the topic of banking, as evident from the number of studies published over the last decades. By following this trend, this study investigates whether different types of ownership have a significant effect on savings banks' risk-taking behaviour in various European countries, and if so, in which ways this effect is expressed.
In general, banks are mutually, privately, or publicly owned. For the latter type, authors such as Ianotta et al. (2013) have found increased risk-taking behaviour compared to private banks as a consequence of the enjoyed governmental protectionism in the form of guarantees, which are said to reduce default risk and create negative incentives. However, a broad picture of the after-crisis integrated European savings banks market as well as a associated with an increase in savings banks' risk of default, thus questioning the call for more privatisation within the European banking market.
The rest of this study is divided into six sections. Section 2 is devoted to a literature review, which introduces the most relevant research on government ownership and risk taking in the banking industry. In Section 3, the specific methodology employed to answer the research questions is presented and discussed. Section 4 describes the data requirements and sources, whereas Section 5 deals with an in-depth analysis of the regression estimates for the overall sample, different time frames (pre-, mid-, and post-financial crisis), and an analysis of the individual European countries. Section 6 contains the conclusions of the study.
Review of the literature
The question as to whether different types of ownership influence a bank's risk taking has evolved out of moral hazard and incentive problems arising due to the separation of ownership and control. Berle and Means (1968) and later Jensen and Meckling (1976) recognised that dispersion of ownership can lead to a conflict of objectives. As management equity holdings decrease, they require reduced effort. However, as shareholder concentration increases, increased monitoring activities will decrease discretionary power of management and increase shareholder value. Due to the positive relation between risk and return, this implies riskier investments. This relationship has been empirically found to be significant (Demsetz et al., 1997; Saunders et al., 1990) without definite agreement about the direction. Agusman et al. (2014) found that, while overall risk did not generally correlate with shareholder concentration, it did so for banks whose government participation increased through recapitalisation. Thus, a bank's risk profile may differ depending on whether a majority is held by the public or by private investors. This idea has been subject to numerous studies, evolving around two major perspectives. The first perspective is known as the development view, mainly credited to Gerschenkron (1962) , who argued that government participation in the banking industry could be favourable when capital is scarce in order to promote economic growth in the presence of market failures (Gonzalez-Garcia & Grigoli, 2013) or emerging economies (Ianotta et al., 2013) . Amongst others, Stiglitz (1993) states that certain market failures justify government intervention.
A contrasting perspective is the political view, which argues that governments acquire banks as a measure of providing employment or other benefits that assure the government sustained political influence, hence causing inefficiencies. This sceptical view is supported by evidence of inefficient government-owned enterprises (La Porta & Lopez-de-Silanes, 1999) and has led to the introduction of economic models supporting the privatisation and Recently, Ianotta et al. (2013) included electoral cycle data to analyse whether political factors influence the risk-taking behaviour of government-owned banks. Their results showed that government-owned banks exhibit comparatively lower default risk but higher operational risk that rises during the years following elections. Hence, as lower default risk is not explained by superior economic situations, the authors argue it must be due to the government protection that the public banks enjoy, which increase risk-taking incentives (Ianotta et al., 2013) .
Government protection exists in the form of deposit insurance, said to create moral hazard problems through decreased market discipline (Ianotta et al., 2013) . Since Merton (1977) recognised the cost of deposit insurance and guarantees, a parallel strand of literature focuses on the impact of implicit and explicit guarantees on the risk taking of banks (Keeley, 1990; Cordella & Yeyati, 2003; Hakenes & Schnabel, 2010) . Gropp et al. (2010) conducted a natural experiment on the discontinuation of government guarantees of German savings banks. Their results showed that banks reduced their credit risk and shifted their funds away from interest-sensitive debt (Gropp et al., 2010) . However, none of the studies mentioned above have analysed the significance of ownership structure on bank risk on a comparative basis for European savings banks covering the period of restructuring during the financial crisis of 2008. Hence, this study fills this gap in the literature by investigating savings banks in seven major European countries in terms of their risk-taking behaviour and the role played by government ownership in increasing/decreasing the appetite for risk.
Methodology
This study adds to and extends the existing literature in two ways. First, it covered a time frame (2000 to 2015) that, to the best of the author's knowledge, has not been investigated before. Second, by focussing on European savings banks, it became possible to analyse and compare, in terms of ownership structure, a single institutional type that has undergone changes in numerous countries within the observed period.
A panel data pooled regression was conducted in order to test for the effects of ownership structure on savings banks' risk over time. The three regression models were evaluated to follow the assumptions of the classical linear regression model (CLRM) in order to draw correct inferences about the variables' coefficients. These tests were conducted for the whole sample of savings banks as well as for the individual countries. The three main assumptions are that the residuals have a mean of zero ( ( ) = 0), that the variance of the residuals is constant and smaller than infinity ( ( ) = 2 < ∞), and that the residuals are not correlated over time ( ( , ) = 0 ≠ ) (Brooks, 2014, p. 129) . Whereas the first condition is always fulfilled as long as a constant is included in the regression (Brooks, 2014, p. 131) , the latter two assumptions needed to be tested. This was done through employing a Durbin-Watson (DW) test that detects autocorrelation between the residuals, as well as a Breusch-Pagan (BP) test searching for heteroscedasticity (non-constant variance) within the error terms. If the assumptions are fulfilled, the OLS method gives the best linear unbiased estimators (BLUE). If the two conditions are not fulfilled, the estimators are still unbiased, but they are no longer the best choice available, as they do not yield the minimum variance property among the class of unbiased estimators (Brooks, 2014, p. 135) . If this is the case, other estimation methods, such as the Newey-West estimator, need to be taken into consideration.
The next step was to identify a variable that accurately measures the default risk of a bank.
For major banks, issuer and individual credit ratings, as used by Ianotta et al. (2013) , were a reliable proxy for a bank's default risk, as they combine several informative variables, such as asset quality and profitability, into one comprehensive measure. However, as the commonly smaller and regionally operating savings banks are the subject of this study, credit ratings were largely unavailable. An equally meaningful alternative variable to measure default risk is the Z-score. Originally, the Z-score was created by Altman (1968) , who employed a multiple discriminant analysis to identify a set of five accounting ratios, which, when combined into a single ratio (Z-score), ought to be able to separate healthy companies from those that will file for bankruptcy. He selected a sample of 66 listed manufacturing companies, 33 of which had filed for bankruptcy during the period from 1946 to 1965. Indeed, his model was significant in predicting the solvency of the firms: it estimated the correct outcome for 94 per cent of the selected sample. In future academic papers, Altman developed multiple variations of his model that were designed to render it applicable to non-manufacturing and service companies (Vaziri et al., 2012, p. 123 ).
However, none of these are commonly used for financial institutions. In the late 20 th century, multiple scholars (see Boyd & Graham, 1986 and Hannan & Hanweck, 1988) developed advanced Z-score models, which were designed for analysing the probability of insolvency of financial institutions, thereby filling this gap in the previous literature. These Z-scores are derived as follows: in the banking literature, a state of insolvency occurs when losses (− ) surmount equity ( ):
(1) < − This is equal to writing:
(2) + < 0
By dividing both sides by the institution's assets ( ), the inequality transforms to:
Hence, the insolvency state is expressed in percentage values rather than absolute values, which has the benefit that this can be compared between institutions of different sizes. By substituting the capital asset ratio ( ) for and the return on assets ( ) for , the inequality can be written as:
It can be shown that, when ROA is a random variable with mean and variance 2 , the upper bound of the probability of insolvency according to the Bienaymé-Chebyshev inequality can be written as (Boyd & Graham, 1986, p. 48) :
in which Z represents the Z-score and is identical to:
The Z-score is expressed in standard deviations. Hence, it expresses by how many standard deviations profits can fall below the mean in order for the equity to become negative and cause bankruptcy of the respective institution (Boyd & Graham, 1986, p. 48) . As can be identified in inequality (5), the Z-score is inversely related to the probability of insolvency, meaning that when Z rises, the probability of insolvency falls, indicating that this institution has become more stable, and vice versa (Köhler, 2012) . For this reason, the Z-score is also said to indicate the distance from insolvency. The described Z-score is mostly used for analysing cross-sectional data. For panel data, a variation called the time-varying Z-score has been put forward in the literature (Lepetit & Strobel, 2013) . Because this dissertation
analysed an unstructured panel of data, the latter variation of the Z-score was therefore relevant for this study and has been applied to the data sample. It differs from that for crosssectional data (equation (6) only in that the three variables need to be calculated on a rolling basis for the respective time periods:
where , is the capital asset ratio of institution at time and , is the return on assets of the respective firm at time (Lepetit & Strobel, 2013, p. 74 The Z-score, as the endogenous variable of the regression, was calculated in three different variations. The variable was represented by the return on average assets (ROAA) in all three variations. This is the return on the mean assets a bank held over the course of a year and is thus representative for the entire year, rather than only the balance sheet key date.
However, the variable was measured through three different variables: the Tier 1 ratio, the total capital ratio, and the ratio of equity to total assets. Whereas the latter is the original definition of , the Tier 1 ratio differs in that it is calculated by dividing a bank's core capital (Tier 1 capital) by its risk-weighted assets. This adjusted ratio is a commonly used measure for assessing a bank's capital strength and therefore has a higher validity than the when calculating the Z-score. However, it suffers from the limitation that it is available for very few bank-year combinations. Hence, is additionally represented by the total capital ratio, as well as by the ratio of equity to total assets, in order to gain further informational content and to check for the robustness of the results when different Z-score measures are employed.
Ownership structure was measured by employing a dummy variable that took on the value of 1 if a government held stakes exceeding 50 per cent of a saving's bank and 0 otherwise.
In consideration of the case that a bank was partially owned by its respective country's government, another dummy variable was employed that took on the value of 1 if the share was above 0 per cent but below 50 per cent, and 0 otherwise. Additional variables were included in the regression because there are, as a matter of course, factors other than ownership that influence the risk profile of a bank. It was hypothesised that bank size and profitability are also significant in predicting the riskiness of a savings bank. Size of the bank was included in the regression expressed through the logarithmised value of total assets. This is justified by the idea that larger banks tend to have better access to funds and may also enjoy cost efficiency that can boost return on assets (McAllister & McManus, 1993) , which in return influences the Z-score. This variable was transformed logarithmically in order to be able to interpret the coefficients as proportional differences, making them semi-elasticities. Profitability was measured through return on equity (ROE), which, according to general portfolio theory, was expected to show a positive relationship with overall risk (García-Marco and Robles-Fernández, 2008, p. 338) . ROE was not transformed, as it already is a relative measure.
The GDP growth rate, the consumer price index (CPI), the unemployment rate, and the central bank base rate of the bank's respective country were included as control variables to filter for macroeconomic effects. Whereas the first three are commonly included in regressions, the central bank rate offers particular importance when analysing banks or savings banks. Generally, there are two ways in which interest rate changes can affect a bank's risk-taking behaviour. The first is called the substitution effect, which states that higher funding costs for banks increase the price of debt-financing instruments, therefore leading banks to decrease their leverage and substitute debt with equity. The other, contradictory, effect states that higher relative funding costs decrease bank profitability and therefore give them an incentive to take on additional risk (Agur & Demertzis, 2012, p. 3).
It is therefore interesting to see which effect has the stronger weighting.
The three different variations of the Z-score were regressed individually against the abovementioned variables for each of the seven countries over the full observation period.
Furthermore, one regression was conducted that included the full sample of European savings banks. As an analysis of all three versions of the Z-score for each country would surpass the scope of this dissertation, one has been chosen to stand representatively for the further analysis of the corresponding country. The decision criterion was based on whether there are sufficient values available for the calculation, as well as the informational value of the variable. If all three outputs give qualitatively similar results concerning the significance of the coefficients and the sign of the estimates, the Tier 1-based Z-score variable will always be favoured, as it provides superior informational value and leads to more realistic estimates.
These approaches were undertaken in order to analyse country-specific attributes and to give a general survey of the savings banks' situation in Europe. Subsequently, the overall sample spread to sovereign governments (Elliot, 2011) . Hence, the author recognises that savings banks in Europe were still influenced by the European sovereign debt crisis during the latter period (Popov & Van Horen, 2014) . A special emphasis was put on the interpretation of the ownership dummy variable coefficient. In accordance with economic theory, a positive coefficient would imply that fully or partly government-owned savings banks (dummy variable equal to 1) tend to have higher Z-scores than privately owned institutions, placing them further away from insolvency. In contrast, a negative coefficient would denote the inverse relationship, whereas a coefficient not significantly different from zero would imply no relationship at all.
Data description
The financial and ownership data for the savings banks over the chosen time interval were extracted from BvD (Bureau van Dijk) Bankscope. The Bloomberg database was used to access macroeconomic data of the respective countries. The data sources can be found in more detail in Table 1 .
[Insert In a first step, the countries of the European Union had to be screened manually due to three reasons. First, savings banks, defined as focussing on savings mobilisation and having a clear regional focus, (Bülbül et al., 2013, p. 2) do not exist in every country of the European Union (e.g., Great Britain). Second, Bankscope did not collect sufficient data for the required variables during the analysed period (2000 to 2015) for some countries. Hence, countries that have only five or fewer banks were eliminated from the search strategy. Third, Bankscope disclosed some weaknesses concerning its ability to correctly categorise different types of banks: when filtering for savings banks, it also includes Volksbanken and Raiffeisenbanken in Germany in the saving banks category; these do have an explicit regional focus but could be better categorised as cooperative banks (Altunbas, Evans, & Molyneux, 2001, p. 939) .
As a result of the screening mentioned above, seven member countries of the European Union, namely Austria, Finland, France, Germany, Norway, Spain, and Sweden, remained in the sample, totalling 721 savings banks. For each of these, two different types of data sets were created. The first set produced all of the employed variables for every year for each bank, while the second included the information on bank ownership necessary in order to classify whether the savings banks are publicly, collectively, or privately owned.
To draw a broad picture of the ownership situation and also to fill missing gaps, the BvD independence indicator, as well as the shareholder names, the number of the respective shareholders, and information on domestic and ultimate ownership were included in the search strategy. The BvD independence indicator is a useful tool, as it simplifies the question of ownership by labelling each bank with a letter ranging from A to D and therefore subdividing them into different classes, depending on the degree of ownership. If no ownership data are available, the individual bank is labelled with a U. Using the data on ownership, each bank was examined individually to assign the appropriate category. In cases where the BvD independence indicator and the shareholder information did not provide sufficient information, specific information provided by the respective institution was used in order to identify the ownership structure.
Macroeconomic data (CPI, GDP growth rates, unemployment rates, and central bank rates)
for the respective years were obtained from the Bloomberg database. Macroeconomic variables are included in the regression in order to control for country-specific effects, such as economic growth or recessions in the respective countries, and general macroeconomic development, which might foster developments concerning the risk-taking behaviour of savings banks independently from the main variables, such as ownership, size, and profitability. Inflation has been argued to be negatively correlated with bank stability (Altig & Nosal, 2009, p. 281) . It is therefore important to include these data so as to not overestimate the regression coefficients because of a co-movement between the endogenous and exogenous variables that is due to outside, uncontrolled-for factors.
Empirical results
The estimation of regression was performed in two steps. First, we tested for autocorrelation and heteroscedasticity and chose the final appropriate estimation strategy accordingly.
Second, the estimated coefficients for the three alternative Z-scores (the ratio of equity to total assets, total capital ratio, Tier 1) were presented, tested for significance levels, and then interpreted. We repeated this exercise for the entire sample, sub-periods, and individual countries accordingly. In accordance with the methodology, the three regression models with the respectively different versions of the Z-score considering the whole sample of 7692
bank-year observations were tested for autocorrelation and heteroskedasticity, as these two are often present in panel data residuals (Pisa, 2008, p. 79) .
Autocorrelation was tested through employing a DW test that checks for first-order autocorrelation between an error and its previous lagged value (Brooks, 2014, p. 144) . The result showed that the null hypothesis of no autocorrelation was rejected at the 1% level of significance, therefore resulting in serial autocorrelation of at least order one. These results were robust for all three regression systems. Heteroscedasticity was tested for by employing a BP test. The result showed that the null hypothesis of homoscedastic errors was rejected at the 1% level of significance. These results were robust over the three different regression systems. The summarised results of the tests are presented in Table 3 .
There are multiple solutions to dealing with heteroscedasticity or autocorrelation separately, such as taking first differences for first-order autocorrelation or using a generalised least squares (GLS) method to eliminate heteroscedastic error terms (Brooks, 2014) . However, when both are present in panel data, a common approach is to use heteroscedastic and autocorrelation consistent (HAC) standard errors (SE) as first introduced by Newey and West (1987) . This estimation method has the advantage that it implicitly assumes the infringement of the CLRM assumptions, which improves the SE of the regression and therefore the validity of the coefficients. Moreover, it avoids choosing a lag length, as 'the maximum lag length is one less the maximum number of years per firm' (Petersen, 2008) .
It also has the advantage that it is especially effective for larger samples, such as the one at hand (Bertrand et al., 2004) . In order to scale the regression variables to similar sizes and avoid high coefficient estimates and standard errors, the dependent variables (the Z-scores based on the ratio of equity to total assets, total capital ratio, Tier 1), which are relatively large in value compared to the independent variables, were standardised (Albright et al., 2008) .
[Insert table 3 about here] Table 4 shows the coefficient estimates, as well as the corresponding standard errors, tstatistics, and significance levels, for the dependent Z-score (Tier 1). By looking at these estimates, it becomes evident that both government variables are highly significant. When looking at the respective coefficient estimate signs, it can be seen that there is a clear positive relationship between the ownership structure of European savings banks and their risktaking behaviour. Hence, when a savings bank is fully (government ownership > 50%) or partly (government ownership < 50%) government-owned, the Z-score is expected to increase, which therefore augments the distance to insolvency.
This supports the findings of Gropp et al. (2011) , who concluded that government protection is either insignificant or shows a decreasing effect on banks' risk taking for their respective sample, contradicting the conventional argument that government protection is associated with higher risk taking. Interestingly, this relationship seems to be independent of the size of the institution, as the logarithm of total assets as a proxy for the institution's size is not significant at any conventional level. However, in accordance with García-Marco and Robles-Fernández (2008), profitability of a savings bank, measured through the return on average equity (ROAE), is significant in explaining the variation of the Z-score at the 5% level. It has a negative coefficient, implying that, as savings banks become more profitable and increase their equity returns, their Z-score decreases, implying that they have invested in riskier assets. The result stands in accordance with portfolio theory arguing that higher risk must be compensated with higher returns.
[Insert table 4 about here]
Concerning the control variables, GDP growth, as well as unemployment and the central bank rate, are significant at the 10%, 5%, and 1% level of significance, respectively, whereas inflation measured through the CPI does not contribute to the explanation of the Z-score.
The central bank rate coefficient is negative, stating that rising interest rates for European savings banks led to a lower Z-score and therefore riskier behaviour. Consequently, the substitution effect as elaborated by Agur and Demertzis (2012) seems to have a weaker effect on European savings banks than the risk-taking incentive. Table 5 presents the same output, but for the Z-score calculated with the total capital ratio and the ratio of equity to total assets. The results are similar to those found in Table 4 , as both government variables, as well as ROAE as a measure of profitability, are significant.
Differences include that the logarithm of total assets as a measure for size and inflation as a control variable are significant in the regression, for which the Z-score was calculated employing the ratio of equity to total assets. The coefficient estimate of the logarithm of total assets has a negative sign, therefore supporting the theory of McAllister and McManus (1993) that larger banks have better access to funds and invest in riskier investments that can boost returns.
In contrast, the inflation rate coefficient has a positive sign, contradicting Altig and Nosal (2009) , who found that rising inflation is expected to decrease bank stability. This could be due to the fact that, especially in the later time frame of the sample period, numerous
European states had to deal with deflation, a situation in which a slight inflation would have added to the stability of the banking system. The only difference of the total capital ratio regression is that GDP growth rate is not significant as a control variable.
[Insert table 5 about here]

Time frame analysis for the whole sample and country-level analysis
As the results do not significantly differ across the three alternative variations, two of the Zscore variations were dropped for the subsequent analysis, and the regression coefficients test based on the Tier 1 ratio was chosen as a preferred model. We divided the overall sample period into three sub-samples and again tested for autocorrelation and heteroscedasticity to determine whether the Newey-West estimation method had to be applied. Based on these tests, the regressions, as found in Table 6 , were performed.
It can be noticed that both government ownership variables show a positive coefficient and are significant at the 5% level for the first and last period but become insignificant for the financial crisis period. The financial crisis period thus contradicts the previous findings. Not only the government ownership variable, but all other variables fail to explain the development of the Z-score during these three years. Hence, it seems that the financial shocks that European savings banks had to suffer cannot be expressed through simple accounting ratios. Additionally, the insignificance of government ownership supports the observation made after the financial crisis that not all entities of the different countries were influenced in similar ways. Hence, these results imply that, whereas the relationship between government ownership and Z-score is robust for a normal condition of the savings banks market, it seems to break down when the market is distressed by a financial shock.
[Insert table 6 about here]
In the following, we present the regression results in Table 7 for six different major individual European countries (Austria, France, Germany, Norway, Spain, and Sweden).
Finland was not evaluated individually, as the sample size was too small to produce meaningful estimates and their interpretations. If autocorrelation or heteroscedasticity was detected, the Newey-West estimation was applied to the sample.
Starting with the Austrian savings banks (Sparkassen), it is important to note that the inflation rate variable was omitted from the regression because it showed signs of pairwise correlation with the central bank variable, causing collinearity in the data. The government ownership variable is not significant at any statistical level. This means that bank default risk in Austria is not correlated with the participation of the government in savings banks.
As will be shown later on, ownership is also not a deciding factor of riskiness in German savings banks, which is intuitive as they are almost identical in structure and organisation.
However, two of the control variables contribute to the explanation of the Z-score. The GDP growth rate is significant at the 5% level, and the central bank rate is highly significant at the 1% level.
[Insert table 7 about here]
Similarly, for 40 French savings banks (Caisses d'Epargne), both government ownership variables are significant in explaining the variation in the Z-score at the 1% and 5% level, respectively. As both coefficients have a positive sign, French GOBs tend to be associated with higher Z-scores, therefore locating them further away from insolvency. This stands in accordance with the findings of the overall regression. The Z-score is also explained by the institution's size. The coefficient is negative, implying that larger banks are associated with lower Z-scores and more risk taking. This confirms the theory that banks, which are sufficiently large, assume an indirect government protection due to their systemic importance ('too big to fail').
The respective results for the 356 German savings banks (Sparkassen) show that the estimates suggest no significant relationship between bank ownership and savings banks' risk taking. On the one hand, this contradicts the general belief of a moral hazard effect of government guarantees. On the other hand, it also contradicts empirical findings by Gropp et al. (2010) , who found a reverse relationship upon the removal of public guarantees.
However, it is important to note that ownership structure in general does not influence banks' exposure to risk. It is the resulting change in operations that causes banks to shift their risk profiles. Hence, a non-significant relationship is not surprising in the context of the recent financial crisis, during which German savings banks have performed better than their European counterparts.
It can be argued that this is a result of the relatively unchanged operational structure, as
German savings banks have maintained their traditional dual role of taking deposits and making loans and have not followed the stream of financial innovations. Hence, their conservative, old-fashioned style of banking is perceived as a very positive feature (Ayadi et al., 2009) , which, for this sample, is not associated with ownership structure. Instead, other variables determine the level of riskiness of the respective savings bank, such as profitability, which is highly significant at the 1% level and suggests a negative relationship between returns and the Z-score. This implies a positive relationship between probability of default and returns, which stands in accordance with the results for the overall sample and portfolio theory.
For Norway's 114 savings banks (Sparebanken), similar to the German sample, full government ownership is not significant in explaining the Z-score. A possible explanation is that government ownership for Norwegian savings banks plays a subordinate role, as they were originally organised as independent institutions with a strong position in the deposits market (Hyttnes, 2010) . However, as for France, size is highly significant and indicates lower Z-scores for larger savings banks. Similarly, the results for the 33 Spanish savings banks (Cajas de Ahorros) show that none of the coefficients is significant in explaining the variation in the Z-score. This could be due to two issues. First, due to consolidation in the Spanish savings bank sector, the number of banks available for analysis has decreased dramatically. Second, there were a lot of missing data for the relevant variables so that only a limited number of Z-scores could be calculated. Nonetheless, it can be seen that the first government ownership variable (government ownership > 50 %) shows the smallest p-value and, as in all other countries, has a positive coefficient, therefore supporting the view that government-owned banks tend to operate further away from insolvency.
Last, the results in Table 7 for the 60 Swedish savings banks, also called Sparebanken, show that the government ownership variable is significant at the 5% level and has a positive coefficient. Even though the dependent variable was scaled, rendering it difficult to draw inferences about the magnitude of the effect, it can still be inferred that the effect is strong, as the coefficient estimate (2.5137) is the largest of all the countries analysed. Consequently, Swedish government-owned savings banks operate in a less risky manner than their private counterparts. Additionally, the Z-score is also explained by the logarithm of total assets (significant at the 5% level) and ROAE (significant at the 10% level).
Conclusion
Whereas the theoretical literature argues that the guarantees of government-owned banks create incentives for banks to increase riskiness, the empirical literature has come to varying conclusions. Although the call for privatisation holds a prominent position in the discussion on regulatory strategies after the recent financial crisis, the magnitude of the crisis impact on European savings banks seems unrelated to their ownership structure. This ambiguity was the motivation for this study. Because of their importance in the European Union and the varying success in dealing with the recent financial crisis, the impact of different ownership types on the risk-taking behaviour of European savings banks was investigated and the individual major countries compared.
Employing a pooled regression with Newey-West estimators to account for autocorrelation and heteroscedasticity, data from 721 savings banks in seven European countries were analysed over the period 2000 to 2015. As a measure of risk, three different Z-scores were regressed against various exogenous variables, including a proxy for size and profitability, as well as dummy variables to account for the extent of governmental ownership and a set of control variables. In the light of the analysis carried out, the empirical estimates suggested a positive relationship between fully as well as partly government-owned savings banks and their respective Z-scores in the whole sample. The results are robust for all three variations.
These findings contradict the general theory of moral hazard, but support the conclusions drawn by Ianotta et al. (2013) , that GOBs have a lower default risk. On a country-level analysis, the same positive relationship was obtained for France and Sweden, whereas ownership was not significant for the individual sample of the remaining countries. Instead, bank profitability and size were relevant in explaining the Z-score in Germany and Norway, respectively.
One significant implication of the above-mentioned regression results is the absence of a statistically significant relation between government ownership and European savings banks' risk-taking behaviour during the financial crisis period compared with the normal period. Nationalised banks were supposed to take less risk during the crisis period in particular. Hence, the finding for the normal period is in line with the theory but is in fact opposite to the stated aim of state ownership for the crisis period. The banks in some countries were nationalised to reduce the risk appetite of private sector bank managers. A simple review of the literature on the benefits and costs of public ownership also shows some clear benefits of state ownership. For example, publicly owned banks' behaviour in difficult economic conditions could be calmer and more appropriate. In particular, their lending policy could be changed within a short period of time to reflect the prevailing market conditions due to the fact that the government has a significant and in some cases countrywide administrative network.
Similarly, some authors believe that lending under public ownership would be according to the needs of the economy, not the needs of the banks. In a situation in which the economy is struggling, nationalised banks would be reluctant to take more risk, because they would find it much harder to turn to a source (the government) for help in difficult times than in a scenario of normal times. Another point worth mentioning is the fact that struggling publicly owned banks can be funded more quickly with larger capital under public ownership due to the possession of administrative control over a longer time period, thus encouraging banks to avoid risky business models. This would help in rebuilding the struggling banks' infrastructure alongside ensuring closer regulation in future to avoid further bank failure.
Furthermore, for public sector banks, high returns, particularly during a financial crisis and under difficult economic circumstances, are not a top priority; hence, in this case they are less likely to take excessive risk.
Similarly, banks were nationalised to avoid a series of defaults by ensuring solvency besides filling the gaps in the kinds of credit provided by private banks and thus improving the allocation of resources through directed lending in some countries. State ownership is also expected to ensure higher competition levels, provide effective checks on monopoly powers, and stimulate growth due to the increase in credit availability. Balanced regional development and the augmentation of employment are also further justifications for the state ownership of banks. Despite the fact that we do not observe a clear relation between risk taking and government ownership, in particular during the crisis period, however, at least bank managers did not increase the risk during this period. Hence, the case for the privatisation of these banks would still be debatable.
Our employed methodology has three limitations. First, the data set used for the savings banks sample is based on yearly data rather than higher frequency data. As a consequence, the time gaps between the reported data are relatively large, which may lead to the negligence of intra-year effects. Second, the Z-score as a measure of default risk has the drawback that it is partly based on past asset returns, which may cause a misrepresentation of the actual solvency situation of the banks. This problem was partly solved using a more dynamic, time-varying Z-score, for which standard deviation and mean of the returns were calculated on a rolling basis, using a window width of three years. A small window width has the advantage that it considers fewer past values, thus basing the analysis on a more recent representation of the bank's solvency situation. However, this comes with the cost that outliers have a bigger impact on the calculated Z-score. Therefore, when using a bigger window width, this outlier impact becomes smaller, but at the same time more past values are employed. Third, the Z-score is a measure to draw conclusions on an individual institution's distance to insolvency, i.e., its default risk. It is, however, not possible to state any implications about the economic reasons behind the circumstances of individual institutions, i.e., the causes behind their operational business, because of the characteristics of the underlying data.
Nonetheless, the inferences that can be made from these results are of relevance for future discussions on public banking, especially in light of the recent call for more privatisation within the European banking sector. Government ownership is not associated with an increase in savings banks' risk of default, as GOBs tend to have higher Z-scores in the underlying sample. Thus, this is clearly a counterargument for privatisation, also keeping in mind that many private savings banks in Europe had to be supported by government funds during the financial crisis. However, the empirical results also show that for some countries the distance to insolvency correlates with the institution's size. This can be seen as an argument for regulators to closely monitor and potentially privatise large GOBs.
The methodological limitations mentioned above give prospect for future research. As the proposed variable to measure default risk has some drawbacks, measures that even more accurately reflect a bank's solvency situation could be employed. One possible alternative is credit ratings that overcome the problems of accounting ratios and are seen as very accurate relative risk measures. However, these are usually not accessible for savings banks, which is largely due to the fact that savings banks are rarely listed on stock exchanges.
Hence, the construction of a credit rating system solely for savings banks could be of essential use to deduct more accurate and reliable empirical results. 
