We design a Copula-based generic randomized truthful mechanism for scheduling on two unrelated machines with approximation ratio within [1.5852, 1.58606], offering an improved upper bound for the two-machine case. Moreover, we provide an upper bound 1.5067711 for the two-machine two-task case, which is almost tight in view of the known lower bound of 1.506 for the scale-free truthful mechanisms. Of independent interest is the explicit incorporation of the concept of Copula in the design and analysis of the proposed approximation algorithm. We hope that techniques like this one will also prove useful in solving other related problems in the future.
Introduction
The main focus of this work is to offer randomized truthful mechanisms with improved approximation for minimizing the makespan on unrelated parallel machines: R2 C max , a central problem extensively investigated in both the classical scheduling theory and the more recent algorithmic mechanism design initiated by the seminal work of Nisan and Ronen [14] .
Formally, we are interested in the following scheduling problem: there are n tasks to be processed by m machines. Machine i ∈ {1, 2, . . . , m} takes t ij time to process task j ∈ {1, 2, . . . , n}. The objective is to schedule these tasks on the machines to minimize the makespan -the latest completion time among all the tasks. An allocation for the scheduling problem is specified by a set of binary variables x ij such that x ij = 1 if and only if task j is allocated to machine i. Following Nisan and Ronen [14] , we assume that the processing times t ij , j ∈ {1, 2, . . . , n}, are private information of machine i. A mechanism for the scheduling problem consists of two algorithms: an allocation algorithm which allocates tasks to machines, and a payment algorithm which specifies the payment every machine receives. Each machine is a selfish agent who knows its own processing times for every task and wants to maximize its own payoff -the payment received minus the total execution time for the tasks allocated to it.
A mechanism is truthful if it is a dominant strategy for each machine to reveal its true processing times. It is well-known that the following monotonicity property characterizes the allocation algorithm in any truthful mechanism for the scheduling problem at hand (see e.g., [6, 14, 16] ). An allocation or a scheduling algorithm is monotone if for any two instances of the scheduling problem t ij and t ij (i = 1, 2, . . . , m and j = 1, 2, . . . , n) differing only on a single machine, the allocation x ij and x ij returned by the algorithm satisfies the monotonicity condition n j =1
x ij − x ij t ij − t ij ≤ 0 for all i = 1, 2, . . . , m.
(
The above inequalities (1) describe the so-called weak monotonicity in algorithmic mechanism design [7] , which is necessary for truthfullness. Saks and Yu [16] proved that weak monotonicity is also sufficient for truthfullness on convex domains in which our scheduling problem falls. The monotonicity condition (1) turns out to be very useful in truthful mechanism design for the scheduling problem. As usual, the approximation ratio of an allocation algorithm is the worst-case ratio between the makespan of the allocation output by the algorithm and the optimal makespan. Different from traditional approximation algorithms for the scheduling problem, in this paper we are concerned with the approximation ratios of monotone allocation algorithms. When the allocation algorithm is randomized, i.e., the binary variables x ij (i = 1, 2, . . . , m, j = 1, 2, . . . , n) output by the algorithm are random variables, we call the allocation algorithm monotonic if it is a probability distribution over a family of monotone deterministic allocation algorithms. Every monotone randomized allocation algorithm gives rise to a (universally) truthful mechanism [14] . A randomized mechanism is called (universally) truthful if truth-telling is a dominant strategy for all agents even if they know the random tosses. The randomization is used only to achieve a better approximation ratio, and the truthfulness is still guaranteed in a "strong" sense.
One fundamental open problem on the mechanism design for scheduling is to find the exact approximation ratios R DET and R RAN among all monotone deterministic and randomized allocation algorithms respectively [14] . The current best bounds are -2.618 ≈ 1 + φ ≤ R DET ≤ m with the upper and lower bounds established by Nisan and Ronen [14] and Koutsoupias and Vidali [6] , respectively; and -2 − 1/m ≤ R RAN ≤ 0.83685m with the upper and lower bounds proved by Mu'alem and Schapira [12] and Lu and Yu [9] , respectively.
The linear upper bounds form a sharp contrast with the fact that constant-factor "non-truthful" approximation algorithms do exist for the classical scheduling problem (on unrelated machines). Thirteen years ago, Nisan and Ronen [14] conjectured that R DET = m. Although being extensively studied, the conjecture seems far from being resolved. An exciting progress was recently made by Ashlagi et al. [1] who proved a lower bound of m for truthful mechanisms that are anonymous.
In view of the unbounded gap between the above lower and upper bounds for the general m machines, a lot of research efforts have been devoted to the special case of m = 2 machines (see e.g., [3, 5, 8, 14] ). The deterministic case has been settled by Nisan and Ronen [14] who proved an exact approximation ratio of 2. While randomization provably helps, determining R RAN for two machines, the primary focus of this paper, is highly nontrivial and provides insights for resolving the general problem. Currently, the best randomized approximation ratio is shown to lie between 1.5 and 1.6737. The upper bound is due to Lu and Yu and was proved by introducing a unified framework for designing truthful mechanisms [9] . This work improved the 1.75 ratio of Nisan and Ronen's mechanism [14] by 0.0763. Later, Lu and Yu [10] provided an improved ratio of 1.5963, whose proof unfortunately is incorrect as shown in this paper later in Section 3.1. Dobzinski and Sundararajan [5] and Christodoulou et al. [3] independently showed that any monotone allocation algorithm for two machines with a finite approximation ratio is weakly task-independent, meaning that, for any task, its allocation does not change as long as none of its own processing times on the machines change. The weak task-independence is strengthened to be a strong one if the random variables x ij output by the allocation algorithm are independent between different tasks [8] . As mentioned in [8] , loosely speaking, in a strong taskindependent mechanism, the random variables used by the allocation algorithm for different tasks are independent, while in weak task-independent mechanisms, they may have some correlation (cf., Section 2 in [8] ).
In this paper, we use the concept of Copula to address the correlations among random outputs of the allocation algorithm under Lu and Yu's framework [9] . A multivariate random variable's Copula is a function that maps the corresponding univariate marginal distributions to the random variable's joint distribution. The use of Copulas has become ubiquitous in finance, economics, and actuarial science, as they allow for more flexibility in modelling the joint distribution of a multivariate random variable in comparison to using commonly known multivariate distributions (see, e.g., [15] for a recent review). In the context of mechanism design, a Copula allow us to refine how the correlations among random outputs of the allocation algorithm are modelled in order to obtain tighter performance bounds for the algorithms of interest.
Our main contribution is to offer a Copula-based generic randomized mechanism for the two-machine scheduling problem with an approximation ratio within [1.5852, 1.58606], reducing the existing best upper bound [9] by more than 0.0876. Moreover, we provide an upper bound of 1.5067711 for the two-machine two-task case, which improves upon the previous 1.5089 bound given in [8] and is almost tight in view of the lower bound of 1.506 for the so called scale-free monotone allocation algorithm [8] . By the aforementioned characterization of Christodoulou et al. [3] , our randomized monotone algorithms are task-independent because they are randomized distributions over deterministic ones. We summarize in Table 1 the previous and new upper and lower bounds for the various settings of the two-machine scheduling problem.
To the best of our knowledge, this is the first work to make explicit use of the concept of Copula in the design and analysis of approximation algorithms. We hope that techniques like this one will also prove useful in solving other related problems in the future.
The rest of the paper is organized as follows: We present the Copula-based generic randomized mechanism in Section 2. We then analyze the mechanism for strongly independent tasks and weakly independent tasks in Section 3 and Section 4 respectively. Finally, we conclude the paper with some remarks on our choice of Copula in Section 5. The omitted details can be found in the Appendices.
A Generic Randomized Mechanism Based on Copula
Given any real α, we use α + to denote the nonnegative number max{0, α}. Let F : R + → [0, 1] be a non-decreasing function satisfying F (0) = 0 and lim x→∞ F (x) = 1. For the sake of brevity, we writeF (x) for 1 − F (x). Let X 1 , X 2 , . . . , X n be n dependent random variables with joint distribution function Pr(
given by the Clayton Copula (cf. [4, 13] ) Observe that
It is easy to see that for any 1 ≤ i < j ≤ n, the joint distribution of X i and X j is given by
We also study the case of independent and identically distributed random variables, which corresponds to
Note that when n turns to infinity, (5) can be obtained from (2) and (4), in which case the independent and identical distributions can be seen as a "special" case of the "general" distributions given by the Clayton Copula. Using a joint distribution satisfying Clayton's Copula in (2) or the independence condition in (5) gives the following specification of the randomized allocation algorithm introduced by Lu and Yu [10] .
For every j ∈ [n], let r j = t 1j /t 2j . It has been shown by Lu and Yu (the proof of Theorem 4 of [10] , and in particular the second inequality on page 410 of [10] ) that the approximation ratio of Algorithm 1 is bounded above by max{ρ jk : j, k ∈ [n]}, where for every pair of distinct indices j, k ∈ [n],
Theorem 1
The approximation ratio of Algorithm 1 is upper bounded by max{ϕ(x, y) : x, y ∈ R + }, where
Proof We show that ρ jk = ϕ(x j , x k ). Notice from Algorithm 1 that X j ≤ r j ⇔ x 1j = 0 ⇔ x 2j = 1. Hence, recalling (3), we have
showing that ρ jk = ϕ(x j , x k ).
Strongly Task-Independent Allocations
In this section, we consider tasks being allocated strongly independently, meaning that the random variables x ij output by the allocation algorithm are independent between different tasks j (see [8] ). Therefore, the joint distribution takes the form (7) from which the following symmetry property can be proved by elementary mathematics.
Lemma 1 Let the distribution function
as desired.
In Section 3.1, we point out a mistake of [10] in estimating over a transcendental function, which invalidates the ratio of 1.5963 claimed in their paper. In Section 3.2, we introduce an algebraic piecewise function to construct a class of joint distributions of independent random variables, which ensures that the symmetry property stated in Lemma 1 is satisfied. Then, we prove that using this class of independent distributions in Algorithm 1 gives an improved ratio of 1.58606. The symmetry property helps to substantially simplify our analysis. In Section 3.3, we show the limitation of Algorithm 1 for strongly independent tasks, from which no ratio better than 1.5852 can be expected.
Lu and Yu's transcendental function
Lu and Yu [10] 
. By Theorem 4 in [10] and in particular the instance on page 410 of [10] , Lu and Yu's mechanism has approximation ratio at least 
In light of this, the previously best known approximation ratio for truthful scheduling on two unrelated machines was 1.6737 in Lu and Yu's earlier paper [9] . In this paper we reduce the ratio to 1.58606. It is worth noting that θ(α 1 , α 2 ) ≤ 1.5963 holds for any α 1 , α 2 ∈ R + with α 1 ≥ α 2 . This would imply a universal upper bound 1.5963 for all α 1 , α 2 ∈ R + if F (x) satisfies the condition in Lemma 1. Unfortunately, it is easy to see that F (x) = 1 − 1 2 x 2.3 does not possess such nice symmetry, and a value greater than 1.64 arises at some α 1 < α 2 as in (8).
An algebraic piecewise function
The challenging task in implementing Algorithm 1 is the selection of the distribution function G. In the case of strongly independent tasks, it amounts to selecting a function F such that the maximum of ϕ given in (7) is as small as possible. To the best of our knowledge, the functions studied in previous work for multiple tasks are either noncontinuous or non-algebraic [9, 10, 14] . In this subsection, we show that the combination of continuity and simple algebraic functions beats previous functions, giving improved approximation ratios.
Suppose that a ∈ [1.7, 3] and b ∈ [0.7, 1] are constants. We study the following continuous piecewise algebraic function
where the five demarcation points
. . , I 6 . The function F (·), when substituted into (5), gives an improvement of 0.08764 over the previous best ratio of 1.6737 [9] . Notice that F (·) enjoys the property that
Recall from (3) that Pr(X j ≤ x) = F (x) for j = 1, 2, . . . , n, where X j is the random variable chosen as a criterion to determine the allocation of task j (see Algorithm 1). From (10) and the fact that F (·) in (9) is continuous, it follows that the random variable X j has the following symmetry property.
Given that X j is compared to the ratio t 1j /t 2j , it is natural and desirable to choose F (·) such that (11) holds. In particular, this ensures that Pr(X j ≤ 1) = Pr(X j ≥ 1) = 0.5. More importantly, condition (10) guarantees that the function ϕ(x, y) satisfies the symmetry property ϕ(x, y) = ϕ(1/y, 1/x) stated in Lemma 1, which provides a good balance between big values of x, y and small ones in order to obtain a lower overall maximum of ϕ(x, y). Recall from Theorem 1 that the approximation ratio of Algorithm 1 is bounded above by the overall maximum of ϕ(x, y). The intuition behind our choice of a continuous function in (9) is to prevent X j from taking a constant value with positive probability, which would help to reduce the worst case approximation ratio.
As evidenced in the proof of Theorem 2, both property (10), and the continuity of F (·) in (9) are key in order to obtain the improved bounds. In contrast, these properties are not satisfied by the marginal probability distributions proposed in previous related work [9, 10, 14] . Namely,
used in Nisan and Ronen [14] , and
used in Lu and Yu [9, 10] . It is easy to check that none of F i (·), i = 1, 2, 3, 4 satisfies condition (10) , and that F i (·), i = 1, 2, 3 are not continuous. The function F (x) in (9) is defined via five demarcation points and results in a guaranteed approximation ratio for Algorithm 1 of 1.58606 as established in Theorem 2 below. Although it might be possible to improve the approximation ratio by increasing the number of demarcation points, it follows that such improvement cannot be greater than 0.00086 as implied by the limiting behaviour shown in Theorem 3 (see Section 3.3 below)., and will (in principle) require a lengthier case analysis than the one required in the proof of Theorem 2. Proof By Theorem 1, it suffices to show that the maximum of ϕ(x, y) in (7) is no more than ρ * = 1.58606. By (10) and Lemma 1, we may assume xy ≥ 1, for which the function ϕ(x, y) to be maximized takes the form of
Note that ϕ(x, y) is continuous in R + × R + . We will show that ϕ(x, y) < ρ * for any x, y ∈ R + with xy ≥ 1. We exhaust all possible cases of x ∈ I i , y ∈ I j (1 ≤ i, j ≤ 6) with xy ≥ 1, and upper bound the function value ϕ(x, y) at the critical points (i.e., when the derivatives of ϕ(x, y) are equal to zero) and at the demarcation points. It is easy to show ϕ(x, y) < ρ * numerically. We present a theoretical proof in Appendix A.
We will show that ϕ(x * , y * ) < ρ * by considering the different possible domains of the variables x and y in a case by case basis. When x * or y * does not belong to the domain associated with a given case, we say that (x * , y * ) does not belong to the case. We will show that, for any case x ∈ I i , y ∈ I j (1 ≤ i, j ≤ 6) to which (x * , y * ) may belong, the function's value ϕ(x, y) is smaller than ρ * by upper bounding its value at critical points (i.e., when the derivatives of ϕ(x, y) are equal to zero) and at demarcation points. It is easy to show ϕ(x, y) < ρ * numerically. We present a theoretical proof in Appendix A.
Among all cases analyzed (see Table 2 for a partial summary), the bottleneck 1.586058... (< ρ * ) is attained with ϕ a+1 2 ,
, giving the result.
The limitation
It was announced in [10] and proved in its full paper that, for strongly independent tasks, the performance ratio of Algorithm 1 cannot be better than 1.5788. We improve the lower bound by 0.0074, which nearly closes the gap between the lower and upper bounds for Algorithm 1. Proof Suppose that there exists function F such that Algorithm 1 achieves an approximation ratio less than 1.5852. It follows from (7) that for any x, y ∈ R + ,
Let α = 1.352 and β = 1.532. We examine ϕ(x, y) for some values of x, y in {α, β, 1, 1/α, 1/β}, and derive a contradiction to ϕ(x, y) < 1.5852. First, we investigate several values x, y ≥ 1 to which the first row of (12) applies.
-
-(x, y) = (α, β). 
2·F (α)−1 , which along with (15) gives
Next, we examine values for x, y ≤ 1 to which the second row of (12) applies.
-(x, y) = 1 α , 1 . We obtain 1.5852 > ϕ 
-(x, y) = 
If F (
contradicts the fact that F is non-decreasing. Thus . In turn (17) implies
On the other hand, from 1.5852 > ϕ In the previous proof of the lower bound 1.5788 [10] , Lu and Yu showed that for a parameter γ ≈ 1.434, the values ϕ(γ, 1/γ ) and ϕ(γ, 1) cannot be both smaller than 1.5788 no matter what F is chosen. As seen from the discussion above, our improved lower bound of 1.5852 is established by introducing two parameters α = 1.352, β = 1.532, and considering the value of the function ϕ at seven points: (α, α), (β, β), (α, β), (1, α) , (1/α, 1) , (1/β, 1/α) and (1/β, 1/β). The explicit expressions of λ 1 , λ 2 , λ 3 and λ 4 in the above proof are given in Appendix B.
Weakly Independent-Task Allocations
In this section, we consider tasks being allocated weakly independently, meaning that for any task, its allocation does not change as long as none of its own processing times on the machines change. Unlike strong task-independence, the random variables x ij output by the allocation algorithm might not be independent between different tasks j . We assume function F (·) takes the form of (9), which particularly satisfies symmetry condition (10), i.e., F (x) + F (1/x) = 1 for any x ≥ 0. Correspondingly, the weak independence is specified by the joint distribution in (4) which comes from the Clayton Copula.
Using the Copula based distribution, Algorithm 1 can guarantee an approximation ratio of 1.5067711 for n = 2 tasks, as proved in Section 4.1. We study the case of n ≥ 3 tasks in Section 4.2, where MATLAB's global solver is used to solve the optimization problems involved in the computer conducted search/proof of the approximation ratio. Our results show that the Clayton Copula based algorithm outperforms the strong independent-task allocation, and the former converges to the later as n approaches to infinity.
The case of n = 2
In this subsection, we reduce Lu's upper bound of 
The weak independence specified by the Clayton Copula and condition (10) provide us the following symmetry property.
Lemma 2 Let the distribution function
Proof Without loss of generality we may assume xy ≥ 1. Since F (·) is nondecreasing and satisfies (10), we have
Now it is easy to check that ϕ(x, y) = ϕ(1/y, 1/x).
Similar to the discussion in Section 3.2, the symmetry in Lemma 2, provides a good balance between big values of x, y and small ones in order to obtain a lower overall maximum of ϕ(x, y).
Lu's approximation ratio of 1.5089 [8] was proved by choosing F (·) to be a continuous algebraic function piecewise-defined on four intervals according to a constant parameter. Next, we show that our piecewise algebraic function in (9) defined using six intervals, provides an improved approximation ratio of 1.5068 after appropriately choosing the values of the two constants a and b. Using Lemma 2, the proof goes in the same lines as the proof of Theorem 2 (see Appendix C). As in Section 3.2, loosely speaking, more pieces would result in better approximation ratios. However, increasing the number of pieces makes the analysis required to prove the performance guarantee lengthier. (9) with a = 2.2468 and b = 0.7607. For n = 2, using G(x 1 , x 2 ) in (2), Algorithm 1 achieves an approximation ratio of no more than 1.5067711.
Theorem 4 Let F (·) be defined as in

The case of general n
In this subsection, we mainly discuss the multiple task case n ≥ 3. We look for a distribution function F (·) of form (9) which minimizes the maximum of the bi-variate function
To accomplish the task, we need to determine the maximum of ϕ for any given constants a and b. Theoretically, this can be done in a way similar to the proofs of Theorems 2 and 4. In practice, computer-assisted arguments turn out more suitable, as explained below.
-The previous case by case analyses are simplified by the property ϕ(x, y) = ϕ(1/y, 1/x) (see Lemmas 1 and 2), which allows us to only focus on the case of xy ≥ 1. For n ≥ 3, this property is generally lost due to the complicated term [(
. As a result, it might be much more tedious to discuss all possible combinations for x, y from six intervals [0, -Finding the critical points of ϕ(x, y) becomes more and more challenging as n increases. One has to resort to software for solving equations of high degrees resulting from the complicated term.
We conduct a case analyses using MATLAB's global optimization tool GLOB-ALSEARCH (cf., [17] ) to help us to solve the nonlinear program max x,y ϕ(x, y) subject to four constrains xy ≤ (or ≥) 1, 2 for different choices of n, a, and b, where l 1 , u 1 , l 2 , u 2 specify the intervals containing x and y. The computational results are summarized in Table 3 . (More accurate data are presented in Appendix D). For each input triplet of n, a, b, Table 3 provides the values of (x * , y * ) which attain the largest value of ϕ(x, y) after GLOBALSEARCH is employed to solve the nonlinear program 10 times. The difference δ between the largest value of ϕ(x, y) and the smallest one among the 10 computations is also recorded. From the last column of Table 3 we observe that δ does not exceed 1.41 × 10 −7 , showing the stability of the computational results.
As the second line (when n = 2) in Table 3 illustrates, GLOBALSEARCH finds the optimal solution established in Theorem 4 within numerical tolerance. The second to last column of Table 3 shows that ϕ(x * , y * ) increases as n grows, in agreement with the common sense that achieving truthfulness with respect to more tasks costs more. The increasing property of approximation ratios with respect to n can be visualized Table 3 Computational results on minimizing the maximum of ϕ (choosing a and b to minimize the maximum ϕ(x * , y * )), where the data in the last row for n = ∞ are taken from the proof of Theorem 2 Fig. 1 The approximation ratio ϕ(x * , y * ) is increasing in the number n of tasks when we connect points (n, ϕ(x * , y * )) with a curve (see Figure 1) , where we have the following observations.
-The curve makes a "large" jump at n = 3, from 1.5068 to 1.5413; -The increasing speed is tiny after n = 30, which attains ϕ(x * , y * ) ≈ 1.5828; 
Fig. 2
The optimal value of a (resp. b) is decreasing (resp. increasing) in the number n of tasks (when n ≥ 3), and approaches 1.715 (resp. 0.76) as n → ∞ -The curve looks flat after n = 100; in particular the average slope is less than 5 × 10 −6 for n ∈ [100, 200].
More interesting phenomena are observed from the first three columns of Table 3 : the optimal value of a decreases with n, and approaches a limit approximately equal to 1.7149; while starting from n = 3 the optimal value of b increases with n, and approaches a limit approximately equal to 0.7599. See Figure 2 for an illustration. Note the limit values of a and b in Table 3 (7), and the former approaches the latter as n tends to infinity. This fact is implied by Lemma 3 below.
Lemma 3 Given any distribution function F (·), it holds that
and lim
= F (x)F (y).
Proof For the first statement, by writing u = 
Concluding Remark
We note that the choice of the Clayton Copula in (2) is not accidental. We wish to choose the Copula that leads to the best approximation ratio for our mechanism. However, it is well known that the Clayton Copula is the best lower bound among all Archimedean copulas [11] . Therefore, any hope to improve the bounds presented in this work will have to resort to non-Archimedean copulas, which usually lack the nice closed-form property of Archimedean copulas.
Appendix A: Proof of Theorem 2
In this section, we present the main part of our theoretical proof of Theorem 2, which follows as a result of the next lemma.
Lemma 4
Let a = 1.715 and b = 0.76. Suppose F (·) is defined as in (9) , and ϕ(·, ·) is defined by
Then for any x, y ∈ R + with xy ≥ 1, it holds that ϕ(x, y) < ρ * = 1.58606.
Proof Recall from (9) that F (·) is a continuous piecewise algebraic function defined by six different expressions in six intervals I 1 , I 2 , . . . , I 6 , respectively. Note that ϕ(x, y) is continuous in R + × R + . To prove the lemma, we exhaust all possible cases of x ∈ I i , y ∈ I j (1 ≤ i, j ≤ 6) with xy ≥ 1, and upper bound the function value ϕ(x, y) at the critical points (i.e., when the derivatives of ϕ(x, y) are equal to zero) and at the demarcation points yielding the six intervals. Clearly, we may skip any point (x, y) at which ϕ does not attain its maximum. ∈ (1, a) .
In case of y ∈ > 0, which implies that the maximum value of ϕ(x, y) is not attained in this case.
x is a function of single variable x. It is easy to check that function 
In case of x, y ∈ ( 
, and
2 , a and y ∈ 1, 
, and 
, and . (9) and (21) give ϕ(x, y) = 1 + y − 
By (9) and (21) we have
, and , and 
Note that Among all cases analyzed above (see Table 2 , and
.
Appendix C: Proof of Theorem 4
By the setting of a and b, we see that a − 1, 1 − b, 2b − 1, 3b − 2, 2ab − a − 1, a+1−4b, 2a−3ab+b, 3a+1−4ab are all positive. We will use this fact implicitly in our analysis. In view of Lemma 2, it suffices to consider xy ≥ 1,
We prove ϕ(x, y) < ρ * = 1.5067711 for any x, y ∈ R + with xy ≥ 1. In the following, we will consider x ≥ a in Case 1, y ≥ a in Case 2, and max{x, y} < a in Cases 3 -6. We upper bound by ρ * the function value ϕ(x, y) at the critical points and at the demarcation points. We may skip any point (x, y) as soon as we show ϕ(x, y) is not the maximum. 
x is a function of single variable x. When x ∈ 0, 1 a , it is clear that ϕ(x, y) = 1. The derivative of ϕ(x, y) is
, and − 2ab−a−1
2 , a . So we may assume x ∈ . All the three values are smaller than 1.505 < ρ * .
In the following case analysis, we consider only x, y < a. , and the corresponding critical value ϕ(x 0 , y 0 ) < 1.503 < ρ * .
When x = 1, the unique critical point of ϕ(1, y) is y = Appendix D: More accurate data for Table 3 . Table 4 Long digital expressions of data from 
