A generic approach of population dynamics and clustering for permutative problems is presented in this paper. Diversity indicators are created from solution ordering and its mapping is shown as an advantage for population control in metaheuristics. Differential Evolution Algorithm is embedded with a population based on this approach and vetted with the Flow shop scheduling problem. Extensive experimentation is conducted on benchmark problems in this area with good results.
INTRODUCTION
Metaheuristics are algorithms, which are used for the optimization of complex systems. The vital attribute for these heuristics is that they have to operate without apriori information of the system.
Metaheuristics operate on two ideological frameworks, firstly that a group of solutions provide a better platform to find optimal solution, and secondly that certain guiding concept leads the solutions towards the optimal solution, or nearby regions.
A number of different transformation concepts have evolved within the scope of Metaheuristics (Dreo et al., 2006) . Genetic Algorithms, Differential Evolution, Particle Swarm Optimization and Self Organising Migrating Algorithm are some of the most potent heuristics available. Most of these algorithms have mimicked naturally occurring phenomena.
The principle concept of the population is to provide a pool of solutions from which the optimal solution evolves from, however during the subsequent transformation, the solutions cluster together in nearby neighbourhoods. This leads to the loss of diversity of the solutions, and later generations are usually mutating within a cloned gene pool. This phenomenon is generally termed as stagnation and the two most current correcting tools are local search within the hierarchical population and forfeiting of some better-placed solutions in lieu of worst ones (Onwubolu (2002) ).
Stagnation is a major concern for evolutionary heuristics, since evolution is principally based on diversity of the existing population. The preconception that extended generations of a heuristic will lead to better solutions is nonviable for a stagnated population.
This paper is devoted to the concept of the population and its controlling dynamics. It is shown through experiment that population control is an effective tool in sustaining the diversity of the population, which in turn leads to more viable regions of search space for exploration.
POPULATION DYNAMICS
One of the most challenging optimization problems is permutative based combinatorial optimization. This class of problem, harbours some of the most famous optimization problems like travelling salesman (TSP) and vehicle routing problem (VRP).
What makes a permutative problem complex is that the solution representation is very concise, since it must have a discrete number of values, and each occupied variable in the solution is unique. Given a problem of size n, a representation can be described as x = {x 1 , x 2 , x 3 , ..., x n }, where each value x 1 in the solution is unique and the entire set of solutions is an integer representation from {1, n}.
From an optimization point of view, this represents a number of problems. Firstly, the search space is discrete and a number of validations inevitably have to be conducted in order to have a viable solution. Secondly, the search space is very large, to the scale of n!. Consequently, these problems are generally termed NP or NP Hard (Hochbam (1997) ).
The usual approach is to explore the search space in the neighbourhood of good solutions in order to find better solutions. This unfortunately has the effect of converging the population, which then leads to stagnation. The usual term is local optima convergence/stagnation.
This research looks at the diversity of the population in order to aid the application of metaheuristics. A permutative solution and its representation present some advantages to this effect. The usual measure of a solution is its fitness, in respect to the problem being solved. In a permutative solution, the distinct ordering of values gives the opportunity to have other measures of diversity.
The following sections describe the approach developed within this scope of research. The first part discusses the need for having distinct initial population. The second part describes some fields of measure of diversity followed by the approach of clustering of the solutions. Differential Evolution Algorithm is then presented to which the clustered population has been applied. The subsequent sections describe the extensive experimentation conducted on Quadratic Assignment problems and analysis of the dynamic nature of clustering populations.
Initial Population
The basic concept is to have a "clustured" population. This is an ideal position from which to guage the effectiveness of the heuristic. Also, this provides a better initial point for scheduling problems. An ideal explanation is the TSP, where adjacent cities usually provide minimal travel distance.
The initial population, P, for this heuristic is partially stochastic and partly deterministic. The population is divided into n sub-populations, SPs, n/2 randomly generated (SP rand ) and the rest structurally generated (SP struct ).
The formulation for SP rand is fairly simple. A random permutative string is generated for each solution till a specified number given as P size .
The structured population SP struct is somewhat more complex. It is made of two parts. In the first part an initial solution is generated with ascending values given as x ascending = {1, 2, 3, .., n}, where n is the size of the problem. In order to obtain a structured solution, the first solution is segmented and recombined in different orders to produce different combinations. The first segmentation occurs at n/2 and the two halvesś are swapped to produce the second solution. The second fragmentation occurs by the factor 3; n/2. Three regions of solutions now exist. The number of possible recombination s that can exist is 3! = 6. At this point there are nine solutions in the SP struct . The general representation is given as:
where z is the total number of permutations possible and k is P size /n. The second part of SP struct is made from solution in descending order x desending = {n, ....., 2, 1}. A similar approach is used for generating the rest of the possible permutations. The end result is that n separate populations exist and are used independently by the underlying heuristic.
Solution Dynamics
A solution represented as x = {x 1 , x 2 , ..., x n }, where n is the number of variables, within a population has a number of attributes. Usually the most visible is its fitness value, by which it is measured within the population. This approach is not so viable in order to measure 
Reverse spread the diversity of the solution in the population. In retrospect, a single solution is assigned a number of attributes for measure, as given in Table 1 . The most important attribute is the deviation (the difference between successive values in a solution). Since we are using only permutative solutions, deviation or ordering of the solution is important. This is due to the fact that each value in the solution is unique. Each value in the solution has a unique footprint in the search space. The formulation for deviation is given as:
Spread of a solution gives the alignment of the solution. Each permutative solution has a specific ordering, whether it is forward aligned or reverse aligned. Whereas deviation measures the distance between adjacent solutions, spread is the measure of the hierarchy of subsequent solutions given as:
The generalisation of spread is given in Table 2 . Life is the number of generations the solution has survived in the population and Offspring is the number of viable solutions that have been created from that particular solution. These two variables are used for evaluating the competitiveness of different solutions.
Clustering
Within the population, certain solutions exhibit attracting features. These points are usually local optima regions, which draw the solutions together. The approach utilized is to subdivide the population in clusters, each cluster a distinct distance from another. Two controlling parameters are now defined which control the clusters.
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An illustrative example is presented to showcase how this approach works. Assume a group of solutions as presented in Table 3 .
Each solution is evaluated for its deviation and spread as given in columns 2 and 3. Column 4 gives the cluster to which the solution belongs, and column 5 gives the value of C A by which each cluster is separated from each other. The graphical representation is given in Fig. 1 .
The second controlling factor is the Cluster Edge C E . Whereas C A is the mapping of individual solutions, C E is the measure of the entire population. C E is the measure of the deviation of the fitness of the population and to prevent the population from stagnating to any fitness minima. 
Selection and Deletion
Selection of the next generation is based on a tier-based system. If the new solution improves on the global minima, it is then accepted in the solution. Otherwise, competing clusters jockey for the new solution. Initially the solution is mapped for its deviation. This deviation is then mapped to the corresponding cluster. Within the cluster, the placement of the solution is evaluated. If the new solution corresponds to an existing solution, or reduces the threshold C A value of the cluster, then it is discarded.
The solution is accepted if it improves on the C A value of the cluster (hence improving diversity) and also to some extent keeps the balance of the C E . If the cluster has less than average solutions, then the new solution is admitted. Table 4 gives the selection criteria. Once the solution is added to the cluster, another solution can be discarded. This solution is usually elected from the middle placed solutions in the cluster, whose fitness is not in the top 5% of the population. If no such solutions exist, then the average rated solution is removed. Solution with high Life and low Offspring are discarded, since they are considered dormant within the cluster. Table 5 gives the deletion criteria.
DIFFERENTIAL EVOLUTION
Differential Evolution (DE) given by Price (1999) , is the heuristic which was used in conjunction with the clustered population. DE uses a vector perturbation methodology for crossover. Each solution is visualized as a vector in search space. A new vector is created by the combination of four unique vectors. A schematic of DE applied to clustering is given in Fig. 2 .
There are ten working strategies for DE, but the one selected for implementation is the DE/rand/2/bin represented as in (6):
This strategy was selected since it maps to the four unique clusters in the SP. The best solution is selected from the entire SP based on fitness value. Then, each random solution is selected from each distinct cluster. Again of the cluster is random, so r 1 can be selected from any cluster with no preference. These values are subtracted given as x j,r1,G − x j,r2,G − x j,r3,G − x j,r4,G . The resulting value is multiplied by the scaling factor F and added to the best solution as given in Fig. 4 . The resulting value is only accepted in the new solution if a generated random number is below the given threshold provided by the controlling parameter of CR. This procedure provides added stochasticity to the heuristic.
As can be envisioned, the resulting value obtained is a real number. The repairment routine of Onwubolu and Davendra (2009) is used for repairment of the solutions.
Since it is also possible to obtain identical values in the solution after DE crossover, the repairment routine is applied to repair the solutions. 
GENERAL TEMPLATE
Collating all the piecewise explanation, a general generic template is now described. Taking the entire SP, the standard deviation of the fitness is computed. This is labelled as the C E .
Generation
(a) DE is applied to each SP in turn.
(b) The new solution is calculated for its deviation and spread.
(c) Using the selection criteria, the solution is placed within the cluster corresponding to its deviation. If replicated solutions exist, then it is discarded. Selection is based on fitness and the move of the C A and C E .
Re-calculation:
The SP is re-calculated for its cluster boundaries.
6. Dynamic clustering: If the value of C A has decreased, then the boundary solutions are reconfigured. The C E value is calculated for the new population.
FLOW SHOP SCHEDULING
One of the common manufacturing tasks is scheduling. Often in most manufacturing systems, a number of tasks have to be completed on every job. Usually all these jobs have to follow the same route through the different machines, which are set up in a series. Such an environment is called a flow shop (FSS) Pinedo (1995) . The standard three-field notation Lawler et al. (2006) used is that for representing a scheduling problem as α|β|F (C), where α describes the machine environment, β describes the deviations from standard scheduling assumptions, and F(C) describes the objective C being optimised. This research solves the generic flow shop problem represented as n/m/f ||F (C max ).
Stating these problem descriptions more elaborately, the minimization of completion time (makespan) for a flow shop schedule is equivalent to minimizing the objective function :
where C m,j = is the completion time of job j, 
EXPERIMENTATION
The first sets of Flowshop scheduling benchmark problems are Car Carlier (1978) , Rec Reeves (1995) and Hel Heller (1960) benchmark sets. A total of 31 instances exist, each of varying size and difficulty Ponnambalam et al. (2001) .
Comparison is done with other published heuristics on the same problem instances. Comparison of the DE Clus heuristics is done with the Improved Genetic Algorithm (IGA) and Multiagent Evolutionary Algorithm (MAEA) Hu et al. (2006) and the Hybrid Genetic Algorithm (H-GA) and Othogonal Genetic Algorithm (OGA) of Tseng and Lin (2006) . The results are given in Table 6 .
The results of DE were obtained from Davendra and Onwubolu (2007) . In 11 instances, the optimal value was obtained, and on average the percentage increase was below 1%. Using clustering, DE clus markedly improves all the solutions. This is clearly seen in the large problems sizes of 50 jobs and more. The improvement is clearly in excess of 1.5%. In general comparison with published results, the clustered approach of DE clus is one of the top two performing heuristics. MAEA approach is the best comparative heuristic and in comparison with DE clus , even though MAEA obtains more optimal solutions, DE clus , performs more consistently in large problems.
The second set of benchmark problems is referenced from Taillard (1993) . These sets of problems have been extensively evaluated by Reeves and Yamada (1998) . This benchmark set contains 120 particularly hard instances each of 10 different size, selected from a large number of randomly generated problems.
The results are tabulated as quality solutions with the percentage relative increase in makespan with respect to the upper bound provided by Taillard (1993) . To be specific the formulation is given as:
where H denotes the value of the makespan that is produced by the utilized algorithm and U is the upper bound or the lower bound as computed.
Comparison is done with the results obtained for DE clus with those produced by Particle Swarm Optimization P SO spv and DE with local search DE spv+exchange as in Tasgetiren et al. (2004b) and Tasgetiren et al. (2004a) and compared in Table 7 .
DE clus obtains better results in the instances of (20x5, 20x10, 20x20, 50x5,100x10, 100x20, 200x10) and DE spv+exchange performing best in the remaining (50x10, 50x20, 100x5) instances. The advantage of DE spv+exchange is the fact that it employs local search, whereas DE clus is employing 2-opt local search as given in Onwubolu and Davendra (2009) .
DE with clustering produces better results than DE without clustering, validating the approach of embedding population dynamics.
ANALYSIS AND CONCLUSION
A detailed operational analysis of the heuristic is now presented. A sample program output is presented to illustrate the heuristic behaviour during experimentation. Fig. 5 and Fig. 6 gives the first and final populations mapped on the deviation space. The evident feature of the two plots is that the diversity of the solutions increased over the generations. Another feature is that separate search spaces were explored since the deviation value increased over the generations.
The second controlling parameter of C E , which controls the grouping of the population, is given in Fig. 7 . As seen from 7, there is a general decline of C E within DE clust . This is evident for a major migration of the cluster.
The history of the best solution is presented in Fig. 8 . Clustering improves solution diversity, however the importance of C E can be easily seen when comparing the two plots of C E in Fig. 7 and best solution in Fig. 8 . A correlation is observed between the two plots, since any major activity in C E has a flow on impact to the best individual. The explanation is that once the cluster drifts into new solution spaces, a rapid divergence occurs, which leads to possibly discovery of new optimal solutions.
Once the local space is searched, a different directional search occurs, which generally results in an increase of the value of C E , as observed from the two different plots.
Another unique feature of the experimentation as the fact that approximately 45% of solutions were obtained from the structured population. This validates the approach of utilising a structured initial population alongside a random population. 
