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INTRODUZIONE 
 
 
 
 
 
 
 
 
 
In questo lavoro di tesi è stato studiato l’impatto di un disturbo sull’alimentazione di 
una cella SRAM sul tasso di errori dovuti a particelle ionizzanti (SER). Con lo scaling 
della tecnologia e la conseguente riduzione della tensione di alimentazione, gli effetti di 
questi fenomeni stanno ricoprendo un’importanza sempre maggiore con il progredire 
dei processi tecnologici. 
I problemi dovuti a radiazioni ionizzanti, come ad esempio i soft error causati 
dall’impatto di particelle alfa o neutroni provenienti dai raggi cosmici, rappresentano 
una significativa minaccia, non solo nello spazio, ma anche a livello del suolo per chi si 
occupa di studiare l’affidabilità dei circuiti realizzati in logica CMOS. Le memorie 
SRAM sono particolarmente suscettibili a questo tipo di eventi a causa del basso valore 
di carica critica del circuito stesso.  
Il lavoro è stato suddiviso in tre parti. Nella prima parte di simulazione sono stati presi 
in considerazione due nodi tecnologici diversi a 180 e 90 nm. È stato simulato il 
comportamento di una singola cella di memoria al passaggio di una particella ionizzante 
utilizzando HSPICE. Si è dunque ricavato il valore di carica critica della cella. 
Successivamente si è inserito un disturbo sull’alimentazione della cella stessa e si è 
andati ad osservare le variazioni di carica critica provocate da questo disturbo. Si è 
quindi calcolata la variazione del soft error in presenza del disturbo rispetto al caso non X 
 
disturbato. Nella seconda parte è stata realizzata una memoria completa costituita da 
1024 celle singole realizzate in tecnologia a 90nm con tutti i circuiti periferici e sempre 
utilizzando il simulatore HSPICE si è andati a ripetere lo studio sul tasso d’errore della 
cella inserendo il disturbo sull’alimentazione della memoria. Nella terza parte si è andati 
a simulare l’impatto di una particella sulla circuiteria periferica della memoria, alla 
ricerca di altri nodi sensibili che potessero causare malfunzionamenti. 
Nel primo capitolo verranno introdotti i concetti di evento singolo e raccolta di carica, 
verranno poi spiegati alcuni fenomeni importanti nell’ambiente terrestre per capire la 
problematica in esame . 
Nel secondo capitolo verrà spiegato il funzionamento di una memoria SRAM, e si 
capirà come una radiazione può causare un errore nel dato immagazzinato all’interno 
della cella. Verrà poi presentato un metodo per il calcolo del tasso di errore (SER) che 
sarà utilizzato nel capitolo successivo per analizzare i risultati ottenuti dalle simulazioni. 
Nel terzo capitolo verranno eseguite le simulazioni su una singola cella SRAM in due 
differenti tecnologie costruttive introducendo un disturbo sull’alimentazione. 
Nel quarto capitolo, si è progettata e simulata una memoria costituita da 1024 celle 
SRAM, sono state ripetute le simulazioni introducendo il disturbo sull’alimentazione, e 
infine si è testato l’impatto di una particella su altri nodi della memoria.  
 
  XI 
 XII 
 
    
 
Capitolo1 
 
Effetti da radiazione ionizzante su dispositivi 
MOS 
 
 
 
 
 
 
 
 
1.1 I raggi cosmici (introduzione) 
I raggi cosmici sono particelle energetiche provenienti dallo spazio esterno, alle quali è 
esposta la Terra e qualunque altro corpo celeste, nonché i satelliti e gli astronauti in 
orbita spaziale. La loro natura è molto varia (l'energia cinetica delle particelle dei raggi 
cosmici è distribuita su quattordici ordini di grandezza), così come varia è la loro 
origine: il Sole, le altre stelle, fenomeni energetici come novae e, supernovae, fino ad 
oggetti remoti come i quasar. 
La maggior parte dei raggi cosmici che arrivano sulla Terra vengono fermati   
all'atmosfera, con interazioni che tipicamente producono una cascata di particelle 
secondarie a partire da una singola particella energetica come si può notare in figura 1: 14 
 
 
Figura 1.1: Raggi cosmici nell’atmosfera [1] 
Tali particelle possono arrivare fino alla superficie terrestre con grande energia che gli 
permette di attraversare costruzioni e muri. Un raggio cosmico che arriva a livello del 
suolo potrebbe avere una reazione nucleare con un atomo di silicio nel substrato del 
nostro dispositivo come mostrato in figura: 
 
Figura 1.2: Impatto di un raggio cosmico che provoca una carica di disturbo [1] 
Il nucleo di silicio frammentato può generare un carica di disturbo maggiore di 100fC 
sufficiente per provocare un upset, e quindi un errore,  in tutti i dispostivi moderni (se 
l’impatto avviene nel volume attivo del dispositivo). E’ proprio per evitare queste 
interferenze che molti laboratori di fisica si trovano nel sottosuolo. 
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1.2 Single Event Effect (SEE) 
Gli effetti da evento singolo (SEE) sono fenomeni causati da particelle altamente 
ionizzanti che colpiscono una zona critica di un dispositivo elettronico in un momento 
critico. Questi eventi provocano malfunzionamenti immediati di uno o più transistors 
che possono influenzare l’intero circuito. 
 
1.2.1 Introduzione 
Da quando le dimensioni e le tensioni operative dell’elettronica dei computer si sono 
ridotte per soddisfare la domanda insaziabile dei consumatori di avere una maggiore 
densità, funzionalità, e bassa potenza, la loro sensibilità alle radiazioni è aumentata 
drammaticamente. 
Ci sono una miriade di effetti dovuti alle radiazioni nei dispositivi a semiconduttore che 
variano in grandezza da interruzioni di dati a danni permanenti che vanno da variazioni 
di parametri fino alla completa distruzione del dispositivo.  
Di primaria importanza per le applicazioni terrestri sono gli effetti da evento singolo 
SOFT (SEE) contrapposti ai SEE HARD e ai relativi  effetti da dose/dose rate che sono 
dominanti in ambienti militari e spaziali. Come implica il nome i SEEs sono fallimenti 
nei dispositivi dovuti all’effetto di una singola radiazione.  
Un soft error si verifica quando un evento dovuto alla radiazione è una causa sufficiente 
perché la carica di disturbo faccia invertire lo stato di una cella di memoria, di un 
registro, di un latch, o di un flip flop. L’errore è SOFT perché il circuito o il dispositivo 
non vengono danneggiati in modo permanente dalla radiazione; se nuovi dati vengono 
scritti nei bit, il dispositivo li memorizza correttamente. Il SOFT error è inoltre spesso 
riferito ad un singolo evento di upset SEU. Se l’evento della radiazione è ad alta energia 
più di un singolo bit potrebbe esserne colpito creando un upset multiplo MBU in 
opposizione al più probabile upset singolo SBU. Mentre gli MBUs sono una piccola 
frazione dei totali SEU che vengono osservati, il loro accadere ha implicazioni per 
l’architettura delle memorie nei sistemi che utilizzano la correzione dell’errore. 
Un altro tipo di soft error si verifica quando il bit che è stato capovolto è in un sistema 
critico ad esempio un registro di controllo come quello che si può trovare negli FPGA o 16 
 
nella circuiteria di controllo delle DRAM (dynamic random acces memory), per cui 
l’errore provoca dei malfunzionamenti. Questo tipo di soft error, chiamato singolo 
evento di interrupt (SEFI) ovviamente ha impatto sull’affidabilità del prodotto dal 
momento che ogni SEFI porta alla diretta produzione di un malfunzionamento a 
differenza di un soft error tipico il quale può o non può avere effetto sul risultato finale 
dell’operazione a seconda dell’algoritmo, della sensibilità dei dati…ecc. Gli eventi 
dovuti alle radiazioni che si verificano nella logica combinatoria provocano la 
generazione di un evento singolo transiente (SET), il quale se si propaga e viene chiuso 
in un elemento di memoria  porterà ad un soft error. L’ultimo modo in cui un SEE può 
causare interruzioni dei sistemi elettrici è accendendo il CMOS parassita nei transistor 
bipolari inducendo un latch up. L’unica differenza tra un singolo evento di latch up 
(SEL) e un latch up elettrico è che l’iniezione di corrente che accende l’elemento 
bipolare parassita è fornita dalla radiazione invece che da una sovratensione elettrica. I 
SEL possono inoltre essere debilitanti in quanto sin dalla loro comparsa si richiederà lo 
spegnimento di tutto il chip per rimuovere la condizione, e in alcuni casi possono 
causare un danno permanente se l’alimentazione non viene spenta in tempo. 
 
1.2.2 L’ambiente terrestre 
L’ambiente terrestre è dominato da tre differenti meccanismi che generano (o 
direttamente o come prodotti secondari di reazione) gli ioni energetici  responsabili dei 
soft errors. Questi meccanismi sono legati alle particelle alfa, ai raggi cosmici ad alta 
energia e ai raggi cosmici a bassa energia.  
 L’entità della perturbazione causata dallo ione dipende dal linear energy transfer (LET) 
di quello ione. In un substrato di silicio, una coppia elettrone/lacuna è prodotta per ogni 
3.6 eV di energia persa dallo ione. Il LET dipende dalla massa e dall’energia delle 
particelle e dal materiale in cui stanno viaggiando. Solitamente più il materiale è 
massiccio (più denso di particelle) più il LET sarà elevato. La raccolta di carica 
generalmente avviene nell’intorno di pochi micron dalla giunzione, perciò la carica 
raccolta (Qcoll) per questi eventi varia da 1 a svariati fC in base al tipo di ioni, la sua 
traiettoria e la sua energia attraverso il percorso o vicino alla giunzione. Effetti da radiazione ionizzante su dispositivi MOS                                                       17 
 
 
Ci sono due metodi principali attraverso i quali una radiazione ionizzante rilascia carica 
in un dispositivo a semiconduttore: 
•  Ionizzazione diretta: quando una particella energetica carica attraversa un 
semiconduttore , libera coppie elettrone/lacuna lungo il suo percorso e perde 
energia. Si usa il termine Linear Energy Transfer (LET) per descrivere la perdita 
di energia per unità di lunghezza di una particella che attraversa il materiale. 
Possiamo facilmente riferire il LET di un particella alla carica depositata per 
unità di lunghezza. La ionizzazione diretta è il meccanismo primario di 
deposizione di carica che provoca upset da ioni pesanti, definiamo uno ione 
pesante come uno ione con Z≥2. Particelle leggere come i protoni non 
producono solitamente sufficiente carica per causare un upset nelle memorie per 
ionizzazione diretta. 
•  Ionizzazione indiretta: sebbene la ionizzazione diretta da particelle leggere non 
produca solitamente carica sufficiente per causare un upset questo non significa 
che possiamo ignorare queste particelle. Protoni e neutroni possono entrambi 
produrre significativi tassi di upset a causa di meccanismi indiretti. Quando un 
protone o un neutrone ad alta energia entra nel reticolo di un semiconduttore può 
subire una collisione anelastica con il nucleo colpito. A questo punto si può 
verificare una qualunque reazione nucleare fra cui: collisioni elastiche che 
producono ricombinazione nel silicio, emissione di particelle alpha o gamma, 
ricombinazione di nuclei figli. Queste reazioni possono depositare energia lungo 
il loro percorso attraverso ionizzazione diretta. Visto che queste particelle sono 
molto più pesanti rispetto ai protoni o ai neutroni iniziali, depositano alte densità 
di carica al loro passaggio e pertanto sono in grado di provocare un SEU. 
Quando avviene una reazione nucleare, la carica depositata dalle particelle 
secondarie è la stessa che si ha per ionizzazione diretta da ioni pesanti. 
Nell’ambito dei disturbi dovuti a radiazioni un ruolo importante è svolto dalle 
particelle alfa. 18 
 
Una particella alfa è costituita da 2 neutroni e 2 protoni legati insieme dalla forza 
forte, si tratta quindi di nuclei di 
4He. Le fonti più comuni di particelle alfa sono dal 
238U, 
235U e 
232Th. Queste impurità emettono particelle alfa a specifiche energie 
discrete in un range da 4 a 9 MeV. Quando una particella alfa passa attraverso un 
materiale, perde la sua energia cinetica principalmente attraverso le interazioni con 
gli elettroni di tale materiale e quindi lascia nel suo percorso una traccia di 
ionizzazione. Più alta è l’energia della particella alfa, più lontano viaggerà prima di 
essere fermata dal materiale. La distanza necessaria per fermare una particella alfa è 
sia funzione della sua energia sia delle proprietà del materiale (principalmente la sua 
densità) nel quale sta viaggiando. Nel silicio la distanza per una particella alfa da 10 
Mev è < 100um. Quindi particelle alfa provenienti al di fuori dal dispositivo 
confezionato non sono evidentemente un problema, solo le particelle alfa emesse dai 
materiali del dispositivo e dal package devono essere considerate. Una bassa 
concentrazione d’impurità di uranio e torio è un requisito necessario per avere una 
bassa emissione di particelle alfa, ma non è sufficiente. In situazioni di non 
equilibrio, elevate attività figlie possono essere presenti e aumentare notevolmente il 
tasso di emissione di particelle alfa. Questa situazione è stata evidenziata nel corso 
delle indagini sulle saldature eutettiche nelle quali tutte le impurità erano state 
eliminate ad eccezione del radioattivo 
210Pb che era chimicamente inseparabile dal 
206 
208Pb. Siccome 
210Pb non emette particelle alfa quando decade, le misure iniziali 
di particelle alfa rilevarono che la saldatura emetteva particelle alfa ad un livello 
estremamente basso. A causa del relativamente breve tempo di vita del 
210Pb, 
accadde una ricrescita di particelle emesse dal 
212Po (dal decadimento del 
210Pb→
210Bi → 
210Po) e nel giro di pochi mesi l’emissione di particelle alfa da parte 
della saldatura era 10 volte più alta del valore misurato inizialmente.  Effetti da radiazione ionizzante su dispositivi MOS                                                       19 
 
 
1.2.3 Raccolta di carica: tempistica e dimensioni della traccia 
I meccanismi che agiscono sulla carica depositata dall’impatto di una particella 
energetica sono fondamentalmente tre:  
•  i portatori si muovono per deriva (drift) in risposta ad un campo eletrico presente 
al’interno del dispostivo; 
•  i portatori si muovono per diffusione (diffusion) sotto l’influenza di un gradiente 
di concentrazione di carica all’interno del dispositivo; 
•  i portatori possono annichilarsi per ricombinazione diretta o indiretta 
Quando una particella colpisce un dispositivo microelettronico, le regioni più sensibili 
sono le giunzioni p/n, specialmente se la giunzione è mobile o debolmente guidata.  
 
Figura 1.3 a), b), c) : fase di generazione e raccolta di carica in una giunzione p/n, a sinistra impulso di 
corrente provocato dal passaggio dello ione [2] 
Come mostrato in figura 1.3 alla comparsa dei sintomi di un evento da radiazioni si 
forma, sulla scia del passaggio dello ione energetico, una traccia cilindrica di coppie 
elettrone/lacuna con un raggio submicrometrico e una concentrazione di portatori molto 
elevata (a). Quando la traccia di ionizzazione risultante attraversa o passa vicino alla 
regione di svuotamento, i portatori sono rapidamente raccolti dal campo elettrico creato 
dalla grande corrente/tensione transitoria in quel nodo. Una caratteristica notevole 
dell’evento è la distorsione del potenziale a forma d’imbuto. Quest’imbuto infatti 20 
 
migliora l’efficienza della raccolta di deriva (delle cariche) estendendo l’alto campo 
della regione di svuotamento in profondità nel substrato. La dimensione dell’imbuto è 
funzione del drogaggio del substrato (la distorsione dell’imbuto aumenta se diminuisce 
il drogaggio del substrato) (b) . Questa tempestiva fase di raccolta si completa in pochi 
nanosecondi ed è seguita da una fase in cui la diffusione inizia a diventare il processo di 
raccolta dominante (c). Ulteriori cariche vengono raccolte quali elettroni che diffondono 
nella regione di svuotamento su un arco di tempo più lungo (centinaia di nanosecondi) 
fino a quando tutti i portatori in eccesso non sono stati raccolti, ricombinati, o diffusi 
lontano dall’area di giunzione. Il corrispondente impulso di corrente risultante da queste 
tre fasi è mostrato in figura 1.3. In generale, più l’evento avviene lontano dalla 
giunzione, più piccola sarà la quantità di carica che verrà raccolta e sarà meno probabile 
che quell’evento provochi un soft error. In realtà nei circuiti, un nodo non mai isolato 
perché fa parte di un complesso “mare di nodi” in prossimità di un altro (mare di nodi), 
quindi lo scambio di carica tra i nodi e l’azione dei transistor bipolari parassiti possono 
influenzare notevolmente la quantità di carica raccolta e la dimensione/posizione del 
picco di tensione/corrente nel circuito.  
La grandezza della carica raccolta Qcoll dipende da una complessa combinazione di 
fattori che comprendono le dimensioni del componente, la polarizzazione dei diversi 
nodi del circuito, la struttura del substrato, il drogaggio del dispositivo, il tipo di ione, la 
sua energia, la sua traiettoria, la posizione iniziale dell’evento all’interno del 
dispositivo, e lo stato del dispositivo. Comunque, Qcoll rappresenta solo metà del 
fenomeno, in quanto dev’essere presa in considerazione la sensibilità del dispositivo a 
questo eccesso di carica. La sensibilità è definita principalmente dalla capacità del nodo, 
dalla tensione operativa, e dalla forza dei transistor di feedback, l’insieme di tutte da la 
quantità di carica o carica critica (Qcrit) richiesta per portare un cambiamento nello stato 
dei dati. La risposta del dispositivo all’iniezione di carica è dinamica e dipende dalla 
grandezza e dalle caratteristiche temporali dell’impulso, e perciò Qcrit non è costante ma 
dipende dalle caratteristiche dell’impulso della radiazione e dalla risposta dinamica del 
circuito stesso, rendendo l’effetto estremamente difficile da modellare. Per una 
giunzione semplice e isolata un soft error potrebbe essere indotto quando un evento Effetti da radiazione ionizzante su dispositivi MOS                                                       21 
 
 
dovuto alla radiazione accade vicino ad un nodo sensibile tale che Qcoll > Qcrit. 
Viceversa se l’evento si traduce in una Qcoll < Qcrit, allora il circuito sopravvivrebbe 
all’evento e non accadrebbe nessun soft error. Nelle SRAM o in altri circuiti logici in 
cui vi è una retroazione attiva, vi è un ulteriore termine per comprendere la velocità con 
la quale il circuito può reagire, basse velocità consentono più tempo al circuito di 
retroazione per ripristinare il nodo con il valore danneggiato/corrotto e così riducono la 
probabilità di avere soft error. Quest’ulteriore termine tende ad aumentare l’effettiva 
Qcrit. Andiamo ora ad esaminare in dettaglio proprio le SRAM. 
  22 
 
   
 
 
Capitolo 2  
 
Static Random Access Memory (SRAM)  
 
 
 
 
 
 
 
 
 
 
 
2.1 Memorie RAM statiche 
Le memorie a semiconduttore hanno diversi formati e strutture. Il tipo di memoria che 
meglio si presta ad una data applicazione dipende da fattori quali la dimensione, il 
tempo di accesso all’informazione, il tipo di accesso, l’applicazione stessa e i requisiti 
del sistema complessivo. 
L’SRAM ossia Static Random Acces Memory, è una memoria statica ad accesso 
casuale, cioè ogni cella può essere letta/scritta in ordine casuale. La memorizzazione 
delle informazioni in una memoria RAM è basata sul principio della retroazione 
positiva o sulla carica di una capacità. 
La struttura generale di una singola cella di memoria SRAM è disegnata nella figura 
2.1: 24 
 
 
Figura 2.1: schema circuitale di una memoria SRAM [3] 
 
Questa cella utilizza 6 transistor mosfet, 4 di tipo n e 2  di tipo p, come si può notare 
dallo schema la cella è composta da due inverter CMOS collegati fra loro con 
retroazione positiva. L’accesso alla cella è consentito dalle wordline (WL) che pilotano 
i due pass transistor (M5, M6) condivisi sia dalla lettura che dalla scrittura. Una 
differenza rispetto alle celle NOR è che sono richieste due bitline  per ogni cella che 
forniscono sia il valore logico memorizzato nella cella sia il suo negato. L’impiego di 
due bitline permette di migliorare la robustezza e i margini di rumore della cella durante 
le operazioni di lettura e scrittura. La cella SRAM deve avere dimensioni più piccole 
possibile per poter raggiungere la massima densità d’integrazione. Tuttavia, per ottenere 
un funzionamento affidabile, è necessario rispettare alcuni vincoli. Il circuito infatti è 
detto a rapporto, cioè devo dimensionare in modo opportuno i transistor per fare in 
modo che interagiscano correttamente. 
Nelle memorie SRAM, l’operazione di lettura inizia dopo la precarica delle bitline al 
valore logico alto. Supponendo che la cella memorizzi il bit “1”, il ciclo di lettura inizia 
quando la WL viene portata al valore logico 1 abilitando così i due pass transistor (M5 e M
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In modo simile il processo di scrittura si esegue con questi passi: per scrivere ad 
esempio uno “0”  bisogna porre la BL a “0” mentre la BL negata a “1” e 
successivamente si da l’impulso alle WL.  
 
Figura 2.3: modello di una cella SRAM durante l’operazione di scrittura di uno 0 [3] 
 
In questo caso la tensione al nodo Q non può salire al punto tale da scrivere un “1” nella 
cella nel lato della BL negata e far commutare il latch, perché questo è impedito dal 
limite che ho imposto precedentemente per garantire una lettura corretta. Quindi il 
nuovo valore dev’essere scritto nella cella attraverso il pass transistor M6.  Si raggiunge 
questa condizione con buon margine utilizzando un fattore di forma  minimo sia per il 
transistor M4 che per M6.  
Analizzando il comportamento dinamico della cella ci si rende conto di come 
l’operazione critica sia la lettura. Essa richiede di caricare o scaricare l’elevata capacità 
delle bitline attraverso la serie dei due transistor molto piccoli della cella selezionata. Il 
tempo di scrittura è dominato dal tempo di propagazione lungo la coppia di invertitori 
retro azionati, dato che i circuiti che pilotano le due bitline possono essere realizzati 
anche con dimensioni abbastanza grandi. Per accelerare i tempi di lettura , le memorie 
SRAM fanno uso del sense amplifier. Memorie a semiconduttore SRAM                                                                                 27 
 
 
Il sense amplifier viene attivato quando la differenza di potenziale tra BL e BL negata 
raggiunge un valore critico, scaricando una delle due bitline.  
La cella SRAM a sei transistor che abbiamo appena esaminato è semplice ed affidabile, 
ma è caratterizzata da un notevole impiego di area. Oltre ai dispositivi necessita di 
numerose interconnessioni per le due bitline, la worline, l’alimentazione e la massa.  
 
2.2 Single event effect nelle SRAM 
2.2.1 Introduzione 
Il primo report completo riguardante gli effetti dei raggi cosmici terrestri 
sull’affidabilità dei computer è stato presentato nel 1984 dall’IBM. Ma già nel 1975 
Durante la conferenza NSREC Binder et al [4] aveva presentato un report riguardante i 
SEU provocati dai raggi cosmici nello spazio. Con lo scaling tecnologico infatti molti 
problemi che prima si avevano solo in ambiente spaziale sono diventati attuali anche per 
l’elettronica di consumo a livello del suolo. 
 
Figura 2.4: cambiamenti nel SER di SRAM al passare degli anni [1] 
 
In figura è riportata la tendenza del SER per tre diverse generazioni di SRAM. Come si 
può notare la SRAM del 1987 presenta una probabilità di guasto (la probabilità di 28 
 
guasto è espressa come failure cross section e dev’essere integrata con il flusso dei 
neutroni terrestri a livello del mare per ottenere il SER) che varia di diversi ordini di 
grandezza nel range di energia dei neutroni fra 10 e 1000 MeV. Quando questa failure 
cross-section viene integrata con il flusso dei neutroni incidenti si può calcolare 
l’energia media per un upset indotto dal neutrone. Per la SRAM del 1987 quest’energia 
era di circa 700MeV. 
Nel corso di 13 anni la failure cross-section è cambiata radicalmente ed è diventata circa 
costante indipendentemente dall’energia dei neutroni. La sensibilità verso i neutroni ad 
alta energia è calata moltissimo circa di 100 volte, mentre la sensibilità verso i neutroni 
a bassa energia è aumentata di circa 10 volte. Di conseguenza l’energia media per 
causare un upset è scesa a 80 MeV. Questo calo di energia ha serie implicazioni nella 
modellizzazione in quanto i neutroni di questa energia arrivano dalle frequenti ultime 
collisioni delle cascate di raggi cosmici che possono avvenire anche all’interno degli 
edifici colpendo l’elettronica domestica. 
Le memorie SRAM sono state usate come riferimento per valutare la sensibilità ai SEE 
di un nodo tecnologico perché presentano una serie di vantaggi rispetto a tutti gli altri 
circuiti che potrebbero essere considerati. Per prima cosa sono i più semplici latch da 
fabbricare in tecnologia CMOS standard e non necessitano di processi litografici 
dedicati come ad esempio le memorie FLASH. Sono ampliamente usate in tutti i circuiti 
e la dimensione della cella scala con la legge di Moore. Inoltre, le memorie sono più 
semplici da testare rispetto ai circuiti logici (DSP), perché non si ha (quasi bisogno) del 
supporto del produttore per fare i test come invece succede per i processori. Memorie a semiconduttore SRAM                                                                                 29 
 
 
2.2.2 Single Event Upset (SEU) nella cella SRAM 
 
Figura 2.5: schema circuitale di una cella SRAM a 6 transistor [5] 
 
Il processo che provoca un upset nelle SRAM è abbastanza diverso da quello delle 
DRAM, e questo è dovuto alla retroazione attiva fornita dalla coppia d’inverter. Quando 
una particella energetica colpisce una zona sensibile della SRAM (tipicamente la 
giunzione del drain polarizzata inversamente di un transistor nello stato off come il T1 
della figura), la carica raccolta dalla giunzione provoca un transitorio di corrente nel 
transistor colpito. Dato che questo flusso di corrente scorre attraverso il transistor 
colpito, il transistor (p-mos T2) cerca di bilanciare la corrente indotta dalla particella. La 
corrente che scorre nel transistor di ripristino, dovuta alla finita conduttanza del canale, 
induce un abbassamento di tensione al suo drain (nodo A). Il drain di T2 è inoltre 
connesso ai gate dei transistor T3 e T4. Se la corrente indotta è sufficiente ad abbassare 
la tensione al drain del transistor di ripristino al di sotto della soglia di tensione, gli stati 
logici di T3 e T4 saranno invertiti. Ciò costringerà la tensione del nodo B a passare a 
Vdd (era a zero prima dell’impatto della particella) commutando T1 e T2 e cambiando 
lo stato della cella. 
La tensione transitoria che nasce in risposta al singolo evento transitorio di corrente è il 
meccanismo che può causare gli upset nelle celle SRAM. Il transitorio di tensione è 30 
 
simile ad un impulso di scrittura e può far si che lo stato sbagliato venga immagazzinato 
nella memoria. La concorrenza tra il processo di retroazione e il processo di recupero 
governano la risposta al SEU della cella di memoria SRAM. Se la corrente di recupero 
proveniente dal transistor di ripristino è più veloce rispetto alla retroazione, il circuito 
non cambierà stato, altrimenti il transitorio di corrente indotto rimarrà presente.  
Particelle incidenti ben al di sotto della soglia necessaria ad un upset sono spesso 
sufficientemente ionizzate per indurre un flip momentaneo di tensione al nodo colpito 
della SRAM. Anche le particelle con LET ben al di sotto della soglia necessaria ad un 
upset provocano un transitorio di tensione significativo nel drain del transistor colpito. 
Il verificarsi o meno di un SEU dipende da ciò che accade più velocemente: la 
retroazione di tensione transitoria attraverso l’inverter opposto, oppure il recupero della 
tensione del nodo colpito che spegne la corrente dovuta al singolo evento. La deriva 
(che include l’effetto funneling) è responsabile per il rapido flip iniziale della cella, 
mentre a lungo termine la raccolta di carica dovuta alla diffusione prolunga il processo 
di recupero; entrambi i meccanismi sono critici per il processo di upset. Il tempo di 
recupero di una cella SRAM colpita da una particella dipende da molti fattori, quali il 
LET della particella, il punto d’impatto, ecc… Dal punto di vista della tecnologia, il 
tempo di recupero dipende dalla corrente guidata dal transistor di ripristino e dal tempo 
di vita dei portatori minoritari nel substrato. Il tempo di retroazione della cella è 
semplicemente il tempo necessario alla tensione del nodo disturbato per retro azionare il 
cross couplet inverter e far scattare il dispositivo colpito nel suo stato disturbato.  
Questo tempo è legato al tempo necessario per la scrittura nella cella e nella forma più 
semplice può essere pensato come il ritardo dovuto alla rete RC nella coppia d’inverter. 
Questa costante di tempo RC è pertanto il parametro critico per la determinazione della 
sensibilità della SRAM verso i SEU: minore è il ritardo, più rapidamente la cella sarà in 
grado di rispondere al transitorio di tensione (compresi gli impulsi di scrittura) e più 
sarà sensibile ai SEU.  
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Risulta importante considerare anche l’impatto dello sviluppo tecnologico sul tasso di 
soft error. I parametri principali che influenzano la sensibilità della cella includono 
lunghezza di canale, area di drain e gate e tensione di alimentazione. Considerando tutti 
i parametri, l’andamento generale porta ad un incremento della vulnerabilità alle 
radiazioni ionizzanti, per ogni nuovo nodo tecnologico. In figura 2.6 è riportato 
l’andamento del LET di soglia ricavato con simulazioni e con misure sperimentali per 
SRAM Sandia [6]. 
 
Figura 2.6: andamento del LET di soglia rispetto al nodo tenologico [6] 
 
Con la diminuzione dell’area del dispositivo, si ottiene una diminuzione del valore delle 
capacità di drain e di gate, rendendo il dispositivo più veloce e di conseguenza più 
sensibile alle radiazioni ionizzanti. Raramente lo scaling tecnologico si manifesta in un 
semplice restringimento della minima geometria realizzabile con il processo litografico. 
Cambiamenti concomitanti in materiali, design, e topologie di circuiti accompagnano 
ogni passaggio da un nodo tecnologico all’altro. Quindi i progressi tecnologici futuri 
impatteranno sul tasso di errore dovuto ad eventi singoli in una ampia varietà di livelli 
quali, nuove particelle emesse dai materiali utilizzati, margini di rumore ridotti dovuti 
allo scaling, aumento della velocità dei circuiti, aumento della probabilità di errori 32 
 
dovuto all’aumento costante della densità di informazioni immagazzinate. È a causa di 
questo stato di incertezza che la vulnerabilità ai soft error continuerà ad essere un 
problema significativo nel campo dell’affidabilità dei dispositivi. 
 
2.3 CALCOLO DEL TASSO D’ERRORE SER 
E’ proposta un’ espressione analitica per la stima della sensibilità del tasso d’errore 
(SER) di circuiti progettati in tecnologia CMOS sub micrometrica [7]. Il SER è il tasso 
al quale un dispositivo o un sistema incontra o si prevede incontrerà Soft Error. È in 
genere espresso in FIT ossia numero di fallimenti nel tempo.  
 
2.3.1  Introduzione 
Il modo più diretto per determinare il SER di un circuito integrato è misurarlo. Tuttavia 
il test per il SER è costoso è può essere eseguito solo dopo che alcuni campioni sono 
stati fabbricati. Un approccio alternativo è quello di stimare la sensibilità del SER di un 
circuito mediante la simulazione. Simulatori dei processi e dei dispostivi sono molto 
utili per studiare i meccanismi che portano ai soft error. Tuttavia essi sono meno adatti 
per studi quantitativi sul SER. Simulatori del circuito come ad esempio SPICE possono 
essere utilizzati in modo efficiente per calcolare la carica critica di un circuito, ossia la 
quantità minima di carica necessaria per provocare un soft error. La netlist spesso 
include componenti parassiti che sono a disposizione del progettista per indagare sulle 
proprietà elettriche del circuito. Simulazioni nella carica critica richiedono solo piccole 
modifiche alla netlist.  
Conoscere la carica critica di un circuito però non è sufficiente per determinare la 
sensibilità ai soft error. Dev’essere stabilità anche la quantità di carica depositata nel 
nodo del circuito che raccoglie le particelle dopo l’impatto. In linea di principio questa 
viene chiamato efficienza di raccolta di carica e può essere calcolata con simulazioni 3D 
del dispositivo. Ma è estremamente difficile ottenere risultati accurati all’interno di un 
importo accettabile di tempo, le simulazioni del dispositivo sono molto stressanti in 
termini di tempo per la CPU e i calcoli devono essere eseguiti per particelle a diverse 
energie, punti d’impatto, e angoli d’incidenza.  Memorie a semiconduttore SRAM                                                                                 33 
 
 
Fortunatamente, l’efficienza di raccolta dipende principalmente dall’architettura dei 
transistor ed è perciò, secondo un analisi del primo ordine, la stessa per circuiti diversi 
costruiti con la stessa tecnologia. 
Di seguito si propone un metodo per la costruzione di un modello analitico in cui 
l’efficienza di raccolta di carica è inclusa implicitamente legando fra loro dati 
sperimentali sul SER con simulazioni di carica critica per un certo processo tecnologico. 
Quest’approccio fornisce al progettista del circuito uno strumento veloce e 
sufficientemente accurato per stimare la probabilità che un circuito sia soggetto ad un 
soft error. 
 
2.3.2  Teoria 
Nel presente lavoro studiamo il SER (soft error rate) di circuiti, come le celle SRAM, i 
flip flop, e le porte combinatorie. Sono considerate solo le condizioni statiche, sono 
assunti valori costanti per i dati e i segnali di clock. In generale, il SER del circuito è 
determinato attraverso i valori del segnale dei dati e d’ingresso del clock, lo stato logico 
(nel caso di circuiti sequenziali), la tensione di alimentazione, e da fattori esterni come 
la temperatura. L’insieme combinato di valori per tutti questi parametri è definito come 
lo stato del circuito. 
Il SER di un circuito per un determinato stato j e per uno specifico tipo di radiazione 
può essere espresso come: 
 
Dove  φrad denota il flusso della radiazione osservata dal circuito e sigma σj
circ è la 
sezione d’urto totale del circuito, cioè la probabilità che una particella di radiazione che 
colpisce il circuito provochi  un soft error. In generale, più nodi contribuiscono al SER 
totale del circuito, ogni nodo n ha la sua sezione d’urto nodale σj
n : 
 34 
 
In linea di principio la sezione d’urto nodale σj
n dipende dallo stato j del circuito. Si noti 
che σj
n  non può essere determinata sperimentalmente. Solo la sezione d’urto totale del 
circuito σj
circ può essere misurata. In seguito sono considerati i dati del SER per SRAM 
e celle flip-flop. In queste celle solo un singolo nodo n’ contribuisce alla sezione d’urto 
del circuito per un dato stato j’ (supponendo che gli errori soft siano causati solo da 
glitch/anomalie, si veda l’ipotesi 1 in basso), il SER misurato può essere direttamente 
legato alla sezione d’urto nodale 
 
La carica critica Qcirc
n,j  per il nodo n di un circuito nello stato j è la minima quantità di 
carica che il nodo deve raccogliere per provocare un upset nel circuito [8]. Nel seguente 
lavoro la carica critica è stata calcolata con l’aiuto di un simulatore circuitale SPICE. La 
seguente espressione è stata usata per modellare l’impulso di corrente che è indotto 
dalla raccolta di carica dopo l’impatto della particella [9]: 
 
 
Dove τ caratterizza la larghezza dell’impulso di corrente e Qtot indica la quantità totale 
di carica raccolta. Nelle simulazioni del circuito l’impulso di corrente è modellato con 
un generatore di corrente che è collegato tra il nodo sotto indagine e il substrato. Per un 
dato valore di τ , Qcirc
n,j   è definita come il più piccolo valore di Qtot per il quale 
l’impulso di corrente risultante dalla raccolta di carica porta ad un soft error [10]. La 
sezione d’urto nodale σj
n  è collegata a Qcirc
n,j  nel seguente modo: 
 
Dove fcoll è la funzione densità di probabilità della raccolta di una certa carica Q. Memorie a semiconduttore SRAM                                                                                 35 
 
 
Nella costruzione del modello di analisi, sono state fatte le seguenti semplificazioni. 
1.  Solo impulsi di corrente dovuti agli elettroni raccolti sono in grado di provocare 
soft error, impulsi di corrente dovuti a lacune possono essere trascurati. Gli 
impulsi di elettroni possono verificarsi nel drain di un transistor NMOS nello 
stato OFF e il risultato è un glitch verso il basso nella tensione del nodo. Impulsi 
dovuti alle lacune si verificano nei drain dei transistor PMOS spenti e provocano 
un glitch verso l’alto di tensione. L’assunzione è ragionevole perché la mobilità 
delle lacune è approssimativamente 3 ordini di grandezza più bassa di quella 
degli elettroni. Inoltre la carica è condivisa tra il drain del diodo PMOS e il 
diodo N-well [11]. Il risultato è una più bassa efficienza di raccolta di carica per 
il transistor PMOS. Quest’assunzione facilita la costruzione del modello, perché 
ogni valore del SER corrisponde ad una singola carica critica per il nodo. 
2.  La sezione d’urto nodale σj
n  dipende linearmente dall’area Adiff
n che è sensibile 
agli urti delle particelle Adiff
n  è definita come la somma delle aree di diffusione 
collegate al nodo n che funzionano come il drain di un transistor NMOS nello 
stato OFF. Quest’ipotesi è stata verificata sperimentalmente [11], e implica che 
la probabilità di un upset sia legata linearmente alla probabilità che la radiazione 
di una particella colpisca la zona sensibile. Si presume che l’esatta posizione 
dell’impatto all’interno dell’area sensibile non influisca sulla probabilità di 
upset. 
3.  La sezione d’urto nodale σj
n   dipende esponenzialmente dalla carica critica 
Qcirc
n,j   del nodo n per lo stato j. Questa relazione esponenziale è stata osservata 
in molti studi sperimentali ed è spesso usata per la modellizzazione del SER, 
vedi ad esempio [12]. Tuttavia ci si deve rendere conto che è 
un’approssimazione [8]. La funzione densità di probabilità fcoll per la raccolta di 
un certo ammontare di carica non è conosciuta esplicitamente.  Perché è la 
media delle energie di molte particelle, luoghi d’impatto, e angoli d’incidenza, è 
ragionevole supporre che fcoll sia una funzione di distribuzione normale. Quindi 
segue dall’equazione (5) che l’espressione per σj
n  ha la forma della funzione 
d’errore complementare. Tuttavia, una funzione esponenziale è molto più 36 
 
conveniente, in quanto allora il modello può essere costruito con una procedura 
linear leastsquares.  
4.  L’efficienza di raccolta di carica è la stessa per diversi circuito CMOS che sono 
stati fabbricati con lo stesso processo tecnologico. Questo è d’accordo con [12], 
in cui la funzione probabilità di raccolta di carica penv è stata utilizzata. Anche 
Seifert e collaboratori hanno applicato una funzione di probabilità indipendente 
dal circuito (Q) [13,14]. Naturalmente, l’efficienza di raccolta (globale) dipende 
dal tipo di radiazione, e quindi si differenzia il SER dovuto a particelle alfa e 
quello dovuto alle radiazioni dei neutroni. Quest’ipotesi permette di applicare il 
modello a circuiti progettati nella stessa tecnologia di processo.  
5.  In accordo con [13,14] si assume che la tensione di alimentazione VDD non 
influisca l’efficienza della raccolta di carica. Il SER è influenzato dalla VDD solo 
attraverso la carica critica Qcirc
n,j  . l’effetto della VDD sull’ammontare della 
carica raccolta per deriva (dovuta ai campi elettrici nella regione di 
svuotamento) come osservato in [12] è trascurato. Questa assunzione facilita la 
costruzione del modello.  
6.  Qcirc
n,j  in generale non è costante ma dipende dalla larghezza degli impulsi di 
corrente generati [12]. In questo lavoro abbiamo scelto un valore fissato della 
larghezza dell’impulso τ in cui tutte le cariche critiche sono calcolate. A causa 
delle ipotesi 1 e 6 solo un singolo valore di carica critica per nodo del circuito 
dev’essere calcolato al fine di determinare il SER del circuito per un determinato 
stato, utilizzando il modello analitico. 
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2.3.3  Costruzione del modello 
Nel nostro modello la sezione d’errore del nodo n per lo stato j è data dalla seguente 
espressione: 
 
I parametri del modello κ e η sono determinati dall’adattamento della funzione modello 
dell’equazione (6) ad un insieme di dati sul SER sperimentali e sulla carica critica. Κ 
indica un fattore di scala globale η è una misura per l’efficienza di raccolta di carica per 
un dato tipo di radiazione e un dato processo tecnologico. Combinando le equazioni (1), 
(2) e (6) ricaviamo il SER del circuito: 
 
È facile verificare che il modello dato dall’eq. (6) corrisponde ad una funzione 
esponenziale per la probabilità della raccolta di carica, cf. eq. (5), 
 
 
 
Il parametro di raccolta di carica η è una misura per l’efficienza di raccolta di carica per 
un dato tipo di radiazione e un dato processo tecnologico. Non conoscendo il valore 
esatto del parametro di raccolta di carica η in quanto per poterlo calcolare esattamente 
servirebbero dei parametri tecnologici che non sono in nostro possesso, si è scelto di 
eseguire i calcoli con tre diversi valori di η, 8 9 e 10. Il valore di raccolta di carica per 
una cella che subisce l’impatto di particelle alfa come nel nostro caso sperimentalmente 
è stato calcolato che η ha un valore medio di 9.4fC pertanto nel nostro lavoro si è scelto 
di eseguire i calcoli con tre valori di η vicini a quello misurato sperimentalmente in [7]. 38 
 
Lo scopo della tesi è verificare come varia il SER in presenza di un disturbo, pertanto 
non è importante calcolare il valore esatto del SER per una certa carica critica misurata, 
ma è sufficiente vederne la variazione. Pertanto è stato calcolato il rapporto tra il SER 
della memoria in assenza del disturbo e quello con la memoria disturbata. Partendo 
dalla (7) sono state effettuate le corrette semplificazioni per il nostro caso e si è ricavata 
la seguente relazione: 
 
                  
        
  
                 ⁄
            ⁄  
 
Questa relazione è stata utilizzata per valutare l’effetto dei disturbi sul SER nei diversi 
casi che verranno simulati nel capitolo seguente, e ci permette di capire come il disturbo 
da noi iniettato agisca nei confronti del SER della memoria. 
  
 
 
Capitolo 3 
 
Simulazione della cella SRAM con HSPICE 
 
 
 
 
 
 
 
 
La prima parte del lavoro che è stato svolto studia l’impatto dei disturbi 
sull’alimentazione sul soft error di una cella di memoria SRAM utilizzando il 
simulatore SPICE. Inizialmente si è misurata la carica critica della cella in assenza di 
disturbi sull’alimentazione, successivamente si sono introdotti alcuni disturbi e si è visto 
come variava la carica critica e quindi il soft error della memoria (utilizzando la 
relazione ricavata nel capitolo precedente). 
 
3.1 Il simulatore circuitale HSPICE 
La simulazione circuitale rappresenta una branca dell'elettrotecnica che si occupa dello 
studio di circuiti elettrici per mezzo di modelli matematici. Nella sua accezione più 
comune, essa prevede l'implementazione dei modelli matematici dei circuiti per mezzo 
di software dedicato o generico. In tale contesto un simulatore circuitale è un 
programma per calcolatore che analizza la descrizione di un circuito e ne calcola il 
funzionamento in varie situazioni. 
La simulazione circuitale è essenziale per la progettazione di circuiti, in particolare se di 
dimensioni medie o grandi. Per mezzo degli strumenti di simulazione circuitale, infatti, 40 
 
è possibile progettare un circuito elettrico limitando al minimo indispensabile la 
realizzazione di prototipi. 
Le varie fasi in cui è suddiviso il ciclo di progettazione di un circuito elettronico, sia 
integrato che a componenti discreti, vengono eseguite in misura sempre maggiore con 
l'ausilio del calcolatore. La simulazione circuitale, in particolare, è diventata uno 
strumento potente e flessibile a supplemento delle tecniche tradizionali di progetto. 
Disporre di un simulatore circuitale è per molti versi come disporre di un banco di prova 
senza la necessità di avere il circuito già fabbricato. Al simulatore basta una qualche 
forma di descrizione del circuito: sostanzialmente, un elenco dei componenti e del modo 
in cui sono connessi. Di ciascun componente il simulatore possiede un modello, sotto 
forma di un insieme di equazioni, che ne descrive il comportamento elettrico in 
funzione della tensione ai terminali. Applicando le leggi delle reti elettriche è possibile 
trasformare il circuito in un sistema di equazioni lineari o non lineari, a seconda del tipo 
di analisi richiesta e dei componenti presenti nel circuito. A questo punto la soluzione 
del circuito è trasformata in un problema standard di calcolo numerico. 
Ci sono vari tipi di analisi che possono essere richieste ad un simulatore circuitale, 
molte delle quali analoghe a quelle che è possibile effettuare in laboratorio: 
caratteristiche di trasferimento in corrente continua, analisi nel dominio del tempo, 
analisi per piccoli segnali nel dominio della frequenza, analisi del rumore, analisi della 
distorsione. Il simulatore però, proprio grazie al fatto che lavora su un modello 
matematico del circuito, può anche fornire informazioni che è difficile o impossibile 
ottenere in laboratorio: informazioni interne, cioè relative a zone del circuito non 
accessibili alla misurazione, analisi statistiche o di sensitività, simulazione del circuito 
in condizioni di lavoro difficilmente riproducibili in laboratorio. In uscita tipicamente si 
ottiene il valore del potenziale in ogni nodo del circuito in funzione del tempo, della 
frequenza o, in generale, della variabile che caratterizza il tipo di analisi richiesta. Dal 
potenziale ai nodi, attraverso i modelli matematici dei componenti, si ricavano le 
correnti ai terminali di questi ultimi. Ulteriori informazioni dipendono dal tipo di analisi 
richiesta. Simulazione della cella SRAM con HSPICE                                                                 41 
 
 
Il simulatore circuitale oggi senz'altro più diffuso è SPICE (Simulation Program with 
Integrated Circuit Emphasis). SPICE deriva da un programma sviluppato da un gruppo 
di studenti durante un corso di simulazione circuitale all'Università di Berkeley tra il 
1969 e il 1970. Per ogni dispositivo SPICE possiede più di un modello, con un numero 
di parametri che varia approssimativamente da 30 a 50. Tuttavia bisogna tenere presente 
che solo una piccola frazione del numero totale di parametri che caratterizzano il 
modello di un dato dispositivo sono modificabili dal progettista una volta che è stata 
decisa la tecnologia con cui verrà realizzato il circuito. I rimanenti parametri di solito 
sono caratteristici della tecnologia di fabbricazione. 
Il contesto in cui è nato ed è stato sviluppato SPICE, coincide con l'introduzione e la 
diffusione del MOSFET come dispositivo base per i circuiti ad alta densità di 
integrazione. L'enorme interesse creatosi intorno a questo dispositivo, la sua rapida 
evoluzione e la difficoltà di risolvere analiticamente in modo generale le equazioni che 
descrivono il trasporto di carica e il campo elettrico in due dimensioni, ha favorito lo 
sviluppo di un vasto numero di modelli caratterizzati da diversi limiti di validità e 
applicabilità. 
Il primo passo è ovviamente la definizione del circuito, che viene fatta attraverso un file 
di input scritto con un editor ASCII, che contiene informazioni sulla struttura del 
circuito e dei suoi componenti, e sull'analisi da eseguire su di esso. In pratica molte 
versioni di SPICE, e in particolare PSPICE della MicroSim, contengono 
un'applicazione, detta Schematics, in cui è possibile disegnare direttamente il circuito e 
ottenere la creazione del file di testo in maniera automatica. Schematics crea anche la 
Netlist, che è un elenco dei componenti presenti nel circuito, delle loro proprietà e dei 
nodi cui sono collegati.  
Prima di procedere si deve notare che esistono dei vincoli sul modo in cui i componenti 
possono essere connessi per formare un circuito corretto dal punto di vista SPICE. Per 
prima cosa un circuito deve sempre avere un nodo di massa (GND), cui deve essere 
connesso ogni altro nodo da almeno un cammino DC. Non possono essere connessi in 
parallelo due generatori di tensione senza resistenza serie, o in serie due generatori di 
corrente senza resistenza in parallelo. Il circuito può essere completato andando ad 42 
 
evidenziare quali sono le grandezze (V o I) di cui interessa ottenere la simulazione e i 
nodi cui sono riferite (ciò è fatto attraverso i cosiddetti marker).  
A partire dal file di testo il programma esegue la simulazione e crea un file di output, 
contente le informazioni dell'analisi. Si può ottenere la visualizzazione diretta dei 
risultati della simulazione attraverso l'applicazione Probe, che riporta in forma grafica le 
grandezze di interesse o un'espressione matematica tra le grandezze presenti nel 
circuito. 
Come già detto precedentemente esistono svariate versioni commerciale di SPICE, in 
questo lavoro di tesi si è utilizzato HSPICE della synopsys versione 2003.09-SP1 v1 Simulazione della cella SRAM con HSPICE                                                                 43 
 
 
3.2 Definizione del circuito 
In HSPICE la struttura del circuito viene creata inserendo componente per componente, 
si individua così in modo univoco ogni nodo che può essere identificato da un numero 
intero o, solo in alcune versioni di SPICE, da una stringa. 
Il circuito realizzato per simulare la cella SRAM è formato da sei transistor, quattro 
realizzano la coppia di inverter in retroazione, mentre gli altri due realizzano i pass 
transistor per abilitare le bitline. In questa prima parte non sono stati simulati i circuiti 
periferici che verranno analizzati nel capitolo successivo dove verrà implementata una 
memoria completa. Complessivamente le tipologie di cella simulate sono due, e 
differiscono per le dimensioni dei transistor. Si sono utilizzati i nodi tecnologici a 90 nm 
e 180 nm. Di seguito si riporta il file di input utilizzato dal simulatore che può essere 
creato con un qualsiasi editor ASCII (ad esempio notepad in windows), una volta 
terminata la creazione del file è sufficiente cambiarne l’estensione in .sp ed il file è 
pronto per essere letto e interpretato da HSPICE: 
 
* cella SRAM  90 nm 
 
* definizione dei parametri globali 
.PARAM Lmin = 0.09u Wmin = 0.135u 
.PARAM vdd = 1.2 
.PARAM pw = 0.05n 
.PARAM Qcrit = 1,1298f 
.PARAM f = '3/90' 
 
* definizione del circuito: 
 
* 4 transistor del latch 
Mn1 Q nQ 0 0 nmos L='Lmin' W='Wmin' 
Mp1 Q nQ vdd vdd pmos L='Lmin' W='Wmin' 
 
Mn2 nQ Q 0 0 nmos L='Lmin' W='Wmin' 
Mp2 nQ Q vdd vdd pmos L='Lmin' W='Wmin' 
 
* 2 transistor di accesso 
Mn3 Q WL QS 0 nmos L=0.1125u W='Wmin' 
Mn4 nQ WL nQS 0 nmos L=0.1125u W='Wmin' 
 
Vdd   vdd   0   vdd 44 
 
 
*simulazione scrittura della cella: 
 
Vbl   QS   0 PULSE 0 Vdd .01n .1n .1n 0.4n 1n 
Vnbl   nQS   0 PULSE Vdd 0 .01n .1n .1n 0.4n 1n 
Vwl   WL  0 PULSE 0 Vdd .2n 0.0001n 0.0001n pw 0.5 
 
 
* IMPULSO DI CORRENTE INIETTATO DALLA PARTICELLA: 
Ip Q 0 PWL 0 0, '15P*f' '1.7G*Qcrit/f', '35P*f' '3.3G*Qcrit/f', '90P*f' '4.6G*Qcrit/f', 
'158P*f' '3.8G*Qcrit/f', '284P*f' '1.7G*Qcrit/f', '368P*f' '860MEG*Qcrit/f', '478P*f' 
'326MEG*Qcrit/f', '580P*f' '127MEG*Qcrit/f', '1n*f' 0 TD = 2N 
 
* richiesta analisi: 
.TRAN .001n 6n 
 
*modello 
.LIB cmos9.txt MOS 
 
* opzioni 
.OPTION POST=1 NOPAGE 
.OPTION INGOLD=2 
.END 
 
Come si può vedere il file è costituito da una serie di direttive e di definizioni di 
componenti comprese tra la prima riga del file, che SPICE interpreta sempre come 
titolo, e la direttiva .END, che segnala la fine del circuito e che deve’essere sempre 
presente. 
Questo file contiene al suo interno tutte le informazioni sulla struttura del circuito, i 
modelli utilizzati per i componenti e il tipo di analisi che il simulatore andrà ad 
eseguire. 
   Si
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La forma dell’impulso di corrente è data dalla seguente espressione: 
 
Dove τ è la costante di tempo del processo di raccolta di carica e Qtot indica la quantità 
totale di carica creata dalla particella. La rapida crescita dell’impulso è fornita dalla 
radice quadrata, mentre la graduale diminuzione di corrente è prodotta dall’esponenziale 
negativo. La corrente risultante è riportata in figura: 
 
Figura 3.2: impulso di corrente iniettato al nodo sensibile 
 
Il nodo sensibile del circuito risulta essere come detto in precedenza, il drain del mosfet 
a canale n dalla parte in cui il dato immagazzinato è a valore logico alto. Il motivo per 
cui non è stato considerato come nodo sensibile il drain del transistor a canale p è 
semplice. Entrambe le giunzioni di drain (sia del mosfet n che del mosfet p) sono 
polarizzate in inversa. Nel caso dell’n mos il drain raccoglie elettroni e, se il transistor è 
spento il risultato è una diminuzione della tensione nel nodo. Il drain del p mos al 
contrario raccoglie lacune, quindi il risultato è un aumento della tensione al nodo se il Simulazione della cella SRAM con HSPICE                                                                 47 
 
 
transistor è spento. La corrente e la carica raccolta dal p mos è inferiore rispetto a quella 
raccolta dall’n mos perché la mobilità delle lacune è molto inferiore rispetto a quella 
degli elettroni. 
 
Figura 3.3: corrente generata al drain dalla particella per NMOS e PMOS [15]  
 
In tutte le simulazioni è stato usato un impulso di corrente di durata 33.33ps. Questa 
durata è stata ritenuta adeguata per un impatto dovuto ad una particella alfa. In ogni 
caso è bene ricordare che la tempistica dell’impulso, come anche la carica iniettata nel 
nodo, dipendono dall’angolo di impatto con il materiale rispetto alla normale, dal 
materiale incontrato lungo il cammino (metallizzazioni, ossidi di struttura o isolamento) 
e da molti altri fattori difficili da prendere in considerazione [16]. 
 
3.3.1 Simulazione dell’impatto dello ione e carica critica 
Come si è già detto in precedenza, l’impatto della particella è stato modellato con un 
generatore di corrente collegato al drain del mosfet colpito. La simulazione è stata 
impostata in modo da poter determinare la carica (critica) minima necessaria a far 
cambiare stato alla cella. Poiché il valore di carica critica è lo spartiacque tra il vedere la 
commutazione e il non vederla, non è possibile avere il valore esatto, ma la risoluzione 
delle simulazioni è stata aumentata in modo da ottenere dei risultati precisi. In figura è 
riportato il risultato della simulazione della cella costruita in tecnologia 90nm. Il grafico 
mostra la tensione al nodo colpito Q in funzione del tempo. Come si nota esiste un 48 
 
valore di carica iniettata che fa cambiare stato alla cella, il valore di carica critica è 
proprio un valore intermedio tra questa carica e quella immediatamente precedente nella 
simulazione. 
 
Figura 3.4: tensione al nodo colpito per diverse quantità di carica iniettata (90nm) 
 
Le simulazioni sono state eseguite per entrambi i nodi tecnologici considerati. Il dato di 
interesse è stato rilevare la carica critica necessaria ad ottenere un Single Event Upset 
(SEU) nella cella. 
Utilizzando HSPICE e il codice riportato precedentemente è stata calcolata la carica 
critica della cella di memoria SRAM per entrambe le tecnologie ottenendo i seguenti 
risultati: 
Nodo   Qcrit (fC) 
90nm   1,1298  
180nm   3.7518 
 
Tabella 3.1: valori carica critica ricavati dalle simulazioni 
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Con questa riga è stato creato un generatore di tensione sinusoidale collegato fra i nodi 
Vdd e 0 con una componente continua pari a Vdd (cioè nel caso dei 90nm 1.2V) e una 
sinusoidale di ampiezza A espressa in Volt, frequenza f espressa in Hz e sfasamento S 
espresso in gradi. 
 
Figura 3.6: forma d’onda del segnale di alimentazione della cella con indicati i parametri del disturbo che 
sono stati variati nelle simulazioni nel caso di tecnologia 90nm, ampiezza 300mV, frequenza 5GHz e 
sfasamento 45 gradi 
 
Utilizzando questo generatore si è simulato l’arrivo di un disturbo sull’alimentazione 
della cella variando tutti i parametri possibili. Si è scelto di effettuare le prove con 
un’ampiezza della sinusoide pari a: 1mV, 10mV, 100mV, 200mV, 300mV, 400mV, 
500mV. Per quanto riguarda le frequenze gli step sono stati i seguenti: 50Hz, 500Hz, 
5KHz, 50KHz, 500KHz, 5MHz, 50MHz, 500MHz, 5GHz. Infine gli sfasamenti: 0°, 
45°, 90°, 135°, 180°, 225°, 270°, 315°. Quindi per ogni frequenza fissata sono stati 
variati tutti gli sfasamenti possibili con tutte le ampiezze. 
Utilizzando il programma di simulazione HSPICE si è calcolata la carica critica in tutti i 
casi possibili variando i tre parametri. Successivamente dalla carica critica si è ricavato 
il rapporto tra il SER della cella disturbata e il SER della cella senza disturbo. Come 
spiegato nel capitolo 2 si è scelto di utilizzare tre coefficienti η diversi per valutare il 
rapporto tra il SER della memoria disturbata e quello della memoria non disturbata. I Simulazione della cella SRAM con HSPICE                                                                 51 
 
 
valori di η scelti sono 8,9,10 fC. Sono stati scelti questi valori in quanto come spiegato 
nel capitolo 2 tipicamente per i modelli utilizzati il valore corretto dovrebbe essere 
attorno a 9fC. 
 
3.3.3 Risultati per la cella in tecnologia a 180 nm 
Andiamo ora ad analizzare i risultati ottenuti 
Si iniziato con l’esaminare una cella realizzata nella tecnologia a 180nm. Nel primi tre 
grafici che andremo ad esaminare è stato calcolato il rapporto tra il SER della memoria 
disturbata e quello nella memoria non disturbata al variare della frequenza e della fase 
del disturbo, con un’ampiezza del disturbo sovrapposto all’alimentazione di 100mV, il 
tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono state riportate 8 diverse curve, 
ognuna si riferisce ad un preciso sfasamento che è stato considerato.  
 
 
Figura 3.7: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=8fC 
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Figura 3.8: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=9fC 
 
 
Figura 3.9: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=10fC 
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Dai tre grafici si nota subito come l’effetto del disturbo sull’alimentazione influisca 
diversamente in base al momento in cui la particella impatta sulla memoria. Infatti se 
l’impatto avviene in un momento in cui la fase del disturbo sull’alimentazione è tale da 
provocare un aumento della tensione di alimentazione stessa rispetto al valore nominale 
di funzionamento, la carica critica necessaria a far commutare la cella risulta più alta, e 
quindi di conseguenza questo si traduce in una riduzione del tasso d’errore. Viceversa 
se il disturbo sull’alimentazione è tale per cui nel momento d’impatto della particella la 
tensione di alimentazione risulta inferiore al valore nominale di funzionamento la carica 
critica necessaria a provocare una commutazione risulta inferiore e pertanto il tasso 
d’errore aumenta. Dalla figura 3.7 notiamo come nel caso con η=8fC con uno 
sfasamento di 90 gradi il rapporto fra i SER risulti di 0.969, mentre nel caso peggiore 
con uno sfasamento di 270 gradi risulti 1.032. Possiamo quindi affermare che il 
rapporto tra il SER della cella di memoria disturbata e quello della memoria non 
disturbata a seconda della fase del disturbo può subire un aumento al massimo del 3.2%, 
oppure una riduzione del 3.1%. 
Per quanto riguarda il comportamento al variare della frequenza del disturbo è 
chiaramente visibile come il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo o negativo risulta al massimo del 2.5% 
 54 
 
Abbiamo quindi aumentato l’entità del disturbo prima a 200 e poi a 300mV. Nei 
prossimi grafici che andremo ad analizzare è stato calcolato il rapporto tra il SER della 
memoria disturbata e quello nella memoria non disturbata al variare della frequenza e 
della fase del disturbo, con un’ampiezza del disturbo sovrapposto all’alimentazione di 
300mV, il tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono state riportate 8 
diverse curve, ognuna delle quali si riferisce ad un preciso sfasamento che è stato 
considerato.  
 
 
Figura 3.10: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=8fC Simulazione della cella SRAM con HSPICE                                                                 55 
 
 
 
Figura 3.11: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=9fC 
 
 
Figura 3.12: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=10fC 
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Come per il caso precedente (disturbo a 100mV), si nota come l’effetto del disturbo 
sull’alimentazione influisca diversamente in base al momento in cui la particella impatta 
sulla memoria. Infatti se l’impatto avviene in un momento in cui la fase del disturbo 
sull’alimentazione è tale da provocare un aumento della tensione di alimentazione stessa 
rispetto al valore nominale di funzionamento, la carica critica necessaria a far 
commutare la cella risulta più alta, e quindi di conseguenza questo si traduce in una 
riduzione del tasso d’errore. Viceversa se il disturbo sull’alimentazione è tale per cui nel 
momento d’impatto della particella la tensione di alimentazione risulta inferiore al 
valore nominale di funzionamento la carica critica necessaria a provocare una 
commutazione risulta inferiore e pertanto il tasso d’errore aumenta. Dalla figura 3.10 
notiamo come nel caso con η=8fC con uno sfasamento di 90 gradi il rapporto fra i SER 
risulti di 0,936, mentre nel caso peggiore con uno sfasamento di 270 gradi risulti 1,10. 
Possiamo quindi affermare che il rapporto tra il SER della cella di memoria disturbata e 
quello della memoria non disturbata a seconda della fase del disturbo può subire un 
aumento al massimo del 10%, oppure una riduzione del 6,4%. 
Per quanto riguarda il comportamento al variare della frequenza del disturbo è visibile, 
come nel caso precedente, il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo o negativo risulta rispettivamente del 5,5% e 
del 8%. 
Come appare dall’analisi effettuata un aumento dell’ampiezza del disturbo da 100mV a 
300mV si traduce in un aumento (o una diminuzione) del rapporto tra i SER 
provocando in entrambi i casi una variazione più grande rispetto al caso con ampiezza 
del disturbo pari a 100mV, sempre nell’ipotesi di considerare i casi in cui lo sfasamento 
risulta maggiormente favorevole o sfavorevole. Simulazione della cella SRAM con HSPICE                                                                 57 
 
 
Abbiamo quindi aumentato ulteriormente l’entità del disturbo fino a 500mV. Nei 
prossimi grafici che andremo ad analizzare è stato calcolato il rapporto tra il SER della 
memoria disturbata e quello nella memoria non disturbata al variare della frequenza e 
della fase del disturbo, con un’ampiezza del disturbo sovrapposto all’alimentazione di 
500mV, il tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono state riportate 8 
diverse curve, ognuna delle quali si riferisce ad un preciso sfasamento che è stato 
considerato. 
 
 
Figura 3.13: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=8fC 
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Figura 3.14: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=9fC 
 
 
Figura 3.15: variazione nel SER della cella in tecnologia 180nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=10fC 
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Per prima cosa va detto che nei grafici precedenti non è stata tracciata la curva con lo 
sfasamento a 90 gradi poiché con questo sfasamento l’entità del disturbo sovrapposto 
all’alimentazione della cella era tale da impedire il corretto funzionamento della cella. 
La stessa cosa vale per il punto a 500MHz con lo sfasamento a 45 gradi, infatti come si 
può vedere dai grafici il comportamento di questa curva nell’intorno dei 500MHz risulta 
diverso dai casi precedentemente analizzati (a 100 e 300mV) 
Come per i casi precedenti si nota come l’effetto del disturbo sull’alimentazione 
influisca diversamente in base al momento in cui la particella impatta sulla memoria. 
Infatti se l’impatto avviene in un momento in cui la fase del disturbo sull’alimentazione 
è tale da provocare un aumento della tensione di alimentazione stessa rispetto al valore 
nominale di funzionamento, la carica critica necessaria a far commutare la cella risulta 
più alta, e quindi di conseguenza questo si traduce in una riduzione del tasso d’errore. 
Viceversa se il disturbo sull’alimentazione è tale per cui nel momento d’impatto della 
particella la tensione di alimentazione risulta inferiore al valore nominale di 
funzionamento la carica critica necessaria a provocare una commutazione risulta 
inferiore e pertanto il tasso d’errore aumenta. Dalla figura 3.13 notiamo come nel caso 
con η=8fC con uno sfasamento di 45 gradi il rapporto fra i SER risulti di 0,87 , mentre 
nel caso peggiore con uno sfasamento di 270 gradi risulti 1,17. Possiamo quindi 
affermare che il rapporto tra il SER della cella di memoria disturbata e quello della 
memoria non disturbata a seconda della fase del disturbo può subire un aumento al 
massimo del 17%, oppure una riduzione del 13%. 
Per quanto riguarda il comportamento al variare della frequenza del disturbo è visibile, 
come nel caso precedente, il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo (quindi una riduzione) o negativo (quindi un 
aumento) risulta rispettivamente del 11% e del 13%. 60 
 
Come appare dall’analisi effettuata un aumento dell’ampiezza del disturbo da 100mV a 
500mV si traduce in un aumento (o una diminuzione) del rapporto tra i SER 
provocando in entrambi i casi una variazione più grande rispetto al caso con ampiezza 
del disturbo pari a 100mV, sempre nell’ipotesi di considerare i casi in cui lo sfasamento 
risulta maggiormente favorevole o sfavorevole, tanto da arrivare in un caso a provocare 
il non corretto funzionamento della cella. 
A questo punto sono stati tracciati altri tre grafici, nei quali si è valutato il rapporto tra il 
SER della memoria disturbata e quello della memoria non disturbata al variare 
dell’ampiezza del disturbo, mantendo costante la frequenza ai valori fissati 
precedentemente e mediando sulle fasi dei disturbi, in questo modo si è analizzato un 
caso reale nel quale il disturbo arriva ad una certa frequenza ma con uno sfasamento e 
un’ampiezza qualsiasi. Nel grafico sono state riportate 8 curve ognuna delle quali fa 
riferimento ad una precisa frequenza. 
 
 
Figura 3.16: variazione nel SER della cella in tecnologia 180nm, mediando sulle fasi dei disturbi 
sull’alimentazione con η=8fC 
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Figura 3.17: variazione nel SER della cella in tecnologia 180nm, mediando sulle fasi dei disturbi 
sull’alimentazione con η=9fC 
 
 
Figura 3.18: variazione nel SER della cella in tecnologia 180nm, mediando sulle fasi dei disturbi 
sull’alimentazione con η=10fC 
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Dall’esame dei tre grafici precedenti si può vedere come andando a mediare sulle fasi 
dei disturbi il rapporto tra i SER risulti pressoché invariato fino a quando il disturbo non 
raggiunge i 500mV. Nel caso con η=8fC  vi è per alcune frequenze un aumento al 
massimo del 2,8%, mentre solo nel caso a 500MHz vi è una diminuzione di poco più 
dello 0.8% . 
Nel caso con η=10fC vi è per alcune frequenze un aumento al massimo del 2,2%, 
mentre solo nel caso a 500MHz vi è una diminuzione di poco più dello 0.7% . 
Pertanto nel caso in cui la memoria subisca un disturbo del tutto casuale possiamo 
affermare che qualsiasi sia la frequenza di questo disturbo fino il rapporto tra i SER 
rimane pressoché invariato e quindi l’effetto del disturbo non ha molta influenza sul 
tasso di errore della cella.  
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3.3.4 Risultati per la cella in tecnologia a 90 nm 
Si è dunque passati a considerare il secondo nodo tecnologico a 90 nm procedendo in 
modo analogo a quanto fatto nella tecnologia a 180nm.  
Nel primi tre grafici che andremo ad esaminare è stato calcolato il rapporto tra il SER 
della memoria disturbata e quello nella memoria non disturbata al variare della 
frequenza e della fase del disturbo, con un’ampiezza del disturbo sovrapposto 
all’alimentazione di 100mV, il tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono 
state riportate 8 diverse curve, ognuna si riferisce ad un preciso sfasamento che è stato 
considerato.  
 
 
Figura 3.19: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=8fC 
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Figura 3.20: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=9fC 
 
 
Figura 3.21: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=10fC 
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Dai tre grafici si nota subito come l’effetto del disturbo sull’alimentazione influisca 
diversamente in base al momento in cui la particella impatta sulla memoria. Infatti se 
l’impatto avviene in un momento in cui la fase del disturbo sull’alimentazione è tale da 
provocare un aumento della tensione di alimentazione stessa rispetto al valore nominale 
di funzionamento, la carica critica necessaria a far commutare la cella risulta più alta, e 
quindi di conseguenza questo si traduce in una riduzione del tasso d’errore. Viceversa 
se il disturbo sull’alimentazione è tale per cui nel momento d’impatto della particella la 
tensione di alimentazione risulta inferiore al valore nominale di funzionamento la carica 
critica necessaria a provocare una commutazione risulta inferiore e pertanto il tasso 
d’errore aumenta. Dalla figura 3.19 notiamo come nel caso con η=8fC con uno 
sfasamento di 90 gradi il rapporto fra i SER risulti di 0,987, mentre nel caso peggiore 
con uno sfasamento di 270 gradi risulti 1,011. Possiamo quindi affermare che il 
rapporto tra il SER della cella di memoria disturbata e quello della memoria non 
disturbata a seconda della fase del disturbo può subire un aumento al massimo del 1.1%, 
oppure una riduzione del 1,3%. 
Per quanto riguarda il comportamento al variare della frequenza del disturbo è 
chiaramente visibile come il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo (quindi una riduzione) o negativo (quindi un 
aumento) risulta rispettivamente del 1% e del 0,9%. 
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Abbiamo quindi aumentato l’entità del disturbo prima a 200 e poi a 300mV. Nei 
prossimi grafici che andremo ad analizzare è stato calcolato il rapporto tra il SER della 
memoria disturbata e quello nella memoria non disturbata al variare della frequenza e 
della fase del disturbo, con un’ampiezza del disturbo sovrapposto all’alimentazione di 
300mV, il tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono state riportate 8 
diverse curve, ognuna delle quali si riferisce ad un preciso sfasamento che è stato 
considerato.  
 
 
Figura 3.22: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=8fC 
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Figura 3.23: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=9fC 
 
 
Figura 3.24: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=10fC 
 68 
 
Come per il caso precedente (disturbo a 100mV), si nota come l’effetto del disturbo 
sull’alimentazione influisca diversamente in base al momento in cui la particella impatta 
sulla memoria. Infatti se l’impatto avviene in un momento in cui la fase del disturbo 
sull’alimentazione è tale da provocare un aumento della tensione di alimentazione stessa 
rispetto al valore nominale di funzionamento, la carica critica necessaria a far 
commutare la cella risulta più alta, e quindi di conseguenza questo si traduce in una 
riduzione del tasso d’errore. Viceversa se il disturbo sull’alimentazione è tale per cui nel 
momento d’impatto della particella la tensione di alimentazione risulta inferiore al 
valore nominale di funzionamento la carica critica necessaria a provocare una 
commutazione risulta inferiore e pertanto il tasso d’errore aumenta. Dalla figura 3.22 
notiamo come nel caso con η=8fC con uno sfasamento di 90 gradi il rapporto fra i SER 
risulti di 0,964, mentre nel caso peggiore con uno sfasamento di 270 gradi risulti 1,035. 
Possiamo quindi affermare che il rapporto tra il SER della cella di memoria disturbata e 
quello della memoria non disturbata a seconda della fase del disturbo può subire un 
aumento al massimo del 3.5%, oppure una riduzione del 3.6%. 
Per quanto riguarda il comportamento al variare della frequenza del disturbo è visibile, 
come nel caso precedente, il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo (quindi una riduzione) o negativo (quindi un 
aumento) risulta rispettivamente del 2.9% e del 2.8%. 
Come appare dall’analisi effettuata un aumento dell’ampiezza del disturbo da 100mV a 
300mV si traduce in un aumento (o una diminuzione) del rapporto tra i SER 
provocando in entrambi i casi una variazione più grande rispetto al caso con ampiezza 
del disturbo pari a 100mV, sempre nell’ipotesi di considerare i casi in cui lo sfasamento 
risulta maggiormente favorevole o sfavorevole. Simulazione della cella SRAM con HSPICE                                                                 69 
 
 
Abbiamo quindi aumentato ulteriormente l’entità del disturbo fino a 500mV. Nei 
prossimi grafici che andremo ad analizzare è stato calcolato il rapporto tra il SER della 
memoria disturbata e quello nella memoria non disturbata al variare della frequenza e 
della fase del disturbo, con un’ampiezza del disturbo sovrapposto all’alimentazione di 
500mV, il tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono state riportate 8 
diverse curve, ognuna delle quali si riferisce ad un preciso sfasamento che è stato 
considerato. 
 
 
Figura 3.25: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=8fC 
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Figura 3.26: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=9fC 
 
 
Figura 3.27: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=10fC 
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Come per i casi precedenti si nota come l’effetto del disturbo sull’alimentazione 
influisca diversamente in base al momento in cui la particella impatta sulla memoria. 
Infatti se l’impatto avviene in un momento in cui la fase del disturbo sull’alimentazione 
è tale da provocare un aumento della tensione di alimentazione stessa rispetto al valore 
nominale di funzionamento, la carica critica necessaria a far commutare la cella risulta 
più alta, e quindi di conseguenza questo si traduce in una riduzione del tasso d’errore. 
Viceversa se il disturbo sull’alimentazione è tale per cui nel momento d’impatto della 
particella la tensione di alimentazione risulta inferiore al valore nominale di 
funzionamento la carica critica necessaria a provocare una commutazione risulta 
inferiore e pertanto il tasso d’errore aumenta. Dalla figura 3.25 notiamo come nel caso 
con η=8fC con uno sfasamento di 90 gradi il rapporto fra i SER risulti di 0,940 , mentre 
nel caso peggiore con uno sfasamento di 270 gradi risulti 1,062. Possiamo quindi 
affermare che il rapporto tra il SER della cella di memoria disturbata e quello della 
memoria non disturbata a seconda della fase del disturbo può subire un aumento al 
massimo del 6.2%, oppure una riduzione del 6%. 
Per quanto riguarda il comportamento al variare della frequenza del disturbo è visibile, 
come nel caso precedente, il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo (quindi una riduzione) o negativo (quindi un 
aumento) risulta rispettivamente del 4,8% e del 4,9%. 
Come appare dall’analisi effettuata un aumento dell’ampiezza del disturbo da 100mV a 
500mV si traduce in un aumento (o una diminuzione) del rapporto tra i SER 
provocando in entrambi i casi una variazione più grande rispetto al caso con ampiezza 
del disturbo pari a 100mV, sempre nell’ipotesi di considerare i casi in cui lo sfasamento 
risulta maggiormente favorevole o sfavorevole, tanto da arrivare in un caso a provocare 
il non corretto funzionamento della cella.   72 
 
A questo punto sono stati tracciati altri tre grafici, nei quali si è valutato il rapporto tra il 
SER della memoria disturbata e quello della memoria non disturbata al variare 
dell’ampiezza del disturbo, mantendo costante la frequenza ai valori fissati 
precedentemente e mediando sulle fasi dei disturbi, in questo modo si è analizzato un 
caso reale nel quale il disturbo arriva ad una certa frequenza ma con uno sfasamento e 
un’ampiezza qualsiasi. Nel grafico sono state riportate 8 curve ognuna delle quali fa 
riferimento ad una precisa frequenza. 
 
 
Figura 3.28: variazione nel SER della cella in tecnologia 90nm, mediando sulle fasi dei disturbi 
sull’alimentazione con η=8fC Simulazione della cella SRAM con HSPICE                                                                 73 
 
 
 
Figura 3.29: variazione nel SER della cella in tecnologia 90nm, mediando sulle fasi dei disturbi 
sull’alimentazione con η=9fC 
 
 
Figura 3.30: variazione nel SER della cella in tecnologia 90nm, mediando sulle fasi dei disturbi 
sull’alimentazione con η=10fC 
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Dall’esame dei tre grafici precedenti si può vedere come andando a mediare sulle fasi 
dei disturbi il rapporto tra i SER risulti pressoché invariato. Pertanto nel caso in cui la 
memoria subisca un disturbo del tutto casuale possiamo affermare che qualsiasi sia la 
frequenza di questo disturbo il rapporto tra i SER rimane pressoché invariato e quindi 
l’effetto del disturbo non influenza il tasso d’errore della cella.  
 
  
 
 
Capitolo 4 
 
Progettazione e simulazione di una memoria 
completa da 1024 bit 
 
 
 
 
 
 
 
 
 
 
 
4.1 Progettazione della memoria 
Come seconda parte della tesi si è progettata e simulata una memoria SRAM utilizzando 
il programma HSPICE, che fosse uguale alle memorie realmente in commercio, 
pertanto si sono ricostruiti tutti i blocchi periferici di controllo della memoria. 
La memoria è stata realizzata da 1kbit, pertanto è formata da 1024 celle identiche a 
quella che è stata simulata nel capitolo precedente, collegate tra loro in una matrice 
formata da 32 Bitline e 32 Wordline come in figura: 
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Figura 4.1: schema a blocchi della memoria 
 
Come si può vedere dalla figura 4.1 la memoria è costituita da due decoder per 
indirizzare correttamente i dati, un blocco che realizza la precarica e l’equalizzazione 
delle bitline, un blocco di controllo interno che gestisce i segnali interni di abilitazione e 
un blocco di controllo sull’ingresso o l’uscita dei dati al cui interno si trova il sense 
amplifier. La memoria è quindi costituita da 8 ingressi/uscite per i dati (D0-D7), da 10 
ingressi d’indirizzo (A0-A9), da due ingressi WE negato e OE negato per la selezione 
del tipo di operazione da effettuare (scrittura oppure lettura di un dato). Il tempo 
necessario ad effettuare una scrittura completa della memoria è di 1024ns. 
Andiamo quindi ad analizzare ogni blocco separatamente. 
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4.1.1 Decodificatori 
In tutte le memorie che consentono un accesso in ordine casuale al loro contenuto 
devono essere presenti dei decodificatori d’indirizzo. Il progetto di questi decodificatori 
ha un notevole impatto sulla velocità e sul consumo di potenza della memoria 
 
4.1.1.1Il decoder di riga 
Un decodificatore M:2
M è un insieme di 2
M porte logiche con M ingressi. Consideriamo 
a titolo di esempio un decodificatore di indirizzi a 8 bit. Ciascuna delle uscite WLi 
definisce una funzione logica degli 8 bit che costituiscono la parola d’indirizzo. Ad 
esempio la riga con indirizzo 0 è abilitata dalla seguente funzione: 
 
 
Questa funzione può essere implementata facilmente utilizzando due stadi logici, una 
porta NAND  a 8 ingressi e un invertitore. Per realizzare il decodificatore con un 
singolo stadio logico è possibile trasformare la funzione in una NOR utilizzando le 
regole di De Morgan, la funzione diventa: 
 
 
 
Per poter realizzare il circuito è dunque necessaria una porta NOR  8 ingressi per 
ognuna delle 128 righe della matrice. Vi sono dei problemi, per prima cosa il layout di 
una porta NOR così grande dev’essere adattato alla spaziatura tra le wordline della 
matrice, in secondo luogo l’elevato fan-in della porta ha effetti negativi sulle 
prestazioni. Il tempo di propagazione del decodificatore è di primaria importanza perché 
si aggiunge direttamente al tempo di accesso in lettura e scrittura della memoria. La 
porta NOR dev’essere inoltre in grado di pilotare l’elevata capacità parassita della 
wordline senza caricare eccessivamente i terminali d’ingresso del decodificatore. 
Si è scelto di realizzare il decodificatore in logica dinamica in modo analogo a quello 
mostrato in figura 4.2. 78 
 
 
 
Figura 4.2: schema elettrico decodificatore 2:4 dinamico a nor [3] con buffer in uscita 
 
 
L’architettura di questo decodificatore ha una struttura simile a quella di una matrice di 
celle ROM-NOR, dalla quale si differenzia solo per la disposizione dei transistor.  
Alternativamente si sarebbe potuto realizzare il decodificatore utilizzando una struttura 
a NAND, andando cioè a realizzare la funzione inversa. In questo caso tutte le uscite del 
decodificatore sono normalmente alte ad eccezione della riga selezionata che rimane 
bassa. Si è scelto di utilizzare il decodificatore a NOR in quanto questo tipo di 
decodificare è più veloce rispetto a quello a NAND. 
Nella memoria vi sono 32 Wordline pertanto i segnali di comando sono 5 (A0 – A5), 
all’uscita del decoder sono stati messi dei buffer opportunamente dimensionati per 
interfacciare correttamente il decodificatore alla matrice di celle.  
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Lo schema a blocchi del decoder è il seguente: 
 
Figura 4.3: schema a blocchi del decodificatore di riga 
 
Come si può vedere dallo schema, vi sono 5 segnali di comando, che rappresentano una 
parte dell’indirizzo, più un segnale EWL di abilitazione del decoder. Quando EWL è al 
livello logico alto il decoder non funziona pertanto qualsiasi combinazione vi sia agli 
ingressi nessuna WL viene abilitata, mentre quando EWL è a livello logico basso il 
decoder abilita la wordline selezionata dalla combinazione dei segnali d’ingresso. 
 
4.1.1.2 Il decoder di colonna 
I decodificatori di colonna devono adattarsi alla spaziatura tra le bitline della matrice di 
memoria. In pratica svolgono la funzione di un multiplexer a 2
K ingressi e K segnali di 
controllo, dove K è l’ampiezza dell’indirizzo di colonna. Nella memoria progettata 
questo decodificatore è condiviso sia dall’operazione di lettura che da quella di scrittura. 
Durante la lettura il decodificatore dovrà selezionare il percorso di scarica dalla bitline 
(che è stata precaricata) al sense amplifier. Durante la scrittura invece dev’essere in 
grado di pilotare la bitline per forzare uno zero logico nella cella di memoria. 
La struttura con cui si è scelto di realizzare il decodificatore di colonna è la seguente: 80 
 
 
Figura 4.4: decodificatore di colonna a quattro ingressi realizzato con pass transistor e con precodificatore 
a nor [3] 
 
I segnali di controllo dei pass transistor sono generati utilizzando un decodificatore in 
logica dinamica a NOR analogo a quello utilizzato per il decoder di riga: 
 
Figura 4.5: schema elettrico decodificatore 2:4 dinamico a nor [3] con buffer in uscita 
 
Il vantaggio principale di quest’approccio è la velocità, in quanto lungo il cammino del 
segnale è inserito un solo transistor e questo mantiene basso il valore della resistenza in 
serie. La decodifica della colonna è l’ultima delle operazioni che sono eseguite in un Progettazione e simulazione di una memoria completa da 1024 bit                             81 
 
 
ciclo di lettura, cosicché la predecodifica può avvenire in parallelo con le altre fasi, 
come l’accesso alla cella, e può essere eseguita non appena è disponibile l’indirizzo di 
colonna. Di conseguenza il tempo di ritardo non si somma al tempo di accesso 
complessivo. 
Lo svantaggio di questo decodificatore è l’elevato numero di transistor richiesti: per 
costruire un decodificatore di colonna con 2K ingressi, servono (K+1)2K + 2K 
dispostivi. 
Si è scelto di utilizzare questo tipo decodificatore in quanto come nel decodificatore di 
riga si è scelto di privilegiare la velocità della memoria piuttosto che il numero di 
transistor e quindi l’occupazione in termini di area. Lo schema a blocchi del decoder è il 
seguente: 
 
 
Figura 4.6: schema a blocchi del decodificatore di colonna 
 
Come si può vedere dallo schema, vi sono 5 segnali di comando A0-A5, che 
rappresentano una parte dell’indirizzo, più un segnale EBL di abilitazione del decoder. 
Quando EBL è al livello logico alto il decoder non funziona pertanto qualsiasi 
combinazione vi sia agli ingressi nessuna BL viene abilitata, mentre quando EBL è a 
livello logico basso il decoder abilita la bitline selezionata dalla combinazione dei 
segnali d’indirizzo da A0-A5. Vi sono poi gli 8 fili d’ingresso/uscita del dato D0-D7. 
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4.1.2 Il sense amplifier 
Il sense amplifier svolge un ruolo di primaria importanza sul funzionamento, sulle 
prestazioni e sull’affidabilità della memoria. Le seguenti funzioni sono svolte dal sense 
amplifier: 
•  Permette di leggere correttamente il dato memorizzato nella cella di memoria 
con una variazione ridotta della tensione della bitline, riducendo così sia il 
tempo di ritardo sia il consumo di potenza. 
•  Accelera la transizione della bitline compensando l’elevata resistenza di uscita 
della cella, oppure rilevando una piccola variazione della tensione della bitline e 
amplificandola al pieno valore di escursione logica. 
•  Riducendo l’escursione logica del segnale della bitline è possibile risparmiare 
molta del’energia dissipata per caricare e scaricare la linea. 
 
La topologia del sense amplifier dipende molto dal tipo di memoria in cui è impiegato, 
dai livelli di tensione in gioco e dall’architettura complessiva della memoria. 
Il sense amplifier realizzato nella nostra memoria è un sense amplifier differenziale. Un 
amplificatore differenziale riceve in ingresso una tensione differenziale di piccolo 
segnale (nel caso specifico questa tensione sarà data dalle tensioni della bitline e della 
bitline negata) e amplifica questa variazione fornendo in uscita una singola tensione di 
grande segnale. L’approccio differenziale presenta diversi vantaggi. Uno dei più 
importanti è la reiezione del modo comune, cioè la soppressione di ogni disturbo che 
interessa allo stesso modo entrambi gli ingressi. Questa caratteristica è molto attraente 
in quanto  la tensione esatta sulle bitline potrebbe variare a causa della presenza di 
disturbi nella tensione di alimentazione, o di interferenze dovute agli accoppiamenti 
capacitivi tra wordline e bitline.  
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Il circuito utilizzato per la realizzazione del sense amplifier è il seguente:  
 
 
Figura 4.7: schema elettrico sense amplifier [3] 
 
L’amplificazione è ottenuta mediante un singolo stadio a specchio di corrente. I segnali 
d’ingresso (BL e BL negata) sono pilotati dalla cella di memoria SRAM e pertanto 
hanno una capacità molto elevata. L’escursione di tensione su queste linee è molto 
ridotta in quanto una cella di memoria molto piccola pilota una capacità molto grande. I 
segnali d’ingresso pilotano i transistor M1 e M2 mentre i transistor M3 ed M4 fungono 
da carico attivo in configurazione a specchio di corrente. Il segnale SE è quello che 
condiziona il funzionamento dell’amplificatore. Quando SE è basso gli ingressi sono 
precaricati ed equalizzati ad un livello comune di tensione, una volta che ha inizio 
l’operazione di lettura una delle due bitline inizia a scaricarsi. Quando la tensione fra le 
due bitline è sufficientemente alta SE viene portato al livello logico alto abilitando 
l’amplificatore che valuta gli ingressi fornendo il corrispondente valore in uscita. Il 
sense amplifier appena descritto disaccoppia gli ingressi dalle uscite, l’escursione delle 
bitline è determinata solo dalla cella SRAM e dal transistor di carico pmos nel blocco di 
precarica che andiamo ad esaminare. 84 
 
4.1.3 Precarica ed equalizzazione 
Precaricare le bitline ad una certa tensione, porta dei vantaggi dal punto di vista delle 
prestazioni e del consumo, perché riduce l’escursione di tensione sulle due linee. Il 
circuito utilizzato per la precarica e l’equalizzazione delle bitline è riportato in figura: 
 
 
Figura 4.7: schema elettrico precarica ed equalizzazione [3]  
 
Quando il segnale PCnegato è abilitato i transitor pmos collegano le bitline a Vdd 
prevaricando quindi le linee. Inoltre il pmos EQ fa si che le bitline siano precaricate allo 
stesso valore di tensione.  
Vediamo ora lo schema completo di una colonna della matrice di celle con i circuiti 
periferici che sono collegati: 
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Figura 4.8: schema elettrico di una colonna della matrice di celle SRAM [3]  
 
In figura è mostrato il collegamento di una bitline. In alto vi è il circuito di precarica che 
è collegato alle due bitline. In mezzo si trova la cella di memoria SRAM e in basso il 
sense amplifier che, se abilitato, durante la fase di lettura fornirà in uscita il valore 
memorizzato nella cella. Il ciclo di lettura procede nel seguente modo: 86 
 
1)  Inizialmente le bitline sono precaricate a Vdd mantenedo basso il segnale 
PCnegato. Quando PCnegato è basso anche il transistor di equalizzazione EQ è 
abilitato e questo garantisce che i valori iniziali di tensione delle bitline siano 
identici. Questa operazione, detta equalizzazione, è necessaria per evitare che il 
sense amplifier effettui commutazioni errate appena abilitato. 
2)  Ha inizio l’operazione di lettura disabilitando i circuiti di precarica e di 
equalizzazione e abilitando una delle wordline. Una delle due bitline viene 
scaricate dalla cella di memoria che è stata selezionata. Un transistor pmos con il 
gate a massa è posto in parallelo al circuito di precarica e limita l’escursione 
della bitline accelerando il successivo processo di precarica. 
3)  Non appena si ha una differenza di tensione sufficiente tra le due bitline, il sense 
amplifier viene abilitato (portando il segnale SE ad un valore logico alto). 
L’ingresso differenziale sulle bitline viene quindi amplificato dai due stadi 
differenziali. L’invertitore in uscita al sense amplifier ha il compito di 
ripristinare l’escursione completa dell’uscita tra l’alimentazione e massa.  
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4.1.4 Il circuito di controllo IN/OUT 
 
 
Figura 4.9: schema elettrico circuito di ingresso/uscita 
 
Durante la fase di scrittura il WE negato viene abilitato e OE negato invece è 
disabilitato. Il decoder di colonna viene comandato con i segnali A0-A4 per indirizzare 
una certa bitline, il dato in ingresso sul nodo D0 passa attraverso i due pass transistor, 
una prima not crea il dato che andrà poi sulla BL negata, mentre una seconda not riporta 
il dato al valore originale. Vengono attraversati i due pass transistor e i due buffer e il 
dato arriva quindi alla BL e alla BL negata ed è pronto per essere scritto nella cella. 
Durante la fase di lettura invece, WE negato è disabilitato mentre OE negato viene 
abilitato. Il decoder di riga viene comandato con i segnali A5-A9 e abilita una wordline, 88 
 
il valore memorizzato nella cella provoca una variazione nella tensione fra le due bitline 
(che erano precaricate allo stesso valore) che viene letta dal sense amplifier. L’uscita del 
sense amplifier è collegata ad una buffer e attraverso il pass transistor abilitato da OE 
negato viene riportato al nodo d’ingresso/uscita D0. 
 
4.2 Simulazioni sulla cella SRAM all’interno della memoria 
completa 
A questo punto l’analisi dei disturbi che è stata effettuata per una cella singola isolata è 
stata ripetuta andando a sollecitare una singola cella all’interno della memoria completa 
che è stata realizzata. Si è scritto un dato all’interno della cella di memoria poi si è 
inviato il disturbo sull’alimentazione e si è effettuato il medesimo studio realizzato nel 
capitolo 3 andando a leggere il dato che era contenuto nella cella in cui era avvenuto 
l’impatto della particella. Si è dunque analizzato l’effetto di questi disturbi sul SER di 
una singola cella di memoria all’interno di una memoria completa. 
Pertanto come fatto in precedenza sono stati esaminati tutti i possibili casi e di seguito 
riportiamo i risultati seguendo un procedimento analogo a quelli effettuato 
precedentemente nel caso della cella isolata. 
Nel primi tre grafici che andremo ad esaminare è stato calcolato il rapporto tra il SER 
della memoria disturbata e quello nella memoria non disturbata al variare della 
frequenza e della fase del disturbo, con un’ampiezza del disturbo sovrapposto 
all’alimentazione di 100mV, il tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono 
state riportate 8 diverse curve, ognuna si riferisce ad un preciso sfasamento che è stato 
considerato.  Progettazione e simulazione di una memoria completa da 1024 bit                             89 
 
 
 
Figura 4.10: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=8fC 
 
 
Figura 4.11: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=9fC 
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Figura 4.12: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 100mV 
sull’alimentazione con η=10fC 
 
Dai tre grafici si nota subito come l’effetto del disturbo sull’alimentazione influisca 
diversamente in base al momento in cui la particella impatta sulla memoria. Infatti se 
l’impatto avviene in un momento in cui la fase del disturbo sull’alimentazione è tale da 
provocare un aumento della tensione di alimentazione stessa rispetto al valore nominale 
di funzionamento, la carica critica necessaria a far commutare la cella risulta più alta, e 
quindi di conseguenza questo si traduce in una riduzione del tasso d’errore. Viceversa 
se il disturbo sull’alimentazione è tale per cui nel momento d’impatto della particella la 
tensione di alimentazione risulta inferiore al valore nominale di funzionamento la carica 
critica necessaria a provocare una commutazione risulta inferiore e pertanto il tasso 
d’errore aumenta. Dalla figura 4.10 notiamo come nel caso con η=8fC con uno 
sfasamento di 90 gradi il rapporto fra i SER risulti di 0,987, mentre nel caso peggiore 
con uno sfasamento di 270 gradi risulti 1,011. Possiamo quindi affermare che il 
rapporto tra il SER della cella di memoria disturbata e quello della memoria non 
disturbata a seconda della fase del disturbo può subire un aumento al massimo del 1.1%, 
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Per quanto riguarda il comportamento al variare della frequenza del disturbo è 
chiaramente visibile come il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo (quindi una riduzione) o negativo (quindi un 
aumento) risulta rispettivamente del 1% e del 0,93%. 
 
Abbiamo quindi aumentato l’entità del disturbo prima a 200 e poi a 300mV. Nei 
prossimi grafici che andremo ad analizzare è stato calcolato il rapporto tra il SER della 
memoria disturbata e quello nella memoria non disturbata al variare della frequenza e 
della fase del disturbo, con un’ampiezza del disturbo sovrapposto all’alimentazione di 
300mV, il tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono state riportate 8 
diverse curve, ognuna delle quali si riferisce ad un preciso sfasamento che è stato 
considerato.  
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Figura 4.13: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=8fC 
 
 
Figura 4.14: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=9fC 
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Figura 4.15: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 300mV 
sull’alimentazione con η=10fC 
 
Come per il caso precedente (disturbo a 100mV), si nota come l’effetto del disturbo 
sull’alimentazione influisca diversamente in base al momento in cui la particella impatta 
sulla memoria. Infatti se l’impatto avviene in un momento in cui la fase del disturbo 
sull’alimentazione è tale da provocare un aumento della tensione di alimentazione stessa 
rispetto al valore nominale di funzionamento, la carica critica necessaria a far 
commutare la cella risulta più alta, e quindi di conseguenza questo si traduce in una 
riduzione del tasso d’errore. Viceversa se il disturbo sull’alimentazione è tale per cui nel 
momento d’impatto della particella la tensione di alimentazione risulta inferiore al 
valore nominale di funzionamento la carica critica necessaria a provocare una 
commutazione risulta inferiore e pertanto il tasso d’errore aumenta. Dalla figura 4.13 
notiamo come nel caso con η=8fC con uno sfasamento di 90 gradi il rapporto fra i SER 
risulti di 0,963, mentre nel caso peggiore con uno sfasamento di 270 gradi risulti 1,033. 
Possiamo quindi affermare che il rapporto tra il SER della cella di memoria disturbata e 
quello della memoria non disturbata a seconda della fase del disturbo può subire un 
aumento al massimo del 3.3%, oppure una riduzione del 3.7%. 94 
 
Per quanto riguarda il comportamento al variare della frequenza del disturbo è visibile, 
come nel caso precedente, il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo (quindi una riduzione) o negativo (quindi un 
aumento) risulta rispettivamente del 3% e del 2.6%. 
Come appare dall’analisi effettuata un aumento dell’ampiezza del disturbo da 100mV a 
300mV si traduce in un aumento (o una diminuzione) del rapporto tra i SER 
provocando in entrambi i casi una variazione più grande rispetto al caso con ampiezza 
del disturbo pari a 100mV, sempre nell’ipotesi di considerare i casi in cui lo sfasamento 
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Abbiamo quindi aumentato ulteriormente l’entità del disturbo fino a 500mV. Nei 
prossimi grafici che andremo ad analizzare è stato calcolato il rapporto tra il SER della 
memoria disturbata e quello nella memoria non disturbata al variare della frequenza e 
della fase del disturbo, con un’ampiezza del disturbo sovrapposto all’alimentazione di 
500mV, il tutto con il coefficiente η=8, 9 e 10 fC. Nel grafico sono state riportate 8 
diverse curve, ognuna delle quali si riferisce ad un preciso sfasamento che è stato 
considerato. 
 
 
Figura 4.16: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=8fC 
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Figura 4.17: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=9fC 
 
 
Figura 4.18: variazione nel SER della cella in tecnologia 90nm, con disturbo di ampiezza 500mV 
sull’alimentazione con η=10fC 
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Per prima cosa va detto che nei grafici precedenti non è stata tracciata la curva con lo 
sfasamento a 90 gradi poiché con questo sfasamento l’entità del disturbo sovrapposto 
all’alimentazione della cella era tale da impedire il corretto funzionamento della cella. 
La stessa cosa vale per il punto a 500MHz con lo sfasamento a 45 gradi, infatti come si 
può vedere dai grafici il comportamento di questa curva nell’intorno dei 500MHz risulta 
diverso dai casi precedentemente analizzati (a 100 e 300mV) 
Come per i casi precedenti si nota come l’effetto del disturbo sull’alimentazione 
influisca diversamente in base al momento in cui la particella impatta sulla memoria. 
Infatti se l’impatto avviene in un momento in cui la fase del disturbo sull’alimentazione 
è tale da provocare un aumento della tensione di alimentazione stessa rispetto al valore 
nominale di funzionamento, la carica critica necessaria a far commutare la cella risulta 
più alta, e quindi di conseguenza questo si traduce in una riduzione del tasso d’errore. 
Viceversa se il disturbo sull’alimentazione è tale per cui nel momento d’impatto della 
particella la tensione di alimentazione risulta inferiore al valore nominale di 
funzionamento la carica critica necessaria a provocare una commutazione risulta 
inferiore e pertanto il tasso d’errore aumenta. Dalla figura 4.16 notiamo come nel caso 
con η=8fC con uno sfasamento di 45 gradi il rapporto fra i SER risulti di 0,956 , mentre 
nel caso peggiore con uno sfasamento di 270 gradi risulti 1,060. Possiamo quindi 
affermare che il rapporto tra il SER della cella di memoria disturbata e quello della 
memoria non disturbata a seconda della fase del disturbo può subire un aumento al 
massimo del 6%, oppure una riduzione del 4,4%. 
Per quanto riguarda il comportamento al variare della frequenza del disturbo è visibile, 
come nel caso precedente, il rapporto tra i SER della cella provochi il medesimo effetto 
per disturbi di frequenza inferiore ai 50Mhz, mentre nell’intorno dei 500Mhz si ha 
un’inversione del comportamento. 
Dall’esame dei tre grafici si nota come all’aumentare del coefficiente di raccolta di 
carica η il rapporto tra il SER della memoria disturbata e quello della memoria non 
disturbata diminuisca mediamente per tutti gli sfasamenti considerati, nel caso con 
η=10fC la variazione del SER in positivo (quindi una riduzione) o negativo (quindi un 
aumento) risulta rispettivamente del 3,6% e del 4,8%. 98 
 
Come appare dall’analisi effettuata un aumento dell’ampiezza del disturbo da 100mV a 
500mV si traduce in un aumento (o una diminuzione) del rapporto tra i SER 
provocando in entrambi i casi una variazione più grande rispetto al caso con ampiezza 
del disturbo pari a 100mV, sempre nell’ipotesi di considerare i casi in cui lo sfasamento 
risulta maggiormente favorevole o sfavorevole, tanto da arrivare in un caso a provocare 
il non corretto funzionamento della cella. 
 
A questo punto sono stati tracciati altri tre grafici, nei quali si è valutato il rapporto tra il 
SER della memoria disturbata e quello della memoria non disturbata al variare 
dell’ampiezza del disturbo, mantendo costante la frequenza ai valori fissati 
precedentemente e mediando sulle fasi dei disturbi, in questo modo si è analizzato un 
caso reale nel quale il disturbo arriva ad una certa frequenza ma con uno sfasamento e 
un’ampiezza qualsiasi. Nel grafico sono state riportate 8 curve ognuna delle quali fa 
riferimento ad una precisa frequenza. 
 
 
Figura 4.19: variazione nel SER della cella in tecnologia 90nm, mediando sulle fasi dei disturbi 
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Figura 4.20: variazione nel SER della cella in tecnologia 90nm, mediando sulle fasi dei disturbi 
sull’alimentazione con η=9fC 
 
 
Figura 4.21: variazione nel SER della cella in tecnologia 90nm, mediando sulle fasi dei disturbi 
sull’alimentazione con η=10fC 
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Dall’esame dei tre grafici precedenti si può vedere come andando a mediare sulle fasi 
dei disturbi il rapporto tra i SER risulti pressoché invariato fino a quando il disturbo non 
raggiunge i 500mV. Nel caso con η=8fC  vi è per la frequenza a 50MHz un aumento del 
rapporto fra i SER del 1,6%, mentre per i 5MHz e i 500KHz si ha un aumento dello 
0,7%. 
Nel caso con η=10fC vi è per la frequenza a 50MHz un aumento del rapporto fra i SER 
del 1,3%, mentre per i 5MHz e i 500KHz si ha un aumento dello 0,6%. Pertanto nel 
caso in cui la memoria subisca un disturbo del tutto casuale possiamo affermare che 
qualsiasi sia la frequenza di questo disturbo fino ai 400mV il rapporto tra i SER rimane 
pressoché invariato e quindi l’effetto del disturbo non ha molta influenza sul tasso di 
errore della cella. Una volta raggiunti i 500mV si ha un lieve aumento del rapporto tra i 
tassi d’errore. 
 
4.3 Test su altri nodi della memoria 
Dopo aver analizzato il comportamento della cella di memoria si è passati ad analizzare 
altri blocchi della memoria completa facenti parte della circuiteria periferica. Si è 
dunque simulato l’impatto della particella, andando a collegare il generatore di corrente 
utilizzato precedentemente, su altri nodi del circuito.  
 
4.3.1 Decoder di colonna 
Il primo nodo che si è andati ad esaminare è il nodo che si trova all’interno del decoder 
di colonna prima del buffer d’uscita: Pr
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4.3.3 Matrice di celle 
Si è esaminato il comportamento della bitline nel caso in cui venga colpita da una 
particella. Si sono considerate diverse tempistiche d’arrivo e diversi valori di carica 
iniettata. Si è iniziato con l’iniettare nella bitline un disturbo avente un valore di carica 
pari a 1,1298 fC, il valore che rappresenta la carica critica per la cella di memoria. Con 
questo valore di carica non si è notato nessun effetto di particolare importanza.. 
Si è dunque aumentato il valore di carica iniettata con diversi step, simulando la 
scrittura di un 1 all’interno della cella una volta raggiunti i 7.1fC, la bitline si porta ad 
un valore basso per un tempo sufficiente a scrivere uno 0 al posto di un 1 nella cella, 
questo perché la wordline è ancora parzialmente abilitata, abbiamo quindi che nella 
cella considerata viene memorizzato un dato sbagliato. 
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Si è disturbato questo nodo con diverse tempistiche in diversi momenti di 
funzionamento della memoria: durante l’abilitazione della cella, durante una 
commutazione, prima della’abilitazione, dopo l’abilitazione. Si è iniziato con l’iniettare 
un disturbo avente un valore di carica pari a 1,1298 fC, il valore che rappresenta la 
carica critica per la cella di memoria, con diverse tempistiche. Andando a scegliere 
opportunamente l’istante in cui la particella impatta con questo valore non si è notato 
nessun effetto. 
Si è dunque aumentato il valore di carica con diversi step 5fC, 10fC, 20fC, 50fC, 100fC 
ma non si è notato nessun effetto. 
Si è provato a raddoppiare la durata dell’impulso iniettato, che era stata modellata per 
simulare l’effetto di una particella alfa, tuttavia anche raddoppiando la durata, non si è 
osservato nessun effetto. 
4.4 Conclusioni 
Dall’analisi effettuata si è giunti alla conclusione che la parte più sensibile della 
memoria è la cella SRAM. Tuttavia impatti di particelle ad alta energia su blocchi 
esterni o come visto sulle linee di bitline, se avvengono in un momento critico possono 
provocare degli sbalzi di tensione che portano ad un temporaneo malfunzionamento 
della memoria, con possibili errori in lettura o scrittura dei dati. Tuttavia la carica 
necessaria perché avvengano questi fenomeni è molto più elevata rispetto a quella 
richiesta per provocare un upset all’interno della cella di memoria che rimane dunque il 
punto più sensibile dell’intera struttura.  
Inoltre si è potuto osservare che se l’impatto della particella avviene in un nodo 
fortemente guidato da una tensione, la particella non crea problemi in quanto la sua 
durata è troppo breve, e quindi il breve impulso viene riassorbito praticamente subito 
senza creare problemi e il nodo torna subito alla tensione corretta. Se invece l’impatto 
avviene in un nodo che è debolmente guidato può causare errori e malfunzionamenti 
della memoria. 
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