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Abstract
Recent experiments suggest that vibrational strong coupling (VSC) may significantly modify
ground-state chemical reactions and their rates even without external pumping. The intrinsic
mechanism of this "vacuum-field catalysis" remains largely unclear. Generally, modifications of
thermal reactions in the ground electronic states are caused by equilibrium or non-equilibrium
effects. The former are associated with modifications of the reactant equilibrium distribution as
expressed by the transition state theory of chemical reaction rates, while the latter stem from the
dynamics of reaching and leaving transition configurations. Here, within a classical model, we
examine the VSC effect in a cavity environment on chemical rates as calculated by transition state
theory. Our approach is to examine the effect of coupling to cavity mode(s) on the potential of
mean force (PMF) associated with the reaction coordinate. We find that, while the PMF can be
affected by the cavity environment, this effect is negligible for the usual cavities used to examine
VSC situations. We conclude that observations of "vacuum-field catalysis" associated with VSC
must reflect non-equilibrium aspects of the observed chemical rates.
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I. INTRODUCTION
Strong light-matter interactions can significantly modify the intrinsic properties of matter
by forming hybrid light-matter states (i.e., polaritons)[1]. The most common manifestation
of this interaction is the Rabi splitting[2–5],
ΩN = 2
√
Ng0, (1)
where N is the number of closely spaced (relative to the wavelength) molecules, resulting
from the coupling g0 between the molecular transition and a resonant cavity mode. Moreover,
due to the modification of the molecule’s electronic levels, properties such as the energy
transfer rate[6], conductivity[7], and the photochemical (i.e., light induced chemical change)
reaction rates can also be changed by strong light-matter interactions[8]. The Rabi splitting
in Eq. (1) was recently observed[9, 10] in the case of vibrational strong coupling (VSC) —
when an infrared cavity mode is resonantly coupled to a molecular vibrational mode. More
intriguingly, it has been argued that the effect of VSC on the ground-state potential energy
surface (PES) can result in an N-dependent modification of chemical reaction rates in the
absence of external pumping, an effect termed vacuum-field catalysis[11, 12]. Indeed, such
behaviors were reported recently[11, 13–16].
This effect has attracted great attention of late as a novel manifestation of strong
molecules–radiation field coupling with possible implications for catalysis. However, the
physics underlying this behavior remains unclear. The difficulty is illustrated[17–20] by
considering the following quantum Hamiltonian[21–23] used to analyze VSC effects (we set
~ = 1):
HˆRWA = ω0aˆ
†aˆ+
N∑
i=1
ω0bˆ
†
i bˆi +
N∑
i=1
g0(aˆbˆ
†
i + aˆ
†bˆi) (2)
where ω0 denotes the energy of the cavity mode and molecular vibrations (assuming all
are at resonance), and aˆ (aˆ†) and bˆi (bˆ†i ) denote the creation (annihilation) operators for
the cavity mode and the i-th vibrational mode, respectively. Note that the rotating-wave
approximation (RWA) is taken in Eq. (2), which is a good approximation at resonance and
when ΩN  ω0. Diagonalizing Eq. (2) leads to a pair of polariton states [known as the
upper (UP) and lower (LP) polaritons] with frequency difference ΩN between them, and the
remaining N − 1 quantum states (known as the dark states) are totally decoupled from the
cavity mode. Excitation from the ground state populates the polaritonic modes, however
it is not clear that these modes can affect the rate of a process in which a single molecule
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undergoes a chemical change. Put differently, at thermal equilibrium most molecules are
in the ground state and most of those with thermal energy of the order ~ω0 populate dark
states, evolving just like bare molecules. Such a picture would not seem to agree with the
experiments described above and although a few theoretical studies have investigated VSC
assisted vacuum-field catalysis[12, 20, 24], to the best of our knowledge, a convincing and
universal theory for the dependence on molecular density is still unavailable. For example, if
one posits that an unknown mechanism were to force the UP or LP states to be a doorway to
a chemical reaction, then the activation energy change should shift linearly with ΩN [12], in
contrast with recent studies demonstrating that both the entropy and enthalpy of chemical
reactions vary nonlinearly as a function of ΩN [25].
Another way to look at the cavity effect on chemical reactions is to adhere to standard
chemical rate theory when considering the possible effect of multimolecular coupling to cavity
mode(s) on the chemical rate. Recent experiments indicate that "vacuum-field catalysis" is
a collective effect, sometimes involving a macroscopic number of molecules[11, 13–15]. For
such system sizes any full quantum treatment beyond the harmonic level is computationally
very expensive. However, as often observed in chemical rate calculations, a classical picture
should already contain the essence of the effect, with quantum effects providing additional
corrections.
Chemical rate processes can be observed in different regimes. The simplest and most
widely used picture is transition state theory (TST), which rests on the assumption that
reactant(s) maintain an equilibrium distribution in their configuration/velocity space even
under conditions of chemical non-equilibrium. In its classical unimolecular form, this theory
assumes that a molecule undergoes the considered chemical change when its reaction coor-
dinate x reaches a certain position ("transition configuration"). The probability to reach
this configuration is determined, according to the equilibrium assumption, by the potential
of mean force (PMF, [26, 27]) or free energy function, F (x), defined by
exp [−βF (x)] ≡
∫
drN
∫
dpNδ
(
x− x¯(rN)) exp [−βH(pN , rN)] (3)
where β = (kBT )−1, rN = (r1, · · · , rN) is the configuration vector of the N -particle system
and x = x¯(rN) defines the reaction coordinate. At this level of description, assuming that
the molecular reaction coordinate itself is the same in and out of the cavity, the cavity effect
on the reaction rate amounts to a change in the PMF and in particular the barrier height
(i.e., activation energy) for the relevant potential.
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In this paper we investigate the implications of these considerations, as well as some of
their quantum counterparts, for possible cavity effects on chemical rates. We find that the
PMF associated with the reaction coordinate of a single molecule can be modified by the
cavity environment. However, dependence of this modification on the number of molecules
interacting with the cavity can result only from the cavity effect on intermolecular inter-
actions. Such cavity effects are not necessarily related to the resonant interactions with a
cavity mode, and are identical to similar effects previously studied using image potential
considerations[28–32]. As such, we may conclude that VSC catalysis cannot be directly
explained through static equilibrium considerations. It should be emphasized that this con-
clusion does not preclude possible cavity effects on inherently non-equilibrium effects that
can dominate chemical rates in other dynamical regimes.
A specific outline of the paper below is as follows. In Sec. II we consider the implication
of the interaction of N identical molecules with the cavity field under the assumption that
the cavity environment does not modify the direct intermolecular Coulombic interactions
on the PMF associated with any single molecule. Working in the Coulomb gauge, we show
that while the cavity environment does modify the single-molecule PMF, this modification
does not depend on N . This observation should not of course be gauge dependent and
indeed we validate this observation in the equivalent dipole gauge (Power–Zienau–Woolley
Hamiltonian[33, 34]) representation which provides a somewhat different perspective of this
issue. Now while disregarding cavity effects on the intermolecular Coulombic interactions
may sometimes be a good approximation, it is fundamentally inconsistent with the theory of
light-matter interaction, where a proper balance between such interactions and those medi-
ated by the longitudinal part of the radiation field is required for achieving a fully retarded
character of these interactions. Thus, in Sec. III we reexamine this issue of intermolecular
interactions by using a reasonable set of parameters, and conclude that the cavity effects on
intermolecular interactions are too small to explain observations of VSC-induced collective
(namely N -dependent) effects on chemical rates.
II. POTENTIAL OF MEAN FORCE
We start with the standard Coulomb-gauge expression for the Hamiltonian of a system of
charges interacting with the radiation field represented by a single cavity mode of frequency
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ω (the formulation remains the same if a sum over cavity modes is taken)
Hˆ =
∑
i
1
2mi
[
pˆi − ZieAˆ(rˆi)
]2
+ VˆCoul ({rˆi}) + ~ωaˆ†aˆ (4)
Here aˆ† (aˆ) denote the creation (annihilation) operator of the cavity mode, e denotes the
electronic charge, mi, pˆi, rˆi are the mass, momentum and position of the i-particle of
charge Zie, respectively. VˆCoul ({rˆi}) denotes the electrostatic interaction between all charged
particles and
Aˆ(r) =
√
~
2ωΩ0
ξ
[
exp(ik · r)aˆ+ exp(−ik · r)aˆ†] (5)
denotes the vector potential of the electromagnetic field. 0 is the vacuum permittivity
while Ω, ξ, and k denote the cavity volume, mode polarization, and wave vectors that
satisfy ξ ·k = 0. Next, we make the long-wave approximation, assuming that the size of the
molecular ensemble is much smaller then the wavelength of the cavity mode (or when many
modes are considered — of all relevant modes). In this case Eq. (5) can be approximated
by
Aˆ(0) =
√
~
2ωΩ0
ξ
(
aˆ+ aˆ†
)
(6)
The molecular system is characterized by the total dipole moment
µˆS =
∑
i
Zierˆi (7)
which may be also grouped into the dipole moments of the individual molecules (indexed
by n)
µˆS =
∑
n
µˆn; µˆn =
∑
j∈n
Zjerˆj (8)
The molecules are assumed neutral,
∑
j∈n
Zj = 0, hence µˆn does not depend on the choice of
origin of coordinates. Next we perform the unitary Göppert-Mayer transformation, Hˆ ′ =
UˆHˆUˆ † with Uˆ = exp
[
− i~µˆS · Aˆ(0)
]
leading to
Hˆ ′ =
∑
i
pˆ2i
2mi
+ VˆCoul ({rˆi})
+ ~ωaˆ†aˆ− µˆS · Eˆ+
1
2Ω0
(µˆS · ξ)2
(9)
where Eˆ = iξ
√
~ω
2Ω0
(
aˆ− aˆ†) is the operator representing the electric field associated with
the cavity mode.
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Anticipating the possibility of making a classical approximation, it is useful also to recast
the photon operators aˆ and aˆ† in Eq. (9) in terms of coordinate and momentum operators.
Putting aˆ = (2~ω)−1/2(ωqˆ − ipˆ) and aˆ† = (2~ω)−1/2(ωqˆ + ipˆ) leads to ~ωaˆ†aˆ = 1
2
(ω2qˆ2 + pˆ2)
and µˆS · Eˆ = (Ω0)−1/2 (µˆS · ξ) pˆ, the Hamiltonian (9) becomes
Hˆ ′ =
∑
i
pˆ2i
2mi
+ VˆCoul ({rˆi})
+
1
2
ω2qˆ2 +
1
2
(
pˆ−
√
1
Ω0
(µˆS · ξ)
)2 (10)
More generally, the last two terms of Eq. (10) will be summed over all relevant cavity
modes. Our focus is on effects of vibrational strong coupling, where relevant cavity modes
are assumed to evolve on timescales similar to molecular vibrational motions. The effect of
faster modes, which under the Born–Oppenheimer timescale separation should be considered
together with the electronic Hamiltonian, will be disregarded assuming that their energetic
consequences (for electromagnetic vacuum) are small relative to electronic energy scales.
With this assumption we may proceed to consider the potential surface of the ground
electronic state of the Hamiltonian (10) assuming that the photon dynamics, namely the
evolution (q(t), p(t)) takes place on a nuclear timescale. Disregarding intermolecular in-
teractions embedded in VˆCoul ({rˆi}), the ground-state nuclear/cavity photon Hamiltonian
is
Hnuc =
N∑
n=1
P 2n
2Mn
+
1
2
ω2q2 + V ({R}, p) (11)
where we now use capital P and R (rather than pˆi and rˆi) to represent nuclear degrees of
freedom. The potential surface (electronic energy) for the nuclear/cavity photon motion in
the N molecule aggregate is
V ({R}, p) =
N∑
n=1
Eg(Rn)
+
1
2
〈
ΨG
∣∣∣∣∣
[
p−
√
1
Ω0
(
N∑
n=1
µˆn · ξ
)]2 ∣∣∣∣∣ΨG
〉 (12)
Here, Eg(Rn), the electronic ground state energy of an individual molecule, is a function of
its nuclear configuration (represented by R, with {R} denoting the nuclear configurations
of all N molecules), Pn(n = 1, · · · , N) denotes the nuclear momentum and ΨG ({R}) =∏N
n=1 ψng(Rn) is a product of single-molecule ground states. Note that the designation of
q or p as photon coordinate and momentum or vice-verse is immaterial. Also note that for
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each molecule the dipole operator µˆn = µˆne+µˆn,nuc is a sum of electronic and nuclear terms,
but these two terms should be considered together, otherwise each will depend on the choice
of origin.
The second term in Eq. (12) should be handled with care because the square introduces
bimolecular terms. Denote dˆn ≡ µˆn · ξ and dng ≡ 〈ψng(Rn)|µˆn|ψng(Rn)〉 · ξ. Now suppose
one were to make the approximation
〈
ΨG
∣∣∣∣∣
[
p−
√
1
Ω0
(
N∑
n=1
dˆn
)]2 ∣∣∣∣∣ΨG
〉
=
[
p−
√
1
Ω0
〈
ΨG
∣∣∣∣∣
(
N∑
n=1
dˆn
)∣∣∣∣∣ΨG
〉]2
=
[
p−
√
1
Ω0
(
N∑
n=1
dng(Rn)
)]2 (13)
and use it in Eqs. (12) and (11) to calculate the PMF according to (following Eq. (3))
e−βF (Rj) ≡
∫
d{P}d′{R}dpdqe−βHnuc({P},{R},p,q) (14)
where d′{R} denotes integration the nuclear coordinates of all molecules except molecule j.
Obviously, under this approximation, the integral over p is the same with and without the
molecule-cavity coupling and consequently the PMF does not depend on this coupling. But
of course, one must wonder whether this conclusion is physical or merely the result of the
approximation in Eq. (13)?
To that end, one can replace Eq. (13) by
〈
ΨG
∣∣∣∣∣
[
p−
√
1
Ω0
(
N∑
n=1
dˆn
)]2 ∣∣∣∣∣ΨG
〉
=
[
p−
√
1
Ω0
(
N∑
n=1
dng(Rn)
)]2
+
1
Ω0
[〈
ΨG
∣∣∣∣∣
N∑
n=1
(
dˆn − dng(Rn)
)2 ∣∣∣∣∣ΨG
〉] (15)
Using this in Eqs. (12), (11), and (14), the contribution from the first term on the bottom
line of Eq. (15) will effectively disappear as it will be incorporated within the p integral. The
last term of Eq. (15) gives (2Ω0)−1
∑N
n=1
〈
ψng(Rn)
∣∣∣ (dˆn − dng(Rn))2 ∣∣∣ψng(Rn)〉. After the
integrations over p, q, and {P}, Eq. (14) becomes (up to a constant)
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e−βF (Rj)∼
∫
d′{R}
N∏
n=1
exp
[
−β
(
Eg(Rn) +
1
2Ω0
〈
ψng(Rn)
∣∣∣∣∣ (dˆn − dng(Rn))2
∣∣∣∣∣ψng(Rn)
〉)]
∼ exp
[
−β
(
Eg(Rj) +
1
2Ω0
〈
ψjg(Rj)
∣∣∣∣∣ (dˆj − djg(Rj))2
∣∣∣∣∣ψjg(Rj)
〉)]
(16)
We find an effect on the PMF for a single molecule is
Eg(R)→ Eg(R) + 1
2Ω0
δd2(R) (17)
where δd2(R) ≡
〈
ψg(R)
∣∣∣ (dˆ− dg(R))2 ∣∣∣ψg(R)〉 and dg(R) = 〈ψg(R)∣∣∣dˆ∣∣∣ψg(R)〉. However,
no "collective", that is N -dependent, effect emerges from this treatment.
A word of caution is however in place. While the approximation made above is often used
in analysis of cavity QED effects on molecular response, disregarding intermolecular inter-
actions as was done above is inconsistent with the fact that such interactions are included
by keeping the last term in Eq. (9). Full consistency requires those same intermolecular
interactions should also be included in the Coulombic term VˆCoul ({rˆi}). In that same vein, a
somewhat different perspective on this issue can be obtained by examining the problem using
another popular gauge, the dipole (or Power–Zienau–Woolley) gauge. This representation
is particularly convenient when the system under study comprises neutral units (molecules),
well separated relative to their size, that are characterized by their charge distributions, in
particular their dipoles.
Accordingly (and unlike Eq. (4) that starts from individual charged electrons and nu-
clei) our starting point focuses on such a system, and as before we restrict ourselves to a
classical description corresponding to the high temperature limit for the time and energy
scales associated with nuclear motions and the corresponding electromagnetic modes. The
Hamiltonian is taken to be[34]
H =
N∑
n=1
Hn +
∑
n<l
V
(nl)
Coul
+
1
2
∫
dr
(
1
0
D(r) ·D(r) + 1
µ0
B(r) ·B(r)
)
− 1
0
∫
drD(r) ·P⊥(r) + 1
20
∫
drP⊥(r) ·P⊥(r)
(18)
where Hn is the Hamiltonian for the n-th molecule and V
(nl)
Coul are the Coulombic interactions
between molecules that we assume to be dominated by dipole-dipole interactions[35], B is the
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(transverse) magnetic field andD = D⊥ is the (transverse for a neutral system) displacement
field. Here we ignored magnetic and diamagnetic interactions with the material system. D
and P are related to the electric field according to D = 0E⊥+P⊥ and 0E‖+P‖ = 0. We
also note that the dipole-dipole interactions between any two molecules can be written in
terms of the longitudinal polarizations associated with these molecules
V
(nl)
Coul =
1
0
∫
drP (n)‖ (r) ·P (l)‖ (r) (for n 6= l) (19)
so that, using P(r) = ∑
n=1
P (n)(r) = ∑
n=1
(
P (n)⊥ (r) +P (n)‖ (r)
)
, and assuming we operate in
the point-dipole approximation P (n)(r) = µ(n)δ(r− rn), we thus find∑
n<l
V
(nl)
Coul +
1
20
∫
drP⊥(r) ·P⊥(r)
=
1
0
∑
n<l
∫
drP (n)(r) ·P (l)(r)
+
1
20
∑
n
∫
drP (n)⊥ (r) ·P (n)⊥ (r)
(20)
The first term on the right of Eq. (20) vanishes by the assumption in our model that the
charge distributions associated with different molecules do not overlap, which also reflects
the retarded nature of light-matter interactions. Note that such a cancellation is valid both
in free space and in cavities[36]. The Hamiltonian (18) then becomes
H =
N∑
n=1
Hn +
1
20
∑
n
∫
drP (n)⊥ (r) ·P (n)⊥ (r)
+
1
2
∫
dr
(
1
0
D(r) ·D(r) + 1
µ0
B(r) ·B(r)
)
− 1
0
N∑
n=1
∫
drD(r) ·P (n)⊥ (r)
(21)
Here, D(r) =
∑
k,ξ
i
√
~ωk0
2
(akfk(r)− a∗kf∗k (r)), fk(r) denotes the mode function which satisfies
the Helmholtz equation with a certain boundary condition due to the cavity[36] and a (a∗)
are the classical analogs of the quantum annihilation (creation) operators. For example, in
free space, fk(r) = ξ 1√Ωe
ik·r.
To arrive at a convenient Hamiltonian for studying the cavity effect, we rewrite the
spatial integrations in Eq. (18) by the corresponding reciprocal-space integrations. For ex-
ample, the free-field part is 1
2
∫
dr
(
1
0
D(r) ·D(r) + 1
µ0
B(r) ·B(r)
)
=
∑
k,ξ
~ωka∗kak. For point
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dipoles such as P (n)(r) = µ(n)δ(r− rn), we have
∫
drD(r) ·P (n)⊥ (r) =
∫
drD(r) ·P (n)(r) =∑
k,ξ
i
√
~ωk0
2
(akfk(rn)−a∗kf∗k (rn))·µ(n). Likewise,
∫
drP (n)⊥ (r)·P (n)⊥ (r) =
∫
drdr′P (n)(r)·
↔
δ⊥(r−
r′)P (n)(r′); because the transverse δ-function is a rank-two tensor defined as
↔
δ⊥(r − r′) ≡∑
k,ξ
fk(r)f
∗
k (r
′) (where we take outer product of fk(r) and f∗k (r′)),
∫
drP (n)⊥ (r) · P (n)⊥ (r) =∑
k,ξ
∣∣∣∫ drP (n)(r)fk(r)∣∣∣2 = ∑
k,ξ
|µ(n) · fk(rn)|2. Therefore, we can rewrite Eq. (21) as
H =
N∑
n=1
Hn +
∑
k∈supp,ξ
[
~ωka∗kak −
N∑
n=1
i
√
~ωk
20
(akfk(rn)− a∗kf∗k (rn)) · µ(n) +
N∑
n=1
1
20
|µ(n) · fk(rn)|2
]
(22)
where k ∈ supp denotes that the summation includes all supported cavity modes. Equiva-
lently, when the photon modes are expressed as a function of positions and momenta such
as ak = (2~ωk)−1/2(ωkqk + ipk), Eq. (22) reads
H =
N∑
n=1
Hn −
∑
k∈supp,ξ
∑
n6=l
1
20
(
µ(n) · fk(rn)
) (
µ(l) · f∗k (rl)
)
(23a)
+
∑
k∈supp,ξ
1
2
ω2k
(
qk +
N∑
n=1
1√
0ωk
µ(n) · Im [fk(rn)]
)2
+
1
2
(
pk −
N∑
n=1
1√
0
µ(n) · Re [fk(rn)]
)2
(23b)
Note that the second term in Eq. (23a) is simply the modified dipole-dipole interaction
between molecules in the cavity:
V
(nl)
dd (Ω) = −
∑
k∈supp,ξ
1
20
(
µ(n) · fk(rn)
) (
µ(l) · f∗k (rl)
)
+ c.c. (24)
which is a function of the cavity volume Ω, and where c.c. denotes the complex conjugate.
When Ω→ +∞, Eq. (24) reduces to the familiar free-space form, V (nl)dd = 10µn·
↔
δ⊥(rn−rl)µl.
When Eq. (23) is used for calculating the PMF (as what we did above) by Eq. (3), we
see again, that after integration over the radiation field degrees of freedom (pk and qk), the
only possible source of many-molecular contributions to the single molecule PMF are the
remaining dipolar interaction terms represented by
∑
n<l
V
(nl)
dd (Ω).
III. DISCUSSION
The analysis carried in the previous Section indicates that, for a system of N molecules
that are coupled to each other through their interaction with cavity modes, the only possible
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FIG. 1. The normalized difference between the dipole-dipole interaction inside a cavity and that
in free space, Eq. (25), plotted against the cavity length L. The cavity mirrors are set at z = 0
and z = L and two paralleled dipoles are located at (0, 0, L+∆r2 ) and (0, 0,
L−∆r
2 ) with an angle θ
with respect to the z axis. The separation between the dipoles is set as ∆r = 1 nm. Note that the
dimensionless quantity [vdd(L)− vdd(∞)]/vdd(∞) shows no dependence on the angle θ.
source of "collective" (N dependent) effect at the single-molecular TST rate stems from the
cavity effect on the intermolecular (assumed to be dominated by dipolar) interactions. Such
effects were investigated in the past, where in the electrostatic (long-wave) limit they can
be described in terms of interaction of a given molecular dipole with the infinite number of
images associated with each molecule positioned between cavity mirrors[28–32]. To estimate
the magnitude of this effect we consider a cavity bounded by perfect mirrors located at z = 0
and z = L, in which two point dipoles are positioned at (0, 0, L+∆r
2
) and (0, 0, L−∆r
2
). An
analytical expression for the dipole-dipole interaction in such configuration is provided in
Ref. [28] (see Eq. (3.9) therein). Fig. 1 plots the normalized difference between the dipole-
dipole interaction (vdd) inside the cavity and in free space,
η(L) ≡ vdd(L)− vdd(∞)
vdd(∞) (25)
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as a function of the cavity length L. It is seen that when the cavity length is comparable
with the separation between the dipoles (with ∆r = 1 nm), the dipole-dipole interaction is
affected significantly. However for cavities usually used in studies of VSC (with the cavity
length of microns), the cavity effect on intermolecular dipolar interaction is negligible.
We have to conclude that cavity effects on the rate of chemical processes whose un-
derlying nuclear dynamics takes place on the ground electronic potential surface cannot
be accounted for on the transition-state-theory level where the rate is determined by the
thermal distribution of nuclear configurations on the ground-state potential surface. While
proximity to mirrors can effect intermolecular interactions, these effects are negligible for
standard cavities used in VSC studies with L of the order of microns. Experimentally ob-
served cavity effects on ground (electronic) state reactions must arise from other physical
effects, that may have classical (excitation rates or barrier crossing efficiencies) or quantum
(e.g. non-adiabatic transitions) origins.
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