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Abstract
The purpose of this article, which is partly a closed review of the article
Stochastic linear-quadratic control via semidenite programming in SIAM
Journal Control Optimization, Volume 40, No. 3, pages 801 to 823, written
by Yao, Zang and Zhou, is to derive an algorithm for solving stochastic
linear quadratic control problems over innite time horizon using a primal-
dual semidenite programming approach.
We present briey semidenite programming problems formulation and
the associated dual, we discuss when duality holds between both the primal
and the dual and then give some methods to solve such problems and mention
their complexity. In a second time, linear quadratic control problems will be
discussed by rst looking at the deterministic case and then the stochastic
case.
We replace the traditional Riccati equation related to control problems
by a semidente programming primal problem, its associated dual and a
generalized version of the Riccati equation. Then, stability and optimal-
ity properties of the control found by the alternative methods are stated.
Thereafter we can give an algorithm to solve stochastic linear quadratic con-
trol problems and show some application examples of the algorithm that has
been developed.
This paper is ended by a short description of the S-procedure and an
application example to control theory.
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Chapter 1
Introduction
This article is a closed review of (28) by Yao, Zang and Zhou and is meant
to derive an algorithm for solving stochastic linear quadratic control prob-
lems over innite time horizon using a primal-dual semidenite programming
approach.
In a rst time semidenite programming will be presented and in a second
time, an application of semidenite programming to the control theory is
considered and nally a short description of the S-procedure is given.
In Chapter 2, we introduce semidente programming theory and the
notations used in this paper. We refer for instance to Boyd and Van-
denberghe (21) and Laurent and Rendl (10) for good overviews of
semidenite programming theory. Parallels between linear programming and
semidente programming are drawn and a trial to understand the dierences
between both is done, for instance the dierences in duality results. Some
important results about duality in semidente programming are reviewed,
see e.g. in the article by Monteiro (15) and two examples where the strong
duality does not hold are given, see Todd (20) for more examples. The rela-
tion between strong duality and the Farkas lemma is given, lemma that is
related to the S-procedure in Chapter 4. Then we close this chapter by giving
some methods to solve semidenite programming problems and briey men-
tion their complexity. We focus on three dierent methods, namely the ellip-
soid method which has an historical importance (see e.g. Nemirovskiy and
Yudin (16)), the Interior methods, which are the most used methods, and in
particularly the primal-dual path following algorithms (seeMonteiro (14),
Helmberg, Rendl, Vanderbei and Wolkowicz (7) and Zhang (30))
and the subgradient methods and mention some closely related methods for
large-scale semidenite programming problems and eigenvalue problems ( we
refer to Helmberg and Rendl (6) for an overview).
In Chapter 3, we discuss linear quadratic control problems by rst looking
at the deterministic case and then the stochastic case. Some important
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denition such as stability and attainability of the control (problem) are
given, see e.g Yao, Zang and Zhou (27; 28). The algorithm for continuous
time linear quadratic control problems over innite time horizon is recalled,
we refer for instance to (9), which underlines the importance of the Riccati
equation in control theory.
The main part of our work is the stochastic case in Chapter 3. We give a
formulation of the control problem and justify it by an example of problem
statement drawn from the article by Yao, Zhang and Zhou (28). Then
the Riccati equation in the stochastic case is derived, knowing the nature
of the control (open-loop or feedback) according to the method presented by
Luo and Feng (11). After that, a brief discussion about when the Riccati
equation has certainly a solution or not depending on the cost matrices is
hold, see for instance Rami and Zhou (18). Then, a semidente program-
ming primal problem which corresponds to the Riccati equation in a sense
that its optimal values solve the Riccati equation is given. We also give the
corresponding dual and remark that both semidenite programming prob-
lems avoid the diculties that appear when solving the Riccati equation.
The notion of pseudo inverse of a matrix is then introduced and within a def-
inition of the generalized Riccati equation. Thereafter, we establish some
stability results in relation to the solutions of the semidenite programming
problems, see e.g. Rami and Zhou (18). Then link between optimality
property of the control and the results found by our alternative methods are
established, we refer to Yao, Zang and Zhou (27; 28). According to the
stability and optimality results, a systematic method to solve the control
problem is given, namely we enunciate the algorithm in Yao, Zang and
Zhou in (28). We continue with some simple examples of control problems,
which we apply the algorithm to. Some of those examples can be found in
(28) by Yao, Zang and Zhou. We mention briey the ε-method in relation
to a problem with no optimal attainable control, but still well-posed.
In Chapter 4, we give a small overview of the S-procedure and prove
the S-procedure when it is lossless. We also establish the relation between
Farkas lemma and the S-procedure. Finally, an example of application of
the S-procedure to control theory is given.
3
Chapter 2
Semidenite programming
2.1 Generalities
Depending on the authors, dierent notations to state a semidenite pro-
gramming problem can be found. We will use the following one for the
primal problem
minimize Tr(BX)
subject to Tr(AiX) = ci i = 1, . . . ,m
X = XT  0.
(PSDP)
Here the variable is the matrix X = XT ∈ Sn.
The dual problem associated with the semidenite programming problem
(PSDP) is
maximize cT y
subject to G(y)  0, (DSDP)
where
G(y) ,
n∑
i=1
Aiy −B.
It is wished to minimize a linear function with respect to y ∈ Rm subject to
matrix inequalities. From here on, we will consider that the problem data
belong to the right spaces, namely c is a vector in Rm and A1, . . . , Am ∈ Rnxn
are m + 1 symmetric matrices with coecients in Rnxn. Further the set of
symmetric matrices in R
nxn
will denoted by Sn. The inequality sign in
G(y)  0 means that G(y) is negative semidenite, i.e., zTG(y)z ≤ 0 for
all z ∈ Rn and respectively G(y) ≺ 0 means that G(y) is negative denite.
Semidenite programming with symmetric matrices can be regarded as an
extension of linear programming where the matrix inequalities replace the
component-wise inequalities between vectors as follows.
4
Let us rst write a linear programming dual problem (dLP) on standard
form
maximize cT y
subject to Ay ≥ b. (dLP)
By setting G(y) = diag(Ay + b), i.e.,
B = diag(b), Ai = diag(ai), i = 1, . . . ,m,
where A = [a1...am] ∈ Rnxm, we can express dLP as a semidenite program-
ming problem.
Therefore parallels between both the semidenite programming and the
linear programming theory can be established. Many algorithms for solv-
ing LP problems have generalizations for solving semidenite programming
problems. However, one big dierence is that there is no simplex method
for semidenite programming (even if some cutting planes method can be
compared to simplex method). There are some other important dierences,
for instance, duality results are weaker for semidenite programming than
for linear programming problems.
2.2 Duality results
Let us now look at the duality results for semidenite programming.
Suppose that X is dual feasible and y is primal feasible. Then, using the
fact that Tr(AB) ≥ 0 when A = AT  0 and B = BT  0, it follows that
Tr(BX)− cT y = Tr(BX)−
m∑
i=1
Tr(AiXyi) = −Tr(XG(y)) ≥ 0,
thus
cT y ≤ Tr(BX).
This result is called weak duality, as it is in the linear programming theory.
But the strong duality result does not always hold for semidenite pro-
gramming, which is considerably dierent from linear programming.
Let us rewrite the primal semidenite programming problem (PSDP)
min Tr(CX)
s.t. Tr(AiX) = bi, i = 1, . . . ,m
X  0.
(2.2.1)
The only dierence with an LP problem
min cTx
s.t. Ax = b
x ≥ 0.
(2.2.2)
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is that X  0 replaces x ≥ 0, which holds if and only if uTXu ≥ 0 for all u
with ‖u‖2 = 1. So, to test the positive semidenitness of a matrix, innitely
many cases have to be considered, but in LP problems there are only nitely
many.
Let us look the following theorem to show more formally that strong
duality of semidenite problems does not always hold.
Theorem 2.1 (Farkas' lemma). Let A be an m × n matrix and b an m
dimensional vector. Then exactly one of the following statements can hold
at the time.
1) There exists x ∈ Rn such that Ax = b and x ≥ 0.
2) There exists y ∈ Rm such that AT y ≥ 0 and bT y < 0.
Proof. Let us take x ≥ 0 such that Ax = b, then we have yTAx = yT b, i.e.
(AT y)Tx ≥ 0 and (bT y)T ≥ 0 if AT y ≥ 0 and if bT y < 0, yTAx < 0 and
AT y < 0 so if 1) holds 2) can not hold simultaneously.
Now consider the set
C = {z | z = Ax, x ≥ 0},
which is closed and convex, where the closeness follows by considering basic
feasible solutions. Then if
b ∈ C; Point 1) of Theorem 2.1 holds.
b 6∈ C; As C is a convex and closed set there exists z? ∈ C such that ‖z?−b‖2 ≤
‖z − b‖2∀z ∈ C and so it holds that
• (z? − b)T z ≥ (z? − b)T z?,∀z ∈ C and
• (z? − b)T b < (z? − b)T z?.
Thus there exists y such that yT b < yT z for all z ∈ C, so yT b < yT z, x ≥ 0
and therefore yTA ≥ 0. Moreover, as 0 ∈ C, yT b < 0 and Theorem 2.1,
Point 2) holds.
We will see, in Chapter 4, that there exists a more general result called
the S-procedure, see Corollary 4.2.
However, since
C = {z | zi = Tr(AiX),X  0}
is not closed Theorem 2.1 does not always hold for semidenite programming
and therefore strong duality neither.
Strong duality holds if Tr(G(y)X) = 0, since then
cT y = Tr(BX).
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Using the fact that if A and B are symmetric positive semidenite and
Tr(AB) = 0 then AB = 0, which can be shown by using the eigenvalue
decomposition of A and considering separately the positive and zero eigen-
values, it turns out that if Tr(G(y)X) = Tr(XG(y)) = 0, since G(y)  0
and X  0, we have XG(y) = 0.
The condition XG(y) = 0 is referred to as the complementary slackness
condition, in the sense that if the complementary slackness condition holds
then the strong duality does as well.
Let us now look at two examples where strong duality does not hod.
Example 2.1. (20, Page 17) In this example the duality gap is 0, but the
primal problem optimal value is not attainable.
The primal problem is stated as follows
min y1
s.t
(
y1 1
1 y2
)
 0. (2.2.3)
It has no optimal solution since (, 1 ) is feasible for all  > 0 but not for
 = 0. The optimal value is therefore 0, but is never attained. The dual
problem is
min Tr(
(
0 1
1 0
)
X)
s.t Tr(
(−1 0
0 0
)
X) = −1
Tr(
(
0 0
0 −1
)
X) = 0
X  0.
(2.2.4)
It has one only feasible solution which is
(
1 0
0 0
)
with an associated optimal
value 0.
Example 2.2. (22, Example 4.1.2.) In this example the duality gap is equal
to a positive constant a that can be chosen arbitrarily big.
The primal problem
min CTX
s.t. Tr(A1X) = b1
Tr(A2X) = b2
X  0,
(2.2.5)
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where A1 =
1 0 00 0 1
0 1 0

, A2 =
0 0 00 1 0
0 0 0

, b =
(
1
0
)
and C =
a 0 00 0 0
0 0 0

has X =
 1 0 x130 0 0
x13 0 x33

as solution with x33 positive. The resulting optimal
value is therefore a, where a is any positive number.
The associated dual problem is
max y1
s.t
a− y1 0 00 −y2 −y1
0 −y1 0
  0. (2.2.6)
The optimal solution is then y = (0, 0)T with optimal value 0, therefore the
duality gap is a, which is positive.
Recall the following theorem, which is a well known result about strong
duality in semidenite programming theory. We refer for example to Mon-
teiro (15) for more details and proof.
Theorem 2.2. Let us dene the following sets which correspond respectively
to the set of primal (PSDP) feasible (strictly feasible) and dual (DSDP) fea-
sible (strictly feasible) solutions.
• F (P ) = {x ∈ Rm | G(x)  0},
• F 0(P ) = {x ∈ F (P ) | G(x)  0},
• F (D) = {Z ∈ Sn | X  0,Tr(AiZ) = ci},
• F 0(D) = {Z ∈ F (D) | Z  0}.
Then the following hold where Val(P ), respectively Val(D), represents the
optimal value of (PSDP), respectively (DSDP).
1. If Val(P ) > −∞ and F 0(P ) 6= ∅ then the set of optimal solution for
(DSDP) is non-empty, bounded and Val(P ) = Val(D);
2. If Val(D) < ∞ and F 0(D) 6= ∅ then the set of optimal solution for
(PSDP) is non-empty, bounded and Val(P ) = Val(D);
3. If F 0(P ) 6= ∅ and F 0(D) 6= ∅ then the set of optimal solution for
(PSDP) and (DSDP) is non-empty, bounded and Val(P ) = Val(D),i.e.
strong duality holds.
In linear programming the strong duality holds without restrictions.
8
2.3 Methods and problem complexity
There exist dierent methods to solve semidenite programming problems,
most of them being a generalization of the methods to solve linear pro-
gramming problems. The principal class of methods to solve semidenite
programming are the interior methods. Another method we mention here
is the ellipsoid method. Finally we will briey talk about an alternative to
interior methods, namely the subgradient methods.
It has been shown that semidenite programming problem can be solved
in polynomial time.
It is known that computing the eigenvalues of a matrix is an NPhard
problem, but a semidenite programming problem can be solved in a polyno-
mial time, which seems to be a contradiction. But, in reality, a semidenite
programming problem can be solved in polynomial time to a certain tol-
erance ε > 0 which is chosen on before hand. The complexity of interior
methods to solve a semidenite programming problem is of O(
√
n ln(1/ε))
and therefore grows to innity with ε getting smaller, what makes sense since
the algorithms to get eigenvalues give them with a tolerance 0, see e.g. (22,
chapter 10).
2.3.1 The ellipsoid method
We mention here the ellipsoid method for historical reason. It is the rst
method that could show that semidenite programming problems can be
solved in polynomial time. A cutting plane for the constraint set through
any given infeasible point can be built, in polynomial time (see, e.g., (5)).
One can therefore apply the ellipsoid method of Yudin and Nemirovsky
(see (16)) to solve a semidenite programming problem in polynomial time.
Even though semidenite programming problems can be solved to any
xed prescribed precision in polynomial time, the running time for the ellip-
soid method is really high in practice, which make us chose an other way of
solving semidenite programming problems. Actually the ellipsoid method
has been replaced by the interior methods, which are faster.
2.3.2 Interior methods
Interior methods have some properties that make them particularly attrac-
tive. They have a practical eciency in a way that for linear programming
problems they are competitive with the simplex methods and they may be
substantially faster when the number of variables and constraints is really
large. As they have polynomial complexity, they have theoretical eciency.
They can also exploit the problem structure.
However the problem with interior methods is that with the number of
operations in a problem, the size of the matrix grows a lot and then the
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eciency of the methods is limited in the sense that the time to solve a
problem is growing quite fast. For this reason people are still working on
creating new methods which are basically interior ones, but that take into
consideration the structure of the matrix to compute less operations. For
some primal-dual path following algorithms, which are the class of interior
methods considered here, we refer to Monteiro (14), Helmberg, Rendl,
Vanderbei and Wolkowicz (7) and Zhang (30) under others.
General algorithms
The dierence in the interior methods for solving semidenite programming
compared to solving linear programming is that when a barrier transforma-
tion on
min Tr(CX)
s.t. Tr(A1X) = bi i = 1, . . . ,m
X = XT  0,
is applied, it results that
min{Tr(CX − µ ln(detX))}.
By the gradient of the barrier function C − µX−1 −∑mi=1 Aiyi = 0. We
dene then S = µX−1 which can be rewritten as SX = µI or XS = µI. In
linear programming case it makes no dierence which of both equalities is
chosen to continue, but as XS 6= SX in general, it changes in semidenite
programming.
We will propose here the primal-dual path following algorithm exposed
by Monteiro (14). First assume that F 0(P ) × F 0(D) 6= ∅, i.e the strong
duality holds.
Algorithm
Step 0 Give x0 ∈ F 0(P ) and (S0, y0) ∈ F 0(D). Set k = 0.
Step 1 Set x = xk, (S, y) = (Sk, yk) and choose µ = (Tr(XS))n .
Step 2 Set H = σµI − X1/2SX1/2, where σ = σk ∈ [0, 1] is the centrality
parameter and has to be chosen.
Step 3 Compute the search direction (∆X,∆S,∆y) by solving the system

X−1/2(X∆S +∆XS)X1/2 +X1/2(X∆S +∆XS)X−1/2 = 2H
Tr(Ai∆X) = 0 ∀i = 1, . . . ,m
m∑
i=1
∆yiAi +∆S = 0.
10
Step 4 Find the step length α = αk ≥ 0 such that X̂ = X + α∆X is sym-
metric positive denite and (Ŝ, ŷ) = (S, y) + α(∆S,∆y), with Ŝ being
symmetric positive denite.
Step 5 Let Xk+1 = X̂, (Sk+1, yk+1) = (Ŝ, ŷ), replace k by k + 1 and go to
step 1.
In (14) they are usingH = σµI−X1/2SX1/2 for the condition S = µX−1.
Dierent authors present this algorithm slightly dierently and the main
dierence is in the choice of the linearisation of S = µX−1. For example, in
(7), they linearise is as XS = µI.
2.3.3 Subgradient methods
The subgradient methods have the advantage over interior methods that
they can solve problem of larger size. However they are less used since the
algorithms are, in term of number of operations, relatively slow and moreover
there exists no simple stopping criterion for subgradient methods that could
guarantee a certain level of optimality.
General methods
In vector case, a subgradient to φ at u, where φ is a concave function on Rm,
is a vector s ∈ Rm such that
φ(v) ≤ φ(u) + sT (v − u) ∀v ∈ Rm.
Moreover if φ is dierentiable at u, δφ(u) is the unique subgradient. It can
be shown that if φ(u) = min
x∈X
{f(x)−uT g(x)}, then −g(x(u)) is a subgradient
to φ at u, where x(u) denotes an optimal solution to min
x∈X
{f(x) − uT g(x)}.
This result applied to (2.2.2) implies that
φ(u) = min
x∈X
{cTx− uT (Ax− b)}
and b − Ax(u) is a subgradient to φ at u. The general subgradient method
follows
For a given uk ∈ Rm,
Step 1 Find xk the optimal solution to min
x∈X
{cTx− (uk)T (Ax− b)}
Step 2 Let the subgradient sk = b−Axk
Step 3 Choose the step length θk, by default θk = 1/k is set.
Step 4 Update uk+1 = uk + θksk and go to Step 1.
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In matrix case, corresponding to semidenite programming case, the
methods follow the same steps, but the denition of subgradient is slightly
dierent, namely a symmetric matrix G that satises
µ(P˜ ) ≥ µ(P ) +Tr(G(P˜ − P ))
for any symmetric matrix P˜ is a subgradient of µ at P . For example the sub-
gradient corresponding to µ(P ) = λn(B−
∑n
i=1A
T
i x) is G = vv
t
, where v is
the unitary eigenvector associated to the largest eigenvalue of B−∑ni=1ATi x.
There exist some closely related methods for solving large-scale semide-
nite programming problems and eigenvalue problems. In particular, we refer
to (6) for an overview of spectral bundle method and prox-method.
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Chapter 3
Application of semidenite pro-
gramming to stochastic Linear-
Quadratic control theory
3.1 Linear-Quadratic control problems
Let us rst recall some denitions.
Denition (stabilizing).
• An open-loop control u(·) is (mean-square) stabilizing at x0 if x(·), the
state corresponding to the system dynamics (3.1.1b) with initial state
x0, satises lim
t→∞
E
[
x(t)Tx(t)
]
= 0.
• A feedback control u(t) = Kx(t), where K is a constant matrix, is
stabilizing if ∀x0, it holds that lim
t→∞
x(t) = 0 where x(·) is the solution
to the system dynamics (3.1.1b) with u(t) = Kx(t).
• Accordingly, the system (3.1.1b) is (mean square) stabilizable if there
exists a stabilizing feedback control on the form u(t) = Kx(t).
Denition (attainable).
• The control problem (3.1.1) is called attainable at x0 if it is well-posed
at x0 and there exists an optimal admissible control, where
• (3.1.1) is called well-posed at x0 if −∞ < inf
u(·) adm.
J(x0, u(·)) < +∞.
We will consider the following linear-quadratic (LQ) control problem
J(x0, u(·)) = min
∫ ∞
0
[
x(t)TQx(t) + u(t)TRu(t)
]
dt (3.1.1a)
s.t
{
x˙(t) = Ax(t) +Bu(t),
x(0) = x0 ∈ Rn.
(3.1.1b)
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We suppose A, B, Q and R to be constant matrices through this paper and
we require Q and R to be symmetric matrices. We also require that the
control u(·) is square integrable on Rm.
The following theorem is well known in optimal control theory.
Theorem 3.1. Consider (3.1.1), where Q  0 and R  0. Assume that
(A,B) is controllable. Then the following holds
i) J∗(x0) = x
T
0 Px0, where P is the unique symmetric positive denite
solution to the Riccati equation
PA+ATP +Q− PBR−1BTP = 0. (3.1.2)
ii) u∗ = −R−1BTPx is the optimal stabilizing feedback control.
Proof. We apply the continuous time dynamic programming algorithm to
(3.1.1). The ansatz is done that V (x) = xTPx, which is a positive de-
nite and radially unbounded function that solves the Hamilton-Jacobi-
Bellman equation, so the optimal control should be u∗ = −R−1BTPx.
Indeed
min
u
{xTQx+ uTRu+ (xTP + Px)(Ax+Bu)}
=xTQx+ (−R−1BTPx)TR(−R−1BTPx)+
(xTP + Px)(Ax+B(−R−1BTPx))
=xTQx+ xTPBR−TBTPx+
xT (PA− PBR−1BTP )x+ xT (ATP − PBR−1BTP )x
=xT (Q+ PA+ATP − PBR−1BTP )x = 0,
with u∗ = −R−1BTPx.
The assumption on controllability of (A,B) assures the existence of a
unique positive denite solution to the Riccati equation (3.1.2).
We see in this theorem the importance of the Riccati equation for LQ
control theory. This theorem gives explicitly the form of the feedback control,
but has an obvious drawback, namely the requirement that R  0. Indeed,
the cases when R  0 is on interest. Yong and Zhou have proved in (29,
Chapter 6, Proposition 2.4) that R  0 is a necessary condition for (3.1.1)
to be well-posed.
3.2 Stochastic case
Analogously to the deterministic case, we will consider, in problem (3.2.1),
A, B, C and D being constant matrices and Q, R being constant symmetric
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matrices. A one-dimensional standard Brownian motion on a ltered proba-
bility space (Ω,F ,Ft, P ) with t ∈ [0,∞) is introduced. Similarly the control
will be denoted by u(·) and assumed to be square integrable on Rm.
We will consider the following stochastic linear quadratic (SLQ) optimal
control problem.
min E
[∫ ∞
0
[
x(t)TQx(t) + u(t)TRu(t)
]
dt
]
(3.2.1a)
s.t
{
dx(t) = [Ax(t) +Bu(t)] dt+ [Cx(t) +Du(t)] dW (t),
x(0) = x0 ∈ Rn.
(3.2.1b)
Let us rst consider an example in order to motivate this problem formula-
tion.
3.2.1 Example of a problem statement
The example we describe here can be found in (28). The problem statement
we want to derive is
J(
(
x(0)
y(0)
)
, u(·)) =
min E
[∫ ∞
0
X(t)T
(
1 −1
−1 1
)
X(t)dt
]
s.t dX(t) =
[(
r − 1/2ρ 0
0 bI − 1/2ρ
)
X(t) +
(
b− r
0
)
u(t)
]
dt
+
[(
0 0
0 σI
)
X(t) +
(
σ
0
)
u(t)
]
dW (t)
X(0) =
(
z0
i0
)
.
This problem corresponds to a one bound- and one stock- market.
The bound is governed by the price dynamics
dP0(t) = rP0(t)dt, P0(0) = p0;
similarly the stock is governed by
dP1(t) = P1(t) [bdt + σdW (t)] , P1(0) = p1,
where W (·) is a one-dimensional standard Brownian motion. A wealth tra-
jectory given by
dI(t) = I(t) [bIdt+ σI(t)dW (t)] , I(0) = i0
is to be tracked by an agent with initial endowment z0. The total wealth
of the agent is denoted by z(t) at any time t ≥ 0. The market value of the
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stock is denoted by pi(t) and assumed to be traded continuously. Further it is
assumed that there is no transaction cost, no withdraw for consumption and
no payment of any dividend. Under those assumptions, we get the following
condition on z(t):
dz(t) = [rz(t) + (b− r)pi(t)] dt+ σpi(t)dW (t), z(0) = z0.
The agent task is to minimize
E
[∫ ∞
0
e−ρt | z(t)− I(t) |2 dt
]
,
where ρ is the discount rate.
By choosing the state
X(t) =
(
x(t)
y(t)
)
= e−1/2ρt
(
z(t)
I(t)
)
,
the objective function becomes
minE
[∫ ∞
0
| x(t)− y(t) |2 dt
]
= minE
[∫ ∞
0
X(t)T
(
1 −1
−1 1
)
X(t)dt
]
,
which is what we wanted.
Let us dene the control variable u(t) as
u(t) = e−1/2ρtpi(t),
then it holds that
dX(t) =
(
dx(t)
dy(t)
)
=
(
d
(
e−1/2ρtz(t)
)
d
(
e−1/2ρtI(t)
)) = (−1/2ρx(t)dt + e−1/2ρtdz(t)−1/2ρy(t)dt + e−1/2ρtdI(t)
)
= −1/2ρ
(
x(t)
y(t)
)
dt+
(
re−1/2ρtz(t) + (b− r)e−1/2ρtpi(t)
bIe
−1/2ρtI(t)
)
dt
+
(
e−1/2ρtσpi(t)
e−1/2ρtσI(t)I(t)
)
dW (t)
=
(
[(r − 1/2ρ)x(t) + (b− r)u(t)] dt
(bI − 1/2ρ)y(t)dt
)
+
(
σu(t)
σIy(t)
)
dW (t)
=
[(
r − 1/2ρ 0
0 bI − 1/2ρ
)
X(t) +
(
b− r
0
)
u(t)
]
dt
+
[(
0 0
0 σI
)
X(t) +
(
σ
0
)
u(t)
]
dW (t),
X(0) =
(
x(0)
y(0)
)
= e0
(
z(0)
I(0)
)
=
(
z0
i0
)
So the problem is on the same form as (3.2.1).
Knowing if the optimal solution to (3.2.1) is an open-loop or a feed-
back control, we can determine the optimal control if there exists a feasible
solution to the stochastic Riccati equation.
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From the control to the Riccati equation
We will now derive the Riccati equation from (3.2.1), the SLQ control
problem, when supposing that there exists a feedback solution u(t) = Kx(t).
Let us rst rewrite the problem with the assumption u(t) = Kx(t).
The system dynamics changes as follow{
dx(t) = [A+BK]x(t)dt + [C +DK]x(t)dW (t)
x(0) = x0,
where, introducing X(t) = E
[
x(t)x(t)T
]
, we get
dX(t) = [A+BK]X(t) +X(t) [A+BK]T
+ [C +DK]X(t) [C +DK]T
X(0) = X0 =
(
x0 x
T
0
)
.
The corresponding objective function (3.2.1a) changes to
J(K(·)) =
∫ ∞
0
Tr
{(
Q+KTRK
)
X(t)
}
dt.
So the new problem becomes
min
∫ ∞
0
Tr
{(
Q+KTRK
)
X(t)
}
dt
s.t

dX(t) = [A+BK]X(t) +X(t) [A+BK]T
+ [C +DK]X(t) [C +DK]T
X(0) = X0 =
(
x0 x
T
0
) (3.2.2)
Then, applying the dynamic programming algorithm for stochastic control
problems over innite time horizon, we get
1) Hamiltonian
H(X,u, P ) = f0(X,u) + Tr (f(X,u)P
T )
= Tr
{
(Q+KTRK)X +
[
(A+BK)X +X(A+BK)T
+ (C +DK)X(C +DK)T
]
P T
}
2) Pointwise minimization
µ˜ = argmin
K
H(X,u, P )
3) Hamilton-Bellman-Jacobi equation
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{
0 = − ∂∂X?H(X∗, u∗, P )
∂H
∂u? (X
∗, u∗, P ) = 0.
Since
• ∂∂XTr(AXBXT ) = AXB +ATXBT ,
• ∂∂XTr(AX) = AT and
• ∂∂XTr(AXT ) = A,
we get
0 = QT +KTRK + P (A+BK) + (A+BK)TP
+(C +DK)P (C +DK)T
∂H
∂K = RKX
T +RKX +BTPXT +BTP TX +DTPCXT
+DTP TCX +DTPDKXT +DTPDKX = 0.
Using the fact that X and P are symmetric, it holds that
0 = Q+KTRK + P (A+BK) + (A+BK)TP
+(C +DK)P (C +DK)T
∂H
∂K = 2RKX + 2B
TPX + 2DTPCX + 2DTPDKX = 0
and so 
0 = Q+KTRK + P (A+BK) + (A+BK)TP
+(C +DK)P (C +DK)T
∂H
∂K = (R+D
TPD)K +BTP +DTPC = 0.
Thus we get
K = −(R+DTPD)−1(BTP +DTPC),
which, introduced in
Q+KTRK + P (A+BK) + (A+BK)TP + (C +DK)P (C +DK)T = 0,
gives, after some simplications,
Q+ PA+ATP + CTPC
− (PB + CTPDT )(R+DTPD)−1(BTP +DTPC) = 0.
(3.2.3)
This equation (3.2.3) is known as the stochastic Riccati equation.
We refer to Luo and Feng in (11) for obtainning the Riccati equation
when starting with an open-loop control u(t).
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3.2.2 The Riccati equation
As it has been seen previously, the following equation is called the stochastic
Riccati equation (or algebraic Riccati equation when C and D are 0)
ATP + PA+Q+ CTPC
− (PB + CTPDT )(R+DTPD)−1(BTP +DTPC) = 0.
(3.2.4)
If there exists a symmetric matrix P that solves (3.2.4) and such that
R + DTPD  0, by analogy to the deterministic case it is known that
the corresponding optimal feedback control is given by
u(t) = Kx(t), where K = −(R+DTPD)−1(BTP +DTPC).
But it is almost never an easy task to solve the stochastic Riccati equation.
In particular the inverse term (R +DTPD) is depending on the unknown,
which does not help to solving the stochastic Riccati equation. Indeed
there is no guarantee that R + DTPD  0, except, as in the deterministic
case, when R  0 and Q  0. It is well known that if R  0 and Q  0 there
exists a unique symmetric positive semidenite solution P to the stochastic
Riccati equation, see e.g. (18).
We already discussed the fact that in the deterministic case, the positive
deniteness of R is a necessary condition for the linear quadratic problem
(3.1.1) to have a solution.
In the case D = 0, the equation is slightly simplied and there exists a
systematic way of solving it, namely by considering the associated Hamil-
tonian matrix. In the deterministic case (C = D = 0), the Hamiltonian
matrix is given by
(
A −BR−1BT
−Q −AT
)
.We refer to (19, 2.7.2) for more de-
tails about the Hamiltonian matrix. We mention that this matrix is of big
interest since none of its eigenvalues is pure imaginary if and only if there ex-
ists a solution to the Riccati equation. Applying a Routh-Hurwitztype
test is a way to verifying this condition.
We can replace the Riccati equation by a semidenite programming
problem.
From the Riccati equation to semidenite programming
Indeed, in the deterministic case, the semidenite programming problem
max
P
Tr(P )
s.t
(
R BTP
PB Q+ATP + PA
)
 0
P ∈ Sn
(rSDP)
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turns to have solutions that solves the Riccati equation (3.1.2). The corre-
sponding dual is given by
min
Z
Tr(RZb +QZn)
s.t I + ZTuB
T +BZu + ZnA
T +AZn = 0
Z :=
(
Zb Zu
ZTu Zn
)
 0.
(rDSDP)
It can be seen that the primal and the dual semidenite programming prob-
lems are both well dened and the singularity of R and Q is no more a
problem.
In a similar way, the semidenite programming problem corresponding
to the solution to the stochastic Riccati equation (3.2.4) may be written as
max
P
Tr(P )
s.t.
(
R+DTPD BTP +DTPC
PB + CTPD Q+ CTPC +ATP +AP
)
 0
P ∈ Sn.
(srSDP)
with associated dual problem
min
Z
Tr(RZb +QZn)
s.t. I + ZTuB
T +BZu + ZnA
T +AZn
+ CZnC
T +DZuC
T + CZTuD
T +DZbD
T = 0
Z :=
(
Zb Zu
ZTu Zn
)
 0.
(srDSDP)
Until the end of this paper, we will assume that (srSDP) always has an
attainable solution, since otherwise neither the semidenite programming nor
the Riccati equation approach lead to a solution for the original stochastic
linear quadratic problem (3.2.1). Those results are related to the S-procedure
applied to control theory.
3.2.3 Stability
Here we will discuss the stability, which is a necessary requirement for the
control to be admissible. The denitions of stabilizable controls given in the
deterministic case can easily be extended to the stochastic case by changing
(3.1.1b) to (3.2.1b). Moreover we will show that there is a close relation
between stability results and the dual semidente programming problem.
The aim is to prove the following theorem:
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Theorem 3.2. If a feasible solution, Z =
(
Zb Zu
ZTu Zn
)
, to the dual semide-
nite programming problem (srDSDP ) is such that Zn  0, then the feedback
control u(t) = ZuZ
−1
n x(t) is stabilizing.
We will rst recall the well known Schur's lemma as it is stated in (18).
Lemma 3.3 (Schur's lemma). Let the matrices N , M = MT and R =
RT  0 be given with appropriate dimensions. Then the following conditions
are equivalent:
1. M −NR−1NT  0,
2.
(
M N
NT R
)
 0,
3.
(
R NT
N M
)
 0.
The non singularity condition on R is a strong condition and can be
relaxed through the use of some generalized inverse matrices.
Denition (matrix pseudo-inverse). We denote by M+ the pseudo-inverse,
referred as the Moore-Penrose inverse in some books, of the matrix M .
The pseudo inverse has to full the following conditions
MM+M = M,M+MM+ = M+, (MM+)T = MM+, (M+M)T = M+M.
Moreover if M  0, then M+  0, (M+)T = M+ and MM+ = M+M .
Hence the extended Schur's lemma is
Lemma 3.4 (extended Schur's lemma). Let the matrices N , M = MT and
R = RT be given with appropriate dimensions. Then the following conditions
are equivalent:
1. M −NR+NT  0, R  0 and N(I −RR+) = 0,
2.
(
M N
NT R
)
 0,
3.
(
R NT
N M
)
 0.
We can in a similar way dene the stochastic generalized Riccati equa-
tion as follows
ATP + PA+Q+ CTPC
− (PB + CTPD)(R +DTPD)+(BTP +DTPC) = 0. (3.2.5)
Two more results are needed in order to prove Theorem 3.2.
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Theorem 3.5. The following conditions are equivalent
(i) System (3.2.1) is mean-square stabilizable.
(ii) Problem (srDSDP ) is such that there exists a feasible Z with Z  0,
this condition is referred to as the Slater condition in the literature.
(iii) There exists a matrix K and a symmetric matrix Y such that
(A+BK)Y + Y (A+BK)T + (C +DK)Y (C +DK)T ≺ 0, Y  0.
In this case u(t) = Kx(t) is a stabilizing feedback control.
(iv) There exists a matrix K such that for any X there exists a unique
solution Y to
(A+BK)Y + Y (A+BK)T + (C +DK)Y (C +DK)T +X = 0,
Moreover if X  0, (respectively X  0) then Y  0, (resp. Y  0)
and the corresponding feedback control u(t) = Kx(t) is stabilizing.
(v) There exist a positive denite matrix Y and a matrix X such that(
AY + Y AT +BX +XTBT CY +DX
Y CT +XTDT −Y
)
≺ 0.
The corresponding feedback control is u(t) = XY −1x(t) and stabilizes.
The proof of this result can be found, e.g, in (18, Theorem 1).
Theorem 3.6. Let P ∗ be a feasible solution to (srSDP ) such that P ∗ is
also a solution to the generalized Riccati equation (3.2.5). If the feedback
control
u(t) = −(R+DTP ∗D)+(BTP ∗ +DTP ∗C)x(t)
is stabilizing, then there exist complementary optimal solutions P ∗ and Z∗
to (srSDP ) and (srDSDP ) such that Z∗n  0, that is, P ∗ is optimal to
(srSDP ) and there exists Z∗ a dual complementary optimal solution with
Z∗n  0.
Proof. Since u(t) is a stabilizing control Theorem 3.5 implies that
(A+BK)Y + Y (A+BK)T + (C +DK)Y (C +DK)T + I = 0 (3.2.6)
has a symmetric positive denite solution Y ∗  0 (as I  0), where
K = −(R+DTP ∗D)+(BTP ∗ +DTP ∗C).
Let us dene
Z∗n = Y
∗, Z∗u = KZ
∗
n and Z
∗
b = K(Z
∗
u)
T ,
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so that Z∗ can be rewritten as
Z∗ =
(
Z∗b Z
∗
u
(Z∗u)
T Z∗n
)
=
(
I K
0 I
)(
0 0
0 Z∗n
)(
I 0
KT I
)
.
Thus it can easily be seen that Z  0. Moreover since
I + (Z∗u)
TBT +BZ∗u + Z
∗
nA
T +AZ∗n
+ CZ∗nC
T +DZ∗uC
T + C(Z∗u)
TDT +DZ∗bD
T =
I + (Y ∗KT )BT +B(KY ∗) + Y ∗AT +AY ∗
+ CY ∗CT +D(KY ∗)CT + C(Y ∗KT )DT +D(KY ∗KT )DT =
I + (A+BK)Y ∗ + Y ∗(A+BK)T + (C +DK)Y ∗(C +DK)T = 0,
Z∗ is a feasible solution to (srDSDP). It only remains to show that(
R+DTP ∗D BTP ∗ +DTP ∗C
P ∗B + CTP ∗D Q+ CTP ∗C +ATP ∗ +AP ∗
)(
Z∗b Z
∗
u
(Z∗u)
T Z∗n
)
= 0
to establish that P ∗ and Z∗ are complementary solutions since Z∗n = Y
∗  0
by denition. Let us calculate(
R+DTP ∗D BTP ∗ +DTP ∗C
P ∗B + CTP ∗D Q+ CTP ∗C +ATP ∗ +AP ∗
)
=
(
R+DTP ∗D −(R+DTP ∗D)K
−KT (R+DTP ∗D) Q+CTP ∗C +ATP ∗ +AP ∗ + S
)
=
(
I 0
−KT I
)(
R+DTP ∗D 0
0 0
)(
I −K
0 I
)
,
where
S =KT (R+DTP ∗D)K
− (P ∗B + CTP ∗D)(R+DTP ∗D)+(BTP ∗ +DTP ∗C) = 0.
Thus (
R+DTP ∗D BTP ∗ +DTP ∗C
P ∗B + CTP ∗D Q+ CTP ∗C +ATP ∗ +AP ∗
)(
Z∗b Z
∗
u
(Z∗u)
T Z∗n
)
=
(
I 0
−KT I
)(
R+DTP ∗D 0
0 0
)(
I −K
0 I
)(
Z∗b Z
∗
u
(Z∗u)
T Z∗n
)
=
(
I 0
−KT I
)(
R+DTP ∗D 0
0 0
)(
Z∗b −K(Z∗u)T Z∗u −KZ∗n
(Z∗u)
T Z∗n
)
=
(
I 0
−KT I
)(
0 0
0 0
)
= 0.
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Let us now prove Theorem 3.2.
Proof. Since Z is feasible to (srDSDP) and Zn  0, by the Schur's lemma
we get
Zb  ZuZ−1n ZTu .
For the same reason,
I+(Zu)
TBT+BZu+ZnA
T+AZn+CZnC
T+DZuC
T+CZTuD
T+DZbD
T = 0,
so
(BZuZ
−1
n +A)Zn
+ Zn(A+BZuZ
−1
n )
T + (C +DZuZ
−1
n )Zn(C +DZuZ
−1
n )
T =
AZn +BZu + ZnA
T
+ ZTuB
T + CZnC
T +DZuC
T + CZTuD
T +DZuZ
−1
n Z
T
uD
T ≺
ZTuB
T +BZu + I + ZnA
T
+AZn + CZnC
T +DZuC
T + CZTuD
T +DZuZ
−1
n Z
T
uD
T 
ZTuB
T +BZu + I + ZnA
T
+AZn + CZnC
T +DZuC
T + CZTuD
T +DZbD
T = 0.
By Theorem 3.5(iii), with Y = Zn  0 and K = ZuZ−1n , it holds that the
control u(t) = Kx(t) = ZuZ
−1
n x(t) is stabilizing.
3.2.4 Optimality
As was previously done for the stability of the controls, we want to es-
tablish the necessary and sucient conditions on the semidenite program-
ming problem and the generalized Riccati equation for the stochastic lin-
ear quadratic control problem (3.2.1) to be attainable. Recall that a control
problem is attainable if there exists a corresponding admissible optimal con-
trol with nite corresponding optimal value.
Let us present some important results for optimality.
Theorem 3.7. If the stochastic linear control problem (3.2.1) is attainable
at any x0 ∈ Rn, then the corresponding semidenite programming problem
(srSDP) has an optimal solution that satises the generalized Riccati equa-
tion (3.2.5).
Theorem 3.8. Let us denote by P ∗ any feasible solution to (srSDP). Then,
if P ∗ satises the generalized Riccati equation (3.2.5) and if the associ-
ated feedback control u∗(t) = −(R + DTP ∗D)+(BTP ∗ + DTP ∗C)x∗(t) is
stabilizing, it follows that u∗(t) must be optimal to (3.2.1).
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Theorem 3.9. Suppose that there exists complementary optimal solutions
P ∗ and Z∗ to (srSDP) and (srDSDP), then P ∗ satises the generalized Ric-
cati equation. Moreover, if Z∗n  0, then the stochastic linear quadratic
control problem (3.2.1) has an attainable optimal feedback solution given by
u∗(t) = Z∗u(Z
∗
n)
−1x∗(t).
The proofs of the three previous theorems given by Yao, Zhang and
Zhou in (28) are complete and we estimate that it is not necessary for this
article to add some more comments on those.
Theorem 3.10. The following schema represents the existing links, where
c
a
b
bii bi
• (a) corresponds to (3.2.1) is attainable at any x0 ∈ Rn.
• (b) corresponds to (srSDP) has an optimal solution P ∗ satisfying
(bi) P
∗
is a solution to the generalized Riccati equation (3.2.5)
(bii) u(t) = −(R + DTP ∗D)+(BTP ∗ + DTP ∗C)x∗(t), the corre-
sponding control is stabilizing.
• (c) corresponds to there exists P ∗ and Z∗ with Z∗n  0 complementary
optimal solutions to (srSDP) and (srDSDP).
Remark that (b) =⇒ (c) is given by Theorem 3.2. The other implications
follow from Theorem 3.7 for (a) =⇒ (bi), Theorem 3.8 for (b) =⇒ (a)
and Theorem 3.9 for (c) =⇒ (a).
Theorem 3.10, which establishes the links between the optimality results
of the linear quadratic control, semidenite programming problems and the
generalized Riccati equation underlines once more the importance of the
stability results on the controls. Indeed if (bii) holds, i.e. the control is
stabilizing, then all the conditions are equivalent.
We also see that both (b) and (c) imply that there exists an optimal
admissible solution to (3.2.1) with nite corresponding objective value, so
we have two ways to solve (3.2.1). However it is preferable to solve the con-
trol problem by semidente programming corresponding to (c) than to check
the stability of the control in (bii), since there exist really ecient semide-
nite programming solvers, most of them based on primal-dual interior point
methods. Indeed if there is any dual optimal solution to the semidenite
programming problem with Z∗n  0, then the solver will return this solu-
tion. Hence verifying (c) corresponds to checking if Z∗n  0, which is easy
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compared to the (bii) condition. One more relevant observation is that even
if (b) and (c) both give explicitly an optimal feedback control, they are not
always the same since (b) implies (c), but the converse does not hold and
therefore nding an optimal control in (c) does not imply the stability in (b).
3.2.5 General algorithm
Now that we have discussed the links between the optimality of the stochas-
tic linear quadratic control problem and the semidenite programming or
generalized Riccati equation approach, the following algorithm to solving
the SLQ control problem (3.2.1) is obtainned. The following algorithm can
be found in (28).
Step 1 Check if the feasible set of (srSDP) is non-empty.
If not STOP: the LQ problem cannot be solved by either the SDP
approach or by the Riccati equation.
Else continue.
Step 2 Check if there exists Z a feasible solution to (srDSDP) such that Z  0.
If not STOP: the LQ problem is not mean-square stabilizable
according to Theorem 3.5 and hence ill posed.
Else continue.
Step 3 We known that (srSDP) has an optimal solution, as (srSDP) is feasible
and there exist a strictly feasible solution to (srDSDP). Check if any
of the optimal solutions of (srSDP) satises the generalized Riccati
equation (3.2.5).
If not STOP: the LQ problem has no attainable optimal feedback
control, see Theorem 3.7.
Else continue.
Step 4 Check if the control u∗(t) = −(R+DTP ∗D)+(BTP ∗ +DTP ∗C)x∗(t)
is stabilizing by using one the conditions in Theorem 3.5.
If yes STOP: u∗(t) is the optimal control.
Else continue.
Step 5 Check if P ∗ and Z∗ the optimal solutions to (srSDP) and (srDSDP)
are complementary with Z∗n  0.
If yes STOP: u∗(t) = Z∗u(Z
∗
n)
−1x∗(t) is the optimal control.
Else the (3.2.1) cannot be solved by any existing method.
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We discussed previously that checking the condition in Step 5 was easier
than checking the one in Step 4 for example, so in practical it can be useful
to verify rst condition in Step 5. If the result is positive, then the other
steps are useless. If the test fails, then we should still start from Step 1 to
know what is wrong with the problem, at which Step it rst fails.
3.2.6 Examples
Let us rst consider a simple deterministic example which is known to have
no attainable control.
Example 3.1. Consider the following LQ problem:
min
∫ ∞
0
x2(t)dt
s.t. dx(t) = (−x(t) + u(t))dt
x(0) = 1.
We can identify m = n = 1, A = −1, B = 1, C = D = 0, Q = 1 and R = 0.
Let us rst check the condition on the feedback control u(t) = kx(t) to be
stabilizing.
dx(t) = (k − 1)xdt, so x(t) = x(0)e(k−1)t = e(k−1)t.
Thus
lim
t→∞
x(t) = 0 if and only if k < 1.
Then the corresponding cost will be∫ ∞
0
x2(t)dt =
∫ ∞
0
e2(k−1)tdt =
−1
2(k − 1) .
Moreover we see that lim
k→−∞
−1
2(k − 1) = 0, so the optimal cost is zero, but is
never attained since the corresponding control would be −∞.
Now apply the algorithm in order to verify that we get the same result.
The primal SDP problem is
max p
s.t.
(
0 p
p 1− 2p
)
 0.
There exists a unique feasible solution to the problem, namely p∗ = 0. The
corresponding dual is
min zn
s.t. 1 + 2zu − 2zn = 0(
zb zu
zu zn
)
 0.
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For example the solution zb = 1, zu = 0 and zn = 1/2 veries the condition in
Step 2. Let us now check the generalized Riccati equation 1−2p−p20+ = 0;
it has no solution. Hence the algorithm stops and we know that there is no
attainable feedback control.
Let us now extend the previous example to a stochastic LQ control prob-
lem.
Example 3.2. Consider the following LQ problem:
min
∫ ∞
0
x2(t)dt
s.t. dx(t) = (−x(t) + u(t))dt + (−x(t) + u(t))dW (t)
x(0) = 1.
We can identify m = n = 1, A = C = −1, B = D = 1, Q = 1 and R = 0.
Let us rst check the condition on the feedback control u(t) = kx(t) to be
stabilizing.
dx(t) = (k − 1)x(dt + dW (t)),
applying the Itô formula, we get
dx2(t) = (k2 − 1)x2(t)dt + 2(k − 1)x2dW (t),
dE
[
x2(t)
]
= (k2 − 1)E [x2(t)] dt + 0.
So
E
[
x2(t)
]
= x(0)e(k
2−1)t = e(k
2−1)t.
Thus
lim
t→∞
E
[
x2(t)
]
= 0 if and only if | k |< 1.
Then the corresponding cost will be
E
[∫ ∞
0
x2(t)dt
]
= E
[∫ ∞
0
e(k
2−1)tdt
]
=
−1
k2 − 1 .
Moreover, we see that the minimum is attained when k = 0, so the optimal
control is expected to be u(t) = 0.
Let us now apply the algorithm in order to verify our assumption. The
primal SDP problem is
max p
s.t.
(
p 0
0 1− p
)
 0.
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The feasible solution to the problem are p's such that 0 ≤ p ≤ 1. We remark
that the optimal value is given by p∗ = 1. The corresponding dual is
min zn
s.t. 1 + zb − zn = 0(
zb zu
zu zn
)
 0.
All solutions zb > 0, zu such that z
2
u ≤ zb(1 + zb) and zn = 1 + zb verify
the condition in Step 2. Let us now check the generalized Riccati equation
1 − p = 0; it has a solution at p∗ = 1, which is also optimal to the primal
SDP. Let us now verify if the control given by u(t) = −(R+Dp∗D)+(Bp∗+
Dp∗C)x(t) is stabilizable. We get u(t) = 0x(t) = 0, which is stabilizable as
it has been seen previously. Even if the algorithm is nished, let us look at
the control given in Step 5. We know that p∗ = 1 is optimal to the dual, we
search for the complementary solution z∗ on the form (zb, zu, zn = 1 + zb).
The condition (
2 0
0 0
)(
zb zu
zu zb + 1
)
= 0
implies that the optimal z∗ is given by (z∗b = 0, z
∗
u = 0, z
∗
n = 1). The control
is then given by u(t) = z∗u(z
∗
n)
−1x(t), so u(t) = 0.
The same example as Example 3.2 with R = −1 instead of R = 0 is
treated in (28). It interesting to remark that when R = −1, then any z∗ on
the form (zb, zu, zn = 1+ zb) with zb > 0 and z
2
u ≤ zb(1 + zb) is optimal and
complementary to the primal optimal solution p∗ = 1. So the corresponding
control is u(t) = z∗u(z
∗
n)
−1x(t) = kx(t), and k satises | k |< 1. So in this case
there exist innitely many dierent optimal stabilizing controls, all having
the same associate cost x20.
We will now consider the one of the examples in (28), which is an ex-
ample where the optimal solution to the primal SDP problem satises the
generalized Riccati equation, but the corresponding control is not stabiliz-
ing.
Example 3.3. Let us consider the problem
min E
[∫ ∞
0
(4x2(t)− u2(t))dt
]
s.t. dx(t) = u(t)dt + u(t)dW (t)
x(0) = x0.
We can easily identify m = n = 1, A = C = 0, B = D = 1, Q = 4 and
R = −1. Suppose that there exists a feedback control u(t) = kx(t). Let us
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derive the condition on k for this control to be stabilizing. Applying Itô's
formula, we get
dx2(t) = (k2 + 2)x2(t)dt + 2kx2(t)dW (t),
so
dE
[
x2(t)
]
= (k2 + 2)E
[
x2(t)
]
dt + 0
and therefore
E
[
x2(t)
]
= x0e
(k2+2)t.
Hence we have stability when k2 + 2 < 0, that is, when −2 < k < 0. Since
E
[∫ ∞
0
x2(t)dt
]
= E
[∫ ∞
0
e(k
2+2k)tdt
]
=
−x20
k2 + 2k
,
the optimal cost will be
E
[∫ ∞
0
(4x2(t)− u2(t))dt
]
= (4− k2) −x
2
0
k2 + 2k
= (1− 2
k
)x20.
We see that the minimal cost is 2x0, but can not be attained when x0 6= 0
since the corresponding control u(t) = 2x(t) is not stabilizing. Let us now
apply the previous algorithm. First the primal SDP problem is
max p
s.t.
(−1 + p p
p 4
)
 0.
It has only one feasible, thus optimal, solution, namely p∗ = 2. Let us now
look at the SDP dual
min 4zn − zb
s.t. 1 + 2zu + zb = 0(
zb zu
zu zn
)
 0.
It has for instance the solution (zb = 3, zu = −2, zn = 2) that satises the
condition in Step 2. Let us now verify if the optimal solution of the primal
SDP problem is also a solution to the generalized Riccati equation. Indeed
4− (2)
2
−1 + (2) = 0.
Hence the corresponding control is given by u(t) = −p
?
p?−1x(t) = −2x(t), but
we have already seen that this control is not stabilizing, so we should check
the fth Step. We look for an optimal solution to the dual z which is comple-
mentary to the primal optimal solution p∗ = 2, so such that 4zn − zb = 2 in
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addition to the dual strict feasibility. This requirement is not possible since a
solution (zb = −1− 2zu, zu, zn = 1−2zu4 ) is such that zbzn − z2u = −1/4 < 0,
so z 6 0. So the algorithm gives us no optimal control and the LQ control
problem can not be solved by any method.
We notice that in this example the stochastic LQ problem is well-posed,
but our algorithm fails since we can't nd any attainable optimal control to
the problem. In (28), they reference one more example where the opposite
happens, namely that the corresponding control to the optimal solution p∗
of the SDP problem is mean-square stabilizable, but p∗ is not a solution to
the generalized Riccati equation.
Facing a problem such as Example 3.3, we would like to nd an optimal
control as the problem is known t be well posed. In this case, Yao, Zhang
and Zhou in (28) propose to make a so called "ε-approximation.
ε-approximation
The method consists of looking at the problem (LQε) with ε > 0 instead
of (3.2.1), where (LQε) is obtainned by setting Rε = R + εI, Qε = Q+ εI
and keeping the other data unchanged. Then we compute the optimal P ∗
corresponding to the new primal SDP. With ε tending to 0, we get the same
result, but the εdepending corresponding control is optimal.
Let us now look at Example 3.3 again and apply the "εapproximation"
method.
Example 3.4. The new primal SDP becomes
max p
s.t.
(−1 + p+ ε p
p 4 + ε
)
 0.
It has only one feasible, thus optimal, solution, namely
pε =
4 + ε+
√
(4 + ε)2 − 4(4 + ε)(1 − ε)
2
= 2 +
ε+
√
5ε2 + 20ε
2
.
So pε = 2 + O(
√
ε) is such that the optimal cost converges to 2x0 when ε
goes to 0.
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Chapter 4
The S-procedure
We will now talk about the S-procedure. Historically, the S-procedure has
rst been given by Lure and Postnikov (12) in 1944, but they did not
give any well-founded theory behind the method. The rst who devel-
oped the theoretical background, the justication, of the S-procedure was
Yakubovich (23) and his students in 1971.
The next notable step in the theory of the S-procedure is due to Treil
and Megretsky (13), who extended the results to innite-dimensional
spaces. Since then people mostly discuss new application of the S-procedure
than give new theoretical extensions in their articles.
We can note that historically the term S-procedure comes from the ap-
pellation S-method that has been used by Aizerman and Gantmacher
(2, pp. 20-34) in their book. Indeed, in their description of the method, an
auxiliary matrix S was introduced, where S stands for stability. Later the
name has been changed to S-procedure or S-lemma.
According to the article by Derinkuyu and Pnar (4), the S-lemma is
a special case, it is the name given to the S-procedure when the constraints
consist of a single quadratic function, but in the paper written by Pólick
and Terlaky (17), the term S-procedure represents the method and the one
S-lemma refers to the equivalence result of both conditions. In this paper,
we will only use S-procedure without considering those distinctions.
Let σk : V → R, k = 0, 1, . . . , N be real real valued functionals dened on
linear vector space V and consider the two conditions S1 and S2 as follows.
S1: σ0(y) ≥ 0 for all y ∈ V such that σk(y) ≥ 0 for all k.
S2: There exist τk ≥ 0 for each k such that
σ0(y)−
N∑
k=1
τkσk(y) ≥ 0, ∀y ∈ V.
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The method consisting of verifying S1 by use of S2 is called the S-procedure.
It can easily be seen that S2 implies S1. Indeed,
σ0(y) ≥
N∑
k=1
τkσk(y) ≥ 0, when σk(y) ≥ 0.
Moreover, S2 is generally a lot much easier to verify than S1. There exist
some special cases where S1 and S2 are equivalent. According to the denom-
ination used by Jönsson (8) and Pnar and Derinkuyu (4) those cases
are referred to as lossless S-procedure.
Let us now recall the denition of a regular function.
Denition (regular). Let σk : V → R be a function. The constraint σk(y),
verifying σk(y) ≥ 0, for k = 1, . . . , N is said to be regular if there exists
y∗ ∈ V such that σk(y∗) > 0.
We now introduce a notation we will need later.
Denition (convex polytope). The convex polytope, C, with vertices at
x1, . . . , xn ∈ Rm is dened as the convex hull of these points, i.e.,
C = co{x1, . . . , xn} = {
n∑
i=1
αixi | αi ≥ 0,
n∑
i=1
αi = 1}.
With these denitions, we can now give an example, due toYakubovich,
of a case where the S-procedure is lossless.
Theorem 4.1 (Yakubovich). Let σk : V → R, k = 0, 1, . . . , N and assume
that the constraint σk(y) ≥ 0 for all k is regular. Finally dene the sets
K = {(σ0(y), σ1(y), . . . , σn(y)) | y ∈ V }
and
N = {(n0, n1, . . . , nN ) | n0 < 0, nk > 0, k = 1, . . . , N}.
If (K ∩N = ∅) implies (co(K) ∩N = ∅), then the S-procedure is lossless.
Proof. We refer to the article written by Jönsson (8) for the proof of this
result.
Corollary 4.2. It follows immediately from this that if σk is a linear function
on R
m
and is regular, then the S-procedure is lossless for any N <∞.
Proof. In the linear case K is convex, so K = co(K).
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This linear case where σk(y) = s
T
k y + rk, sk ∈ Rm and rk ∈ R is just a
version of Farkas Lemma, see 2.1. Indeed, let us set
A =
s
T
1
.
.
.
sTN
 , B =
−r1..
.
−rN
 , c = sT0 and d = −r0,
then the losslessness of the S-procedure implies that F1 and F2 are equivalent,
where
F1: cy ≥ d for all y such that Ay ≥ B,
F2: ∃τ = (τ1, . . . , τN ) , τk ≥ 0 such that τA = c and τB + d ≤ 0,
which is the Farkas Lemma.
In this paper, we will mostly consider the special case with V = Rm
and σk(y) = y
TQky + 2s
T
k y + rk, k = 0, 1, . . . , N where Qk ∈ Sm, sk ∈ Rm
and rk ∈ R, that is the functionals σk are quadratic over Rm. In this
case, the condition S2 corresponds to a linear matrix inequality (semidenite
programming) condition, namely S2 is equivalent to
∃τk ≥ 0 such that
(
Q0 s0
sT0 r0
)
+
N∑
k=1
τk
(
Qk sk
sTk rk
)
 0.
Now we will focus on a case where the S-procedure is lossless.
Theorem 4.3. The S-procedure is lossless in the case of one quadratic con-
straint, in more details.
If
σ1(y) = y
TQ1y + 2s
T
1 y + r1 ≥ 0
is regular, then S′1 and S
′
2 are equivalent, where
S′1: y
TQ0y+2s
T
0 y+r0 ≥ 0 for all y ∈ Rm such that yTQ1y+2sT1 y+r1 ≥ 0.
S′2: ∃τ ≥ 0 such that
(
Q0 s0
sT0 r0
)
− τ
(
Q1 s1
sT1 r1
)
 0.
We rst want to rewrite this result in an equivalent form to make it easier
to show.
Theorem. Let A1, A2 ∈ Sm, b1, b2 ∈ Rm and c1, c2 ∈ R. If there exists
x̂ ∈ Rm such that
x̂TA2x̂+ 2b
T
2 x̂+ c2 < 0,
then the following are equivalent.
(1) ∃x ∈ Rm such that
{
xTA1x+ 2b
T
1 x+ c1 < 0
xTA2x+ 2b
T
2 x+ c2 ≤ 0
,
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(2) there exists no λ such that λ ≥ 0 and(
A1 b1
bT1 c1
)
+ λ
(
A2 b2
bT2 c2
)
 0.
We can also rewrite this result in a dierent way, namely
Theorem. Let f, g : Rm → R be quadratic functions and suppose that there is
an x ∈ Rm such that g(x) < 0. Then the following conditions are equivalent:
1) There exists no x ∈ Rm such that f(x) < 0 and g(x) ≤ 0.
2) There exists a non negative number y ≥ 0 such that f(x) + yg(x) ≥ 0,
for all x ∈ Rm.
We see in this case that the S-procedure is an extension of the Farkas
theorem which is stated in a same manner except that f and g are convex
instead of quadratic functions.
Before giving the proof, we need some more results.
Proposition 4.4. If A, B ∈ Sm, then for all matrices X symmetric positive
semidenite, there exists an x ∈ Rm such that
xTAx = Tr (AX), xTBx = Tr (BX).
The proof of this result is given in (3, Appendix B.3), the book written
by Boyd and Vandenberghe.
The next results are given as an example and a exercise in the same book
(3, Example 5.14, page 270), where 2. corresponds to Exercise 5.44.
Proposition 4.5.
1. Let Z ∈ Sk, Fi,G ∈ Sk, i = 1, . . . , n, then
F (x) = x1F1 + · · ·+ xnFn +G ≺ 0
if and only if
Z  0, Z 6= 0,Tr (GZ) ≥ 0,Tr (FiZ) = 0,∀i.
2. Moreover, if
n∑
i=1
viFi  0 implies
n∑
i=1
viFi = 0,
Then
F (x) = x1F1 + · · ·+ xnFn +G  0
if and only if
Z  0,Tr (GZ) > 0,Tr (FiZ) = 0,∀i.
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Proof of Theorem 4.3. It can easily be shown that (S′1) and (S
′
2) are weak
alternatives. Indeed if we suppose both, the existence of an x in (1) and the
existence of a λ in (S′2), it is obtainned
0 ≤ {
(
A1 b1
bT1 c1
)
+ λ
(
A2 b2
bT2 c2
)
is positive denite}
≤
(
x
1
)T ((
A1 b1
bT1 c1
)
+ λ
(
A2 b2
bT2 c2
))(
x
1
)
= xTA1x+ 2b
T
1 x+ c1︸ ︷︷ ︸
<0
+ λ︸︷︷︸
≥0
xTA2x+ 2b
T
2 x+ c2︸ ︷︷ ︸
≤0︸ ︷︷ ︸
≤0
< 0,
which is a contradiction.
Let us now prove the equivalence. We remark that the strict feasibility
of x̂ implies that
(
A2 b2
bT2 c2
)
has at least one negative eigenvalue. Indeed
(
x̂
1
)T (
A2 b2
bT2 c2
)(
x̂
1
)
= x̂TA2x̂+ 2b
T
2 x̂+ c2 < 0,
and thus
(
A2 b2
bT2 c2
)
is not positive semidenite.
Hence if there exists τ ≥ 0 such that τ
(
A2 b2
bT2 c2
)
 0, then τ = 0. So
by Proposition (4.5), we have the following equivalence.
There exists no λ such that λ ≥ 0 and
(
A1 b1
bT1 c1
)
+ λ
(
A2 b2
bT2 c2
)
 0
if and only if
∃X  0 such that Tr(X
(
A1 b1
bT1 c1
)
) < 0 and Tr(X
(
A2 b2
bT2 c2
)
) ≤ 0.
By Proposition (4.4), this is equivalent to
∃
(
v
w
)
∈ Rm+1 such that Tr(X
(
A1 b1
bT1 c1
)
) =
(
v
w
)T (
A1 b1
bT1 c1
)(
v
w
)
< 0
and Tr(X
(
A2 b2
bT2 c2
)
) =
(
v
w
)T (
A2 b2
bT2 c2
)(
v
w
)
≤ 0.
We now consider the two cases w = 0 and w 6= 0.
If w 6= 0, then the searched vector is
(
x
1
)
, where x = v/w. Indeed, we
have
xTA1x+ 2b
T
1 x+ c1 < 0 and x
TA2x+ 2b
T
2 x+ c2 ≤ 0.
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If w = 0, then
(
v
w
)T (
A1 b1
bT1 c1
)(
v
w
)
< 0 and
(
v
w
)T (
A2 b2
bT2 c2
)(
v
w
)
≤ 0
reduce to
vTA1v < 0 and v
TA2v ≤ 0.
Let us consider x = x̂+ tv and calculate
xTA1x+ 2b
T
1 x+ c1 = x̂
TA1x̂+ 2b
T
1 x̂+ c1 + t
2 vTA1v︸ ︷︷ ︸
<0
+2t(A1x̂+ b1)
T v
xTA2x+ 2b
T
2 x+ c2 = x̂
TA2x̂+ 2b
T
2 x̂+ c2︸ ︷︷ ︸
<0
+ t2vTA2v︸ ︷︷ ︸
≤0
+2t(A2x̂+ b2)
T v
< 2t(A2x̂+ b2)
T v.
Hence x is the solution sought when t goes to ±∞ depending on the sign of
(A2x̂+ b2)
T v.
This proof is based on the one given in (3, Appendix B.4).
We will now give alternative proof of Theorem 4.3 inspired by the one
given in (17), but we rst need an auxiliary result.
Theorem 4.6 (Dines). If f , g : Rn → R are homogeneous quadratic func-
tions, then the set
M = {(f(x), g(x)) | x ∈ Rn} ⊂ R2
is convex.
Proof. We refer to (17) for the proof of this result.
Alternative proof of Theorem 4.3.
As we already mentioned the fact that (S′2) implies (S
′
1) can be checked
easily. Let us now assume that there is no x ∈ Rn such that f(x) < 0 and
g(x) ≤ 0.
Let us rst assume that the function f and g are homogeneous, then
Dines Theorem, 4.6, assures that the two dimensional image of R
n
under
the mapping (f, g) has no common point with the convex cone C = {(u1, u2) |
u1 < 0, u2 ≤ 0} ⊂ R2, it is a convex image and therefore the image and C
can be separated by a line. In other words, there exist real numbers y1 and
y2 such that
y1u1 + y2u2 ≤ 0∀(u1, u2) ∈ C and y1f(x) + y2g(x) ≥ 0∀x ∈ Rn.
Consider for example (−3, 0) ∈ C, this implies that y1 ≥ 0. In a same
manner considering the point (−ε,−3) with ε arbitrarily small, we get that
y2 ≥ 0. Finally if we consider x in the second inequality, we get that y1 6= 0.
Thus y1 > 0 and we can let y = y2/y1. Hence we have y ≥ 0 that satises
f(x) + yg(x) ≥ 0 for all x.
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We now need to prove the same result for any quadratic function f and
g. Without loss of generality, we assume that x = 0. Let us consider explicit
expressions of the quadratic functions as follows:
f(x) = xTAfx+ b
T
f x+ cf and g(x) = x
TAgx+ b
T
g x+ cg, with cg < 0.
Let us now dene the homogeneous functions f˜ , g˜ : Rn+1 → R corresponding
to f and g
f˜(x, τ) = xTAfx+ τb
T
f x+ τ
2cf , g˜(x, τ) = x
TAgx+ τb
T
g x+ τ
2cg.
Suppose there exists (x, τ) ∈ Rn+1 such that f˜(x, τ) < 0 and g˜(x, τ) ≤ 0 and
let us show that it is not possible, which would imply, since g˜(0, 1) = g(0) <
0, that there exists y ≥ 0 such that f˜(x, τ) + yg˜(x, τ) ≥ 0 and the theorem
is proven by choosing τ = 1.
Consider rst that τ 6= 0, then f(x/τ) = f˜(x, τ)/τ2 < 0 and g(x/τ) =
g˜(x)/τ2 ≤ 0, which contradicts our rst hypothesis.
Now if τ = 0, then xTAfx < 0 and x
TAgx ≤ 0 and thus (xλ)TAf (xλ)︸ ︷︷ ︸
<0
+λbTf x+
cf < 0 for | λ | large enough and (xλ)TAg(xλ)︸ ︷︷ ︸
≤0
+λbTg x+ cg︸︷︷︸
<0
< 0 if λ has the
proper sign, which is also a contradiction to the rst assumption.
We will now give an example of use of the S-procedure to control prob-
lems. The example we consider in this paper is given in (19) or in (8).
Example 4.1. Consider the following system dynamic{
x˙ = Ax+Bu
y = Cx, x(0) = x0.
(4.0.1)
We want to nd a necessary and sucient condition for (4.0.1) to be quadrat-
ically stable, where u and y have to satisfy the sector constraint
σ(y, u) = (βy − u)T (u− αy) ≥ 0,
with α < β ∈ R. That is, we search a symmetric matrix P such that
V (x) = xTPx and
V˙ (x) = 2xTP (Ax+Bu) < 0, ∀(x, u) 6= 0 s.t. σ(x, u) ≥ 0. (4.0.2)
Let us now dene
σ0(x, u) =
(
x
u
)T (
ATP + PA PB
BTP 0
)(
x
u
)
σ1(x, u) = 2σ(Cx, u) =
(
x
u
)T (−2βαCTC (β + α)CT
(β + α)C −2
)(
x
u
)
,
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then we can rewrite condition (4.0.2) in terms of σ0 and σ1. Thus the con-
dition on V that needs to be checked is
σ0(x, u) < 0,∀(x, u) 6= 0 s.t. σ1(x, u) ≥ 0. (4.0.3)
As α < β, the function σ1 is regular and hence, we can apply the S-procedure.
According to Theorem 4.3, the S-procedure is lossless and therefore we can
check if there exists τ ≥ 0 such that(
ATP + PA PB
BTP 0
)
+ τ
(−2βαCTC (β + α)CT
(β + α)C −2
)
≺ 0, (4.0.4)
for all (x, u) 6= 0.
Since
(
ATP + PA PB
BTP 0
)
is not necessarily negative denite, we have
that τ > 0. Therefore, we can divide everything by τ and rename P/τ by P .
Finally the system is quadratically stable if and only if(
ATP + PA− 2βαCTC PB + (β + α)CT
BTP + (β + α)C −2
)
≺ 0,
which is a well-known linear matrix inequality. This example is known as
the circle criterion.
Moreover since it holds that (ATP + PA − 2αβCTC)T = PA + ATP −
2αβCTC, (BTP +(β+α)C)T = PB+(β+α)CT and (−2)T = −2 < 0, we
can apply the Schur's lemma to this matrix inequality, thus it is equivalent
to the following inequality:
(ATP + PA+ 2αβCTC)
− (PB − (β + α)CT )(1/2)(BTP − (β + α)C) ≺ 0
ATP + PA− PB(1/2)BTP
+ 2αβCTC + 1/2(PBC + CTBTP )(β + α) ≺ 0.
We recognize that this inequality is a Riccati inequality.
By considering the case where C = 0, that is without any y nor any
constraint on u, we get the inequality ATP +PA−PB(−1/2)BTP ≺ 0 ≺ I,
that can be rewritten as
ATP + PA− I − PB(−1/2)BTP  0. (4.0.5)
This last equation (4.0.5), seen as an equality, corresponds to the usual max-
imization deterministic problem, see (3.1.1), with Q = I and R = 2.
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Chapter 5
Conclusion
Finally, in this work we were able to rst understand the dierence between
duality results in semidenite programming and linear programming, then
give some methods to solve semidenite programming problem, give a way
through the S-procedure, to check stability of the system dynamics in control
problems by solving a semidenite programming condition and nally apply
semidenite programming theory to control theory, in the particular case of
stochastic linear quadratic control problems over innite time horizon.
When speaking about control theory, we could verify some stability con-
ditions through semidenite programming condition in Chapter 4. But also,
in Chapter 3, we could derive the Riccati equation for both nature of the
control, replace the Riccati equation by a primal and a dual semidenite
programming problem.
The generalized Riccati equation was also introduced with use of the pseudo
inverse of a matrix and stability results for the control depending on both, the
semidenite programming problems and the generalized Riccati equation
could be proven.
Then we managed to show some optimality results linking the semidente
programming primal-dual problems, the generalized Riccati equation and
the control problem.
Thus we came to an algorithm to solve stochastic linear quadratic control
problems over innite time horizon through semidenite programming or
solving some linear matrix (in)equalities for the obtainning a solution to
the generalized Riccati equation. We ended by some examples of control
problems, which the algorithm was applied to.
Our paper is mainly a review of the article (28) by Yao, Zang and Zhou.
We mention here that there exists other versions (24; 26) of the article (28)
by Yao, Zang and Zhou, but that we based our sayings on (28).
Therefore, we considered only the case of stochastic linear quadratic control
problem over innite time horizon and hence autonomous systems.
40
We could have for instance considered stochastic linear quadratic control
problems with explicit time dependence, so over nite time horizon [0, T ],
where T is to be optimized as in the article (1) by Rami, Moore and Zhou.
Another improvement of this article could have been to treat examples
of higher dimension as Yao, Zang and Zhou are doing in (27; 25).
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