[1] The dynamics of the seasonal cycle in the upper equatorial Atlantic ocean are studied using observations and a hierarchy of ocean models. Distinctive features of the seasonal cycle are strong annual and semiannual components: eastward (westward) propagating sea surface height (SSH) and thermocline depth at the equator (off the equator) and westward propagating surface zonal currents at the equator. Modelling results show that linear theory can explain the seasonal cycle in thermocline depth and SSH. While firstorder linear theory can also explain the structure of the seasonal cycle of surface zonal currents at the equator, nonlinear terms are required; they weaken the variability and improve its phase and zonal extent. The important terms are meridional and vertical advection and vertical diffusion of zonal momentum. The linear solution is essentially determined by the four gravest baroclinic modes and Kelvin and first meridional mode Rossby waves. The eastward propagation in thermocline depth at the equator results from the Kelvin wave contribution, while the westward propagation in thermocline depth off the equator and surface zonal currents at the equator result from the first meridional mode Rossby wave. The contribution of Kelvin and Rossby waves generated by boundary reflections equals that of the directly forced waves. The semiannual cycle in zonal winds although much weaker than the annual component forces a strong semiannual component in SSH and surface zonal currents, because it excites the basin mode of the second baroclinc mode. This explains the observed feature in the seasonal cycle from March to August.
Introduction
[2] In the equatorial Atlantic, sea surface temperature (SST) variability is dominated by the seasonal cycle, while interannual fluctuations are comparatively weak [Xie and Carton, 2004] . This picture contrasts that in the Pacific, where interannual variability and the annual cycle are of similar strength. While interannual variability in both basins is tightly phase locked to the seasonal cycle, it is to different seasons: In the Atlantic (Pacific) variability is strongest in boreal summer (winter). The seasonal cycle of SST in both basins, although exhibiting similarities in phase and strength (Figures 1c and 1d ), display distinct relationships to zonal wind stress (Figures 1a and 1b) . In the Pacific, SST and zonal wind stress variations are consistent with a mixed layer mode [e.g., Chang and Philander, 1994; Xie, 1994] , but they are not in the Atlantic. These differences may at first seem quite surprising, given that the equatorial annual cycle and interannual variability interact with each other [e.g., Tziperman et al., 1994; Chang et al., 1995; Liu, 2002; Keenlyside and Latif, 2007] , and if as previously assumed the mechanisms for the seasonal cycle in both basins are the same [e.g., Chang and Philander, 1994; Xie, 1994] . The seasonal cycle of ocean dynamics are, however, very different (Figures 1e -1h): In the Atlantic, thermocline depth [Houghton, 1983; Philander and Pacanowski, 1986; Xie and Carton, 2004] and surface zonal current [Foltz et al., 2003] variations are both strong, while in the Pacific thermocline variations are relatively weak [Yu and McPhaden, 1999] . Furthermore, in the Atlantic both quantities exhibit strong annual and semiannual components, whereas in the Pacific the annual harmonic dominates. The SST, thermocline depth and zonal current fluctuations also exhibit quite different relationships in the Atlantic and Pacific, as are the seasonal heat budget of the mixed layer [e.g., Wang and McPhaden, 1999; Foltz et al., 2003] . The aim of this paper is to better understand the dynamics of the seasonal cycle in the Atlantic.
[3] Great progress has been made in understanding seasonal variations in the Atlantic of thermocline depth and dynamic height through analyzing observations and a wide range of modeling studies, including linear vertical (single and multiple) mode, reduced gravity, and primitive equation models [e.g., Adamec and O'Brien, 1978; Busalacchi and Picaut, 1983; du Penhoat and Treguier, 1985; du Penhoat and Gouriou, 1987; Philander and Pacanowski, 1986; Weisberg and Tang, 1983 , 1990 . However, certain aspects are still not well understood. One is that sea surface height propagates eastward at the equator and westward off the equator, as shown by Schouten et al. [2005] . They argued that equatorial waves produce these propagation features. However, Bunge and Clarke [2009] found a discrepancy between theoretical Kelvin waves phase speeds and the eastward propagation of sea level along the equator during boreal summer. Therefore, they argue that the latter is best explained as the interaction between two independent (empirical orthogonal function) modes that describe a recharge discharge of equatorial heat content (analogous to the mechanism proposed by Jin [1997] for El Niño).
[4] A second aspect is the effects of nonlinear dynamics on equatorial surface zonal currents. According to observed data (mainly SEQUAL/FOCAL field and historical ship drift), surface zonal currents also display robust seasonal variations [Molinari, 1983; Richardson and McKee, 1984; Reverdin and McPhaden, 1986; Richardson and Walsh, 1986; Philander and Pacanowski, 1986; Richardson and Reverdin, 1987; Richardson et al., 1992; Arnault et al., 1999] , especially the western North Equatorial Countercurrent (NECC) and equatorial branch of the South Equatorial Currents (SEC). du Penhoat and Treguier [1985] showed that linear dynamics can simulate the seasonal variability in NECC, but not in the equatorial branch of SEC. They speculated that the failure in simulating SEC is probably due to nonlinear dynamics, for instance vertical advection [Philander and Pacanowski, 1980] .
[5] A third aspect is the prominent semiannual cycle in surface currents and sea surface height (SSH), occurring despite a comparatively weak semiannual cycle in surface winds (Figure 1b) . Here it is argued that this feature results from the excitation of a basin mode (i.e., a free solution of equatorial ocean dynamics). Physically, the basin mode can be related to the circuit of a disturbance about the basin associated with the Kelvin and first meridional Rossby waves [Cane and Moore, 1981] . In the Atlantic, the period of the basin mode of the second baroclinic modes is 220 days and close to semiannual. A similar argument was previously used to explain the strong semiannual signal in the deep tropical Atlantic [Thierry et al., 2004] .
[6] In this study, we investigate the dynamics of the mean seasonal cycle in the equatorial Atlantic, addressing the specific issues raised above. We mainly rely on analysis of observations and ocean model simulations forced with observed winds. The remainder of this paper is as follows. Section 2 describes the observations and models used in this study. Section 3 presents the observed mean seasonal cycle. In section 4, a hierarchy of ocean model simulations are presented and used to explain the dynamics of the seasonal cycle, including its phase propagation features.
Data and Model
[7] In this study, the mean seasonal cycle is computed from a suite of satellite and in situ observations, and reanalysis. Except where otherwise mentioned, the period considered is 1993 -2007, and only anomalies with respect to the annual mean are shown.
[8] Monthly mean NOAA optimum interpolation (OI) SST V2 are used here from the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA (http://www.cdc.noaa.gov/). The SST analysis is produced weekly on a 1°grid, using in situ and satellite SST. Before the analysis is computed, the satellite data is adjusted for biases using the method of Reynolds [1988] and Reynolds and Marsico [1993] . The NOAA OI.v2 SST monthly fields are derived by a linear interpolation of the weekly fields to daily fields then averaging the daily values over a month.
[9] Thermocline depth is defined as the depth of the 20°C isotherm. It is computed from temperature data from the Pilot Research Moored Array in the Tropical Atlantic (PIRATA) [Servain et al., 1998 ] at four locations along the equator: 35°W, 23°W, 10°W, and 0°W. At 0°W and 10°W data are not continuous, but in total there are about 7 and 5 years of data, respectively. At 23°W and 35°W, data records are about 9 years long and continuous. As interannual variability is weak in comparison to the seasonal cycle, the data although short are sufficient to describe the seasonal cycle. To calculate the mean seasonal cycle, daily mean time series are averaged to monthly means. Off the equator, PIRATA data are insufficient to describe the seasonal cycle. Thus, Archiving, Validation, and Interpretation of Satellite Oceanographic data (AVISO) SSH products are employed. In the tropics, SSH and thermocline depth variations are closely related. These data are from the Topex/Poseidon and ERS satellites and are available since 1992.
[10] The Ocean Surface Current Analyses-Realtime (OS-CAR) surface currents are derived from gridded SSH, surface wind, and SST data, using a combination of the geostrophic, Ekman-Stommel, and thermal wind approximations, with a special treatment of the equatorial singularity [Bonjean and Lagerloef, 2002] . The data compare favorably with drifter data and in situ observations. In addition to the OSCAR data, a drifter-derived climatology of global near-surface currents are also used [Lumpkin and Garraffo, 2005] .
[11] Three models are used in this study. The first is a global state of the art ocean general circulation model (OGCM), the Max-Planck-Institute for Meteorology Ocean Model (MPI-OM) [Marsland et al., 2003] . The model is forced with the National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis [Kalnay et al., 1996] for the period 1950-2001, using standard bulk formulas for the calculation of heat fluxes and a weak relaxation of surface salinity to the Levitus et al. [1994] climatology. Here only the period 1986-2000 is considered. Figure 1 . Seasonal cycle of (a and b) zonal wind stress (taux), (c and d) sea surface temperature (SST), (e and f) 20°C isotherm depth (Z20), and (g and h) surface zonal currents at the equator in the Pacific and Atlantic. Anomalies with respect to the annual mean are shown. Wind stress are from the NCEP/NCAR reanalysis [Kalnay et al., 1996] . SST are from NOAA [Reynolds et al., 2002] , and surface zonal currents are from OSCAR [Bonjean and Lagerloef, 2002] . The 20°C isotherm depth in the Pacific and Atlantic are from the Tropical Atmosphere-Ocean ] and PIRATA [Servain et al., 1998 ] arrays, respectively. The contours for zonal wind stress are À2, À1, À0.6, À0.3, 0, 0.3, 0.6, 1, and 2 Â 10 À2 N m
À2
. Contour interval of SST, Z20, and surface zonal currents are 0.5°C, 5 m, and 10 cm s
À1
, respectively.
[12] The second model is an intermediate ocean model (IOM) designed to simulate the dynamical response of the equatorial ocean to wind forcing [Keenlyside, 2001; Keenlyside and Kleeman, 2002] . The model consists of linear and nonlinear components. The linear component is basically the model of McCreary [1981] , but takes into account horizontally varying background stratification. It consists of ten baroclinic modes plus two surface layers. The two surface layers are governed by Ekman dynamics and represent baroclinic modes 11 -30. The nonlinear component is a simplified treatment of the residual equations of motion (i.e., after removing linear terms) for zonal momentum and is solved in the two surface layers. These nonlinear terms are important in the surface zonal momentum budget in the equatorial Atlantic [Philander and Pacanowski, 1980] , which cannot be fully described by linear dynamics [du Penhoat and Treguier, 1985] . Linear and nonlinear components are calculated independently so that their contributions can be investigated separately. Model equations and parameters are fully described by Keenlyside [2001] .
[13] The model is configured for the Atlantic basin between 30°S-30°N and takes into account realistic coasts, where the no slip lateral boundary condition is applied. An Arakawa c grid is used with 2 degree zonal grid spacing, and a stretched meridional grid, with 0.5 degree grid spacing within 10 degrees of the equator, extending to 3 degrees at the boundaries. The vertical grid has 31 levels with 8 levels in the surface 125 m and a 4500 m flat bottom. The two surface Ekman layers cover the upper 125 m and are divided by the mixed layer depth. The model is integrated using a standard leapfrog scheme, with a time step of 5000 seconds, and filtering every 60 time steps. The model is forced only by surface wind stress from the NCEP reanalysis [Kalnay et al., 1996] for the period 1980 -2007. The period 1993 -2007 is considered here. The baroclinic modes and corresponding shallow water speeds are calculated from the Levitus climatological temperature and salinity data.
[14] The third model is a simple meridional mode model of the first four baroclinic modes, and is essentially the model of Gill and Clarke [1974] . It is used to decompose the linear solution of the IOM into Kelvin and Rossby waves and to investigate the contribution of boundary reflections. Model parameters are chosen to match those of the IOM. The long wave approximation is taken, filtering out high-frequency inertia gravity and short Rossby waves. In addition, meridional wind stress is neglected, as it is relatively inefficient at exciting a dynamical response in the equatorial ocean on seasonal time scales [Gent et al., 1983; Yu and McPhaden, 1999] . The eastern and western boundary conditions are u = 0 and R y n y s u dy = 0, respectively. The latter accounts for the fact that short Rossby waves are filtered from the solution [Cane and Sarachik, 1981] . The model domain extends from 45°W to 5°E in longitude, but is unbounded meridionally. The influence from the Gulf of Guinea and Brazilian coast on the propagation of planetary waves at the equator is assumed negligible. This assumption is not made in the other two models, but appears reasonable as this model can reproduce the key features simulated by those models. Weisberg and Tang [1983 , 1990 also made the same assumption and were successful in reproducing many features of seasonal variations of the thermocline at the equator. The zonal wind stress used to drive the model is the climatologically monthly mean of the NCEP reanalysis [Kalnay et al., 1996] 
Observed Seasonal Cycle
[15] In the western Atlantic the seasonal cycle in zonal wind stress (Figure 1b) is dominated by an annual cycle, while in the east a semiannual cycle is apparent. In April, westward stress firstly appears in the eastern part and then moves westward [Picaut, 1983] . In contrast to zonal winds, the meridional wind stress (not shown) does not exhibit a semiannual component.
[16] The annual mean equatorial thermocline slopes upward toward the east, and is around 100 m in the west and 50 m in the east (not shown). An interesting aspect is that seasonal variations have larger amplitude on the eastern and western sides of the basin, rather than at the center and are about 90°out of phase from March to July (Figure 1f ), which is reminiscent of the basin mode [Cane and Moore, 1981] . In the west the annual cycle is dominant, with minimum (maximum) depth occurring in May (September). These variations are mainly a direct response to zonal wind stress (Figure 1b ) [Philander and Pacanowski, 1986] . In April and May, the thermocline is most close to surface in the western Atlantic, responding to the relaxation in zonal winds (Figure 1b) . The shallow thermocline in April -May progresses eastward and reaches the Gulf of Guinea in boreal summer, when the thermocline depth there decreases by almost half (not shown). These changes are closely related to the rapid decrease in SST there (Figure 1d ). The deepening of the thermocline in the west in September also propagates eastward, but the propagation is much more rapid than for the shoaling (Figure 1f) . Toward the east a semiannual cycle also appears in the thermocline variability, and in the far east it is almost as strong as the annual cycle. In the tropics sea level and thermocline variations are closely related, and the observed sea-surface variations at the equator (Figure 2a ) corroborate the picture from PIRATA.
[17] Off the equator, SSH also exhibit a pronounced seasonal cycle (Figures 2b and 2c) , with significant annual and semiannual cycles in the west and east, respectively, similar to that at the equator. The seasonal cycle contributes to over a half of the total variability in SSH [Schouten et al., 2005] . In contrast to that at the equator, SSH variations off the equator propagate westward. As mentioned above, PIRATA data are insufficient off the equator to describe seasonal variations in thermocline depth. WOA05 climatological monthly ocean temperature data show variations consistent with the satellite SSH data off (and at) the equator (not shown).
[18] The seasonal cycle of surface zonal currents along the equator in the Atlantic is dominated by a semiannual cycle and is strongest in the central part of the basin ( Figure  1h ) [Richardson and McKee, 1984] . Seasonal variations propagate westward along the equator during the first half of calendar year. At the beginning of the year, the zonal C09016 DING ET AL.: SEASONAL CYCLE IN THE UPPER ATLANTIC current anomaly is eastward (weak and westward) in the east (west). The eastward anomaly then propagates westward, reaching 35°W in April and May. In the east when zonal wind stress strengthens in April (Figure 1b) , the eastward zonal currents anomaly reverses sign and propagates westward along the equator. Enhanced zonal currents persist until about August. Before August, seasonal variations of zonal currents and zonal wind stress along the equator have similar phase, direction, and propagation characteristics [Richardson and McKee, 1984] . After August, zonal current anomaly is eastward in September and October. The eastward anomaly extends almost simultaneously across the whole equatorial Atlantic, although the amplitude varies with longitude, being stronger between about 20°W and 0°W. The seasonal cycle of zonal currents at the equator from drifters (not shown), although very noisy and with stronger amplitude, corroborates the features seen in the OSCAR data.
[19] The 90°out of phase relationship between east -west gradient of sea level and surface zonal currents from March to August (Figure 3a) shows signs of the basin mode. At the peak of the positive phase (Figure 3b) , the zonal currents are weak and the zonal east -west gradient is at its maximum. The gradient drives westward currents that in turn weaken the gradient. The currents are strongest during the transition phase (Figure 3c ), when the gradient is almost zero. The signal of the basin mode is clear from March until about August and then becomes less clear (Figure 3a) .
Dynamics of the Seasonal Cycle
[20] The dynamics of seasonal cycle are now investigated using the three models. Both the OGCM and IOM reproduce the seasonal cycle in SSH on and off the equator well (Figure 4 ). In particular, at the equator the annual cycle in the west and semiannual cycle in the east are simulated by both models (Figures 4a and 4d) , including the rapid sealevel decrease in the cold tongue during boreal summer, and the basin-wide increase in sea level in September and October. A deficiency of both models is that simulated SSH variations are too weak, and in the west they lead observations by about one month and are in phase with the zonal wind variations; a problem previously noted [Philander and Pacanowski, 1986] . The reasons for this deficiency are not clear, but may result from errors in the forcing data or in model physics. As this region is directly under the ITCZ, the contribution of precipitation to sea level may be also important. Along 4°N, despite being generally too weak, both models (Figures 4b and 4e) reproduce the basic pattern of the seasonal cycle (Figure 2b ), prominent annual 
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and semiannual cycles in the west and east, respectively. The westward propagation is also well reproduced. Along 4°S, both simulations (Figures 4c and 4f ) also compare well to observations (Figure 2c ). The westward propagation of the positive anomaly at the beginning of the year is as observed, but it is stronger and slightly phase shifted, especially in the west.
[21] The seasonal cycle of the surface zonal currents at the equator is also simulated well by both models (Figures 5a  and 5b ), in terms of amplitude and structure. In particular, the models correctly simulate a semiannual cycle along the whole equatorial Atlantic, including the boreal summer westward currents anomalies and their westward propagation. Differences exist among the observations and the two model simulations, but they are of similar order to the differences between OSCAR (Figure 1h ) and drifter (not shown) data. Another difference is that MPI-OM surface zonal currents display a westward propagation from September to December, but observed currents are almost stationary; however, this may be partly due to different periods considered (section 2). Separating the IOM surface zonal currents into linear (Figure 5c ) and nonlinear (Figure 5d ) components, shows that the linear solution has a lot of resemblance to observations. In particular, the observed westward propagation and semiannual cycle are captured, except in September and October when the linear solution is unable to reproduce the observed basin wide eastward currents anomalies. Another deficiency is that the strength of the currents in the linear component are too large (about three times the observed strength) consistent with previous work [du Penhoat and Treguier, 1985] . Comparing total, linear and nonlinear surface zonal currents (Figures 5b-5d) , shows that the nonlinear terms have equal magnitude to linear terms and play an important role. They weaken the linear terms and lead to realistic zonal currents strength and they also cause the eastward currents anomaly to extend along the entire equator in September and October. Thus, the nonlinear terms provide a necessary correction to the linear solution, contributing significantly to the strength and phase of simulated currents.
[22] The terms in the nonlinear equations are zonal, meridional and vertical advection of zonal velocity and horizontal and vertical diffusion of nonlinear zonal velocity. The most significant terms are meridional advection, vertical diffusion, and vertical advection; zonal advection is negligible (Figure 6 ). The driving terms are meridional and vertical advection, while vertical diffusion dissipates nonlinear velocity. Meridional advection, which is related to variations in both meridional currents and meridional variation of zonal currents, is strong (weak) from June to October (January -May). Vertical advection is controlled by changes in upwelling, which follow changes in zonal wind (Figure 1b) . In boreal summer, for example, when upwelling is stronger following the intensification of the surface trades, vertical advection of momentum brings more eastward momentum to the surface layer and reduces the westward momentum. This is consistent with Philander and Pacanowski [1980] .
[23] To better understand the linear solution, it is decomposed into (vertical) baroclinic modes, Kelvin and Rossby waves, and contributions from eastern and western boundary reflections. The seasonal cycle of SSH and surface zonal currents in the linear solution is determined primarily by the first four baroclinic modes (not shown). For SSH, the second mode is dominant, but for surface currents the second and third ones are most important. These results are consistent with previous studies [du Penhoat and Treguier, 1985; Illig et al., 2004; Thierry et al., 2004; Brandt and Eden, 2005] .
[24] The wind forced meridional mode model, which includes only the first four baroclinic modes, and the Kelvin and first meridional mode Rossby waves, is able to reproduce the essential features of the seasonal cycle in SSH (Figure 7a) . At the equator, the eastward propagation of sea level occurring between January and August is captured. As are the more rapidly eastward propagating, basin wide SSH anomalies that occur in September and October. The contribution of Kelvin (Figure 7b ) and Rossby (Figure 7c ) waves to the solution is comparable in the west, but in the east the Kelvin wave contribution is about three times larger. The Kelvin wave component (Figure 7b) gives rise to the eastward propagation in SSH. At eastern and western boundaries, Kelvin and Rossby wave contributions are in phase with each other, indicating the importance of boundary reflections [Schouten et al., 2005] . There are some differences between simulated and observed SSH variations. For example, at the end of the year in the east, a negative signal is simulated, while a positive one is observed. Simulated variability in the west is also stronger than observed.
[25] For surface zonal currents at the equator, the meridional mode model (Figure 7d ) essentially reproduces the results of the linear component of the IOM (Figure 5c ). The Kelvin (Rossby) wave zonal currents anomaly is, by definition, proportional to the Kelvin (Rossby) wave SSH anomaly. However, the Rossby wave contribution ( Figure  7f ) is now greater than that of the Kelvin wave (Figure 7e ). This is because at the equator the first meridional Rossby wave contributes proportionally more to surface zonal currents than SSH anomalies [e.g., Gill, 1982] . Thus, the Rossby wave contribution (also forced by westward propagating zonal wind stress) gives rise to the westward propagation in surface zonal currents at the equator. Yu and McPhaden [1999] reached a similar conclusion for the Pacific.
[26] At 4°S and 4°N, the amplitude of the second baroclinic mode Kelvin wave is only 20% of its equator maximum. Thus at these latitudes, Rossby waves dominate. The Rossby wave component (Figure 7c ) for SSH resembles the average variations of observed SSH at 4°S and 4°N (not shown), which mainly result from meridionally symmetric long Rossby waves. Thus, the first meridional mode Rossby waves explain the westward propagation in observed sea level at these latitudes.
[27] The contribution of Kelvin and Rossby wave reflections at the eastern and western boundaries to the equatorial SSH and surface zonal currents variability is computed by the model (Figure 8) . Their contribution to the seasonal cycle of simulated SSH and surface zonal currents at the equator equals that of the wind forced waves (not shown). This is consistent with previous studies [Philander and Pacanowski, 1986; Schouten et al., 2005] . This is in contrast to the Pacific, where boundary reflections are not important [e.g., Yu and McPhaden, 1999].
[28] As shown above, the seasonal cycle exhibits a strong semiannual cycle and has features of the classical basin mode, whereas the dominant wind forcing is annual (Figures 9a and 9b) . The free oscillation (basin mode) of the second baroclinic mode has a period of 220 days [Cane and Moore, 1981] . To investigate whether it is excited and may explain these observed features, the meridional mode model was forced separately with annual ( Figure 9a ) and semiannual (Figure 9b ) wind components. SSH and surface currents generated by the semiannual wind forcing (Figures 9d and 9f ) are similar in amplitude to those generated by the annual forcing (Figures 9c and 9e) . They also display the essential features of the basin mode: zonal SSH gradient and surface zonal current variations that are 90°out of phase. From March -August (SeptemberFebruary) the semiannual and annual components constructively (destructively) interfere and the basin mode features are most (less) prominent in observations.
[29] We further investigate the contributions of windforced waves (Figures 10a and 10c) and waves generated by boundary reflections (Figures 10b, 10d ) to sea level for semiannual (upper) and annual (lower) components, respectively. The direct response to the semiannual component of wind stress is much weaker than that to annual component. Boundary reflections enhance (partly cancel) the responses to the semiannual (annual) component of wind stress so that total semiannual component (Figure 9d ) of sea level is comparable with annual component (Figure 9c) . Thus, the free oscillation of second baroclinic mode appears responsible for the strong semiannual cycle, despite a weak semiannual wind forcing.
Discussions and Conclusions
[30] In this study, the seasonal cycle of surface wind, SST, SSH and surface zonal currents were first described using in situ and satellite observations and atmospheric reanalysis primarily between 1993 and 2007. Seasonal variations in thermocline depth and sea level display prominent annual and semiannual cycles in the west and east, respectively. At the equator, variations propagate eastward, but westward at 4°N and 4°S. Surface zonal currents at the equator exhibit a dominant semiannual cycle with westward propagation. This description is consistent with previous studies and corroborated by other climatologies.
[31] Although the seasonal cycle in the equatorial Atlantic has received much attention, several aspects remain debated. Here three of these are addressed, using an OGCM, an intermediate ocean model (IOM) and a linear meridional mode model. First, what is the origin of the east -west propagation characteristics in SSH and zonal currents. The modelling results here show that linear dynamics can explain the phase and propagation characteristics in the seasonal variation of sea level and also get key features of surface zonal current variations. The linear solution is essentially reproduced by the first four baroclinic modes, although the second and third are dominant. Only the Kelvin and first meridional mode Rossby waves are required, with boundary reflected waves contributing as strongly as directly forced waves. For SSH at the equator, both Kelvin and Rossby wave contributions are significant, but the Kelvin wave contribution dominates and results in eastward propagation. At 4°N and 4°S, Rossby waves dominate variability and give rise to westward propagation. For surface zonal currents at the equator, the Rossby wave contribution is larger than that of the Kelvin wave, explaining the observed westward propagation. The coincidence of integrating characteristics of Rossby waves with westward propagating zonal wind stress enhances the westward propagating signal, consistent with Weisberg and Tang [1983] . However, Rossby waves related to the stationary semiannual component of zonal wind stress and resulting mainly from eastern boundary reflections also contribute.
[32] These results in many respects are not entirely new, being based in essence on the well established importance of long, nondispersive Kelvin and Rossby waves [Cane and Sarachik, 1981] . However, they provide a clear decomposition of the dynamics using modern forcing data. Schouten et al. [2005] found that sea level variations have the same westward phase speed as the first meridional mode Rossby of the second baroclinic mode at 4°N and 4°S. They are reflected as a Kelvin wave on the western boundary and propagate eastward through the whole basin in September and October at the equator. The modelling results here strongly support their arguments. Bunge and Clarke [2009] found that eastward propagation of sea level from April to July at the equator is too slow compared to theoretical phase speeds of Kelvin waves of the first few baroclinic modes. They did not consider variations in September and October, nor did they find eastward propagation in zonal wind stress. Therefore, they excluded equatorial waves as an explanation [Schouten et al., 2005] . However, modelling results here show that Kelvin and Rossby waves are both important at the equator. Additionally, the contributions of boundary reflections equal that of the wind-forced response. As a result of these factors, it is not possible to interpret the propagation speed in terms of single forced Kelvin wave [Cane and Sarachik, 1981] .
[33] The second aspect addressed was the role of nonlinearity in the seasonal cycle of surface zonal currents at the equator. Although linear theory can explain the phase and east -west propagation of the latter, variations are far too strong. Here, nonlinear terms were shown to weaken the variability to observed levels, and improve its phase and zonal extent. The most significant terms are meridional advection, vertical diffusion, and vertical advection; zonal advection is negligible. Meridional and vertical advection drive changes in the nonlinear velocity. Vertical diffusion dissipates nonlinear velocity. In particular, vertical advection of momentum brings more eastward momentum to the surface layer and reduces the westward momentum in the cold tongue when upwelling is stronger in boreal summer. These results clarify the cause of deficiencies in linear models [du Penhoat and Treguier, 1985] and the importance of nonlinearity [Philander and Pacanowski, 1980] .
[34] The third aspect investigated was the prominence of the semiannual cycle in SSH and surface zonal currents that is unexpected given the dominance of the annual cycle in surface winds. Modelling results indicate that this occurs because the semiannual cycle in surface winds resonantly excites the second baroclinic mode's basin mode. The basin mode (schematic in Figure 11 ) is a free solution of equatorial ocean dynamics [Cane and Moore, 1981] . The period is set by the time it takes a disturbance to circuit the basin, and hence is dependent on the wave speed and basin size. For the second baroclinic mode in the Atlantic it is about 220 days, which is approximately semiannual. Thus, the semiannual component in zonal wind stress, although much weaker than the annual component, is able to force a strong semiannual cycle in SSH and surface currents. The result also explains why characteristic features of the basin mode features are apparent in the observed seasonal cycle. While a similar argument was given to explain the semiannual signal in the deep tropical Atlantic [Thierry et al., 2004] , the role of the basin mode at the surface has not been previously recognized.
[35] The results here were drawn from three models, which of course have deficiencies. For example, sea level variability, especially at 4°N, is slightly underestimated and not always in exact phase with observations in both the IOM and OGCM. In addition, the models used here are all low resolution and do not capture Tropical Instability Waves, which are important in the Tropical Atlantic [von Schuckmann et al., 2008] . However, the models used here are able to reproduce the key features of the observations, providing confidence in our results.
[36] The results here have several interesting implications. First, they imply that although the seasonal cycle of SST in the equatorial Atlantic and Pacific are similar, the dynamics are likely very different. In particular, previous suggestions that the seasonal cycle in SST in the Atlantic results from a coupled atmosphere mixed layer SST mode not involving thermocline variations [Chang and Philander, 1994; Xie, 1994] . However, the seasonal relationship among SST, thermocline depth, and surface zonal currents in the Atlantic appear more consistent with a thermocline mode. This difference maybe partly due to the different basin sizes. A different mechanism for the seasonal cycle in SST in the Atlantic has implications for the interaction of the seasonal cycle with interannual variability, and hence deserves further attention.
