It was recently demonstrated that a well-known eigenvalue bound for the Quadratic Assignment Problem (QAP) actually corresponds to a semide nite programming (SDP) relaxation. However, for this bound to be computationally useful the assignment constraints of the QAP must rst be eliminated, and the bound then applied to a lowerdimensional problem. The resulting \projected eigenvalue bound" is one of the best available bounds for the QAP, especially when considering the quality of bounds relative to the complexity of obtaining them. In this paper we show that the projected eigenvalue bound also corresponds to an SDP relaxation of the original QAP.
Introduction
The Quadratic Assignment Problem (QAP) is a well-studied problem in discrete optimization. For recent surveys see for example 6] , 7], and 16]. In this paper we consider the \Koopmans-Beckmann" form of the problem, which can be written QAP(A; B; C) : min tr(AXB + C)X T s:t: X 2 ;
where A, B and C are n n matrices, tr denotes the trace of a matrix, and is the set of n n permutation matrices. Throughout we assume that A and B are symmetric. We write QAP(A; B) for the \homogenous" problem with C = 0. QAP(A; B; C) arises naturally in facility planning, and can also be used to model certain other well-known combinatorial optimization problems, such as graph partitioning, and the travelling salesman problem. The problem is of interest both for its applicability and its di culty. For the general case, n = 20 is approximately the current limit on problem size for which an exact optimal solution can be obtained.
Algorithms that attempt to solve the QAP to optimality must incorporate both primal heuristics that obtain good feasible solutions, and lower-bounding methods, in a branch-andbound structure. At present the greatest obstacle to obtaining provably optimal solutions for QAP problems is the lack of an e cient lower-bounding method that produces reasonably tight bounds. There are a number of di erent classes of lower-bounding methods for QAP, including
The Gilmore-Lawler bound (GLB), and related bounds;
Bounds based on linear programming (LP) relaxations;
Eigenvalue-based bounds;
Bounds based on semide nite programming (SDP).
Research is active in all four of these areas. In this paper we will concentrate on eigenvalue bounds, and their relationship to SDP. See for example 11], 15], 18], and references therein for recent work on variants of the GLB, and LP relaxations.
Semide nite programming refers to optimization over matrices that are constrained to be positive semide nite. Although the potential applicability of SDP has been known for some time, it is only recently that interior-point algorithms have provided a practical solution approach. See 1] and 19] for descriptions of di erent types of problems that can be formulated as SDPs. SDP-based approaches to the QAP have been considered by 13] and 20]. The bounds for QAP developed in these two papers are highly competitive, but the solution times required on modest-sized problems exceed what could realistically be expended at each node in a branch-and-bound tree.
The basic eigenvalue bound for QAP was introduced in 8], and has been modi ed in a variety of ways; see for example 10] and 17]. It was recently demonstrated 4] that the simplest eigenvalue bound for QAP(A; B) actually corresponds to a semide nite relaxation of the problem. This result is potentially interesting because the work to obtain the eigenvalue bound is far less than that required to solve a general SDP. Unfortunately, the basic eigenvalue bound for QAP is known to be too weak to be computationally useful. One technique for strengthening the bound, from 10], is to implicitly enforce the assignment constraints of QAP by rst projecting out, or eliminating, these constraints before applying the eigenvalue bound. The resulting \projected eigenvalue bound" is a competitive bound for many problems, especially considering the quality of the bound versus the computational e ort required to obtain it.
In the next section we review eigenvalue bounds for QAP, including the projected eigenvalue bound PB(A; B; C). In Section 3 we consider the SDP interpretation of the basic eigenvalue bound proved in 4], and use this interpretation to derive a new semide nite programming problem, SDP + (A; B). We prove that PB(A; B; C) corresponds to rst applying a simple transformation to QAP, and then using SDP , and each e on the right is a vector in < n . For an n n symmetric matrix A, (A) 2 < n denotes the vector of eigenvalues of A. For a vector x, Diag(x) is the diagonal matrix with diagonal entries equal to the components of x, and for a square matrix X, diag(X) is the vector whose components are the diagonal entries of X. 
where LAP(C) is a linear assignment problem with cost matrix C. (2) and therefore (1) can be computed by performing spectral decompositions of A and B, and solving LAP(C). Unfortunately, however, the basic eigenvalue bound from (1) over the perturbation vectors g, h, r, and s. The result is one of the strongest known bounds for the QAP, but performing the approximate maximization is quite di cult due to the fact that as a function of the perturbations the bound is a nondi erentiable, nonconcave function.
A di erent approach to improving the basic eigenvalue bound (1) was introduced in 10]. The idea of this improvement is to continue to work with an orthogonal relaxation of the quadratic term, but to enforce the assignment constraints X 2 E that are ignored in (1) . The mechanism to do this is provided by the following result. The projected eigenvalue bound of Theorem 2.2 is one of the best available bounds for the general QAP, especially considering the quality of the bound versus the e ort required to compute it. Computational results reported in 10] show that the projected eigenvalue bound is often close to the parametric eigenvalue bound, but is much more practical to compute. In our application, it would be convenient if a \semide nite" version of Proposition 3.2, with \ " replacing \>" in part 1, and \ " replacing \ " in parts 2 and 3, were true. Unfortunately this is not the case; see 5].
Let F be the 2n n (7)), which is equivalent to Y E = 0. As a result the constraint Y E = n 2 would be redundant in SDP + (A; B). These observations suggest that the bound from (12) could be inferior to PB(A; B) in some cases. In fact this is true, as demonstrated by comparing the bounds in Table 1 of 13] with the projected eigenvalue bounds for the same problems (see for example Table 3 (14) is never worse than PB(A; B). However, it is interesting to note that there are several problems for which these two bounds coincide (see tables 1 and 3 of 20]).
Both 13] and 20] consider strengthenings of the basic SDP bounds in (12) and (14) By imposing additional constraints of one or both of the above types, 13] and 20] obtain substantial improvements over the basic SDP bounds from (12) and (14) . Unfortunately, however, the computational cost of obtaining these improved bounds is considerable.
Conclusion
We have shown that the well-known projected eigenvalue bound for QAP corresponds to rst applying a simple transformation to the problem, and then using a semide nite relaxation to bound the quadratic term. The implicit semide nite relaxation is closely related to SDP relaxations for QAP proposed in 13] and 20]. Besides its purely theoretical interest, there are several possible applications for this result. For example, because the projected eigenvalue bound corresponds to a particular X 2 O\E, this \solution" might be useful for warm-starting a stronger SDP relaxation of QAP. In addition, the knowlege that the bound corresponds to implicitly solving a convex optimization problem may make it possible to derive stronger bounds that do not require explicit solution of an SDP.
