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POLYNOMIAL EXTENSIONS OF SEMISTAR OPERATIONS
GYU WHAN CHANG, MARCO FONTANA, AND MI HEE PARK
Abstract. We provide a complete solution to the problem of extending ar-
bitrary semistar operations of an integral domain D to semistar operations of
the polynomial ring D[X]. As an application, we show that one can reobtain
the main results of the papers [1] and [2] concerning the problem in the special
cases of stable semistar operations of finite type or semistar operations defined
by families of overrings. Finally, we investigate the behavior of the polynomial
extensions of the most important and classical operations such as dD , vD, tD ,
wD and bD operations.
1. Preliminaries
Let D be an integral domain with quotient field K. Let F (D) denote the set of
all nonzero D-submodules of K and let F (D) be the set of all nonzero fractional
ideals of D, i.e., E ∈ F (D) if E ∈ F (D) and there exists a nonzero d ∈ D with
dE ⊆ D. Let f (D) be the set of all nonzero finitely generated D-submodules of K.
Then, obviously, f(D) ⊆ F (D) ⊆ F (D).
Following Okabe-Matsuda [14], a semistar operation of D is a map ⋆ : F (D)→
F (D), E 7→ E⋆, such that, for all x ∈ K \ {0} and for all E,F ∈ F (D), the
following properties hold:
(⋆1) (xE)
⋆ = xE⋆;
(⋆2) E ⊆ F implies E
⋆ ⊆ F ⋆;
(⋆3) E ⊆ E
⋆ and E⋆⋆ := (E⋆)⋆ = E⋆.
A (semi)star operation is a semistar operation that, restricted to F (D), is a star
operation (in the sense of [8, Section 32]). It is easy to see that a semistar operation
⋆ of D is a (semi)star operation if and only if D⋆ = D.
If ⋆ is a semistar operation of D, then we can consider a map ⋆
f
: F (D)→ F (D)
defined as follows:
E⋆f :=
⋃
{F ⋆ | F ∈ f(D) and F ⊆ E} for each E ∈ F (D).
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It is easy to see that ⋆
f
is a semistar operation of D, which is called the semistar
operation of finite type associated to ⋆. Note that, for each F ∈ f(D), F ⋆ = F ⋆f .
A semistar operation ⋆ is called a semistar operation of finite type if ⋆ = ⋆
f
.
If ⋆1 and ⋆2 are two semistar operations of D such that E
⋆1 ⊆ E⋆2 for all
E ∈ F (D), then we say that ⋆1 ≤ ⋆2. This is equivalent to say that (E
⋆1)⋆2 =
E⋆2 = (E⋆2)
⋆1 for each E ∈ F (D). Obviously, for each semistar operation ⋆ of D,
we have ⋆
f
≤ ⋆. Let dD (or, simply, d) be the identity semistar operation of D;
clearly d ≤ ⋆ for all semistar operations ⋆ of D. Let eD (or, simply, e) be the trivial
semistar operation of D, defined by Ee = K for each E ∈ F (D); clearly ⋆ ≤ e for
all semistar operations ⋆ of D.
Let ⋆ be a semistar operation of D. We say that a nonzero integral ideal I of D
is a quasi-⋆-ideal if I⋆ ∩D = I, a quasi-⋆-prime ideal if it is a prime quasi-⋆-ideal,
and a quasi-⋆-maximal ideal if it is maximal in the set of all proper quasi-⋆-ideals.
A quasi-⋆-maximal ideal is a prime ideal. It is easy to prove that each proper
quasi-⋆
f
-ideal is contained in a quasi-⋆
f
-maximal ideal. More details can be found
in [6, page 4781]. We will denote by QMax⋆(D) (respectively, QSpec⋆(D)) the set
of all quasi-⋆-maximal ideals (respectively, quasi-⋆-prime ideals) of D. When ⋆ is
a (semi)star operation, the notion of quasi-⋆-ideal coincides with the “classical”
notion of integral ⋆-ideal (i.e., a nonzero integral ideal I such that I⋆ = I).
If ∆ is a set of prime ideals of D, then the semistar operation ⋆∆ defined by
E⋆∆ :=
⋂
{EDP | P ∈ ∆} for each E ∈ F (D)
is called the spectral semistar operation of D associated to ∆. A semistar operation
⋆ of D is called a spectral semistar operation if there exists a subset ∆ of the prime
spectrum of D, Spec(D), such that ⋆ = ⋆∆ .
A semistar operation ⋆ is stable if (E ∩ F )⋆ = E⋆ ∩ F ⋆ for each E,F ∈ F (D).
Clearly, spectral semistar operations are stable [4, Lemma 4.1(3)].
When ⋆ is a semistar operation of D and ∆ := QMax⋆f (D), we set ⋆˜ := ⋆∆, i.e.,
E⋆˜ :=
⋂{
EDP | P ∈ QMax
⋆
f (D)
}
for each E ∈ F (D),
or equivalently,
E⋆˜ =
⋃
{(E : J) | J ∈ f(D), J ⊆ D, and J⋆ = D⋆} for each E ∈ F (D).
Then ⋆˜ is a stable semistar operation of finite type, which is called the stable
semistar operation of finite type associated to ⋆. It is known that if a semistar
operation ⋆ is stable and of finite type, then ⋆ = ⋆˜ [4, Corollary 3.9(2)].
By vD (or, simply, by v) we denote the v–semistar operation of D defined as
usual, that is, Ev := (D : (D : E)) for each E ∈ F (D) and Ev := K for each
E ∈ F (D)\F (D). By tD (or, simply, by t) we denote (vD)f the semistar operation
of finite type associated to vD and by wD (or just by w) the stable semistar operation
of finite type associated to vD (or, equivalently, to tD), considered by F.G. Wang and
R.L. McCasland in [16] (cf. also [9]); i.e., wD := v˜D = t˜D. Clearly wD ≤ tD ≤ vD.
Moreover, it is easy to see that for each (semi)star operation ⋆ ofD, we have ⋆ ≤ vD,
⋆
f
≤ tD, and ⋆˜ ≤ wD (cf. also [8, Theorem 34.1(4)]).
3Let ⋆ be a semistar operation of D and let F ∈ f(D). We say that F is ⋆–eab
(respectively, ⋆–ab) if, for all G, H ∈ f (D) (respectively, for all G, H ∈ F (D)),
(FG)⋆ ⊆ (FH)⋆ implies G⋆ ⊆ H⋆. The operation ⋆ is said to be eab (respectively,
ab ) if each F ∈ f(D) is ⋆–eab (respectively, ⋆–ab). An ab operation is obviously
an eab operation.
Using the fact that, given F ∈ f(D), F is ⋆–eab if and only if ((FH)⋆ : F ⋆) = H⋆
for each H ∈ f(D) [7, Lemma 8], we can associate to each semistar operation ⋆
of D an eab semistar operation ⋆a of finite type, which is called the eab semistar
operation associated to ⋆ and defined as follows: for each F ∈ f (D) and for each
E ∈ F (D),
F ⋆a :=
⋃
{((FH)⋆ : H⋆) | H ∈ f(D)} ,
E⋆a :=
⋃
{F ⋆a | F ⊆ E , F ∈ f (D)}
[5, Definition 4.4 and Proposition 4.5]. The previous construction, in the ideal
systems setting, is essentially due to P. Jaffard [13] and F. Halter-Koch [10], [11].
Obviously, (⋆
f
)a = ⋆a. Moreover, when ⋆ = ⋆f , then ⋆ is eab if and only if ⋆ = ⋆a
[5, Proposition 4.5(5)]. We call the semistar operation bD := (dD)a the b–operation
of D. It is easy to see that bD is a (semi)star operation of D if and only if D is
integrally closed.
Given a family of semistar operations {⋆λ | λ ∈ Λ} of D, the semistar operation
∧⋆λ of D is defined by
E∧⋆λ :=
⋂
{E⋆λ | λ ∈ Λ} for each E ∈ F (D).
Let T := {Tλ | λ ∈ Λ} be a set of overrings of D. We denote by ⋆{Tλ} the
semistar operation of D defined by E⋆{Tλ} := ETλ for each E ∈ F (D) and by ∧T
the semistar operation ∧{⋆{Tλ} | λ ∈ Λ}.
For a semistar operation ⋆ of D , we say that a valuation overring V of D is a
⋆–valuation overring of D provided F ⋆ ⊆ FV (or, equivalently, F ⋆V = FV ) for
each F ∈ f(D) . Let V(⋆) be the family of all ⋆–valuation overrings of D. Then the
semistar operation ∧V(⋆) of D is an ab semistar operation [7, page 2098]; clearly,
∧V(⋆) = ∧V(⋆f ). Note that
⋆a = ∧V(⋆) , in particular, bD = ∧V(dD) .
This result follows from [6, Proposition 4.1(5)].
We now consider the polynomial ring D[X ] over D. A semistar operation ⋆ of
D[X ] is called an extension (respectively, a strict extension) of a semistar operation
⋆ of D if E⋆ = E[X ]⋆ ∩K (respectively, E⋆[X ] = E[X ]⋆) for all E ∈ F (D).
Given a semistar operation ⋆ of D[X ], set E⋆0 := (E[X ])⋆ ∩K for each E ∈
F (D). Then ⋆0 is a semistar operation of D and ⋆ is an extension of ⋆0. By [2,
Lemma 5], (⋆
f
)0 = (⋆0)f and (⋆˜)0 = ⋆˜0 . It is easy to see that (dD[X])0 = dD
and (vD[X])0 = vD, and therefore, (tD[X])0 = tD and (wD[X])0 = wD. In fact, it is
known that:
(E[X ])vD[X] = EvD [X ] for all E ∈ F (D),
(E[X ])tD[X] = EtD [X ] and (E[X ])wD[X] = EwD [X ] for all E ∈ F (D).
Thus tD[X] and wD[X] are strict extensions of tD and wD, respectively.
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The present work is devoted to the following problem: how to extend “in a
canonical way” an arbitrary semistar operation of D to the polynomial ring D[X ].
The first attempts to extend a semistar operation of D to a semistar operation of
D[X ] were done by G. Picozza [15] and then by the first two authors of this paper
[1, 2]. Their study is focused on the stable semistar operations of finite type. In
this paper, we provide a complete solution to this problem in the most general
setting. As an application, we show that, in the particular cases of stable semistar
operations of finite type or semistar operations defined by families of overrings, we
reobtain the main results given in [1] and [2]. Finally, we investigate the behavior
of the polynomial extensions of some operations among the most important and
classical ones such as the dD, vD, tD, wD and bD operations.
To be more precise, in Section 2, we show that there always exists the maximum
in the set of all strict extensions to the polynomial ring D[X ] of a given semistar
operation ⋆ on D. Let N⋆ denote this semistar operation of D[X ]. After giving an
explicit description of N⋆, we show that such a semistar operation is never of finite
type and we investigate the properties of N⋆f and N˜⋆; in particular, (N⋆)
f
= (N⋆f )
f
is
the largest finite-type strict extension of ⋆
f
and N˜⋆ = N˜⋆˜ is the largest stable finite-
type strict extension of ⋆˜. As an application, we consider some of the classical
operations and we prove that (NvD )
f
= (NtD )
f
= tD[X] and N˜vD = N˜wD = wD[X].
Moreover, for the trivial operations, we have NeD  eD[X] and dD[X] ≤ (NdD )f ,
with dD[X] = (N
dD )f if and only if D is a field.
After having observed that each semistar operation ⋆ ofD admits infinitely many
strict extensions to D[X ] and, among them, the largest one is N⋆, in Section 3 we
show the existence of the smallest strict extension to D[X ]. Unlike the largest strict
extension, the smallest strict extension, denoted by uprise⋆, is not in general described
in an explicit form. However, in case of stable semistar operations of finite type,
we prove that uprise⋆˜ = [⋆˜], where A[⋆˜] :=
⋂
{ADQ[X ] | Q ∈ QMax
⋆
f (D)} for each
A ∈ F (D[X ]).
In the last section, we generalize some results concerning the polynomial exten-
sions of a stable finite-type semistar operation to the polynomial extensions of a
semistar operation defined by a given family of overrings of D. As an application of
the main result of the section, we obtain uprisebD ≤ bD[X] = (uprise
bD )a ≤ (N
bD )a  NbD ,
with bD[X] = (N
bD )a if and only if D is a field.
2. Polynomial Strict Extensions of General Semistar Operations
The goal of the present section is to define in a canonical way an extension to
the polynomial ring D[X ] of a given semistar operation ⋆ of D.
For A ∈ F (D[X ]) with A ⊆ K[X ], we denote by cD(A) the D-submodule of K
generated by the contents cD(f) for all f ∈ A, i.e., cD(A) :=
∑
f∈A cD(f). Then,
obviously, A ⊆ cD(A)[X ].
Theorem 2.1. Let D be an integral domain with quotient field K, let ⋆ be a
semistar operation of D, and let T be an overring of D such that T ⋆ = T . For
each A ∈ F (D[X ]), set
5AN
⋆
T :=
{ ⋂
{z−1(cD(zA))
⋆[X ] | 0 6= z ∈ (T [X ] : A)} , if (T [X ] : A) 6= (0) ,
K(X) , if (T [X ] : A) = (0) .
Then:
(1) N⋆T is a semistar operation of D[X ].
(2) If ⋆ is a (semi)star operation of D, then N⋆T is a (semi)star operation of
D[X ].
(3) If T ′ ⊆ T ′′ are two overrings of D such that (T ′)⋆ = T ′ and (T ′′)⋆ = T ′′,
then N⋆T ′ ≥ N
⋆
T ′′ .
(4) N⋆ := N⋆K is a strict extension of ⋆ to D[X ]. In fact, it is the largest strict
extension of ⋆ to D[X ].
Proof. From the definition, it follows immediately that AN
⋆
T ∈ F (D[X ]).
Claim 1. Let E ∈ F (D). If E ⊆ T , then (E[X ])N
⋆
T = E⋆[X ] = (E⋆[X ])N
⋆
T .
Since cD(E[X ]) = E and 1 ∈ (T [X ] : E[X ]), we have (E[X ])
N
⋆
T ⊆ E⋆[X ]. For
the opposite inclusion, let z ∈ (T [X ] : E[X ])\(0). Then, obviously, z ∈ K[X ]. Write
z = z0+z1X+ · · ·+znX
n, with zi ∈ K. Then cD(zE[X ]) = z0E+z1E+ · · ·+znE.
Therefore, z−1(cD(zE[X ]))
⋆[X ] = z−1(z0E + z1E + · · ·+ znE)
⋆[X ] ⊇ z−1(z0E
⋆ +
z1E
⋆+ · · ·+ znE
⋆)[X ] ⊇ z−1(zE⋆[X ]) = E⋆[X ]. Thus, we have (E[X ])N
⋆
T ⊇ E⋆[X ]
and hence (E[X ])N
⋆
T = E⋆[X ]. Also, since E⋆ ∈ F (D) and E⋆ ⊆ T ⋆ = T , we have
(E⋆[X ])N
⋆
T = (E⋆)⋆[X ] = E⋆[X ].
Claim 2. For each α ∈ K(X) \ (0) and A ∈ F (D[X ]), (αA)N
⋆
T = αAN
⋆
T .
It follows from the fact that (T [X ] : A) = α−1(T [X ] : αA).
Claim 3. If A1, A2 ∈ F (D[X ]) and A1 ⊆ A2, then A
N
⋆
T
1 ⊆ A
N
⋆
T
2 .
This is a straightforward consequence of the definition.
Claim 4. For each A ∈ F (D[X ]), A ⊆ AN
⋆
T .
Let z ∈ (T [X ] : A) \ (0). Then zA ⊆ cD(zA)[X ] ⊆ (cD(zA))
⋆[X ], and hence
A ⊆ z−1(cD(zA))
⋆[X ]. Therefore, A ⊆ AN
⋆
T .
Claim 5. For each A ∈ F (D[X ]), (AN
⋆
T )N
⋆
T = AN
⋆
T .
From Claims 3 and 4, AN
⋆
T ⊆ (AN
⋆
T )N
⋆
T . For the opposite inclusion, we may
assume that AN
⋆
T 6= K(X). Let z ∈ (T [X ] : A)\(0). By Claims 1, 2, and 3, we have
z(AN
⋆
T )N
⋆
T = (zAN
⋆
T )N
⋆
T = ((zA)N
⋆
T )N
⋆
T ⊆ ((cD(zA))
⋆[X ])N
⋆
T = ((cD(zA))
⋆)⋆[X ] =
(cD(zA))
⋆[X ], i.e., (AN
⋆
T )N
⋆
T ⊆ z−1(cD(zA))
⋆[X ]. Since z is an arbitrary nonzero
element of (T [X ] : A), we have (AN
⋆
T )N
⋆
T ⊆ AN
⋆
T .
(1) Claims 2–5 show that N⋆T is a semistar operation of D[X ].
(2) Note that, by Claim 1, D[X ]N
⋆
T = D⋆[X ].
(3) is a direct consequence of the definition.
(4) By (1) and Claim 1, N⋆K is a strict extension of ⋆ to D[X ]. In order to
show that N⋆K is the largest strict extension of ⋆, let ⋆ be a strict extension of ⋆
to D[X ] and let A ∈ F (D[X ]). If (K[X ] : A) = (0), then clearly A⋆ ⊆ K(X) =
AN
⋆
K . Assume that (K[X ] : A) 6= (0) and let z ∈ (K[X ] : A) \ (0). Then zA ⊆
cD(zA)[X ] and so zA
⋆ = (zA)⋆ ⊆ (cD(zA)[X ])
⋆ = (cD(zA))
⋆[X ], i.e., A⋆ ⊆
z−1(cD(zA))
⋆[X ]. Hence A⋆ ⊆ AN
⋆
K . 
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Remark 2.2. For each E ∈ F (D), set
E⋆e :=
{
E⋆ , if (D⋆ : E) 6= (0) ,
K , otherwise.
Then ⋆e is a semistar operation of D with ⋆ ≤ ⋆e and (D
⋆)⋆e = D⋆. Using Claims
1 and 2, we can easily show that N⋆D⋆ is an extension of ⋆e to D[X ].
In the following, we investigate the properties of N⋆f and N˜⋆. Note first that,
from the definition of N⋆, it follows immediately that ⋆′ ≤ ⋆′′ implies that N⋆
′
≤ N⋆
′′
.
In particular, N˜⋆ ≤ N⋆f ≤ N⋆.
Theorem 2.3. Let ⋆ be a semistar operation of D and let N⋆ denote the strict
extension N⋆K of ⋆ to D[X ] introduced in Theorem 2.1. Then:
(1) (N⋆)
f
= (N⋆f )
f
is the largest finite-type strict extension of ⋆
f
.
(2) N˜⋆ = N˜⋆˜ is the largest stable finite-type strict extension of ⋆˜.
Proof. (1) Since N⋆ is a strict extension of ⋆, it follows immediately that (N⋆)
f
is
a strict extension of ⋆
f
. Then, by Theorem 2.1(4), (N⋆)
f
≤ N⋆f and hence (N⋆)
f
≤
(N⋆f )
f
. Since the opposite inequality is obvious, we have (N⋆)
f
= (N⋆f )
f
. Now, let
⋆ be a finite-type strict extension of ⋆
f
, then ⋆ ≤ N⋆f by Theorem 2.1(4), and
hence ⋆ =⋆
f
≤ (N⋆f )
f
= (N⋆)
f
.
(2) We will show first that N˜⋆ is a strict extension of ⋆˜. Let E ∈ F (D). Since
N⋆ is an extension of ⋆, N˜⋆ is an extension of ⋆˜ [2, Lemma 5], and hence we have
E⋆˜[X ] ⊆ (E[X ])N˜
⋆
. Let 0 6= f ∈ (E[X ])N˜
⋆
⊆ (E[X ])N
⋆
= E⋆[X ] ⊆ K[X ]. Then
fJ ∈ E[X ] for some J ∈ f(D[X ]) such that J ⊆ D[X ] and JN
⋆
= (D[X ])N
⋆
. Since
J ⊆ cD(J)[X ] ⊆ D[X ] and J
N
⋆
= (D[X ])N
⋆
, we have cD(J)
⋆[X ] = (cD(J)[X ])
N
⋆
=
(D[X ])N
⋆
= D⋆[X ], i.e., (cD(J))
⋆ = D⋆. Write J = (g1, g2, · · · , gn). Since fgi ∈
fJ ⊆ E[X ], cD(fgi) ⊆ E for all i = 1, 2, · · · , n. Let m := deg f . Then, by
Dedekind-Mertens Lemma [8, Theorem 28.1], cD(f)cD(gi)
m+1 = cD(fgi)cD(gi)
m
⊆ E for all i = 1, 2, · · · , n, and so
cD(f)((cD(g1))
m+1 + (cD(g2))
m+1 + · · ·+ (cD(gn))
m+1) ⊆ E.
Note that (cD(g1))
m+1 + (cD(g2))
m+1 + · · · + (cD(gn))
m+1 is a finitely generated
integral ideal of D. Also, from the equation (cD(g1) + cD(g2) + · · · + cD(gn))
⋆ =
(cD(J))
⋆ = D⋆, it easily follows that
((cD(g1))
m+1 + (cD(g2))
m+1 + · · ·+ (cD(gn))
m+1)⋆ = D⋆.
Therefore, cD(f)((cD(g1))
m+1 + (cD(g2))
m+1 + · · · + (cD(gn))
m+1) ⊆ E implies
that cD(f) ∈ E
⋆˜, i.e., f ∈ E⋆˜[X ]. Thus, we have (E[X ])N˜
⋆
⊆ E⋆˜[X ] and hence
E⋆˜[X ] = (E[X ])N˜
⋆
. Therefore, N˜⋆ is a strict extension of ⋆˜ that is stable and of
finite type.
By Theorem 2.1(4), N˜⋆ ≤ N⋆˜ and hence N˜⋆ ≤ N˜⋆˜. Since the opposite inequality
is obvious, we have N˜⋆ = N˜⋆˜. Let ⋆ be a stable finite-type strict extension of ⋆˜.
Then ⋆ ≤ N⋆˜ and hence ⋆ = ⋆˜ ≤ N˜⋆˜ = N˜⋆. 
Corollary 2.4. Let tD[X] and wD[X] be the t-semistar operation and the w-semistar
operation of D[X ], respectively. Then:
7(1) (NvD )
f
= (NtD )
f
= tD[X].
(2) N˜vD = N˜wD = wD[X].
Proof. (1) Since tD[X] is the largest finite-type (semi)star operation of D[X ] and
it is a strict extension of tD (as observed in Section 1), it is the largest finite-type
strict extension of tD and hence, by Theorem 2.3(1), tD[X] = (N
tD )
f
= (NvD )
f
.
(2) It follows from Theorem 2.3(2) and the fact that t˜D[X] = wD[X]. Indeed,
wD[X] = t˜D[X] = (˜NvD )f = N˜
vD = N˜v˜D = N˜wD . 
It is natural to ask whether (N⋆f )
f
= N⋆f and N˜⋆˜ = N⋆˜. The next proposition
provides the negative answer to that.
Proposition 2.5. With the notation of Theorem 2.3, the semistar operation N⋆ of
D[X ] is not of finite type for any semistar operation ⋆ of D.
Proof. Let A :=
⋃∞
n=1
1
Xn
D[X ], then A ∈ F (D[X ]) and (K[X ] : A) = (0). Hence
AN
⋆
= K(X) by definition. Next, if B ∈ f (D[X ]) and B ⊆ A, then B ⊆ 1
Xm
D[X ]
for some m ≥ 1. So BN
⋆
⊆ ( 1
Xm
D[X ])N
⋆
= 1
Xm
(D[X ])N
⋆
= 1
Xm
D⋆[X ] ⊆ K[X, 1
X
].
Thus, A(N
⋆)
f ⊆ K[X, 1
X
] ( K(X) = AN
⋆
, which implies (N⋆)
f
 N⋆. 
In the following, we compare NvD , NvDD , and vD[X].
Corollary 2.6. Let vD[X] be the v-semistar operation of D[X ]. Then:
(1) NvD ≤ NvDD = vD[X]. Moreover, N
vD = vD[X] if and only if D = K.
(2) (vD[X])f = tD[X] = (N
vD )
f
= (NtD )
f
 NtD .
Proof. (1) The inequality NvD = NvDK ≤ N
vD
D holds by Theorem 2.1(3). Also, since
N
vD
D is a (semi)star operation of D[X ], N
vD
D ≤ vD[X]. Now, for A ∈ F (D[X ]), we
have
AN
vD
D ⊇
⋂
{z−1(cD(zA))
vD [X ] | 0 6= z ∈ (D[X ] : A)}
=
⋂
{z−1(cD(zA)[X ])
vD[X] | 0 6= z ∈ (D[X ] : A)}
⊇
⋂
{z−1(zA)vD[X] | 0 6= z ∈ (D[X ] : A)}
= AvD[X] ,
and for A ∈ F (D[X ])\F (D[X ]), we have AvD[X] = K(X) = AN
vD
D . Thus we obtain
the equality NvDD = vD[X]. If D = K, then obviously N
vD = NvDK = N
vD
D = vD[X].
Assume that D 6= K. Then K ∈ F (D) \ F (D) and for each E ∈ F (D) \ F (D),
E[X ]vD[X] = K(X) but EvD [X ] = K[X ]. Thus NvDD = vD[X] is not a strict extension
of vD and hence N
vD  NvDD = vD[X].
(2) is an easy consequence of Corollary 2.4(1) and Proposition 2.5. 
Remark 2.7. (a) The statement (1) of the previous corollary can be stated more
precisely as follows: for each A ∈ F (D[X ]), we have
AvD[X] =


K(X) = AN
vD
D = AN
vD if (K[X ] : A) = (0) ,
K(X) = AN
vD
D ) AN
vD if (K[X ] : A) 6= (0) but (D[X ] : A) = (0) ,
AN
vD
D = AN
vD if (D[X ] : A) 6= (0).
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(b) If D is a Krull domain, then D[X ] is also a Krull domain, and hence tD[X],
NvD , NvDD , and vD[X] coincide when they are restricted to F (D[X ]). Therefore,
the star operation NvD |F (D[X]) can be of finite type, in contrast with the semistar
operation NvD (Proposition 2.5). On the other hand, if D is a TV-domain such
that D[X ] is not a TV-domain (see [3]), then by (a), NtD |F (D[X]) = N
vD |F (D[X]) =
vD[X]|F (D[X]) 6= tD[X]|F (D[X]). Thus N
tD |F (D[X]) (and N
tD ) may not be of finite
type.
(c) Note that NeD  eD[X] and dD[X] ≤ (NdD)f ; moreover, dD[X] = (NdD )f if
and only if D = K. The first proper inequality is obvious, because NeD ≤ eD[X]
and (D[X ])N
eD = DeD [X ] = K[X ] ( K(X) = (D[X ])eD[X] . The second inequality
is also obvious, because dD[X] is the smallest semistar operation of D[X ]. If D = K,
then (NdD )f = (N
vD )f = tD[X] = dD[X] by Corollary 2.6. Assume that D 6= K.
Let α be a nonzero nonunit element of D and let A = (α,X)D[X ]. Since (K[X ] :
A) = K[X ] and cD(zA) = cD(z) for all z ∈ K[X ] \ (0), A = A
dD[X] ( A(N
dD )
f =
AN
dD = D[X ]. In fact, since 1 ∈ (K[X ] : A), AN
dD ⊆ D[X ]; on the other hand,
AN
dD =
⋂
{z−1cD(zA)[X ] | 0 6= z ∈ K[X ]} =
⋂
{z−1cD(z)[X ] | 0 6= z ∈ K[X ]} ⊇⋂
{z−1zD[X ] | 0 6= z ∈ K[X ]} = D[X ].
According to Theorem 2.1, any semistar operation ⋆ of D admits a strict exten-
sion (in fact, the largest strict extension) to D[X ]. In the following, we show that,
in fact, there exist infinitely many strict extensions to D[X ] of ⋆.
Lemma 2.8. Let ⋆ be a semistar operation of D and let ⋆′ and ⋆′′ be two exten-
sions of ⋆ to D[X ]. If ⋆′ ≤⋆′′ and ⋆′′ is a strict extension of ⋆, then ⋆′ is also
a strict extension of ⋆.
Proof. For each E ∈ F (D), we have E⋆[X ] ⊆ (E[X ])⋆
′
⊆ (E[X ])⋆
′′
= E⋆[X ], and
hence (E[X ])⋆
′
= E⋆[X ]. 
Proposition 2.9. For each semistar operation ⋆ of D, there exists a strictly in-
creasing infinite sequence of semistar operations of D[X ] which are all strict exten-
sions of ⋆.
Proof. Let {fi}
∞
i=1 be a set of countably infinite nonassociate irreducible polynomi-
als in K[X ]. For each n ≥ 1, let ⋆n := (
∧
{⋆{K[X](fi)} | i ≥ n})∧N
⋆, i.e., for each
A ∈ F (D[X ]), A⋆n := (
⋂
i≥nAK[X ](fi))∩A
N
⋆
. Then each⋆n is a strict extension
to D[X ] of ⋆ such that ⋆1 ≤ ⋆2 ≤ · · · ≤ N
⋆ (Lemma 2.8 and Theorem 2.1(4)).
Let n < m and let B := K[X ](fn). Then B ∈ F (D[X ]) and BK[X ](fi) = K(X) for
all i 6= n. Since (K[X ] : B) = (0), BN
⋆
= K(X). Therefore, B⋆m = K(X), while
B⋆n = B. Thus ⋆n 6=⋆m. 
Remark 2.10. We do not know whether, for a given arbitrary star operation ∗ of
D, there exists a strictly increasing sequence of (strict) star operation extensions
to D[X ] of ∗. However, we can show that it does hold if ∗ is of finite type and D
admits a ∗-valuation overring which is not equal to the quotient field K.
Let V be a nontrivial ∗-valuation overring of D with maximal ideal M and let
P :=M ∩D. Then P is a nonzero prime ideal of D.
Case 1. D/P is infinite.
9Let {ai}
∞
i=1 be a set of elements of D such that a¯i 6= a¯j in D/P for all i 6= j.
Then the ideals Ni :=M + (X − ai)V [X ] are distinct maximal ideals of V [X ]. We
denote by N∗D the strict star operation extension to D[X ] of ∗ (defined as in the
semistar operation case, but obviously only on nonzero fractional ideals of D[X ]).
For each n ≥ 1, define A∗n := (
⋂
i≥nAV [X ]Ni) ∩ A
N
∗
D for all A ∈ F (D[X ]). Since
V is a ∗-valuation overring of D and N∗D is a strict star operation extension to
D[X ] of ∗, each ∗n is a strict star operation extension to D[X ] of ∗ such that
∗1 ≤ ∗2 ≤ · · · . Choose a nonzero element c ∈ P and let Ai := (c,X − ai)D[X ] for
each i ≥ 1. Then, since cD(X − ai) = D, we have A
N
∗
D
i = D[X ]. Let n < m. Then
A∗nn ⊆ NnV [X ]Nn∩D[X ] ⊆ Nn[X ]∩D[X ] ( D[X ], while A
∗m
n = (
⋂
i≥m V [X ]Ni)∩
D[X ] = D[X ]. Thus ∗n 6= ∗m.
Case 2. D/P is finite.
SinceD/P is a finite field, for each n ≥ 1, there exists a monic irreducible polyno-
mial f¯n ∈ (D/P )[X ] of degree n. Then, for n 6= m, (f¯n, f¯m)(D/P )[X ] = (D/P )[X ],
and so, a fortiori, (f¯n, f¯m)(V/M)[X ] = (V/M)[X ]. Since f¯n is a nonconstant poly-
nomial (in (D/P )[X ]) and hence, in particular, a nonunit element in (V/M)[X ],
there exists a maximal ideal N¯n of (V/M)[X ] containing f¯n. Note that, by the previ-
ous observations, N¯n 6= N¯m for n 6= m. Let ϕ : V [X ]→ (V/M)[X ] be the canonical
epimorphism, set Nn := ϕ
−1(N¯n), and let fn be a monic polynomial in D[X ] of de-
gree n such that ϕ(fn) = f¯n. For each n ≥ 1, define A
∗n := (
⋂
i≥n AV [X ]Ni)∩A
N
∗
D
for all A ∈ F (D[X ]). Then, as above, each ∗n is a strict star operation exten-
sion to D[X ] of ∗ such that ∗1 ≤ ∗2 ≤ · · · . Choose a nonzero element c ∈ P
and set An := (c, fn)D[X ]. Then, since cD(fn) = D, we have A
N
∗
D
n = D[X ].
Let n < m. Then A∗nn ⊆ NnV [X ]Nn ∩ D[X ] ⊆ Nn[X ] ∩ D[X ] ( D[X ], while
A∗mn = (
⋂
i≥m V [X ]Ni) ∩D[X ] = D[X ]. Thus ∗n 6= ∗m.
3. Relationship among strict extensions
In Section 2, we have shown that each semistar operation of D admits the largest
strict extension toD[X ], by defining its precise form. The next proposition provides
the existence of the smallest strict extension. Unlike the largest strict extension, the
smallest strict extension is not described in an explicit form in general. However,
for a stable semistar operation of finite type, we are able to provide a complete
description of its smallest strict extension.
Proposition 3.1. Let D be an integral domain and let ⋆ be a semistar operation
of D. Set {⋆λ | λ ∈ Λ} the set of all the semistar operations of D[X ] extending ⋆.
Then uprise⋆ := ∧{⋆λ | λ ∈ Λ} is the smallest semistar operation of D[X ] extending ⋆.
Moreover, it is a strict extension of ⋆.
Proof. Note that, by definition, for all E ∈ F (D), (E[X ])uprise
⋆
=
⋂
{(E[X ])⋆λ |
λ ∈ Λ}. Since (E[X ])⋆λ ∩ K = E⋆ for each λ ∈ Λ, we deduce immediately that
(E[X ])uprise
⋆
∩K = E⋆. Also, N⋆ is a strict extension of ⋆ to D[X ] by Theorem 2.1(4),
and so uprise⋆ ≤ N⋆. Therefore, uprise⋆ is a strict extension of ⋆ by Lemma 2.8. 
We know that for any semistar operation ⋆ of D, (N⋆)
f
= (N⋆f )
f
 N⋆f and
N˜⋆ =
(˜
N˜⋆
)
 N˜⋆. We will see now what happens for the semistar operation uprise⋆.
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Lemma 3.2. Let ⋆, ⋆′ and ⋆′′ be semistar operations of D and let uprise⋆ be the smallest
strict extension of ⋆ to D[X ] introduced in Proposition 3.1. Then:
(1) uprise⋆ = ∧{⋆ |⋆ is a semistar operation of D[X ] such that ⋆0 ≥ ⋆}.
(2) If ⋆′ ≤ ⋆′′, then uprise⋆
′
≤ uprise⋆
′′
.
(3) Every semistar operation ⋆ of D[X ] such that uprise⋆ ≤ ⋆ ≤ N⋆ is a strict
extension of ⋆.
Proof. (1) Set  := ∧{⋆ | ⋆ is a semistar operation of D[X ] such that ⋆0 ≥ ⋆}.
It is obvious that  ≤ uprise⋆. From this inequality, we obtain that ⋆ ≤ 0 ≤ (uprise
⋆)0 = ⋆
and therefore  is an extension of ⋆ to D[X ]. By the minimality of uprise⋆, we deduce
that  coincides with uprise⋆.
(2) is a straightforward consequence of (1).
(3) is an easy consequence of Lemma 2.8. 
Proposition 3.3. Let ⋆ be a semistar operation of D and let uprise⋆ be the semistar
operation of D[X ] introduced in Proposition 3.1. Then:
(1) uprise⋆f is a semistar operation of finite type (and hence uprise⋆f = (uprise⋆f )
f
≤
(uprise⋆)
f
≤ (N⋆)
f
= (N⋆f )
f
 N⋆f ).
(2) uprise⋆˜ is a stable semistar operation of finite type (and hence uprise⋆˜ = u˜prise⋆˜ ≤
uprise⋆ ≤ N˜⋆ =
(˜
N˜⋆
)
 N˜⋆).
Proof. (1) By [2, Lemma 5], we have ⋆
f
= (⋆
f
)
f
= ((uprise⋆f )0)f = ((uprise
⋆
f )
f
)0 ≤ (uprise
⋆
f )0 =
⋆
f
, and hence (uprise⋆f )
f
≤ uprise⋆f are both extensions of ⋆
f
. By the minimality ofuprise⋆f , they
must be equal. Thus uprise⋆f is a strict extension of ⋆
f
of finite type. The parenthetical
statement is a straightforward consequence of Theorem 2.3(1) and Proposition 3.1.
(2) By [2, Lemma 5],
(
u˜prise⋆˜
)
0
= (˜uprise⋆˜)0 = ˜˜⋆ = ⋆˜, and hence u˜prise⋆˜ ≤ uprise⋆˜ are
both extensions of ⋆˜. Then, by the minimality of uprise⋆˜, we have u˜prise⋆˜ = uprise⋆˜. Thus
uprise⋆˜ is stable and of finite type. The parenthetical statement is a straightforward
consequence of Theorem 2.3(2) and Proposition 3.1. 
Remark 3.4. (a) It can happen that (uprise⋆)
f
 (N⋆)
f
. For instance, if D is not a
field, then uprisedD = dD[X]  (NdD)f (see Remark 2.7(c)). But, at the moment, we do
not know if it is possible that uprise⋆f  (uprise⋆)
f
.
(b) It can happen that uprise⋆  N˜⋆. For instance, let D be an integral domain,
not a field, with dD = wD. Then uprise
wD = dD[X], (˜NwD ) = wD[X] by Corollary 2.4,
but dD[X] 6= wD[X]. So uprise
wD = uprisewD  N˜wD . On the other hand, we do not know
whether it is possible that uprise⋆˜  uprise⋆.
Let ⋆ be a semistar operation of D. In the paper [2], the authors introduced the
following semistar operations [⋆˜] and 〈⋆˜〉 of D[X ]: for each A ∈ F (D[X ]),
A[⋆˜] :=
⋂
{ADQ[X ] | Q ∈ QMax
⋆
f (D)} ,
A〈⋆˜〉 :=
⋂
{ADQ(X) | Q ∈ QMax
⋆
f } ∩ AK[X ].
They showed that both are stable finite-type strict extensions of ⋆˜ [2, Corollary 18].
We will compare uprise⋆˜, N˜⋆, [⋆˜], and 〈⋆˜〉.
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Theorem 3.5. Let ⋆ be a semistar operation of D. Then uprise⋆˜ = [⋆˜], i.e.,
Auprise
⋆˜
=
⋂
{ADQ[X ] | Q ∈ QMax
⋆
f (D)}
for each A ∈ F (D[X ]).
Proof. Since [⋆˜] is an extension of ⋆˜ to D[X ], it suffices to show that [⋆˜] ≤ uprise⋆˜.
Note that uprise⋆˜ and [⋆˜] are stable semistar operations of finite type, so uprise⋆˜ = uprise⋆˜ and
[˜⋆˜] = [⋆˜]. Therefore, for each A ∈ F (D[X ]), we have:
Auprise
⋆˜
=
⋃
{(A : J) | J ∈ f (D[X ]), J ⊆ D[X ], and Juprise
⋆˜
= (D[X ])uprise
⋆˜
= D⋆˜[X ]}
⊇
⋃
{(A : H [X ]) | H ∈ f (D), H ⊆ D, and (H [X ])uprise
⋆˜
= D⋆˜[X ]}
=
⋃
{(A : H [X ]) | H ∈ f (D), H ⊆ D, and H ⋆˜[X ] = D⋆˜[X ]}
=
⋃
{(A : H) | H ∈ f(D), H ⊆ D, and H ⋆˜ = D⋆˜}
= A[⋆˜].
Thus the conclusion uprise⋆˜ = [⋆˜] follows. 
Finally we will show that N˜⋆ = 〈⋆˜〉. For this purpose, we need to extend a couple
of results which are known for the t-operation case to a more general semistar
operation setting.
Given a semistar operation ⋆ of D, let vD(D
⋆) be the semistar operation of D
defined by EvD(D
⋆) := (ED⋆)vD⋆ = (D⋆ : (D⋆ : E)) for each E ∈ F (D) and set
tD(D
⋆) := vD(D
⋆)
f
. Then EtD(D
⋆) = (ED⋆)tD⋆ for each E ∈ F (D). It is also
obvious that ⋆ ≤ vD(D
⋆) and ⋆
f
≤ tD(D
⋆).
Lemma 3.6. Let ⋆ be a semistar operation of D and let t(D⋆[X ]) := tD[X](D
⋆[X ])
be the semistar operation of D[X ] introduced above. If M is a quasi-t(D⋆[X ])-
maximal ideal of D[X ] with M ∩D 6= (0), then M = (M ∩D)[X ].
Proof. LetM be a quasi-t(D⋆[X ])-maximal ideal of D[X ] with M ∩D 6= (0). Since
M t(D
⋆[X]) = (MD⋆[X ])tD⋆[X] is a proper ideal of D⋆[X ], there exists a tD⋆[X]-
maximal ideal N of D⋆[X ] containing (MD⋆[X ])tD⋆[X] . Since N ∩D⋆ 6= (0), N =
(N ∩ D⋆)[X ] [12, Proposition 1.1]. Therefore, it follows that M = N ∩ D[X ] =
(N ∩D⋆)[X ] ∩D[X ] = (M ∩D)[X ]. 
Lemma 3.7. Let ⋆ be a semistar operation of D and let t(D⋆) := tD(D
⋆),
t(D⋆[X ]) := tD[X](D
⋆[X ]) be as above. If Q is a nonzero prime ideal of D[X ]
such that Q ∩D = (0) and cD(Q)
t(D⋆) = D⋆, then Q is a quasi-t(D⋆[X ])-maximal
ideal of D[X ].
Proof. It is clear that Q is a quasi-t(D⋆[X ])-prime ideal of D[X ]. Suppose Q is not
a quasi-t(D⋆[X ])-maximal ideal of D[X ] and let M be a quasi-t(D⋆[X ])-maximal
ideal of D[X ] with Q ⊆ M . Since the containment is proper, M ∩ D 6= (0). By
Lemma 3.6, M = (M ∩D)[X ]. Note that M =M t(D
⋆[X]) = (M ∩D)t(D
⋆)[X ] and
hence that (M∩D)t(D
⋆) =M∩D. Since Q ⊆M , we have cD(Q) ⊆ cD(M) =M∩D
and so cD(Q)
t(D⋆) ⊆ (M ∩D)t(D
⋆) ( D⋆, which is a contradiction. 
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Proposition 3.8. Let ⋆ be a semistar operation of D. Then
QMax(N
⋆
f )f (D[X ]) = {Q ∈ Spec(D[X ]) | Q ∩D = (0) and cD(Q)
⋆
f = D⋆f }⋃
{P [X ] | P ∈ QMax⋆f (D)} .
Proof. Let t(D⋆) and t(D⋆[X ]) be as in Lemma 3.7. Then ⋆
f
≤ t(D⋆) and (N⋆f )f ≤
t(D[X ]N
⋆
f
) = t(D⋆[X ]). Let Q be a prime ideal of D[X ] with Q ∩ D = (0) and
cD(Q)
⋆
f = D⋆f . Then, obviously, cD(Q)
t(D⋆) = D⋆, and thus, by Lemma 3.7, Q
is a quasi-t(D⋆[X ])-maximal ideal of D[X ]. This implies that Q is a quasi-(N⋆f )f -
prime ideal of D[X ]. Let P ∈ QMax⋆f (D). Since (N⋆f )f is a strict extension of ⋆f ,
(P [X ])(N
⋆
f )f = P ⋆f [X ] and hence (P [X ])(N
⋆
f )f ∩D[X ] = P ⋆f [X ] ∩D[X ] = P [X ].
This implies that P [X ] is a quasi-(N⋆f )f -prime ideal of D[X ].
Therefore, for the equality of the statement, it suffices to show that if M is a
prime ideal of D[X ] such that M ∩D 6= (0) and cD(M)
⋆
f = D⋆f , then M (N
⋆
f )f =
(D[X ])(N
⋆
f )f . Choose a nonzero a ∈ M ∩D and a nonzero g ∈ M with cD(g)
⋆
f =
D⋆f . Then, for each nonzero element z ∈ (K[X ] : (a, g)) ⊆ K[X ], cD(zg)
⋆
f =
cD(z)
⋆
f by Dedekind-Mertens Lemma, and so cD(z(a, g))
⋆
f = (cD(za)+cD(zg))
⋆
f =
(cD(za)
⋆
f + cD(zg)
⋆
f )⋆f = (acD(z)
⋆
f + cD(z)
⋆
f )⋆f = cD(z)
⋆
f . Therefore, we have
(D[X ])(N
⋆
f )f ⊇ (a, g)N
⋆
f
=
⋂
{z−1(cD(z(a, g))
⋆
f [X ] | 0 6= z ∈ (K[X ] : (a, g))}
=
⋂
{z−1(cD(z))
⋆
f [X ] | 0 6= z ∈ (K[X ] : (a, g))}
=
⋂
{z−1(cD(z)[X ])
(N
⋆
f )f | 0 6= z ∈ (K[X ] : (a, g))}
⊇
⋂
{z−1(zD[X ])(N
⋆
f )f | 0 6= z ∈ (K[X ] : (a, g))}
= (D[X ])(N
⋆
f )f .
Thus (a, g)(N
⋆
f )f = (D[X ])(N
⋆
f )f , and hence M (N
⋆
f )f = (D[X ])(N
⋆
f )f . 
Theorem 3.9. Let D be an integral domain with quotient field K and let ⋆ be a
semistar operation of D. Then N˜⋆ = 〈⋆˜〉, i.e.,
AN˜
⋆
=
⋂
{ADQ(X) | Q ∈ QMax
⋆
f } ∩ AK[X ]
for each A ∈ F (D[X ]).
Proof. By Proposition 3.8 and [2, Remark 20(2)], we have QMax(N
⋆
f )f (D[X ]) =
QMax〈⋆˜〉(D[X ]) and hence (˜N⋆f )
f
= 〈˜⋆˜〉 . By Theorem 2.3, (˜N⋆f )
f
= (˜N⋆)
f
= N˜⋆,
and by [2, Proposition 16], 〈˜⋆˜〉 = 〈⋆˜〉. Thus the conclusion N˜⋆ = 〈⋆˜〉 follows. 
4. Semistar Operations Defined by Families of Overrings
In the present section, we generalize some known results concerning the poly-
nomial extensions of a stable finite-type semistar operation, to the case where the
semistar operation is defined by a given family of overrings of D.
Lemma 4.1. Let T be an overring of D and let ⋆{T} (respectively, ⋆{T [X]}) be
the semistar operation of D (respectively, of D[X ]) defined by E⋆{T} := ET for
each E ∈ F (D) (respectively, A⋆{T [X]} := AT [X ] for each A ∈ F (D[X ])). Then
uprise⋆{T} =⋆{T [X]}  N⋆{T} .
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Proof. It is clear that uprise⋆{T} , ⋆{T [X]}, and N
⋆{T} are all strict extensions of ⋆{T}.
Since ⋆{T [X]} is of finite type but N
⋆{T} is not of finite type (Proposition 2.5),
we have uprise⋆{T} ≤ ⋆{T [X]}  N⋆{T} . For the equality uprise⋆{T} = ⋆{T [X]}, let
A ∈ F (D[X ]). Then Auprise
⋆{T}
= (AD[X ])uprise
⋆{T}
⊇ A(D[X ])uprise
⋆{T}
= AD⋆{T} [X ] =
AT [X ] = A⋆{T [X]} . This implies uprise⋆{T} ≥ ⋆{T [X]}. Therefore, the equality
uprise⋆{T} =⋆{T [X]} holds. 
Now we consider a semistar operation given by an arbitrary family of overrings.
Let T := {Tλ | λ ∈ Λ} be a set of overrings of D, and let ∧T :=
∧
{⋆{Tλ} | λ ∈ Λ},
i.e., E∧T :=
⋂
λ ETλ for each E ∈ F (D). Let T [X ] := {Tλ[X ] | λ ∈ Λ} and let∧
T [X] :=
∧
{⋆{Tλ[X]} | λ ∈ Λ}, i.e., A
∧
T [X] :=
⋂
λATλ[X ] for each A ∈ F (D[X ]).
Proposition 4.2. With the notation recalled above, we have
uprise∧T ≤
∧
T [X] ≤ N
∧T .
Proof. We easily deduce from the definitions that, for each E ∈ F (D),
(E⋆T [X ])
∧
T [X] = (E[X ])
∧
T [X] = E∧T [X ] ,
and hence
∧
T [X] is a strict extension of ∧T . By the minimality of uprise
∧T and the
maximality of N∧T , we immediately obtain that uprise∧T ≤
∧
T [X] ≤ N
∧T . 
Remark 4.3. Given a semistar operation ⋆ of an integral domain D which is not
a field, let T := {DQ | Q ∈ QMax
⋆
f (D)}. Then ∧T = ⋆˜ and
∧
T [X] = [⋆˜], and
hence by Theorem 3.5, we have uprise∧T = uprise⋆˜ = [⋆˜] =
∧
T [X]  N
⋆˜ = N∧T . For the
general case, i.e., for an arbitrary family of overrings T , it would be interesting to
know under which conditions uprise∧T coincides with
∧
T [X].
For a given semistar operation ⋆, we investigate the relationship among the
following semistar operations:
uprise⋆a , N⋆a , (uprise⋆)a , (N
⋆)a ,
∧
V(⋆)[X]
where V(⋆) is the family of all ⋆–valuation overrings ofD. Recall that, when ⋆ = dD
and V := V(dD) is the family of all valuation overrings of D, then (dD)a = bD =∧
V
. Set [bD] :=
∧
V[X]. Then, from Proposition 4.2, we immediately deduce that:
Corollary 4.4. For any integral domain D,
uprisebD ≤ [bD] ≤ N
bD .
For tackling the general question, we need the following lemma.
Lemma 4.5. Let ⋆ be a semistar operation of D and let ⋆ be a strict extension of
⋆ to D[X ]. Then ⋆a is a strict extension of ⋆a.
Proof. We start by proving some results of independent interest.
Claim 1. If H is a nonzero finitely generated integral ideal of D[X ], then
∑
g∈H
(cD(g))
r
=

∑
g∈H
cD(g)


r
for all r ≥ 1 .
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The inclusion (⊆) is obvious. The opposite inclusion (⊇) follows from the ob-
servation that for an arbitrary choice of g1, g2, · · · , gm ∈ H , cD(g1) + cD(g2) +
· · · + cD(gm) = cD(g) for some g ∈ H (we can put g := g1 + X
deg(g1)+1g2 +
Xdeg(g1)+deg(g2)+2g3 + · · ·+X
deg(g1)+deg(g2)+···+deg(gm−1)+m−1gm).
Claim 2. If E and H are nonzero finitely generated integral ideals of D and D[X ],
respectively, then
((E[X ]H)⋆ : H⋆) ⊆ E⋆a [X ].
Note first that ((E[X ]H)⋆ : H⋆) ⊆ K[X ]. Indeed, since HK[X ] = hK[X ] for
some h ∈ K[X ], we have
((E[X ]H)⋆ : H⋆) ⊆ ((E[X ]HK[X ])⋆ : (HK[X ])⋆) ⊆ ((HK[X ])⋆ : (HK[X ])⋆)
= ((hK[X ])⋆ : (hK[X ])⋆) = ((K[X ])⋆ : (K[X ])⋆)
= (K⋆[X ] : K⋆[X ])
= (K[X ] : K[X ]) = K[X ] .
Let f ∈ ((E[X ]H)⋆ : H⋆) ⊆ K[X ]. Then,
fH ⊆ (E[X ]H)⋆ ⊆ (E[X ]cD(H)[X ])
⋆ = (EcD(H))
⋆[X ].
Let m := deg(f) and let g ∈ H . Then, by the previous observation,
cD(f)cD(g)
m+1 = cD(fg)cD(g)
m ⊆ (EcD(H))
⋆cD(H)
m ⊆ (EcD(H)
m+1)⋆,
and so cD(f)(
∑
g∈H cD(g)
m+1) ⊆ (EcD(H)
m+1)⋆. By Claim 1, we deduce that
cD(f)cD(H)
m+1 ⊆ (EcD(H)
m+1)⋆.
Therefore, cD(f) ⊆ ((EcD(H)
m+1)⋆ : (cD(H)
m+1)⋆). Since cD(H)
m+1 is a finitely
generated ideal of D, ((EcD(H)
m+1)⋆ : (cD(H)
m+1)⋆) ⊆ E⋆a . Thus we deduce
that f ∈ E⋆a [X ].
From Claim 2, it easily follows that for each E ∈ F (D), (E[X ])⋆a ⊆ E⋆a [X ].
Since the opposite inclusion is obvious, the proof is completed. 
Proposition 4.6. Let ⋆ be a semistar operation of D. Then
uprise⋆a ≤ (uprise⋆a)a ≤ (uprise
⋆)a ≤ (N
⋆)a ≤ (N
⋆a)a  N⋆a .
Proof. By Lemma 4.5, we have uprise⋆a ≤ (uprise⋆)a, and since uprise
⋆a is of finite type, uprise⋆a ≤
(uprise⋆a)a. Also, from the first inequality, we have (uprise
⋆a)a ≤ ((uprise
⋆)a)a = (uprise
⋆)a. Thus,
we get uprise⋆a ≤ (uprise⋆a)a ≤ (uprise
⋆)a. Similarly, (N
⋆)a  N⋆a and (N⋆a)a  N⋆a , where the
strict inequalities follow from Proposition 2.5. Moreover, from the first inequality,
we also have (N⋆)a = ((N
⋆)a)a ≤ (N
⋆a)a. Thus, we get (N
⋆)a ≤ (N
⋆a)a  N⋆a .
Finally, since uprise⋆ ≤ N⋆, obviously we have (uprise⋆)a ≤ (N
⋆)a. 
Remark 4.7. (a) It can happen that uprise⋆a  (uprise⋆a)a, i.e., in general, uprise⋆a is not an
eab semistar operation. For instance, let D be a Pru¨fer domain, not a field, and
let ⋆ = dD = bD. Then uprise
⋆a = uprisebD = uprisedD = dD[X] 6= bD[X] = (dD[X])a = (uprise
⋆a)a.
(b) It can happen that (uprise⋆)a  (N⋆)a. For instance, if D is not a field, then
bD[X] = (dD[X])a = (uprise
dD)a  (NdD)a. Indeed, let α be a nonzero nonunit element
of D and let A := (α,X)D[X ]. Since A is a finitely generated integral ideal of
D[X ], A(N
dD )a ⊇ AN
dD
= D[X ] (see Remark 2.7(c)). On the other hand, recall
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that AbD[X] =
⋂
AW , where W ranges over the valuation overrings of D[X ], and
hence that AbD[X] ⊆ (D[X ])bD[X] = DbD [X ] = D[X ], where D is the integral closure
of D. Let N be a maximal ideal of D containing α. Then, N + (X) is a prime
ideal of D[X ]. By [8, Theorem 19.6], there exists a valuation overring W of D[X ]
such that N + (X) is the center of W on D[X ]. Hence AbD[X] ⊆ AW ∩ D[X ] ⊆
(N + (X))W ∩D[X ] = N + (X). Therefore, bD[X] 6= (N
dD )a.
(c) If ⋆ = ⋆f , then (uprise
⋆a)a = (uprise
⋆)a. Because, if ⋆ = ⋆f , then ⋆ ≤ ⋆a and
hence uprise⋆ ≤ uprise⋆a . Consequently, (uprise⋆)a ≤ (uprise
⋆a)a and hence the equality holds.
However, we do not know whether it is possible in general that (uprise⋆a)a  (uprise⋆)a.
This problem is related with the inequality uprise⋆f ≤ (uprise⋆)f . If uprise
⋆f = (uprise⋆)f , then
we have (uprise⋆a)a = (uprise
(⋆f )a)a = (uprise
⋆f )a = ((uprise
⋆)f )a = (uprise
⋆)a. As mentioned in
Remark 3.4, we do not know whether the equality uprise⋆f = (uprise⋆)f holds or not.
(d) Without much difficulty, we can show that the set of N⋆a -valuation overrings
of D[X ] is the set {K[X ](f) | f is an irreducible polynomial of K[X ]}
⋃
{V (X) |
V is a ⋆-valuation overring of D}. However, we do not have any information about
the N⋆-valuation overrings of D[X ], and thus we do not know whether it is possible
that (N⋆)a  (N⋆a)a.
Corollary 4.8. Let D be an integral domain with quotient field K. Then,
uprisebD ≤ [bD] ≤ bD[X] = (uprise
bD )a = [bD]a ≤ (N
bD )a  NbD .
Moreover, bD[X] = (N
bD )a if and only if D = K.
Proof. By Remark 4.7(c), bD[X] = (dD[X])a = (uprise
dD )a = (uprise
bD )a, and by [2, Propo-
sition 15], bD[X] = [bD]a. In order to show that [bD] ≤ bD[X], let E ∈ F (D[X ]) and
let W be a valuation overring of D[X ]. Then V := W ∩K is a valuation overring
of D, and hence EW ⊇ EV [X ] ⊇ E[bD]. Therefore, EbD[X] ⊇ E[bD ].
IfD = K, then by Remark 2.7(c), dD[X] = (N
dD)f , and hence bD[X] = (dD[X])a =
((NdD )f )a = (N
dD )a = (N
bD )a. IfD 6= K, then bD[X]  (NdD)a (see Remark 4.7(b)).
Since (NdD )a ≤ (N
bD )a, it immediately follows that bD[X]  (NbD )a. 
Remark 4.9. It can happen that [bD]  bD[X]. For instance, let D be a Pru¨fer
domain which is not a field. Then [bD] = [dD] = dD[X]  bD[X].
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