One key parameter for running the AGS efficiently is by maintaining a low emittance. To measure emittance, one needs to measure the beta function throughout the cycle. This can be done by measuring the beta function at the ionization profile monitors (IPM) in the AGS. This tech note delves into the motivation, the measurement, and some strides that were made throughout Run15.
Introduction
Knowing the transverse emittance of the beam throughout the AGS acceleration cycle is imperative for productive running conditions. Using relative measurements of the emittance, one can learn more details regarding emittance growth problems. On the other hand, taking absolute measurements gives the user insight as far as beam expectations are concerned, both upstream and downstream. Both of these measurements are needed to determine whether the emittance grows and if it does, where does this happen relative to the cycle.
In order to gain an understanding of what the emittance is, we start by measuring the width of the beam. This is translated into an emittance by knowing the beta function at the measuring instrument. Essentially, we need:
where ε is the emittance and β is the beta function. Therefore, the knowledge of the emittance is dependent to the knowledge of the beta function. The understanding of the beta function is particularly important for the polarized proton program. In the AGS, helical dipoles otherwise known as partial snakes are introduced to preserve the proton polarization. These partial snakes run at constant fields and generate significant optics distortion at low energies. This helical field is hard to be precisely modeled in MAD-X or ZGOUBI. Therefore measurement of beta function in AGS becomes necessary to get real beta function.
Measurement Process
We can learn the beta by distorting the equilibrium orbit and measuring the orbit motion. This was cleverly done by installing either vertical or horizontal dipoles at the respective IPMs. This dipole in turn puts a cusp in the closed orbit at the IPM. From there, the IPM measures the change in the profile center as the current in the corrector is varied in order to quantify the local beta function. The AGSipm application currently uses the model beta function of 22m for the entire cycle.
Beam position shift dY due to a known dipole kick (with kick strength k ) is given by:
where Q is the betatron tune. β is the beta function at the point where the beta function is measured. The kick strength can be given as:
where Bdl = I mag ·T mag . The terms I mag and T mag denote the dipole current and the transfer function respectively. With this we can further simplify the equation above to get the beta function:
Therefore, in order to attain this we need to measure the beam rigidity (Bρ), the tune (Q), and the change of the position at the IPM (dY ) as we change the dipole current (I mag ). These are all standard beam and machine parameters which would seem to imply a trivial measurement. However, it has been seen that systematic errors within these individual measurements are compounded and ultimately impact the desired goal, or the beta function.
Data Acquisition and Analysis
To perform the measurement as described theoretically in the Measurement Process section, we begin with a tune scan performed from 153-1523ms in 16.5ms steps. The tune scan is performed using the AGS Tunemeter application. The timing is selected such that the tune is measured in the center of each IPM integration window. The tune scan is performed before and after the beta function measurements are taken such that an average tune can be attained (Figure 1 ). This also accounts for small machine parameter drifts that might occur while the measurements are taking place that affect the tune.
The localized IPM dipole corrector is required to put a cusp in the closed orbit. For the vertical measurement the E15 corrector power supply is turned on with a specific function. The function for the corrector as a function of time is set through AgsOrbitControl in the Special Bump Editor Window. Although archives exist for each day a measurement was taken, typically adjustments are made to the function to ensure a maximum kick strength is generated. Again, these adjustments are necessary due to machine parameters drifting/evolving, particularly early in a polarized proton run. When analyzing the measurement data, the corrector power supply function is assumed to be I mag . This is confirmed by monitoring the VirtualScope application to ensure the function setpoint is equivalent to the power supply readback. , original function scaled by −1, and the function scaled by 0 (no dipole kick). The IPM center data can be found in a log file and is saved over many cycles for each corrector configuration for later analysis ( Figure 2 ). The last measured parameter used in the analysis is the beam momentum which is also saved as a log file.
A Matlab program is used for data analysis. This program loads the required log files, makes calculations based on the files loaded, and plots the relevant information in order to understand results as well as potential errors in the measurement. The first step observes the two tune scans that were taken and finds the average and standard deviation of the measurements. The average tune is the one used to calculate the betas (Figure 1 ). The next step plots the loaded beam centroid for each corrector setting. The beam center is plotted with respect to the time in the cycle and is averaged over many beam cycles as seen in Figure  2 . The last part prior to the beta function calculation is the IPM centroid response. Here we plot the slope comparing the shift in the measured centroid motion and the relative dipole kick amplitude (Figure 3 ). The slope is found with these comparisons at each corrector function and the deviation of the measurement from the calculated slope is later used in the error bars for the beta function measurement. With all of these components, we have everything necessary in order to calculate the beta function. Thus far we have accounted for the beam rigidity, tune, and the change of the position at the IPM as we change the dipole current. This leads us to the last step which is to calculate the beta function which is demonstrated in Figure 4 . As mentioned prior, the discrepancy between the measured vs. calculated slope plays a key role in determining the error bars for the beta function measurement. The following section delves into the analysis in the systematic errors from the data acquisition discussed here. 
Modifications and Procedure Changes
The primary goal for this run, in addition to measuring the beta function, was to understand compounded errors and minimize the negative impact on the beta function measurement. This was done by responding to past concerns from prior runs and exploring specific aspects of the measurement process.
Hardware and Software Changes
Since last run there were several concerns which had been addressed and have led to new implementations for Run15. The first concern was the dipole currents. As part of the beta function measurement, we need the I mag , the dipole current. It had been assumed to be a known in that whatever the actual current function being sent was the current being produced. It was brought to our attention in Run14 that there was a significant amount of noise on the readback function for the dipole current. Over the summer, it was found that this noise from the reference and readback of the corrector current was from a common ground of both signals. To alleviate this, filters were added to these signals on all dipole correctors associated with the IPMs. Once this was done, we were able to sufficiently determine that the functions were properly being followed and the current was known. A comparison of the noisy readback signal before and after the filters were added can be seen in Figure 5 .
Another concern that was discussed over the summer was the channel gains within the IPM. If these are not properly calibrated/understood, it could have a significant impact on any measurement utilized by the IPM. The channel gain calibration was done and these gains were integrated in the IPM data. It turns out, however, that in spite of this, it seems as though the values initially used were not far from the actual values and thus having little impact on the beta function measurements. The final concern mentioned here is the matlab code used to generate the beta function values based upon the measured parameters. Until this run, the centroid motion was taken as an average over the whole cycle. Although it sometimes gave reasonable results, there were times where the measurements had undesirable results. Over the summer, there were changes made to the program such that each measured time in the cycle was analyzed individually. Therefore, special care was taken to understand how the centroid was moving with regards to its time in the AGS cycle. This was proved to be more accurate and consistent with what the model deemed to be correct.
With these improvements, it was found early on that the beta function could be measured reliably and consistently. Therefore, the majority of the run was dedicated to look for unknown pitfalls and make the measurement more robust to compounded flaws.
Vacuum Pressure Effect
A critical part of the beta function measurement is the usage of the AGS IPM. The AGS IPM measures the ions produced as a result of the circulating beam passing through gas in the vacuum chamber. The number of ions produced from collisions with the circulating beam is a function of the beam current and the density of the gas. When using protons, the number of ions generated from collisions with residual gas is too small so to increase the signal size, a controlled leak of CO 2 is used to 'spoil' the vacuum. (This does not apply to heavy ions since there are generally enough ions produced to measure a good signal-this paper only focuses on proton beam).
Clearly, the vacuum is paramount in generating a proper signal for our measurement. In the past, the vacuum was controlled such that it was at the 4E-7 Torr level. However, there was not extensive work done recently to see if this was adequate enough for our measurement. Could our signal been distorted enough to change the final outcome?
The first iteration of this measurement was done on January 31 st . There were two measurements made. The first measurement was done in the same fashion as in prior runs. The second measurement spoiled the vacuum further but kept all other parameters the same. This way all other variables were constant in theory.
Figure 6: Beta function comparison with various vacuum pressures. Green trace indicates more 'spoiled' vacuum than blue trace. Error bars are generated from the spread of the measured beta and the fitted data (fit attained from 5 individual measurements at various dipole corrector currents.)
As seen in Figure 6 , the results were not resounding. With the exception of a few points, the final beta function measurement remained essentially the same. This would in theory confirm that our typical vacuum settings are sufficient for a nominal setup for the beta function, therefore very little error can be attributed to the vacuum.
However, this run another parameter was varied-the integration window. Although the vacuum held for the default setting of an 8ms integration window, this is not necessarily true for all integration window settings. This idea was further explored and will be explained further in this tech note.
Tune Measurements
In normal operation, the two kicks of the horizontal and vertical planes in the AGS tunemeter are separated by 300 turns. Depending on what plane is the focus, the trigger timing of the tunemeter is varied accordingly. Early in the run there was an instance where the tunemeter was setup to trigger on a time more relevant for the opposite plane of interest for the beta function measurement. In this instance the measurement took place 300 turns after the desired trigger time, which amounts to approximately a 0.8ms delay. This brought about a relevant question: how sensitive is the tune measurement and its impact on the beta function results? This is particularly pertinent when the tunes are driven close to the integer.
Last year, Leif had given a presentation which further simulated the dependence on the tune with relation to the betatron fractional error. He found that in order to satisfy our quality 'benchmark' of 5% we need a tune error of less than 0.005 for tunes between 8.6 and 8.9. This is easily achievable. However, as the tunes approach 9, we need to be an order of magnitude better (0.0005) in tune error to still achieve our goal of 5%. This still is possible but this becomes increasingly difficult to achieve and one must start to become concerned about stability. Therefore, with all of this in mind, a .8ms shift in time could potentially be disastrous for our measurement, due to a significant part of the AGS cycle having a vertical tune above 8.95. The first step was to try and recreate the original findings and compare to see what happens to the measurement. On January 31st, a beta function measurement was taken. However, there were two different tune scans taken that day-one with the correct tunemeter settings and another with the .8ms delay. All other parameters were kept constant. The results are shown in Figure 7 .
As indicated in Figure 7 , the results are seemingly subtle, but are relevant. When the tunes are high or quickly changing, it seems as though our measurement is more susceptible to incorrect tunes and thus an incorrect beta function measurement. A seemingly small error propagates to become a larger one at the final result.
This leads us to another concern with regards to the tune over the integration window of the IPM. The IPM takes data over an integration window that the user indicates from the AGSipm application. The integration window is typically set to its default setting of 8ms, but the user has the ability to change it from the AGSipm application under Setup\Timing\Simple\Integration Period (ms). If the tune is as sensitive over a .8ms then a window of 8ms can have a huge impact. Particularly at high tunes or quickly changing tunes we may not have an accurate depiction of the tune measurement for larger integration windows. We further studied this idea over several iterations. The focus was to get a more accurate representation of the tune. Therefore, there were a minimum of three tune scans that were taken. The first was the same as in prior runs in that the tune measurement was taken in the center of the integration window. (Typically, two of these scans were done and an average of the tunes was taken as mentioned earlier.) The second and third measurements were taken on the edge of the integration window. Thus, for example, an 8ms integration window would have the tune measured in the center of the window and 4ms earlier and later from that point. From there, the tunes measured at the edges are averaged. It is clear that the tunes measured at the edge needed to be adjusted depending on the set integration window. In Figure 8 we see an example of the tunes measured in the center of the integration window in comparison to the average tune as it was measured at the edge of the integration window. In the end it was determined that this difference in the timing for the tune measurement was the most accurate representation of the machine. The tune measured at the center of the window and the average of the tunes measured at the edge were averaged together to generate the tunes used for the beta function measurement. This way, the tunes over the entire integration window were considered. However, the tune measurements are not weighed the same-by using the central tune and the average of the tunes measured at each edge, there is more of an emphasis on the tune measured at the center. That is, the tune measured at the center is weighted twice as much as each of the edge tunes that contribute to the averaged tune. However, as mentioned before, this is all dependent on the size of the integration window.
In theory by limiting the size of the window, the tunes should be more accurate and generally less fluctuations. In order to truly come to those conclusions we needed to get a more thorough understanding of the integration window in general and the impact it actually has on the beta function measurement.
Integration Window
So up until now we have looked at specific aspects of the beta function measurement. However by looking into these nuances we know that these aspects are further influenced by the integration window. The integration window, otherwise known as the integration period, is the duration that the analog integrators in the IPM integrate the charge. Therefore, the longer the integration period, the more fluctuations could take place during the measurement. Thus it is clear that we need to find the optimal setting in order to capitalize on all aspects of the beta function measurement.
The first instance of this was looking at the impact the window had on the tune measurement. As mentioned earlier, we had seen that the tune measurement is impacted at high tunes and areas where the tune changes quickly. This becomes especially true with longer integration periods. Therefore, as an attempt to combat this, three tune measurements are used for each beta function measurement. The first measurement is in the center of the integration window and the other two are at the edge of the integration window which in turn is averaged. Obviously, depending upon the integration period size, the tune measurement times would need to be adjusted. Ideally, the tunes should remain constant regardless of when they were actually measured. The difference in tune measurements can be observed in Figure 10 .
In theory, the shorter the integration window, the more accurate the measurement ought to be. Since the period in which the charge is being integrated is reduced there is less room for fluctuation in the measurement to occur. However, it was found during the first iteration of this that as the integration window got smaller, the worse the measurement got at the end. It was not initially clear as to why this would be until a closer look was done for the signal on the IPM. Using Logview data, we could see the position of the centroid for each of the corrector current setpoints. When comparing these centroids for each of the integration window settings, there seemed to be a 'jitter' that got progressively worse the shorter the period became. It was perhaps due to the vacuum not being adjusted in accordance with the change in the integration window. In spite of the prior findings (mentioned in Vacuum Pressure Effect section), perhaps the vacuum did have an impact on the final measurement, it just was not clear without the shorter integration window.
This led to the final measurement where the vacuum was varied at three independent integration window timings: 8ms, 4ms, and 2ms. For each integration window timing three distinct setpoints were used for the CO 2 gas leak: 1100, 1200, and 1300. These settings have an average vacuum pressure of 2.5E-7 Torr, 3.5E-7 Torr, and 4.7E-7 Torr respectively. The results for select measurements is seen in Figure 11 . The conclusion is that the longer integration window requires less of the CO 2 leak whereas the shorter integration window requires more CO 2 leak (ie more spoiled vacuum). This can be seen when comparing the integration window with various vacuum settings, the beta functions tend to agree less and less as the leak gets higher for 8ms, yet better with the 2ms. This cannot be said with concrete evidence however, and more measurements would need to be taken in the future where the vacuum is spoiled further. As of now, it would appear as though any integration window is valid for this measurement as long as the vacuum pressure was adequate. At this time, the longer integration window is the most stable due to better control of the vacuum pressure. In the future, with better control of the CO 2 leak, a shorter integration window should be utilized.
With regards to pursuing information on this-after talking with vacuum group personnel, it seems as though there can be some room as far as the vacuum pressure in concerned. The vacuum valves will close when the pressure goes higher than 5E-6 Torr or if two of the three ion pumps in the loop trip off. Based on logged data, it appears as though ion pumps were running whenever the vacuum leak was increased, so this may be the limiting factor.
Looking Forward
Although a lot of ground was covered over Run15, there is still plenty of room for improvement. Everything that has been mentioned thus far has taken place with the vertical ion IPM located at E15. In the future we hope to expand our knowledge of local beta function measurements at other IPMs. In this section we delve into the various other areas where improvement can be made.
Horizontal Ion IPM
To date, there has yet to be a successful horizontal beta function measurement using the ion IPM at C05 for the entire duration of the AGS cycle. The only section of the cycle that has been successfully completed is at flattop. It was discovered in Run14 that despite the deliberate attempt to move the orbit at injection or up the ramp at C05, it seemed as though the orbit held steady. This is due to the corrector's close proximity to the RF PUE's at sections B18 and C12. Since the radial loop is used early on in the AGS cycle, whenever a distortion was made in the orbit between these PUE's, the average orbit would be moved to compensate for these changes. This unfortunately would distort any measurement that was made.
However, while at flattop, the phase loop is used and the distortions made in the orbit by C05 were unperturbed. Therefore adequate measurements were made and thus far have agreed with the model. However, it would be interesting to get data somewhere other than at flattop.
There has been some discussion with regards to getting information about the beta function up the ramp. It would be possible to work with LLRF personnel in order to find a workaround. It seems unlikely that a whole cycle can be attained like it has for E15. The idea is that the phase loop could be used for certain parts of the cycle that are not necessarily typical, however this may not be possible in certain areas (ie transition). This will need to be further explored in subsequent runs.
eIPMs
There is a horizontal eIPM at D05 and a vertical eIPM at D15. With regards to the beta function measurements, little work was done with the eIPM's this run. Although results were capable to be generated, there is little agreement between various measurements or even the model. Predominantly, this is attributed to this being a new system which was still being commissioned-it may not have been configured correctly quite yet.
During the shutdown between Run14 and Run15, there was work done on the dipole corrector power supplies for both D05 and D15. After the upgrades the supplies were capable of ramping from 0A to 12A in 35ms, whereas in Run14, the same thing would require 100ms. In addition, adjustments were made such that the maximum current attainable was 20A. This held true for functions loaded for D15, however, there were several instances where D05 dipole corrector would trip due to the current function being too steep, in spite of the fact that it followed the power supply specifications.
The burning question is why the measurements did not agree, neither with each other or with the model. There are currently some theories which give us some insight. One thought is that the transfer function for the power supplies is not correct. Although this would not explain why the measurements don't agree, it would explain how nothing thus far agrees with the model, and the fact that current measurements are approximately a factor of two too large. In addition, channel gains had not been calibrated prior to most of the measurements. We are particularly sensitive to this and, again, this does not explain the discrepancy in measurements, it is another contributing factor when comparing this to model data. With regards to the different measurements it appears that all aspects of the measurements are equivalent except for the corrector currents (and thus the orbit). Repeatability should be a goal for subsequent runs to further diagnose this particular issue.
Conclusion
For the duration of Run15 the vertical beta function at E15 IPM was extensively measured. During this time several parameters were scanned. The vacuum leak and integration window was varied for the beta function measurement. In the range we changed these parameters, the beta function results did not change much. Nevertheless, a shorter integration window with higher gas leak seems to be the natural choice. The effect of the betatron tune during the integration window was also studied. It is important, and could have significant effect on the beta function measurement. The average of several tune measurements along the integration window seems to be the valid one. In Figure 12 , we demonstrate the optimized measurement and compared the results with the AGS model. In Table 1 , a detailed look of each individual point is demonstrated. Going forward, there will be dedicated time to understand the horizontal beta function (C05) and the use of eIPMs (D05 and D15). 
