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Abstract
We consider a Borel subalgebra g of the general linear algebra and its subalgebra b which is a
Borel subalgebra of the special linear algebra, over arbitrary field. Let L ∈ {g, b}. We establish here
explicit realizations of the center Z(L) and semi-center Sz(L) of the enveloping algebra, the Poisson
center S(L)L and Poisson semi-center S(L)Lsi of the symmetric algebra. We describe their structure
as commutative rings and establish isomorphisms Z(L) ∼= S(L)L, Sz(L) ∼= S(L)Lsi
Introduction
Let g be the Lie algebra of the upper triangular matrices with n rows and n columns with
elements in an arbitrary field F of characteristic p ≥ 0. g is a Borel subalgebra of the general
linear Lie algebra. For p which does not divide n, we consider its Lie subalgebra b which is a Borel
subalgebra of the special linear algebra. For L ∈ {g, b}, let S(L) be its symmetric algebra, U(L) its
enveloping algebra. The Poisson center of S(L) is denoted by S(L)L (the set of invariants of the
L-module S(L) with respect to the adjoint representation), and the Poisson semi-center of S(L) is
denoted by S(L)Lsi (4.1). The center of U(L) is denoted by Z(L) and the semi-center of U(L) is
denoted by Sz(L) (5.1).
In Section 1 we assume p > 0 and establish an explicit realization of S(g)g by generators and
relations. It is shown that S(g)g is a Cohen-Macaulay ring and it is a complete intersection ring
(1.11) for p = 2. This realization leads to an explicit realization of S(b)b by generators and that
S(b)b is a Cohen-Macaulay ring.
In Section 2, still with p > 0, we use the realizations in Section 1 and the fact that S(g) is the
graded algebra of U(g), to obtain the following results: an explicit realization of Z(g), an explicit
isomorphism of S(g)g onto Z(g) (thus Z(g) is a Cohen-Macaulay ring and it is a complete intersection
ring for p = 2), realization of Z(b) by generators, and an explicit isomorphism of S(b)b onto Z(b)
(thereby Z(b) is a Cohen-Macaulay ring).
In Section 3, we apply reduction modulo p > 0 in conjunction with the realization of S(g) in
Section 1, to obtain a realization of S(g)g, Z(g), S(b)b and Z(b) for p = 0 (that is, over fields of zero
∗Work is supported by ISF grant #170/12.
characteristic). It is shown that S(g)g and Z(g) are isomorphic as polynomial rings of one variable.
Furthermore, we prove S(b)b = Z(b) = F . Loosely speaking, U(b) has no center.
In Sections 4,5, we get the analogue results for the semi-centers. We get realizations of S(g)gsi,
Sz(g), S(b)bsi, Sz(b) and isomorphisms S(g)
g
si
∼= Sz(g), S(b)bsi
∼= Sz(b). It follows that for p > 0 the
algebras S(g)gsi, S(b)
b
si (hence Sz(g), Sz(b)) are complete intersection rings, and if p = 0 then S(g)
g
si
(hence Sz(g)) is a polynomial ring of n variables, while S(b)bsi (hence Sz(b)) is a polynomial ring of
n− 1 variables.
We end this introduction by mentioning related known results.
Over algebraically closed fields of characteristic zero, there exists an isomorphism of the Poisson
center onto the center (the so called Duflo isomorphism) [4, Theorem 10.4.5]. There exists, as well,
an isomorphism of the Poisson semi-center onto the semi-center [8].
A generating set for Z(g) is introduced, without proof, by V.V.Panyukov [7].
Over the field of complex numbers, using completely different methods, A. Josef [5] shows that
Sz(b) is a polynomial ring of n− 1 variables.
A description of Sz(b) for p > 0 is given by G. Vernik [9]; he describes it as a polynomial ring
over the center of a certain subalgebra of U(b).
2
Notation
F - the ground field.
p - the characteristic of F (p ≥ 0).
es,t - the n× n matrix (αk,l) such that αk,l = 0 for (k, l) 6= (i, j) and αi,j = 1.
M - the matrix (ei,j)1≤i,j≤n.
g - the Lie algebra of the upper triangular n× n matrices over F.
g = SpanF {ei,j | 1 ≤ i ≤ j ≤ n}.
n - the Lie algebra of the strictly upper triangular n× n matrices over F.
n = SpanF {ei,j | 1 ≤ i < j ≤ n}.
{n} the underlying set of n.
b - a Borel subalgebra of sln(F ).
b = SpanF ({n} ∪ {ei,i − en,n | 1 ≤ i ≤ n− 1}),
L - a Lie algebra.
S(L) - the symmetric algebra of L.
Sp(g), Sp(b) : 1.2, 1.13.
S(L)L - the Poisson center of S(L).
S(g)n = {f ∈ S(g) | adx(f) = 0, x ∈ n}
S(L)Lsi - the Poisson semi-center of S(L). (4.1)
U(L) - the enveloping algebra of L.
Z(L) - the center of U(L).
Zp(g), Zp(b) : (2.1, 2.2), 2.8.
Sz(L) - the semi-center of U(L). (5.1)
Q(A) - the quotient field of a domain A.
h = ⌊n−12 ⌋.
C(k) - the determinant of the k-th right upper block of M, 1 ≤ k ≤ ⌊n2 ⌋.
D(k) =
k∑
i=1
ei,i + en−i+1,n−i+1, 1 ≤ k ≤ h.
Tk(i, j) - the determinant of the matrix which obtains from the k-th right upper
block of M by replacing its i-th row with the last k-th tuple of the
j-th row of M (1 ≤ i ≤ k and k + 1 ≤ j ≤ n− k).
Sk(i, j) - the determinant of the matrix which obtains from the k-th right upper
block of M by replacing its i-th column with the first k-th tuple of the
(n− j + 1)-th row of M (1 ≤ i ≤ k and k ≤ j ≤ n− k).
T (k) =
k∑
i=1
n−k∑
j=k+1
ei,jTk(i, j), 1 ≤ k ≤ h.
M(k) = C(k)D(k) + T (k), 1 ≤ k ≤ h, M(n2 ) = 0 for an even n.
Mb(k) : 1.13.
c0, z0 : 1.2, 2.1.
c(k, l), z(k, l) : 1.2, 2.1.
cb(k, l), zb(k, l) : 1.13, 2.8.
d(r) - the set consisting of the elements of the r-th upper diagonal of M.
That is, d(r) = {ei,j | j − i = r}.
dˆ(r) - the subset of d(r) consisting of the elements which do not belong to the
anti-diagonal of M. That is, dˆ(r) = d(r) \ {es,n−s+1 | s = 1, . . . , n}.
3
1. The Poisson center of S(g)
1.1. In this section, char(F ) = p > 0.
1.2. Generators.
Sp(g) = F [e
p
i,j | 1 ≤ i ≤ j ≤ n].
c0 = trace(M) =
n∑
i=1
ei,i.
This element generates the center of g.
c(k, l) = C(k)p−lM(k)l, 1 ≤ k ≤ h, 0 ≤ l ≤ p− 1.
In particular c(k, 0) = C(k)p ∈ Sp(g).
1.3. In the sequel we shall need the following basic Lemma.
Lemma. Let X = (xi,j) be an r × r matrix over a commutative ring A. If D ∈ Der(A) then
D(det(A)) can be computed column by column. That is, if X = (X1, . . . , Xr) where X1, . . . , Xr are
the columns of X , then
D(det(X)) =
r∑
i=1
det(X1, . . . , Xi−1, D(Xi), Xi+1, . . . , Xr)
where D(Xi) = (D(x1,i), D(x2,i), . . . , D(xr,i))
T .
1.4. Proposition.
a. C(k),M(k) ∈ S(g)n.
b. c(k, l) ∈ S(g)g.
Proof. The fact C(k) ∈ S(g)n is proved in [1]. Let separate the underlying set of M to six
subsets as follows:
M1 = {es,t | 1 ≤ s < t ≤ k} M4 = {es,t | k + 1 ≤ s < t ≤ n− k}
M2 = {es,t | 1 ≤ s ≤ k, k + 1 ≤ t ≤ n− k} M5 = {es,t | k + 1 ≤ s ≤ n− k < t ≤ n}
M3 = {es,t | 1 ≤ s ≤ k, n− k + 1 ≤ t ≤ n} M6 = {es,t | n− k + 1 ≤ s < t ≤ n}
We have
ad es,t(Tk(i, j)) =


−δsiTk(t, j) es,t ∈M1
δsiδtjC(k) es,t ∈M2
δtjTk(i, s) es,t ∈M4
0 es,t ∈M3 ∪M5 ∪M6
Since
ad es,t(T (k)) =
k∑
i=1
n−k∑
j=k+1
[(δties,j − δsjei,t)Tk(i, j) + ei,j ad es,t(Tk(i, j))] ,
we get
ad es,t(T (k)) =


0 es,t ∈M1 ∪M3 ∪M4 ∪M6
es,tC(k) es,t ∈M2
−
∑k
i=1 ei,tTk(i, s) es,t ∈M5
.
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It is very easy to see that
ad es,t(D(k)) =


0 es,t ∈M1 ∪M3 ∪M4 ∪M6
−es,t es,t ∈M2
es,t es,t ∈M5
.
Since
ad es,t(M(k)) = C(k) ad es,t(D(k)) + ad es,t(T (k)),
we get
ad es,t(M(k)) = 0 if es,t ∈M1 ∪M2 ∪M3 ∪M4 ∪M6
and
ad es,t(M(k)) = es,tC(k)−
k∑
i=1
ei,tTk(i, s) if es,t ∈M5.
Therefore, to complete the proof of a. we have to show that
k∑
i=1
ei,tTk(i, s) = es,tC(k) if es,t ∈M5.
Let M(i, r) be the (i, r)−th minor of the matrix of C(k), 1 ≤ i, r ≤ k. Using the expansion of
Tk(i, s) by the i-th row yields
k∑
i=1
ei,tTk(i, s) =
k∑
i=1
ei,t
k∑
r=1
(−1)i+res,n−k+rM(i, r)
=
k∑
r=1
es,n−k+r
k∑
i=1
(−1)i+rei,tM(i, r)
=
∑
r 6=t−(n−k)
es,n−k+r
k∑
i=1
(−1)i+rei,tM(i, r)
+es,t
k∑
i=1
(−1)i+(t−(n−k))ei,tM(i, t− (n− k)).
Note that the expression
k∑
i=1
(−1)i+rei,tM(i, r) is the expansion of the determinant by the r−th
column, of the matrix which obtains from the matrix of C(k) by replacing its r−th column with its
(n−k+ t)−th column. Therefore, if r 6= t−(n−k), this expression is a determinant of a matrix with
two equal columns and therefore zero. Also, the expression
k∑
i=1
(−1)i+(t−(n−k))ei,tM(i, t− (n− k))
is the expansion of C(k) by its (t− (n− k))−th column.
To prove b., a description of the action of ad es,s is required. It is easy to verify that
ad es,s(Tk(i, j)) =


(1 − δsi)Tk(i, j) 1 ≤ s ≤ k
δsjTk(i, j) k + 1 ≤ s ≤ n− k
−Tk(i, j) n− k + 1 ≤ s ≤ n
.
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Since
ad es,s(T (k)) =
k∑
i=1
n−k∑
j=k+1
[(δsies,j − δsjei,s)Tk(i, j) + ei,j ad es,s(Tk(i, j))] ,
we get
ad es,s(T (k)) =


T (k) 1 ≤ s ≤ k
0 k + 1 ≤ s ≤ n− k
−T (k) n− k + 1 ≤ s ≤ n
.
Obviously, ad es,s(D(k)) = 0, and
ad es,s(C(k)) =


C(k) 1 ≤ s ≤ k
0 k + 1 ≤ s ≤ n− k
−C(k) n− k + 1 ≤ s ≤ n
.
Since
ad es,s(M(k)) = ad es,s(C(k))D(k) + ad es,s(T (k)),
we get
ad es,s(M(k)) =


M(k) 1 ≤ s ≤ k
0 k + 1 ≤ s ≤ n− k
−M(k) n− k + 1 ≤ s ≤ n
.
Finally,
ad es,s(c(k, l)) = ad es,s(C(k)
p−lM(k)l)
= (p− l)C(k)p−l−1 ad es,s(C(k))M(k)
l
+ lC(k)p−lM(k)l−1 ad es,s(M(k)) = 0.

1.5. Relations. For 0 ≤ i, j ≤ p−1 let r(i, j), s(i, j) be the unique integers such that 0 ≤ s(i, j) ≤ 1,
0 ≤ r(i, j) ≤ p− 1 and i+ j = ps(i, j) + r(i, j). Then for k = 1, . . . , h we have
c(k, i)c(k, j) = c(k, r(i, j))C(k)p(1−s(i,j))M(k)ps(i,j). (1)
1.7. Theorem. Q(S (g)g) = Q(Sp(g)[c0 , c(k , 1 ) | k = 1 , . . . , h]).
Proof. Step 1. The field extension
Q(Sp(g)[c0 , c(k , 1 ) | k = 1 . . . , h])/Q(Sp(g))
is of degree ph+1 :
c0 6∈ Sp(g), c
p
0 ∈ Sp(g), thus Q(Sp(g)[c0])/Q(Sp(g)) is of degree p.
Let i, j, l, k be integers, 1 ≤ k ≤ h, 1 ≤ l < k, 1 ≤ i ≤ l, l + 1 ≤ j ≤ n − l, and D = ad en−k+1,k.
Then DD(l) = DC(l) = Dc0 = 0. Also, DTl(i, j) = δj,kTl(i, n− k + 1), hence DT (l) = 0. It follows
that DM(l) = 0 and therefore
DSp(g)[c0, c(1, 1), . . . , c(l, 1)] = 0. (2)
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Now, DD(k) = 0, and DC(k) ∈ S(g) for if es,t is an entry of the underlying matrix of C(k) then
1 ≤ s ≤ k, n− k + 1 ≤ t ≤ n hence
Des,t = δk,sen−k+1,t − δn−k+1,tes,n−k+1 ∈ S(g).
We shall see that DT (k) 6∈ S(g). Let es,t be an entry of the underlying matrix of Tk(i, j) where
1 ≤ i ≤ k, k + 1 ≤ j ≤ n− k. Then Des,t = δk,sen−k+1,t − δn−k+1,tes,k. Therefore, Des,t 6∈ S(g) if
and only if s = j and t = n− k +1, that is, if and only if es,t is the i-th entry of the first column of
the underlying matrix of Tk(i, j). Apply D to Tk(i, j) column by column (Lemma 1.3) and conclude
that DTk(i, j) = ek,jα(i, j)+β(i, j) 6∈ S(g) for some α(i, j), β(i, j) ∈ S(g). Now, Dei,j = δk,ien−k+1,j
hence
DT (k) =
n−k∑
j+1
en−k+1,jTk(k, j) +
k∑
i=1
n−k∑
j=k+1
ei,j [(ej,kα(i, j) + β(i, j)],
which is certainly not an element of S(g).
So we have DM(k) = D(k)DC(k) +DT (k) 6∈ S(g) and therefore
Dc(k, 1) = −C(k)p−2DC(k)M(k) + C(k)p−1DM(k) 6= 0.
From (2) it follows that c(k, 1) 6∈ Sp(g)[c0, c(1, 1), . . . , c(k − 1, 1)].
Clearly c(k, 1)p ∈ Sp(g)[c0, c(1, 1), . . . , c(k − 1, 1)], hence the field extension
Q(Sp(g)[c0, c(1, 1), . . . , c(k, 1)])/Q(Sp(g)[c0, c(1, 1), . . . , c(k − 1, 1)])
is of degree p for every k = 1, . . . , h.
Step 2. We proceed as in [1, Proposition 1.13] when we are dealing here with fields instead of
division algebras.
Let r, i, j, k be integers such that 1 ≤ r ≤ n− 1, 1 ≤ k ≤ ⌊n2 ⌋, 1 ≤ i ≤ k, k ≤ j ≤ n− k.
For each ei,j ∈ d(r) we have
(1) If ei,j is lying above the anti-diagonal of M then
adTi(i, j)(ei,j) 6= 0 and
adTi(i, j)(d(r) \ {ei,j} ∪ d(r + 1) ∪ . . . ∪ d(n− 1)) = 0.
(2) If ei,j is an element of the anti-diagonal of M or lying below it, then
adSi(1, n− j + 1)(ei,j) 6= 0 and
adSi(1, n− j + 1)(d(r) \ {ei,j} ∪ d(r + 1) ∪ . . . ∪ d(n− 1)) = 0.
Denote by {n} the underlying set of n. So {n} =
⋃n−1
r=1 d(r). It follows that the field extension
Q(S(g)g[{n}])/Q(S(g)g) is of degree pdegn = p
n(n−1)
2 .
Now, for k = 1, . . . , ⌊n2 ⌋ we have adC(k)(ek,k) = −C(k), adC(k)(el,l) = 0 when l < k, and by
Proposition 1.2.a. adC(k)(S(g)g[{n}]) = 0. It follows that the field extension
Q(S(g)g[{n} ∪ {ek,k | k = 1, . . . , ⌊
n
2
⌋}])/Q(S(g)g[{n}])
is of degree p⌊
n
2 ⌋. Therefore, the degree of
Q(S(g)g[{n} ∪ {ek,k | k = 1, . . . , ⌊
n
2
⌋}])/Q(Sp(g))
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is at least
ph+1p
n(n−1)
2 p⌊
n
2 ⌋ = p
n(n+1)
2 = pdim g,
which is the degree of Q(S(g))/Q(Sp(g)). By degree considerations we must have
Q(S(g)g) = Q(Sp(g)[c0, c(k, 1) | k = 1, . . . , h]).

1.8. Lemma. Sp(g)[c0 ] is a polynomial ring.
Proof. By changing basis in g we get that
Sp(g) = F [c
p
0, e
p
i,j | 1 ≤ i ≤ j ≤ n, (i, j) 6= (n, n)].
Hence
Sp(g)[c0] = F [c0, e
p
i,j | 1 ≤ i ≤ j ≤ n, (i, j) 6= (n, n)].
c0 is integral over Sp(g), thus the Krull dimension of the affine ring Sp(g)[c0] is equal to the amount
of its generators. Sp(g)[c0] is a polynomial ring. 
1.9. Let t0, t(k, l), k = 1, . . . , h, l = 1, . . . , p− 1, be algebraically independent elements over Sp(g).
Set t(k, 0) = C(k)p. Consider the polynomial ring
R = Sp(g)[t0, t(k, l) | k = 1, . . . h, l = 1, . . . p− 1]
and the following polynomials of R (which are corresponding to relations (1)):
f0 = t
p
0 − c
p
0
fk(i, j) = t(k, i)t(k, j)− C(k)
p(1−s(i,j))M(k)ps(i,j)t(k, r(i, j)),
1 ≤ i ≤ j ≤ p− 1, k = 1, . . . , h.
Let I be the ideal of R generated by f0 and the fk(i, j)’s. Denote
A0 = {c0}
Ak = {c(k, l) | l = 0, . . . , p− 1} k = 1, . . . , h
A =
h⋃
k=0
Ak , A
∗ =
h∏
k=1
Ak
1.10. Theorem. S (g)g = Sp(g)[A] ∼= R/I . Consequently, S (g)
g is a Cohen-Macaulay ring.
Proof. The ring Sp(g)
g is integral over the ring Sp(g)[A] (being so over Sp(g)). Using (1), one
has
c(k, l) = c(k, 1)l/C(k)p(l−1) l = 2, . . . , p− 1, k = 1 . . . h.
Therefore Q(Sp(g)[A]) = Q(Sp(g)[c0, c(k, 1) | k = 1, . . . , h]). By Theorem 1.7, Sp(g)
g and Sp(g)[A]
have the same quotient field. It is therefore suffices to prove that the ring Sp(g)[A] is normal.
From relations (1) it follows that Sp(g)[A] is generated by A
∗ as a module over Sp(g)[A0], hence
A∗ generates Q(Sp(g)[A]) as a linear space over Q(Sp(g)[A0]). But c(k, 1) 6∈ Sp(g)[A0 ∪ . . . ∪ Ak−1]
(see step 1 of the proof of 1.7) while c(k, 1)p ∈ Sp(g)[A0], k = 1, . . . , h, hence Q(Sp(g)[A]) =
8
Q(Sp(g)[c0, c(k, 1) | k = 1, . . . , h]) is of dimension p
h over Q(Sp(g)[A0]) with basis
{c(1, 1)i1c(2, 1)i2 · · · c(h, 1)ih | ij = 0, . . . , p − 1}. Thus the p
h-set A∗ form a basis of Q(Sp(g)[A])
as a linear space over Q(Sp(g)[A0]) and therefore form a free basis of Sp(g)[A] over Sp(g)[A0]. In
particular, Sp(g)[A] is a Cohen-Macaulay ring (as a free module over the polynomial ring Sp(g)[c0],
see 1.8), thereby satisfies the condition (S2).
Since c0 6∈ Q(Sp(g)), the polynomial f0 is a prime element of Sp(g)[t0], hence Sp(g)[t0]/(f0) ∼=
Sp(g)[c0]. Let R0 = Sp(g)[t(k, i) | k = 1, . . . , h, i = 1, . . . , p − 1] and let I0 be the ideal of R0
generated by the polynomials fk(i, j). From the definition of the fk(i, j)’s (1.9) it follows that R0/I0
is generated by the homomorphic image of {1, t(k, i) | k = 1, . . . , h, i = 1, . . . , p − 1} as a module
over Sp(g)[A0]. Since A
∗ is a free basis of Sp(g)[A] over Sp(g)[A0], the natural map R0/I0 → Sp[A]
is a ring isomorphism. Hence R/I ∼= Sp[A].
We shall show that the ring R/I satisfies the condition (R1). Firstly, from the isomorphism
R/I ∼= Sp[A] we have ht I = (p− 1)h+ 1. Now, for k = 1, . . . , h let
g(k, 1) = t(k, 1)p − c(k, 1)p
g(k, p− 1) = t(k, p− 1)p − c(k, p− 1)p.
Then g(k, 1), g(k, p− 1) ∈ I. Indeed, it easy to verify that
t(k, 1)l = t(k, l)C(k)(l−1)p (mod I),
t(k, p− 1)l = t(k, p− l)M(k)(l−1)p (mod I).
Thus
t(k, 1)p = t(k, 1)t(k, 1)p−1 = t(k, 0)M(k)pC(k)(p−2)p
= (C(k)p−1M(k))p = c(k, 1)p (mod I),
and
t(k, p− 1)p = t(k, p− 1)t(k, p− 1)p−1 = t(k, 0)M(k)pM(k)(p−2)p
= (C(k)M(k)p−1)p = c(k, p− 1)p (mod I).
Consider the following vectors:
−→
fk = (fk(1, 1), fk(1, 2), . . . , fk(1, p− 2))
←−
fk = (fk(p− 1, p− 1), fk(p− 2, p− 1), . . . , fk(2, p− 1))
−→
tk = (t(k, 2), t(k, 3), . . . , t(k, p− 1))
←−
tk = (t(k, p− 2), t(k, p− 3), . . . , t(k, 1))
ϕ = (f0,
−→
f1 , g(1, 1),
−→
f2 , g(2, 1), . . . ,
−→
fh, g(h, 1))
x = (eph+1,h+1,
−→
t1 , e
p
1,1,
−→
t2 , e
p
2,2, . . . ,
−→
th , e
p
h,h)
ϕk = the vector which is obtained from ϕ by replacing
−→
fk with
←−
fk,
and g(k, 1) with g(k, p− 1).
xk = the vector which is obtained from x by replacing
−→
tk with
←−
tk ,
and epk,k with e
p
k,n−k+1.
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We have
det(∂ϕ/∂x) = −C(1)2p(p−1) · · ·C(h)2p(p−1)
det(∂ϕk/∂xk) = −C(k − 1)
p(2p−1)M(k)2p(p−2)T (k)p + Y C(k)p,
where Y ∈ Sp(g) and C(0) := 1.
Therefore, if P is an element of the singular locus of R such that I ⊂ P , then P contains one
of the 2-sets {C(i)p, C(j)p}, {C(k)p, T (k)p} (if C(k) ∈ P , consider det(∂ϕk/∂xk) and observe that
M(k) ∈ P if and only if T (k) ∈ P ), hence contains a prime ideal of Sp(g) of height 2. Consequently,
P is of height > ht I + 1. 
1.11. Let A be a commutative Noetherian ring (not necessarily local). We say that A is a complete
intersection ring if A = R/I where R is regular ring and I is an ideal generated by an R-sequence.
This definition is customary in commutative algebra when R is local. Our definition comes from
algebraic geometry; if A is the coordinate ring of a projective variety over an algebraically closed
field k, then A = R/I where R is a polynomial ring over k and the vanishing homogeneous ideal I
is of height codimV . Then V is the intersection of codimV hypersurfaces and I is generated by an
R-sequence.
Corollary. S (g)g is a complete intersection ring if and only if p = 2 .
1.12. Question. Is S(g)g a Gorenstein ring? (for the definition of Gorenstein ring see e.g. [6]).
1.13. Suppose that p does not divide n. An explicit realization of the Poisson center S(b)b is next
obtained from our realization of S(g)g.
Clearly, g = b ⊕ Fc0. Since c0 is central, S(g)
g = S(b)b[c0]. The element c0 is transcendental
over S(b), therefore, any generator of S(g)g has a unique expression as a polynomial in c0 with
coefficients in S(b)b. Furthermore, these coefficients generate S(b)b over F .
For i = 1, . . . , n − 1, let ε(i, i) = ei,i − en,n be a basis element of the Cartan subalgebra of b.
Clearly, the coefficients of epi,j , 1 ≤ i ≤ j ≤ n (the generators of Sp(g)) belong to the polynomial
ring
Sp(b) = F [{ε(i, i)
p | 1 ≤ i ≤ n− 1} ∪ {epi,j | 1 ≤ i < j ≤ n}].
Let us find the coefficients of c(k, l), 1 ≤ k ≤ h, 0 ≤ l ≤ p−1 (cf. 1.1, 1.2). Since D(k) ∈ g, there
exist Db(k) ∈ b, α ∈ F such that D(k) = Db(k) + αc0. Explicitly (obtained by solving a system of
linear equations),
Db(k) =
(
1−
2k − 1
n
) k∑
i=1
(ε(i, i) + ε(n− i+ 1, n− i+ 1))−
2k − 1
n
n−k∑
i=k+1
ε(i, i).
Denote
Mb(k) = C(k)Db(k) + T (k).
From c(k, l) = C(k)p−lM(k)l and M(k) = C(k)D(k) + T (k) one get
c(k, l) = C(k)p−l(Mb(k) + αC(k)c0)
l.
Denote
cb(k, l) = C(k)
p−lMb(k)
l.
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By the binomial formula,
c(k, l) =
l∑
i=0
αl−i
(
l
i
)
cb(k, i)
icl−i0 .
Therefore, up to scalar multiplication, the coefficients of the c(k, l)’s are the cb(k, l)’s.
So we have
1.14. Theorem. Suppose p does not divide n. The Poisson center S (b)b is generated over Sp(b)
by the elements cb(k , l), 1 ≤ k ≤ h, 1 ≤ l ≤ p − 1 .
1.15. Theorem. Suppose p does not divide n. The Poisson center S (b)b is a Cohen-Macaulay
ring.
Proof. S(g)g is a Cohen-Macaulay ring (Theorem 1.10) and S(g)g = S(b)b[c0] where c0 is
transcendental over S(b)b, so S(b)b is a Cohen-Macaulay ring. 
2. The center of U(g)
2.1. In this section, char(F ) = p > 0. Let Z(g) be the center of the enveloping algebra U(g).
According to 1.1, we use the same notation ei,j for a typical standard basis element of g, as well for
D(k),C(k),T (k) and M(k), consider them as elements of U(g). The elements correspond to c0 and
c(k, l) defined in 1.2 will respectively denoted by z0 and z(k, l).
2.2. The corresponding polynomial ring of Sp(g) in Z(g) is
Zp(g) = F [{e
p
i,i − ei,i | i = 1, . . . , n} ∪ {e
p
i,j | 1 ≤ i < j ≤ n}].
Clearly, z0 ∈ Z(g). The proof of Proposition 1.4, as is, shows that C(k),M(k) ∈ U(g)
n and
z(k, l) ∈ Z(g). In Particular, C(k) and M(k) mutually commute and therefore relations (1) hold in
U(g), that is,
z(k, i)z(k, j) = z(k, r(i, j))C(k)p(1−s(i,j))M(k)ps(i,j). (3)
2.3. The observations in 2.2 suggest that Z(g) is generated over Zp(g) by z0 and the z(k, l)’s, and
it is isomorphic to S(g)g as a commutative algebra over F . The following paragraphs is devoted to
prove these facts.
2.4. The well known facts in this paragraph are valid for any finitely generated Lie algebra L over
any field F [2].
For a non negative integerm, let Um(L) be the linear subspace of U(L) generated by the products
x1x2 · · ·xq, where x1, . . . , xq ∈ L and q ≤ m. If u is a non zero element of U(L), the smallest integer
m such that u ∈ Um(L) is termed the filtration of u. If u is a non zero element of U(L) with
filtration m, the grading of u is the image of u in the linear space Um(L)/Um−1(L) (U−1(L) := 0)
and we denoted it by gru. If A is a subalgebra of U(L), the grading of A is the commutative graded
algebra
grA =
⊕
m≥0
(Um(L) ∩A+ Um−1(L))/Um−1(L)
In particular, if A = U(L) then grU(L) =
⊕
m≥0 Um(L)/Um−1(L)
∼= S(L).
Lemma. If u1, . . . , ul ∈ A such that grA = F [gru1, . . . , grul], then A = F [u1, . . . , ul].
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2.5. Theorem.
a. Z (g) = Zp(g)[z0 , z (k , l) | 1 ≤ k ≤ h, 1 ≤ l ≤ p − 1 ].
b. Z (g) ∼= S (g)g.
Proof. a. We set S(g) = grU(g). Then grZ(g) ⊆ S(g)g. Clearly, grup = (gru)p for every
element u ∈ U(g), and gr(epi,i − ei,i) = gr e
p
i,i for each i = 1, . . . n. By Theorem 1.10, S(g)
g is
generated over F by the grading of the elements epi,i − ei,i (1 ≤ i ≤ n), e
p
i,j (1 ≤ i < j ≤ n), z0
and z(k, l) (1 ≤ k ≤ h, 1 ≤ l ≤ p− 1). Therefore,
S(g)g = gr(Zp(g)[z0, z(k, l) | 1 ≤ k ≤ h, 1 ≤ l ≤ p− 1]) ⊆ grZ(g).
Hence grZ(g) = S(g)g and grZ(g) is generated over F by the grading of the following elements:
epi,i − ei,i (1 ≤ i ≤ n), e
p
i,j (1 ≤ i < j ≤ n), z0 and z(k, l) (1 ≤ k ≤ h, 1 ≤ l ≤ p − 1). The
assertion follows from Lemma 2.4.
b. By Theorem 1.10, S(g)g ∼= R/I. Let ϕ : R → Z(g) be the F -algebra epimorphism defined
by ϕ((gr ei,i)
p) = epi,i − ei,i (1 ≤ i ≤ n), ϕ(gr(ei,j)
p) = epi,j (1 ≤ i < j ≤ n), ϕ(t0) = z0 and
ϕ(t(k, l)) = z(k, l) (1 ≤ k ≤ h, 1 ≤ l ≤ p − 1). Then I ⊆ kerϕ due to the relations in 2.2. Hence
Z(g) is a homomorphic image of R/I. The rings Z(g) and R/I are both domains with equal Krull
dimension (= K. dimSp(g) = K. dimZp(g) = dimF g), therefore R/I ∼= Z(g). 
2.6. From Theorems 1.10, 2.5 we also have
Corollary. Z (g) is a Cohen-Macaulay ring, and it is a complete intersection ring if and only if
p = 2 .
2.7. In analogy to 1.12 we have
Question. Is Z(g) a Gorenstein ring?.
2.8. Suppose that p does not divide n. An explicit realization of Z(b) is next obtained from our
realization of Z(g).
Clearly, g = b⊕Fz0. Since z0 is central, Z(g) = Z(b)[z0]. The element z0 is transcendental over
Z(b), therefore, any generator of Z(g) has a unique expression as a polynomial in z0 with coefficients
in Z(b). Furthermore, these coefficients generate Z(b) over F .
For i = 1, . . . , n− 1, let ε(i, i) = ei,i− en,n be a basis element of the Cartan subalgebra of b. The
expression of a standard basis element of g as a linear combination of z0 and the basis elements of
b, is over Fp (the prime field of F ). It follows that the coefficients of the generators of Zp(g) belong
to the polynomial ring
Zp(b) = F [{ε(i, i)
p − ε(i, i) | 1 ≤ i ≤ n− 1} ∪ {epi,j | 1 ≤ i < j ≤ n}].
Let us find the coefficients of z(k, l), 1 ≤ k ≤ h, 0 ≤ l ≤ p − 1. Since D(k) ∈ g, there exist
Db(k) ∈ b, α ∈ F such that D(k) = Db(k) +αz0. Explicitly (obtained by solving a system of linear
equations),
Db(k) =
(
1−
2k − 1
n
) k∑
i=1
(ε(i, i) + ε(n− i+ 1, n− i+ 1))−
2k − 1
n
n−k∑
i=k+1
ε(i, i).
Denote
Mb(k) = C(k)Db(k) + T (k).
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From z(k, l) = C(k)p−lM(k)l and M(k) = C(k)D(k) + T (k) one get
z(k, l) = C(k)p−l(Mb(k) + αC(k)z0)
l.
Denote
zb(k, l) = C(k)
p−lMb(k)
l.
Since C(k) andM(k) mutually commute (Proposition 1.4a), the elements C(k) andMb(k) mutually
commute. We can therefore apply the binomial formula,
z(k, l) =
l∑
i=0
αl−i
(
l
i
)
zb(k, i)
izl−i0 .
Therefore, up to scalar multiplication, the coefficients of the z(k, l)’s are the zb(k, l)’s.
So we have
2.9. Theorem. Suppose p does not divide n. The center Z (b) is generated over Zp(b) by the
elements zb(k , l), 1 ≤ k ≤ h, 1 ≤ l ≤ p − 1 .
2.10. Theorem. Suppose p does not divide n. Then S (b)b ∼= Z (b). In particular, Z (b) is a
Cohen-Macaulay ring.
Proof. Clearly, S(b)b ∼= S(b)b[c0]/(c0) and Z(b) ∼= Z(b)[z0]/(z0). Also, S(g)
g = S(b)b[c0] and
Z(g) = Z(b)[z0]. The isomorphism in Theorem 2.5b maps the variable c0 to the variable z0, hence
induces an isomorphism of S(b)b onto Z(b). By Theorem 1.15, Z(b) is a Cohen-Macaulay ring. 
3. From positive characteristic to zero characteristic
3.1. Let L be a finitely generated Lie algebra over a field K of characteristic zero. Suppose L admits
the following property:
P1 : There exists a basis B = (x1 , . . . , xr ) of L such that for each i the matrix [ad xi ]B of ad xi
acting on B consists of integer entries.
Let φ be a field of a prime characteristic p. Denote by Lp(φ) the ”corresponding” algebra
over φ. That is, Lp(φ) is the Lie algebra over φ with basis C = (y1, . . . , yr) such that [ad yi]C =
[adxi]B (mod p) for each i.
For an element a ∈ Z[x1, . . . , xr] denote by a the image of a in Fp[y1, . . . , yr]. Thus xi = yi for
each i.
Let h be a Lie subalgebra of L generated by a subset of B and denote by hp(φ) the corresponding
Lie subalgebra over φ. Suppose we have following property as well:
P2 : There exist homogeneous polynomials c1 , . . . , cs in S (L)
h ∩ Z[x1 , . . . , xr ] such that from some
prime p on, there exist homogeneous polynomials q1 , . . . , qm ∈ Fp [y1 , . . . , yr ], deg qi ≥ p (with respect
to the yi’s) and
S (Lp(φ))
hp (φ) = φ[q1 , . . . , qm , c1 , . . . , cs ]
for every field φ of characteristic p.
In property P2 it is crucial that s and the invariants ci do not depend in p (from some prime p
on). Properties P1 and P2 suggest that S(L)
h = K[c1, . . . , cs]. This is one of the main results of
the present chapter.
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3.2. Lemma. [1, Lemma 5.2] Let A = φ[a1 , . . . , ak ] be a subring of a polynomial ring φ[t1 , . . . , tn ]
over a field φ such that each ai is homogenous of degree di . Assume di ≤ di+1 for each i . If f ∈ A
is homogenous of degree d (with respect to the ti ’s) then f ∈ φ[a1 , . . . , al ] where dl ≤ d < dl+1 .
3.3. For a K-subspace M of S(L)h we shall denote by Md the subspace of M consisting of homo-
geneous elements of degree d.
The next theorem is a slight modification of [1, Theorem 5.3].
Theorem. If L satisfies P1 and P2 then S (L)
h = K[c1 , . . . , cs ].
Proof. Since L satisfies P1, there exists a Lie algebra LQ having a Lie subalgebra hQ such
that LQ ⊗Q K = L and hQ ⊗Q K = h. Since S(L) = S(LQ) ⊗Q K we have S(L)
h = S(LQ)
hQ ⊗Q K.
Clearly, S(L)h =
⊕
d≥0 S(L)
h
d. Therefore, we can assume K = Q, L = LQ, h = hQ and we shall
prove S(L)hd = Q[c1, . . . , cs]d for every non negative integer d.
Let p be a prime number, p > d. We have the natural epimorphism
ρp : Zp[x1, . . . , xr ] −→ Fp[y1, . . . , yr] = S(Lp(Fp))
considering Zp[x1, . . . , xr] as a subring of S(L) = Q[x1, . . . , xr] (Zp is the localization of the ring of
integers Z at p). Note that ρp is an extension of the natural map Z[x1, . . . , xr]→ Fp[y1, . . . , yr]. We
clearly have
ρp(S(L)
h ∩ Zp[x1, . . . , xr]) ⊆ S(Lp(Fp))
hp(Fp).
Let W be the Zp-submodule of S(L)
h
d consisting of all Zp-polynomials. Let V = Zp[c1, . . . , cs]d.
Clearly, V ⊆W and they are finitely generated free Zp-modules.
We shall next show that V = W . Let f ∈ W . Since d < p, it follows from Lemma 3.2 and P2
that ρp(f) ∈ Fp[c1, . . . , cs]d. Therefore f ∈ Zp[c1, . . . , cs]d + pZp[x1, . . . , xr] and there exist f0 ∈ V ,
h1 ∈W such that f = f0+ ph1. Apply similar arguments to h1 and conclude that h1 = f1+ ph2 for
some f1 ∈ V , h2 ∈ W . Similarly we can successively choose fi ∈ V (i = 1, . . . , n− 1) and hn ∈ W
such that
f = f0 + pf1 + p
2f2 + . . .+ p
n−1fn−1 + p
nhn.
Denote vn = f0 + pf1 + p
2f2 + . . . + p
n−1fn−1 for each n. In particular vn ∈ V . Consider the
completion Ŵ with respect to the linear topology defined by the filtration {pnW |n = 1, 2, . . .}. We
identify V̂ as an Zp-submodule of Ŵ (The topology of V̂ is the subspace topology; is the same thing
as the linear topology defined by the filtration {V ∩ pnW |n = 1, 2, . . .}). Let ψ|W → Ŵ be the
natural map. We have
ψ(f) = (f + pnW )∞n=1 = (vn + p
nhn + p
nW )∞n=1 = (vn + p
nW )∞n=1 ∈
∞∏
n=1
W/pnW.
Therefore, each component of ψ(f) can be represented by vn ∈ V . Thus ψ(f) ∈ V̂ . Hence ψ(W ) ⊆ V̂
because we have started with an arbitrary f in W . Hence Ŵ ⊆ V̂ (because Ŵ = Cl
Ŵ
(ψ(W )) ⊆
Cl
Ŵ
(V̂ ) = V̂ , where Cl stands for the closure). So we have V̂ = Ŵ . From the isomorphism
Ŵ/V ∼= Ŵ/V̂ ([6], Theorem 8.1) we get Ŵ/V = 0. Consider the p-adic completion Ẑp. From the
isomorphism Ŵ/V ∼= (W/V ) ⊗Zp Ẑp ([6], Theorem 7.2) we conclude V = W . Finally, S(L)
h
d =
W ⊗Zp Q = V ⊗Zp Q = Q[c1, . . . , cr]d. 
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3.4. Theorem. Suppose that p = char(F ) = 0 . Then S (g)g = F [c0 ] and Z (g) = F [z0 ]. In
particular, S (g)g ∼= Z (g) as polynomial rings of one variable.
Proof. Clearly, g satisfies P1 with respect to the standard basis (ei,j)1≤i≤j≤n. By Theorem
1.10, for every prime p and for every field φ of characteristic p, the corresponding algebra gp(φ)
is generated over φ by the elements c0, e
p
i,j and c(k, l), 1 ≤ k ≤ ⌊
n−1
2 ⌋, 1 ≤ l ≤ p − 1. They
are all homogeneous with respect to the standard basis and, the degrees of epi,j and c(k, l) are ≥ p
(deg c(k, l) = kp+ l). Therefore, g satisfies P2. By Theorem 3.3 we have S(g)
g = F [c0].
We set S(g) = grU(g) (see 2.4). Then grZ(g) ⊆ S(g)g. On the other hand,
S(g)g = F [c0] = F [gr z0] = grF [z0] ⊆ grZ(g).
Hence grZ(g) = grF [z0]. By Lemma 2.4 we have Z(g) = F [z0]. 
3.5. Remark. In Theorem 3.4, if the field F is algebraically closed, the fact Z(g) = F [z0] also can
be deduced from S(g)g = F [c0] by using Duflo isomorphism [4, Theorem 10.4.5].
3.6. Theorem. Suppose that p = char(F ) = 0 . Then S (b)b = Z (b) = F .
Proof. S(g) = S(b)b[c0] and Z(g) = Z(b)[c0]. By Theorem 3.4, S(b)
b[c0] = F [c0] and
Z(b)[z0] = F [z0]. Therefore S(b)
b = Z(b) = F . 
3.7. Remark. Theorem 3.6 can also be deduced from Theorems 1.14 and 3.3; b clearly admits
P1 and P2 where the set of the qi’s in 3.1 is the set of the cb(k, l)’s, and the set of the c
′
is in 3.1 is
empty (loosely speaking, there are no zero characteristic generators while the degrees of the positive
characteristic generators are getting higher as the characteristic grows).
4. The Poisson semi-center of S(g)
4.1. Let L be a finite dimensional Lie algebra over F . A non zero element f ∈ S(L) is called
semi-invariant with weight λ ∈ L∗ if adx(f) = λ(x)f for all x ∈ L. The F -algebra generated by the
semi-invariants in S(L) is denoted by S(L)Lsi and is called the Poisson semi-center of S (L). The
Poisson center S(L)L is therefore the F -subalgebra of S(L)Lsi consists of the semi-invariants with
weight 0.
4.2. We shall use the following well known linear algebra result.
Lemma. Let V be a linear space over a field φ, and d1, . . . , dr commuting linear transformations on
V. Suppose that each di satisfies a semi-simple split equation over φ. Let U be the linear subspace
of Homφ(V) generated by d1, . . . , dr. For λ ∈ U
∗ let Vλ the linear subspace of V consisting of the
elements v such that div = λ(di)v for all i = 1, . . . , r. Then V =
⊕
Vλ (a finite direct sum).
Proposition. If p > 0 then S (g)gsi = S (g)
n.
Proof. For a linear functional λ ∈ g∗, let S(g)λ = {f ∈ S(g) | adx(f) = λ(x)f, x ∈ g}. Then
S(g)gsi =
⊕
λ∈g∗
S(g)λ.
Let λ ∈ g∗. Since n = [g, g], λ(n) = 0. Therefore, S(g)λ ⊆ S(g)
n, thus S(g)gsi ⊆ S(g)
n.
Apply the above Lemma with V = S(g)n and di = ad ei,i and conclude S(g)
n ⊆ S(g)gsi (the
transformations ad ei,i satisfy the polynomial t
p − t). 
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4.3. Theorem. If p > 0 then
Q(S (g)gsi) = Q(Sp(g)[c0 ,C (k),M (k) | k = 1 , . . . , ⌊
n
2
⌋]).
Proof. Clearly, the field extension Q(Sp(g)[c0])/Q(Sp(g)) is of degree p.
The extension Q(Sp(g)[c0, C(1)])/Q(Sp(g)[c0]) is of degree p because ad e1,1(C(1)) = C(1) while
ad e1,1(Sp(g)[c0]) = 0. The extension Q(Sp(g)[c0, C(1),M(1)])/Q(Sp(g)[c0, C(1)]) is of degree p
since ad en,1(M(1)) 6∈ S(g) while ad en,1(Sp(g)[c0, C(1)]) ∈ S(g) (as in the proof of Theorem 1.7).
For 1 ≤ k < ⌊n2 ⌋, the extension
Q(Sp(g)[c0, C(l),M(l), C(k + 1) | l = 1, . . . , k])/Q(Sp(g)[c0, C(l),M(l) | l = 1, . . . , k])
is of degree p since ad ek+1,k+1(C(k + 1)) = C(k + 1) while
ad ek+1,k+1(Sp[c0]) = 0, ad ek+1,k+1(C(l)) = 0 and ad ek+1,k+1(M(l)) = 0 for 1 ≤ l ≤ k.
If n is even, the extension
Q(Sp(g)[c0, C(l),M(l) | l = 1, . . . , k + 1])/Q(Sp(g)[c0, C(l),M(l), C(k + 1) | l = 1, . . . , k])
is of degree p because ad en−k,k+1(M(k + 1)) 6∈ S(g) while ad en−k,k+1(C(k + 1)) ∈ S(g),
ad en−k,k+1(Sp(g)[c0]) = 0, ad en−k,k+1(C(l)) = 0 and ad en−k,k+1(M(l)) = 0 for 1 ≤ l ≤ k. It
follows that the field extension
Q(Sp(g)[c0, C(k),M(k) | k = 1, . . . , ⌊
n
2
⌋])/Q(Sp(g))
is of degree p1+⌊
n
2 ⌋+h = pn.
We proceed as in [1, Proposition 1.13] and Theorem 1.7. Let r, i, j, k be integers such that
1 ≤ r ≤ n− 1, 1 ≤ k ≤ ⌊n2 ⌋, 1 ≤ i ≤ k, k + 1 ≤ j ≤ n− k. For each ei,j ∈ dˆ(r) we have
(1) If ei,j is lying above the anti-diagonal of M then
adTi(i, j)(ei,j) 6= 0 and
adTi(i, j)(dˆ(r) \ {ei,j} ∪ dˆ(r + 1) ∪ . . . ∪ dˆ(n− 1)) = 0.
(2) If ei,j is lying below the anti-diagonal of M, then
adSi(1, n− j + 1)(ei,j) 6= 0 and
adSi(1, n− j + 1)(dˆ(r) \ {ei,j} ∪ dˆ(r + 1) ∪ . . . ∪ dˆ(n− 1)) = 0.
Let {nˆ} =
⋃n−1
r=1 dˆ(r). The set {nˆ} consisting of
n(n−1)
2 − ⌊
n
2 ⌋ elements. It follows that the field
extension Q(S(g)g[{nˆ}])/Q(S(g)g) is of degree p
n(n−1)
2 −⌊
n
2 ⌋.
Now, for k = 1, . . . , ⌊n2 ⌋ we have adC(k)(ek,k) = −C(k), adC(k)(el,l) = 0 when l < k, and by
Proposition 1.2.a. adC(k)(S(g)n[{nˆ}]) = 0. It follows that the field extension
Q(S(g)n[{nˆ} ∪ {ek,k | k = 1, . . . , ⌊
n
2
⌋}])/Q(S(g)n[{nˆ}])
is of degree p⌊
n
2 ⌋. Therefore, the degree of
Q(S(g)n[{nˆ} ∪ {ek,k | k = 1, . . . , ⌊
n
2
⌋}])/Q(Sp(g))
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is at least
pnp
n(n−1)
2 −⌊
n
2 ⌋p⌊
n
2 ⌋ = p
n(n+1)
2 = pdimg,
which is the degree of Q(S(g))/Q(Sp(g)). By degree considerations we must have
Q(S(g)n) = Q(Sp(g)[c0, C(k),M(k) | k = 1, . . . , ⌊
n
2
⌋]).
Proposition 4.2 complete the proof. 
4.4. Let t0, tC(k), tM(l), k = 1, . . . , ⌊
n
2 ⌋, l = 1, . . . , h, be algebraically independent elements over
Sp(g). Consider the polynomial ring (of n variables):
R = Sp(g)[t0, tC(k), tM(l) | k = 1, . . . ⌊
n
2
⌋, l = 1, . . . h]
and the following n polynomials of R:
f0 = t
p
0 − c
p
0 , fC(k) = t
p
C(k) − C(k)
p , fM(l) = t
p
M(l) −M(l)
p.
Let I be the ideal of R generated by f0, fC(k), fM(l), k = 1, . . . , ⌊
n
2 ⌋, l = 1, . . . , h.
4.5. Theorem. If p > 0 then
S (g)gsi = Sp(g)[c0 ,C (k),M (k) | k = 1 , . . . , ⌊
n
2
⌋] ∼= R/I .
Consequently, S (g)gsi is a complete intersection ring.
Proof. Besides the use of the Jacobian criterion for regularity, our proof consists of identical
arguments appear in [1, Theorem 1.21] (some of them also appear in the proof of Theorem 1.10] and
we shall not repeat them.
Consider the following vectors (of length n):
ϕ =


(f0, fC(1), fM(1), . . . , fC(h), fM(h)) n is odd
(f0, fC(1), fM(1), . . . , fC(h), fM(h), fC(h+1)) n is even
x =


(eph+1,h+1, e
p
1,n, e
p
1,1, e
p
2,n−1, . . . , e
p
k,k, e
p
k+1,n−k, . . . , e
p
h−1,h−1, e
p
h,n−h+1, e
p
h,h) n is odd
(eph+1,h+1, e
p
1,n, e
p
1,1, e
p
2,n−1, . . . , e
p
k,k, e
p
k+1,n−k, . . . , e
p
h,h, e
p
h+1,n−h) n is even
Then
det(∂ϕ/∂x) = ±C(1)2p · · ·C(h− 1)2pC(h)ip
where i = 1 if n is odd, while i = 2 if n is even.
Let xk be the vector which is obtained from x by replacing e
p
k,k with e
p
k,k+1, and e
p
k+1,n−k with
epk,n−k, 1 ≤ k ≤ h (if k = h and n is odd, we only replace e
p
h,h with e
p
h,h+1). We have
det(∂ϕ/∂xk) = ±C(1)
2p · · ·C(k − 1)2pTk(k, k + 1)
αpC(k + 1)2p · · ·C(h− 1)2pC(h)βp
where α, β ∈ {1, 2}. Therefore, if P is an element of the singular locus of R such that I ⊂ P , then
P contains one of the 2-sets {C(i)p, C(j)p}, {C(k)p, Tk(k, k + 1)
p}, hence contains a prime ideal of
Sp(g) of height 2. 
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4.6. Theorem. Suppose that char(F ) = p = 0 . Then
S (g)gsi = F [c0 ,C (k),M (k) | k = 1 , . . . , ⌊
n
2
⌋].
In particular, the Poisson center S (g)gsi is a polynomial ring of n variables.
Proof. The assertions follows from 3.3, 4.2, 4.5 and PBW. 
4.7. Suppose that p does not divide n. An explicit realization of the Poisson semi-center S(b)bsi is
next obtained from our realization of S(g)gsi.
Clearly, g = b⊕Fc0 and c0 is central. By extending λ ∈ b
∗ to g∗ by λ(c0) = 0 one get S(b)
b
si[c0] ⊆
S(g)gsi. Since c0 is transcendental over S(b) we have S(g)
g
si ⊆ S(b)
b
si[c0]. Hence S(g)
g
si = S(b)
b
si[c0]
(thus S(b)bsi = S(b)
n) and any generator of S(g)gsi has a unique expression as a polynomial in c0 with
coefficients in S(b)bsi. Furthermore, these coefficients generate S(b)
b
si over F . By Theorem 4.5 (and
with the notation of 1.13) we therefore have
4.8. Theorem. Suppose p > 0 and p does not divide n. Then
S (b)bsi = Sp(b)[C (k),Mb(k) | k = 1 , . . . , ⌊
n
2
⌋],
and S (b)bsi is a complete intersection ring.
4.9. By Theorems 3.3, 4.8 we have
Theorem. Suppose that char(F ) = p = 0 . Then
S (b)bsi = F [C (k),Mb(k) | k = 1 , . . . , ⌊
n
2
⌋].
In particular, the Poisson center S (b)bsi is a polynomial ring of n − 1 variables.
5. The semi-center of U(g)
5.1. Let L be a finite dimensional Lie algebra over F . A non zero element u ∈ Z(L) is called
semi-central with weight λ ∈ L∗ if [x, u] = λ(x)u for all x ∈ L. The F -algebra generated by the semi-
central elements in Z(L) is denoted by Sz(L) and is called the semi-center of U (L). Clearly, Z(L)
is the F -subalgebra of Sz(L) consists of the semi-central elements with weight 0. By [3, Proposition
2.1] Sz(L) is commutative.
5.2. We use the same notation for C(k),M(k) and Mb(k), consider them as elements of U(g).
5.3. The arguments here follow those of Theorems 2.5, 3.4 almost verbatim, with C(k), M(k)
replacing c(l, k).
Theorem.
a. If p > 0 then
Sz (g) = Zp(g)[z0 ,C (k),M (k) | k = 1 , . . . , ⌊
n
2
⌋] ∼= S (g)
g
si.
In particular, Sz (g) is a complete intersection ring.
b. If p = 0 then
Sz (g) = F [z0 ,C (k),M (k) | k = 1 , . . . , ⌊
n
2
⌋] ∼= S (g)
g
si.
In particular, Sz (g) is a polynomial ring of n variables.
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5.4. The arguments here follow those of Theorems 2.9, 2.10, 3.6 almost verbatim, with C(k),Mb(k)
replacing cb(l, k).
Theorem.
a. Suppose p > 0 and p does not divide n. Then
Sz (b) = Zp(b)[C (k),Mb(k) | k = 1 , . . . , ⌊
n
2
⌋] ∼= S (b)bsi.
In particular, Sz (b) is a complete intersection ring.
b. If p = 0 then
Sz (b) = F [C (k),Mb(k) | k = 1 , . . . , ⌊
n
2
⌋] ∼= S (b)bsi.
In particular, Sz (b) is a polynomial ring of n− 1 variables.
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