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Resumen En este trabajo, proponemos el uso de un algoritmo de opti-
mizacion mediante cumulos de partculas (PSO, por las siglas en ingles),
el cual, utilizando el simulador de traco SUMO para su entrenamiento,
es capaz de obtener programas de ciclos de semaforos optimizados para
areas urbanas extensas. Como caso de estudio, nos hemos centrado en la
ciudad de Baha Blanca, Argentina. Las planicaciones de ciclos resul-
tantes, tras una serie de experimentos, obtienen reducciones signicativas
en terminos de congestion de traco y tiempo medio de viaje.
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1. Introduccion
En la actualidad, el numero de semaforos en las ciudades esta creciendo y
su planicacion conjunta es cada vez mas compleja debido a la gran cantidad
de combinaciones de periodos de colores que se deben manejar. Esto hace nece-
sario la utilizacion de sistemas automaticos inteligentes para la programacion
optima de ciclos de semaforos. Recientemente, las iniciativas mas prometedoras
en esta lnea estan enfocadas en el uso de simuladores [1,2,3] y la programacion
eciente de ciclos de luces en semaforos [4,5]. En este sentido, el uso de meta-
heursticas [6,7], ha ido ganando en importancia demostrando su capacidad para
la planicacion de semaforos [2,8,9,10]. Sin embargo, el uso de dichos sistemas
inteligentes se limita por lo general a la optimizacion de instancias academicas
peque~nas, con una o dos intersecciones dise~nados para areas urbanas muy es-
peccas, con escasos vehculos y semaforos. Ademas, los resultados reportados
en estos trabajos no fueron comparados con otras tecnicas ni con planicaciones
generadas por personal experto.
* Direccion del autor. E-mail: fjnieto,eatg@lcc.uma.es, aco@cs.uns.edu.ar.
En este trabajo presentamos un algoritmo PSO (Particle Swarm Optimiza-
tion) [11] como optimizador de programas de ciclos de semaforos. Para la evalu-
acion de los programas de ciclos generados (codicados como vectores solucion),
se utilizo el simulador de traco microscopico SUMO (Simulator of Urban Mobil-
ity) [12]. Este simulador trabaja a modo de caja negra que tiene como entrada el
programa de ciclos para una determinada instancia de area urbana y devuelve los
valores de aptitud de dicho programa para la instancia evaluada. Para este traba-
jo se emplearon tres instancias localizadas en el centro urbano de Baha Blanca.
Los resultados y comparaciones con otras tecnicas: Random Search (RANDOM)
y Sumo Cycle Program Generator (SCPG) [12]; ponen de relieve las mejoras
signicativas obtenidas por nuestra propuesta en terminos de ujo de traco y
de tiempo medio de viaje.
El trabajo se organiza de la siguiente manera. En la Seccion 2, se presenta el
problema de la programacion optima de ciclos de luces en semaforos. La Seccion 3
describe nuestra estrategia de optimizacion. Las Secciones 4 y 5 presentan los
experimentos llevados a cabo y los subsecuentes analisis, respectivamente. Las
conclusiones se detallan en la Seccion 6.
2. Optimizacion de Programas de Ciclos en Semaforos
Los semaforos se situan en las intersecciones de las calles y controlan el ujo
del traco mediante sus programas de estados de colores y periodos de duracion.
Todos los semaforos en una misma interseccion estan gobernados por un progra-
ma comun. En nuestro modelo trabajamos exclusivamente con combinaciones
validas de estados de colores para cada interseccion.
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Figura 1. Programa de ciclos en un cruce
En este contexto, nuestro prin-
cipal objetivo consiste en encon-
trar programas de ciclos opti-
mizados (OPCS) para todos los
semaforos situados en una deter-
minada area urbana. Nos referi-
mos a los programas de ciclos (o
logicas de traco) como el periodo
de tiempo -en segundos- en el que
un conjunto de semaforos (en una
interseccion o cruce) permanecen
con sus estados de luces/colores.
2.1. Codicacion del OPCS
Para nuestra estrategia hemos
codicado el OPCS mediante un
vector de numeros enteros (posi-
tivos) siguiendo la estructura de SUMO para la programacion de ciclos, a traves
de la cual, cada elemento del vector (variable) representa una duracion de fase
de los semaforos implicados en una determinada interseccion (Figura 1).
2.2. Funcion de Fitness
Para evaluar cada programacion generada por nuestro algoritmo se ha for-
mulado la siguiente funcion de aptitud (a minimizar):
aptitud =
TV + TE + (ND  TS)
V 2 + P
(1)
El objetivo principal (Ecuacion 1) consiste en maximizar el numero de vehcu-
los que alcanzan sus destinos (V) mientras se minimiza el tiempo medio de viaje
de todos los vehculos (TV) durante el tiempo de simulacion (TS). El numero
de vehculos que llegan a sus destinos se eleva al cuadrado (V 2) para hacerlo
prioritario sobre los demas terminos y factores. El numero de vehculos que no
alcanzan sus destinos durante la simulacion (ND) debe ser minimizado. El tiem-
po medio de viaje se reere a la agregacion de los tiempos de viaje de todos los
vehculos que alcanzan sus destinos durante el tiempo de simulacion. Por el con-
trario, los vehculos que no completen sus viajes seran considerados con tiempo
de viaje igual al tiempo de simulacion. Otro importante termino considerado en
esta funcion es el estado en el que los semaforos estan en un preciso momento, ya
que este inuencia el tiempo que cada vehculo debe parar y esperar (TE), con
el consecuente retardo en su propio tiempo de viaje. Finalmente, una proporcion
bien balanceada de colores en las duraciones de fase de los estados debera pro-
mocionar aquellos estados con mas semaforos en verde situados en vas o calles
con un gran numero de vehculos circulando, y los semaforos en rojo situados
en calles con un bajo volumen de traco. La proporcion de colores en cada fase












Donde vk;j es el numero de semaforos en verde y rk;j es el numero de
semaforos en rojo en el estado j (con duracion de fase dk;j) y en la intersec-
cion k. Para evitar la division por cero se uso rk;j igual a 1 como valor mnimo.
3. Estrategia de Optimizacion
Nuestra estrategia se compone por dos partes principales: la optimizacion con
PSO y la simulacion con SUMO. El algoritmo de PSO [11] es una metaheurstica
poblacional inspirada en el comportamiento social de las bandadas de aves y
las agrupaciones de individuos en general. En PSO, cada solucion potencial al
problema se codica mediante la posicion de una partcula y a la poblacion
de partculas se le llama cumulo o enjambre (swarm). Para el desarrollo de
nuestro PSO hemos seguido las especicaciones del estandar de 2007 [13]. En
este algoritmo, cada posicion de partcula xi se actualiza en cada iteracion g







vig+1 = w  vig + U [0; '1]  (pig   xig) + U [0; '2]  (bng   xig) (4)
En esta formula, pig es la mejor solucion personal que la partcula i ha encon-
trado durante su proceso, bng es la mejor partcula en un vecindario de n partculas
(conocida como el mejor social) aleatoriamente seleccionado (distribucion uni-
forme) del cumulo y w es el factor de inercia de la partcula (que controla el
balance entre exploracion-explotacion). Por ultimo, '1 y '2 son los coecientes
de aceleracion, los cuales controlan el efecto relativo de los mejores personal y
social de la partcula, mientras que U [0; 'k] es un valor aleatorio uniforme en el
intervalo [0; 'k]; k 2 1; 2. Este ultimo se genera de nuevo para cada componente
en el vector de velocidad y para cada iteracion. Debido a que el OPCS se cod-
ica mediante vectores de numeros naturales (representando ciclos de duracion
de fase), hemos utilizado el metodo de cuanticacion (quantisation) provisto por
el estandar PSO 2007 [13]. El metodo de cuanticacion se aplica a cada nueva
partcula (Ecuacion 3) y transforma las variables continuas a discretas. Basica-
mente consiste en un cuanticador uniforme de Mid-Thread como se especica
en la Ecuacion 5. El paso de cuanticacion esta inicializado como  = 1.
Q(x) =   bx=+ 0;5c (5)
Algoritmo 1 Estandar PSO 2007 para OCP
1: inicializaCumulo()
2: while g < maxIteraciones do








g; '1; pg; '2; b
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g+1)) //Eqs. 3 y 5






El pseudocodigo mostrado en Algoritmo 1 describe el Estandar PSO 2007
para OCPS. El mismo comienza con la inicializacion de las partculas del cumulo
(Lnea 1). Los elementos correspondientes de cada posicion de partcula (solu-
cion) son inicializados con valores aleatorios representando las duraciones de
fase. Estos valores son generados en el intervalo de tiempos [5; 60] 2 Z+. Para
un numero maximo de iteraciones, cada partcula se mueve a traves del espacio de
busqueda mediante la actualizacion de su velocidad y posicion (Lneas 4, 5, y 6),
se evalua (Lnea 7) y su mejor posicion personal se actualiza tambien (Lnea 8).
Finalmente, el algoritmo devuelve como resultado la mejor partcula encontrada
durante todo el proceso de optimizacion. La simulacion se utiliza para asignar
un valor cuantitativo de aptitud a las soluciones codicadas en las partculas,
para un determinado escenario urbano. As, cuando el algoritmo PSO genera una
nueva solucion con un nuevo programa de ciclos, se inicia SUMO para simular la
instancia con calles, direcciones, obstaculos, semaforos, vehculos, velocidades,
rutas, etc., respecto al nuevo programa de ciclos. Tras la simulacion, SUMO de-
vuelve los valores necesarios para computar la funcion de aptitud (Ecuacion 1).
4. Experimentos
Para este trabajo nos hemos basado en un escenario generado a partir de
informacion real en mapas digitales. Este escenario cubre un area de aproxi-
madamente 0;42 km2 y esta fsicamente localizado en la ciudad de Baha Blan-
ca, Argentina. La ilustracion de la Figura 2 muestra el area seleccionada para
Baha Blanca tratada con sus correspondientes capturas de Google Maps, Open-
StreetMap y SUMO, describiendo el proceso de generacion de los escenarios ur-
banos.
Figura 2. Plaza Rivadavia vista con Google
Maps, Openstreetmap y SUMO
El area urbana seleccionada se en-
cuentra enmarcada por la Plaza Ri-
vadavia, esta plaza se encuentra
situada en el centro comercial de
la ciudad de Baha Blanca (Figu-
ra 2). Se seleccionaron 53 intersec-
ciones a su alrededor. Las calles for-
man una conformacion regular de
grilla de bloques, caracterstico de
las ciudades de Argentina. Excepto
Avda. Colon y Alem la mayora de
las calles poseen un solo sentido con
el contrario en las calles aleda~nas.
Mejorar el ujo de traco en esta
zona eliminara problemas de con-
gestion debidos principalmente a lo
angosto de sus calles y la imposi-
bilidad de realizar una profunda reestructuracion en las mismas. El Cuadro 1
contiene la combinacion de logicas de traco y vehculos utilizada para cada in-
stancia en el escenario de la Plaza Rivadavia. En total son 9 instancias con 20,
30 y 40 logicas de traco que consideran el estado actual de la red de traco y la
generacion de semaforos nuevos en intersecciones que actualmente no los poseen.
Cada uno de los vehculos recorre su propia ruta desde el origen hasta su destino
circulando con una velocidad maxima de 50 km=h. Las rutas fueron generadas a
priori aleatoriamente. El tiempo de simulacion es de 500 segundos para cada in-
stancia. Cuando un vehculo abandona el recorrido del escenario, ya no volvera a
aparecer de nuevo durante la simulacion. Para la ejecucion del algoritmo hemos
utilizado la implementacion en C++ de PSO que provee la biblioteca MALLBA
[6]. La fase de simulacion se realiza mediante el simulador SUMO en su version
0.12.0 para Linux. Los experimentos se realizaron en las computadoras de los
laboratorios del Departamento de Lenguajes y Ciencias de la Computacion de la
Universidad de Malaga, Espa~na. La mayora de estas maquinas estan equipadas
con procesadores dual core, con 1GB de RAM y sistema operativo Linux Devian.
Todas ellas operan bajo la plataforma middelware Condor [14], que actua como
un planicador de tareas distribuido (cada tarea se encarga de una ejecucion
independiente de PSO).
Cuadro 1. Instancias














Cuadro 2. Parametros de Simulacion
y de PSO
Fase Parametro Valor
Tiempo de Simulacion (pasos) 500 s
Area de Simulacion 0,42 km2
Simulacion Numero de Vehculos 100/300/500
Velocidad de Vehculo 0-50 km=h
N. de Intersecciones 20/30/40
Max. N. de Evaluaciones 30.000
Tama~no del Cumulo 100
Tama~no de Partcula 88/136/176
PSO Coeciente Local ('1) 2,0
Coeciente Social ('2) 2,0
Maximo de Inercia (wmax) 0,5
Mnimo de Inercia (wmin) 0,1
Para cada instancia se realizaron 30 ejecuciones independientes de nuestro
PSO. El tama~no del cumulo es de 100 partculas, realizando 300 iteraciones de
optimizacion (resultando de esta manera unas 30.000 evaluaciones) por ejecu-
cion. Como ya comentamos en la seccion anterior, el tama~no de la partcula
depende directamente del numero de semaforos de la instancia. Los parametros
estan resumidos en el Cuadro 2, siendo estos el resultado de ejecuciones prelim-
inares de nuestra estrategia de optimizacion con el escenario de Baha Blanca,
30 logicas de traco y 300 vehculos en circulacion. Respecto a los parametros
especcos de PSO, se utilizaron aquellos recomendados en el estudio sobre la
convergencia de este algoritmo en [15] y que se pueden ver en el Cuadro 2.
Algoritmo 2 Pseudocodigo de RANDOM
1: inicializaSolucion(x)
2: i 0
3: while i < maxEvaluaciones do
4: genera(xi) //nueva solucion
5: if f(x)  f(xi) then
6: x xi
7: end if
8: i i+ 1
9: end while
Con el n de poder establecer comparaciones, hemos implementado ademas
un algoritmo de Random Search, tambien en el ambito de la biblioteca MALLBA
(Algoritmo 2). El numero maximo de evaluaciones a realizar por RANDOM
fue tambien iniciado a 30.000. Por otra parte, SUMO provee de un algoritmo
determinista para la generacion de programas de ciclos (SCPG) que consiste
basicamente en asignar a las duraciones de fase de los semaforos nuevos valores en
el rango [6,31], de acuerdo a tres factores diferentes: a) La proporcion de estados
en verde de las fases, b) el numero de vas de entrada en las intersecciones, c)
el tiempo de frenado de los vehculos cuando se acercan a los semaforos. La
informacion completa sobre el funcionamiento del algoritmo SCPG puede ser
encontrada en [12].
4.1. Resultados y Comparaciones
En primer lugar, en esta seccion analizamos el comportamiento interno de
nuestro PSO en la programacion optima de ciclos de semaforos.
Gracamente, en la Figura 3(a) podemos observar las trazas de progreso de
las 30 ejecuciones independientes de PSO en la planicacion de la instancia de
Baha Blanca con 500 vehculos en circulacion y 40 logicas de traco. Todas
las soluciones nales resultaron con cierta dispersion en cuanto a la calidad del
tness y en cuanto a su composicion. En terminos de convergencia y robustez,
estas son caractersticas deseables ya que as podemos ofrecer a los expertos en
el area un conjunto variado de programas de ciclos desde un estado inicial de la
optimizacion.

















(a) Trazas de progreso de PSO para


























Histograma de la Evolución del Fitness
(b) Histograma de valores de aptitud del
cumulo completo para 30 logicas de traco y
500 vehculos
Figura 3. Resultados sobre distintas instancias de Baha Blanca
Respecto a cada ejecucion independiente, la Figura 3(b) muestra un ejemplo
representativo de traza donde podemos observar la frecuencia absoluta de la dis-
tribucion de tness del cumulo completo. En concreto, se reere a una ejecucion
de nuestro PSO en la resolucion del escenario con 30 logicas de traco y 500
vehculos. En esta graca, las partculas iniciales presentan valores de aptitud
diversos y altos (' 7), para ir convergiendo durante la segunda mitad del pro-
ceso de optimizacion hacia soluciones con valores de aptitud ( 1) similares y
bajos. En esta ejecucion especca, 475 vehculos alcanzaron su destino de los
500 (95%) antes de los 500 segundos. Este comportamiento es similar para todas
las ejecuciones independientes del PSO.
En cuanto a los resultados generales, el Cuadro 3 contiene la media de los
valores de aptitud obtenidos (en las 30 ejecuciones independientes) por la estrate-
gia propuesta para todas las instancias. Junto a estos se presentan en el mismo
cuadro los resultados referentes a los algoritmos RANDOM y SCPG. De este
modo, podemos comprobar que PSO obtuvo los mejores resultados (en negrita).
Hemos aplicado diferentes t-tests [16] a los valores numericos y las distribuciones
de los resultados. El nivel de conanza utilizado fue del 95% (p-value=0,05), lo
cual nos permite asegurar que dichas distribuciones son estadsticamente difer-
entes si los test resultan con un p-value<0,05. Efectivamente, el t-test para mues-
tras independientes aplicado a las distribuciones de PSO y RANDOM (Cuadro 3)
resulto con p-values  0,05, para las tres instancias: 20, 30 y 40. De manera
similar, el t-test para una muestra aplicado a la media de la distribucion de PSO
contra el valor de SCPG tambien resulto con p-values  0,05. Por tanto, pode-
mos destacar que PSO obtuvo resultados estadsticamente mejores que los otros
dos algoritmos comparados: RANDOM (con busqueda totalmente estocastica)
y SCPG (determinista).
Cuadro 3. Valores medios de aptitutd obtenidos por PSO, RANDOM y SCPG para




PSO RANDOM SCPG PSO RANDOM SCPG PSO RANDOM SCPG
20 1.64E+00 2.91E+00 2.38E+00 8.40E-01 1.45E+00 9.24E-01 7.93E-01 1.51E+00 9.56E-01
30 1.80E+00 3.11E+00 2.45E+00 9.09E-01 1.65E+00 9.57E-01 8.79E-01 1.72E+00 9.89E-01
40 1.79E+00 3.08E+00 2.49E+00 9.11E-01 1.75E+00 9.76E-01 8.96E-01 1.74E+00 9.93E-01
5. Analisis de los Programas de Ciclos Resultantes
Para cara iteracion de PSO y cada partcula del cumulo, hemos tomado
toda la informacion obtenida de cada simulacion realizada. Esta informacion
consiste en el numero de vehculos que alcanzan su destino durante el tiempo de
simulacion, la duracion media de sus viajes y el momento en el que abandonaron
el escenario. De esta forma podemos distinguir la mejora progresiva en el ujo
del traco con respecto a las soluciones iniciales.
En la Figura 4(a) se muestra la traza (ejecucion de la mediana) respecto
al numero de vehculos que alcanzaron sus puntos de destino (curva continua
superior) versus el numero de vehculos que no alcanzaron sus destinos (curva
discontinua inferior). Los resultados de SCPG estan mostrados para la misma
instancia mediante lneas rectas discontinuas. En terminos de ujo de traco,































(a) Numero de vehculos que llegaron (no
llegaron)



























(b) Tiempo medio de viaje
Figura 4. Analisis de los tiempos de viaje y vehculos que alcanzaron su destino
280 vehculos de los iniciales 300 (93.33%) nalizaron satisfactoriamente sus
trayectos. Mas aun, en las soluciones nales de PSO, una media de 275 vehculos
completaron sus viajes (media de 30 ejecuciones). Esto ultimo contrasta con los
99 vehculos que completaron sus trayectos con el programa de ciclos de SCPG,
resultado una mejora del 58.66% de PSO sobre SCPG. La Figura 4(b) nos
muestra la traza del tiempo medio de viaje empleado por los vehculos con los
programas de ciclos generados por PSO durante todas las evaluaciones de una
ejecucion. En este caso, el tiempo de viaje es cada vez mas corto a medida que
el algoritmo alcanza su condicion de parada.
6. Conclusiones
En este trabajo presentamos una estrategia de optimizacion basada en PSO
para encontrar programas de ciclos de semaforos de manera automatica. Los
experimentos y analisis realizados con el sistema propuesto se presentan desde
dos enfoques diferentes: el comportamiento de la tecnica de optimizacion uti-
lizada y la calidad de las soluciones generadas en el dominio de la planicacion
de semaforos. Nuestra estrategia muestra un comportamiento satisfactorio en
escenarios de dise~no realista. Para las tres instancias estudiadas, nuestro PSO
obtiene resultados estadsticamente mejores que los otros dos algoritmos com-
parados: el generador de programas de ciclos de SUMO (SCPG) y el de Random
Search. Ademas, las soluciones nales obtenidas por PSO mejoran tanto en el
numero de vehculos que llegan a sus destinos como en la duracion de viaje.
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