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Introduction
We consider a linear ill-posed operator equation and the solution f 0 ∈ L 2 (0, 1) of (1.1) exists and is unique.
Let f nλ be the regularized solution defined as the solution of the regularization problem
where W is a Hilbert space of smooth functions, for example the Sobolev space W m,2 [0, 1] . It is well known that the accuracy of the regularized solution depends greatly on the choice of the regularization parameter λ > 0.
We consider a parameter selection method proposed independently by Raus [17, 18] and Gfrerer [4] (see also [3] ), which we call the minimum bound method. This method was originally introduced and analysed for problems involving continuous data with deterministic error. In that framework, the given data function g δ is assumed to satisfy ∥g − g δ ∥ H ≤ δ, where K : W → H for some Hilbert space H, and the regularized solution f δ λ solves (1.2) with the first term replaced by ∥Kf − g δ ∥
2
H . The method chooses the regularization parameter to be the value that minimizes a certain approximate upper bound on the error ∥f δ λ − f 0 ∥ W . As shown in [4] , the minimum bound method has the desirable property that it achieves the optimal decay rate for ∥f δ λ − f 0 ∥ W of O(δ 2/3 ), for "smooth" f 0 , as δ → 0. See also [7, 8] for a similar approach using finite dimensional regularization.
In this paper, we adapt and analyse the minimum bound method in the discrete probabilistic framework above involving random errors ϵ i . For this probabilistic case, it is known (see [1, 10, 16] ) that if the regularization parameter λ = λ(n) → 0 as n → ∞ but not too quickly, then
where E denotes expectation. The optimal rate is given in Section 2. Also in this section are the assumptions that will be used for the asymptotic results.
In Section 3, we define a family of loss functions ER µ (λ), µ ≥ 0, which includes the risk (see [12] )
and an approximation ER 1 (λ) of EL 1 (λ). Then we define a corresponding family of random functions U µ (λ) that are unbiased estimates of ER µ (λ). The minimizerλ U0 of U 0 (λ) has been proposed as a parameter choice method (see [2, 9] ) and is called the unbiased risk estimate. We call the minimizerλ U1 of U 1 (λ) the unbiased error estimate.
In Section 4, the minimum bound method is adapted to the discrete, probabilistic setting resulting in an estimateλ B defined as the minimizer of a certain function B(λ) (see (4.4) ).
The corresponding "expected" estimate λ B is defined as the minimizer of EB(λ). As in the deterministic case, the method involves a free parameter γ ≥ 1.
In Theorem 5.1, it is shown that if γ = 2, then for a range of λ → 0 as n → ∞, the function B(λ) approximately tracks U 1 (λ), soλ B is related toλ U1 . Theorem 5.2 shows that for γ = 2
and "smooth" f 0 , λ B is weakly asymptotically optimal with respect to EL 1 (λ), i.e. there is a sequence λ B = λ B (n) such that the inefficiency
as n → ∞. From Corollary 5.1, λ B has the optimal rate of decay as n → ∞. See [12, 13] for similar results about other parameter choice methods.
The results of numerical simulations for the minimum bound method, the unbiased risk and unbiased error methods, and other prominent methods are reported in [15] . Also in [15] is an asymptotic analysis of the variability of each of the estimates and a derivation of upper and lower bounds on λ B for fixed n.
Preliminaries
Denoting the usual Euclidean inner product and norm on R n by (·, ·) and ∥ · ∥ respectively, the first term of (1.2) can be written as
2) has a unique solution f nλ defined by the equation
where K * n : R n → W is the adjoint of K n with respect to the inner product n
The regularized solution can also be expressed in a known computable form as follows (see [20, 21] ). Assume henceforth that for each
where Q n = nK n K * n is the n × n matrix with entries [Q n ] ij = (η i , η j ) W . We will assume that Q n is non-singular and the kernel Q(x, y) defined by
We now describe the framework and assumptions for our asymptotic analysis, which are the same as those used in [11, 12, 13] . Assume that the empirical distribution function F n of the points To describe the "smoothness" class of f 0 , we define spaces W β , as in [10, 12] , by
These are the same as the spaces W β used in [12] , with equivalent norms. Note that W 1 = W with the same norm.
For convenience we will write a n ≈ b n if there exist c 1 ,
and a n ∼ b n if a n /b n → 1 as n → ∞.
Assumption 1.
The errors ϵ i are uncorrelated random variables with mean Eϵ i = 0 and variance Eϵ
Under these assumptions, the loss function EL 1 (λ) defined in (1.3) has a known asymptotic behaviour as n → ∞ (see [1, 10, 16] ). To obtain estimates of EL 1 (λ), it is first decomposed using Assumption 1 as
where the first term on the right hand side is the squared bias and the second term is the variance of f nλ with respect to ∥ · ∥ W . Under the conditions of Corollary 3.1 in [12] , there is a sequence
and
Note that the decay rate for [EL 1 (λ W )] 1/2 is the same as the optimal rate ∥f
in the deterministic case (see [6] ), if we set δ
Let A be the influence matrix defined by Ay = K n f nλ for any data vector y. From (2.2) it is
From the definition, n −1 Q n is symmetric and positive definite, and therefore it has eigenvaluesλ i such thatλ 1 ≥λ 2 ≥ · · ·λ n > 0 and corresponding eigenvectors
Then it is easy to show that
Define the functions µ 1 (λ) and µ 2 (λ) by
These functions are important in the asymptotic analysis of parameter choice methods. From 
Unbiased error estimate
The loss functions EL 1 (λ) and ER(λ) can be regarded as two cases from a family of loss functions that we now describe (see also [9] ). For µ ≥ 0, define a class of inner products and norms on R
and ∥z∥ 2 µ = (z, z) µ . These norms can be thought of as discrete versions of the H µ norms defined in [10, 11] as
Note that for µ = 0, we have
and similarly ∥h∥
The case with µ = 1 is also special as follows. Let P : W → W be the orthogonal projection onto span{η i , i = 1, . . . , n}. Using the definition of η i , it is easy to show that P is given by
It is known (see [19, 14] ) that, under certain assumptions on the kernel Q, the projection error
W . Moreover, since P f nλ = f nλ and P is orthogonal, we always have
where g = (g(x 1 ), . . . , g(x n )) T . Therefore, minimizing ∥K n f nλ − g∥ 
From above, ER 0 (λ) is simply the risk ER(λ), ER 1 (λ) is an approximation of EL 1 (λ) and the minimizer of ER 1 (λ) is the same as the minimizer of EL 1 (λ).
The next result will be used often in what follows.
LEMMA 3.1 If the errors
Proof. Let X i = n −1 (ϵ,φ i ) and Y i = n −1 (y,φ i ). From Assumption 1, clearly EX i = 0 and so
so X i are uncorrelated and EX
From (3.3), Assumption 1, Lemma 3.1 and the definition of A, we have
Now we define a family of parameter choice methods for µ ≥ 0 based on an unbiased estimate of the loss function ER µ (λ). Define the random function U µ (λ) by
Proof. Using Lemma 3.1, we have
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Since U µ (λ) is an unbiased estimate of ER µ (λ), it is natural to consider choosing the regularization parameter as the minimizerλ Uµ of U µ (λ) over λ > 0. Then the corresponding "expected" estimate λ Uµ , defined as the minimizer of EU µ (λ), is of course equal to the minimizer of ER µ (λ). By differentiating U µ (λ) and equating the derivative to zero,λ Uµ satisfies the equation
where
When µ = 0, we have EU 0 (λ) = ER 0 (λ) = ER(λ), and this parameter choice method is called the unbiased risk estimate. It was proposed in this general context in [2, 9] . For µ = 1, from (3.2),
so λ U1 = λ W , the minimizer of EL 1 (λ), and we callλ U1 the unbiased error estimate.
Minimum bound method
First we describe the minimum bound method under the deterministic assumption that n −1/2 ∥g− y∥ ≤ δ. Let f nλ and f 0 nλ be the regularized solutions corresponding to data y and g respectively. As in the continuous case (see [4] ), but with K n in place of K, we have, for any γ ≥ 1, 1) and the minimizer over λ > 0 of the upper bound (4.1) is defined by the equation
This is not practical since g is not known. However, substituting y for g in this equation, we have the practical choice of λ defined by
The bound (4.1) can be written as
If we substitute y for g in (4.3) and minimize the resulting approximate bound, then, since
is not hard to check that we obtain (4.2). The approximate version of (4.3) is equal to
n y is known to be the unique element in W of smallest W norm satisfying the interpolation condition K n f I = y. Thus the parameter chosen is the minimizer of the function
where we also used (3.1).
Now we suppose that the errors ϵ i , i = 1, . . . , n, are random variables as in Assumption 1, with known variance σ 2 . Then clearly En −1 ∥ϵ∥ 2 = σ 2 , and the minimum bound method can be adapted by simply replacing δ 2 by σ 2 . So we choose the parameter to be the minimizerλ B over λ > 0 of the function
where we used the spectral decomposition of n
Also define the "expected" estimate λ B to be the minimizer of EB(λ), and so λ B satisfies the equation EG B (λ) = σ 2 . Note that from Lemma 3.1,
then (4.5) has a unique solutionλ B , which minimizes B(λ)
and the result for λ B follows like forλ B .
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Asymptotic properties
First we show that asymptotically, as n → ∞, the minimum bound method is closely related to the unbiased error method.
THEOREM 5.1 Suppose that Assumptions 2 and 3 hold. If α
Proof. From (3.6) and (4.5), we get
, and the first part of the result follows. The second part involving expectation is proved in the same way.
If γ = 2, then from (4.4) and (3.5), some algebra gives
The result follows since B(λ) ≥ 2σ 2 λ −1 and µ 1 (λ) = o(1) from (2.4). 
and assume that λ * W ≥ α n . Then, with γ = 2, there exists a constant C and a sequence λ B = λ B (n) of minimizers of EB(λ) over λ ≥ α n such that λ B → 0 as n → ∞ and
The same result holds for the loss function ER 1 (λ).
Proof. With γ = 2, from (3.2), (3.4) and (4.6), we have
Therefore, using (2.4), as n → ∞ 
uniformly in λ ∈ [α n , ∞). Hence, combining (5.1) and (5.2), there exists a constant C > 0 such that
and is finite. From (5.3) and Corollary 3.1 in [12] , as n → ∞
This implies that λ B → 0 as n → ∞ since, from Proposition 3.1 in [12] ,
for some constant C 1 . In addition, from (5.3), we have and the result follows.
The same argument can be applied to give the result for the loss function ER 1 (λ). The bound corresponding to (5.2) follows since, from (3.4), (3.1) and the fact that P f nλ = f nλ , we have
and the last term is estimated in (5.2).
(b) From (5.1) and (5.2), we have
Let λ B be the minimizer of EB(λ) over λ ≥ α n and let Here the last equality is obtained using the integration formula (see [5] , Section 3.241, no. 4, p. 
