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Abstract. We formulate the inverse spectral theory of infinite gap Hill’s operators with
bounded periodic potential as a Riemann–Hilbert problem on a typically infinite collection
of spectral bands and gaps. We establish a uniqueness theorem for this Riemann–Hilbert
problem, which provides a new route to establishing unique determination of periodic po-
tentials from spectral data. As the potential evolves according to the KdV equation, we
use integrability to derive an associated Riemann–Hilbert problem with explicit time de-
pendence. Basic principles from the theory of Riemann–Hilbert problems yield a new char-
acterization of spectra for periodic potentials in terms of the existence of a solution to a
scalar Riemann–Hilbert problem, and we derive a similar condition on the spectrum for the
temporal periodicity for an evolution under the KdV equation.
1. Introduction
A Hill’s operator is a one-dimensional Schro¨dinger operator with periodic potential,
(1) L : H2(R)→ L2(R) ,
(2) L = − ∂
2
∂x2
+ u(x),
where u ∈ L∞(R) is real valued with period T . The spectrum σ(L) is a half line with a
possibly countably infinite number of real open intervals (gaps) removed, with the endpoints
of the gaps lying at interlaced periodic and antiperiodic real eigenvalues [23]. To be explicit,
we write
(3) σ(L) =
∞⋃
n=0
[λ2n, λ2n+1]
E-mail addresses: nabelekp@oregonstate.edu.
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where {λn} is the nondecreasing sequence of the periodic/antiperiodic eigenvalues. Without
loss of generality we can assume λ0 = 0, because if this is not the case we can always make
the transformation to a new potential u˜ defined by u˜(x) = u(x)−λ0. It was proven by Simon
that a half line with countably infinite gaps is the generic case [27].
The 1-D Schro¨dinger equation and various versions of its spectral and inverse spectral the-
ory are elements of solution procedures for the Korteweg–de Vries Equation (KdV) equation,
ut − 6uux + uxxx = 0 .(4)
The operator L with potential u depending parametrically on t was discovered to have spectra
that remained constant as u evolved, and led to the Lax-pair formalism [5, 12]. Briefly, the
KdV equation (4) arises as the compatibility condition for a simultaneous solution of two
differential equations,
Lψ = λψ,(5)
ψt = Aψ,(6)
where the operator A takes the form
A = −4 ∂
3
∂x3
+ 6u(x, t)
∂
∂x
+ 3ux(x, t).(7)
When the potential u is assumed to be rapidly decaying as |x| → ∞, the scattering trans-
formation from quantum mechanics completely linearizes the flow, in the sense that the
reflection coefficient and the norming constants (associated to L2 eigenvalues) evolve from
their initial values in a simple manner, and the solution u(x, t) is determined via the inverse
scattering machinery. This connection has led, over the past 50 years, to many results con-
cerning the detailed analysis and asymptotic behavior of solutions to the KdV equation with
decaying boundary conditions, including soliton and multi-soliton solutions, small dispersion
behavior, and long-time asymptotic analysis. All of this work relies implicitly on analytical
results concerning the unique determination of the potential of the Schro¨dinger equation
from the associated scattering data.
When the potential u is periodic, the spectrum σ(L) is independent of t but σ(L) alone does
not uniquely determine the potential u. A well-posed inverse spectral problem is formulated
by considering σ(L) together with the spectrum of the operator
(8) L0 : H
2
0 ([0, T ])→ L2([0, T ])
defined as
(9) L0 = − ∂
2
∂x2
+ u(x),
where H20 ([0, T ]) is the Hilbert subspace of H
2([0, T ]) functions with Dirichlet boundary con-
ditions [22]. The spectrum σ(L0) consists of one eigenvalue µn in each (possibly degenerate)
gap [14]. A Dirichlet eigenfunction on (0, T ) extends naturally to a solution on R. When µn
is in the interior of a gap, the eigenfunction must either decay or grow as x→ +∞. We set
σn = 1 when the eigenfunction decays, and σn = −1 when the eigenfunction grows. We call
σn the signature of µn. For notational convenience, we set σn = 0 when µn is on a band end.
The potential u is uniquely determined by σ(L) together with σ(L0) and the signature σn
for each µn in the interior of the gaps. As u evolves in time according to the KdV equation,
the Dirichlet eigenvalues that reside within non-degenerate gaps are not constant, but evolve
in time, crossing back and forth across the gap.
INFINITE GAP HILL OPERATORS AND THE KDV EQUATION 3
The case of periodic solutions to the KdV equation is also well developed, and has an
enormous literature. A complete understanding of the collection of all “finite gap” solutions
(when the spectrum σ(L) has only a finite number of gaps) was established in the 1970s in
works of Novikov [15], Marchenko [16], Matveev [18], Its–Matveev [8, 9, 10], Dubrovin [2],
Lax [13], and McKean–van Moerbeke [22]. For further details on the history of the finite gap
theory see [1, 19]. A characterization of the spectra of infinite gap periodic Hill’s operators
was discovered by Marcˇhenko–Ostrovski˘i [17]. Analysis of the infinite-gap potentials contin-
ued with the work of McKean–Trubowitz [20, 21] who studied their geometry, constructed
an infinite-gap hyperelliptic function theory, and showed that for periodic C∞ initial data
the finite gap theory actually extends to the infinite gap potentials. Several different global
coordinate transformations have been constructed under which the KdV flow is mapped to
periodic flow on an infinite-dimensional torus, and this has led to KAM-type results concern-
ing perturbed KdV equations (see [11] and the many references contained therein). Ercolani
and McKean [4] discuss how the inverse scattering theory for Schro¨dinger operators on the
whole line with decaying potential and no bound states could be interpreted as a continuum
genus limit of the infinite gap theory of McKean and Trubowitz. Fast methods for computing
finite gap potentials using a Fourier series representation and fast Fourier transforms have
also been developed by Osborne [26], and he has applied these fast methods to time series
analysis of ocean waves.
For infinite gap potentials, computation of the map from spectral variables to the infinite
genus torus requires solving an infinite genus Jacobi inversion problem. The solvability of the
infinite genus Jacobi inversion problem leads to strong existence, uniqueness and qualitative
results for the behavior of periodic solutions to the KdV equation. However, it does not lead
to an effective way of solving the Cauchy problem for the KdV equation for generic bounded
initial data. This is because the infinite dimensional Riemann matrix needs to be explicitly
computed to use the Matveev–Its formula in the case of infinite genus hyper-elliptic surfaces.
In this paper we will present a Riemann–Hilbert problem formulation of the Cauchy prob-
lem for the KdV equation that applies to infinite genus initial conditions, and establish a
uniqueness result for the solution of this Riemann-Hilbert problem. The Riemann–Hilbert
problem avoids the requirement that the Riemann matrix be computed by inverting a period
matrix for a basis of abelian differentials on an infinite genus hyper-elliptic curve. The com-
plete set of spectral data Σ(u) can be computed if the fundamental matrix solution Y (x, λ)
is known. The building blocks for this Riemann-Hilbert problem are the Bloch–Floquet so-
lutions to Hill’s equation; these are constructed in Section 2 as solutions ψ+ and ψ− that
satisfy the initial condition
ψ±(0, λ) = 1,(10)
and the multiplicative condition
ψ+(x+ T, λ) = ρ(λ)ψ+(x, λ),(11)
ψ−(x+ T, λ) = ρ(λ)−1ψ−(x, λ),(12)
with ρ(λ) being the root of the characteristic polynomial (27) that satisfies |ρ(λ)| < 1. We
let Ψ denote the matrix fundamental solution built out of these two independent solutions.
If it is assumed µn ∈ (λ2n−1, λ2n), then it follows from the representation (31) appearing in
section 2 and analyticity properties of the constituent function of this representation that
the matrix Ψ(x, λ) has a pole at each Dirichlet eigenvalue µn; the poles could occur in either
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the first or second column, depending on whether ψ+ or ψ− is singular at µn. This singular
behavior is elaborated on in section 5.
In section 3 we establish the relevant asymptotic properties of the various solutions of Hill’s
differential equation that are used in subsequent sections. The eventual uniqueness theorem
established in Section 5 requires the use of the Phra´gmen–Lindelo¨f Theorem. To apply the
Phra´gmen–Lindelo¨f theorem, one must establish a bound of the form |f(λ)| ≤ Mec|λ|p in the
complex plane. In section 4 we prove some propositions that will then be used to establish
bounds of this form in sections 5 and 6.
We show in Section 5 that the Bloch–Floquet solutions can be recovered from the entries
of the first row of a solution to a Riemann-Hilbert problem. For brevity of presentation,
we will consider the generic case with no degenerate spectral gaps when we present the
Riemann–Hilbert problem here in the introduction. This Riemann–Hilbert problem will be
presented here in the introduction with a slightly different notation than in section 5. The
reason for the more complicated notation used in section 5 is to allow application to the
general case where degenerate gaps are allowed.
To give the Riemann–Hilbert problem we introduce some notation. We will use R+ to
refer to the closed positive real axis. Consider the functions f± defined on C determined by
the Dirichlet eigenvalues µn and signatures σn by
(13) f+(λ) :=
∞∏
n=1
σn=1
T 2
n2π2
(µn − λ),
(14) f−(λ) :=
∞∏
n=1
σn=−1
T 2
n2π2
(µn − λ).
We use f± to define a matrix function B defined on C \ R+ determined by the peri-
odic/antiperiodic eigenvalues λn, Dirichlet eigenvalues µn, and signatures σn by
(15) B(λ) =
i
√√√√√
∞∏
n=1
σn=0
T 2
n2π2
(µn − λ)
4
√
4(λ0 − λ)
∞∏
n=1
T 4
n4π4
(λ2n − λ)(λ2n−1 − λ)
(
f−(λ) 0
0 f+(λ)
)
.
The branches of the square root and the quartic root of the infinite products appearing in
B are defined explicitly in remark 5.6. The jump function V is defined on R+ \ {λn}∞n=0 and
determined by the same spectral data as B by
(16) V (λ) :=


(−1)k+m(λ)−1
(
0 i f
+(λ)
f−(λ)
if
−(λ)
f+(λ)
0
)
λ ∈ (λ2n−2, λ2n−1)
(−1)k+m(λ)e2iσ3
√
λx λ ∈ (λ2n−1, λ2n)
.
The jump function is defined in terms of the counting function m : R→ Z for the Dirichlet
eigenvalues on the edges of non-degenerate gaps given by
(17) m(λ) := |{n ∈ N : µn ≤ λ, σn = 0}|.
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The matrix σ3 =
(
1 0
0 −1
)
appearing in the definition of the jump matrix is the third Pauli
matrix, and should not be confused with the signatures σn. Finally, we define some discs
Dn with radius max{λ2n − λ2n−1}∞n=1 centered at (λ2n + λ2n−1)/2 for n ≥ 0 and centered at
λ0 = 0 for n = 0. We use the discs Dn to define the domain
(18) D = R+ ∪
∞⋃
n=0
Dn.
The Riemann–Hilbert problem is then
Riemann–Hilbert Problem 1.1. For some x ∈ R find a 2 × 2 matrix valued function
Φ(x, λ) such that:
(1) Φ(x, λ) is a holomorphic function of λ for λ ∈ C \ R+.
(2) Φ±(x, λ) are continuous functions of λ ∈ R+\{λn}∞n=0 that have at worst quartic root
singularities on {λn}∞n=0.
(3) Φ±(x, λ) satisfy the jump relation Φ+(x, λ) = Φ−(x, λ)V (x, λ).
(4) Φ(x, λ) has an asymptotic description of the form
(19) Φ(x, λ) =
(
1 1
−i√λ i√λ
)(
I +O
(√
λ
−1))
B(λ)
as λ→∞ with λ ∈ Ωs for some 0 < s < π8 .
(5) There exist positive constants c, and M such that |φij(x, λ)| ≤ Mec|λ|2 for all λ ∈ D.
We subsequently prove Theorem 5.11, which asserts that the first row of the solution Φ is
unique. Solutions ψ± to the Schro¨dinger equation −ψ±′′(x, λ) + u(x)ψ±(x, λ) = λψ±(x, λ)
and the potential u(x) can be computed from any solution to the Riemann–Hilbert problem
by
(20) ψ−(x, λ) = b11(λ)−1e−i
√
λxφ11(x, λ), ψ
+(x, λ) = b22(λ)
−1ei
√
λxφ12(x, λ),
and
(21) u(x) = 2i
√
λ
∂
∂x
lim
λ→∞
(
1− b11(λ)−1φ11(λ)
)
.
In this paper we rely on Bloch–Floquet theory to guarantee existence of solutions to the
Riemann–Hilbert problem. However, we briefly discuss extension of the uniqueness theory
of the first row of solutions to the Riemann–Hilbert problem in which λk and µj correspond
to a non-periodic potential, but the Riemann–Hilbert problem is assumed to have a solution.
If the Riemann–Hilbert has a solution, formulas still (20,21) gives pairs of solutions ψ± to
the Schro¨dinger equation and corresponding potential u(x). However, the solutions have no
interpretation in terms of Floquet theory. It seems likely that the potential u recovered from
the non-periodic spectral data has spectrum
(22) σ(L) =
∞⋃
n=0
[λ2n, λ2n+1]
although λj would have no interpretation in terms of periodic/antiperiodic eigenvalues.
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The bound in condition 5 is not common in the theory of Riemann–Hilbert problems. The
point of this bound is to allow application of the Phragme´n–Lindelof theorem in the proof
of uniqueness for the Riemann–Hilbert problem. This is necessary because the asymptotic
condition 4 is only uniform in λ as λ→∞ within Ωs (it has not been proven to be uniform
in x), which excludes a sector around the positive real axis.
In Section 6 we establish a Riemann-Hilbert characterization for the KdV equation with
periodic, smooth, infinite gap initial conditions - an existence theorem as well as a uniqueness
theorem. More precisely, we consider the evolution of u under the KdV equation, and study
the evolution of the normalized Bloch–Floquet solutions to Hill’s equation. As mentioned
above, the quantities ψ±(x, t, λ) possess poles at the Dirichlet eigenvalues, and these poles
move about in the gaps between spectral bands. While the quantities ψ±(x, t, λ) do not
simultaneously solve both differential equations in the Lax pair, we use the Lax pair to
deform them in such a way that the new quantities, ψ˘±(x, t, λ) do solve both differential
equations. Moreover, the poles of ψ˘±(x, t, λ) are also independent of time. And, finally,
these are explicitly related to Riemann-Hilbert problem 6.6, in which the dependence on x
and t is completely explicit. The existence theorem relies on well-known existence theory
for the KdV equation, and the uniqueness theorem is a slight extension of the uniqueness
theorem of Section 5.
In the case of finitely many gaps, Riemann-Hilbert formulations of the inverse problem have
been considered before. For example, in [28, 29] Deconinck and Trogdon used a Riemann-
Hilbert problem satisfied by Baker-Akhiezer functions, with an aim to numerical computation
of finite gap solutions of the KdV equation.
To reduce technical complications, in Section 6 we restrict our periodic potential to be C∞
to allow the use of known existence theorems. However, since we used very general bounds
on the potentials to derive the Riemann–Hilbert problem for the inverse spectral theory, we
believe the Riemann–Hilbert problem for solutions to the KdV equation should apply to
weak solutions with the periodic initial conditions in L∞(R).
In section 7 we use the results of sections 5 and 6 to sketch proofs of conditions for spatial
and temporal periodicity of solutions to the KdV equation. In section 8 we connect the
uniqueness results for the first row of solutions to Riemann–Hilbert problems 5.9 and 6.6
to a uniqueness results for the corresponding spatially periodic infinite gap Baker–Akhiezer
functions. Finally, in section 9 we discuss the relation of the infinite gap theory discussed in
this paper to the well known finite gap theory.
2. Floquet Theory
In this section we review some aspects of the forward spectral theory of Hill’s operators
that are relevant to our discussion of the inverse spectral theory in subsequent sections.
This review combines a combination of results from [23] and [14], and all but one of the
relevant proofs can be found in PN’s dissertations [24]. The forward spectral problem for
Hill’s operators can be solved by considering the behavior of solutions to Hill’s equation
(23) − y′′(x) + u(x)y(x) = λy(x)
with λ ∈ C. We will call the parameter λ appearing in Hill’s equation the spectral parameter.
To analyze Hill’s equation, we construct the matrix fundamental solution
(24) Y (x, λ) =
(
y1(x, λ) y2(x, λ)
y′1(x, λ) y
′
2(x, λ)
)
,
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where yi solve Hill’s equation and Y is normalized so that Y (0, λ) = I (the
′ indicates a
partial derivative with respect to x). The large |x| behavior of solutions to Hill’s equation is
intimately connected to the eigenvalue problem
(25) Y (T, λ)v = ρv,
because if ρ and v are an eigenvalue/eigenvector pair then
(26) y(x) = v1y1(x, λ) + v2y2(x, λ)
is a solution to Hill’s equation that factors as y(x) = ρxT
−1
p(x) for some function p with
period T . This fact is commonly known as the Bloch or Floquet theorem, and such a solution
y we will call a Bloch–Floquet solution.
The characteristic polynomial for the eigenvalue problem (25) is
(27) pc(ρ) = ρ
2 −∆(λ)ρ+ 1,
which has been written in terms of the Floquet discriminant ∆(λ) = Tr(Y (T, λ)). Since the
characteristic polynomial pc is of degree two with constant coefficient one, it has two roots
which are multiplicative inverse of each other. We define ρ(λ) to be the root of pc analytic
for λ ∈ C \ σ(L) such that |ρ(λ)| < 1 for λ ∈ C \ σ(L). This function has boundary values
(from above or below) on any subinterval of the spectrum of L, and the boundary values
(denoted ρ±) satisfy |ρ±(λ)| = 1 for λ ∈ σ(L). It is well known [23] that the condition
λ ∈ σ(L) is satisfied if and only if ∆(λ) ∈ [−2, 2]. The second root of pc for λ ∈ C \ σ(L)
is then necessarily ρ(λ)−1 which satisfies |ρ(λ)|−1 > 1. The roots ρ(λ) and ρ(λ)−1 can be
computed as the fixed points of the maps
(28) ρ→ 1 + ρ
2
∆(λ)
, and ρ→ ∆(λ)− 1
ρ
respectively.
The quadratic formula tells us that
(29) ρ(λ) =
∆(λ)−√∆(λ)2 − 4
2
for some choice of
√
∆(λ)2 − 4, and the reader may verify that √∆(λ)2 − 4 may be taken
to be holomorphic on C \ σ(L) and positive for λ < λ0. With this definition of
√
∆(λ)2 − 4,
we also have
(30) ρ(λ)−1 =
∆(λ) +
√
∆(λ)2 − 4
2
.
We will consider the family of Bloch–Floquet solutions ψ±(x, λ) to the Hill’s equation
uniquely determined by the condition ψ±(x+ T, λ) = ρ(λ)±1ψ±(x, λ) and the normalization
ψ±(0, λ) = 1. The functions ψ± can be expressed in terms of yi and ρ as
(31) ψ±(x, λ) = y1(x, λ) +
ρ(λ)±1 − y1(T, λ)
y2(T, λ)
y2(x, λ),
because the vector valued functions
(32) v±(λ) =
(
1,
ρ(λ)±1 − y1(T, λ)
y2(T, λ)
)T
solve (Y (T, λ)− ρ(λ)±1)v±(λ) = 0 for all λ ∈ C \ (σ(L) ∪ σ(L0)).
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Analyticity properties of ψ± in λ follow from the fact that the fundamental matrix solution
Y is entire, and the analyticity properties of the function ρ. This will be explored further
and used in Section 5.
The asymptotic behavior of the above Bloch–Floquet solutions is related to the potential
u by the following lemma, which is proved in section 3:
Lemma 2.1. For all s > 0 and fixed x, ψ±(x, λ) and ψ±′(x, λ) have asymptotic descriptions
of the form
(33) ψ+(x, λ) = ei
√
λx
(
1 +
1
2i
√
λ
∫ x
0
u(t)dt+ O(λ−1)
)
,
ψ−(x, λ) = e−i
√
λx
(
1− 1
2i
√
λ
∫ x
0
u(t)dt+O(λ−1)
)
,
and
(34) ψ+
′
(x, λ) = ei
√
λx
(
i
√
λ+O(1)
)
,
ψ−′(x, λ) = e−i
√
λx
(
−i
√
λ+O(1)
)
,
as λ→∞, valid for λ ∈ Ωs where
(35) Ωs := {λ ∈ C : |s < arg(λ) < 2π − s}.
Remark 2.2. In (35) we use the branch of the argument taking values in [0, 2π). We also
use this branch of the argument to define
√
λ in the previous lemma, so
√
λ takes values in
the upper half plane for λ ∈ C \ R+ and positive values for λ ∈ R+ \ {0}.
Hill’s equation has at least one bounded solution if and only if ∆(λ) ∈ [−2, 2]. In fact,
the existence of bounded solutions to Hill’s equation for a given λ is equivalent to saying
λ ∈ σ(L) by an argument based on the Weyl criterion (see [6] for example). The spectrum
σ(L0) is composed of the zeros of y2(T, λ). The results we will need on forward spectral
theory are summarized in the following theorem:
Theorem 2.3. Consider a Hill’s operator − ∂2
∂x2
+u(x) where u ∈ L∞ is periodic with period
T . The following are necessary conditions on the spectra σ(L) and σ(L0):
(1) There are infinitely many periodic eigenvalues {λ0} ∪ {λ4n−1, λ4n}∞n=1 and infinitely
many antiperiodic eigenvalues {λ4n−3, λ4n−2}∞n=1 of L that are all real and can be
ordered such that
(36) λ0 < · · · < λ2n−1 ≤ λ2n < λ2n+1 ≤ λ2n+2 < · · · .
(2) The spectrum σ(L) for the whole line problem is the union
(37) σ(L) =
∞⋃
n=0
[λ2n, λ2n+1].
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(3) The spectrum σ(L0) for the Dirichlet problem on [0, T ] is an increasing sequence
σ(L0) = {µn}∞n=1 where µn ∈ [λ2n−1, λ2n].
(4) λ2n−1, λ2n and µn have the large n asymptotic behavior
(38) λ2n−1, λ2n, µn =
n2π2
T 2
+
Q
T
+O(n−1)
where
(39) Q =
∫ T
0
u(x)dx.
Parts 1 and 2 are classical results that can be found in [23, chapter 2], part 3 is basic
Sturm–Liouville theory which is reviewed in [14, chapter 1] for example, and part 4 is a
corollary to a theorem by Borg stated in [23, page 39].
The Dirichlet eigenfunctions y2(x, µn) must also be Bloch–Floquet solutions. In fact:
Claim 2.4. The Dirichlet eigenfunction y2(x, µn) is a Bloch–Floquet solution with shift
eigenvalue y2
′(T, µn) = y1(T, µn)−1 = ρ(µn) or ρ(µn)−1.
Proof of Claim 2.4. The Dirichlet eigenfunction y2(x, µn) solves Hill’s equation with spectral
parameter µn, so y2(x + T, µn) also solves Hill’s equation with spectral parameter µn. The
space of solutions of Hill’s equation with spectral parameter µn is spanned by y1(x, µn) and
y2(x, µn), so y2(x + T, µn) = αy1(x, µn) + βy2(x, µn) for some constants α, β . Evaluation
of y2(x + T, µn) at x = 0 gives y2(T, µn) = α = 0. Differentiating both sides of y2(x +
T, µn) = βy2(x, µn) by x and evaluating the result at x = 0 gives β = y2
′(T, µn). Therefore,
y2(x, µn) is a Bloch–Floquet solution with shift eigenvalue y2
′(T, µn), so y2′(T, µn) = ρ(µn) or
y2
′(T, µn) = ρ(µn)−1 by the Floquet theorem. Then y1(T, µn) = ρ(µn)−1 or y1(T, µn) = ρ(µn)
respectively because det(Y (T, µn)) = y1(T, µn)y2
′(T, µn) = 1. 
Recall that the order r of an entire function f is defined [30, page 248] as
(40) r := inf{r0 > 0 : f(λ) = O(e|λ|r0 ) as λ→∞}.
In [23] they prove that yi(x, λ) and y
′
i(x, λ) are entire functions with orders at most
1
2
for all
x, and in fact y2(T, λ) and ∆(λ) are entire functions with orders
1
2
. By standard results from
complex analysis, one deduces from this that L has infinitely many periodic and antiperiodic
eigenvalues.
In [23] they also prove that: all zeros of y2(T, λ) are simple; ∆(λ) − 2 has simple zeros
at the periodic eigenvalues unless λ4n−1 = λ4n, in which case ∆(λ) − 2 has a multiplicity 2
zero at λ4n; ∆(λ) + 2 has simple zeros at the antiperiodic eigenvalues unless λ4n−3 = λ4n−2,
in which case ∆(λ) + 2 has a multiplicity 2 zero at λ4n−2. These facts, along with known
asymptotic behaviors as λ → ∞, allows us to conclude the following expansions by the
Hadamard factorization theorem [21]:
(41) y2(T, λ) =
∏
n≥1
T 2
n2π2
(µn − λ),
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(42) ∆(λ)− 2 = 2(λ0 − λ)
∏
n even
T 4
n4π4
(λ2n − λ)(λ2n−1 − λ),
(43) ∆(λ) + 2 = 2
∏
n odd
T 4
n4π4
(λ2n − λ)(λ2n−1 − λ).
Remark 2.5. We observe that the product expansion
(44)
√
∆(λ)2 − 4 = −2i
√
λ− λ0
∞∏
n=1
(−T 2
n2π2
)√
λ− λ2n−1
√
λ− λ2n
yields an explicit representation of the function
√
∆(λ)2 − 4 that is consistent with the def-
inition from formula (29). The square roots of the elementary factors are defined using the
branch of the square root discussed in remark 2.2.
We conclude this section by explicitly defining the spectral data that uniquely define the
potential u.
Definition 2.6. Let {En}2Gn=0 be the subsequence of {λn}∞n=0 such that the spectrum σ(L) is
the disjoint union
(45) σ(L) =
G−1⋃
n=0
[E2n, E2n+1] ∪ [E2G ,∞)
where the number of gaps G is either finite or countably infinite, and in the latter case the
interval [E2G ,∞) is not included. Let {µnk}Gk=1 be the subsequence of µn such that µnk ∈
[E2k−1, E2k], and let σn = −sgn(log(|y2′(T, µn)|)). We define the spectral data associated to
the potential u as
(46) Σ(u) := {E0} ∪ {E2k−1, E2k, µnk , σnk}Gk=1.
The reason for considering the new parameters Ek rather than λn in the spectral data
is that when a spectral gap closes the doubly degenerate periodic/antiperiodic eigenvalue
corresponding to the degenerate gap - which is also a Dirichlet eigenvalue - is set purely by
the band ends Ek. From the point of view of our Riemann–Hilbert problem, this is essentially
due to the cancellation that occurs in (15) in the degenerate cases. In other words, we need
to consider E2k−1, E2k and µnk , σnk instead of the full sequence λ2n−1, λ2n and µn, σn to end
up with an inverse problem that is not overdetermined in the degenerate cases.
In the above definition we use the convention that the sign function sgn takes values
1 on the positive numbers, −1 on the negative numbers and 0 otherwise. The spectral
interpretation of the signature σnk when σnk = ±1 is that y2(x, µnk) is then a Bloch–Floquet
solution with shift eigenvalue ρ(µnk)
σnk . The signature σn vanishes if and only if µn = λ2n−1
or µn = λ2n since in those cases ρ(µn) = ρ(µn)
−1 = ±1. Although knowledge that σnk = 0 is
redundant information, we include the signature in these cases for notational convenience.
If σnk = 1 or σnk = −1, then ψ+(x, µnk) or ψ−(x, µnk) is undefined respectively because it
is then impossible to make the normalization ψ+(0, µnk) = 1 or ψ
−(0, µnk) = 1 respectively.
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Similarly, if σnk = 0 then both ψ
±(x, µn) are undefined because on the band ends there is
only one linearly independent Bloch–Floquet solution [23, page 4].
A primary objective of the next few sections is to prove that the Bloch–Floquet solutions
of Hill’s equation yield a solution to a matrix Riemann-Hilbert problem. Toward that end,
we will first establish some asymptotic estimates concerning solutions of Hill’s equation, valid
for λ→∞, away from the positive real axis.
For simplicity of presentation we will assume that E0 = 0 for the remainder of the paper.
If E0 6= 0 one can always apply the arguments as presented in this paper to the shifted
potential u˜(x) = u(x)− E0.
3. Asymptotic Expansions of Bloch–Floquet Solutions
In this section we prove lemma 2.1, and some other useful asymptotic results. Let us
introduce the solutions y± to Hill’s equation with spectral parameter λ normalized by the
initial condition y±(0, λ) = 1 and (y±)′(0, λ) = ±i√λ. Then
(47) y±(x, λ) = y1(x, λ)± i
√
λy2(x, λ)
so y±(x, λ) exist, are unique, are holomorphic for λ ∈ C \ R+. Let m(x, λ) = ei
√
λxy−(x, λ)
and n(x, λ) = ei
√
λxy+(x, λ). Recall that we are using the non-principal branch of the
square root discussed in remark 2.2 that maps C \ R+ onto the upper half plane so that
ei
√
λx exponentially decays and e−i
√
λx exponentially grows as λ → ∞ for x > 0. This is
the branch of the square root determined by the branch of the argument mapping C onto
[0, 2π).
Proposition 3.1. Suppose that u ∈ L∞(R), then m(T, λ) and n(T, λ) are holomorphic
functions of λ for C \R+ such that for each s > 0 as λ→∞, λ ∈ Ωs, we have
(48) m(T, λ) = 1− 1
2i
√
λ
Q+O(λ−1),
n(T, λ) = O(λ−1), and m′(T, λ), n′(T, λ) = O(
√
λ
−1
). If we additionally assume that u has
a bounded second derivative, then
(49) n(T, λ) = − 1
4λ
u(0) +
1
8i
√
λ
3 (u
′(0) + u(0)Q) +O(λ−2),
(50) m′(T, λ) = − 1
2i
√
λ
u(0) +
1
4λ
(u′(0)− u(0)Q) +O(
√
λ
−3
),
(51) n′(T, λ) = O(
√
λ
−3
)
as λ→∞, λ ∈ Ωs.
Proof. The functions m and n solve the integral equations
(52) m(x, λ) = 1 +G(m)(x, λ), n(x, λ) = e2i
√
λx +G(n)(x, λ),
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where
(53) G(f)(x) =
∫ x
0
e2i
√
λ(x−t) − 1
2i
√
λ
u(t)f(t)dt.
The bound |e2i
√
λ(T−t) − 1| ≤ 2 for t ∈ [0, T ] implies
|Gn(g)(x)| ≤ 2
n
|√λ|n
∫ T
0
|u(t1)| · · ·
∫ tn−1
0
|u(tn)||g(tn)|dtn · · ·dt1(54)
≤ ‖u‖
n
L∞(R)2
nT n
|√λ|nn! ‖g‖L∞([0,T ]).
The bound (54) implies that the Neumann series
(55) m(x, λ) =
∞∑
j=0
Gj(1)(x, λ),
(56) n(x, λ) =
∞∑
j=0
Gj(e2i
√
λt)(x, λ)
converges uniformly to holomorphic functions that uniquely solve the integral equation for
m,n. The bounds
(57)
∞∑
n=2
|Gn(1)(x, λ)| ≤ C
′
|λ| exp
(
2‖u‖L∞(R)T |
√
λ|−1
)
following from (54) and∣∣∣∣G(1)(x, z) + 12i√λ
∫ x
0
u(t)dt
∣∣∣∣ =
∣∣∣∣∣
∫ x
0
e2i
√
λ(x−t)
2i
√
λ
u(t)dt
∣∣∣∣∣(58)
≤ e
−2|Im(√λ)|x
2|√λ| ‖u‖L∞(R)
∫ x
0
e2|Im(
√
λ)|tdt
≤ ‖u‖L∞(R)
sin(s)|λ|
imply that
(59) m(x, λ) = 1− 1
2i
√
λ
∫ x
0
u(t)dt+O(λ−1).
The sin(s) appears in (58) because |Im(√λ)| ≥ sin ( s
2
) |√λ| ≥ sin(s)
2
|√λ| for λ ∈ Ωs. This is
the first place we have used the condition λ ∈ Ωs in this proof.
Since e2i
√
λx ≤ e− sin(s)|Im(
√
λ)|x < 1, the function n(x, λ) is bounded for large λ. To show
that n(x, λ) = O(λ−1) for λ ∈ Ωs we note that from the exponential decay in e2i
√
λx and
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(54) implies that the only term in the Neumann series that could prevent n(x, λ) = O(λ−1)
is G(e2i
√
λt)(x, λ).
(60) G(e2i
√
λt)(x, λ) =
e2i
√
λx
2i
√
λ
∫ x
0
u(t)dt− 1
2i
√
λ
∫ x
0
e2i
√
λtu(t)dt.
The first term in (60) decays exponentially in Ωs while the argument behind (58) implies
that the second term in (60) is bounded as O(λ−1).
We also need control on m′(T, λ) and n′(T, λ). By differentiating both sides of the integral
equations for m and n we can bound m′(T, λ) and n′(T, λ) in terms of m(T, λ) and n(T, λ)
as
(61) m′(T, λ) =
∫ T
0
e2i
√
λ(T−t)u(t)m(t)dt,
and
(62) n′(T, λ) = 2i
√
λe2i
√
λT +
∫ T
0
e2i
√
λ(T−t)u(t)n(t)dt,
so
(63) |m′(T, λ)| ≤ 2‖u‖L∞(R)‖m(λ)‖L∞([0,T ])
sin(s)|√λ| ,
and
(64) |n′(T, λ)| ≤ 2|
√
λ|e− sin(s)|Im(
√
λ)|T +
2‖u‖L∞(R)‖n(λ)‖L∞([0,T ])
sin(s)|√λ| .
Therefore, m′(T, λ) and n′(T, λ) have the large λ asymptotic behaviors m′(T, λ) = O(
√
λ
−1
)
and n′(T, λ) = O(
√
λ
−1
).
The proof of the remaining estimates comes from applying integration by parts. For the
expansion for n we consider terms in the Neumann series. For the expansion of m′ and the
bound on n′ we plug the expansions for n and m into (61) and (62). 
Proposition 3.2. For all s > 0 the asymptotic expansion
(65) ∆(λ) = e−i
√
λT
(
1− 1
2i
√
λ
Q+O(λ−1)
)
is valid as λ→∞ for λ ∈ Ωs.
Proof of Proposition 3.2. The Floquet discriminant ∆(λ) = y1(T, λ) + y
′
2(T, λ) is expressed
in terms of m,n as
(66) ∆(λ) = e−i
√
λT
(
m(T, λ) +
n′(T, λ)−m′(T, λ)
2i
√
λ
)
.
14 INFINITE GAP HILL OPERATORS AND THE KDV EQUATION
Therefore, ∆(λ) has the large λ asymptotic description
(67) ∆(λ) = e−i
√
λT
(
1− 1
2i
√
λ
Q+O(λ−1)
)
for λ ∈ Ωs, where the O(
√
λ
−1
) correction term comes from (58). In particular, notice that
this asymptotic description implies that ∆(λ) has order at least 1
2
[30, page 248]. However,
∆(λ) also has order at most 1
2
, so ∆(λ) has order exactly 1
2
. 
Proposition 3.3. If u(x) ∈ L∞(R) then for all s > 0,
(68) ψ±x (0, λ) =
ρ(λ)±1 − y1(T, λ)
y2(T, λ)
= ±i
√
λ+O(
√
λ
−1
),
as λ→∞ for λ ∈ Ωs. If we additionally assume the u has a bounded second derivative then
for all s > 0,
(69) ψ±x (0, λ) =
ρ(λ)±1 − y1(T, λ)
y2(T, λ)
= ±i
√
λ± u(0)
2i
√
λ
+
ux(0)
4λ
+O(
√
λ
−3
),
as λ→∞ for λ ∈ Ωs.
Proof. From the definitions of ρ(λ) and ρ(λ)−1 in terms of contraction mappings, it is clear
that
(70) ρ(λ)−1 = ∆(λ) +O(∆(λ)−1),
(71) ρ(λ) = O(∆(λ)−1).
As λ → ∞ for λ ∈ Ωs, the O(∆(λ)−1) decay exponentially, and so does 1/y2(T, λ). The
asymptotic behavior of ψ+x is therefore determined by
(72) ψ+x (0, λ) = −
y1(T, λ)
y2(T, λ)
+O(
√
λ
−3
),
and the asymptotic behavior of ψ−x is determined by
(73) ψ−x (0, λ) =
∆(λ)− y1(T, λ)
y2(T, λ)
+O(
√
λ
−3
) =
y2x(T, λ)
y2(T, λ)
+O(
√
λ
−3
).
In terms of m and n we have
(74) − y1(T, λ)
y2(T, λ)
= i
√
λ
m(T, λ) + n(T, λ)
m(T, λ)− n(T, λ) = i
√
λ+ 2i
√
λ
∞∑
j=1
(
n(T, λ)
m(T, λ)
)j
.
Applying the expansions for n(T, λ) and m(T, λ) from proposition 3.1 into (74) give (68,69)
for the case of ψ+x (0, λ). In terms of m, m
′, n and n′ we have
(75)
y2x(T, λ)
y2(T, λ)
= −i
√
λ+
m′(T, λ)− n′(T, λ)
m(T, λ)− n(T, λ) .
Applying the expansions for n(T, λ), n′(T, λ), m(T, λ) and m′(T, λ) from proposition 3.1 into
(75) give (68,69) for the case of ψ−x (0, λ). 
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Proof of Lemma 2.1. The main difficulty in proving the theorem is dealing with the expo-
nentially decaying solutions in λ, because in these cases all the exponentially growing parts
of the y1(x, λ) and y2(x, λ) terms must cancel. We therefore must instead factor the solutions
into exponentially decaying and periodic parts. This proof also works for the exponentially
growing solutions, so we apply it for all cases of the expansions. To handle expansions for
both ψ+ and ψ− let us consider the z plane defined by z2 = λ and use the normalized
Bloch–Floquet solution ψ˜ and ρ˜ on the z plane defined in (143) and (144) but for z ∈ C. We
will justify an expansion for ψ˜(x, z) and then recover expansions for ψ+(x, λ) and ψ−(x, λ)
using ψ+(x, λ) = ψ˜(x,
√
λ) and ψ−(x, λ) = ψ˜(x,−√λ), where we should recall that our
choice of square root has a branch cut on the positive real numbers and takes values in
the upper half plane. It follows from |ρ(λ)| < 1 and |ρ(λ)−1| > 1 for λ ∈ C \ σ(L) that
|ρ˜(z)| < 1 for z ∈ C+ and |ρ˜(z)| > 1 for z ∈ C−. Let us fix some 0 < s < π
4
define the
domain Ω˜s = {z ∈ C : z2 ∈ Ωs}. The domain Ω˜s ⊂ C with sectors around the positive and
negative axes removed is used to get tight bounds on exponential integrals, and to make sure
exponentials of the form e±icz for c > 0 decay uniformly in C± ∩ Ω˜s as z →∞.
We must first derive some simple large z asymptotic descriptions following from (65). By
combining the fact that ρ˜(z) is a fixed point of the map ρ→ ∆(z2) + 1/ρ with |ρ˜(z)| > 1 for
z ∈ C− we find that
(76) ρ˜(z) = ∆(z2)(1 +O(∆(z2)−1)) = eizT
(
1 +
1
2iz
Q+O(z−2)
)
for z ∈ Ω˜s ∩ C−. It can be verified from the definition of ρ˜(z) in terms of ρ(λ) and ρ(λ)−1
that ρ˜(z) = ρ˜(−z)−1, which implies that the large z asymptotic description
(77) ρ˜(z) = eizT
(
1 +
1
2iz
Q+O(z−2)
)
as z →∞ valid for z ∈ Ω˜s. Applying a logarithm on both sides of (77) gives the asymptotic
description
(78) log(ρ˜(z)) = izT + log
(
1 +
1
2iz
Q +O(z−2)
)
= izT +
1
2iz
Q +O(z−2)
as z →∞ valid for z ∈ Ω˜s.
A bit of care must be taken in defining log(ρ˜(z)) and establishing (78), and the argument
requires that we consider the cases of z ∈ C+ ∩Ωs and z ∈ C− ∩Ωs separately. We will give
the argument for z ∈ C+ ∩ Ωs, and leave it to the reader to make the analogous argument
for z ∈ C− ∩Ωs. The function ρ˜(z) is nonzero in the simply connected domain C+ ∩Ωs and
ρ˜(z)→ 1 and z → 0 in C+ ∩ Ωs. We can therefore define the logarithm by
(79) log(ρ˜(z)) =
∫ z
0
1
ρ˜(z′)
dρ˜
dz′
(z′)dz′
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where the contour of integration from 0 to z lies in C+ ∩ Ωs. If follows from (29) and the
reality of ∆(λ) for λ ∈ R that ρ˜(z) is real for z ∈ iR+, and so log(ρ˜(z)) must also be real by
(79). Combining the fact that log(ρ˜(z)) must be real for z ∈ iR+ with (77), we see that the
dominant asymptotic behavior of log(ρ˜(z)) is given by izT , and that for large z we should
expand log
(
1 + 1
2iz
Q+O(z−2)
)
in (78) using the principle branch.
From (78) we derive the further asymptotic descriptions
(80) T−2 log(ρ˜(z))2 + z2 = QT−1 +O(z−1),
(81)
1
2 log(ρ˜(z))
=
1
2iz
T−1 +O(z−2),
and
ρ˜(z)xT
−1
= eizxexT
−1 log(1+ 12izQ+O(z
−2))(82)
= eizx
(
1 +
1
2iz
xT−1Q +O(z−2)
)
as z →∞ valid for z ∈ Ω˜s.
The function ψ˜(x, z) is a eigenfunction of the right shift operator ψ˜(x, z) → ψ˜(x + T, z)
with eigenvalue ρ˜(z), therefore
(83) ψ˜(x, z) = ρ˜(z)xT
−1
p(x, z)
where p(x, z) has period T . Moreover, plugging ρ˜(z)xT
−1
p(x, z) into Hill’s equation gives the
Sturm–Liouville differential equation
(84)
d
dx
(
ρ˜(z)2xT
−1 dp(x, z)
dx
)
= ρ˜(z)2xT
−1 (
u(x)− T−2 log(ρ˜(z))2 − z2) p(x, z)
for p(x, z). We can rewrite equation (84) in integral form as
p(x, z) =p(0, z) +
Tp′(0, z)
2 log ρ˜(z)
(
1− ρ˜(z)−2xT−1
)
(85)
+
T
2 log ρ˜(z)
∫ x
0
(
1− ρ˜(z)2(t−x)T−1
)
(u(t)−QT−1 + ǫ(z))p(t, z)dt
where ǫ is the O(z−1) error term in (80). From (83) we find p(0, z) = 1 and
(86) p′(0, z) = ψ˜′(0, z)− log(ρ˜(z))
T
.
Using (68) and (78) in the above formula for p′(0, z) implies the asymptotic behavior p′(0, z) =
O(z−1) as z →∞ for z ∈ Ω˜s.
The existence and uniqueness of the solution to equation (85) when z ∈ Ω˜s∩C is equivalent
to showing invertibility of
(87) (1− F ) : L∞[0, T ]→ L∞[0, T ] or (1− F ) : L∞[−T, 0]→ L∞[−T, 0],
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where
Ff(x) =
T
2 log ρ˜(z)
∫ x
0
(
1− ρ˜(z)2(t−x)T−1
)
(u(t)−QT−1 + ǫ(z))f(t)dt(88)
because p is periodic with period T . This just requires that we show that
∑∞
n=0 F
ng converges
for g ∈ L∞[0, T ] or g ∈ L∞[−T, 0] respectively.
Since |ρ˜(z)| < 1 for z ∈ C+ and |ρ˜(z)| > 1 for z ∈ C−, the bound
(89) |F ng(x)| ≤ (T
2‖u‖L∞(R) + T |Q|+ T 2|ǫ(z)|)n
| log ρ˜(z)|nn! ‖g‖L∞(I)
holds for z ∈ Ω˜s ∩ C− and x ∈ I = [0, T ] or z ∈ Ω˜s ∩ C+ and x ∈ I = [−T, 0]. We never
have to worry about log(ρ˜(z)) = 0 in the above bound because ρ˜(z) = 1 happens only at the
periodic eigenvalues which are real. Therefore, the Neumann series
(90) p(x, z) =
∞∑
n=0
F n(f)(x, z)
is the unique solution to (84) for z ∈ Ω˜s ∩ C, where from (85)
(91) f(x, z) = 1 +
Tp′(0, z)
2 log ρ˜(z)
(
1− ρ˜(z)−2xT−1
)
= 1 +O(z−2).
The estimate in (91) holds for z ∈ Ωs ∩ C− and x ∈ (0, T ). and for z ∈ Ωs ∩ C+ and
x ∈ (−T, 0).
There exists some radius R such that |ǫ(z)| ≤Mǫ and | log ρ˜(z)| ≥Mρ for z ∈ Ω˜s ∩ {|z| ≥
R} because of the asymptotic descriptions (78) and ǫ(z) = O(z−1). Therefore, by (89) and
(90) the bound
(92) |p(x, z)| ≤ exp
(
T 2‖u‖L∞(R) + T |Q|+ T 2Mǫ
Mρ
)
‖f(·, z)‖L∞(I)
where I = [0, T ] for z ∈ C− and I = [−T, 0] for z ∈ C+ holds for |z| ∈ Ω˜s ∩ {z ≥ R}. It
follows that p(x, z) is bounded at z →∞ in the desired domains.
Combing (91) with (89) and using (81) lets us conclude that F n(f)(x, z) = O(z−2) as
z →∞ for n ≥ 2, where z ∈ Ω˜s and x ∈ (0, T ] for z ∈ C− and x ∈ [−T, 0) for z ∈ C+. From
(81), (91) and ǫ(z) = O(z−1) we find
F (f)(x, λ) =
1
2iz
∫ x
0
(
1− ρ˜(z)2(t−x)T−1
)
(u(t)−QT−1)dt+O(z−2)(93)
=
1
2iz
∫ x
0
(u(t)−QT−1)dt+O(z−2).(94)
Therefore, the Neumann series solves for p and up to O(z−2) as
(95) p(x, z) = 1 +
1
2iz
∫ x
0
u(t)dt− xT
−1Q
2iz
+O(z−2)
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as z → ∞. By multiplying the asymptotic description (95) for p(x, z) by the asymptotic
description (82) for ρ˜(z)xT
−1
we find that ψ˜ has the asymptotic description
(96) ψ˜(x, z) = ρ˜(z)xT
−1
p(x, z) = eizx
(
1 +
1
2iz
∫ x
0
u(t)dt+O(z−2)
)
as z →∞ valid for z ∈ Ω˜s.
There are no obstacles to differentiating (96) term-by-term, so ψ˜x has the asymptotic
description
(97) ψ˜x(x, z) = ρ˜(z)
xT−1(log(ρ˜(z))T−1p(x, z) + px(x, z)) = (iz +O(1))eizx
as z →∞ valid for z ∈ Ω˜s. 
4. Phra´gmen–Lindelo¨f Theorem
One of the difficulties in dealing with the Riemann–Hilbert problem for infinite gap poten-
tials is that we will not be able to have uniform asymptotic bounds that hold as the complex
parameter approaches infinity in any direction. Instead our asymptotic descriptions will only
be valid in regions which exclude some sector containing the positive semiaxis. To be able
to apply Liouville’s theorem, we establish bounds on our Riemann–Hilbert problem in these
bad sectors as in the following version of the Phragme´n–Lindelo¨f theorem from [30].
Theorem 4.1 (Phragme´n–Lindelo¨f). [30, page 177] Let α, β ∈ R with α < β be such that
β−α < 2π and let p > 0 satisfy p < π|β−α| . Choose a branch of arg so that (α, β) ⊂ Im(arg).
Let f(λ) be a holomorphic function for
(98) λ ∈ Υα,β := {λ ∈ C : α < arg(λ) < β}
that extends to a continuous function on Υα,β. If f(λ) is bounded for λ ∈ ∂Υα,β and |f(λ)| ≤
Mec|λ|
p
for λ ∈ Υα,β then f(λ) is bounded for λ ∈ Υα,β.
The following algebras of holomorphic functions will aid in the establishment of bounds
of the form |f(λ)| ≤Mec|λ|p.
Definition 4.2. Let Ω ⊂ C be some domain, and let A(Ω) be the algebra of holomorphic
functions on Ω. For p > 0 we define the Phragme´n–Lindelo¨f subalgebras
(99) Ap(Ω) = {f ∈ A(Ω) : There exist c,M > 0 such that |f(λ)| ≤Mec|λ|p}.
We now list some propositions about functions in Ap(Ω) which will be useful in the next
section. Since these are standard, we omit their proofs.
Proposition 4.3. If Ω′ ⊂ Ω and p′ ≥ p then Ap(Ω) ⊂ Ap′(Ω′).
Proposition 4.4. If f is an entire function of order r and p > r then f ∈ Ap(C).
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Proposition 4.5. Ap(Ω) is a subalgebra of A(Ω). If f ∈ Ap(Ω) and 0 < q < 1 then
f q ∈ Ap(Ω′) where Ω′ ⊂ Ω is some domain on which f q can be defined as a single valued
function.
Claim 4.6. Suppose that Dn for n = 0, . . . ,∞ are a family of closed discs of radius R > 0
for which there exists some N such that Dn are disjoint for n > N . Then the domain
(100) Ω = C \
∞⋃
n=0
Dn
is an open set.
Proof. Since there are only a finite number of overlaps of Dn and a finite intersection of open
sets is open, it suffices to prove that the domain Ω = C \ ⋃∞n=0Dn is open when Dn are
disjoint.
We suppose to the contrary that Ω is not open. Then there is a λ ∈ Ω such that there is
no neighborhood of λ contained in Ω. This means that for each small ǫ0 > 0, there would
exist a disc Dn(ǫ0) such that λ /∈ Dn(ǫ0), and dist(λ,Dn(ǫ0)) < ǫ. Choosing ǫ1 < dist(λ,Dn(ǫ0)),
we obtain a second disc Dn(ǫ1), such that λ /∈ Dn(ǫ1), and dist(λ,Dn(ǫ1)) < ǫ1. Therefore,
there exists an infinite sequence of disjoint discs with fixed radius, all within a compact set,
since the centers of all these discs are within distance R + ǫ0 of λ. This is a contradiction.
Therefore, the set Ω must be open.

While the above properties of these algebras of holomorphic functions are standard, the
following two propositions are (to the best of our knowledge) new, and useful for dealing
with Bloch–Floquet solutions of Hill’s equation and associated infinite-product expansions.
Proposition 4.7. Suppose that Ω ⊂ C is some domain and let Dn ⊂ Ω for n = 1, 2, . . . ,N
(N is either finite or infinite) be a family of discs with radii R > 0, and when N is infinite
we assume there exists N such that Dn are disjoint for n > N . Then
(101) A(Ω) ∩Ap
(
Ω \
N⋃
n=1
Dn
)
⊂ Ap(Ω).
Proof of Proposition 4.7. Suppose that
(102) f ∈ A(Ω) ∩Ap
(
Ω \
N⋃
n=1
Dn
)
.
Then there exist constants c,M > 0 such that |f(λ)| ≤ Mec|λ|p for λ ∈ Ω \⋃Dn. We will
prove that f must then satisfy the slightly weaker bound |f(λ)| ≤ M ′ec′|λ|p for all λ ∈ Ω in
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terms of
(103) c′ = (1 +R)pc, and M ′ = max({M} ∪ {|f(λ)| : λ ∈
N⋃
n=1
Dn, |λ| ≤ K})
where K ≥ 2 is a cut off such that
(104)
N⋃
n=0
Dn ⊂ {λ ∈ C, |λ| ≤ K}.
This implies f ∈ Ap(Ω). The bound |f(λ)| ≤ M ′ec′|λ|p holds outside of the discs Dn so we
just need to extend the bound into the discs Dn.
The domain Ω ⊂ C is arbitrary so it can potentially contain both large and small values
of λ. The argument used to obtain the bound |f(λ)| ≤M ′ec′|λ|p for large λ requires an upper
bound on (1+2R|λ|−1) and require Dn to be disjoint and so does no work for small values of
λ. We therefore impose the cut off K and handle the cases |λ| ≥ K and |λ| < K separately.
Suppose that {λ ∈ ⋃Nn=1Dn, |λ| ≤ K} is nonempty. Then {λ ∈ ⋃Nn=1Dn, |λ| ≤ K} is
compact so
(105) 0 < max{|f(λ)| : λ ∈
N⋃
n=1
Dn, |λ| ≤ K} <∞.
Therefore, M ′ <∞ and |f(λ)| ≤ M ′ ≤M ′ec|λ|p for λ ∈ {λ ∈ ⋃Nn=1Dn, λ ≤ K}.
Now suppose that {λ ∈ Dn, |λ| ≥ K} is nonempty and consider λ ∈ Dn with |λ| ≥ K.
f(λ) is holomorphic for λ ∈ Dn, so |f(λ)| is bounded for λ ∈ Dn by the maximum of |f(λ)|
for λ ∈ ∂Dn by the maximum principal. Since Dn is disjoint from Dn′ for any n′ 6= n, the
bound f(λ) ≤Mec|λ|p extends to ∂Dn by continuity. Let cn be the center of Dn, then there
exists a unit complex number ν such that
(106) |f(λ)| ≤M ′ec|cn+νR|p
for λ ∈ Dn since M ′ecrp is an increasing function of r. The triangle inequality gives
(107) |f(λ)| ≤M ′ec|cn+R|p ≤M ′ec(|cn|+R)p
for λ ∈ Dn. Moreover,
(108) |cn| = |z + cn − z| ≤ |z|+ |cn − z| ≤ |z|+R
for λ ∈ Dn by the triangle inequality, and so
(109) |f(λ)| ≤M ′ec(|λ|+2R)p = M ′ec(1+2R|λ|−1)p|λ|p ≤M ′ec(1+2R/K)p |λ|p
for λ ∈ {λ ∈ Dn : |λ| ≥ K}.

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Proposition 4.8. Suppose that {ηn}∞n=1 is a sequence of nonzero complex numbers with |ηn|
nondecreasing for which there exists N,C > 0 such that |ηn| ≥ Cn2 for n ≥ N . Let Dn for
n = 0, 1, · · · ,∞ be a family of open discs of radii R > 0 centered at cn with c0 = 0, such
that ηn ∈ {λ ∈ C : |λ− cn| ≤ R/2} for n > 0. Moreover, assume that there exists some N˜
such that Dn are disjoint for n > N˜ . Consider the canonical product
(110) P (λ) = P (λ) = λm
∞∏
n=1
(
1− λ
ηn
)
for m ≥ 0. Then
(111) P−1 ∈ A1
(
C \
∞⋃
n=0
Dn
)
(P−1 denotes the multiplicative inverse of P rather than its inverse function).
The condition that Dn are disjoint for large n is only used to guarantee that C\
⋃∞
n=0Dn is
an open set. This proposition is true so long as this set is open. The proof of this proposition
relies on the following claim.
Claim 4.9. Suppose that {ηn}∞n=1 satisfies the hypotheses on the sequence in proposition
4.8. Let N(λ) ≥ 0 be the smallest integer such that |ηn| > 2|λ| for n > N(λ). Then
N(λ) ≤ D√|λ| where
(112) D = max
{
N
√
2
|η1| ,
√
2
C
}
.
Proof of Claim 4.9. The argument for this claim is different for 2|λ| < |η1|, |η1| ≤ 2|λ| ≤ |ηN |
and |ηN | < 2|λ|. The case of 2|λ| < |η1| is the easiest because then |ηn| > 2|λ| for all n > 0
and so N(λ) = 0 ≤ D√|λ|. We now consider the case of |η1| ≤ 2|λ| ≤ |ηN |. N(λ) ≤ N for
all λ such that 2|λ| < |ηN |. Therefore
(113) N(λ) ≤ N√|η1|
√
|η1| ≤ N
√
2
|η1|
√
|λ|
for |η1| ≤ 2|λ| ≤ |ηN |.
We now consider the case when 2|λ| ≥ |ηN |. We will use two inequalities: CN(λ)2 ≤
|ηN(λ)| and |ηN(λ)| ≤ 2|λ|. The first is verified by noting that N(λ) ≥ N and therefore
CN(λ)2 ≤ |ηN(λ)| by the hypotheses on {ηn}∞n=1 in proposition 4.8. If the second inequality
were not true then M = N(λ) − 1 < N(λ) would be an integer such that |ηn| > 2|λ| for
n > M , however this contradicts the fact that N(λ) was defined to be the smallest such
integer. Therefore the second inequality is true. Combining these two inequalities yields
N(λ) ≤
√
2
C
√|λ|. 
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Proof of Proposition 4.8. Suppose that λ ∈ C \⋃Dn. The canonical product breaks up as
P (λ) = λmP1(λ)P2(λ) where
(114) P1(λ) =
∏
n≤N(λ)
(
1− λ
ηn
)
and
(115) P2(λ) =
∏
n>N(λ)
(
1− λ
ηn
)
.
λ−m clearly satisfies |λ−m| ≤ R−me
√
|λ| for λ ∈ C \D0 so λ−m ∈ A1(C \D0). By the reverse
triangle inequality
(116) |λ− ηn| = |λ− cn − ηn + cn| ≥ ||λ− cn| − |ηn − cn||.
Moreover, combining |λ− cn| ≥ R and |ηn − cn| ≤ R/2 implies |λ− cn| − |ηn − cn| > 0, and
so |ηn − λ| ≥ R/2. We can bound P1(λ) from below by
(117) |P1(λ)| =
N(λ)∏
n=1
1
|ηn| |ηn − λ| ≥
N(λ)∏
n=1
R
2|ηn| ≥ R
N(λ)(2|ηN(λ)|)−N(λ).
We can then bound |P1(λ)|−1 from above by
|P1(λ)|−1 ≤ (2ηN(λ)R−1)N(λ) ≤ (4R−1|λ|)N(λ)(118)
≤ eD
√
|λ|(log(4R−1)+log(|λ|)) ≤Mec|λ|(119)
for some positive constants c and M .
The set A := {λ ∈ C : λ ≤ |ηN |} \
⋃
Dn is a compact set on which P2(λ)
−1 is piecewise
polynomial with a finite number of domains of definition. Therefore, there exists someM ≥ 1
such that |P2(λ)|−1 ≤M for all λ ∈ A. Let us pick λ ∈ C \
⋃
Dn such that λ > |ηN | so that
N(λ) ≥ N . Taking the principal branch of the logarithm gives
(120) log(P2(λ)) =
∑
n>N(λ)
log
(
1− λ
ηn
)
=
∑
n>N(λ)
∞∑
m=1
− λ
m
mηmn
,
where the series expansion of the logarithm converges since |ηn| > 2|λ| implies |λ||ηn| ≤ 12 . The
trivial bound 1
m
< 1 and the geometric series gives
| log(P2(λ))| ≤
∑
n>N(λ)
∞∑
m=1
|λ|m
|ηn|m =
∑
n>N(λ)
|λ|
|ηn|
(
1− |λ||ηn|
)−1
(121)
≤ 2|λ|
∞∑
n=N(λ)
1
|ηn| ≤
2
C
|λ|
∞∑
m=1
n−2 =
π2
3C
|λ|.
This gives the lower bound
(122) |P2(λ)| = eRe(log(P2(λ))) ≥ e− π
2
3C
|λ|
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which implies |P2(λ)|−1 ≤ e π
2
3C
|λ| holds for all λ ∈ C \⋃Dn such that N(λ) ≥ N . Therefore,
the bound |P2(λ)|−1 ≤ Me π
2
3C
|λ| holds for all z ∈ C \⋃Dn. Finally, λ−m, P−11 , P−12 all satisfy
bounds of the form |λ−m| ≤ Mec|λ|, |P1(λ)−1| ≤ Mec|λ|, |P2(λ)| ≤ Mec|λ|, and therefore so
does P (λ)−1 = λ−mP1(λ)−1P2(λ)−1. Moreover, P (λ)−1 is holomorphic in C \
⋃
Dn, so
(123) P−1 ∈ A1
(
C \
⋃
Dn
)
.

5. Inverse Spectral Theory for Periodic Potentials
In this section we will produce a Riemann–Hilbert problem from which the periodic po-
tential u ∈ L∞(R) can be recovered from its solutions. We will characterize the solutions as
unique up to left multiplication by 2×2 lower triangular matrices with ones on the diagonal.
To describe our Riemann–Hilbert problem we need a notation for boundary values.
Definition 5.1. Let Γ ⊂ R be some contour with a possibly infinite number of components
and let f : C \ Γ → C be a holomorphic function. We define the boundary values f±(λ) for
some λ ∈ Γ by
(124) f±(λ) = lim
ǫ→0+
f(λ± iǫ)
provided the limits exist.
In defining our Riemann–Hilbert problems we include a subexponential bound that does
not extend into some closed discs Dk that contain the spectral gaps.
Definition 5.2. Suppose λn are defined as in Theorem 2.3 and Ek are defined as in definition
2.6. Let R = max{E2k − E2k−1}Gk=1. We define Dn to be the open disc of radius R centered
at cn := (λ2n + λ2n−1)/2 for n > 0 and c0 := 0, and
(125) D := C \
(
R
+ ∪
G⋃
k=0
Dnk
)
where in (125) we have added the subindex n0 = 0 to the subindices nk.
The upshot of definition 5.2 is that: the subsequence of discs Dnk are defined in terms of
data included in Σ(q) alone, and the full sequence of discs Dn have radii R ≥ (λ2n − λ2n−1)
and so
(126) µn ∈ [λ2n−1, λ2n] ⊂ {λ ∈ C : |λ− cn| ≤ R/2}.
Moreover, there exists C and N such that µn, λ2n−1, λ2n ≥ Cn2 by part 4 of Theorem 2.3.
Therefore, the following claim is valid:
Claim 5.3. The discs Dn together with {ηn}∞n=1 satisfy the hypotheses of proposition 4.8 for
each of the following choices for ηn: ηn = λ2n−1, ηn = λ2n or ηn = µn.
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The set D can be seen to be an open set by combining claim 4.6 with the fact that C \R+
is also an open, and finite intersections of open sets are open. The set
(127) C \
(
R
+ ∪
∞⋃
n=0
Dn
)
is open for the same reason. The sets
(128) C \
∞⋃
n=0
Dn, C \
G⋃
k=0
Dnk
are also open because of claim 4.6.
Definition 5.4. The matrix Bloch–Floquet solution Ψ is given by
(129) Ψ(x, λ) =
(
ψ−(x, λ) ψ+(x, λ)
ψ−′(x, λ) ψ+′(x, λ)
)
.
We will use two notations for entries in this matrix. One is ψ± notation introduced in the
above definition, the other notation is the usual matrix notation ψij for the i, jth component
of Ψ.
Definition 5.5. Let B be the 2× 2 matrix valued function
(130) B(λ) :=
i
√
f 0(λ)
4
√
∆(λ)2 − 4
(
f−(λ) 0
0 f+(λ)
)
which is defined in terms of the following potentially infinite products
(131) f+(λ) :=
∞∏
n=1
σn=1
T 2
n2π2
(µn − λ),
(132) f−(λ) :=
∞∏
n=1
σn=−1
T 2
n2π2
(µn − λ),
and
(133) f 0(λ) :=
∞∏
n=1
σn=0
T 2
n2π2
(µn − λ).
Remark 5.6. The functions
√
f 0(λ) and 4
√
∆(λ)2 − 4 can be defined explicitly via the prod-
uct expansions
(134)
√
f 0(λ) =
∞∏
n=1
σn=0
(−i) T
nπ
√
λ− µn,
(135) 4
√
∆(λ)2 − 4 =
√
2e−i
π
4
4
√
λ− λ0
∞∏
n=1
(−i) T
nπ
4
√
λ− λ2n 4
√
λ− λ2n−1.
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The quartic roots of the elementary factors in the second expansion are defined using the
non-principal branch of the argument taking values in [0, 2π), in the same manner that we
defined the square root (see remark 2.2). The function
√
f 0(λ) has been defined so that it
is holomorphic for λ ∈ C \ {λ ∈ R : |{λn : σn = 0, λn ≤ λ}| is odd} and is positive for real
λ < min
σn=0
(λn). The function
4
√
∆(λ)2 − 4 has been defined so that it is holomorphic for
λ ∈ C \⋃∞n=1[λ4n−4, λ4n−1] and positive for real λ < λ0 = 0.
Important properties of these functions will be discussed in what follows, but we should
observe at this juncture that the asymptotic behavior of the µn’s given by (38) implies that
the (possibly infinite) products are convergent, and the functions so constructed are analytic.
Moreover, the formal equalities
(136)
√
f 0(λ)
4
√
∆(λ)2 − 4 =
√
2
2

 1E0 − λ
G∏
k=1
σnk=0
(µnk − λ)2
(E2k−1 − λ)(E2k − λ)
G∏
k=1
σnk 6=0
nk
4π4
T 4
1
(E2k−1 − λ)(E2k − λ)


1
4
,
and
(137) f+(λ) =
G∏
k=1
σnk=1
T 2
n2kπ
2
(µnk − λ), f−(λ) =
G∏
k=1
σnk=−1
T 2
n2kπ
2
(µnk − λ),
show explicitly that B(λ) depends only on Σ(q).
Definition 5.7. Let V : R+ \ {Ej}2Gj=0 → SL(2,C) be given by
(138) V (λ) :=


(−1)k+m(λ)−1

 0 i f+(λ)f−(λ)
if
−(λ)
f+(λ)
0

 λ ∈ (E2k−2, E2k−1)
(−1)k+m(λ)e2iσ3
√
λx λ ∈ (E2k−1, E2k)
,
which is defined in terms of the counting function m : R → Z for the Dirichlet eigenvalues
on the edges of non-degenerate gaps given by
(139) m(λ) := |{k ∈ N : µnk ≤ λ, σnk = 0}|.
The matrix σ3 =
(
1 0
0 −1
)
is the third Pauli matrix which should not be confused with the
signatures σn.
Finally, we define Φ via
(140) Φ(x, λ) := Ψ(x, λ)B(λ)eiσ3
√
λx.
Proposition 5.8. The matrix-valued function Φ solves the following Riemann–Hilbert prob-
lem:
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Riemann–Hilbert Problem 5.9. For some x ∈ R find a 2 × 2 matrix valued function
Φ(x, λ) such that:
(1) Φ(x, λ) is a holomorphic function of λ for λ ∈ C \ R+.
(2) Φ±(x, λ) are continuous functions of λ ∈ R+ \{Ej}2Gj=0 that have at worst quartic root
singularities on {Ek}2Gk=0.
(3) Φ±(x, λ) satisfy the jump relation Φ+(x, λ) = Φ−(x, λ)V (x, λ).
(4) Φ(x, λ) has an asymptotic description of the form
(141) Φ(x, λ) =
(
1 1
−i√λ i√λ
)(
I +O
(√
λ
−1))
B(λ)
as λ→∞ with λ ∈ Ωs for some 0 < s < π8 .
(5) There exist positive constants c, andM such that the entries φij of Φ satisfy |φij(x, λ)| ≤
Mec|λ|
2
for all λ ∈ D.
Before giving the proof, we have one comment on condition 5. We will actually prove a
stronger bound |φij| ≤ Mec|λ| and 0 < s < π4 . We choose to present the weaker bound in
the theorem statement so that condition 5 of Riemann–Hilbert problem 5.9 for the inverse
spectral theory of Hill’s operators matches condition 5 of Riemann–Hilbert problem 6.6 for
the KdV equation.
Proof of condition 1. As observed in Section 2, the quanitities ψ± are meromorphic functions
of λ for λ ∈ C \ σ(L). Differentiating (31) with respect to x we establish
(142) ψ±′(x, λ) = y′1(x, λ) +
ρ(λ)±1 − y1(T, λ)
y2(T, λ)
y′2(x, λ).
It follows from (31) and (142) that the entries of Ψ can be expressed as rational combinations
of functions that are holomorphic in C \ σ(L), and therefore Ψ is meromorphic in C \ σ(L).
Moreover, by looking at (31), (142), (130) and (140) we see that Φ could only be be singular
on {µn}∞n=1 ⊂ R+ and {λn}∞n=0 ⊂ R+. Therefore Φ is a holomorphic function of λ for
λ ∈ C \ R+. 
Proof of condition 2. It follows from (31) and (142) that Ψ and Ψ± can only be singular
on the zeros {µn}∞n=1 of y2(T, λ). It then follows from (130) and (140) that Φ± can only
be singular on {λn}∞n=1 and {µn}∞n=1. Our first task is therefore to show that Φ±(x, λ) are
nonsingular at λ = µn unless µn = Ek for some k. There are 3 cases to consider: σn = 1,
σn = −1 and λ2n = λ2n−1 = µn.
Suppose that σn = 1, which is only possibly when n = nk for some k. By recalling the
definition of σn and the fact that |ρ(λ)| < 1 we see that y1(T ;µn) = ρ(µn)−1 using claim 2.4.
Therefore ρ(λ)−1 − y1(T ;λ) is a holomorphic of λ in some neighborhood of µn with a zero
µn. The zero of ρ(λ)
−1 − y1(T ;λ) at µn cancels the simple zero of y2(T ;λ) appearing in the
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denominator of (31) and (142) when forming φ11±(x, λ) and φ21±(x, λ). Here we are taking
φij(x, λ) to indicate that i, jth element of the matrix Φ(x, λ). The simple zero appearing in
the denominators of (31) and (142) are canceled by the simple zero f+ in forming φ12± and
φ22±. Therefore Φ± is nonsingular at µn.
Suppose that σn = −1, which is only possibly when n = nk for some k. By recalling
the definition of σn and the fact that |ρ(λ)| < 1 we see that y1(T ;µn) = ρ(µn). Therefore
ρ(λ)− y1(T ;λ) is a holomorphic of λ in some neighborhood of µn with a zero µn. The zero
of ρ(λ)− y1(T ;λ) at µn cancels the simple zero of y2(T ;λ) appearing in the denominator of
(31) and (142) when forming φ12±(x, λ) and φ22±(x, λ). The simple zero appearing in the
denominators of (31) and (142) are canceled by the simple zero f− in forming φ11± and φ21±.
Therefore Φ± is nonsingular at µn.
Suppose that λ2n−1 = λ2n. Let us form
(143) ψ˜(x; z) :=

ψ
+(x, z2) z ∈ {Im(z) > 0}
ψ−(x, z2) z ∈ {Im(z) < 0}
and
(144) ρ˜(z) :=

ρ(z
2) z ∈ {Im(z) > 0}
ρ−1(z2) z ∈ {Im(z) < 0}
,
which are analytic in C \ R and continuous on {z ∈ C : z2 ∈ σ(L) \⋃∞n′=1 µn′}. From (31),
we see that
(145) ψ˜(x, z) = y1(x, z
2) +
ρ˜(z)− y1(T, z2)
y2(T, z2)
y2(x, z
2).
The claims of analyticity and continuity can be verified directly by considering the formulas
(29,30) for ρ±(λ) with
√
∆(λ)2 − 4 given by (44), and transferring these formulas from the
λ-plane to the z-plane. Therefore, ψ˜ and ρ˜ analytically continue to holomorphic functions on
(C \R) ∪ {z ∈ C : z2 ∈ σ(L) \⋃∞n′=1 µn′}, which contains punctured neighborhoods around,
but not including, ±√µn. Therefore, the calculation ρ˜(±√µn)−y1(T ; (±√µn)2) = 0 implies
that ρ˜(z) − y1(T ; z2) = 0 has zeros at ±√µn that are at least simple. These simple zeros
at ±√µn cancel the simple zeros of y2(T ; z2) at ±√µn in (145), so ψ˜(x; z) and ψ˜′(x; z) are
regular at ±√µn. Upon returning to the λ plane we see that the boundary values ψ±±(x, µn)
exist. Moreover, the square root zero of
√
f 0(λ) at µn cancels the square root zero of
4
√
∆(λ)2 − 4 at λ2n−1 = λ2n = µn. It then follows from (140) that Φ±(x, λ) is nonsingular at
µn.
We will now show that Φ±(λ, x) have at worst quartic root singularities at Ej for j =
0, 1, · · · ,G. Suppose that σnk = ±1, then the only singular contribution to Φ±(x, λ) at
λ → E2k or , E2k−1 is from the boundary values of 1/ 4
√
∆(λ)2 − 4 for λ ∈ R+. Suppose
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that σnk = 0, then either µn = E2n or µn = E2n−1. If µn = E2n, then the only singular
contribution to Φ±(x, λ) near E2n−1 is from the boundary values of 1/ 4
√
∆(λ)2 − 4 for λ ∈
R+. If µn = E2n−1 then the only singular contribution to Φ±(x, λ) near E2n is from the
boundary values of 1/ 4
√
∆(λ)2 − 4 for λ ∈ R+.
If either µn = E2n or µn = E2n−1 then ψ±±(x, λ) have at worst square root singularities at
µn. This is verified by observing that the singular behaviors of ψ
±(x, λ) and its boundary
values ψ±±(x, λ) are determined by
(146)
ρ(λ)±1 − y1(T, λ)
y2(T, λ)
=
∆(λ)∓√∆(λ)2 − 4
y2(T, λ)
.
It follows from claim 2.4 that ρ(µn)
±1 − y1(T, µn) = 0 because ρ(µn) = ±1 at µn (in this
case, µn lies at a periodic/antiperiodic eigenvalue). Since the numerator of (146) involves
only holomorphic functions and the square root of a holomorphic function, the zeros of
∆(λ) ∓ √∆(λ)2 − 4 at µn must have order at least 12 . Since y2(T, λ) has a simple zero
at µn, ψ
±
±(x, λ) must then have at worst square root singularities at µn. The square root
singularities can also be verified by combining ψ±(x, λ) into a single function on a hyper-
elliptic curve with a pole at the branch point corresponding to µn, and the pole behavior
on the curve manifests itself in the λ-plane as square root singular behavior. The latter
approach involving the hyper-elliptic curve is discussed in detail in [29] for example. The
boundary values of 1/ 4
√
∆(λ)2 − 4 for λ ∈ R have a quartic root singularity at µn, and the
boundary values of
√
f 0(λ) have a square root zero at µn; and therefore, Φ has at worst a
quartic root singularity at µn. 
Proof of condition 3. By considering the discrepancy in the boundary values of
√
∆(λ)2 − 4
on the branch cuts σ(L) we find that the boundary values ρ± satisfy
(147) ρ+(λ) = ρ−(λ)−1, ρ+(λ)−1 = ρ−(λ) for λ ∈ σ(L).
The only difference in (31) between ψ+ and ψ− is the use of ρ(λ) versus ρ−1(λ), which
establishes Ψ+(x, λ) = Ψ−(x, λ)σ1 for λ ∈ σ(L). The matrix σ1 =
(
0 1
1 0
)
is the first Pauli
matrix, which should not be confused with the signature σn. The jump condition for Φ is
then calculated by conjugating the jump condition for Ψ as follows
(148) V (λ) =

B−(λ)
−1e−iσ3
√
λ−xσ1e
iσ3
√
λ+xB+(λ) λ ∈ σ(L)
B−(λ)−1eiσ3(
√
λ+−
√
λ−)xB+(λ) λ ∈ [E0,∞) \ σ(L)
.
The i and (−1)k+m(λ) appearing in the definition (138) of the jump matrix V appear due to
the branch cuts of
√
f 0(λ) and 4
√
∆(λ)2 − 4 in the definition (130) of B. 
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Proof of condition 4. Fix 0 < s < π
8
. Plugging the asymptotic descriptions in lemma 2.1
into (129) gives the asymptotic description
(149) Ψ(x, λ) =
(
1 +O(
√
λ
−1
) 1 +O(
√
λ
−1
)
−i√λ+O(1) i√λ+O(1)
)
e−iσ3
√
λx
which is valid as λ→∞ for λ ∈ Ωs. The computation
1
2i
√
λ
(
i
√
λ −1
i
√
λ 1
)
Ψ(x, λ)eiσ3
√
λx(150)
=
1
2i
√
λ
(
i
√
λ −1
i
√
λ 1
)(
1 +O(
√
λ
−1
) 1 +O(
√
λ
−1
)
−i√λ+O(1) i√λ+O(1)
)
(151)
= I +O(
√
λ
−1
)(152)
is valid as λ→∞ for λ ∈ Ωs implying (141). 
Proof of condition 5. In terms of the notation introduced in section 4 we need to show that
(153) ψij ∈ A2
(
C \
(
R
+ ∪
G⋃
k=0
Dnk
))
, φij ∈ A2
(
C \
(
R
+ ∪
G⋃
k=0
Dnk
))
.
However, it is possible to prove the stronger condition
(154) ψij ∈ A1
(
C \
(
R
+ ∪
G⋃
k=0
Dnk
))
, φij ∈ A1
(
C \
(
R
+ ∪
G⋃
k=0
Dnk
))
.
We prove the stronger condition (154) by applying the propositions from section 4.
The entire function yi(x, λ) and y
′
i(x, λ) of λ have order at most
1
2
so
(155) yi(x, ·), y′i(x, ·) ∈ A1(C) ,
by proposition 4.4. The fact that
(156) ρ±(λ) ∈ A1(C \ R+)
is established by combining the bound
(157) ρ(λ)± ≤ |∆(λ)|+
√|∆(λ)2 − 4|
2
≤ 1 + |∆(λ)|
with the fact ∆(λ) is an entire function of order 1
2
. This yields a bound that is valid in
the entire plane, but since ρ has jumps across the bands of spectrum, we conclude that
ρ±(λ) ∈ A1(C \ R+).
The inclusion
(158) y2(T, λ)
−1 ∈ A1
(
C \
∞⋃
n=0
Dn
)
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is established by applying proposition 4.8 to the canonical product representation (41) of
y2(T, λ). We have intentionally taken this over the union of the sequence of discs Dn, rather
than the subsequence of discs Dnk . This is because (158) would not be satisfied if the union
were to be taken over Dnk because y2(T, λ)
−1 would be singular at {µn}∞n=1 \ {µnk}Gn=1.
We establish
(159) ψ±(x, ·), ψ±′(x, ·) ∈ A1 (D)
by combining (155),(156) and (158) with proposition 4.4.
The smallest numbers α± and α0 so that
(160)
∑
σn=±1
µ−α±n ,
∑
σn=0
µ−α0n
converge are such that α±, α0 ≤ 12 so f± and f 0 are entire functions with orders at most 12
[30, page 251]. Therefore
(161) f±, f 0 ∈ A1(C)
by propositions 4.4 and 4.5. The inclusion
(162)
1
∆(λ)2 − 4 ∈ A1
(
C \
∞⋃
n=0
Dn
)
is established by applying proposition 4.8 to the canonical product representations (42) and
(43) of ∆(λ)− 2 and ∆(λ) + 2, and then applying proposition 4.5. The inclusions
(163) h±(λ) :=
f±(λ)2f 0(λ)
∆(λ)2 − 4 ∈ A1
(
C \
∞⋃
n=0
Dn
)
are established by noting that the above functions all satisfy the same inclusion. Now notice
if n is distinct from the collection of nks, then h
±(λ) is in fact analytic at µn which coincides
with the center Dn. The functions h
± are therefore analytic in such a Dn, and a bound of
the form |h±(λ)| ≤ Mec|λ| on h± guaranteed by the inclusion (163) extends into such a Dn
by Proposition 4.7. This allows us to conclude,
(164) h±(λ) ∈ A1
(
C \
G⋃
k=0
Dnk
)
.
Finally, the desired result (154) is established by applying proposition 4.5 to Φ(x, λ) =
Ψ(x, λ)B(λ)eiσ3
√
λx and using (159), (161) and (162). 
Lemma 5.10. If Φ solves Riemann–Hilbert problem 5.9 then det(Φ) ≡ 1.
Proof. We begin by proving that the particular solution to Riemann–Hilbert problem 5.9
given by (140) satisfied det(Φ) ≡ 1. Recalling the fact that theWronskian [ψ−(x, λ), ψ+(x, λ)] =
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det(Ψ(x, λ)) for any two solutions to a Sturm–Liouville equation is constant in x, we calculate
(165) det(Φ(x, λ)) = − y2(T, λ)√
∆(λ)2 − 4 detΨ(x, λ).
Since
(166) detΨ(x, λ) = [ψ−(0, λ), ψ+(0, λ)] =
ρ(λ)− ρ(λ)−1
y2(T, λ)
= −
√
∆(λ)2 − 4
y2(T, λ)
,
we conclude that det(Φ(x, λ)) = 1 for all x, λ by (165). Comparison of det(Φ) ≡ 1 with the
asymptotic behavior (141) implies that
(167) det
((
1 1
−i√λ i√λ
)
B(λ)
)
= 1 +O(
√
λ
−1
)
as λ→∞ for λ ∈ Ωs for some 0 < s < π8 .
Let Φ˜ be an arbitrary solution to Riemann–Hilbert problem 5.9 and let f(x, λ) = det(Φ˜(x, λ))
which is holomorphic in C \ R. Using det(V (x, λ)) = 1 we find that f satisfies
(168) f+(x, λ) = det(Φ˜+(x, λ)) = det(V (x, λ)Φ˜−(x, λ)) = det(Φ˜−(x, λ)) = f−(x, λ)
for λ ∈ R\{Ej}. Therefore f(x, λ) extends to a holomorphic function of λ ∈ C\{Ej}. Since
Φ˜ has at worst quartic singularities at Ej, f has at worst square root singularities on Ej .
However, isolated singularities of a holomorphic function are at least order one, therefore f
extends to an entire function.
To allow us to use the Phragme´n–Lindelo¨f theorem we will establish a bound of the form
|f(x, λ)| ≤ Mec|λ|2 for λ ∈ C. In terms of the notation introduced in section 4 we need to
show f ∈ A2(C). From the Phra´gmen–Lindelo¨f bound of Riemann–Hilbert problem 5.9 we
know that
(169) φij, φ˜ij ∈ A2
(
C \
(
R
+ ∪
G⋃
k=0
Dnk
))
and therefore by proposition (4.5) we know that
(170) f ∈ A2
(
C \
(
R
+ ∪
G⋃
k=0
Dnk
))
.
However, since f is entire we must have
(171) f ∈ A2
(
C \
G⋃
k=0
Dnk
)
.
by continuity. An application of proposition 4.7 then implies f ∈ A2(C) as desired.
Comparing (141) with (167) we find the asymptotic description
(172) f(x, λ) = 1 +O(
√
λ
−1
)
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as λ→∞ for λ ∈ Ωs. Since f(x, λ) is entire, the asymptotic description (172) implies that
f(x, λ) is bounded for λ ∈ Ωs. Let us pick s′ such that 0 < s < s′ < π/8, then f(x, λ)
extends continuously to Υ−s′,s′, are bounded on ∂Υ−s′,s′ and satisfy a bound of the form
f(x, λ) ≤Mec|λ|2 for λ ∈ Υ−s′,s′. Therefore, f(x, λ) is bounded in Υ−s′,s′ by the Phragme´n–
Lindelo¨f theorem 4.1. Recall that the sectors Υα,β were defined in Theorem 4.1. f(x, λ) is
entire and bounded for λ ∈ C = Ωs′ ∪ Υ−s′,s′, so f(x, λ) is constant by Liouville’s theorem.
Since f(x, λ) is constant for all x, (172) implies f ≡ 1. 
Theorem 5.11. Let x ∈ R be fixed, then Φ˜(x, λ) solves Riemann–Hilbert problem 5.9 if and
only if
(173) Φ(x, λ) =
(
1 0
α 1
)
Φ˜(x, λ)
for some α that is constant in λ. Moreover,
(174) ψ−(x, λ) = b11(λ)−1e−i
√
λxφ11(x, λ), ψ
+(x, λ) = b22(λ)
−1ei
√
λxφ12(x, λ)
solve Hill’s equation
(175) − ψ±′′(x, λ) + u(x)ψ±(x, λ) = λψ±(x, λ),
with potential u(x) given in terms any solution Φ(x, λ) of Riemann–Hilbert problem 5.9 by
(176) u(x) = 2i
∂
∂x
lim
λ→∞
√
λ
(
1− b11(λ)−1φ11(x, λ)
)
.
Proof. Fix x ∈ R and let Φ and Φ˜ solve Riemann–Hilbert problem 5.9 and consider the ratio
(177) R(x, λ) = Φ(x, λ)Φ˜(x, λ)−1.
Since det(Φ˜(x, λ)) = 1, Cramer’s rule allows us to write Φ˜(x, λ)−1 in terms of the entries of
Φ˜(x, λ) as
(178) Φ˜(x, λ)−1 =
(
φ˜22(x, λ) −φ˜12(x, λ)
−φ˜21(x, λ) φ˜11(x, λ)
)
.
R(x, λ) has no jumps, and thus extends to a holomorphic function on C\{En}2Gn=0. Moreover,
R(x, λ) has at worst square root singularities at En, because the entries in Φ(x, λ) and
Φ˜(x, λ) have at worst quartic root singularities at En. However, isolated singularities of a
holomorphic function can only be poles or essential singularities. Therefore R(x, λ) is in fact
an entire function of λ.
To allow us to use the Phragme´n–Lindelo¨f theorem we will establish a bound of the form
|rij(x, λ)| ≤ Mec|λ|2 for λ ∈ C. In terms of the notation introduced in section 4 we need to
INFINITE GAP HILL OPERATORS AND THE KDV EQUATION 33
show rij ∈ A2(C). From the Phra´gmen–Lindelo¨f bound of Riemann–Hilbert problem 5.9 we
know that
(179) φij, φ˜ij ∈ A2
(
C \
(
R
+ ∪
G⋃
k=0
Dnk
))
,
and therefore by proposition (4.5) we know that
(180) rij ∈ A2
(
C \
(
R
+ ∪
G⋃
k=0
Dnk
))
.
However, since R is entire we must have
(181) rij ∈ A2
(
C \
G⋃
k=0
Dnk
)
.
by continuity. An application of proposition 4.7 then implies rij ∈ A2(C) as desired.
The solution Φ(x, λ) and Φ˜(x, λ) have asymptotic descriptions of the form (141) valid in
Ωs and Ωs˜ respectively for some 0 < s, s˜ <
π
8
. Inverting the asymptotic description (141) for
Φ˜ gives
(182) Φ˜(x, λ)−1 = B(λ)−1(I +O(
√
λ
−1
))
1
2i
√
λ
(
i
√
λ −1
i
√
λ 1
)
as λ→∞ valid for λ ∈ Ωs˜. Multiplying (141) by (182) gives the asymptotic desctiption
R(x, λ) =
(
1 1
−i√λ i√λ
)
(I +O(
√
λ
−1
))
1
2i
√
λ
(
i
√
λ −1
i
√
λ 1
)
(183)
=
(
1 +O(
√
λ
−1
) O(
√
λ
−1
)
O(1) 1 +O(
√
λ
−1
)
)
(184)
as λ → ∞ valid for λ ∈ Ωs′ where 0 < s′ = min{s, s˜} < π8 . Since R(x, λ) is entire, the
asymptotic description (184) implies that the entries in R(x, λ) are bounded for λ ∈ Ωs′ . Let
us choose s′ < s′′ < π
8
, then the entries of R(x, λ) extend continuously to Υ−s′′,s′′, are bounded
on ∂Υ−s′′,s′′ and satisfy a bound of the form |rij(x, λ)| ≤Mec|λ|2 for λ ∈ Υ−s′′,s′′. Therefore,
the entries of R(x, λ) are bounded in Υ−s′′,s′′ by the Phragme´n–Lindelo¨f theorem 4.1. Recall
that the sectors Υα,β were defined in Theorem 4.1. R(x, λ) is entire with bounded entries
for λ ∈ C = Ωs′ ∪ Υ−s′′,s′′, so R(x, λ) is constant by Liouville’s theorem. The asymptotic
description (184) then implies
(185) R(x, λ) ≡
(
1 0
α 1
)
=⇒ Φ(x, λ) =
(
1 0
α 1
)
Φ˜(x, λ).
The the reconstruction of u in Theorem 5.11 from the particular solution given by (140)
follows from lemma 2.1 because b11(λ)
−1φ11(x, λ)ei
√
λx = ψ−(x, λ) and ψ− has the asymptotic
description (33). The fact that the reconstruction of u(x) does not depend on the choice
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of solution to Riemann–Hilbert problem 5.9 follows from the fact that the mappings of the
space of 2× 2 matrices to itself given by
(186) M → M˜ =
(
1 0
α 1
)
M
leaves the first row of M invariant while M → M˜B(λ)−1 only scales the upper left most
entry (i.e. m˜11 = b11(λ)
−1m11). The fact that ψ−(x, λ) and ψ+(x, λ) defined by (174) solve
Hill’s equation can be verified by observing how the first row of the particular solution Φ
to Riemann–Hilbert problem 5.9 defined by (140) is built in terms of the Bloch–Floquet
solutions. 
Remark 5.12. To define Φ using B and Ψ as in (140), as well as to define Φ˘ by (257) in
the next section, we only need to assume: (1) E0 < E1 < · · · ; R = maxj |E2j −E2j−1| <∞;
(2) if G is infinite then there exists N,C such that En > Cn2 for all n > N ; and (3) if G
is infinite then there exists K such that the discs Dnk of radius R centered at E2k − E2k−1
are disjoint for k ≥ K. Extra regularity assumptions on u add additional constraints on the
decay rate of |E2j − E2j−1| as j →∞.
Remark 5.13. Consider Riemann–Hilbert problem 5.9, however instead of assuming the
spectral data is determined by a periodic potential we now assume the spectral data is ar-
bitrarily chosen to consist of, a sequence {Ek}2G+1k=0 , a sequence {µnk}Gk=1 and a sequence
{σnk}Gk=1 (G could be finite or infinite), satisfying
(1) E0 < E1 < · · · ,
(2) µnk ∈ [E2k−1, E2k],
(3) R = maxj |E2j − E2j−1| <∞,
(4) for each k, σnk ∈ {−1, 0, 1}.
(5) In case G is infinite: there exists N,C such that En > Cn2 for all n > N .
(6) In case G is infinite: there exists K such that the discs Dnk of radius R centered at
E2k −E2k−1 are disjoint for k ≥ K.
Since in this case we do not know that Riemann-Hilbert problem 5.9 comes from a periodic
potential, we do not know a-priori that a solution exists. However, if a solution to Riemann–
Hilbert problem 5.9 does exists, then the first row of the solution is unique. Moreover, if we
also know that the solution is differential with respect to x (with asymptotic expansion as λ→
∞ obtained by differentiating the expansion of the solution with respect to x), then ψ−(x, λ) =
b11(λ)
−1e−i
√
λxφ11(x, λ) and ψ
+(x, λ) = b22(λ)
−1ei
√
λxφ12(x, λ) solve Hill’s equation
(187) − ψ±′′(x, λ) + u(x)ψ±(x, λ) = λψ±(x, λ),
INFINITE GAP HILL OPERATORS AND THE KDV EQUATION 35
with potential u(x) given in terms the first row of any solution Φ(x, λ) of Riemann–Hilbert
problem 5.9 by
(188) u(x) = 2i
∂
∂x
lim
λ→∞
√
λ
(
1− b11(λ)−1φ11(x, λ)
)
.
The potential u so determined is most likely not periodic. By introducing time dependence
in the Riemann-Hilbert problem (as discussed in Section 6), we therefore obtain a character-
ization of solutions of the KdV equation that are outside the class of periodic solutions.
Remark 5.14. If instead of considering a Riemann–Hilbert problem for Φ defined by (140)
we considered a Riemann–Hilbert problem for the function
(189) Ξ(x, λ) = Ψ(x, λ)B(λ)ρ(λ)
x
T
σ3
then the only change to Riemann–Hilbert problem 5.9 would be a new jump matrix
(190) V˜ (λ) :=


(−1)k+m(λ)−1

 0 i f+(λ)f−(λ)
if
−(λ)
f+(λ)
0

 λ ∈ (E2k−2, E2k−1)
(−1)k+m(λ)e 2inkπT σ3x λ ∈ (E2k−1, E2k)
.
Analogues of the existence and uniqueness results of this section for Ξ can be proven by
minor modification to the proofs. Advantages of considering the Riemann–Hilbert problem
for Ξ include: (1) the jump matrices are constant (but different) on each gap, (2) if all of the
Dirichlet eigenvalues lie on the band edge, then V˜ is piecewise constant for all λ ∈ [0,∞),
and (3) Ξ has the same asymptotic behavior as Φ for λ → ∞ with λ ∈ Ωs. However, the
definition of V˜ requires knowledge of degenerated gaps (to determine the nk’s), while the
definition of V does not.
We will now provide a little more detail on the derivation of the jump matrix for Ξ(x, λ).
We consider the quantity log(ρ(λ)), and provide a precise definition as follows. Since ρ(λ) is
nonzero in the simply connected domain C \ R+ and ρ(λ) → 1 as λ → 0 in C \ R+, we can
define log(ρ(λ)) by
(191) log(ρ(λ)) =
∫ λ
0
ρλ(λ)
ρ(λ)
dλ
where the contour of integration from 0 to λ is contained in C \R+ (except of course at the
endpoint 0). The boundary values log(ρ(λ))± are obtained by computing the integral (191)
along either the top or bottom of R+.
The logarithmic derivative of ρ is computed by differentiating ρ(λ)2 − ∆(λ)ρ(λ) + 1 = 0
by λ to get
(192) ρλ(λ)(2ρ(λ)−∆(λ)) = −∆λ(λ)ρ(λ) =⇒ ρλ(λ)
ρ(λ)
= − ∆λ(λ)
ρ(λ)− ρ(λ)−1 =
∆λ(λ)√
∆(λ)2 − 4
where we have used the fact that ∆(λ) = ρ(λ) + ρ(λ)−1 and
√
∆(λ)2 − 4 = ρ(λ)−1 − ρ(λ).
It is shown in [23] that ∆λ(λ) < 0 for λ ∈ (λ4n, λ4n+1) and ∆λ(λ) > 0 for λ ∈ (λ4n+2, λ4n+3),
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n = 0, 1, 2, . . . . From (44) we see that (∆λ(λ)/
√
∆(λ)2 − 4)+ is purely imaginary with pos-
itive imaginary part in interior of the spectrum, (∆λ(λ)/
√
∆(λ)2 − 4)− is purely imaginary
with negative imaginary part in interior of the spectrum, and (∆λ(λ)/
√
∆(λ)2 − 4)± are
real and agree in the spectral gaps. Using the fact that ρ(λ) = ±1 if and only if λ is a pe-
riodic/antiperiodic eigenvalue, we see that Im log(ρ(λ))+ = inπ and Im log(ρ(λ))− = −inπ
for λ ∈ [λ2n−1, λ2n]. Combining the fact the |ρ±(λ)| = 1 in the spectrum, with the reality
and single valuedness of the logarithmic derivative of ρ in the gaps, tells us Re log(ρ(λ))+ =
Re log(ρ(λ))− for λ ∈ R+ and they both vanish for λ ∈ σ(L). These facts give us the control
on log(ρ(λ)) necessary to establish the jump of Ξ on the gaps. The (−1)k+m(λ) appears in
this jump due to B(λ).
From the integration formula (191), it is also clear that log(ρ(λ))+ + log(ρ(λ))− = 0
for λ ∈ σ(L). Since the jump of B(λ)Ψ(x, λ) is off diagonal for λ ∈ σ(L), ρ+(λ) and
ρ−(λ) appear in the jump matrix for Ξ(x, λ) for λ ∈ σ(L) in terms of the combination
ρ+(λ)
x
T ρ−(λ)
x
T = e(log(ρ(λ))++log(ρ(λ))−)
x
T = 1. For this reason, boundary values of ρ±(λ) do
not appear in the jump matrix for Ξ(x, λ) for λ ∈ σ(L). The jump of Ξ(x, λ) for λ ∈ σ(L)
therefore matches the jump for Φ.
6. Cauchy Problem for the Periodic KdV Equation
To make computations in this section simpler we will no longer work potentials u in L∞(R),
instead we will assume enough regularity to take all the derivatives required for the following
arguments. The KdV equation
(193) ut − 6uux + uxxx = 0
is equivalent to the Lax equation [12]
(194) Lt = [A,L]
where
(195) L = − ∂
2
∂x2
+ u(x, t)
and
(196) A = −4 ∂
3
∂x3
+ 6u(x, t)
∂
∂x
+ 3ux(x, t).
We assume the the initial condition u0(x) = u(x, 0) is smooth and periodic, u0(x+T ) = u0(x).
We can use well known results for the KdV to guarantee existence and uniqueness of smooth
periodic solutions to the KdV equation for all time for any smooth periodic initial condition
[20, 21]. It follows that u(·, t) is smooth and periodic as well, with u(x+T, t) = u(x, t) for all
times t. Moreover, the spectrum and periodic/antiperiodic spectra of L are preserved under
the flow. In particular, the Floquet discriminant and thus Floquet multipliers are constant
for all time.
However, the Dirichlet eigenvalues are not constant, so if we consider Riemann–Hilbert
problem 5.9 for the potentials u(·, t1) and u(·, t2) the band ends Ej will stay the same, but
the Dirichlet eigenvalues could vary. Therefore µnk and σnk pick up a t dependence, and we
write µnk(t) and σnk(t) for the Dirichlet divisor and signature for the potential u(t) at time
t. The functions f 0(λ), f±(λ) and B(λ) as defined in definitions 5.5 and the poles pk on the
Riemann–Surface discussed in corollary 8.1 thus also inherit this time dependence, and we
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will write f 0(t, λ), f±(t, λ), B(t, λ) and pk(t). In particular the function B(t, λ) appearing
asymptotic description of Φ will evolve in time.
While the quantities ψ±(x, t, λ) do not simultaneously solve both differential equations in
the Lax pair, in this section we use the Lax pair to deform them in such a way that the new
quantities, ψ˘±(x, t, λ) do solve both differential equations. Moreover, the poles of ψ˘±(x, t, λ)
are also independent of time. And, finally, these are explicitly related to Riemann–Hilbert
problem 6.6, in which the dependence on x and t is completely explicit. In other words,
in this section we establish a Riemann-Hilbert characterization of the KdV equation for
smooth periodic infinite gap initial conditions. The processes described in this paragraph was
previously established for periodic finite gap initial conditions using the theory of Riemann
Surfaces in [2, 8, 9, 25].
Proposition 6.1. The time dependent Dirichlet eigenvalues evolve according to Dubrovin’s
equation
µnt(t) = −(4µn(t) + 2u(0, t))y2x(T, t, µn(t))− y1(T, t, µn(t))
y2λ(µn(t))
(197)
= −σn(t)(4µn(t) + 2u(0, t))ρ(µn(t))− ρ(µn(t))
−1
y2λ(µn(t))
.(198)
This equation was derived in the finite gap case by Dubrovin in [2]. The proof given here,
which also applies to the infinite gap case, was originally given by Its and Matveev and
appears in Russian in [9].
Proof. The equation
(199) Lty2(x, t, λ) + Ly2t(x, t, λ) = λy2t(x, t, λ).
is derived by differentiating both sides of Ly2(x, t, λ) = λy2(x, t, λ) by t. Combining the Lax
pair (194) equation and Hill’s equation implies
(200) Lty2(x, t, λ) = ALy2(x, t, λ)− LAy2(x, t, λ) = λAy2(x, t, λ)− LAy2(x, t, λ).
Therefore, y2t(x, t, λ)− Ay2(x, t, λ) solves Hill’s equation
(201) L(y2t(x, t, λ)− Ay2(x, t, λ)) = λ(y2t(x, t, λ)− Ay2(x, t, λ)),
so for fixed t and λ there exist constants c1, c2 such that
(202) y2t(x, t, λ)− Ay2(x, t, λ) = c1y1(x, t, λ) + c2y2(x, t, λ).
From the normalizations of y1 and y2 at x = 0 we find that y2t(0, t, λ) = y2xt(0, t, λ) = 0 and
(203) c1 = −Ay2(0, t, λ), c2 = − ∂
∂x
Ay2(0, t, λ).
From Hill’s equation it follows that
(204) − y2xxx(x, t, λ) = λy2x(x, t, λ)− u(x, t)y2x(x, t, λ)− ux(x, t)y2(x, t, λ)
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and therefore
(205) Ay2(x, t, λ) = 4λy2x(x, t, λ) + 2u(x, t)y2x(x, t, λ)− ux(x, t, λ)y2(x, t, λ)
and
∂
∂x
Ay2(x, t, λ) =4λy2xx(x, t, λ) + 2u(x, t)y2xx(x, t, λ)(206)
− uxx(x, t)y2(x, t, λ) + ux(x, t)y2x(x, t, λ).
Evaluation at x = 0 gives c1 = −(4λ + 2u(0, t)) and c2 = −ux(0, t). We have therefore
derived the following formula for y2t(x, t, λ)
y2t(x, t, λ) = −(4λ+ 2u(0, t))y1(x, t, λ) + (A− ux(0, t))y2(x, t, λ)(207)
= −(4λ+ 2u(0, t))y1(x, t, λ) + (4λ+ 2u(x, t, λ))y2x(x, t, λ)(208)
− (ux(x, t) + ux(0, t))y2(x, t, λ).(209)
Evaluating the above at x = T and λ = µn(t) gives
(210) y2t(T, t, µn(t)) = (4µn(t) + 2u(0, t))(y2x(T, t, µn(t))− y1(T, t, µn(t))).
From the expansion
(211) y2(T, t, λ) =
∞∏
m=1
T 2
m2π2
(µm(t)− λ)
we find on one hand that
(212) y2t(T, t, λ) =
∞∑
n=1
T 2
n2π2
µnt(t)
∏
m6=n
T 2
m2π2
(µm(t)− λ)
and on the other that
(213) y2λ(T, t, λ) = −
∞∑
n=1
T 2
n2π2
∏
m6=n
T 2
m2π2
(µm(t)− λ).
Evaluating the two previous expressions at λ = µn(t) gives y2t(T, t, µn(t)) = −µnt(t)y2λ(T, t, µn).

Proposition 6.2. The time dependent Bloch–Floquet solutions ψ±(x, t, λ) solve
(214) ψ±t (x, t, λ) + α
±(t, λ)ψ±(x, t, λ) = Aψ±(x, t, λ),
where the functions α±(t, λ) are given by
(215) α±(t, λ) = (4λ+ 2u(0, t))
ρ(λ)±1 − y1(T, t, λ)
y2(T, t, λ)
− ux(0, t),
and for each s > 0, as λ→∞, λ ∈ Ωs, we have
(216) α±(t, λ) = ±4i
√
λ
3
+O(
√
λ
−1
) .
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Moreover, if σn(t) = 1 then α
+(t, λ) has a simple pole at µn(t) with residue −µnt(t) and if
σn(t) = −1 then α−(t, λ) has a simple pole at µn(t) with residue −µnt(t).
Proof. This proof proceeds in a manner similar to the proof of the previous proposition. For
each time t we can produce normalized Bloch–Floquet solutions ψ+(x, t, λ) and ψ−(x, t, λ)
that factor as
(217) ψ+(x, t, λ) = p+(x, t, λ)ρ(λ)xT
−1
, ψ−(x, t, λ) = p−(x, t, λ)ρ(λ)−xT
−1
.
Differentiating (L − λ)ψ±(x, t) = 0 by t, and using the Lax equation and Hill’s equation
implies
(218) Ltψ
+ + Lψ+t − λψ+t = [A,L]ψ+ + Lψ+t − λψ+t = (L− λ)(ψ+t − Aψ+) = 0.
Therefore ψ+t −Aψ+ solves Hill’s equation for all time so
(219) p+t ρ(λ)
xT−1 = A(p+ρ(λ)xT
−1
)− α+(t, λ)p+ρ(λ)xT−1 − β+(t, λ)p−ρ(λ)−xT−1
for some x independent functions α+(t, λ) and β+(t, λ). For λ ∈ C\σ(L) every term in (219)
decays exponentially as x → ∞ except β+(t, λ)ψ−ρ(λ)−xT−1 , so β+(λ) = 0. Therefore, ψ+
solves
(220) ψ+t + α
+(t, λ)ψ+ = Aψ+
for some α+(t, λ). An analogous argument implies ψ− solves
(221) ψ−t + α
−(t, λ)ψ− = Aψ−
for some α−(t, λ).
The functions Aψ± are given by
(222) Aψ±(x, t, λ) = (4λ+ 2u(x, t))ψ±x (x, t, λ)− ux(x, t, λ)ψ±(x, t, λ).
Since ψ±(0, t, λ) = 1 for all t, ψ±t (0, t, λ) = 0. Also, recall that
(223) ψ±x (0, t, λ) =
ρ(λ)±1 − y1(T, t, λ)
y2(T, t, λ)
.
Therefore, evaluation of (214) at x = 0 gives the following formula
(224) α±(t, λ) = (4λ+ 2u(0, t))
ρ(λ)±1 − y1(T, t, λ)
y2(T, t, λ)
− ux(0, t).
Plugging in the asymptotic description from (69) into the preceding formula immediately
gives (216). 
Let e±(t, λ) be solutions to
(225) e±t (t, λ) = α
±(t, λ)e±(t, λ)
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with e±(0, λ) = 1, or equivalently let e±(t, λ) be given by
(226) e±(t, λ) = exp
(∫ t
0
α±(τ, λ)dτ
)
.
The solutions
(227) ψ˘±(x, t, λ) = ψ±(x, t, λ)e±(t, λ)
to Hill’s equation satisfy the system
(228) ψ˘+t = Aψ˘
+, ψ˘−t = Aψ˘
−,
for which (194) is the compatibility condition. The idea here is that e±(t, λ) should cancel the
time dependent singularities of ψ±(x, t, λ) at the expense of preserving the initial singularities
for all t.
Proposition 6.3. The functions e±(t, λ) satisfy the following properties.
(1) e±(t, λ) are meromorphic functions in C \ σ(L).
(2) The boundary values of e± satisfy e±+(t, E) = e
∓
−(t, E) for E ∈ σ(L).
(3) e+(t, λ) has simple poles on µnk(0) when σnk(0) = 1 and simple zeros on µnk(t) = 1
when σnk(t) = 1. e
−(t, λ) has simple poles on µnk(0) when σnk(0) = −1 and simple
zeros on µnk(t) when σnk(t) = −1. e±(t, λ) both have square root singularities at
µnk(0) when σnk(0) = 0 and square root zeros at µnk(t) when σnk(t) = 0.
(4) For fixed t, e± has asymptotic descriptions e±(t, λ) = e±4i
√
λ
3
t(1 +O(
√
λ
−1
)) as λ→
∞ with λ ∈ Ωs for some 0 < s < π8 .
(5) There exist positive constants c, and M such that |e±(t, λ)| ≤Mec|λ|2 for all λ ∈ D.
Proof. We begin by noting that e± are holomorphic for λ ∈ C \ R+ because α± are holo-
morphic for λ ∈ C \ R+ for all t. We will see that e± extend to meromorphic functions
for λ ∈ C \ σ(L) in proving property 3. Property 2 follows from considering the boundary
behavior of ρ(λ).
To establish property 3, we begin by supposing without loss of generality that at t = 0,
µn ∈ (λ2n−1, λ2n) and σn = 1. Then, for sufficiently small time, µn(t) ∈ (λ2n−1, λ2n), and for
λ near µn(t) we may write using proposition 6.2
(229) e+(t, λ) = exp
(
−
∫ t
0
µnτ (τ)dτ
λ− µn(τ)
)
e+reg(t, λ)
where e+reg(t, λ) is holomorphic and nonzero in some open set containing the image of µn(t)
for t is some small time window. We can change variables from t to µ = µn(t) in the above
integral to get
(230) −
∫ t
0
µnτ (τ)dτ
λ− µn(τ) =
∫ µn(t)
µn(0)
dµ
µ− λ = log(µn(t)− λ)− log(µn(0)− λ)
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and therefore
(231) e+(t, λ) =
λ− µn(t)
λ− µn(0)e
+
reg(t, λ).
An analogous argument applies to e− when σn = −1.
Note that in (230), we used µn(t) as a variable change in the integral, which assumes that
∂
∂t
µn is nonzero. In case this derivative vanishes (possible only at isolated values of t), we
break integral into two pieces, and the formula (230) still holds.
This proves the σnk = ±1 cases of the property 3. This calculation was local, and applies
so long as µn(t) remains in the open interval (λ2n−1, λ2n). However, the Dirichlet eigenvalues
µn(t) can be equal to the endpoints λ2n−1 or λ2n of the gaps. In order to understand what
happens in this situation we will apply a time translation so that µn(0) = λ2n.
We introduce a local coordinate that takes into account the branch cut. Without loss of
generality, we assume that µn(t) is approaching λ2n, and that µn(t) is a pole of α
+. The local
coordinate w is defined using two copies of the complex λ plane (we only concern ourselves
with a neighborhood of λ2n in each plane). We define
(232) w(λ) =

ρ(λ)− ρ(λ)
−1 λ ∈ sheet 1, λ near λ2n
ρ(λ)−1 − ρ(λ) λ ∈ sheet 2, λ near λ2n
.
This is an analytic invertible transformation from a neighborhood of 0 in the w plane to the
(local) 2-sheeted surface defined by gluing together the two sheets in the usual way.
In the w plane, then the single function
(233) α(t, w) =

α
+(t, λ(w)), λ(w) ∈ sheet 1
α−(t, λ(w)), λ(w) ∈ sheet 2,
is a meromorphic function in a neighborhood of w = 0, with a single simple pole at w(µn).
Then the function
(234) e(t, w) =

e
+(t, λ(w)), λ(w) ∈ sheet 1
e−(t, λ(w)), λ(w) ∈ sheet 2,
is related to α by
(235) e(t, w) = exp
(∫ t
0
α(τ, w)dτ
)
.
The derivatives wλ(λ) can be computed as
(236) wλ(λ)|λ∈sheet 1 = ρλ(λ)
ρ(λ)
(ρ(λ)+ρ(λ)−1) =
ρλ(λ)
ρ(λ)
∆(λ), wλ(λ)|λ∈sheet 2 = −ρλ(λ)
ρ(λ)
∆(λ)
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Therefore,
(237)
d
dt
w(µn(t)) = σn(t)
ρλ(λ)
ρ(λ)
∆(λ)
∣∣∣∣
λ=λ(w(µn(t)))
µnt(t).
Using the the computation of the logarithmic derivative of ρ (192) and the t derivative of
µn (198) in (237) gives
(238)
d
dt
w(µn(t)) =
∆(λ)∆λ(λ)
y2λ(T, t, λ)
∣∣∣∣
λ=λ(w(µn(t)))
(4λ(w(µn(t))) + 2u(0, t)).
A straightforward calculation shows that
(239) α(w) =
− d
dt
w(µn(t))
w − w(µn(t)) + reg near λ2n.
Now we compute the local behavior of e(w) for w near 0 as
(240) e(w) = exp
(
−
∫ t
0
d
dt′
w(µn(t
′))
w − w(µn(t′))dt
′
)
ereg(w) =
w − w(µn(t))
w − w(µn(0))ereg(w),
where ereg is analytic and nonzero near w = 0. (Again note that isolated values of t where
d
dt′
w(µn(t
′)) vanishes are handled by splitting the integral up.) This completes the proof of
property 3.
To prove 4 we begin by recalling that as λ→∞ for λ ∈ Ωs the functions α±(t, λ)/(±4i
√
λ
3
)
are continuous functions of λ converging to 1. The dominated convergence theorem gives
(241)
∫ t
0
α(τ, λ)
4i
√
λ
3 dτ =
∫ t
0
±4i√λ3 +O(√λ−1)
4i
√
λ
3 dτ =
±4i√λ3t +O(√λ−1)
4i
√
λ
3
and thus
(242)
∫ t
0
α(τ, λ)dτ = ±4i
√
λ
3
t+O(
√
λ
−1
)
as λ→∞ for λ ∈ Ωs. Therefore ψ˘ has the asymptotic description
(243) ψ˘±(x, t, λ) = e±(i
√
λx+4i
√
λ
3
t)(1 +O(
√
λ
−1
))
as λ→∞ for λ ∈ Ωs.
The bound given in part 5 of the proposition follow from subalgebraic bounds on α±in D.
A subalgebraic bound of the form |α±(t, λ)| ≤ max{C√λ3, C ′} clearly holds for λ ∈ Ωs \ D
from the asymptotic descriptions of α±. The difficulty is extending the bound into the
removed sector. To make notation easier we consider z =
√
λ with our choice of branch
cut, taking z in the upper half-plane. We denote the image of D under the mapping to
the z upper half plane by D′. The domain D′ consists of the upper half plane with excised
half-domes (images of half-discs) centered on the real line whose heights are bounded above
by R′/n.
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We break the domain D′ into two domains. One of the domains we choose as E = {z ∈
C+ : Im(z) > max{R′, log(2)/T}. If we define a function w by w(x, z) = eizxy2(x, z2) then
w solves
(244) w(x, z) =
e2izx − 1
2iz
+
∫ x
0
e2iz(x−t) − 1
2iz
u(t)w(z, t)dt.
By solving via Neumann series we find that
(245)
∣∣∣∣w(x, z)− e2izx − 12iz
∣∣∣∣ ≤ C|z|2 .
It then follows that
(246) y2(x, z
2) =
sin(zx)
z
+O(|e−izx||z|−2).
We have the lower bound
(247) | sin(zT )/z| ≥ 1|z|
( |e−izT |
2
− 1
4
)
≥ |e
−izT |
4|z| .
Therefore, for |z| large enough
(248) |y2(T, z2)| ≥ C |e
−iT z|
|z| .
The bound
(249) |ρ±1(z2)− y1(T, z2)| ≤ C|e−iT z|
for |z| large enough follows from the fact that y1(T, λ) has growth order 12 and (77). Com-
bining
(250) |α±(t, z2)| ≤ max{C|z|3, C ′}
for z ∈ E .
The other domain which we will label F consists of the rest of D′. For z large enough,
none of the excised discs will overlap. At this point the non-straight pieces of boundary are
deformed semicircles Cn labeled by n with the closest point to
√
µn a distance away from√
µn bounded below by R
′/n for some constant R′, and furthest point point from
√
µn a
distance away from
√
µn bounded above by R
′′/n for some constant R′′. As z → ∞ the
following asymptotic behavior is valid [21]
(251) y2(T, z
2) =
sin(zT )
z
− cos(zT )
2z2
Q+O(z−3),
and therefore
(252)
∂
∂z
y2(T, z
2) =
1
z
(T cos(zT ) +O(z−1)).
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The values z =
√
µn are a distance O(n
−1) ∼ √µn−1 away from the the values of z for which
cos(zT ) = ±1, so for large n
(253)
∂
∂z
y2(T, z
2)|z=√µn =
T√
µn
+O(µ−1n ).
Therefore, on Cn the functions y2(T, z
2) are approximated by
(254) y2(T, z
2) =
(
T√
µn
+O(µ−1n )
)
(z −√µn) +O((z −√µn)2) ≥ 2R
′T
πn2
for n sufficiently large. Since z ∼ nπ
T
for z ∈ Cn for n sufficiently large, we then have
y2(T, z
2)−1 = O(z2) for z ∈ Cn for n sufficiently large. For sufficiently large z we also have
y2(T, z
2) monotone increasing in Im(z) when Re(z) is held constant. Therefore |y2(T, z2)−1| ≤
max{C|z|2, C ′} for z ∈ F . Combining and exponentiating the bounds in E and F give prop-
erty 5. 
Definition 6.4. Let V˘ : R+ \ {Ej}2Gj=0 → SL(2,C) be given by
(255) V˘ (λ) :=


(−1)k+m(λ)−1

 0 i f+(λ)f−(λ)
if
−(λ)
f+(λ)
0

 λ ∈ (E2k−2, E2k−1)
(−1)k+m(λ)e2iσ3
√
λx+8iσ3
√
λ
3
t λ ∈ (E2k−1, E2k)
,
where recall m(λ) is given by (139) as
(256) m(λ) := |{k ∈ N : µnk ≤ λ, σnk = 0}|.
We define Φ˘ via
(257) Φ˘(x, t, λ) :=
(
ψ˘−(x, t, λ) ψ˘+(x, t, λ)
ψ˘−x (x, t, λ) ψ˘
+
x (x, t, λ)
)
B(λ)eiσ3
√
λx+4iσ3
√
λ
3
t
We can now prove the following theorem giving the solution to the Cauchy problem to the
KdV equation in terms of a Riemann–Hilbert problem like the Riemann–Hilbert problem
given in section 5 for infinite gap Hill’s operators, but with a time dependance added to the
jump. The function Φ˘ is a particular solution to the Riemann–Hilbert problem giving the
solution to the KdV equation.
Theorem 6.5. Suppose that u(x, t) is the solution to the KdV equation
(258) ut − 6uux + uxxx = 0
with smooth initial data u(x, 0) = u0(x) and let Σ(u0) be the spectral data for corresponding
Hill’s operator − ∂2
∂x2
+ u0(x) (recall the the spectral data for a Hill’s operator is defined in
(46)). There exists a solution Φ˘ to the following Riemann–Hilbert problem, constructed via
(257) above. The first row of the solution is uniquely determined by this Riemann–Hilbert
problem.
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Riemann–Hilbert Problem 6.6. For fixed x, t ∈ R find a 2 × 2 matrix valued function
Φ˘(x, t, λ) such that:
(1) Φ˘(x, t, λ) is a holomorphic function of λ for λ ∈ C \R+.
(2) Φ˘±(x, t, λ) are continuous functions of λ ∈ R+ \ {Ej}2Gj=0 that have at worst quartic
root singularities on {Ek}2Gk=0.
(3) Φ˘±(x, t, λ) satisfy the jump relation Φ˘+(x, t, λ) = Φ˘−(x, t, λ)V˘ (x, t, λ).
(4) Φ˘(x, t, λ) has an asymptotic description of the form
(259) Φ˘(x, t, λ) =
(
1 1
−i√λ i√λ
)(
I +O
(√
λ
−1))
B(0, λ)
as λ→∞ with λ ∈ Ωs for some 0 < s < π8 .
(5) There exist positive constants c, andM such that |φ˘ij(x, t, λ)| ≤Mec|λ|2 for all λ ∈ D.
Let x, t ∈ R be fixed, then Φ˜(x, t, λ) solves Riemann–Hilbert problem 6.6 if and only if
(260) Φ˜(x, t, λ) =
(
1 0
α 1
)
Φ˘(x, t, λ)
for some α that is constant in λ. The value u(x, t) of the solution u to the KdV equation
with initial data u0 evaluated at (x, t) can be recovered from any solution Φ˘(x, t, λ) to this
Riemann–Hilbert problem as
(261) u(x, t) = 2i
∂
∂x
lim
λ→∞
√
λ
(
1− b11(0, λ)−1φ˘11(x, t, λ)
)
.
The existence of a solution Φ˘(x, t, λ) follows from the existence of a solution to the periodic
KdV equation, considering (257), and combining the construction of a solution to Riemann–
Hilbert problem 5.9, along with with properties 6.3 of e±(t, λ) and (231). Solutions to the
time dependent version of Rieman–Hilbert problem 5.9 are related to solutions of 6.6 by the
following relation
(262) Φ˘(x, t, λ) = Φ(x, t, λ)B(t, λ)−1
(
e−(t, λ) 0
0 e+(t, λ)
)
B(0, λ)e4iσ3
√
λ
3
t.
The relation between Φ˜ and Φ˘ by (260) giving uniqueness of the first row can be proven
by applying the steps of the proof of the corresponding result in Theorem 5.11. The time
dependence does not affect that validity of the steps taken in the proof. The formula (261)
generating a solution solution to the KdV equation from the solution to Riemann–Hilbert
problem 6.6 follows from the formula (188) generating the potential solving the inverse
spectral problem from the solution to Riemann–Hilbert problem 5.9. This is because the
effect of multiplying ψ±(x, t, λ) by e±(t, λ) in (227) only leads to an additive term in
(263) lim
λ→∞
√
λ
(
1− b11(0, λ)−1φ˘11(x, t, λ)
)
that is constant in x. If one multiplies out the phase factors appearing in the asymptotic
condition (243) and conjugates the jump matrix accordingly one gets the jump condition on
the gaps for the above Riemann–Hilbert problem.
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Remark 6.7. We close this section by remarking that a general existence theory for Riemann-
Hilbert problem 6.6, providing existence of the time-dependent potential u(x, t) under condi-
tions described in Remark 5.13, would be extremely valuable. As observed in Remark 5.13,
this would imply that the entries in the first row of a solution to Riemann-Hilbert problem 6.6
with these more general conditions solve Hill’s equation, yielding the existence of a potential
u(x, t). Thus, such an existence result would provide an alternative existence theory for peri-
odic solutions of the KdV equation. But more importantly, an existence theorem could apply
in cases when the data does not correspond to a periodic potential, and one would obtain new
results concerning existence of bounded solutions of the KdV equation that are not necessarily
periodic.
7. Conditions on Periodicity in Space and Time
In the previous sections we have shown that a bounded periodic potential is determined by
the spectral data as described in Definition 2.6, and established that, as u evolves according
to the KdV equation, it can be determined through the solution of Riemann–Hilbert problem
6.6. In this section we consider our matrix Riemann–Hilbert problem 6.6 (under the KdV
evolution), which can be stated for any candidate spectral data {Ek, µk, σk}. We suppose
that it possesses a solution (which by our work must have a unique first row), and that it
determines a potential u(x, t), and we determine explicit conditions under which the potential
is periodic in space, and also conditions under which the potential is periodic in time.
If the potential is known to be periodic, the classical theory of Hill’s equation yields the
existence of the Floquet multiplier ρ(λ), which satisfies a scalar Riemann-Hilbert problem
(conditions 1.(a)-(d) in Theorem 7.1 below). We prove that the converse is true: the exis-
tence of a solution to this scalar Riemann-Hilbert problem implies the potential is periodic.
Moreover, we prove there is an analogous scalar Riemann-Hilbert problem for which the
existence of a solution implies temporal periodicity.
For this purpose, we consider a “candidate spectral data,” namely a sequence {Ek}2G+1k=0 ,
a sequence {µnk}Gk=1 and a sequence {σnk}Gk=1 (G could be finite or infinite), satisfying
(1) E0 < E1 < · · · ,
(2) µnk ∈ [E2k−1, E2k],
(3) R = maxj |E2j − E2j−1| <∞,
(4) for each k, σnk ∈ {−1, 0, 1}.
(5) In case G is infinite: there exists N,C such that En > Cn2 for all n > N .
(6) In case G is infinite: there exists K such that the discs Dnk of radius R centered at
E2k −E2k−1 are disjoint for k ≥ K.
As explained in remark 5.12, with this candidate spectral data, all the quantities needed
to define the Riemann-Hilbert problem 6.6 are well defined, and we may pose the Riemann-
Hilbert problem. We assume that there is a solution to this problem, and that it determines
a potential u(x, t).
Theorem 7.1. Suppose that there exists a solution to Riemann–Hilbert problem 6.6 defined
from the candidate spectral data above, determining the potential u(x, t), via (261).
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(1) If there exists a function r1(λ) such that
(a) r1 is holomorphic in C\σ(L) with continuous boundary values r1± on σ(L) from
above and below,
(b) r1 satisfies the jump relation r1+(λ) = r1−(λ)−1 for λ ∈ σ(L),
(c) r1 satisfies the asymptotic condition r1(λ) = e
i
√
λT1(1+O(
√
λ)−1) for λ ∈ Ωs for
some T1 > 0 and 0 < s <
π
8
.
(d) r1 ∈ A2(D),
then u(x+ T1, t) = u(x, t).
(2) If there exists a function r2(λ) such that
(a) r2 is holomorphic in C\σ(L) with continuous boundary values r2± on σ(L) from
above and below,
(b) r2 satisfies the jump relation r2+(λ) = r2−(λ)−1 for λ ∈ σ(L),
(c) r2 satisfies the asymptotic condition r2(λ) = e
4i
√
λ
3
T2(1 + O(
√
λ)−1) for λ ∈ Ωs
for some T2 > 0 and 0 < s <
π
8
,
(d) r2 ∈ A2(D),
then u(x, t+ T2) = u(x, t).
Note that when r1(λ) exists it is equal to the Floquet multiplier ρ(λ).
Proof. Suppose the r1(λ) exists and consider the function
(264) Φ˜(x, t, λ) = Φ(x+ T1, t, λ)r1(λ)
σ3e−i
√
λσ3T1 .
We would like to show Φ˜ solves the same Riemann–Hilbert problem as Φ. Properties 1 and
2 are clear. On the spectral band [E2k−2, E2k−1] the jump relation for Φ˜(x, t, λ) is computed
as
Φ˜+(x, t, λ) = Φ+(x+ T1, t, λ)r1+(λ)
σ3e−i
√
λ+σ3T1(265)
= Φ−(x+ T1, t, λ)(−1)k+m(λ)−1
(
0 i f
+(λ)
f−(λ)
if
−(λ)
f+(λ)
0
)
r1−(λ)−σ3e−i
√
λσ3T1(266)
= Φ˜−(x, t, λ)(−1)k+m(λ)−1
(
0 i f
+(λ)
f−(λ)
if
−(λ)
f+(λ)
0
)
(267)
and on the gap [E2k−1, E2k] the jump is computed as
Φ˜+(x, t, λ) = Φ+(x+ T1, t, λ)r1(λ)
σ3e−i
√
λ+σ3T1(268)
= Φ−(x+ T1, t, λ)(−1)k+m(λ)e2iσ3
√
λ(x+T1)+8iσ3
√
λ
3
tr1(λ)
σ3e−i
√
λσ3T1(269)
= Φ˜−(x, t, λ)(−1)k+m(λ)e2iσ3
√
λx+8iσ3
√
λ
3
t.(270)
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Therefore Φ˜ satisfies property 3. Property 4 follows from the fact that
(271) r1(λ)
σ3e−i
√
λσ3T1 = 1 +O(
√
λ
−1
).
Property 5 follows from the fact that A2(D) is an algebra.
Theorem 6.5 then tells us that for all x,t,
(272) Φ˜(x, t, λ) =
(
1 0
α 1
)
Φ˘(x, t, λ)
for some constant α. The first row (φ11(x, t, λ), φ12(x, t, λ)) of Φ is equal to the first row
(φ˜11(x, t, λ), φ˜12(x, t, λ)) of Φ˜. In particular,
(273) φ11(x, t, λ) = φ11(x+ T1, t, λ)r1(λ)e
−i√λT1 .
Then (261) implies u(x+ T1, t) = u(x, t).
Now suppose that r2(λ) exists, and determine Φ˜ by
(274) Φ˜(x, t, λ) = Φ(x, t + T2, λ)r2(λ)
σ3e−4i
√
λ
3
σ3T2 .
We would again like to show Φ˜ solves the same Riemann–Hilbert problem as Φ. Properties
1 and 2 are clear. On the spectral band [E2k−2, E2k−1] the jump relation for Φ˜(x, t, λ) is
computed as
Φ˜+(x, t, λ) = Φ+(x, t + T2, λ)r2+(λ)
σ3e−4i
√
λ
3
+σ3T2(275)
= Φ−(x, t + T2, λ)(−1)k+m(λ)−1
(
0 i f
+(λ)
f−(λ)
if
−(λ)
f+(λ)
0
)
r2−(λ)−σ3e−4i
√
λ
3
σ3T2(276)
= Φ˜−(x, t, λ)(−1)k+m(λ)−1
(
0 i f
+(λ)
f−(λ)
if
−(λ)
f+(λ)
0
)
(277)
and on the gap [E2k−1, E2k] the jump is computed as
Φ˜+(x, t, λ) = Φ+(x+ T1, t, λ)r2(λ)
σ3e−4i
√
λ
3
+σ3T2(278)
= Φ−(x+ T1, t, λ)(−1)k+m(λ)e2iσ3
√
λx+8iσ3
√
λ
3
(t+T2)r2(λ)
σ3e−4i
√
λ
3
σ3T2(279)
= Φ˜−(x, t, λ)(−1)k+m(λ)e2iσ3
√
λ(x+T1)+8iσ3
√
λ
3
t.(280)
Therefore Φ˜ satisfies property 3. Property 4 follows from the fact that
(281) r2(λ)
σ3e−4i
√
λ
3
σ3T2 = 1 +O(
√
λ
−1
).
Property 5 follows from the fact that A2(D) is an algebra.
Theorem 6.5 then tells us that for all x,t,
(282) Φ˜(x, t, λ) =
(
1 0
α 1
)
Φ˘(x, t, λ)
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for some constant α. Then
(283) φ11(x, t, λ) = φ11(x, t + T2, λ)r2(λ)e
−4i√λ3T2 ,
so (261) implies u(x, t+ T2) = u(x, t). 
8. Baker–Akhiezer Functions
Up to this point, we have made no use of the underlying spectral curve. However, the
approach we have taken has an interpretation in terms of Baker–Akheizer functions. We will
now provide a corollary to the theorem that gives a geometric interpretation to solutions of
Riemann–Hilbert problem 6.6. The idea here is to connect the Riemann–Hilbert problem
theory discussed in this paper back to what has been done before in terms of the theory of
Riemann–Surfaces. Let Σ ⊂ C× C be the the curve defined by
(284) w2 = P (λ) = λ
G∏
k=1
T 4
n4π4
(λ−E2k−1)(λ−E2k).
This curves is diffeomorphic via a holomorphic map to the desingularization of the curve
defined by w2 = ∆(λ)2 − 4 by 2 point blowups at the degenerate Dirichlet eigenvalues. We
choose not to compactify Σ as a topological space because if G =∞ then the compactification
of Σ is not smooth at∞ (this is because of an accumulation of infinitely many ‘holes’ at∞).
The projection π((λ, w))→ λ onto the λ plane has two inverses under composition,
(285) π−1+ (λ) = (λ,
√
P (λ)),
(286) π−1− (λ) = (λ,−
√
P (λ)),
which agree only at the branch points. The images of π−1+ and π
−1
− we will write as Σ+ and
Σ− so that Σ is a union of Σ+ and Σ−.
Corollary 8.1. For every x, t there is a unique meromorphic function ψ˘(x, t, p) on Σ with
only simple poles at pk = (µnk , σnkP (µnk)) for k = 1, 2, . . . ,G such that
(287) ψ˘(x, t, π−1+ (λ)) = e
i
√
λx+4i
√
λ
3
t(1 +O(
√
λ
−1
)),
ψ˘(x, t, π−1− (λ)) = e
−i√λx−4i√λ3t(1 +O(
√
λ
−1
))
as λ→∞ with λ ∈ Ωs, and
(288) ψ˘(x, t, π−1+ (·)) ∈ A2(D),
ψ˘(x, t, π−1− (·)) ∈ A2(D).
The function ψ˘ is known as the Baker–Akhiezer function for the KdV equation.
Note that while the pole condition on the Σ can be defined in a coordinate independent
manner, the asymptotic condition (287) and bound (288) are expressed in terms of the
complex λ coordinate on Σ.
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Sketch of Proof. If ψ is defined by
(289) ψ˘(x, t, p) =

ψ˘
+(x, t, π(p)) p ∈ Σ+
ψ˘−(x, t, π(p)) p ∈ Σ−
then:
(1) The poles of either ψ˘+ or ψ˘− at the Dirichlet eigenvalues in the interior gaps, and
the square root singularities of both ψ˘+ and ψ˘− on the edges of the non-degenerate
gaps map to poles on pk = (µnk , σnkP (µnk)).
(2) The asymptotic expansions of ψ˘± obtained by multiplying the asymptotic expansion
from lemma 2.1 by the asymptotic expansion of e± immediately imply the asymptotic
condition (287).
(3) The containments (288) follow immediately from (159).
To show that ψ is the only such function, suppose there is a second such function ψ˜(x, t, p).
It is easy to show that if
(290) Ψ˘(2)(x, t, λ) :=
(
1
2
(ψ˜(x, t, π−1− (λ)) + ψ˘
−(x, t, λ)) 1
2
(ψ˜(x, t, π−1+ (λ)) + ψ˘
+(x, t, λ))
(ψ˘−)′(x, t, λ) (ψ˘+)′(x, t, λ)
)
then
(291) Φ˘(2)(x, t, λ) := Ψ˘(2)(x, t, λ)B(λ)eiσ3
√
λx+4iσ3
√
λ
3
t
must solve Riemann–Hilbert problem 6.6. Therefore, by Theorem 6.5 the first row of
Φ˘(2)(x, t, λ) is equal to the first row of Φ˘(x, t, λ). Setting them equal implies that ψ˜ = ψ˘. 
9. Finite Gap Solutions and Riemann Hilbert Problem
In the finite gap case (284) can be replaced by
(292) w2 = λ
2g∏
n=1
(λ− En)
and produce the same Riemann–surface Σ. The T
4
n4π4
was only necessary to guarantee con-
vergence in the infinite gap case.
Before moving on we review some elementary algebraic geometry following [3]. We intro-
duce a homology basis ai, bj for j = 1, . . . , g satisfying ai ◦ bj = δij where ◦ indicates minimal
crossing number in the homology class of ai and bj . We then introduce the basis of Abelian
differentials of the first kind on Σ normalized such that
(293)
∫
aj
ωi = 2πiδij.
The Abel map A : Σ→ Cg with base point p0 is given by
(294) A(p) =
∫ p
p0
ω.
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The Abel map extends to a mapping of divisors by adding together the Abel maps of the
points in the divisor.
The Riemann matrix τ for Σ is
(295) τij =
∫
bj
ωi.
The Riemann theta function corresponding to Riemann matrix τ is
(296) θ(z, τ) =
∑
m∈Zg
exp
(
〈m, z〉+ 1
2
〈m, τm〉
)
.
The Riemann matrix is symmetric with negative definite real part. We also introduce the
Abelian differentials of the second kind ω(j) for j = 1, 2, 3, . . . uniquely determined by the
principle part
(297) ω(j) ∼ d
√
λ
j
as λ→∞ where d is the exterior derivative, and the condition
(298)
∫
ak
ω(j) = 0.
We now consider how the algebraic geometry so far discussed relates to finite gap poten-
tials. Let us consider the function
(299)
ψ˘(x, t, p) = exp
(
i
∫ p
p0
(ω(1)x+ 4ω(3)t)
)
θ(A(p)−A(P) + iΩ(1)x+ 4iΩ(3)t−K, τ)θ(−A(P) −K, τ)
θ(A(p)−A(P) −K, τ)θ(−A(P) + iΩ(1)x+ 4iΩ(3)t−K, τ) ,
where
(300) Ω
(ℓ)
j =
∫
bj
ω(ℓ),
and
(301) Kj =
2πi+ τjj
2
− 1
2πi
∑
ℓ 6=j
∫
aℓ
(
ωℓ(p)
∫ p
p0
ωj
)
is the vector of Riemann constants, and P is the divisor of poles consisting of the direct sum
of the points pk defined in corollary 8.1. The function (299) satisfies the properties of the
finite genus Baker–Akhiezer function [3], and the values of ψ˘ on Σ+ and Σ− can be projected
back onto the plane to produce two functions ψ˘+ and ψ˘−. The function ψ˘± can be used to
create a solution Φ˘ to Riemann–Hilbert problem 6.6 via (257). The solution to the KdV
equation recovered from the Baker–Akhiezer function is given by the Matveev–Its formula
(302) u(x, t) = −2 ∂
2
∂x2
log θ(iΩ(1)x+ iΩ(3)t− A(P)−K; τ) + c
where c is a constant [3]. At fixed time t, the functions ψ˘±(x, t) are solutions to Hill’s
equation with potential u(x, t). The function c can be changed by translating the function
values of the potential or equivalently by translating the spectrum itself.
Summarizing the finite gap construction, one starts with a hyper-elliptic Riemann–Surface
and produces both a solution to Hill’s equation (299), and the potential in Hill’s equation
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(302). Continuing, one may also use (299) to construct a solution to the Riemann-Hilbert
problem 6.6, from which the potential (302) may also be obtained as in (261).
In connection with Section 7, we note that here, the potential u(x, t) is not assumed to be
periodic. Indeed, if the half phases in the vector Ω(1) satisfy
Ω
(1)
j =
ℓjπ
T1
, for some constant T1 and integers ℓj with j = 1, 2, . . . , g(303)
then the potential u(x, t) so constructed is periodic with period T1, and the Floquet multi-
plier ρ(λ) exists, yielding a solution to the scalar Riemann-Hilbert problem of Theorem 7.1.
However, if (303) does not hold, one says that the phases are not commensurate, and the
potential is quasi-periodic. It is still the case that the Riemann-Hilbert problem possesses
a solution, and this solution determines the potential u(x, t), it is just that the potential
is not periodic in space. If the scalar Riemann-Hilbert of Theorem 7.1 were solvable, then
the potential would be periodic by Theorem 7.1. Therefore, we can conclude that the scalar
Riemann-Hilbert problem of Theorem 7.1 is not solvable in the non commensurate case.
If the phases are commensurate (i.e. if (303) holds), then the Floquet multiplier r1(λ) =
ρ(λ) can be constructed explicitly. This is achieved as follows.
Let us consider the function
(304) f(x, t, λ) = x
∫ λ
p0
ω(1) + 4t
∫ λ
p0
ω(3)
where we identify λ with a corresponding point in Σ+ ⊂ Σ. The base point p0 can be set so
that
(305) f+(x, t, λ) + f−(x, t, λ) = 0
for λ ∈ σ(L), and
(306) f+(x, t, λ)− f−(x, t, λ) =
∫
bj
ω(1)x+ 4ω(3)t = Ω
(1)
j x+ 4Ω
(3)
j t
for λ ∈ [E2j−1, E2j ]. The first can be seen by drawing contours γ± from ∞ to λ in C+ and
C− and hit the opposite sides of the branch cut. If we switch the orientation γ− and switch
to the sheet Σ− we get the same result upon integration. This new contour in conjunction
with γ+ can be put together to produce a closed loop.
Now if (303) holds, then using T1 and f we can construct the function
(307) ρ(λ) = eif(T1,0,λ)
that is holomorphic in C\σ(L) and ρ+(λ) = ρ−(λ)−1 and log(ρ(λ)) = iT1
√
λ. The properties
on ρ are precisely the properties of the Floquet discriminant ρ(λ) = r1(λ) enumerated in
Theorem 7.1.
Alternatively, consider the case that
4Ω
(3)
j =
ℓjπ
T2
, for some constant T1 and integers ℓj with j = 1, 2, . . . , g .(308)
In this case, we can construct the function
(309) r2(λ) = e
if(0,T2,λ).
This function is holomorphic in C \ σ(L) and r2+(λ) = r2−(λ)−1 and log(r2(λ)) = 4iT2
√
λ
3
.
These properties of r2(λ) are the properties of the function r2 appearing in Theorem 7.1,
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and we learn that the potential u(x, t) appearing in (302) is periodic in t with period T2,
which is consistent.
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