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Abstract
We study the second order Emden–Fowler equation
(E) y′′ + a(x)|y|γ−1y = 0, γ > 0
where a(x) is positive and absolutely continuous on (0,∞). Letψ(x)= x(γ+3)/2+δ where
δ is any positive number.
Theorem. Let γ = 1. If ψ(x) satisfies
(a) limx→∞ψ(x)= k > 0 and
(b) ∫∞ |ψ ′(x)|dx <∞, then Eq. (E) is nonoscillatory.
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1. We consider the second order Emden–Fowler differential equation
y ′′(x)+ a(x)∣∣y(x)∣∣γ−1y(x)= 0, γ > 0, (1)
where a(x) is a positive and absolutely continuous function on (0,∞). Under
these conditions, it is well known that every solution of (1) is unique and
E-mail address: jswwcuhk@chinneyhonkwok.com.
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)0 03 57 -8
J.S.W. Wong / J. Math. Anal. Appl. 274 (2002) 746–754 747
continuable to the right through (0,∞), see Heidel [2]. A solution y(x) of (1)
is said to be nonoscillatory if it has only finite number of zeros, i.e., there exists a
last zero xˆ depending on the given solution y(x) so that |y(x)|> 0 for all x > xˆ.
Equation (1) is said to be nonoscillatory if all of its solutions are nonoscillatory.
For any δ > 0, denote ψ(x) = x(γ+3)/2+δa(x). Equation (1) is said to be
superlinear if γ > 1 and sublinear if 0 < γ < 1. We shall prove in this paper
the following general nonoscillation result for Eq. (1) embodying earlier results
on both the superlinear and sublinear equations:
Theorem. Let γ = 1. If ψ(x)= x(γ+3)/2+δa(x) where δ > 0 satisfies
lim
x→∞ψ(x)= k > 0, (2)
where k is a positive constant and
∞∫ ∣∣ψ ′(x)∣∣dx <∞, (3)
then Eq. (1) is nonoscillatory.
As consequences of the above theorem, we have the following results:
Theorem A (Beholorec [1, Theorem 6]). Let 0< γ < 1. If ψ(x)= x(γ+3)/2+δ×
a(x), where 0 < δ < (1 − γ )/2 is nondecreasing in x and also bounded above,
Then Eq. (1) is nonoscillatory.
The restriction on δ in Theorem A was removed in an earlier paper of this
author [11, Theorem 1].
Theorem B. Let 0 < γ < 1 and ψ(x)= x(γ+3)/2+δa(x) where δ > 0. If ψ(x) is
nonincreasing and bounded away from zero, then Eq. (1) is nonoscillatory.
When δ  (1 − γ )/2, Theorem B was given in Wong [11, Theorem 3].
Kiguradze [4, p. 24] misquoted Belohorec’s Theorem A above as Theorem B
which is in fact new, see discussion at the end of [11, p. 1394].
Theorem C (Wong [11, Theorem 2]). Let γ > 1 and ψ(x) = x(γ+3)/2+δa(x),
where δ > 0. If ψ(x) is nondecreasing and bounded above, then Eq. (1) is
nonoscillatory.
The proof of the theorem is based upon “oscillation invariant” transformation
of Eq. (1) into the transformed equation
w¨+ (2µ− 1)w˙+ f (t)|w|γ−1w+µ(µ− 1)w = 0, (4)
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where µ= 1/2 − δ/(1− γ ) and{
w(t)= x−µy(x), t = logx,
f (t)= a(x)x2+µ(γ−1) = a(x)x(γ+3)/2+δ =ψ(x). (5)
This technique was first introduced by Belohorec [1] and further developed by
Wong [11] to which this paper is a sequel.
2. In this section, we shall give the proof of the theorem. Let w(t) be a solution
of the transformed Eq. (4). Introduce the energy function
H
(
w(t)
)= 1
2
w˙2 + f (t) |w|
γ+1
γ + 1 +µ(µ− 1)
w2
2
(6)
which satisfies
d
dt
H
(
w(t)
)= (1− 2µ)w˙2 + f˙ (t) |w|γ+1
1 + γ . (7)
The assumptions of the theorem under the transformation (5) become
lim
t→∞f (t)= k > 0 (8)
and
∞∫ ∣∣f˙ (t)∣∣dt <∞. (9)
Let w(t) be an oscillatory solution of (4) and {tn} and {t¯n} be sequences of
consecutive zeros of w(t) and w˙(t), respectively. The following lemma is central
in proving the Theorem.
Lemma. Let w(t) be an oscillatory solution of (4) and H(w(t)) be given in (6).
If H(w(t)) is bounded then w(t) satisfies
lim
t→∞w(t)= limt→∞ w˙(t)= 0.
Proof. From the definition of H(w(t)) and the fact that f (t) tends to a positive
constant, it is easy to see since γ = 1 that the boundedness of H(w(t)) implies
that w(t) is bounded, say |w(t)| B0 for t  t0, where the constantB0 depending
on the particular solution. Integrating (7), we have
H
(
w(t)
)−H (w(t0))= (1 − 2µ)
t∫
t0
w˙2 dt +
t∫
t0
f˙
|w|γ+1
1 + γ dt. (10)
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From the assumption (9) and the boundedness of H(w(t)) and w(t), we can
conclude that
∫∞
w˙2 < ∞ since (1 − 2µ) = 0 as γ = 1. Let {ξk: w¨(ξk) = 0,
where w˙(t) attains its extreme}. Note from Eq. (4) that
(1− 2µ)w˙(ξk)= f (ξk)
∣∣w(ξk)∣∣γ−1w(ξk)+µ(µ− 1)w(ξk)
which in turn implies that w˙(t) is bounded, say |w˙(t)|  B1 for t  t0. Using
|w(t)|  B0 and |w˙(t)|  B1 in Eq. (4), we can conclude that |w¨(t)|  B2 for
t  t0. This last deduction together with
∫∞
w˙2 <∞ show that
lim
t→∞ w˙(t)= limn→∞H
(
w(tn)
)= 0. (11)
On the other hand, Since
∫∞
w˙2 < ∞ and |w(t)|  B0, it follows from (9)
and (10) that limt→∞H(w(t)) exists which in view of (11) must be zero. We
now wish to show that limt→∞w(t) = 0. Suppose that lim supt→∞ |w(t)| =
b > 0. Since w(t) is oscillatory, for 0 < ε  b, we can choose a sequence
{ηk: limk→∞ ηk =∞} such that |w(ηk)| = ε for all k. Using this in (6), we find
H
(
w(ηk)
)= 1
2
w˙2(ηk)+ ε2
{
f (ηk)
εγ−1
γ + 1 +
µ(µ− 1)
2
}
.
If µ(µ− 1)  0 then H(w(ηk))  f (ηk)ε1+γ /(1 + γ ) which together with (8)
contradicts limt→∞H(w(t))= 0.
Now suppose that −m0 = µ(µ− 1) < 0. We now choose ηk sufficiently large
so that k/2 < f (ηk) < 2k. Using the definition of H(w(t)) in (6), we observe that
for γ > 1 and ηk sufficiently large
H
(
w(ηk)
)− 1
2
w˙2(ηk) ε2
{
2kεγ−1
1+ γ −
m0
2
}
< 0, (12)
provided that ε is chosen to satisfy ε < {m0(γ + 1)/4k}1/(γ−1). Likewise for
0 < γ < 1, we have
H
(
w(ηk)
)− 1
2
w˙2(ηk) εγ+1
{
k
2(γ + 1) −
m0
2
ε1−γ
}
> 0, (13)
provided that ε is chosen to satisfy ε < {k/m0(γ + 1)}1/(1−γ ). In either case, the
left-hand side of (12) and (13) tend to zero as ηk →∞, so both (12) and (13)
contradicts limt→∞H(w(t)) = 0. We can then conclude that limt→∞w(t) = 0
and the proof of the lemma is complete. ✷
Proof of Theorem. Let w(t) be an oscillatory solution of Eq. (4). Consider first
the superlinear case when γ > 1. Here (1 − 2µ) < 0, so (7) becomes
d
dt
H
(
w(t)
)
 f˙+(t)
1 + γ |w|
γ+1, (14)
where f˙+(t) = max(f˙ (t),0). Let m0 = µ(1 − µ) > 0. By (8), we can estimate
H(w(t)) from below by
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H
(
w(t)
)
 k |w|
γ+1
γ + 1 −
m0
2
w2

(
γ − 1
γ + 1
){
k|w|γ+1 − k2/(1−γ )
(
m0
2
)(1+γ )/(1−γ )}
, (15)
where we employ Young’s inequality to the term (m0/2)w2 as follows:
m0w2
2
=
(
m0
2
k−2/(1+γ )
)(
k2/(1+γ )w2
)
 2
1+ γ k|w|
γ+1 + γ − 1
γ + 1k
2/(1−γ )
(
m0
2
)(1+γ )/(γ−1)
.
From (15), it is easy to find nonnegative constant m1 and m2 so that
|w|γ+1 m1H
(
w(t)
)+m2 (16)
(m1 = ((γ + 1)/(γ − 1))k−1 and m2 = (km0/2)m1). On the other hand, if µ(µ−
1)  0, then H(w(t))  k/(γ + 1)|w|1+γ so m1 = (γ + 1)k−1 and m2 = 0 in
(16). Using (16) in (14) and the fact that ∫∞ f˙+ dt < ∞ by (9), we can upon
integration deduce that H(w(t)) is bounded from above. It is also clear from (15)
that H(w(t)) is bounded from below, so |H(w(t))| M0 for all t  t0. Now it
follows from the lemma that limt→∞w(t)= 0.
Note that every solution y(x) satisfies the linear equation z′′+p(x)z= 0 where
p(x)= a(x)|y(x)|γ−1. Observe that
lim
x→∞x
2p(x)= lim
x→∞a(x)x
2∣∣w(x)∣∣γ−1xµ(γ−1)
= lim
x→∞ψ(x)
∣∣w(x)∣∣γ−1 = 0,
so z′′ + p(x)z = 0 is nonoscillatory. This completes the proof in the superlinear
case.
Turning to the sublinear case 0 < γ < 1. Here µ< 1/2 and 1 − 2µ> 0. Sup-
pose that m0 = µ(µ− 1) > 0. Since w˙(t¯n)= 0, so w(t¯n) > 0 implies w¨(t¯n) 0.
It follows from the transformed equation (4) that |w(t¯n)|γ−1  m0(f (t¯n))−1 
m0(2k)−1. Hence |w(t)|  (2k/m0)1/(1−γ ) and w(t) is bounded. This implies
|H(w(t))| M0 for all t  t0 and the lemma shows that limt→∞w(t) = 0 and
limt→∞H(w(t))= 0. We now estimate H(w(t)) from below as follows
H
(
w(t)
)
 f (t)
2
|w|γ+1
γ + 1 +
(
f (t)
2(γ + 1) −
m0
2
|w|1−γ
)
|w|1+γ . (17)
The last term in (17) is positive if |w|1−γ  2k[m0(γ + 1)]−1, which holds
for large values of t since limt→∞w(t) = 0 and limt→∞ f (t) = k. Using (17)
and (7), we find
d
dt
H
(
w(t)
)
 −f˙−(t)
1 + γ |w|
1+γ − f˙−
(1 + γ )f (t)H
(
w(t)
)
, (18)
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where f˙−(t)=−min(0, f˙ (t)). An integration of (18) gives
H
(
w(t)
)
H
(
w(t0)
)
exp
(
−
t∫
t0
f˙−
f
dt
)
(19)
which is bounded away from zero as t →∞ in view of (9). This contradicts the
fact that limt→∞H(w(t))= 0.
It remains to deal with the case when −m0 = µ(µ− 1) 0. Using (6) and (7),
we observe that
d
dt
(
f−1H(w)
)= f−1w˙2{(1 − 2µ)− 1
2
f−1f˙
}
+ m0
2
f−2f˙ w2
−1
2
f−2f˙+
{
w˙2 −m0w2
}
−2 f˙+
f
(
f−1H(w)
) (20)
because m0  0 implies that H(w(t)) 12 w˙2(t) and H(w(t))−m02 w2. It now
follows from (8), (9) and (20) that
Φ
(
w(t)
)=
{
f−1H(w) exp
(
2
t∫
f−1f˙+
)}
is nondecreasing. We need to show that the function Φ(w(t)) tends to a finite
limit in which case we conclude that limt→∞H(w(t))= L is also finite.
To prove that limt→∞Φ(w(t)) is finite, it suffices to show that
limn→∞H(w(tn)) is finite. Returning to Eq. (1) and let xn = log tn so y(xn)= 0.
Moreover, denote x¯n be a zero of y ′(x) to the right of xn and y(x) > 0 on (xn, x¯n).
Since a(x) > 0, so y ′′(x) < 0 and y(x) y ′(xn)(x − xn) for x ∈ (xn, x¯n). Inte-
grating (1) and using the estimate on y(x), we find
y ′(xn)=
x¯n∫
xn
a(x)yγ dx  y ′(xn)γ
∞∫
xn
a(x)xγ dx
from which it follows from (8) and for sufficiently large xn
∣∣y ′(xn)∣∣1−γ 
∞∫
xn
ψ(x)x(γ−3)/2−δ dx K0x(γ−1)/2−δn , (21)
where K0 = 2k[δ + (1 − γ )/2]−1. Since w˙(t) = x1−µy ′(x) − µx−µy(x), so
w˙(tn)= x1−µn y ′(xn). Note that (1 − µ)(1 − γ )= (1− γ )/2 + δ, so (21) implies
that |w˙(tn)|K1/(1−γ )0 . By the definition of H(w(t)), we have∣∣H (w(t))∣∣= 1
2
∣∣w˙(tn)∣∣2  12K2/(1−γ )0 .
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Note that Φ(w(t)) is nondecreasing in t so once again assumptions (8) and (9)
imply that limn→1∞H(w(tn)) exists hence finite. We can now use the lemma and
the fact that limt→∞H(w(t))= 0 to repeat the argument relating to (17), (18) and
(19) for the case when m0 = µ(µ− 1) 0 and obtain the desired contradiction.
The proof of the Theorem is now complete. ✷
3. We conclude in this section with a few remarks which relate the Theorem
proved in the previous section to earlier results.
Remark 1. Theorems A, B and C can be embodied in a single statement as a
consequence of the Theorem, namely:
Corollary. Let γ = 1. Denote ψ(x) = x(γ+3)/2+δa(x), where δ > 0. If ψ(x) is
eventually monotone in x on (0,∞) and either bounded above or below, then
Eq. (1) is nonoscillatory.
Remark 2. Consider the following example:
y ′′(x)+ x−4(2 + x−2 sinx)y3(x)= 0. (22)
Here ψ(x) = 2 + x−2 sinx with δ = 1. Clearly ψ(x) satisfies conditions (2)
and (3) of the theorem, hence Eq. (22) is nonoscillatory. However ψ(x) is not
monotone so none of Theorems A, B and C is applicable in the case.
Remark 3. When ψ(x) is nonincreasing in x, Eq. (1) is known to be nonoscilla-
tory without the superfluous assumption that it is bounded from below by a pos-
itive constant. For superlinear equation when γ > 1, it is the classical nonoscil-
lation theorem of Kiguradze [3], [5, Theorem 18.5]. In the sublinear case when
0 < γ < 1, it was only recently settled by this author [12]. The proofs of both
these results were based on rather different techniques.
Remark 4. Corollary in Remark 1 shows that for δ > (γ − 1)/2 when γ > 1
and δ > (1− γ )/2 when 0 < γ < 1, the coefficient function a(x) satisfies
limx→∞ xγ+1a(x)= 0 and limx→∞ x2a(x)= 0 respectively in which cases the
conclusion of nonoscillation follows from earlier results of this author [10], see
also [5, Theorems 18.6 and 18.7].
Remark 5. Equation (1) under the transformation u(τ) = y(x) and x = Aτ−a
where a = n− 2, A= aa, and n is a positive integer, is equivalent to the second
order nonlinear equation
d2u
dτ 2
+ n− 1
τ
du
dτ
+ g(τ)∣∣u(τ)∣∣α−1u(τ)= 0. (23)
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Equation (23) is the radial symmetric equation of semilinear partial differential
equation
∆u+ g(τ)uα = 0 (24)
in Rn, which has received extensive research activities in recent years, see e.g.,
Ni and Yotsutani [9], Li [7] and Li and Ni [8], Kwong and Li [6]. Under the
transformation, behavior of the solution y(x) near infinity has the same meaning
for the solution u(τ) near zero. In particular, nonoscillation of Eq. (23) implies
that Eq. (24) has only positive solution near the origin τ = 0. It is easy to verify
that a2x2p(x)= τ 2g(τ). So if g(τ)= τβ , then the condition on ψ(x) as required
by the Theorem can be translated to the requirement that
β − γ + 3
2
− (n− 1)γ − 1
2
+ (n− 2)δ = 0.
We therefore can conclude that the partial differential equation
∆u(ξ)+ |ξ |βuα(ξ)= 0, ξ ∈Rn,
where n  3 and γ > 1, has only positive solutions near ξ = 0 if β <
−(γ + 3)/2+ (n− 1)(γ − 1)/2, a result of independent interest in itself.
Remark 6. The interest to establish nonoscillation for the Emden–Fowler
equation (1) stems from physical considerations. Here the coefficient function
a(x) is assumed to be positive. It will be of interest to prove nonoscillation when
a(x) assumes alternating signs. Take for example
y ′′(x)+ e−x sinx∣∣y(x)∣∣γ−1y(x)= 0, γ > 0. (25)
When γ = 1, the linear equation (25) is nonoscillatory. For γ = 1 and γ close
to 1, numerical evidence indicates that solutions behave like the unperturbed
equation y ′′(x) = 0 since a(x) is exponentially small. Unfortunately, we are
unable to establish whether Eq. (25) is nonoscillatory or its opposite that it
possesses oscillatory solution for any γ = 1.
Note added in proof
Remark 7. Since ψ(x) is positive, condition (3) may be replaced by the
apparently weaker assumption
∞∫
ψ ′+(x) dx <∞, (3a)
where ψ ′+(x)= max(ψ(x),0). Consider the identity
x∫
x0
ψ ′−(u) du=
x∫
x0
ψ ′+(u) du+ψ(x0)−ψ(x)
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which together with (3a) and ψ(x) > 0 imply that ψ ′− ∈ L1(x0,∞). Now
ψ ′+,ψ ′− ∈L1(x0,∞) imply condition (3).
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