Fourier methods are fundamental tools to analyze random fields. Statistical structures of homogeneous Gaussian random fields are completely characterized by the power spectrum. In non-Gaussian random fields, polyspectra, higher-order counterparts of the power spectrum, are usually considered to characterize statistical information contained in the fields. However, it is not trivial how the Fourier modes are distributed in general non-Gaussian fields. In this paper, distribution functions of Fourier modes are directly considered and their explicit relations to the polyspectra are given. Under the condition that any of the polyspectra does not diverge, the distribution function is expanded by dimensionless combinations of polyspectra and a total volume in which the Fourier transforms are performed. The expression up to second order is generally given, and higher-order results are also derived in some cases. A concept of N -point distribution function of Fourier modes are introduced and explicitly calculated. Among them, the one-point distribution function is completely given in a closed form up to arbitrary order. As an application, statistics of Fourier phases are explored in detail. A number of aspects regarding statistical properties of phases are found. It is clarified, for the first time, how phase correlations arise in general non-Gaussian fields. Some of our analytic results are tested against numerical realizations of non-Gaussian fields, showing good agreements.
INTRODUCTION
The Fourier analysis has long been one of the most important methods in various fields of study. Among them, randomly varying data are efficiently analyzed by Fourier transform methods, or spectral methods. In random processes as functions of time, the Fourier transform plays one of the central roles in unveiling the statistical nature of the process [1, 2, 3, 4] . A random process is represented by a random function defined over 1-dimensional space. Generalizations to multi-dimensional spaces are straightforward, and random functions defined over some space are called random fields [5, 6] . A random field is called homogeneous when all the statistical properties are translationally invariant and independent on a position in space. In a one-dimensional case, such as a random process, homogeneous random fields are also called stationary. Fourier analyses of random processes or random fields are especially useful when they are stationary or homogeneous.
There is a class of random fields which are called Gaussian random fields. When a field arises from the superposition of a large number of independent random effects, the resulting field is a Gaussian random field under very weak conditions, by virtue of the so-called central limit theorem. There are many situations encountered in physical and engineering problems that random fields are accurately or approximately Gaussian. Statistical properties of a homogeneous Gaussian random field is completely specified by a correlation function, or equivalently, its Fourier transform, a power spectrum. Therefore, Gaussian random fields are analytically easier to treat than other random fields, and many aspects of Gaussian random fields have been investigated before [5] .
In cosmological physics, Gaussian random fields are very important, since the initial density fluctuations are thought to be, at least approximately, a Gaussian random field. In inflationary models, the curvature perturbations generated by quantum fluctuations in the very early universe would yield a Gaussian random density field. Statistics of Gaussian random fields in cosmological contexts have been explored in detail [7, 8] .
However, non-Gaussianity naturally appears in reality, especially when nonlinear dynamics are involved. While linear evolution of an initial density field in cosmology keeps the Gaussianity, nonlinear evolution raises non-Gaussianity in the density field [9] . Moreover, whether or not the initial density field is a Gaussian random field is an important question to investigate the beginning of the universe, and understanding non-Gaussian random fields has a great importance.
The non-Gaussian features in Fourier analyses are usually characterized by polyspectra, i.e., higher-order counterparts of the power spectra. For a given set of random variables, a set of all moments of the variables carries complete information of the statistical distribution. However, it is still not trivial to understand the statistical properties of the Fourier modes, even when a hierarchy of all the polyspectra are known. For example, statistical behaviors of Fourier phases in non-Gaussian random fields has long been studied empirically, lacking any well-established statistical framework to understand information contained in the Fourier phases [10, 11, 12, 13, 14, 15] .
The statistical structures of Fourier phases are recently unveiled by the present author, properly calculating the joint distribution function of phases [16] . The analytical results are tested against numerical simulations of cosmological structure formation [17] , and applied to an analysis of observational data [18] . The analytical calculations involve an expansion by a certain parameter, and only lowest-order terms were discussed in the previous work.
In this paper, the previous analytical calculations are extended to give a framework for studying statistics of Fourier modes in general. The statistical structures of not only Fourier phases but also Fourier moduli are simultaneously considered. We give a general joint distribution function of Fourier modes in general non-Gaussian fields. The joint distribution function of Fourier modes has complete information of statistical properties. Since a set of all the polyspectra also has the complete information, the joint distribution function can, in principle, be expressible by a set of all the polyspectra. Such relation has not been known, and it is surely difficult to obtain the complete relation. However, the distribution function is found to inevitably depend on a total volume in which Fourier transforms are applied. Some dimensionless combinations of a polyspectrum and a total volume, each of which is a dimensional quantity, can actually be arbitrary small for a large volume limit. Therefore, it is natural to expand the distribution function by some powers of a volume. The expression is found to be expanded by an inverse of square root of the volume as a small parameter. The way to calculate the distribution function up to arbitrary order is established in this paper. The general expression up to second order is actually given. More general properties involving higher-order effects are also obtained and discussed in some cases. Remarkably, an analytic expression of one-point distribution function of a Fourier mode is obtained to arbitrary order in a closed form.
This paper is organized as follows. In Sec. II, our notations of Fourier transforms are defined, and the distribution function of Fourier modes in Gaussian random fields are reviewed. In Sec. III, methods to derive distribution function in general non-Gaussian fields are detailed, and an explicit expression up to second order is obtained. In Sec. IV, Npoint distribution functions of Fourier modes are introduced, and calculated in several cases. An analytic expression of the one-point distribution function is completely given in a closed form. General expression of the two-, three-, four-point distribution functions are given up to second order. In Sec. V, statistical structures of Fourier phases are revealed. N -point distribution functions of phases are derived, and a number of theorems regarding general properties of phase distributions are proven. In Sec. VI, some of the analytic results are tested against numerical realizations of non-Gaussian fields. The complete form of the joint distribution function up to second order is given in Appendix A.
II. GAUSSIAN RANDOM FIELDS AND FOURIER MODES

A. Fourier Transform and Power spectrum
For a given random field f (x) in a d-dimensional, Euclidean configuration space, x ∈ R d , the Fourier coefficient f (k) is defined byf
Without loss of generality, we assume the field has a zero mean: f (x) = 0. The power spectrum, P (k), is defined by the relation
where δ d is the d-dimensional Dirac's delta function. The average · · · represents an ensemble average. In an isotropic field, the power spectrum is an function of only an absolute length of the wavevector k. However, we do not assume the isotropy of space in principle, so that the configuration space can be anisotropic in general. The appearance of the Dirac's delta function in equation (2) is a consequence of statistical homogeneity of space. In this paper, we only assume the homogeneity of configuration space. Since the right hand side of equation (2) is non-zero only when k = k ′ , the power spectrum is always a real function. In this paper, we consider the field f (x) to be real: f (x) ∈ R. In this case, the Fourier coefficient of Eq. (1) satisfies
Therefore, the power spectrum of Eq. (2) is equivalently given by
B. Probability Distribution Function of Fourier Modes in Random Gaussian Fields
In random Gaussian fields, statistical properties of field distribution are completely specified by the two-point correlation function,
In a homogeneous field, the two-point correlation function is a function of only a displacement of the two points. The power spectrum is a Fourier transform of the two-point correlation function (Wiener-Khinchin theorem):
Therefore, statistical properties of random Gaussian fields are completely contained in the power spectrum, since the power spectrum and the two-point correlation function are mathematically equivalent. Higher-order moments in Gaussian fields are fully reduced to combinations of two-point correlation functions, and higher-order cumulants are zero:
The probability of taking particular values of a random Gaussian field f (x) is given by a functional,
where A is a normalization constant, and the function ξ −1 (x−x ′ ) is the "inverse" of the two-point correlation function, which is implicitly defined by
Using the Fourier representation, this "inverse" correlation function is explicitly represented by
The functional of Eq. (8) is a generalization of the multi-variate Gaussian distribution function to the continuum case. This functional contains all the statistical information of the field, and it is obvious from Eq. (8) that the statistical properties of a random Gaussian field are fully described by the two-point correlation function, as claimed above. The distribution function of the Fourier coefficients is straightforwardly obtained from the Eq. (8) by changing the variables. Since the Fourier transform is a linear transform, the Jacobian of the transform is a constant. The integral in Eq. (8) is given by
where "uhs" indicates the integration over the independent modes taking the reality condition of Eq. (3) into account. Usually, one can take the "upper half sphere", k z ≥ 0 of the k-space. At this point, introducing a regularization box of volume V = L 1 L 2 · · · L d with periodic boundary condition is useful to discretize the Fourier space. The size of fundamental cells in Fourier space is given by ∆k i = 2π/L i for the i-th direction (i = 1, 2, . . . , d), and the right hand side of Eq. (11) becomes a sum over discrete set of k in this representation. Defining the volume-normalized Fourier coefficient,
the joint probability distribution function of the Fourier coefficients are given by
whereÃ is a normalization constant, which differs from A by a Jacobian of the Fourier transform. The square bracket indicates the function of all Fourier modes in uhs, and not of only a particular mode. It is obvious in Eq. (13) that each Fourier mode in uhs is independent to each other in random Gaussian fields. Denoting f k = a k + ib k , where a k ∈ R and b k ∈ R are real and imaginary parts respectively, their distribution functions are given by
The real and imaginary parts of Fourier modes are independently distributed with rms P (k)/2 in Gaussian random fields. In terms of the polar representation, f k = |f k |e iθ k , the distribution function of each mode is given by
This distribution function does not depend on the Fourier phase θ k , so that the Gaussian random fields always have random phases. The Fourier modulus |f k | obeys the Rayleigh distributions in Gaussian random fields. Thus, the statistics of Fourier modes in Gaussian random fields are particularly simple: Distributions of every real and imaginary parts of Fourier modes are completely independent to each other, and their distributions are Gaussian. In other words, the distribution of Fourier modulus is given by a Rayleigh distribution and the Fourier phase is completely random.
In what follows, we will investigate how this simplicity changes in non-Gaussian fields. We will see both independence of Fourier modes and Gaussianity of Fourier coefficients (and therefore randomness of phases) are broken in general.
III. GENERAL DISTRIBUTION FUNCTION OF FOURIER MODES
A. A formal expansion of non-Gaussian distribution functions
One of the main purpose of this paper is to elucidate the general form of the joint probability distribution function of the Fourier coefficients P [f k ]. For this purpose, we use the celebrated cumulant expansion theorem [19] . In general, the cumulant expansion theorem states that the following identity holds for a random variable X:
where · · · indicates taking a usual average value, and · · · c indicates taking cumulants. We put
in the above equation, where K k and L k are just usual numbers, and variables a k and b k are the real and imaginary parts of the Fourier coefficients,
. The summation is taken over any subset of independent Fourier modes. Since a mode with a wavevector k in a lower half sphere is always given by a mode with a wavevector −k in real fields, the wavevectors in the summation are taken only from uhs. With this substitution, the left hand side of Eq. (16) has the form of the Fourier transform of the probability distribution function P [a k , b k ]. Therefore, performing inverse Fourier transforms, we obtain
Since the original field f (x) is assumed to have a zero mean, the first moments and cumulants vanishes: (17) into Eq. (18), using the binomial theorem, and expanding the sum over wavenumbers, we obtain
where the sum over all non-negative integers m and n which satisfies m + n ≥ 2 is taken. We single out the term of n + m = 2 in the first exponent, adopt substitutions K k → −i∂/∂a k , L k → −i∂/∂b k in the rest terms, and perform the Fourier integrations. We obtain
where P G is a Gaussian distribution function, given by products of Eq. (14a) and (14b):
The Eqs. (20) and (21) are the fundamental equations of expressing the non-Gaussian distribution function of Fourier coefficients in terms of higher-order cumulants. At this point, it is more convenient to use complex variables f k as an independent variables instead of a k and b k . One can consider simultaneous linear transformations of independent variables:
With this definitions, f k is defined in all k space, while a k and b k are defined in uhs space, so that the degrees of freedom is the same for both sets of variables. Carefully changing independent variables in the expression of Eq. (20), we obtain
where the function P [f k ] and P G [f k ] are the formal probability distribution functions, defined by
The summation in Eq. (23) is taken over any subset of independent Fourier modes, provided that any two modes with ±k are always included simultaneously ("both" stands for "uhs + lhs"). By calculating the Jacobian of the transformation of Eq. (22), we obtain
The Eq. (23) with Eq. (27) can also be obtained by formally putting
in the Eq. (16) and formally following the similar calculations above as if f k 's are real numbers. Therefore, the Eq. (23) is considered as an analytic continuation of a general relation to the case of complex variables. In any case, the physical interpretation of the function P [f k ] is given by Eq. (24), the right hand side of which is a well-defined quantity. The higher-order cumulants in the exponent of Eq. (23) are non-zero only when k 1 + · · · + k N = 0 because of the statistical homogeneity of the random field. In an infinitely large space, the polyspectra P (N ) (k 1 , . . . , k N −1 ), which are the higher-order counterparts of the power spectrum, are defined by cumulants of the Fourier coefficients as
In finite-volume cases,
where
is a Kronecker's delta defined by
The polyspectra
are completely symmetric about permutations of arguments, and have symmetries with respect to their arguments:
and so on. Substituting Eq. (30) into Eq. (23), we obtain
This equation is a fundamental equation to derive the statistical distributions of Fourier coefficients in terms of higher-order polyspectra. One can formally take a limit of V → ∞ in this expression, when all the Fourier modes are considered and included in summations. There are correspondences
where δ/δf (k) is the functional derivative. In this limit, Eq. (34) reduces to
where P [f (k)] is a probability distribution functional of generally non-Gaussian random fields, and P G [f (k)] is that of Gaussian random fields which share the same power spectrum with P [f (k)].
In the following, it will be convenient to introduce normalized variables,
which have a simple covariance matrix,
The probability distribution function of these normalized variables is given by
are normalized polyspectra, and
The normalized polyspectra of Eq. (42) are non-zero only if k 1 + · · · k N = 0, and satisfy the following relation
The polyspectra do not depend explicitly on the volume V . This can be seen by the fact that the polyspectra are obtained by Fourier transforms of N -point correlation functions:
is an N -point correlation function. The case N = 2 of Eq. (45) is nothing but the old Wiener-Khinchin theorem of Eq. (6) . Since N -point correlation functions do not explicitly depend on the volume, the polyspectra also do not depend on the volume. Therefore, the expression of Eq. (41) can naturally be expanded by V −1/2 . After some algebra, we obtain
1 ···k
(1)
The last quantities are generalization of the Hermite polynomials [20, 21] . They are explicitly given by
and so forth. In the above equations, "+ sym.(n)" indicates that n − 1 terms are added to symmetrize the preceding term with respect to k's. For example, δ 47) is formally a series expansion by a dimensional quantity V −1/2 . The meaning of which is discussed in the following subsection.
B.
Explicit expansion up to second order Substituting the explicit representation of H k1k2··· into the expression of Eq. (47), the general distribution function of the Fourier coefficients of a non-Gaussian field is obtained. In the following, we consider a Fourier amplitude A k and a Fourier phase θ k instead of a complex variable α k :
where A k ≥ 0 and 0 ≤ θ k < 2π. With these new variables, the distribution function of a Gaussian field is given by [cf. Eq. (15)]
With these new variables, the Eq. (47), up to second order in V −1/2 , reduces to
where the wavevectors which appear as indices of A k and θ k are only summed over the uhs. The above expression, however, is still inconvenient for further investigations, because the modes in each summation with different k-labels can be the same. We should expand each summation in Eq. (57) so that the different labels refer different modes. For example, in the second term the modes k 1 and k 2 can be the same and also can be different. In the same term, the modes k 1 and k 3 should always different, because k 2 = k 3 requires k 2 = 0, which contradicts k 2 ∈ uhs. In the following we are going to integrate over some modes, in which case it is convenient when different labels refer to different modes. We carefully expand each summation in Eq. (57) to summations in which the modes are mutually different. For example, the summation in the second term in Eq. (57) should be separated into a summation with k 1 = k 2 and k 1 = k 2 , resulting in uhs k1,k2,k3
where the summation ′ uhs k1,··· indicates that all the modes are different to each other. On the left hand side, the wavevector k 3 is identical to k 1 + k 2 because of the Kronecker's delta in the normalized bispectrum. Therefore, the mode k 3 is automatically different from k 1 and k 2 because k 1 , k 2 = 0. The zero mode k = 0 does not appear because it is a purely homogeneous mode which is excluded by imposing f (x) = 0. It is only when k 1 = k 2 that two of three modes on the left hand side are identical. The case k 1 = k 2 corresponds to the first term on the right hand side, and other case corresponds to the second term. Likewise, one can carefully expand other summations into summations of mutually different modes. After tedious, but straightforward manipulations, the result has a form,
are the summations given in Appendix A.
C. Meaning of the expansion by
We obtained the distribution function of the Fourier coefficients in a formal series by powers of V −1/2 . The volume V is a dimensional quantity, and the expansion seems meaningless if we naively choose the unit of length by V = 1. However, powers of V −1/2 is always accompanied by the normalized polyspectra p (n) , which are also dimensional quantities. The dimensionless quantities in our expansion is actually V 1−n/2 p (n) , which can be seen in Eq. (41). Therefore, when these quantities are small for large n and higher-order terms are negligible, one can approximately obtain the distribution function by truncating the series, which is practically useful.
In fact, the polyspectra are not dependent on the volume V , and so are the normalized polyspectra, when the wavevectors in the polyspectra are fixed. Thus the quantity
. . , k n ) can be arbitrarily small by taking large V for a fixed set of wavevectors k 1 , . . . , k n . Our expansion is actually an expansion by these quantities, assuming all the normalized polyspectra do not diverge.
We should note that the number of possible wavevectors are large when the volume is large. This means that the number of terms which have a same order of V −1/2 can be infinitely large if V → ∞. However, one does not have to consider all the possible modes in Eq. (47). This equation is valid even in a case only a set of particular modes are considered, in which case the summation is taken over only wavevectors of that set of modes and the number of terms of a same order is finite. After the next section we consider distribution functions in which only particular set of modes are considered.
Absolute values of the quantities V 1−n/2 p (n) are usually very small when the scales of wavevectors in the arguments of polyspectra are sufficiently smaller than the box size. We will see this property by some examples of non-Gaussian fields in section VI below. Therefore, our expansion is actually efficient and turns out to be very useful for most of the cases.
IV. N -POINT DISTRIBUTION FUNCTIONS OF FOURIER MODES
A. Zero-point Distributions
As a consistency check, the probability distribution function P [A k , θ k ] in the form of Eq. (59) is shown to have a correct normalization,
even when the expansion is truncated. The integration on the right hand side can be explicitly performed using the expansion of P given in Appendix A with the Gaussian distribution P G of Eq. (56). The following integrals are useful:
2π 0 dθ 2π cos(nθ + α) cos(mθ + β) = where n and m are non-negative integers. We use Eq. (61) with
Using these integrals, it is straightforward to show
for any mode k ∈ uhs. The Eq. (60) is a direct consequence of this property.
B. One-point Distributions
The distribution function of a particular Fourier mode f k can be obtained by integrating all modes but one in the general distribution function of Eq. (59). The one-point distribution function P 1 (A k , θ k ) for a particular mode k is therefore given by
where all the modes k ′ but a particular mode k are integrated over. Because of Eq. (64), the Q (j) i terms which have more than two different modes does not contribute to the above Eq. (65). The only contribution comes from Q (2) 1 , which has only one mode, and the Eq. (65) reduces to
is a one-point distribution function of a Gaussian random field.
There is a reason why only p (4) (k, k, −k, −k) contributes to the non-Gaussian correction and the terms with halfinteger power of V do not contribute at all. The one-point distribution for a particular mode k is determined once the hierarchy of higher-order cumulants is provided, because of the cumulant expansion theorem. In the present case, we have two independent variables α k and α −k for a single mode k ∈ uhs. Therefore all the cumulants have the form,
, which is a manifestation of the translational invariance, such cumulants are non-zero only when n = m, and they are given by
is a collapsed polyspectrum. Because the cumulants of Eq. (68) have integer powers of V , the terms with half-integer power do not appear in the expansion of Eq. (66).
In the case of one-point distribution function, obtaining higher-order terms in Eq. (66) is not so difficult. To this end, we re-start the calculation from Eq. (41). When we consider only a particular mode k ∈ uhs, the sums over k 1 , . . . k N in the exponent are only taken for k and −k. Because of the Kronecker's delta, the number of k and that of −k should be the same, so that N should be an even number, N = 2n. Taking proper combinatorial weights into account, we obtain a joint distribution function of α k and α −k ,
In terms of variables A k and θ k defined in Eq. (55), the differential operator in the exponent is given by
The last factor in the new variables is given by exp(−A k 2 ) which does not depend on the phase θ k . The Jacobian of the transformation is ∂(α k , α −k )/∂(A k , θ k ) = 2A k . Therefore, the general form of the one-point distribution function in terms of (A k , θ k ) is given by
This equation provides a general expression of the one-point distribution function of a Fourier mode. There is an important theorem which is directly derived from Eq. (72):
Theorem 1 For a random field in a spatially homogeneous space, a one-point distribution function of Fourier phase P (θ k ) is always homogeneous:
The proof of this theorem is trivial since the right hand side of Eq. (72) does not depend on the phase θ k . The spatial homogeneity is crucial in this theorem. If the statistics of the random field is spatially inhomogeneous, the number of operator ∂/∂α k and that of ∂/∂α −k does not necessarily agree because the lack of Kronecker's deltas in the exponent of Eq. (41). In which case, the exponent of Eq. (72) explicitly depends on the phase θ k , and the theorem does not hold.
The value of a phase θ k determines positions of peaks and troughs of the Fourier mode k, since the particular Fourier mode has the spatial dependence, f k e ik·x = |f k |e ik·x+iθ k , so that a spatial translation x → x 0 is equivalent to a phase shift θ k → θ k + k · x 0 . Therefore, spatial homogeneity implies that there should not be preferred values in phases. This is an intuitive meaning of Theorem 1. However, when the other modes are simultaneously considered, the phases are not independently distributed and there are phase correlations among Fourier modes, as shown in the following sections.
Another important consequence of Eq. (72) is that the non-Gaussian corrections always vanish in the limit of V → 0 as long as all q (2n) (k) are finite. Therefore, the following theorem holds:
Theorem 2 For a random field in a spatially homogeneous space, a one-point distribution function of a Fourier mode approaches to be Gaussian when the spacial volume V is sufficiently large:
provided that all the polyspectra of type P (2n) (k, . . . , k, −k, . . . , −k) are finite for any positive integer n.
This theorem is related to the central limit theorem. To illustrate the relation, we note the Fourier coefficients in the whole space are considered as superimposition of the Fourier coefficients of finite sub-volumes. A pair of sub-volumes which is sufficiently separated in space is almost independent to each other as long as the spatial correlations are not so strong on large scales. Expected separations of arbitrary pairs of such sub-volumes diverges in the limit V → ∞. The central limit theorem tells that superimposition of infinitely many independent random variables is normally distributed and the distribution function is Gaussian, irrespective to the distribution functions of the original random variables. The Fourier coefficients of the whole space is considered as superimposition of Fourier coefficients of many sub-volumes. Since these sub-volumes are almost independent, the distribution function of a Fourier coefficient of the whole space is expected to be Gaussian, even when the distribution in the sub-volumes are non-Gaussian. According to the Theorem 2, the one-point distribution function of a Fourier mode in a sufficiently large volume does not distinguish non-Gaussianity of the distribution.
Expanding Eq. (72) to arbitrary order in V −1 is straightforward. To second order, for example, we obtain
The first-order term agrees with Eq. (66) as it should be. It is straightforward to obtain higher-order terms by expanding Eq. (72). The distribution function of the original variables, f k = |f k | exp(iθ k ) is simply obtained from Eq. (75), since the Jacobians of P 1 and P G are identical. In fact, P 1 (|f k |, θ k )/P G1 (|f k |, θ k ) is just given by the right hand side of Eq. (75) with a substitution A k = |f k |/ P (k).
C. Two-point Distributions
The two-point distribution function for a couple of particular modes k 1 and k 2 is given by
where all the modes k but two particular modes k 1 and k 2 are integrated over. Instead of considering the full two-point distribution function of Eq. (76), it is convenient to consider a reduced distribution function R 2 defined by
If there is no correlation between the two modes k 1 and k 2 , the reduced distribution function vanishes. The reduced distribution function represents the additional contribution that is not represented by one-point distribution functions. In the following, the reduced distribution function
. The reduced distribution function does not change when the independent variables are changed since the Jacobian is the same for both sides of Eq. (77). Therefore, the reduced distribution function for arbitrary set of independent variables, such 
3 , and Q does not contribute to the reduced function R 2 , because the contribution is absorbed in the one-point distribution functions. In the term Q (2) 2 , there is a symmetry k 1 ↔ k 2 in the summation, so that the symmetrization factor 2 should be taken into account in the integration of Eq. (76). As a result, the reduced function R 2 for two-point distributions is given by
where k 1 , k 2 ∈ uhs. The symbol sym. (k 1 ↔ k 2 ) means an additional term which are needed to symmetrize each preceding term. The first and second terms of the lhs contribute only when k 2 = 2k 1 or k 1 = 2k 2 , and the third term contribute only when k 1 = 3k 2 or k 2 = 3k 1 . When the third term contributes, the first and second terms do not contribute, and vice versa. The forth term always contributes. The two-point distribution depends on phases only when the vector k 2 is proportional to k 1 . This property is understood by translational invariance of the statistical distribution. As considered in the previous subsection, phases appear in the distribution functions only in the form which is invariant under the phase shift
is not proportional to k 1 , there is not any way of making an invariant combination out of the two phases θ k1 and θ k2 . If k 2 = ck 1 , a phase combination cθ k1 − θ k2 is invariant.
D. Three-point distributions
Next we consider the three-point distributions. The reduced three-point distribution function R 3 is defined by
where we adopt notational abbreviations such as P 1 (k 1 ) = P 1 (A k1 , θ k1 ), etc. Three modes, k 1 , k 2 , k 3 are all different from each other. The reduced distribution function is a component that is not represented by lower-point distribution functions.
Contributions to the reduced three-point distribution function from Eq. (59) come from Q
2 , Q
4 , Q
5 , Q
9 , Q (2) 10 , Q
11 . There are conditions among wavevectors under which these terms contribute to the distribution function. For example, the terms Q (80) i.e., asymmetric functions with all the possible permutations are summed up to obtain the reduced function. The asymmetric functions can be extracted from expressions of Q (j) i given in the Appendix A, resulting in
It is only when k 1 + k 2 = k 3 , or its permutations is satisfied that the first and fourth term on the rhs contribute. Similarly, 2k 1 + k 2 = k 3 for the second term to contribute, 2k 1 = k 2 + k 3 for the third term, 2k 1 = k 2 and 4k 1 = k 3 for the fifth term, 3k 1 = k 2 and 2k 1 = k 3 for the last term to contribute. The three wavevectors k 1 , k 2 , k 3 should be in a 2-dimensional plane because there is at least one constraint among three wavevectors. In the last two terms, three wavevectors should be in a 1-dimensional line, i.e., three wavevectors should be parallel to each other. Specifically, if there is only a relation k 1 + k 2 = k 3 , and if there is not any other relation among these wavenumbers, the reduced three-point function is simply given by
The factor 2 relative to the asymmetric expression of Eq. (81) corresponds to a symmetry of k 1 ↔ k 2 . If there is another relation among the three wavevectors, the expression of Eq. (82) is insufficient and corresponding terms are added.
E. Four-point distributions
The four-point distributions can similarly be obtained. The reduced four-point distribution function R 4 is defined by
where +sym.(n) indicates additional n − 1 terms which are necessary to symmetrize the preceding term with respect to k 1 , . . . , k 4 . The same abbreviations for P 4 as in the case of P 3 , etc., are assumed.
Contributions to the reduced four-point distribution function from Eq. (59) come from Q
6 , Q
7 , Q
13 , Q
14 , Q
15 , Q 
where the last term indicates additional 23 (= 4!−1) terms to symmetrize the previous term with respect to k 1 , . . . , k 4 .
The asymmetric function is given by
Specifically, if there is only a relation k 1 + k 2 + k 3 = k 4 , and if there is not any other relation among these wavevectors, the reduced four-point function is simply given by
The symmetry factor 6 of permutating (k 1 , k 2 , k 3 ) is taken into account. When there is an additional relation, such as 2k 1 = k 4 etc., a corresponding term, such as the fourth term in Eq. (85), should be added to the above equation. Similarly, if there is only a relation k 1 + k 2 = k 3 + k 4 , and if there is not any other relation among these wavenumbers, the reduced four-point function is given by
F. Higher-point distributions
It is also straightforward to obtain expressions of five-and six-point distribution functions from Eqs. (A21)-(A25). Up to the order V −1 , five-and six-point reduced distributions are present only when the wavevectors satisfy at least two conditions. For example, the five modes k 1 , . . . , k 5 with a condition k 1 + k 2 + k 3 + k 4 = k 5 do not have a reduced five-point distribution function up to this order. This is consistent with the fact that N -point correlations of Fourier modes are of order V 1−N/2 as given by Eq. (30).
V. PHASE CORRELATIONS
One of the most prominent feature in non-Gaussian fields is that the Fourier phases are not completely random. Therefore, the non-Gaussianity is sometimes called as "phase correlations". However, explicit forms of the phase correlations in non-Gaussian fields was unknown. Unlike in the random Gaussian fields, Fourier moduli and Fourier phases are not independently distributed, as seen from the distribution function we derived above. Thus, correlations only among phases does not have enough information on non-Gaussianity. Moduli and phases of different modes are mutually correlated.
When one is interested only in phase distributions, the distribution function of phases is obtained by integrating over Fourier moduli. Such integrations are simply performed by using Eq. (61). In the expressions for Q (i) j in Appendix A, the integrations result in replacements
since all the different labels of wavevectors corresponds to actually different modes. The same replacements are applied in the expressions of the N -point distribution functions. The one-point phase distribution function is constant because of Theorem 1:
This can be explicitly confirmed by Eq. (66) and also by Eq. (75). For higher-point distribution functions of phases, reduced functions are defined along the lines of defining R N . From the N -point distribution function of phases P N (θ k1 , . . . , θ kN ), the reduced distribution functions C N are iteratively defined by
Such reduced functions are just given by integrals of the function R N :
A. Two-point distributions
The two-point distribution functions of phases are obtained from Eqs. (66), (78) and (93). Up to the order V −1 , the one-point function P 1 (k) in Eq. (93) can be replaced by a Gaussian function P G (k). Thus the reduced function C 2 is just given by replacements of Eq. (88) in Eq. (78). As a result, the fourth term of Eq. (78) vanishes and the phase correlations between two modes appear only when one of the modes is parallel to the other and the proportional factor is either 2 or 3. Specifically, when 2k 1 = k 2 ≡ k,
and when 3k 1 = k 2 ≡ k,
Otherwise, there is not any other two-point correlation between phases up to this order. In the above two cases, the phase correlations are present only between two modes in which wavevectors are mutually parallel and their proportional factor is a simple integer. This property is not specific for the lower-order expansion. In fact, there is a following theorem:
Theorem 3 Phase correlations between two different modes with wavevectors k 1 and k 2 , where k 1 , k 2 ∈ uhs, are present only when the two wavevectors are parallel to each other, and the proportional factor c is a rational number.
Proof. The two-point distribution function is obtained from Eq. (47) where the wavevectors in the summation take their values only from four vectors, k 1 , −k 1 , k 2 , and −k 2 . Let the number of these wavevectors in a term be n 1 , m 1 , n 2 , m 2 , respectively. Because of Kronecker's delta's in the polyspectra, the equation
should be satisfied in the term. Therefore, we obtain
unless n 1 = m 1 and n 2 = m 2 are simultaneously satisfied. The theorem is proven if a term in which the conditions n 1 = m 1 and n 2 = m 2 are satisfied does not contain phase distributions. In the term with n 1 = m 1 and n 2 = m 2 , the generalized Hermite polynomial has a form of H k1···−k1···k2···−k2 , where the numbers of k 1 and −k 1 are the same, and that of k 2 and −k 2 are the same. In explicit forms of the polynomials, as illustrated in Eqs. (49) -(54), the terms with Kronecker's delta's, δ
, are zero since k 1 , k 2 ∈ uhs. Only terms with δ K k1−k2 and δ K −k1+k2 survive. Therefore, the numbers of k 1 and −k 1 are the same and that of k 2 and −k 2 are the same even in each term of the generalized Hermite polynomials. That means each term is a function of only combinations of α k1 α −k1 = |α k1 | 2 and α k2 α −k2 = |α k2 | 2 , which do not depend on phases. According to this theorem, there are phase correlations between modes k 1 and k 2 only when a relation nk 1 = mk 2 is satisfied for some different integers n, m. In terms of music, this is a relation of "overtones". Considering a fundamental tone k, the two modes are given by m-th and n-th overtones, k 1 = mk, k 2 = nk. In the Eq. (94), for example, these numbers are m = 1 and n = 2, and they correspond to a fundamental tone and a first overtone (an octave), respectively. In the Eq. (95), the relation is a perfect twelfth (an octave and fifth). A phase correlation between 2k and 3k corresponds to "a perfect fifth", and that between 3k and 4k corresponds to "a perfect fourth", and so on.
In Eqs. (94) and (95), lowest-order deviations from random distribution of phases are of order O(V −1/2 ) for a two-point phase distribution of modes k and 2k, and O(V −1 ) for modes k and 3k. The deviations are of higher order when a proportional factor of the two wavevectors is not simple. More precisely, we have a following theorem:
Theorem 4 Deviations from a random distribution of phases for a two-point phase distribution of modes k 1 and k 2 with a relation nk 1 = mk 2 , where n and m are irreducible positive integers, are of order O(V −(n+m−2)/2 ), or higher.
Proof. In the proof of Theorem 3, the term specified by positive numbers n 1 , m 1 , n 2 , m 2 has a order of
, where m ′ is the number of polyspectra in the term in Eq. (47). Firstly, the lowestorder contribution comes from the terms which has only one polyspectrum, m ′ = 1. Secondly, from Eq. (96) in the context of the proof of Theorem 3, n/m = (n 1 − m 1 )/(m 2 − n 2 ) should be satisfied to have non-trivial phase distributions. Under this constraint, the lowest-order term is given by (n 1 , m 1 , n 2 , m 2 ) = (n, 0, 0, m), (0, n, m, 0), and the order is O(V (2−n−m)/2 ). This term is accompanied by a specific polyspectrum. If the corresponding polyspectrum vanishes, the lowest order is higher than that.
In fact, the lowest-order term in this theorem can be explicitly obtained by inspecting Eq. (47). From the proof above, and counting overlapping factors in Eq. (47), we obtain
Since k 1 and k 2 are in uhs and are mutually different, all the Kronecker's delta's are zero in expansions of generalized Hermite polynomials appearing in the above equation. Therefore, we have
and Eq. (97) reduces to
The lowest-order correction terms in Eqs. (94) and (95) 
B. Three-point distributions
The three-point distribution functions of phases are obtained from Eqs. (66), (80), (81) and (93). Up to the order V −1 , the reduced function C 3 is just obtained by replacements of Eq. (88) in Eq. (81) and symmetrization. The phase correlations among three modes appear only when the three wavevectors are linearly related. Specifically, when k 1 + k 2 = k 3 and there is not any other relation among these wavevectors, integrations of Eq. (82) result in
Similarly, it is easy to obtain phase correlations when there is only one linear relation of either 2k 1 + k 2 = k 3 or 2k 1 = k 2 + k 3 . For the first case,
and for the second case,
Another specific example is that the three modes are given by k, 2k, 3k. In this case, the first, third, fourth, and fifth terms in symmetrized Eq. (81) are relevant. The phase correlation in this case is calculated to be
To obtain the three-point distribution P 3 (θ k , θ 2k , θ 3k ) from the above expression, it should be noted that the two-point contributions given by Eq. (94) and (95) have to be taken into account. Yet another example is the case that the three modes are given by k, 2k, 4k. In this case,
The Theorems 3 and 4 can be generalized to the case of three-point distributions. Corresponding to the Theorem 3, we have a following theorem:
Theorem 5 Phase correlations among three different modes with wavevectors k 1 , k 2 and k 3 , where k 1 , k 2 , k 3 ∈ uhs, can be present only when there is a linear relation with integral coefficients among the three wavevectors:
where j i (i = 1, 2, 3) are integers and at least two of j 1 , j 2 , j 3 are not zero.
Proof. The proof of this theorem is quite similar to that of Theorem 3. We consider the Eq. (47) where there are six vectors, ±k 1 , ±k 2 , ±k 3 . These wavevectors should satisfy
where n 1 is a number of k 1 , m 1 is a number of −k 1 , etc., in the corresponding term. Therefore, Eq. (106) should be satisfied with j i = n i − m i . If only one of j i 's is not zero and the other two are zero, the corresponding wavevector is identically zero, which is excluded by the assumption. Therefore, the theorem is proven if the terms with j 1 = j 2 = j 3 = 0 do not have phase dependence. The rest of the proof is almost the same as that of Theorem 3.
It is immediately follows from this theorem that the three wavevectors are laid on a two-dimensional plane even when the spatial dimension is more than two. In other words, if the three wavevectors are not laid on a common plane, the phases are not correlated at all.
When there is only one linear relation among the three wavevectors, as in the cases of Eq. (101), (102), (103), the lowest-order term of C 3 has a simple form. In fact, this simplicity is a general property, which can be shown by generalizing the derivation of Eq. (100) to the case of three-point distributions. We consider the case that the only linear relation is given by Eq. (106) where j 1 , j 2 , j 3 are non-zero, irreducible integers. We define the signs of j i (i = 1, 2, 3) by
Although there is an ambiguity of choosing an overall sign in Eq. (106), the following arguments are not affected by the choice. Counting overlapping factors in Eq. (47), the lowest-order contributions are given by similar calculation of Eqs. (97)- (100):
The "unconnected part" of Eq. (91), i.e., contributions of C 2 on the left hand side, are not present in this case, because it is assumed that there is not any linear relation between two of the three wavevectors. It is crucial that any of j 1 , j 2 j 3 is assumed to be non-zero in the above equation.
If the spatial dimension is one, the number of independent linear relation among three wavevectors can not be only one, and the Eq. (108) does not apply at all. For example, Eq. (105) is applicable even in one dimensional space, in which case the lowest-order term is not given by just one polyspectrum.
If the spatial dimension is two, any three wavevectors can not be linearly independent. There is always a linear relation among three vectors. When any two of the three vectors are not parallel to each other, there is only one linear relation. The simpler the coefficients of the linear relation is, the larger the three-point phase correlation is.
The lowest-order terms in Eqs. (101)-(103) are reproduced by putting (j 1 , j 2 , j 3 ) = (1, 1, −1), (2, 1, −1) and  (2, −1, −1) , respectively. There are more than one linear relation in Eqs. (104) and (105), and the Eq. (99) is not applied to them.
C. Four-point distributions
The four-point distribution functions of phases are similarly analyzed as the three-point functions. The phase correlations among four modes appear only when the four wavevectors are linearly related. Specifically, when k 1 + k 2 + k 3 = k 4 and there is not any other relation among these wavevectors, integrations of Eq. (86) result in
When k 1 + k 2 = k 3 + k 4 and there is not any other relation among these wavevectors, integrations of Eq. (87) result in
When there are more than one linear relation, the phase correlations have different expressions. The explicit expressions are derived from integrations of the Eq. (85) and symmetrization. The seventh term in Eq. (85) identically vanishes by integrating over the moduli A k1 , . . . , A k4 , and does not contribute to the phase correlations.
For example, we consider a case that 2k 2 − k 3 = 0 and k 1 − k 2 + k 4 = 0 are simultaneously satisfied. These equations are equivalent to the expressions k 3 = 2k 1 and k 4 = k 2 − k 1 . The third term in Eq. (85) contributes to the phase correlations in this case. Additionally, an equation k 1 + k 2 − k 3 − k 4 = 0 is also satisfied, and the second term contributes as well. Other terms and their symmetrization are incompatible with the conditions. Therefore, we have
Similarly, considering other cases when either fourth, fifth, or sixth term in Eq. (85) is effective, we obtain
There is a theorem which is similar to Theorem 5. If there is only one linear relation among the four wavevectors, the lowest-order term of C 4 can also be obtained as a trivial generalization of Eq. (108):
Eqs. (109) and (110) are reproduced from the above formula. If the spatial dimension is two or smaller, the number of independent linear relations among four vectors can not be just one, and the Eq. (115) does not apply. For example, Eqs. (111)- (114) is applicable even in two dimensions, and the lowest-order term is not given by just one polyspectrum.
If the spatial dimension is three, any four vectors cannot be linearly independent. There is always a linear relation among four vectors. When any three of four vectors do not have a common plane, there is only one linear relation. The simpler the coefficients of the linear relation is, the larger the four-point phase correlation is.
D. N -point distributions
Now it is straightforward to generalize the Theorem 5 and Eqs. (99) and (115) to cases of N -point distributions of phases, where N ≥ 5. As a counterpart of Theorem 5, we have the following theorem:
Theorem 6 Phase correlations among N different modes with wavevectors k 1 , k 2 , . . . , k N , where N ≥ 3 and k 1 , k 2 , . . . , k N ∈ uhs, can be present only when there is a linear relation with integral coefficients among the N wavevectors:
where j i (i = 1, 2, . . . , N ) are integers and at least two of j 1 , j 2 , . . . , j N are not zero.
The generalization of Eqs. (108) and (115) to N -point distributions is given by
However, if the spatial dimension d is N − 2 or smaller, the number of independent linear relations cannot be just one, and the above equation does not apply for N ≥ d + 2. In three dimensional space, N ≥ 5 of Eq. (117) does not apply.
VI. NUMERICAL EXAMPLES
In this section, analytic results derived in previous sections are compared with numerical realizations of simple non-Gaussian fields. One of the purposes of this section is to check the analytic results, which is derived above by lengthy calculations. Another purpose is to show how accurately truncated expressions in series of V −1/2 reproduce the numerical distributions of Fourier modes. We artificially generate realizations of non-Gaussian fields on regular sites in a three-dimensional cubic box. The number of sites, which corresponds to the resolution of the fields, are 256 3 . We generate three types of non-Gaussian fields, i.e., Voronoi tessellation fields, lognormal fields, and quadratic Gaussian fields. The first one is purely nonGaussian, and the last two fields are generated by simple non-linear transformations of Gaussian fields.
A. Voronoi tessellation fields
Our first examples of non-Gaussian fields are Voronoi tessellation fields. To define a concept of Voronoi tessellation fields, first we consider a set of points S which are randomly distributed in space. A Voronoi tessellation [22] is a set of cells, each of which delimits a part of space that is closer to a point of S than any other point of S. An example of a Voronoi tessellation in 2-dimensional space is illustrated in Fig. 1 . In 2-dimensional space, a Voronoi tessellation consists of 1-dimensional lines on which the number of nearest points of S is more than one. Similarly, in d-dimensional space, it consists of (d − 1)-dimensional hypersurfaces on which the number of nearest points of S is more than one. In 3-dimensional space, it consists of 2-dimensional surfaces, which we call Voronoi surfaces below.
A Voronoi tessellation itself is not a random field. To generate a 3D random field from a set of Voronoi surfaces, we need to thicken the surfaces and make them into fuzzy walls in some way. We take a following procedure in our example: first, we randomly distribute points of S in the cubic box. Second, we identify the two nearest random points of S from a given point x in the box, and calculate the distances d 1 to the nearest random point and d 2 to the second nearest point. These distances are the functions of x, and they are defined without ambiguity even if the number of first and/or second nearest points of S is plural. With those distances, we generate a field ρ(x) defined by
where a thickness parameter λ is an arbitrary length scale, which corresponds to thickness of the fuzzy walls. In a limit of λ → 0, the field value is non-zero only on the Voronoi surfaces. For a finite value of λ, the Voronoi surfaces are thickened and we have fuzzy walls with Gaussian-like profiles. Below, the fields generated by Eq. (118) are called Voronoi tessellation fields. There are two parameters for Voronoi tessellation fields defined above, i.e., the number density n r of the random points initially set to define Voronoi tessellations, and the thickness parameter λ. If the thickness parameter is much larger than the mean separation of the random points, the generated walls no longer have planar shapes. We fix the thickness parameter at one-tenth of the mean separation of points, λ = 0.1 n r −1/3 . Thus, we have only one parameter, the number density of initial random points.
In Fig. 2 , gray-scale images of 2-dimensional slices of generated 3-dimensional fields are plotted. Four panels have different number densities of the initial random points. It should be noted that slices of the 3-dimensional Voronoi tessellation fields are not 2-dimensional Voronoi tessellation fields. We calculate the spatial meanρ of the generated field and analyze the shifted field f = ρ −ρ. First, the one-point probability distribution function of a Fourier modulus is calculated. Instead of considering many realizations, we consider the distribution of Fourier modulus in a single realization. We take all the modes in which absolute lengths of wavevectors are in a certain range, and calculate the distribution of Fourier modulus of these modes. Since the field does not have any statistically preferred direction, the function q (2n) (k) of Eq. (69) does not depend on the direction of k. Therefore, averaging over directions of wavevector does not change the one-point distribution function of Fourier modulus. If the function q (2n) (k) does not change much in a certain range of absolute length of wavevectors, the one-point distribution function of Fourier modes in a single realization is still given by Eq. (72). In Fig. 3 , the one-point distribution functions of Fourier modulus are plotted. Three cases with different numbers N r of initial random points of Voronoi tessellations are considered in this figure. The numerical results are compared with the analytic formula of Eq. (66). The trispectrum P (4) , which we need in plotting the analytic curve, is numerically calculated from each realization.
The agreement between the numerical results and analytic formula is quite well. The deviation from the Gaussianity is larger for larger N r . When the number N r is small, the scale of characteristic clustering pattern is large, and the non-Gaussian correction factor q (4) /V of the corresponding scale becomes large. In this example, the lowest-order correction works quite well in each case. Even in the case of N r = 10 3 , in which the clustering pattern is quite irregular as seen in the upper right panel of Fig. 2 , the lowest-order correction is sufficient to describe the non-Gaussianity. When the number N r becomes large, deviations from the Gaussian distribution becomes small. This is manifestation of the Theorem 2, since increasing the number N r corresponds to increasing the box size relative to the characteristic scales of the structure.
Second, we consider the three-point distributions of phases. When there are three wavevectors satisfying k 1 +k 2 = k 3 and there is not any other relations among the three, the three-point phase distribution is given by Eq. (101). When the field is statistically isotropic, the bispectrum should be rotationally invariant. Therefore, averaging over directions of wavevector triplets does not change the three-point distribution function of phases. If the normalized bispectrum p (3) does not change much in a certain range of wavevector triplets, the three-point distribution function of phases in a single realization is still given by Eq. (101). We first consider a wavevector k 1 , the length of which is in a certain range [k . The third wavevector k 3 is automatically determined by k 3 = k 1 + k 2 . We find all the triplets in a realization according this procedure, and calculate the distribution of the phase closure θ k1 + θ k2 − θ k1+k2 .
In Fig. 4 , the distributions of phase closure are plotted. In these examples, the three wavevectors are not aligned, and the Eq. (101) is applicable. Configurations of the three wavevectors, k 1 , k 2 , −k 3 = −k 1 − k 2 , are approximately equilateral triangles. The lowest-order and next-order corrections are indicated by dashed and solid lines, respectively. The non-Gaussian correction terms are quite small in each case, and the distribution is almost homogeneous (note the scales of vertical axes).
Similarly, we consider a phase closure of θ k1 + θ k2 + θ k3 − θ k1+k2+k3 . Certain ranges for lengths of wavevectors k 1 , k 2 , k 3 , and their mutual angles are considered, and we calculate distributions of the phase closure of quadruplets in these ranges. In Fig. 5 , the distributions are plotted. The four wavevectors are not aligned, and the Eq. (109) is applicable in these examples. The distributions are very accurately homogeneous.
In the Voronoi Tessellation fields, distribution functions of Fourier modulus can be significantly different from Gaussian, while the phase closures are almost homogeneous even though the distributions are strongly non-Gaussian. 
B. Lognormal fields
Our second example of non-Gaussian fields are lognormal fields. A lognormal field is generated from a random Gaussian field by an exponential mapping [23] . First we consider a random Gaussian field φ(x) which has zero mean φ(x) = 0 and unit variance [φ(x)] 2 = 1, where · · · represents a spatial average. This field can have a spatial
. From this field, we consider a lognormal field
where g is an arbitrary parameter. Since the distribution of the field φ(x) is Gaussian, the spatial mean of the generated field can be analytically calculated to give ρ(x) = e g 2 /2 ≡ρ. We define a shifted lognormal field
In a limit g → 0, the above field reduces to a random Gaussian field. In this sense, the parameter g controls the nonGaussianity of the distribution. The non-Gaussianity is large when g is large. We numerically generate a realization of random Gaussian field from a given initial power spectrum P φ (k), and a realization of a lognormal field is obtained by the above equation. In the examples below, we consider a power-law power spectrum with a high-pass filter
, where we set a spectral index n = 0 and a smoothing scale λ = 0.03L (L is a box size). In Fig. 6 , a gray-scale image of 2-dimensional slice of the generated 3-dimensional random Gaussian field φ(x) is shown. In Fig. 7 , gray-scale images of 2-dimensional slices of the generated 3-dimensional lognormal fields are plotted. The lognormal mapping of Eq. (119) enhances rare peaks of the initial Gaussian field. For cases the parameter g is of order unity or larger, a few peaks are prominent, and other structures are diminished.
FIG. 5:
Relative distributions of the phase closure θ k 1 +θ k 2 +θ k 3 −θ k 1 +k 2 +k 3 . The distributions are calculated for wavevectors satisfying |k1| = [19, 21] , |k2| = [19, 21] , |k3| = [19, 21] in units of the fundamental wavenumber, and θ12 = [98
, where θij is an angle between the two wavevectors ki and kj . The number of initial random points of Voronoi tessellations Nr, and parameters p The one-point distribution functions of a Fourier modulus are similarly calculated as in the previous case. The results are plotted in Fig. 8 . The distribution for the case g = 2 is almost Gaussian. We calculate the cases g ≤ 2, and they are also indistinguishable from Gaussian. Although the field distribution for the case g = 2 is very different from Gaussian as seen in Fig. 7 , the distribution of Fourier modulus is almost Gaussian. Therefore, the Theorem 2 is efficiently achieved in this case.
In Fig. 9 , the distributions of phase closure of three modes, θ k1 + θ k2 − θ k1+k2 , are plotted. Choices of three wavevectors are the same as in Fig. 4 . The phase closures exhibit significant deviations from homogeneous distribution for g ≥ 1.5. The first-order corrections are sufficient for most of the cases, except when the non-Gaussianity is very strong such as g = 3, 4 cases.
In Fig. 10 , the distributions of phase closure of four modes, θ k1 + θ k2 + θ k3 − θ k1+k2+k3 , are plotted. There are again deviations from homogeneous distributions. The degree of the deviations is much less than the phase closures of three modes, because the order of non-Gaussian correction terms is second.
In the lognormal fields, distribution functions of Fourier modulus can be different from Gaussian when the nonGaussianity is strong. Moreover, the phase closures can be inhomogeneous when the non-Gaussianity is strong.
C. Quadratic fields
Our last example of non-Gaussian fields are quadratic fields, which are defined below. A lognormal field in the previous subsection is generated from a random Gaussian field by an exponential mapping. We similarly define a quadratic field, but by a quadratic mapping:
where φ(x) is an random Gaussian field which satisfy φ(x) = 0, φ 2 (x) = 1, and h is an arbitrary parameter. We numerically generate a realization of random Gaussian field just in the same way as in the lognormal case, using the same input power spectrum
2 /2 , where n = 0 and λ = 0.03L. The parameter h controls the non-Gaussianity. For sufficiently small h, the field is essentially random Gaussian. For sufficiently large h, the field approaches to a pure quadratic one, f ∝ φ 2 − 1. In Fig. 11 , gray-scale images of 2-dimensional slices of the generated 3-dimensional lognormal fields are plotted. The quadratic mapping of Eq. (121) enhances peaks of the initial Gaussian field. However, the enhancement is not so strong as that in lognormal mappings.
The one-point distribution functions of a Fourier modulus are calculated, and the results are plotted in Fig. 12 . The distributions for all the cases are almost Gaussian, in spite of the non-Gaussianity in the fields. Theorem 2 is efficiently achieved also in this case.
In Fig. 13 , the distributions of phase closure of three modes, θ k1 + θ k2 − θ k1+k2 , are plotted. Choices of three wavevectors are the same as in Fig. 4 . The phase closures exhibit small deviations from homogeneous distribution.
In Fig. 14 , the distributions of phase closure of four modes, θ k1 +θ k2 +θ k3 −θ k1+k2+k3 , are plotted. The distributions are almost homogeneous.
In the quadratic fields, distribution functions of both Fourier modulus and phase closures are similar to random Gaussian fields. This result is partly because the volume V is much larger than the characteristic scales of clustering in our example. When the volume is effectively small, small deviations seen in Fig 13, for example, will be enhanced.
VII. CONCLUSIONS
In this paper, statistical behavior of Fourier modes in general non-Gaussian fields is studied by explicitly deriving the joint distribution function of the Fourier coefficients for the first time. A distribution function for a random Gaussian field is very simple: each Fourier coefficients are independently distributed and Gaussian. In a non-Gaussian field, there are complex couplings among all modes, and we provide a general framework of entangling this complexity. The distribution function is generally expanded by a hierarchy of polyspectra in Eq. (47), which has full information of statistical properties of the mode couplings.
The distribution function is formally considered as a series expansion of V −1/2 , where V is a total volume of the field. If we take a sufficiently large volume, the joint distribution for a particular set of modes approaches to the Gaussian distribution. However, this does not mean that the field itself is Gaussian. Non-Gaussianity enters the distribution function in a volume-dependent way. This is a reason why there appears a total volume in relations to define polyspectra by Fourier coefficients.
The general distribution function is explicitly calculated up to second order of V −1/2 , which is given in Appendix A. The distribution function up to this order depends only on bispectra and trispectra. Information of higher-order polyspectra is contained in higher-order terms of V −1/2 . We derive N -point distribution functions from the general equations. A closed form of expression for the one-point distribution function [Eq. (72)] is derived using all the hierarchy of collapsed polyspectra, q (2n) (k). As a consequence, one-point distribution of Fourier phase is shown to always be homogeneous for a random field in a spatially homogeneous space (Theorem 1). As another consequence, the probability distribution function of a particular mode is Gaussian in a large-volume limit (Theorem 2).
For higher-point distribution functions, contributions from lower-point functions are separated, and reduced Npoint distribution functions are introduced. Explicit equations for the reduced functions up to second order are given for N = 2, 3, 4. Structures of mode couplings in non-Gaussian fields are generally given for the first time in an analytically tractable way. These equations of the general joint distribution function and N -point distribution functions in terms of polyspectra are fundamental equations that can be used to investigate the statistics of Fourier modes in non-Gaussian fields, in general.
The statistics of phase correlations are focused on as an application of the general results. The structure of the phase correlations in non-Gaussian fields has been a long-standing issue. We believe our analysis in this work also provide a breakthrough in this respect. The distribution function of Fourier phases are straightforwardly obtained from our general results. We derive analytic expressions for N -point distribution functions of phases in terms of polyspectra. Explicit expressions up to second order are given.
Regarding the phase correlations, we obtain several theorems which are proven by using the full expression of the joint distribution function, i.e., the results without assuming truncated expression of the series. The essence of the theorems is that phase correlations among N modes k 1 , . . . k N are present only when there is a relation
where j 1 , . . . , j N are integers and at least two of them is not zero. Since the zero mode k = 0 is excluded, there should be at least one linear relation among the wavevectors with integral coefficients. As a result, there should not be any inhomogeneous distribution of a particular phase, because Eq. (122) with N = 1 is not possible (This is another aspect of Theorem 1). For the two-point phase distributions, there are phase correlations only between modes whose wavevectors are parallel to each other and corresponding proportional factor should be a rational number (Theorem 4). Some results beyond the second order are obtained for phase correlations. A lowest-order contribution to the twopoint phase distributions is analytically given by Eq. (100), even when the proportional factor of the two wavevectors are not simple and correlations are of arbitrarily higher order. Similar expressions for N -point distribution functions in a limited case that there is only one linear relation of Eq. (122) among wavevectors [Eq. (117)]. When there are more than one linear relations among the wavevectors, the expression could be more tedious as in Eq. (112), for example.
As numerical checks of the derived equations, we compare some of the analytic equations with numerical realizations of three types of non-Gaussian random fields. We consider the Voronoi tessellation fields, the lognormal fields, and the quadratic fields. The statistics of Fourier modes differently deviates from Gaussian distributions, depending on which type of non-Gaussian field is analyzed. The distributions of Fourier modulus are easily distorted in Voronoi tessellation fields, while that in quadratic fields are almost Gaussian. In the three-and four-point phase distributions, deviations from Gaussianity in Voronoi tessellation fields and in quadratic fields are small, while that of lognormal fields can be large. Although these tendency is not general and depends on our choice of scales and configurations of wavevectors, the deviations from Gaussianity appear quite differently from fields to fields.
The derived analytic results describe the numerical results very well. As for the simple distribution functions considered in this work, lowest-order results are sufficient to describe the numerical results in most of the cases. This is partly because the volume V is sufficiently larger than the scales of modes we analyze.
This work provides a basic framework toward understanding the statistical nature of the Fourier analysis. In general, the joint distribution function of random variables has the full information on statistical properties of the variables. Therefore, all the statistical information on the Fourier modes are contained in the derived joint distribution function.
We have analyzed limited number of consequences from this function. Various aspects of the mode couplings in non-Gaussian fields, which arises as dynamical effects in physical situations, might be investigated in future work. In this appendix, the joint probability distribution function of Fourier modes in terms of amplitude A k and phase θ k in non-Gaussian fields up to second order is expressed in terms of summations of independent modes. The form of Eq. (57) is not useful because the modes in each summation with different labels can be the same as described in the main text. We expand each summation in Eq. (57) so that the different labels refer different modes. The calculation requires careful classification of overlapping wavevectors in each summation. After tedious manipulations, the result has a form,
where Q 
Q
5 = uhs ′ k1,k2,k3
In the above equations, the abbreviated symbol ′uhs k1,k2,... indicates that any two of wavevectors k 1 , k 2 , . . . appeared in the summation should be mutually different. It is important to note that each quantity Q (i) j vanishes when any one of the modes appearing in a summation is integrated over, because of Eqs. (61)-(63).
