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Sudbury, Massachusetts 
Straightforward and  direct methods  are presented for finding the 
probabilities of a recurrent event defined over a t-state, rth-order 
Markov  chain. A special case of this p rob lem is that of the deter~ 
ruination of the probabilities of events in a Bernoulli sequence. The  
recurrent event may be either simple or compound,  nonover lapping or 
overlapping. Considerat ion is given to stationary and  nonstat ionary 
Markov  chains. 
The probabilities determined are for: 
(a) the occurrence of exactly k events in n trials 
(b) the occurrence of the kth event on the n trial 
(e) the occurrence of one or more events in n trials 
To solve for the above probabilities a transformation is made of 
the general problem stated to the simpler problem of finding the cor- 
responding probabilities for a set of states defined over an s state, 
first-order Markov chain. The probabilities of the set of states of the 
reduced problem are found by the use of forward differential equa- 
tions developed in the past for a continuous time stochastic birth 
process. Backward differential equations can also be used. 
The results ale applied to radar detection. They are also applica- 
ble to beam splitting problems and the detection of nuclear tracks. 
t. INTRODUCTION 
Consideration is given to the determinat ion of the probabil it ies of an 
event defined over a Markov  chain, the event being defined as the oc- 
currence of one of a set of possible finite patterns of outcomes. This 
problem is one of considerable importance in statistical communicat ion 
theory. A wel l -known special case of the general Markov  chain problem 
* The major part of the above research was carried out while the author was 
at the Columbia University Electronics Research Laboratories. This research 
was performed there under contract number DA-30-069-ORD-2287 for the White 
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is that of determining the probabilities of an event defined over a 
Bernoulli process. 
Till now most work in the past dealt with a recurrent event 1 in a 
Bernoulli sequence which is a two-state Markov chain of zero order 
(Feller, 1957; Uspensky, 1937; Dineen and Reed, 1956; Goldman and 
Bender, 1962). The methods used had one or more disadvantages. They 
applied only to nonoverlapping events, to specific types of events (e.g., 
events defined as success runs) (Feller, 1957), required a nonobvious 
and nonsystematic procedure for finding a recursion relationship for 
the desired probabilities of the event or involved the nonobvious olu- 
tion of a set of simultaneous equations. A method both direct and 
simple has been presented by Marcus (1959). His procedure, however, 
is only applied to the ease of the Bernoulli sequence over which simple 
events are defined. Another method which is straightforward and easy 
to use was given by Sponsler (1956, 1957). He applied his method to a 
two-state, first-order Markov chain to obtain one probability asso- 
ciated with the event defined over the chain. The quantity computed 
was the probability of the occurrence of one or more events in n trials. 
A general theory, which is motivated by the work of Marcus and 
Sponsler is presented in this study. This theory provides a direct and 
simple method for finding a variety of probabilities of a recurrent event 
defined over any Markov chain. No restriction is placed on the order or 
number of states of the Markov chain, except hat they be finite, for 
the methods to apply. The event may be simple or compound, nonover- 
lapping or overlapping. 
The quantities considered are the probability of: 
(a) the occurrence of exactly k events in n trials, 
(b) the occurrence of the kth event on the nth trial, and 
(c) the occurrence of one or more events in n trials. 
The results find applications in radar detection systems (Brookner, 
1961). The problem of determining the performance of radar detector 
systems based on quantized ata is a problem in determining the prob- 
ability of the occurrence ofan event in a Markov chain (Brookner, 1962). 
The application of the techniques to the radar detection problem is given 
in Section IV. The results can also be used in the determination of the 
1 The definition for recurrent event as used in this paper is not that of Feller 
(1957) but instead is that of Marcus (1954). Moreover, what Feller designates as 
a recurrent event is referred to in this work as a nonoverlapping event in accord- 
ance with Marcus' terminology. 
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performance of var ious radar  beam spl i t t ing procedures (Dineen and 
Reed, 1956). Another  area where the results would find appl icat ion is in 
the detect ion of nuclear t racks (Wax,  1955). F inal ly,  the methods may 
find potent ia l  appl icat ion in the classic zero-crossing problem. 
II. TRANSFORMATION 
To  solve for the probabilities enumerated  above, a transformation is 
made of the general prob lem stated to the simpler prob lem of finding the 
corresponding probabilities for a set of states defined over an s-state, first- 
order ~larkov chain. The  transformation takes the t-state, rth-order 
Markov  chain over wh ich  the event of interest is defined into an s-state, 
first-order Markov  chain. The  transformed IV[arkov chain has the prop- 
erty that the occurrence of the event in the original process is indicated 
in the transformed chain by  the occurrence of certain states called event 
states. One  of these event states will occur in the transformed chain if, 
and only if, the event occurs in the original process. Finally, the trans- 
fo rmed Markov  chain obtained has the property of having the min imum 
number  of possible states attainable. Put  another way  it retains no in- 
formation relative to the original Markov  chain beyond that necessary 
to determine the probab i l i ty  d istr ibut ions for the events defined over it. 
For  the t-state, r th-order Markov  chain over which the event is defined, 
a sequence of random variables - . .  X_ IXoX1 . . .  X,~ . . .  is generated 
where X,, is the outcome for the nth  trial.  The random variables take on 
the values given for a set of states in the state space SC whose elements 
x E ~ are x = O, 1, - • • , t - 1. The transi t ion probabi l i t ies are given by  
Pr  [X~+i = Xn+ilX~--r+i  = Xn--,+i, " "  , X~- i  = x~- l ,  X~ = Xn], where 
x~_~+~, •• • , x~, x~+t = 0, 1, 2, . .- , t - -  1. The event is defined over 
this Markov  chain by  the occurrence of one of a set of M event sequences 
= {E~-~ , E~ , - - -  , E~-M} where E~j is the 3" event sequence whose 
length is N j .  The event is said to occur on the nth  tr ial  if the n th  tr im 
ends in one of the event sequences. In  the ease of over lapping events, the 
event is said to occur on the nth  tr ial  if and only if the nth  tr ial  ends in 
one of the event sequences irrespective of when an event occurred previ-  
ously. On the other hand, for the ease of nonover lapping events it  is re- 
quired in addi t ion that  none of the outcomes which form the event 
sequence that  ends on the nth  tr ial  have been used in the format ion of an 
event on a previous trial.  For  M = 1 one has a simple event;  for M > 1 
one has a compound event. 
For  the t ransformed s-state, f irst-order Markov  chain a sequence of 
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random variables - . -  S_tSoS1. . .  S,~ . . .  is generated where S~ is the 
outcome of the nth trial. These random variables take on values given 
by a set of states in the state space S whose elements  C ~ have the Values 
8 = st, s2, . - .  , s~. The transition probabilities for the transformed 
Markov chain are given by p~(n)  = Pr [Sn+l = sj I S~ = s~] where 
i, j = 1, 2, • • • , s. In the case where the original Markov chain is station- 
ary p~3(n)  = p~¢. 
The states of the trsnsformed 5![arkov chain are related to the states 
of the original Markov chain via a function f. The domain of the func- 
tion is the infinite sequence of past outcomes . . .  X,~_2X~_IX,~ and the 
range is the finite set of states 8. In particular, S~ = f ( .  • • Xn--2X~--~Xn).  
This function is to be such that the transformed Markov chain has all 
the desired properties enumerated. The initial step in finding the func- 
tion which achieves these objectives is to find the set of all the shortest 
sequences, called ({, of past outcomes which have to be remembered. 
A state can be associated with each of the sequences of the set to define a 
function f ' .  This function in turn defines an J-state, first-order Markov 
chain that has all the desired properties except hat it may not generally 
have a minimum number of states, i.e. s' _>- s. The desired function f and 
s-state Markov chain is obtained from f' .  The details of these steps for 
obtaining this transformed ~farkov chain are now developed for the 
case of overlapping events. 
A. OVERLAPPING EVENTS 
A sequence of past outcomes can be represented by Z~ = 
• . .  X ,~_2X~_~X~.  Every such semi-infinite sequence can be written in 
the form Zn = NA~ where N is a semi-infinite sequence which contains 
no outcomes which can go into or influence the formulation of future 
events or an event on the last outcome. A~ is the shortest sequence 
which (1) contains M1 past outcomes that can be used in the formation of 
future event sequences or an event on the last trial, i.e., the nth trial, 
and (2) contains ~ll past outcomes necessary for specifying future 
transition probabilities. A~ may degenerate into a sequence of zero length 
in which case one writes A~ = 0 and Z~ - N. For the function f (and f ' )  
the following must be true: f (NA~)  = f (A , ) .  Let (~' = {A,, i - 1, 
• .. , s ~} be the set of all possible sequences A~. Let 8 t be a state space 
whose elements r C 8' take on the values s' = st',  s2', . . .  , s : , .  The 
function f '  is defined by associating each element in $~ with one and only 
one element in (~'. The set of sequences a '  = {A~, i =- 1, . . .  , s'}, 
where s' ~ s, is now obtained. 
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If the transformed Markov chain is to be of first-order, the minimum 
length that a sequence A~ can have is r since the original Markov chain 
is rth-order. Hence (~' will contain all possible sequences of length r. 
If some of the event sequences are of length greater than r, then (~' will 
contain sequences of length greater than r. These will be of two types. 
First, (~ will contain all event sequences having a length, N~, greater 
than r. Let these be designated as EN1, E~2, • • • , ENs, where D 5 M. 
Secondly, a '  will consist of all partially completed event sequences of 
length greater than r. The set of partially completed event sequences 
consists of all prefixes of length greater than r. In particular, let EN~ = 
XI~X2~ . . .  X:r~ or for brevity EN~ = I I J=, xj.~ where X,~, X2~, etc. 
represent he first, second, etc. outcomes which define the event se- 
quence. Then the set of partially completed event sequences i given by 
all sequences defined by E~ IIJ=~ X3"~ where N~ > n~ > r and i = 1 to 
D. In summary, the set of sequences (~' will for the case of overlapping events 
consist of: (1) all sequences of length r, (2) all event sequences of length 
greater than r, and (3) all partially completed event sequences of length 
greater than r. The sequences of length r will be divided into three groups 
which are: (1) those which end in an event sequence of length less than 
or equal to r, (2) those which end in a partially completed event se- 
quence of length less than or equal t.o r, and (3) those which end in a 
sequence which does not form an event sequence or partially completed 
event sequence. 
The funct ion /  defines an s'-state, first-order Markov chain whose 
states are the elements of 8'. One now notes the states into which each 
state s~', i 1, , s' . . . .  can go and obtains the probabilities for these 
transitions from the transition probabilities for the original process to 
form the transition probability matrix for the transformed Markov 
chain. The function f having the set ~ for its range is formed from the 
function f '  by combining all equivalent states in $'. Two states are said 
to be equivalent if the probability of the formation of future events is 
independent of which of these states occurred on the last trial. Two 
states which are either both event states or both nonevent states will 
be equivalent in the s'-state Markov chain if the rows of the transition 
probability matrix for these states are identical. 
In  summary, the procedure for finding the s-state, first-order transformed 
Markov chain involves simply the following steps: ( a ) find the sequence set 
(t' and funct ion/ ,  (b) find the transition probability matrix for the Mar- 
£ov chain defined by f', and (c) find the equivalent states off '  to form f and 
hence the desired Markov chain. 
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B. ~ONOVERLAPPING EVENTS 
The procedure for obtaining the transformed Markov chain in the case of 
nonoverlapping events is identical to the ease of overlapping events except 
for one addition to step 1 in the formation of the set of sequences (~'. This 
addition to step 1 is necessary to ensure that outcomes which went into 
the formation of past events do not go into the formation of future 
events. Whereas in the case of overlapping events all semi-infinite 
sequences can be expressed in the form Z~ = NA~, where A~ C a t, in 
the case of nonoverlapping events there are in addition semi-infinite 
sequences than can be expressed in the form Z~ = NA~, where N is a 
semi-infinite sequence whose outcomes cannot go into the formation of a 
future event but whose outcomes can influence the formation of future 
events or an event on the last trial and where A~ is a sequence A~ of 
length r for which the condition C is met. Condition C occurs if the 
following two statements are true: (1) in the generation of the sequence 
of length r an event occurs prior to the last outcome of the sequence as a 
result of outcomes which occurred in N and (2) the outcomes of A~ 
(and only these outcomes) which went into forming the event could 
possibly go into the formation of a future event or an event on the last 
outcome. A sequence for which condition C occurs is distinguished from 
the identical sequence for which it does not by underscoring the out- 
come on which the event occurred. Hence for the case of nonoverlapping 
events, one has in addition to the sequence set (~' specified above (for which 
condition C does not occur) all sequences A~ . Thus step la given below 
must be added for the case of nonoverlapping events to form the set a'. 
la. Form all possible sequences of length r for which condition C is met. 
EXA~PLE 1 
Consider a Bernoulli sequence for which the probability of a one is p 
and the probability of a zero is q = 1 -- p. Assume that an overlapping 
event is defined over the sequence by the occurrence of either the 
patterns 11 or 101. The transformed s-state, first-order NIarkov chain 
will then have four states. Table I defines the function f. It  gives the 
states of the transformed Markov chain together with the corresponding 
TABLE I 
States . . . . . . . . . . . . . . . .  1 2 3 4 
Sequences X 1 10 11, 101 
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A~ sequences of the original process. The quantity X is used to designate 
the A~ sequence of zero length. 
The matrix of transition probabilities for the transformed Markov 
chain is given by 
[pi,] = 0 q (1) 
°°o ;J 
In the ease of nonoverlapping events, the states for the transformed 
Markov chain are identical to those for the ease of overlapping events, 
however, the matrix of transition probabilities now becomes 
EXAMPLE 2 
;] 
[p+j] = 0 q [ 00 
p 0 _ 
(2) 
Now let the above Bernoulli sequence be a second-order Markov chain 
with the event being defined as specified above. Then, if the event is 
overlapping, the states for the transformed Markov chain are as speci- 
fled in Table I I .  When the event is specified to be nonoverlapping, the 
states are as specified in Table I I I .  Additional states had to be added 
in the latter ease to take into account he two A~ sequences 10 and 11. 
III. FORWARD EQUATIONS 
A. STATIONARY )/IARKOV CHAIN 
As mentioned previously, the quantities of interest are the probabili- 
ties of 
(1) the occurrence of exactly/c events in n trials, 
(2) the occurrence of the kth event on nth trial, and 
(3) the occurrence of one or more events in n trials. 
TABLE I I  
States . . . . . . . . . . . . .  1 2 3 4 5 
Sequences 00 01 10 11 101 
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TABLE I I I  
States . . . . . . . . .  i 2 3 4 5 6 7 
Sequences O0 01 10 !0 !1 11 101 
Since the chain is stationary, the values of these probabilities are inde- 
pendent of the starting trial. For convenience, it is assumed that the 
process starts on the first trial. These probabilities will now be con- 
sidered in the order given above. 
The first probability is denoted by P(n, I¢) and is precisely defined as 
P(n, k) = the probability of exactly k events in the n trials 1, 2, • .- , 
n, given the initial distribution for the state of the process at the 
outcome of the zeroth trial. 
The initial distribution is specified by the i ) s row matrix Pls defined as 
PI~ = [pl , p2 , "'" , p~] (3) 
where p~ is the probability that the transformed Markov chain is initially 
in state i, i.e., p~ = Pr [So = i]. 
To obtain P(n, k) another similar probability P(n, k)j is obtained 
first. The definition of P(n, k)i is identical to that of P(n, k) except that  
for the former, the process is specified to be in state j at the end of the 
nth trial, specifically 
P(n, k)~ = probability of exactly k events in the n trials 1, 2, . . .  , n 
and that the process is in the state j at the outcome for the nth trial 
given the initial distribution P1, for the state of the 
process at the outcome of the zeroth trial. 
The method used to obtain the recursion equation for P(n, k)~ involves 
the use of a discrete-time analogue of the approach used to obtain the 
Chapman-Kolmogorov forward differential equation for the probability 
of exactly k events in all interval of time t for a continuous-time, 
stochastic, birth process (Feller, 1957). The reeursion equations ob- 
tained are 
8 
P(n,k)~ -- ~P(n -  1, k)~p~ j~ g (4) 
i~1  
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P(n,k)j = ~P(n -  1, I t -  1)@~j j 6 8 (4a) 
where 8 represents the set of event states of the transformed Markov  
chain. The  end conditions needed to make the above hold for n _--- I, 
]¢ > 0 and M1 j are 
P(0, 0)~ = p~ all i (4b) 
P(n, 0)5 = 0 for n > 1 and j  6 8 (4e) 
P(n,/c)~ = 0 when n < k for all i (4d) 
Equations:(4-d) 2 are the forward difference quations for the probability 
of k events in n trials. 3 
The above equations lend themselves well to a solution on a digital 
computer where repetitive operations are performed easily and quickly. 
An attractive feature of the solution given above by (4-d) is that once 
the computer program is written for an sl-state Markov chain, the same 
program can be used to find the statistics P(n, k)s, for all j, for an 
arbitrary event defined over any t-state, rth-order Markov chain. The 
only restriction required is that the number of states of the transformed 
Markov chain be less than or equal to sl. The inputs to the computer 
program will be just the listing of the nonevent states and event states, 
the matrix of transition probabilities and the initial distribution. 
To determine P(n, k) one makes use of the fact that 
8 
P(n, k) = ~ P(n, k)~ (5) 
j=l 
The second probability to be considered can be obtained irectly from 
P(n, k)j. It  is defined explicitly as 
2 For brevity in notation in referring to Eqs. (4), (4a), (4b), (4c), and (4d) we 
simply write (4-d). Also to refer to Eqs. (4) and (4a) we write (4-a). 
The forward difference quations given by (4-a) can actually be derived by 
a direct application of the Chapman-Kolmogorov equation (Feller, 1957) 
Pin(r, t) = ~ Pie(r, s)P,~(s, t) 
v 
if the states of the process being considered are properly defined. However, the 
development given above is used because of its greater simplicity. 
4 The author is indebted to Professor It. E. Robbins for pointing out to him 
the above suggested general solutions. 
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f(n, k) = probability that k events occur in the n trials 1, 2, . . .  , n 
and that the last event occurs on the last trial, trial n, given the 
distribution P18 for the states of the process at the outcome of the 
zeroth trial. 
Thus, 
f(n, k) = ~_, P(n, k) i (6) 
i68 
The third probability to be considered is denoted by P(n) and is 
defined explicitly as: 
P(n) = the probability of one or more events occurring in the n trials 
1, 2, - . .  , n, given the initial distribution PI~ for the states of the 
process at the outcome of zeroth trial. 
This probability can be readily determined from P(n, O) by using the 
relationship 
P(n) = 1 -- P(n, 0) (7) 
A more direct method exists for finding the probability P(n) which does 
not involve computing P(n, 0)i for all j. This method makes use of a 
second transformation. This transformation is made on the transformed 
5~[arkov chain. The second transformation consists of combining all the 
event states of the transformed Markov chain into one absorbing state, 
that is, a state out of which the process cannot exit once it enters into 
it. The other states remain unchanged. If the event occurs, the second 
transformed Markov chain will be in the absorbing state; thus, the 
problem reduces to finding the probability of being in the absorbing state 
of this new transformed Markov chain. The probability of being in the 
absorbing state, P(n), can be obtained by standard procedures outlined 
by Feller (1957), Bharueha-Reid (1960), and Takaes (1960). 
The above described method, involving the double transformation, is 
a formalization and extension of the method used by Sponsler (1956) to 
find P(n). Spons]er finds P(n) for specific types of events defined over 
a 2-state, first-order Markov chain. 
Backward ifference quations can be obtained in a manner analogous 
to the procedure used above to obtain the folw~ard ifference quations 
given by (4-d). The backward ifference quations may be preferred in 
some applications where the Markov chain is nonstationary. Brookner 
(1964) gives the backward ifference quations for the occurrence of k 
events in n trials. The forward and backward ifference quations pro- 
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vide a convenient means for obtaii~ing the generating function for 
P(s,/c) and f(n, k) (see Brookner (1964)). 
B. ~'ONSTAT IONAI~Y ~, IARKOV CHAIN  
For a nonstationary Markov chain, the probabilities of interest are 
dependent on the starting trial. This dependency must be incorporated 
in the definition of the probabilities. Thus, P(n, k)~. becomes 
P(n, m, k)~ = the probability of exactly k events in the n trials starting 
with trial m, that is, in trials m, m -1-1, • - • , m ~- n - 1, and that the 
process ends in state j on the last trial, trial number m ÷ n - 1, 
given that the distribution for the states of the process at the 
outcome of the m - 1st trial is PI~ • 
Now in (3), Pi = Pr [S~-1 = i]. For the nonstationary case, the proba- 
bilities P(n, ~), P(n), and f(n,/c) are replaced by P(n, m, k), P(n, m), 
and f(n, m, k), respectively, the definitions of which should be ap- 
parent. 
IV. APPL ICAT ION TO RADAR DETECTION PROBLEMS 
The  techniques developed are now applied to a radar detection prob- 
lem. In particular, to the prob lem of determining the probability of 
detection for a pulse surveillance radar wh ich  uses a rotating antenna 
to search in azimuth. The  example  given is simple enough so that it 
could be solved by  other techniques (Brookner, 1961). However ,  its 
simplicity also makes  it most  suitable for illustrating the technique. 
Before proceeding, some definitions and a brief discussion of the radar 
are required. For  a pulse surveillance radar, the signal at the output of 
the envelope detector when a pulse is received is referred to as a pip. The  
pip is said to be present when the voltage at the output of the detector ex- 
ceeds a threshold voltage and not be present when it does not. A one is 
generated to indicate the detection of a pip and a zero to indicate that 
no pip was detected. The sequence of ones and zeros generated on one 
scan of the antenna cross the target is referred to as a blip. The presence 
or absence of the target is assumed to be based on the data received 
f rom one scan of the antenna across the target. Detection of the target 
is then referred to as blip detection. The criterion for blip detection 
to be used is: a blip is said to be detected if there are m consecutive pip 
detections followed by h more pip detections before r consecutive misses 
occur. Assume that the target cross section is constant during the time it 
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TABLE IV 
States . . . . . . . .  1 2 3 4 5 6 
Sequences X 1 11 110 1100 111 
1101 
Ii001 
takes for the antenna to sweep across the target (i.e., the target return 
is nonseintillating) and that the noise is independent from pulse-to- 
pulse. Furthermore, assume that the antenna beam pattern is non- 
rectangular. Then, the sequence of ones and zeros formed as the antenna 
sweeps across the target represents a nonstationary zero-order Markov 
chain. For m = 2, h = 1, and r = 3, the states of the transformed Markov 
chain are given by Table IV, State "6" represents he event state, i.e., 
the state which indicates blip detection. Let pn and qn represent respec- 
tively the probability of the occurrence ofa one or a zero, or equivalently, 
the probability of detecting or not detecting a pip on the nth transmis- 
sion. Assume that the pip detections resulting in ~ blip detection 
cannot be used to form a blip detection for an ensuring transmission, 
i.e., the event defining blip detection isnonoverlapping. Then, the matrix 
of transition probabilities for the transformed Markov chain is given by 
I q~ p~ 0 0 0 0 1 qn 0 pn 0 0 0 
[pi j ]=[ 0 0 0 q~ 0 p~ [ 
0 0 0 0 q~ p~ 
lq~ 0 0 00P~J  
q. pn 0 0 0 0 
It now only remains to specify the values for p~ for all n and substitute 
in (4-a) in order to determine the probability of the occurrence of the 
event. The probability of detection was determined assuming that the 
noise is Ganssian while the received signal is a pulsed sinusoide whose 
amplitude is modulated by the antenna two-way voltage pattern which 
was taken to be (sin x/x)  2 in form for the main lobe with the sidelobes 
being zero. The assumption was ~lso made that when noise alone is 
present, the probability of the voltage at the output of the threshold 
detector exceeding the threshold is 0.1%. The results obtained for the 
probability of blip detection, P, are shown plotted in Fig. 1 as a function 
of the power signal-to-noise ratio, X, for the assumptions of different 
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FIG. 1. Probability of blip detection for nonscintillating echo: N = 4, 5, 7, 12, 





numbers of pulses in the beam pattern where N designates the number 
of pulses in the beam pattern. 
V. EXTENSION OF ABOVE TECHNIQUES 
The techniques employed are not limited to finding the above prob- 
abilities or to the above types of events. The methods presented could 
be used to find the joint probabilities of two or more events. For ex- 
ample, the folwcard and backward equations for the probabil ity of the 
kl occurrences of event E1 in trials 1, 2, . . -  , n and ks occurrences of 
event E2 in these same trials could be determined by the procedure used 
above. A special ease of this joint probabil ity is the probability of kl 
occurrences of an event E1 under the restriction that event E2 does 
not occur. In this special case, the event E2 forms what is referred 
to as the taboo state (Chung, 1960) of the transformed process. 
One example of another type of event that can be handled is what may 
be termed the semi-overlapping event. A semi-overlapping event would 
be one for which only part of the past outcomes would be used for the 
formation of a future event once the event has occurred. By way of 
illustration, assume a two-state process with outcomes O's and l 's and 
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~ssume the event is simple and defined by the pattern 1111. Assume, in 
addition, that if the event occurs on the nth trial the process only 
remembers the occurrence of the l 's on trials n - 1 and n for the forma- 
tion of future events. Thus, if two l 's followed the occurrence of the 
event, an event would occur on the n + 2nd trial but not on the n + 1st 
trial. 
The results presented in this paper can be used to obtain a general 
solution to the problem of finding the probabilities of all possible events 
of length 1 or less defined over a Bernoulli sequence. To do this, the 
transformed Markov chain is generated by listing all possible patterns 
of length l and using these to form the states of the transformed Markov 
chain. The matrix of transition probabilities for this transformed lViarkov 
chain, together with the equations of Section I I I ,  then provide the general 
solution. A particular event will just specify which are the event and 
nonevent states of the transformed Markov chain. Specifying the event 
will determine the partitioning of the matrix of transition probabilities 
of the transformed l~arkov chain. By a similar procedure, a complete 
solution could be obtained for all possible events of length 1 or less 
defined on a general Markov chain. 4
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