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ABSTRACT
In this thesis, a computational electromagnetics framework for cavity and
waveguide quantum electrodynamics (CQED and WQED, respectively) is
presented. By utilizing the classical dyadic Green’s function, the quantum
many body problem of multiple atoms interacting with an arbitrary lossless
electromagnetic environment is reduced to a computationally manageable
size. The resulting semi-analytical formulation solves the atomic dynam-
ics using dressed states of the atoms and electromagnetic fields. Numerical
examples are given to benchmark the formulation. In particular, the ex-
istence of atom-photon bound states in electromagnetic environments with
peculiar density of state structure is predicted, and their physics are studied.
Both rotating-wave and counter-rotating-wave interactions are considered,
although the formulation for the latter case is confined to one dimension due
to its complexity. Losses introduced by an oscillator bath are also consid-
ered; however, due to time constraints, they were not included in the final
formulation.
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CHAPTER 1
INTRODUCTION
The interaction between atoms and photons is one of the most widely stud-
ied problems in physics [1–14]. Semi-classical theories in which only the
atoms are quantized have been very successful in describing a large variety
of phenomena [8]. Fully quantized interactions between atoms and pho-
tons, which conventionally fall into the domain of quantum electrodynam-
ics (QED), have been largely limited to considerations of very fundamental
physical processes [3, 4]. However, with the development of cold atoms, ex-
periments with single atoms and photons are made possible, although they
involve some of the most complex experimental setups [15]. As a result, the
Jaynes-Cummings model, which is the simplest model in QED, has received a
huge amount of sustained attention [12]. It remains the most popular model
in cavity QED.
In the 1990s, artificial atoms operating on the Josephson effects were in-
vented and quickly brought cavity QED to superconducting microwave cir-
cuits and branched into the field of circuit-QED [16]. Although still requiring
low temperature, circuit-QED allows for much more freedom in the design
of the artificial atoms and their electromagnetic environment. This rising
complexity demands more involved models to describe circuit-QED systems.
In particular, the interacting system of artificial atoms with waveguides is
gaining attention due to the system’s potential application as single photon
sources and logic gates. Much theoretical work has been done to augment
the Jaynes-Cummings model to describe waveguide-QED [17–27]. However,
this work is largely restricted to simple models for the waveguide, such as
transmission lines [17] and cavity resonator arrays [18,19,24]. Some work has
been done extending the calculations to more complex waveguides and other
open EM systems, such as the rectangular waveguide [28] and free space [29].
From a purely electromagnetics point of view, there is no real difference
between cavity and waveguide QED. If the dyadic Green’s function [30] of
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a system is used, the calculation can be done for any lossless electromag-
netic environment. This is the basis for our work in this field and the goal
is to formulate cavity and waveguide QED in terms of the dyadic Green’s
function [31–33]. A broader goal is to utilize the power of classical computa-
tional electromagnetics to solve quantum optics and QED problems. These
are fields which have been developed in relative isolation over the past four
decades. However, modern experimental studies in cavity and waveguide
QED have necessitated their union. We hope to facilitate this union with
this thesis.
To this end, we use the dipole Hamiltonian, which can be derived from first
principles for any atoms interacting with a lossless EM environment under
the long wavelength approximation [13]. This derivation is usually found in
the language of QED [4, 13] or quantum optics [2, 8, 11], which are rather
inaccessible to people with a background in computational electromagnetics.
Furthermore, the level of rigor in many quantum optics textbooks tailored
for an experimentalist audience [7, 8, 12] may not satisfy the computational
electromagnetics community, who are well versed in the language of electro-
magnetic modes.
Hence, we devote a chapter of the thesis to presenting an alternative
view on the derivation of the dipole Hamiltonian from first principles that
should be more accessible to the computational electromagnetics commu-
nity. For example, the use of the electromagnetic Lagrangian [3], which is
the starting point of almost all the work on canonical quantization of such
systems [13,34–53], is completely avoided. Instead, the Hamiltonian is writ-
ten directly from the equations of motion, which are familiar in classical
electromagnetism. Great emphasis is placed on the gauge condition of the
electromagnetic potentials, as it is often the cause of the most confusion in
classical and quantum mechanical eletromagnetics.
We also take this opportunity to include a model for the material polar-
ization in the dipole Hamiltonian. With this inclusion, we believe that the
materials in Chapter 2 present an important addition to the existing liter-
ature, especially in building a bridge between the fields of QED, quantum
optics and computational electromagnetics.
In solving the dipole Hamiltonian we choose to take the dressed state ap-
proach [4, 6, 40, 54]. In its original form in the seminal work of U. Fano the
dressed state approach was used to study the interaction of a single two-level
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atom with a single, uniform continuum of states [54]. We extend this to a
formalism capable of dealing with multiple atoms interacting with multiple
photons through a general electromagnetic environment having multiple con-
tinuous spectra. This is by no means an easy task and is indeed a rather
tedious piece of work. However, we believe that our choice of the dressed state
approach and the tool of the dyadic Green’s function have made these exten-
sions easy to understand and execute as compared to other alternatives such
as the Lippmann-Schwinger equations [31] and the resolvent method [4,28].
Both two-level system (TLS) atoms and simple harmonic oscillator (SHO)
atoms will be studied. These are very distinct quantum systems and con-
trasting them is interesting in its own right. Meanwhile, the SHO atom
has connection with classical sources [9] and the problem we are studying
presents a great opportunity to examine these connections in detail. More
importantly, however, we study the TLS and SHO atoms because they closely
resemble many artificial atoms [15]. In particular, the TLS and SHO are good
approximations of charge and phase qubits, respectively [19].
The thesis is organized as follows.
In Chapter 2, a first principles derivation of the dipole Hamiltonian govern-
ing the dynamics of an atom-field-matter system is presented. The quantum
mechanical equations of motion for this systems are also derived, which we
call the quantum Maxwell equations [55–57].
All assumptions and approximations are clearly stated and tracked. In
particular, we identify the most essential approximation behind the dipole
Hamiltonian as the long wavelength approximation [4, 5, 8, 9, 11]. This ap-
proximation is presented rigorously using the formalism of Goeppert-Mayer
transform [9,13], which we adapt to the atom-field-matter case.
We present the atom-field-matter system and its quantization in an arbi-
trary gauge. The connection to the Coulomb gauge, which is the usual choice
in the literature, is explained in detail. We hope to clear the confusion sur-
rounding this point.
In Chapter 5, the dipole Hamiltonian under the Coulomb gauge is rewritten
using mode decomposition into a quadratic form. This form is the usual
starting Hamiltonian in the field of cavity and waveguide QED. In this form,
the various terms of the Hamiltonian are given meaning in terms of atomic
and field excitations.
The next important approximation can then be identified, i.e. the rotating
3
wave approximation (RWA). The properties of the quadratic Hamiltonian
with and without the RWA are studied in detail.
When the RWA is applied, the dressed state approach is equivalent to a
simple unitary transformation on the Hamiltonian. This is well known in
the literature [6]. However, when the full dipole interaction is considered,
Bogoliubov transformation must be used instead [40,53,58–65]. We develop
a multi-mode Bogoliubov transformation and its numerical implementation.
To the best of our knowledge, this is a new contribution to the literature.
In Chapter 6, the dressed state approach is applied to study the atom-field
Hamiltonian. The classical dyadic Green’s function is introduced into the
calculation.
A semi-analytical formalism is thus developed taking only the classical
dyadic Green’s function evaluated at the positions of the atoms as input
to fully solve the dynamics of the atom-field system. Numerical examples
are supplied using cavity resonator arrays and rectangular waveguide as the
electromagnetic environments to validate this formalism [66,67]. Interesting
results such as the existence of atom-photon bound states are discussed in
detail.
In Chapter 7, we summarize the work presented and indicate plans for
future work.
In Appendix A, supplementary material involved in the derivation in Chap-
ter 2 is presented. The recipe to write a Hamiltonian from a set of coupled
equations of motion is given. This is an original recipe that we have devel-
oped.
The Lagrangian formulation of the atom-field-matter system is presented
and used as a check for the Hamiltonian formulation in Chapter 2.
In Appendix B, important operator algebra is tabulated. In particular, the
Baker-Campbell-Hausdorff (BCH) formula is introduced. It is very important
for the derivation of the dipole Hamiltonian in Chapter 4, and the Bogoliubov
transformation of Chapter 5.
In Appendix C, we present the two-level system (TLS) model of the Cooper
pair box charge qubit [16]. This serves as an introduction of artificial atoms
for the computational electromagnetics community.
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CHAPTER 2
QUANTUM MAXWELL’S EQUATIONS
In this chapter we develop the quantum Maxwell’s equations relevant for cav-
ity and waveguide QED systems. A first principles derivation is attempted;
however, as with most applications of QED, approximations will be neces-
sary to arrive at a set of equations treatable analytically or numerically. One
purpose of a first principles derivation is to clearly state and track these ap-
proximations. The rest of the thesis is devoted to the solution of the resulting
equations in detail.
Our starting point will be the classical Maxwell’s equations.
Maxwell’s equations in differential form
∇ ⋅B = 0 (2.1)∇×E = −∂tB (2.2)∇×H = ∂tD + J (2.3)∇ ⋅D = ρ (2.4)
Two constitutive relations accompany these equations, characterizing the
electric and magnetic responses of the medium.
D = 0¯ ⋅E (2.5)
B = µ0µ¯ ⋅H (2.6)
Linear media are assumed here, and we exclude the bi-anisotropic case from
our discussion.1 We will also restrict ¯ and µ¯ to be real and symmetric,
1These types of media are not the most physical. We include them here to show that our
quantum Maxwell equation treatment is applicable to a wide variety of electromagnetic
environments. The constitutive relations describe the far off-resonant behavior of the
materials in the regime of macroscopic electromagnetism, which can be assumed lossless
and dispersionless [13]. Loss and dispersion will be considered later, with more physical
models.
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corresponding to lossless and reciprocal media [30].
¯∗ = ¯ = ¯T µ¯∗ = µ¯ = µ¯T (2.7)
Furthermore, as the ensuing discussion will reveal, we require ¯ and µ¯ to
be positive definite.
These properties of the dimensionless tensors ¯ and µ¯ are important for
the solution of Maxwell’s equations [30]. They also impact the quantization
of electromagnetic fields and potentials in a given medium [30, 55, 56]. The
important problem of material dispersion and loss, which is not described by
these constitutive relations, will be considered later using a physical model
of the material response.
The sources involved in (2.1)-(2.4), in a classical setting, can be set to
impressed or internal sources, as well as a combination of both. The main
difference is that the latter interact with the fields they produce. The self-
consistent solution of such a problem is typically termed electrodynamics, and
the physical counterpart in the quantum regime is quantum electrodynamics
(QED) [3, 4, 13]. We will not tackle the full QED problem in this thesis,
as enough simplifying assumptions will be made to the quantum mechanical
sources, i.e. into individual few-level atoms or well behaving material baths.
One property of the sources must be kept in mind, however, regardless
of the simplifying assumptions. It is well known that Maxwell’s equations
in (2.1)-(2.4) imply a local conservation law for time-varying currents and
charges [3, 30]. ∇ ⋅ J + ∂tρ = 0 (2.8)
Chapter 2 is organized as follows.
1. In Section 2.1, the electromagnetic potentials are introduced, these be-
ing the natural way to connect classical electromagnetism to its quan-
tum mechanical counterpart [3, 13]. The free equations of motion are
written for the potentials, with some consideration of gauge. A some-
what careful modal analysis is done on the free equations, and Green’s
functions are derived.
2. In Section 2.2, impressed sources are added into the equations of mo-
tion. Based on the modal analysis of Section 2.1, we show the decou-
pling of longitudinal and transverse dynamics. The special standing of
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the Coulomb gauge scalar potential is pointed out, and all other gauges
related to it.
3. In Section 2.3, internal sources are introduced through the Hamiltonian
formulation. A physical material response is modeled with the Drude-
Lorentz oscillator. A classical atom-field-matter Hamiltonian is first
derived under an arbitrary gauge condition, and then reduced to the
Coulomb gauge.
Throughout the Chapter 2 we will heavily reference Appendix A, in which
some important details of the analytical mechanics of electromagnetic poten-
tials are given.
2.1 Free equations of motions for electromagnetic
potentials
The motivations for introducing the electromagnetic potentials are numer-
ous [1,3,9,68]. Since we have elected to take Maxwell equations in (2.1 - 2.4)
as the starting point, the following mathematical construction will automat-
ically satisfy (2.1) and (2.2) [69].
Field-potential relations
B = ∇×A (2.9)
E = −∂tA −∇Φ (2.10)
The other two Maxwell equations, (2.3-2.4), are equations of motion for
the vector and scalar potentials A and Φ [56].
∇× µ¯−1 ⋅ ∇ ×A + µ00¯ ⋅ A¨ = µ0J − µ00¯ ⋅ ∇Φ˙ (2.11)∇ ⋅ ¯ ⋅ ∇Φ = −∇ ⋅ ¯ ⋅ A˙ − ρ
0
(2.12)
Using 0µ0 = c−2 and suppressing the sources, the free equations of motion
for the electromagnetic potentials are:
∇× µ¯−1 ⋅ ∇ ×A + c−2 ¯ ⋅ A¨ = −c−2 ¯ ⋅ ∇Φ˙ (2.13)∇ ⋅ ¯ ⋅ ∇Φ = −∇ ⋅ ¯ ⋅ A˙ (2.14)
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The equations (2.13) and (2.14) are coupled and asymmetric in A and Φ.
The second-order time derivative of Φ is absent; therefore, we do not have a
proper equation of motion for Φ [3,13]. To remedy this apparent asymmetry
between the potentials we examine (2.9) and (2.10) once again and notice
that A and Φ are not uniquely determined from B and E.
2.1.1 Gauge transformations, functions and conditions
The following transformations on the potentials leave the fields, B and E,
invariant [3, 13,69].
Gauge transformation
A′ = A +∇F (2.15)
Φ′ = Φ − ∂tF (2.16)
This is known as a gauge transformation on the potentials [3,9]. For (2.10)
to hold, the gauge function, F (r, t), must be thus differentiable.
∂t∇F = ∇∂tF (2.17)
This is guaranteed if F (r, t) satisfies Clairaut’s theorem, which imposes the
same order of differentiability on F as one would expect of physical fields
and potentials [30].
From our chosen viewpoint, the fields are invariant under gauge transfor-
mations due to the null space of the curl operation in (2.9). The divergence
of A can be set freely. In vacuum, specifying ∇ ⋅A is typically how a gauge
condition is selected [69]. Taking the material medium into account, and
considering the absence of Φ¨ in (2.14), we venture to set the following con-
dition [55,68].
Generalized Lorenz gauge condition
∇ ⋅ ¯ ⋅A = −c−2 χ(r) Φ˙ (2.18)
Here, χ(r) is a real function. The physical meaning of (2.18) will be
discussed in Section 2.3. Equation (2.18) is reminiscent of the Lorenz gauge
in vacuum, which is known to produce a set of Helmholtz equations for
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the vector as well as scalar potentials [3, 13]. The function χ(r) can be
used to switch between gauge conditions, setting χ(r) = 0 corresponds to a
generalized Coulomb gauge under ¯ [68]. In what follows we shall also use
this as a generalized transversality condition.
A choice of χ(r) ≠ 0 produces two “decoupled” wave equations when in-
serted into (2.13) and (2.14) [56,68].
(∇× µ¯−1 ⋅ ∇ × − ¯ ⋅ ∇χ−1∇ ⋅ ¯⋅) A + c−2¯ ⋅ A¨ = 0 (2.19)∇ ⋅ ¯ ⋅ ∇Φ − c−2χ Φ¨ = 0 (2.20)
Considering the free space case, we see that four independent scalar wave
equations are produced for the three components of A and Φ, respectively,
all of which are waves traveling at the speed of light [69].
A gauge condition relates to the gauge function F (r, t) in two ways. There
are gauge functions that affect a gauge transformation across gauge condi-
tions. For instance, consider transforming between (2.18) and the generalized
Coulomb gauge. We look for the gauge function FCL(r, t) that affects:
AC = AL +∇FCL (2.21)
ΦC = ΦL − ∂tFCL (2.22)
where the potentials satisfy, respectively:
∇ ⋅ ¯ ⋅AL = −c−2 χ Φ˙L (2.23)∇ ⋅ ¯ ⋅AC = 0 (2.24)
Plugging (2.23) and (2.24) into (2.21) and taking a time derivative, we find:
c−2 χ Φ¨L = ∇ ⋅ ¯ ⋅ ∇F˙CL (2.25)
Using the equation of motion for ΦL in (2.20):
∇ ⋅ ¯ ⋅ ∇ΦL = ∇ ⋅ ¯ ⋅ ∇F˙CL (2.26)
Hence, ∂tFCL can be set to ΦL plus any function in the null space of the
operator ∇ ⋅ ¯ ⋅ ∇. We consider these functions in Section 2.1.2.
Interestingly, in the source free case, by choosing ∂tFCL = ΦL we can trans-
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form from Lorenz gauge to a particular Coulomb gauge in which ΦC = 0.
We can also look for gauge functions that transform within the same gauge
condition. Consider A′,Φ′ and A,Φ belonging to the same gauge.
A′ = A +∇F (2.27)
Φ′ = Φ − ∂tF (2.28)
Applying the gauge condition in (2.18) to (2.27) and plugging in (2.28), we
find an equation determining the gauge function.
∇ ⋅ ¯ ⋅ ∇F − c−2χ F¨ = 0 (2.29)
Hence, any homogeneous solution of (2.20) can be used to transform between
potentials within the same gauge condition.2 This is sometimes referred to
as gauge freedom [3]. We return to these observations when considering the
quantization of electromagnetic potentials under different gauge conditions
in Section 4.1.3 [3, 13,55].
So far, we have followed a mathematical reasoning, starting from the law of
no magnetic dipole, in discussing the question of gauge. Before proceeding,
let us ponder for a moment the physical meaning of the gauge transform in
(2.15 - 2.28). From the field-potential relation in (2.10), the longitudinal or
irrotational electric field is given by:
E∥ = −A˙∥ −∇Φ (2.30)
Unlike its transverse counterpart, the longitudinal electric field has two com-
ponents coming from the vector and scalar potential, respectively. When a
gauge transformation is performed, parts of E∥ are transferred from A∥ to Φ,
or vice versa, while keeping E∥ fixed. Therefore, from a physical standpoint,
choosing a different gauge is equivalent to attaching the longitudinal electric
field to either the scalar or vector potential [3, 13]. This picture of gauge
transformation will become important as we discuss the energy stored in the
2In classical electromagnetism one can argue by way of introducing a small loss that
homogeneous solutions of wave equations such as (2.20) are set to zero. Hence, gauge
freedom is not as important as gauge choice in the classical regime. However, in the
quantum regime, one cannot simply discard the homogeneous solution, as this may lead to
the breaking of commutation relations [13]. Physically, one cannot invoke the introduction
of an infinitesimal loss lightly in the quantum regime.
10
fields, potentials and sources.
2.1.2 Modal analysis of the free equations
When there are no sources, the fields and potentials are said to be free.
This can be seen from the Maxwell’s equations, where the sources can be
understood as restricting the curl and divergence of the electric and magnetic
fields. Hence, the sourceless equations are called the free equations.
The mode picture is important for both classical and quantum electro-
magnetics [3, 30, 55, 56]. We define the frequency domain representation of
the potentials in (2.19) and (2.20) through the following Fourier synthesis
equations.
A(r, t) = ∫ ∞−∞ dω e−iωtA(r, ω) (2.31)
Φ(r, t) = ∫ ∞−∞ dω e−iωt φ(r, ω) (2.32)
Here, ω is a real frequency. We impose conjugate symmetry such that A(r, t)
and Φ(r, t) are real, and hence physical [70].
A(r, ω) =A∗(r,−ω) φ(r, ω) = φ∗(r,−ω) (2.33)
We arrive at two generalized eigenvalue problems in the frequency domain:
(∇× µ¯−1 ⋅ ∇ × − ¯ ⋅ ∇χ−1∇ ⋅ ¯⋅) A(r, ω) = ω2/c2 ¯ ⋅A(r, ω) (2.34)−∇ ⋅ ¯ ⋅ ∇φ(r, ω) = ω2/c2χφ(r, ω) (2.35)
Since ω is assumed real, we require that all operators involved in (2.34) and
(2.35) are Hermitian, or truly self-adjoint [70]. We also require these opera-
tors to be semi-positive definite, so that ω is indeed real [30]. If self-adjoint
boundary conditions are imposed on the eigenfunctions of these operators,
we arrive at a system ready to be quantized [70].
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Self-adjoint operator
An operator, O, is truly self-adjoint on some domain D(O) if and only
if the Lagrange identity is vanishing for two functions defined in D
satisfying symmetric boundary conditions [70].
⟨f∗1 ,O f2⟩ − ⟨{O f1}∗, f2⟩ = 0 (2.36)
We discuss the following three operators separately.
T¯ (µ¯) = ∇× µ¯−1 ⋅ ∇× (2.37)L¯(¯, χ) = −¯ ⋅ ∇χ−1∇ ⋅ ¯ (2.38)S(¯) = −∇ ⋅ ¯ ⋅ ∇ (2.39)
The operators in (2.37) and (2.38) operate on vector functions. We have
chosen T¯ and L¯ to reflect the transverse and longitudinal nature of their
eigenfunctions, respectively.
We begin our discussion with the eigenfunctions of S(¯), which are scalar
functions satisfying: S(¯)φn(r) = λn χ(r)φn(r) (2.40)
Consider the Lagrange identity.
⟨φ∗
n′ ,S(¯)φn⟩ − ⟨{S(¯)φn′}∗ , φn⟩ = 0= − ∫
V
drφ∗
n′ ∇ ⋅ ¯ ⋅ ∇φn + ∫
V
drφn∇ ⋅ ¯∗ ⋅ ∇φ∗n′= − ∫
σ
dA nˆ ⋅ ¯ ⋅ (∇φn)φ∗n′ + ∫
V
dr (∇φ∗
n′) ⋅ ¯ ⋅ ∇φn + ∫
V
drφn∇ ⋅ ¯∗ ⋅ ∇φ∗n′= − ∫
σ
dA nˆ ⋅ ¯ ⋅ (∇φn)φ∗n′ + ∫
σ
dA nˆ ⋅ ¯T ⋅ (∇φ∗
n′)φn− ∫
V
drφn∇ ⋅ ¯T ⋅ ∇φ∗n′ + ∫
V
drφn∇ ⋅ ¯∗ ⋅ ∇φ∗n′ (2.41)
Given the requirement of (2.7), S(¯) is truly self-adjoint. Both Dirichlet
and Neumann boundary conditions can be chosen for φn.
Dirichlet: φn(r) = 0, r ∈ σ (2.42)
Neumann: nˆ ⋅ ¯ ⋅ ∇φn(r) = 0, r ∈ σ (2.43)
Note that periodic boundary condition for a square volume V is also a suit-
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able self-adjoint boundary condition, provided ¯ shares the same periodicity.
This is particularly useful in the quantization problem [33].
Plugging n = n′ into (2.41), we can easily demonstrate the reality of λn,
the eigenvalue.
⟨φ∗n,S(¯)φn⟩ = ⟨S(¯)φ∗n, φn⟩ = ⟨φ∗n,S(¯)φn⟩∗
λn ⟨φ∗n, χφn⟩ = {λn ⟨φ∗n, χφn⟩}∗ (2.44)
Furthermore, we have the following orthonormality condition on the eigen-
functions.
⟨φ∗
n′ ,S(¯)φn⟩ = ⟨{S(¯)φn′}∗ , φn⟩ = ⟨φ∗n,S(¯)φn′⟩∗
λn ⟨φ∗n′ , χφn⟩ = λn′ ⟨φ∗n, χφn′⟩∗(λn − λn′) ⟨φ∗n′ , χφn⟩ = 0 (2.45)
If the operator S(¯) has a discrete spectrum, this orthonormal relation is
typically written as [30,70]:
⟨φ∗
n′ , χφn⟩ = δnn′ (2.46)
where, n and n′ are in general two sets of indices capable of addressing the
modes. There is also a corresponding completeness relation [70].
δ(r − r′) =∑
n
φn(r)χ(r)φ∗n(r′) (2.47)
Now, the free scalar potential can be expanded in terms of φn(r)’s. Keep in
mind that constructed this way, Φ(r, t) satisfy the same boundary condition
as those chosen for φn(r).
Φ(r, t) =∑
n
[sn(t) e−iωnt φn(r) + s∗n(t)eiωnt φ∗n(r)] (2.48)
From the orthonormal and completeness relation, we can construct the
modal expansion of the Green’s function for S(¯), which satisfies [10]:
[S(¯) − k2 χ(r)] GS(r, r′;ω) = δ(r − r′) (2.49)
13
After some routine derivations [10], we have:
GS(r, r′;ω) =∑
n
φn(r)φ∗n(r′)
λn − k2 (2.50)
The modal expansion is formal, and written assuming a discrete spectrum forS(¯). Note that the λn’s give the internal resonances of the system, at which
frequencies (wavenumber) the Green’s function is not defined. A continuous
spectrum raises some concern in this respect; however, the remedy is routine
and in fact very important for our study [3, 30,33].
Consider for a moment the spectrum of S(¯).
−∫
V
dru∗∇ ⋅ ¯ ⋅ ∇u = −∫
σ
dA (nˆ ⋅ ¯ ⋅ ∇u)u∗ + ∫
V
dr (∇u)∗ ⋅ ¯ ⋅ ∇u (2.51)
For a function u(r) satisfying the boundary conditions of (2.42) or (2.43), the
boundary term vanishes.3 If ¯ is real symmetric and positive definite, then
the right-hand side is positive, except for u(r) = constant. Hence, S(¯) is a
semi-positive definite operator, i.e. λn ≥ 0. The case of λn = 0 corresponds to
a constant scalar function in r ∈ V .
Recalling (2.29), u(r) = constant is certainly a solution. Although u(r) =
constant is needed in the completeness relation of (2.47), neglecting it amounts
to giving a constant offset to the scalar potential and does not effect the sys-
tem physically. With this in mind we modify the Green’s function of (2.50)
by excluding the λn = 0 term.
Scalar Green’s function
GS(r, r′;ω) = ∑
λn≠0
φn(r)φ∗n(r′)
λn − k2 =∑n− φn(r)φ∗n(r′)λn − k2 (2.52)
The Green’s function in (2.52) will allow source-field (or potential) trans-
formations, which we discuss in Section 2.2. Note that we can safely evaluate
the ω = 0 case in (2.52).
Now we move on to the operator L¯(¯, χ). To this end consider a formal
eigenfunction for L¯(¯, χ):
L¯(¯, χ) ⋅Ln = λn ¯ ⋅Ln (2.53)
3It is very important to require the boundary conditions, as otherwise there may be
planar functions that make (2.51) vanish.
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The Lagrange identity is greatly simplified when the condition of (2.7) is
assumed.
⟨L∗
n′ , L¯Ln⟩ − ⟨{L¯Ln′}∗,Ln⟩ = 0= −∫
σ
dA nˆ ⋅ ¯ ⋅ [L∗
n′(∇ ⋅ ¯ ⋅Ln) −Ln(∇ ⋅ ¯ ⋅L∗n′)]χ−1 (2.54)
Once again we see that periodic boundary condition on Ln is a set of
self-adjoint boundary condition. Two other choices are:
nˆ ⋅ ¯ ⋅Ln(r) = 0, r ∈ σ (2.55)∇ ⋅ ¯ ⋅Ln(r) = 0, r ∈ σ (2.56)
The orthonormal relation is:
⟨L∗
n′ , ¯ ⋅Ln⟩ = δnn′ (2.57)
Caution is needed in writing a completeness relation, as we must examine
for what space of vector functions Ln form a “complete” basis.
Consider the function ∇φn(r), with φn’s chosen to satisfy the boundary
condition (2.42).
L¯(¯, χ)∇φn = −¯ ⋅ ∇χ−1∇ ⋅ ¯ ⋅ ∇φn = λn¯ ⋅ ∇φn (2.58)
Furthermore, given the relation:
−∇ ⋅ ¯ ⋅ ∇φn(r) = λn χ(r)φn(r) (2.59)
we see that if φn(r) = 0 for r ∈ σ, then ∇ ⋅ ¯ ⋅ ∇φn(r) = 0 for r ∈ σ. Hence,
these functions satisfy the boundary condition of (2.56) and are a set of
eigenfunctions for L¯(¯, χ). Normalizing them according to (2.57) requires:
Ln(r) = eiθ√
λn
∇φn(r) (2.60)
We have shown that for real symmetric and positive definite ¯, λn ≥ 0.
The λn = 0 case here corresponds to the zero vector, which is the trivial
eigenfunction of L¯(¯, χ).
It remains to be shown that these are all the eigenfunctions. To this end,
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we assume there exists a particular eigenfunction Fm not of the form ∇φn.
From (2.57), it must be ¯-orthogonal to all ∇φn.
⟨F∗m, ¯ ⋅ ∇φn⟩ = ∫
V
drF∗m ⋅ ¯ ⋅ ∇φn = 0, ∀n= ∫
σ
dA nˆ ⋅ ¯ ⋅F∗m φn − ∫
V
drφn∇ ⋅ ¯ ⋅F∗m = 0, ∀n (2.61)
The boundary condition (2.42) means the surface term vanishes, therefore:
⟨∇ ⋅ ¯ ⋅F∗m, φn⟩ = 0, ∀n (2.62)
Making use of the completeness relation in (2.47), we have:
∇ ⋅ ¯(r′) ⋅F∗m(r′) = ∫
V
dr δ(r − r′)∇ ⋅ ¯ ⋅F∗m(r)=∑
n
φ∗n(r′)χ(r′)∫
V
drφn(r)∇ ⋅ ¯ ⋅F∗m(r)
∇ ⋅ ¯(r′) ⋅F∗m(r′) = 0, ∀r′ ∈ V (2.63)
The assumed eigenfunction Fm must be ¯-transverse within the region V .
However, this transversality condition guarantees that:
L¯(¯, χ) ⋅Fm = 0 (2.64)
What we have shown is that any eigenfunction orthogonal to all ∇φn has
zero eigenvalue, or is in the null space of L¯(¯, χ). Hence, the set of functions∇φn(r) with φn’s satisfying Dirichlet boundary condition on σ is a complete
basis for the range space of L¯(¯, χ). Following the same analysis, we can
also show that starting from the boundary condition (2.43), ∇φn produces
the eigenfunctions of L¯(¯, χ) satisfying (2.55).
There is a one-to-one correspondence between the eigenfunctions of S(¯)
and L¯(¯, χ) with non-zero eigenvalues. This will have significant conse-
quences for the Hamiltonian mechanics of the system, to be discussed in
Section 2.3.
Equation (2.63) reveals that functions in the null space of L¯(¯, χ) sat-
isfy the generalized Coulomb gauge condition. Indeed, the operator L¯(¯, χ)
governs the ¯-longitudinal components of the vector potential. For this com-
ponent the eigenfunctions of L¯(¯, χ) in (2.60) are complete. There is a cor-
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responding Green’s function for L¯(¯, χ).
Longitudinal dyadic Green’s function
G¯L(r, r′;k2) =∑
n
− 1
λn
∇φn(r)⊗∇′φ∗n(r′)
λn − k2 (2.65)
Here, the ⊗ symbol denotes the outer product. Analogous to (2.49), the
Green’s function in (2.65) corresponds to the longitudinal field generated
from a delta-function like source.
[L¯(¯, χ) − k2 ¯(r)] G¯L(r, r′;k2) = δ¯∥(r − r′) (2.66)
Plugging (2.65) in (2.66) and making use of the property of eigenfunctions,
we can write down a modal expansion of the delta-function source in (2.66).
δ¯∥(r − r′) =∑
n
− [¯(r) ⋅Ln(r)]⊗L∗n(r′) (2.67)
Equation (2.67) is analogous to a completeness relation for the longitudinal
vector functions that are ¯-orthogonal.
Finally we move on to the operator T¯ (µ¯). Due to (2.60), we see that all
Ln(r) are in the null-space of T¯ (µ¯). Conversely, consider a formal eigen-
function of T¯ (µ¯) satisfying:
T¯ (µ¯)Tn = ∇× µ¯−1 ⋅ ∇ ×Tn = λn ¯ ⋅Tn (2.68)
Except for λn = 0, we see from the above equation that:
∇ ⋅ ¯ ⋅Tn = 0 (2.69)
Therefore, all Tn with non-zero eigenvalue are in the null space of L¯(¯, χ).
The Lagrange identity of T¯ (µ¯) is:
⟨T∗
n′ , T¯ Tn⟩ − ⟨{T¯ Tn′}∗,Tn⟩ = 0= ∫
σ
dA nˆ ⋅ [Tn × µ¯−1 ⋅ ∇ ×T∗n′ −T∗n′ × µ¯−1 ⋅ ∇ ×Tn] (2.70)
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The two sets of boundary conditions are:
nˆ ×Tn(r) = 0, r ∈ σ (2.71)
nˆ × µ¯−1 ⋅ ∇ ×Tn(r) = 0, r ∈ σ (2.72)
These are in fact the PEC and PMC boundary conditions, respectively. Un-
der these boundary conditions, it is easy to show that T¯ (µ¯) is semi-positive
definite for real, symmetric and positive definite µ¯.
Formally, we write the Green’s function from these modes.
Transverse dyadic Green’s function
G¯T (r, r′;k2) =∑
m
Tm(r)⊗T∗m(r′)
λm − k2 (2.73)
Recalling the free space case [3, 30], we know that Tm’s are twice as nu-
merous as Ln’s due to the polarizations of transverse fields, which are always
separable in homogeneous media [30]. In the general case such separation is
not possible and we cannot say much more about the functions Tm’s.
We can define a transverse delta-function through (2.73).
[T¯ (µ¯) − k2 ¯(r)] G¯L(r, r′;k2) = δ¯⊥(r − r′) (2.74)
Again, plugging (2.73) into (2.74) produces a modal expansion for the trans-
verse delta-function, which serves as a completeness relation for the trans-
verse vector functions.
δ¯⊥(r − r′) =∑
m
− [¯(r) ⋅Tm(r)]⊗T∗m(r′) (2.75)
2.1.3 Energy of the free potentials
Our analysis in Section 2.1.2 allows us to write the following modal expan-
sions for the free potentials.
Φ(r, t) =∑
n
− [sn e−ic√λnt φn(r) + s∗n eic√λnt φ∗n(r)] (2.76)
A∥(r, t) =∑
n
− √λn−1 [ln e−ic√λnt∇φn(r) + l∗n eic√λnt∇φ∗n(r)] (2.77)
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A⊥(r, t) =∑
m
[am e−ic√λmtTm(r) + a∗m eic√λmtT∗m(r)] (2.78)
The complex numbers sn’s, ln’s and am’s are set arbitrarily. However, the
free Maxwell’s equations must be satisfied. This imposes a relation on sn’s
and ln’s through Gauss’ law.
∇ ⋅ ¯ ⋅E = 0 = −∇ ⋅ ¯ ⋅ A˙∥ −∇ ⋅ ¯ ⋅ ∇Φ (2.79)
sn ≡ i c ln (2.80)
The total energy in the free fields is given by [3, 30]:
E = ∫
V
dr
0
2
(E ⋅ ¯ ⋅E + c2 B ⋅ µ¯−1 ⋅B) (2.81)
Translating this to the free potentials, and using the orthogonality relations
discussed in subsection 2.1.2, we have:
E = ∫
V
dr
0
2
[A˙⊥ ⋅ ¯ ⋅ A˙⊥ + c2 (∇×A⊥) ⋅ µ¯−1 ⋅ (∇×A⊥)]
+ ∫
V
dr
0
2
(A˙∥ +∇Φ) ⋅ ¯ ⋅ (A˙∥ +∇Φ) (2.82)
Using (2.78), the first line on the right-hand side of (2.82), after invoking
the orthonormal relation and some cancellations, evaluates to:4
Modal expansion of electromagnetic energy
E⊥ =∑
m
0 c
2 λm (ama∗m + a∗mam) (2.83)
Expanding the second line of (2.82), performing some integration by parts
and using Gauss’ law in (2.79), we have:
∫
V
dr
0
2
(A˙∥ ⋅ ¯ ⋅ A˙∥ −Φ∇ ⋅ ¯ ⋅ ∇Φ + 2A˙∥ ⋅ ¯ ⋅ ∇Φ)
=∫
V
dr
0
2
(A˙∥ ⋅ ¯ ⋅ A˙∥ −Φ∇ ⋅ ¯ ⋅ ∇Φ) − ∫
V
dr 0 Φ∇ ⋅ ¯ ⋅ A˙∥
=∫
V
dr
0
2
(A˙∥ ⋅ ¯ ⋅ A˙∥ +Φ∇ ⋅ ¯ ⋅ ∇Φ) (2.84)
4This is such a routine exercise that we omit the details of this derivation here. Similar
derivations may be found in Chapter 1 of [3].
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Using the modal expansion:
E∥ =∑
n
− 0c2λn
2
(l∗nln + lnl∗n) −∑
n
− 0λn
2
(s∗nsn + sns∗n)
−∑
n
−∑
n′− 0c22 lnln′ e−ic(√λn+√λn′)t ⟨∇φn, ¯ ⋅ ∇φn′⟩ − c.c.−∑
n
−∑
n′− 02 λn′snsn′ e−ic(√λn+√λn′)t ⟨φn, χφn′⟩ − c.c. (2.85)
Now plugging in the condition (2.80) the first line vanishes. For the sec-
ond line, apply integration by parts once on the inner product and use the
eigenvalue S(¯)φn′ = λn′χφn′ :
−∑
n
−∑
n′− 0c22 λn′lnln′ e−ic(√λn+√λn′)t ⟨φn, χφn′⟩ − c.c. (2.86)
Again using (2.80) reveals the cancellation of the second and third line in
(2.85).
Therefore, the longitudinal vector potential and the scalar potential do
not contribute to the total energy in the source free case [3,13,55]. In terms
of the modal expansion parameters, (2.83) gives the total energy of the free
electromagnetic potentials.
We are able to extend this result into inhomogeneous anisotropic media
with the help of the foregoing modal analysis. Observe the elegance of modal
analysis in counting the energy of the electromagnetic system. As will be
shown in Section 4.1, this connection is the basis of the photon description
of the electromagnetic fields.
2.2 Electromagnetic potentials and sources
When sources are included, the equations of motion for the electromagnetic
potentials under a specific gauge condition are:
(∇× µ¯−1 ⋅ ∇ × − ¯ ⋅ ∇χ−1∇ ⋅ ¯⋅) A + c−2¯ ⋅ A¨ = µ0 J (2.87)−∇ ⋅ ¯ ⋅ ∇Φ + c−2χ Φ¨ = ρ
0
(2.88)
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The generalized Coulomb gauge must be taken as an exception.
∇× µ¯−1 ⋅ ∇ × AC + c−2¯ ⋅ A¨C = µ0 J − c−2 ¯ ⋅ ∇Φ˙C (2.89)−∇ ⋅ ¯ ⋅ ∇ΦC = ρ
0
(2.90)
The modal analysis in subsection 2.1.2 allows us to separate the prob-
lem into transverse and longitudinal parts [3, 13]. The decomposition of the
current is as follows:
J = J⊥ + J∥ (2.91)
where, unlike the fields and potentials, the transversality condition for the
current retains its vacuum form.
∇ ⋅ J⊥ = 0 (2.92)
Furthermore, the continuity equation relates the longitudinal current with
the charges, and hence the excitation for the longitudinal vector potential and
the scalar potential are not independent. In particular, charge conservation
allows us to identify the longitudinal and transverse components of J [13].
Decomposition of the current
J∥ = −0 ¯ ⋅ ∇Φ˙C (2.93)
J⊥ = J − 0 ¯ ⋅ ∇Φ˙C (2.94)
Not surprisingly, under the generalized Coulomb gauge, AC, which is
known to be transverse, is excited by the transverse component of the cur-
rent. This fact was already visible in (2.11).
From (2.90), we can easily write the solution of ΦC through (2.52).
Instantaneous Coulomb potential
ΦC(r, t) = ∫
V
dr′GS(r, r′; 0) ρ(r′, t)
0
(2.95)
This is the instantaneous Coulomb potential generated by ρ(r, t).5 The
longitudinal electric field is produced from the charges via this instantaneous
5Due to the exclusion of the constant term in (2.52), the Green’s function forces the
charge distribution to be globally neutral in the region r ∈ V .
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potential. It is a gauge independent quantity and it is not retarded.
E∥(r, t) = − 1
0
∇∫
V
dr′GS(r, r′; 0)ρ(r′, t) = −∇ΦC(r, t) (2.96)
The instantaneous nature of (2.95) and (2.96) is not appealing in view
of causality. However, as explained in Appendix A, the Coulomb gauge
does not treat the Coulomb potential or the longitudinal electric fields as a
dynamical variable [3]. Nothing unphysical is at play in the Coulomb gauge;
rather, it reveals that the Coulomb potential and longitudinal electric field
are not as physical as the other components of potentials and fields. As will
be seen in Section 4.1, the Coulomb gauge offers the most convenience in
quantization. Its wide usage by the physics community in working with non-
relativistic atom-field interactions is justified from pragmatism. How much
complication one is willing to suffer to keep the apparent causality of all the
equations is a matter of taste.
Computing the longitudinal current from this instantaneous potential, we
can write AC with the Green’s function (2.73) and J⊥.
Coulomb gauge vector potential
AC(r, ω) = ∫
V
dr′ G¯T (r, r′, ω) [µ0J (r′, ω) + iω
c2
¯ ⋅ ∇′φC(r′, ω)] (2.97)
2.2.1 Transformation to other gauges
Now we will use the analysis of Section 2.1.1 to relate the excited potentials
in an arbitrary gauge to their Coulomb gauge counterparts. To this end
consider a gauge transformation affected by the gauge function F (r, t).
A = AC +∇F = A⊥ +A∥ (2.98)
Φ = ΦC − F˙ = ΦC +Φχ (2.99)
Here, we explicitly identify AC and ∇F with the transverse and longitudinal
vector potential, respectively. The transformation on Φ gives the “extra”,
gauge-specific part of the scalar potential.
We require the transformed potentials to satisfy (2.87) and (2.88). Two
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equations for F (r, t) are obtained.
L¯(¯, χ) ⋅ ∇F + c−2 ¯ ⋅ ∇F¨ = c−2 ¯ ⋅ ∇Φ˙C (2.100)
S(¯)F + c−2χ F¨ = c−2 χΦ˙C (2.101)
Here, we have performed a time integral to get the second line from (2.88)
and (2.99). These equations are not independent, observe that.
∇ ⋅ (2.100) = S(¯)χ−1 (2.101) (2.102)
Thus F (r, t) is determined from ΦC up to a function from the null space ofS(¯), which given our desired boundary conditions in (2.42-2.43), can only
be u(r) = constant,∀r ∈ V .
In the frequency domain, inverting (2.101) gives:
Gauge function
F(r, ω) = −iω
c2 ∫V dr′GS(r, r′;ω)χ(r′)φC(r′, ω) (2.103)
From the definitions, A∥ = ∇F and Φχ = −F˙ , we see that in any gauge,
the longitudinal vector potential and the “extra” scalar potential can be seen
as associated with the instantaneous Coulomb potential. However, they are
both retarded.
It is also illuminating to relate them to the physical sources. To this end,
define the following Fourier pair.
J∥(r, t) = ∫ ∞−∞ dω e−iωtJ ∥(r, ω) (2.104)
The usual conjugate symmetry relations hold. For the continuity equation
to hold, we have:6
ρ(r, t) = ∫ ∞−∞ dω e−iωt 1iω∇ ⋅J ∥(r, ω) (2.105)
Using (2.95), the source appearing in (2.101) has the frequency domain
6Note that in (2.105) the integral over ω runs through ω = 0, at which point 1/iω is
singular. Thus we must require J ∥(r,0) = 0. In other words, the DC component of the
longitudinal current must be divergence-free. This extra requirement is needed because
Maxwell’s equations only imply charge conservation for time-varying charges.
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representation:
µ0χ(r)∫
V
dr′GS(r, r′; 0) 1
ω2
∇ ⋅J ∥(r′, ω) (2.106)
The frequency domain equation for F(r, ω) is:
[S(¯) − k2 χ]F = µ0χ(r)∫
V
dr′GS(r, r′; 0) 1
ω2
∇′ ⋅J ∥(r′, ω) (2.107)
The solution is obtained through the Green’s function of (2.52).7
F(r, ω) = µ0 ∫
V
dr′GS(r, r′;ω)χ(r′)∫
V
dr′′GS(r′, r′′; 0) 1
ω2
∇′′ ⋅J ∥(r′′, ω)
F(r, ω) = µ0∫
V
dr′′∑
n
− 1
λnω2
φn(r)φ∗n(r′′)
λn − k2 ∇′′ ⋅J ∥(r′′, ω) (2.108)
After some algebraic manipulations, we have the following source field
transformations relating the longitudinal current to A∥ and Φχ.
The longitudinal vector and gauge-specific scalar potentials
A∥(r, ω) = −µ0
ω2 ∫V dr′ G¯L(r, r′;ω) ⋅J ∥(r′, ω) (2.109)
φχ(r, ω) = µ0∫
V
dr′∑
n
− 1
λn
φn(r)φ∗n(r′)
λn − k2 1iω∇′ ⋅J ∥(r′, ω) (2.110)
Forgetting momentarily the gauge function F (r, t), we see that provided
the charge conservation equation is satisfied, we are guaranteed the relation:
∂tA∥(r, t) = −∇Φχ(r, t) (2.111)
Therefore, the longitudinal vector potential and gauge-specific part of the
scalar potential does not affect the physical fields as long as physical sources,
which are charge conserving, are considered. Here we get a first glance of
the relation between gauge invariance and charge conservation. The reason
behind this is given in Appendix A.3.
In summary, we have shown that due to the modal analysis of Section
2.1.2, we can separate the problem into transverse and longitudinal parts
when impressed sources are included. Furthermore, by considering the gauge
7In arriving at (2.108), only the orthonormal relation of (2.46) is used. Hence, there is
no difficulty arising from our modification of the sum over modes.
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function introduced in Section 2.1.1, we were able to relate the solution of the
potentials in an arbitrary gauge to their Coulomb gauge counterpart. The
redundancy of the longitudinal vector potential and the gauge-specific scalar
potential was revealed.
While the Coulomb gauge scalar potential is instantaneous, the gauge-
specific scalar potential and longitudinal vector potential are both retarded
and undulating. This raises a difficulty when writing the energy, or Hamil-
tonian, of the source potential system, especially with internal sources. We
turn to this question next.
2.3 The classical atom-field-matter Hamiltonian
The inclusion of internal sources is a much more important problem in quan-
tum electromagnetics/electrodynamics. The one-way coupling from source
to potential is complemented by the back action of the potentials (fields)
on the sources. An energy conserving system can therefore be established,
and a Hamiltonian constructed, which is the most important quantity in a
quantum description of the system.
The artificial atoms of cavity/waveguide and circuit-QED must be mod-
eled as internal sources. In addition, a physical model of quantum loss must
start from an internal source description of the lossy material [40,41]. Hence,
these are the sources we wish to consider in the present section. Inclusion of
atomic sources is rather straightforward via the minimal coupling Hamilto-
nian, which is introduced in many textbooks [3,8,11,13]. It will be employed
to write an atom-field-matter Hamiltonian after we have treated the material
part.
2.3.1 Isotropic Drude-Lorentz dielectric
We first consider a Drude-Lorentz oscillator, which is the simplest physical
model for a linear, isotropic dielectric [1,69]. We will show that the transverse
and longitudinal dynamics are completely decoupled.
Since we are trying to model a material response from scratch, it no longer
makes sense to have the ¯ and µ¯ tensors in the constitutive relation. From
now on these will be replaced by constant values which, without loss of
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generality, are set to unity. We focus on the isotropic case here, as the in-
clusion of anisotropy can be treated by redefining the orthogonality relation,
as done in Section 2.1.2, for both fields and polarizations. This complicates
the decoupling of the dynamics unnecessarily, and blurs the physical picture
somewhat.
Consider a charge of mass mn sitting inside a potential Vn, which is driven
by electromagnetic fields. We label its displacement from some equilibrium
position as rn. Starting from the Lorentz force law of (A.59), we assume the
magnetic force is small due to the low velocity of the bound charge.
r¨n + 1
mn
∇Vn ≈ qn
mn
E (2.112)
Physically, the term ∇Vn is the restoring force coming from the bounding
potential of the charge. For the Drude-Lorentz oscillator, we take:
∇Vn(rn) =mnω20,nrn (2.113)
The form of (2.113) makes the response isotropic. Hence, we can separate
the particle dynamics into transverse and longitudinal parts:
r¨n,⊥ + ω20,nrn,⊥ = − qnmn A˙⊥(rn, t) (2.114)
r¨n,∥ + ω20,nrn,∥ = − qnmn [∇Φ(rn, t) + A˙∥(rn, t)] (2.115)
Imagine a material that is made up of a uniform distribution of these
non-interacting bound charges, with a volume density of N .
P(r, t) = Nq∑
n
rnδ(r − rn)Ð→ Np(r, t) (2.116)
Here, we neglect the granularity of the material and assume that the micro-
scopic polarization density p is a function of the continuous variable r.
Define also the plasma frequency:
ωp = √Nq2
m0
(2.117)
The transverse and longitudinal dynamics of the macroscopic polarization
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density are:
P¨⊥,∥ + ω20 P⊥,∥ = ω2p 0E⊥,∥ (2.118)
The current and charge distributions due to P is:
P˙⊥,∥ = J⊥,∥ ∇ ⋅P∥ = −ρ = −0∇ ⋅E∥ (2.119)
The equations of motion governing the potentials and polarizations are:
T¯ (1) ⋅A⊥ + c−2 A¨⊥ = µ0P˙⊥ (2.120)
P¨⊥ + ω20 P⊥ = −ω2p0A˙⊥ (2.121)L¯(1, χ) ⋅A∥ + c−2 A¨∥ = µ0P˙∥ (2.122)
S(1)Φ + c−2χ Φ¨ = −−10 ∇ ⋅P∥ (2.123)
P¨∥ + ω20 P∥ = −ω2p0 (A˙∥ +∇Φ) (2.124)
These are the correct equations based on the way current and charges are
generated from the polarization density.
Writing a Hamiltonian density is straightforward using the recipe of Ap-
pendix A.1. For the transverse dynamics:
Total transverse Hamiltonian density
H⊥(r, t) = 1
2ω2p0
P˙⊥ ⋅ P˙⊥ + ω20
2ω2p0
P⊥ ⋅P⊥
+ 0
2
[A˙⊥ ⋅ A˙⊥ + c2 A⊥ ⋅ T¯ (1) ⋅A⊥] (2.125)
With the definition of the plasma frequency, it is easy to see that (2.125)
represents the energy density of transverse polarization oscillations plus the
transverse electromagnetic fields. The coupling is hidden away in this form
as the kinematic momentum P˙⊥ depends on A⊥, as explained in Appendix
A.1. Here, we choose the modification in (A.43).
Π⊥ = A˙⊥, V⊥ −A⊥ = 1
ω2p0
P˙⊥ (2.126)
The quantities Π⊥ and V⊥ are the conjugate momentum of A⊥ and P⊥,
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respectively. We may also write (2.125) as:
H⊥(r, t) = 1
2ω2p0
P˙⊥ ⋅ P˙⊥ + ω20
2ω2p0
P⊥ ⋅P⊥
+ 0
2
[E⊥ ⋅E⊥ + c2 B ⋅B] (2.127)
As for the longitudinal dynamics, under the gauge choice of χ ≠ 0, we have:
H∥,χ(r, t) = 0
2
[A˙∥ ⋅ A˙∥ + c2 A∥ ⋅ L¯(1, χ) ⋅A∥] − 0
2
[c−2 Φ˙χ Φ˙ +ΦS(1)Φ]
−Φ∇ ⋅P∥ + 1
2ω2p0
P˙∥ ⋅ P˙∥ + ω20
2ω2p0
P∥ ⋅P∥ (2.128)
Here, the scalar potential coupling is apparent, while the vector potential
coupling is again hidden inside the kinematic momentum P˙∥.
Π∥ = A˙∥, V∥ −A∥ = 1
ω2p0
P˙∥ (2.129)
At first glance (2.128) is a rather convoluted expression, involving negative
energy contributions from the scalar potential. We proceed to show that it
can in fact be greatly simplified. Consider first the Coulomb gauge case,
which is the standard choice of gauge in the literature [3, 4, 8, 13, 40,53]:
Standard longitudinal Hamiltonian density
H∥,C(r, t) = 1
2ω2p0
P˙∥ ⋅ P˙∥ + ω20
2ω2p0
P∥ ⋅P∥ + 1
2
ΦC ρ (2.130)
Using the definition of the plasma frequency, we see that this Hamiltonian
density represents the energy density associated with the simple harmonic
oscillation of the polarization charges inside their binding potential plus their
Coulomb energy. This is a physical and intuitive expression for the energy
in the longitudinal dynamics.
How can we reconcile (2.128) with such a simple understanding of the
energy given by (2.130)? Our discussions in Section 2.2 suggest that (2.122-
2.124) are heavily redundant. Taking the divergence of (2.124) reveals that
the polarization charge, and therefore the longitudinal polarization, are un-
dergoing free oscillation [40].
−ρ¨ − ω20 ρ = ω2p ρ (2.131)
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The effect of coupling to the electromagnetic potentials and fields is simply
to modify the natural oscillation frequency by the plasma frequency. We
define this shifted frequency as [40]:
Ω = √ω20 + ω2p (2.132)
Due to (2.131), the longitudinal vector potential and scalar potential in
(2.122-2.123) are driven as if by impressed sources. Their solutions are simply
source field transformations governed by the Green’s functions of (2.65) and
(2.52), respectively.
If the charges are globally neutral over the integration domain r ∈ V , then
we can use the completeness of (2.47) to expand it as:
ρ(r, t) = [ρ0 e−iΩt + c.c.]∑
n
− Cnχ(r)φn(r) (2.133)
To satisfy ∇ ⋅P∥ = −ρ, the longitudinal polarization is:8
P∥(r, t) = [ρ0 e−iΩt + c.c.]∑
n
− Cn
λn
∇φn(r) (2.134)
The instantaneous Coulomb potential from ρ is given by:
ΦC(r, t) = 1
0
ρ0(t)∑
n
− Cn
λn
φn(r) (2.135)
The particular solutions of the scalar and longitudinal vector potential
under a certain choice of gauge are:
Φ(r, t) = 1
0
ρ0(t)∑
n
− Bn φn(r) (2.136)
A∥(r, t) = µ0ρ˙0(t)∑
n
− Bn
λn
∇φn(r) (2.137)
where:
ρ0(t) = ρ0 e−iΩt + c.c. (2.138)
8A constant polarization along some direction is neglected in the modal expansion of
P∥. Although the existence of such a polarization can still preserve the global charge
neutrality, it will not excite the longitudinal vector potential from our analysis in Section
(2.1.2).
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Bn = Cn
λn −Ω2/c2 (2.139)
The spatial integral of (2.128) should return a total energy in agreement
with (2.130). Using the particular solutions in (2.137) and (2.136), we have:
∫
V
dr
0
2
[A˙∥ ⋅ A˙∥ + c2 A∥ ⋅ L¯(1, χ) ⋅A∥] = µ0
2
∑
n
− B2n (ρ˙20 + ρ¨20c2λn) (2.140)
−∫
V
dr
0
2
[c−2 Φ˙χ Φ˙ +ΦS(1)Φ] = −µ0
2
∑
n
− B2n [ρ˙20 + c2ρ20λn] (2.141)
Notice the cancellation of the ρ˙20 terms. Using the fact that ρ¨0 = −Ω2 ρ0, we
find that the energy contribution from the oscillation of the longitudinal and
scalar potential waves are:
1
20
∑
n
− B2n
λn
(Ω4
c4
− λ2n) = − 120∑n− CnBnλn (λn + Ω2c2 ) (2.142)
Now consider the spatial integral of the third term in (2.128).
−∫
V
drΦ∇ ⋅P∥ = ∫
V
drΦρ = ρ20
0
∑
n
− CnBn (2.143)
With simple algebra we find that the contribution from (2.142) and (2.143)
is the Coulomb energy of the polarization charges! The undulating longitudi-
nal vector potential and scalar potential are tied to the polarization charges.
Their “energies” are merely different manifestations of the same Coulomb
energy.
ρ20
0
∑
n
− CnBn − 1
20
∑
n
− CnBn
λn
(λn + Ω2
c2
) = ρ20
20
∑
n
− C2n
λn
≡ 1
2 ∫V drΦC ρ (2.144)
Hence, we have proven that under an arbitrary choice of gauge χ ≠ 0, the
different Hamiltonian densities correspond to the same Hamiltonian, which
represent physically the sum of the harmonic oscillator energy and Coulomb
energy of the polarization charges.
∫
V
drH∥,C = ∫
V
drH∥,χ (2.145)
The Hamiltonian equivalence of (2.145) is immensely helpful when quantiz-
ing an atom-field-matter system. It gives us the freedom to use an arbitrary
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gauge to quantize the potentials, as well as the convenience of staying in the
Coulomb gauge.
Before proceeding, we generalize the simple Drude-Lorentz dielectric. At
the moment the bounding potential features a single resonance frequency,
which is certainly too limited to describe real material. However, notice
that by including multiple species of Drude-Lorentz oscillators, no essential
feature changes in our analysis.
P(r, t) =∑
i
Nipi(r, t) (2.146)
Each microscopic polarization density oscillates at a different natural fre-
quency, ω0,i and responds with a different plasma frequency ωp,i. Linear-
ity retains the decomposition of the dynamics. The changes in (2.121) and
(2.122) are trivial. The individual polarization charges are coupled to the
total polarization charge in (2.131).
−ρ¨i − ω20,iρi = ω2p,i∑
j
ρj (2.147)
Diagonalizing a matrix of the form:
Mij = ω2p,i + δijω20,i (2.148)
gives the modified free oscillation frequencies. The same arguments can be
applied to each individual frequency and the identity of (2.144) is still valid.
Thus, for a more general linear dielectric, we can modify the Hamiltonian
densities of (2.125 - 2.130) by summing over the individual resonances in the
material. By using a continuous set of frequencies we can model longitudinal
and transverse phonons, as done in a more first principle approach in [53].
Our model of the dielectric is similar to that in the work of Huttner and
Barnett [40]; however, the matter is treated as a reservoir itself. Whereas
in [40] the excitations of polaritons are the subject of study, for us the atom-
field interaction in the presence of matter is more important, and this picture
of the matter as reservoir, more suitable. Note also that while in [40] the
longitudinal dynamics is neglected after decoupling from the transverse dy-
namics, we cannot throw it away when coupling to an atom. This will be
shown in Section 2.3.2.
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Furthermore, we add that in Appendix A.4 we show in a more general
way the equivalence of the Hamiltonians in any gauge. No decomposition of
the polarization dynamics is needed. Hence, in principle, we can include a
non-isotropic, non-linear material response.
2.3.2 Atom-field-matter Hamiltonian
To insert an atom into the system we prefer to use the Coulomb gauge
formulation of Section 2.3.1, as the atom-field coupling in the Coulomb gauge
is most straightforward [3]. The total energy of the system is:
EAFM = ma
2
r˙2a + V (ra) + ∫
V
dr
0
2
[A˙⊥ ⋅ A˙⊥ + c2 A⊥ ⋅ T¯ (1) ⋅A⊥]
+ ∫
V
dr∑
i
1
2ω2p,i0
[P˙i ⋅ P˙i + ω20,iPi ⋅Pi]
+ 1
2 ∫V dr∫V dr′ ρTotal(r, t)GS(r, r′; 0)ρTotal(r′, t) (2.149)
Equation (2.149) is written with our understanding of the physical total
energy of the atom-field-matter system. It is not yet in a form ready to
be quantized. The total charge is the sum of the atomic charge and the
polarization charges.
ρTotal = −∇ ⋅P(r, t) + qaδ(r − ra) (2.150)
This raises an issue as the self Coulomb energy of the atom may be infinite.
These infinities are typically treated via mass renormalization [3, 14], which
is not important in the regime of cavity, waveguide and circuit QED. We
neglect the self Coulomb energy of the atom, and treat the self Coulomb
energy of the material using the frequency shift defined in (2.132).
1
2 ∫V dr∫V dr′∇ ⋅P(r, t)GS(r, r′; 0)∇′ ⋅P(r′, t)=1
2 ∫V dr∫V dr′ P(r, t) ⋅ ∇ ⊗∇′GS(r, r′; 0) ⋅P(r′, t)= 1
20
∫
V
dr∫
V
dr′ P(r, t) ⋅ δ¯∥(r − r′) ⋅P(r′, t)
= 1
20
∫
V
drP∥(r, t) ⋅P∥(r, t) (2.151)
32
We are left with considering only the mutual Coulomb interaction energy
between the atom and polarization charges.
We rewrite (2.149) in terms of the conjugate coordinate and momenta,
and separate the transverse and longitudinal polarizations. As derived in
Appendix A.1 and A.2, the conjugate momenta are:
pa =mar˙a + qaA⊥(ra, t) (2.152)
Π⊥ = 0A˙⊥ (2.153)
V⊥ = 1
ω2p,i0
P˙⊥ +A⊥ (2.154)
V∥ = 1
ω2p,i0
P˙∥ (2.155)
Therefore, the total Hamiltonian of the atom-field-matter system is:
Atom-field-matter Hamiltonian
HAFM = [pa − qaA⊥(ra, t)]2
2ma
+ V (ra) + ∫
V
dr
1
2
[Π2⊥
0
+ 0c2 A⊥ ⋅ T¯ (1) ⋅A⊥]
+ ∫
V
dr∑
i
1
2
[ω2p,i0V2∥ + Ω2iω2p,i0 P2∥] − ∫V dr′ qaGS(ra, r′; 0)∇′ ⋅P∥(r′, t)+ ∫
V
dr∑
i
1
2
[ω2p,i0 (V⊥ −A⊥)2 + ω20,iω2p,i0 P2⊥] (2.156)
Note that, while the atom and transverse polarization density couple to the
field through their conjugate momenta, the atom couples to the longitudinal
polarization density through the Coulomb interaction. This is reminiscent of
the deformation potential in charge-longitudinal phonon coupling [6].
If we wish to use a gauge other than the Coulomb gauge, we can simply
add an atom to the Hamiltonian densities of (2.125) and (2.128).
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CHAPTER 3
ONE-DIMENSIONAL
ATOM-FIELD-MATTER SYSTEM
In this chapter we reduce the atom-field-matter system to a single dimen-
sion. With this simplification we will carry out all the subsequent steps of
quantization, transformations and outline the process of solving the quantum
equations of motions thus obtained. The purpose is to emphasize the phys-
ical importance of these procedures in an environment not shackled by the
daunting mathematical details of vector field theories. Operators techniques
will also hopefully be more accessible to readers unfamiliar with them when
they are first introduced in an otherwise simple system.
The outline of this chapter is as follows:
1. In Section 3.1, we reduce the coupled field-matter equations to 1D and
apply the recipe of Appendix A to construct a Hamiltonian. Atoms are
then added into the Hamiltonian to complete the 1D atom-field-matter
system.
2. In Section 3.2, we quantize the system formally via the correspondence
principle.
3. In Section 3.3, we write down the Heisenberg equations of the system
and point out difficulties in solving them.
4. In Section 3.4, we apply the long wavelength approximation and in-
troduce the Goeppert-Mayer transform to take the system into the
dipole representation. Repeating the same exercise with Heisenberg
equations, we obtain the coupled differential equations in the dipole
representation.
5. In Section 3.5, we focus on the atom-field portion and write the differ-
ential equations in their integral form.
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6. In Section 3.6, we consider the problem of photons and phonons. The
Hamiltonian is rewritten in terms of the photons and phonons opera-
tors.
3.1 Constructing the Hamiltonian
Consider the transverse dynamics of the field-matter system:
∇×∇ ×A⊥ + c−2A¨⊥ = µ0P˙⊥ (3.1)
P¨⊥ + ω20P⊥ = −ω2p0A˙⊥ (3.2)
We now restrict all vector fields to the y-direction and consider their vari-
ations only along the x-direction. This is analogous to forcing a TEM mode
in electromagnetics. The reduced equations are:
−∂2xA + c−2A¨ = µ0Y˙ (3.3)
Y¨ + ω20Y = −ω2p0A˙ (3.4)
Here, we elect to use Y (x, t) to denote the material polarization density in
the y-direction.
After appropriate scaling, we can turn the above equations into:
0A¨ − µ−10 ∂2xA = Y˙ (3.5)
1
ω2p0
Y¨ + ω20
ω2p0
Y = −A˙ (3.6)
These equations are now in a convenient form. Identifying:
ρ = 1
ω2p0
∂Y V (Y ) = ∂Y [ ω20
2ω2p0
Y 2] (3.7)
We can readily apply the recipe of Appendix A.1.2 to write a Hamiltonian
density for the field-matter system.
H = 1
20
Π2 − 1
2µ0
A∂2xA + ω2p02 [P −A]2 + ω2020ω2p Y 2 (3.8)
35
Here, the conjugate momenta are defined as:
Π = 0 A˙ (3.9)
P = 1
ω2p0
Y˙ +A (3.10)
We know from Appendix A.1.2 that this is not the only choice of Hamil-
tonian density nor the conjugate momenta. An alternative is:
H = 1
20
[Π + Y ]2 − 1
2µ0
A∂2xA + ω2p02 P 2 + ω2020ω2p Y 2 (3.11)
Here, the conjugate momenta are defined as:
Π = 0 A˙ − Y (3.12)
P = 1
ω2p0
Y˙ (3.13)
Keep in mind that both Hamiltonians are written as the sum of kinetic
and potential energies of the interacting field and material polarization den-
sity. Their manifest difference comes from the different definition of the
conjugate momenta. The classical connection between the two Hamiltoni-
ans is explained in Appendix A.1, both from an internal and external force
perspective, as well as an Lagrangian perspective. In what follows we shall
use the Goeppert-Mayer transform to investigate their quantum mechanical
connections.
To complete the picture we now proceed to add in the atom using the
standard minimal coupling Hamiltonian covered in many textbooks.
[pi − qiA(xi, t)]2
2mi
+ Vi(xi) (3.14)
To avoid the bizarre concept of a classical atom, we understand the above
Hamiltonian to describe classically a particle bound by an external potential
Vi(xi) and interacting with the electromagnetic field. The precise nature
of this interaction will be reviewed later when the quantized equations of
motion are derived.
Note that the modification to the atom’s conjugate momenta is analogous
to that of the material polarization in (3.10). Hence, we will work with (3.8)
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for now as both the atom and material are coupled to the field in a similar
manner. The 1-D atom-field-matter Hamiltonian is therefore:
H =∑
i
{[pi − qiA(xi, t)]2
2mi
+ Vi(xi)} + ∫
L
dx
1
2
[−10 Π2 − µ−10 A∂2xA]
+ ∫
L
dx
1
2
[ω2p0(P −A)2 + ω20ω2p0Y 2] (3.15)
3.2 Formal quantization
Formally quantizing the system of (3.23) requires only a mapping of Poisson
brackets to commutators. [xˆi, pˆj] = ih̵ δij (3.16)
[Aˆ(x, t), Πˆ(x′, t)] = ih̵δ(x − x′) (3.17)
[Yˆ (x, t), Pˆ (x′, t)] = ih̵δ(x − x′) (3.18)
In addition, it is important to note that the following commutators are all
vanishing. [xˆi, xˆj] = 0 (3.19)
[Aˆ(x, t), Aˆ(x′, t)] = 0 (3.20)
[Yˆ (x, t), Yˆ (x′, t)] = 0 (3.21)
and similarly for the conjugate momenta.
Note that all commutators considered above are equal time commutators.
The non-equal time commutators among coordinate and momenta, respec-
tively, do not vanish. An example is:
[Aˆ(x, t), Aˆ(x′, t′)] ≠ 0 (3.22)
By thus promoting the conjugate coordinates and momenta to non-commuting
operators we have a quantized Hamiltonian operator for the atom-field-
37
matter system in 1-D.
Hˆ =∑
i
{[pˆi − qi Aˆ(xˆi, t)]2
2mi
+ Vi(xˆi)} + ∫
L
dx
1
2
[−10 Πˆ2 − µ−10 Aˆ ∂2x Aˆ]
+ ∫
L
dx
1
2
[ω2p0(Pˆ − Aˆ)2 + ω20ω2p0 Yˆ 2] (3.23)
This formal procedure of quantization is simple to use. However, it may
give the impression that quantizing the system is after all a rather trivial
matter. One look at the Hamiltonian of (3.23) should raise some quite non-
trivial questions to dispel all such notions. In (3.23) we have functions of
operators, which are easy enough to interpret when thinking of functions
of matrices. However, it is not immediately clear what should be done for
terms such as (Pˆ − Aˆ)2, which is a function of two operators (or matrices)
intuitively operating on totally different spaces.
The most exotic term may well be Aˆ(xˆi, t), which can be naively called
an operator function with an operator argument. A closer inspection will
show that it is not as complicated as it appears. When the photon concept
is introduced, it becomes apparent that Aˆ(xˆi, t) is simply a product of the
atoms’ and photons’ operators. The real question is finding the state space
upon which these operators and their products operate.
With the above discussions in mind, we will delay addressing them till a
later section. For now, we simply follow a recipe for manipulating quantum
operators developed in Appendix B. It is hoped that such a presentation
will better elucidate the similarities and differences between the classical and
quantum regimes in this atom-field-matter system.
3.3 Heisenberg equations
As stated in Appendix B, the dynamics of quantum operators is most con-
veniently described using the Heisenberg equation:
d
dt
Oˆ = 1
ih̵
[Oˆ, Hˆ] (3.24)
Consider first the most challenging Heisenberg equation in the system of
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(3.23), that of pˆi:
d
dt
pˆi = 1
ih̵
[pˆi, Hˆ] (3.25)
There are two terms that contribute to [pˆi, Hˆ]:
[pˆi, Hˆ] = 1
2mi
[pˆi, [pˆi − qAˆ(xˆi, t)]2] + [pˆi, Vi(xˆi)] (3.26)
Recall that if two operators commute up to a constant number, then the
following formula applies:
[aˆ, bˆ] = c Ð→ [aˆ, f(bˆ)] = c ∂bˆ f(bˆ) (3.27)
Hence, [pˆi, Vi(xˆi)] = −ih̵ ∂xˆiV (xˆi) (3.28)
This is not directly applicable to the first term in (3.26) since:
[pˆi, [pˆi − q Aˆ(xˆi, t)]] = −ih̵q ∂xˆiAˆ(xˆi) (3.29)
The term on the right-hand side, being a function of xˆi, does not commute
with pˆi. In this case, as expounded in Appendix B, a symmetric form should
be written. When we identify the velocity operator, mivˆi = pˆi − qAˆ(xˆi, t), we
have:
1
2mi
[pˆi,m2i vˆ2i ] = −ih̵qmi2 {vˆi ∂xˆiAˆ(xˆi) + ∂xˆiAˆ(xˆi) vˆi} (3.30)
Not much is gained when gathering the terms of (3.28) and (3.30) into
(3.26). We get a rather convoluted equation involving both the conjugate
momentum pˆi and the velocity vˆi. If we desire a second order equation of
motion, we should expand pˆi in terms of the velocity:
d
dt
pˆi =mi d
dt
vˆi − q d
dt
Aˆ(xˆi, t) (3.31)
The total derivative of Aˆ(xˆi, t) is:
d
dt
Aˆ(xˆi, t) = vˆi ∂xˆiAˆ(xˆi, t) + ∂xˆiAˆ(xˆi, t) vˆi + ∂t Aˆ(xˆi, t) (3.32)
Again a symmetric term is written for products of non-commuting operators.
This guarantees that the results is Hermitian, as the time derivative of a
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Hermitian operator should be.
Finally, when terms are gathered together, we find:
mi
d2
dt2
xˆi = −q ∂t Aˆ(xˆi, t) − ∂xˆi V (xˆi) (3.33)
Interestingly, the terms involving vˆi ∂xˆi Aˆ(xˆi, t) have canceled. We are left
in (3.33) with only the electric field portion of Lorentz force law. Indeed,
given the constraint in 1-D, a magnetic coupling is not possible. However,
when we expound the full three-dimensional case, the subtle differences be-
tween the left- and right-hand side terms of (3.25) will combine to produce
the v × B term, with the correct symmetry, in the quantum Lorentz force
law.
Next consider the dynamics for Pˆ (x, t), the conjugate momentum of ma-
terial polarization density Yˆ (x, t).
d
dt
Pˆ (x, t) = 1
ih̵
[Pˆ (x, t), Hˆ] (3.34)
The computation is much simpler; using (3.27), we have:
1
ih̵
[Pˆ (x, t), Hˆ] = − ω20
ω2p0
Yˆ (3.35)
Using the definition of Pˆ in (3.10), we have:
d2
dt2
Yˆ (x, t) = − d
dt
Aˆ(x, t) − ω20 Yˆ (x, t) (3.36)
This is the quantized version of the Drude-Lorentz oscillator driven by the
electric field.
Finally, consider the dynamics for the field momentum, Pˆ i(x, t):
d
dt
Πˆ(x, t) = 1
ih̵
[Πˆ(x, t), Hˆ] (3.37)
There are three terms contributing to the commutator on the right-hand side.
[Πˆ(x, t), Hˆ] =∑
i
1
2mi
[Πˆ, [pˆi − qiAˆ(xˆi, t)]2] − 1
2µ0
∫
L
dx′[Πˆ, Aˆ∂2x′Aˆ]
+ ω2p0
2 ∫L dx′[Π, (Pˆ − Aˆ)2] (3.38)
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All three terms are computable using (3.27). Employing the field momen-
tum definition in (3.9), we have:
0
d2
dt2
Aˆ − µ−10 ∂2x Aˆ = ddtYˆ +∑i qi2 [vˆi δ(x − xˆi) + δ(x − xˆi)vˆi] (3.39)
The right-hand side of (3.39) is a quantum current formed by the material
polarization density and atoms.
Thus we have obtained the quantized coupled differential equations gov-
erning the atom-field-matter system in 1-D. Up to the symmetrization of
operator products, equations (3.33), (3.36) and (3.39) are identical in form
to their classical counterparts.
3.4 The Goeppert-Mayer transform
In many quantum mechanical problems, it is useful to consider the approxi-
mate dynamics when an operator is replaced with its expectation value. In
the case of (3.23), we can use this technique to get rid of the bizarre term
Aˆ(xˆi, t).
xˆi(t)Ð→ ⟨xˆi(t)⟩ = xi(t) ≈ xi(0) (3.40)
The last step above is to enforce the assumption that the atom’s center of
mass position is not, on average, displaced by the field. The effect of the chain
of approximations is to remove the magnetic coupling between the atom and
field, which coincidentally do not appear at all in 1-D.
An equivalent approach is to apply a unitary transformation on the system.
The transformation operator is:
Tˆ = exp [−iqi
h̵
xˆi Aˆ(xi, t)] = exp [−Bˆ] (3.41)
Note that what appears on the exponent is an anti-Hermitian operator. That
is to say: [−iqi
h̵
xˆi Aˆ(xi, t)] = iqi
h̵
xˆi Aˆ(xi, t) (3.42)
Hence, Tˆ is a unitary operator.
Tˆ  = Tˆ −1 (3.43)
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All operators are to be transformed as:
Oˆ′ = Tˆ OˆTˆ  (3.44)
In what follows this simple formula will be very useful.
Tˆ [Oˆ, Tˆ ] = Tˆ OˆTˆ  − Tˆ Tˆ Oˆ Ð→ Tˆ OˆTˆ  = Oˆ + Tˆ [Oˆ, Tˆ ] (3.45)
Given the special form of Tˆ = exp [−Bˆ], we see that if:
[Bˆ, [Oˆ, Bˆ]] = 0 and [Oˆ, [Oˆ, Bˆ]] = 0 (3.46)
Then using (3.27) we have:
Tˆ OˆTˆ  = e−BˆOˆeBˆ = Oˆ + [Oˆ, Bˆ] (3.47)
Hence, to know how any operator transforms under the unitary transforma-
tion of Tˆ , it is enough to compute its commutator with Bˆ and to make sure
(3.46) is satisfied. The transformation for the atomic operators are:
Tˆ xˆiTˆ
 = xˆi (3.48)
Tˆ pˆiTˆ
 = pˆi + qi Aˆ(xi, t) (3.49)
Meanwhile, the field operators are transformed as:
Tˆ Aˆ(x, t)Tˆ  = Aˆ(x, t) (3.50)
Tˆ Πˆ(x, t)Tˆ  = Πˆ(x, t) + qixˆi δ(x − xi) (3.51)
We can apply a similar transform to the field-matter portion:
Tˆ = exp [− i
h̵ ∫L dx Yˆ (x, t)Aˆ(x, t)] (3.52)
The material polarization operators are transformed as:
Tˆ Yˆ (x, t)Tˆ  = Yˆ (x, t) (3.53)
Tˆ Pˆ (x, t)Tˆ  = Pˆ (x, t) + Aˆ(x, t) (3.54)
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The field operators are transformed as:
Tˆ Aˆ(x, t)Tˆ  = Aˆ(x, t) (3.55)
Tˆ Πˆ(x, t)Tˆ  = Πˆ(x, t) + Yˆ (x, t) (3.56)
Now, as the operator in (3.41) and (3.52) commute, we can aggregate the
two transformations.
Tˆ = exp{− i
h̵ ∫L dx [Yˆ (x, t) +∑i qixˆiδ(x − xi)] Aˆ(x, t)} (3.57)
The total Hamiltonian of (3.23) is transformed into:
Hˆdipole = Tˆ HˆTˆ 
=∑
i
[ pˆ2i
2mi
+ Vi(xˆi)] + ∫
L
dx
1
2
[ω2p0Pˆ 2 + ω20ω2p0 Yˆ 2]
+ ∫
L
dx
1
2
⎡⎢⎢⎢⎢⎣−10 (Πˆ(x, t) + Yˆ (x, t) +∑i qixˆiδ(x − xi))
2 − µ−10 Aˆ ∂2xAˆ⎤⎥⎥⎥⎥⎦
Rearranging some terms, we have:
Hˆdipole =∑
i
[ pˆ2i
2mi
+ Vi(xˆi) + q2i
20
x2i δ(x − xi)] + ∫
L
dx
1
2
[ω2p0Pˆ 2 + Ω2ω2p0 Yˆ 2]+ ∫
L
dx
1
2
[−10 Πˆ2(x, t) − µ−10 Aˆ ∂2xAˆ]+ ∫
L
dx Yˆ (x, t)Πˆ(x, t) +∑
i
qi
0
xˆi [Yˆ (xi, t) + Πˆ(xi, t)] (3.58)
Here, the modified resonance frequency of the material polarization is:
Ω = √ω20 + ω2p (3.59)
Equation (3.58) is the 1-D atom-field-matter Hamiltonian in dipole rep-
resentation. Note that in this Hamiltonian, the three-way dipole coupling
between the atom, field and matter is explicit in the last two terms. For
a number of reasons, this Hamiltonian is much easier to use in the regime
where:
xˆi → ⟨xˆi⟩ = xi(t) (3.60)
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After the Goeppert-Mayer transform the conjugate momenta have changed.
In order to find the new relationship between coordinates and momenta, con-
sider:
d
dt
xˆi = [xˆi, Hˆdipole] = pˆi
mi
(3.61)
d
dt
Yˆ (x, t) = [Yˆ , Hˆdipole] = ω2p0 Pˆ (x, t) (3.62)
d
dt
Aˆ(x, t) = [Aˆ, Hˆdipole] = Πˆ(x, t)
0
+ Yˆ (x, t) +∑
i
qi
0
xˆiδ(x − xi) (3.63)
Equation (3.63) is especially interesting. Using the definition of the electric
field operator:
Eˆ(x, t) = − d
dt
Aˆ(x, t) (3.64)
We see that after the transformation, the field momentum is the negative of
the total displacement field, whereas in 3.23 it was only related to the electric
field.
Πˆ(x, t) = −0 [Eˆ(x, t) + Yˆ (x, t) +∑
i
qi
0
xˆiδ(x − xi)] = −Dˆ(x, t) (3.65)
The physical effect of the Goeppert-Mayer transform is therefore to absorb
the material and atomic polarization into the total displacement field.
Following the same exercise of writing down the Heisenberg equations, we
have:
mi
d2
dt2
xˆi = −q ∂t Aˆ(xi, t) − ∂xˆi V (xˆi) (3.66)
d2
dt2
Yˆ (x, t) = − d
dt
Aˆ(x, t) − ω20 Yˆ (x, t) (3.67)
0
d2
dt2
Aˆ − µ−10 ∂2x Aˆ = ddtYˆ +∑i qi2 vˆi δ(x − xi) (3.68)
3.5 Quantum integral equations
For the moment we will restrict our discussion to the atom-field subsystem.
Define the atomic dipole operator as:
dˆi = qixˆi (3.69)
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Then, the coupled differential equations are:
d2
dt2
dˆi + qi
mi
∂xiVi(xˆi) = − q2imi ddtAˆ(xi, t) (3.70)
d2
dt2
Aˆ(x, t) − c−2∂2xAˆ(x, t) =∑
i
δ(x − xi) d
dt
dˆi(t) (3.71)
The formal solutions are:
Aˆ(x, t) = Aˆ(0)(x, t) +∑
i
∫ t
0
dt′ G(x,xi; t, t′) dˆi(t′) (3.72)
dˆi(t) = dˆ(0)i (t) + ∫ t
0
dt′ Di(t, t′) Aˆ(xi, t′) (3.73)
Here, G(x,x′; t, t′) and Di(t, t′) are the formal Green’s function of (3.70) and
(3.71).
Although these equations take the same form as their classical counter-
parts, solution of these equations are not trivial. In what follows we outline
two approaches to solve them in the frequency domain.
3.6 Photons
In this section we revisit the problem of the state space after quantization.
In particular, we will try to resolve the meaning of the term:
Aˆ(xˆi, t) (3.74)
To this end, consider the classical modal expansion of A(x, t).
A(x, t) =∑
n
[an e−iωntAn(x) + a∗n eiωntA∗n(x)] (3.75)
Here, the modal functions An(x) are normalized as:
∑
n
An(x)A∗n(x′) = δ(x − x′) (3.76)
The corresponding expansion for the field momentum Π(x, t) = 0 A˙(x, t)
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is:
Π(x, t) =∑
n
i0ωn [a∗n eiωntA∗n(x) − an e−iωntAn(x)] (3.77)
When quantizing, we promote A and Π to operators and enforce their
commutation relation. In terms of the modal expansion coefficients, we have:
Aˆ(x, t) =∑
n
√
1
2h̵ωn0
[aˆn e−iωntAn(x) + aˆn eiωntA∗n(x)] (3.78)
Πˆ(x, t) =∑
n
i
√
h̵ωn0
2
[aˆn eiωntA∗n(x) − aˆn e−iωntAn(x)] (3.79)
It is easy to check that if:
[aˆn, aˆm] = δnm and [aˆn, aˆm] = 0 (3.80)
Then the correct commutation relation is preserved between Aˆ and Πˆ.
[Aˆ(x, t), Πˆ(x′, t)] = ih̵δ(x − x′) (3.81)
The non-Hermitian operators aˆn and aˆ

n are the annihilation and creation
operators for the photons with modal function An(x).
The separation of expansion coefficients and the modal functions An(x)
means that the term Aˆ(xˆi, t) is simply the product of photon operators with
a function of the atomic position operator. Hence, it is enough if we address
what is meaning of a product between two operators belonging to different
spaces.
Again taking the analogy of matrices, only matrices of the same size can
form algebraic products. To extend matrices belonging to different spaces to
the same size, we can make use of the identity operators and direct product.
In general, the following two matrices must be of the same size:
xˆi ⊗ Iˆfield and Iˆatom ⊗ aˆn (3.82)
Hence, as long as identity operators are implicitly attached, we can freely
form products of operators from different Hilbert spaces.
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Consider the interaction term in (3.58) between atoms and field:
Hˆint = 1
0
dˆi(t) Πˆ(xi, t) (3.83)
This term will contribute to the time evolution of atomic and field oper-
ators through its commutator with these operators. For instance, consider
the evolution of aˆn:
[aˆn, Hˆint] = idˆi(t)√ h̵ωn
2n
eiωntA∗n(xt) (3.84)
The term on the right-hand side contains the atomic dipole operator dˆi(t).
Hence, the effect of the dynamics is a mixing of the subspaces after t = 0. Due
to this mixing, it is no longer possible to factorize the operators as xˆi(t)⊗ Iˆfield
for t > 0.
When (3.78) and (3.79) is plugged into the atom-field part of (3.58), we
have:
Hˆdipole =∑
i
[ pˆ2i
2mi
+ Vi(xˆi) + q2i
20
x2i δ(x − xi)] +∑
n
h̵ωn
2
[aˆnaˆn + aˆnaˆn]
i∑
i
∑
n
√
h̵ωn
20
dˆi [aˆn eiωntA∗n(xi) − aˆn e−iωntAn(xi)] (3.85)
Consider for the moment a single n-level atom, we can project Hˆdipole into
the subspace formed by the n eigenstates ∣en⟩’s.
Iˆn-level =∑
n
∣en⟩⟨en∣ (3.86)
Then, the atom-field Hamiltonian is:
Hˆ =∑
i
Ei∣ei⟩⟨ei∣ +∑
n
h̵ωn
2
[aˆnaˆn + aˆnaˆn]
+ i∑
i,j,n
√
h̵ωn
2n
dij ∣ei⟩⟨ej ∣ [aˆn eiωntA∗n(xi) − aˆn e−iωntAn(xi)] (3.87)
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CHAPTER 4
QUANTUM MAXWELL’S EQUATIONS IN
THREE DIMENSIONS
4.1 Quantization via the correspondence principle
Having gone through the quantization process in one dimension, we turn our
attention back to the full three-dimensional Hamiltonian of Chapter 2. Fol-
lowing roughly the same procedure, the classical atom-field-matter Hamilto-
nian is quantized and the resulting quantum equations of motion are written.
Chapter 4 is organized as follows:
 In Section 4.1, the atom-field-matter Hamiltonian is quantized under
the Coulomb gauge through the correspondence principle. The quan-
tum Maxwell-Lorentz equations are written and formal solutions are
given in their integral equation form. The difficulties of quantizing in
other gauges are addressed in connection with the particle interpreta-
tion of photons and phonons.
 In Section 4.2, the quantized atom-field-matter Hamiltonian is trans-
formed into the dipole Hamiltonian using a generalized Goeppert-Mayer
transform. The Heisenberg equations of motion for the system are de-
rived and their formal integral equation solutions are written. These
are the equations to be solved in the rest of the thesis.
The atom-field-matter system is now ready to be quantized. We implicitly
follow the canonical quantization scheme [3,13], which exploits the connection
between the classical Poisson bracket and the quantum mechanical commu-
tator [71]. This connection is the subject of intense mathematical study. We
will simply state the recipe here, which is sometimes termed quantization
through the correspondence principle [55,56].
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Correspondence principle
The classical Poisson bracket between two functions of the dynamical
variables maps to the quantum mechanical commutator between the
two operators representing these observables according to:
{F,G} ⇐⇒ ih̵[Fˆ , Gˆ] (4.1)
4.1.1 Quantization in the Coulomb gauge
In the Hamiltonian of (2.156), the conjugate pairs are {ra,pa}, {A⊥,Π⊥} and{P⊥,∥,V⊥,∥}. These correspond to the dynamical variables or fields in the
atom-field-matter system [57]. It is easy to write the following non-vanishing
Poisson brackets: {ra(t),pa(t)} = I¯ (4.2)
{A⊥(r, t),Π⊥(r′, t)} = δ¯⊥(r − r′) (4.3)
{P⊥,∥(r, t),V⊥,∥(r′, t)} = δ¯⊥,∥(r − r′) (4.4)
Here, the transverse and longitudinal delta functions,δ¯⊥,∥(r − r′), are defined
by the completeness relation of the eigenfunctions of T¯ and L¯ of Section
2.1.2, respectively.
Therefore, the fundamental commutators of the atom-field-matter system,
in the Coulomb gauge, are:
Fundamental commutators
[rˆa(t), pˆa(t)] = ih̵ I¯ (4.5)[Aˆ⊥(r, t), Πˆ⊥(r′, t)] = ih̵ δ¯⊥(r − r′) (4.6)[Pˆ⊥,∥(r, t), Vˆ⊥,∥(r′, t)] = ih̵ δ¯⊥,∥(r − r′) (4.7)
The equal time commutators between different dynamical variables always
vanish. Among the field operators the following equal time commutators also
vanish. [Aˆ⊥(r, t), Aˆ⊥(r′, t)] = 0, [Πˆ⊥(r, t), Πˆ⊥(r′, t)] = 0 (4.8)
[Pˆ⊥,∥(r, t), Pˆ⊥,∥(r′, t)] = 0, [Vˆ⊥,∥(r, t), Vˆ⊥,∥(r′, t)] = 0 (4.9)
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After promoting everything to operators, the quantized Hamiltonian of the
atom-field-matter system is:
HˆAFM = [pˆa − qaAˆ⊥(rˆa, t)]2
2ma
+ V (rˆa) + ∫
V
dr
1
2
⎡⎢⎢⎢⎢⎣Πˆ
2⊥
0
+ 0c2 Aˆ⊥ ⋅ T¯ (1) ⋅ Aˆ⊥⎤⎥⎥⎥⎥⎦+ ∫
V
dr∑
i
1
2
[ω2p,i0Vˆ2∥ + Ω2iω2p,i0 Pˆ2∥] − ∫V dr′ qaGS(rˆa, r′; 0)∇′ ⋅ Pˆ∥(r′, t)+ ∫
V
dr∑
i
1
2
[ω2p,i0 (Vˆ⊥ − Aˆ⊥)2 + ω20,iω2p,i0 Pˆ2⊥] (4.10)
The correspondence between (2.156) and (4.10) is deceptively simple. The
rest of this section is devoted to elaborating the consequences of promoting
the dynamical variables to operators. Before proceeding we must explain
some notation.
First of all, in the coupling terms, difference of functions are now difference
of operators. But these operators operate on different objects. We must
think of the total Hilbert space as a direct product of the constituent Hilbert
spaces.
HAFM = Hatom ⊗H⊥field ⊗Hmatter (4.11)
This relation holds true for all time. Assuming the coupling between atom,
field and matter is turned on at t = 0, in promoting functions into operators
according to the correspondence principle, we are in fact promoting every-
thing to the total Hilbert space at time t = 0. Hence, identity operators are
implicitly attached.
rˆa⇐⇒ rˆa ⊗ Iˆ⊥field ⊗ Iˆmatter (4.12)
and similarly for the field and matter operators. Unlike (4.11), (4.12) holds
true only initially. The rest of the coupled dynamics “mixes” the operators
from different constituent Hilbert spaces. This is the reason why dressed
states, to be discussed in the next chapter, are such convenient tools in
describing the coupled dynamics.
In (4.10) there are simple functions of operators, of which V (rˆa) and
GS(rˆa, r′; 0) are explicit examples. These functions involve only operators
from a single constituent Hilbert space, namely the atomic one.
V (rˆa)⇐⇒ V (rˆa)⊗ Iˆ⊥field ⊗ Iˆmatter (4.13)
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Because of this we do not put a hat on these functions.
A more complicated object is an operator function with an operator argu-
ment. This only appears in the term Aˆ⊥(rˆa, t). It is easier to think of this
object using the modal expansion of the transverse vector potential. At t = 0,
we have:
Aˆ⊥(rˆa,0)⇐⇒∑
λ,n
− [aˆλ,n ⊗Tλ,n(rˆa) + aˆλ,n ⊗T∗λ,n(rˆa)]⊗ Iˆmatter (4.14)
Another important point is that in (4.10) we have not specified a repre-
sentation. Hence, we choose to keep the hat on rˆa. We will ultimately not
use the position representation of the atoms and rˆa is a convenient reminder
of the operator nature of the atomic coordinate, as opposed to r, which is
just an index for the fields.
Let us write down the Heisenberg equations for the quantized momenta,
and compare them to the classical Maxwell-Lorentz equations.
d
dt
pˆa(t) = 1
ih̵
[pˆa(t), HˆAFM] (4.15)
We consider this equation component by component, and temporarily drop
the subscript a from the atomic variables. It will be convenient to define:
vˆi = d
dt
rˆi = 1
ih̵
[rˆi, HˆAFM] = 1
m
[pˆi − qAˆ⊥,i(rˆa, t)] (4.16)
This is simply one component of the velocity operator of the atom. Using
(2.152) in operator form, the left-hand side produces:
d
dt
pˆi =m d
dt
vˆi − q
2
∑
j
[vˆj ∂jAˆ⊥,i + (∂jAˆ⊥,i) vˆj] (4.17)
In the second term on the right-hand side, symmetrization is needed since the
velocity does not commute with the spatial derivative of Aˆ⊥,i, which depends
on the coordinate [3, 8].
The corresponding component on the right-hand side of (4.15) has three
contributions from the first, second and fifth terms of (4.10).
1
ih̵2m
[pˆi,∑
j
[pˆj − q Aˆ⊥,j(rˆ, t)]2] = q
2
∑
j
[vˆj ∂iAˆ⊥,j + (∂iAˆ⊥,j) vˆj] (4.18)
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1ih̵
[pˆi, V (rˆ) + q Φˆ(rˆ)] = −∂i V − q ∂iΦˆ (4.19)
Here, we have defined the scalar potential Φˆ(rˆ), given by:
Φˆ(rˆ) = −∫
V
dr′ GS(rˆ, r′; 0)∇′ ⋅ Pˆ∥(r′, t) (4.20)
By our convention, it fits the structure of an operator function with an op-
erator argument. Note that, in the Coulomb gauge, the scalar potential is
quantized only as a result of the quantization of atomic and matter degrees
of freedom.
Combining, we find the quantized version of the Lorentz force law for the
atom, written in the Coulomb gauge [13].
Quantized Lorentz force law
m
d
dt
vˆ = −∇Vˆ + qEˆ + q
2
[vˆ × Bˆ − Bˆ × vˆ] (4.21)
Comparing to its classical counterpart, the only difference here is the sym-
metrization of the magnetic force.
Moving on, we write the Heisenberg equation for Πˆ⊥(r, t). It is important
to note that, here, the argument r is only a label.
d
dt
Πˆ⊥(r, t) = 1
ih̵
[Πˆ⊥, HˆAFM] (4.22)
The contributions on the right-hand side are from the first, third and sixth
terms of (4.10). Once again, for the atomic part the commutator involves
a product of the atomic velocity operator with a function of the atomic
coordinate. Hence, symmetrization is needed. However, the similar term in
the field-matter coupling does not suffer from this problem, as the coordinate
for both the field and matter is only a label.
d
dt
Πˆ⊥ = qa
2
[vˆa δ¯⊥(r − rˆa) + δ¯⊥(r − rˆa) vˆa] + ˙ˆP⊥ − 1
µ0
T¯ ⋅ Aˆ⊥ (4.23)
This reduces to (2.89) in quantized form.
Quantized Ampere’s law
T¯ ⋅ Aˆ⊥ + c−2 d2
dt2
Aˆ⊥ = µ0 (JˆP,⊥ + Jˆa,⊥) (4.24)
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Symmetrization is needed for the current from the atom.
Jˆa,⊥(r, t) = qa
2
[vˆa δ¯⊥(r − rˆa) + δ¯⊥(r − rˆa) vˆa] (4.25)
As for the momentum of the transverse polarization density, Vˆ⊥, only the
sixth term in the Hamiltonian of (4.10) contributes.
d
dt
Vˆ⊥(r, t) = 1
ih̵
[Vˆ⊥(r, t), HˆAFM] = − ω20
ω2p0
Pˆ⊥(r, t) (4.26)
Using the definition of Vˆ⊥ in (2.154), we obtain the quantized form of (2.121)
[57].
Quantized Drude-Lorentz oscillator, transverse
d2
dt2
Pˆ⊥ + ω20 Pˆ⊥ = 0 ω2p Eˆ⊥ (4.27)
Note that, even with the addition of the atom, the transverse polarization
density is only directly coupled to the transverse field.
The longitudinal polarization density is coupled only to the atom through
the fifth term in (2.156).
d
dt
Vˆ∥(r, t) = 1
ih̵
[Vˆ∥(r, t), HˆAFM] = −qa∇GS(rˆa, r; 0) (4.28)
Hence, the longitudinal polarization density is driven by the longitudinal
electric field, which comes solely from the atom. In our convention Eatom∥ is
a simple function of an operator.
Eatom∥ (rˆa, r, t) = −qa∇GS(r, rˆa(t); 0) (4.29)
Quantized Drude-Lorentz oscillator, longitudinal
d2
dt2
Pˆ∥ +Ω2Pˆ∥ = 0 ω2p Eatom∥ (rˆa, r, t) (4.30)
Equations (4.21), (4.24), (4.27) and (4.30) form the set of quantum Maxwell-
Lorentz equations for the atom-field-matter system under Coulomb gauge.
Note that they are equivalent in form to their classical counterparts, except
for the symmetrizations.
53
At this point, except for the mass renormalization in the atom, arising
from its self Coulomb energy, the quantum Maxwell-Lorentz equations are
exact. Using the Green’s function in (2.73), we can formally write an integral
equation for the transverse vector potential.
Quantum integral equation
Aˆ⊥(r, t) = µ0∫ dt′∫
V
dr′G¯T (r, r′; t, t′) ⋅ Jˆ⊥(r′, t′) (4.31)
Due to the back action of the field, (4.31) is not a simple source-field
transformation. However, we see that the classical Green’s function is still
used in the quantized integral equation. At t > 0, the atomic and matter
operators are transformed into the field operators by the coupled dynamics.
4.1.2 Quantization in other gauges
As far as quantization using the correspondence principle in (4.1), we can
“quantize” in other gauges and write the corresponding Heisenberg equations
of motion as well [55,56]. Consider including A∥ and Φ as dynamical variables
in the system, using the Hamiltonian in (A.78), we have:
[Aˆ∥(r, t), Πˆ∥(r′, t)] = ih̵ δ¯∥(r − r′) (4.32)
[Φˆ(r, t), ΠˆS(r′, t)] = ih̵ δ(r − r′) (4.33)
It is important to note that the total Hilbert space is different.
HAFM = Hatom ⊗H⊥field ⊗H∥field ⊗Hmatter (4.34)
Here, H∥ is the Hilbert space of the longitudinal vector and scalar potentials.
It is easy to derive the Heisenberg equations for the two momenta.
L¯ ⋅ Aˆ∥ + c−2 d2
dt2
Aˆ∥ = µ0Jˆ∥ (4.35)
S Φˆ + c−2 χ d2
dt2
Φˆ = −10 ρˆ (4.36)
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Here, the longitudinal current operator is:
Jˆ∥(r, t) = ˙ˆP∥(r, t) + qa
2
[vˆaδ¯∥(r − rˆa) + δ¯∥(r − rˆa)vˆa] (4.37)
The total charge operator is:
ρˆ(r, t) = qaδ(r − rˆa) −∇ ⋅ Pˆ∥(r, t) (4.38)
Both (4.35) and (4.36) lead to the quantized form of Gauss’ law.
With these definitions for the sources, we can write quantized integral
equations for Aˆ∥ and Φˆ in the form of (4.31).
Aˆ∥(r, t) = µ0∫ dt′∫
V
dr′ G¯L(r, r′; t, t′) ⋅ Jˆ∥(r′, t′) (4.39)
Φˆ(r, t) = −10 ∫ dt′∫
V
dr′GS(r, r′; t, t′) ρˆ(r′, t′) (4.40)
These are identical in form to their classical counterparts. The classical
Green’s function can be used here yet again. Note that due to the separation
of transverse and longitudinal dynamics, there is no mixing of operators
among the transverse and longitudinal Hilbert spaces.
Hitherto, quantizing in different gauges follows the same routine, albeit on
different total Hilbert spaces. However, we must remember that equations
of the form (4.31), (4.39) and (4.40) are only formal. Although in principle
we can solve the operator dynamics from them, quantum mechanics in the
Heisenberg picture is not complete without a discussion of the state space
on which these operators act. It is when we discuss the state space that
concepts such as the photon are introduced [3,8,11–13]. Due to the negative
energy contribution of the scalar potential in (A.78), a particle description
of quantized scalar potential is very difficult [3, 13].
4.1.3 Photons and phonons
Physically, quantization through the correspondence principle imposes un-
certainties in the field variables. To connect to the particle description, we
need to translate the fundamental commutators into commutators of creation
and annihilation operators. To this end, we expand the free fields as in (2.76
- 2.78). The operator nature of the fields is lumped into the modal expansion
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coefficients.
Φˆ(r, t) =∑
n
− [sˆn e−iωnt φn(r) + sˆn eiωnt φ∗n(r)] (4.41)
Aˆ∥(r, t) =∑
n
− [lˆn e−iωntLn(r) + lˆn eiωntL∗n(r)] (4.42)
Aˆ⊥(r, t) =∑
λ,n
− [aˆλ,n e−iωλ,ntTλ,n(r) + aˆλ,n eiωλ,ntT∗λ,n(r)] (4.43)
Here we have identified c
√
λn = ωn. We have also separated the two polariza-
tions for the transverse vector potential. In using the modified summation
defined in Section 2.1.2, we avoid quantizing the static electric and mag-
netic fields, or the potentials associated with them.1 These can be quantized
physically, but must be associated with quantized static charges or currents.
Two more points must be stressed. While the fundamental commuta-
tors are imposed in the Heisenberg picture, the operators in (4.41-4.43),
which are promoted from the classical expansion coefficients, are in the
Schro¨dinger picture. Furthermore, since they were promoted from complex
numbers, they are not Hermitian operators. The free field momenta are
defined in (A.73 - A.74).
ΠˆS(r, t) =∑
n
− i0ωn
c2
χ [sˆn e−iωnt φn(r) − sˆn eiωnt φ∗n(r)] (4.44)
Πˆ∥(r, t) =∑
n
− iωn0¯ ⋅ [lˆn eiωntL∗n(r) − lˆn e−iωntLn(r)] (4.45)
Πˆ⊥(r, t) =∑
λ,n
− iωλ,n0¯ ⋅ [aˆλ,n eiωλ,ntT∗λ,n(r) − aˆλ,n e−iωλ,ntTλ,n(r)] (4.46)
Imposing (4.33) on (4.41) and (4.44), we have:
[Φˆ(r, t), ΠˆS(r′, t)] = −i∑
n,m
− 0
c2
[ωmφn(r)χφ∗m(r′) + ωnφn(r′)χφ∗m(r)]
× ei(ωn−ωm)t [sˆn, sˆm] = ih̵δ(r − r′) (4.47)
Using the completeness relation in (2.47), we see that the following commu-
tator is imposed on the sˆn operators.
[sˆn, sˆm] = − c2h̵20ωn δnm (4.48)
1This is both necessary and physical. One cannot quantize the static electric and
magnetic fields, or potentials, through the field picture simply because they do not have
a momentum. Hence, there is no way to impose the fundamental commutators.
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Similarly, imposing the fundamental commutators on the expansion for the
vector potentials and their conjugate momenta produces:
[lˆn, lˆm] = h̵20ωn δnm (4.49)
[aˆλ,n, aˆλ′,m] = h̵20ωn δnmδλλ′ (4.50)
The multiplicative factors on the Kronecker delta functions in (4.48-4.50)
suggest normalization factors for the operators. When the operators are
thus normalized, the usual boson commutation relations are produced for
the vector potentials.
These then lead to the usual particle interpretations, with lˆn and aˆ

λ,n cre-
ating a longitudinal photon and a transverse photon, of polarization λ, with
energy h̵ωn, respectively. However, for the scalar potential, a minus sign
appears due to the negative sign in (A.74). This forbids us from finding
a ground state ∣0⟩
S
, for which the action of the annihilation operator is to
destroy the state.
sˆn∣0⟩S = 0 ∀n (4.51)
If we want to use a particle interpretation, we must switch the role between
sˆn and sˆn in (4.41).
Φˆ(r, t) =∑
n
− c√ h̵
20ωn
[sˆn e−iωnt φn(r) + sˆn eiωnt φ∗n(r)] (4.52)
ΠˆS(r, t) =∑
n
− i
c
√
h̵0ωn
2
χ [sˆn e−iωnt φn(r) − sˆn eiωnt φ∗n(r)] (4.53)
As such, we have:
[Φˆ(r, t), ΠˆS(r′, t)] = ih̵ δ(r − r′) ⇐⇒ [sˆn, sˆm] = δnm (4.54)
However, the “scalar photon” created by sˆn must then have a negative
energy, −h̵ωn.
The Hamiltonian operator for the free potentials can be written as:
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Free electromagnetic Hamiltonian
HˆEM =∑
λ,n
− h̵ωn aˆλ,naˆλ,n +∑
n
− h̵ωλ,n [lˆnlˆn − sˆnsˆn] (4.55)
Therefore, the quantum description of the free electromagnetic potentials
involves in general four species of photons. There are two species of transverse
photons distinguished by their polarizations. Their mode functions are gauge
independent and they are degenerate in homogeneous isotropic media.
The longitudinal photon of energy h̵ωn and the scalar photon of energy−h̵ωn have gauge dependent mode functions. The choice of gauge fixes the
property of their mode functions. The gauge freedom, discussed in Section
2.1.1, reflects the fact that all states of the electromagnetic potentials with
the same number of longitudinal and scalar photons are equivalent, in the
sense of having the same energy.
Note that, apart from specifying the mode functions for the longitudinal
and scalar photons, there is no way to impose the gauge condition of (2.18)
on the quantized vector and scalar potentials. This is because an operator
equation of the form ∇ ⋅ ¯ ⋅ Aˆ∥ = −c−2χ ˙ˆΦ (4.56)
has no meaning. Instead, we impose this condition on some state of the
electromagnetic system, ∣Ψ⟩
EM
. Using the expansions in (4.42) and (4.52)
and choosing θ = −pi/2 for the mode functions Ln(r) in (2.60), we find the
following requirement.
Auxiliary condition
lˆn∣Ψ⟩EM = sˆn∣Ψ⟩EM lˆn∣Ψ⟩EM = sˆn∣Ψ⟩EM (4.57)
The physical meaning of (4.57) is that the scalar photon is the antiparticle
of the longitudinal photon. This is supported by the observation that the
scalar photon has negative energy.
Quantization under the Coulomb gauge is equivalent to pre-selecting ∣Ψ⟩
EM
to have no scalar or longitudinal photons.
Next, we move on to discuss the particle interpretation of the free polar-
ization densities. Recall that in (2.156) the energy of the material comes
from the simple harmonic oscillation of the polarization densities. We define
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an equivalent mass related to the plasma frequency.
mp = 1
ω2p0
(4.58)
The free Hamiltonian of the transverse polarization densities are then of
the form: ∫
V
dr ( Vˆ2⊥
2mp
+ mpω20
2
Pˆ2⊥) (4.59)
We can treat this like a collection of simple harmonic oscillators distributed
evenly in space. The normalization coefficients are then apparent.2
Pˆ⊥(r, t) =∑
λ,n
− √ h̵
2mpω0
[fˆλ,n e−iω0tTλ,n(r) + fˆ λ,n eiω0tT∗λ,n(r)] (4.60)
Vˆ⊥(r, t) =∑
λ,n
− i√ h̵ω0
2mp
[fˆ λ,n eiω0tT∗λ,n(r) − fˆλ,n e−iω0tTλ,n(r)] (4.61)
The creation and annihilation operators fˆ λ,n, fˆλ,n are associated with “phonons”.
Since we are considering a single resonance Drude-Lorentz oscillator, all the
“phonons” are degenerate. We also understand, per our discussion in Section
2.3.1, that the mode functions for the phonons are restricted to the free space
ones. Similarly, we can write for the longitudinal polarization density:
Pˆ∥(r, t) =∑
n
− √ h̵
2mpΩ
[fˆn e−iΩtLn(r) + fˆ n eiΩtL∗n(r)] (4.62)
Vˆ∥(r, t) =∑
n
− i√ h̵Ω
2mp
[fˆ n eiΩtL∗n(r) − fˆn e−iΩtLn(r)] (4.63)
Imposing (4.7) produces the usual boson commutation relations.
[fˆλ,n, fˆ λ′,m] = δnmδλλ′ (4.64)
and similarly for the longitudinal phonons.
2Here we chose fˆ to represent the phonon operators. This is because the obvious choices
of bˆ, cˆ and dˆ are all assigned to other excitations when dressed states are discussed.
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4.2 Long wavelength approximation and dipole
Hamiltonian
In this section we will derive the dipole Hamiltonian from (4.10). The moti-
vation for using the dipole Hamiltonian is two-fold. First, examining (4.10),
the two terms providing atom-transverse field and matter-transverse field
coupling are:
[pˆa − qaAˆ⊥(rˆa, t)]2
2ma
, and ∫
V
dr
[Vˆ⊥ − Aˆ⊥]
2mp
(4.65)
When the squares are expanded, there are linear coupling terms of the form
pˆa ⋅ Aˆ⊥ and Vˆ⊥ ⋅ Aˆ⊥; however, there are also terms quadratic in Aˆ⊥.
q2a
2ma
Aˆ⊥(rˆa, t)2, and ∫
V
dr
Aˆ2⊥
2mp
(4.66)
When the modal expansion of Aˆ⊥ in (4.43) is used, different photon modes
are coupled to each other due to their shared coupling with the atom and
polarization density. There are terms proportional to aˆ2λ,n and aˆ
2
λ,n, making
it difficult to interpret the photons as real excitations of the system, since
the Hamiltonian include terms that simultaneously annihilate or create two
photons. For this reason we would like to discard these terms.
If only the atomic coupling is included, discarding the term of order q2a is
justifiable [3, 4]. However, the term produced by the matter coupling is by
no means small and we cannot discard it as an approximation.
The other motivation is that we will employ few-level approximations for
the atom or artificial atoms, which are more suitable, both physically and
computationally, for cavity, waveguide and circuit QED applications. To this
end, the pˆa ⋅ Aˆ⊥ coupling is not as convenient to treat as the dˆa ⋅ Eˆ⊥ coupling,
where dˆa is the dipole moment operator of the atom [13].
Our discussion up to this point has been exact except for neglecting the
self-Coulomb energy of the atoms. Going forward, the first essential approx-
imation will be applied.
60
4.2.1 Long wavelength approximation
Given the scale of cavity, waveguide and circuit QED, the physical dimensions
of the atoms or artificial atoms are far smaller than the relevant wavelength
scale [15]. It is reasonable, therefore, to neglect the variation of the fields
or potentials across the physical extent of the atom. This is equivalent to
performing the following approximation in (4.10).
Aˆ⊥(rˆa, t) ≈ Aˆ⊥(0, t) (4.67)
Here, 0 is the center of mass position of the atom, chosen for convenience to
coincide with the origin of the coordinate system. Note that in making this
approximation we are replacing an operator rˆa, with a vector. This has more
consequences than implied by the name long wavelength approximation.
Recalling the derivation of the Lorentz force law, we see that the approxi-
mation of (4.67) causes the magnetic contribution to disappear. If the center
of mass position of the atom is time dependent, we effectively replace the
velocity operator in the Lorentz force law with its average velocity. As the
spin of the atom is not considered in (4.67), the magnetic force neglected
here is the diamagnetic response of the atom [13]. From this viewpoint, we
can also say that this approximation is valid if the velocity of the charge in
the atom is small compared to the speed of light. Hence, the long wavelength
approximation is also neglecting the relativistic effects within the atom [13].
4.2.2 Goeppert-Mayer transform
In this subsection we will introduce the Goeppert-Mayer transform that pro-
duces the dipole Hamiltonian. The discussion here follows closely those found
in [3, 8, 9, 13]. In 4.2.3 and 4.2.4 we adopt this formalism to treat multiple
atoms and polarization densities.
Consider the Baker-Campbell-Hausdorff formula, (B.1), and the displace-
ment operator (B.5) in Appendix B.1. Let us construct an operator of the
form:
Tˆ = e−i qah̵ rˆa⋅Aˆ⊥(0,t) = exp∑
λ,n
− [αˆλ,n(t) aˆλ,n − αˆλ,n(t) aˆλ,n] (4.68)
Here, the operator αˆλ,n operates on the atom, and commutes with all the
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field operators at equal time.
αˆλ,n(t) = i√ 1
2h̵0ωλ,n
qarˆa ⋅T∗λ,n(0) eiωλ,nt (4.69)
Since both rˆa and Aˆ⊥ are Hermitian, the operator Tˆ is unitary. Consider
the unitary transformation generated by Tˆ . Its action on pˆa is, according to
(B.1):
pˆ′a = Tˆ pˆa Tˆ  = e−iqarˆa⋅Aˆ⊥(0,t) pˆa e+iqarˆa⋅Aˆ⊥(0,t)= pˆa − iqa
h̵
[rˆa, pˆa] ⋅ Aˆ⊥(0, t) = pˆa + qaAˆ⊥(0, t) (4.70)
Since at equal times Aˆ⊥ commutes between any two points in space, we
know that Aˆ⊥(r, t) remains unchanged under the transformation generated
by Tˆ .
rˆ′a = rˆa, Aˆ⊥(r, t)′ = Aˆ⊥(r, t) (4.71)
The magnetic field, Bˆ(r, t), must also be invariant. The electric field, being
connected with Πˆ⊥(r, t) as in (2.153), will not be invariant.
The actions of Tˆ on aˆλ,n and aˆ

λ,n are, according to (B.5):
Tˆ aˆλ,n Tˆ
 = Dˆ(αˆλ,n(t)) aˆλ,n Dˆ(αˆλ,n(t)) = aˆλ,n + αˆλ,n(t) (4.72)
Tˆ aˆλ,n Tˆ
 = Dˆ(αˆλ,n(t)) aˆλ,n Dˆ(αˆλ,n(t)) = aˆλ,n + αˆλ,n(t) (4.73)
When (4.72) and (4.73) are used in (4.46), we find the transformed Πˆ⊥(r, t).
Tˆ Πˆ⊥(r, t) Tˆ  =∑
λ,n
− i√ h̵ωλ,n0
2
[(aˆλ,n + αˆλ,n) eiωλ,nt¯ ⋅T∗λ,n(r) −H. adj.]
= Πˆ⊥(r, t) −∑
λ,n
− i√ h̵ωλ,n0
2
[αˆλ,n(0) ¯ ⋅Tλ,n(r) + αˆλ,n(0) ¯ ⋅T∗λ,n(r)]
= Πˆ⊥(r, t) + qarˆa ⋅∑
λ,n
− Re [Tλ,n(0) ¯ ⋅T∗λ,n(r)] (4.74)
Using the completeness of the Tλ,n(r) functions in (2.75), we recognize the
transverse delta function in the second term above. Therefore, the conjugate
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momentum of the vector potential is transformed into:
Πˆ
′⊥(r, t) = Tˆ Πˆ⊥(r, t) Tˆ  = Πˆ⊥(r, t) + qaδ¯⊥(r) ⋅ rˆa (4.75)
Neglecting for the moment the matter part of (2.156), the atom-field
Hamiltonian is transformed into:
Tˆ HˆAF Tˆ
 = pˆ2a
2ma
+ V (rˆa)
+ ∫
V
dr
1
2
{[Πˆ⊥ + qaδ¯⊥(r) ⋅ rˆa]2
0¯
+ 0c2Aˆ⊥ ⋅ T¯ (µ¯) ⋅ Aˆ⊥} (4.76)
Here we have written a division by ¯ so as to save space. Its meaning is clear
in the context of our previous discussions. Since the matter is dropped for
the moment, the electromagnetic environment can be generalized to the ¯, µ¯
case.
The original minimal coupling Hamiltonian between atom and field is of
the form (A.40), while the transformed Hamiltonian is of the form (A.41).
Hence, from the Hamiltonian viewpoint, the transformation Tˆ in (4.72) is
switching the relative modification of the conjugate momenta from the β = 0
to the β = −α case. We see this clearly when plugging (A.43) or (A.44) into
(A.42).
Expanding (4.76) will make the coupling explicit in the transformed Hamil-
tonian.
Tˆ HˆAF Tˆ
 = pˆ2a
2ma
+ V (rˆa) + qa
0
rˆa ⋅ ¯−1 ⋅ Πˆ⊥(0, t) + q2a
20
rˆa ⋅ ¯−1(0) ⋅ δ¯(0) ⋅ rˆa
+ ∫
V
dr
1
2
[Πˆ⊥ ⋅ 1
0
¯−1 ⋅ Πˆ⊥ + 0c2Aˆ⊥ ⋅ T¯ (µ¯) ⋅ Aˆ⊥] (4.77)
If we stipulate that the electromagnetic environment is described by the
¯(r) tensor only outside the physical extent of the atom, then the atom is
situated in a region of free space.3 The fourth term in (4.77) then reduces
to:
∆dipolea (rˆa) = q2a20∑λ,n− rˆa ⋅Tλ,n(0)T∗λ,n(0) ⋅ rˆa (4.78)
3This is a good approximation for a large number of cavity QED applications. For
circuit QED, it is also reasonable to say that the effective dipole moment of the artificial
atom is located in a homogeneous, isotropic medium. This is physically the dielectric of
the Josephson junction. Although strictly speaking it can be anisotropic, the junction
electric field is quasi one-dimensional so that it still appears isotropic.
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We may interpret this as the self energy of the atomic dipole. It is a small
correction to the energy levels of the atom of order q2a due to its coupling to
itself through the transverse fields. Contrast (4.78) to the Aˆ2⊥ term in HˆAF of
the same order:
q2a
2ma
Aˆ⊥(0, t) ⋅ Aˆ⊥(0, t) (4.79)
When the vector potential is expanded as in (4.43), this term causes all
transverse photon modes to be coupled to each other. Therefore, we can
interpret it as a small correction to the energy of each photon mode due
to their coupling through the atom. The physics of these corrections are
reminiscent of plasma oscillations [4].
The transverse electric field is transformed into:
Eˆ′⊥(r, t) = Tˆ Eˆ⊥(r, t) Tˆ  = Eˆ⊥(r, t) − qa0 δ¯⊥(r) ⋅ rˆa (4.80)
Hence, the transformation Tˆ modifies the electric field at the position of the
atom. Since the true electric field is Eˆ′⊥(r, t) after the transformation, we see
that in (4.77) the coupling is in fact through the transformed displacement
field.
qarˆa ⋅ 1
0
¯−1 ⋅ Πˆ⊥(0, t) = −dˆa ⋅ Eˆ⊥(0, t) = −dˆa ⋅ (Eˆ′⊥(0, t) + qa0 δ¯⊥(0) ⋅ rˆa) (4.81)
Hence, the Goeppert-Mayer transform switches the pˆa ⋅ Aˆ⊥ coupling to the−−10 dˆa ⋅Dˆ′⊥ coupling, and transfers the energy correction from the photons to
the atom.
In the rest of the thesis the dressed state solution of the atom-field dynam-
ics will be pursued. Hence, it is convenient to use the expansion of Eˆ⊥(0, t)
from (2.153) and (4.46) in the untransformed representation.
Eˆ⊥(0, t) =∑
λ,n
− i√ h̵ωλ,n
20
[aˆλ,n e−iωλ,n Tλ,n(0, t) − aˆλ,n eiωλ,ntT∗λ,n(0, t)] (4.82)
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4.2.3 Multi-atom dipole Hamiltonian
Consider a collection of independent atoms, each with position and conjugate
momentum operator rˆj, pˆj. The independence of these atoms imply:
[rˆj, pˆk] = ih̵δjkI¯ (4.83)
The atoms are coupled to the same electromagnetic environment through
the minimal coupling Hamiltonian. We perform the long wavelength approx-
imation of (4.67) on each atom.
Aˆ⊥(rˆj, t) ≈ Aˆ⊥(rj, t) (4.84)
Here, rj = ⟨rˆj⟩ is the center of mass position of the j-th atom. It is not an
operator, but may be a function of time for moving atoms. To transform the
minimal coupling into the dipole Hamiltonian, we assemble operators that
perform the Goeppert-Mayer transform on each atom.
Tˆ =∏
j
exp [− i
h̵
rˆj ⋅ Aˆ⊥(rj, t)] = exp [− i
h̵
∑
j
rˆj ⋅ Aˆj(rj, t)] (4.85)
It is clear that Πˆ⊥(r, t) is transformed into:
Πˆ
′⊥(r, t) = Tˆ Πˆ⊥(r, t)Tˆ  = Πˆ⊥(r, t) +∑
j
qj δ¯⊥(r − rj) ⋅ rˆj (4.86)
The multi-atom minimal coupling Hamiltonian is transformed into:
Hˆ ′AF = Tˆ HˆAF Tˆ  =∑
j
[ pˆj
2ma
+ Vj(rˆj)] − 1
0
∑
j
dˆj ⋅ Dˆ′⊥(rj, t)
+∑
j
∆j(rˆj) + VCoulomb({rˆj}′s) (4.87)
Here, the dipole correction energy ∆j(rˆj) is given by:
∆j(rˆj) = q2j
20
∑
λ,n
− rˆj ⋅Tλ,n(rj)T∗λ,n(rj) ⋅ rˆj (4.88)
We have included the total Coulomb interaction energy between the atoms.
For well-separated globally neutral atoms, this term can be neglected.
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The transverse polarization density satisfy:
[Pˆ⊥(r, t), Pˆ⊥(r′, t)] = 0 (4.89)
We can treat them as a continuous distribution of independent atoms, and
construct the Goeppert-Mayer transform operator as such:
Tˆ = exp [− i
h̵ ∫V dr Pˆ⊥(r, t) ⋅ Aˆ⊥(r, t)] (4.90)
Both Pˆ⊥ and Aˆ⊥ are unaffected by the transformation. The Πˆ⊥(r, t) is trans-
formed into:
Πˆ
′⊥(r, t) = Πˆ⊥(r, t) + Pˆ⊥(r, t) (4.91)
The interaction term after the transformation is:
1
0
∫
V
dr Pˆ⊥(r, t) ⋅ Πˆ⊥(r, t) (4.92)
There is a self-energy of the transverse polarization:
1
20
∫
V
dr Pˆ⊥(r, t)2 (4.93)
This term can be grouped with the natural frequency of the transverse polar-
ization as an energy correction (or mass correction). The corrected frequency
is simply that defined in (2.132).
[ ω20
2mp
+ 1
20
] Pˆ2⊥ = ω20 + ω2p2mp Pˆ2⊥ = Ω22mp Pˆ2⊥ (4.94)
Here we have made use of (4.58), the definition of the plasma frequency.
Hence, under the Goeppert-Mayer transformation, the energy correction
is shifted onto the polarization density. The frequency of the transverse
polarization density is shifted in the same way as its longitudinal counterpart.
4.2.4 Total dipole Hamiltonian
When the Goeppert-Mayer transformation for the atoms and polarizations
are combined, we have:
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Total Goeppert-Mayer transform
Tˆ = exp −i
h̵
[∫
V
dr Pˆ⊥ ⋅ Aˆ⊥ +∑
j
qj rˆj ⋅ Aˆ⊥(rj, t)] (4.95)
We have the following mapping between transformed and original opera-
tors.
Transformed coordinates
rˆ′j = rˆj, Aˆ′⊥ = Aˆ⊥, Pˆ′⊥ = Pˆ⊥ (4.96)
These are the invariants. The conjugate momenta are all changed, however.
Transformed momenta
pˆ′j = pˆj + qj Aˆ⊥(rj, t), Vˆ′⊥ = Vˆ⊥ + Aˆ⊥ (4.97)
Most importantly, the conjugate momentum of the transverse vector
potential is transformed into:
Πˆ
′⊥(r, t) = Πˆ⊥(r, t) + Pˆ⊥(r, t) +∑
j
qj δ¯⊥(r − rj) ⋅ rˆj (4.98)
Hence, the transverse electric field operators is transformed into:
Eˆ′⊥(r, t) = Eˆ⊥(r, t) − 10 Pˆ⊥(r, t) − 10 ∑j qj δ¯⊥(r − rj) ⋅ rˆj (4.99)
The new displacement field is therefore only related to the original electric
field operator.
Dˆ′⊥(r, t) = 0 Eˆ⊥(r, t) = −Πˆ⊥(r, t) (4.100)
The total Hamiltonian of the atom-field-matter system in the dipole rep-
resentation is:
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Atom-field-matter Hamiltonian in dipole representation
HˆDipole =∑
j
[ pˆ2j
2mj
+ V (rˆj) +∆dipolej (rˆj)] + VCoulomb(Pˆ∥,{rˆj}′s)
+ ∫
V
dr
⎡⎢⎢⎢⎢⎣Πˆ
2⊥
20
+ Aˆ⊥ ⋅ T¯ (1) ⋅ Aˆ⊥
2µ0
⎤⎥⎥⎥⎥⎦ + ∫V dr [ Vˆ
2
2mp
+ mpΩ2
2
Pˆ2]
+ ∫
V
dr Pˆ⊥ ⋅ Πˆ⊥ +∑
j
qj
0
rˆj ⋅ [Pˆ⊥(rj, t) + Πˆ⊥(rj, t)] (4.101)
Thus, we have rigorously transformed the quantized Hamiltonian of (4.10)
into (4.101), employing only the long wavelength approximation. In this
form, there is an explicit three-way linear coupling among the atoms and
transverse field and polarization densities. Note that the atoms are still
coupled to the longitudinal polarization density only through the Coulomb
interaction term, i.e. the deformation potential.
The generalization to multiple species of Lorentz oscillators is straightfor-
ward. Aside from the auxiliary condition of (4.57), there is no difficulty in
performing the same transform under a different gauge.
If we discard the atoms and longitudinal polarization densities, we recover
the Hamiltonian employed in the seminal work of Huttner and Barnett [40].
In this chapter, we have given a rigorous and fully canonical derivation of
this Hamiltonian, which is also generalized to include atoms and longitudinal
phonons.
4.2.5 Heisenberg equations
Let us consider a simplified version of (4.101) first. Namely, one where the
matter degrees of freedom are neglected. Furthermore, we assume that the
atoms are so far apart that their mutual Coulomb interactions are unimpor-
tant. We obtain a multi-atom dipole Hamiltonian.
Hˆ =∑
j
[ pˆ2j
2mj
+ V˜ (rˆj)] + ∫
V
dr
⎡⎢⎢⎢⎢⎣Πˆ
2⊥
20
+ Aˆ⊥ ⋅ T¯ (1) ⋅ Aˆ⊥
2µ0
⎤⎥⎥⎥⎥⎦ +∑j qj0 rˆj ⋅ Πˆ⊥(rj, t)
(4.102)
Here, we absorb the dipole correction term ∆j in (4.101) into the total po-
tential seen by the atom, V˜ . Equivalently, we can write these in terms of the
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fields:
Hˆ =∑
j
[ pˆ2j
2mj
+ V˜ (rˆj)] + ∫
V
dr [0Eˆ2⊥
2
+ Bˆ2⊥
2µ0
] −∑
j
qj rˆj ⋅ Eˆ⊥(rj, t) (4.103)
The conjugate variables here are rˆj, pˆj and Aˆ⊥, Πˆ⊥. Their Heisenberg equa-
tions produce:
d
dt
Aˆ⊥(r, t) = 1
ih̵
[Aˆ⊥(r, t), Hˆ] = 1
0
Πˆ⊥(r, t) +∑
j
qjδ¯⊥(r − rj)rˆj (4.104)
d
dt
Πˆ⊥(r, t) = 1
ih̵
[Πˆ⊥(r, t), Hˆ] = − 1
µ0
∇×∇ × Aˆ⊥(r, t) (4.105)
d
dt
rˆj = 1
ih̵
[rˆj, Hˆ] = pˆj
mj
(4.106)
d
dt
pˆj = 1
ih̵
[pˆj, Hˆ] = −∂rˆj V˜ (rˆj) − qj0 Πˆ⊥(rj, t) (4.107)
Now, combining (4.104-4.105), (4.106-4.107), we have a set of coupled sec-
ond order differential equations.
d2
dt2
Aˆ⊥(r, t) + c2∇×∇ × Aˆ⊥(r, t) =∑
j
qjδ¯⊥(r − rj) d
dt
rˆj (4.108)
d2
dt2
rˆj(t) + 1
mj
∂rˆj V˜ (rˆj(t)) = − qjmj0 Πˆ⊥(rj, t) (4.109)
It is very important to note that in deriving the above equations, it is assumed
that rj’s, the center of mass positions of the atoms, are not time dependent.
This is equivalent to requiring the atoms to be stationary. The case of moving
atoms under the dipole approximation can be studied by considering rj’s to
be scalar functions of time (not operator functions of time). We see that
in this picture, what drives the transverse vector potential is the transverse
current density from the dipoles.
Jˆ⊥(r, t) =∑
j
qjδ¯⊥(r − rj) d
dt
rˆj (4.110)
It is also convenient to work with the transverse field and atomic dipole
69
operators, in terms of which the coupled differential equations take the form:
d2
dt2
Aˆ⊥(r, t) + c2∇×∇ × Aˆ⊥(r, t) =∑
j
δ¯⊥(r − rj) d
dt
dˆj(t) (4.111)
d2
dt2
dˆj(t) + qj
mj
∂rˆj V˜ (rˆj(t)) = q2jmj Eˆ⊥(rj, t) (4.112)
Here, we made use of (4.100) and (4.104) to identify:
Eˆ⊥(r, t) =∑
j
1
0
δ¯⊥(r − rj) dˆj − d
dt
Aˆ⊥(r, t) (4.113)
As discussed in (4.2.4), under the dipole representation Eˆ⊥ is no longer simply
the negative time derivative of Aˆ⊥. The extra term appearing above comes
from the dipole correction. Recall that:
∆dipolej (rˆj) = q2j
20
∫
V
dr [δ¯⊥(r − rj) ⋅ rˆj]2 (4.114)
Therefore, the force coming from this dipole correction is:
qj
mj
∂rˆj∆
dipole
j (rˆj) = q2j
mj0
δ¯⊥(r − rj) dˆj (4.115)
The first term in the transverse electric field is simply the force coming
from the dipole correction term ∆dipole. Hence, in the dipole representation,
this correction term does not enter the coupled equations of motion.
Finally, we can write the atom-field coupled differential equations as:
d2
dt2
Aˆ⊥(r, t) + c2∇×∇ × Aˆ⊥(r, t) =∑
j
δ¯⊥(r − rj) d
dt
dˆj(t) (4.116)
d2
dt2
dˆj(t) + qj
mj
∂rˆjV (rˆj(t)) = − q2jmj ddtAˆ⊥(rj, t) (4.117)
When contrasting (4.107) with (4.21), the two sets of equations of motions
derived under the dipole and minimal coupling Hamiltonians, we see that
under the dipole Hamiltonian the magnetic part of the Lorentz force disap-
pears. This is due to the long wavelength approximation, as envisaged in the
beginning of this section.
Within the dipole Hamiltonian regime, we can recover parts of the mag-
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netic field coupling by considering the center of mass position of the atoms
as time dependent. The problem then turns into a perturbation analysis. We
consider this later.
4.2.6 Formal solutions
From (4.116 - 4.117) we can write formal solutions in terms of Green’s func-
tions in the time domain.
Aˆ⊥(r, t) = Aˆ(0)⊥ (r, t) +∑
j
∫ t
0
dt′ G¯T (r, rj; t, t′) ⋅ dˆj(t′) (4.118)
dˆj(t) = dˆ(0)j (t) + ∫ t
0
dt′ D¯(t, t′) ⋅ Aˆ⊥(rj, t′) (4.119)
Observe that in (4.118 - 4.119), the time domain Green’s functions G¯T
and D¯ are purely classical quantities. In this sense, there is a large degree
of separation between the quantum mechanical and classical aspects of the
dynamics. It is thanks to this separation that we can establish pathways of
solving the coupled dynamics using classical computational electromagnetics.
In connection with classical computational electromagnetics, another sub-
tle difference is inherent to (4.118 - 4.119). Consider the usual procedure
of solving integral equations, i.e. turning the system into the frequency do-
main. We define the following non-Hermitian frequency domain operators
for a given Hermitian time domain operator.
Oˆ(±)(ω) = 1√
2pi
∫ +∞−∞ dt e±iωt Oˆ(t) (4.120)
Due to the Hermitian property of Oˆ(t), we have:
Oˆ(+)(ω) ≡ [Oˆ(−)(ω)] (4.121)
As such we can decompose the time domain operators into summations of
their frequency domain counterparts in the fashion of Fourier synthesis.
Aˆ⊥(r, t) = 1√
2pi
∫ ∞
0
dω e−iωtAˆ(+)⊥ (r, ω) + 1√
2pi
∫ ∞
0
dω eiωtAˆ(−)⊥ (r, ω) (4.122)
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dˆj(t) = 1√
2pi
∫ ∞
0
dω e−iωtdˆ (+)j (ω) + 1√
2pi
∫ ∞
0
dω eiωtdˆ
(−)
j (ω) (4.123)
Converting (4.116 - 4.117) is a routine exercise. The following frequency
domain Green’s functions will be needed:
G¯T (r, r′;ω,ω′) = ∫ +∞−∞ dt ∫ t0 dt′ ei(ωt−ω′t′) G¯T (r, r′; t, t′) (4.124)
D¯(ω,ω′) = ∫ +∞−∞ dt ∫ t0 dt′ ei(ωt−ω′t′) D¯(t, t′) (4.125)
The frequency domain integral equations are:
Aˆ(+)⊥ (r, ω) = Aˆ(0,+)⊥ (r, ω) +∑
j
∫ ∞
0
dω′ G¯T (r, r′;ω,ω′) ⋅ dˆ (+)j (ω′)
+∑
j
∫ ∞
0
dω′ G¯T (r, r′;ω,−ω′) ⋅ dˆ (−)j (ω′) (4.126)
dˆ
(+)
j (ω) = dˆ (0,+)j (ω) +∑
j
∫ ∞
0
dω′ D¯(ω,ω′) ⋅ Aˆ(+)⊥ (rj, ω′)
+∑
j
∫ ∞
0
dω′ D¯(ω,−ω′) ⋅ Aˆ(−)⊥ (rj, ω′) (4.127)
There are two other integral equations for Aˆ(−)⊥ (r, ω) and dˆ (−)j (ω). In the
frequency domain, all four equations are coupled together, and none of these
equations are local in frequency, as one would expect in conventional com-
putational electromagnetics. The cause of this complication is not quantum
mechanical, but rather comes from our consideration of internal sources.
This state of affairs seems to discourage going to the frequency domain.
As the equations appear more complicated. However, by a careful look at
the physical meaning of (4.126 - 4.127), more insight about the mechanism
of atom-photon coupling can be obtained. Based on this insight we will
introduce the next essential approximation, namely, the rotating wave ap-
proximation (RWA) [2,4, 5, 8, 11–13].
In the rest of the thesis, we present several pathways to solve the coupled
dynamics of atom-field systems using classical computational electromagnet-
ics. Our careful consideration leading up to (4.126 - 4.127) also allows us to
solve the dynamics without resorting to RWA. The integral equation form
also allows some freedom in choosing between exact and iterative solutions.
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CHAPTER 5
THE QUADRATIC HAMILTONIAN
In Chapter 2 the basic Hamiltonian of cavity, waveguide and circuit QED
systems is identified as the dipole Hamiltonian of (4.101). From this Hamil-
tonian, the equations of motion governing these systems can be derived in
the Heisenberg picture. This was done in (4.116-4.117) and (4.118-4.119) for
the atom-field system. The solutions of these equations are the main concern
of the rest of this thesis.
In this chapter we take a further look at the dipole Hamiltonian of (4.101).
Using modal expansions of the atom, field and matter variables defined in
Section 4.1.3 we turn the dipole Hamiltonian into a quadratic Hamiltonian
[4–6, 8, 10–14, 34, 38–40, 45, 53, 54, 60, 72–74]. In this quadratic form, we can
assign simple physical meaning to each term in the dipole Hamiltonian.
In the second half of this chapter we formalize the factorization procedure
of the quadratic Hamiltonians obtained in Section 5.1. Both the special
and general quadratic Hamiltonians in (5.16) and (5.15) are factorized. The
formal procedures of factorization then form the guidelines to solving the
dynamics in Chapter 6, when the atom-field Hamiltonians are studied as
particular cases of the special and general quadratic Hamiltonians.
Only the harmonic oscillator atoms, or bosonic atoms, are considered in the
factorization. The solution for the fermionic problem can be obtained based
on projections of the factorized operators [66]. As such, we will temporarily
blur the distinction between the atomic, field or matter degrees of freedom in
Section 5.3 and 5.4. Instead, a set of bosonic operators represents them all.
This set shall be interchangeably referred to as the old, original or interacting
bosons. The goal of factorization is to arrive at their new, dressed and non-
interacting counterparts.
We call the new bosons dressed because they represent collective exci-
tations (de-excitations) of the old bosons [4, 6, 74]. Their non-interacting
nature makes them the best candidates to describe the operator dynamics of
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the system [6].
The special quadratic Hamiltonian preserves the total excitation number
of the original bosons [29, 66], as demonstrated in Section 5.3. In this case
the dressing of the original bosons to form the new bosons is done through
a simple linear transformation that maps old annihilation operators to new
annihilation operators. The unitarity of this transformation guarantees the
preservation of boson commutation relations for the original and dressed
bosons [66].
In the general quadratic Hamiltonian, the appearance of any quadratic
combination of original boson operators is allowed, the only stipulation being
the Hermiticity of the Hamiltonian operator. The dressing of the original
bosons to form the new bosons is now accomplished through a Bogoliubov
transformation [6,40,58–62,64,65,74], distinct from the previous case in that
it allows the mixing of the old annihilation and creation operators in forming
the dressed operators [40, 53]. In order to preserve the boson commutation
relations, the Bogoliubov transformation must not be unitary [74].
In connection to the atom-field Hamiltonian, for harmonic oscillator type
atoms, the dipole Hamiltonian under rotating wave approximation is an ex-
ample of the special quadratic Hamiltonian [8,11,12]. However, the full dipole
Hamiltonian belongs to the general quadratic class due to the inclusion of
the counter-rotating wave terms. These counter-rotating wave terms become
important when the atoms and fields are off-resonant or strongly coupled [4].
Hence, a rigorous solution of the full dipole Hamiltonian is needed for broad-
band calculations in cavity or waveguide QED. It is also found that higher
order correlation functions behave drastically differently with and without
the RWA, irrespective of the detuning.
This chapter is organized as follows.
 In Section 5.1, the quadratic Hamiltonian is derived from the dipole
Hamiltonian of (4.101). We distinguish between two types of atoms,
which are described by bosonic and fermionic operators, respectively.
For the bosonic case, we extract a general quadratic Hamiltonian in
(5.15) which includes the atom-field-matter Hamiltonian as a particular
case. When the rotating wave approximation (RWA) is performed on
this Hamiltonian, we obtain a special quadratic Hamiltonian in (5.16).
 In Section 5.2, the state space of the quadratic Hamiltonians are consid-
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ered, contrasting those Hamiltonians involving bosonic and fermionic
atoms.
 In Section 5.3 we factorize the special quadratic Hamiltonian operator
by diagonalizing a corresponding Hamiltonian matrix.1 Formal solu-
tions of the entire dynamics governed by the special quadratic Hamil-
tonian are obtained.
 In Section 5.4 we factorize the general quadratic Hamiltonian operator
by Bogoliubov transformation. The problem is also presented as a gen-
eralized eigenvalue problem implementable on the computer. Formal
solutions of the operator dynamics governed by the general quadratic
Hamiltonian are obtained. To the best of our knowledge, these solu-
tions are not found in the literature.
 In Section 5.5, we use the Jaynes-Cummings and Rabi model to il-
lustrate the difference between the energy spectra of the specific and
general quadratic Hamiltonian.
5.1 Derivation of the quadratic Hamiltonian
The dipole Hamiltonian of (4.101) is already quadratic in the field and matter
operators. We can simply insert the following operator expansions for the
fields and momenta.
Aˆ⊥(r, t) =∑
λ,n
− √ h̵
20ωλ,n
[aˆλ,n(t)T∗λ,n(r) + aˆλ,n(t)Tλ,n(r)] (5.1)
Πˆ⊥(r, t) =∑
λ,n
− i√ h̵0ωλ,n
2
[aˆλ,n(t)T∗λ,n(r) − aˆλ,n(t)Tλ,n(r)] (5.2)
Pˆ⊥(r, t) =∑
s,m
− √ h̵
2mpΩ
[fˆ s,m(t)F∗s,m(r) + fˆs,m(t)Fs,m(r)] (5.3)
Vˆ⊥(r, t) =∑
s,m
− i√ h̵mpΩ
2
[fˆ s,m(t)F∗s,m(r) − fˆs,m(t)Fs,m(r)] (5.4)
1The approach of Section 5.3 is taken from [6].
75
We denote the transverse photon’s angular frequencies by ωλ,n, where λ =
1,2 distinguishes the two possible polarizations of the transverse photon, and
n enumerates the mode index. The indexes s and m serve similar functions
for the transverse phonon, whose angular frequencies are all Ω by design
of our isotropic Drude-Lorentz dielectric with a single resonance frequency.
Here, we are careful to distinguish between the modal functions Tλ,n(r) and
Fs,m(r) as they represent eigenfunctions of two distinct equations. Note that
in our discussion, since the material polarization is treated as isotropic and
homogeneous, the Fs,m(r) functions should be transverse vector plane waves,
or the N and M functions [30]. In general, when more complicated dielectric
models are used, the phonons will have different angular frequencies [6,39–41].
When equations (5.1 - 5.4) are inserted into (4.101) we can make use of
the orthonormal relations between the eigenfunctions Tλ,n(r) and Fs,m(r) to
simplify the transverse field and matter parts considerably. This is a routine
exercise [3, 4]. The resulting expressions is:
∫
V
dr
⎡⎢⎢⎢⎢⎣Πˆ
2⊥
20
+ Aˆ⊥ ⋅ T¯ ⋅ Aˆ⊥
2µ0
⎤⎥⎥⎥⎥⎦ + ∫V dr [ Vˆ
2⊥
2mp
+ mpΩ2
2
Pˆ2⊥]
=∑
λ,n
− h̵ωλ,n
2
[aˆλ,naˆλ,n + aˆλ,naˆλ,n] +∑
s,m
− h̵Ω
2
[fˆs,mfˆ s,m + fˆ s,mfˆs,m] (5.5)
This expression is analogous to that derived in (2.83) for the classical case.
However, the operator nature of aˆλ,n and fˆs,m indicates the existence of zero
point energy [3, 8, 34]. Using the commutation relations:
[aˆλ,n, aˆλ′,n′] = δλ,λ′δn,n′ [fˆs,m, fˆ s′,m′] = δs,s′δm,m′ (5.6)
We reduce (5.5) into:
Hˆ⊥,field + Hˆ⊥,matter =∑
λ,n
− h̵ωλ,n aˆλ,naˆλ,n +∑
s,m
− h̵Ω fˆ s,mfˆs,m +∑
λ,n
− h̵ωλ,n
2
+∑
s,m
− h̵Ω
2
(5.7)
The last two summations on the right-hand side of (5.7) are the zero point
energies of the transverse field and matter polarization, respectively. If the
summations are over a countably infinite set of indexes, as is the case for
most realistic electromagnetic environments, the zero point energy for the
transverse field is infinite. Meanwhile, the zero point energy for the transverse
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matter polarization is always finite, as the number of phonon modes will
always be proportional to the number of atoms composing the material [6].
There is also an interaction term between the transverse field and matter
polarization.
∫
V
dr Pˆ⊥ ⋅ Πˆ⊥ = ∫
V
dr∑
λ,n,s,m
− ih̵
2
√
0ωλ,n
mpΩ
[fˆ s,m F∗s,m(r) + fˆs,m Fs,m(r)]
⋅ [aˆλ,n T∗λ,n(r) − aˆλ,n Tλ,n(r)] (5.8)
With the operator expansion of (5.1 - 5.4), we see that the interaction
between transverse field and matter polarization is in fact the exchange of
excitation between the transverse photons and phonons. This is an intu-
itive result. However, note that in (5.8) there are also terms involving the
simultaneous creation or annihilation of one photon and one phonon. These
processes are more difficult to understand. As will be shown in Section 5.4,
they give rise to major difficulties in solving the dynamics of the system.
The longitudinal phonons can be similarly incorporated into the quadratic
Hamiltonian. However, they do not interact with the transverse fields. The
only interaction involving the longitudinal phonons is their mutual Coulomb
interaction with the atoms, often referred to as the deformation potential
interaction [6, 10]. If the atoms are largely neutral, i.e. having only dipole
or higher order electric moments, this interaction can be ignored with little
consequence. As this is often the case with cavity and waveguide QED, we
will altogether neglect the longitudinal phonons.
5.1.1 Harmonic oscillator atoms
The atomic Hamiltonian in (4.101) is not guaranteed to be quadratic. This
depends heavily on the binding potential of the atom.
Hˆatom,j = pˆ2j
2mj
+ V (rˆj) +∆dipolej (rˆj) (5.9)
As the dipole correction term is quadratic in rˆj, the whole atomic Hamilto-
nian is quadratic if V (rˆj) is quadratic. In other words, the atom describes a
simple harmonic oscillator. This case, though restrictive, forms an important
branch of study in cavity and waveguide QED [31, 45, 66]. A large part of
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this thesis will be devoted to solving the special case with harmonic oscillator
atoms.
The atomic Hamiltonian can be reduced to a set of harmonic oscillators.
Hˆatoms =∑
j
h̵ ωj bˆ

j bˆj +∑
j
h̵ ωj
2
(5.10)
Here, j labels the different atoms. The operators bˆj obey boson commutation
relations. [bˆj, bˆk] = δj,k (5.11)
In writing (5.10) we have assumed that the atoms are 1-D harmonic oscil-
lators. This is a simplification on the atoms, which have so far been quan-
tized in 3-D. In general, each atom should be written as a collection of three
harmonic oscillators which are not necessarily degenerate [9]. However, the
artificial atoms encountered in cavity and waveguide QED can usually be
described by 1-D harmonic oscillators along the direction of their dipole
moment [31]. With this in mind, we allow this simplification here at the
expanse of describing atom-field interactions involving angular momentum
of light [13].
The dipole moment operator qj rˆj is expressible in terms of the creation
and annihilation operators of the atom.
qj rˆj = qj r˜j√ h̵
2ωjmj
(bˆj + bˆj) = dj (bˆj + bˆj) (5.12)
Here, r˜j denotes a unit vector in the direction of the dipole moment. In this
form, the classical vector quantity dj has the dimension of electric dipole
moment [28,66].
The dipole interaction term in (4.101) involving the atom is expressed as:
∑
j
qj
0
rˆj ⋅ [Pˆ⊥(rj, t) + Πˆ⊥(rj, t)]
=∑
j
∑
s,m
− 1
0
√
h̵
2mpΩ
(bˆj + bˆj) [fˆ s,m dj ⋅F∗s,m(rj) + fˆs,mdj ⋅Fs,m(rj)]
+∑
j
∑
λ,n
− i
0
√
h̵0ωλ,n
2
(bˆj + bˆj) [aˆλ,n dj ⋅T∗λ,n(rj) − aˆλ,ndj ⋅Tλ,n(rj)] (5.13)
In (5.13), the second line represents the interaction between the atom and
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transverse matter polarization through the exchange of atomic excitation
with transverse phonons. The third line represents that with transverse pho-
tons. Again, we observe that in these linear dipole interactions, there are
processes that simultaneously create or annihilate atomic excitations and
photons or phonons.
In summary, when the atoms can be described by 1-D harmonic oscillators,
the transverse part of the dipole Hamiltonian of (4.101) can be written in a
form quadratic in the creation and annihilation operators.
The quadratic Hamiltonian, bosonic atoms
Hˆquad =∑
j
h̵ωj bˆ

j bˆj +∑
λ,n
− h̵ωλ,n aˆλ,naˆλ,n +∑
s,m
− h̵Ω fˆ s,mfˆs,m + Z.P.E
+∑
j
∑
λ,n
− h̵ (bˆj + bˆj) [aˆλ,n g∗j,λ,n + aˆλ,n gj,λ,n]
+∑
j
∑
s,m
− h̵ (bˆj + bˆj) [fˆ s,m h∗j,s,m + fˆs,m hj,s,m]
+∫
V
dr∑
λ,n,s,m
− ih̵
2
√
0ωλ,n
mpΩ
[fˆ s,m F∗s,m(r) + fˆs,m Fs,m(r)]
⋅ [aˆλ,n T∗λ,n(r) − aˆλ,n Tλ,n(r)] (5.14)
In (5.14), Z.P.E is short for the total zero point energy of the atom-field-
matter system. The interaction coefficients gj,λ,n and hj,s,m can be inferred
from (5.13). It is important to note that these interaction coefficients de-
pend only on the modal functions Tλ,n,Fs,m at the positions of the atoms.
This local form of interaction, as opposed to the extended photon-phonon
interactions, allows the use of the spatial dyadic Green’s function in the
atom-photon or atom-phonon calculations.
The formidable form of (5.14) renders actual computation with this Hamil-
tonian impractical. To the best of our knowledge, direct solutions of the
dynamics of (5.14) have not been attempted in the literature, and for good
reason. Many solutions of parts of the quadratic Hamiltonian have been
presented in the literature, focusing on the atom-photon [31, 66] or photon-
phonon [39–41, 53] interactions. In this section we have traced the simplifi-
cations made on the dipole Hamiltonian of (4.101) to arrive at (5.14). Recall
that the dipole Hamiltonian is itself a great simplification of the reality of
atom-field-matter interactions. Many body quantum systems are extremely
complex.
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However, as all terms in (5.14) are quadratic, we can for the moment forget
the distinctions between atoms, field and matter. If we use the generic symbol
aˆi to represent all annihilation operators, where the index i is diverse enough
to address all the different countably infinite modes of excitation, then the
quadratic Hamiltonian of (5.14) is essentially identical to the following:
General quadratic Hamiltonian
Hˆ =∑
i,j
Hij
2
(aˆi aˆj + aˆjaˆi ) +∑
i,j
Vij
2
aˆiaˆj +∑
i,j
V ∗ij
2
aˆi aˆ

j (5.15)
We call (5.15) a general quadratic Hamiltonian, of which (5.14) is a spe-
cial case. In Section 5.4, we study the formal solution of (5.15) using the
technique of factorization or Fano-diagonalization [6, 31, 40, 53, 54]. In ap-
plication to cavity and waveguide QED, where the focus is on the atoms or
artificial atoms in the system, this technique takes on the name of dressed
states [4,15,16,24,25,27,66,73,75,76]. Dressed states solutions of the atom-
field dynamics is presented in Chapter 6.
In (5.15) we have separated the term involving exchange of one excitation
among the different modes, with terms involving simultaneous creation and
annihilation of two excitations. This separation distinguishes between the
rotating and counter-rotating wave components of the interaction [4, 77],
which will be explained later in connection to the Heisenberg equations of
motion.
The rotating-wave approximation (RWA) is equivalent to the neglect of
the second and third terms in the Hamiltonian of (5.15). When the RWA is
applied, we have:
Special quadratic Hamiltonian
Hˆs =∑
i,j
Hij
2
(aˆi aˆj + aˆjaˆi ) (5.16)
We call (5.16) the special quadratic Hamiltonian, which (5.14) reduces to
under RWA. As will be shown in Section 5.3, (5.16) is considerably simpler
than (5.15). This simplicity renders (5.16) extremely useful in cavity and
waveguide QED.
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5.1.2 Few-level atoms
When V (rˆj) is not quadratic, it is impossible to convert (5.9) into a form
similar to (5.7). Instead, the atomic Hamiltonian is projected into a set of
eigenstates of the free atom [4, 13, 54]. This projection is done through the
following resolution of the atomic identity operator.
Iˆatom,j =∑
n
∣ψn,j⟩⟨ψn,j ∣ (5.17)
We require the eigenstates ∣ψn,j⟩ to incorporate the dipole correction of the
atom. Therefore, Hˆatom,j is diagonal when projected with Iˆatom,j.
Iˆatom,jHˆatom,j Iˆatom,j =∑
n
h̵ωn,j ∣ψn,j⟩⟨ψn,j ∣ (5.18)
The dipole Hamiltonian of (4.101) is especially suited for this representa-
tion as the only atomic operator outside of Hˆatom,j is rˆj, which appears in
the dipole interaction term in (4.101). Projection of this term using (5.17)
produces:
Iˆatom,j
qj
0
rˆj ⋅ [Pˆ⊥(rˆj, t) + Πˆ⊥(rj, t)] Iˆatom,j
=qj
0
∑
n,m
∣ψn,j⟩⟨ψm,j ∣ ⟨ψn,j ∣rˆj ∣ψm,j⟩ ⋅ [Pˆ⊥(rˆj, t) + Πˆ⊥(rj, t)] (5.19)
Equation (5.19) reveals the meaning of the dipole interaction. By interact-
ing with the transverse photon or phonon, the atom can transition between
the m-th and n-th eigenstates if there is a non-vanishing dipole moment,⟨ψn,j ∣rˆj ∣ψm,j⟩, for this transition.
The dipole interaction in (5.19) is quite unwieldy compared to the elegance
of (5.13). Indeed, the atom-field-matter system is inherently much more
complicated for non-harmonic oscillator atoms [13], which are the workhorse
in cavity and waveguide QED [15].
Luckily, in recognition of this complexity, most of the atoms studied in
cavity and waveguide QED are either two-or three-level [15–26, 28, 29, 32,
66, 75, 76, 78–81]. Two-and three-level atoms in cavity and waveguide QED
settings are promising candidates for universal quantum computing as well
as quantum memory [16].
We now proceed to derive the two-level description of (5.18) and (5.19)
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[4, 5, 7, 8, 11,12,77].
Consider the j-th atom, with two eigenstates ∣e⟩ and ∣g⟩, which stands for
the excited and ground state, respectively. We set the ground state energy
to 0, and the excited state energy to h̵ωj.2 The atomic Hamiltonian of (5.18)
becomes:
HˆTLS = h̵ωj ∣e⟩⟨e∣ + 0 ∣g⟩⟨g∣ = h̵ωj ∣e⟩⟨e∣ (5.20)
In (5.19), the dipole moment operator has the following two-level system
(TLS) projection.
IˆTLS qj rˆj IˆTLS = qj ∑
n=e,g ∑m=e,g ∣n⟩⟨m∣ ⟨n∣rˆj ∣m⟩ (5.21)
It is always true that ⟨e∣rˆj ∣e⟩ = 0 and ⟨g∣rˆj ∣g⟩ = 0 from the nature of atomic
orbitals [9]. When working with artificial atoms, the levels are chosen so as
to have these vanish. We can also safely assume that ⟨e∣rˆj ∣g⟩ = dj is real. As
such, the dipole moment operator becomes:
IˆTLS qj rˆj IˆTLS = dj (∣e⟩⟨g∣ + ∣g⟩⟨e∣) (5.22)
We can obviously associate the two terms in (5.22) with the excitation
and de-excitation of the excited state of the atom. Hence, the following
Pauli matrices notation is often adopted [7].
σˆ− = ∣g⟩⟨e∣ σˆ− = σˆ+ = ∣e⟩⟨g∣ (5.23)
We have, conveniently:
HˆTLS = h̵ωj ∣e⟩⟨e∣ = h̵ωjσˆ+σˆ− (5.24)
allowing a compact notation similar to (5.9). However, the behavior of the
harmonic oscillator atom’s bˆj is drastically different from the two-level atom’s
σˆ−, as evidenced by the following commutation and anti-commutation rela-
tions. [σˆ+, σˆ−] = ∣e⟩⟨e∣ − ∣g⟩⟨g∣ = σˆz (5.25)
2The absolute energies of the ground and excited states do not matter, only their
separation. This is true even if photons are included, as the photons only probe the
transition energies of the atom.
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{σˆ+, σˆ−} = ∣e⟩⟨e∣ + ∣g⟩⟨g∣ = IˆTLS (5.26)
Equations (5.25 - 5.26) indicate that the two-level atom observes fermionic
commutation relations. In summary, by employing Pauli matrices, it is pos-
sible to write the two-level atoms Hamiltonians in a quadratic form.
As for three-level atoms, there is the distinction between V -type and Λ-
type atoms, having two upper, excited states and two lower, ground states,
respectively. The shapes of V and Λ indicate the allowed transitions, dictated
by dipole selection rules for naturally occurring atoms [9].
For V -type three-level atoms, we label the states as ∣g⟩, ∣e1⟩ and ∣e2⟩, with
energies 0, h̵ω1 and h̵ω2, respectively.
HˆV −atom = h̵ω1∣e1⟩⟨e1∣ + h̵ω2∣e2⟩⟨e2∣ (5.27)
IˆV −atom qj rˆj IˆV −atom = d1 (∣e1⟩⟨g∣ + ∣g⟩⟨e1∣) + d2 (∣e2⟩⟨g∣ + ∣g⟩⟨e2∣) (5.28)
It is convenient to define the atomic flip operators [13]:
γˆ1 = ∣g⟩⟨e1∣, γˆ2 = ∣g⟩⟨e2∣ (5.29)
As such, we can compactly write:
HˆV −atom = ∑
n=1,2 h̵ωnγˆnγˆn (5.30)
IˆV −atom qj rˆj IˆV −atom = ∑
n=1,2 dn (γˆn + γˆn) (5.31)
We see that, provided only transitions with the ground states are allowed,
any number of excited states can be incorporated in the same manner. The
following commutation relations apply to the atomic flip operators.
[γˆn, γˆm] = ∣en⟩⟨g∣g⟩⟨em∣ − ∣g⟩⟨en∣em⟩⟨g∣ = γˆnγˆm − δn,m∣g⟩⟨g∣ (5.32)
Note that the common ground state distinguishes the V -type atom from
two independent two-level atoms [8, 11].
The Λ-type atom can be treated in the same manner [11].
In artificial atoms, the restriction of the dipole selection rule can potentially
be broken [15], leading to a ∆-type three-level atom. Three flip operators are
needed for this type of atom, corresponding to the three allowed transitions.
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We do not consider ∆-type three-level atoms in this thesis.
In summary, for two- or three-level atoms, by employing atomic flip oper-
ators, the atom-field-matter Hamiltonian can still be written in a quadratic
form. Hence, we can always use (5.14) to represent the quadratic Hamilto-
nian describing the atom-field-matter system, as long as a set of commutation
relations is specified for the atomic operators bˆj and bˆ

j . The distinct com-
mutation relations obeyed by the atomic flip operators lead to drastically
different dynamics of the system. However, there are still similarities to be
exploited.
5.2 State space
In this section we discuss some properties of the Fock space on which the
atom-field matter Hamiltonian operate. These properties will guide our so-
lution of these Hamiltonians.
5.2.1 Bosonic atoms
We start with the harmonic oscillator or bosonic atom case. Consider a set of
N boson operators, aˆi, aˆ

i , i ∈ [1,N], which obey the following commutation
relations. [aˆi, aˆj] = δij [aˆi, aˆj] = 0 (5.33)
In the rest of this chapter we shall refer to this set as the original boson
operators, or original bosons for short.
Each pair of original boson operators operate on a Fock space Fi, which
is spanned by number states ∣ni⟩, constructed from the respective vacuum
states [9]. ∣ni⟩ = (aˆi )ni√
ni!
∣0i⟩ (5.34)
The number states have the following behavior [9].
aˆi ∣ni⟩ = √ni ∣ni − 1⟩ aˆi ∣ni⟩ = √ni + 1 ∣ni + 1⟩ (5.35)
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The number operator is important for our discussion.
nˆi = aˆi aˆi (5.36)
From (5.34), the aforementioned number states are eigenstates of the num-
ber operator.
nˆi ∣ni⟩ = ni ∣ni⟩ (5.37)
We denote the direct product of the N Fock spaces as the total Hilbert
space H.
H = F1 ⊗ ⋅ ⋅ ⋅ ⊗ FN (5.38)
Both the special and general classes of quadratic Hamiltonians in (5.16) and
(5.15) operate on H.
An element of H is formed by the direct product of elements of Fi’s.
∣Ψ⟩ = ∣n1⟩⊗ ∣n2⟩⊗ ⋅ ⋅ ⋅ ⊗ ∣ni⟩⊗ ⋅ ⋅ ⋅ ⊗ ∣nN⟩ (5.39)
Setting all the ni’s to 0 gives us the total vacuum state, which will be very
important in the subsequent discussions.
∣0⟩ = ∣01⟩⊗ ⋅ ⋅ ⋅ ⊗ ∣0N⟩ (5.40)
A convenient way to enumerate a set of states that span H is through the
total excitation number operator.
Total excitation number operator
Nˆ =∑
i
aˆi aˆi (5.41)
An eigenstate of Nˆ with eigenvalue M can be written in terms of the total
vacuum state as:
∣M,{ni}⟩ =∏
i
(aˆi )ni√
ni!
∣0⟩; M =∑
i
ni (5.42)
These states are orthonormal:
⟨M ′,{n′i}∣M,{ni}⟩ = δMM ′∏
i
δnin′i (5.43)
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A subspace of H, which we call the M -excitation subspace, consists of all
linear combinations of (5.42) with the same M . We denote this subspace as
HM . These subspaces, which are smaller Hilbert spaces themselves, provide
another way of decomposing the total Hilbert space H as their direct sum.
H = N∏
n=1FN⊗ = ∞∑m=0Hm⊕ (5.44)
For N boson operators, the number of orthonormal states in the M -
excitation subspace is given by [66]:
DB(N,M) = (N +M − 1)!(N − 1)!M ! (5.45)
5.2.2 Fermionic atoms
Next we turn to consider the case with two-level atoms, which were shown to
behave like fermions in Section 5.1.2. If Q two-level atoms are present in the
system, the total Hilbert space H is the direct product of Q fermion Hilbert
spaces, which we denote as P for Pauli. and N boson Fock spaces.
H = Q∏
j=1Pj ⊗ N∏i=1 Fi⊗ (5.46)
As each fermion can only accept a single excitation, the Hilbert space Pj
has a very simple form, being spanned by only two states.
Pj = ce,j ∣ej⟩ + cg,j ∣gj⟩ (5.47)
When the two-level atom is not excited, it must sit in its ground state.
As such, we can absorb all atomic ground states into the definition of the
vacuum state. ∣0⟩ = Q∏
j=1 ∣gj⟩⊗ N∏i=1 ∣0i⟩⊗ (5.48)
The total excitation number operator in this case is written as:
Nˆ = Q∑
j=1 σˆ+,jσˆ−,j + N∑i=1 aˆi aˆi (5.49)
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There are still orthonormal number states of the form:
∣M,{nj},{ni}⟩ =∏
j
σˆ
nj+,j ∏
i
(aˆi )ni√
ni!
∣0⟩; M =∑
j
nj +∑
i
ni (5.50)
Here, the nj’s, which represent the number of excitations in the j-th two-level
atom, can only be 0 or 1. These ∣M⟩ states form bases for the HM excitation
subspace.
For a single atom with N field modes, the multiplicity of HM is given
by [66]: DB(N,M) = (N +M − 2)!(M − 1)!(N − 1)! + (M +N − 1)!(N − 1)!M ! (5.51)
Both (5.45) and (5.51) are written by simple combinatorics. However, it
is easy to see that when N is large, the multiplicity of the M -th excitation
subspace increases very rapidly. This scaling behavior makes it impractical
to solve many body quantum systems numerically by projection onto states
of the form (5.42) or (5.50). This difficulty arises from the infinite size of the
boson Fock space.
To appreciate the difference in this scaling behavior, consider the Jaynes-
Cummings ladder for (5.42) and (5.50), respectively [12,77].
When there is a single atom and a single field mode (or phonon mode),
the excitation number state has the simple form:
∣natom, nphoton⟩ (5.52)
If the RWA is applied, the different excitation number subspaces are decou-
pled, as will be shown in Section 5.3. We can then form a ladder of coupled
states as shown in Figure 5.1. As predicted by (5.45), the multiplicity of the
N -excitation subspace is N + 1 in this case.
Contrast this to the case of a two-level atom coupled to a single field
mode, which is the famous Jaynes-Cummings model [12, 77]. The Jaynes-
Cummings ladder for this scenario is shown in Figure 5.2. As predicted by
(5.50), the multiplicity of all N -excitation subspaces is 2 in this case. For the
Jaynes-Cummings model, this means each M -excitation subspace is a simple
2×2 matrix problem. Diagonalization of these matrices produces the dressed
states in each subspace. This is depicted to the right of the Jaynes-Cummings
ladder in Figure 5.2.
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Figure 5.1: The first four excitation subspaces of a systems of two bosons
coupled under the rotating wave approximation.
Figure 5.2: The first four excitation subspaces of a systems of one fermion and
one boson coupled under the rotating wave approximation. The corresponding
dressed states are depicted to the right.
It is also possible to talk about dressed states for the bosonic atom case.
However, the number of dressed states is different in each N -excitation sub-
space. At first glance, this seems to indicate that the bosonic atom case is
harder to investigate than the fermionic atom case. Fortunately, as we show
in Section 5.3 and 5.4, operator techniques allow for elegant solutions of the
bosonic dressed states simultaneously in all excitation subspaces.
Another important feature is that the single excitation subspaces are iden-
tical in both cases. This is a general result, as when M = 1 is plugged into
(5.45) and (5.46), both equations predict that the multiplicity is simply the
number of atoms plus the number of field modes. This link allows us to
obtain the dressed states solutions for the fermionic atoms in the single exci-
tation subspace from the dressed state solutions for the bosonic atoms. We
return to this point in Chapter 6.
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5.3 Special quadratic Hamiltonian
Consider the quadratic Hamiltonian of 5.16:
Hˆs = 1
2
∑
i,j
Hij (aˆi aˆj + aˆjaˆi ) (5.53)
To make the Hamiltonian operator Hermitian, we must have:
Hij =H∗ji (5.54)
The Hamiltonian in (5.53) is special in view of the total excitation number
operator of (5.41). Since creation and annihilation operators are balanced in
(5.53), the total excitation number is a conserved quantity.
Conservation of total excitation number
[Nˆ , Hˆs] = 0 (5.55)
Due to (5.55), the dynamics are completely decoupled among the different
HM ’s [66].
⟨M ′,{n′i}∣ [Mˆ, e−iHˆt] ∣M,{ni}⟩ = 0(M ′ −M) ⟨M ′,{n′i}∣ e−iHˆt ∣M,{ni}⟩ = 0 (5.56)
It follows that:
⟨M ′,{n′i}∣ e−iHˆt ∣M,{ni}⟩ = δMM ′ Φ({ni},{n′i}) (5.57)
Here, Φ({ni},{n′i}) is a function of the excitation numbers of the original
bosons.
Equation (5.57) greatly reduces the complexity of the dynamics, as will be
shown in what follows.
The zero point energy is manifest in (5.55) when the vacuum expectation
of Hˆ is taken.
Zero point energy of special quadratic Hamiltonian
E0 = ⟨0∣ Hˆs ∣0⟩ = 1
2
∑
i,j
Hij⟨0∣aˆjaˆi ∣0⟩ = 1
2
∑
i
Hii (5.58)
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Note that the vacuum energy is independent of the coupling between the
oscillators. Furthermore, H0 is made up of a single number state, which is
the total vacuum state denoted as ∣0⟩. It is an eigenstate of Hˆs regardless of
the coupling terms.
5.3.1 Factorization of the special quadratic Hamiltonian
In H1, we may choose to write the Hamiltonian operator in matrix form by
projecting onto a basis. The natural choice is given by the basis of single
excitation states of the form (5.42), with ni = 1. We abbreviate these single
boson states by labeling with their mode index, i.e. ∣nl = 1⟩→ ∣l⟩.
Hamiltonian matrix in H1
H¯1 =∑
l,k
∣l⟩⟨l∣Hˆs∣k⟩⟨k∣ =∑
l,k
∣l⟩⟨k∣ (Hlk + 1
2
E0 δlk) (5.59)
Notice that the zero point energy survives the projection onto H1.
The matrix in (5.59) is Hermitian due to (5.54). A unitary transformation
effected by some matrix U¯ will diagonalize H¯1. Writing this in matrix and
index notation, we have, respectively:
U¯

H¯1 U¯ = D¯ ⇐⇒ ∑
i,j
U∗il Hij Ujk = δlk νl (5.60)
Here νl is the l-th diagonal element of D¯. The transformation matrix U¯ is
unitary.
U¯U¯
 = I¯; U¯U¯ = I¯ (5.61)
Note that, if all elements of the special quadratic Hamiltonian are known,
(5.60) can be easily implemented on the computer as an eigenvalue problem.
This will form a convenient numerical check against semi-analytical solutions
to be presented in Chapter 6. Using the same unitary transformation, we
can factorize the special quadratic Hamiltonian of (5.53), even outside of
H1. To this end, consider a new set of operators, cˆl’s, and their Hermitian
adjoint, which satisfy the following transform relations to the original boson
operators [6].
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Transformation between operators
aˆi =∑
l
Uil cˆl aˆ

i =∑
l
U∗il cˆl (5.62)
Using the unitarity of U¯ in (5.61), the inverse relations are:
cˆl =∑
i
U∗il aˆi cˆl =∑
i
Uil aˆ

i (5.63)
Due to (5.61), we see that these new operators satisfy boson commutation
relations. [cˆl, cˆk] =∑
i,j
U∗il Ujk [aˆi, aˆj] =∑
i
U∗il Uik = δlk (5.64)
[cˆl, cˆk] =∑
i,j
U∗il U∗jk [aˆi, aˆj] = 0 (5.65)
When (5.62) is plugged into (5.53), we have:
Hˆs = 1
2
∑
i,j
∑
l,k
U∗il Hij Ujk (cˆl cˆk + cˆkcˆl ) (5.66)
Switching the order of summations and invoking (5.60) results in:
Factorized special quadratic Hamiltonian
Hˆs = 1
2
∑
l
Dll (cˆl cˆl + cˆlcˆl ) (5.67)
The Hamiltonian operator of (5.53) is factorized. The new boson opera-
tors create or annihilate non-interacting excitations of the system with real
energies given by νl = Dll. Note that the numbers of old and new operators
are identical, i.e. l ∈ [1,N].
Due to the following commutator between the new operators and Hˆs:
[cˆk, Hˆs] = νk cˆk [cˆk, Hˆs] = −νk cˆk (5.68)
the new operators are time harmonic.
cˆk(t) = cˆk e−iνkt cˆk(t) = cˆk eiνkt (5.69)
A compact way of writing the time evolution of the original boson operators
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is by arranging them in the following column vector form:
⎛⎝ aˆaˆ⎞⎠(t) = S¯(t,0)⎛⎝ aˆaˆ⎞⎠(0) (5.70)
The time evolution matrix S¯(t,0) has the form:
S¯(t,0) = ⎡⎢⎢⎢⎢⎣U¯diag(e
−iD¯t) U¯ 0¯
0¯ U¯
∗
diag(eiD¯t) U¯T
⎤⎥⎥⎥⎥⎦ (5.71)
From the unitarity of U¯ we have S¯−1(t) = S¯(−t) = S¯(t). For the special
quadratic case, arranging the time evolution in terms of S¯ may seem an
overkill of notation. However, this arrangement will facilitate contrast with
the general quadratic case in Section 5.4.
Due to the unitarity of (5.62), the total excitation number operator for the
new operators is identical to the old one in (5.41).
Nˆnew =∑
l
cˆl cˆl =∑
l
∑
ij
UilU
∗
jl aˆ

i aˆj =∑
i
aˆi aˆi = Nˆold (5.72)
Hence, the excitation subspaces, Hm’s, are not mixed by the transforma-
tion. The original total vacuum state remains the total vacuum state for the
dressed operators.
cˆl∣0⟩ =∑
i
U∗il aˆi∣0⟩ = 0, ∀l ∈ [1,N] (5.73)
The new zero point energy is given by:
E′0 = ⟨0∣Hˆs∣0⟩ = 12∑l Dll = 12tr [D¯] (5.74)
For a finite collection of coupled oscillators, the matrix H¯1 is finite-dimensional.
The traces of H¯1 and D¯ are equal since they are related through a unitary
transformation. Hence, there is no shift in the zero point energy. This need
not be the case for infinitely many coupled oscillators, since the trace is not
necessarily invariant for infinite-dimensional matrices [10, 70].
The factorization of the special quadratic Hamiltonian matrix in (5.62) by
the unitary matrix U¯ completely solves the system dynamics.
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5.4 General quadratic Hamiltonian
The general quadratic Hamiltonian of (5.15) allows for the annihilation and
creation of pairs of the original bosons.
Hˆ =∑
i,j
Hij
2
(aˆi aˆj + aˆjaˆi ) +∑
i,j
Vij
2
aˆiaˆj +∑
i,j
V ∗ij
2
aˆi aˆ

j (5.75)
In most cases, by a suitable choice of the starting set of boson operators
representing the coupled oscillators, there should be no self terms in the pair
annihilation or creation interactions, i.e. Vii = 0. Obviously, we also have the
symmetric relation:
Vij = Vji (5.76)
The inclusion of pair annihilation and creation complicates the system in a
number of ways. First, the total excitation number operator given in (5.41)
no longer commutes with the Hamiltonian of (5.75).
[Nˆ , Hˆ] = [Nˆ ,∑
i,j
Vij
2
aˆiaˆj +H. adj] = [Nˆ ,∑
i,j
Vij
2
aˆiaˆj] −H. adj (5.77)
Total excitation number is not conserved
[Nˆ , Hˆ] =∑
i,j
(V ∗ij aˆi aˆj − Vij aˆiaˆj) (5.78)
We can no longer say much about the decoupling of the dynamics into
subspaces of the total Hilbert space. Indeed, (5.78) means that, to first order
in time evolution, states belonging to HM and HM±2 are coupled together.
Hence, all states with M even or odd will eventually be linked through time
evolution. The parity of the system is still a conserved quantity [58,66].
One horrific consequence of the pair creation/annihilation term in (5.75)
is that the original total vacuum state, ∣0⟩, ceases to be an eigenstate of the
Hamiltonian.
Hˆ ∣0⟩ =∑
i,j
V ∗ij aˆi aˆj ∣0⟩ (5.79)
This is indeed troubling, we do not even know the ground state of the
system governed by the general quadratic Hamiltonian.
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5.4.1 Bogoliubov transform
This Hamiltonian can still be factorized using a generalized Bogoliubov trans-
formation, which mixes the creation and annihilation operators [40,74].
To this end, introduce a new set of operators, dˆn’s, and their Hermitian
adjoint, which are synthesized from the original operators according to:
Forward Bogoliubov transformation
dˆn =∑
i
Xni aˆi + Yni aˆi (5.80)
dˆn =∑
i
X∗ni aˆi + Y ∗ni aˆi (5.81)
Analogous to the special quadratic case, we require the new operators dˆn
and dˆn to obey boson commutation relations:
[dˆn, dˆm] = δnm [dˆn, dˆm] = 0 (5.82)
These requirements will translate to some relationships for Xni and Yni,
which we consider later. Note that based on (5.80-5.82), the new and old
operators have the following commutators:
[aˆi, dˆm] = Yni [aˆi, dˆm] =X∗ni (5.83)
If we assume an inverse transform given by:
aˆi =∑
n
Zin dˆn +Win dˆn (5.84)
then the commutators are:
[aˆi, dˆm] = −Wim [aˆi, dˆm] = Zim (5.85)
Hence, Win = −Yni and Zin =X∗ni. The inverse transform must be:3
3To satisfy these relations it is sufficient to synthesize aˆi using the following recipe:
aˆi =∑
n
[aˆi, dˆn] dˆn − [aˆi, dˆn] dˆn (5.86)
This recipe works because in this form [aˆi, dˆn] and [aˆi, dˆn] are automatically guaranteed.
However, this recipe only works for the central case, where the operators commute with
the commutators [9].
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Inverse Bogoliubov transform
aˆi =∑
n
X∗ni dˆn − Yni dˆn (5.87)
aˆi =∑
n
Xni dˆ

n − Y ∗ni dˆn (5.88)
To simplify the algebra we write the transformation in matrix form. The
forward Bogoliubov transformation is effected by the matrix B¯, which has a
2 × 2 block form as follows:
⎛⎝ dˆdˆ⎞⎠ = ⎛⎝ X¯ Y¯Y¯∗ X¯∗⎞⎠ ⎛⎝ aˆaˆ⎞⎠ = B¯ ⎛⎝ aˆaˆ⎞⎠ (5.89)
The inverse transform is effected by B¯−1, which takes the 2 × 2 form of:
⎛⎝ aˆaˆ⎞⎠ = ⎛⎝ X¯
 −Y¯T−Y¯ X¯T ⎞⎠ ⎛⎝ dˆdˆ⎞⎠ = B¯−1 ⎛⎝ dˆdˆ⎞⎠ (5.90)
The boson commutators can be written compactly as:
[aˆ, (aˆ)T] = I¯old; [aˆ, (aˆ)T] = 0; [dˆ, (dˆ)T] = I¯new; [dˆ, (dˆ)T] = 0 (5.91)
They enforce the following relations on the block matrices X¯ and Y¯:
[aˆ, (aˆ)T] = [X¯ dˆ − Y¯T dˆ, (dˆ)T X¯ − (dˆ)T Y¯∗]= X¯[dˆ, (dˆ)T]X¯ + Y¯T[dˆ, (dˆ)T]Y¯∗
I¯old = X¯X¯ − Y¯TY¯∗ (5.92)
Similarly:
[aˆ, (aˆ)T] = 0 ⇐⇒ X¯Y¯ = Y¯TX¯∗ (5.93)[dˆ, (dˆ)T] = I¯new ⇐⇒ I¯new = X¯X¯ − Y¯Y¯ (5.94)[dˆ, (dˆ)T] = 0 ⇐⇒ X¯Y¯T = Y¯X¯T (5.95)
These relations are equivalent to:
B¯ B¯−1 = I¯new B¯−1 B¯ = I¯old (5.96)
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With the compact matrix notation we can write the general quadratic
Hamiltonian in (5.75) as:
Hˆ = (aˆ)TH¯ aˆ + 1
2
tr [H¯] + 1
2
(aˆ)TV¯ aˆ + 1
2
(aˆ)TV¯∗ aˆ (5.97)
Here, we have used the old commutation relation to produce the trace of H¯.
(aˆ)TH¯T aˆ = (aˆ)TH¯ aˆ + tr [H¯] (5.98)
It is a constant energy offset as in the special quadratic case. However, it is
not the proper zero point energy.
5.4.2 Numerical implementation
The Bogoliubov transformation in Section 5.4.1 can be implemented as a
generalized eigenvalue problem. To this end, we define a 2 × 2 block matrix.
H¯ = ⎛⎝H¯ V¯
∗
V¯ H¯
T
⎞⎠ (5.99)
The inverse Bogoliubov transformation diagonalizes this matrix.
B¯−1  H¯ B¯−1 = D¯ (5.100)
While (5.100) accomplishes the diagonalization, the non-unitary Bogoliubov
transformation is not directly solvable on the computer. Instead, we turn
this problem into a generalized eigenvalue problem. The following 2×2 block
matrix is useful to this end.
L¯ = ⎛⎝ I¯ 0¯0¯ −I¯⎞⎠ (5.101)
The following right generalized eigenvalue problem is easily implementable
on the computer.
Right generalized eigenvalue problem
H¯V¯ = L¯V¯ (L¯D¯) (5.102)
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The eigenvalue matrix V¯ thus obtained is related to the Bogoliubov matrix
through the following relation.
B¯ = V¯L¯ (5.103)
Equations (5.102)-(5.103) provide a numerical recipe to solving any known
generalized quadratic Hamiltonian. It is very suitable for cases involving
the interaction of a discrete set of atoms and field modes. This recipe also
provides a simple numerical check against semi-analytical methods to be
presented in Chapter 6.
5.4.3 Formal solutions of operator dynamics
With the solution of the Bogoliubov transformation matrix B¯, the time evo-
lution of the original boson operators is fully solved. This alone does not
completely depict the dynamics of the system, as one may inquire after the
time evolution of states. In other words, at this stage problems of the form:
eiHˆt Aˆ(0) e−iHˆt = Aˆ(t) (5.104)
are fully computable for any Aˆ that is a product of the original boson oper-
ators. However, problems of the form:
∣Ψ(t)⟩ = e−iHˆt∣Ψ(0)⟩ (5.105)
where ∣Ψ(0)⟩ is some initial Fock state as in (5.34), are not yet fully solved.4
The compact matrix notation of (5.89) and (5.90) allows us to conveniently
write the time evolution of the original boson operators.
⎛⎝ aˆaˆ⎞⎠(t) = eiHˆt B¯−1 ⎛⎝ dˆdˆ⎞⎠ e−iHˆt = B¯−1 diag [e−iσ¯z⊗λ¯ t] B¯ ⎛⎝ aˆaˆ⎞⎠(0) (5.106)
It will be convenient to define the following matrix.
4A full solution of the dynamics, both in the operator (Heisenberg) and the state
(Schro¨dinger) picture, allows us to conveniently link the time evolution of expectation
values and amplitudes. For that, an eigenstate of the Hamiltonian, typically the vacuum
state, must be known.
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Time evolution matrix
Time evolution of the original boson operators is a linear transforma-
tion: ⎛⎝ aˆaˆ⎞⎠(t) = T¯ (t,0) ⎛⎝ aˆaˆ⎞⎠(0) (5.107)
Where the matrix T¯ (t,0) takes the form:
T¯ (t,0) = B¯−1diag [e−iσ¯z⊗λ¯ t] B¯ (5.108)
Notice that since B¯ is not unitary, T¯ is not a unitary matrix, in contrast to
the unitary S¯ of (5.71). However, it still obeys the following relation, which
retains the reversibility of time evolution in quantum mechanics.5
T¯ −1(t,0) = T¯ (−t,0) (5.109)
We also have the composition formula for time evolution:
T¯ (t′, t) = T¯ (t′,0)T¯ −1(t,0) (5.110)
In what follows we will use the convention that time evolution starts at
t = 0, when Schro¨edinger and Heisenberg pictures coincide, and omit to write
the 0 in the argument of T¯ . It will be convenient to define the sub-blocks of
the T¯ matrix. T¯ (t) = ⎛⎝ T¯
−−(t) T¯−+(t)
T¯
+−(t) T¯++(t)⎞⎠ (5.111)
From (5.107), the original boson operators at time t are:
aˆi(t) =∑
j
[T¯−−(t)]ij aˆj + [T¯−+(t)]ij aˆj (5.112)
aˆi (t) =∑
j
[T¯+−(t)]ij aˆj + [T¯++(t)]ij aˆj (5.113)
The equal time commutation relations must be preserved. With (5.112 -
5.113), the operator dynamics of the general quadratic Hamiltonian is com-
pletely solved.
5Again the time evolution matrix T¯ almost satisfies the condition for a symplectic
matrix.
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5.5 Jaynes-Cummings and Rabi model
In this section we use the Jaynes-Cummings and Rabi model to introduce the
idea of dressed states [4,7,8,11,12,77]. We will also illustrate the important
differences between the special and general quadratic Hamiltonians of (5.16)
and (5.15) using the rotating and counter rotating wave interactions in the
Jaynes-Cummings and Rabi model.
The Jaynes-Cummings model describes the interaction between a single
two-level atom and a single electromagnetic field mode [11].
HˆJC = h̵ωe σˆ+σˆ− + h̵ωc aˆcaˆc + h̵g∗aˆcσˆ− + h̵gσˆ+aˆc + h̵g∗aˆcσˆ+ + h̵gaˆcσˆ− (5.114)
The last two terms in (5.114) describe the counter-rotating wave contribu-
tions. Solutions of the Jaynes-Cummings model including the counter ro-
tating wave terms are difficult and still constitute an active research topic
[61,63,73,82,83].
Under the rotating wave approximation, however, the Jaynes-Cummings
model becomes easily solvable due to the decoupling of different excitation
subspaces discussed in Section 5.3.
HˆRWAJC = h̵ωe σˆ+σˆ− + h̵ωc aˆcaˆc + h̵g∗aˆcσˆ− + h̵gσˆ+aˆc (5.115)
The solution of this Hamiltonian is given in many textbooks and will not
be repeated here [4, 7, 8, 11, 12]. The solution is in terms of dressed states of
the form: ∣N,±⟩ = AN,± ∣e⟩⊗ ∣N − 1⟩ + FN,± ∣g⟩⊗ ∣N⟩ (5.116)
Here, the state ∣N⟩ denotes an N -photon state. Due to the decoupling of dif-
ferent excitation subspaces, in each N -excitation subspace, the dressed states
are formed from two basis states. The dressed states in different excitation
subspaces form the Jaynes-Cummings ladder depicted in Section 5.2.
This modal is especially useful in cavity QED [12]. If the cavity mode
is fixed, the dressed states are fully characterized by two parameters: the
coupling coefficient g and the detuning parameter ∆ = ωe − ωc.
For a fixed g, the dressed states exhibit the well-known avoided crossing as
shown in Figure 5.3. At large detuning, there is little mixing or dressing of
the atom by the field mode. The two dressed states approach either the flat
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Figure 5.3: Dressed states in the Jaynes-Cummings model.
cavity line or the linear atomic line in Figure 5.3. When the cavity and atom
are resonant, i.e. ∆ = 0, there is maximal dressing of the atom. The two
dressed states are split equally above and below the degenerate energy level.
The expansion coefficients in (5.116) become independent of the coupling
coefficient g and photon number N :
AN,+ = 1√
2
= FN,+ AN, = 1√
2
= −FN,− (5.117)
In a sense, the dressed states become half atom and half field, with a different
relative phase [8]. The immense interest paid to the Jaynes-Cummings model
in recent years is due to the fact that these two dressed states constitute a
quantum bit [7, 16].
A variation of the Jaynes-Cummings model involves a harmonic oscillator,
or bosonic atom. This is called the Rabi model [6].
HˆRabi = h̵ωe bˆbˆ + h̵ωc aˆcaˆc + h̵g∗aˆc bˆ + h̵gbˆaˆc + h̵g∗aˆc bˆ + h̵gaˆcbˆ (5.118)
It describes two bosons coupled through a dipole-like interaction, and is in
the form of a general quadratic Hamiltonian as in (5.15). The Rabi model
behaves in a similar fashion to the Jaynes-Cummings model under RWA. It
takes on the form of the special quadratic Hamiltonian of (5.16).
The Rabi model is the simplest example of the special and general quadratic
Hamiltonians discussed in Section 5.3 and 5.4. We employ the unitary and
Bogoliubov transformations to solve the Rabi model with and without RWA,
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Figure 5.4: Dressed states obtained from the unitary (solid line) and
Bogoliubov (dashed lines) transformations.
and contrast their behavior.
First, in Figure 5.4, the energies of the dressed states are considered. The
solid lines plot the RWA dressed states energies, while the dashed lines plot
full dressed states energies as a function of detuning. The different colors rep-
resent varying coupling strength, with the tincture of red indicating stronger
coupling.
At weak coupling, the difference between the RWA and full dressed states
energies are negligible. This difference is magnified with increased coupling
strength. Furthermore, note that the sum of the dressed states energies stays
constant under RWA. However, this sum shifts downward with increased
coupling strength without RWA. This indicates a change in the zero point
energy when the full dipole interaction is considered, as discussed in Section
5.4. This downward shift of the dressed state energies has another important
consequence for the dynamics of the system.
When the RWA is applied, the two dressed states are always mixed sym-
metrically about ∆. This is shown by their relative positions about the black
asymptotic lines in Figure 5.4. Recall from Figure 5.3 that one of the lines
represents the energy of the atom. Under the full dipole interaction, this
atomic line is farther from the lower dressed state than the upper dressed
state. This causes the dynamics of the system to be asymmetric about the
detuning parameter.
In Figure 5.5, the dynamics of the system at zero detuning is plotted.
We recognize the resonant Rabi oscillation under RWA [12]. Under the full
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Figure 5.5: Rabi oscillation of a single excitation under rotating wave (red) and
the full dipole (blue) interactions.
Figure 5.6: Rabi oscillation of a single excitation under RWA as the detuning
parameter is varied.
dipole interaction, the system behaves similarly. However, the population of
the atomic and field excitations, ρ11 = ⟨bˆbˆ⟩ and ρ22 = ⟨aˆcaˆc⟩, respectively, can
exceed 1, which is the total number of excitations originally in the system.
This attests to the coupling of different excitation subspaces under the full
dipole interaction. As predicted in Section 5.4, the total excitation number
is no longer a conserved quantity.
N = ⟨bˆbˆ + aˆcaˆc⟩ (5.119)
In Figure 5.6 and 5.7, we sweep the detuning parameter and plot the time
evolution under RWA and the full dipole interaction. In Figure 5.7, higher
frequency dynamics coming from the counter rotating wave interactions are
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Figure 5.7: Rabi oscillation of a single excitation under full dipole interaction
as the detuning parameter is varied.
Figure 5.8: Population correlation between the atom and field mode under
RWA with a single initial excitation.
clearly visible. However, we can still argue that RWA retains the essential
features of the system’s dynamics, especially close to resonance.
So far we have considered only first order correlations. In higher order
correlations, the similarity between the RWA and full dipole interaction com-
pletely disappears. In Figures 5.8 - 5.13 we illustrate this point by plotting
the time evolution of second order population correlations. The operators
are defined as:
nˆ1 = bˆbˆ nˆ2 = aˆcaˆc (5.120)
In Figures 5.8 and 5.9, a single excitation is initially in the atom. Under
the RWA, the cross correlation between the atom and field mode is always
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Figure 5.9: Population correlation between the atom and field mode under full
dipole interaction with a single initial excitation.
Figure 5.10: Population correlation between the atom and field mode under
RWA with a two initial excitations.
zero. This is because the simultaneous excitation of the atom and field mode
is forbidden by the RWA. Both the atomic and field excitations are limited
to 1.
Contrasting this to the full dipole interaction in Figure 5.9, we see that⟨nˆ1(t)nˆ2(t)⟩ is non-zero and can in fact approach the value of 1. Both the
atomic and field excitations can exceed 1. Furthermore, the dynamics is not
symmetric about ∆, as the sign of detuning makes a difference under the full
dipole interaction.
In Figures 5.10 - 5.13, the initial excitation number is increased to 2 and 3.
Now, the atom and field mode can be simultaneously excited even under the
RWA. The difference between the RWA and full dipole interactions present
in Figures 5.8 and 5.9 is still visible. However, notice that other than the
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Figure 5.11: Population correlation between the atom and field mode under full
dipole interaction with a two initial excitations.
Figure 5.12: Population correlation between the atom and field mode under
RWA with three initial excitations.
Figure 5.13: Population correlation between the atom and field mode under full
dipole interaction with a three initial excitations.
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expectation values assumed by the operators, there is no essential difference
between Figures 5.10 and 5.12 or between Figures 5.11 and 5.13. Indeed,
second order correlation functions cannot distinguish between a system with
2 or 3 excitations. Even higher order correlations must be considered [11].
The above discussions illustrate that the RWA is a poor approximation
when second or higher order correlations between the operators need to be
considered.
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CHAPTER 6
ATOM-FIELD INTERACTIONS
In Chapter 4 we derived the Hamiltonian governing atom-field-matter in-
teractions within the dipole coupling regime, and obtained the equations of
motion. In Chapter 5 this Hamiltonian is written in mode decomposition
form as the quadratic Hamiltonian. Its characteristics were discussed for-
mally. With these foundations, we are finally ready to study the atom-field
interactions in cavity or waveguide QED.
In this chapter we turn our attention to a portion of the dipole Hamiltonian
in (4.101), namely the atom-field part. By neglecting the presence of the
matter polarizations, we have the following Hamiltonian.
Hˆatom-field =∑
j
[ pˆ2j
2mj
+ V (rˆj) +∆dipolej (rˆj)] + ∫
V
dr
⎡⎢⎢⎢⎢⎣Πˆ
2⊥
20
+ Aˆ⊥ ⋅ T¯ ⋅ Aˆ⊥
2µ0
⎤⎥⎥⎥⎥⎦+∑
j
qj
0
rˆj ⋅ Πˆ⊥(rj, t) (6.1)
Following the procedure of Section 5.1, we can write this Hamiltonian in
quadratic form. Neglecting the zero point energy contribution for now, there
are four terms in this Hamiltonian.
Hˆatom-field = HˆA + HˆF + HˆRW + HˆCW (6.2)
The contents of each term will be examined in what follows. For conve-
nience, in this chapter we set our units such that h̵ = 1.
The free atomic Hamiltonian HˆA has the general form:
HˆA =∑
j
ωj bˆ

j bˆj (6.3)
Here, the atomic raising and lowering operators can represent harmonic os-
cillator or multi-level atoms, depending on the nature of their commutators,
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which are given in Section 5.1.1 and 5.1.2, respectively. We will consider
the system with harmonic oscillator atoms first, as the solution to the multi-
level atoms problem can be obtained by appropriate projections [66]. The
commutation relations for the atomic operators are then:
[bˆj, bˆk] = δkj [bˆj, bˆk] = 0 (6.4)
The free field Hamiltonian HˆF has the form:
HˆF =∑
k
ωk aˆ

kaˆk (6.5)
The commutation relations obeyed by the field operators are:
[aˆk, aˆk′] = δkk′ [aˆk, aˆk′] = 0 (6.6)
The dipole interaction can be separated into the rotating wave and counter
rotating wave parts, labeled as HˆRW and HˆCW , respectively.
HˆRW =∑
j,k
[gjk bˆj aˆk + g∗jk aˆkbˆj] (6.7)
HˆCW =∑
j,k
[gjk bˆjaˆk + g∗jk aˆkbˆj] (6.8)
Here, the coupling coefficient is given by:
gjk = i√ωk
2
Ek(rj) ⋅ dj (6.9)
We elect to use the electric field operator in the coupling term of (6.1), as
it is often the quantity of interest. As derived in Section 4.2, the electric field
operator in the dipole representation is given by:
Eˆ(r, t) =∑
k
i
√
ωk
2
[Ek(r) aˆk(t) −E∗k(r) aˆk(t)] (6.10)
This is written in the Heisenberg picture.
The setup of the atom-field interaction Hamiltonian in a general lossless
electromagnetic environment is thus complete. We see that (6.2) is an ex-
ample of a general quadratic Hamiltonian in the form of (5.15). Its solution
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by the dressed state technique must require the use of Bogoliubov transfor-
mations discussed in Section 5.4.
For near-resonant interactions, it is reasonable to neglect the counter-
rotating wave interaction, i.e. HˆCW of (6.8). This constitutes the rotating
wave approximation (RWA). Under RWA, the atom-field Hamiltonian be-
longs to the special quadratic type, whose factorization requires only the
simple unitary transformation discussed in 5.3. We study this case first.
As we discussed in Section 5.3 and 5.4, a special or general quadratic
Hamiltonian can be factorized numerically if all the coupling coefficients are
known. Where then is the necessity of discussing the atom-field Hamiltonian
of (6.1) again? For an electromagnetic environment modeled as a collection
of discrete modes, there is no need, as the cost associated with characterizing
these modes classically is not high. What we have in mind in this chapter
is dealing with open electromagnetic environments with countably infinite
modes, where truncation of these modes still produces too large a set to be
individually characterized using classical computational electromagnetics.
In Chapter 2 we already alluded to the importance of the classical dyadic
Green’s function in the atom-field-matter system. Here, by going through
the analytical machinery of dressed states, we will derive a set of equations
utilizing the dyadic Green’s function to predict the behavior of the atoms
interacting through the field. Hence, although mode decomposition are used
in writing down (6.2), it is by no means necessary for the dressed state
approach [31,66].
This chapter is organized as follows.
1. In Section 6.1, the atom-field interaction under RWA is solved using the
dressed state approach outlined in Section 5.3. In order to deal with
electromagnetic continuum, the dyadic Green’s function is introduced
into the calculation.
2. In Section 6.2, the formalism is applied to study atoms interacting with
a cavity-resonator array (CRA).
3. In Section 6.3, the formalism is applied to study atoms interacting with
a rectangular waveguide.
4. In Section 6.4, the atom-field interactions beyond RWA are solved us-
ing the dressed state approach outlined in Section 5.4. Again, the
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formulation is based on the Green’s function.
5. In Section 6.5, numerical results with two atoms coupled to a 1D cavity-
resonator-array beyond RWA are presented.
6.1 Rotating wave interactions
Under the rotating wave approximation, we have the following atom-field
Hamiltonian:
HˆRWAatom-field =∑
j
ωj bˆ

j bˆj +∑
k
ωk aˆ

kaˆk +∑
j,k
[gjk bˆj aˆk + g∗jk aˆkbˆj] (6.11)
This is of the special quadratic form in (5.16). We may factorize the
Hamiltonian as:
HˆRWAatom-field =∑
n
λn cˆ

ncˆn (6.12)
The dressed atom-field operators are given by:
cˆn =∑
k
Fnk aˆk +∑
j
Anj bˆj (6.13)
cˆn =∑
k
F ∗nk aˆk +∑
j
A∗nj bˆj (6.14)
The inverse transform relations are:
aˆk =∑
n
F ∗nk cˆn (6.15)
bˆj =∑
n
A∗nj cˆn (6.16)
Although these relations are written in the Schro¨dinger picture, they hold
true in the Heisenberg picture as well, when the operators are advanced in
time. The dressed-atom field operators are time harmonic by design:
cˆn(t) = e−iλntcˆn(0) (6.17)
Hence, the original operators evolve in time according to:
bˆj(t) =∑
n,l
A∗njAnl e−iλnt bˆl(0) +∑
n,k
A∗njFnk e−iλnt aˆk(0) (6.18)
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aˆk(t) =∑
n,l
F ∗nkAnl e−iλnt bˆl(0) +∑
n,k′F
∗
nkFnk′ e−iλnt aˆk(0) (6.19)
From (6.18 - 6.19) we see that the solution of the atom-field dynamics is
reduced to the solution of the Anj and Fnk coefficients, which characterize the
dressed states. In order to solve for these coefficients we use the following
commutator: [cˆn, HˆRWAatom-field] = λn cˆn (6.20)
Plugging the expansions of cˆn and HˆRWAatom-field in (6.13) and (6.11), respectively,
into (6.20), we obtain two equations.
(λn − ωj)Anj =∑
k
g∗j,kFnk (6.21)
(λn − ωk)Fnk =∑
j
gj,kAnj (6.22)
Equations (6.21 - 6.22) constitute an eigenvalue problem. Before proceed-
ing, we must be careful about the degeneracy in the electromagnetic fields.
Careful analysis presented in [66,67] reveals the existence of degenerate field
modes not coupled to the atoms. These field modes are also solutions of the
dressed states with frequencies λn = ωk; however, they do not involve the
atoms. These are the scattering free channels of waveguide QED reported
in [28].
We do not repeat that analysis here; the result for multiple atoms coupled
to multiply degenerate electromagnetic fields is given in detail in [67].
Without the concern of degeneracies, we have:
Fnk = 1
λn − ωk∑j gj,kAnj (6.23)
When inserted into (6.23) an implicit eigenvalue problem for Anj is produced.
∑
j
[G∗ij(λn) + δijωi] Anj = λnAni (6.24)
Here, we have defined the quantum mechanical Green’s function as [6,10,13,
66,67]:
Gij(ω) =∑
k
gi,k gj,k
ω − ωk (6.25)
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The implicit eigenvalue problem of (6.24) can be cast in matrix form as:
M¯(λn)An = λnAn (6.26)
Solution of this matrix problem provides simultaneously the eigenvalues λn,
which are the frequencies of the dressed states, as well as the eigenvectors
An, which are the atomic expansion coefficients. Once An is known, the field
coefficients are known through (6.23).
However, as with all eigenvalue problems, the eigenvector An is determined
up to an arbitrary factor. In order to correctly normalize the eigenvectors,
we impose the following commutation relations.
[cˆn, cˆm] = δnm (6.27)
which translates to an orthonormal relation for the expansion coefficients.
∑
j
AnjA
∗
mj +∑
k
FnkF
∗
mk′ = δnm (6.28)
By employing (6.23), we turn this into an orthonormal relation for Anj alone.
∑
i,j
Ani {δij − Gij(λn) −Gij(λm)
λn − λm }Amj = δnm (6.29)
Equations (6.26) and (6.29) solve the dressed states completely for an elec-
tromagnetic environment with discrete modes. They are simply an elabora-
tion on the unitary transformation of Section 5.3, distinguishing the atomic
expansion coefficients. Cast in this form, the size of the problem is greatly
reduced, as the dimension of the matrices is number of atoms by number
of atoms. As such, there are some merits to (6.26) and (6.29) for discrete
electromagnetic environments.
However, notice that the numerical implementation of (6.26) and (6.29)
requires knowledge of (6.25), which in turn requires knowledge of all the
electromagnetic modes at the positions of the atoms through gi,k and gj,k.
Unless given, computation of these modes is costly.
Fortunately, we can analytically manipulate (6.26) and (6.29) further when
the electromagnetic environments approach a continuum. This is the case
in all realistic electromagnetic environments, which are always in principle
112
open.
When the electromagnetic spectrum approaches a continuum (or several
continua), the definition of (6.25) becomes problematic. The denominator
must be generalized in a distributional sense [6, 10, 40,54,66,67].
1
ω − ωk → P.V. 1ω − ωk +Z(ω)δ(ω − ωk) (6.30)
The summation over modes becomes integrals over the continuous frequen-
cies in (6.25). ∑
k
→∑
s
∫ ∞
Ωs
dω ρs(ω) (6.31)
Here, we allow an extra summation over multiple continua indexed by s.
Each electromagnetic continuum has a lowest frequency of Ωs, and density
of states ρs(ω).
Finally, in this continuum limit, the quantum mechanical Green’s function
separates into two parts.
Gij(ω)→∆ij(ω) +Z(ω)Γij(ω) (6.32)
At this point, we can make the crucial connection between ∆ij(ω), which
we call the cooperative decay rate, and the classical dyadic Green’s function
[66,67].
Cooperative decay rate and dyadic Green’s function
Γij(ω) = k2
pi
di ⋅ Im [G¯E(ri, rj;ω)] ⋅ dj (6.33)
This connection is established through the local density of states [32, 33,
66, 67]. Furthermore, from the distribution in (6.30) we can relate ∆ij(ω),
which we call the cooperative radiative shift to Γij(ω) through the Hilbert
transform [4,10,13,66,67].
∆ij(ω) = piH {Γij} (ω) (6.34)
Since the Hilbert transform can be evaluated efficiently using numerical
routines, (6.33 - 6.34) allow evaluation of Γij(ω) and ∆ij(ω) once the classical
dyadic Green’s function is known at the positions of the atoms. Evaluation
of the classical dyadic Green’s function is more economical than evaluating
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all the modes. Note that by grouping the action of all the electromagnetic
modes into the Green’s function, we accomplished the task of getting around
one of the infinities mentioned in Chapter 4.
The implicit eigenvalue problem of (6.24) now becomes a determination of
Z(λ) at each value of λ, which is also a continuous variable.
∑
j
[∆∗ij(λ) + δij(ωi − λ) +Z(λ)Γ∗ij(λ)]Aj(λ) = 0 (6.35)
This can be case into a determinant problem.
Secular equation
det [Z(λ) Γ¯∗(λ) + M¯(λ)] = 0 (6.36)
The size of the problem is only the number of atoms. The matrix elements
of Γ¯
∗(λ) and M¯(λ) can be inferred from (6.35). Once Z(λ) is solved, the
eigenvectors corresponding to λ can be obtained. The normalization condi-
tion for the eigenvectors are [66,67]:
Normalization
∑
i,j
Ai(λ)Γij(λ)A∗j (λ) = 1pi2 +Z2(λ) (6.37)
The formalism of (6.33), (6.36) and (6.37) completely determines the dressed
states using the dyadic Green’s function. When the solutions are inserted
into (6.18 - 6.19), the dynamics of the system is completely solved. Hence,
we have established a pathway to solving (6.11) using the classical dyadic
Green’s function.
6.1.1 Two-level atoms
Now we exploit the fact that for bosonic or fermionic atoms coupled to the
electromagnetic fields, the single excitation subspace are identical. This was
shown in Section 5.2. As such, we can obtain the dressed state solution for
fermionic atoms from the dressed state operators of (6.14).
In the single excitation subspace, the Hamiltonian of (6.11) is projected
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into [54,66]:
Hˆ
(1)
atom-field =∑
j
ωj ∣ej⟩⟨ej ∣ +∑
k
ωk∣1k⟩⟨1k∣ +∑
j,k
[gj,k∣ej⟩⟨1k∣ + g∗j,k∣1k⟩⟨ej ∣] (6.38)
When the dressed state operator of (6.14) acts on the total vacuum state,
a dressed state for the fermionic atoms is created in the single excitation
subspace [66].
cˆn∣0⟩ = ∣1n⟩ =∑
k
F ∗nk∣1k⟩ +∑
j
A∗nj ∣ej⟩ (6.39)
Hence, the formalism developed in this section is suitable for both bosonic
atoms and fermionic atoms, provided that the latter is limited to the single
excitation subspace. The interaction of a single photon with multiple two-
level atoms is nonetheless a very important problem [15,16].
6.2 Cavity resonator array
An immensely useful model in cavity and waveguide QED is the cavity res-
onator array [15–23,25,27,79]. It is depicted schematically in Figure 6.1.
When an atom is placed inside the center resonator, the system, under
RWA, is described by the Hamiltonian:
HˆCRA = ωabˆbˆ +∑
k
ωkaˆ

kaˆk +∑
k
[gkbˆaˆk + g∗k aˆkbˆ] (6.40)
This is a simple example of the special quadratic Hamiltonian of (5.16).
As such, we can employ the unitary transformation of Section 5.3 to solve
for the dressed states and therefore the dynamics.
In (6.40), the CRA has already been written in its eigenmodes. Since the
CRA is assumed to be uniform in Figure 6.1, the electromagnetic spectrum
is that of the well known tight-binding model [6]. Its density of states profile
is known, and can be inserted directly into (6.36) and 6.37 to generate the
dressed states using the semi-analytical approach of Section 6.1.
Hence, the CRA forms the first simple validation for our approach of Sec-
tion 6.1. The spectrum of the dressed states, obtained by direct diagonal-
ization and (6.36), are compared in Figure 6.2. We see perfect agreement
between the two.
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Figure 6.1: Schematic of cavity resonator array.
Figure 6.2: Atomic spectral weights ∣Am∣ for an atom of natural frequency ωa
placed at the center of the CRA. The calculation is performed with two methods:
the direct diagonalization of the Hamiltonian matrix presented in Section 5.3 and
the semi-analytical method of Section 6.1. The results agree perfectly. Atomic
parameters: ωa = 3 (top), 4 (center), 5 (bottom), g1 = 1; CRA parameters: ω0 = 4,
w = 1.
Both approaches predict the existence of two states lying outside of the
tight-binding band, as shown in Figure 6.2. As dressed states, these bound
states represent photons confined to the vicinity of the atom. More inter-
estingly, they are connected to the Jaynes-Cummings dressed states in the
center cavity.
In Figure 6.3, we tune the inter-cavity coupling strength w from 0 to 2.
When the coupling strength is close to 0, the CRA represents a high-Q cavity
for the atom. And the system is essentially the Jaynes-Cummings model.
We see this in the top plot of Figure 6.3. The two discrete states map to
the Jaynes-Cummings dressed states when w → 0+. Meanwhile, the time
evolution of the atom switches from exponential decay to Rabi oscillation.
In Figure 6.4, we study the spontaneous emission of the atom in the off-
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Figure 6.3: Top: atomic spectral weights ∣Am∣ for an atom of natural frequency
ωa placed at the center of CRA with varying bandwidth w ∈ [0,2]. Bottom:
survival probability Pee = ∣T1a,1a(t)∣2 of the atoms as w is varied. The calculation
is done numerically through direct diagonalization of the Hamiltonian
matrix [66]. Atomic parameters: ωa = 3 (left), 4 (middle), 5 (right), g1 = 1; CRA
parameters: ω0 = 4.
Figure 6.4: Top: survival probability Pee = ∣T1a,1a(t)∣2 of the atom in log scale.
Center: emitted field profile ⟨1a∣ rˆn(t)rˆn(t) ∣1a⟩. Bottom: wavenumber of the
emitted field ⟨1a∣ aˆk(t)aˆk(t) ∣1a⟩. Atomic parameters: ωa = 3 (left), 4 (right),
g1 = 1; CRA parameters: ω0 = 4, w = 1.
resonant and resonant cases. Note that the existence of the bound states
outside the tight-binding continuum causes a longtime tail in the spontaneous
emission profile. The atom never fully emits, but is always exchanging energy
with the bound states. The energy density of the emitted photon in both the
real space and wavenumber space can be obtained from the dressed states
solutions.
Hence, with this versatile CRA model, we are able to see clearly the con-
nection between cavity and waveguide QED, both of which are correctly
modeled by our approach in Section 6.1.
The inclusion of two atoms is simple for both direct diagonalization and
semi-analytical approaches. Some numerical results with two atoms are given
in Figures 6.5 - 6.7.
117
Figure 6.5: Left: atom photon bound states for two identical atoms ω1 = ω2 = 4,
placed symmetrically at various distances, d = [100,80,60,40,10], in CRA. Right:
atom photon bound states for two atoms placed symmetrically in CRA at fixed
distance d = 40. The natural frequency of the left atom is fixed at ω1 = 4, while
ω2 = [2,3,4,5,6]. Atomic parameters: g1 = g2 = 0.5; CRA parameters: ω0 = 4,
w = 1.5.
Figure 6.6: Left: emitted field profile, ⟨θ∣ rˆn(t)rˆn(t) ∣θ⟩, of two identical atoms
participating in cooperative spontaneous emission. The atomic state is∣θ⟩ = √2−1 (∣1a1⟩ + e−iθ ∣1a2⟩). Right: comparison of the emitted field profile and
the atomic survival probabilities P11(t) and P22(t) for the case of θ = 0. Atomic
parameters: ω1 = ω2 = 4, g1 = g21; CRA parameters: ω0 = 4, w = 1.
Figure 6.7: Scattering of emitted field of one atom (r1 = 20) by another atom
(r2 = 0). Left: resonant scattering showing strong reflection (T ≈ 0.1). Right:
non-resonant scattering showing strong transmission (T ≈ 0.9). Atomic
parameters: g1 = g2 = 2; CRA parameters: ω0 = 4, w = 1.5.
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6.3 Rectangular waveguide
Figure 6.8: Schematic of the waveguide QED setup [28].
Consider a rectangular waveguide bounded by PEC walls and oriented
along the z-direction. The widths of the waveguide in the x and y directions
are the dimensionless quantities a and b, respectively. A schematic of the
setup is given in Figure 6.8.
We assume the atom’s electric dipole moment d to be oriented along the
z-direction. Therefore, it is coupled only to the TM modes. Furthermore, the
dipole is centered at z = 0 and hence coupled only to the even combination
of +z and −z traveling modes.1 Using (6.9), the coupling constant to the
TMm,n mode with frequency ω is:
gm,n(ω) = g0 2Ωm,n√
ωab
sin(mpi
a
xo) sin(npi
b
yo) (6.41)
Here, Ωm,n is the cutoff frequency for the TMm,n mode. The parameter g0 is
used to control the strength of coupling between the atom and field.2 The
transverse positions of the atom is xo and yo.
Note that, as the rectangular waveguide’s TM modes are completely known,
it is possible to construct the dyadic Green’s function of the rectangular
waveguide through the summation of (2.73) numerically if the waveguide is
truncated to a long cavity.
1Extension to z ≠ 0 is trivial. One can treat the forward and backward traveling waves
as two degenerate continua. Only a specific combination of the two is coupled to the
atom [66].
2The degree of freedom g0 comes from the design parameters of the artificial atoms,
such as superconducting quantum circuits in the microwave regime and quantum dots as
their optical counterpart [15,16].
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With this setup, the machineries of (6.36) and (6.37) are applied. The
numerical evaluation of ∆(ω) requires the introduction of a high frequency
cutoff ωH, above which the dipole coupling vanishes. This cutoff is typical of
field theory calculations [3], and is motivated by the physical argument that
a dipole coupling is only valid in the long wavelength regime [28].
An alternative method is needed to validate these calculations; such an
alternative is provided by the unitary transformation of Section 5.3. We
truncate the waveguide into a cavity with length 2L in the z-direction. The
waveguide can then be reasonably approximated for large L (see Figure 6.9).
Explicit construction of the Hamiltonian of (6.11) in matrix form using the
basis vectors in (5.42) is:
H¯1 = ⎡⎢⎢⎢⎢⎣ ωe g
t
k
g∗k ω¯k
⎤⎥⎥⎥⎥⎦ (6.42)
Here, gk denotes the coupling coefficients of all the cavity modes arranged in
column vector form, while ω¯k is a diagonal matrix with the eigen-frequencies
of the cavity modes.
Numerical diagonalization of (6.42) allows us to find the eigenvalues and
dressed states and hence solve the time evolution. The time evolution ob-
tained in this manner can be compared with the semi-analytical machinery
of Section 6.1. This is illustrated in Figure 6.9.
The relevant parameters used in our calculations are:
a = 1.1, b = 1.3, Ω1,1 = 3.77 (6.43)
The high frequency cutoff ωH is selected so that three TM modes are
considered. The position of the atom is chosen to avoid symmetry points,
which exclude the coupling to certain TM modes, xo = a/2.1 and yo = b/2.3.
The coupling strength is within the range g0 ∈ [0.1,0.2]. We define the
survival probability of the atom to be:
Pee = ∣⟨e∣e−iHˆt∣e⟩∣2 (6.44)
In Figure 6.10, effects of the bound state on spontaneous emission are
illustrated. The bound state prohibits the atom from decaying completely.
This effect becomes increasingly strong as ωe → Ω+1,1, which is the cutoff of
the TM1,1 mode.
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Figure 6.9: Top left: transition from Rabi oscillation to exponential decay as
the cavity is elongated into a waveguide. Top right: comparison of Pee calculated
from semi-analytical (circles) and direct diagonalization (solid line). Bottom:
density of states (DOS) before and after diagonalization, square stems indicate
ωe, circle stems indicate ω−. Top right and bottom figures are color coded to
correspond to ωe = [4.04 ∶ 0.15 ∶ 4.49]. For all figures g0 = 0.1 [66].
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In fact, when ωe is tuned below the cutoff, this general behavior in Figure
6.10 persists. In that regime it is not surprising that the atom does not
decay completely, however. What is different from a classical dipole is that
the atom will radiate even if its bare transition frequency ωe is cut off in the
waveguide. This is because the radiating atom is never monochromatic in
the quantum theory.
Increasing the coupling strength, which is tuned by g0 in (6.41), advances
the onset of the non-zero tail toward higher ωe. There is an interval of time
in which we observe the revival of the excited atom due to the interference
from the bound state [66, 67].
Figure 6.10: Survival probability (log scale) of an atom with varying transition
frequencies ωe and coupling strength g0 coupled to a rectangular waveguide. The
effects of atom-photon bound state become pronounced as ωe → 3.74, the
waveguide cutoff [66].
Also visible from Figure 6.10 are the strong deviations from an ideal ex-
ponential decay in the spontaneous emission.
Using (6.14) or (6.39), we can study the field part of this bound state. In
Figure 6.11, the field profiles for various values of the bare atomic transition
frequency ωe are plotted. It is seen that the field packet is bound around
the atom at z = 0. The field is not centered around the atom in the x and y
directions, however, since this bound field is predominantly made up of fields
from the TM1,1 mode. The bounding effect is stronger as ωe → Ω+1,1. The
relative weight of the field part in the bound state is defined as:
Wf = 1 − ∣A(ω−)∣2 (6.45)
It is seen from Figure 6.11 that away from the waveguide cutoff (ωe ≈ 4.94),
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Figure 6.11: Photon energy density of atom photon bound state of an atom in
a rectangular waveguide as the atomic transition frequency shifts away from
cutoff. Wf is the weight of the photon part in the atom photon bound state. The
bound state goes from strongly dressed atom to almost entirely photon as ωe
moves away from cutoff. For all plots g0 = 0.1 [66].
the bound state is almost entirely made up of the field part (Wf ≈ 0.98).
While close to the cutoff (ωe ≈ 3.89), the bound state is half atom and half
field (Wf ≈ 0.53).
Finally, we consider the position dependence of ω−. It is seen that due
to coupling to multiple transverse modes, the bound state achieves lowest
energy at two locations indicated in Figure 6.12. Given that the bound state
survives the spontaneous emission of the excited atom, it would be interesting
to investigate whether this position dependence results in a force on the atom.
The formalism of Section 6.1 is capable of including multiple atoms. Con-
sider then two atoms coupled to the TM modes of a rectangular waveguide.
Each atom forms a bound state with the field modes. When the two atoms
are brought close together, we find a tight binding behavior among the bound
states of the atom. This is shown in Figures 6.13 and 6.14.
In Figure 6.15, cooperative spontaneous emission from an initial two atom
state is plotted under various coupling strengths.
∣θ⟩ = 1√
2
(∣atom1⟩ + e−iθ∣atom2⟩) (6.46)
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Figure 6.12: Top: plot of ω− for different positions of the atom in the
rectangular waveguide. Bottom: slice of top figure at x0 = a/2.
Figure 6.13: Photon energy density of the two atom-photon bound states as the
inter-atomic distance is varied. Dressing of the symmetric state is much larger
than its antisymmetric counterpart as small inter-atomic distances [67].
The effects of the two atom-photon bound states can be clearly seen.
Although the rectangular waveguide is not a practical system for waveg-
uide QED, it constitutes a good numerical example to check our formalism
in Section 6.1 against a complicated but still directly diagonalizable system.
The complexity of the density of states profile in a rectangular waveguide
should give us confidence that if the method of (6.36) and (6.37) agree with
the numerical diagonalization of (6.42), the dyadic Green’s function formal-
ism is sufficiently validated.
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Figure 6.14: Left: energy of the two atom-photon bound states as the
inter-atomic distance is varied showing tight-binding behavior. At small
inter-atomic distances the antisymmetric state approaches the waveguide cutoff
(3.74). Right: cooperative spontaneous emission from various two-atom states,∣1a1⟩ (single atom), √2−1(∣1a1⟩ + ∣1a2⟩) (symmetric) and √2−1(∣1a1⟩ − ∣1a2⟩)
(antisymmetric) [67].
Figure 6.15: Log scale of survival probability of two-atoms state∣θ⟩ = √2−1 (∣1a1⟩ + e−iθ ∣1a2⟩). For weak coupling strength (g20 = 0.01) the
antisymmetric state enhances spontaneous emission. At strong coupling, beating
between the two atom-photon bound states is clearly seen [67].
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6.4 Counter rotating wave interactions
Finally, we tackle the problem of counter rotating wave interactions in the
full atom-field dipole Hamiltonian of (6.2). The Bogoliubov transform for-
malism of Section 5.4 is needed here. Our task is to obtain the time evolution
matrices of (5.111) in terms of the dyadic Green’s function.
Assume the Bogoliubov form for the dressed state operators:
dˆn =∑
i
Anibˆi +∑
i
Bnibˆ

i +∑
k
Cnk aˆk +∑
k
Dnk aˆ

k (6.47)
Impose the boson commutation relations on the dressed operators:
[dˆn, dˆn′] = δnn′ (6.48)
This translates to the following orthonormal condition on the expansion co-
efficients:
∑
i
(AniA∗n′i −BniB∗n′i) +∑
k
(CnkC∗n′k −DnkD∗n′k) = δnn′ (6.49)
The eigenvalue problem is:
[dˆn, Hˆ] = λndˆn (6.50)
which translates to:
(λn − ωi)Ani =∑
k
[g∗ikCnk − gikDnk] (6.51)
(λn + ωi)Bni =∑
k
[g∗ikCnk − gikDnk] (6.52)
(λn − ωk)Cnk =∑
i
gik[Ani −Bni] (6.53)
(λn + ωk)Dnk =∑
i
g∗ik[Ani −Bni] (6.54)
From (6.51) and (6.52):
Bni = λn − ωi
λn + ωi Ani, λn ≠ −ωi (6.55)
Note that (6.55) allows us to choose Ani and Bni to be real for each n.
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Using (6.55) in (6.53) and (6.54):
Cnk = 1
λn − ωk∑i 2ωiλn + ωi gikAni, λn ≠ ωk (6.56)
Dnk = 1
λn + ωk∑i 2ωiλn + ωi g∗ikAni, λn ≠ −ωk (6.57)
Define the quantum mechanical Green’s function:
Gij(ω) =∑
k
gik g∗jk
ω − ωk (6.58)
We have the secular equation:
∑
j
2ωj
λn + ωj [Gji(λn) +Gij(−λn)]Anj = (λn − ωi)Ani (6.59)
Equivalently,
∑
j
2ωj
λn − ωj [Gij(λn) +Gji(−λn)]Bnj = (λn + ωi)Bni (6.60)
There is an apparent symmetry in (6.59) and (6.60); when the sign of λn is
flipped, the role of Ani and Bni is interchanged. Further inspection of (6.53)
and (6.54) gives the following mapping:
λn ⇄ −λn⇔ Ani ⇄ Bni, Cnk ⇄D∗nk, Dnk ⇄ C∗nk (6.61)
Hence, the spectrum of the dressed operators is symmetric about 0. This is
drastically different from the rotating wave case [66]. The physical meaning
of (6.61) is best understood with the definition in (6.47). Consider the dressed
creation operator corresponding to (6.47):
dˆn =∑
i
A∗nibˆi +∑
i
B∗nibˆi +∑
k
C∗nk aˆk +∑
k
D∗nk aˆk (6.62)
This creation operator associated with the frequency (energy) λn is equivalent
to the annihilation operator associated with the frequency (energy) −λn.
In the discrete case, numerical solution of (6.59) and (6.60) gives the fre-
quencies (energies) of the dressed operators, as well as the eigenvectors An.
However, due to the peculiarity of the Bogoliubov transform, we must nor-
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malize the eigenvectors separately. To this end, plugging (6.55-6.57) into
(6.49) gives:
∑
ij
Ani
λn + ωi2ωi [δij(λn + λn′) + 2ωjFij] A
∗
n′j
λn′ + ωj = δnn′ (6.63)
Here, we have grouped the following terms into Fij:
Fij(λn, λn′) =∑
k
[ gik g∗jk(λn − ωk)(λn′ − ωk) − g∗ik gjk(λn + ωk)(λn′ + ωk)] (6.64)
Equation (6.64) will be important for normalization in the continuum limit.
Having established the relevant equations in the discrete case, we move on
to the continuum limit. The complication from the counter-rotating wave
interaction requires extra caution. Details are given in Section 6.4.1.
The secular equation of (6.59) becomes:
∑
j
2ωj
λ + ωj [∆ji(λ) +∆ij(−λ) +Z(λ)Γji(λ)]Aj(λ) = (λ − ωi)Ai(λ) (6.65)
This can be written as an N ×N matrix equation:
[∆¯(λ) +Z(λ)Γ¯(λ)] ⋅ D¯(λ) ⋅A(λ) = 0 (6.66)
where the matrices are:
∆¯ij(λ) = ∆ji(λ) +∆ij(−λ) − λ2 − ω2j
2ωj
δij (6.67)
Γ¯ij(λ) = Γji(λ) (6.68)
D¯ij(λ) = 2ωj
λ + ωj δij (6.69)
For positive λ, D¯ is a non-singular diagonal matrix. Hence, the solution of
(6.66) is equivalent to:
Secular equation
det [∆¯(λ) +Z(λ)Γ¯(λ)] = 0 (6.70)
Since Gij(ω) is Hermitian, at each λ, there are N real solutions of Z(λ),
corresponding to N linearly independent eigenvectors A(λ).
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Through the relation between the decay rate and the electromagnetic
dyadic Green’s function, (6.70) is, in principle, solvable semi-analytically
for any number of atoms.
Restricting to the simple case of N = 2, we have a quadratic equation in
Z(λ):
Z2det [Γ¯] +Zdet [Γ¯] tr [Γ¯−1 ∆¯] + det [∆¯] = 0 (6.71)
The following relation must be satisfied to ensure the reality of Z:
4 det [Γ¯−1∆¯] < (tr [Γ¯−1∆¯])2 (6.72)
The implication of (6.72) is that when the coupling is too strong, the Bogoli-
ubov transformation formalism breaks down. We can no longer describe the
system as a set of non-interacting Harmonic oscillators.
Once again, the semi-analytical solution of (6.70) does not produce the
correctly normalized eigenvectors A(λ). This must be done separately by
considering the continuum limit of (6.64). The details of this normaliza-
tion are given in Section 6.4.2. The result is that we must normalize each
eigenvector of (6.70) according to:
A(λ) N¯ (λ)A(λ) = 1 (6.73)
Here, the normalization matrix N¯ (λ) has size N ×N with elements given by:
Normalization
N¯ ij(λ) = 4ωiωj(λ + ωi)(λ + ωj) [pi2 +Z2(λ) − ∂λ∆ij(−λ)] (6.74)
With these solutions, the operator dynamics is fully solved in terms of the
classical dyadic Green’s function. Note that once the dyadic Green’s function
is known, the solution depends on matrices of size N × N , which are easy
to handle computationally. The computational load of this procedure rests
entirely on obtaining the classical dyadic Green’s function over the frequency
range of interest.
Using the general solution for a quadratic Hamiltonian given in Section
5.4.3, the time evolution within the atoms’ subspace depends on the following
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N ×N time evolution matrices:
T¯
−−(t) = ∫ dλ A¯(λ) e−iλt A¯(λ) − ∫ dλ B¯T(λ) eiλt B¯∗(λ) (6.75)
T¯
+−(t) = ∫ dλ A¯(λ) e−iλt B¯(λ) − ∫ dλ B¯T(λ) eiλt A¯∗(λ) (6.76)
With these computed from the dyadic Green’s function, correlation functions
between the original atomic operators can be studied. The evaluation of these
correlation functions will require the aid of Wick contraction [9, 10].
6.4.1 Green’s function
In this subsection we establish the relationship between the quantum me-
chanical Green’s function of (6.58) and the electromagnetic Green’s function
for the case involving the counter rotating wave interactions. Recall that
Gij(ω) =∑
k
gik g∗jk
ω − ωk (6.77)
Note that:
Gij(ω) = G∗ji(ω) (6.78)
When the continuum limit is taken, we have the following relation:
∑
k
gik g
∗
jk →∑
s
∫ dω ρs(ω) gi,s(ω)g∗j,s(ω) (6.79)
Here, s addresses the degenerate electromagnetic modes at frequency ω. The
problem of degeneracy in the electromagnetic modes is a realistic one for
waveguide QED. It is easily addressed using the scattering free channels
following the discussion in [66, 67]. We disregard this complication for the
moment. The change in (6.79) is accompanied by a shift from discrete to
continuous spectrum in λn, which we will simply label by λ in what follows.
As such, the following singularity extraction is performed:
1
λn − ωk → P.V. 1λ − ω +Z(λ) δ(λ − ω) (6.80)
1
λn + ωk → P.V. 1λ + ω +Z(−λ) δ(λ + ω) (6.81)
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The motivation for extracting Z(±λ) is to satisfy (6.59) or (6.60) in the
continuum limit. Define the following quantities:
Γij(ω) = ∫ dν ρ(ν)gi(ν)g∗j (ν)δ(ω − ν) (6.82)
∆ij(ω) = ∫ dν ρ(ν)P.V.gi(ν) g∗j (ν)ω − ν = piH[Γij](ω) (6.83)
Here, H[f](ω) denotes the Hilbert transform of f(ω). Note that, while
Γij(ω) is zero for ω < 0, ∆ij(ω) is not necessarily vanishing for negative
argument. With these considerations, the continuum limit of the quantum
mechanical Green’s function in (6.77) for positive λ is:
Gij(λ) = ∆ij(λ) +Z(λ)Γij(λ) (6.84)
Gij(−λ) = ∆ij(−λ) (6.85)
6.4.2 Normalization of dressed state operators
In this subsection we consider the details in normalizing the dressed states
according to (6.74). Take the continuum limit of (6.64). Again considering
positive λ and λ′, we are guided by (6.80). First, consider the simpler problem
of treating:
1
λn + ωk 1λn′ + ωk → ( 1λ + ω − 1λ′ + ω) × [P.V. 1λ′ − λ − δ(λ − λ′)∂λ 1λ + ω ]
(6.86)
Here, (6.80) is used only once. For the other term in (6.64), we have:
1
λn − ωk 1λn′ − ωk → [P.V. 1λ′ − ω +Z(λ′)δ(λ′ − ω)]× [P.V. 1
λ − ω +Z(λ)δ(λ − ω)] (6.87)
Next we make use of the Poincare´ identity:
P.V.
1
λ − ωP.V. 1λ′ − ω = P.V. 1λ − λ′ [P.V. 1λ′ − ω −P.V. 1λ − ω ]+ pi2 δ(λ − ω) δ(λ − λ′) (6.88)
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Note that the singularity treatments in (6.86) and (6.87) are entirely dif-
ferent. Employing the definition of radiative shift and decay rates in (6.83)
and (6.82), the continuum limit of (6.64) is:
Fij(λ,λ′) = δ(λ − λ′) [pi2 +Z2(λ) − ∂λ ∆ji(−λ)]+P.V. 1
λ − λ′ [∆ij(λ′) +∆ji(−λ′) +Z(λ′)Γij(λ′) −∆ij(λ) −∆ij(λ) −Z(λ)Γij(λ)]
(6.89)
The term proportional to δ(λ−λ′) gives the normalization condition when
used in (6.49). The condition can be written in matrix form as:
A(λ) N¯ (λ)A(λ) = 1 (6.90)
Here, the normalization matrix N¯ (λ) has size N ×N with elements given by:
N¯ ij(λ) = 4ωiωj(λ + ωi)(λ + ωj) [pi2 +Z2(λ) − ∂λ∆ij(−λ)] (6.91)
Normalization with (6.90) should be performed for the N eigenvectors inde-
pendently.
Meanwhile, the terms not involving δ(λ − λ′) must vanish.
∑
i
Ai(λ)A∗i (λ′) 2ωi(λ + λ′)(λ + ω)(λ′ + ω) +∑i,j Ai(λ)A∗j (λ′) 4ωiωj(λ + ωi)(λ′ + ωj) P.V. 1λ − λ′× [∆ij(λ′) +∆ji(−λ′) +Z(λ′)Γij(λ′) −∆ij(λ) −∆ij(λ) −Z(λ)Γij(λ)] = 0
(6.92)
Use of the secular equation in the continuum limit, (6.65), readily estab-
lishes the cancellation of the first and second summations in (6.92). Hence,
(6.90) and (6.91), with Z(λ) given by the eigenvalues found in (6.70), ac-
complishes the correct normalization of the eigenvectors of (6.70).
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6.5 Higher order correlation functions under full dipole
coupling
In this section we present some numerical results using the formulation of
6.4. Consider two atoms situated inside a cavity resonator array (CRA). The
atoms are not directly coupled, but each is coupled to the CRA continuum
through the dipole interaction. Define the following quantities of interest:
ρij(t) = ⟨bˆi bˆj⟩(t) (6.93)
Here, i, j are the atomic indices, which can take the value of 1 or 2, repre-
senting the two atoms, respectively. Obviously, the following condition holds
for ρij.
ρij(t) = ρ∗ji(t) (6.94)
Note also that the diagonal elements of ρ are the expectation value of the
number operators:
ρii(t) = ⟨nˆi⟩(t) (6.95)
For higher order correlation, we are in general interested in expectation values
of balanced products of creation and annihilation operators. For second order
correlation functions, the most general balanced product is:
⟨bˆi bˆj bˆj bˆi⟩(t) = ⟨bˆi bˆibˆj bˆj⟩(t) − δij⟨bˆi bˆj⟩(t) = ⟨nˆinˆj⟩(t) − δij ρij(t) (6.96)
Here, we have used the following commutation relation:
[bˆj bˆj, bˆi] = −δij bˆj (6.97)
Hence, a full knowledge of ρij(t) and ⟨nˆinˆj⟩(t) completely characterizes the
balanced operator products up to second order. In what follows we present
the time evolution of these quantities for various initial states of the atoms.
As discussed above, increasing the number of atoms is quite simple in our
formulation. However, we restrict to two atoms here to avoid complicating
the interpretation of the results.
Consider first the initial state with a single atomic excitation:
∣1,0⟩ = bˆ1∣0⟩ (6.98)
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Figure 6.16: Spontaneous emission of one atom in the presence of another
unexcited atom in the weak coupling regime (g = 0.01). The RWA and full dipole
predictions are very close.
Due to coupling to the CRA continuum, we expect to see a spontaneous
decay of the excited atom, while the other atom is partially excited from
a possibility of picking up the excitation. For a tight-binding CRA, the
atoms ultimately excites the two bound states and the excitation probability
persists in those states, manifesting in a long time oscillatory behavior.
The time evolution is depicted in Figure 6.16 for weak coupling, g = 0.01
and Figure 6.17 for stronger coupling, g = 0.04. Both cases, however, are
still within the weak coupling regime. Energies and coupling factors are
normalized to the atomic excitation energy. In this scale, the CRA continuum
spans the energy spectrum from 0 to 2.
Next consider the Bell state as an initial state:
∣1/√2,1/√2⟩ = 1√
2
(∣1,0⟩ + ∣0,1⟩) (6.99)
In Figure 6.18 and 6.19, the first order time evolution for this Bell state is
given for the cases when both atoms are equally coupled (6.18) to the CRA,
and when one atom has a stronger coupling (6.19) to the CRA at various
coupling strength. Note that the correlation between the two atoms, i.e.
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Figure 6.17: Spontaneous emission of one atom in the presence of another
unexcited atom when the coupling factor is stronger (g = 0.04). The RWA and
full dipole predictions are qualitatively the same, but differ significantly.
ρ12(t), is dominated completely by the faster decaying atom. This correlation
captures the entanglement of the two atoms, or their coherence. Hence,
decoherence of multiple atoms is dominated by the atom with the strongest
coupling to the environment.
Notice that for first order correlation functions, there is not much differ-
ence between the RWA and full dipole predictions. Indeed, the noticeable
difference mainly arise in the behavior of the bound states. For open elec-
tromagnetic systems where the density of states does not support any bound
states, the RWA is a very good approximation. Our model agrees with the
literature on this point.
Next we consider the higher order correlation functions. Turn back to the
initial state of (6.98). In Figure 6.20 and 6.21 the second order correlation
functions are plotted for resonant and non-resonant cases. Now there is con-
siderable qualitative difference between the RWA and full dipole predictions.
The term ⟨n21⟩(t) differs significantly from 1 in the full dipole prediction.
There is no longer conservation of total excitation number, as the non-zero
values for the co-excitation probability ⟨n1n2⟩(t) reveal. The difference be-
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Figure 6.18: Time evolution of a Bell state of two atoms equally coupled to the
CRA continuum.
Figure 6.19: Time evolution of a Bell state of two atoms when one atom couples
strongly to the CRA continuum, while the other couples weakly.
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Figure 6.20: Second order correlation functions for the spontaneous emission of
the state (6.98) when the atoms are degenerate (resonant).
tween RWA and full dipole predictions is even more drastic when the atoms
are off-resonant (Figure 6.21).
In Figure 6.22 and 6.23, the same comparison is given for the initial state
with two atomic excitation:
∣2,0⟩ = 1√
2
bˆ1bˆ

1∣0⟩ (6.100)
The results are qualitatively the same. However, note that RWA and full
dipole predictions for ⟨n21⟩(t) are closer. In the limit of large photon number
(semi-classical case), we expect there to be no noticeable difference between
the RWA and full-dipole predictions.
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Figure 6.21: Second order correlation functions for the spontaneous emission of
the state (6.98) when the atoms are non-degenerate (off-resonant).
Figure 6.22: Second order correlation functions for the spontaneous emission of
the state (6.100) when the atoms are degenerate (resonant).
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Figure 6.23: Second order correlation functions for the spontaneous emission of
the state (6.98) when the atoms are non-degenerate (off-resonant).
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CHAPTER 7
CONCLUSION
In this thesis we derived the dipole Hamiltonian in (4.101) governing the
atom-field-matter system from first principles. The derivation is carried out
in an arbitrary gauge condition and shown to be identical to the popular
Coulomb gauge.
Quantum Maxwell equations governing the atom-field-matter system are
then derived from the Hamiltonian in their differential and integral forms.
The integral equations provide a starting point to the solutions of the quan-
tum Maxwell equations using classical computational electromagnetics.
The dipole Hamiltonian is then rewritten into a quadratic form by mode
decomposition. The dressed state approach is introduced for the solution
of the special and general quadratic Hamiltonians. A generalized multi-
mode Bogoliubov transform formalism is developed for solving the general
quadratic Hamiltonian of (5.15).
Then, the atom-field part of the dipole Hamiltonian is considered as a
quadratic Hamiltonian. A semi-analytical approach for its solution is devel-
oped using the dressed state approach and requiring only the classical dyadic
Green’s function of the electromagnetic environment as input.
As opposed to the direct diagonalization of the Hamiltonian, which requires
knowledge of all the electromagnetic modes of the system, this semi-analytical
approach reduces the size of the computational problem tremendously. The
matrices in (6.36), (6.37), (6.70) and (6.74) have dimension equal to the
number of atoms. The computational cost is completely tied to obtaining
the dyadic Green’s function at the positions of the atoms over a wide range of
frequencies. As such, broadband calculations of the dyadic Green’s function
will be especially useful alongside this approach.
The formalism is validated against direct diagonalization using the exam-
ples of cavity resonator array and rectangular waveguides. In both systems,
the peculiar density of states profile resulted in the existence of atom-photon
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bound states. These states and their effects on the time evolution of the sys-
tem were studied. Within the rotating wave approximation, the formulation
presented here is a general and simple tool to model multi-atom interactions.
Novel or useful collective behavior might be discovered when capitalizing on
the local density of states of a variety of electromagnetic structures. Exten-
sive numerical modeling using a number of typical electromagnetic structures
is the immediate future work following this thesis. For two-level atoms the
formulation is applicable only in the single excitation subspace. This is a
regrettable shortcoming of this thesis. Generalization of the formulation be-
yond single excitation is possible, though not trivial. Due to the scaling of the
underlying Hilbert spaces, the dressed state approach may not be the most
suitable in the multi-excitation scenario. Furthermore, the classical dyadic
Green’s function will not appear in as elegant a form. This generalization
is a major part of the future work. However, exact solutions such as those
pursued in this thesis may be of very limited use for multi-excitation cases.
In the more elaborate scheme of full dipole coupling, a one-dimensional cav-
ity resonator array with two resident atoms is studied. A comparison between
different coupling regimes confirms that for weak coupling, the cooperative
behavior of the atoms do not stray far away from the rotating wave approx-
imation. This is in line with the existing literature. For strong coupling
and off-resonant cases, however, there is a considerable mismatch between
the full dipole model and the rotating wave approximation. Furthermore,
when higher order correlation functions between the atomic operators are
considered, the full dipole model gives predictions drastically different from
those of the rotating wave approximation. The semi-analytical formulation
dealing with the full dipole coupling, as well as the numerical tools for Bo-
goliubov transformation given in Chapter 5, provides a versatile framework
to study atom-photon interactions in the waveguide QED setting. Although
the formulation is general enough to use Green’s functions, it is also appli-
cable when the system is abstracted as a collection of atoms coupled to a
number of electromagnetic continua.
As such, our original goal of providing a pathway of utilizing computational
electromagnetics in cavity and waveguide QED is accomplished. With the
detailed derivations provided in this thesis, we hope that the computational
electromagnetics community can find an accessible introduction to the body
of knowledge required to enter the field of cavity and waveguide QED.
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Although the dressed state approach is computationally cheap, for someone
with a classical electromagnetics background it may still be too indirect of
a solution to the cavity and waveguide QED systems. More direct use of
computational electromagnetics can be pursued starting from the quantum
integral equations of (4.118 - 4.119). An exact solution such as that offered
by the dressed state approach may be unnecessary in many applications.
Iterative solutions can be pursued that more closely resemble the methods
of classical computational electromagnetics.
We took much trouble to include the matter part in the initial dipole
Hamiltonian, yet the dressed state approach is applied only to the lossless
atom-field system. In Chapter 5 it is shown that in principle the dressed
state approach can also handle the matter degrees of freedom. However, in
practice, incorporating the matter part into the formalism of Chapter 6 is
extremely difficult. We were unable to do this satisfactorily in this thesis.
A careful analysis starting from one-dimensional atom-field-matter systems
can be pursued as part of the future work. The ultimate goal is allowing the
use of the lossy classical dyadic Green’s function in the cavity and waveguide
QED calculations. Again, it may be that the exact solution is not the best
route to accomplish this task.
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APPENDIX A
LAGRANGIAN AND HAMILTONIAN
MECHANICS
A.1 Basic analytical mechanics
In this section we review the basics of Lagrangian and Hamiltonian mechanics
with some examples highly relevant to the Maxwell-Lorentz system.
Formalisms for writing Lagrangian and Hamiltonian densities from simply
observing a coupled set of equations are developed. The important prob-
lem of equivalent Hamiltonians, as used in the minimal coupling or dipole
representations, is addressed without explicit reference to the equivalent La-
grangians. This formalism can be applied to skip the largely ceremonial
procedure of writing a Hamiltonian for a complex coupled system such as
the atom-field-matter system studied in this thesis.
To the best of our knowledge, the formalism presented here, which is based
on the idea of local gauge invariance [13], has not been applied to the atom-
field-matter system in the literature.
A.1.1 Lagrangian formulation
Consider a particle with mass m, whose coordinate we label with x. The
particle is located in a potential V (x). The Lagrangian is defined to be the
difference between the kinetic and potential energy of the particle [84].
LP(x˙, x) = m
2
x˙2 − V (x) (A.1)
The action is defined to be the time integral of the Lagrangian.
SP = ∫ tf
ti
dtLP(x˙, x) (A.2)
Here, ti and tf are the initial and final times of evolution, at which points
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we assume x˙ and x, or the whole state of the system, to be known [3,84]. The
principle of least action states that the trajectory of the particle is decided
so as to make the action stationary. Mathematically, we require δS = 0
under independent variations of x˙ and x. This produces the Euler-Lagrange
equation.1
d
dt
∂LP
∂x˙
− ∂LP
∂x
= 0 (A.3)
This produces Newton’s second law for the particle.
mx¨ + ∂x V (x) = 0 (A.4)
As such we conclude our discussion of the Lagrangian mechanics of a single
particle. Consider now a collection of such non-interacting particles located
in space with a mass density of ρ(r). We label the displacement of each
particle, about their equilibrium positions, along some direction as X(r, t).
A homogeneous restoring force acts on the particles, arising from a bounding
potential V (X). We call X(r, t) a field. However, it is a very simple field
whose Lagrangian is simply the amalgamation of particle Lagrangians.
LF [X˙,X] = 1
2 ∫V dr [X˙ρ(r)X˙ − V (X)] = ∫V drLF(X˙,X; r) (A.5)
The Lagrangian is now a functional of X˙(r, t) and X(r, t) and a global
quantity. The local quantity is the Lagrangian density. The Euler-Lagrange
equation, stemming from the same principle of least action, is now written
in terms of functional derivatives. Yet, for this simple field the functional
derivatives on the Lagrangian always reduce to partial derivatives on the
Lagrangian density [84].
d
dt
δ LF
δ X˙
− δ LF
δX
= 0 Ô⇒ d
dt
∂LF
∂X˙
− ∂LF
∂X
= 0 (A.6)
The Euler-Lagrange equation produces a Newton’s second law at each
position r.
ρ(r) X¨(r, t) + ∂X V (X) = 0 (A.7)
This simple type of field is rather uninteresting. We consider next another
1It is very important to stress that the time derivative in (A.3) is a total time derivative.
The importance of this will be illustrated in Section A.2.
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scalar field, ψ(r, t), featuring nearest neighbor coupling. The potential energy
arises from the distortion of ψ(r, t) in space. It has a Lagrangian density of:
LF(ψ˙,∇ψ; r) = 1
2
ψ˙ χ(r) ψ˙ − 1
2
(∇ψ) ⋅ κ¯(r) ⋅ ∇ψ (A.8)
Here, χ(r) and κ¯(r) are the mass density and stiffness matrix associated
with the field ψ. The stiffness matrix κ¯ must be a symmetric matrix. This
Lagrangian density depends on the spatial derivatives, ∇ψ. We can no longer
reduce the functional derivatives to partial derivatives in this case. Further-
more, the Lagrangian density is not unique.
−1
2 ∫V dr (∇ψ) ⋅ κ¯ ⋅ ∇ψ = −12 ∫σ dA nˆ ⋅ (κ¯ ⋅ ∇ψ)ψ + 12 ∫V drψ∇ ⋅ κ¯ ⋅ ∇ψ (A.9)
If boundary conditions are fixed on ψ such that the surface term vanishes,
then an equivalent Lagrangian density is:
L′F(ψ˙, ψ; r) = 12 ψ˙ χ(r) ψ˙ − 12 ψO(κ¯)ψ (A.10)
Note that the self-adjoint boundary conditions of O(κ¯) = −∇ ⋅ κ¯ ⋅ ∇ are
exactly the same boundary conditions that would make the surface term in
(A.9) vanish [70]. Hence, as long as we require O(κ¯) to be truly self-adjoint,
or Hermitian, the Lagrangian densities in (A.8) and (A.10) are equivalent.
Using the Hermitian property of O(κ¯), the functional derivative in the
Euler-Lagrange equation is greatly simplified. The resulting equation of mo-
tion is: O(κ¯)ψ + χ(r)ψ¨ = 0 (A.11)
This is a wave equation. The field ψ more closely resembles the Maxwellian
fields we wish to study. Operationally, the Lagrangian density of (A.10) can
be written directly based on an equation of motion for the field ψ. This
observation will be helpful when studying the Lagrangian of electromagnetic
potentials.
Next we consider the coupling between the fieldX and the field ψ. This will
be the basis of our model of material response in Section 2.3. We also hope to
establish a short cut between coupled equations of motion and Lagrangian
densities, in which one is able to write a Lagrangian density directly by
observing the equations of motion.
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Coupling is introduced in the Lagrangian formulation through an interac-
tion Lagrangian. If the coupling does not involve spatial derivatives of the
fields, we can use an Lagrangian density instead.
LTotal = LX(X˙,X; r) +Lψ(ψ˙, ψ; r) +LI(X˙,X; ψ˙, ψ) (A.12)
The coupled Euler-Lagrange equations produced are:
ρ X¨ + ∂X V = − d
dt
∂LI
∂X˙
+ ∂LI
∂X
(A.13)
χ ψ¨ +O(κ¯)ψ = − d
dt
∂LI
∂ψ˙
+ ∂LI
∂ψ
(A.14)
We distinguish between two types of coupling. First, the displacement
field X acts as a source for ψ. A simple choice is to set:
L(I)I (X,ψ) = αX ψ (A.15)
The coupled equations of motion are:
ρ X¨ + ∂X V = αψ (A.16)
χ ψ¨ +O(κ¯)ψ = αX (A.17)
We call this type-I coupling. It will be shown that the charge-scalar potential
coupling is of the type-I form.
The more interesting case involves coupling through the velocities. The
time derivative of the displacement field X represents a current, which radi-
ates into a field ψ.
L(II)I (ψ˙, ψ; X˙,X) = β ψ˙X + (α + β)ψ X˙ = αψX˙ + β d
dt
(ψX) (A.18)
The coupled equations of motion are:
ρ X¨ + ∂X V = −α ψ˙ (A.19)
χ ψ¨ +O(κ¯)ψ = αX˙ (A.20)
The choice of β is arbitrary, and may seem redundant in (A.18). This
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arbitrariness comes from the principle of least action. With fixed end points
in time, adding a total time derivative of some function involving the fields
and velocities does not affect the variations of the action [3]. In other words,
all Lagrangian densities related by the total time derivative of some function
are equivalent.
LTotal(X˙,X; ψ˙, ψ; r)⇔ LTotal(X˙,X; ψ˙, ψ; r) + d
dt
F(X˙,X; ψ˙, ψ,∇ψ) (A.21)
Operationally, our discussions up to now allow us to write a Lagrangian
density given a set of coupled equations of motion for simple fields and wave-
fields. The Lagrangian density thus obtained is not unique.
As a demonstration of the power of our formalism, we write the Lagrangian
density of the matter-field system governed by (2.120-2.124). First, recognize
that the transverse equations (2.120-2.121) and the longitudinal equations
(2.122-2.124) are fully decoupled. Hence, we can write two independent
Lagrangian densities, L⊥ and L∥.
For the transverse dynamics, we recognize the coupling as type-II. Iden-
tifying A⊥ with ψ and P⊥ with X, we can write an interaction Lagrangian
density: LI,⊥ = αA⊥ ⋅ P˙⊥ (A.22)
Note that, A⊥ ⋅ P˙⊥ has the unit of action; therefore, α must be dimensionless.
We choose to set it as 1. From (2.121) and (A.19), we can easily identify the
mass term forA⊥ and P⊥ as µ−10 c−2 = 0 and ω−2p −10 , respectively. Therefore,
the transverse Lagrangian density is:
L⊥(r, t) = 1
2ω2p0
P˙⊥ ⋅ P˙⊥ − ω20
2ω2p0
P⊥ ⋅P⊥ +A⊥ ⋅ P˙⊥
+ 0
2
A˙⊥ ⋅ A˙⊥ − 1
2µ0
A⊥ ⋅ T¯ (1) ⋅A⊥ (A.23)
As for the longitudinal dynamics, we observe that while the coupling be-
tween A∥ and P∥ is type-II, that between ∇ ⋅P∥ = −ρ and Φ is type-I. Hence,
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performing the same exercise of fixing masses and signs, we have:
L∥(r, t) = 1
2ω2p0
P˙∥ ⋅ P˙∥ − ω20
2ω2p0
P∥ ⋅P∥ +A∥ ⋅ P˙∥
+ 0
2
A˙∥ ⋅ A˙∥ − 1
2µ0
A∥ ⋅ L¯(1, χ) ⋅A∥
− 0
2c2
Φ˙χ Φ˙ + 0
2
ΦS(1)Φ +Φ∇ ⋅P∥ (A.24)
Note that our simple formalism is able to faithfully reproduce the peculiar
sign of the scalar potential contribution.
A.1.2 Hamiltonian formulation
In the Hamiltonian formulation the velocities disappear. Instead we talk
of conjugate momenta [84]. Skipping the single particle case, the momenta
conjugate to a field, which in the jargon of Hamiltonian mechanics is termed
a generalized coordinate, is defined to be:
Π(r, t) = δLTotal
δψ˙
(A.25)
P (r, t) = δLTotal
δX˙
(A.26)
This definition still involves the Lagrangian. The Hamiltonian density is then
defined through a Legendre transform involving all the fields [84]:
HTotal(Π, ψ;P,X; r) = Π ψ˙ + P X˙ −LTotal(ψ˙, ψ; X˙,X; r) (A.27)
Using this definition, and the Euler-Lagrange equations, we can easily show
that the following quantity is conserved.
d
dt
HTotal = d
dt ∫V drHTotal(Π, ψ;P,X; r) = 0 (A.28)
This quantity corresponds to the total energy of the coupled system of
two fields. Note that we have only considered Lagrangian and Hamiltonians
which does not depend explicitly on time. For such systems the energy is
not conserved and the Hamiltonian may differ from the total energy.
The relation between the Hamiltonian and action can be obtained through
148
(A.27). Again, the integral relation to the action means there is some arbi-
trariness for selecting the Hamiltonian as well.
STotal = ∫ tf
ti
dt∫
V
dr [Π ψ˙ + P X˙ −HTotal(Π, ψ;P,X; r)] (A.29)
Requiring the action to be stationary under variations of the momenta and
coordinations produces the equations of motion in the Hamiltonian formula-
tion.
δSTotal
δΠ
= 0 Ô⇒ d
dt
ψ = ∂HTotal
∂Π
(A.30)
δSTotal
δψ
= 0 Ô⇒ d
dt
Π = −∂HTotal
δψ
(A.31)
In deriving (A.31), we performed an integration by parts in (A.29) to move
the time derivative from ψ onto Π, hence the minus sign. Equations (A.30)
and (A.31) are the Hamilton equations. There is a corresponding set of
equations for P and X.
The analogy of Newton’s second law in the Hamiltonian formulation is
(A.31). Let us use this to investigate the physical meaning of Π, the conjugate
momentum. Consider first the case of type (1) coupling in (A.12).
LTotal = LX +Lψ + αX ψ (A.32)
We find:
Π = χ ψ˙ P = ρX˙ (A.33)
HTotal = 1
2
Πχ−1Π + 1
2
ψO(κ¯)ψ + 1
2
Pρ−1P + 1
2
V (X) − αXψ (A.34)
Hence, for type-I coupling, the conjugate momenta coincide with the kine-
matic momenta, i.e. the inertial momentum appearing in Newton’s second
law. The coupling term shows up in the total energy as a potential energy
seen by both fields.
Next, consider type-II coupling.
LTotal = LX +Lψ + αψ X˙ + β d
dt
(ψX) (A.35)
We find:
Π = χ ψ˙ + βX P = ρX˙ + (α + β)ψ (A.36)
149
HTotal = [Π − βX]2
2χ
+ 1
2
ψO(κ¯)ψ + [P − (α + β)ψ]2
2ρ
+ V (X) (A.37)
Interestingly, type-II coupling modifies the conjugate momenta, and is re-
flected in the Hamiltonian through the kinetic energy term. Looking now at
the Hamilton equations:
d
dt
Π = d
dt
(χψ˙ + βX) = −O(κ¯)ψ (A.38)
d
dt
P = d
dt
(ρX˙ + (α + β)ψ) = −∂XV (X) (A.39)
Comparing these with the equations of motion (A.19) and (A.20), we see
that the conjugate momentum is the quantity evolving under the influence
of internal forces, i.e. forces that only depend on the coordinate itself. The
kinematic momentum, on the other hand, is the one evolving under the
influence of all forces, internal and external alike. Selecting either β = 0 or
β = −α, we find two equivalent Hamiltonians.
HTotal = 1
2
Πχ−1Π + 1
2
ψO(κ¯)ψ + [P − αψ]2
2ρ
+ V (X) (A.40)
H′Total = [Π + αX]22χ + 12ψO(κ¯)ψ + 12Pρ−1P + V (X) (A.41)
These Hamiltonians are equivalent due to (A.29). We see that modifying
the conjugate momentum of either field produces the same coupling. This
reflects the sense of relative shift of velocities. Most importantly, for a sys-
tem under type-II coupling, the total energy remains the sum of kinetic and
potential energies of the constituent fields. We can write the equations of
motion for the system simply by modifying the kinetic energy term of the
fields. This principle is called local gauge invariance. Here, we see that it is
an alternative statement of the principle of least action [13].
At this point, given a set of equations of motion in the form of (A.16-A.17)
or (A.19-A.20), we have a recipe of writing down the Hamiltonian densities
of the coupled system.
Again we take the matter-field system of (2.120-2.124) as an example. The
type-II transverse coupling produces a very simple Hamiltonian composed of
the sum of kinetic and potential energies of the matter polarization and vector
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potential.
H⊥(r, t) = 1
2ω2p0
P˙⊥ ⋅ P˙⊥ + ω20
2ω2p0
P⊥ ⋅P⊥
+ 0
2
A˙⊥ ⋅ A˙⊥ + 1
2µ0
A⊥ ⋅ T¯ (1) ⋅A⊥ (A.42)
To write this in terms of conjugate momenta, we have two equivalent
choices.
Π⊥ = A˙⊥, V⊥ = 1
ω2p0
P˙⊥ +A⊥ (A.43)
Π⊥ = A˙⊥ −P⊥, V⊥ = 1
ω2p0
P˙⊥ (A.44)
Here we have demonstrated the switching between equivalent Hamiltonians
in the classical setting. The quantum mechanical counterpart is studied
in Section 4.2 using unitary transformations. It will be shown in Section
4.2.4 that these two choices correspond to the minimal coupling and dipole
representation, respectively, making this recipe essential for our discussion of
cavity and waveguide QED problems.
For the longitudinal part, we have similarly:
H∥(r, t) = 1
2ω2p0
P˙∥ ⋅ P˙∥ + ω20
2ω2p0
P∥ ⋅P∥
+ 0
2
A˙∥ ⋅ A˙∥ + 1
2µ0
A∥ ⋅ L¯(1, χ) ⋅A∥
− 0
2c2
Φ˙χ Φ˙ − 0
2
ΦS(1)Φ −Φ∇ ⋅P∥ (A.45)
The type-II coupling between polarization and vector potential again pro-
duces two choices for the conjugate momenta, analogous to (A.43-A.44).
However, the type-I coupling between polarization charge and scalar poten-
tial does not allow such freedom. Instead, we find:
ΠS = −0c−2χ Φ˙ (A.46)
Note that the choice of χ = 0, which corresponds to the Coulomb gauge, does
not produce a meaningful conjugate momentum for the scalar potential. We
will investigate these details in the following section, and address the peculiar
sign of the scalar potential.
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A.2 Lagrangian mechanics of sources and potentials
In this section we discuss the standard Lagrangian of a system of charges
and electromagnetic fields. This topic is very well known [3,13]. There is no
new material in Section A.2 and we include it only to facilitate the discussion
in Sections A.3 and A.4, which, to the best of our knowledge, has not been
presented in the literature.
The Lagrangian for a collection of mutually non-interacting particles is:
Standard particle Lagrangian
LP =∑
i
mi r˙2i
2
− Vi(ri) (A.47)
Here, ri(t) represents the position of the i-th particle at time t.
The non-interacting particles assumption will greatly simplify much of the
following discussions. In the realm of cavity and waveguide QED, this is
equivalent to the assumption that we start with a set of independent atoms
or artificial atoms, which only interact through the field or heat bath.
The free electromagnetic Lagrangian, generalized to take into account the
constitutive relations of (2.5) and (2.6), is:2
Standard Lagrangian of electromagnetic fields
LF = 0
2 ∫V dr (E ⋅ ¯ ⋅E − c2B ⋅ µ¯−1 ⋅B) (A.48)
The justification for this Lagrangian is that it produces the desired free
equations of motion for A and Φ, (2.13) and (2.14), respectively [3].
To couple LP and LF we need to first define the charge distribution and
currents associated with (A.47). These are:
ρ(r, t) =∑
i
qiδ(r − ri) (A.49)
J(r, t) =∑
i
qi r˙i δ(r − ri) (A.50)
An interaction Lagrangian should be linear in A, Φ, ρ and J. Its contri-
bution to the action must also be gauge independent, albeit having explicit
2The constitutive relations of (2.5) and (2.6) are not physically motivated. We include
them here to show that, in the mean field regime, some complexity of the material can be
taken into account.
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dependence on A and Φ [13]. To this end, we consider the term:
Minimal coupling interaction Lagrangian
LI(α,β) = α∫
V
dr (A ⋅ J + βΦρ) (A.51)
The change in the action under a gauge transformation is:
δS = α∫ dt ∫
V
dr (J ⋅ ∇F − βρ F˙ )
= α∫ dt ∫
V
dr (βρ˙ −∇ ⋅ J) F (r, t) (A.52)
Using the charge continuity equation of (2.8), we see that setting β = −1
assures the invariance of the action under gauge transformations. Thus we
also see the intimate relation between gauge invariance and charge conser-
vation [3]. Here, we have neglected the surface term JF as the integration
volume V is taken to be large enough to encompass all the current flow.
Now the interaction Lagrangian is narrowed down to a single parameter
α, which we fix by enforcing the Maxwell-Lorentz equations on the coupled
system.
LT =∑
i
mi r˙2i
2
− Vi(ri) + 0
2 ∫V dr (E ⋅ ¯ ⋅E − c2B ⋅ µ¯−1 ⋅B)+ α∫
V
dr (A ⋅ J −Φρ) (A.53)
The Euler-Lagrange equation for A is:
δLT
δA
= d
dt
δLT
δA˙
αJ − 0c2∇× µ¯−1 ⋅ ∇ ×A = −0 d
dt
¯ ⋅E
D˙ + αJ = ∇×H (A.54)
Hence, α = 1 in (A.51), and we reproduce Ampere’s law. We see that, from
the Lagrangian mechanics view point, the equation of motion derived from
LT is only for the transverse vector potential. The Euler-Lagrange equation
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for Φ is:
δLT
δΦ
= 0
−ρ + 0∇ ⋅ ¯ ⋅E = 0∇ ⋅D = ρ (A.55)
Gauss’ law is reproduced. However, since Φ˙ does not appear in (A.53), there
is no equation of motion for Φ [3]. This is in keeping with our discussions in
Section 2.2.
For the n-th particle the relevant terms in the total Lagrangian are:
Ln =mn r˙2n
2
− Vn(rn) + qnA(rn, t) ⋅ r˙n − qnΦ(rn, t) (A.56)
Applying the Euler-Lagrange equation on one component of rn, rn,i:
δLn
δrn,i
= d
dt
δLn
δr˙n,i−∂iVn − qn∂iΦ + qn∑
j
r˙n,j ∂iAj =mnr¨n,i + qn d
dt
Ai(rn)
−∂iVn − qn(∂iΦ + ∂tAi) + qn∑
j
(r˙n,j ∂iAj − r˙n,j ∂jAi) =mnr¨n,i (A.57)
We can easily identify the component of the electric field.3 In the summa-
tion over j, we have:
vn,j ∂iAj − vn,j∂jAi = [vn × (∇×A)]i (A.58)
In vector form, this is the Lorentz force law [3,13,69], adapted to a particle
under the influence of a external potential Vn.
mnr¨n = −∇Vn + qn E + qnvn ×B (A.59)
3We have explicitly emphasized the total time derivative on Ai(rn(t), t), which depends
on time explicitly, and implicitly through rn. Without this dependence, the magnetic
contribution to the Lorentz force would not be correct.
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A.3 Equivalent Lagrangian of potentials
Since Lagrangian mechanics can be said to stem from the principle of least
action [1], any transformation that leaves the action invariant leads to equiv-
alent formulations of the Lagrangian mechanics. The gauge transformation
is only one example of this. Consider the field Lagrangian of (A.48); the elec-
tric field contribution allows some freedom when relating to the potentials
per our discussions in Section 2.1.1.
0
2 ∫ dt∫V drE ⋅ ¯ ⋅E = 02 ∫ dt∫V dr (∇Φ + A˙) ⋅ ¯ ⋅ (∇Φ + A˙)= 0
2 ∫ dt∫V dr (∇Φ) ⋅ ¯ ⋅ (∇Φ) + 02 ∫ dt∫V dr A˙ ⋅ ¯ ⋅ A˙+ 0∫ dt∫
V
dr A˙ ⋅ ¯ ⋅ ∇Φ (A.60)
The last term can be manipulated through integration by parts to produce:
0
2 ∫ dt∫V dr Φ˙∇ ⋅ ¯ ⋅A − 02 ∫ dt∫V drA ⋅ ¯ ⋅ ∇Φ˙ (A.61)
Applying the gauge condition of (2.18), the modified Lagrangian is:
LF = 0
2 ∫V dr (∇Φ) ⋅ ¯ ⋅ (∇Φ) − 02 ∫V dr Φ˙ c−2χ Φ˙+ 0
2 ∫V dr A˙ ⋅ ¯ ⋅ A˙ + 02 ∫V dr c2 A ⋅ ¯ ⋅ ∇χ−1∇ ⋅ ¯ ⋅A− 0
2 ∫V dr c2(∇×A) ⋅ µ¯−1 ⋅ ∇ ×A (A.62)
From the modal analysis of Section (2.1.2), we know that in all cases the
transverse and longitudinal parts of A are ¯-orthogonal. Therefore, we can
further manipulate the field Lagrangian into:
LF = 0
2 ∫V dr A˙⊥ ⋅ ¯ ⋅ A˙⊥ − 02 ∫V dr c2 A⊥ ⋅ ∇ × µ¯−1 ⋅ ∇ ×A⊥+ 0
2 ∫V dr A˙∥ ⋅ ¯ ⋅ A˙∥ − 02 ∫V dr c2 A∥ ⋅ ¯ ⋅ ∇χ−1∇ ⋅ ¯ ⋅A∥− 0
2 ∫V dr Φ˙ c−2χ Φ˙ − 02 ∫V drΦ∇ ⋅ ¯ ⋅ ∇Φ (A.63)
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Using our definitions of the operators in (2.37-2.39), we have:
LF = 0
2 ∫V dr A˙⊥ ⋅ ¯ ⋅ A˙⊥ − 0c22 ∫V drA⊥ ⋅ T¯ (µ¯) ⋅A⊥+ 0
2 ∫V dr A˙∥ ⋅ ¯ ⋅ A˙∥ − 0c22 ∫V drA∥ ⋅ L¯(¯, χ) ⋅A∥− 0
2c2 ∫V dr Φ˙χ Φ˙ + 02 ∫V drΦS(¯)Φ (A.64)
Written as such, each contribution has the generic form of a field Lagrangian
discussed in Section A.1. We may define:
Separation of the Lagrangian for electromagnetic potentials
LF = L⊥ +L∥ +LS (A.65)
Here, the three separate contributions come from the transverse vector,
longitudinal vector and scalar potential, respectively. The scalar potential
contribution has an unusual sign. For ease of reference we list the individual
contributions explicitly.
Transverse vector potential Lagrangian
L⊥ = 0
2 ∫V dr A˙⊥ ⋅ ¯ ⋅ A˙⊥ − 0c22 ∫V drA⊥ ⋅ T¯ (µ¯) ⋅A⊥ (A.66)
Longitudinal vector potential Lagrangian
L∥ = 0
2 ∫V dr A˙∥ ⋅ ¯ ⋅ A˙∥ − 0c22 ∫V drA∥ ⋅ L¯(¯, χ) ⋅A∥ (A.67)
Scalar potential Lagrangian
LS = − 0
2c2 ∫V dr Φ˙χ Φ˙ + 02 ∫V drΦS(¯)Φ (A.68)
Next we consider the interaction Lagrangian of (A.51), with α = 1 and
β = −1. Due to the general decomposition of the current in (2.93-2.94), we
can easily prove the following orthogonality relations:
∫
V
drA⊥ ⋅ J∥ = −0∫
V
drA⊥ ⋅ ¯ ⋅ ∇Φ˙ = 0∫
V
dr Φ˙∇ ⋅ ¯ ⋅A⊥ = 0 (A.69)
∫
V
drA∥ ⋅ J⊥ = ∫
V
drA∥ ⋅ ∇ ×F = ∫
V
drF ⋅ ∇ ×A∥ = 0 (A.70)
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Therefore, the interaction Lagrangian of (A.51) decomposes also into trans-
verse, longitudinal and scalar contributions.
Decomposition of the interaction Lagrangian
LI = ∫
V
dr (A⊥ ⋅ J⊥ +A∥ ⋅ J∥ −Φρ) = LI,⊥ +LI,∥ +LI,S (A.71)
Once again, there is a minus sign on the scalar potential contribution. We
have arrived at these Lagrangians by deforming the standard Lagrangian of
Section A.2. However, note that the resulting Lagrangian densities were also
written directly in (A.23 - A.24) based on the equations of motion and our
recipe in Section A.1, applied to the specific case of polarization charges and
currents.
A.4 Hamiltonian of potentials and sources
Combining the Lagrangians of (A.47), (A.66-A.68) and (A.71) gives the total
Lagrangian of the potential and sources. Since the total Lagrangian density
is of the form LTotal(A⊥,∥, A˙⊥,∥; Φ, Φ˙; rn, r˙n) (A.72)
and is quadratic in each of the velocities, the conjugate momenta are:
Π⊥,∥ = 0 ¯ ⋅ A˙⊥,∥ (A.73)
ΠS = −0 c−2 χΦ˙ (A.74)
pn =mn r˙n + qn A(rn) (A.75)
The conjugate momentum of the particle is modified by the vector potential
[3]. In the Hamiltonian perspective presented in Section A.1.2, the charge-
scalar potential coupling and current-vector potential coupling are type I and
type II in nature, respectively.
Note also the negative sign on ΠS, which means the scalar potential, as a
field, has a negative inertial mass. Furthermore, recalling the definition of
the gauge condition in (2.18), we see that a choice of gauge is equivalent to
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fixing the conjugate momenta of the scalar potential.
0∇ ⋅ ¯ ⋅A∥ = ΠS (A.76)
As such, the Hamiltonian density is:
HTotal(Π⊥,∥,A⊥,∥; ΠS,Φ;pn, rn) = Π⊥,∥ ⋅ A˙⊥,∥ +ΠSΦ˙ +∑
n
pn ⋅ r˙n −LTotal (A.77)
Under an arbitrary choice of gauge, the Hamiltonian of the potentials and
sources is:
Hamiltonian
HTotal =∑
n
[pn − qn A(rn, t)]2
2mn
+ Vn(rn) +∑
n
qn Φ(rn)
+ 1
20
∫
V
drΠ⊥ ⋅ ¯−1 ⋅Π⊥ + 0c2
2 ∫V drA⊥ ⋅ T¯ (µ¯) ⋅A⊥+ 1
20
∫
V
drΠ∥ ⋅ ¯−1 ⋅Π∥ + 0c2
2 ∫V drA∥ ⋅ L¯(¯, χ) ⋅A∥− c2
20
∫
V
drΠS χ
−1 ΠS − 0
2 ∫V drΦS(¯)Φ (A.78)
Again, we stress that by identifying the current-vector potential coupling
as type-II and charge-scalar potential coupling as type-I, we can directly
write this Hamiltonian from our recipe in Section A.1.2, as done in (A.42)
and (A.45).
Plugging in χ = 0, and therefore ΠS = 0, and A∥ = 0 gives the expres-
sion under Coulomb gauge. This is the typical choice of Hamiltonian in the
literature [3, 13].
Notice that the peculiar signs of the scalar potential terms have finally
resulted in a negative energy contribution to the total Hamiltonian. Under
choices other than the Coulomb gauge, we must address this counter-intuitive
problem. Fortunately there is a remedy.
Now observe that, due to (A.76), the following cancellation takes place:
0c2
2 ∫V drA∥ ⋅ L¯(¯, χ) ⋅A∥ − c220 ∫V drΠS χ−1 ΠS = 0 (A.79)
Hence, due to the fixation of the gauge condition, the potential part of the
energy in A∥ always cancels with the kinetic part of the energy in Φ.
158
Next inspect the following terms involving the longitudinal vector potential
and scalar potentials.
∑
n
qn Φ(rn) + 1
20
∫
V
drΠ∥ ⋅ ¯−1 ⋅Π∥ − 0
2 ∫V drΦS(¯)Φ (A.80)
Recall the gauge function, F (r, t), in Section 2.1.1, which transforms be-
tween the Coulomb gauge and any arbitrary gauge. A∥ = ∇F and Φ =
ΦC − ∂tF . Using the definition of the Coulomb gauge ΦC, we turn the first
term in (A.80) into:
∑
n
qn Φ(rn) = ∫
V
dr(ΦC − F˙ )S(¯)ΦC (A.81)
The second term of (A.80) is:
1
20
∫
V
drΠ∥ ⋅ ¯−1 ⋅Π∥ = 0
2 ∫V dr (∇F˙ ) ⋅ ¯ ⋅ ∇F˙ = 02 ∫V dr F˙ S(¯)F˙ (A.82)
The third term of (A.80) is:
−0
2 ∫V drΦS(¯)Φ = −02 ∫V drΦC S(¯)ΦC − 02 ∫V dr F˙ S(¯) F˙+ 0
2
⟨ΦC,S F˙ ⟩ + 0
2
⟨F˙ ,S ΦC⟩ (A.83)
Due to the symmetric property of S(¯) proved in Section 2.1.2, we see that
(A.80) evaluates to:
0
2 ∫V drΦC S(¯)ΦC = 12∑n qn ΦC(rn) (A.84)
This is simply the Coulomb energy of the charges.
In summary, through the use of the gauge function in Section 2.1.1, we
have shown that the Hamiltonian in an arbitrary gauge is equivalent to:
HTotal =∑
n
[pn − qn A(rn, t)]2
2mn
+ Vn(rn) + 1
2
∑
n
qn ΦC(rn)
+ 1
20
∫
V
drΠ⊥ ⋅ ¯−1 ⋅Π⊥ + 0c2
2 ∫V drA⊥ ⋅ T¯ (µ¯) ⋅A⊥
The only term that is explicitly gauge dependent is the kinetic energy of
the particle. However, this term is well known to be gauge invariant [1, 9].
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APPENDIX B
SOME OPERATOR ALGEBRA
B.1 Baker-Campbell-Hausdorff formula and its
variations
The Baker-Campbell-Hausdorff formula
eAˆBˆe−Aˆ = Bˆ + [Aˆ, Bˆ]+ 1
2
[Aˆ, [Aˆ, Bˆ]]+ ⋅ ⋅ ⋅ + 1
n!
[Aˆ, [Aˆ, . . . [Aˆ, Bˆ] . . . ]]+ . . .
(B.1)
An important variation for this formula is the case when Aˆ and Bˆ commute
with their commutator.
Special case of BCH formula
If Aˆ and Bˆ are operators such that:
[Aˆ, [Aˆ, Bˆ]] = [Bˆ, [Aˆ, Bˆ]] = 0 (B.2)
then the BCH formula terminates at the second term.
eAˆBˆe−Aˆ = Bˆ + [Aˆ, Bˆ] (B.3)
We can use (B.3) to write the entangling and disentangling formula:
eAˆ eBˆ = eAˆ+Bˆ e 12 [Aˆ,Bˆ] = eBˆ+Aˆ e− 12 [Bˆ,Aˆ] = eBˆ eAˆ e[Aˆ,Bˆ] (B.4)
The various forms of (B.4) will be useful in the study of coherent and
squeezed states, as well as Bogoliubov transformations.
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Displacement operator
Let Dˆ be an operator with a complex parameter α:
Dˆ(α) = exp (α aˆ − α∗ aˆ) (B.5)
Note that Dˆ(α) is unitary since Dˆ(α) = Dˆ(α)inv = Dˆ(−α). Application
of (B.1) shows that Dˆ(α) displaces aˆ by α.
Dˆ(α) aˆ Dˆ(α) = aˆ + α (B.6)
Two useful formulas for Dˆ(α) are its disentangled forms:
Dˆ(α) = e− 12 ∣α∣2 eα aˆ e−α∗ aˆ (B.7)
Dˆ(α) = e 12 ∣α∣2 e−α∗ aˆ eα aˆ (B.8)
Squeezing operator
Let Sˆ be an operator with a complex parameter z = s eiθ:
Sˆ(z) = exp(1
2
z∗ aˆaˆ − 1
2
z aˆaˆ) (B.9)
Note that Sˆ(z) = Sˆ(−z), hence Sˆ(z) is unitary. Application of (B.1)
shows that Sˆ(z) mixes aˆ and aˆ according to:
Sˆ(z) aˆ Sˆ(z) = cosh(s) aˆ − eiθ sinh(s) aˆ (B.10)
If we denote dˆ = Sˆ(z) aˆ Sˆ(z), then the transformation between dˆ, dˆ
and aˆ, aˆ is a Bogoliubov transform.
⎛⎝ dˆdˆ ⎞⎠ =
⎡⎢⎢⎢⎢⎣ cosh(s) −e
iθ sinh(s)−e−iθ sinh(s) cosh(s)
⎤⎥⎥⎥⎥⎦
⎛⎝ aˆaˆ ⎞⎠ (B.11)
Disentangling the squeeze operator produces a very complicated oper-
ator product.
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APPENDIX C
TWO-LEVEL MODEL OF COOPER PAIR
BOX
A schematic of a Cooper pair box is given in Figure C.1 b. On the gate
capacitor Cg, a classical DC control voltage Vg and a quantum mechanical
voltage, denoted by vˆ and treated quantum mechanically, will induce charges
in the superconducting box.
The gray section of the CPB is a thin insulating layer and forms a Joseph-
son junction characterized by capacitance CJ and Josephson coupling energy
EJ . This energy is associated with the tunneling of Cooper pairs across the
junction. Letting ∣n⟩ denote a number state with n Cooper pairs in the box,
the Hamiltonian of the CPB written in this number basis is
Hˆc =∑
n
4Ec(n − Nˆg)2∣n⟩⟨n∣ − EJ
2
{∣n⟩⟨n + 1∣ + h.c} (C.1)
The parameter Ec = e2/2CΣ is the single electron charging energy and
CΣ = Cg + CJ is the total capacitance around the box. The electron pair
number operator on the gate capacitor is Nˆg = VˆgCg/2e = Ng + nˆg. The first
contribution, Ng, comes from Vg, and hence is a simple scaler. The second
contribution, nˆg, comes from the aforementioned vˆg.
Figure C.1: Schematics of the Cooper-pair box locally coupled to the
transmission line through its gate capacitor.
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If Ec >> EJ then the Hamiltonian in Equation (C.1) is dominated by the
quadratic charging energy. As shown in Figure C.2, at low temperatures
only the low-lying branches are occupied. By choosing a suitable offset, we
can reduce the Hamiltonian in equation (C.1) to a 2 × 2 matrix in the n = 1
and n = 0 subspace with the control voltage being tuned across Ng ∈ [0,1].
By virtue of the low-temperature approximation, all other number states are
statistically unavailable.
Figure C.2: The nearly quadratic energy spectrum for the CPB in different
number states. Intersects mark the degeneracy points. Inset: a magnified energy
spectrum showing the degeneracy being lifted due to Josephson coupling.
Hˆ(1,0)c = ⎛⎜⎜⎜⎝
4Ec(1 − Nˆg)2 −EJ2
−EJ2 4EcNˆ2g
⎞⎟⎟⎟⎠ (C.2)
The Josephson coupling will become important close to the degeneracy
point Ng ≈ 0.5. As shown in the inset of Figure C.2, the ∣1⟩ and ∣0⟩ states
mix and form an upper and lower branch. The degeneracy is lifted by a
value of EJ at Ng = 0.5. The upper and lower branch, denoted as ∣↓⟩ and ∣↑⟩,
respectively, are the new eigenstates of the CPB.1
Σˆz = ⎛⎝ 1 00 −1 ⎞⎠(1,0) ; Σˆx =
⎛⎝ 0 11 0 ⎞⎠(1,0) (C.3)
1This awkward convention is necessitated by the fact that spin up ∣↑⟩ has lower energy
in the magnetic field.
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Figure C.3: Mapping the problem to spin-1/2 system in a magnetic field. A)
The spectrum of the CPB in the (1,0) subspace near degeneracy. B) The
analogous spin-1/2 system. C) Coordinate rotation.
By employing the Pauli spin matrices Σˆz and Σˆx which are defined in the
(1,0) subspace we can rewrite the Hamiltonian in Equation (C.2) as:
Hˆ(1,0)c = 2Ec(1 − 2Ng)Σˆz − EJ2 Σˆx+ 4Ec(2Ng − 1 − Σˆz)nˆg + 4EcDˆIˆ (C.4)
Here Iˆ is the identity operator in this subspace and Dˆ represents an offset
to the energy. We ignore it as it does not affect the dynamics.2 Notice
that we have singled out the effect of nˆg, separating the free CPB from the
interaction with vˆg.
Due to the two-level nature, this problem can be mapped to a spin-1/2
system in a magnetic field, as depicted in Figure C.3. The free CPB Hamil-
tonian can be written as Hˆ = −h ⋅ Sˆ, where h = (2Ec(2Ng − 1),EJ/2) is the
effective magnetic field and Sˆ = (Σˆz, Σˆx) is the vector spin operator.
The spin will align with the magnetic field, transforming the eigenstates
of the system to ∣↑⟩ and ∣↓⟩. The transition energy is given by the magnitude
of h.
h̵ω0 = √E2J + 16E2c (1 − 2Ng)2 (C.5)
If we define σˆz and σˆx as the new Pauli matrices in the (↑, ↓) subspace,
2This operator is in fact Dˆ = N2g + 12(1−2Ng)+ nˆ2g . Although the term nˆ2g is dynamical,
this second order effect can be neglected provided the quantum mechanical voltage on the
transmission line is small. This is a standard approximation in QED [4,8].
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then from the coordinate rotation sketched in Figure C.3 C we can read off:
Σˆz = cos(θ)σˆz − sin(θ)σˆx (C.6)
The angle θ defines the direction of h and is given by:
θ = arctan( EJ
4Ec(1 − 2Ng)) (C.7)
If the DC control voltage is set to the degeneracy point Ng = 0.5, then the
effective CPB Hamiltonian in the (↑, ↓) subspace is [16]:
HˆCPB = −1
2
h̵ω0σˆz + 4Ecσˆxnˆg (C.8)
This is the Hamiltonian describing a two-level system (TLS) with transi-
tion energy h̵ω0 and a dipole moment, signaled by the operator σˆx, of 4Ec.
The nˆg is an operator external to the TLS. In this thesis this operator will
take various forms to describe quantized electromagnetic fields of varying
complexity. However, regardless of the structure of nˆg, the TLS is always
coupled to it through its dipole moment.
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