Abstract-This paper presents robust k-means clustering unsupervised algorithm for image segmentation using low-level feature, i.e., color (without using any training data). Methods of segment-based image analysis for generating and updating geographical information are becoming more popular due to the progresses in spatial resolution of satellite imagery. First enhancement of color separation of satellite image using decorrelation stretching is carried out and then the regions are grouped into a set of classes using M-estimator based robust k-means clustering algorithm. A new M-estimator is proposed. Simulation results are provided to demonstrate the efficacy of the proposed robust clustering algorithm for color based image segmentation.
S.V.S.Prasad, Assoc. Professor Dept. of ECE, MLRIT, Hyderabad, prasad.sista@gmail.com Dr. T. Satya savithri, Professor, Dept. of ECE, JNTU, Hyderabad, tirumalasatya@gmail.com Dr.Iyyanki V. Murali Krishna, Retd. Professor, CSIT and Director (R&D), JNTU, Hyderabad, ivm@ieee.org LANDSAT carries two multispectral sensors. The first is the Multi-Spectral Scanner (MSS) which acquires imagery in four spectral bands: blue, green, red and near infrared. The second is the Thematic Mapper (TM) which collects seven bands: blue, green, red, near-infrared, two mid-infrared and one thermal infrared. The MSS has a spatial resolution of 80 meters, while that of the TM is 30 meters. Both sensors image a 185 km wide swath, passing over each day at 09:45 local time, and returning every 16 days. With LANDSAT 7, support for TM, imagery is to be continued with the addition of a coregistered 15 m panchromatic band [4] .
The computer or algorithm automatically group pixels with similar spectral characteristics (based on means, standard deviations, covariance matrices, correlation matrices, etc.) into unique clusters according to some statistically determined criteria. Typical cluster models include: Connectivity models, Centroid models, Distribution models, Density models, Subspace models, Group models and Graph based models [5] . Clustering can be roughly distinguished as:
Hard clustering, Soft clustering (also: fuzzy clustering). There are also finer distinctions possible, for example: Strict partitioning clustering, Strict partitioning clustering with outliers, Overlapping clustering (also: alternative clustering, multi-view clustering) and Subspace clustering.
Clustering algorithms can be categorized based on their cluster model as listed above. The analyst then re-labels and combines the spectral clusters into information classes. Statistical methods postulate that the data come from different statistical populations. After clustering, the elements of the clusters may be used in order to estimate the parameters of the underlying statistical laws. Since almost all real data contain outliers, for the method to be useful in practice one will have to allow that part of the data are contaminations or spurious elements. Accommodating or discarding them in a previous step is necessary for robustly estimating these parameters. This paper deals with statistical cluster analysis in the potential presence of contaminations. Further a new Mestimator based k-means clustering technique for color based image segmentation of LANDSAT images is proposed in this paper. Simulation results are provided to demonstrate the effectiveness of proposed algorithm.
II. K-MEANS CENTRE BASED CLUSTERING
Define a d-dimensional set of n data points 4. Repeat steps 2 and 3 until convergence. Further, the entire process can be summarized in the following steps
Step 1: Read the image
Step 2: For color separation of an image apply the Decorrelation stretching.
Step 3: Convert Image from RGB Color Space to L*a*b* Color Space.
Step 4: Classify the Colors in 'a*b*' Space Using proposed K-Means Clustering.
Step 5: Label Every Pixel in the Image Using the Results from K-MEANS.
Step 6: Create Images that Segment the Image by Color.
Step 7: Segment the Nuclei into a Separate Image. Furthermore, the k-means algorithm partitions data into k disjoint subsets or clusters with common characteristics. The solution is then a set of k-centers, each of which is located at the centroid of the data for which it is the closest center. The objective function that the k-means algorithm optimizes, i.e., the classical least squares (LS) technique uses the solution corresponding to It was realized that the LS technique is extremely sensitive to noise and outliers. Therefore many robust methods were developed in statistics to overcome this [7] [8] [9] .
III. ROBUST CLUSTERING TECHNIQUE
Several different classes of robust methods (such as M, L, R estimators, and the least median of squares method) exist [7] [8] [9] . In this paper, M-estimator based robust clustering technique is proposed. 
Where d is any constant. 
IV. SIMULATION RESULTS
Various experiments were carried out using the proposed Mestimator based clustering technique for color based image segmentation for LANDSAT images and results are summarized in the subsequent figures. 
