With regard to crystalline rock that constitutes deep geology, attempts have been made to explore its hydraulic characteristics by focusing on the network of numerous fractures within. As the hydraulic characteristics of a rock are the accumulation of hydraulic characteristics of each fracture, it is necessary to develop the hydraulic model of a single fracture to predict the large-scale hydraulic behavior. To this end, a simultaneous permeability and shear test device is developed, and shear-flow coupling tests are conducted on specimens having fractures with varied levels of surface roughness in the constant normal stiffness conditions. The results show that the permeability characteristics in the relation between shear displacement and transmissivity change greatly at the point where the stress path reaches the Mohr-Coulomb failure curve. It is also found that there exists a range in which transmissivity is not proportional to the cube of mechanical aperture width, which seems to be because of the occurrence of channeling phenomenon at small mechanical aperture widths. This channeling flow disappears with increasing shear and is transformed into a uniform flow. We develop a simulation technique to evaluate the macroscopic permeability characteristics by the lattice gas cellular automaton method, considering the microstructure of fracture, namely the fracture surface roughness. With this technique, it is shown that the formation of the Hagen-Poiseuille flow is affected by the fracture microstructure under shear, which as a result determines the relationship between the mechanical aperture width and transmissivity.
Background
In fractured rock such as granite in the Earth's crust, the hydraulic characteristics are dominated by the inherent fluid flows through fractures within the dense matrix. Research has been performed regarding the actual flow speed of groundwater inside such fractures, and regarding the hydraulic characteristics of rock by focusing on the network of fractures. As the hydraulic characteristics of rock are the accumulation of the hydraulic characteristics of each fracture, it is necessary to develop a hydraulic model of a single fracture to predict a large-scale hydraulic behavior (e.g., Raven and Gale 1985; Yeo et al. 1998; Chen et al. 2000; Olsson and Barton 2001; Kim and Inoue 2003; Watanabe et al. 2008; Chen et al. 2009; Watanabe et al. 2009 ). When a shear displacement takes place in a rock fracture having rough surfaces, it may cause significant changes in the pore structure (e.g., Mitsui et al. 2012) . In terms of an evaluation technique for permeability characteristics, research has been conducted in order to confirm that the permeability through the fracture increases in proportion to the cube of the mechanical aperture width, namely the cubic law flow model (e.g., Brown 1987; Oron and Berkowitz 1998; Brush and Thomson 2003; Konzuk and Kueper 2004; Qian et al. 2011a ). Furthermore, research conducted so far has shown that non-cubic law flows in complex fracture models may be caused by the heterogeneity of fractured media (e.g., Zimmerman et al. 1992; Qian et al. 2006; Qian et al. 2012) . However, there has been no research that has dealt with how each fracture's permeability characteristics (such as the cubic law flow model) can be expressed in the presence of shear deformations. This study develops a hydraulic model to represent the permeability characteristics inside a single fracture under shear, through shear-flow coupling experiments on fractured specimens. In general, the shearflow coupling testing on rock fractures is performed under either constant normal load conditions (CNL tests), or constant normal stiffness conditions (CNS tests) (e.g., Mourzenko et al. 1995; Brown et al. 1998; Nicholl and Detwiler 2001; Auradou 2009 ). We need to estimate strength parameters c and ϕ to understand the shear behavior of rock fractures. CNL tests are usually performed to calculate these strength parameters, at various levels of normal stress. Alternatively, when using CNS tests, it is possible to describe the failure curve of a specimen by obtaining the strength parameters c and ϕ with a single specimen, avoiding the need to prepare many specimens. In this study, we carried out CNS tests combined with permeability tests to show that the hydraulic model of each fracture (cubic or non-cubic model) constituting a fracture network can be expressed to account for both the shear state and changes in the pore structure.
Furthermore, this study sheds light on the mechanism that explains the hydraulic model through simulation. For the simulation of groundwater behavior inside a fracture in particular, it is necessary to develop a methodology to directly incorporate the fracture's physical structure data such as the measured surface profiles and aperture status of the fracture. The lattice gas automaton (LGA) method, which is based on the cellular automata theory, is adopted here to serve this purpose (e.g., Frisch et al. 1987; Pot and Karapiperis 2000; Pot and Genty 2007) . Using this technique, we develop a methodology for predicting the behavior of rock that is affected by changes in stress fields.
Methods

Outline of permeability-shear tests
This section focuses on fracture surface profiles, in order to examine the relationship between the permeability behavior of a fracture under shear and its microstructure. We conducted shear-flow coupling tests on specimens having a single fracture.
Specimens
The specimens are made of mortar, with uniaxial compressive strength of 29.98 MPa, cast with the surface roughness profiles of natural rock fractures. Cuboid specimens (80.0-mm long × 120.0-mm wide × 120.0-mm high), with single fractures 60.0 mm from the bottom, were produced by placing cement mortar (mixture proportions of cement/silica sand #6/distilled water = 1:2:0.65) into a silicon rubber mold formed from a natural rock fracture (Park and Song 2013) . The transmissivity of the cement mortar was 5.46 × 10 −9 cm 2 /s. The surface roughness profiles were measured for level differences on a 0.25-mm grid, using a roughness measurement device with a non-contact laser displacement sensor (a spot diameter of 0.1 mm, featuring a 4.0-μm high-resolution semiconductor laser as the light source). Figure 1 shows the surface roughness profiles of the specimens used in this study. Fracture roughness is quantified as joint roughness coefficient (JRC), and JRC was determined by a visual comparison of fracture profile measured with standard roughness profile suggested by Barton and Choubey (1977) . Using Z2, a parameter that characterizes the roughness profile of fractures proposed by Tse and Cruden (1979) , the JRC values in the figure were obtained by applying the Z2-JRC conversion formula proposed by Yu and Vayssade (1991) .
Outline of the shear-flow coupling tests
In order to clarify the permeability characteristics of rock fractures under shear, this study incorporated permeability and cutoff mechanisms into the conventional shear-flow coupling test device to enable the falling head permeability tests. The device was further modified to allow the inflow and measurement of tracers. The parts of the device used for shear-flow coupling testing and for permeability testing are called the 'Shearing device part' and 'Permeability mechanism part, ' respectively (Barla et al. 2010; Esaki et al. 1999; Jiang et al. 2004; Giger et al. 2011; Qian et al. 2011b) .
Shearing device part
A schematic drawing of the shearing device part is given in Figure 2 . A feedback control servo system allows the application of shear and vertical loads, maintaining a vertical stress while shearing the specimen at a constant speed of 0.1 mm/min. With these functions, the device is designed to perform CNS tests by reducing the normal loading level in accordance with the decreases in the specimen's planar dimensions to keep the normal stiffness constant. The vertical displacement is measured with differential displacement transducers, which are directly installed at two positions on the specimen. The average value of the measurements taken at the two positions is used for calculating the mechanical aperture width. Shear displacements are also directly measured at one position on the specimen.
Permeability mechanism part
The permeability mechanism part consists of a cutoff mechanism incorporated into the 'cassette type' shear box, and the permeability mechanism itself, which is provided by connecting the box shear test device to an upper stream tank, a tracer tank, and a lower-end burette for the falling head permeability tests. With this configuration, one-way flows can be created inside the fracture under shear. As shown in Figure 3 , the shear box has a fluid cutoff structure, with an extremely soft and deformable polymer material called 'gel sheets' on the specimen sides. At the upper and lower ends of the fracture, storage areas are provided using cutoff rubbers specially shaped to withstand shear deformation. Fluid flowing down to the shear box is stored in the upper-end storage area, infiltrated through the fracture, and then, it is stopped at the lower-end storage area to flow down to the lower tank or to the lower-end burette. Distilled water is used as the fluid. Because the viscosity of a fluid changes with a change in temperature, the water temperature is kept constant at 20°C throughout the tests. Two electric conductivity cells are installed at the upper and lower ends of the shear box such that the sensor heads are at the upper-end and lower-end storage areas, and the gaps between the box and cells is sealed with rubber. In the tracer tests, the concentration of the tracer discharge is obtained by measuring the electric conductivity R during the replacement of fluid inside the fracture. The electric conductivity cells used here have a measurement range and accuracy of 0.1 mS/m to 10.0 S/m and 0.1 mS/m, respectively, use platinized electrodes as sensors, and allow the detection of electric conductivity by the two-electrode alternating current method. The tracer is a saline solution with an electric conductivity of 9.5 S/m that has the same viscosity as water, and is designed to measure the change of concentration with time at the upper-and lower-end storage areas.
Test methods and conditions
Shear-flow coupling tests were performed through shear displacement control at a shearing speed of 0.1 mm/min. Permeability tests were performed by pausing the shearing process in order to take measurements at a constant value of shear displacement u, then restarting the shearing process until the next measurement point, continuing in this manner up to a maximum of u = 3.0 mm. Before beginning the shearing process, a loading/unloading process (stiffness testing) was repeated up to three times, with a normal stress σ v value that would not damage the surface roughness of the fracture (from 0.25 up to 4.0 MPa at intervals of 1.0 MPa/min). The tests had originally been intended to be conducted at laboratories to obtain the fracture's normal stiffness k n . Here, however, the purpose of conducting these tests was to set the same initial conditions, and also to calculate the initial aperture width through the improvement of fracture interlocking.
First, in order to examine how the surface roughness of a fracture would affect its permeability characteristics, Figure 2 Conceptual drawing of a simultaneous permeabilityshear test device. The device was designed to perform shear tests under constant normal stiffness by reducing the normal loading level in accordance with the decrease in the specimen's planar dimensions. three types of specimens having different surface roughness profiles were prepared (Specimens J055, J107, and J200), which have JRC values of 5.5, 10.7, and 20.0, respectively. In the CNS tests, the hydraulic gradient I was set at a constant value of 12.5 and initial normal stress σ v0 and normal stiffness K v at 1.0 MPa and 10.0 GPa/m, respectively; the CNS and NL tests were conducted. 'NL' refers to the tests performed at constant normal load conditions, in order to examine the permeability characteristics as the mechanical fracture aperture width b m value becomes smaller.
Next, in order to examine how K v would affect the fracture permeability, the CNS tests were conducted on a specimen with the same roughness profile (Specimen J055, JRC = 5.5), using constant I and σ v values of 12.5 and 1.0 MPa, respectively, while setting the values of K v at 10.0, 30.0, and 50.0 GPa/m.
In general, the transmissivity T is used to represent fracture permeability characteristics when the flow inside fractures is assumed to follow Darcy's law. T is given by the following
where Q is the flow rate per unit time, I is hydraulic gradient, and w is the permeation width.
Before applying shear, the process of vertical stress loading and unloading is repeated (up to 4.0 MPa at 1.0 MPa/min) so as not to alter the surface roughness. When the vertical loading-displacemet curve starts to follow the same path, it is considered that the upper and lower surfaces of the specimen have interlocked well enough to be ready for the shear test. Assuming that at this stage any further application of stress will no longer affect the status of the aperture, the initial aperture width is defined as the fracture aperture width before commencing the shear test and is derived from the relation between the Figure 3 Conceptual drawing of shear box. Specimens were water sealed with high polymer sheets on their sides. Storage units were provided at the lower and upper ends of the fracture by installing water-sealing rubbers that withstand shear deformation. In the left figure, water flows from the inlet port to the discharging outlet. Water was first accumulated in the upper-end storage, then allowed to flow through the fracture, accumulated again at the lower-end storage, and allowed to flow again into the lower-end burette.
change in vertical stress and displacement. The mechanical aperture width b m is defined as the value obtained by adding the experimentally obtained vertical displacement to the initial aperture width (Bandis et al. 1983; Barton et al. 1985) .
In the basic cubic law flow model, the fractures are modeled as parallel plates, and the flow is assumed to be laminar. The cubic law assumes that the average flow rate of a fracture is proportional to the cube of aperture width, which can be derived from the Navier-Stokes dynamic equation and is formulated as shown in Equations 2 and 3, based on the following three assumptions:
1) The flow is constant and of the Hagen-Poiseuille type. 2) As compared with the speed of flow in the direction parallel to the plate, the speed of flow in the direction orthogonal to the plate is negligible.
3) The changes in the speed of flow in the direction parallel to the plate are negligibly small, as compared with those in the direction orthogonal to the plate.
where Q is the flow rate, ΔH is the head difference, b is the aperture width, g is the gravity acceleration, ν is the dynamic viscosity coefficient of the permeating fluid, w is the specimen width in the direction orthogonal to permeation direction, and l is the specimen length in the permeation direction.
With regard to the applicability of the cubic law model, numerous researches have been performed. In the case of smooth fractures, Witherspoon et al. (1980) proposed the following modified cubic law model considering the impacts of rock's surface roughness profile using a resistance coefficient f c , which is a deviation from the cubic law model that assumes parallel plates:
Here, f c represents how the flow inside fractures is affected by the roughness profile of the surface, modifying the cubic law assumption of parallel plates. The closer the f c value is to one, the smaller the extent of the flow being affected by the fracture, and the smaller the decrease in Q from the value for flow between parallel plates. In this study, the modified cubic law model given by Equation 4 is used for the flow in fractures when the cubic law model is discussed in terms of b m (Vilarrasa et al. 2011; Xiong et al. 2011) .
Results and discussion
Influences of JRC of fracture on the mechanical and permeability characteristics
The mechanical characteristics of CNS tests are described, before going on to the permeability characteristics. Assuming that the shearing behavior of rock fractures follows the Mohr-Coulomb failure criterion, the following equation is given:
where τ is the shear strength, σ v is normal stress, c is apparent cohesion, and ϕ is the internal friction angle. Figure 4 shows the schematic diagram of the relation between the Mohr-Coulomb failure criterion and the τ-σ v relation in the CNS tests. By converting the failure criterion shown in Figure 4a using stress ratio η(=τ/σ v ), the relation becomes a hyperbola, as shown in Equation 5 and Figure 4b : based on the hyperbola's curvature and asymptote, by extracting the B-C hyperbola section, as shown in Figure 4b . The point at which the stress path reaches the failure curve (i.e., the maximum η value or η p ) is denoted by the point 'B' in the figure, and the point 'C' can be specified by the critical normal stress σ vc and critical shear stress τ pc . Thus, it becomes possible to objectively define the B-C section. The stresses σ vc and τ pc are the maximum values that the stress path can migrate to in the Mohr-Coulomb failure criterion. Figure 5 shows the mechanical behavior observed in CNS tests. Figure 5a ,b shows the mechanical characteristic that for a greater JRC value, there is a greater τ and a greater dilation. Figure 5c ,d shows the results of applying Equation 6; the applicability of the hyperbola approximation described above is confirmed in Figure 5c , while Figure 5d shows that the stress path accurately represents the Mohr-Coulomb failure criterion, and that the greater the JRC values, the greater the c and ϕ values.
Next, with regard to the applicability of the cubic law model given by Equation 4, Figure 6 shows the b m -T relation. The figure also shows the results of NL tests, i.e. the results of the permeability tests where the σ v value was set to 1.0, 2.0, 4.0, 8.0, and 16.0 MPa (shown by the black mark in the figure). It is found that the T value rapidly increased near the shear displacement u l that corresponds to the proportional limit shown in Figure 5 , and then after η p showed approximately a linear behavior on both logarithm axes. Thus, it is shown that the application boundary for the modified cubic law model given by Equation 4 is η p , and the permeability characteristics in the u-T relationship change greatly before and after reaching the Mohr-Coulomb failure curve, regardless of the fracture surface profiles (Mourzenko et al. 1997; Yeo and Ge 2005) .
Influents of normal stiffness on the mechanical and permeability characteristics
Described here are the influences of the K v values that are set in the CNS tests on the mechanical and permeability characteristics of rock fractures. With regard to the mechanical characteristics, Figure 7 shows the mechanical Figure 7c shows the results of applying Equation 6, which confirms the applicability of the hyperbola approximation method. Figure 7d is the stress path. When the values of c and ϕ obtained by the hyperbola method are applied, it is shown that while c is highly dependent on the K v value, ϕ is approximately independent. With regard to the permeability characteristics, Figure 8a shows the u-T relation. It is also shown here that the T value rapidly increased near u l in Figure 7 , and after, η p showed a linear behavior on both logarithm axes. Figure 8b shows the relation between b m and T. The figure also shows the results of the NL tests, which are the permeability tests where σ v values were set at 1.0, 1.5, 2.0, and 4.0 MPa (denoted by the black marks in the figure). The figure confirms that the smaller the b m value, the larger the deviation from the cubic law model and that the value η p shown in Figure 7 is the boundary where the modified cubic law model given by Equation 4 is found to be accurate in all specimens. It is also observed that where the fracture profiles are the same, similar permeability characteristics are observed at large and small b m values, regardless of any changes in the normal stiffness.
Results in the tracer tests
In the previous section, η p shown in Figures 6 and 8 is the boundary of the region where the cubic law model is accurate. The reason for the large deviation from the cubic law model can also be found in the tracer tests. Preliminary tracer tests were conducted on an acrylic specimen with a circular hole, 4.0 mm in diameter and 80.0 mm in length. This acrylic specimen had a uniform pore structure in the permeation direction, where permeation and substance migration occurred. The results of the tracer tests with this acrylic specimen were compared with those with complex pore structure fractures that had the same permeation cross section area as the 4.0-mm-diameter circular hole. As shown in Figure 9 , the t-R relationships at the entrance and exit were found to be parallel to each other in the pipe model. For fractures with complex wall profiles, there is a time delay in the substance migration curve. The figure shows that with the parallel plates, the time needed for the injected fluid to reach the exit is constant, while there is a delay in the time needed for the fluid flowing through the void created by the fracture to reach the exit, depending on which path is taken. As pointed out by Piggott and Elsworth (1993) , the complex pore structure triggered local migration of the substance inside the fracture. In other words, selective flows are occurring. Figure 10 shows the changes with time in the electric conductivity for each shear displacement u value. Here again, a delay in the curve is observed at the initial shearing stage in accordance with the progress in the shearing process. Therefore, as mentioned before, the channeling phenomenon is presumed to have had a large influence on rapid changes in permeability characteristics before and after reaching the Mohr-Coulomb failure curve (Qian et al. 2011c ).
Simulation of fluid behavior inside the fracture Principle of lattice gas automaton method
The technique of starting from the conventional adoption of differential equations such as the Navier-Stokes formula or the Reynolds equation, in order to obtain the speed or pressure of the fluid in a continuous body, is limited to the understanding of average characteristics within the domain (e.g., Zimmerman and Bodvarsson 1996; Zimmerman et al. 2004; Koyama et al. 2006; Cardenas et al. 2007 ). However, the technique proposed here, which treats the fluid as an assembly of particles and thus a discontinuous body, can express any chaotic behavior created by particle interactions. Furthermore, it allows the consideration of interactions within rock representing fracture profiles, and this is beneficial for the identification of the relationship between the microstructure and hydraulic characteristics of the fracture. The lattice Boltzmann (LB) method, which has the same cellular automata structure as LGA, has also been used for many kinds of simulations of incompressible viscous flows. In the LGA method, particles are represented by binary digits, whereas in the LB method, real numbers are utilized to represent the local ensemble-averaged particle distribution functions and only the kinetic equation for the distribution function is solved (e.g., Madadi conditions, and an effective approach to accurately calculate fluid flow parameters at the microscopic scale, enabling a high-performance computation. Because the LGA method uses Boolean numbers in simulations and is therefore free from round-off error due to floating-point precision, this motivated us to choose the LGA method instead of the LB method.
In the LGA method, the fluid behavior is analyzed in the calculation process as follows:
1) Divide the analysis target with the polygon lattice and discretize it. 2) Express the fluid as an assembly of virtual particles of unit weight. 
Measurement time t (s)
A time delay: t-R relation at the entrance and exit was not parallel to each other t-R relation at the entrance and exit was found parallel to each other. Figure 9 Relation between electric conductivity and measurement time in the tracer tests. The t-R relation at the entrance and exit in the acrylic specimen was found parallel to each other and shows the Hagen-Poiseuille flow. On the other hand, the t-R relation in a rock specimen shows a time delay in the curve because the complex pore structure caused selective flows.
3) Allocate the virtual particles on the lattice points. At each lattice point, there should be only one particle, which has a certain speed and direction at a certain time. 4) Let the particles migrate, restricting them to the lattice lines. Each particle migrates to the closest lattice point at each discrete time step. During this process, it respects collision with other particles and scattering. The collisions are performed according to the conservation of mass and momentum.
In this study, a three-dimensional projection of fourdimensional face-centered-hyper-cubic (FCHC) lattice is used to discretize the space, as shown in Figure 11 . The FCHC lattice consists of lattices that connect neighboring points in 24 directions, each centered around (0,0,0,0). Thus, the state of lattice point n(r, t) = {n i (r, t); i = 1, 2,…, b} is expressed by b = 24 bits, and the particle can go to neighboring points in 24 directions. Here, the affected neighborhood is set at 0, meaning that the collision and scattering of a particle are only affected by the state at the point where the particle is present. As shown in the figure, the four-dimensional axes are denoted by X 1, X 2, X 3 , and X 4 . When projecting onto a three-dimensional space, the X 1, X 2 , and X 3 axes correspond to X, Y, and Z axes, while the X 4 axis is degenerated.
In the collision process of a particle between time steps t and t + 1, assuming that c i is a vector of the lattice line between lattice point r and the neighboring point, the mass and momentum conservation laws are given by Equations 7 and 8, respectively:
c i is the particle's migration speed in the i direction. Using a function Δ i to represent the collision process, the above equation can be written as Equation 9. 
In this study, the particle-fracture wall collision is expressed by the combination of slip and non-slip conditions. The non-slip condition represents cases where a particle is bounced back in the incoming direction on the wall. The non-slip condition on the fractured wall in the X 1, X 2 , and X 3 directions is given by Equation 10 below:
This is the boundary condition in which the flow speed on the wall becomes zero at the average time. For migration in the X 4 direction, an incident particle on the wall is assumed to undergo specular reflection, the slip condition given by Equation 11 below is adopted:
With these equations, the complex fluid-fracture interactions are represented by the collisions of virtual particles and fracture walls.
LGA simulation developed in this study
Since the LGA method is designed to track the collision and scattering of particles, it is impossible to set the hydraulic boundary condition on the positive side to be a hydraulic gradient. In particular, there is no pressure difference between the upper and lower streams when a particle collides with a fracture wall in the fluid flow direction. Furthermore, when injecting particles from outside the analytical model to eliminate the problem, the mass conservation law becomes invalid inside the model. For solving this problem, if the condition of r being less than one sixth the injected particle density is found to be true in the motion directions of six particles in the flow direction (+X i direction) in the FCHC lattice, namely (1,0,0,±1), (1,0,±1,0), and (1,±1,0,0), then a particle having the corresponding momentum is added to each particle at the upper end. Then, as shown in Figure 12a , the number of the particles flowing into the model becomes equal to the sum of the number of particles flowing out of the model exit and the number of particles flowing out of the model entrance after bouncing inside the model, satisfying the mass conservation law. Figure 11 Schematic drawing of FCHC lattice. The analysis target was discretized with the FCHC lattice. The virtual particle moved to neighboring points in 24 directions.
In this case, however, the motion of particle near the model entrance/exit is affected by the fracture's porous structure and the interaction with the flow there, as well as the interaction with the domain outside the model. Thus, as shown in Figure 12b , this study assumes an imaginary domain to allow a virtual particle to flow outside the model, to perform hydraulic evaluation in the range where the influence of the interaction with the outside of the fracture cannot reach.
The viscosity of the fluid flowing through the fracture is given as a function of the number of particles per lattice point. Injecting particles in the fracture surface in Figure 12 Determination of boundary conditions. (a) The mass conservation law is satisfied by adjusting the number of the particles flowing into and out of the model. The use of an imaginary domain (b) allows virtual particle flow outside the model, evaluating fluid behavior in the region where the influence of interaction with the outside of the fracture cannot reach. Figure 13 Outline of improved algorithm. The injecting particle density inside the fracture was kept at a constant value by calculating the pressure difference and viscosity simultaneously with the particle collision and scattering. It was possible to keep the fluid viscosity a constant value for various conditions inside the fracture surface by this algorithm.
the LGA method leads to a different density of particles inside the fracture, and as a result, the viscosity ν is found to be different. To avoid this problem, the pressure difference and viscosity are calculated in the process of calculating the particle collision and scattering, as shown in Figure 13 . Then, an algorithm is incorporated to keep a constant value for the injecting particle density inside the fracture. In other words, it was made possible to quantitatively evaluate the fluid behavior represented by particle density while keeping the fluid viscosity constant for various conditions inside the fracture surface.
As shown in Figure 14 , an example of analyzing the behavior of fluid flowing between two parallel plates in the LGA method is presented here. The aperture between the two parallel plates in the model had 300 lattices in the X direction (flow direction) and 100 in the Y direction (aperture width), with a number that varied between 10 and 30 in the Z direction (aperture thickness direction). The density of the injecting particles at the exit was set at 0, and at the entrance a value of between 0.45 and 0.55, respectively, with 20 lattices in the flow direction in the imaginary domain. In the Z direction, a reflective boundary was assumed in order to produce interactions with the fracture surface, and in the Y direction, there was a cyclic boundary condition.
The particle density within the aperture width was kept at 30. Figure 15a ,b shows the values of pressure in the flow direction and flow speed in the Z direction (aperture thickness direction). The former shows a linear decrease, and the latter follows the parabolic distributions. This represents what is known as the Hagen-Poiseuille flow, which is derived from the Navier-Stokes formula. These results prove that the technique developed here allows the evaluation of fluid behavior by the collision/ scattering of virtual particles in the microscopic process (Gao and Sharma 1994; Gutfraind and Hansen 1995) . LGA simulation of fluid behavior inside the fracture An example of simulating the behavior of fluid flowing through the fracture using a model that faithfully represents the surface roughness structure of a specimen with a roughness of JRC 10.7 is shown in Figure 16 . The part of the specimen shown here is where fluid flows into the fracture from below towards above at each time. The white areas represent where there are initially no particles. The figures show how the dark blue particles fill the pore inside the fracture at the beginning, and then red particles are injected into the fracture. The most reddish areas represent the highest tracer density. The lower the tracer density, the more bluish the color becomes. The analytical results show that the particles behave so as to avoid the narrow aperture parts, but a low density of tracer particles is found not only in the domains with narrow apertures created by the roughness of the fracture, but also in the vicinity of these domains. This implies that where the aperture width is small, the domains disrupt the fluid flow in a wide area.
Using the aperture elevation distributions obtained in the shear tests, the number of particles on the upper and lower sides of the fracture was tracked for each value of shear displacement. The results are shown in Figure 17 . Sheared specimens were extracted for each shear displacement, and a model made by measuring the state of the fracture surface. In this figure also, the ordinal axis represents the number of dark blue particles, which fill the pore at the beginning but are gradually replaced by the injecting particles. Where the shear displacement is large, there is only a small delay occurred in the time needed for substitutions on the upper and lower streams. However, where the shear displacement is small, there is a larger delay in substitution. This seems to be because of the fact that with a small aperture width, the particles selectively flow through narrow pores and go out of certain pores only as shown in Figure 16 , and thus the particle substitution process takes more time. A local flow or 'channeling phenomenon' was produced because the upper and lower specimens were in contact with each other at many locations. When the contact area then became smaller, in accordance with the progress of the shearing process, the flow became uniform and the channeling phenomenon disappeared. Figure 18 shows a comparison of particle substitution results where fluid is assumed to flow through the fracture at a shear displacement of 0.1 mm, following a Hagen-Poiseuille flow. It is shown that a Hagen-Poiseuille flow corresponds to cases where the shear displacement is large. Given the results described in the previous section, the formation of a Hagen-Poiseuille flow leads to the formation of the cubic law model between the transmissivity and aperture width. The results of shear-flow coupling experiments described in the previous section also showed that the stress field below the proportional limit and the yielding range above it had different transmissivityaperture width relation. According to the analytical results in the LGA method, the Hagen-Poiseuille flow was difficult to form up to the proportional limit where there was not much dilation development to accompany shear displacement, which as a result prevented the constitution of the cubic law between the transmissivity and aperture width. 
Conclusions
For clarifying the permeability characteristics of rock fractures, shear-flow coupling tests in constant normal stiffness conditions were conducted in this study. The main insights obtained in this study are as follows:
(1)According to the u-T relationship, T was found to rapidly increase at u l . In the CNS tests, it was found that the relation showed linear behavior in both logarithmic axes at η p and afterwards. This led to the realization that because η p is the crossings on the Mohr-Coulomb failure curve, the permeability characteristics represented by the u-T relationship changed greatly before and after reaching the Mohr-Coulomb failure curve. Furthermore, taking into account the microstructure of fracture, the LGA method has been developed as an analytical technique for hydraulic behavior using a cellular automaton method to evaluate macroscopic permeability Figure 17 Analytical results of flow through the fracture and shear displacement. Where the shear displacement is small, a delay occurred in the time needed for substitutions in the upper and lower streams. Figure 18 Analytical results of flow through parallel plate and through fracture. The behavior of fluid flowing between two parallel plates follows the Hagen-Poiseuille flow. However, below the proportional limit, it was difficult to form the Hagen-Poiseuille flow, as there was not much dilation development to accompany the shear displacement.
