K. Saito's Conjecture for nonnegative eta products and analogous results for other infinite products  by Berkovich, Alexander & Garvan, Frank G.
Journal of Number Theory 128 (2008) 1731–1748
www.elsevier.com/locate/jnt
K. Saito’s Conjecture for nonnegative eta products
and analogous results for other infinite products ✩
Alexander Berkovich, Frank G. Garvan ∗
Department of Mathematics, University of Florida, Gainesville, FL 32611-8105, USA
Received 15 February 2007
Available online 3 May 2007
Communicated by Matthias Beck
Abstract
We prove that the Fourier coefficients of a certain general eta product considered by K. Saito are nonneg-
ative. The proof is elementary and depends on a multidimensional theta function identity. The z = 1 case
is an identity for the generating function for p-cores due to Klyachko [A.A. Klyachko, Modular forms and
representations of symmetric groups, J. Soviet Math. 26 (1984) 1879–1887] and Garvan, Kim and Stanton
[F. Garvan, D. Kim, D. Stanton, Cranks and t-cores, Invent. Math. 101 (1990) 1–17]. A number of other
infinite products are shown to have nonnegative coefficients. In the process a new generalization of the
quintuple product identity is derived.
Published by Elsevier Inc.
MSC: 05A30; 11F20; 05A19; 11B65; 11F27; 11F30; 33D15
Keywords: Dedekind’s eta function; p-cores; K. Saito’s Conjecture; Multidimensional theta function; Quintuple product
identity; Infinite products with nonnegative coefficients
✩ Both authors were supported in part by NSA Grant MSPF-06G-150.
* Corresponding author.
E-mail addresses: alexb@math.ufl.edu (A. Berkovich), frank@math.ufl.edu (F.G. Garvan).0022-314X/$ – see front matter Published by Elsevier Inc.
doi:10.1016/j.jnt.2007.02.002
1732 A. Berkovich, F.G. Garvan / Journal of Number Theory 128 (2008) 1731–17481. Introduction
Throughout this paper q = exp(2πiτ) with τ > 0 so that |q| < 1. As usual the Dedekind eta
function is defined as
η(τ) := exp(πiτ/12)
∞∏
n=1
(
1 − exp(2πinτ))= q1/24 ∞∏
n=1
(
1 − qn). (1.1)
An eta product is a finite product of the form∏
k
η(kτ)e(k), (1.2)
where the e(k) are integers. K. Saito [21] considered eta products that are connected with elliptic
root systems and considered the problem of determining when all the Fourier coefficients of such
eta products are nonnegative. Subsequent work contains the following
Conjecture 1.1 (K. Saito [23]). Let N be a positive integer. The eta product
SN(τ) := η(Nτ)
φ(N)∏
d|N η(dτ)μ(d)
(1.3)
has nonnegative Fourier coefficients.
The conjecture has been proved for N = 2,3,4,5,6,7,10 by K. Saito [21–25], for prime
powers N = pα by T. Ibukiyama [15], and for gcd(N,6) > 1 by K. Saito and S. Yasuda [26],
who also showed that for general N , the coefficient of qn in SN(τ) is nonnegative for sufficiently
large n. We prove the conjecture for general N .
The case N = p (prime) occurs in the study of p-cores. A partition is a p-core if it has no
hooks of length p [10,16]. p-cores are important in the study of p-modular representations of
the symmetric group Sn. Define
E(q) :=
∞∏
n=1
(
1 − qn), (1.4)
and let at (n) denote the number of partitions of n that are t-cores. It is well known that for any
positive integer t
∑
n0
at (n)q
n = E(q
t )t
E(q)
. (1.5)
This result is originally due to Littlewood [18]. See [10] for a combinatorial proof. Thus (1.5)
implies that Conjecture 1.1 holds for N = p prime since
Sp(τ) = η(pτ)
p
= q(p2−1)/24 E(q
p)p
. (1.6)
η(τ) E(q)
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following identity due to Klyachko [17]
∑
n∈Zt
n·1t=0
q
t
2 n·n+bt ·n = E(q
t )t
E(q)
, (1.7)
where 1t = (1,1, . . . ,1) ∈ Zt , bt = (0,1,2, . . . , t − 1), and t is any positive integer. See [10] for
a combinatorial proof. See also [11, Prop. 1.29] and [6, §2]. Our proof of K. Saito’s Conjecture
depends on the following z-analogue of (1.7).
Theorem 1.2. Let a  2 be an integer. Then for z = 0 and |q| < 1 we have
Ca(z;q) :=
∑
n=(n0,n1,...,na−1)∈Za
n·1a=0
q
a
2 n·n+ba ·n
a−1∑
j=0
zanj+j
= E(q)E(qa)a−2 ∞∏
n=1
(1 − zaqa(n−1))(1 − z−aqan)
(1 − zqn−1)(1 − z−1qn) . (1.8)
We note that (1.7) follows from (1.8) by letting a = t and z → 1. The case a = 3 is equivalent
to [14, (1.23)]. See [5, §3.3]. The case a = 2 can be written as
∑
n∈Z
q2n
2+n(z2n + z2n+1)= ∞∏
n=1
(
1 + zq(n−1))(1 + z−1qn)(1 − qn), (1.9)
which follows easily from Jacobi’s triple product identity [1, (2.2.10)]. Klyachko [17] proved
(1.7) by showing that it was a special case of the Macdonald identity [19] for the affine root
system At−1. Hjalmar Rosengren [20] has observed that Theorem 1.2 (i.e. (1.8)) is also a special
case of the Macdonald identity for Aa−1.
If we rewrite the right side of (1.7) in terms of eta products, and apply Jacobi’s transformation
τ 	→ −1/τ then we are led to the identity
∑
n∈Zt
n·1t=0
ω
bt ·n
t q
1
2 n·n = E(q)
t
E(qt )
, (1.10)
where ωt := exp(2πi/t). The proof uses well known transformation formulas for the eta function
[3, Thm. 3.1] and multidimensional theta functions [27, (5), p. 205]. See [11, Prop. 2.29] for an
elementary proof. Equation (1.10) has the following z-analogue.
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we have
Bj,a(z;q) :=
∑
n=(n0,n1,...,na−1)∈Za
n·1a=0
znj ω
ba ·n
a q
1
2 n·n
= E(q)a−2E(qa) ∞∏
n=1
(1 − zqn−1)(1 − z−1qn)
(1 − zqa(n−1))(1 − z−1qan) . (1.11)
Clearly, (1.10) follows from (1.11) by letting a = t and z → 1. Again the a = 2 case follows
easily from Jacobi’s triple product identity.
Notation. We use the following notation for finite products
(z;q)n = (z)n =
{∏n−1
j=0(1 − zqj ), n > 0,
1, n = 0.
For infinite products we use
(z;q)∞ = (z)∞ = lim
n→∞(z;q)n =
∞∏
n=1
(
1 − zq(n−1)),
(z1, z2, . . . , zk;q)∞ = (z1;q)∞(z2;q)∞ · · · (zk;q)∞,
[z;q]∞ = (z;q)∞
(
z−1q;q)∞ = ∞∏
n=1
(
1 − zq(n−1))(1 − z−1qn),
[z1, z2, . . . , zk;q]∞ = [z1;q]∞[z2;q]∞ · · · [zk;q]∞,
for |q| < 1 and z, z1, z2, . . . , zk = 0.
2. Proof of Theorems 1.2 and 1.3
Suppose a  2. The idea is to show both sides of (1.8) satisfy the same functional equation as
z → zq and agree for enough values of z. Define
Ra(z;q) = E(q)E
(
qa
)a−2 [za;qa]∞
[z;q]∞ , (2.1)
which is the right side of (1.8). An easy calculation gives
Ra(zq;q) = z−(a−1)Ra(z;q). (2.2)
We show that basically the a terms in the definition of Ca(z;q) are permuted cyclically as
z → zq . To this end we define:
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Fj (z;q) :=
∑
n=(n0,n1,...,na−1)∈Za
n·1a=0
zanj+j qQa(n) (0 j  a − 1). (2.4)
Now suppose 1 j  a − 1. Let e0 = (1,0, . . . ,0), e1 = (0,1, . . . ,0), . . . , ea−1 = (0,0, . . . ,
0,1) be the standard unit vectors, n = (n0, n1, . . . , na−1) ∈ Za , and n′ = (n1, n2, . . . , na−1, n0)+
ej−1 − ea−1. An easy calculation gives
Qa(n′) − Qa(n) = anj + j − n · 1a. (2.5)
Hence
Fj−1(z;q) =
∑
n∈Za
n·1a=0
zanj−1+(j−1)qQa(n)
=
∑
n′∈Za
n′·1a=0
za(nj+1)+(j−1)qQa(n′)
=
∑
n∈Za
n·1a=0
zanj+j+(a−1)qQa(n)+anj+j
= z(a−1)Fj (zq;q), (2.6)
and
Fj (zq;q) = z−(a−1)Fj−1(z;q). (2.7)
Similarly we find that
F0(zq;q) = z−(a−1)Fa−1(z;q), (2.8)
by using the result that
Qa(n′) − Qa(n) = an0 − n · 1a, (2.9)
where n′ = (n1, n2, . . . , na−1, n0).
Since
Ca(z;q) =
a−1∑
j=0
Fj (z;q), (2.10)
we have
Ca(zq;q) = z−(a−1)Ca(z;q). (2.11)
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of z with |q| < |z| 1. It is clear that
Ca(z;q) = Ra(z;q) = 0, (2.12)
for z = exp(2πik/a) for 1 k  a − 1. Finally, (1.8) holds for z = 1 since
Ca(1;q) = a
∑
n∈Za
n·1a=0
q
a
2 n·n+ba ·n = aE(q
a)a
E(q)
= Ra(1;q), (2.13)
by (1.7) with t = a. This completes the proof of Theorem 1.2.
The proof of Theorem 1.3 is similar. First by considering a cyclic permutation one can show
that the definition of Bj,a(z;q) is independent of j . Next one show that both sides of (1.11)
satisfy the same functional equation
Φa
(
zqa;q)= q−(a2)(−z)−(a−1)Φa(z;q). (2.14)
For the right side this is easy. For left side one uses the transformation n 	→ n′ = n + 1a − aej .
Since both sides satisfy the same functional equation (2.14) and are analytic for z = 0, one needs
only to verify that the identity holds for a distinct values of z on the region |q|a < |z|  1. For
1 k  a − 1, one uses the transformation n 	→ n′ = n + k(ej+1 − ej ) to find that
Bj,a
(
qk;q)= ωkaBj+1,a(qk;q)= ωkaBj,a(qk;q), (2.15)
so that
Bj,a
(
qk;q)= 0. (2.16)
Hence, both sides of (1.11) are zero for z = qk (1  k  a) and agree at z = 1 by (1.10) with
t = a. The theorem follows.
3. Proof of K. Saito’s Conjecture
First we show that ∏
d|M
E
(
qd
)μ(d) = ∏
n1
(n,M)=1
(
1 − qn), (3.1)
for any positive integer M . Now
∏
E
(
qd
)μ(d) = ∏ ∞∏(1 − qdm)μ(d) = ∞∏(1 − qn)ε(n), (3.2)d|M d|M m=1 n=1
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ε(n) =
∑
d|M & d|n
μ(d) =
∑
d|(M,n)
μ(d) =
{
1 if (M,n) = 1,
0 otherwise,
(3.3)
by a well known property of the Möbius function, and we have (3.1).
For any positive integer N we define
S˜N (q) := E(q
N)φ(N)∏
d|N E(qd)μ(d)
. (3.4)
We wish to show that all coefficients in the q-expansion of S˜N (q) are nonnegative. We consider
three cases.
Case 1. N = pα where p is prime. This case was proved by Ibukiyama [15]. Alternatively,
the case α = 1 follows from (1.5) and then use an easy induction on α.
Case 2. N = pM , where p is prime, M is odd and p  M . We have
∏
d|N
E
(
qd
)μ(d) = ∏
d|M
E
(
qd
)μ(d)
E
(
qpd
)μ(pd) = ∏
d|M
(
E(qd)
E(qpd)
)μ(d)
. (3.5)
By (3.1) we have
∏
d|M
E
(
qd
)μ(d) = ∏
n1
(n,M)=1
(
1 − qn)= ∏
n0
∏
(r,M)=1
1rM−1
(
1 − qMn+r)= ∏
(r,M)=1
1rM−12
[
qr ;qM]∞.
(3.6)
Now for a a positive integer, |q| < 1 and z = 0 we let
Da(z;q) := E(q
a)a
E(q)
Ca(z;q) = E
(
qa
)2a−2 [za;qa]∞
[z;q]∞ , (3.7)
so that
∏
(r,M)=1
1rM−12
Dp
(
qr ;qM)= (E(qpM)2p−2)φ(M)/2 ∏
(r,M)=1
1rM−12
[qpr ;qpM ]∞
[qr ;qM ]∞
= E(qN )φ(N) ∏
d|M
E(qpd)μ(d)
E(qd)μ(d)
(
by (3.6))
= E(q
N)φ(N)∏
d|N E(qd)μ(d)
(
by (3.5))
= S˜N (q). (3.8)
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by Theorem 1.2, and E(qpM)p/E(qM) has nonnegative coefficients by (1.5) so that each
Dp(q
r ;qM) has nonnegative coefficients.
Case 3. N = pαM , where p is prime, M is odd, p  M , and α  2. We let N ′ = pM . It is
clear that ∏
d|N
E
(
qd
)μ(d) = ∏
d|N ′
E
(
qd
)μ(d)
. (3.9)
Hence
S˜N (q) = E(q
N)φ(N)
E(qN
′
)φ(N
′) S˜N ′(q) =
(
E(qp
α−1N ′)p
α−1
E(qN
′
)
)(p−1)φ(M)
S˜N ′(q). (3.10)
Here S˜N (q) is the product of two terms. The second term S˜N ′(q) has nonnegative coefficients
from Case 2. The first term has nonnegative coefficients using (1.5) with q replaced with qN ′ and
t = pα−1. Thus K. Saito’s Conjecture holds in this case.
4. Other products with nonnegative coefficients
In this section we prove a number of results for coefficients of other infinite products. For a
formal power series
F(q) :=
∞∑
n=0
anq
n ∈ Z[[q]]
we write
F(q) 0,
if an  0 for all n 0. For a formal power series F(z1, z2, . . . , zn;q) in more than one variable
we interpret F(z1, z2, . . . , zn;q)  0 in the natural way. The following result follows from the
q-binomial theorem [1, Thm. 2.1].
Proposition 4.1. If |q|, |t | < 1 then
(at;q)∞
(a;q)∞(t;q)∞ =
∞∑
n=0
tn
(aqn;q)∞(q)n  0. (4.1)
Corollary 4.2. If a, b, M are positive integers then
∞∏
n=0
(1 − qMn+a+b)
(1 − qMn+a)(1 − qMn+b)  0. (4.2)
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defined by [
n + m
m
]
q
= (q)m+n
(q)n(q)m
= (1 − q
n+1) · · · (1 − qn+m)
(q)m
. (4.3)
Since it is the generating function for partitions with at most m parts each  n it is a polynomial
(in q) with positive integer coefficients. We have
Proposition 4.3. If L 0 then
(z1z2;q)L
(z1;q)L(z2;q)L =
L∑
j=0
[
L
j
]
q
z
j
1
(z1qL−j ;q)j (z2qj ;q)L−j  0. (4.4)
This proposition follows from [12, Ex. 1.3(i), p. 20].
The case (t, a) = (z, qz−1) of Proposition 4.1 is
(q;q)∞
(z;q)∞(q/z;q)∞ =
E(q)
[z;q]∞ =
∞∑
n=0
zn
(q)n(z−1qn+1;q)∞  0, (4.5)
and is related to the crank of partitions [2]. See also [9, Eq. (5.7), p. 43]. The crank of a partition
is the largest part if the partition contains no ones, and is otherwise the number of parts larger
than the number of ones minus the number of ones. Let M(m,n) denote the number of partitions
of n with crank m. Then
(1 − z) E(q)[z;q]∞ =
∞∏
n=1
(1 − qn)
(1 − zqn)(1 − z−1qn)
= 1 + (z + z−1 − 1)q +∑
n2
(
n∑
m=−n
M(m,n)zm
)
qn. (4.6)
This result follows from (1.11) and Theorem 1 in [2]. We note the coefficients on the right side
of (4.6) are nonnegative except for the coefficient of z0q1. By observing that
(
1 + z + z2 + · · · + zm−1)(z + z−1 − 1)= z−1 + m−2∑
j=1
zj + zm (m 2)
we have
Proposition 4.4. If |q| < 1, z = 0 and m 2 then
(
1 − zm) E(q)[z;q]∞ = (1 + z + z2 + · · · + zm−1)
∞∏
n=1
(1 − qn)
(1 − zqn)(1 − z−1qn)  0. (4.7)
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E(qt )t
E(q)
 0, for any positive integer t. (4.8)
This follows from (1.5).
The quintuple product identity [12, Ex. 5.6, p. 134] can be written as
[z2;q]∞E(q)
[z, z3;q]∞ =
E(q3)
[z3, q2z3;q3]∞ + z
E(q3)
[z3, qz3;q3]∞ . (4.9)
Ekin [7] used this form of the quintuple product identity to prove a number of inequalities for
the crank of partitions mod 7 and 11. In the following proposition we give a generalization of the
quintuple product identity. The case a = 2 is (4.9).
Theorem 4.5 (Generalization of the Quintuple Product Identity). Suppose a is a positive integer,
|q| < 1 and z = 0. Then
[za;q]∞
[z, za+1;q]∞ =
E(qa+1)2
E(q)2
a−1∑
j=0
zj
[qa−j ;qa+1]∞
[za+1, za+1qa−j ;qa+1]∞ . (4.10)
Proof. We rewrite (4.10) as
E(q)2
E(qa+1)2
[za;q]∞
[z;q]∞ =
[
za+1q, za+1q2, . . . , za+1qa;qa+1]∞ a−1∑
j=0
zj
[qa−j ;qa+1]∞
[za+1qa−j ;qa+1]∞ .
(4.11)
Using the fact that [
zqk;q]∞ = (−1)kz−kq−(k2)[z;q]∞ (4.12)
it is straightforward to show that both sides of (4.11) satisfy the functional equation
Φa(zq;q) = (−1)a−1q−(a2)z1−a2Φa(z;q). (4.13)
Therefore, since both sides of (4.11) are analytic for z = 0 we need only to verify (4.11) for a2
distinct values of z in the region |q| < z 1. For 1 k  a, and 0 n a we let
z = qk/(a+1)e2πin/(a+1), so that za+1 = qk and za = z−1qk.
We find that each term in the sum on the right side of (4.11) is zero except the term corresponding
to j = k − 1, and that both sides simplify to
(−1)k+1q−(k2)zk−1 E(q)
2
E(qa+1)2
.
Thus both sides of (4.11) agree for a2 + a distinct values of z and the result follows. 
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Remark 4.7. Ekin’s identity [7, (38), p. 287]
E(q)
[z;q]∞ =
1
[z2;q2]∞
∞∑
n=−∞
znqn(n−1)/2 (4.14)
implies
E(q)E(q2)
[z;q]∞ =
1
[z4;q4]∞
∞∑
n1,n2=−∞
zn1+2n2qn1(n1−1)/2+n2(n2−1)  0. (4.15)
We can iterate (4.14) to obtain
E(q)E(q2)E(q4)E(q8) · · ·
[z;q]∞  0. (4.16)
Corollary 4.8. Let |q| < 1 and z = 0. If a and k are integers with a and k  2, then
(
1 − zk(a+1))E(q)E(qa+1)(a+1)/2 [za;q]∞[z, za+1;q]∞  0. (4.17)
Proof. From (4.10) we have
(
1 − zk(a+1))E(q)E(qa+1)(a+1)/2 [za;q]∞[z, za+1;q]∞
=
a−1∑
i=0
zi
E(qa+1)(a+1)/2[qa−i;qa+1]∞
E(q)
(
1 − zk(a+1)) E(qa+1)2[za+1, za+1qa−i;qa+1]∞ . (4.18)
Suppose 0 i  a − 1. By (4.7) each term
(
1 − zk(a+1)) E(qa+1)2[za+1, za+1qa−i;qa+1]∞  0, (4.19)
since k  2. It remains to show that each term
E(qa+1)(a+1)/2[qa−i;qa+1]∞
E(q)
 0. (4.20)
If a ≡ 0 (mod 2) then we find by (4.5) that
E(qa+1)(a+1)/2[qa−i;qa+1]∞
E(q)
=
a/2∏
j=1
E(qa+1)
[qj ;qa+1]∞  0. (4.21)j /∈{a−i,i+1}
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E(qa+1)(a+1)/2[qa−i;qa+1]∞
E(q)
= E(q
a+1)2
E(q(a+1)/2)
(a−1)/2∏
j=1
j /∈{a−i,i+1}
E(qa+1)
[qj ;qa+1]∞  0, (4.22)
by (4.5) and (4.8) with t = 2 and q → q(a+1)/2. If a ≡ 1 (mod 2) and i = (a − 1)/2 we find
E(qa+1)(a+1)/2[qa−i;qa+1]∞
E(q)
= E(q
(a+1)/2)(a+1)/2
E(q)
(
E(qa+1)
E(q(a+1)/2)
)(a−3)/2
 0, (4.23)
by (4.8) since in this case a  3 and E(q2)/E(q) 0. 
Remark 4.9. Setting q → q5, a = 3, k = 2 and z = q in (4.17) we have
(
1 − q8)E(q5)E(q20)2 [q2;q5]∞[q;q5]2∞  0. (4.24)
This leads to an inequality for the crank of partitions mod 5. Using [2, Thm. 1] and [8, (4.8)] we
have
∑
n0
(
M(0,5,5n) − M(1,5,5n))qn = E(q5) [q2;q5]∞[q;q5]2∞ . (4.25)
In view of (4.24), we have
M(0,5,5n) > M(1,5,5n) for n 0, (4.26)
by checking the result for the first 8 coefficients. Here M(k, t, n) is the number of partitions of n
with crank congruent to k mod t . This proves [8, (8.47)] (conjectured in 1988). From [7, (13)]
we have
∑
n0
(
M(2,11,11n + 2) − M(1,11,11n + 2))qn = E(q11) [q3;q11]∞[q, q4;q11]∞ . (4.27)
Setting q → q11, a = 3, k = 2 and z = q in (4.17) and checking the first 11 cases we have
M(2,11,11n + 2) > M(1,11,11n + 2) for n = 3. (4.28)
Proposition 4.10. If |q| < 1 and z = 0 then
E(q2)[z4;q2]∞
[z2;q2]∞[qz3;q2]∞  0, (4.29)
E(q3)(z2;q3)∞
(q3z−1;q3)∞(z;q)∞  0. (4.30)
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E
(
q3
) [z2;q3]∞
[z;q]∞  0, (4.31)
since
E
(
q3
) [z2;q3]∞
[z;q]∞ =
((
1 − z2) E(q3)[z;q3]∞
)(
(z2q3;q3)∞
(zq, zq2;q3)∞
)(
(q3/z2;q3)∞
(q/z, q2/z;q3)∞
)
, (4.32)
and each of the three terms on the right side of (4.32) has nonnegative coefficients by (4.7) with
m = 2, (4.1) and (4.1) respectively. Next we can use the quintuple product identity to obtain
E(q2)[z4;q2]∞
[z2;q2]∞[qz3;q2]∞ = E
(
q6
) [q2z6;q6]∞
[qz3;q2]∞ + z
2E
(
q6
) [q2/z6;q6]∞
[q/z3;q2]∞  0, (4.33)
by (4.31).
(ii) We have
E(q3)(z2;q3)∞
(q3z−1;q3)∞(z;q)∞ =
((
1 − z2) E(q3)[z;q3]∞
)(
(z2q3;q3)∞
(zq;q3)∞(zq2;q3)∞
)
 0, (4.34)
by (4.7) (with m = 2) and (4.1). 
Proposition 4.11. Suppose n is a positive integer.
(i) If m is a positive odd integer then
E(qmn)n(m−1)/2−mE(qm)(m+1)/2E(qn)
E(q)
 0. (4.35)
(ii) If m is a positive even integer then
E(qmn)(n−2)(m/2−1)E(qm)m/2−1E(qn)E(qm/2)
E(q)E(qmn/2)
 0. (4.36)
Proof. By (1.8) we have
Ct(z, q) = E(q)E
(
qt
)t−2 [zt ;qt ]∞
[z;q]∞  0, (4.37)
for any positive integer t .
(i) The result is true for m = 1 so we suppose m 3 is an odd integer. Then
(m−1)/2∏ [
qr ;qm]∞ = E(q)E(qm) . (4.38)r=1
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(m−1)/2∏
r=1
Cn
(
qr , qm
)= E(qmn)n(m−1)/2−mE(qm)(m+1)/2E(qn)
E(q)
 0. (4.39)
(ii) The result is true for m = 2 so we suppose m 4 is an even integer. This time
(m/2−1)∏
r=1
[
qr ;qm]∞ = E(q)E(qm/2) , (4.40)
and
(m/2−1)∏
r=1
Cn
(
qr , qm
)= E(qmn)(n−2)(m/2−1)E(qm)m/2−1E(qn)E(qm/2)
E(q)E(qmn/2)
 0.  (4.41)
Corollary 4.12. If m and n are positive integers then
E(qmn)mn−m−nE(qm)E(qn)
E(q)
 0. (4.42)
Proof. We consider two cases.
Case 1. m is odd. By (4.35) and (4.8) (with q → qm and t = n) we have
E(qmn)mn−m−nE(qm)E(qn)
E(q)
=
(
E(qmn)n(m−1)/2−mE(qm)(m+1)/2E(qn)
E(q)
)(
E(qmn)n
E(qm)
)(m−1)/2
 0. (4.43)
Case 2. m is even. By (4.36) (with n = 2 and m → 2n) we have
Vn(q) := E(q
2n)n−2E(q2)E(qn)
E(q)
 0, (4.44)
where n is any positive integer. We find that
E(qmn)mn−m−nE(qm)E(qn)
E(q)
=
(
E(qmn)(n−2)(m/2−1)E(qm)m/2−1E(qn)E(qm/2)
E(q)E(qmn/2)
)(
E(qmn)n
E(qm)
)m/2−1
Vn(q
m/2) 0,
(4.45)
by (4.36), (4.8) (with q → qm and t = n) and (4.44). 
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of Saito’s Conjecture (N = mn). Also, in the case when m is odd there is simple direct proof. In
this case we find that
0
(m−1)/2∏
r=1
Dn
(
qr , qm
)= E(qmn)mn−m−nE(qm)E(qn)
E(q)
, (4.46)
since each Dn(qr , qm) (defined in (3.7)) has nonnegative coefficients.
We make the following
Conjecture 4.14. Suppose |q| < 1 and z = 0.
(i) If p  1 then
E(q)
(z;q)∞(qz−p;q)∞  0. (4.47)
(ii) If a, b, m, n 1 then
E(qma+nb)
(qa;qma+nb)∞(qb;qma+nb)∞  0. (4.48)
(iii) For n 3
(z, zn−1qn;qn)∞
(z;q)∞  0. (4.49)
(iv) For n 4
(zn−1qn;qn)∞
(zq, zq2, zq3;qn)∞  0. (4.50)
(v) For n 2
E
(
qn
) [zn−1;qn]∞
[z;q]∞  0. (4.51)
(vi) For n > 1, m > 0, a = 1, 2
E(qnm)
(qa;qm)∞  0. (4.52)
(vii) For m > 1
E
(
qm
) [z2;qm]∞
[z;qm]∞(zq, q/z;qm)∞  0. (4.53)
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E
(
qn
) [zn2;qn]∞
[zn;qn]∞
[zn+1qn;qn]∞
[zn+1q;q]∞  0. (4.54)
Remark 4.15. The case p = 1 of (4.47), the case m = n = 1 of (4.48) and the case a = 1 of
(4.47) are all special cases of Proposition 4.1.
Remark 4.16. We consider (4.49) and let
Pn(z, q) := (z, z
n−1qn;qn)∞
(z;q)∞ , (4.55)
for n 3. We can show that (4.49) holds for n = 3, 4. We have
P3(z, q) = (z
2q3;q3)∞
(zq, zq2;q3)∞  0, (4.56)
by (4.1) with q → q3, a = zq and t = zq2. Also,
P4(z, q) = (z
3q4;q4)∞
(zq;q2)∞(zq2;q4)∞ =
(−zq;q2)∞ (z3q4;q4)∞(zq2;q4)∞(z2q2;q4)∞  0, (4.57)
by (4.1) with q → q4, a = zq2 and t = z2q2.
Remark 4.17. When n 4 it is clear that (4.50) implies (4.49).
Remark 4.18. Finally, we consider (4.51). We observe that
E
(
qn
) [zn−1;qn]∞
[z;q]∞ =
(
1 − zn−1) E(qn)[z;qn]∞ · Pn(z, q)Pn(z−1, q). (4.58)
We note that when n = 3, (4.58) is (4.32). For n 3, we see that (4.49) implies (4.51) by (4.7)
with m = n − 1 and q → qn. Thus (4.51) holds for n = 3, 4. It also holds for n = 2 since
E
(
q2
) [z;q2]∞
[z;q]∞ =
E(q2)
[zq;q2]∞  0, (4.59)
by (4.5).
Remark 4.19. The case m = 1 of (4.52) is trivial. When m = 2 and a = 1 we have
E(q2n)
(q;q2)∞ =
E(q2)2
E(q)
· E(q
2n)
E(q2)
 0, (4.60)
by (4.8) with t = 2.
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E
(
q2
) [z2;q2]∞
[z;q2]∞(zq, q/z;q2)∞ =
E(q2)[z2;q2]∞
[z;q]∞ =
E(q2)
E(q)
· (q,−z,−q/z;q)∞  0, (4.61)
by (1.9).
Remark 4.21. The case n = 2 of (4.54) is (4.29). It can be shown that (4.10) and (4.51) im-
ply (4.54).
5. Concluding remarks
As noted in the introduction both (1.7) and (1.8) are special cases of Macdonald’s identity of
type A. It is natural to consider the following questions.
(i) Is there a natural analog of t-core which extends (1.7) to other affine root systems?
(ii) Are there other special cases of Macdonald’s identity for other affine root systems which
give nice product identities analogous to (1.8)?
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