In this article we present a Bernstein inequality for sums of random variables which are defined on a graphical network whose nodes grow at an exponential rate. The inequality can be used to derive concentration inequalities in highly-connected networks. It can be useful to obtain consistency properties for nonparametric estimators of conditional expectation functions which are derived from such networks.
Introduction
In this section we consider a general graph G = (V, E) with a countable set of nodes V and a set of edges E. We define the natural metric on G as the minimal number of edges between two nodes
(v, w) → inf l ∈ AE such that there are (v 0 , v 1 ), ..., (v l−1 , v l ) ∈ E with v 0 = v, v l = w .
The metric d G is extended to sets I, J ⊆ V in the usual way: d G (I, J) = inf{d G (v, w) : v ∈ I, w ∈ J}. We denote by N(v) the set of neighbors of v w.r.t. G for a node v of a graph G = (V, E). Furthermore, we assume that there is a probability space (Ω, A, È) which is endowed with a real-valued random field Z. The latter is indexed by the set of nodes V , i.e., Z is a family of random variables {Z v : v ∈ V } such that Z v : Ω → S is measurable for each v ∈ V .
We denote the indicator function by ½ and we define the α-mixing coefficient of the random field {Z v : v ∈ V } on the graph G = (V, E) by The random field is strong mixing w.r.t. G if and only if α G (n) → 0 for n → ∞. In the sequel, we investigate random fields which are defined on the following class of graphs: Definition 1.1 (Trees growing at an exponential rate A). Let A ∈ AE + . A tree T = (V, E) is growing at an exponential rate A if T is a rooted tree and each node v ∈ V has exactly A children. The nodes in the tree are labeled according to the following scheme: the distinguished root (which has no parent) is labeled by (0, 0) and the children of the node (j, k) are labeled by (j + 1, A(k − 1) + 1), . . . , (j + 1, Ak). Hence, the set of nodes and the set of edges are given by
A rooted graph G = (V, E) is growing at an exponential rate A if the edges E can be decomposed into two disjoint sets
is a tree growing at an exponential rate A and the setẼ of additional edges has the property that it does not connect nodes of arbitrary length in T , i.e.,
We come to the definition of a mixing embedding of a graph. Here it is worthy to mention that − especially in the context of graph theory − there are different definitions of graph embeddings: the common definition of an embedding of a graph G requires, loosely speaking, that the edges of the embedded graph may only intersect at their endpoints,
i.e., at the nodes. It is well known that any graph with countably many nodes can be embedded into 3 via placing the i-th node at the point (i, i 2 , i 3 ) ∈ 3 , compare Cohen et al. (1994) . Furthermore, one can characterize the finite graphs which are embeddable into the plane (the planar graphs) with the help of the theorems of Kuratowski (1930) and of Wagner (1937) . Here, we slightly change this graph theoretic definition such that it is tailored to our needs: we can omit the restriction that edges may not intersect at an interior point. However, since we shall usually be dealing with infinite graphs, we have to add a requirement that is essential when is comes to mixing random fields which are defined on the graph which is to be embedded. We need this definition to show what is intuitively clear: the Bernstein inequalities for regular lattices are not applicable in the context of graphs which grow at an exponential rate. We give the definition Definition 1.2 (Mixing embedding of a graph). Let G = (V, E) be a graph with countably many nodes V and denote by d p, N the Euclidean p-norm on the N -dimensional lattice N , for p ≥ 1 and N ∈ AE + . There is a mixing embedding
In the following, when speaking of the lattice N as a graph, we shall always understand the graph G = (V, E) with nodes V = N and edges E = {(v, v+b i ) : v ∈ V, i = 1, . . . , N } where b i is the i-th standard basis vector which is one in the i-th coordinate and zero otherwise. Note that in this case, we have
We have a practical lemma which gives equivalent formulations of this definition 
G is isomorphic to a graph
In particular, let {Z v : v ∈ V } be a random field on G, denote by {Z s : s ∈ V ′ } the same random field under the graph isomorphism. Then the mixing coefficients satisfy asymptotically α ∞, N (⌈C · ⌉) ≤ α G which means that strong mixing is inherited when switching between G and G ′ .
Proof.
(1) ⇒ (2) and (3): assume that there is a mixing embedding of G in N , then obviously V is countable, thus, the
is meaningful and finite by assumption. Consequently, we have for two connected nodes v and
We come to the amendment of the lemma. Let n ∈ AE be given and consider a random field on G and its graphisomorphic counterpart on G ′ . We infer for two sets
e., we have using the graph isomorphism for n ≥ C
The following class of graphs does not allow for a mixing embedding in
Proof. Let the map AE ∋ k → |L k | grow faster than any polynomial of degree N and assume that there is a mixing
observe that for v and w both in L k the distance in the graph is at most
which implies for these two nodes that
Hence, C > 1. In the same way, there is a k 2 ∈ AE such that for all k ≥ k 2 , we have
which in turn implies C < 1. This contradicts the assumption that there is a mixing embedding of G in N .
This implies that we cannot use the above mentioned Bernstein inequalities for data which is defined on a lattice to derive concentration inequalities for random fields that are defined on graphs which grow at an exponential rate A. Instead we give a new Bernstein inequality which can deal with this class of random fields in the next section.
A Bernstein inequality for exponentially growing graphs
In this section we derive inequalities of the Bernstein type for random fields which are highly-connected and whose index set grows at an exponential rate. We need the following important lemma:
Lemma 2.1. Let T = (V, E) be a tree growing at an exponential rate A. Denote by
the set of nodes of the subtree of T which has its root at the node (j, k) and consists of P ∈ AE + generations. Consider the graph which is induced by the set of nodes V (j, k, P ). Then the number of pairs (v, w) in this graph which are separated by exactly L edges for 1 ≤ L ≤ 2(P − 1) is given by
for a suitable constant 0 < C < ∞ which does not depend on P , L and A.
Proof of Lemma 2.1. The minimal distance in this subtree clearly is 1, whereas the maximal distance is 2(P − 1). Let now a length L be fixed, 1 ≤ L ≤ 2(P − 1). We distinguish two cases for a pair (v, w) which is separated by L edges:
in the first case w (resp. v) is a descendant of v (resp. w). In the second case v and w have a common parent which we call r and, plainly, v = r = w.
The first case is only possible for 1 ≤ L ≤ P − 1, for such an L there are exactly 2(A P − A L )/(A − 1) such pairs (v, w) in this subtree. The second case is possible for 2 ≤ L ≤ 2(P − 1). Depending on L the parent is located between generation zero and generation ⌈P − 1 − L/2⌉, denote its generation by h. Having fixed a parent r in generation h the distance from r to the first node v is at least 1 ∨ (l − (P − 1 − h)) and at most L ∧ (P − 1 − h), denote this distance by It follows the Bernstein inequality. Here we do not consider the full set of nodes V instead we focus on a strip of V which is defined with the help of the V (j, k, P ) from the previous Lemma 2.1.
Theorem 2.2 (Bernstein inequality). Let T = (V, E) be a tree growing at an exponential rate A. Let Z v be a real-valued random variable for each
L ∈ AE, P ∈ AE + and consider the subtree induced by the set of nodes
where Q 2 , P 2 ∈ AE + such that Q 2 ≤ P 2 and P 2 + Q 2 < A L as well as
and f := 2 log Q 2 log A .
Proof of Theorem 2.2. We have to partition V ′ suitably. We use the abbreviations V ( · ) := V (L, · , P ) and T := A L /(P 2 + Q 2 ) as well as,
for i = 1, . . . , T . Note that the A(i) and B(i) are the union of the disjoint sets V ( · ) and that some A(i) and B(i) might be empty. Furthermore, we define
Then, we have with Markov's inequality and the well-known AM-GM inequality that
Hence, it suffices to consider the sum v∈V ′ 1 Z v closer. We write
We compute the expectations of the random variables e δS(i) , for δ > 0 sufficiently small. Note that the distance w.r.t. for Hölder conjugate a, b ≥ 1 and f := 2⌈log Q 2 / log A⌉. Furthermore, we have if
Now the random variables Z v are essentially bounded by C. Let β ≤ (A − 1)/(4eCP 2 (A P − 1)) and define δ := 2β.
Then, we have
Note that in the subgraph induced by the A(i) there are exactly N (P, k) pairs of nodes (v, w) with d G (v, w) = k ∈ {1, . . . , 2(P − 1)}, where N (P, k) is given in Lemma 2.1. For the next two lines we use the inequality (
for real numbers a i , i = 1, . . . , n, n ∈ AE. Consequently, we get
Furthermore, we find with the Hölder inequality that exp(δS(i − 1)) 1 ≤ exp(δS(i − 1)) b . Thus, equation (2.5) can be bounded by
Especially, for the case i = T successive iteration of (2.6) yields for the choice a := T + 1 and b = 1 + 1/T (as in Valenzuela-Domínguez et al. (2017))
The computations for exp 2β v∈V ′ 2 Z v are similar and one achieves the same bounds for this term. This finishes the proof.
We are now in position to derive a concentration inequality. We consider an infinite tree which grows at an exponential rate A and which is endowed with a random field Z. We assume that the random field Z on the tree T is strong mixing such that
where N (P, k) is defined in Lemma 2.1. We say that the mixing coefficients decay at a super-exponential (or hyperexponential) rate if there is a positive increasing function g with lim n→∞ g(n) = ∞ such that
In this case, equation (2.7) follows from Lemma 2.1 with the bound N (P, k) ∈ O P A P +k/2 and the following concentration inequality is true 
Then there are constants c 1 , c 2 ∈ Ê + such that for all L ∈ AE and ε > 0
This means the probability decays asymptotically at a rate which is approximately linear in the size of the sample V L .
Proof of Theorem 2.3. Let P 1 := ⌊L η ⌋ for some η ∈ (0, 1). We partition V L in the following way: first we define the wedge which consist of the first L − P 1 generations
The remaining P 1 generations are collected in
The sums which correspond to these partitioning are S L := v∈WL Z v and S L := v∈UL Z v . Then we split the probability as follows,
The first probability in (2.9) is negligible because we find
Thus, we can focus on the second probability in (2.9). We use Theorem 2.2. We make the following definitions
and f := 2 log P 2 log A .
Consider the exponent of the first factor given in (2.4): one finds that there is a constant c ∈ Ê + which does neither depend on L nor on ε nor on the Z v such that
The second factor in (2.4) is given by
We can derive the following bound for the mixing coefficient and the exponent inside the exp-function in (2.11)
Consider the second factor inside the exp-function in (2.11), it is A L−P1 /P 2 ≤ (L − P 1 )/ log L. In particular, the second factor in (2.11) is uniformly bounded for all L ∈ AE + if D is sufficiently large. Consider the third factor in (2.4).
Since the mixing coefficients decay sufficiently fast, we can derive the following inequality
for a suitable constant c ∈ Ê. In particular, this expression is uniformly bounded over all L ∈ AE. All in all, we have shown that there are constants c 1 , c 2 ∈ Ê + such that for the second probability in (2.9) is bounded as
where, the asymptotic speed is determined by (2.10). This completes the proof.
The previous theorem can be applied to exponentially growing graphs as well, we have the useful corollary:
Corollary 2.4 (Concentration inequality for exponentially growing graphs). Let G = (V, E ′ ∪Ẽ) be a graph growing at an exponential rate A endowed with a random field Z as in Theorem 2.3. Then there are constants c 1 , c 2 ∈ Ê + such that for all L ∈ AE and ε > 0
Proof of Corollary 2.4. We only need to show that the mixing conditions for the tree T = (V, E ′ ) are fulfilled. The condition that S := sup{d T (v, w) | (v, w) ∈Ẽ} < ∞ implies that
