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Abstract. The task of room layout estimation is to locate the wall-
floor, wall-ceiling, and wall-wall boundaries. Most recent methods solve
this problem based on edge/keypoint detection or semantic segmenta-
tion. However, these approaches have shown limited attention on the
geometry of the dominant planes and the intersection between them,
which has significant impact on room layout. In this work, we propose to
incorporate geometric reasoning to deep learning for layout estimation.
Our approach learns to infer the depth maps of the dominant planes in
the scene by predicting the pixel-level surface parameters, and the lay-
out can be generated by the intersection of the depth maps. Moreover,
we present a new dataset with pixel-level depth annotation of dominant
planes. It is larger than the existing datasets and contains both cuboid
and non-cuboid rooms. Experimental results show that our approach
produces considerable performance gains on both 2D and 3D datasets.
Keywords: Room layout estimation, plane segmentation, dataset
1 Introduction
An indoor scene differs from the natural scenes in that it usually contains domi-
nant planes such as floor, ceiling and walls. These planes are likely to be orthog-
onal to each other. Hence the spatial structure of an indoor scene tends to show
some regularity and can be represented by the room layout. Currently, the task
of room layout estimation is to locate the wall-floor, wall-ceiling, and wall-wall
boundaries. It can provide a useful prior for a wide range of computer vision
tasks, such as scene reconstruction [26,2,17] and augmented reality [35,18,24].
Recent methods achieve significant performance gains, which primarily focus
on learning the feature maps with deep networks like fully convolutional networks
(FCNs) [33]. One popular idea is to learn the wall-floor, wall-ceiling, and wall-
wall edges [25,31,40]. Another is to learn the semantic surface labels such as floor,
ceiling, front wall, left wall, and right wall [5,38]. Besides, there are also methods
trying to infer the layout corners (keypoints) [20,43]. However, the gathered
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bottom-up information from edge/keypoint detection or semantic segmentation
may not reflect the underlying geometry of room layout, e.g., orthogonal planes.
Essentially, the desired boundary between two surfaces appears because the
two planes in 3D space intersect in a line. This motivates us to focus on the
geometric model of the dominant surfaces (e.g., the floor, ceiling and wall) in
the indoor scene. With this key insight, we propose to predict the depth maps
of the dominant surfaces, and generate the layout by the intersection of the
depth maps, as shown in Fig. 1. We first analyse the projection principle of a
3D plane into the depth map and obtain the representation without explicit
camera intrinsics to parameterize the depth of a plane. Compared to the general
3D coordinate systems (e.g., the camera coordinate system), our parameteriza-
tion can omit the need for the camera intrinsic parameters. It also makes the
method applicable to the existing layout datasets whose intrinsic parameters are
not provided like Hedau [13] and LSUN [39]. Then we train a deep network to
predict the pixel-level surface parameters for each planar surface. The pixel-level
parameters are further aggregated into an instance-level parameter to calculate
the corresponding depth map, and the layout can be generated based on the
predicted depth maps. Our method generally requires the depth map of the
planar surfaces for learning. However, with our parameterization and geometric
constraints, the model can also be trained with only 2D segmentation.
Fig. 1: Room layout estimation based on depth maps of the planar surfaces.
However, the existing datasets for layout estimation do not fully support
the learning of the proposed 3D geometry-aware model as the 3D labels are
not provided. Besides, all the images are exhibiting simple cuboid layout only.
These shortcomings of the datasets severely limit the development of layout
estimation algorithms and the practical applications. Therefore, we produce a
new dataset for room layout estimation providing pixel-level depth annotation of
the dominant planar surfaces. The ground truth is gathered semi-automatically
with a combination of human annotation and plane fitting algorithm, and the
dataset contains indoor scenes with complex non-cuboid layout.
The major contributions of this work are summarized as follows: (1) We
propose to incorporate geometric reasoning to deep learning for the task of layout
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estimation, which is reformulated as predicting the depth maps of the dominant
planes. (2) We demonstrate the proposed model can be effectively trained to
predict the surface parameters, and it can also improve 2D layout performance
with the learned 3D knowledge. (3) A dataset with 3D label for layout estimation
is presented. The dataset is in large scale, complementary to previous datasets,
and beneficial to the field of room layout estimation.
2 Related Work
The current work on layout estimation can be divided into two types according
to whether the 3D spatial rules are exploited.
2D based layout estimation. The layout estimation problem was first intro-
duced by Hedau et al. [13], which consisted of two stages. First, a series of layout
hypotheses were generated by ray sampling from the detected vanishing points.
Second, a regressor was learned to rank the hypotheses. Later on, some meth-
ods were proposed to improve the framework [30,34,29,7], such as using different
hand-crafted features and improving the hypotheses generation process.
Recently, the CNN and FCN-based methods were proposed for layout estima-
tion and showed dramatic performance improvements on benchmark datasets.
Mallya and Lazebnik [25] trained a FCN [33] to predict the edge maps, which
are used for layout hypotheses generation and ranking. Ren et al. [31] used the
edge map as a reference for generating layout hypotheses based on the vanishing
lines, undetected lines, and occluded lines. Dasgupta et al. [5] instead predicted
the pixel-level semantic labels with FCN, and the layout estimates are further
optimized by vanishing lines. Zhang et al. [38] jointly learned the edge maps and
semantic labels using an encoder-decoder network. The layout hypotheses were
then generated and optimized based on the two information. Zhao et al. [40]
transferred the semantic segmentation model to produce edge features and pro-
posed a physics inspired optimization inference scheme. Lee et al. [20] adopted
an end-to-end framework for layout estimation by predicting the locations of the
layout keypoints. These methods generally predict the layout in 2D space, and
the 3D knowledge of indoor scenes are usually ignored.
3D based layout estimation and related work. Lee et al. [21] proposed the
”Indoor World” model based on the Manhattan world assumption and symmetric
floor and ceiling assumption. The model represented the scene layout in 2D
space and could be translated into a 3D model by geometric reasoning on the
configuration of edges. Choi et al. [4] trained several graph models that fused
the room layout, scene type and the objects in 3D space. Zhao and Zhu [42]
applied a hierarchical model that characterized a joint distribution of the layout
and indoor objects. The layout hypotheses were evaluated by the 3D size and
localization of the indoor objects. Guo et al. [11] trained five SVMs for the five
layout categories using appearance, depth, and location features. These methods
have exploited 3D spatial rules or considered the 3D relationship between the
room layout and indoor objects, but none of these work has focused on the 3D
geometry of the planar surfaces.
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The 3D plane detection and reconstruction problem aims to segment plane
instances and recover 3D plane parameters from an image, which is somewhat
similar to layout estimation. The methods can be divided into two groups.
The geometry-based methods [8,1,27] extract geometric cues such as vanish-
ing points and line segments to recover 3D information. The appearance-based
methods [10,12,23,22,36,37] infer the 3D information based on the appearance
and do not rely on the assumptions about the scenes. Specifically, Liu et al. [23]
proposed a deep network that simultaneously learned a constant number of plane
parameters and instance-level segmentation masks. Yang and Zhou [36] reformu-
lated the problem and proved that the 3D plane fitting losses could be converted
to depth prediction losses, and therefore did not require ground truth 3D planes.
Yu et al. [37] presented a proposal-free instance segmentation approach that first
learned pixel-level plane embeddings and then applied the mean shift cluster-
ing to generate plane instances. Since these methods are purely 3D based and
require the camera intrinsic parameters to work, they cannot be applied to the
current layout datasets like Hedau and LSUN.
3 Method
In this work, we intend to solve the layout estimation problem by predicting
the depth maps of the dominant planes (e.g., floor, walls, ceiling) in a room.
Then the layout can be obtained by the intersection of the depth maps of planar
surfaces that intersect each other. In Section 3.1, we first analyze the depth
map of a plane and give the general equation in the (u, v, Z) coordinate system,
which can be used to parameterize the depth map of an arbitrary plane. Then
we use a deep network to learn the surface parameters of the dominant planes
and generate layout estimates. The illustration of our method is shown in Fig. 2.
3.1 Parameterizing Depth Maps of Planes
A 3D plane in the camera coordinate system can be represented with the equa-
tion: aX + bY + cZ + d = 0, where (a, b, c) is the normal vector and d is the
distance to the camera center. A 3D point can be projected onto the image plane
via perspective projection, i.e., u = fx
X
Z +u0, v = fy
Y
Z +v0, where u, v are the
pixel coordinates and fx, fy, u0, v0 are the camera intrinsic parameters, with fx
and fy the focal lengths and u0 and v0 the coordinates of the principal point.
Based on the perspective projection, The planar equation can be rewritten as:
1
Z = − afxdu− bfydv+ 1d ( afxu0+ bfy v0−c). Apparently, the inverse depth value 1Z is
proportional to the pixel coordinates u and v in the depth map. With the above
observation, the depth map of a plane can be parameterized without explicit
camera intrinsics by three new parameters pˆ, qˆ, rˆ as shown in Eq. (1).
Z =
1
pˆu+ qˆv + rˆ
. (1)
In practice, the global scale of an indoor scene is ambiguous, which makes
the three parameters involved with the scale. Hence, we introduce a scale factor
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s =
√
pˆ2 + qˆ2 + rˆ2 and apply normalization to pˆ, qˆ, rˆ, i.e., p = pˆ/s, q = qˆ/s,
r = rˆ/s. The normalized parameters p, q, r are therefore scale-invariant. Finally,
the modified equation is given as below:
Z =
1
(pu+ qv + r)s
. (2)
3.2 Learning Depth Maps of Planes
We first introduce our method that learns the depth maps of planes with depth
supervision in this section.
Fig. 2: An illustration of our method that can be trained w/wo depth supervision.
Given an input image, the pixel-level surface parameters are predicted by the
network. They are aggregated into several instance-level parameters to produce
the depth maps of the planar surfaces. Based on the 2D segmentation, these
depth maps can be combined into a stitched depth map, which is evaluated by
either the ground truth (w/ depth supervision) or the minimal depth value of
the predicted depth maps for each pixel localization (w/o depth supervision).
Pixel-level surface parameter estimation. As shown in Eq. (2), the depth
map of a plane in the real world can be parameterized using p, q, r and s.
Motivated by this, we train a deep network to predict the pixel-level surface
parameters of the input image. We implement the surface parameter estimation
network based on [16], which is originally designed for monocular depth estima-
tion. The network consists of four modules: an encoder, a decoder, a multi-scale
feature fusion module, and a refinement module. We replace the last layer of the
refinement module by four output channels. For an input color image, the net-
work outputs four heat maps representing the pixel-level surface parameters. It is
worth noting that the network can be replaced to any architecture for pixel-wise
prediction such as PSPNet [41] and FCN [33].
With the ground truth depth map of the dominant planes Z∗i , we transform
Eq. (1) to calculate the target parameters pˆ∗i , qˆ
∗
i , rˆ
∗
i at the ith pixel:
pˆ∗i = Ou(1/Z∗i ),
qˆ∗i = Ov(1/Z∗i ),
rˆ∗i = 1/Z
∗
i − pˆ∗i ui − qˆ∗i vi,
(3)
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where Ou(1/Z∗i ) represents the spatial derivative of (1/Z∗i ) w.r.t. u computed at
the ith pixel, and so on. Following the same normalization operation, the scale
factor s∗i is calculated and the normalized parameters p
∗
i , q
∗
i , r
∗
i are obtained. Let
Pi = (pi, qi, ri, si) be the predicted parameters at the ith pixel and P
∗
i denotes
the ground truth. We use L1 loss to supervise the regressed parameters for each
pixel:
Lp = 1
n
n∑
i=1
‖Pi − P ∗i ‖ . (4)
Besides, the surface parameters belonging to the same surface should be close
together, while the parameters from different surfaces should be far apart. To
this end, we employ the discriminative loss proposed in [6]. The loss function
includes two terms: a variance term to penalize the parameter that is far from
its corresponding instance center, and a distance term to penalize the pairs of
different instance centers that are close to each other.
Ld = Lvar + Ldist, (5)
Lvar = 1
C
C∑
c=1
1
nc
nc∑
i=1
max(‖Pi − P c‖ − δv, 0), (6)
Ldist = 1
C(C − 1)
C∑
cA=1
C∑
cB=1
cA 6=cB
max(δd − ‖P cA − P cB‖ , 0), (7)
where C is the number of planar surfaces in the ground truth, nc is the number
of pixels in surface c, P c is the mean of the pixel-level parameters belonging to
c, δv and δd are the margins for the variance and distance loss, respectively. Here
we employ the variance loss Lvar to encourage the estimated parameters to be
close within each surface. At last, we extract P c as the instance-level parameters
to generate the depth map of surface c.
Depth map generation. We found that exploiting the ground truth to super-
vise the predicted depth map makes the training more effective. For surface c
with the predicted instance-level parameters P c = (pc, qc, rc, sc), its correspond-
ing depth map Zc can be produced using Eq. (2), i.e., Zci = 1/[(p
cui + q
cvi +
rc)sc]. In the training stage, the ground truth 2D segmentation l∗ is used to com-
bine the predicted depth maps into a stitched depth map, which is evaluated by
the ground truth as below:
Lz = 1
n
n∑
i=1
∥∥∥∥∥ 1Zl∗ii −
1
Z∗i
∥∥∥∥∥ , (8)
where Z
l∗i
i is the ith pixel of the stitched depth map and Z
∗ is the ground
truth. We use the inverse depth in the loss function as it is linear w.r.t. the
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pixel coordinates, which makes the training more stable and smooth. Finally,
the overall objective is defined as follows:
L3D = Lp + αLvar + βLz. (9)
3.3 Training on 2D Layout Datasets
The current benchmark datasets Hedau [13] and LSUN [39] both use the ground
truth 2D segmentation to represent the layout, and neither of them has ground
truth depth. The supervised learning method in Section 3.2 is inapplicable for
these datasets. In this section, we present a learning strategy that enables the
model to be trained with only 2D segmentation.
(a) Cuboid layout (b) Non-cuboid layout
Fig. 3: Depth representation of the dominant planes in the (u, v, Z) coordinate
system. The layout of a cuboid room is determined by the nearest planar regions,
but it is inapplicable for the non-cuboid room (see the red and yellow surfaces).
First, we employ the same network structure as in Section 3.2 for surface
parameter estimation. We use the full discriminative loss Ld to constrain the
predicted surface parameters. Here we assume that the indoor image has cuboid
layout, which means the room can be represented as a box. Such assumption is
tenable for Hedau and LSUN datasets and has been widely adopted by many
previous work. Based on this assumption, an important observation is that the
layout is determined by the nearest planar regions in the indoor scene. As shown
in Fig. 3 (a), if representing the depth maps of all the dominant planes in the
(u, v, Z) coordinate system, each surface will have a depth value at each (u, v)
coordinate and the minimal value at each pixel will form the depth map that
represents the layout. Also, the 2D segmentation map can be obtained according
to which surface has the minimal depth value at each pixel. It is worth noting that
the calculated depth map from Eq. (2) may have negative values, which should
be excluded. We simply switch to inverse depth and extract the maximum of 1Zc
at each pixel to produce the layout segmentation and corresponding depth map:
1
Zi
= max
c
1
Zci
, li = arg max
c
1
Zci
. (10)
8 W. Zhang et al.
Here, li is the generated pixel-level layout segmentation and
1
Zi
is the corre-
sponding depth map. Since arg max is not differentiable, it is unable to evaluate
the generated layout estimates by the pixel error between li and ground truth l
∗
i .
Instead, we encourage the stitched depth map to be consistent with the minimal
depth value. The loss function for the predicted depth map is defined as below:
Lz = 1
n
n∑
i=1
∥∥∥∥∥ 1Zl∗ii −
1
Zi
∥∥∥∥∥ . (11)
However, we find that under the current objective the learned model tends
to produce similar depth estimates for all the surfaces to reduce the loss. To deal
with this problem, we propose a “stretch” loss to increase the mutual distance
between the depth maps as follows:
Ls = − 1
n
n∑
i=1
ek/Z
l∗i
i∑C
c=1 e
k/Zci
, (12)
where k is a scale factor in the softmax operation. The “stretch” loss encour-
ages 1/Z
l∗i
i to be much larger than the rest inverse depth values at ith pixel,
and therefore similar depth estimates will be punished. The overall objective is
defined as follows:
L2D = Ld + ηLz + θLs. (13)
It is worth noting that such learning strategy is inapplicable for the non-
cuboid room, as shown in Fig. 3 (b). Besides, the generated depth map can only
infer the relative depth information, yet the precise depth value is unavailable.
3.4 Generating Layout Estimates
When the training stage is complete, a post-process step is employed to ob-
tain the parameterized layout estimation results. Because of the discriminative
loss (Eq. (5)-(7)), the predicted pixel-level surface parameters are likely to be
piece-wise constant and can be easily grouped to produce a segmentation map
representing the surface instances. We use standard mean-shift clustering as the
number of clusters does not need to be pre-defined. After clustering, the small
clusters with fewer than 1% of the overall pixels are abandoned. Next we ex-
tract the mean of the parameters within each cluster to obtain the instance-level
parameters. Then the depth map for each planar surface can be generated.
To find the true layout among the depth maps that intersect each other, we
evaluate the layout estimates based on its consistency with the clustered seg-
mentation. Specifically, we sort the depth maps of different surfaces according
to ascending order for each pixel, while the index indicating the surface instance
will constitute multiple layers of segmentation maps. Starting from the first
layer, we compare the current segmentation with the clustered segmentation.
For each region of the current segmentation, if the label is inconsistent with the
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dominant label of the clustered segmentation, we use the labels from the next
layer to replace the inconsistent label. This process continues until the current
segmentation is consistent with the clustered segmentation. Then the predicted
layout segmentation, depth map, and the corresponding surface parameters are
all available. With the intrinsic camera parameters, the 3D point cloud repre-
senting the layout can also be generated based on the depth map. Finally, the
layout corners can be computed based on the equations of the predicted depth
maps, i.e., a layout corner is the point of intersection among three surfaces, or
two surfaces and an image boundary.
4 Matterport3D-Layout Dataset
In this section, we introduce our large scale dataset with 3D layout ground
truth for our training purpose, named Matterport3D-Layout. We use images
from Matterport3D dataset [3] as the dataset contains real photos from complex
scenes, which provides good layout diversity. It also provides depth image that
can be used to recover 3D layout ground truth. We annotate the visible region
of each plane and use Eq. (1) for parameter fitting in each surface. Then the
depth maps of planar surfaces can be calculated using Eq. (1).
Annotation. We first filter out the images without recognizable layout. Then
we draw 2D polygons using LabelMe [32] on the visible regions of the floor,
ceiling and walls for each image. The polygons on different surfaces have differ-
ent semantic categories. We also abandon the images with surfaces completely
occluded by the indoor objects as the true depth of the surfaces are unavailable.
Layout generation. Given the depth map and region annotation, we extract
the depth value and pixel coordinates in each annotated region and employ
RANSAC algorithm [9] for the curved surface fitting to obtain the instance-
level surface parameters. Then the layout can be generated in a similar way as
described in Section 3.4.
The original Matterport3D dataset includes 90 different buildings, so we
randomly split the dataset into training, validation and testing set according
to the building ID. The training set includes 64 buildings with a total of 4939
images. The validation set includes 6 buildings with 456 images. The testing set
includes the remaining 20 buildings with a total of 1965 images. All images have
the resolution of 1024×1280. The dataset contains the following fields: (1) Color
image; (2) Depth map of the planar surfaces; (3) 2D segmentation of layout; (4)
Original depth map containing indoor objects; (5) Visible region annotation; (6)
Intrinsic matrix of the camera; (7) Surface parameters for each plane p, q, r; (8)
The coordinates of the layout corners (u, v, Z); (9) Original surface normal.
Fig. 4 shows some examples of our dataset. Prior to our dataset, there are two
benchmark layout datasets: Hedau [13] and LSUN [39]. Statistics of the existing
datasets are summarized in Table 1. As can be seen, the proposed dataset is
the largest one and provides the richest kinds of ground truths. Besides, the
proposed dataset contains non-cuboid layout samples which are absent in the
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Fig. 4: Our Matterport3D-Layout dataset provides pixel-level depth label for the
dominant planes.
other datasets. We hope this dataset can benefit the community and motivate
the research about indoor layout estimation and related tasks.
Table 1: A brief summary of existing datasets in layout estimation.
Dataset Train Val. Test Label Layout type
Hedau [13] 209 - 105 seg. cuboid
LSUN [39] 4000 394 1000 seg. & corner cuboid
Matterport3D-Layout 4939 456 1965 seg. & corner & depth cuboid & non-cuboid
5 Experimental Results
In this section, we first evaluate our method on 3D room layout estimation.
Next, we evaluate the effectiveness of transferring the knowledge to 2D room
layout estimation. For 3D layout estimation, we use metrics for depth map eval-
uation, including root of the mean squared error (rms), mean relative error (rel),
Mean log10 error (log10), and the percentage of pixels with the ratio between
the prediction and the ground truth smaller than 1.25, 1.252, and 1.253. We also
calculate a 3D corner error (e3D cor.), which represents the Euclidean distance be-
tween the 3D layout corners and ground truth in the camera coordinate system.
The 3D coordinates can be calculated using the intrinsic parameters provided in
the dataset. For 2D layout estimation, we use two standard metrics adopted by
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many benchmarks, including the pixel-wise segmentation error (epix.) and the
corner location error (ecor.) [39].
5.1 Implementation Details
The input images are resized to 228 × 304 using bilinear interpolation and the
output size is 114 × 152 × 4. The training images are augmented by random
cropping and color jittering. The model is implemented using PyTorch [28] with
batch size of 32. We use Adam optimizer with an initial learning rate of 10−4 and
a weight decay of 10−4. The network is trained for 200 epochs and the learning
rate is reduced to 10% for every 50 epochs. The values of the margins are set as
δv = 0.1, δd = 1.0. The scale factor is set as k = 20. The weights in the final loss
functions are set as α = 0.5, β = 1, η = 10, θ = 0.03.
5.2 Results on Matterport3D-Layout dataset.
3D layout performance. The performance on the Matterport3D-Layout test-
ing set is shown in Table 2. The existing layout estimation methods are mostly
2D based methods and cannot predict the 3D layout estimates. We compare to
PlaneNet [23], which is the state-of-the-art method for 3D planar reconstruc-
tion. The major difference between our method and PlaneNet is that PlaneNet
directly estimates a 2D segmentation with fixed number of regions together with
the instance-level 3D planar parameters, while we estimate the pixel-level sur-
face parameters first and infer segmentation geometrically. The results in Table 2
show that our method (GeoLayout-Ours) consistently outperforms PlaneNet on
all the metrics. The reason might be that our method does not need to predict
the error-prone 2D segmentation masks. In addition, the averaged instance-level
surface parameters in GeoLayout are more robust against noise.
Table 2: Layout estimation results on the Matterport3D-Layout dataset.
Method epix. ecor. e3D cor. rms rel log10 δ < 1.25 δ < 1.25
2 δ < 1.253
PlaneNet [23] 6.89 5.29 14.00 0.520 0.134 0.057 0.846 0.954 0.984
GeoLayout-Plane 5.84 4.71 12.05 0.448 0.109 0.046 0.891 0.973 0.993
GeoLayout-Ours 5.24 4.36 12.82 0.456 0.111 0.047 0.892 0.975 0.994
We also compare to a version of our method using plane parameterization
(GeoLayout-Plane). Instead of the proposed surface representation, we estimate
the 4 parameters of typical planar equation (i.e. 3 for surface normal and 1
for the offset to the origin). In the testing stage, the predicted plane parame-
ters are converted to the surface parameters using intrinsic parameters and the
same layout generation process is performed to produce the layout estimates.
GeoLayout-Plane shows comparable performance with GeoLayout-Ours. This
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indicates the network can successfully estimate surface parameters that already
implicitly include camera intrinsics. However, as GeoLayout-Ours does not re-
quire the camera intrinsic parameters, it is more flexible in practice and can be
easily run on images in the wild while GeoLayout-Plane cannot.
Fig. 5: Qualitative results on the Matterport3D-Layout dataset. The first two
rows are cuboid rooms and the following two rows are non-cuboid rooms. Failure
cases are shown in the last two rows.
Qualitative results. The qualitative results are given in Fig. 5. The predicted
pixel-level surface parameters are shown in (b), with p and q shown in the first
row, r and s shown in the second row. Based on the surface parameters, the
depth maps of the surfaces are calculated and displayed in the (u, v, Z) coordi-
nate system as shown in (c). The estimated 2D segmentation and depth map
are shown in (d) and (e), respectively. The comparison of the layout estimates
(outlined by green) and the ground truth results (outlined by red) are shown
in (f). We convert the estimated depth map into point cloud to better visualize
the 3D layout estimates, as shown in (g). The first two rows are cuboid rooms
and the following two rows are non-cuboid rooms. The results show that our
method can reliably estimate the surface parameters and produces high quality
layout estimates. Note that our method can handle the non-cuboid rooms with
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arbitrary number of walls. Two typical failure cases are shown in the last two
rows. We found that most of the failure cases are either caused by the large
prediction error of the surface parameters, or due to the error during clustering,
especially for the non-cuboid rooms and those with more planar surfaces.
5.3 Results on 2D layout datasets.
Fig. 6: Qualitative results on the LSUN validation set.
Generalization to 2D Layout Estimation. We verify our method on tradi-
tional 2D layout estimation benchmarks including Hedau [13] and LSUN [39]. We
first directly run our model trained from Matterport3D-Layout dataset on the
LSUN validation set without fine-tuning. The result is shown in Table 3 (w/o
Fine-tune). The model still produces reasonable results, which indicates some
generalization capability. We then fine-tune our model on LSUN as described in
Section 3.3, and the performance is significantly improved (w/ Fine-tune). This
indicates that the model can be effectively trained on 2D layout dataset with
the proposed learning strategy.
Table 3: Comparison of the model w/wo fine-tuning on LSUN validation dataset.
Setting epix. (%) ecor. (%)
w/o Fine-tune 12.67 8.12
w/ Fine-tune 6.10 4.66
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2D layout performance. We compare our fine-tuned model on LSUN test set
and Hedau dataset to other state-of-the-art methods in Table 4. The LSUN per-
formance is reported by the dataset owner on withheld ground truth to prevent
over-fitting. Our method achieves the best performance on LSUN dataset and
the second best performance on Hedau dataset. Such result shows that incorpo-
rating 3D knowledge and geometric reasoning to layout estimation is beneficial
and can significantly improve the 2D layout estimation performance.
Table 4: Layout estimation performance on LSUN [39] and Hedau [13] datasets.
Method LSUN epix. (%) LSUN ecor. (%) Hedau epix. (%)
Hedau et al. (2009) [13] 24.23 15.48 21.20
Mallya et al. (2015) [25] 16.71 11.02 12.83
Dasgupta et al. (2016) [5] 10.63 8.20 9.73
Ren et al. (2016) [31] 9.31 7.95 8.67
Lee et al. (2017) [20] 9.86 6.30 8.36
Hirzer et al. (2020) [14] 7.79 5.84 7.44
Kruzhilov et al. (2019) [19] 6.72 5.11 7.85
Zhang et al. (2019) [38] 6.58 5.17 7.36
Hsiao et al. (2019) [15] 6.68 4.92 5.01
GeoLayout 6.09 4.61 7.16
Qualitative results. Fig. 6 shows the visual results on the LSUN validation
set, with the results of Zhang et al. [38] for comparison. As can be seen, our
method is less error-prone and generally produces more precise results than [38].
6 Conclusion
This paper proposed a novel geometry driven method for indoor layout estima-
tion. The key idea is to learn the depth maps of planar surfaces and then generate
the layout by applying geometric rules. We demonstrated that the model could
be trained effectively using either 2D or 3D ground truths. The proposed method
achieved state-of-the-art performance on benchmark datasets for both 2D and
3D layout. We also presented a new dataset with 3D layout ground truth, which
we believe is beneficial to the field of room layout estimation.
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