Most graph neural networks can be described in terms of message passing, vertex update, and readout functions. In this paper, we represent documents as word co-occurrence networks and propose an application of the message passing framework to NLP, the Message Passing Attention network for Document understanding (MPAD). We also propose several hierarchical variants of MPAD. Experiments conducted on 10 standard text classification datasets show that our architectures are competitive with the state-of-the-art. Ablation studies reveal further insights about the impact of the different components on performance. Code and data are publicly available 1 .
Introduction
The concept of message passing over graphs has been around for many years (Weisfeiler and Lehman, 1968; Murphy et al., 1999) , as well as that of graph neural networks (GNNs) (Gori et al., 2005; Scarselli et al., 2008) . However, GNNs have only recently started to be closely investigated, following the advent of deep learning. Some notable examples include (Duvenaud et al., 2015; Battaglia et al., 2016; Defferrard et al., 2016; Kearnes et al., 2016; Kipf and Welling, 2016; Hamilton et al., 2017; Veličković et al., 2017; Xu et al., 2018b) . These approaches are known as spectral. Their similarity with message passing (MP) was observed by Kipf and Welling (2016) and formalized by Gilmer et al. (2017) and Xu et al. (2018a) .
The MP framework is based on the core idea of recursive neighborhood aggregation. That is, at every iteration, the representation of each vertex is updated based on messages received from its neighbors. All spectral GNNs can be described in terms of the MP framework. 2 GNNs have been applied with great success to bioinformatics and social network data, for node classification, link prediction, and graph classification. However, a few studies only have focused on the application of the MP framework to representation learning on text. This paper proposes one such application. More precisely, we represent documents as word co-occurrence networks, and develop an expressive MP GNN tailored to document understanding, the Message Passing Attention network for Document understanding (MPAD). We also propose several hierarchical variants of MPAD. Evaluation on 10 document classification datasets show that our architectures learn representations that are competitive with the state-of-the-art. Furthermore, ablation experiments shed light on the impact of various architectural choices.
In what follows, we first provide some background about the MP framework (in sec. 2), thoroughly describe and explain MPAD (sec. 3), present our experimental framework (sec. 4), report and interpret our results (sec. 5), and provide a review of the relevant literature (sec. 6). Gilmer et al. (2017) proposed a MP framework under which many of the recently introduced GNNs can be reformulated. MP consists in an aggregation phase followed by a combination phase (Xu et al., 2018a) . More precisely, let G(V, E) be a graph, and let us consider v ∈ V . At time t + 1, a message vector m t+1 v is computed from the representations of the neighbors N (v) of v:
Message Passing Neural Networks
The new representation h t+1 v of v is then computed by combining its current feature vector h t v with the message vector m t+1 v :
Messages are passed for T time steps. Each step is implemented by a different layer of the MP network. Hence, iterations correspond to network depth. The final feature vector h T v of v is based on messages propagated from all the nodes in the subtree of height T rooted at v. It captures both the topology of the neighborhood of v and the distribution of the vertex representations in it.
If a graph-level feature vector is needed, e.g., for classification or regression, a READOUT pooling function, that must be invariant to permutations, is applied:
Next, we present the MP network we developed for document understanding.
3 Message Passing Attention network for Document understanding (MPAD)
Word co-occurrence networks
We represent a document as a statistical word cooccurrence network 3 (Mihalcea and Tarau, 2004; Tixier et al., 2016 ) with a sliding window of size 2 overspanning sentences. Let us denote that graph G(V, E). Each unique word in the preprocessed document is represented by a node in G, and an edge is added between two nodes if they are found together in at least one instantiation of the window. G is directed and weighted: edge directions and weights respectively capture text flow and cooccurrence counts. G is a compact representation of its document. In G, immediate neighbors are consecutive words in the same sentence 4 . That is, paths of length 2 correspond to bigrams. Paths of length more than 2 can correspond either to traditional n-grams or to relaxed n-grams, that is, words that never appear in the same sentence but co-occur with the same word(s). Such nodes are linked through common neighbors.
Master node. Inspired by Scarselli et al. (2008) , our G also includes a special document node, linked to all other nodes via unit weight bidirectional edges. In what follows, let us denote by n the number of nodes in G, including the master node.
Message passing
We formulate our AGGREGATE function as:
where H t ∈ R n×d contains node features (d is a hyperparameter 5 ), and A ∈ R n×n is the adjacency matrix of G. Since G is directed, A is asymmetric. Also, A has zero diagonal as we choose not to consider the feature of the node itself, only that of its incoming neighbors, when updating its representation 6 . Since G is weighted, the i th row of A contains the weights of the edges incoming on node v i . D ∈ R n×n is the diagonal in-degree matrix of G. MLP denotes a multi-layer perceptron, and M t+1 ∈ R n×d is the message matrix. The use of a MLP was motivated by the observation that for graph classification, MP neural nets with 1-layer perceptrons are inferior to their MLP counterparts (Xu et al., 2018a) . Indeed, 1-layer perceptrons are not universal approximators of multiset functions. Note that like in Xu et al. (2018a) , we use a different MLP at each layer. Renormalization. The rows of D −1 A sum to 1. This is equivalent to the renormalization trick of Kipf and Welling (2016) , but using only the indegrees. That is, instead of computing a weighted sum of the incoming neighbors' feature vectors, we compute a weighted average of them. The coefficients are proportional to the strength of cooccurrence between words. One should note that by averaging, we lose the ability to distinguish between different neighborhood structures in some special cases, that is, we lose injectivity. Such cases include neighborhoods in which all nodes have the same representations, and neighborhoods of different sizes containing various representations in equal proportions (Xu et al., 2018a) . As suggested by the results of an ablation experiment, averaging is better than summing in our application (see subsection 5.2). Note that instead of simply summing/averaging, we also tried using GAT-like attention (Veličković et al., 2017) in early experiments, without obtaining better results.
As far as our COMBINE function, we use the Gated Recurrent Unit Chung et al., 2014) :
Omitting biases for readability, we have:
where the W and U matrices are trainable weight matrices not shared across time steps, σ(x) = 1/(1 + exp(−x)) is the sigmoid function, and R and Z are the parameters of the reset and update gates. The reset gate controls the amount of information from the previous time step (in H t ) that should propagate to the candidate representations,H t+1 . The new representations H t+1 are finally obtained by linearly interpolating between the previous and the candidate ones, using the coefficients returned by the update gate.
Interpretation. Updating node representations through a GRU should in principle allow nodes to encode a combination of local and global signals (low and high values of t, resp.), by allowing them to remember about past iterations. In addition, we also explicitly consider node representations at all iterations when reading out (see Eq. 8).
Readout
After passing messages and performing updates for T iterations, we obtain a matrix H T ∈ R n×d containing the final vertex representations. LetĜ be graph G without the special document node, and matrixĤ T ∈ R (n−1)×d be the corresponding representation matrix (i.e., H T without the row of the document node). We use as our READOUT function the concatenation of self-attention applied toĤ T with the final document node representation. More precisely, we apply a global self-attention mechanism to the rows ofĤ T . As shown in Eq. 7,Ĥ T is first passed to a dense layer parameterized by matrix W T A ∈ R d×d . An alignment vector a is then derived by comparing, via dot products, the rows of the output of the dense layer Y T ∈ R (n−1)×d with a trainable vector v T ∈ R d (initialized randomly) and normalizing with a softmax. The normalized alignment coefficients are finally used to compute the attentional vector u T ∈ R d as a weighted sum of the final representationsĤ T .
Note that we tried with multiple context vectors, i.e., with a matrix V T instead of a vector v T , like in , but results were not convincing, even when adding a regularization term to the loss to favor diversity among the rows of V T .
Master node skip connection. h T G ∈ R 2d is obtained by concatenating u T and the final master node representation. That is, the master node vector bypasses the attention mechanism. This is equivalent to a skip or shortcut connection . The reason behind this choice is that we expect the special document node to learn a high-level summary about the document, such as its size, vocabulary, etc. (more details are given in subsection 5.2). Therefore, by making the master node bypass the attention layer, we directly inject global information about the document into its final representation. Multi-readout. Xu et al. (2018a) , inspired by Jumping Knowledge Networks (Xu et al., 2018b) , recommend to not only use the final representations when performing readout, but also that of the earlier steps. Indeed, as one iterates, node features capture more and more global information. However, retaining more local, intermediary information might be useful too. Thus, instead of applying the readout function only to t = T , we apply it to all time steps and concatenate the results, finally obtaining h G ∈ R T ×2d :
In effect, with this modification, we take into account features based on information aggregated from subtrees of different heights (from 1 to T ), corresponding to local and global features.
Hierarchical variants of MPAD
Through the successive MP iterations, it could be argued that MPAD implicitly captures some soft notion of the hierarchical structure of documents (words → bigrams → compositions of bigrams, etc.). However, it might be beneficial to explicitly capture document hierarchy. Hierarchical architectures have brought significant improvements to many NLP tasks, such as language modeling and generation (Lin et al., 2015; , sentiment and topic classification (Tang et al., 2015; Yang et al., 2016) , and spoken language understanding (Raheja and Tetreault, 2019; Shang et al., 2019) . Inspired by this line of research, we propose several hierarchical variants of MPAD, detailed in what follows. In all of them, we represent each sentence in the document as a word co-occurrence network, and obtain an embedding for it by applying MPAD as previously described. MPAD-sentence-att. Here, the sentence embeddings are simply combined through self-attention. MPAD-clique. In this variant, we build a complete graph where each node represents a sentence. We then feed that graph to MPAD, where the feature vectors of the nodes are initialized with the sentence embeddings previously obtained. MPAD-path. This variant is similar to the clique one, except that instead of a complete graph, we build a path according to the natural flow of the text. That is, two nodes are linked by a directed edge if the two sentences they represent follow each other in the document.
Experiments

Datasets
We evaluate the quality of the document embeddings learned by MPAD on 10 document classification datasets, covering the topic identification, coarse and fine sentiment analysis and opinion mining, and subjectivity detection tasks. We briefly introduce the datasets next. Their statistics are reported in Table 1 . (1 et al., 2011 ) is a collection of highly polarized movie reviews from IMDB (positive and negative). There are at most 30 reviews for each movie. 
Baselines
We evaluate MPAD against multiple state-of-theart baseline models, including hierarchical ones, to enable fair comparison with the hierarchical MPAD variants. doc2vec (Le and Mikolov, 2014) . Doc2vec (or paragraph vector) is an extension of word2vec that learns vectors for documents in a fully unsupervised manner. Document embeddings are then fed to a logistic regression classifier. CNN (Kim, 2014) . The convolutional neural network architecture, well-known in computer vision, is applied to text. There is one spatial dimension and the word embeddings are used as channels (depth dimensions). DAN (Iyyer et al., 2015) . The Deep Averaging Network passes the unweighted average of the embeddings of the input words through multiple dense layers and a final softmax. Tree-LSTM (Tai et al., 2015) is a generalization of the standard LSTM architecture to constituency and dependency parse trees.
DRNN (Irsoy and Cardie, 2014) . Recursive neural networks are stacked and applied to parse trees.
LSTMN (Cheng et al., 2016) is an extension of the LSTM model where the memory cell is replaced by a memory network which stores word representations.
C-LSTM combines convolutional and recurrent neural networks. The region embeddings provided by a CNN are fed to a LSTM.
SPGK (Nikolentzos et al., 2017 ) also models documents as word co-occurrence networks. It computes a graph kernel that compares shortest paths extracted from the word co-occurrence networks and then uses a SVM to categorize documents.
WMD (Kusner et al., 2015) is an application of the well-known Earth Mover's Distance to text. A k-nearest neighbor classifier is used. (Huang et al., 2016 ) is a supervised extension of the Word Mover's Distance. (Wang et al., 2015) . Here, a CNN is applied to semantic units obtained by clustering words in the embedding space. (Tang et al., 2015 ) is a hierarchical model where sentence embeddings are obtained with a CNN and a GRU-RNN is fed the sentence representations to obtain a document vector. (Yang et al., 2016 ) is another hierarchical model, where the same encoder architecture (a bidirectional GRU-RNN) is used for both sentences and documents, with different parameters. A self-attention mechanism is applied to the RNN annotations at each level.
S-WMD
Semantic-CNN
LSTM-GRNN
HN-ATT
Model configuration and training
We preprocess all datasets using the code of Kim (2014) 8 . On Yelp2013, we also replace all tokens appearing strictly less than 6 times with a special UNK token, like in Yang et al. (2016) . We then build a directed word co-occurrence network from each document, with a window of size 2. We use two MP iterations (T =2) for the basic MPAD, and two MP iterations at each level, for the hierarchical variants. We set d to 64, except on IMDB and Yelp on which d = 128, and use a two-layer MLP. The final graph representations are passed through a softmax for classification. We train MPAD in an end-to-end fashion by minimizing the cross-entropy loss function with the Adam optimizer (Kingma and Ba, 2014) and an initial learning rate of 0.001.
To regulate potential differences in magnitude, we apply batch normalization after concatenating the feature vector of the master node with the selfattentional vector, that is, after the skip connection (see subsection 3.3). To prevent overfitting, we use dropout (Srivastava et al., 2014 ) with a rate of 0.5. We select the best epoch, capped at 200, based on the validation accuracy. When cross-validation is used (see 3 rd column of Table 1 ), we construct a validation set by randomly sampling 10% of the training set of each fold.
On all datasets except Yelp2013, we use the publicly available 9 300-dimensional pre-trained Google News vectors (D=300) (Mikolov et al., 2013 ) to initialize the node representations H 0 . On Yelp2013, we follow Yang et al. (2016) and learn our own word vectors from the training and validation sets with the gensim implementation of word2vec (Řehůřek and Sojka, 2010) . MPAD was implemented in Python 3.6 using the PyTorch library (Paszke et al., 2017) . All experiments were run on a single machine consisting of a 3.4 GHz Intel Core i7 CPU with 16 GB of RAM and an NVidia GeForce Titan Xp GPU.
Results and ablations
Results
Experimental results are shown in Table 2 . For the baselines, the best scores reported in each original paper are shown. MPAD reaches best performance on 7 out of 10 datasets, and is close second elsewhere. Moreover, the 7 datasets on which MPAD ranks first widely differ in training set size, number of categories, and prediction task (topic, sentiment, subjectivity), which indicates that MPAD can perform well in different settings. MPAD vs. hierarchical variants. On 9 datasets out of 10, one or more of the hierarchical variants outperform the vanilla MPAD architecture, highlighting the benefit of explicitly modeling the hierarchical nature of documents.
However, on Subjectivity, standard MPAD outperforms all hierarchical variants. On TREC, it reaches the same accuracy. We hypothesize that in some cases, using a different graph to separately encode each sentence might be worse than using one single graph to directly encode the document. Indeed, in the single document graph, some words that never appear in the same sentence can be connected through common neighbors, as was explained in subsection 3.1. So, this way, some notion of cross-sentence context is captured while learning representations of words, bigrams, etc. at each MP iteration. This creates better informed representations, resulting in a better document embedding. With the hierarchical variants, on the other hand, each sentence vector is produced in isolation, without any contextual information about the other sentences in the document. Therefore, the final sentence embeddings might be of lower quality, and as a group might also contain redundant/repeated information. When the sentence vectors are finally combined into a document representation, it is too late to take context into account.
Ablation studies
To understand the impact of some hyperparameters on performance, we conducted additional experiments on the Reuters, Polarity, and IMDB datasets, with the non-hierarchical version of MPAD. Results are shown in Table 3 . Number of MP iterations. First, we varied the number of message passing iterations from 1 to 4. We can clearly see in Table 3 that having more iterations improves performance. We attribute this to the fact that we are reading out at each iteration from 1 to T (see Eq. 8), which enables the final graph representation to encode a mixture of low-level and high-level features. Indeed, in initial experiments involving readout at t=T only, setting T ≥ 2 was always decreasing performance, despite the GRU-based updates (Eq. 5) 10 . These results were consistent with that of Yao et al. (2018) and Kipf and Welling (2016) , who both are reading out only at t=T too. We hypothesize that node features at T ≥ 2 are too diffuse to be entirely relied upon during readout. More precisely, initially at t=0, node representations capture information about words, at t=1, about their 1-hop neighborhood (bigrams), at t=2, about compositions of bigrams, etc. Thus, pretty quickly, node features become general and diffuse. In such cases, considering also the lower-level, more precise features of the earlier iterations when reading out may be necessary. Undirected edges. On Reuters, using an undirected graph leads to better performance, while on Polarity and IMDB, it is the opposite. This can be explained by the fact that Reuters is a topic classification task, for which the presence or absence of some patterns is important, but not necessarily the order in which they appear, while Polarity and IMDB are sentiment analysis tasks. To capture sentiment, modeling word order is crucial, e.g., in detecting negation. No master node. Removing the master node deteriorates performance across all datasets, clearly showing the value of having such a node. We hypothesize that since the special document node is connected to all other nodes, it is able to encode during message passing a summary of the document. No renormalization. Here, we do not use the renormalization trick of Kipf and Welling (2016) (Kusner et al., 2015) 96.5 95.4 --------S-WMD (Huang et al., 2016) 96.8 97.9 --------Semantic-CNN (Wang et al., 2015) - (Tang et al., 2015) - Table 3 : Ablation results. The n in nMP refers to the number of message passing iterations. *vanilla model (MPAD in Table 2 ).
coming neighbors' feature vectors, we compute a weighted sum of them 11 . Unlike the mean, which captures distributions, the sum captures structural information (Xu et al., 2018a) . As shown in Table 3, using sum instead of mean decreases performance everywhere, suggesting that in our application, capturing the distribution of neighbor representations is more important that capturing their structure. We hypothesize that this is the case because statistical word co-occurrence networks tend to have similar structural properties, regardless of the topic, polarity, sentiment, etc. of the corresponding documents. Neighbors-only. In this experiment, we replaced the GRU COMBINE function (see Eq. 5) with the identity function. That is, we simply have H t+1 =M t+1 . Since A has zero diagonal, by doing so, we completely ignore the previous feature of the node itself when updating its representation. That is, the update is based entirely on its neighbors. Except on Reuters (almost no change), per-11 Weights are co-occurrence counts, as before.
formance always suffers, stressing the need to take into account the root node during updates, not only its neighborhood.
Related work
In what follows, we offer a brief review of relevant studies, ranked by increasing order of similarity with our work. Kipf and Welling (2016); Atwood and Towsley (2016); Veličković et al. (2017) ; Hamilton et al. (2017) conduct some node classification experiments on citation networks, where nodes are scientific papers, i.e., textual data. However, text is only used to derive node feature vectors. The external graph structure, which plays a central role in determining node labels, is completely unrelated to text.
On the other hand, Henaff et al. (2015) ; Defferrard et al. (2016) experiment on traditional document classification tasks. They both build k-nearest neighbor similarity graphs based on the Gaussian diffusion kernel. More precisely, Henaff et al. (2015) build one single graph where nodes are documents and distance is computed in the BoW space. Node features are then used for classification. Closer to our work, Defferrard et al. (2016) represent each document as a graph. All document graphs are derived from the same underlying structure. Only node features, corresponding to the entries of the documents' BoW vectors, vary. The underlying, shared structure is that of a k-NN graph where nodes are vocabulary terms and similarity is the cosine of the word embedding vectors. Defferrard et al. (2016) then perform graph classification. However they found performance to be lower than that of a naive Bayes classifier. Peng et al. (2018) use a GNN for hierarchical classification into a large taxonomy of topics. This task differs from traditional document classification. The authors represent documents as unweighted, undirected word co-occurrence networks with word embeddings as node features. They then use the spatial GNN of Niepert et al. (2016) to perform graph classification.
The work closest to ours is probably that of Yao et al. (2018) . The authors adopt the semi-supervised node classification approach of Kipf and Welling (2016) . They build one single undirected graph from the entire dataset, with both word and document nodes. Document-word edges are weighted by TF-IDF and word-word edges are weighted by pointwise mutual information derived from co-occurrence within a sliding window. There are no document-document edges. The GNN is trained based on the cross-entropy loss computed only for the labeled nodes, that is, the documents in the training set. When the final node representations are obtained, one can use that of the test documents to classify them and evaluate prediction performance.
There are significant differences between (Yao et al., 2018) and our work. First, our approach is inductive 12 , not transductive. Indeed, while the node classification approach of Yao et al. (2018) requires all test documents at training time, our graph classification model is able to perform inference on new, never-seen documents. The downside of representing documents as separate graphs, however, is that we lose the ability to capture corpus-level dependencies. Also, our directed graphs capture word ordering, which is ignored by Yao et al. (2018) . Finally, the approach of Yao et al. (2018) requires computing the PMI for every word pair in the vocabulary, which may be prohibitive on datasets with very large vocabularies. On the other hand, the complexity of MPAD does not depend on vocabulary size.
Conclusion
We have proposed an application of the message passing framework to NLP, the Message Passing Attention network for Note that other GNNs used in inductive settings can be found (Hamilton et al., 2017; Veličković et al., 2017). ing (MPAD). Experiments conducted on 10 standard text classification datasets show that our architecture is competitive with the state-of-theart. By processing weighted, directed word cooccurrence networks, MPAD is sensitive to word order and word-word relationship strength. To explicitly capture the hierarchical structure of documents, we also propose three hierarchical variants of MPAD, that we show bring improvements over the vanilla architecture.
