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Побудовано модифікації методів мінімі-
зації функцій багатьох змінних. Введення 
параметрів та додаткової інформації про 
властивості функції дозволяє адаптувати 
процес обчислень. Доведено умови збіжності 
та отримано оцінки швидкості
Ключові слова: градієнтний метод, міні-
мізація, метод двоїстих напрямків
Построены модификации методов мини-
мизации функций многих переменных. Вве-
дение параметров и дополнительной инфор-
мации о свойствах функции позволяет 
адаптировать процесс вычислений. Дока-
зано условия сходимости и получены оцен-
ки скорости
Ключевые слова: градиентный метод, 
минимизация, метод двойственных направ-
лений
Some modifications of functions methods 
minimization is proposed. The introduction of 
parameters and additional information about 
the properties of the function allows adapting 
the process of computing. The conditions for 
convergence are proved and estimates of speed 
are obtained
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1. Вступ
Широке застосування методів машинного навчання 
у процесах аналізу даних [1] знов поставило на порядок 
денний необхідність побудови обчислювальних про-
цедур для мінімізації функцій багатьох змінних. Такі 
процедури повинні дозволяти отримувати розв’язки 
з прийнятною швидкістю та бути незалежними від 
локальних властивостей функцій. Це викликано ма-
совим застосуванням нейронних мереж прямого по-
ширення сигналу, навчання яких здійснюють методом 
зворотного поширення похибки [2]. В основу цього 
методу покладено градієнтний метод, який володіє 
відомими недоліками, пов’язаними із особливостями 
формування траєкторії спуску для функцій із специ-
фічним розташуванням локальних екстремумів. Вико-
ристання класичних методів найшвидшого спуску та 
методів спряжених градієнтів пов’язане із традицією 
застосування простих обчислювальних процедур, які в 
той самий час володіють відомими недоліками.
2. Постановка задачі дослідження
В останні роки багато зусиль прикладено у до-
слідження нових методів мінімізації, які основані 
на ідеї генетичного алгоритму [3]. Такі методи не 
набули широкого застосування, оскільки володіють 
низькою швидкістю збіжності та вимагають адаптації 
кроків мутації та схрещування до конкретної функції. 
Крім того, в роботах із застосування нейронних мереж 
широко застосовують метод Левенберга – Маркуар-
да [4]. Цей метод володіє складною обчислювальною 
процедурою, яка вимагає розв’язування допоміжної 
нетривіальної задачі знаходження розв’язку системи 
нелінійних рівнянь, яка рівносильна застосуванню 
методу Ньютона мінімізації функцій багатьох змін-
них [5]. Пропонується будувати обчислювальні про-
цедури мінімізації, які можна регулювати за рахунок 
збільшення інформації про поточну точку траєкторії 
спуску та локальні властивості функції.
3. Аналіз останніх досліджень
Дослідження чисельних методів мінімізації функ-
цій багатьох змінних має довгу історію. Найбільш оче-
видним серед чисельних методів мінімізації функцій 
багатьох змінних є метод градієнтного спуску. Його 
ідея запропонована ще А. Коші. Вивченню цього ме-
тоду присвячена робота Л. В. Канторовича [6], в якій 
отримано оцінку швидкості збіжності при мінімізації 
квадратичної функції на основі інформації про обу-
мовленість відповідної матриці других похідних.
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Значний успіх у конструюванні та дослідженні різ-
них аспектів чисельних методів безумовної мінімізації 
припадає на 70-ті роки ХХ ст., коли було побудовано 
велику кількість таких методів та закладено осно-
ви їх дослідження на швидкодію та обчислювальну 
складність. Пізніше з’явились нові принципи констру-
ювання оптимізаційних процедур, основані на емер-
джентних принципах, зокрема, генетичні методи, які 
знайшли своє застосування при розв’язуванні великої 
кількості прикладних задач. В той же час проблема 
застосування адекватного чисельного методу оптимі-
зації для вирішення прикладної проблеми залишаєть-
ся відкритою. Це пов’язане із особливістю побудови 
обчислювальної процедури, яка володіє властивістю 
«жадібності». Це проявляється в тому, що кожне на-
ступне наближення будується на основі невеликої 
кількості інформації про властивості функції. Тому 
можна казати, що пошук наступної точки у просторі 
аргументів здійснюється в умовах часткової невизна-
ченості. Збільшення ефективності методу у разі ви-
рішення практичної задачі та прискорення збіжності 
обчислювальних процедур має сенс здійснювати на 
основі врахування властивостей функції як у черговій 
точці траєкторії спуску мінімізаційної послідовності, 
так і в її околі. Цю додаткову інформацію доцільно ви-
користати при побудові обчислювальних формул. Ще 
одним можливим способом покращення властивостей 
чисельних методів є введення спеціальних параметрів 
в такі обчислювальні формули. З допомогою таких 
параметрів можна уточняти напрямок спуску, а самі 
параметри знаходити з допомогою процедур, які узгод-
жують їх в процесі вирішення задачі.
Розробка методів мінімізації є відносно самостій-
ною галуззю обчислювальної математики, яка має на 
своєму рахунку значні досягнення. Ефективне розв’я-
зування задачі мінімізації функції дозволяє істот-
но просунутися при вирішення багатьох прикладних 
проблем аналізу даних, які у різний спосіб зводяться 
до оптимізаційних задач без обмежень. Основною при-
чиною яка викликає зацікавленість методами мінімі-
зації, є їх широке поширення в задачах аналізу даних, 
зокрема, при застосуванні нейронних мереж прямого 
поширення. Тривалий час, відтоді як градієнтний 
метод був запропонований та до 50-х років ХХ-го 
ст., мінімізація функцій виконувалась градієнтними 
методами, в яких послідовні наближення будують на 
основі лінійної апроксимації функції. Було запропо-
новано та ґрунтовно досліджено багато модифікацій 
градієнтних методів [7, 8, 9, 10]. Виявилось, що для 
всіх варіантів градієнтних методів швидкість збіж-
ності невисока, тому застосування їх для вирішення 
складних завдань в більшості випадків є недоцільним. 
Дослідження Б. Поляка [11] показали, що швидкість 
збіжності градієнтного методу за умови спеціального 
вибору довжини його кроку, оцінюється збіжністю 
геометричної прогресії, знаменник якої залежить від 
властивостей функції, що мінімізують. До функцій, 
мінімізація яких градієнтними методами вважається 
неможливою, відносять так звані функції «типу яру». 
Деякі автори пропонували методи прискорення швид-
кості збіжності таких функцій, які певною мірою були 
б позбавлені вказаного недоліку. Загальна ідея побу-
дови таких методів була висловлена І. Гельфандом та 
І.Цетліним [12], які запропонували після отримання 
інформації про поведінку функції на двох послідовних 
ітераціях, зробити великий крок випадкової довжини 
уздовж «яру». Повторення у такий спосіб вказаної про-
цедури надає можливість отримати точку мінімуму 
або вийти з області «яру».
4. Цілі статті
У пропонованій статті побудовано та дослідже-
но модифікації методів мінімізації функцій багатьох 
змінних, які стосуються двох класів методів – гра-
дієнтних та двоїстих напрямків, та їх модифікацій, 
зокрема, градієнтно-параметричного методу та моди-
фікованого методу двоїстих напрямків, відповідно. 
Запропоновані формули використовують обчислення 
лише перших похідних функцій. Основна відмінність 
пропонованих модифікацій методів полягає у викори-
станні додаткової інформації у кожній точці траєкторії 
спуску. Такий підхід до побудови напрямку спуску 
дозволив ввести в обчислювальні формули параметри, 
з допомогою яких виникає можливість регулювати 
цей напрямок спуску із врахуванням локальних осо-
бливостей функцій. Також це дозволяє забезпечити 
швидкість збіжності до точки мінімуму.
5. Основний матеріал
Градієнтно-параметричний метод. Розглянемо ал-
горитм мінімізації опуклої достатньо гладкої функції 
n  змінних f x( ) , який задано рекурентними форму-
лами
x x f x k
x x f x f x
k k k k
k k k k k k k
= − ′( ) =
= − ′( ) + −( ) ′( )+
λ
β θ θ
, , , ,...,0 1 2
1 1( ) < ≤, .0 1θ
 (1)
де λk , βk  – скалярні множники, причому вибір λk  
здійснюється з умови
f x f x f x f xk k k k k− ′( )( ) = − ′( )( )λ
λ
λmin . (2)
Для вибору параметра βk  можна використати будь-
який алгоритм, який забезпечить виконання співвід-
ношення
f x p f x f p
p f x f
k k k k k k k
k k k k
−( ) − ( ) ≤ − ′( ) < <
= ′( ) + −( ) ′
β εβ ε
θ θ





Нескладно переконатись, що у разі вибору θk =1  
та λk  із співвідношення (2) буде отримано метод най-
швидшого спуску.
Використовуємо алгоритм (1) для мінімізації ква-
дратичної функції
f x Ax x( ) = ( )0 5. , , (4)
де A  – симетрична, додатно визначена матриця, 
для якої виконані умови
m y Ay y M y2 2≤ ( ) ≤, , 0 < <m M , y En∈ .
Тоді
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f x Axk k'( ) = , 
p Ax A x Ax A x Axk k k k k k k k k k= + −( ) −( ) = +( )θ θ λ λ θ1 , 
λk k k kAx A x Ax= ( )−2 2 , 1 , k = 0 1, ,...
Теорема 1. Якщо функція f x( )  обмежена зни-
зу, ї ї градієнт задовольняє умову Ліпшиця 





 здійснюється з умов (2) та (3) 
відповідно, то для процесу (1) при k → 0  виконуєть-
ся ′ →f
k
0  незалежно від вибору початкової точки 
x0 .
Теорема 2. Нехай для мінімізації квадратичної 
функції (4), що має симетричну додатно визначену 
матрицю A  застосовано метод (1)-(2) Тоді для швид-












 x0 , qi <1 . (5)
У формулі (5) позначено 
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Ni i= − +
( )1 4 2( ) θ .
Модифікований метод двоїстих напрямків. Роз-
глянемо модифікацію методу двоїстих напрямів [5] 
мінімізації сильно опуклої достатньо гладкої функції 
n  змінних f x( ) , обчислювальну формулу якого запи-
шемо у вигляді
x x A f xk k k k k= − ′( )−−α 11 , (6)
x x A f xk k k k k+
−= − ′( )1 1α , k = 0 1 2, , ,... , (7)
а вибір параметрів αk  та αk  здійснюється з умов
f x p f x pk k k k k+( ) = +( )α αmin± ,
f x p f x pk k k k k+( ) = +( )α αmin± . (8)
Основна відмінність пропонованої модифікації від 
базового методу двоїстих напрямків полягає у способі 
обчислення матриці Ak
−1 .
Матриця Ak  визначається системою рівнянь
A pk k i k i− −= ε , i n= −0 1 2 1, , ,..., . (9)
Тут pk i−  послідовність векторів, для якої виконані 
умови:
1. Якщо ∆k  – визначник зі стовпцями 










, ,..., , то при будь-якому 
k  виконується нерівність ∆k C≥ > ε , ε  – довільне 
мале додатне число.
2. pk → 0  при k → ∞ .
Нехай для pk i−  та εk i−  виконано співвідношення:
p x x
f x p f x
k i k i k i
k i k i k i k i
− − − −
− − − − − −
= −
= +( ) −
0 5 0 5 1









де i n= −0 2 2, ,...,  для парного n  або i n= −0 2 1, ,...,  
для непарного n , або
p x x
f x p f x
k i k i k i
k i k i k i k
− − − − −
− − − −
= −
= +( ) −
0 5 1 0 5 1
0 5 1
, ( ) . ( )
. ( )
,




 0 5 1. ( ) ,i
де i n= −1 3 1, ,...,  для парного n  або i n= −1 3 2, ,...,  для 
n  непарного.
Нехай для матриці других похідних ′′ ( )f x  функції 
f x( )  виконана умова Ліпшица
′′ ( ) − ′′( ) ≤ −f x f y R x y , x y En, ∈ , (10)
а також виконується
m y f x y y M y
2 2≤ ′′( )( ) ≤, , 0 < <m M . (11)
Тоді можна отримати оцінки швидкості збіжності 
методу, які сформульовані у наступній теоремі.
Теорема 3. Якщо для мінімізації функції f x( ) для 
якої виконано умови (9)-(10) використовується метод 
(6)-(7) у якому вибір параметра αk  з умови  (8), то 
послідовність xk{ }  збігається до точки мінімуму із 
швидкістю, яка визначена оцінкою
x x C x x x x x xk k n k k n+ − −( ) −− ≤ − ⋅ − ⋅ −1 0 5 2 0 5* , * * , *
для n  парного,
x x C x x x x x xk k n k n k+ − +( ) − −( )− ≤ − ⋅ − ⋅ −1 0 5 1 0 5 1* , * , * *
для n  непарного.
Систему (9) можна так записати у матричному ви-
гляді A R Ek k k
− −=1 1 , де Ek , Rk  – матриці, стовпцями яких 
є відповідно вектори εk i− , pk i− . Для побудови матриці 
Ak
−1  необхідно обчислити матрицю Ek
−1 , рядками якої 
будуть вектори, які утворюють базис s s sk k k n, ,...,− − +1 1 , що 
двоїстий до базису ε ε εk k k n, ,...,− − +1 1 .
Кожна з матриць Ek , k =1 2, ,...  відрізняться від су-
сідніх зліва та справа двома стовпцями. Тому побудову 
базису s s sk k k n, ,...,− − +1 1  можна здійснювати рекурентни-
ми співвідношеннями. Покажемо спосіб їх побудови.
Нехай матриця Ek  вже побудована, тобто відо-
мий базис s s sk k k n, ,...,− − +1 1 . Побудуємо систему векторів 
s s sk k k n+ + − +2 1 3, ,...,  у такий спосіб
s s s s sk k n k k n k n k k n+
−
− + + − + − + + − += ( ) − ( )( )2 1 1 1 2 2 1 1∆ , ,ε ε ,
s s s s sk k n k k n k n k k n+
−
− + + − + − + + − += ( ) − ( )( )1 1 2 2 1 1 2 2∆ , ,ε ε ,
де
∆ = ( )( ) − ( )( )− + + − + + − + + − + +s s s sk n k k n k k n k k n k2 2 1 1 2 1 1 2, , , ,ε ε ε ε ,
s s s s s sk j k j k j k k k j k k+ − + − + − + + + − + += − ( ) + ( )( )1 1 1 1 1 1 2 2, ,ε ε
для j n= −1 2,..., ,
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s s s s s sk j k j k j k k k j k k+ − + − + − + + + − + += − ( ) + ( )( )2 2 2 1 1 2 2 2, ,ε ε
для j n= −2 3 1, ,..., .
Якщо врахувати, що













то формули (6) та (7) набудуть вигляду 






= − ( )∑1
0
1
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На основі виразу (12) можна отримати таку ре-
курентну формулу A A Ak k k+
− − −= +1
1 1 1∆  для обчислення 
Ak
−1 , де
∆ = −a a a a11 22 21 12 ,
a sk n k11 1 1= ( )− + +,ε , a sk n k12 2 1= ( )− + +,ε , a sk n k21 1 2= ( )− + +,ε , 
a sk n k22 2 2= ( )− + +,ε .
6. Висновки
Запропоновані модифікації методів використо-
вують лише перші похідні функцій, що мінімізу-
ються. Побудовані формули дозволяють адаптувати 
обчислювальний процес до особливостей функції 
шляхом вибору відповідних значень параметрів, так 
і використанням додаткової інформації про функцію 
у кожній точці. Запропоновані модифікації методів 
можуть дозволити значною мірою послабити пробле-
му уповільнення збіжності градієнтних методів у разі 
мінімізації певних класів функцій. Широке застосу-
вання методу зворотного поширення похибки, який 
базується на методі градієнтного спуску, в задачах 
навчання нейромереж, вимагає побудови саме таких 
методів. Подальші дослідження запропонованих ме-
тодів можуть бути проведені в напрямку отримання 
практичних рекомендацій щодо 
застосування запропонованих 
методів та оцінювання діапазону 
значень параметрів, які забезпе-
чать стабільні результати у разі розв’язування при-
кладних задач із застосуванням нейронних мереж, а 
також широкому обчислювальному експерименті із 
застосування запропонованих методів.
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