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Resumo
O objetivo desse trabalho foi obter um modelo para estimar o tempo entre
pacientes com esquizofrenia tratados por diferentes tipos de antipsicóticos receberem alta
e voltarem a ser re-hospitalizados. Essa informação é de grande importância, pois pode
ser utilizada como uma medida de efetividade do medicamento, então pode auxiliar o
psiquiatra na escolha do melhor tratamento a ser utilizado. A análise considerou uma
amostra de 132 pacientes com esquizofrenia e foi realizada utilizando o modelo paramétrico
Log-Normal e o modelo de riscos proporcionais de Cox. Toda a análise foi realizada pelo
software livre R.
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O termo esquizofrenia vem do grego e signica mente dividida. Essa doença
faz com que haja uma separação entre a imaginação e a realidade. Segundo Silva (2006),
a denição atual indica uma psicose crônica idiopática, aparentando ser um conjunto de
diferentes doenças com sintomas que se assemelham e se sobrepõem. Alguns dos sintomas
da esquizofrenia são alucinações, delírios, alterações do comportamento, do pensamento,
dentre outros.
Os pacientes com esquizofrenia precisam receber tratamento por toda vida,
e algumas maneiras conhecidas para tratar a doença são o uso de medicação, a prática
de terapia, e diversos outros métodos. No caso do tratamento por medicação, o tempo
entre as re-hospitalizações é um importante indicador de efetividade do medicamento,
e ter um modelo que estime corretamente o tempo até a re-hospitalização dos pacientes
permitirá avaliar o grau de efetividade do medicamento administrado no paciente e decidir
se é necessária, ou não, a sua substituição. Os diferentes tipos de antipsicóticos podem
apresentar efeitos colaterais diversos e uma estimação precisa de sua eciência permitirá
a melhor escolha do medicamento para o paciente.
Em situações como essa, e em diversas outras áreas de conhecimento, é im-
portante a realização de análises estatísticas. Além disso, uma técnica estatística que é
bastante utilizada, principalmente em estudos relacionados à saúde, é a Análise de Sobre-
vivência.
Nesse contexto, o objetivo geral deste trabalho é ajustar um modelo de so-
brevivência que estime o tempo até a re-hospitalização de pacientes com esquizofrenia
tratados por diferentes tipos de antipsicóticos. Além disso, tem-se como objetivos es-
pecícos: ajustar um modelo paramétrico e vericar a qualidade do ajuste, pois esses
modelo são mais precisos; e ajustar o modelo semi-paramétrico de Cox, pois esse modelo
é bastante exível por possuir uma parte não paramétrica.
A possibilidade de se obter um modelo que estime com precisão o tempo entre
as rehospitalizações de pacientes com esquizofrenia é de grande importância para medir a
efetividade do tratamento, e pode auxiliar os psiquiatras na escolha do tratamento a ser
utilizado no paciente com esquizofrenia.
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Essa pesquisa foi realizada no Instituto de Psiquiatria (IPq) da Universidade
de São Paulo (USP) no período de 1 de dezembro de 1997 a 31 de dezembro de 2004 e, o
tempo nesse estudo foi observado em dias. Este estudo considerou uma amostra de 190
pacientes e oito covariáveis, dados que fazem parte do trabalho de Werneck et al. (2011).




2.1 Conceitos básicos de Análise de Sobrevivência
A Análise de Sobrevivência é uma técnica estatística que estuda dados rela-
cionados ao tempo decorrido até a ocorrência do evento de interesse, o qual precisa ser
claramente denido. Esse é denido como variável de interesse.
Os conjuntos de dados de sobrevivência são caracterizados pelos tempos de
falha e, muito frenquentemente, pelas censuras (Colosimo, E.A., et al, 2006). O tempo até
a ocorrência de um evento de interesse é denominado tempo de falha. E, segundo Garcia
(2013) a presença de observações incompletas ou parciais são denominadas censura.
Tempo de falha
Em Análise de sobrevivência, o tempo até a ocorrência do evento de interesse
é chamado de tempo de falha (ou tempo de sobrevivência).
Para analisar o tempo de falha é necessário:
• xar o tempo de início de estudo;
• denir a escala de medida a ser utilizada;
• e estabelecer o evento de interesse, que frequentemente é indesejável e conhecido
como falha.
2.1.1 Censura
A censura ocorre quando há perda de informação decorrente de não se ter ob-
servado o momento exato da ocorrência do desfecho, resultando em observações parciais
ou incompletas. Ou seja, o evento de interesse não pode ser observado por algum motivo.
As observações censuradas dever ser incluídas na análise dos dados, pois mesmo sendo
incompletas, essas observações fornecem informações sobre o tempo de vida de objetos e
3
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indivíduos e a omissão das censuras pode acarretar conclusões viciadas na análise estatís-
tica. Dessa forma, existe a necessidade da introdução de uma variável extra na análise,
que indica se o valor do tempo de sobrevivência de um determinado indivíduo foi, ou
não observado. Essa variável, geralmente representada por δ, é conhecida como variável
indicadora de censura e é expressa por:
δ =
1, se o t indivíduo falhou0, se o t indivíduo foi censurado (2.1)
Em cada estudo a censura pode ocorrer por motivos diferentes. Por isso,
existem formas distintas de censura. Elas podem ser censura a direita, censura a esquerda
e censura intervalar.
Censura à direita
A censura à direita é caracterizada pelo tempo de ocorrência do evento estar
à direita do tempo registrado, ou seja, do tempo de início do estudo. Essa, por sua vez,
abrange alguns mecanismos de censura:
1. Censura tipo I: o estudo será terminado após um período de tempo xo, tf , e nesse
ínterim de tempo uma ou mais observações em estudo não falham. O tempo de
início t0 e o tempo nal do estudo tf devem ser determinado antes do início do
estudo;
2. Censura tipo II: o estudo terminará após ocorrer um número xo k (k≤n) de falhas.
Esse número deve ser determinado antes do início do estudo;
3. Censura aleatória: são todos os casos em que as observações não experimentam o
evento de interesse por motivos não controláveis.
A seguir estão ilustrados os mecanismos de censura à direita. A falha é repre-
sentada por "•"e a censura é representada "◦".
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Figura 2.1: Tipos de mecanismos de censura à direita. (Colosimo;Giolo, 2006).
A análise de dados deste trabalho irá considerar a censura à direita.
Censura à esquerda
A censura à esquerda acontece quando o evento de interesse já ocorreu quando
o indivíduo começou a ser observado, ou seja, o evento de interesse ocorreu antes do estudo
começar.
Censura intervalar
A censura intervalar ocorre em estudos nos quais os indivíduos são acompa-
nhados periodicamente. O evento de interesse ocorre em um intervalo de tempo. Assim, o
tempo de falha não é conhecido precisamente, mas pertence a um determinado intervalo.
2.1.2 Descrição do Tempo de Sobrevivência
Os dados de sobrevivência são usualmente representados pela variável aleatória
não negativa T , geralmente contínua. Essa variável representa o tempo de sobrevivência
do indivíduo. Algumas maneiras de especicá-la é por meio da função densidade de
probabilidade, f(t), função de sobrevivência, S(t); função de risco, h(t); e por meio de
relações matemáticas existentes entre essas três funções. Trabalhos que tratam de dados
de sobrevivência discretos podem ser vistos em Nakano e Carrasco (2006), Carrasco et al.
(2012) e Brunello e Nakano (2015).
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A variável indicadora de falha ou censura, δi, e o tempo de falha, ti, represen-
tam os dados de sobrevivência para o indivíduo i (i = 1,...,n). Se houver um vetor de
covariáveis xi, com i= 1,...,n , os dados de sobrevivência serão representados por (ti, δi, xi).
Função Densidade de Probabilidade
A função densidade de probabilidade é denida como o limite da probabilidade
de um indivíduo experimentar o evento de interesse em um intervalo de tempo [Ti, Tf+∆t].









f(t) ≥ 0 ∀ T , e a área abaixo de f(t) é igual a 1.
Função de Distribuição
A função de distribuição também é conhecida como Função de Distribuição
Acumulada, pois acumula as probabilidades dos valores inferiores ou iguais a t. Essa fun-
ção comporta muitas informações sobre a variável aleatória estudada (Magalhães, 2006).
Sua expressão matemática é dada por:
F (t) = P (T ∈ (−∞, t]) = P (T ≤ t), (2.3)
no qual, t ∈ R.
F (t) possui as seguintes propriedades:
1. lim
t→−∞
F (t) = 0;
2. lim
t→∞
F (t) = 1;
3. F (t) é contínua à direita;
4. F (t) é não decrescente, ou seja, F (t) ≤ F (y), sempre que t ≤ y, ∀ t, y ∈ R.
Função de Sobrevivência
A função de sobrevivência, S(t), é denida como a probabilidade de uma ob-
servação não falhar até um certo tempo t,ou seja, é a probabilidade de uma observação
sobreviver ao tempo t (Colosimo; Giolo, 2006). Em termos probabilísticos essa função é
expressa por:
S(t) = P (T ≥ t), (2.4)
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na qual, S(t) é uma função monótona decrescente e contínua.
Função de Risco
A função de risco, também chamada de Função de Taxa de Falha, é carac-
terizada pelo limite da probabilidade da falha ocorrer no intervalo de tempo [t,t+∆t),
condicional à sobrevivência até o tempo t, dividida pelo comprimento do intervalo de









A função h(t) pode assumir a forma crescente, constante ou decrescente. Além
disso, pode assumir a forma unimodal ou a forma de curva da banheira.
2.1.3 Função de Risco Acumulada
A função de risco acumulada determina a taxa de falha que é acumulada até o






2.1.4 Relações entre as funções
Segundo Colosimo e Giolo (2006), para uma variável aleatória T contínua e não
negativa, podem ser denidas relações relevantes entre elas a partir das funções denidas






























S(t) = exp[−H(t)]. (2.13)
2.1.5 Estimação Não Paramétrica da Função de sobrevivência
Observações censuradas é um problema para as técnicas convencionais de aná-
lise estatística descritiva, que consiste principalmente em encontrar medidas de tendência
central e variabilidade, pois a interpretação dos resultados se tornam mais difíceis. Sendo
assim, o principal componente da análise descritiva, envolvendo dados de tempo de vida,
é a função de sobrevivência S(t) (Colosimo; Giolo, 2006). Pode-se estimá-la a partir do
estimador não paramétrico de Kaplan-Meier (Kaplan e Meier, 1958).
Estimador de Kaplan-Meier
O estimador não paramétrico de Kaplan-Meier (Kaplan; Meier, 1958), tam-
bém chamado de estimador limite-produto, é uma adaptação da função de sobrevivência
(Colosimo; Giolo, 2006).














no qual, t1 < ... < tk são os k valores distintos dos tempos de falha; di é o número de
falhas no instante ti, i= 1,...,k; e ni é o número de indivíduos sob risco ( sobreviventes e
não censurados) em até ti.
As propriedades principais desse estimador são:
• não viciado para grandes amostras;
• fracamente consistente;
• converge assintoticamente para um processo gaussiano;
• estimador de máxima verossimilhança de S(t).
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A variância assintótica do estimador de Kaplan- Meier é dada por:






E, levando em consideração que S(t) tem distribuição assintótica Normal, para




no qual, Zα/2 indica o α/2 quantil da distribuição Normal padrão.
2.1.6 Comparação de curvas de sobrevivência
Quando existem covariáveis tem-se o objetivo de comparar seu efeito no tempo
de sobrevivência. Quando as covariáveis são catégoricas, podem ser aplicados os testes de
logrank e/ou de Wilcoxon.
O teste logrank (Mantel, 1966) é apropriado quando razão das funções de
risco dos grupos a serem comparados são aproximadamente constante, ou seja, quando os
grupos têm riscos proporcionais.
O teste de Wilcoxon não tem exigência de proporcionalidade. Além disso, ele
utiliza peso igual ao número de indivíduos sob risco, isto é, coloca mais peso na porção
inicial do eixo do tempo, pois no início do estudo, todos os indivíduos estão sob risco e à
medida que falham ou são censurados vão saindo do estado "sob risco".
2.1.7 Determinação Empírica da Função de Risco
A forma da função de risco será identicada por meio do método gráco ba-
seado no tempo total em teste (TTT) transformado (Barlow; Campo, 1975). O intuito é
encontrar o modelo adequado para os tempos de vida. Contudo, esse método só será e-
ciente se não houver censuras, ou se existir poucas, pois a curva do gráco não as leva em
consideração. Nesse contexto, seu uso deve ser feito com cautela, principalmente quando
a proporção de observações censuradas é alta.
A expressão empírica do TTT transformado (Aarset, 1985) é a seguinte:
G(r/n) =
∑r




no qual, r = 1,...,n e ti, com i= 1,...,n, representa as estatísticas dos tempos , i = 1, ..., n.
A Figura 1.2 mostra várias formas que a curva TTT pode assumir.
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Figura 2.2: Formas da curva do Tempo Total em Teste - TTT
Se a curva TTT assume a forma de uma reta, como no modelo A, é adequado
trabalhar com uma função de risco constante. Nesse caso, a distribuição exponencial é
indicada, pois sua função de risco é constante para todo o tempo observado.
Quando a curva é convexa, modelo B, ou côncava, modelo C, a função de
risco é monotonamente, a função de risco é monotonamente decrescente ou crescente,
respectivamente. Assim, a distribuição a ser utilizada será a Weibull, pois apresenta
função de risco decrescente quando o parâmetro de forma γ é menor que 1 e crescente
quando γ é maior que 1.
Caso a curva apresente uma forma convexa e depois côncava, como na curva
D,trata-se de uma função de risco que toma forma de banheira. As distribuições, referentes
à essa função de risco, indicada para modelagem dos dados são: Weibull exponencializada,
Weibull modicada, Weibull aditiva, Burr XII Aditiva, Beta Weibull Generalizada, entre
outras.
Se a curva for côncava e em seguida convexa, a função de risco possui carac-
terística unimodal. Dessa forma é adequado utilizar distribuições como a Log-Normal e
a Log-Logística.
2.1.8 Principais Modelos Paramétricos em Análise de Sobrevi-
vência
Os modelos paramétricos são utilizados para modelar o tempo de sobrevivência
até a ocorrência do evento de interesse de forma mais dedigna (Costa, 2013). Alguns
10
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modelos recebem notoriedade por serem adequados à várias situações. Alguns desses
modelos que serão utilizados neste trabalho são as distribuições Weibull, Exponencial,
Log-Normal e Log-Logistica.
Distribuição Weibull
A distribuição Weibull é popular por apresentar uma grande variedade de
formas. A propriedade básica de todas essas formas é que a função de risco é monótona,
ou seja, ela é crescente, decrescente ou constante.
A variável aleatória tempo de falha T, descrito pela distribuição Weibull, tem











no qual, t ≥ 0 e o parâmetro de escala, α ≥ 0, tem a mesma unidade de medida de t e o
parâmetro de forma,γ ≥ 0, não tem unidade
.







, t ≥ 0. (2.19)




tγ−1, t ≥ 0. (2.20)
A função de risco, h(t), é estritamente crescente quando γ > 1, estritamente
decrescente quado γ < 1 e constante quando γ = 1
Distribuição Exponencial
A distribuição exponencial é um caso particular da distribuição Weibull. Esse
modelo é um dos mais simples usados para descrever o tempo de falha. Apresenta apenas
um parâmetro e o único que tem função de risco constante (propriedade de falta de
memória). Por esse motivo, é indicado que essa distribuição seja usada quando o tempo
é curto.
A variável aleatória tempo de falha T , descrito pela distribuição exponencial,
tem a seguinte função de densidade de probabilidade:
11











no qual, t ≥ 0 e o parâmetro α > 0 é o tempo médio de vida e tem a mesma unidade do
tempo de falha T.







, t ≥ 0. (2.22)




, t ≥ 0. (2.23)
Distribuição Log-Normal
A distribuição log-normal, assim como a distribuição weibull, é útil para ca-
racterizar tempos de vida de indivíduos e produtos. A variável aleatória tempo de falha













, t ≥ 0. (2.24)
Aqui, −∞ ≤ µ ≤ ∞ é a média do logaritmo do tempo de falha T , e σ > 0 é o desvio
padrão.
Os dados provenientes de uma distribuição log-normal podem ser analisados
segundo uma distribuição normal, considerando o logaritmo dos dados em vez dos valores
originais, isto é, log(t) ∼ Normal(µ, σ2).
Uma variável log-normal não apresenta uma forma analítica explicita para as
funções de sobrevivência e de função de risco, sendo representadas, respectivamente, da
seguinte maneira:
S(t) = Φ
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no qual, Φ(.) é a função de distribuição acumulada de uma normal padrão.
Distribuição Log-Logística
A variável aleatória tempo de falha T cuja distribuição é dada pelo modelo




tγ−1(1 + (t/α))−2, t > 0. (2.27)
Aqui, α>0 e γ>0 são os parâmetros de escala e forma da distribuição, respectivamente.










, t > 0. (2.29)
2.1.9 Estimação dos Parâmetros dos Modelos
Os estudos que envolvem tempos de falha são modelados por distribuições. Os
parâmetros dessas distribuições devem ser estimados por meio das observações amostrais.
Assim, é possível responder às perguntas de interesse.
Um dos métodos mais conhecidos de estimação, dentro do contexto de regres-
são linear, é o método de mínimos quadrados. Contudo, usá-lo na análise de estudos de
tempo de vida é inapropriado, pois não é possível incorporar censura em seu processo.
Outro método relevante de estimação na literatura é o de máxima verossimi-
lhança. Esse, por sua vez, é mais apropriado para estudos em análise de sobrevivência,
pois é possível incorporar censuras a ele. Além disso, é relativamente trivial de ser com-
preendido e possui ótimas propriedades para grandes amostras.
Método de Máxima Verossimilhança
O estimador de máxima verossimilhança, dado uma distribuição, escolhe valo-
res para os parâmetros que melhor explique a amostra observada. Dessa forma, o objetivo
é encontrar o valor do vetor de parâmetros θ que maximiza a função de verossimilhança,
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no qual t1, ..., tn representam os tempos observados de uma amostra de tamanho n de
uma população.
A função de verossimilhança mostra que cada observação não censurada con-
tribui com sua função densidade f(t). E, cada informação censurada à direita contribui
informando que o tempo de falha é maior que o tempo de censura observado, ou seja,
contribuem com sua função de sobrevivência S(t).
Dessa forma, a função de verossimilhança levará em consideração a censura à
direita, que é a censura considerada neste trabalho. Assim, tem-se a seguinte expressão







no qual, θ é o vetor de parâmetros a ser estimado e δi é a variável indicadora de falha ou
censura.
É sempre conveniente, contudo, trabalhar com o logaritmo da função de veros-
similhança. Segundo Colosimo e Giolo (2006), os estimadores de máxima verossimilhança
são os valores de θ que maximizam L(θ) ou equivalentemente o logaritmo de L(θ), isto é,









δilog[f(ti; θ)] + (1− δi)log[S(ti; θ)]. (2.33)
Teste da Razão de Verossimilhanças
Geralmente, há interesse em testar hipóteses relacionadas ao vetor de parâ-
metros θ = (θ1, ..., θp)′, ou relacionada a um subconjunto desse vetor. Um teste bastante
utilizado para isso é o teste da razão de verossimilhanças. A estatística do teste é dada
pela razão dos valores do logaritmo da função de verossimilhança maximizadarestrin-
gido aos valores denido na hipótese nula, H0 e dos valores do logaritmo da função de
verossimilhança maximizada sem restrição.De uma maneira mais matemática, temos a re-
presentação das hipóteses em teste e a expressão da estatística do teste, respectivamente:
H0 : θ = θ0 vs H1 : θ 6= θ0, (2.34)
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TRV segue aproximadamente uma distribuição qui-quadrado com p graus de
liberdade, χ2p. H0 é rejeitada, ao nível de 100α% de signicância, se TRV > χ
2
p,1−α.
2.1.10 Adequação do Modelo Ajustado
É importante avaliar se o modelo proposto está bem ajustado aos dados. Isso
pode ser feito por meio de técnicas grácas. Essas técnicas avaliam a distribuição dos
erros e, sua principal utilidade é rejeitar modelos inapropriados, ou seja, o interesse não é
aprovar um modelo particular, até porque, em muitos casos, existem mais de um modelo
que podem ser utilizados.
Em análise de sobrevivência, os resíduos de Cox-Snell, martingal e deviance
são os mais utilizados.
Resíduos de Cox-Snell
Segundo Colosimo e Giolo (2006), os resíduos de Cox-Snell (1968), são úteis
para examinar o ajuste global do modelo. Esses resíduos são determinados por:
êi = Ĥ(ti), (2.36)
no qual, Ĥ(ti) é a função de risco acumulado obtido do modelo ajustado.
Os resíduos êi vêm de uma população homogênia e, se o modelo for adequado,
devem seguir uma distribuição exponencial padrão (Lawless,2003). Para que o modelo
exponencial seja adequado, o gráco de êi versus Ĥ(êi) deve ser aproximadamente uma
reta. O gráco das curvas de sobrevivência dos resíduos, Ŝ(êi), e pelo modelo exponencial
padrão, exp(−̂ei), também auxiliam na vericação da qualidade do modelo ajustado,
quanto mais próximas, o ajuste do modelo aos dados é melhor.
Resíduos de Martingal
Segundo Colosimo e Giolo (2006), os resíduos martingal são úteis para deter-
minar a forma funcional (linear, quadrática, etc.). Para os modelos de regressão paramé-
tricos, os resíduos martingal são denidos por:
m̂i = δi − êi, (2.37)
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no qual δi é a variável indicadora de falha e êi são os resíduos de Cox-Snell.
Os resíduos de martingal, inicialmente, foram introduzidos nos processos de
contagem, posteriormente, foram reescritos para modelos de regressão paramétricos.
Resíduos Deviance
Os resíduos deviance auxiliam a examinar a acurácia do modelo para cada
indivíduo sob estudo. Os resíduos deviance, para os modelos de regressão paramétrico,
são denidos por:
d̂i = sinal(m̂i)[−2(m̂i + δilog(δi − m̂i))]1/2. (2.38)
Esses resíduos são uma tentativa de tornar os resíduos martingal mais simétri-
cos em torno de zero, pois facilitam, em geral, a detecção de pontos atípicos. Se o modelo
for apropriado, esses resíduos devem apresentar um comportamento aleatório em torno
de zero (Colosimo e Giolo, 2006).
2.2 Modelo de Regressão de Cox
O modelo de regressão de Cox (Cox, 1972), proposto por Cox em 1972, possi-
bilita que as covariáveis de interesse sejam consideradas na análise dos tempos de falha.
O modelo de Cox é formulado pela seguinte função de risco:
hi(t|xi) = h0(t) exp(β′xi), (2.39)
no qual, h0 é conhecida como a função de risco base, ou seja, é a função de risco de um
indivíduo com vetor de covariáveis nulo (iguais a zero) x=0, β é o vetor de dimensão p
dos coecientes de regressão desconhecidos e xi é o vetor de dimensão p de covariáveis
observadas para o indivíduo i, i = 1, ..., n.
O modelo de Cox é chamado semi-paramétrico, pois é composto por h0, que
não assume nenhuma forma paramétrica, e pela parte paramétrica que são as covariáveis
que atuam de forma multiplicativa por meio de uma função de ligação g(x, β)= exp(βxi).
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que não depende do tempo t. Portanto, suposição básica para o uso do modelo
de Cox é que as taxas de falha sejam proporcionais.
A função de sobrevivência para esse modelo, considerando um indivíduo com
vetor de covariável x é dada por:
S(t|x) = (S0(t))exp(β
′x), (2.41)
no qual, S0(t) = exp[−
∫ t
0
h0(u)du] é a função de sobrevivência base e β é o vetor de
covariáveis do modelo de Cox.
2.2.1 Estimação dos parâmetros no modelo de Cox
A presença do componente não-paramétrico no modelo de Cox torna inviável o
uso do método de máxima verossimilhança para estimar o vetor de coecientes β. Então,










no qual Ri é o conjunto de todos os indivíduos ainda em risco no tempo ti.
Os indivíduos censurados entram na função de verossimilhança parcial L(β)
por meio do conjunto de risco Ri, contribuindo somente enquanto permanecem em risco.
Em geral, o vetor de parâmetros β é estimado maximizando o logaritmo da função L(β).
Em seguida deriva-se em relação a cada parâmetro do vetor e iguala o resultado a zero.















= 0, k = 1, ..., p, (2.43)
no qual l(β) = log(L(β)) e xjk são os indivíduos que permanecem em risco, ou seja que
ainda não falharam ou não foram censurados.
2.2.2 Estimando funções relacionadas a h0(t)
Uma estimativa para H0(t), não paramétrica, proposta por Breslow (1972), é
uma função escada com saltos nos diferentes tempos de falha e, é expresso por:
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no qual dj é o número de falhas em tj.
A partir da equação (2.44), podem ser estimadas as funções de sobrevivência
ˆS0(t) e ˆS(t), dadas respectivamente por:









que é chamado de Estimador Nelson-Aalen. Por isso, o estimador proposto por Bres-
low(1972) na equação (2.44) também é conhecido como estimador de Nelson-Aalen-Breslow.
2.2.3 Adequação do modelo de Cox
O modelo de regressão de Cox, apesar de ser bastante exível, não se ajusta a
qualquer situação. Para investigar a adequação do modelo aos dados é necessário vericar
a suposição de riscos proporcionais, fazer uma avaliação geral do ajuste do modelo de Cox
e analisar outros aspectos do modelo de Cox.
Avaliação da suposição de riscos proporcionais
Existem algumas técnicas grácas e testes estatísticos para avaliar a suposição
de riscos proporcionais no modelo de Cox. Algumas dessas técnicas serão descritas a
seguir:
• Método gráco descritivo
Essa técnica consiste em dividir os dados em m estratos, usualmente de acordo
com alguma covariável. Em seguida, deve-se estimar Ĥ0(t) usando a equação (2.44)
para cada estrato da covariável qualitativa. Se a suposição de riscos proporcionais for
pertinente, as curvas do logaritmo de Ĥ0(t) versus t, ou log(t), apresentarão diferenças
aproximadamente constantes ao longo do tempo.
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• Método com coeciente dependente do tempo (Resíduos de Schoenfeld
(1982))
Segundo Colosimo e Giolo (2006), para denir os resíduos de Schoenfeld no
modelo de Cox, considere que se o i-ésimo indivíduo com o vetor de covariáveis xi =
(xi1, xi2, ..., xip)
′ é observado falhar, tem-se para esse indivíduo um vetor de resíduos de
Schoenfeld riq = (ri1, ri2, ..., rip), em que cada componente riq, para q = 1, 2, ..., p, é
denido por:








Uma forma padronizada dos resíduos de Schoenfeld geralmente é usada, pois
possibilita que a estrutura de correlação dos resíduos seja considerada. Sua expressão
matemática é dada por:
s∗iq = [I((̂β))]
−1riq, (2.49)
no qual, [I((̂β))]−1 é a matriz de informação observada.
A suposição de riscos proporcionais avaliada pelos resíduos de Schoenfeld é
baseada em um resultado em Grambsch e Therneau (1994), expresso por:
h(t) = h0(t) exp(x
′β(t)), (2.50)
Tem-se a restrição de que β(t) = β, como uma forma alternativa de representar o modelo
de Cox. A restrição β(t) = β resulta na proporcionalidade dos riscos. Se β(t) não é
constante, o impacto de uma ou mais covariáveis no risco pode variar com o tempo.
Assim, o gráco de βq(t) versus t deve ser uma linha horizontal. Grambsch e Therneau
(1994), sugerem o gráco de s∗iq + β̂q versus t ou g(t). Inclinação zero mostra evidências
a favor da suposição de riscos proporcionais (Colosimo e Giolo, 2006).
• Teste de hipótese e coeciente de correlação
O coeciente de correlação de Pearson (ρ), entre os resíduos padronizados
e g(t), para cada covariável, é uma medida que permite avaliar a suposição de riscos
proporcionais. Valores de ρ próximos de zero mostram não haver evidências para rejeitar
a suposição de riscos proporcionais.
Um teste para a hipótese global de proporcionalidade dos riscos sobre todas as
covariáveis no modelo, levando em consideração gq(t) = gt, tem como estatística do teste:
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T =
(g − ḡ)′ S∗ I S∗ (g − ḡ)
dΣk(gk − ḡ)2
, (2.51)
no qual, I é a matriz de informação observada, d é o número de falhas e S∗ = dRI−1,
sendo R a matriz dXp dos resíduos de Schoenfeld não padronizados.
As hipóteses testadas são:
H0: Os riscos são proporcionais. H1: Os riscos não são proporcionais.
T tem distribuição qui-quadrado com p graus de liberdade. Valores de T > χ2p,1−α mos-
tram que há evidências estatística para rejeitar a suposição de riscos proporcionais.
Avaliação geral do ajuste do modelo de Cox
Os resíduos de Cox-Snell (1968), martingal e deviance, descritos na Seção




Os dados utilizados neste trabalho foram obtidos em um estudo realizado no
Instituto de Psiquiatria (IPq) do Hospital das Clínicas (HC) da Universidade de São
Paulo (USP), no período de 1 de dezembro de 1997 a 31 de dezembro de 2004, que
teve como intento avaliar o tempo (em dias) até a re-hospitalização de pacientes com
esquizofrenia tratados por diferentes tipos de antipisicóticos. Resultados desse estudo,
sem a consideração de covariáveis na análise, foram apresentados em Werneck et al (2011).
Inicialmente, faremos uma análise exploratória do conjunto de dados que será
utilizado na modelagem do tempo até a re-hospitalização de pacientes com esquizofrenia.
Tabela 3.1: Descrição das covariáveis do estudo
Idade (X1) X1 = 0 < 50 anos
X1 = 1 ≥ 50 anos
Sexo (X2) X2 = 0 masculino
X2 = 1 feminino
Idade no início da doença (X3) X3 = 0 < 20 anos
X3 = 1 ≥ 20 anos
Tempo de duração da doença (X4) X4 = 0 < 20 anos
X4 = 1 ≥ 20 anos
Número de internações ( X5) X5 = 0 < 10
X5 = 1 ≥ 10
Quantidade de medicamentos (X6) X6 = 0 < 3
X6 = 1 ≥ 3
Tempo de internação (X7) X7 = 0 < 80 dias
X7 = 1 ≥ 80 dias
Grupo de medicação (X8) X8 = 0 Clozapina
X8 = 1 PGA*
X8 = 2 SGA**
* Primeiro Grupo de Antipsicóticos
**Segundo Grupo de Antipsicóticos
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Tabela 3.2: Frequências absolutas e relativas das covariáveis
Variável Frequência Absoluta Frequência Relativa
Idade
< 50 anos 167 87,9%




Idade no início da doença
< 20 anos 92 48,42 %
≥ 20 anos 98 51,58%
Tempo de duração da doença
< 20 anos 131 68,95%
≥ 20 anos 59 31,05%
Número de internações
< 10 177 93,16%
≥ 10 13 6,84%
Quantidade de medicamentos
< 3 139 73,16%
≥ 3 51 26,84%
Tempo de internação (x7)
< 80 dias 162 14,74%





* Primeiro Grupo de Antipsicóticos
**Segundo Grupo de Antipsicóticos
A Tabela 3.1 e a Tabela 3.2 descrevem as covariáveis do nosso estudo e as
frequência absolutas e relativas de cada uma delas, respectivamente. A análise descritiva
possibilita conhecer melhor os dados. Porém, essa não será feita de maneira tradicional,
pois os dados observados possuem muita censura, cerca de 81,6%. O banco de dados é
composto por 190 observações cujas 155 são censuras e 35 são falhas.
A função de sobrevivência dos dados, que é a probabilidade acumulada de
permanecer em alta, ou seja, sem retornar ao hospital, se comporta como na Figura 3.1.
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Figura 3.1: Função de Sobrevivência do tempo até a reinternação do paciente
O gráco da Figura 3.1 mostra que a S(t) do tempo até a reinternação do
paciente está decrescendo. O tempo de duração do estudo não foi suciente para que
a função de sobrevivência chegasse a zero. Contudo, a curva de Ŝ(t) não ca estável
em nenhum momento, ela está sempre decrescendo, ainda que lentamente. Se o estudo
tivesse um tempo de duração maior, cerca de dois mil dias a mais, provavelmente seria
observado que à medida que o tempo tende ao innito, a função de sobrevivência tende
a zero. Dessa forma, não há evidências estatística de que há fração de cura no banco de
dados em estudo.
A principal covariável estudada neste trabalho é o Grupo de medicação. Por-
tanto, é interessante fazer uma análise exploratória. Será observado como a função de
sobrevivência dos dados se comporta em relação a essa covariável. O gráco ajudará a
mostrar se as curvas são diferentes. Esse gráco é apresentado na Figura 3.2. Além disso,
será vericado se realmente existe diferença ou não entre os grupos por meio dos testes
de log-rank e wilcoxon. As hipóteses que serão testadas são as seguintes:
H0: Não há diferença entre os grupos vs H1: Há diferença entre os grupos.
O teste verica se há evidências ou não para rejeitar a hipótese nula, H0. Para
um nível de signicância de 10%, rejeitamos a hipótese H0 se o p-valor for menor que o
nível de signicância, caso contrário, não existe evidências pra rejeitar a hipótese nula.
Os resultados serão apresentados na Tabela 3.3.
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Figura 3.2: Função de Sobrevivência do tempo até a reinternação do paciente por grupo
de medicação
Tabela 3.3: Testes log-rank e de Wilcoxon utilizados para testar a igualdade das curvas
de sobrevivência obtidas para as covariáveis consideradas neste estudo
Variáveis p-valor (log-rank) p-valor (Willcoxon)
PGA vs SGA 0,565 0,585
PGA vs Clozapina 0,191 0,181
SGA vs Clozapina 0,0479 0,0462
Nota-se, no gráco da Figura 3.2, que aparentemente o grupo SGA tem uma
reação diferente da reação do grupo controle Clozapina. Porém, as curvas da função de
sobrevivência dos grupos PGA e Clozapina tem um comportamento parecido. E, segundo
Werneck et al (2011), os resultados demostraram que o risco de re-hospitalização para
o grupo PGA foi similar para o grupo SGA. Além disso, segundo o teste de log-rank
e Wilcoxon, só existe diferença entre o segundo grupo de antipsicóticos e a clozapina.
Assim, a partir de agora, serão considerados apenas as observações dos dados relativos ao
segundo grupo de antipsicóticos (SGA) e à Clozapina, serão apresentadas as covariáveis
e suas frequências absolutas e relativas na Tabela 3.4 e Tabela 3.5, respectivamente.
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Tabela 3.4: Descrição das covariáveis do estudo com observações referentes ao segundo
grupo de antipsicóticos e à Clozapina.
Idade (X1)
X1 = 0 < 50 anos
X1 = 1 ≥ 50 anos
Sexo (X2)
X2 = 0 masculino
X2 = 1 feminino
Idade no início da doença (X3)
X3 = 0 < 20 anos
X3 = 1 ≥ 20 anos
Tempo de duração da doença (X4)
X4 = 0 < 20 anos
X4 = 1 ≥ 20 anos
Número de internações ( X5)
X5 = 0 < 10
X5 = 1 ≥ 10
Quantidade de medicamentos (X6)
X6 = 0 < 3
X6 = 1 ≥ 3
Tempo de internação (X7)
x7 = 0 < 80 dias
x7 = 1 ≥ 80 dias
Grupo de medicação (X8)
X8 = 0 Clozapina
X8 = 1 Segundo Grupo de Antipsicóticos (SGA)
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Tabela 3.5: Frequências absolutas e relativas das covariáveis com observações referentes
ao segundo grupo de antipsicóticos e à Clozapina.
Variável Frequência Absoluta Frequência Relativa
Idade
< 50 anos 118 89,4%




Idade no início da doença
< 20 anos 66 50,0 %
≥ 20 anos 66 50,0%
Tempo de duração da doença
< 20 anos 94 71,21%
≥ 20 anos 38 28,79%
Número de internações
< 10 124 93,94%
≥ 10 8 6,06%
Quantidade de medicamentos
< 3 88 66,67%
≥ 3 44 33,33%
Tempo de internação (x7)
< 80 dias 20 15,15%
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A função de sobrevivência para o tempo até a reinternação do paciente com
relação à todas as covariáveis consideradas neste estudo foi obtida por meio do estimador
Kaplan-Meier. Os grácos são apresentados na Figura 3.3 e permitem avaliar se existe
diferença, ou não, entre os grupos principais e os grupos controle. A partir dessa análise
será atestado se é vantajoso manter a separação dos grupos em cada covariável.
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Figura 3.3: Grácos Kaplan-Meier para as covariáveis medidas no estudo do tempo até a
re-hospitalização de pacientes com esquizofrenia
A Figura 3.3 mostra que o grupo SGA tem uma reação diferente do grupo con-
trole Clozapina, como já visto em tela. Os sexos masculino e feminino, aparentemente,
também reagem diferente aos medicamentos. Observa-se também que diferentes quan-
tidades de medicamentos e o tempo de internação provocam uma reação diferente nos
pacientes. As outras covariáveis parecem não apresentar diferença em relação aos grupos
controle.
A vericação, se realmente existe diferença ou não entre os grupos das cova-
riáveis, foi realizado utilizando o teste de log-rank e wilcoxon. As hipóteses que serão
testadas são as seguintes:
H0: Não há diferença entre os grupos vs H1: Há diferença entre os grupos.
O teste verica se há evidências ou não para rejeitar a hipótese nula, H0. Para
um nível de signicância de 10%, rejeitamos a hipótese H0 se o p-valor for menor que o
nível de signicância, caso contrário, não existe evidências pra rejeitar a hipótese nula.
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Tabela 3.6: Testes log-rank e de Wilcoxon utilizados para testar a igualdade das curvas
de sobrevivência obtidas para as covariáveis consideradas neste estudo
Variáveis valor-p (log-rank) valor-p (Willcoxon)
Grupo de antipsicóticos (SGA vs Clozapina) 0.0479 0.0462
Idade 0,405 0,418
Sexo 0,0308 0,0309
Idade no início da doença 0,658 0,804
Tempo de duração da doença 0,985 0,987
Número de internações 0,979 0,991
Número de medicamentos ingeridos 0,301 0,304
Tempo de internação em dias 0,0578 0,0558
Com base nos resultados apresentados na Tabela 3.6, conclui-se que a cova-
riável grupo de medicação apresenta diferença entre o grupo SGA e o grupo de controle
Clozapina. A covariável sexo também apresenta diferença entre as curvas, ou seja, os
medicamentos respondem de maneira diferente para os sexos feminino e masculino. Além
disso, os resultados para quem ca internado menos de 80 dias é diferente para quem
ca internado 80 dias ou mais. As covariáveis idade, idade no início da doença, tempo
de duração da doença, número de internações, número de medicamentos ingeridos não
apresentam diferença entre seus grupos.
Ainda explorando os grácos da Figura 3.3, podemos supor proporcionalidade
entre os grupos das covariáveis, apesar do leve cruzamento entre os grupos de algumas
covariáveis.
3.1 Ajuste do modelo
3.1.1 Ajuste do modelo paramétrico
A primeira etapa no ajuste do modelo do tempo até a re-hospitalização dos
pacientes com esquizofrenia é buscar modelar os dados com base em algum modelo para-
métrico, desconsiderando as covariáveis.
Visto que existem várias formas que podem ser assumidas pelo gráco da
função de risco da variável Tempo até a re-hospitalização, foi plotado o gráco do tempo
total em teste (curva TTT) para os tempo, como pode ser observado na Figura 3.4.
A curva não assume uma forma explícita. O gráco indica que o modelo que
se ajusta bem aos dados pode ter função de risco em forma de U, porém a curva está
próxima de uma função crescente ou contante. Com base nesses fatos, os modelos Weibull
e exponencial foram testados. Além disso pode-se perceber que os modelos log-normal e
log-logística têm um bom ajuste.
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Figura 3.4: Curvas TTT dos dados do tempo até a re-hospitalização de pacientes com
esquizofrenia
Para comparar os quatro modelos propostos e escolher o mais adequado foi
construído o gráco com a função de sobrevivência estimada por Kaplan-Meier e a fun-
ção de sobrevivência dos modelos Weibull, Exponencial, Log-Normal e Log-Logística, o
resultado encontra-se apresentado na Figura 3.5 .




















Figura 3.5: Função de Sobrevivência estimada por Kaplan-Meier e pelos modelos para-
métricos Weibull, Exponencial, Log-Normal e Log-Logística
É possível observar que os modelos log-normal e log-logístico estão mais pró-
ximos da curva de Kaplan-Meier, portanto, se ajustam melhor aos dados. No entanto, a
diferença observada entre as curvas mostra-se pequena.
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A análise gráca, contudo, é uma técnica subjetiva. Assim, na tentativa de
conrmar os resultados obtidos na análise em tela, foram utilizadas as técnicas de seleção
de variáveis AIC, AICc e BIC. Os resultados são apresentados na Tabela 3.7.
Tabela 3.7: Critérios de seleção de variáveis AIC, AICc e BIC paos modelos Exponencial,
de Weibull, Log-Normal e Log-Logística
Modelo Parâmetro AIC AICc BIC
Exponencial α = 3043, 5 471,0797 471,1105 473,9625
Weibull α = 5377, 75 468,2877 468,3808 474,0533
γ = 0, 703
Log-Normal µ = 8, 46 465,8023 465,8953 471,5679
σ = 2, 47
Log-Logística α = 3816, 14 467,7195 467,8126 473,4851
γ = 0, 75
Considerando os três critérios de seleção o modelo que apresentou menor valor
em todos os casos foi o modelo log-normal.
Análise de Resíduos
















































































Figura 3.6: Ŝ(t) dos resíduos de Cox-Snell estimada pelo método de Kaplan-Meier e pelo
modelo exponencial padrão e curva de Ŝ(t) estimada
Nesta etapa, será analisado se é possível que o modelo log-normal não seja
adequado aos dados, pois a análise de resíduos apenas mostra se o modelo claramente não
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é adequado aos dados, pois pode ser que exista mais de um modelo que se ajuste bem aos
dados.
Os pontos, no gráco S(ei) da Figura 3.6, estão próximos de uma reta diagonal.
E, com relação ao gráco de resíduos de Cox-Snell, a curva da distribuição exponencial
padrão e a de Kaplan-Maier apresentam estar bastante próximas. A partir dos grácos
apresentados na Figura 3.5 e da análise dos resíduos, observa-se que o modelo log-normal
encontra-se bem ajustado.
Interpretação do modelo
Uma estimativa dos pacientes não voltarem a ser rehospitalizados num deter-






no qual, φ(.) é a função de distribuição acumulada de uma normal padrão.
Um exemplo dessa situação é a estimativa dos pacientes não voltarem a ser
rehospitalizados antes de 782 dias, que é dada por:
Ŝ(t) = φ
[−log(782) + 8, 46
2, 47
]
= 0, 7667. (3.2)
Ou seja, 76,67% dos pacientes voltam a ser rehospitalizados depois de 782
dias. A mesma estimativa obtida pelo estimador de Kaplan-Meier fornece o valor de
75,9%. Dessa forma, um paciente com esquizofrenia apresenta uma probabilidade de
cerca de 77% de não voltar a ser reinternado em menos de 782 dias após ter recebido alta.
A diferença entre o AIC dos modelos propostos inicialmente não foi muito
discrepante. Como foi visto em todos os passos para seleção do modelo paramétrico,
não está claro qual modelo melhor se ajustaria aos dados. Visto que houve suposição
de riscos proporcionas em todas as covariáveis, podemos utilizar o modelo de Cox no
estudo do tempo até a reinternação dos pacientes com esquizofrenia. Apesar dos modelos
paramétricos serem mais precisos, o modelo de Cox é mais exível por possuir uma parte
não-paramétrica.
3.1.2 Ajuste do modelo de Cox
O modelo de regressão de Cox permite a análise de dados provenientes de
estudos de tempo de vida em que a resposta é o tempo até a ocorrência de um evento de
interesse, ajustando por covariáveis (Colosimo e Giolo, 2006).
31
Capítulo 3. Resultados e Discussões
O modelo proposto por Cox modela diretamente a função de risco. Inicial-
mente, na construção do modelo de Cox foi feita a seleção das covariáveis. No decorrer
do processo foram usados os códigos identicadores das covariáveis da Tabela 2.4. Em
cada passo do processo de seleção das covariáveis foi vericado o nível de signicância das
covariáveis separadamente ou em conjunto. As hipóteses testadas são:
H0: O modelo de interesse é adequado. vs H1: O modelo de interesse não é adequado.
O primeiro passo foi ajustar o modelos com apenas uma covariável, e, separa-
damente, as únicas que foram signicativas, ou seja, com valor-p menor que 0,1, foram
X2 (sexo) com valor-p 0,036, X7 (tempo de internação) com valor-p 0,0902 e X8 (grupo
de medicação) com valor-p 0,0537. Todas as outras covariáveis tiveram valor-p acima de
0,1.
Foi construído, no segundo passo, o modelo com todas as covariáveis, e como o
modelo não cou bem ajustado, foram retiradas as covariáveis com o maior valor-p, uma
de cada vez, e assim, o ajuste do modelo foi vericado novamente.
Inicialmente, retiramos a covariável X5 (número de internações), no modelo
com todas as covariáveis, seu valor-p foi 0,9952. Em seguida, retiramos a covariável
X7 (tempo de internação), que em conjunto com as outras covariáveis, deixou de ser
signicativa, seu valor-p no modelo, com as outras covariáveis que permaneceram, foi de
0,4029. Depois, retiramos a covariável X3 (idade no início da doença), com o valor-p igual
a 0,32201 , mantendo as outras covariáveis que não foram eliminadas. Posteriormente,
a covariável X1 (idade), com valor-p igual a 0,25482, foi excluída, e foram mantidas as
outras covariáveis restantes. Logo a seguir, eliminamos a covariável X4 (tempo de duração
da doença), seu valor-p foi de 0,24624.
O modelo de Cox, dessa forma, foi ajustado com as variáveis X2 (sexo), X6
(quantidade de medicamento) e X8 (grupo de medicação).
As covariáveis selecionadas para o modelo e o modelo global, ademais, precisam
ter a suposição de riscos proporcionais satisfeita. A seguir, são apresentados na Tabela
3.8 os resultados do coeciente de correlação ρ; a estatística do teste χ2; e o valor-p. Além
disso, serão mostrados os grácos dos resíduos padronizados de Schoenfeld nas Figuras
3.7, 3.8 e 3.9. As hipóteses que serão testadas são:
H0 : As funções de riscos são proporcionais.
H1 : As funções de riscos não são proporcionais.
Tabela 3.8: Teste de proporcionalidade para as funções de risco do modelo nal de Cox
Covariável rho (ρ) χ2 valor-p
Sexo -0,0150 0,00575 0.940
Quantidade de medicamentos -0,0210 0,00923 0,923
Grupo de medicação -0.0233 0,01204 0,913
Global - 0.02214 0.999
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Figura 3.7: Resíduos padronizados de Schoenfeld para as covariáveis do modelo de Cox
nal
Observando-se os grácos apresentados na Figura 3.7, não são evidentes ten-
dências ao longo do tempo. Isso permite armar que as covariáveis em questão possuem
riscos proporcionais. Ainda assim, é necessário analisar o teste de proporcionalidade para
as funções de risco do modelo nal de Cox, pois a análise gráca é subjetiva. Os valo-
res dos coecientes de correlação de Pearson, ρ, são todos próximos de zero e todos os
valor-p são superiores a 0.10, tanto para o teste global quanto para os testes para cada
covariável separadamente. Portanto, não há evidências estatística para rejeitar a hipótese
nula. Assim, pode-se conrmar que as funções de risco das covariáveis sexo, quantidade
de medicamentos e grupo de medicação são proporcionais.
Análise de resíduos
Vimos que o melhor ajuste encontrado foi referente ao modelo de Cox que
relaciona as covariáveis sexo, quantidade de medicamentos e grupo de medicação, com o
tempo de sobrevivência. Dessa forma, o próximo passo é analisar globalmente se o modelo
encontrado é adequado para os dados sobre esquizofrenia. Portanto, pode-se fazer uso da
análise de resíduos considerando o método de Cox-Snell.
Segundo Lawless (2003), os resíduos de Cox-Snell vêm de uma população ho-
mogênea e devem seguir uma distribuição exponencial com média 1. Quanto mais a função
de sobrevivência dos resíduos do modelo de Cox se aproxima da função de sobrevivência
da exponencial, melhor é o ajuste do modelo de Cox. Segundo Klein e Moeschberguer
(2003), essa interpretação deve ser feita com cautela, visto que a distribuição exponencial
dos resíduos somente é válida quando os verdadeiros valores dos parâmetros são conside-
rados. Desvios da distribuição exponencial podem ocorrer, em algumas situações, devido
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à incerteza no processo de estimação dos parâmetros. E, esses desvios podem ser maiores,
principalmente, na cauda direita da distribuição e em casos de amostras pequenas.
Foi observado, a partir da Figura 3.8, que a função de sobrevivência dos resí-
duos se ajustou bem à função de sobrevivência da exponencial padrão, sobretudo para os
valores pequenos dos resíduos. Esse resultado é um indicativo do bom ajuste do modelo
de Cox, que pode ser conrmado pelo teste de Kolmogorov-Smirnov (CONOVER, 1999).
O teste de Kolmogorov-Smirnov para vericação do ajuste da distribuição Exponenial
padrão dos resíduos resultou na estatística do teste D=0,215. Considerando um nível
de signicância de 5% e n=32 (32 valores não censurados), o valor crítico do teste de
Kolmogorov-Smirnov é igual a Dcrítico=0,221, não rejeitando a hipótese do resíduo de
Cox-Snell seguir uma distribuição exponencial padrão.
Note que o alto valor D=0,215 da diferença entre as funções de sobrevivência
observado na Figura 3.8, percebido na cauda direita da distribuição dos resíduos é um
fenômeno já previsto por Moeschberguer. Visto que as observações (neste caso os resíduos
de Cox-Snell) vão experimentando o evento de interesse ou sendo censurados ao longo do
tempo, o número de observações na cauda da função de sobrevivência é pequeno. Neste
contexto, os desvios presentes na cauda da função de sobrevivência não devem ser tratados
da mesma forma que os desvios das funções nos valores iniciais, corroborando ainda mais








































































Figura 3.8: Grácos da função de sobrevivência estimada dos resíduos de Cox-Snell e
Exponencial Padrão.
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3.2 Interpretando as estimativas dos parâmentros
As estimativas dos parâmetros do modelo de regressão nal de Cox encontram-
se na Tabela 3.9. Ao nível de 10 %, todas as covariáveis são signicativas.
Tabela 3.9: Resultado do ajuste do modelo de Cox para os dados do tempo até a re-
hospitalização de pacientes com esquizofrenia e correspondentes razões de riscos (RR).
Covariável Coeciente Erro Exponencial IC95%(RR) = valor-p
Padrão (coeciente) ecoeficiente
Sexo βmasculino = 0
βfeminino = 0, 83 0,39 2,3 (1,06 ; 4,98) 0,03
Quantidade de β<3 = 0
medicamento β≥3 = 0, 97 0,42 2,64 (1,16 ; 6,03) 0,02
Grupo de βClozapina = 0
medicação βSGA = 1, 33 0,5 3,8 (1,42; 10,14) 0,007
Foi calculado, também, o fator inacionário da variância (FIV) para cada cova-
riável selecionada. Assim, podemos avaliar se há multicolinearidade entre as covariáveis.
Se o valor do FIV das covariáveis for baixo não há multicolinearidade. Os resultados são
apresentados na Tabela 3.10.
Tabela 3.10: Valor do Fator Inacionário da Variância (FIV) para cada covariável seleci-
onada para o modelo.
Covariável Sexo Quantidade de medicamento Grupo de medicação
FIV 1.001669 1.144589 1.146374
Visto que todos os FIVs têm valores próximos a 1, não há indício de multico-
linearidade entre as covariáveis.
O modelo nal com as covariáveis sexo, quantidade de medicamento e grupo
de medicação, é apresentado, em termos da função de risco, na equação a seguir :
h(t|x) = h0(t) ∗ exp(βsexo + βquantidadedemedicamentos + βgrupodemedicao). (3.3)
O componente não paramétrico, h0(t), não é especicado e é uma função não-
negativa. Os coecientes da regressão do componente paramétrico medem os efeitos das
covariáveis sob a função de risco. Esse efeito é o de acelerar ou desacelerar a função de
risco. As seguintes interpretações podem ser obtidas a partir dos resultados da Tabela
3.9.
• O risco de pacientes do sexo feminino voltarem a ser rehospitalizados é estimado
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aproximadamente 2,3 vezes o risco dos pacientes do sexo masculino (130 % maior),
com todas as outras covariáveis mantidas constantes.
• E, com o aumento de uma unidade na covariável quantidade de medicamentos, o
risco de pacientes que tomam de mais de 3 medicamentos voltarem a ser rehospi-
talizados é estimado aproximadamente 2,64 vezes o risco dos pacientes que tomam
menos de 3 medicamentos (164 % maior), com todas as outras covariáveis mantidas
xas.
• Ademais, com o aumento de uma unidade na covariável grupo de medicação, o risco
de pacientes que fazem parte do segundo grupo de antipsicóticos voltarem a ser
rehospitalizados é estimado aproximadamente 3,8 vezes o risco dos pacientes que
fazem parte do grupo Clozapina (280 % maior), xando todas as outras covariáveis.
É possível, também, calcular a função de sobrevivência de base.
Temos à disposição, também, as estimativas da função de sobrevivência de
base, Ŝ0(t), apresentadas na Tabela 3.11.
Ŝ0(t) = exp[−Ĥ0(t)]. (3.4)
Tabela 3.11: Estimativas da função de sobrevivência de base Ŝ0(t).
t Ŝ0(t) t Ŝ0(t) t Ŝ0(t)
1 1 106 0,948 483 0,8475
13 0.9939 110 0,9172 517 0,8360
36 0,9877 113 0,9095 594 0,8241
41 0.9687 226 0,9003 604 0,8120
57 0,9619 350 0,8904 705 0,7995
68 0,9548 362 0,8806 782 0,7863
88 0,9474 412 0,8703 969 0,7728
90 0,9325 421 0,8590 1033 0,7589
A função de sobrevivência, dessa forma, para um indivíduo com vetor de co-
variáveis X = (x2, x6, x8)′ é estimada por:
Ŝ(t) = [Ŝ0(t)]
exp(X′β̂), (3.5)
no qual, x′β̂ = β̂sexo + β̂quantidade de medicamentos + β̂grupo de medicação.
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A probabilidade, por conseguinte, de um indivíduo do sexo feminino que toma
de 3 a 6 medicamentos por dia e faz parte do segundo grupo de antipsicóticos não voltar
a ser reinternado em menos de 782 dias após ter recebido alta é:
Ŝ(782) = [Ŝ0(782)]
exp(x′β̂) = 0, 7863exp(3,13) = 0, 004, (3.6)
no qual X ′β̂ = 0, 83 + 0, 97 + 1, 33 e Ŝ0(782) é dada pela Tabela 3.11.
A probabilidade, visto isso, de um indivíduo cujo sexo é feminino, toma de 3 a
6 medicamentos por dia e faz parte do segundo grupo de antipsicóticos, não voltar a ser
reinternado em menos de 782 dias após ter recebido alta é de 0,004.
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Os dados analisados neste trabalho possui algumas covariáveis, uma delas é
o grupo de medicação que possui três classicações: primeiro grupo de antipsicóticos,
segundo grupo de antipsicóticos e clozapina. E, no artigo de Werneck et al(2012), foi ob-
servado que o primeiro e o segundo grupo de antipsicóticos apresentaram comportamentos
semelhantes. Além disso, o primeiro grupo de antipsicóticos não apresentou diferença em
relação ao grupo clozapina. Portanto, foram considerados somente os dados relativos ao
segundo grupo de antipsicóticos e à clozapina.
Considerando os resultados obtidos a partir da análise dos ajustes dos modelos
por meio de grácos e de testes, observamos que o modelo paramétrico que melhor se
ajustou aos dados foi o log-normal. Porém, os outros modelos (exponencial, weibull e log-
logística) tiveram um ajuste bastante próximo do modelo escolhido. Ademais, o modelo
de regressão de Cox também mostrou-se adequado para os dados.
Aqui, não há competição entre os modelos. Contudo, segundo Santos (2015)
a escolha do melhor modelo a ser utilizado depende do objetivo do pesquisador. Assim,
o modelo lognormal é preferível quando há interesse em realizar previsões em relação
ao tempo de sobrevivência de um paciente com esquizofrenia e quando esse tempo de
sobrevivência for maior que os observados na amostra.
O modelo de Cox, por sua vez, será útil quando desejarmos fazer previsão para
um tempo dentro da amplitude de tempos observados (interpolação). Por ser um modelo
não paramétrico, o modelo de Cox falha em prever tempos superiores àqueles observados
na amostra.
Visto que os resultados desse trabalho indicaram que a suposição de riscos
proporcionais do modelo de Cox não foi violada, a preferência do uso do modelo de Cox
ao invés de um modelo paramétrico foi devido às vantagens na hora de interpretar os
coecientes estimados. Certamente a proporcionalidade dos riscos é uma característica
muito conveniente, principalmente quando o interesse é interpretar os resultados. Os
resultados obtidos nesse estudo sugerem, por exemplo, que o risco de re-hospitalização de
pacientes que fazem uso de antipsicóticos de segunda geração (ASG) apresenta um risco
de ser re-hospitalizado 280% maior do que pacientes que fazem uso de Clozapina, isso
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para qualquer tempo t. Já o modelo de regressão log-normal não permite essa mesma
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Apêndice A
Modelos propostos para o modelo nal
de Cox
Neste apêndice apresentamos tabelas com o nível de signicância de cada va-
riável dos modelos testados para ser o modelo nal de Cox. A descrição desses modelos
está no capítulo 2, em Ajuste do modelo de Cox.
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Apêndice A. Modelos propostos para o modelo nal de Cox
Tabela A.7: Modelo: X2 +X6 +X8
Covariável valor-p
X2 0,0351
X6 0,0209
X8 0,0077
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