This report is based on proprietary e-commerce data collected by Google to which the JRC/IPTS has no access. Bo Cowgill has access to the data and, together with Cosmina Dorobantu, did earlier research work on international cross-border e-commerce using these Google data. This was presented at an IPTS seminar on cross-border e-commerce in December 2012 in Brussels. The IPTS subsequently asked both researchers for a specific analysis that focused on online border effects in the EU. The results of that analysis are presented in this report and were discussed at a seminar at the IPTS in Seville in June 2013.
Introduction 1
With the rise of the internet the cost of transmitting information has dramatically declined to almost nothing and any content is instantly accessible. This has led to the "death of distance" (Cairncross, 1997) hypothesis, the idea that distance has become irrelevant in anything that can be communicated across the internet. However, previous research has shown that this is not necessarily the case. Blum & Goldfarb (2006) showed that internet traffic density is still subject to the gravity law. Internet users do not venture far beyond their familiar cultural environment and geographical distance counts in the search for taste and culture sensitive services. The relevance of distance only diminishes for less taste-dependent services. Hortaçu et al (2009) demonstrate that distance still plays a role in online cross-border trade in goods, though less so than in offline crossborder trade. Lendle et al (2012) using e-Bay data, Gomez et.al (2013) using EU consumer survey data and Cowgill and Dorobantu (2013a) using Google e-commerce data, all come to similar conclusions. Paraphrasing Marc Twain, it seems that rumours about the death of online distance have been greatly exaggerated.
Establishing a borderless Single Market for offline trade between Member States was one of the main driving forces behind the creation of the EU: internal borders should not affect the free movement of goods and services, capital and labour. The Digital Agenda for Europe (European Commission, 2010) extended this objective to online trade. One important pillar of this policy agenda is the creation of a Digital Single Market, including for online e-commerce services. The Digital Agenda has set two ambitious policy targets in this respect: getting 50% of all EU citizens to buy online and 20% to engage in online cross-border transactions by 2015. The first target seems to be within reach as the percentage of online consumers stood at 45% in 2012. The second target however looks more difficult to attain. The percentage of cross-border online consumers reached 11% in 2012 and that number has barely grown in recent years (European Commission, 2013) . In other words, despite the internet's promise of a seamless online market, borders still matter and online consumers prefer to shop at home. Home bias is possibly even more important in online than in offline trade (Gomez et.al, 2013) . This prompted considerable research into online trade barriers and the launch of a new EU e-commerce policy package in early 2012 (European Commission, 2012) .
Home bias is a well-documented phenomenon in offline international trade research. Cross-border trade can face obstacles created by government regulations and by private companies that seek to segment markets to achieve their profit-maximizing strategies. But beyond these man-made barriers, consumers seem to have an inherent preference for products that they can buy in their home market without going across the border. The ratio of cross-border to domestic consumption is lower than what can be explained in international trade models, even if one takes into account country-specific regulatory barriers. Taking into account this general finding from the international trade literature, the question is whether the ratio of cross-border to domestic e-commerce implicit in the two Digital Agenda policy targets can be achieved, given consumer preferences for home market transactions. In order to answer this question one needs to estimate the magnitude of home bias, or the so-called border effect, in online trade.
The present research report examines two types of border effects. The first is the border effect within the EU: How much more does an EU country trade domestically, within itself, compared to 1 This section was written by Bertin Martens.
how much it trades cross-border with other EU countries? The second is the border effect between the EU and the rest of the world: How much higher is the volume of domestic trade within the EU between Member States of this regional trade block compared to the volume of external trade between an EU and a non-EU country? The findings of the (offline) international trade literature suggest that one can expect to find a positive border effect in our empirical research in both cases. A strong extra-EU border effect suggests that consumers have a preference for intra-EU over extra-EU trade. That would indicate that the EU Digital Single Market is successful in keeping internet users inside the EU as a regional home market. A strong intra-EU border effect would suggest that consumers still prefer to shop in their home country rather than in another EU country, despite the ease of crossing borders and overcoming distances on the internet. However, depending on the relative magnitude of the online and offline border effect, we might find some indications whether e-commerce has indeed achieved a more globalized world than traditional commerce.
The data for this research were collected by Google through its online advertising programme called AdWords. It includes a feature that tracks clicks on ads and enables advertisers to measure conversions into transactions. These data allow estimation of patterns and relative volumes of domestic and cross-border online trade as well as home bias, or the border effect, by type of online product and over a period of at least a few years. It also shows how home bias is affected by the nature of the products sold online.
The empirical analysis does indeed find a strongly positive border effect, both for intra-EU and for extra-EU online trade. On the one hand, the strong intra-EU border effect suggests that online shoppers still have a strong preference to stay in their own country, rather than going out to another EU country and despite the fact that the internet makes it much easier to find shopping opportunities across the border. On the other hand, the strong extra-EU border effect shows that once EU online shoppers decide to go abroad they have a strong preference to stay inside the EU rather than venturing outside to non-EU countries. These findings do not lead to an unambiguous conclusion with regard to the success or failure of the Digital Single Market. It seems to be successful in keeping online consumers within the EU but less successful in getting them out of their home market and into other EU countries. This may offer one possible explanation why the EU Digital Agenda is underperforming with regard to the online cross-border indicator. From an economic point of view, success should ultimately be measured in terms of consumer welfare improvements, not just trade volumes. That will require further research.
Findings from research carried out on similar data for the North American online market (US states -Canadian provinces) suggest that home bias is lower in that region. Consumers seem to feel more at ease going outside their home market in that North American setting. While this analysis again controls for many specific factors, it is not possible to control for every possible structural difference between the EU and North America. We should therefor interpret this finding with caution.
It is even more difficult to compare online and offline border effects. Differences in the composition of online and offline trade as well as difference in the structure of the supply chains (B2B offline versus B2C online) prevent a straightforward comparison. We can only point out that the observed online border effects are substantially higher than those observed in the offline trade literature. That does not constitute conclusive evidence however. Further research will be required that should control for difference in composition and supply chains in order to arrive at more conclusive evidence whether online trade is indeed more globalised or not than offline trade.
This report is structured as follows. Section 2 explains the trade model that we use to estimate the drivers of online cross-border trade. Section 3 discusses the results from the empirical estimation of the model, both for intra-EU and for extra-EU online trade, and for trade by type of product. Section 4 discusses the results, compares them with other research and attempts to draw some policy conclusions.
Empirical specification 2
We use a gravity model, the standard workhorse model in international trade. The gravity model links the observed volume of bilateral trade between country pairs with a series of explanatory variables. Originally, the gravity model of trade started from the assumption that the volume of trade between two countries was determined by the respective size of the two economies and the geographical distance between them -just like Newton's gravity model in physics explains attraction between two planets. Over time, many other explanatory variables have been added to the gravity model. Apart from distance the "standard" model now includes variables such as shared language, border, religion, legal regime, colonial history and currency zone, and a common landlocked or sea-locked status.
We estimate the gravity model on online bilateral trade flow data, in order to gauge the contribution of all these factors to facilitating or impeding that trade. Controlling for and neutralising the impact of all these factors enables us to isolate the effect of administrative borders between countries on trade. This "border effect" tells us something about the preference of consumers to shop at home or abroad. As such, it gives us an indication of how fragmented or integrated a regional market like the EU is.
Models are always an abstraction of reality; they do not capture every detail of that reality. The gravity model and the explanatory variables that we have added to it do not capture everything that may affect cross-border e-commerce. For instance, it does not capture the difficulty of legal recourse across different jurisdictions in cross-border transactions compared to domestic transactions that take place within a single jurisdiction. The model is sufficiently powerful however to explain a very large part of the observed variation in cross-border e-commerce (as indicated by the high adjusted R² in the regressions).
The gravity equation is estimated both at the aggregate economy-wide level and at the NAICS2 industry level. See Appendix 2 for an explanation of the break-down by industry.
Data on the volume of domestic and cross-border online trade comes from Google, and we provide a detailed description of it in Appendix 1. The data set covers the amount of domestic trade (a country's trade with itself) for each of the 27 EU countries, the exports and imports taking place between the 27 EU countries, and the exports and imports of each of the 27 EU countries and 191 other countries outside of the EU.
To estimate the two border effects we would ideally use our entire data set in a single regression including two dummy variables: one for a country's trade with itself, and one for trade between two EU countries. In this setting, the excluded group, against which the two border effects are measured, is trade between EU countries and the rest of the world.
Estimating this equation is not realistically possible. Ever since Anderson and Van Wincoop (2003) 's seminal work highlighting the importance of accounting for multilateral resistance terms in a gravity setting, empirical trade economists have been advocating for the inclusion of importer and exporter country fixed effects. There are two advantages arising from the inclusion of fixed effects. First, a gravity specification which employs importer and exporter fixed effects is consistent with the theoretical model used to derive it. Second, a specification with fixed effects allows the 2 This section was written by Bo Cowgill and Cosmina Dorobantu. researcher to control for all unobservable characteristics that have an effect on a country's overall level of exports or imports.
For our data set, the inclusion of importer and exporter fixed effects in addition to the two border effects dummy variables whose coefficients we want to estimate creates perfect multi-collinearity. Given this, we have two options: either to exclude the fixed effects, or to estimate two separate regressions, the first of which allows us to measure the border effect within the EU, while the second allows us to examine the border effect between the EU and the rest of the world. We choose the second option, due to the biases inherent in a gravity specification that lacks importer and exporter fixed effects.
We consider only the 27 EU countries when estimating the first regression, which measures the border effect within the EU. The data set, therefore, consists of a 27 × 27 matrix, reflecting the inclusion of each country's domestic trade, as well as the exports and imports between that country and its 26 EU trading partners. In terms of explanatory variables, we use the same controls that Helpman, Melitz and Rubinstein (2008) For the second regression we estimate, which measures the border effect between the EU and the rest of the world, we include all exports and imports between the EU countries (a 26 × 27 matrix), as well as all exports and imports between each EU country and each non-EU country (a (2×27) × 191 matrix) . Note that in this second regression, we exclude from our data set the domestic trade volumes. The gravity equation we estimate takes the following form: ln xij = β0 + β1 ln(Distance) ij + β2 Land borderij + β3 Islandij + β4 Landlockij + β5 Legalij + β6 Languageij + β7 Colonyij + β8 Currencyij + β9 EUij + β10 Religionij +λi + χi + εij where the dependent and all independent variables are defined as above, with the exception of:
• EU: 1 for trade between two EU countries, 0 otherwise We use OLS to estimate the two gravity equations specified above. In the academic literature, OLS has been criticized for failing to account for zero trade flows. In our first regression, intended to measure the magnitude of border effects within the EU, all trade flows are greater than zero. In this setting, where there are no zero trade flows, OLS is a suitable estimator. In our second regression, intended to measure the magnitude of the border effect between the EU and the rest of the world, around a third of the trade flows are zeros. OLS is less suitable for this second regression, as a selection bias is introduced by omitting the zero trade flows.
In order to justify why we nevertheless opt for OLS as our estimator, we note that two alternative methodologies have been proposed in the academic literature to address zero trade flows. The first one, presented in Helpman, Melitz and Rubinstein (2008) , consists of a two stage estimation, the first of which is a Probit equation describing trade flows. While this methodology would be ideal for the second regression we run (intended to capture the border effect between the EU and the rest of the world), it cannot be used for our first regression. Within the EU, all trade flows in our data set are greater than zero, implying that the probability of trade between two countries is always 1. Running a Probit, as a first stage estimation, therefore, is not possible. Since the results of the two regressions we estimate need to be comparable, we rule out the methodology proposed by Helpman, Melitz and Rubinstein (2008) , which can only be employed to estimate the second of our gravity equations. The second methodology, presented in Santos and Tenreyro (2008), proposes a Poisson pseudo maximum likelihood estimator (PPML). A simple RESET test, however, shows that for our data set, the OLS estimator does a better job than the PPML estimator at addressing potential heteroskedasticity problems.
Results

3
We estimate the regressions separately for each of the four years included in our data set. Table 1 presents the results we obtain when running the first regression, which is meant to measure the border effect within the EU. We discuss the coefficients for each variable separately.
Border effects
International borders, even within the EU, impact online trade flows. The coefficient on the home dummy variable is large, positive, and statistically significant. It ranges from a minimum of 3.255 in 2010 to a maximum of 4.018 in 2009. Taking the exponent of the coefficients reported for the Home dummy variable gives the average border effect. In 2010, the year for which we obtain the lowest border effect, the exponent of 3.255 is approximately equal to 25.9. The highest home dummy coefficient of 4.018 is obtained for 2010, translating into a border effect of approximately 55. This indicates that within the EU, domestic online trade is between 26 and 55 times higher than international online trade. For comparison purposes, in a North American setting with online trade inside and between US states and Canadian provinces, Cowgill and Dorobantu (2013b) find that domestic online trade is only 5.8 times higher than international online trade. Notes: exporter and importer fixed effects. Estimated by OLS. Dependent variable is in logs. Robust standard errors (clustering by country pair). *** significant at 1%, ** significant at 5%, * significant at 10%.
We do not really have an explanation for the considerable variation in the value of the coefficient across these four years. Four observations in time are not enough to perform a meaningful statistical analysis. We can only point out that this was a period with considerable turbulence in the world and in the EU economy in the wake of the financial crisis. Table 1 indicates that distance has a negative and significant influence on online trade. The elasticity of distance ranges between a minimum of -0.435 in 2009 and a maximum of -0.631 in 2010. These elasticities imply that all else being equal, a 1% increase in the distance between two countries reduces the volume of trade between them by approximately 0.44% in 2009 and 0.63% in 2010. While the magnitude of the coefficients we estimate for the EU is similar to the one obtained in gravity studies analyzing worldwide online trade flows, it is larger than the magnitude of coefficients obtained in gravity studies focusing solely on online trade within North America. For online exchanges happening within the United States and Canada, researchers find the elasticity of distance to be around -0.1.
Distance
Language
Sharing a common official language has a positive and statistically significant effect on online trade in all years except for 2009. The magnitude of the coefficients is fairly large, ranging between 0.671 in 2008 to 0.825 in 2011. Taking the exponent of these coefficients allows us to conclude that all else being equal, two countries that have a common official language trade roughly two times more online than countries that do not. 
Industry level results
As a final exercise to get more insight into the border effect within the EU, we classify our data at the NAICS 2-digit level. The methodology we follow is described in detail in Appendix 2. We report here the results that we obtain by running the first of our two regressions for each services sector. While we provide the results obtained by running our second regression at the industry-level, as well, we believe they are not conclusive due to the high proportion of zeros in the data. For many combinations of countries and industries, there were zero trade flows in our data.
4
In table 3, the first four columns report the elasticity of distance that we estimate for each year and industry considered, as well as the standard errors. Columns 5 to 8 report the coefficients that we estimate for the Home dummy variable and the associated standard errors. These coefficients tell us how much more an EU country trades with itself compared to how much it trades with other EU countries. Finally, columns 9 to 12 report the coefficients estimated for the third variable of interest, namely the dummy variable taking the value of 1 when two EU countries share the same language.
5
A few items stand out in this final table. First, language effects appear in natural places. In line with the findings of Blum and Goldfarb (2006) , they are largest in culture and taste-sensitive industries like Education, Accommodation and Food, and the Arts, Entertainment and Recreation industries. Second, the home bias appears to be strongest among regulated industries such as Health care and Finance and Insurance. For Finance and Insurance, for example, the coefficient on distance is insignificant, indicating that this is a service that travels well. The border effect, however, is very large. This suggests that although this service can be easily provided over large distances, it does not cross borders very well. Finally, the distance effects seem to be largest for the Cultural, and Accommodation and Food industries.
4
For some industries, over 90% of the data set consists of zeros.
5 Table 3 presents an abridged version of the results. A full version is also available. Notes: exporter and importer fixed effects. Estimated by OLS. Dependent variable is in logs. Robust standard errors (clustering by country pair). *** significant at 1%, ** significant at 5%, * significant at 10%.
Discussion 6
a) As expected and in line with the findings from the international trade literature, the empirical analysis does indeed find a strongly positive border effect, both for intra-EU and for extra-EU online trade. Over the period 2008-2011, online consumers in the EU are between 25 and 55 times more likely to buy in their own country than in another EU country. They are between 17 and 59 times more likely to buy in the EU than outside the EU. The lower values in this range are comparable to the findings of Gomez et.al (2013) who estimate a home bias factor of 16 for online trade inside the EU in 2011 -to our knowledge the only other study that examines online home bias in the EU.
b) These findings do not lead to an unambiguous conclusion with regard to the strengths or weaknesses of the Digital Single Market. On the one hand, the strong intra-EU border effect suggests that online shoppers still have a strong preference to stay in their own country, rather than going out to another EU country -despite the fact that the internet makes it much easier to find shopping opportunities across the border. On the other hand, the strong extra-EU border effect shows that once EU online shoppers decide to go abroad they have a strong preference to stay inside the EU rather than venturing outside to non-EU countries. The Digital Single Market seems to be successful in keeping online consumers within the EU but less successful in getting them out of their home market and into other EU countries. This may offer one possible explanation why the EU Digital Agenda is underperforming with regard to the online crossborder indicator. From an economic point of view, success should ultimately be measured in terms of consumer welfare improvements, not just trade volumes. That will require further research.
c) Note that these border effect estimations control for and neutralise the impact of differences between countries in terms of distance between them, language, legal systems and other country-specific factors. Besides, we should refrain from a direct comparison between the intra-and extra-EU border effects, given the methodological problems that were pointed out above. Ideally, we would have run a single gravity model combining the intra-and extra-EU border effects that would have given us a straight answer to this question. However, that was not feasible because of methodological constraints.
d) Findings from research carried out on similar data for the North American online market (US states -Canadian provinces) suggest that home bias is lower in that region. Consumers seem to feel more at ease going outside their home market in that North American setting. While this analysis again controls for many specific factors, it is not possible to control for every possible structural difference between the EU and North America. We should therefor interpret this finding with caution.
e) If online home bias would be lower than offline, then e-commerce would have lived up at least partially to the promise of a borderless world (Cairncross, 1997) and achieved a more globalized world than traditional commerce. Unfortunately, a direct comparison of online and offline border effects is fraught with problems. Differences in the composition of online and offline trade as well as differences in the structure of the supply chains (B2B offline versus B2C online) prevent a straightforward comparison. Several researchers have therefore limited the comparison to differences in the importance of geographical distance. The findings of Hortaçu et al (2009), Lendle et al (2012) and Gomez et al (2013) confirm that the importance of distance is considerably reduced in online trade compared to offline trade, for a similarly composed trade basket. This seems to support the "death of distance" hypothesis. The present study does not compare the distance effect for online and offline trade. Reduction in distance costs can only be squared with an increase in home bias if other variables can be brought into the picture that undo and reverse the reduction in distance-related trade costs. Gomez et al (2013) point out that language could be such a factor, especially in a linguistically and culturally segmented market like the EU. While distance related trade costs diminish substantially, language related trade costs increase when moving from offline B2B to online B2C trade. Lendle et al (2012) come to similar conclusions.
f) We can only point out that the observed online border effects in this study are substantially higher than those observed elsewhere in the offline trade literature. For example, Pacchioli (2011) estimates home bias in offline trade and finds that EU countries are between 7 and 24 times more likely to trade at home than with one another, considerably higher than US states which are only 2.6 to 7 times more likely to trade at home. That does not constitute conclusive evidence however that home bias is actually higher online. Further research will be required that should control for differences in composition and supply chains in order to arrive at more conclusive evidence whether online trade is indeed more or less globalised than offline trade.
g) This is one of the first studies to examine digital trade patterns within the EU. The initial set of results is promising, and we hope it will motivate other researchers to dedicate their time to this topic. We suggest two specific ways to move the research further. First, the presence of many zero bilateral trade flow observations in the data set, both at the aggregate and industry level, may distort the gravity estimation and must be addressed. Second, it is important to find a more robust way to compare results from online data to traditional, offline trade figures.
The key explanatory variables used in this gravity model of cross-border e-commerce (distance, language, home bias) do a good job in explaining the observed patterns of trade flows at the country and industry level. Admittedly, they are not policy instruments and offer little prospect for policy makers to try to achieve a seamless online Digital Single Market in the EU. Policy instruments are situated at the more disaggregated level of individual online transactions and the obstacles that consumers may face when they want to shop outside their home market. These may be related to trust, geographical access restrictions, legal issues, online payment systems, parcel delivery, etc. More research will be required to explore the relative importance of all these potential obstacles and ways to overcome them.
internet using a virtual private network (VPN) connection or if the user is, for whatever reason, using software to mask his or her actual IP address. We believe this is a small enough percentage of the total internet users to make our location identification on the buyers' side reliable.
On the seller side, we have access to two address fields: a general mailing address and a billing address associated with the advertiser's credit card. We use the former, but a data check reveals that the general mailing address reported by the sellers very rarely differs from the billing address.
Representativeness and biases
We cannot assess the statistical representativeness of this database in the absence of information on the entire universe of online transactions in the world and/or in the countries we study. That information does not exist. All we can claim is that this is the most extensive database used to date.
Concerns might arise about possible build-in home bias in Google's ad targeting algorithms. However, online advertisers can select in which geographical area they want their ads to pop up. If advertisers know that their product sells only locally, they can restrict ads to local areas. If they have a more global reach they can advertise more widely. Consequently, geo-targeting is not Google algorithm's choice but the advertisers' own choice. This is similar to offline shops that decide where to advertise: only in their shop window to attract local passers-by, or in a wider geographical area using regional newspapers, or globally using other means, etc. Likewise, consumers can decide where to look for the goods they intend to buy, either locally or further away. This study measures total home bias which is a combination of retailers' and consumers' home bias. There is no attempt in this study, or indeed in any other border effect analysis that the authors are aware of, to separate the two sources of home bias. This may be a subject for future studies.
Coverage
Google announced in 2007 that AdWords had more than one million online advertising accounts. This is the last publicly available figure. This indicates that six years ago, there were already more than one million businesses opting for Google's advertising platform. Google also announced publicly that no client accounts for more than 10⁒ of the company's revenues, indicating that its advertising program is not dominated by one large business.
Our data covers all conversion counts recorded over a period of four years, from 2008 to 2011. While we cannot provide precise figures, the overall number of recorded conversion counts is far in excess of 10 billion. The data are available at the daily level, although we aggregate it to the yearly level to generate our main results. All except 6 countries are featured in our data. A trade embargo between the United States and Burma, Cuba, Iran, North Korean, Sudan and Syria keep these countries out of the seller side of our data. As a US-based company, Google cannot generate sales from these countries.
Other Variables
The only other variable that requires explanation is our distance measure, dij. We use the CEPII Distances database, which reports a measure for distance between the capital of country i and the capital of country j in kilometers, calculated using the Great Circle Distance Formula. We used information reflected in CIA's World Factbook to construct all the other variables. We successfully assigned a 2-digit NAICS classification to over 99% of the conversions in our data set. 0.2% of our data remain unclassified. Of the classified conversions, the vast majority (98% +) fell in the service sectors. 9 Only 1.5% of them fall within the Agriculture, Mining, Construction and Manufacturing sectors.
The underrepresentation of Manufacturing in our data set warrants further discussion. Google does have a vertical for "Industries," the company's equivalent of what economists would call "Manufacturing." Less than 0.2% of conversions in our data set are classified as Industries. Google also has verticals such as 'Computers and Electronics. ' This is a reproduction of the methodology to break down data by NAICS2 sectors presented in Cowgill and Dorobantu (2013b) . 9 The only service sector that we cannot map any conversions to is 'Management of Companies and Enterprises.
