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Abstract
The Adler-Bobenko-Suris (ABS) list contains all scalar quadrilateral equations which
are consistent around the cube. Each equation in the ABS list admits a beautiful decompo-
sition. In this paper, we first revisit these decomposition formulas, by which we construct
Ba¨cklund transformations (BTs) and consistent triplets. Some BTs are used to construct
new solutions, lattice equations and weak Lax pairs.
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1 Introduction
It is well known that discrete integrable systems play important roles in the research of variety
of areas such as statistic physics, discrete differential geometry and discrete Painleve´ theory.
Quadrilateral equations are partial difference equations defined by four points (see Fig.1(a)),
with a form
Q(u, u˜, û, ̂˜u; p, q) = 0, (1)
where u is a function of discrete variables n,m, constants p, q serve as spacing parameters of
n-direction and m-direction, respectively. We use short hand notations:
u = un,m, u˜ = un+1,m, û = un,m+1, ̂˜u = un+1,m+1.
In a beautiful paper [1] Adler Bobenko and Suris (ABS) classified all quadrilateral equations
with the assumption of consistency-around-the-cube: (i) affine linear w.r.t. u, u˜, û, ̂˜u; (ii) equa-
tion (1) having D4 symmetry; (iii) tetrahedron property, i.e. embedding equation (1) on the
six faces of the cube in Fig.1(b), where shift for the third direction is denoted by bar with
spacing parameter r and the six equations are
Q(u, u˜, û, ̂˜u; p, q) = 0, Q(u, u˜, û, ̂˜u; p, q) = 0,
Q(u, u˜, u, u˜; p, r) = 0, Q(û, ̂˜u, û, ̂˜u; p, r) = 0,
Q(u, û, u, û; q, r) = 0, Q(u˜, ˜̂u, u˜, ˜̂u; q, r) = 0,
(2)
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Figure 1: (a). The points on which equation (1) is defined. (b). the consistency cube.
with initial value u, u˜, û, u, the final value of ̂˜u only depends on u˜, û, u and is same no mater
which equation is finally used to calculate it. ABS list includes all the quadrilateral equations
that are consistent around the cube (CAC):
H1: (u− ̂˜u)(u˜− û)− p+ q = 0, (3a)
H2: (u− ̂˜u)(u˜− û)− (p − q)(u+ u˜+ û+ ̂˜u+ p+ q) = 0, (3b)
H3(δ): p(uu˜+ û̂˜u)− q(uû+ u˜̂˜u) + δ(p2 − q2) = 0, (3c)
A1(δ): p(u+ û)(u˜+ ̂˜u)− q(u+ u˜)(û+ ̂˜u)− δ2pq(p− q) = 0, (3d)
A2: p(1− q2)(uu˜+ û̂˜u)− q(1− p2)(uû+ u˜̂˜u)
− (p2 − q2)(1 + uu˜û̂˜u) = 0, (3e)
Q1(δ): p(u− û)(u˜− ̂˜u)− q(u− u˜)(û− ̂˜u) + δ2pq(p− q) = 0, (3f)
Q2: p(u− û)(u˜− ̂˜u)− q(u− u˜)(û− ̂˜u)
+ pq(p− q)(u+ u˜+ û+ ̂˜u− p2 + pq − q2) = 0, (3g)
Q3(δ): p(1− q2)(uû+ u˜̂˜u)− q(1− p2)(uu˜+ û̂˜u)
− (p2 − q2)
(
u˜û+ û˜u+ δ2(1− p2)(1− q2)
4pq
)
= 0, (3h)
Q4: sn(p)(uu˜+ û̂˜u)− sn(q)(uû+ u˜̂˜u)− sn(p− q)(u˜û+ û˜u)
+ sn(p)sn(q)sn(p− q)(1 + k2uu˜û̂˜u) = 0, (3i)
where δ is an arbitrary parameter, sn(p) = sn(p; k) is the Jacobi elliptic function and Q4 in the
above form was given by Hietarinta [2]. Consistency-around-the-cube is viewed as integrability
of the ABS equations. If the top equation is considered to be the same as the bottom equation
but with u as a new solution, then the side equations as a coupled system, i.e.
Q(u, u˜, u, u˜; p, r) = 0, Q(u, û, u, û; q, r) = 0 (4)
automatically provides a Ba¨cklund transformation (BT) for the bottom equation (1). Its
linearized form obtained by introducing u = g/f acts as a Lax pair of equation (1). If imposing
different ABS equations on the bottom and top respectively, and connecting them via suitable
limit procedures, then the two side equations will give a BT of the two original equations.
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This beautiful idea was demonstrated in [3] by Atkinson. Usually by an auto-BT we mean
it connects different solutions of same equation while by a nonauto-BT we mean it connects
solutions of two different equations.
It is well known that BT originated from the construction of pseudo-spherical surfaces and
BTs have been playing important roles in soliton theory [4–6]. In this paper, we will consider
the ABS list and focus on those BTs that can be constructed by using decomposition property
of the ABS equations. In fact, each equation Q = 0 in the ABS list admits a decomposition
which is an analogue of the following,
H = h12h34 − h13h24 = PQ, P =
∣∣∣∣∣∣∣
Q Qu1 Qu4
Qu2 Qu1u2 Qu2u4
Qu3 Qu1u3 Qu3u4
∣∣∣∣∣∣∣ , (5)
where u1 = u, u2 = u˜, u3 = û, u4 = ̂˜u,
hij(ui, uj) = QukQul −QQukul , (6)
Quk = ∂ukQ, Quiuk = ∂ui∂ukQ, and i, j, k, l are distinct elements in {1, 2, 3, 4}. The composi-
tion (5) played a crucial role in the classification of the ABS list and further discussions with
less restriction than the CAC condition [7–9]. hij are used to study singularity structures of
solutions, which is considered to be related to the CAC property and boundary value structures
(cf. [10, 11]). The decomposition (5) and h polynomials can be used to construct BTs. For
example, H3(δ) has the following decomposition:
H = h(u, u˜, p)h(û, ̂˜u, p)− h(u, û, q)h(u˜, ̂˜u, q) = H3(δ) = 0,
where h is defined by h(u, u˜, p) = uu˜ + pδ. This implies that with unknown function U , the
pair
h(u, u˜, p) = UU˜, h(u, û, q) = UÛ (7)
will provide a BT to connect H3(δ) and the U -equation which comes from the compatibility of
the pair in term of u. In this paper we will examine the system (7) for some ABS equations.
As a result, when h is affine linear, a completed list of BTs together with CAC equations that
they connect are given. When h is beyond affine linear, some quadratic CAC equations are
obtained. Some BTs can be used to construct new solutions and weak Lax pairs.
The paper is organized as follows. In Sec.2 we revisit decomposition of the ABS list. In
Sec.3 we discuss possible forms of h and the related quadrilateral equations of u and U , which
are listed in Table 1 and 2. Sec.4 includes some examples as applications, a new weak Lax pair
of Q1(0), new polynomial solutions of Q1(δ) and rational solutions of H3*(δ) in Casoratian
form. Finally, Sec.5 is for conclusions.
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2 Decomposition (5) of the ABS list
2.1 Decomposition (5): revisited
Let us revisit the decomposition (5) and have a look at the relation of Q and P from a generic
viewpoint. Consider Q(u, u˜, û, ̂˜u; p, q) to be a general quadrilateral affine linear polynomial:
Q(u, u˜, û, ̂˜u; p, q) =kuu˜û̂˜u+ l1uu˜û+ l2uu˜̂˜u+ l3uû̂˜u+ l4u˜û̂˜u
+ p1uu˜+ p2u˜û+ p3û̂˜u+ p4û˜u+ p5uû+ p6u˜̂˜u
+ q1u+ q2u˜+ q3û+ q4̂˜u+ c, (8)
where k, li, pi, qi, c are constants. Let Pts denote a set of polynomials with s distinct variables
in {u, u˜, û, ̂˜u} and at most degree t for each variable. With this definition, the most general
element in P14 is Q defined in (8) and hij belongs to P22 . For the above general Q, the de-
composition (5) holds and P ∈ P14 [7]. In fact, the discriminant of hij plays an important role
in the classification of integrable quadrilateral equations. With less restriction than the CAC
condition, the classification of Q-type equations was done in [7] and a full classification was
finished in [8, 9].
In the following let us take a close look at the relation between Q and P in (5). Similar to
(6) we define
gij(ui, uj) = PukPul − PPukul , (9)
where P is defined in (5). Then we have the following.
Proposition 1. For the polynomial Q given in (8), P defined in (5) and hij in (6), there is
a constant K such that
gij = (−1)j−iKhij, (i, j) ∈ {(1, 2), (1, 3), (2, 4), (3, 4)}.
Particularly, when K = 0, P can be factorized as a product of distinct linear function aiui+ bi.
Proof. It has been proved that P ∈ P14 [7]. Thus we can switch the roles of Q and P in (5).
For the polynomial Q given in (8), P defined in (5) and hij in (6), by direct calculation we find
gij = (−1)j−iKhij, (i, j) ∈ {(1, 2), (1, 3), (2, 4), (3, 4)}, (10)
with a same K which is an irreducible rational function of {ui}. Similarly we find that This
implies
g12g34 − g13g24 = K2QP.
Corresponding to the structure in (5), there must be
K2Q =
∣∣∣∣∣∣∣
P Pu1 Pu4
Pu2 Pu1u2 Pu2u4
Pu3 Pu1u3 Pu3u4
∣∣∣∣∣∣∣ ∈ P14 .
Since Q ∈ P14 the only choice for K is a constant.
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If K = 0, then gij = 0 in light of (10). Noticing that
(lnP )ukul =
gij
P 2
,
if gij = 0 we have
lnP = ψ1(u1) + ψ2(u2) + ψ3(u3) + ψ4(u4),
where ψi(ui) is a function of ui. This means P ∈ P14 can be factorized as
P = φ1(u1)φ2(u2)φ3(u3)φ4(u4),
where there must be φi(ui) = aiui + bi because P ∈ P14 .
The above proposition reveals an “adjoint” relation between Q and P if Q is an affine-linear
quadrilateral polynomial (8). For A-type and Q-type ABS equations, one can see that Q and
P are almost same.
2.2 Decomposition of the ABS list
For each equation (1) in the ABS list it holds that [1]
H = h(u, u˜, p)h(û, ̂˜u, p)− h(u, û, q)h(u˜, ̂˜u, q) = 0, (11)
where function h(u, u˜, p) is h12 divided by certain factor κ(p, q). Functions h, H and relations
with the ABS equations are listed below:
H1 : h(u, u˜, p) = 1,H = 0, identity, (12a)
H2 : h(u, u˜, p) = u+ u˜+ p, H = H2(u, u˜, û, ̂˜u; p, q) = 0, (12b)
H3 : h(u, u˜, p) = uu˜+ pδ, H = H3(u, u˜, û, ̂˜u; p, q) = 0, (12c)
A1 : h(u, u˜, p) =
1
p
(u˜+ u)2 − δ2p, H = A1(u, u˜, û, ̂˜u; p, q)A1(u, u˜, û, ̂˜u; p,−q) = 0, (12d)
A2 : h(u, u˜, p) =
(puu˜− 1)(uu˜− p)
1− p2 , H = A2(u, u˜, û,
̂˜u; p, q)A2(u, u˜, û, ̂˜u; p, q−1) = 0, (12e)
Q1 : h(u, u˜, p) =
1
p
(u˜− u)2 − δ2p, H = Q1(u, u˜, û, ̂˜u; p, q)Q1(u, u˜, û, ̂˜u; p,−q) = 0, (12f)
Q2 : h(u, u˜, p) =
1
p
(u˜− u)2 − 2p(u+ u˜) + p3,
H = Q2(u, u˜, û, ̂˜u; p, q)Q2(u, u˜, û, ̂˜u; p,−q) = 0, (12g)
Q3 : h(u, u˜, p) =
p
1− p2 (u
2 + u˜2)− 1 + p
2
1− p2uu˜+
(1− p2)δ2
4p
,
H = Q3(u, u˜, û, ̂˜u; p, q)Q3(u, u˜, û, ̂˜u; p, q−1) = 0, (12h)
Q4 : h(u, u˜, p) =
−1
sn(p)
(
k2sn2(p)u2u˜2 + 2sn′(p)uu˜− u2 − u˜2 + sn2(p)) ,
H = Q4(u, u˜, û, ̂˜u; p, q)Q4(u, u˜, û, ̂˜u; p,−q) = 0. (12i)
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We note that for the ABS equations, the case K = 0 in Proposition 1 corresponds to H-type
equations in the ABS list; for H-type equations P is a constant and for H1 even P = 0; for
A-type and Q-type equations, Q and P differ only in the parameter q.
3 Ba¨cklund transformations
Motivated by the decomposition (12) of the ABS equations, we consider the following system
h(u, u˜, p) = UU˜, (13a)
h(u, û, q) = UÛ, (13b)
where to meet the consistency w.r.t. u we request U satisfies certain quadrilateral equation
F (U, U˜ , Û ,
̂˜
U ; p, q) = 0, (14)
which we call U -equation for convenience. In fact, on one hand, for arbitrary U the function
h defined by (13) satisfies (11). On the other hand, since u must be well defined by (13), the
two equations in (13) must be compatible (i.e. ̂˜u = ˜̂u), which leads to the U -equation. In this
paper by the consistent triplet generated by (13) we mean the triplet composed by u-equation
(1), U -equation (14) and their BT (13), in which the compatibility of (13) w.r.t. u yields (14)
and the compatibility of (13) w.r.t. U yields (1) (cf. [12]). Obviously, not any BT can generate
a consistent triplet.
As for generating solutions, we note that for H2 and H3, u solved from (13) with corre-
sponding h will provide a solution to these two equations, while for the rest equations in the
ABS list there is uncertainty. For example, for Q1, we do not know whether u solves Q1 or
Q1(u, u˜, û, ̂˜u; p,−q) = 0. In this section, instead of finding solutions, we are more interested
in considering (13) as a BT to connect u-equation (11) and U -equation. In the following
subsections Sec.3.1,3.2, we start from a generic affine-linear polynimial
h(u, u˜, p) = s0(p) + s1(p)u+ s2(p)u˜+ s3(p)uu˜, (15)
where si(p) are functions of p, and examine all possibility that admits a consistent triplet in
which both u-equation and U -equation are CAC. We note that h = 0 with (15) is a discrete
Riccati equation, and the special case s1 = s2 with s3 = 0 was already considered in [3].
3.1 Consistent triplets
When h is defined as (15), for the relation of h and possible forms of u-equation and U -equation,
we have the following.
Theorem 1. When h(u, u˜, p) in system (13) is defined by (15), then U -equation (14) is affine-
linear if and only if either
h(u, u˜, p) = s0(p) + s1(p)u+ s2(p)u˜ (16)
or (after a constant shift u→ u− c)
h(u, u˜, p) = s0(p) + s3(p)uu˜. (17)
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Proof. When h(u, u˜, p) is defined by (15), we solve out from (13) that
u˜ =
UU˜ − s0(p)− s1(p)u
s2(p) + s3(p)u
, û =
UÛ − s0(q)− s1(q)u
s2(q) + s3(q)u
.
From the consistency ̂˜u = ˜̂u, we have the resulting equation for U : f(U, U˜ , Û , ̂˜U, u) = 0, which
should be independent of u. So the coefficient of u in f should be zero, which leads to
s2(q)s3(p)− s3(q)s1(p) = s2(p)s3(q)− s3(p)s1(q) = 0. (18)
When s3 = 0, (15) turns to be (16). In this case, the system (13) is a BT for u-equation
s0(p) + s1(p)u+ s2(p)u˜
s0(q) + s1(q)u+ s2(q)û
=
s0(q) + s1(q)u˜+ s2(q)̂˜u
s0(p) + s1(p)û+ s2(p)̂˜u (19)
and U -equation
U(s1(q)U˜−s1(p)Û)+ ̂˜U (s2(q)Û−s2(p)U˜ )+s0(q)(s1(p)+s2(p))−s0(p)(s1(q)+s2(q)) = 0. (20)
Here we note that equation (19), (20) and the BT (13) compose a consistent triplet (cf. [12]),
i.e. viewing the BT (13) as a two-component system, then the compatibility of each component
yields a lattice equation of the other component which is in the triplet.
When function s3 6= 0, we have
c =
s2(q)
s3(q)
=
s1(p)
s3(p)
=
s1(q)
s3(q)
=
s2(p)
s3(p)
,
where c is a constant independent of p and q. It then follows that s2 = s1 = cs3. Thus (15)
yields
h(u, u˜, p) = s0(p)− c2s3(p) + s3(p)(u+ c)(u˜+ c),
which then reduces to (17) by redefine s0(p) → s0(p) + c2s3(p) and u → u− c. Consequently
the u-equation reads
(s0(p) + s3(p)uu˜)(s0(p) + s3(p)u˜̂˜u) = (s0(q) + s3(q)uû)(s0(q) + s3(q)u˜̂˜u) (21)
and U -equation reads
(s23(p)− s23(q))UU˜Û ̂˜U + U(s0(p)s23(q)U˜ − s0(q)s23(p)Û )
+
̂˜
U((s0(p)s
2
3(q)Û − s0(q)s23(p)U˜)) = s20(p)s23(q)− s20(q)s23(p). (22)
Note that replacing s0 with − s0s3 and s3 with 1s3 , equation (21) becomes (22). Eqs.(21), (22)
and (13) compose a consistent triplet as well.
Now we have obtained four quadrilateral equations, (19), (20), (21) and (22), all of which
are derived as a compatibility of (13). Among them, equation (19) with s0 = 1, s1(p) =
p−a, s2(p) = p+a can be considered as the Nijhoff-Quispel-Capel (NQC) equation with b = a
(cf. [13] and eq.(9.49) in [14]).
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3.2 Multidimensional consistency with h given in (16) and (17)
Although (19), (20), (21) and (22) are derived as a compatibility of (13), it is not true that
they are multidimensionally consistent for arbitrary si. After a case-by-case investigation of the
CAC property of the four equations, we reach a full list that includes all multidimensionally
consistent equations when h are given in (16) and (17), which is presented in the following
theorem:
Theorem 2. For the system (13) where h is affine-linear as given in (16) and (17), if it
generates a consistent triplet and acts as a BT between quadrilateral equations which are CAC,
the exhausted results are
No. BT (13) u-equation U -equation
1 1
p
(u− u˜) = UU˜ Q1(0; p2, q2) lpmKdV
2 u+ u˜+ p = UU˜ H2 H1(2p, 2q)
3 1
p
(u+ u˜− δp) = UU˜ A1(δ; p2, q2) H3(δ; 2p, 2q)
4 uu˜+ δp = UU˜ H3(δ) H3(−δ)
5 1
p
(uu˜− 1) = UU˜ (64) H3(1) with U → U−1
6 1√
1−p2
(1− puu˜) = UU˜ A2 A2(
√
1− p2,
√
1− q2)
Table 1. Consistent triplets
Proof of the theorem and equation (64) are given in Appendix A
3.3 Other cases: Q1(δ), A1(δ) and A2
For equations Q1(δ), A1(δ) and A2, their h polynomials are not affine linear. We discuss them
one by one.
First, for Q1(δ), the corresponding system (13) is
(u˜− u)2 − δ2p2 = pUU˜, (û− u)2 − δ2q2 = qUÛ , (23)
which is quadratic w.r.t. u. We find if u satisfies Q1(δ), then U satisfies[
p(UU˜ − Û ̂˜U)− q(UÛ − U˜ ̂˜U)]2 + 4pq(U˜ − Û) [δ2(p− q)(U − ̂˜U)− U ̂˜U(U˜ − Û)] = 0, (24)
and vice versa. The above equation can be transformed to H3*(δ) equation
(p−q)
[
p(UÛ − U˜ ̂˜U)2 − q(UU˜ − Û ̂˜U)2]+(U− ̂˜U)(U˜−Û) [(U − ̂˜U)(U˜ − Û)pq − 4δ2(p− q)] = 0,
(25)
by transformation p → 1/p, q → 1/q. Here we note that H3*(δ) is one of integrable quad
equations that are multi-quadratic counterparts of the ABS equations. These multi-quadratic
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equations are consistent in multi-dimensions as well and were systematically found in the
work [15]. (23) provides a BT between Q1(δ) and H3*(δ) (24).
Similarly, for A1, we can find
(u˜+ u)2 − δ2p2 = pUU˜, (û+ u)2 − δ2q2 = qUÛ , (26)
provides a BT between A1 and H3*(δ) (24).
For A2, in the system (13) there is
h(u, u˜, p) =
(puu˜− 1)(uu˜− p)
1− p2 . (27)
It is hard to write out a U -equation in a neat form. However, observing that in (13) U is
arbitrary, we can replace U with U/f(u) where f(u) is a suitable function of u so that the
deformed BT
h(u, u˜, p)f(u)f(u˜) = UU˜, h(u, û, q)f(u)f(û) = UÛ (28)
yields a U -equation with a neat form. Taking f(u) = 1/u, (13) with (27) becomes
(puu˜− 1)(uu˜ − p)
(1− p2)uu˜ = UU˜,
(quû− 1)(uû − q)
(1− q2)uû = UU˜, (29)
connects the solutions between A2(u) and A2*(U) equation [15]
(p− q)
[
p(UÛ − U˜ ̂˜U)2 − q(UU˜ − Û ̂˜U)2]
+ (U − ̂˜U)(U˜ − Û) [(U − ̂˜U)(U˜ − Û)(pq − 1) + 2(p− q)(1 + UU˜Û ̂˜U)] = 0, (30)
with p → 2(p2 + 1)/(1 − p2), q → 2(q2 + 1)/(1 − q2). One more example of utilizing f(u) is
H3(δ). For the BT of No.4 in Table 1, taking f(u) = u we have
(uu˜+ δp)uu˜ = UU˜, (uû+ δq)uû = UÛ, (31)
connects the solutions between H3(δ)(u) and H3*(δ)(U) equation with parameters p→ 4/p2, q →
4/q2. BTs (29) and (31) have been found in [15]. Let us look at a third example which is not
known before. It can be verified that
uu˜− p
puu˜− 1 = UU˜,
uu˜− q
quu˜− 1 = UÛ (32)
is an auto-BT of A2. Taking f(u) = 1/u the new BT provides a transformation between A2(u)
and A2*(U) with parameters p→ 2p2 − 1, q → 2q2 − 1.
We collect the BTs of this subsection in Table 2.
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No. BT(13) u-equation U -equation
1 1
p
(u˜− u)2 − δ2p = UU˜ Q1(δ) H3*(δ; 1
p
, 1
q
)
2 1
p
(u˜+ u)2 − δ2p = UU˜ A1(δ) H3*(δ; 1
p
, 1
q
)
3 (puu˜−1)(uu˜−p)(1−p2)uu˜ = UU˜ A2 A2*
(
2(p2+1)
1−p2 ,
2(q2+1)
1−q2
)
4 (uu˜+ δp)uu˜ = UU˜ H3(δ) H3*(δ; 4
p2
, 4
q2
)
5 uu˜−p
puu˜−1 = UU˜ A2 A2
6 uu˜−p(puu˜−1)uu˜ = UU˜ A2 A2*(2p
2 − 1, 2q2 − 1)
Table 2. BT(13) related to Q1(δ), A1(δ), H3(δ) and A2.
In this section we have given an exhausted examination for the case where h is the affine-
linear polynomial (15). For Q1(δ), A1(δ) and A2, their h polynomials are not affine linear and
their corresponding U -equations are usually multi-quadratic counterparts of the ABS equations,
(see Table 2). For Q2, Q3 and Q4, their h polynomials are so complicated that from system
(13) we can not derive explicit U -equations.
4 Applications
Consistent triplets have been used as a main tool to find rational solutions for quadrilateral
equations (see [12]). In this section we would like to introduce more applications, which are BT
and weak Lax pair of Q1(0), polynomial solutions of Q1(δ) and rational solutions of H3∗(δ).
4.1 BT and weak Lax pair of Q1(0)
From the previous discussion, we know that Q1(0),
p2(u− û)(u˜− ̂˜u)− q2(u− u˜)(û− ̂˜u) = 0, (33)
has a BT
u˜− u = pUU˜, û− u = qUÛ , (34)
where U satisfies the lpmKdV equation. If U solves the lpmKdV equation, so does 1/U .
Employing this symmetry we introduce
u˜− u = pU−1U˜−1, û− u = qU−1Û−1 (35)
as an adjoint system of (34), which is also a BT between Q1(0) and lpmKdV. Eliminating U
we reach
(u˜− u)(u˜− u) = p2, (û− u)(û− u) = q2,
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which is an auto-BT of Q1(0). Noticing the symmetry that u and 1/u can solve Q1(0) simul-
taneously, we replace u¯ with 1/u¯ and reach
(u˜− u)(u˜− u) + p2u u˜ = 0, (û− u)(û− u) + q2u û = 0, (36)
which is another auto-BT of Q1(0). One can check that the following 6 equations
p2(u− û)(u˜− ̂˜u)− q2(u− u˜)(û− ̂˜u) = 0, (37a)
(u˜− u)(u˜− u) + p2u u˜ = 0, (37b)
(û− u)(û− u) + q2u û = 0, (37c)
(̂˜u− û)(̂˜u− û) + p2û ̂˜u = 0, (37d)
(̂˜u− u˜)(̂˜u− u˜) + q2u˜ ̂˜u = 0, (37e)
p2(u− û)(u˜− ̂˜u)− q2(u− u˜)(û− ̂˜u) = 0 (37f)
can be consistently embedded on 6 faces of a cube.
The BT (35) yields a pair of linear problems (Lax pair):
Φ˜ =
(
1 0
p2
u˜−u 1
)
Φ, Φ̂ =
(
1 0
q2
û−u 1
)
Φ, (38)
where Φ = (g, f)T . The consistency of (38) leads to an equation
(u− u˜− û+ ̂˜u) [p2(u− û)(u˜− ̂˜u)− q2(u− u˜)(û− ̂˜u)] = 0, (39)
which is Q1(0) multiplied by a factor (u − u˜ − û + ̂˜u). This means Q1(0) can not be fully
determined by (38). Such an Lax pair is called a weak Lax pair and was first systematically
studied in [16]. (38) is a new weak Lax pair of Q1(0). As a result, replacing (37a) and (37f) by
u− u˜− û+ ̂˜u = 0, u u˜ û ̂˜u(1/u− 1/u˜− 1/û+ 1/̂˜u) = 0,
respectively, system (37) is also a consistent cube.
In addition to the weak Lax pair of Q1(0), we have shown an approach to construct auto-
BT for u-equation from (13) if U -equation admits a symmetry U → 1/U . For A2 and related
(32), employing the same technique, we have relations
(uu˜− p)(u u˜− p) = (puu˜− 1)(pu u˜− 1), (uû− q)(u û− q) = (quû− 1)(qu û− 1),
and
(uu˜− p)(1− pu u˜) = (puu˜− 1)(p − u u˜), (uû− q)(1 − qu û) = (quû− 1)(q − u û).
Both of them are auto BTs of A2.
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4.2 Polynomial solutions of Q1(δ)
Consider (23), i.e.
(u˜− u)2 − δ2p2 = pUU˜, (û− u)2 − δ2q2 = qUÛ , (40)
which is a BT between Q1(δ) and H3*(δ). However, if we do not care about what U -equation
is, then from decomposition (12f) any u defined by (40) will be a solution of
H = Q1(u, u˜, û, ̂˜u; p, q)Q1(u, u˜, û, ̂˜u; p,−q) = 0. (41)
In other words, (40) may also be a BT between Q1(u, u˜, û, ̂˜u; p,−q) = 0 and some U -equation
other than H3*(δ). This means, if we just solve (40) and obtain u, we should verify whether u
satisfies Q1(δ) (3f) or Q1(u, u˜, û, ̂˜u; p,−q) = 0.
To solve (40) which is a quadratic system , we suppose that U is a polynomial of
x = an+ bm+ γ, (42)
say,
U =
N∑
i=0
cN−ix
i (43)
with constant a, b, γ, ci and c0 6= 0, N ≥ 0. Introduce
v1 = u˜− u, v2 = û− u, (44)
where v1, v2 should satisfy
v̂1 − v1 = v˜2 − v2 (45)
due to consistency of (44). For the case both v1 and v2 are also polynomials of x, we have the
following result:
Theorem 3. When U is given in (43), we can convert the system (40) to
v21 − δ2p2 = pUU˜, v22 − δ2q2 = qUÛ . (46)
When N ≥ 1 and we require vi have the following form,
v1 =
N∑
i=0
fN−ix
i, v2 =
N∑
i=0
gN−ix
i (47)
with constants fi, gi to be determined. Then, the only allowed values for N are 1 and 2. u is
recovered through (44).
The proof for this theorem is given in Appendix B.
Let us turn to find polynimial solutions. When N=0, we have U = c0 and
(u˜− u)2 = p(δ2p+ c20), (û− u)2 = q(δ2q + c20).
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Suppose
p =
c20
a2 − δ2 , q =
c20
b2 − δ2 , α = pa, β = qb. (48)
It turns out that four possibilities for u are
αn+ βm+ γ,
(−1)n+1
2
α+ βm+ γ,
αn+
(−1)m+1
2
β + γ,
(−1)n+1
2
α+
(−1)m+1
2
β + γ,
which coincide with the result in [17].
When N = 1, 2, with p, q parameterized as in (68), following Theorem 3, after some calcu-
lation and scaling, we find solutions to (40):
u = ±δx2 + γ0, U = ±2δx, (49a)
u =
c0
3
x3 − δ
2
c0
x− c0
3
(a3n+ b3m) + γ0, U = c0x
2 − δ
2
c0
. (49b)
We can check that u and U respectively satisfy Q1(δ) and H3*(δ) equation (24). These are
polynomial solutions.
4.3 Rational solutions of H3*(δ)
One can derive rational solutions for H3*(δ) from those of Q1(δ) and BT (23).
It has been proved that Q1(δ) with p, q parameterized as in (68) has the following rational
solutions [12]:
uN+2 =
f + δ2f
f
, (50)
where N -th order Casoratian f is given by
f
.
= fN = |N̂ − 1| = |α(n,m, 0), α(n,m, 1), · · · , α(n,m,N − 1)|,
for N ≥ 1 and extended to negative direction by
f−N = (−1)[
N
2
]fN−1, f0 = 1, (51)
[ · ] denotes the greatest integer function, f = fN−1 = |N̂ − 2|, f = fN+1 = |N̂ |, etc; the
Casoratian vector α is
α(n,m, l) = (α0, α1, · · · , αM−1)T , αj = 1
(2j + 1)!
∂2j+1si ψi|si=0, M = 1, 2, · · ·
with function ψi
ψi(n,m, l) = ψ
+
i (n,m, l) + ψ
−
i (n,m, l), ψ
±
i (n,m, l) = ±
1
2
(1± si)l+l0(1± asi)n(1± bsi)m.
The Casoratian f defined above satisfies a superposition relation [12]
f˜f − ff˜ = af˜ f, (52a)
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f̂f − ff̂ = bf̂ f . (52b)
Making use of (23), (50), (51) and (52), by a direct calculation we find rational solutions
of H3*(δ) (24) can be written as
UN+2 =
f
2 − δ2f2
f2
, N ∈ Z. (53)
The first three solutions are
U1 = 1− x21δ2,
U2 = x
2
1 − δ2,
U3 =
(x31 − x3)2 − 9δ2
9x21
,
where
xi = a
in+ bim+ γi.
Here U2 is (49b) with c0 = 1.
Finally, we note that, compared with the solution of H3(δ) given by [12], which is
ZN+2 = (−1)
n+m
2
+ 1
4
f + (−1)n+mδf
f
,
when δ = i =
√−1 it is interesting to find the relation UN = |ZN |2.
5 Conclusions
BTs contain compatibility and are closely related to integrability of the equations that they
connect. In this paper we have investigated system (13) as a BT. When h is affine linear with
a generic form (15), we made a complete examination and all consistent triplets are listed in
Table 1. As applications, apart from constructing solutions (cf. [12]), these BTs in the triplets
can be viewed as Lax pairs of u-equations, where wave function Φ = (g, f)T can be introduced
by taking U = g/f but usually it is hard to introduce an significant spectral parameter. When
h is beyond affine linear, system (13) as a BT and the connecting quadrilateral equations
(including multi-quadratic ones) are listed in Table 2. Some BTs are new and were not listed
in [3, 15]. Further applications of the obtained BTs, such as constructing weak Lax pair and
rational solutions for multi-quadratic lattice equations, were also shown in the paper.
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A Proof of Theorem 2
A.1 Multidimensional consistency: h given in (16)
The following discussion is on the basis of the CAC condition ̂˜u = ̂˜u = ˜̂u for system (2).
First we investigate the case of (19) and (20) with h(u, u˜, p) given in (16) where we assume
s1(p)s2(p) 6= 0, otherwise (19) is not a quadrilateral equation.
A.1.1 s0 = 0
In this case, it can be verified that (19) always satisfies the CAC condition ̂˜u = ̂˜u = ˜̂u.
Canonically, we make a transformation u→
(
− s1(p)s2(p)
)n (
− s1(q)s2(q)
)m
u so that equation (19) is in
a neat form
s1(p)s2(p)(u− u˜)(û− ̂˜u) = s1(q)s2(q)(u− û)(u˜− ̂˜u).
Without any loss of generality, by assumption of s1(p) = −s2(p) = 1p , equation (19) turns to
be the equation Q1(0; p2, q2)1, while the corresponding equation (20) becomes the lpmKdV
equation,
p(UU˜ − Û ̂˜U)− q(UÛ − U˜ ̂˜U) = 0. (54)
A.1.2 s0 6= 0
A. s1(p) + s2(p) = ks0(p) with constant k
This goes to the case of s0 = 0 by taking u → u− k−1 when k 6= 0 and u → u − s0(p)n −
s0(q)m when k = 0.
B. s1(p) + s2(p) = ks0(p) with nonconstant k
Check all terms in ̂˜u = ˜̂u, where the coefficient of uu3 reads
s1(p)s
4
2(r)A(B + C), (55)
where
A = s2(p)s1(p)− s2(q)s1(q), B = (−s0(p)s1(p) + s0(q)s1(q))(s2(r) + s1(r)),
C =(s21(p) + s2(p)s1(p)− s21(q)− s2(q)s1(q))s0(r)
+ [s0(p)s2(q) + s1(q)s0(p)− s1(p)s0(q)− s0(q)s2(p)] s1(p)s1(q)s−12 (r).
Letting (55) vanish leads to only three subcases.
Case B.1. A = 0
It directly results in
s2(p)s1(p) = c0, with constant c0. (56)
Then from the coefficient of u3 we have
s41(p)s
2
1(q)EF = 0, (57)
1By this we denote Q1(0) in which replacing p and q by p2 and q2.
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where
E = s0(p)s1(p)(s
2
1(q) + c0)− s0(q)s1(q)(s21(p) + c0),
F = c20s1(p)s0(p)− c20s0(q)s1(q)− c0(s21(p)− s21(q))s0(r)s1(r)
+ (s0(q)s1(p)− s0(p)s1(q))s1(p)s1(q)s21(r).
If E = 0, it returns to the Case A. In fact, when E = 0, under (56) we have
s21(p) + c0
s1(p)s0(p)
=
s21(q) + c0
s1(q)s0(q)
= c1 =
s1(p) + s2(p)
s0(p)
,
with constant c1.
In the case that F = 0 and s1(p) is not a constant, it again returns to the Case A. In fact,
in this case from F = 0 we can take s0 to be the form
s0(t) = c1s1(t) + c2s
−1
1 (t),
where c1 and c2 are constants. Substituting the above with t = p, q, r into F = 0 it turns
out that c2 = c1c0, from which and (56) we find s1(p) + s2(p) = s0(p)/c1, which brings the
case to Case A. Thus the only choice is s1(p) to be a constant. Without loss of generality
we suppose s1(p) = 1 and as a consequence of (56) we also have s2(p) = c0. Then, after
checking the remaining terms in ̂˜u = ̂˜u = ˜̂u we find c0 = 1. Therefore in this case we have
h(u, u˜, p) = u+ u˜+ p, and (19) and (20) are nothing but H2 and H1(2p, 2q).
Case B.2. A 6= 0, B = C = 0
B = 0 yields either s2(r) + s1(r) = 0 or s0(p)s1(p) = c0 with constant c0. The former
belongs to Case A and then we consider the later, i.e.
s0(p)s1(p) = c0. (58)
Note that if the term s21(p)+ s2(p)s1(p)− s21(q)− s2(q)s1(q) in C vanishes we will find (s1(p)+
s2(p))s1(p) to be a constant, which, together with (58), again leads to Case A. If the term
does not vanish, from C = 0 we can assume there are constants c2 and c3 such that c2s0(r) +
c3s
−1
2 (r) = 0, i.e.
s0(r)s2(r) = c1 = −c3/c2. (59)
Making use of (58) and (59) we reach
c0(c
2
1 − c20)
c1
(
1
s20(p)
− 1
s20(q)
)
= 0.
We ignore solution s0 = c because this leads to s1 and s2 to be constants and then brings the
case to Case A. Therefore we have c1 = ±c0. Since c1 = −c0 results in k = 0 which is Case A,
the only choice is c1 = c0 and in this case the canonical form for h can be
h(u, u˜, p) =
1
p
(u˜+ u)− δp.
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Then it follows that (19) is A1(δ; p2, q2), and the corresponding (20) is H3(δ; 2p, 2q).
Case B.3. AB 6= 0, B + C = 0
Since B 6= 0, from B + C = 0 we can assume
s1(r) + s2(r) = c1s0(r) + c2s
−1
2 (r), (60)
with constant c1 and nonzero constant c2 (if c2 = 0 we back to Case A), in which
c1 =
s1(p)(s2(p) + s1(p))− s1(q)(s2(q) + s1(q))
s0(p)s1(p)− s0(q)s1(q) , (61a)
c2 =
[s0(p)(s2(q) + s1(q))− s0(q)(s1(p) + s2(p))] s1(p)s1(q)
s0(p)s1(p)− s0(q)s1(q) . (61b)
Note that in Case B s0(r) and s
−1
2 (r) must be linearly independent. Separate p and q in (61a)
we find s1(p)(s2(p)+ s1(p))− c1s0(p)s1(p) = c0 with nonzero constant c0, which, together with
relation (60), yields s2(p) = c2c
−1
0 s1(p). Now, substituting this relation and (60) into (61b) we
find c2 = c0, and consequently, s1(p) = s2(p). Thus, (16) of this case reads
h(u, u˜, p) = s0(p) + s1(p)u+ s1(p)u˜, (62)
and (60) reads
2s1(r) = c1s0(r) + c0s
−1
1 (r).
We note that (62) is already discussed in [3]. After making u→ u−1/c1 in (62) we can consider
h(u, u˜, p) = − c0
c1s1(p)
+ s1(p)u+ s1(p)u˜,
which, however, leads to Case B.2. So, nothing new is contributed in this case.
A.2 Multidimensional consistency: h given in (17)
For h(u, u˜, p) given in (17), we suppose s0(p), s3(p) 6= 0 and they are not constants simultane-
ously, so that we can keep the freedom of p, q. By the same manner, from the coefficient of u˜û3
in ̂˜u = ˜̂u , we find
s23(p)s
2
0(r)− s23(r)s20(p) + s23(r)s20(q)− s23(q)s20(r) + s23(q)s20(p)− s23(p)s20(q) = 0. (63)
If s3(p) is a constant, setting s3(p) = 1, s0(p) = pδ, we have h(u, u˜, p) = uu˜ + pδ, (21) is
H3(δ) and (22) is H3(−δ).
If s0(p) is a constant, by setting s0(p) = 1, s3(p) = pδ, it comes out that h(u, u˜, p) = δpuu˜+1.
By transformation u→ u−1, (21) also reaches H3(δ).
If neither s0(p) or s3(p) is a constant, ∂p∂q(63) yields
(s20(p))
′
(s23(p))
′
=
(s20(q))
′
(s23(q))
′
= c1,
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which leads to s20(p) = c1s
2
3(p) + c2 with nonzero constant c1. When c2 = 0, it yields s0(p) =
δs3(p). Taking u→ (−δ)1/2u and s3(p) = 1/p, we can write equation (21) as
q2(uu˜− 1)(û̂˜u− 1) = p2(uû− 1)(u˜̂˜u− 1), (64)
and the corresponding (22) is H3(1) after transformation U → U−1. When c2 6= 0, we can
scale c1 to be 1 by taking u → (c1)1/4u. Then, setting c2 = 1, s3(p) = −p√
1−p2
, s0(p) =
1√
1−p2
,
equation (21) reduces to A2 and (22) reduces to A2(
√
1− p2,
√
1− q2).
We note that (64) is not a new equation. It is related to Q1(0; p2, q2) by u→ u(−1)n+m .
As a conclusion we reach Theorem 2.
B Proof of Theorem 3
According to the BT (40) and assumption (43) and (44), we can assume vi have the following
special form
v1 = (−1)θ1
N∑
i=0
fN−ix
i, v2 = (−1)θ2
N∑
i=0
gN−ix
i (65)
with constants fi, gi to be determined, where θi can be arbitrary functions of n,m. First we
have the following.
Lemma 1. With U defined in (43) and v1, v2 defined above, when N ≥ 1, we have
v1 =
N∑
i=0
fN−ix
i, v2 =
N∑
i=0
gN−ix
i. (66)
Proof. Substituting (43) and (65) into system (40) and (45), from the coefficient of the leading
term x2N (if N ≥ 1) in (40) we find
f20 = c
2
0p, g
2
0 = c
2
0q, (67)
which means
f20
g2
0
= pq , and from the coefficient of x
N in (45) we find
f0
(
(−1)θ̂1 − (−1)θ1
)
= g0
(
(−1)θ˜2 − (−1)θ2
)
.
Consequently we have (
(−1)θ̂1 − (−1)θ1
)2
p =
(
(−1)θ˜2 − (−1)θ2
)2
q.
Since p, q are independent constants, it follows that θ1 = θ1(n), θ2 = θ2(m). Consequently,
from the coefficient of xN−1(N ≥ 1) in (45) we have (−1)θ1f0b = (−1)θ2g0a, which leads to the
fact that θ1 and θ2 are constants. Noticing that θ1 and θ2 can be absorbed into fi, gi, we can
assume θ1 = θ2 = 0 without loss of generality. Thus (65) becomes (66).
Lemma 2. With U defined in (43) and v1, v2 defined in (66), when N ≥ 1, the allowed values
of N are only 1,2.
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Proof. Analyzing the coefficient of xN−1(N ≥ 1) in (45), we obtain f0b = g0a, which leads to
a2
b2
= pq in light of (67). So we have p = θa
2, q = θb2 with constant θ. θ can be scaled to be 1
using δ, therefore we set
p = a2, q = b2, (68)
and f0 = tc0a, g0 = tc0b, t
2 = 1 from (67). One can always take t to be 1 as system (40)
remains invariant under U → −U . Consequently we have
f0 = c0a, g0 = c0b. (69)
Substituting (66), (68) and (69) into the coefficient of x2N−1(N ≥ 1) in (40), we can work out
f1 =
2c1 + c0aN
2
a, g1 =
2c1 + c0bN
2
b. (70)
Then substituting (68)-(70) into the coefficient of xN−2(N ≥ 2) in (45), we find it varnishes.
Next, analyzing the coefficient of x2N−2(N ≥ 2) in (40), we have
f2 =
a
8
(
8c2 + 4ac1(N − 1) + a2c0(N2 − 2N)
)
,
g2 =
b
8
(
8c2 + 4bc1(N − 1) + b2c0(N2 − 2N)
)
.
(71)
Substituting (68)-(71) into the coefficient of xN−3(N ≥ 3) in (45), we obtain
abc0(a
2 − b2)(N2 + 2N) = 0,
which admits zero option if N ≥ 3. Therefore all possible choices of N can only be 1, 2.
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