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Abstract
In this paper we consider the NLS equation with focusing nonlinearities in the presence of a potential. We investigate
the compact soliton motions that correspond to a free soliton escaping the well created by the potential. We exhibit the
dynamical system driving the exiting trajectory and construct associated nonlinear dynamics for untrapped motions. We
show that the nature of the potential/soliton is fundamental, and two regimes may exist: one where the tail of the potential
is fat and dictates the motion, one where the tail is weak and the soliton self interacts with the potential defects, hence
leading to different motions.
1 Introduction
1.1 Setting of the problem
We consider in this paper the focusing nonlinear Schrödinger equation in the presence of a potential
i∂tu+∆u + V (x) u+ |u|p−1 u = 0, t ∈ R, x ∈ Rd, (1.1)
in the L2 sub-critical range p < 1+ 4d . This equation appears in a variety of physical models like the Ginzburg-Landau theory
of superconductivity [15], the one-dimensional self-modulation of a monochromatic wave [50], stationary two-dimensional
self-focusing of a plane wave [7], propagation of a heat pulse in a solid Langmuir waves in plasmas [42] and the self-trapping
phenomena of nonlinear optics [25], see [5, 6, 13, 17, 41, 49] for more complete references.
The complete qualitative description of solutions to (1.1) is far from being complete. In the case of trivial external
potential V = 0, various classes of solutions are known. First low energy scattering solutions which asymptotically in time
t±∞ behave as linear or modified linear waves are investigated in [4, 10–12, 21–24, 34, 39, 47, 48]. The ground state nonlinear
soliton is a time periodic solution
u(t, x) = Q(x)eit
where Q is the ground state solution to
∆Q−Q+Qp = 0. (1.2)
Multisoliton like solutions which asymptotically behave like decoupled non trivial trains of solitons were first explicitly com-
puted in the completely integrable case d = 1, p = 3, and then systematically constructed as compact solutions of the flow
in [27, 28, 31]. As discovered in [26] for Hartree type nonlinearities and systematically computed in [30, 37], the interaction
between two solitary waves can be computed through a two body problem dynamical system which describes their exchange
of energy: untrapped hyperbolic like motion leading to asymptotically free non interacting bubbles, untrapped parabolic like
regimes which is a threshold dynamic were solitary remain logarithmically close, and a priori trapped elliptic like motion.
Note that the resonant parabolic motion can lead to spectacular exchanges of energy which may dramatically modify the size
of the solitary waves and lead to finite or infinite time blow up mechanisms [30].
A fundamental open problem is to understand the possibility of trapped multitudes. While these are formally predicted
by the two body problem, they are sometimes believed to exist, sometimes not, the instability mechanism being a subtle
radiation phenomenon. We refer for example to [38] for a beautiful introduction to these problems for the Gross Pitaevski
model with non vanishing density at +∞.
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1.2 Potential/soliton interaction
We propose in this paper to start the investigation of such mechanisms for (1.1) with non trivial potential V . Let us first recall
that in L2 sub-critical case, (1.1) is globally well-posed in H1 for a wide class of potentials V (see, for example, Corollary
6.1.2 of [9]), but little is known on the long-time behaviour of solutions. The existence of standing wave solutions to (1.1)
was investigated in [18]. The existence of low energy scattering for (1.1) in dimension d = 1 was studied in [14, 35, 36, 54].
The dynamics of solitons for NLS equation with certain external potentials were studied in [20]. In particular, it was shown
that the dynamical law of motion of the soliton is close to Newton’s equation with some dissipation due to radiation of
the energy. Long-time behaviour of solution for the perturbed NLS equation was also studied in [43–46, 51–53]. In [19] it
was shown the existence of solutions for (1.1) that behaves as solitary waves for the free NLS equation for large but finite times.
Our aim in this paper is to start the investigation of compact soliton motions corresponding to a free soliton (V =
0) escaping the well created by V . Our first task is to exhibit the dynamical system driving the exiting trajectory and
construct associated nonlinear dynamics for untrapped motions. Interestingly enough, we shall see that the nature of the
potential/soliton is fundamental, and two regimes may exist: one where the tail of the potential is fat and dictates the motion,
one where the tail is weak and the soliton self interacts with the potential defects, hence leading to different motions.
1.3 Assumptions on the potential
The sharp structure of the potential is essential for the qualitative description of solutions. We exhibit below a large class of
potentials for which we can construct compact non trapped solutions.
Condition 1.1 We assume the following on V:
1. Regularity and decay: V ∈ C∞ (Rd) is a real-valued, symmetric function that satisfies the decay estimate∣∣∣V(k) (|x|)∣∣∣ ≤ C (1 + |x|)−ρ , x ∈ Rd, ρ > 0,
for all derivatives of V(k), k ≥ 0.
2. Structure and monotonicity of the tail: there is r0 ≥ 0 such that the following is true for all r ≥ r0. The potential and its
derivatives V(k) (r) , k ≥ 0, are monotone. For any λ > 0, V has one of the forms
V (r) = V+ (r) or V (r) = V− (r) ,
where
V± (r) = κe−2 rλ−(d−1) ln rλ±H(r),
and H ≥ 0 is such that H,H′ are monotone and H′′ (r) is bounded. Moreover, the estimate∣∣∣V(k) (r)∣∣∣ ≤ Cke−2 rλ−(d−1) ln rλ , k ≥ 0,
with Ck > 0 is satisfied. In addition, in the case V = V+, H is either H (r) = o (r) or 0 < cr ≤ H (r) ≤ 2r + o (r) .
Furthermore, in the case when H (r) = 2 rλ +(d− 1) ln r+ o (r) , suppose that the potential V = e−h(r) with h (r) ≥ 0 satisfies
|V (r)|N0 ≤ C |V ′′ (r)| for some N0 > 0. The function h is such that h (r) = o (r) , h(k) (r) are monotone for all k ≥ 0 and∣∣∣h(k) (r
2
)∣∣∣ ≤ Ck ∣∣∣h(k) (r)∣∣∣ , k ≥ 0,
and ∣∣∣h(k) (r)∣∣∣ ≤ C
r
∣∣∣h(k−1) (r)∣∣∣ , k ≥ 1,
are valid.
In order to introduce the leading order dynamical system describing the motion of the center of the solitary wave escaping
the well, we need to compare the tail of V with the one of the solitary wave. Recall that there is a unique positive, radial
symmetric solution Q (x) to
−∆Q−Q+Qp = 0.
(see Chapter 8 of [9]). Moreover, Q (x) = q (|x|) where q satisfies for some A > 0 and all |x| ≥ 1∣∣∣q (|x|)−A |x|− d−12 e−|x|∣∣∣+ ∣∣∣q′ (|x|) +A |x|− d−12 e−|x|∣∣∣ ≤ C |x|−1− d−12 e−|x| (1.3)
and, moreover ∣∣∇kQ (x)∣∣ ≤ C (1 + |x|)− d−12 e−|x|, k ≥ 0. (1.4)
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Definition 1.2 Let λ > 0. Let
υ (d) =
∫∞
0 e
−2η2ηd−2dη
and C± (ξ) = ξ
d−1
2
∫ ξ−1
1 (r (ξ − r))−
d−1
2 e±H(r)dr. We define the function Uλ,V (ξ) , ξ ≥ 0 as follows. If V (r) = V+ (r) we put
Uλ,V (ξ) =
{ κ
2
A2υ (d)C+ (ξ) e−2ξξ−(d−1), if H (r) = o (r) ,
KV (λξ) , if 0 < cλ−1r ≤ H (r) ≤ 2λ−1r,
where K =
∫
e(2−a)
χ·z
|χ|Q2 (z) dz, a = limr→∞H′ (r) . If V (r) = V− (r) , we set
Uλ,V (ξ) =


1
2
(∫ (
A2V (|z|) + κK˜Q2 (z)
)
e2
χ·z
|χ| dz
)
e−2ξξ−(d−1), if d ≥ 4,
1
2
(∫
V (|z|) e2χ·z|χ| dz
)
e−2ξξ−(d−1), if d = 2, 3, r−
d−1
2 e−H(r) ∈ L1 ([1,∞)) ,
κ
2
A2υ (d)C− (ξ) e−2ξξ−(d−1), if d = 2, 3, r− d−12 e−H(r) /∈ L1 ([1,∞)) ,
with K˜ = limr→∞ e−H(r).
Condition 1.3 Let λ > 0. Suppose that there are constants R1 (λ) , R2 (λ) ∈ R such that
U′λ,V′ (r)Y2 (r, λ) = R1 (λ) + o (1) and
U′λ,V (r)
r
Y2 (r, λ) = R2 (λ) + o (1) , (1.5)
as r →∞, where we denote Y (r, λ) = ∫ rr0 U−1/2λ,V ( τλ) dτ.
The main assumption on the potential is the first item in Condition 1.1. The rest of the assumptions are made in order
to determine the asymptotics in Section 5, and to obtain the approximate dynamics in Section 2.3 (see Lemma 2.10) and
the a priori estimates of Section 4. In order to simplify the reading, one can follow the proofs by taking in account the
examples V (r) = Ce−c
√
1+r2 or V (r) = C
(
1 + r2
)−ρ/2
, ρ > 0, with C, c > 0, for all r > 0, which clearly satisfy the above
assumptions.
1.4 Statement of the result
For λ∞ ∈ R+ let us consider the problem of the motion in the central field

χ˙∞ = 2β∞,
β˙∞ =
1
2 ‖Q‖2L2
∇
(
Uλ∞,V
(
|χ∞|
λ∞
))
. (1.6)
Remark 1.4 We observe that the force in (1.6) is given in terms of Uλ∞,V and not of the potential V directly. This is due to
the fact that for potentials decaying faster than Q2, the soliton dictates the behaviour of the speed parameter β∞ (see (2.12)
and Lemma 2.2). In the case when the potential decays slower than Q2, that is 0 < c (λ∞)−1 r ≤ H (r) ≤ 2 (λ∞)−1 r, we have
U′λ∞,V
(
|χ∞|
λ∞
)
= KV ′ (|χ∞|) and system (1.6) is reduced to


χ˙∞ = 2β∞,
β˙∞ =
K
2 ‖Q‖2L2
∇V (|χ∞|) .
Therefore, in this case the force is given in terms of V itself.
The energy of the system (1.6) is given by
E0 =
|χ˙∞|2
2
− Uλ∞,V
(
r∞
λ∞
)
‖Q‖2L2
where r∞ = |χ∞| . The asymptotic behaviour for large t of the unbounded solutions χ∞ to (1.6) depends on the regime:
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E0 > 0: hyperbolic motion with untrapped trajectory
r∞ = Khypt+ o (t) and |β∞| = K ′hyp + o (1) .
for some Khyp,K ′hyp > 0.
E0 = 0: parabolic motion with untrapped trajectory
‖Q‖L2√
2
∫ |χ∞|
r0
dr√
Uλ∞,V( rλ∞ )−(µr )
2
= t+ t0, |β∞| =
√
Uλ∞,V( r
∞
λ∞ )−(µr )
2
√
2‖Q‖L2
,
where µ ≥ 0 is the angular momentum.
E0 < 0: all the solutions to (1.6) remain bounded in space, this is the trapped regime.
Our main result is that both untrapped hyperbolic and parabolic regimes of the two body problem (1.6) can be reproduced
as the leading order dynamics of the soliton centers for compact solutions to the full problem (1.1).
Theorem 1.5 Let the potential V satisfy Conditions 1.1 and 1.3. Suppose that λ∞ ∈ R+ is such that (λ∞)2 supr∈R V (r) < 1.
Let Ξ∞ (t) = (χ∞ (t) , β∞ (t)) be a solution to (1.6).
(i) Positive energy. If E0 > 0, then there is a solution u ∈ H1 for the perturbed NLS equation (1.1) and γ (t) ∈ R, such
that
lim
t→+∞
∥∥∥∥u (t, x)− (λ∞)− 2p−1 Q
(
x− χ∞ (t)
λ∞
)
e−iγ(t)eiβ
∞(t)·x
∥∥∥∥
H1
= 0.
(ii) Zero energy. Suppose in addition that V (r) ≥ 0, for all r ≥ r0, with some r0 > 0. If E0 = 0, then there is a solution
u ∈ H1 for the perturbed NLS equation (1.1) and χ (t) ∈ Rd, γ (t) ∈ R, such that
lim
t→+∞
∥∥∥∥u (t, x) − (λ∞)− 2p−1 Q
(
x− χ (t)
λ∞
)
e−iγ(t)eiβ
∞(t)·x
∥∥∥∥
H1
= 0
and
lim
t→+∞
∣∣∣∣ |χ (t)||χ∞ (t)| − 1
∣∣∣∣ = 0.
Comments on the result.
1. Positivity condition on V In the case E0 = 0, the positivity condition in V is made in order to ensure the existence of
unbounded solutions for(1.6). Since by Condition 1.1 V is monotone, there are no such solutions if this positivity assumption
is not satisfied on V . Let us stress that as in [26], the parabolic regime is particularly difficult to close due to uncertainties
on the trajectory of the centers and degeneracies in the control of the infinite dimensional part of the solution.
2. Soliton/potential regimes. Let us stress onto the fact that Theorem 1.5 covers both cases which are very different: one
where the potential is "fat" at ∞ and where the potential tail drives the untrapped dynamics of the centers, one where
the potential tail is "weak" and the soliton dynamics is driven by self interaction with the potential. The existence of such
dynamics driven by a suitable leading order like two body problems was first predicted in [19], but for suitable transient
times, while Theorem 1.5 ensures the existence of such global in time compact flows.
3. Overview of the proof. We adapt the method developed in [26]. We modulate the solitary wave by letting act the
symmetries of the free NLS equation (see (2.3)). Then, we translate (1.1) into the stationary equation
△W −W + |W |p−1W = F, (1.7)
where F = F (χ, β, λ ), with χ-the translation parameter, β−the Galilean drift and λ−the scaling parameter (see (2.42)).
By adjusting the modulation parameters χ, β, λ, we construct approximate solutions to (1.7) in such way that the error is
uniformly bounded by a small enough constant. This is achieved in Lemmas 2.6 and 2.7. We separate the potentials in
"fast" and "slow" decaying: V (r) = O (e−cr) , c > 0, or V (r) = O
(
e−h(r)
)
, h (r) = o (r) ≥ 0, as r → ∞, respectively. The
both cases are delicate. On the one hand, this is due to the possible slow decay of the potential. On the other hand, if the
potential decays very fast, the solitary waves dominates and it becomes complicated to control the error and to extract the
leading order terms in the expansion for the speed parameter β. The construction of these approximate solutions for (1.7)
yields modulation equations for χ, β, λ . Then, by energy estimates applied in a neighborhood of the solitary wave, we obtain
a priori bounds for the modulation parameters χ, β, λ and the error ε (t, x) (see Lemma 3.2). Theorem 1.5 then follows from
a compactness argument in Section 3 and the asymptotic behaviour of the approximate modulation parameters (see Lemma
4
2.10).
There are two main open problems after this work. First to address the question of stability of the corresponding compact
dynamics. This has been proved for two bubbles KdV like flows using remarkable dine monotonicity properties [27], but
it is still an open problem for two bubbles in the Schödinger case, and the case of the potential interaction seems a nice
intermediate problem to investigate. The second main open problem is to address the case of trapped dynamics where bubbles
are predicted to stay close to one another. Here new radiation mechanisms are expected which is a fundamental open problem
in the field, see again[38] for beautiful related problems.
The rest of the paper is organized as follows. In Section 2, we construct approximate free solitary wave solutions for the
perturbed NLS equation which we use to obtain approximate equations for the modulation parameters. Section 3 is devoted
to the proof of Theorem 1.5. This proof depends on Lemma 3.2, which is stated in Section 3, but whose proof is deferred
until Section 4. The asymptotics for modulation equation for the speed parameter are obtained in Section 5. In Section 6 we
establish an invertibility result for the perturbation LV of the linearized operator for the equation (1.2) around Q. Finally,
in Section 7 we prove a lemma that is used in the construction procedure of Section 3.
Notations
We denote by Lp
(
Rd
)
, for 1 ≤ p ≤ ∞, the usual (complex valued) Lebesgue spaces. Hs(Rd), s ∈ R, is the usual (complex
valued) Sobolev space. (See e.g. [1] for the definitions and properties of these spaces.) For any f, g ∈ L2 we define the scalar
product by
(f, g) := Re
∫
Rd
f (x) g (x)dx.
We adapt the Japanese brackets notation
〈x〉 = (1 + x2)1/2 .
Finally, the same letter C may denote different positive constants which particular value is irrelevant.
Acknowledgements
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2 Approximate solutions.
2.1 First order approximation.
We recall that initial value problem for the free NLS equation{
i∂tu+∆u+ |u|p−1 u = 0,
u (0, x) = u0 (x) .
(2.1)
admits the following symmetries. Let Ξ = (χ, β, λ) ∈ Rd × Rd × R+ be a vector of parameters and γ ∈ R. Then, if
u0 (x)→ λ 2p−1u0 (λ (x+ χ)) e−iγeiβ·(x+χ), the solution to (2.1) is transformed as
u (t, x)→ λ− 2p−1u0
(
λ−2t, λ−1 (x+ χ− βt)) e−iγei β2 ·
(
x+χ−β2 t
)
(2.2)
Let Ξ (t) encode the vector of parameters Ξ (t) = (χ (t) , β (t) , λ (t)) . We translate the solution u by using a combination
of the symmetries for the free NLS equation. We let
u (t, x) = λ−
2
p−1 (t) v
(
t, x−χ(t)λ(t)
)
e−iγ(t)eiβ(t)·x, v = v (t, y) , y = x−χ(t)λ(t) . (2.3)
It is convenient for us to rescale the potential V . We define
V (x) = Vλ (x) = V (λx) . (2.4)
Also, we let
Λ =
2
p− 1 + y · ∇.
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Then
i∂tu+∆u+ |u|p−1 u+ V (x) u = 1
λ
2p
p−1
E (v) (t, x−χλ ) e−iγ(t)eiβ(t)·x, (2.5)
where
E (v) = iλ2∂tv +∆v − v + |v|p−1 v − iλλ˙Λv − iλ (χ˙− 2β) · ∇v − λ3
(
β˙ · y
)
v
+λ2
(
γ˙ + 1λ2 − |β|2 − β˙ · χ
)
v + λ2V
(∣∣y + χλ ∣∣) v.
We aim to show that there is a vector Ξ (t) such that v = Q+ ε with ε (t, x) ∈ C ((0,∞) ;H1) solves the equation
E (v) = E (Q+ ε) = 0, (2.6)
in such way that
‖ε (t, x)‖H1 → 0 and |χ (t)| → ∞,
as t→∞. We also want to precise the asymptotic behaviour of χ (t) .
As a first step, we aim to construct approximate (in a suitable way) solution to the equation
E (W ) = 0. (2.7)
Let us denote the approximate modulation equation for the speed parameter β˙ by B. We decompose E (v) as
E (v) = E˜apr (v) + R˜ (v) , (2.8)
with
E˜apr (v) = ∆v − v + |v|p−1 v + λ2V
(∣∣∣y + χ
λ
∣∣∣) v − λ3 (B · y) v, (2.9)
and
R˜ (v) = −iλ (χ˙− 2β) · ∇v − iλλ˙Λv + λ2
(
γ˙ +
1
λ2
− |β|2 − β˙ · χ
)
v − λ3
((
β˙ −B
)
· y
)
v. (2.10)
If we modulate the parameters χ, β, γ in such a way that R is small, the main part in (2.8) comes from Eapr (v) . As Q solves
(1.2), introducing v = Q+ ε into (2.9) we have
E˜apr (v) = λ2V
(∣∣∣y + χ
λ
∣∣∣)Q− λ3 (B · y)Q+ r (ε) , (2.11)
where
r (ε) = ∆ε− ε+ V
(∣∣∣y + χ
λ
∣∣∣) ε− (B · y) ε+ |Q+ ε|p−1 (Q + ε)− |Q|p−1Q.
The stability problem for one travelling wave solution suggests ([55],[29]) to adjust the modulation parameters in such way
that
(
E˜apr (v) ,∇Q
)
∼ 0. Taking the scalar product of (2.11) with ∇Q we get
(
E˜apr (v) ,∇Q
)
=
(
λ2V
(∣∣∣y + χ
λ
∣∣∣)Q− λ3 (B · y)Q,∇Q)+ (r (ε) ,∇Q) .
Then ∣∣∣(λ2V (∣∣∣y + χ
λ
∣∣∣)Q− λ3 (B · y)Q,∇Q)∣∣∣ ≤ C (∣∣∣(E˜apr (v) ,∇Q)∣∣∣+ |(r (ε) ,∇Q)|) .
Therefore, we put (
λ2V
(∣∣∣y + χ
λ
∣∣∣)Q− λ3 (B · y)Q,∇Q) = 0.
Noting that − ((B · y)Q,∇Q) = B ‖Q‖2L2 we arrive to
B = B (χ, λ) = − 1
2λ ‖Q‖2L2
∫
V
(∣∣∣y + χ
λ
∣∣∣)∇Q2 (y) dy. (2.12)
We want R to be small as t→∞, approximately (2.10) and (2.12) yield the system{
χ˙ = 2β,
β˙ = B (χ, λ) ,
(2.13)
and
γ˙ = − 1
λ2
+ |β|2 + β˙ · χ. (2.14)
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In order to understand the behaviour as t→∞ of the solutions to (2.13), we need to study the asymptotics of the integral
J (χ) = JV (χ) =
∫
V (|y + χ˜|)∇Q2 (y)dy.
This means that we need to compare the decay of the potential with the soliton Q. We consider a bounded function V ∈ C∞
satisfying ∣∣∣∣ dkdrk V (r)
∣∣∣∣ ≤ C (1 + r)−ρ , ρ > 0, (2.15)
for all k ≥ 0. Suppose that V (k) (r) , k ≥ 0, are monotone for all r ≥ r0 > 0. We ask V to have one of the forms
V (r) = V+ (r) or V (r) = V− (r) , (2.16)
where V± (r) = κe−2r−(d−1) ln r±H(r), and H ≥ 0 is such that H,H ′ are monotone and H ′′ (r) is bounded, for all r ≥ r0.
Moreover, we assume some control on the derivatives∣∣∣∣∣
(
d
dr
)k
V− (r)
∣∣∣∣∣ ≤ Cke−2r−(d−1) ln r, k ≥ 0,
with Ck > 0. In addition, in the case V = V+, H is either H (r) = o (r) or 0 < cr ≤ H (r) ≤ 2r + o (r) .
We also need to estimate V (|y + χ˜|)Q (y) , as |χ˜| → ∞. Therefore, we require some information about the behavior of the
potential compared to the soliton Q. We suppose either one of the following asymptotics. Let V (1)± = κ1e
−r− 12 (d−1) ln r±H1(r),
for r ≥ r0, with H1 ≥ 0, H1, H ′1 are monotone, for all r ≥ r0, and∣∣∣∣∣
(
d
dr
)k
V
(1)
− (r)
∣∣∣∣∣ ≤ Cke−r− 12 (d−1) ln r, k ≥ 0, (2.17)
with Ck > 0. Moreover, in the case V
(1)
+ we suppose that H
(j)
1 , j ≥ 1, are bounded. Then, we consider potentials V of the
form (2.16) that can be represented as
V = V
(1)
+ or V = V
(1)
− . (2.18)
Finally, in the case when H1 (r) = r + 12 (d− 1) ln r + o (r) , we suppose that the potential V is given by
V (r) = V+ (r) = V
(1)
+ (r) = V
(2) (r) ,
where
V (2) (r) := e−h1(r), (2.19)
with h1 (r) ≥ 0 is such that h1 (r) = o (r) , h(k)1 are monotone, k ≥ 0 and∣∣∣h(k)1 (r2
)∣∣∣ ≤ Ck ∣∣∣h(k)1 (r)∣∣∣ , k ≥ 0, (2.20)
for all r ≥ r0. We also suppose that ∣∣∣h(k)1 (r)∣∣∣ ≤ Cr−1h(k−1)1 (r) , k ≥ 1,
and that for some N0 > 0,
|V (r)|N0 ≤ C |V ′′ (r)| (2.21)
Remark 2.1 We observe that since V and V are related by (2.4), the above assumptions on the potential are satisfied if
Condition 1.1 holds.
We define
υ (d) =
∫ ∞
0
e−2η
2
ηd−2dη, (2.22)
and
C± (ξ) = ξ
d−1
2
∫ ξ−1
1
(r (ξ − r))− d−12 e±H(r)dr. (2.23)
7
If K ′ = limr→∞H ′ (r) exists, we set
I =
∫
e(2−K
′)χ·z|χ|Q2 (z) dz. (2.24)
If V (r) = V+ (r) we define
UV (ξ) =
{ κ
2
A2υ (d)C+ (ξ) e−2ξξ−(d−1), if H (r) = o (r) ,
IV (ξ) , if 0 < cr ≤ H (r) ≤ 2r.
(2.25)
If V (r) = V− (r) we set
UV (ξ) =


1
2
(∫ (A2V (|z|) +KκQ2 (z)) e2χ·z|χ| dz) e−2ξξ−(d−1), if d ≥ 4,
1
2
(∫
V (|z|) e2χ·z|χ| dz
)
e−2ξξ−(d−1), if d = 2, 3, r−
d−1
2 e−H(r) ∈ L1 ([1,∞)) ,
κ
2
A2υ (d)C− (ξ) e−2ξξ−(d−1), if d = 2, 3, r− d−12 e−H(r) /∈ L1 ([1,∞)) ,
(2.26)
where we denote by K = limr→∞ e−H(r).
Lemma 2.2 Let V ∈ C∞ have the form (2.16) where H,H ′ are monotone and H ′′ (r) is bounded. If V (r) = V+ (r) let
H (r) < 2r. Then, the asymptotics
J (χ) = − χ˜|χ˜| (1 + o (1))U
′
V (|χ˜|) , (2.27)
as |χ˜| → ∞ is true. If V = V (2), then
J (χ) = − χ|χ|
((∫
Q2 (z) dz
)
V ′ (|χ|) + r (|χ|) + e− |χ|2
)
, (2.28)
where
r (|χ|) = O
((
|h′ (|χ|)|
(
|h′ (|χ|)|2 + |h
′(|χ|)|
|χ| + |h′′ (|χ|)|+ |χ|−2
)
+
|h′′(|χ|)|
|χ| + |h′′′ (|χ|)|
)
V (|χ|)
)
.
Proof. See Lemmas 5.1 and 5.2 in Section 5.
In the next lemma we compare the potential with the solitary wave Q. We denote
Θ(|χ|) = ΘV (|χ|) =
{
e−|χ| (1 + |χ|)− (d−1)2 , if V (r) = V (1)−
|V (|χ|)| , if V (r) = V (1)+ .
(2.29)
Observe that
|UV (|χ|)| ≤ CΘ(|χ|) . (2.30)
We have the following result.
Lemma 2.3 Let V ∈ C∞ be the form (2.16) and in addition may be represented as (2.18). Then, there is C (V ) > 0 such
that for any |χ˜| ≥ C (V ) the following hold. The estimate∥∥∥∥∥
((
d
dr
)k
V
)
(|y + χ˜|) Q˜ (y)
∥∥∥∥∥
L∞
≤ CkΘ(|χ˜|) , k ≥ 0, Ck > 0, (2.31)
is valid for any Q˜ satisfying (1.4). Moreover, in the case when V (r) = V (2) (r) we have∥∥∥∥∥
((
d
dr
)k
V
)
(|y + χ˜|) e−δ|y|
∥∥∥∥∥
L∞
≤ Ck
(∣∣∣∣∣
((
d
dr
)k
V
)
(|χ˜|)
∣∣∣∣∣+ e− δ|χ˜|2
)
, δ > 0, (2.32)
for any k ≥ 0.
Proof. Let us prove (2.31). If V (r) = V (1)− , using (1.4) and (2.17) we have∣∣∣∣∣
((
d
dr
)k
V
)
(|y + χ˜|) Q˜ (y)
∣∣∣∣∣ ≤ Cke−|χ˜| (1 + |y + χ˜|)− 12 (d−1) (1 + |y|)− 12 (d−1) e−(|y+χ˜|−|χ˜|+|y|) (2.33)
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and then ∣∣∣∣∣
((
d
dr
)k
V
)
(|y + χ˜|) Q˜ (y)
∣∣∣∣∣ ≤ Cke−|χ˜| (1 + |χ˜|)− 12 (d−1) , Ck > 0. (2.34)
Suppose now that V (r) = V (1)+ . First, as all the derivatives H
(j)
1 , j ≥ 1, are bounded we have∣∣∣∣∣
((
d
dr
)k
V
)
(|y + χ˜|) Q˜ (y)
∣∣∣∣∣ ≤ Ck
∣∣∣V (|y + χ˜|) Q˜ (y)∣∣∣ . (2.35)
If |y + χ˜| ≤ |χ˜| , since H1 is monotone similarly to (2.33) we get∣∣∣V (|y + χ˜|) Q˜ (y)∣∣∣ ≤ C ∣∣∣(1 + |y + χ˜|)− 12 (d−1) e−|y+χ˜|Q˜ (y)∣∣∣ eH1(|χ˜|) ≤ C |V (|χ˜|)| . (2.36)
If |y + χ˜| ≥ |χ˜| , we have |y|2 + 2χ˜ · y ≥ 0. Then
− (|y + χ˜| − |χ˜|) + (H1 (|y + χ˜|)−H1 (|χ˜|)) = − (1−H ′ (ξ)) |y|
2
+ 2χ˜ · y
|y + χ˜|+ |χ˜| ,
for some ξ ∈ [|χ˜| , |y + χ˜|] . As V is bounded, H1 ≥ 0 and H ′1 is monotone, in particular H ′1 ≤ 1 + o (1) , as r → ∞. Then
− (1−H ′1 (ξ)) |y|
2+2χ˜·y
|y+χ˜|+|χ˜| ≤ o (1) |y| , as |χ˜| → ∞, and hence by (2.33)∣∣∣V (|y + χ˜|) Q˜ (y)∣∣∣ ≤ C |V (|χ˜|)| . (2.37)
Therefore, using (2.36) and (2.37) in (2.35) we deduce∣∣∣∣∣
((
d
dr
)k
V
)
(|y + χ˜|) Q˜ (y)
∣∣∣∣∣ ≤ Ck |V (|χ˜|)| . (2.38)
Relation (2.31) follows from (2.34) and (2.38).
We now prove (2.32). For |y| ≥ |χ˜|2 , since h1 (r) = o (r) we estimate∣∣∣V ′ (|y + χ˜|) e−δ|y|∣∣∣ ≤ C ‖V ′‖L∞ e− δ|χ˜|2 . (2.39)
Using that h′′1 is bounded we get ∣∣∣∣h1 (|χ˜+ y|)− h1 (|χ˜|)− h′1 (|χ˜|)
(
χ˜ · y
|χ˜|
)∣∣∣∣ ≤ C 1 + |y|
4
|χ˜|
for |y| ≤ |χ˜|2 . This implies
∣∣∣V (|χ˜+ y|)− V (|χ˜|) e−h′1(|χ˜|) χ˜·y|χ˜| ∣∣∣ ≤ |V (|χ˜|)| e−h′1(|χ˜|) χ˜·y|χ˜| 1 + |z|4|χ˜| , as |χ˜| → ∞. (2.40)
Since h1 (r) = o (r) and h′1 is monotone |h′1 (r)| ≤ δ2 , for all r sufficiently large. As for |y| ≤ |χ˜|2 , |χ˜+ y| ≥ |χ˜|2 , using that h′1
is monotone we get ∣∣∣V (|χ˜+ y|) e−δ|y|∣∣∣ ≤ C ∣∣∣V (|χ˜|) e− δ|y|4 ∣∣∣ . (2.41)
Then, as for |y| ≤ |χ˜|2 , |χ˜+ y| ≥ |χ˜|2 , using that h(k)1 are monotone and relations (2.41), (2.20) we deduce∣∣∣∣∣
((
d
dr
)k
V
)
(|y + χ˜|) e−δ|y|
∣∣∣∣∣ ≤ Ck
∣∣∣∣∣
((
d
dr
)k
V
)( |χ˜|
2
)
eh1(
|χ˜|
2 )V (|χ˜|)
∣∣∣∣∣ ≤ Ck
∣∣∣∣∣
((
d
dr
)k
V
)
(|χ˜|)
∣∣∣∣∣ .
Combining the last estimate with (2.39), we get (2.32).
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2.2 Refined approximation.
Observe that
∣∣∣E˜apr (Q)∣∣∣ ≤ CΘ(|χ|) . This bound on the error is not good enough to close the estimates in Section 4. We can
improve the estimate on E˜apr if we consider a refined approximate solution W = Q + T and adjust the function T and the
modulation parameters Ξ = (χ, β, λ) ∈ Rd × Rd × R and γ ∈ R in a suitable way. Indeed, motivated by [26], we search for a
stationary function W = W (y,Ξ (t)) . Since W is stationary, the dependence of W on time is through the modulation vector
Ξ (t) . This yields the relation
∂tW = χ˙ · ∇χW + β˙ · ∇βW + ∂W
∂λ
λ˙.
Using the last identity we get
E (W ) = ∆W −W + |W |p−1W + iλ2
(
χ˙ · ∇χW + β˙ · ∇βW + ∂W∂λ λ˙
)
− iλλ˙ΛW − iλ (χ˙− 2β) · ∇W
−λ3
(
β˙ · y
)
W + λ2
(
γ˙ + 1λ2 − |β|2 − β˙ · χ
)
W + λ2V
(∣∣y + χλ ∣∣)W. (2.42)
Let M = M (Ξ (t)) and B = B (Ξ (t)) be modulation equations (to be defined) for the scaling and speed parameters λ˙ and
β˙. Then, equation (2.42) takes the form
E (W ) = Eapr (W ) +R (W ) (2.43)
where
Eapr (W ) = ∆W −W + |W |p−1W + λ2V
(∣∣y + χλ ∣∣)W
+iλ2
(
2β · ∇χW +B · ∇βW + ∂W∂λ λ˙
)
− iλMΛW − λ3 (B · y)W (2.44)
and
R (W ) = iλ2
(
(χ˙− 2β) · ∇χW +
(
β˙ −B
)
· ∇βW +
(
λ˙−M
)
∂W
∂λ
)
− iλ
(
λ˙−M
)
ΛW − iλ (χ˙− 2β) · ∇W
−λ3
((
β˙ −B
)
· y
)
W + λ2
(
γ˙ + 1λ2 − |β|2 − β˙ · χ
)
W.
(2.45)
Observe that Eapr (Q) = E˜apr (Q)− iλMΛQ. Introducing W = Q+ T, into (2.44) we get
Eapr (Q+ T ) = ∆T − T + p+12 Qp−1T + p−12 Qp−1T
+λ2V
(∣∣y + χλ ∣∣)Q− iλMΛQ− λ3 (B · y)Q
+λ2V
(∣∣y + χλ ∣∣)T − iλMΛT − λ3 (B · y)T
+iλ2
(
2β · ∇χT +B · ∇βT +M ∂T∂λ
)
+N (T ) ,
(2.46)
with
N (T ) = |Q+ T |p−1 (Q+ T )−
(
Qp +
p+ 1
2
Qp−1T +
p− 1
2
Qp−1T
)
.
Let
L+u = −∆u+ u− pQp−1u
and
L−u = −∆u+ u−Qp−1u.
Decomposing T = T1 + iT2, with T1, T2 real we get
Eapr (Q+ T ) = −L+T1 + λ2V
(∣∣y + χλ ∣∣)T1 + λ2V (∣∣y + χλ ∣∣)Q− λ3 (B · y)Q−i (L−T2) + iλ2V (∣∣y + χλ ∣∣)T2 − iλMΛQ+ 2iλ2β · ∇χT1 +R1, (2.47)
where
R1 = −iλMΛT − λ3 (B · y)T + iλ2
(
2iβ · ∇χT2 +B · ∇βT +M ∂T
∂λ
)
+N (T ) . (2.48)
As a first step, we want to adjust the approximate modulation parameters B and M in such way that we can solve the
equations (
L+ − λ2V
(∣∣∣y + χ
λ
∣∣∣))T1 = −λ3 (B · y)Q+ λ2V (∣∣∣y + χ
λ
∣∣∣)Q, (2.49)(
L− − λ2V
(∣∣∣y + χ
λ
∣∣∣))T2 = −λMΛQ+ 2λ2β · ∇χT1 (2.50)
and R1 has a better decay than Eapr (Q) , as |χ| → ∞. In this way, we get a first order approximation. Then, from (2.46),
we recursively construct higher order approximations. This will be done separately for fast and slow decaying potentials in
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Lemmas 2.6 and 2.7 below, respectively. Before we present this construction, we prepare two results that are involved in the
construction. We denote by L : H1 → H−1 the linearized operator for the equation (1.2) around Q :
Lf := −∆f + f − p+ 1
2
Qp−1f − p− 1
2
Qp−1f, f ∈ H1. (2.51)
Representing f ∈ H1 as f = h+ ig, with real h and g, we have
Lf = L+h+ iL−g
Then
(Lf, f) = (L+h, h) + (L−g, g) , (2.52)
for real functions h, g ∈ H1. Let us denote the perturbed operator
LV = L − λ2V (|y + χ˜|) . (2.53)
In order to solve (2.49) and (2.50), we need the following invertibility result for the operators LV .
Lemma 2.4 Suppose that 1 < p < 1 + 4d and V ∈ C∞,
∣∣V (k) (x)∣∣ → 0, as |x| → ∞, for any k ≥ 0. Let λ ≥ λ0 > 0 be such
that λ2 supr∈R V (r) < 1. Then, there is C (V ) > 0 such that for any |χ| ≥ C (V )
‖LV f‖2H−1 ≥ c ‖f‖2H1 −
1
c
(
|(f, iQ)|2 + |(f,∇Q)|2
)
, (2.54)
with some c > 0 and
(LV f, f) ≥ c ‖f‖2H1 −
1
c
(
(f,Q)
2
+ |(f, xQ)|2 + (f, iΛQ)2
)
. (2.55)
Moreover, for any |χ| ≥ C (V ) and F ∈ H1∩C∞ such that (F,∇Q) = 0 the equation L+u−λ2V (y + χ˜)u = F, (u,∇Q) = 0,
has a real-valued solution u ∈ H1 ∩ C∞. If (F,Q) = 0, there is a solution w ∈ H1 ∩ C∞ to L−w − λ2V (y + χ˜)w = F ,
(w,Q) = 0. Furthermore, if |F (x)| ≤ Ce−η|x|, for some 0 < η < 1, then
|u (x)|+ |w (x)| ≤ Ce−η|x|. (2.56)
Proof. See Section 6.
We also present a lemma that follows from the properties of the Bessel potential (1−∆)−1 .
Lemma 2.5 Suppose that T solves (
L+ − λ2V
(∣∣∣·+ χ
λ
∣∣∣))T = f, (T,∇Q) = 0, (2.57)
with f satisfying ∣∣∣e−δ|z|f (z)∣∣∣ ≤ A0 (|χ|) , (2.58)
for some A0 (|χ|) > 0 and 0 < δ < 1. Then, the estimate∥∥∥e−δ|·|T (·)∥∥∥
L∞
≤ C (δ, δ′)
(
A0 (|χ|) + ‖T ‖L∞ Θ(|χ˜|)δ
′
)
, (2.59)
with some C (δ, δ′) > 0 and δ′ < δ holds.
Proof. See Appendix.
We are in position to prove an approximation result for (2.7). For a vector of multi-indices K = (k, k1, k2, k3) , let us
denote
D = ∂kχ∂k1λ ∂k2y ∂k3β , D1 = ∂kχ∂k1λ ∂k3β , D2 = ∂kχ∂k1λ ∂k2y .
Also let
Y = inf
0<υ<1
inf
0<δ<1
{
C (υ, δ)Θ(1−δ)
(
|χ|
λ
)
e−υδ|y|
}
, 0 < C (υ, δ) <∞.
where 0 < C (υ, δ) <∞ is such that C (υ, δ) ≤ Cυ0,δ0 , for all |υ| ≤ |υ0| , |δ| ≤ |δ0| and C (υ, δ)→∞, as υ, δ → 1. Set
p1 = min{p, 2}. (2.60)
We have the following.
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Lemma 2.6 Let Ξ = (χ, β, λ) ∈ Rd × Rd × R+ be a vector of parameters with λ ≥ λ0 > 0 such that λ2 supr∈R V (r) < 1.
There is C (V ) > 0 such that for any |χ| ≥ C (V ) the following holds. For any n ≥ 1, there are T (j), Bj ,Mj ∈ L∞
(
Rd
)
,
j = 1, ..., n, such that ∣∣∣DT (j)∣∣∣ ≤ CK 〈λ〉iK 〈λ−1〉lK 〈|β|〉mK Y (|β|+Θ( |χ|λ ))(p1−1)(j−1) ,
|D1Bj |+ |D1Mj | ≤ CK 〈λ〉iK
〈
λ−1
〉lK 〈|β|〉mK Θ( |χ|λ )(|β|+Θ( |χ|λ ))(p1−1)(j−1) ,
(2.61)
with |K| ≤ 2 and |k|+ k1 + |k3| ≤ 1, and some iK , lK ,mK ≥ 0 and CK , δK > 0. In addition, Bj and Mj, j = 1, ..., n, satisfy
for all |k|+ k1 ≤ 1 ∣∣∣∂kχ∂k1λ B1∣∣∣+ ∣∣∣∂kχ∂k1λ M1∣∣∣ ≤ CK 〈λ〉iK 〈λ−1〉lK (|β|Θ+ ∣∣UV (∣∣χλ ∣∣)∣∣) ,
|∂βM1| ≤ CK 〈λ〉iK
〈
λ−1
〉lK 〈|β|〉mK (∣∣UV (∣∣χλ ∣∣)∣∣3/4 +Θ3/2 (∣∣χλ ∣∣)) ,∣∣∣∂kχ∂k1λ Bj∣∣∣+ ∣∣∣∂kχ∂k1λ Mj∣∣∣ ≤ CK 〈λ〉iK 〈λ−1〉lK (((|β|+Θ)Θ)p1 + ∣∣UV (∣∣χλ ∣∣)∣∣p1) , j ≥ 2.
(2.62)
For the approximation Q+ T, the error Eapr (Q+ T ) satisfies the estimate
|Eapr (Q+ T )| ≤ C 〈λ〉i
〈
λ−1
〉l 〈|β|〉mY((|β|+Θ( |χ|λ ))A(n) + ∣∣UV (∣∣χλ ∣∣)∣∣
)
, (2.63)
for some i, l,m ≥ 0 and C > 0, where A (n) = min{n (p1 − 1) , 2}.
Proof. First, we solve equation (2.49) given by(
L+ − λ2V
(∣∣∣y + χ
λ
∣∣∣))T1 = f1 (2.64)
with
f1 = −λ3 (B · y)Q+ λ2V
(∣∣∣y + χ
λ
∣∣∣)Q. (2.65)
Taking B1 = B (χ, λ) , with B (χ, λ) defined by (2.12) we assure that the right-hand side of (2.64) is orthogonal to ∇Q.
Noting that
∂kχV
(∣∣y + χλ ∣∣) = λ−|k|∂kyV (∣∣y + χλ ∣∣)
∂λV
(∣∣y + χλ ∣∣) = ∂λV (|λy + χ|) = (λy · ∇yV) (|λy + χ|) = y · ∇yV (∣∣y + χλ ∣∣)
(2.66)
(recall that V is defined by (2.4)) we have∣∣∣∣∂kχ∂k1λ
∫
V
(∣∣∣y + χ
λ
∣∣∣)∇Q2 (y) dy
∣∣∣∣ ≤ Ck,k1λ−|k|
∣∣∣∣
∫
V
(∣∣∣y + χ
λ
∣∣∣) (∇y · y)k1 ∂ky (∇Q2 (y)) dy
∣∣∣∣ . (2.67)
Then, using (2.27) we estimate ∣∣∣∣∂kχ∂k1λ
∫
V
(∣∣∣y + χ
λ
∣∣∣)∇Q2 (y) dy∣∣∣∣ ≤ Ck,k1λ−|k|
∣∣∣U ′V (∣∣∣χλ
∣∣∣)∣∣∣ .
Thus, by (2.31) we have ∣∣∣∂kχ∂k1λ B1∣∣∣ ≤ Ck,k1 〈λ−1〉lk,k1 ∣∣∣U ′V (∣∣∣χλ
∣∣∣)∣∣∣ , (2.68)
which imply (2.61), (2.62) for B1. Also, by (2.31) we get∣∣∣D2 (V (∣∣∣y + χ
λ
∣∣∣))Q (y)∣∣∣ ≤ C1,K 〈λ〉i1,K 〈λ−1〉l1,K inf
0<δ<1
{∣∣∣V (∣∣∣y + χ
λ
∣∣∣)Q (y)∣∣∣(1−δ)Qδ (y)}
≤ C1,K 〈λ〉i1,K
〈
λ−1
〉l1,K
Y.
Hence, from (2.65) we see that
|D2f1| ≤ CK 〈λ〉iK
〈
λ−1
〉lK
Y. (2.69)
for all |k|+ k1 + |k2| ≥ 0. By Lemma 2.4, there exists a solution T1 ∈ H1 satisfying
|T1| ≤ C0 〈λ〉i0
〈
λ−1
〉l0
Y. (2.70)
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Differentiating equation (2.64) with respect to λ we get(
L+ − λ2V
(∣∣∣y + χ
λ
∣∣∣)) ∂λT1 = ∂λf1 + ∂λ (λ2V (∣∣∣y + χ
λ
∣∣∣))T1. (2.71)
We write the above equation as
∂λT1 = (−∆+ 1)−1
((
pQp−1 + λ2V
(∣∣∣·+ χ
λ
∣∣∣)) ∂λT1 + ∂λf1 + ∂λ (λ2V (∣∣∣·+ χ
λ
∣∣∣))T1) . (2.72)
Using the explicit expression for the kernel of the Helmholtz operator −∆+ 1, we estimate
|∂λT1 (y)| ≤ CΘ−(1−δ)eδ|y|
∫
Rd
e−|y−z|
|y − z|d−12
(
Qp−1 (z) |∂λT1 (z)|+ |∂λf1 (z)|+
∣∣∣∂λ (λ2V (∣∣∣z + χ
λ
∣∣∣))T1 (z)∣∣∣) dz.
Then, using (2.54) to control the first term in the right-hand side of the above equation, by (2.69) and (2.70) we have
|∂λT1| ≤ C1 〈λ〉i1
〈
λ−1
〉l1
Y. (2.73)
Moreover, from (2.72), by the regularity properties of −∆+ 1 we show that (2.73) is valid for the derivatives ∂λ∂k2y T1 for all
multi-indices k2. Similarly we estimate ∂kχ∂
k2
y T1 for |k| = 1. By induction in k, k1 we prove
|D2T1| ≤ CK 〈λ〉iK
〈
λ−1
〉lK
Y, (2.74)
for all |k|+ k1 + |k2| ≥ 0.
Next, we consider equation (2.50) (
L− − λ2V
(∣∣∣y + χ
λ
∣∣∣))T2 = f2 (2.75)
with
f2 = −λMΛQ+ 2λ2β · ∇χT1 (2.76)
We fix M1 in such way that (
λM1ΛQ− 2λ2β · ∇χT1, Q
)
= 0.
That is
M1 =
2λ
(ΛQ,Q)
(β · ∇χT1, Q) . (2.77)
Observe that (ΛQ,Q) =
(
2
p−1 − d2
)
(Q,Q) 6= 0. By (2.74) we have
|D1M1| ≤ CK 〈λ〉iK
〈
λ−1
〉lK
ωK (β)Θ, (2.78)
for all |K| ≥ 0, where
ωK (β) =
{ |β| , |k3| = 0,
CK , |k3| ≥ 1.
Then, (2.61) and the relation in (2.62) for M1 follow from (2.78). Observe by (2.31) that f1 can be estimated as
|D2f1| ≤ C
(
inf
0<δ<1
(
eδ|y|
∣∣UV (∣∣χλ ∣∣)∣∣ 1+δ2
))
, |k|+ k1 + |k2| ≥ 0. (2.79)
Then, using Lemma 2.5 and (2.74) we get
∥∥∥e−δ|·|D2T1 (·)∥∥∥
L∞
≤ CK (δ, δ′)
(∣∣UV (∣∣χλ ∣∣)∣∣ 1+δ2 +Θ (∣∣χλ ∣∣)1+δ′
)
, (2.80)
with 0 < δ′ < δ < 1, for all |k|+ k1 + |k2| ≥ 0. Using the last estimate with δ > δ′ = 12 in (2.77) we get the second relation
in (2.62). Similarly to (2.69), from (2.76) we deduce
|Df2| ≤ CK 〈λ〉iK
〈
λ−1
〉lK
ωK (β)Y. (2.81)
for all |K| ≥ 0. By Lemma 2.4, there exists a solution T2 ∈ H1 to (2.75). Moreover, similarly to (2.74) using (2.81) we prove
that
|DT2| ≤ CK 〈λ〉iK
〈
λ−1
〉lK
ωK (β)Y. (2.82)
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for all |K| ≥ 0. We put
T = T1 + iT2.
By (2.74) and (2.82) we get (2.61) for T . Using (2.68), (2.74), (2.78), (2.82) and
|N (T )| ≤ C |T |p1 , (2.83)
from (2.47) we get (2.63) with n = 1. Therefore, we constructed the first improved approximation T (1). Let us construct
T
(2). We write T (2) = T (2)1 + iT
(2)
2 , and introduce T = T
(1) + T (2), B = B1 + B2, M = M1 +M2, into (2.46). Then, using
(2.64) and (2.75) and setting (
L+ − λ2V
(∣∣∣y + χ
λ
∣∣∣))T (2)1 = −λ3 (B2 · y)Q+ f3 (2.84)
with
f3 = ReN
(
T
(1)
)
(2.85)
and (
L− − λ2V
(∣∣∣y + χ
λ
∣∣∣))T (2)2 = −λM2ΛQ+ f4 (2.86)
with
f4 = ImN
(
T
(1)
)
, (2.87)
we derive
Eapr (Q+ T ) = −iλMΛT − λ3 (B · y)T
+iλ2
(
2β · ∇χ
(
iT2 + T
(2)
)
+B · ∇βT +M ∂T∂λ
)
+N
(
T
(1) + T (2)
)
−N
(
T
(1)
)
.
(2.88)
From (2.85) and (2.87), via (2.74), (2.82) and (2.83) we get
|Dfj | ≤ C 〈λ〉ij,K
〈
λ−1
〉lj,K
Yp1 , j = 3, 4, (2.89)
for |K| ≤ 1. Note that the restriction on the order of derivatives K is due to the nonlinear term in the definition of fj . We
put
B2 = − (f3,∇Q)
λ3 ‖Q‖2L2
(2.90)
and
M2 =
(f4, Q)
λ (ΛQ,Q)
. (2.91)
so that by Lemma 2.4 there exist solution T (2)1 to equation (2.84). By (2.89) we derive (2.61) with j = 2 for B2, M2 and
hence, for T (2) satisfies (2.61). Observe that thanks to the regularity of (−∆+ 1)−1 , we can estimate the second derivative
on the y variable of T (2) by using (2.89) only. Let us prove (2.62). Using (2.82), (2.80) with δ = 3−p12p1 and δ
′ close to δ, and
(2.83) we estimate
∣∣∣∂kχ (ReN (T (1)) ,∇Q)∣∣∣+ ∣∣∣∂kχ (ImN (T (1)) , Q)∣∣∣ ≤ C (|β|Θ)p1 + C ∣∣∣UV (∣∣∣χλ
∣∣∣)∣∣∣1+ p1−14 , k ≥ 0.
Hence, from (2.90) and (2.91) we prove (2.62) for j = 2. Finally, as
|N (a+ b)−N (a)| ≤ C |b|
(
|a|p1−1 + |b|p1−1
)
, (2.92)
using (2.61) and (2.62) with j = 1, 2, in (2.88) we obtain (2.63) with n = 2.
We now proceed by induction. Suppose that we have constructed T (j), Bj ,Mj , j = 1, ..., n, for some n ≥ 3, satisfying
estimates (2.61), (2.62) and ∥∥∥e− 3−p12p1 |·|D2T (j) (·)∥∥∥
L∞
≤ C ((|β|+Θ)Θ + ∣∣UV (∣∣χλ ∣∣)∣∣) , (2.93)
for |K| ≤ 2 and |k|+ k1 + |k3| ≤ 1. Denote
Υ(n) = T (n)1 + iT (n)2 , with T (n)1 =
n∑
j=1
T
(j)
1 , T (n)2 =
n∑
j=1
T
(j)
2 ,
14
and
B(n) =
n∑
j=1
Bj , M(n) =
n∑
j=1
Mj.
Let us consider the equations(
L+ − λ2V
(∣∣∣y + χ
λ
∣∣∣))T (n+1)1 = f2n+1 = −λ3 (Bn+1 · y)Q+Re(N (Υ(n))−N (Υ(n−1))) (2.94)
and (
L− − λ2V
(∣∣∣y + χ
λ
∣∣∣))T (n+1)2 = f2n+2 = −λMn+1ΛQ+ Im(N (Υ(n))−N (Υ(n−1))) . (2.95)
We put
Bn+1 = −
(
Re
(N (Υ(n))−N (Υ(n−1))) ,∇Q)
λ3 ‖Q‖2L2
and Mn+1 =
(
Im
(N (Υ(n))−N (Υ(n−1))) , Q)
λ (ΛQ,Q)
. (2.96)
Using (2.92) we have ∣∣∣N ((Υ(n)))−N (Υ(n−1))∣∣∣ ≤ C ∣∣∣T (n)∣∣∣ ∣∣∣Υ(n−1)∣∣∣p1−1 . (2.97)
Then, by (2.61) we show
|Dfi| ≤ C 〈λ〉k
〈
λ−1
〉l 〈|β|〉mY (|β|+Θ( |χ|λ ))(p1−1)n , i = 2n+ 1, 2n+ 2,
for |K| ≤ 1 and some k, l,m ≥ 0. Then, Bn+1 and Mn+1 satisfy (2.61) with j = n + 1. By Lemma 2.4 we can solve (2.94)
and (2.95) with T (n+1)1 and T
(n+1)
2 satisfying (2.61) with j = n+ 1. We put
T
(n+1) = T
(n+1)
1 + iT
(n+1)
2 . (2.98)
Then, from the equations (2.96), using (2.97) (with n replaced by n− 1) and (2.93) we deduce (2.62) for j = n+1. Moreover,
we prove
∣∣∣e− 3−p12 |·|D2f2n+1∣∣∣ + ∣∣∣e− 3−p12 |·|D2f2n+2∣∣∣ ≤ C (((|β|+Θ)Θ)p1 + ∣∣UV (∣∣χλ ∣∣)∣∣p1) , for |K| ≤ 1. Then, by Lemma 2.5
and (2.61) we show that (2.93) is true for T (n+1). Introducing T = Υ(n) + T (n+1), B = B(n+1), M =M(n+1), into (2.46) we
get
Eapr (Q+ T ) = −iλMΛT − λ3 (B · y)T
+iλ2
(
2β · ∇χ (T − T1) +B · ∇βT +M ∂T∂λ
)
+N ((Υ(n+1)))−N (Υ(n)) .
Hence, using (2.61) and (2.62) we prove (2.63) for n = N + 1.
In the case when the potential does not decay fast enough, that is, V = V (2), with V (2) given by (2.19), the construction
of Lemma 2.6 is not good enough to obtain a priori estimates on the modulation parameters of Section 4.1 (see Remark 4.1).
In order to cover also this case, we present a different construction in the following Lemma. We denote
Ψ = min
{∣∣∣V ′ (∣∣∣χ
λ
∣∣∣)∣∣∣+
∣∣V (∣∣χλ ∣∣)∣∣
|χ| + e
− |χ|2λ + e−
|χ|
2 ,
∣∣∣V (∣∣∣χ
λ
∣∣∣)∣∣∣
}
,
Z =
(|β|+ ∣∣V (∣∣χλ ∣∣)∣∣)
and
e = e (y) = inf
0<δ<1
{
C (δ) e−δ|y|
}
, 0 < C (δ) <∞.
Lemma 2.7 Suppose that V = V (2). Let Ξ = (χ, β, λ) ∈ Rd × Rd × R+ be a vector of parameters with λ ≥ λ0 > 0 such
that λ2 supr∈R V (r) < 1. There is C (V ) > 0 such that for any |χ| ≥ C (V ) the following holds. Given n ≥ 0, there exist
T˜
(j)
, B˜j , M˜j ∈ L∞
(
Rd
)
, j = 0, ..., n satisfying
∣∣∣∂k1λ ∂k2y T˜ (0)∣∣∣ ≤ CCk,k1,j (λ) ∣∣V (∣∣χλ ∣∣)∣∣ e,∣∣∣D2T˜ (0)∣∣∣ ≤ CK,j (λ) Ψe, k ≥ 1,∣∣∣DT˜ (1)∣∣∣ ≤ Cj,K 〈λ〉ij,K 〈λ−1〉lj,K 〈|β|〉mj,K Ψe,∣∣∣DT˜ (j)∣∣∣ ≤ Cj,K 〈λ〉ij,K 〈λ−1〉lj,K 〈|β|〉mj,K (Ψ2 + |β| ∣∣V ′′ (∣∣χλ ∣∣)∣∣)Zj−1e, j ≥ 2,
(2.99)
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and ∣∣∣∂k1λ ∂k3β B˜1∣∣∣+ ∣∣∣∂k1λ ∂k3β M˜1∣∣∣ ≤ Cj,K 〈λ〉ij,K 〈λ−1〉lj,K 〈|β|〉mj,K Ψ,
∣∣∣D1B˜1∣∣∣+ ∣∣∣D1M˜1∣∣∣ ≤ Cj,K 〈λ〉ij,K 〈λ−1〉lj,K 〈|β|〉mj,K (Ψ2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣) , k ≥ 1,
∣∣∣D1B˜j∣∣∣+ ∣∣∣D1M˜j∣∣∣ ≤ Cj,K 〈λ〉ij,K 〈λ−1〉lj,K 〈|β|〉mj,K (Ψ2 + |β| ∣∣V ′′ (∣∣χλ ∣∣)∣∣)Zj−1, j ≥ 2,
(2.100)
for all |K| ≥ 0, with some ij,K , lj,K ,mj,K ≥ 0 and Cj,K , η, δj,K > 0. For the approximation Q+ T, with T =
∑n
j=0 T˜
(j)
, the
error Eapr (Q+ T ) satisfies the estimate
|Eapr (Q+ T )| ≤ Cn 〈λ〉in
〈
λ−1
〉ln 〈|β|〉mn ΨZne. (2.101)
Proof. In the recursive construction of T (j) presented in Lemma 2.6 we do not consider the terms in (2.46) containing
derivatives of T, treating them as an error. It is possible thanks to the correct decay of these terms. This is not the case now.
We need to take into account the derivatives of T (j) in their recurrent equations. As consequence, we must control high order
derivatives DT (j). This requires to control the derivatives of the nonlinear term, which may be not smooth enough. To avoid
any issue, we approximate the nonlinear term by polynomials in the following way (see step 7 in the proof of Proposition 3.1
of [32]). For z ∈ C, we consider the function n (z) = |1 + z|p−1 (1 + z) . For j ≥ 0, let Pj (z) be the homogeneous term of
order j in the Taylor approximation of n (z) for |z| ≤ 12 . Then as |n (z)| ≤ C |z|p , for all z ∈ C, we get∣∣∣∣∣∣n (z)−
m∑
j=0
Pj (z)
∣∣∣∣∣∣ ≤ Cm |z|m+1 , z ∈ C, m ≥ 0.
Using the last relation we get ∣∣∣∣∣∣|Q+ T |p−1 (Q+ T )−Qp
m∑
j=0
Pj
(
T
Q
)∣∣∣∣∣∣ ≤ CmQp−m−1 |T |m+1 . (2.102)
In particular ∣∣∣∣N (T )−QpPm
(
T
Q
)∣∣∣∣ ≤ CmQp−m−1 |T |m+1 . (2.103)
where we denote
Pm =
m∑
j=2
Pj , m ≥ 2.
Let us consider the equation
L+T
(0) = λ2V
(∣∣∣χ
λ
∣∣∣)Q. (2.104)
Since the right-hand side is orthogonal to ∇Q, it follows from (6.3) that there exists a solution T (0) to (2.104) which satisfies∣∣∣D2T (0)∣∣∣ ≤ C0 (λ) ∣∣∣V (k) (∣∣∣χ
λ
∣∣∣)∣∣∣ e, k + k1 + k2 ≥ 0. (2.105)
By the parity symmetry of equation (2.104), T (0) may be chosen even. Actually, since L+ (ΛQ) = −2Q, T (0) is given explicitly
by T (0) = −λ2V (∣∣χλ ∣∣) ΛQ2 .
For j ≥ 1 and m ≥ 2, we define recursively Tj as an even solution of the equation
L+T
(j) = Fj = λ
2V
(∣∣∣χ
λ
∣∣∣)T (j−1) +Qp
(
Pm
(
Q−1
j−1∑
i=0
T (i)
)
−Pm
(
Q−1
j−2∑
i=0
T (i)
))
. (2.106)
Due to the parity of T (0), for j ≥ 1 the right-hand side of (2.106) is orthogonal to ∇Q and hence, such T (j) exists. Observe
that
|Pm (a+ b)−Pm (a)| ≤ Cm 〈a〉m 〈b〉m |b| (|b|+ |a|) . (2.107)
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Then, as
∣∣V (k)∣∣ ≤ C (k) |V | , for all k ≥ 0, by induction in j we estimate∣∣∣∂k1λ ∂k2y T (j)∣∣∣ ≤ Ck,k1,j (λ) ∣∣V (∣∣χλ ∣∣)∣∣1+j e,∣∣D2T (j)∣∣ ≤ Ck,k1,j (λ) ∣∣V ′ (∣∣χλ ∣∣)∣∣ ∣∣V (∣∣χλ ∣∣)∣∣j e, k = 1,∣∣D2T (j)∣∣ ≤ Ck,k1,j (λ)(∣∣V ′ (∣∣χλ ∣∣)∣∣2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣ ∣∣V (∣∣χλ ∣∣)∣∣) ∣∣V (∣∣χλ ∣∣)∣∣j−1 e, k ≥ 2.
(2.108)
Let j be such that jρ ≥ 1. Then, by (2.15)
∣∣∣∂kχ∂k1λ T (j)∣∣∣ ≤ Ck,k1,j (λ) ∣∣∣V (∣∣∣χλ
∣∣∣)∣∣∣ |χ|−jρ e ≤ CCk,k1,j (λ)
∣∣V (∣∣χλ ∣∣)∣∣
|χ| e. (2.109)
We put T˜
(0)
=
∑j
i=0 T
(i) and B0 = M0 = 0. By (2.108)∣∣∣∂k1λ ∂k2y T˜ (0)∣∣∣ ≤ CCk,k1,j (λ) ∣∣V (∣∣χλ ∣∣)∣∣ e,∣∣∣D2T˜ (0)∣∣∣ ≤ CK,j (λ) ∣∣V ′ (∣∣χλ ∣∣)∣∣ e, k = 1,∣∣∣D2T˜ (0)∣∣∣ ≤ CK,j (λ)(∣∣V ′ (∣∣χλ ∣∣)∣∣2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣) e, k ≥ 2.
(2.110)
In particular, we get (2.99) for T˜
(0)
. From (2.46) we have
Eapr
(
Q+ T˜
(0)
)
= λ2
(
V
(∣∣y + χλ ∣∣)− V (∣∣χλ ∣∣)) (Q+ T˜ (0))+ λ2V (∣∣χλ ∣∣)T (j)
+iλ2
(
2β · ∇χT˜ (0)
)
+Qp
(
Pm
(
Q−1T˜
(0)
)
−Pm
(
Q−1
∑j−1
i=0 T
(i)
))
+N
(
T˜
(0)
)
−QpPm
(
Q−1T˜
(0)
)
.
(2.111)
Similarly to the proof of (2.32), by using (2.40) we show that
∣∣∣V (∣∣∣y + χ
λ
∣∣∣)− V (∣∣∣χ
λ
∣∣∣)∣∣∣ e− |y|2 ≤ C 〈λ〉i 〈λ−1〉l
(∣∣∣V ′ (∣∣∣χ
λ
∣∣∣)∣∣∣+
∣∣V (∣∣χλ ∣∣)∣∣
|χ| + e
− |χ|2λ
)
, i, l > 0. (2.112)
Hence, by (2.103), (2.107), (2.108), (2.109) and (2.111) we obtain
∣∣∣Eapr (Q + T˜ (0))∣∣∣ ≤ C
(
Ψ+
∣∣∣V (∣∣∣χ
λ
∣∣∣)∣∣∣m+1) e. (2.113)
Taking
m = j + n (2.114)
in (2.113) and using (2.15) we get ∣∣∣Eapr (Q+ T˜ (0))∣∣∣ ≤ CΨ(1 + ∣∣∣V (∣∣∣χ
λ
∣∣∣)∣∣∣n) e.
In particular, we attain (2.101) for n = 0.
Let us consider now the equation
(
L+ − λ2V
(∣∣y + χλ ∣∣)) T˜1 = −λ3 (B · y)(Q+ T˜ (0))+ λ2 (V (∣∣y + χλ ∣∣)− V (∣∣χλ ∣∣)) (Q+ T˜ (0))
+λ2V
(∣∣χ
λ
∣∣)T (j) +Qp (Pm (Q−1T˜ (0))−Pm (Q−1∑j−1i=0 T (i))) . (2.115)
Observe that (
(B · y)
(
Q+ T˜
(0)
)
,∇Q
)
= −B
(
‖Q‖2L2 −
(
y1T˜
(0)
, q′
))
.
Moreover, by (2.110), for all |χ| ≥ C > 0, with C large enough,
‖Q‖2L2 −
(
y1T˜
(0)
, q′
)
≥ ‖Q‖
2
L2
2
.
Then, since T˜
(0)
is even, taking
B˜1 = −
((
V
(∣∣y + χλ ∣∣)− V (∣∣χλ ∣∣)) (Q+ T˜ (0)) ,∇Q)
λ
(
‖Q‖2L2 −
(
y1T˜
(0)
, q′
))
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we assure that the right-hand side of (2.115) is orthogonal to ∇Q. Using (2.32), (2.110), (2.112) we deduce∣∣∣∂k1λ B˜1∣∣∣ ≤ C1,K 〈λ〉i1,K 〈λ−1〉l1,K Ψ∣∣∣∂kχ∂k1λ B˜1∣∣∣ ≤ C1,K 〈λ〉i1,K 〈λ−1〉l1,K (Ψ2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣) , k ≥ 1.
Thus, (2.100) for B˜1 follows. Moreover, similarly to (2.74), via (2.32) and (2.107), we estimate∣∣∣∂k1λ ∂k2y T˜1∣∣∣ ≤ CC1,K 〈λ〉i1,K 〈λ−1〉l1,K Ψe∣∣∣D2T˜1∣∣∣ ≤ CC1,K 〈λ〉i1,K 〈λ−1〉l1,K (Ψ2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣) e, k ≥ 1. (2.116)
We now consider the equation
(
L− − λ2V
(∣∣∣y + χ
λ
∣∣∣)) T˜2 = −λMΛ(Q+ T˜ (0))+ λ2
(
M˜1
∂T˜
(0)
∂λ
)
+ 2λ2β · ∇χ
(
T
(0) + T˜1
)
. (2.117)
Since (ΛQ,Q) 6= 0, by (2.110) and (2.116), for all |χ| ≥ C > 0, with C large enough,∣∣∣∣∣
(
Λ
(
Q+ T˜
(0)
)
− λ∂T˜
(0)
∂λ
,Q
)∣∣∣∣∣ ≥ |(ΛQ,Q)|2 .
Then, we define M˜1 by
M˜1 =
2λ(
Λ
(
Q + T˜
(0)
)
− λ∂T˜ (0)∂λ , Q
) (β · ∇χ (T (0) + T˜1) , Q) . (2.118)
Using (2.110) and (2.116) we see that∣∣∣∂k1λ ∂k2y M˜1∣∣∣ ≤ CC1,K 〈λ〉i1,K 〈λ−1〉l1,K 〈|β|〉mj,K Ψ,
∣∣∣D2M˜1∣∣∣ ≤ CC1,K 〈λ〉i1,K 〈λ−1〉l1,K 〈|β|〉mj,K (Ψ2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣) , k ≥ 1,
(2.119)
and thus, we get (2.100) for M˜1. Moreover, we have∣∣∣DT˜2∣∣∣ ≤ CC1,K 〈λ〉i1,K 〈λ−1〉l1,K Ψe. (2.120)
We set T˜
(1)
= T˜1+ iT˜2. By (2.116) and (2.120) we deduce (2.99) for T˜
(1)
. Using (2.106), (2.115) and (2.117) in (2.46) we get
Eapr (T ) = Eapr
(
Q+ T˜
(0)
+ T˜
(1)
)
= −iλM˜1ΛT˜ (1) − λ3
(
B˜1 · y
)
T˜
(1)
+iλ2
(
2iβ · ∇χT˜2 + iB˜1 · ∇β T˜2 + M˜1 ∂T˜
(1)
∂λ
)
+N
(
T˜
(0)
+ T˜
(1)
)
−Qp
(
Pm
(
Q−1
(
T˜
(0)
+ T˜
(1)
)))
+Qp
(
Pm
(
Q−1
(
T˜
(0)
+ T˜
(1)
))
−Pm
(
Q−1T˜
(0)
))
.
Therefore, as m is given by (2.114), from (2.99), (2.103) and (2.107) we get
|Eapr (T )| ≤ C1 〈λ〉i1
〈
λ−1
〉l1 〈|β|〉m1 Ψ (|β|+ ∣∣V (∣∣χλ ∣∣)∣∣) (1 + ∣∣V (∣∣χλ ∣∣)∣∣n−1) ,
and hence (2.101) with n = 2.
We now proceed by induction. Suppose that we have constructed T˜
(j)
, B˜j , M˜j, j = 0, ..., n, for some n ≥ 3, in such a way
that (2.99), (2.100) and (2.101) hold for all j = 0, ..., n. Denote
Υ˜(n) = T˜ (n)1 + iT˜ (n)2 , with T˜ (n)i =
n∑
j=1
T˜
(j)
i , i = 1, 2,
and
B˜(n) =
n∑
j=1
B˜j , M˜(n) =
n∑
j=1
M˜j.
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Let us consider the equations(
L+ − λ2V
(∣∣∣y + χ
λ
∣∣∣)) T˜ (n+1)1 = −λ3 (B˜n+1 · y)(Q+ T˜ (0))+ f˜2n+1 (2.121)
with
f˜2n+1 = −λ3
(
B˜(n) · y
)
T˜
(n)
1 − λ3
(
B˜n · y
)
T˜ (n−1)1 + λM˜(n)ΛT˜ (n)2 + λM˜nΛT˜ (n−1)2
−2λ2
(
β · ∇χT˜ (n)2
)
− λ2
(
B˜(n) · ∇β T˜ (n)2 + M˜(n) ∂T˜
(n)
2
∂λ
)
− λ2
(
B˜n · ∇β T˜ (n−1)2 + M˜n ∂T
(n−1)
2
∂λ
)
+QpRe
(
Pm
(
Q−1Υ˜(n)
)
−Pm
(
Q−1Υ˜(n−1)
))
,
(2.122)
and (
L− − λ2V
(∣∣∣y + χ
λ
∣∣∣)) T˜ (n+1)2 = −λM˜n+1Λ(Q+ T˜ (0))+ λ2
(
M˜n+1
∂T˜
(0)
∂λ
)
+ f˜2n+2 (2.123)
with
f˜2n+2 = −λM˜(n)ΛT˜ (n)1 − λM˜nΛT˜ (n−1)1 − λ3
(
B˜(n) · y
)
T˜
(n)
2 − λ3
(
B˜n · y
)
T˜ (n−1)2
+2λ2
(
β · ∇χT˜ (n)1
)
+ λ2
(
B˜(n) · ∇β T˜ (n)1 + M˜(n) ∂T˜
(n)
1
∂λ
)
+ λ2
(
B˜n · ∇β T˜ (n−1)1 + M˜n ∂T˜
(n−1)
1
∂λ
)
+Qp Im
(
Pm
(
Q−1Υ˜(n)
)
−Pm
(
Q−1Υ˜(n−1)
))
.
(2.124)
We put
B˜n+1 = −
(
f˜2n+1,∇Q
)
λ3
(
‖Q‖2L2 −
(
y1T˜
(0)
, q′
)) and M˜n+1 =
(
f˜2n+2, Q
)
λ
(
Λ
(
Q+ T˜
(0)
)
− λ∂T˜ (0)∂λ , Q
) . (2.125)
Using the hypothesis of induction we see that Bn+1 and Mn+1 satisfy (2.100) with j = n + 1. We recursively define T
(n+1)
1
and T (n+1)2 as solutions to equations (2.94) and (2.95), which exist thanks to (2.125) and Lemma 2.4. We put
T
(n+1) = T
(n+1)
1 + iT
(n+1)
2 .
As (2.99) holds for all j = 0, ..., n, and (2.100) is true for all j = 0, ..., n+ 1, from (2.122) and (2.124) we deduce (2.99) for
j = n+ 1. Introducing T = Υ(n) + T (n+1), B = B(n+1), M =M(n+1), into (2.46) we get
Eapr (Q+ T ) = −iλM˜(n+1)ΛT˜ (n+1) − iλM˜n+1ΛΥ˜(n) − λ3
(
B˜(n+1) · y
)
T˜
(n+1) − λ3
(
B˜n+1 · y
)
Υ˜(n)
+iλ2
(
2β · ∇χT˜ (n+1) + B˜(n+1) · ∇βT˜ (n+1) + B˜n+1 · ∇βΥ˜(n) + M˜(n+1) ∂T˜
(n+1)
∂λ + M˜n+1
∂Υ˜(n)
∂λ
)
+N ((Υ(n+1)))−Qp (Pm (Q−1Υ˜(n))) .
From the validity of (2.99) and (2.100), for any j = 0, ..., n+ 1, using (2.103), we prove (2.101) with n replaced by n+ 1.
Let us formulate the approximation result. Given a vector of parameters Ξ = (χ, β, λ) ∈ Rd×Rd×R+ and γ ∈ R consider
the approximate solutions T (j) and T˜
(j)
of Lemmas 2.6 and 2.7, respectively. For j ≥ 0, we denote these solutions by T (j)
independently of the case. Let the approximate soliton solution to the perturbed NLS equation be
W(N) (t, x; Ξ) = λ− 2p−1W
(
x− χ
λ
)
e−iγeiβ·x. (2.126)
with
W = Q+
∑N
j=0T
(j). (2.127)
We have the following.
Lemma 2.8 Let Ξ (t) = (χ (t) , β (t) , λ (t)) and γ (t) be C1 functions on a time interval I = [t0, t1], t1 ≤ ∞. Suppose that
for t ∈ I
1 ≤ |χ (t0)|
2
≤ |χ (t)| , |β (t)| ≤ 2 |β (t0)| ,
0 <
λ (t0)
2
≤ λ (t) ≤ 2λ (t0) .
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Let N ≥ 1. Then, W =W(N) satisfies
i∂tW +∆W + |W|p−1W + VW = λ− 2p−1
(
E(N) +R (W )
)(x− χ (t)
λ (t)
)
e−iγ(t)eiβ(t)·x, (2.128)
where R (W ) is given by (2.45) and the error term E(N) satisfies the estimate∣∣∣E(N)∣∣∣ ≤ CN,λ,βY
((
|β|+Θ
(
|χ|
λ
))A(N)
+
∣∣UV (∣∣χλ ∣∣)∣∣
)
, (2.129)
with A (N) = min{N (p1 − 1) , 2} and CN,λ,β > 0. In addition, in the case when V = V (2), the estimate∣∣∣E(N)∣∣∣ ≤ CN,λ,βΨZNe (2.130)
is true.
Proof. The result follows from (2.5), (2.43) and Lemmas 2.6, 2.7.
2.3 Approximate modulation parameters.
We want to construct approximate modulation equations for Ξ (t) and γ (t) . For λ∞ ∈ R+ let us consider the problem of the
motion in the central field 

χ˙∞ = 2β∞,
β˙∞ =
1
2λ ‖Q‖2L2
χ∞
|χ∞|U
′
Vλ∞
(
|χ∞|
λ∞
)
(2.131)
where we emphasize the dependence of V on λ (recall (2.4)). The energy of the system is given by
E0 =
|χ˙∞|2
2
− UVλ∞
(
r∞
λ∞
)
‖Q‖2L2
(2.132)
where r∞ = |χ∞| . The unbounded solutions χ∞ of (2.13) have the following behaviour for large t depending on the regime.
If E0 > 0, for some Chyp, C′hyp > 0, we have
r∞ = Chypt+ o (t) and |β∞| = C′hyp + o (1) . (2.133)
In the case E0 = 0, the unbounded solutions, if they exist behave as
t =
‖Q‖L2√
2
∫ |χ∞|
r0
dr√
UVλ∞
(
r
λ∞
)− µ2r2
+ t0 (2.134)
where µ ≥ 0 is the angular momentum, and
|β∞| =
√
UVλ∞
(
r∞
λ∞
)− µ2
(r∞)2√
2 ‖Q‖L2
. (2.135)
Let λ∞ ∈ R+ and Ξ∞ (t) = (χ∞ (t) , β∞ (t) , λ∞) be a solution to (2.13) and γ∞ (t) be given by (2.14).
Remark 2.9 Observe that in the case E0 = 0, if the potential UVλ∞
(
|χ∞|
λ∞
)
decays faster than the centrifugal energy term
µ2
|χ∞|2 , with µ > 0, all the solutions are bounded. Therefore, in that case, the unbounded solutions are possible only if µ = 0.
If the potential decays slower than r2, for instance if
|Vλ∞ (r)| ≥ c 〈r〉−2+ν > 0, (2.136)
for some 0 < ν < 2, then the solution to (2.131) with E0 = 0 is given by
χ∞ (t) = r∞ (t) θ∞ (t) , (2.137)
with r∞ (t) solving
r˙∞ =
√
2
‖Q‖2L2
UVλ∞
(
r∞
λ∞
)
− µ
2
(r∞)2
. (2.138)
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and θ∞ (t) satisfying ∣∣∣θ˙∞ (t)∣∣∣ = µ
(r∞)2
. (2.139)
By (2.136), for any θ∞0 ∈ Sd−1, there is a solution θ∞ (t) for (2.139) such that
|θ∞ (t)− θ∞0 | ≤
∫ ∞
t
µ
(r∞)2
dτ ≤ C
∫ ∞
t
r˙∞dτ√
V
(
r∞
λ∞
)
(r∞)2
≤ C
∫ ∞
r∞
dr∞
(r∞)1+ν/2
≤ C (r∞)−ν/2 . (2.140)
We now define the approximate system of modulation parameters. The form of R (W ) in (2.128) suggests to define the
approximate system as follows. For j ≥ 1, let Bj , Mj and B˜j , M˜j be defined by Lemmas 2.6 and 2.7, respectively. We omit
the tilde and write Bj , Mj in both cases. Denote
B(N) =
N∑
j=1
Bj and M(N) =
N∑
j=1
Mj
Consider the system 

χ˙(N) = 2β(N),
β˙(N) = B(N),
λ˙(N) = M(N).
(2.141)
Let us show that (2.141) may be solved from infinity with asymptotic behaviour given by Ξ∞ (t) . Observe that by Condition
1.1 the potential is given either by
V (r) = V (1) (r) , (2.142)
where
∣∣V (1) (r)∣∣ ≤ Ce−cr, for some c > 0, or else V (r) = V (2) (r) . Also by Condition 1.1
|U ′V ′ (r)| ≤ C |U ′V (r)| . (2.143)
By assumption (1.5) there are constants R1,R2 ∈ R such that
U ′V ′
λ
(r)Y (r, λ) = R1 + o (1) and
U ′Vλ (r)
r
Y (r) = R2 + o (1) , (2.144)
as r →∞, where we denote
Y (r, λ) =

∫ r
r0
dτ√
UVλ
(
τ
λ
)


2
.
Lemma 2.10 Let V satisfy by Condition 1.1. For any N ≥ 1 there is a solution Ξ(N) (t) = (χ(N) (t) , β(N) (t) , λ(N) (t)) to
(2.141) on [T0,∞), with T0 large enough. This solution satisfies the following asymptotics depending on the energy E0 given
by (2.132). If E0 > 0, then∣∣∣χ(N) (t)− χ∞ (t)∣∣∣+ |β∞ (t)|−1 ∣∣∣β(N) (t)− β∞ (t)∣∣∣ + ∣∣∣λ(N) (t)− λ∞∣∣∣ = o (1) . (2.145)
If E0 = 0, suppose in addition that V (r) ≥ 0, for all r large enough. Then∣∣∣∣∣
∣∣χ(N) (t)∣∣
|χ∞ (t)| − 1
∣∣∣∣∣+ |β∞ (t)|−1
∣∣∣β(N) (t)− β∞ (t)∣∣∣+ ∣∣∣λ(N) (t)− λ∞∣∣∣ = o (1) . (2.146)
Proof. The proof of (2.145) follows by a fixed point argument similarly to Lemma A.1 in [26]. We omit the proof.
We turn to relation (2.146). As we are interested in unbounded solutions, by Remark 2.9 we put
µ = 0, if |V (r)| ≤ C 〈r〉−2 . (2.147)
Suppose first that V = V (1). In this case we can precise the behaviour of |χ∞| . By the definition (2.25) and (2.26) of UV (ξ),
integrating by parts, for r0 large enough we show that
C′
er
∞+ (d−1)2 ln r
∞√
C± (r∞)
≤
∫ r∞
r0
dr√
UVλ∞ (r)
≤ C e
r∞+ (d−1)2 ln r
∞√
C± (r∞)
, with some C,C′ > 0,
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if V (r) = V− (r) or V (r) = V+ (r) , with H (r) = o (r) . Moreover, if V (r) = V+ (r) , with 0 < cr ≤ H (r) < 2r, we estimate
C′er
∞+ (d−1)2 ln r
∞−H(r
∞)
2 ≤
∫ r∞
r0
dr√
UVλ∞ (r)
≤ Cer∞+ (d−1)2 ln r∞−H(r
∞)
2 ,
Then, (2.147) and (2.134) imply
r∞ = K (V ) (1 + o (1)) ln t, as t→∞, (2.148)
with
K (V ) =
{
1, if V = V− or V = V+, with H (r) = o (r) ,(
limτ→∞
(
1− H(τ)2τ
))−1
, V = V+, with 0 < cr ≤ H (r) < 2r. (2.149)
Let us write χ∞ = r∞θ∞ (t) , with r∞ > 0 and θ∞ (t) ∈ Sd−1. Then, as in this case we put µ = 0, we have θ∞ (t) =
θ∞0 =constant and |χ˙∞| = r˙∞. By Lemma 2.6 we can rewrite (2.141) as follows

χ˙ = 2β,
β˙ = B (χ, λ) + f1 (χ, β, λ) ,
λ˙ = g1 (χ, β, λ) ,
(2.150)
(we omit the index N in χ, β, λ) where
|f1 (χ, β, λ)| ≤ C (χ, β, λ)
(((|β|+Θ (∣∣χλ ∣∣))Θ (∣∣χλ ∣∣))p1 + ∣∣UV (∣∣χλ ∣∣)∣∣p1) , (2.151)
and
|g1 (χ, β, λ)| ≤ C (χ, β, λ)
(((|β|+Θ (∣∣χλ ∣∣))Θ (∣∣χλ ∣∣))+ ∣∣UV (∣∣χλ ∣∣)∣∣) . (2.152)
Let us consider the intermediate system {
χ˙app = 2βapp,
β˙app = B (χapp, λ
∞) .
(2.153)
Using Lemma 2.2 we have
B (χapp, λ
∞) =
χapp
|χapp|
c0
4λ∞
(1 + o (1))U ′Vλ∞
(∣∣χapp
λ∞
∣∣)
with c0 = 2 ‖Q‖−2L2 . Then, from (2.153) we deduce
d
dt
|χ˙app|2 = c0 (1 + o (1)) d
dt
UVλ∞
( rapp
λ∞
)
. (2.154)
We take χapp = rappθ∞0 of angular momentum µ = 0 such that rapp →∞, r˙app → 0 as t→∞. Integrating (2.154) on [t,∞)
and using Lemma 2.2 we get
r˙app =
(
c0
(
(1 + o (1))UVλ∞
( rapp
λ∞
)))1/2
,
Hence
t = c
−1/2
0
∫ rapp
r0
dr√
(1 + o (1))UVλ∞
(
r
λ∞
) + t0. (2.155)
Similarly to (2.148) we show that rapp = K (V ) (1 + o (1)) ln t, as t→∞. Then,∣∣∣rapp
r∞
− 1
∣∣∣ = o (1) and |βapp − β∞| = o (1) |β∞| . (2.156)
Let us decompose χ (t) = χ
app
(t) + δ (t) and λ (t) = λ∞ + µ (t) . We aim to prove that for some T0 > 0 sufficiently big the
following a priori estimates are true
|δ (t)| ≤ t− p14 ,
∣∣∣δ˙ (t)∣∣∣ ≤ t−(1+ p14 ), |µ (t)| ≤ t− 34 (2.157)
for all t ∈ [T0,∞). In view of relation (2.27) we write B (χ, λ) = χ|χ|b (|χ| , λ) . Linearizing B (χ, λ) around (χapp, λ∞) we get
B (χ, λ) = B (χapp, λ
∞) + (θ∞0 · δ) θ∞0 b′ (|χapp| , λ∞) + f2
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where via (2.143)
f2 = O
(
|∂λB (χapp, λ∞)| |µ|+ |δ||χapp| |b (|χapp| , λ
∞)|+ |δ|2 |b′ (|χapp| , λ∞)|
)
= O
(
|U ′V (r)|
(
|µ|+ |δ||χapp| + |δ|
2
))
.
We use the Cartesian coordinates with the x1-axis directed along the vector θ∞0 . We decompose δ =
∑d
j=1 δj~ej, and ~ej ,
j = 1, ..., d is the canonical basis in these coordinates. Then (θ∞0 · δ) θ∞0 = δ1 and by (2.150) we obtain{
δ¨ = b′ (|χapp| , λ∞) δ1~e1 + 2f1 (χ, β, λ) + 2f2,
λ˙ = g1 (χ, β, λ) .
(2.158)
It follows from (2.138) that r˙∞ = X , where
X =
√
UVλ∞
(
r∞
λ∞
)
. (2.159)
Using (2.151), (2.152), (2.157) and (2.148) we estimate
|f1 (χ, β, λ)| ≤ C (χ, β, λ)X p1 ≤ Ct−2−p1 ,
|f2| ≤ C
t2
(
t−
3
4 + t−
p1
4 (ln t)
−1
+ t−p1
)
and
|g1 (χ, β, λ)| ≤ C (χ, β, λ)X ≤ Ct−2.
Then, from (2.158), for some T0 > 0 big enough we get
|δj | ≤ 1
2t
p1
4
, |δj | ≤ 1
2t1+
p1
4
, j = 2, ..., d, (2.160)
and
|µ (t)| ≤ 1
2t
3
4
, (2.161)
for t ∈ [T0,∞). Let us estimate δ1. Using Lemma 2.2 with V ′ instead of V, we have
b′ (|χapp| , λ∞) = c0 (λ∞) (1 + o (1))U ′V ′
( rapp
λ∞
)
.
Then
δ¨1 = c0 (1 + o (1))U
′
V ′
( rapp
λ∞
)
δ1 +O
(
t−2−p1
)
.
By (2.144) and (2.155) we deduce U ′V ′
( rapp
λ∞
)
= (R1 + o (1)) c−10 (λ∞) t−2. Thus
δ¨1 = R1t−2δ1 +O
(
o (1) t−2 |δ1|+ t−2−p1
)
. (2.162)
If R1 = 0, we improve the estimate on δ1 and δ˙1 (2.157) directly by integrating (2.162). If R1 6= 0, the linear equation
δ¨1 = R1t−2δ1 has two linearly independent solutions δ(1)1 , δ(2)1 such that
∣∣∣δ(1)1 δ(2)1 ∣∣∣ ≤ Ct. By variation of parameters we solve
(2.162) and via (2.157) we estimate the solution as
|δ1| ≤ Co (1)
∫ ∞
t
(
τ−1 |δ1|+ τ−1−p1
)
and
∣∣∣δ˙1∣∣∣ ≤ Co (1) (t−1 |δ1|+ t−1−p1)
Hence, for T0 > 0 big enough we obtain the bound |δ1| ≤
(
2t
p1
4
)−1
and
∣∣∣δ˙1∣∣∣ ≤ (2t1+p14 )−1 for t ∈ [T0,∞). Combining the
last relation with (2.160) and (2.161) we strictly improve (2.157). Then, by a contraction argument, via (2.156), we prove
the existence of a solution Ξ(N) (t) for (2.150) with the asymptotics (2.146).
Let now V = V (2). First we suppose that the potential V decays faster than |x|−2 . Namely,
|V (r)| ≤ C 〈r〉−2 . (2.163)
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We consider the intermediate system {
χ˙app = 2βapp,
β˙app =
χapp
|χapp|
(
1
2λ∞V
′
( |χapp|
λ∞
)
+ r (|χapp|)
)
.
(2.164)
Recall that ∣∣∣h(k)1 (r)∣∣∣ ≤ Cr−1h(k−1)1 (r) , k ≥ 1. (2.165)
Then ∣∣∣r( |χapp|λ∞ )∣∣∣ ≤ C ∣∣∣h′ ( |χapp|λ∞ )∣∣∣ ((∣∣∣h′ ( |χapp|λ∞ )∣∣∣+ 1|χapp|
)
V ′
( |χapp|
λ∞
)
+ |χapp|−2 V
( |χapp|
λ∞
))
.
Thus, it follows from (2.164) that
d
dt
|χ˙app|2 = d
dt
(
2V
( |χapp|
λ∞
)
(1 +O (h′ (|χapp|)))
)
. (2.166)
We take χapp = rappθ∞0 of angular momentum µ = 0 such that rapp →∞, r˙app → 0 as t→∞. Integrating (2.166) we get
r˙app =
√
2V
( rapp
λ∞
)
(1 +O (h′ (rapp))).
Then,
t =
∫ rapp
r0
dr√
2V
(
r
λ∞
)
(1 +O (h′ (r)))
+ t0 (2.167)
Let z (t) = rapp1(t)r∞(t) . We introduce
F (z) =
∫ zr∞
r0
dr√
2V
(
r
λ∞
)
(1 +O (h′ (r)))
.
and
F0 =
∫ r∞
r0
dr√
2V
(
r
λ∞
) .
Expanding F (z) around z = 1 we have
F (z) = F0 +O
((
V
(
r∞
λ∞
))− 12)+ F ′ (1) (z − 1) +O (F ′′ (1) (z − 1)2) .
By (2.134) t = F0 + t0. Then, using (2.167) we deduce
F (z)
F0
= 1 = 1 +
O
((
V
(
r∞
λ∞
))− 12)+ r∞F ′ (1) (z − 1) +O ((r∞)2 F ′′ (1) (z − 1)2)
F0
.
Hence,
|z − 1| =
O
((
V
(
r∞
λ∞
))− 12)
r∞F ′ (1)
= O
(
1
r∞
)
.
Thus, we obtain ∣∣∣∣rapp (t)r∞ (t) − 1
∣∣∣∣ = o (1) and |βapp − β∞| = o (1) |β∞| .
Then, arguing similarly to (2.157), we prove the existence of a solution Ξ(N) (t) for (2.150) with the asymptotics (2.146) in
the case when V decay faster than |x|−2.
Now, we consider the case of potentials that decay slower than |x|−2 . We suppose that (2.136) holds. Let χ∞ = r∞θ∞
and θ∞0 = limt→∞ θ
∞ (t) . Recall the definition (2.118) of M1 and estimate (2.119). Let us consider the intermediate system

χ˙app1 = 2βapp1,
β˙app1 =
1
2λapp1
χapp1
|χapp1|V
′
( |χapp1|
λapp1
)
,
λ˙app1 = M1 (λapp1) = O (|βapp1|Ψ) .
(2.168)
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Denote
Fµ (ξ) =
√
2V
(
ξ
λ∞
)
− µ
2
ξ2
.
We search a solution to (2.168) in the form
χapp1 = rapp1θ
∞
0 .
We denote µapp1 = λapp1 − λ∞. Using (2.165) we get O
(
µapp1
(
V ′
(
rapp
λapp1
)
+ rappV
′′
(
rapp
λapp1
)))
= O
(
µapp1V
′
(
rapp
λapp1
))
and
system (2.168) reads {
r¨app1 =
1
λ∞V
′ ( rapp1
λ∞
)
+O
(
µapp1V
′
(
rapp1
λapp1
))
,
λ˙app1 = M1 (λapp1) = O (r˙app1Ψ) ,
(2.169)
Let us prove that for some rapp1 there is T0 > 0 such that
|z (t)− 1| ≤ 1
(r∞)
ρ
4
and |µapp1| ≤ (r∞)−
ρ
2 , for t ∈ [T0,∞), (2.170)
where we denote z (t) = rapp1(t)r∞(t) . Integrating the first equation we get
r˙app1 = F0 (rapp1) +O
(
µapp1
√
V
(
rapp1
λapp1
))
From (2.138) we get
r˙∞ = Fµ (r∞) .
Then
z˙ =
1
r∞
(r˙app1 − zr˙∞) = 1
r∞
(F0 (zr
∞)− zFµ (r∞))
=
1
r∞
(
(F0 (zr
∞)− zF0 (r∞)) + z (F0 (r∞)− Fµ (r∞)) +O
(
µapp1
√
V
(
rapp1
λapp1
)))
.
We put w = z − 1. Linearizing F0 (zr∞) around z = 1 we have
w˙ =
(
F ′0 (r
∞)− F0 (r
∞)
r∞
)
w +w (r∞) (2.171)
with
w (r∞) = O

r∞F ′′0 (r∞)w2 + (r∞)−3 F ′0 (r∞) +
√
V
(
r∞
λ∞
)
(r∞)1+
ρ
2

 .
Using (2.136) we see that |h1 (r∞)| ≤ c ln r∞. Then, by (2.170), by (2.165) we get
w (r∞) = O
(
r˙∞
(r∞)1+
ρ
2
)
. (2.172)
By variation of parameters we get
w (t) = w−10 (t)
∫ ∞
t
w0 (τ)w (r
∞ (τ)) dτ
with
w0 (t) = e
∫
t
T0
(
F ′0(r
∞)−F0(r
∞)
r∞
)
.
For any 0 < δ < 1, there exists T0 > 0 sufficiently big, such that
ln
(
(r∞)1−δ
V 1+δ
)
≤ −
∫ t
T0
(
F ′0 (r
∞)− F0 (r
∞)
r∞
)
≤ ln
(
(r∞)1+δ
V 1−δ
)
. (2.173)
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Then, using (2.172) and (2.15), and taking δ small enough we obtain
|w (t)| ≤ C (V r∞)2δ
∫ ∞
t
r˙∞
(r∞)1+
ρ
2
dτ ≤ C (r∞)2δ(1−ρ)− ρ2 ≤ 1
2 (r∞)
ρ
4
. (2.174)
Integrating the second equation in (2.169) we deduce |µapp1| ≤ 12 (r∞)−
ρ
2 . Therefore, we strictly improve (2.170). Thus, we
show that there is a solution χapp1 to (2.168) such that∣∣∣∣rapp1 (t)r∞ (t) − 1
∣∣∣∣ ≤ 1
(r∞)
ρ
4
, |βapp1 − β∞| = o (1) |β∞| and |µapp1| ≤ (r∞)−
ρ
2 , for t ∈ [T0,∞). (2.175)
Let us now return to the full system (2.141). By Lemmas 2.2 and 2.7 we have

χ˙ = 2β,
β˙ = χ|χ|
(
1
2λV
′
(
|χ|
λ
))
+ f2 (χ, β, λ) ,
λ˙ = M1 (λ) + g2 (χ, β, λ) ,
(2.176)
(we omit the index N in χ, β, λ) where
|f2 (χ, β, λ)| ≤ C (χ, β, λ)
(
Ψ2 + r
(∣∣χ
λ
∣∣)+ |β| ∣∣V ′′ (∣∣χλ ∣∣)∣∣ + e− |χ|2 ) ,
and
|g2 (χ, β, λ)| ≤ C (χ, β, λ) Ψ2.
We write χ = χapp1 + δ˜ and λ = λapp1 + µ. Then, as χapp1 and λapp1 solve (2.168), from (2.176) we deduce

δ˜′′ = − 1λapp1 1rapp1 ((δ · θ∞0 ) θ∞0 + δ) V ′
(
rapp1
λapp1
)
+ (δ · θ∞0 ) θ∞0 (λapp1)−2 V ′′
(
rapp1
λapp1
)
+ f3 (χ, β, λ)
µ˙ =M ′1 (λapp1)µ+O
(
Ψ2
)
.
where
f3 (χ, β, λ) = f2 (χ, β, λ) +O
((
V ′′
( rapp1
λ∞
)
rapp1 + V
′ ( rapp1
λ∞
)) |µ|)
+O
(
V ′′′
( rapp1
λ∞
)
+ (rapp1)
−1
V ′′
( rapp1
λ∞
)
+ (rapp1)
−2
V ′
( rapp1
λ∞
)) |δ|2 .
We claim that for some T0 > 0 sufficiently big,
|δ (t)| ≤ r−ρ/4app1 ,
∣∣∣δ˙ (t)∣∣∣ ≤ r−(1+ρ/4)app1 , |µ (t)| ≤ r−(1+ρ/4)app1 . (2.177)
Observe that by (2.136) |h1 (r)| ≤ C ln r. Then, using (2.15), (2.165) and (2.177) we estimate
Ψ ≤ C ln rapp1
rapp1
∣∣V ( rapp1λ∞ )∣∣
and
|f3 (χ, β, λ)| ≤ C
(
ln3 rapp1
) |V (rapp1)|
r2app1
(
1
rapp1
+
∣∣V ( rapp1λ∞ )∣∣1/2
)
.
Arguing similarly to the case of (2.158) we show (2.177). Therefore, using (2.175), we prove the existence of a solution
Ξ(N) (t) for (2.141) with the asymptotics (2.146).
3 Proof of Theorem 1.5.
For a solution Ξ(N) (t) given by Lemma 2.10 and
γ˙(N) (t) = − 1(
λ(N) (t)
)2 + ∣∣∣β(N) (t)∣∣∣2 + β˙(N) (t) · χ(N) (t) ,
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we define W(N) (t, x; Ξ(N) (t)) by (2.126) and (2.127). For n ∈ N let a sequence Tn → ∞, as n → ∞ and un ∈ H1 be the
solution to the NLS equation with initial data un (Tn, x) =W(N)
(
Tn, x; Ξ
(N) (Tn)
)
. That is{
i∂tun +∆un + |un|p−1 un + V (x) un = 0
un (Tn, x) =W(N)
(
Tn, x; Ξ
(N) (Tn)
)
.
(3.1)
Recall that for a given vector Ξ = (χ, β, λ) ∈ Rd × Rd × R+ and γ ∈ R (see (2.126) and (2.127))
W (t, x; Ξ) =W(N) (t, x; Ξ) = λ− 2p−1W
(
x− χ
λ
)
e−iγeiβ·x. (3.2)
By using the implicit function theorem in the following lemma we show that as long as the solution evolves close to the
solitary-wave solution for the free NLS equation, it may be decomposed as
un (t, x) =W(N)
(
t, x; Ξ˜ (t)
)
+ ε (t, x) . (3.3)
where the modulation parameters Ξ (t) ∈ C1 (Tn − T, Tn + T ) , for some T > 0, are chosen in such a way that the remainder
ε satisfies the orthogonal conditions
(ζ,W ) = (ζ, yW ) = (ζ, iΛW ) = (ζ, i∇W ) = 0 (3.4)
with
ζ (t, y) = (λ (t))
2
p−1 ε (t, λ (t) y + χ (t)) eiγ(t)e−iβ(t)·(λ(t)y+χ(t)). (3.5)
Lemma 3.1 Given Ξ0 = (χ0, β0, λ0) ∈ Rd × Rd × R+ and γ0 ∈ R, let u (t, x) be a solution for the NLS equation with a
potential (1.1) defined on the interval [T, Tin], with some 0 < T < Tin, with the initial value u (Tin, x) ∈ H2 satisfying
‖u (Tin, x)−W (Tin, x; Ξ0)‖ ≤ δ, (3.6)
with δ > 0. Suppose that ε (Tin, x) = u (Tin, x)−W (t, x; Ξ0) satisfies (3.4). Then, there exist A > 0 sufficiently big and δ0 > 0
small enough such that for all |χ0| ≥ A and δ ≤ δ0 the following affirmation is true. There is an open interval I (δ) ∋ Tin, a
unique vector Ξ (t) = (χ (t) , β (t) , λ (t)) ∈ C1 (I (δ)) and γ (t) ∈ C1 (I (δ)) satisfying Ξ (Tin) = Ξ0 and γ (Tin) = γ0, such that
u decomposes as
u (t, x) =W (t, x; Ξ (t)) + ε (t, x) , (3.7)
where the error ε satisfies (3.4) for any t ∈ I (δ).
Proof. Lemma 3.1 is proved similarly to Lemma 3 of [28] or Lemma 3 of [37]. We omit the details.
We now aim to compare the solution (Ξ (t) , γ (t)) given by Lemma 3.1 with the solution
(
Ξ(N) (t) , γ(N) (t)
)
of the
approximate system (2.141). We have the following a priori estimates.
Lemma 3.2 Let λ∞ ≥ λ0 > 0 satisfy (λ∞)2 supr∈R V (r) < 1. Suppose that |V (r)| ≤ Ce−cr, for some c > 0. There exists
T0 > 0 large enough such that for all t ∈ [T0, Tn], the estimates

‖ε (t)‖H1 ≤ t−2,∣∣β (t)− β(N) (t)∣∣+ ∣∣λ (t)− λ(N) (t)∣∣ ≤ t−(1+ p1−14 )∣∣χ (t)− χ(N) (t)∣∣ ≤ t− p1−14∣∣γ (t)− γ(N) (t)∣∣ ≤ t− p1−18 .
(3.8)
are satisfied. If V = V (2), for some T0 > 0 large enough the following a priori estimates are true

‖ε (t)‖H1 ≤ XN ,∣∣β (t)− β(N) (t)∣∣+ ∣∣λ (t)− λ(N) (t)∣∣ ≤ (Ψ2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣)X N2 +2,∣∣χ (t)− χ(N) (t)∣∣+ ∣∣γ (t)− γ(N) (t)∣∣ ≤ ΨX N2 +1
(3.9)
for all t ∈ [T0, Tn].
Remark 3.3 The condition on λ∞ in Lemma 3.2 is made in order to assure, via Lemma 2.10, that the assumptions of
Lemmas 2.4, 2.6 and 2.7 are satisfied.
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Lemma 3.2 is proved in Section 4 below. We now use the following corollary to prove Theorem 1.5.
Corollary 3.4 For n ∈ N let a sequence Tn → ∞, as n → ∞ and un ∈ H1 be a solution to (3.1). Then there exists T0
independent of n such that for all n ∈ N and t ∈ [T0, Tn],∥∥∥un (t)−W (t, x; Ξ(N) (t))∥∥∥
H1
≤ CΘ∞ (3.10)
where
Θ∞ =
{
t−
p1−1
8 , if |V (r)| ≤ Ce−cr, c > 0,
X N2 +1, if V = V (2).
Proof. We have∥∥∥un (t)−W (t, x; Ξ(N) (t))∥∥∥
H1
≤ ‖un (t)−W (t, x; Ξ (t))‖H1 +
∥∥∥W (t, x; Ξ (t))−W (t, x; Ξ(N) (t))∥∥∥
H1
≤ CΘ∞.
By a compactness argument (see page 1525 of [26]) we now show that Theorem 1.5 is a direct consequence of the uniform
backward estimate for the sequence un presented in Corollary 3.4. By (3.10) there is C > 0 such that for any n ∈ N,
‖un (t)‖H1 ≤ C,
for t ∈ [T0, Tn]. Then, by Lemma 3.4 of [26] there exists U0 ∈ H1
(
Rd
)
and a subsequence {unk} of {un} such that unk (T0)→
U0 in L2
(
Rd
)
, as nk →∞. We consider the solution u to the initial value problem{
i∂tu+∆u+ |u|p−1 u+ V (x) u = 0,
(t, x) ∈ R× Rd, u (T0) = U0.
Fix t ≥ T0. There is n0 large enough such that Tn ≥ t, for n ≥ n0. By the continuous dependence of the solution of (1.1) on
the initial data in L2
(
Rd
)
(see Theorem 4.6.1 of [9]) u (t) is global and
unk (t)→ u (t) in L2
(
R
d
)
, as n→∞.
Since unk (t)−W
(
t, x; Ξ(N) (t)
)
is uniformly bounded in H1
(
Rd
)
, it converges weakly to u (t)−W (t, x; Ξ(N) (t)) in H1 (Rd) ,
as n→∞. Thus, by (3.10) we prove that∥∥∥unk (t)−W (t, x; Ξ(N) (t))∥∥∥
H1
≤ CΘ∞,
for all t ≥ T0. Therefore, Theorem 1.5 follows from the definition (2.126) ofW , Lemmas 2.6 and 2.7, the properties of Ξ(N) (t)
described by Lemma 2.10 and the relation UVλ∞ = Uλ∞,V , that follows from Definition 1.2 and (2.4).
4 A priori estimates. Proof of Lemma 3.2.
4.1 Control of the Modulation Parameters.
Case I: Fast decaying potentials.
Let the potential |V (r)| ≤ Ce−cr, for some c > 0. Suppose that (3.8) is true for all t ∈ [T ∗, Tn], with T0 ≤ T ∗ < Tn. Observe
that by (3.8), (2.145) and (2.146)
|χ (t)|
|χ∞ (t)| = 1 + o (1) ,
|β (t)|
|β∞ (t)| = 1+ o (1) and λ (t) = λ
∞ + o (1) , (4.1)
as t→∞. Let Φ ∈ C∞ (Rd) satisfy the estimate |Φ (y)| ≤ C (|y|mQ (y) +Y) with some m ≥ 0. We denote
Φ1 (t, x) = λ (t)
− 2
p−1 Φ
(
x− χ (t)
λ (t)
)
e−iγ(t)eiβ(t)·x.
Let N ≥ 1. For 1 ≤ j ≤ N and Ξ (t) , let Bj = Bj (Ξ (t)), Mj = Mj (Ξ (t)) be the approximated modulation equations given
by Lemma 2.6 corresponding to Ξ (t) . Let
B(N) = B(N) (Ξ (t)) =
N∑
j=1
Bj (Ξ (t)) and M(N) = M(N) (Ξ (t)) =
N∑
j=1
Mj (Ξ (t)) .
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We put
M (t) = |χ˙ (t)− 2β (t)|+
∣∣∣∣γ˙ (t) + 1λ2 (t) − |β (t)|2 − β˙ (t) · χ (t)
∣∣∣∣+
∣∣∣β˙ (t)−B(N) (Ξ (t))∣∣∣+ ∣∣∣λ˙ (t)−M(N) (Ξ (t))∣∣∣ .
Let us write the equation for ε. Introducing the decomposition (3.7) into (1.1) and using (2.128) we obtain
i∂tε = −∆ε− V (x) ε−
(
λ−
2
p−1 (t)
(
λ−2 (t)N0 (W, ζ) + E(N) +R (W )
)(
t,
x− χ (t)
λ (t)
)
e−iγ(t)eiβ(t)·x
)
(4.2)
where we denote
N0 (W, ζ) = |W + ζ|p−1 (W + ζ)− |W |p−1W . (4.3)
with W given by (2.127) and ζ defined by (3.5). Using (4.2) we have
d
dt Im
∫
εΦ1 = −Re
∫
i∂tεΦ1 +Re
∫
ε(i∂tΦ1)
= Re
∫
ε
(
i∂tΦ1 +∆Φ1 + V (x) Φ1
)
+Re
∫ N0 (W , ε)Φ1 (t, x) + λ− 4p−1 Re ∫ (E(N) +R (W ))Φ. (4.4)
Similarly to (2.5) we calculate
(i∂t +∆+ V (x))Φ1 = λ−
2p
p−1
(
−L˜Φ + λ2V (∣∣y + χλ ∣∣)Φ− iλM(N)ΛΦ− λ3 (B(N) · y)Φ
− p+12 |W |p−1Φ− p−12 |W |p−3W 2Φ− iλ
(
λ˙−M(N)
)
ΛΦ− λ3
((
β˙ −B(N)
)
· y
)
Φ
+λ2
(
γ˙ + 1λ2 − |β|2 − β˙ · χ
)
Φ
) (
t, x−χλ
)
e−iγeiβ·x.
where we define
L˜f := −∆f + f − p+ 1
2
|W |p−1 f − p− 1
2
|W |p−3W 2f, f ∈ H1. (4.5)
Then, using (2.62) to estimate the modulation equations B(N),M(N) and relation (2.129) from (4.4) we get
d
dt
Im
∫
εΦ1 = λ
− 4
p−1 Re
∫
R (W )Φ− Re
∫
ελ−
2p
p−1
((
L˜ − λ2V
(∣∣∣y + χ
λ
∣∣∣))Φ) (t, x−χλ ) e−iγeiβ·x + EN1 + E0 (4.6)
where
N1 (W, ζ) = N0 (W, ζ)− p+ 1
2
|W |p−1 ζ − p− 1
2
|W |p−3W 2ζ (4.7)
EN1 = Re
∫
λ−
2p
p−1 (N1 (W, ζ)Φ)
(
t,
x− χ
λ
)
e−iγeiβ·x
and
E0 = O
(
Θ
(
(|β|+Θ)A(N) + U
)
+
((
(|β|+Θ)2 + U
)
+M (t)
)
‖ε‖H1
)
with Θ = Θ
(
|χ|
λ
)
and U =
∣∣UV (∣∣χλ ∣∣)∣∣ . Let us estimate EN1 . Observe that
|N1 (W, ζ)| = O
(
|ζ|p + |ζ|p−δ + |ζ|2
)
, δ > 0, (4.8)
for p 6= 2 (N1 (W, ζ) = O
(
|ζ|2
)
, p = 2). If we estimate EN1 by using (4.8) we have EN1 = O
(
‖ε‖p−δH1 + ‖ε‖2H1
)
. By (3.8)
this gives the decay EN1 ∼ t−p+δ + t−2. In order to obtain the a priori estimates on modulation parameters in (3.8), we need
M (t) to be integrable twice on [T0,∞). But, in the case when p < 2, we only have EN1 ∼ t−p+δ. Hence, we need to obtain
a better estimate on EN1 . We use an argument of [37] (see the proof of Proposition 10 on page 41). Let
Ω =
{
y ∈ Rd : max
1≤j≤N
∣∣∣T (j) (y)∣∣∣ ≥ 1
2N
Q (y)
}
. (4.9)
Then, as by (2.61)
∣∣∣T (j)∣∣∣ ≤ CY, 1 ≤ j ≤ N, we estimate
|Φ (y)| ≤ C
(
|y|M Q (y) +Y
)
≤ CN inf
0<δ<1
(
C (δ)Q1−δ (y) |y|M e−δ|y|
)
+ CY ≤ CY, y ∈ Ω,
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Thus, using the relation (4.8) and Sobolev embedding theorem to control the Lp norm of ζ, we estimate∫
y∈Ω
|(N1 (W, ζ) Φ) (y)| dy ≤ CNC (δ) ‖ζ‖p0H1 Θ1−δ, p0 = min{p− δ, 2}, (4.10)
for all 0 < δ < 1. Suppose now that y /∈ Ω. Using (4.8) we estimate
|N1 (W, ζ)| = O
(
|W |p−2 |ζ|2
)
. (4.11)
Thus, by Sobolev embedding theorem, we get∫
y/∈Ω
|(N1 (W, ζ)Φ) (y)| dy ≤ C ‖ζ‖2H1 . (4.12)
Hence, from (4.10) and (4.12) we estimate∣∣∣∣Re
∫
λ−
2p
p−1 (N1 (W, ζ)Φ)
(
t,
x− χ
λ
)
e−iγeiβ·x
∣∣∣∣ ≤ CNC (δ) ‖ζ‖p0H1 Θ1−δ + C ‖ζ‖2H1 (4.13)
for all 0 < δ < 1.
Let us now calculate L˜Φ for Φ = iW, iyW, ΛW, ∇W. We use (2.46) and Lemma 2.6 to derive
∆W −W + |W |p−1W + λ2V (∣∣y + χλ ∣∣)W = O (E1) (4.14)
where
E1 = (|β|+Θ+ U) e−δ|y|, δ > 0.
Letting act the group of symmetries of the free NLS equation on (4.14) and differentiating with respect to the symmetry
parameters the resulting relation we calculate(
L˜−λ2 (V (∣∣y + χλ ∣∣))) (iW ) = O (E1) , (4.15)(
L˜−λ2V (∣∣y + χλ ∣∣)) (iyW ) = −2∇W +O (E1) (4.16)(
L˜−λ2V (∣∣y + χλ ∣∣)) (ΛW ) = −2W + 2λ2V (∣∣y + χλ ∣∣)W +O (∣∣V ′ (∣∣y + χλ ∣∣) (yW (y))∣∣)+O (E1) , (4.17)(
L˜−λ2V (∣∣y + χλ ∣∣)) (∇W ) = O (∣∣V ′ (∣∣y + χλ ∣∣)W ∣∣)+O (E1) . (4.18)
We now use (4.6) with Φ = iW, iyW, ΛW, ∇W. By the orthogonal conditions (3.4), using (4.15)-(4.18) and (4.13) we obtain
|M (t)| ≤ CΘ
(
(|β|+Θ)A(N) + U
)
+ C (δ)
(|β|+Θ+ U +M (t) + ‖ζ‖p0H1 Θ1−δ + ‖ζ‖H1) ‖ζ‖H1
+C
(∥∥(V (∣∣y + χλ ∣∣)− V (∣∣χλ ∣∣))W∥∥L2 + ∥∥V ′ (∣∣y + χλ ∣∣) (yW (y))∥∥L2) ‖ζ‖H1 , (4.19)
for all 0 < δ < 1. By (2.31) we estimate∥∥(V (∣∣y + χλ ∣∣)− V (∣∣χλ ∣∣))W∥∥L2 + ∥∥V ′ (∣∣y + χλ ∣∣) yW (y)∥∥L2 ≤ Cr∞√U. (4.20)
Thus, from (4.19) we get
|M (t)| ≤ CΘ
(
(|β|+Θ)A(N) + U
)
+ C (δ)
(
|β|+Θ+ r∞
√
U + ‖ζ‖p0H1 Θ1−δ + ‖ζ‖H1
)
‖ζ‖H1 . (4.21)
By assumption, (3.8) is true for all t ∈ [T ∗, Tn]. From (2.131) |β∞| ≤ CX , with X =
√
UV
(
|χ∞|
λ∞
)
. Let N ≥ 2(p1−1) , so
that A (N) ≥ 2. Relation (2.144) implies that X ≤ Ct−1. Then, as Θ ≤ CX , from (4.1) and (4.21) with δ < p1−12
|M (t)| ≤ Ct−5/2 (4.22)
for all t ∈ [T ∗, Tn]. We are now in position to improve (3.8) for the modulation parameters by using (4.22). By (4.22) and
(2.62) the vector Ξ (t) solves 

χ˙ (t) = 2β (t) +O
(
t−5/2
)
,
β˙ (t) = B1 (Ξ (t)) +O
(
t−5/2 + t−2p1
)
,
λ˙ (t) = M1 (Ξ (t)) +O
(
t−5/2 + t−2p1
)
,
γ˙ (t) = − 1λ2(t) + |β (t)|2 + β˙ (t) · χ (t) +O
(
t−5/2
)
.
(4.23)
As Ξ (t) is only C1, we cannot proceed directly as when we considered (2.157). We argue slightly different. Using (2.27) we
write B1 (Ξ (t)) =
χ
|χ| b (|χ| , λ) . By (2.157) we deduce
∣∣χ(N) (t)− rappθ∞0 ∣∣ ≤ t− p14 , for some constant vector θ∞0 ∈ Sd−1. Using
(2.62) and (4.1) we estimate |B1|+ |∇χB1|+ |∂λB1| ≤ CX 2 ≤ Ct−2. Then, the equation for β˙ (t) in (4.23) takes the form
β˙ (t) = θ∞0 b
(
|χ| , λ(N)
)
+O
((∣∣∣λ− λ(N)∣∣∣+
∣∣χ− χ(N)∣∣∣∣χ(N)∣∣ + t−
p1
4
)
t−2
)
+O
(
t−5/2 + t−2p1
)
. (4.24)
Similarly, we have
β˙(N) (t) = θ∞0 b
(∣∣∣χ(N)∣∣∣ , λ(N))+O (t−2− p14 ) . (4.25)
As in (2.158), we use the Cartesian coordinates with the x1-axis directed along the vector θ∞0 and for a vector A ∈ Rd we
decompose A =
∑d
j=1 Aj~ej , and ~ej, j = 1, ..., d is the canonical basis in these coordinates. Then, from (4.24) and (4.25) we
deduce
β˙1 = b
(
|χ| , λ(N)
)
+O
((
|µ|+ |δ|
r∞
+ t−
p1
4
)
t−2 + t−5/2 + t−2p1
)
, (4.26)
β˙
(N)
1 = b
(∣∣∣χ(N)∣∣∣ , λ(N))+O(( |δ|
r∞
+ t−
p1
4
)
t−2 + t−5/2 + t−2p1
)
(4.27)
and
β˙j − β˙(N)j = O
(( |δ|
r∞
+ t−
p1
4
)
t−2 + t−5/2 + t−2p1
)
, j = 2, ..., d, (4.28)
where we denote by δ (t) = χ (t)−χ(N) (t) and µ (t) = λ (t)−λ(N) (t) . Then, integrating (4.28) and using (3.8) we show that
for any constant A > 0 there is T0 > 0 such that
|δj (t)| ≤ 1
At
p1−1
4
and
∣∣∣δ˙j (t)∣∣∣ ≤ 1
At1+
p1−1
4
, t ∈ [T ∗, Tn], T ∗ ≥ T0, (4.29)
for j = 2, ..., d. From (4.26) and (4.27), by using the equation for χ˙ (t) in (4.23) and integrating, via (3.8) and (4.29) we
deduce
δ˙1 = (1 + o (1)) (2r˙
∞)−1 b (r∞, λ∞) δ1 +O
(
1
At1+
p1−1
4
)
. (4.30)
By (2.27) and (2.144) (r˙∞)−1 b (r∞, λ∞) = K1t (1 + o (1)) , with K1 > 1. Then
δ˙1 =
K2
t
δ1 +
o (1)
t1+
p1−1
4
+O
(
1
At1+
p1−1
4
)
. (4.31)
where K2 > 1. Thus, similarly to (2.174) we deduce that for some T0 > 0
|δ1| ≤ K3
A
t−
p1−1
4 , t ∈ [T ∗, Tn], K3 > 1.
Moreover, from (4.31) we get ∣∣∣δ˙1∣∣∣ ≤ K4
A
t−(1+
p1−1
4 ), K4 > 1.
Taking A ≥ 2K3K4 we deduce
|δ1| ≤ 1
2
t−
p1−1
4 and
∣∣∣δ˙1∣∣∣ ≤ 1
2
t−(1+
p1−1
4 ), t ∈ [T ∗, Tn].
Combining the last inequalities with (4.29) we prove
|δ| ≤ 1
2
t−
p1−1
4 and
∣∣∣δ˙∣∣∣ ≤ 1
2
t−(1+
p1−1
4 ), t ∈ [T ∗, Tn]. (4.32)
By (2.62) and (4.1) we estimate |M1|+ |∇χM1|+ |∂λM1| ≤ CX 2 ≤ Ct−2. Moreover, by (2.62)
λ˙(N) (t) = M1
(
Ξ(N) (t)
)
+ O
(
t−2p1
)
.
Then, by (3.8) ∣∣∣λ˙− λ˙(N)∣∣∣ ≤ ∣∣∣M1 (Ξ (t))−M (N)1 (Ξ(N) (t))∣∣∣+ O (t−2p1)
≤ |∇χM1| |δ|+ |∂λM1| |µ|+O
(
t−2p1
) ≤ Ct−2− p1−14 .
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Finally, using (3.8), as
∣∣∣β˙(N) (t)∣∣∣ ≤ CX 2 ≤ Ct−2 and by (2.146), (2.148) ∣∣χ(N) (t)∣∣ ≤ C ln t, we have
∣∣∣γ˙ (t)− γ˙(N) (t)∣∣∣ ≤ C ∣∣∣λ (t)− λ(N) (t)∣∣∣ + C ∣∣∣β (t)− β(N) (t)∣∣∣+ C ∣∣∣β˙(N) (t)∣∣∣ ∣∣∣χ (t)− χ(N) (t)∣∣∣
+ C
∣∣∣χ(N) (t)∣∣∣ (∣∣∣β˙(N) (t)∣∣∣+ ∣∣∣β˙ (t)∣∣∣)+ Ct−5/2 ≤ Ct−(1+ p1−14 ).
Hence, there is T0 > 0 such that
∣∣∣λ− λ(N)∣∣∣ ≤ t−(1+
p1−1
4 )
2
and
∣∣∣γ˙ (t)− γ˙(N) (t)∣∣∣ ≤ t− p1−18
2
, (4.33)
for t ∈ [T ∗, Tn]. Therefore, from (4.32) and (4.33) we improve (3.8) for the modulation parameters (Ξ (t) , γ (t)) on [T ∗, Tn].
By a continuity argument, we show that (3.8) for (Ξ (t) , γ (t)) is satisfied on [T0, Tn].
Remark 4.1 In the case when V = V (2) the best bound on the error term in (2.129) that we are able to obtain by following
the construction provided by Lemma 2.6 is E(N) ∼ V ′r˙∞. For potentials that behave as V (r) ∼ r−ρ, 0 < ρ ≤ 2, we cannot
even integrate V ′r˙∞ two times on [t,∞). Then, the proof of (3.8) fails for the approximate modulations equations given in
Lemma 2.6. Therefore, we use a different approximated modulation equations constructed in Lemma 2.7 to cover this case.
Case II: Slow decaying potentials.
We let now the potential V = V (2). In this case we suppose that (3.9) is true for all t ∈ [T ∗, Tn], with T0 ≤ T ∗ < Tn. By
(3.9), (2.145) and (2.146) we see that (4.1) is true. Let N ≥ 1. For 1 ≤ j ≤ N and Ξ (t) , let B˜j = B˜j (Ξ (t)), M˜j = M˜j (Ξ (t))
be the approximated modulation equations given by Lemma 2.7 corresponding to Ξ (t) . We omit the tilde and denote these
equations by Bj = Bj (Ξ (t)), Mj = Mj (Ξ (t)). Let Φ ∈ C∞
(
Rd
)
satisfy the estimate |Φ (y)| ≤ C (|y|mQ (y) + Ψe) with
some m ≥ 0. We denote
Φ1 (t, x) = λ (t)
− 2
p−1 Φ
(
x− χ (t)
λ (t)
)
e−iγ(t)eiβ(t)·x.
By using (2.100) and (2.130) instead of (2.62), (2.129), relation (4.6) takes the form
d
dt Im
∫
εΦ1 = λ
− 4
p−1 Re
∫
RΦ− Re
∫
ελ−
2p
p−1
((
L˜ − λ2V (∣∣y + χλ ∣∣))Φ) (t, x−χλ ) e−iγeiβ·x
+Re
∫
λ−
2p
p−1 (N1 (W, ζ) Φ)
(
t, x−χλ
)
e−iγeiβ·x +O
(
ΨZN +Ψ ‖ε‖H1
)
.
(4.34)
By (4.8) and Sobolev embedding theorem we get∣∣∣∣
∫
λ−
2p
p−1 (N1 (W, ζ)Φ)
(
t, x−χλ
)
e−iγeiβ·x
∣∣∣∣ ≤ C ‖ε‖p−δH1 . (4.35)
Using (2.46) and Lemma 2.7 we obtain (4.14) with E1 replaced by O (ZΨ) . Then, (4.15)-(4.18) are true with O (ZΨ) instead
of E1. Therefore, similarly to (4.19), by using (4.34) with Φ = iW, iyW, ΛW, ∇W, via (4.35) we get
|M (t)| ≤ CΨ ‖ε‖H1 + C (δ)
(
Ψ1−δ
(
Ψp−1 + ‖ζ‖p−1H1
)
+ C ‖ζ‖H1
)
‖ζ‖H1
+C
(∥∥(V (∣∣y + χλ ∣∣)− V (∣∣χλ ∣∣))W∥∥L2 + ∥∥V ′ (∣∣y + χλ ∣∣)W∥∥L2) ‖ζ‖H1 .
By (2.32) and (2.112) ∥∥(V (∣∣y + χλ ∣∣)− V (∣∣χλ ∣∣))W∥∥L2 + ∥∥V ′ (∣∣y + χλ ∣∣)W∥∥L2 ≤ CΨ.
Hence, we obtain
|M (t)| ≤ CΨZN + C (δ)
(
Ψ1−δ ‖ζ‖p−1H1 +Ψ+ ‖ζ‖H1
)
‖ζ‖H1 (4.36)
By assumption, (3.9) is true for all t ∈ [T ∗, Tn]. Recall that |β∞| ≤ CX , where X =
√
UV
(
|χ∞|
λ∞
)
=
√
V
(
|χ∞|
λ∞
)
, and
Z ≤ CX .
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Taking [N − 8]ρ > 4, we estimate
XN/4 ≤ Ψ. (4.37)
Then
|M (t)| ≤ C (ΨXN + X 2N) ≤ CΨXN . (4.38)
We now use (4.38) to improve (3.9). By (2.100) we estimate∣∣∣∇χM(N)∣∣∣+ ∣∣∣∇χB(N)∣∣∣ ≤ C (Ψ2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣) (4.39)
and ∣∣∣∇βM(N)∣∣∣+ ∣∣∣∇βB(N)∣∣∣+ ∣∣∣∂λM(N)∣∣∣+ ∣∣∣∂λB(N)∣∣∣ ≤ CΨ. (4.40)
From the equations for β(N), λ(N) we get∣∣∣λ˙− λ˙(N)∣∣∣+ ∣∣∣β˙ − β˙(N)∣∣∣ ≤ |M (t)|+ ∣∣M(N) (Ξ (t))−M(N) (Ξ(N) (t))∣∣+ ∣∣B(N) (Ξ (t))−B(N) (Ξ(N) (t))∣∣
≤ |M (t)|+ C (∣∣∇χM(N)∣∣+ ∣∣∇χB(N)∣∣) ∣∣χ− χ(N)∣∣
+C
(∣∣∇βM(N)∣∣+ ∣∣∇βB(N)∣∣) ∣∣β − β(N)∣∣+ C (∣∣∂λM(N)∣∣+ ∣∣∂λB(N)∣∣) ∣∣λ− λ(N)∣∣
(4.41)
Recall that by (2.21) there is N0 > 0 such that X 2N0 ≤ C
∣∣V ′′ ( r∞λ∞ )∣∣ . Taking N > 4 (N0 + 1) we get
XN ≤ X 2N0X N2 +2 ≤ C ∣∣V ′′ ( r∞λ∞ )∣∣X N2 +2. (4.42)
Then, by (4.38)
|M (t)| ≤ C (Ψ2 + ∣∣V ′′ (∣∣ r∞λ∞ ∣∣)∣∣)ΨX N2 +2. (4.43)
Thus, using (4.39) and (4.40), by (3.9) and (4.37) from (4.41) we have∣∣∣λ˙− λ˙(N)∣∣∣+ ∣∣∣β˙ − β˙(N)∣∣∣ ≤ C (Ψ2 + ∣∣V ′′ (∣∣ r∞λ∞ ∣∣)∣∣)ΨX N2 +1. (4.44)
As V, V ′ are monotone, V ′, V ′′ are of a definite sign. Integrating (4.44) on [t,∞) we deduce∣∣λ (t)− λ(N) (t)∣∣+ ∣∣β (t)− β(N) (t)∣∣
≤ C (Ψ2 + ∣∣V ′′ (∣∣χλ ∣∣)∣∣) (∣∣∣∫∞r∞ V ′ (r) V N4 (r) dr
∣∣∣+ (r∞)ρN4 X N2 +2 ∫∞r∞ drr1+ρN4
)
≤ CρN
(
Ψ2 +
∣∣V ′′ ( r∞λ∞ )∣∣)X N2 +2,
(4.45)
for all t ∈ [T ∗, Tn]. Using (4.43) and (4.45) we obtain∣∣∣χ˙− χ˙(N)∣∣∣ ≤ CΨXN + C ∣∣∣β (t)− β(N) (t)∣∣∣ ≤ C (Ψ2 + ∣∣V ′′ ( r∞λ∞ )∣∣)ΨX N2 +2 + CρN (Ψ2 +
∣∣V ′′ ( r∞λ∞ )∣∣)X N2 +2,
and then, ∣∣∣χ (t)− χ(N) (t)∣∣∣ ≤ C
ρN
ΨX N2 +1. (4.46)
for all t ∈ [T ∗, Tn]. Finally, by (4.43), (4.44), (4.45) and (4.46) we deduce∣∣∣γ˙ (t)− γ˙(N) (t)∣∣∣ ≤ C (Ψ2 + ∣∣V ′′ (∣∣ r∞λ∞ ∣∣)∣∣)ΨX N2 +2 + CρN (Ψ2 +
∣∣V ′′ ( r∞λ∞ )∣∣)X N2 +2 + CρNΨX N2 +1
∣∣∣β˙(N) (t)∣∣∣
+ C
∣∣∣χ(N) (t)∣∣∣ (Ψ2 + ∣∣V ′′ (∣∣ r∞λ∞ ∣∣)∣∣)ΨX N2 +1.
Hence, ∣∣∣γ (t)− γ(N) (t)∣∣∣ ≤ C
ρN
ΨX N2 +2, t ∈ [T ∗, Tn]. (4.47)
Therefore, by (4.45), (4.46) and (4.47), taking N sufficiently large we prove that∣∣λ (t)− λ(N) (t)∣∣+ ∣∣β (t)− β(N) (t)∣∣ ≤ 12 (Ψ2 + ∣∣V ′′ ( r∞λ∞ )∣∣)X N2 +2,∣∣χ (t)− χ(N) (t)∣∣+ ∣∣γ (t)− γ(N) (t)∣∣ ≤ 12ΨX N2 +1,
on t ∈ [T ∗, Tn], which strictly improve (3.9) for the modulation parameters (Ξ (t) , γ (t)). Again, by a continuity argument,
we show that (3.9) for (Ξ (t) , γ (t)) is true on [T0, Tn].
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4.2 Control of the error ε.
Let us consider the energy, the mass and the momentum of un. By using the orthogonal conditions (3.4) we have
E (un) = E (W + ε) = E (W) + 12
∫
|∇ε|2 − 12
∫
V |ε|2 − 1
1 + p
(∫
|W + ε|p+1 −
∫
|W|p+1
)
−Re
∫
·Wε− Re
∫
VWε,
(4.48)
M (un) = Im
∫
∇ (W+ε) (W+ε) = Im ∫ ∇WW + Im ∫ ∇εε (4.49)
and ∫
|un|2 =
∫
|W|2 +
∫
|ε|2 . (4.50)
Moreover, by (2.128) and (3.4) we have
Re
∫
(·W + V (·)W) ε = −Re
∫ (
|W|p−1W + λ− 2p−1 E(N)
(
x− χ (t)
λ (t)
)
e−iγ(t)eiβ(t)·x
)
ε.
Then, from (4.48)
E (un) = E (W + ε) = E (W) + 12
∫
|∇ε|2 − 12
∫
V |ε|2
− 1
1 + p
(∫
|W + ε|p+1 −
∫
|W|p+1 − (p+ 1) |W|p−1Re
∫
Wε
)
+ Er,
(4.51)
with
Er = Re
∫ (
λ−
2
p−1 E(N)
(
x− χ (t)
λ (t)
)
e−iγ(t)eiβ(t)·x
)
ε.
Note that by Lemma 2.8 Er is small.
Case I: Fast decaying potentials.
Let the potential |V (r)| ≤ Ce−cr, for some c > 0. Suppose that (3.8) is true for all t ∈ [T ∗, Tn], with T0 ≤ T ∗ < Tn. Let
ψλ∞ ∈ C∞
(
Rd
)
be such that 0 ≤ ψ ≤ 1, ψ (x) = 1 for |x| ≤ 12λ∞ and ψ (x) = 0 for |x| ≥ 1λ∞ . Set
ψχ (x) = ψλ∞
(
8 (x− χ (t))
λ (t) ln t
)
.
We introduce the following conserved quantity of un which is a combination of the three conservation laws (4.48)-(4.50) for
the NLS equation with a potential (1.1)
Ktot = E (un)− β (t) · Im
∫
ψχ∇unun + 1
2
(
λ−2 (t) + |β (t)|2
) ∫
|un|2 .
Observe that we localize the momentum in a neighborhood of the potential. We compare Ktot with
Ksol = E (W)− β (t) · Im
∫
ψχ∇WW + 1
2
(
λ−2 (t) + |β (t)|2
)∫
|W|2 .
Then, from (4.49), (4.50), (4.51) we deduce
Ktot −Ksol = G (t) + Er
where
G (ε (t)) = GW (ε (t)) =1
2
∫
|∇ε|2 + 1
2
(
λ−2 (t) + |β (t)|2
)∫
|ε|2 − 1
2
∫
V |ε|2
− 1
1 + p
∫ (
|W + ε|p+1 − |W|p+1 − (1 + p) |W|p−1Re (Wε)
)
− β (t) · Im
∫
ψχ∇εε.
(V is related to V by (2.4)). We now study the properties of G (ε (t)) . We have the following result.
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Lemma 4.2 There exist T0 large enough such that for t ∈ [T ∗, Tn], T ∗ ≥ T0, the following hold.
i) (Coercivity of the linearized energy) There is a constant c0 > 0 such that
G (ε (t)) ≥ c0 ‖ε‖2H1 . (4.52)
ii) (Energy estimate on ε) For some N large enough∣∣∣∣ ddtG (ε (t))
∣∣∣∣ ≤ Ct3 ln t . (4.53)
Before proving Lemma 4.2 we improve (3.8) for ε (t) . Integrating (4.53) we have
G (ε (t)) ≤ C
t2 ln t
.
Then, using (4.52) we prove
‖ε‖2H1 ≤
C
c0t2 ln t
. (4.54)
Thus, taking T0 > e2C/c0 we strictly improve (3.8) for ε (t) . By a continuity argument, we conclude that (3.9) for ε (t) is true
on [T0, Tn].
Proof of Lemma 4.2. Proof of item i. We decompose G (ε (t)) as
G (ε (t)) = G1 + G2 + G3, (4.55)
where
G1 = 12
∫ (
|∇ε|2 + λ−2 (t) |ε|2 − V |ε|2 − p+12 |W|p−1 |ε|2 − p−12 |W|p−3 Re (Wε)2
)
,
G2 = − 1
1 + p
(∫ (
|W + ε|p+1 − |W|p+1 − (1 + p) |W|p−1 Re (Wε)
)
− 1 + p
2
Re
(
p+1
2 |W|p−1 |ε|2 + p−12 |W|p−3 (Wε)2
))
and
G3 = −β (t) · Im
∫
ψχ∇εε+ 12 |β (t)|2
∫
|ε|2 = O
(
|β| ‖ε‖2H1
)
. (4.56)
By Sobolev embedding theorem we estimate
G2 = O
(
‖ε‖p+1−δH1
)
, 0 < δ < 1. (4.57)
Using (3.5) and (2.126) we have
G1 = 12 (λ (t))d−
2(p+1)
p−1 (LV ζ, ζ) + G11
with LV defined by (2.53) and
G11 = − (λ (t))d−
2(p+1)
p−1
∫ (
p+1
2
(
|W |p−1 −Qp−1
)
|ζ|2 + p−12 Re
((
|W |p−3W 2 −Qp−1
)
ζ
2
))
.
By Lemma 2.6 we show that G11 = O
(
Θ1−δ ‖ε‖2H1
)
and
|(ζ,W −Q)|+ |(ζ, x (W −Q))|+ |(ζ, iΛ (W −Q))| = O (Θ1−δ ‖ε‖H1) .
Then, from (2.55), by using (3.4) we conclude that there is c > 0 such that
G1 ≥ c ‖ε‖2H1 +O
(
Θ1−δ ‖ε‖2H1
)
.
Hence, from (4.55), (4.56), (4.57), via (3.8), we conclude that for T0 large enough there is c0 > 0 such that for t ∈ [T ∗, Tn],
T ∗ ≥ T0 (4.52) is true.
Proof of item ii. Let us make the change of variables ε1 = e−iγ1(t)ε and W1 = e−iγ1(t)W , with
γ1 (t) =
∫ t
T0
(
λ−2 (τ) + |β (t)|2
)
dτ.
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Then GW (ε (t)) = GW1 (ε1 (t)) . Differentiating GW1 (ε1 (t)) we have
d
dt
GW1 (ε1 (t)) = G11 (t) + G12 (t) + G13 (t) , (4.58)
where
G11 (t) = −
(
W˙1,N1 (W1, ε1)
)
,
G12 (t) =
(
ε˙1,−∆ε1 +
(
λ−2 (t) + |β (t)|2
)
ε1 − Vε1 −N0 (W1, ε1)
)
.
and
G13 (t) = −β˙ · Im
∫
ψχ∇ε1ε1 − β · Im
∫
ψ˙χ∇ε1ε1 + β · Im
∫
∇ψχε˙1ε1 + 2β · Im
∫
ψχ∇ε1ε˙1.
Let us consider G11 (t) . By (2.126) we have
W˙1 = −λ− 2p−1
(
λ˙
λΛW +
(
χ˙
λ · ∇W + 2i |β|2W
)) (
x−χ
λ
)
e−i(γ(t)+γ1(t))eiβ(t)·x
−λ− 2p−1
(
i
(
γ˙ + λ−2 − |β|2 − β˙ · χ
)
W − iλ
(
β˙ · y
)
W + W˙
) (
x−χ
λ
)
e−i(γ(t)+γ1(t))eiβ(t)·x.
(4.59)
Let φ be the indicator function of the complement of the set Ω defined by (4.9). In particular, |T (y)| ≤ 12Q (y) when φ = 1.
Moreover, as by (2.61)
∣∣∣T (j)∣∣∣ ≤ CY, Q (y) ≤ CY whereas φ = 0. Using (4.59) we decompose
G11 (t) = Re
∫
WN1 (W1, ε1) dx+ G(0)11 (t) + G(1)11 (t) , (4.60)
with
W =λ−
2
p−1
(
φ
(
χ˙
λ
· ∇W + 2i |β|2W
))(
x− χ
λ
)
e−i(γ(t)+γ1(t))eiβ·x, (4.61)
G(0)11 (t) = −λ−
2
p−1 Re
∫
(1− φ) W˙1N1 (W1, ε1) dx
and
G(1)11 (t) = λ−
2
p−1 Re
∫
N1 (W1, ε1)W1dx,
with
W1 =
(
φ
(
λ˙
λ
ΛW + i
(
γ˙ + λ−2 − |β|2 − β˙ · χ
)
W − iλ
(
β˙ · y
)
W + W˙
))(
x−χ
λ
)
e−i(γ(t)+γ1(t))eiβ·x.
Note that
W˙ = 2β · ∇χW +B · ∇βW +M ∂W
∂λ
. (4.62)
Therefore, using (4.59), and Lemma 2.6 to control ΛW,W, yW, W˙ , we get∣∣∣W˙1 (y)∣∣∣ ≤ C (δ1)(|β|+M (t) + ∣∣∣B(N)∣∣∣+ ∣∣∣M(N)∣∣∣) (Q1−δ1 (y) +Y) , y ∈ Rd, (4.63)
for 0 < δ1 < 1. Thus, by (4.8), (4.63), Sobolev embedding theorem and (3.8), as Q (y) ≤ CY on the support of 1− φ, taking
δ1 and δ small enough, we estimate∣∣∣G(0)11 (t)∣∣∣ ≤ C (|β|+M (t) + ∣∣∣B(N)∣∣∣+ ∣∣∣M(N)∣∣∣)Y1−δ1 (‖ε1‖p−δH1 + ‖ε1‖2H1) ≤ Ct−3− (p1−1)2 , (4.64)
for t ∈ [T ∗, Tn]. On the support of φ we have
|W (y)| ≥ 2−1Q (y) . (4.65)
Using (4.11) and (4.65), and taking δ < p1−12 we estimate
φe−(1−δ)|y| |N1 (W, ζ)| ≤ Ce−(1−δ)|y| |W |p−2 |ζ|2 ≤ Ce−(1−δ)|y|Qp1−2 (y) |ζ|2 ≤ Ce−
p1−1
2 |y| |ζ|2 . (4.66)
(Here ζ is related to ε1 by (3.5)). By Lemma 2.6 we get∣∣∣∣∣ λ˙λΛW + i
(
γ˙ + λ−2 − |β|2 − β˙ · χ
)
W − iλ
(
β˙ · y
)
W + W˙
∣∣∣∣∣ ≤ C
(
|β|Θν +M (t) +
∣∣∣B(N)∣∣∣+ ∣∣∣M(N)∣∣∣) e−(1−ν−δ1)|y|,
36
with 0 < ν + δ1 < 1. Then, from (4.66) and (3.8), for ν + δ1 <
p1−1
2 we get∣∣∣G(1)11 (t)∣∣∣ ≤ C (|β|Θν +M (t) + ∣∣∣B(N)∣∣∣+ ∣∣∣M(N)∣∣∣) ‖ε1‖2H1 ≤ Ct−3−ν , (4.67)
for t ∈ [T ∗, Tn], with 0 < ν < p1−12 . If |ε1| ≤ |W1|2 we expand
N1 (W1, ε1) = N (W1, ε1) +O
(
|W1|−1+δ |ε1|p+1−δ
)
, δ > 0, (4.68)
where
N (W1, ε1) = p− 1
2
|W1|p−3W1ε21 +
p2 − 1
4
|W1|p−3W1 |ε1|2 + (p− 1) (p− 3)
2
|W1|p−5W1Re (W1ε1)2 .
If |ε1| ≥ |W1|2 then |N1 (W1, ε1)| = O
(
|W1|−1+δ |ε1|p+1−δ
)
, δ > 0. Hence
N1 (W1, ε1) = N (W1, ε1) +O
(
|W1|−1+δ |ε1|p+1−δ
)
, δ > 0. (4.69)
Using (4.69) in (4.60) we obtain
G11 (t) = Re
∫
WN (W1, ε1) + G(0)11 (t) + G(1)11 (t) + G(2)11 (t) , (4.70)
where
G(2)11 (t) = O
(∫
W
(
|W1|−1+δ |ε1|p+1−δ
)
dx
)
.
Using Lemma 2.6 and (3.8) we control
|W| ≤ C
(
|χ˙|+ |β|2
)
e−(1−δ)|y| ≤ Ct−1e−(1−δ)|y|,
for t ∈ [T ∗, Tn]. Then, from (4.65), via Sobolev embedding theorem, taking δ sufficiently small we deduce∣∣∣G(2)11 (t)∣∣∣ ≤ Ct−1 ‖ε1‖p+1−δH1 ≤ Ct−3− p−12 . (4.71)
Gathering (4.64), (4.67) and (4.71), from (4.70) we get
G11 (t) = Re
∫
WN (W1, ε1) +O
(
t−3−ν
)
, 0 < ν <
p1 − 1
2
(4.72)
for t ∈ [T ∗, Tn].
We turn now to G12 (t) . Using (4.2) we obtain the equation for ε1
i∂tε1 = −∆ε1+
(
λ−2 (t) + |β (t)|2
)
ε1−Vε1−N0 (W1, ε1)−
(
λ−
2
p−1 (t)
(
E(N) +R (W )
)(
t,
x− χ (t)
λ (t)
)
e−i(γ(t)+γ1(t))eiβ(t)·x
)
.
(4.73)
Then
G(1)12 (t) = −
(
R, i
(
−∆ε1 +
(
λ−2 (t) + |β (t)|2
)
ε1 − Vε1 −N0 (W1, ε1)
))
,
with
R =λ−
2
p−1 (t)
(
E(N) +R (W )
)(
t,
x− χ (t)
λ (t)
)
e−i(γ(t)+γ1(t))eiβ(t)·x.
Using (3.5) and (2.129), as
|R (W )| ≤ Ce−(1−δ)|y|M (t) , (4.74)
we get
G12 (t) = G(1)12 (t) + G(2)12 (t)
where
G(1)12 (t) = −λ−2−
4
p−1 (t)
(
R (W ) , i
(
−∆ζ + ζ − λ2 (t)V
(∣∣∣·+ χ
λ
∣∣∣) ζ −N0 (W, ζ)))
and
G(2)12 (t) = O
((
Θ3−δ
(
|χ|
λ
)
+ |β|M (t)
)
‖ε1‖H1
)
.
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We decompose
G(1)12 (t) = −λ−2−
4
p−1 (t)
((
L˜ − λ2 (t)V
(∣∣∣·+ χ
λ
∣∣∣))R (W ) , iζ)+ λ−2− 4p−1 (t) (R (W ) , iN1 (W, ζ))
where L˜ is defined by (4.5). Using (4.8) and Sobolev embedding theorem, we estimate the second term in the right-hand side
of the last relation as O
(
M (t) ‖ε1‖p1−δH1
)
. By the orthogonal conditions (3.4), using (4.15)-(4.18) and (4.20) we control
∣∣∣G(1)12 (t)∣∣∣ ≤ Cr∞√UM (t) ‖ε1‖H1 .
Hence, by (3.8), we get
|G12 (t)| ≤ C
(
(ln t) t−1M (t) + t−3+δ) ‖ε1‖H1 . (4.75)
Next, we consider G13 (t) . The first term in the right-hand side of G13 (t) is estimated by Cauchy-Schwartz as∣∣∣∣β˙ · Im
∫
ψχ∇ε1ε1
∣∣∣∣ ≤ C ∣∣∣β˙∣∣∣ ‖ε1‖2H1 . (4.76)
Since ∣∣∣ψ˙χ (x)∣∣∣ ≤ (1 + ∣∣∣x−χ(t)|χ(t)| ∣∣∣) |χ˙(t)||χ(t)| ∣∣∣ψ′ (x−χ(t)|χ(t)| )∣∣∣ (4.77)
and
|∇ψχ| ≤ 1|χ(t)|
∣∣∣ψ′ (x−χ(t)|χ(t)| )
∣∣∣ (4.78)
we estimate ∣∣∣∣β · Im
∫
ψ˙χ∇εε
∣∣∣∣ ≤ C |β| |χ˙(t)||χ(t)| ‖ε1‖2H1 (4.79)
and ∣∣∣∣β · Im
∫
∇ψχε˙1ε1
∣∣∣∣ ≤ C |β||χ (t)| ‖ε1‖2H1 . (4.80)
Using (4.73), (4.74), (2.129) and integrating by parts we have
Im
∫
ψχ∇ε1ε˙1 = I1 + I2 + I3 +O
((
Θ3−δ
(
|χ|
λ
)
+M (t)
)
‖ε1‖H1
)
. (4.81)
where
I1 = Re
∫
∇ψχε1
(
−∆ε1 +
(
λ−2 (t) + |β (t)|2
)
ε1 − Vε1
)
,
I2 = −Re
∫
ψχ∇V |ε1|2
and
I3 = Re
∫
ψχ∇ε1N0 (W1, ε1) .
By (4.78) we have
|I1| ≤ C|χ (t)| ‖ε1‖
2
H1 . (4.82)
By (3.8), there is T0 > 0 such that |λ (t)| ≤ 2λ∞, t ∈ [T ∗, Tn], T ∗ ≥ T0. Then
∥∥∥ψ (8((·)−χ(t))λ(t) ln t )∇V (·)∥∥∥L∞ ≤ C
∣∣V ′ ( 34 ln t)∣∣ ≤
Ct−
3
2K(V ) (K (V ) given by (2.149)). Hence, by (3.8) we get
|I2| ≤ Ct− 32K(V ) ‖ε1‖2H1 ≤ Ct−2−
3
2K(V ), (4.83)
t ∈ [T ∗, Tn]. By (4.7) we write
N0 (W1, ε1) = NL (W1, ε1) +N1 (W1, ε1) ,
where
NL (W1, ε1) = p+12 |W1|p−1 ε1 + p−12 |W1|p−3W21ε1.
We decompose
I3 = I31 + I32 (4.84)
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with
I31 = Re
∫
ψχ∇ε1NL (W1, ε1)
and
I32 = Re
∫
ψχ∇ε1N1 (W1, ε1) .
Integrating by parts we have
I31 = −Re
∫
ψχ (∇W1)N (W1, ε1) + I(1)31 , (4.85)
with
I
(1)
31 = −Re
∫
(∇ψχ)
(
p+1
4 |W1|p−1 |ε1|2 + p−14 Re
(
|W1|p−3W21 (ε1)2
))
.
By (4.8) we estimate
|I32| ≤ C ‖ε1‖p1+1−δH1 . (4.86)
Using that (4.78) we control ∣∣∣I(1)31 ∣∣∣ ≤ C 1|χ(t)| ‖ε1‖2H1 . (4.87)
By Lemma 2.6 we have
Q (y)− max
1≤j≤N
∣∣∣T (j) (y)∣∣∣ ≥ Q (y)(1− t−1/2) , |y| ≤ ln t4 .
Then, there is T0 > 0 such that
max
1≤j≤N
∣∣∣T (j) (y)∣∣∣ < (2N)−1Q (y) , (4.88)
for all |y| ≤ ln t4 and t ∈ [T ∗, Tn], T ∗ ≥ T0. In particular, ψχφ = ψχ and then∫
ψχ (∇W1)N (W1, ε1) =
∫
φ (∇W1)N (W1, ε1) +
∫
φ (ψχ − 1) (∇W1)N (W1, ε1) .
From (4.88) we get |W (y)| ≥ 2−1Q (y) . Then, as
|N (W1, ε1)| ≤ C |W1|p−2 |ε1|2 (4.89)
we obtain
|φ (ψχ − 1) (∇W1)N (W1, ε1)| ≤ Ct−
p−1
8 |ε1|2 .
Hence ∫
ψχ (∇W1)N (W1, ε1) =
∫
φ (∇W1)N (W1, ε1) +O
(
t−
p−1
8 ‖ε1‖2H1
)
.
Using the last relation in (4.85), from (4.87) we deduce
I31 = −Re
∫
φ (∇W1)N (W1, ε1) +O
((
t−
p−1
8 + 1|χ(t)|
)
‖ε1‖2H1
)
.
Then, by (4.84) and (4.86) we get
I3 = −Re
∫
φ (∇W1)N (W1, ε1) +O
((
t−
p−1
8 + 1|χ(t)|
)
‖ε1‖2H1 + ‖ε1‖p1+1−δH1
)
,
with 0 < δ < 1. Thus, from (4.81), (4.82) and (4.83), via (3.8) it follows that
Im
∫
ψχ∇ε1ε˙1 = −Re
∫
φ (∇W1)N (W1, ε1) +O
(
1
t2 ln t
)
. (4.90)
From (2.126) we have
∇W1 = λ− 2p−1
(
λ−1∇W + iβW )(x− χ
λ
)
e−i(γ(t)+γ1(t))eiβ(t)·x. (4.91)
Then, using (4.88) and (4.89) we get
2β ·
∫
φ (∇W1)N (W1, ε1) =
∫
WN (W1, ε1) +O
(
M (t) ‖ε1‖2H1
)
Therefore, by (4.76), (4.79), (4.80), (4.90), (3.8) taking into account (4.61) we derive
G13 (t) = −
∫
WN (W1, ε1) +O
(
1
t3 ln t
)
. (4.92)
for t ∈ [T ∗, Tn]. Finally, gathering together (4.72), (4.75), (4.92), from (4.58) we attain (4.53).
39
Case II: Slow decaying potentials.
Let now the potential V = V (2) and suppose that (3.9) is true for all t ∈ [T ∗, Tn], with T0 ≤ T ∗ < Tn.Let ϕ ∈ C∞
(
Rd
)
be
such that 0 ≤ ϕ ≤ 1, ϕ (x) = 1 for |x| ≤ 14λ∞ and ϕ (x) = 0 for |x| ≥ 12λ∞ . Set
ϕχ (x) = ϕ
(
x− χ (t)
λ (t) |χ (t)|
)
.
We consider
G˜ (ε (t)) = G˜W (ε (t)) = 12
∫
|∇ε|2 + 12
(
λ−2 (t) + |β (t)|2
) ∫
|ε|2 − 12
∫
V |ε|2
− 11+p
∫ (
|W + ε|p+1 − |W|p+1 − (1 + p) |W|p−1Re (Wε)
)
− β (t) · Im
∫
ϕχ∇εε.
As in the case of Lemma 4.2 we show that for some T0 > 0 there is a constant c0 > 0 such that
G˜ (ε (t)) ≥ c0 ‖ε‖2H1 (4.93)
for any t ≥ T0. Suppose that for some N large enough∣∣∣∣ ddt G˜ (ε (t))
∣∣∣∣ ≤ C (X ((r∞)−1 + ∣∣V ′ ( r∞4 )∣∣)+Ψ)X 2N (4.94)
for t ∈ [T ∗, Tn], T ∗ ≥ T0, with constant C independent on N. Integrating (4.94) and using (4.93) we get
‖ε‖2H1 ≤
C
c0N
X 2N .
with some constant C independent on N. Then for some N big enough we strictly improve (3.9) for ε. Hence, by continuity
we conclude that (3.9) for ε (t) is true on [T0, Tn].
Therefore we need to prove (4.94). Similarly to (4.58) we decompose
d
dt
G˜W1 (ε1 (t)) = G˜11 (t) + G˜12 (t) + G˜13 (t) , (4.95)
where
G˜11 (t) = −
(
W˙1,N1 (W1, ε1)
)
,
G˜12 (t) =
(
ε˙1,−∆ε1 +
(
λ−2 (t) + |β (t)|2
)
ε1 − Vε1 −N0 (W1, ε1)
)
.
and
G˜13 (t) = −β˙ · Im
∫
ϕχ∇ε1ε1 − β · Im
∫
ϕ˙χ∇ε1ε1 + β · Im
∫
∇ϕχε˙1ε1 + 2β · Im
∫
ϕχ∇ε1ε˙1. (4.96)
Let us consider G11 (t) . We define
ϕ˜X (y) = ϕ
( y
4 lnX−2N
)
. (4.97)
Using (4.59) we split
G˜11 (t) = Re
∫
W˜N1 (W1, ε1) dx+ G˜(0)11 (t) + G˜(1)11 (t) , (4.98)
with
W˜ =λ−
2
p−1
(
ψ˜X
(
χ˙
λ
· ∇W + 2i |β|2W
))(
x− χ
λ
)
e−i(γ(t)+γ1(t))eiβ·x,
G˜(0)11 (t) = −λ−
2
p−1 Re
∫
(1− ϕ˜X ) W˙1N1 (W1, ε1) dx
and
G˜(1)11 (t) = λ−
2
p−1 Re
∫
N1 (W1, ε1)W˜1dx,
40
where
W˜1 =
(
ϕ˜X
(
λ˙
λ
ΛW + i
(
γ˙ + λ−2 − |β|2 − β˙ · χ
)
W − iλ
(
β˙ · y
)
W + W˙
))(
x−χ
λ
)
e−i(γ(t)+γ1(t))eiβ·x.
Using (4.59) and Lemma 2.7 we obtain (4.63). Thus, by (4.8), (4.63), Sobolev embedding theorem and (3.9) we estimate∣∣∣G˜(0)11 (t)∣∣∣ ≤ CXN (‖ε1‖p−δH1 + ‖ε1‖2H1) ≤ CXN (X (p−δ)N + X 2N) . (4.99)
Using (4.69) in (4.98) we obtain
G˜11 (t) = Re
∫
W˜N (W1, ε1) + G˜(0)11 (t) + G˜(1)11 (t) + G˜(2)11 (t) , (4.100)
where
G˜(2)11 (t) = O
(∫
W˜
(
|W1|−1+δ |ε1|p+1−δ
)
dx
)
.
By (3.9), there is T0 > 0 such that |λ (t)| ≤ 32λ∞, t ∈ [T ∗, Tn], T ∗ ≥ T0. From Lemma 2.7 it follows
|W (y)| ≥ Q (y)− |T (y)| ≥ Q (y) (1− ∣∣V (∣∣χλ ∣∣)∣∣X−8δN) , |y| ≤ 4 lnX−2N .
From (3.9) it follows that
∣∣V (∣∣χλ ∣∣)∣∣X−8δN ≤ CX , for δ < (8N)−1 . Then, there is C0 > 0 such that
|W (y)| ≥ 2−1Q (y) , (4.101)
for all |y| ≤ 4 lnX−2N and |χ| ≥ C0. Using (4.11) and (4.101) we estimate
e−(1−δ)|y| |N1 (W1, ε1)| ≤ Ce−(1−δ)|y| |W1|p−2 |ε1|2 ≤ Ce−(1−δ)|y|Qp1−2 (y) |ε1|2 ≤ C |ε1|2 ,
for all |y| ≤ 4 lnX−2N . By (4.62), using Lemma 2.7 to control ΛW,W, yW, W˙ , we get∣∣∣G˜(1)11 (t)∣∣∣ ≤ C (M (t) + ∣∣∣B(N)∣∣∣+ ∣∣∣M(N)∣∣∣+ |β|Ψ) ‖ε1‖2H1 (4.102)
Moreover, via Sobolev embedding theorem we deduce∣∣∣G˜(2)11 (t)∣∣∣ ≤ C |χ˙|(‖ε1‖2+δH1 + ‖ε1‖p+1−δH1 ) , (4.103)
with 0 < δ < p− 1. Using (4.99), (4.102) and (4.103) in (4.100) we get
G˜11 (t) = Re
∫
W˜N (W1, ε1) + CXN
(X (p−δ)N + X 2N )
+O
(M (t) + ∣∣B(N)∣∣+ ∣∣M(N)∣∣+ |β|Ψ) ‖ε1‖2H1 + |χ˙|(‖ε1‖2+δH1 + ‖ε1‖p+1−δH1 ) . (4.104)
Using (4.74), |N0 (W1, ε1)| ≤ C |ε1| and (2.130), via Sobolev theorem we control∣∣∣G˜12 (t)∣∣∣ ≤ C (ΨXN +M (t)) ‖ε1‖H1 . (4.105)
Next, we consider G˜13 (t) . Let us estimate the last term in the right-hand side of (4.96). Using (4.73), (4.74), (2.130) and
integrating by parts we have
Im
∫
ϕχ∇ε1ε˙1 = I˜1 + I˜2 + I˜3 +O
((
ΨXN +M (t)) ‖ε1‖H1) . (4.106)
where
I˜1 = Re
∫
∇ϕχε1
(
−∆ε1 +
(
λ−2 (t) + |β (t)|2
)
ε1 − Vε1
)
,
I˜2 = −Re
∫
ϕχ∇V |ε1|2
and
I˜3 = Re
∫
ϕχ∇ε1N0 (W1, ε1) .
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By (4.78) we have ∣∣∣I˜1∣∣∣ ≤ C|χ (t)| ‖ε1‖2H1 . (4.107)
Noting that
∥∥∥ϕ( (·)−χ(t)λ(t)|χ(t)|)∇V (·)∥∥∥L∞ ≤ C
∣∣∣V ′ ( |χ(t)|4 )∣∣∣ , we get
∣∣∣I˜2∣∣∣ ≤ C
∣∣∣∣V ′
( |χ (t)|
4
)∣∣∣∣ ‖ε1‖2H1 . (4.108)
Observe that there is C0 > 0 such that ϕχϕ˜X = ϕ˜X , with ϕ˜X given by (4.97). By (4.7) we write
N0 (W1, ε1) = NL (W1, ε1) +N1 (W1, ε1) ,
where
NL (W1, ε1) = p+12 |W1|p−1 ε1 + p−12 |W1|p−3W21ε1.
We decompose
I˜3 = I˜31 + I˜32
with
I˜31 = Re
∫
ϕ˜X∇ε1NL (W1, ε1)
and
I˜32 = Re
∫
ϕχ (1− ϕ˜X )∇ε1N0 (W1, ε1) + Re
∫
ϕ˜X∇ε1N1 (W1, ε1) .
Integrating by parts we have
I˜31 = −Re
∫
ϕ˜X (∇W1)N (W1, ε1) + I˜(1)31 ,
with
I˜
(1)
31 = −Re
∫
(∇ϕ˜X )
(
p+1
4 |W1|p−1 |ε1|2 + p−14 Re
(
|W1|p−3W21 (ε1)2
))
.
Using that |N0 (W1, ε1)| ≤ C (|W1|p + |ε1|p) , as
∣∣∣(∇ψ˜X)W1 (y)∣∣∣ + ∣∣∣(1− ψ˜X)W1 (y)∣∣∣ ≤ CX 2(1−δ)N and |N1 (W1, ε1)| ≤
C
(
|ε1|p1 + |ε1|p1−δ
)
, δ > 0, (p1 = min{p, 2}) we get
∣∣∣∣
∫
(∇ϕ˜X )
(
p+1
4 |W1|p−1 |ε1|2 + p−14 Re
(
|W1|p−3W21 (ε1)2
))∣∣∣∣+ |I32|
≤ C
(
X 2(1−δ)Np + X 2(1−δ)N(p−1) ‖ε1‖2H1 + ‖ε1‖p1−δH1
)
‖ε1‖H1 .
Hence
I˜3 = −Re
∫
ϕ˜X (∇W1)N (W1, ε1) +O
((
X 2(1−δ)Np + X 2(1−δ)N(p−1) ‖ε1‖2H1 + ‖ε1‖p1−δH1
)
‖ε1‖H1
)
. (4.109)
Using (4.107), (4.108) and (4.109) in (4.106) we get
2β · Im
∫
ϕχ∇ε1ε˙1 = −2β ·Re
∫
ϕ˜X (∇W1)N (W1, ε1) + Er1 (4.110)
with
Er1 = O
(
|β|
(
|χ (t)|−1 +
∣∣∣V ′ ( |χ(t)|4 )∣∣∣) ‖ε1‖2H1)
+O
(
|β|
(
X 2(1−δ)Np +ΨXN +M (t) + X 2(1−δ)N(p−1) ‖ε1‖2H1 + ‖ε1‖p1−δH1
)
‖ε1‖H1
)
.
Similarly to (4.76), (4.79) and (4.80) we estimate the first three terms in (4.96) by O
((∣∣∣β˙∣∣∣+ |β||χ(t)|) ‖ε1‖2H1) . Therefore,
from (4.110) we obtain
G˜13 (t) = −2β · Re
∫
ϕ˜X (∇W1)N (W1, ε1) + Er2
42
with
Er2 = Er1+O
((∣∣∣β˙∣∣∣+ |β||χ (t)|
)
‖ε1‖2H1
)
.
By (4.101) |ϕ˜XN (W1, ε1)| ≤ C |ε1|2 . Then, using (4.91) we get
G˜13 (t) = −Re
∫
W˜N (W1, ε1) + Er2+O
(
M (t) ‖ε1‖2H1
)
. (4.111)
Using (4.104), (4.105), (4.111) in (4.95) we arrive to
d
dt
G˜W (ε (t)) = d
dt
G˜W1 (ε1 (t)) = Er2+CXN
(
X (p−δ)N + X 2N
)
+
(
M (t) +
∣∣∣B(N)∣∣∣ + ∣∣∣M(N)∣∣∣+ |β|Ψ) ‖ε1‖2H1 + |χ˙|(‖ε1‖2+δH1 + ‖ε1‖p+1−δH1 ) .
Finally, using (4.36) and (3.9), for N sufficiently big such that X N(p−1)2 ≤ C
(
(r∞)−1 +
∣∣V ′ ( r∞4 )∣∣+Ψ) we prove (4.94).
5 Asymptotics of J (χ).
Let us study the asymptotics as |χ| → ∞ of the integral
J (χ) =
∫
G (|y + χ|)∇Q2 (y) dy =
∫
G (|z|)∇Q2 (χ− z) dz (5.1)
where G ∈ C∞. We consider G ∈ C∞ of the form (2.16). That is
G (r) = V+ (r) or G (r) = V− (r) . (5.2)
Recall that υ (d) and C± (λ) are defined by (2.22) and (2.23), respectively. First we study the case when ∇Q2 determines
the behavior of (5.1), as |χ| → ∞. That is
G (r) = V− (r) , H ≥ 0. (5.3)
We denote by K the limit e−H → K. We prove the following.
Lemma 5.1 Let G ∈ C∞ be as in (5.3), where H,H ′ are monotone. Then, the following is true. If d ≥ 4, the asymptotics
J (χ) = χ|χ|e
−2|χ| |χ|−(d−1)
(∫ (A2G (|z|) +KκQ2 (z)) e2χ·z|χ| dz + o (1)) (5.4)
as |χ| → ∞ holds. Suppose that d = 2 or d = 3. If r− d−12 e−H(r) ∈ L1 ([1,∞)) , then
J (χ) = χ|χ|e
−2|χ| |χ|−(d−1)
(
A2
∫
G (|z|) e2χ·z|χ| dz + o (1)
)
(5.5)
as |χ| → ∞. In the case when r− d−12 e−H(r) /∈ L1 ([1,∞)) , the expansion
J (χ) = χ|χ|κA
2υ (d) (1 + o (1))C− (|χ|) e−2|χ| |χ|−(d−1) , (5.6)
as |χ| → ∞ takes place.
Proof. First, we note that J (χ) is directed along the vector χ. Indeed, we introduce the polar coordinate system, where
the x1−axis is directed along the vector χ. Then, χ = |χ| (1, 0, ..., 0) and y = |y| (cos θ, sin θ cos θ1, ..., sin θ sin θ1... cos θd−2) ,
where θ is the angle between χ and z. Thus
J (χ) = ∫∞0
(∫ pi
0 ...
∫ pi
0
∫ 2pi
0 G
(∣∣∣∣
√
|χ|2 + r2 + 2 |χ| r cos θ
∣∣∣∣
) (
q2
)′
(r) rd−1yΘdΩ
)
dr
= C χ|χ|
∫∞
0
∫ pi
0 G
(∣∣∣∣
√
|χ|2 + r2 + 2 |χ| r cos θ
∣∣∣∣
)
cos θ
(
q2
)′
(r) rd−1dθdr,
(5.7)
with yΘ := (cos θ, sin θ cos θ1, ..., sin θ sin θ1... cos θd−2) and dΩ = sind−2 θ sind−3 θ1... sin θd−3dθdθ1...dθd−2.
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Using (1.4) we estimate∣∣∣∣∣
∫
|z|≥ 3|χ|2
G (|z|)∇Q2 (χ− z)dz
∣∣∣∣∣ ≤ C
∫
|z|≥ 3|χ|2
e−2|z|−(d−1) ln|z|−H(|z|)
∣∣∇Q2 (χ− z)∣∣ dz
≤ Ce−3|χ|
(∫ ∣∣∇Q2 (χ− z)∣∣ dz) .
Therefore ∣∣∣∣∣
∫
|z|≥ 3|χ|2
G (|z|)∇Q2 (χ− z)dz
∣∣∣∣∣ ≤ Ce−3|χ|. (5.8)
Next, we consider the region |χ|2 ≤ |z| ≤ 3|χ|2 . Since for |z| ≤ |χ|2 , the inequality |χ|2 ≤ |z| ≤ 3|χ|2 holds, we write∫
|χ|
2 ≤|z|≤ 3|χ|2
G (|z|)∇Q2 (χ− z)dz = −
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2
G (|χ− z|)∇Q2 (z) dz
= −κe−2|χ|
∫
|z|≤ |χ|2
e−2(|z−χ|−|χ|+|z|) |χ− z|−(d−1) e−H(|χ−z|)
(
z
|z|e
2|z|∂|z|q2 (|z|)
)
dz
−
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 ≤|z|
G (|χ− z|)∇Q2 (z)dz.
(5.9)
We now present the following estimates. Using the coordinate system in (5.7) we have∣∣∣∣ z|z| − χ|χ|
∣∣∣∣ ≤ C ((1− cos θ) + sin θ) . (5.10)
By
|y + χ| − |χ|+ |y| =
2 |χ| |y|
(
1 + χ·y|χ||y|
)
|y + χ|+ |χ| − |y| (5.11)
we get ∣∣∣e−2(|z−χ|−|χ|+|z|) − e− 2|χ||z|(1−cos θ)|χ|−|z| ∣∣∣ ≤ Ce−|z|(1−cos θ) |z|2 (1− cos θ)2|χ| . (5.12)
Also, note that ∣∣∣|χ− z|−1 − (|χ| − |z|)−1∣∣∣ ≤ C |z| (1− cos θ)|χ|2 , for |z| ≤
|χ|
2
. (5.13)
Suppose first that d ≥ 4. Let e−H → K and ψ ∈ L∞ (R) such that ψ (r) = 1, for 0 ≤ r ≤ 1, and ψ (r) = 0, for r > 1. Using
(1.4), (5.12) and (5.13) we have∣∣∣∣∣
∫
|z|≤ |χ|2
e−2(|z−χ|−|χ|+|z|) |χ− z|−(d−1) e−H(|χ−z|)
(
z
|z|e
2|z|∂|z|q2 (|z|)
)
dz − I1
∣∣∣∣∣ ≤ r1 (5.14)
with
I1 = K
∫
ψ
(
2 |z|
|χ|
)
e−
2|χ||z|(1−cos θ)
|χ|−|z| (|χ| − |z|)−(d−1)
(
z
|z|e
2|z|∂|z|q2 (|z|)
)
dz
and
r1 = C |χ|−(d−1)

 sup
|z|≤ |χ|2
∣∣∣e−H(|χ−z|) −K∣∣∣+ |χ|−1

∫
|z|≤ |χ|2
e−
|z|
2 (1−cos θ) |z|−(d−1) dz.
By (1.4)
ψ
(
2 |z|
|χ|
)
e−
2|χ||z|(1−cos θ)
|χ|−|z| (|χ| − |z|)−(d−1) e2|z|∂|z|q2 (|z|) ≤ C |χ|−(d−1) e−
|z|
2 (1−cos θ) |z|−(d−1) .
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Let us show that e−
|z|
2 (1−cos θ) |z|−(d−1) is integrable if d ≥ 4. Using the polar coordinate system in (5.7) we have∫
e−
|z|
2 (1−cos θ) |z|−(d−1) dz ≤ C
∫ ∞
0
(∫ pi
0
e−
r
2 (1−cos θ)θd−2dθ
)
dr
≤ C
∫ 1
0
(∫ pi
0
e−
r
2 (1−cos θ)θd−2dθ
)
dr + C
∫ ∞
1
r−
d−1
2
(∫ pi√r
0
e−
θ2
2 θd−2dθ
)
dr
≤ C + C
(∫ ∞
0
e−
θ2
2 θd−2dθ
)∫ ∞
1
r−
d−1
2 dr ≤ C.
(5.15)
Thus, by the dominated convergence theorem
I1 = K |χ|−(d−1)
∫
z
|z|e
2χ·z
|χ| ∂|z|q2 (|z|) dz + |χ|−(d−1) o (1) ,
as |χ| → ∞. Integrating by parts we get
I1 = −K χ|χ| |χ|
−(d−1)
∫
e2
χ·z
|χ| Q2 (z)dz + |χ|−(d−1) o (1) . (5.16)
Also from (5.15) it follows that
r1 = |χ|−(d−1) o (1) . (5.17)
To estimate the last term in the right-hand side of (5.9) we decompose∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 ≤|z|
G (|χ− z|)∇Q2 (z)dz
=
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 ≤|z|≤ |χ|2 +|χ|
1
4
G (|χ− z|)∇Q2 (z)dz
+
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 +|χ|
1
4≤|z|
G (|χ− z|)∇Q2 (z)dz.
Using (1.4) and passing to the polar system as in (5.7) we get∣∣∣∣∣
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 ≤|z|≤ |χ|2 +|χ|
1
4
G (|χ− z|)∇Q2 (z) dz
∣∣∣∣∣
≤ Ce−2|χ| |χ|−(d−1) e−H( |χ|2 )
∫
|χ|
2 ≤|z|≤ |χ|2 +|χ|
1
4
e−
|z|
2 (1−cos θ) |z|−(d−1) dz
≤ Ce−2|χ| |χ|−(d−1) e−H( |χ|2 )
∫ |χ|
2 +|χ|
1
4
|χ|
2
r−
d−1
2
(∫ pi√r
0
e−
1
2 θ
2
θ−(d−2)dθ
)
dr ≤ Ce−2|χ| |χ|−(d−1) e−H( |χ|2 ) |χ| 14− d−12
(5.18)
and ∣∣∣∣∣
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 +|χ|
1
4≤|z|
G (|χ− z|)∇Q2 (z)dz
∣∣∣∣∣ ≤ Ce−2|χ| |χ|−(d−1) e−H( |χ|2 )e−|χ|
1
4 .
Hence ∣∣∣∣∣
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 ≤|z|
G (|χ− z|)∇Q2 (z)dz
∣∣∣∣∣ ≤ Ce−2|χ| |χ|−(d−1) e−H( |χ|2 ) |χ| 14− d−12 . (5.19)
Making use of (5.14), (5.16), (5.17) and (5.19) in (5.9) we arrive to∫
|χ|
2 ≤|z|≤ 3|χ|2
G (|z|)∇Q2 (χ− z)dz = Kκ χ|χ|e
−2|χ| |χ|−(d−1)
∫
e2
χ·z
|χ| Q2 (z)dz + o
(
e−2|χ| |χ|−(d−1)
)
. (5.20)
Next, we consider the cases d = 2 and d = 3. If H ′ (r) does not tend to 0, as r →∞, then as H ≥ 0, we see that H (r) ≥ cr,
for some c > 0. In this case by (1.4) we have∣∣∣∣∣
∫
|χ|
2 ≤|z|≤ 3|χ|2
G (|z|)∇Q2 (χ− z)dz
∣∣∣∣∣
≤ C |χ|−(d−1) e−2|χ|e− c|z|4
∫
|χ|
2 ≤|z|≤ 3|χ|2
e−
c|z|
2 |χ− z|−(d−1) dz ≤ C |χ|−(d−1) e−2|χ|e− c|χ|4 .
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Suppose now that H ′ → 0. We take the following estimate into account∣∣∣e−H(|χ−z|) − e−H(|χ|−|z|)∣∣∣ ≤ C |H ′ (|χ| − |z|)| e−H(|χ|−|z|) |z| (1− cos θ) . (5.21)
Using (1.3), (5.10), (5.12), (5.13) and (5.21) we estimate∣∣∣∣∣
∫
|z|≤ |χ|2
e−2(|z−χ|−|χ|+|z|) |χ− z|−(d−1) e−H(|χ−z|)
(
z
|z|e
2|z|∂|z|q2 (|z|)
)
dz + I2
∣∣∣∣∣ ≤ r2 (5.22)
with
I2 = A2 χ|χ|
∫
|z|≤ |χ|2
e−
2|χ||z|(1−cos θ)
|χ|−|z| (|χ| − |z|)−(d−1) e−H(|χ|−|z|) |z|−(d−1) dz
and
r2 = C |χ|−(d−1)
∫
|z|≤ |χ|2
e−
|z|
2 (1−cos θ) |H ′ (|χ| − |z|)| e−H(|χ|−|z|) |z|−(d−1) dz
+C |χ|−(d−1) e−H( |χ|2 )
∫
|z|≤ |χ|2
e−
|z|
2 (1−cos θ)
(
(1 + |z|)−1 + θ
)
|z|−(d−1) dz.
Passing to the polar system as in (5.7) we get∣∣∣∣∣
∫
|z|≤ |χ|2
e−
2|χ||z|(1−cos θ)
|χ|−|z| (|χ| − |z|)−(d−1) e−H(|χ|−|z|) |z|−(d−1) dz
−σ
∫ |χ|
2
1
(|χ| − r)−(d−1) e−H(|χ|−r)
(∫ pi
0
e−
2|χ|rθ2
|χ|−r θd−2dθ
)
dr
∣∣∣∣∣
≤ C |χ|−(d−1) e−H( |χ|2 )
(
1 +
∫
|z|≤ |χ|2
e−
|z|
2 (1−cos θ)θ |z|−(d−1) dz
)
.
(5.23)
σ =
2π
d−1
2
Γ
(
d−1
2
) ,
Making the change θ →
(
|χ|−r
|χ|r
) 1
2
η we obtain
∫ |χ|
2
1
(|χ| − r)−(d−1) e−H(|χ|−r)
(∫ pi
0
e−
2|χ|rθ2
|χ|−r θd−2dθ
)
dr = υ (d) |χ|− d−12
∫ |χ|−1
|χ|
2
(r (|χ| − r))−d−12 e−H(r)dr
− |χ|− d−12
∫ |χ|
2
1
(r (|χ| − r))− d−12 e−H(|χ|−r)
(∫ ∞
pi
√
|χ|r
|χ|−r
e−2η
2
ηd−2dη
)
dr.
(5.24)
where υ (d) is given by (2.22). The second term in the right-hand side of (5.24) is estimated by using
|χ|−d−12
∫ |χ|
2
1
(r (|χ| − r))− d−12
(∫ ∞
pi
√
|χ|r
|χ|−r
e−2η
2
ηd−2dη
)
dr
≤ C |χ|−(d−1)
∫ ∞
1
r−
d−1
2 e−
pi2
2 rdr ≤ C |χ|−(d−1) .
(5.25)
From (5.24) and (5.25) we get ∫ |χ|
2
1
(|χ| − r)−(d−1) e−H(|χ|−r)
(∫ pi
0
e−
2|χ|rθ2
|χ|−r θd−2dθ
)
dr
= υ (d) |χ|−d−12
∫ |χ|−1
|χ|
2
(r (|χ| − r))− d−12 e−H(r)dr + O
(
|χ|−(d−1) e−H( |χ|2 )
)
.
(5.26)
Passing to the polar system as in (5.7) we estimate∫
|z|≤ |χ|2
e−
|z|
2 (1−cos θ) |H ′ (|χ| − |z|)| e−H(|χ|−|z|) |z|−(d−1) dz
≤ C
∣∣∣H ′ ( |χ|2 )∣∣∣
∫ |χ|
2
1
r−
d−1
2 e−H(|χ|−r)
(∫ pi√r
0
e−
θ2
4 θd−2dθ
)
dr
≤ C
∣∣∣H ′ ( |χ|2 )∣∣∣
∫ |χ|−1
|χ|
2
(|χ| − r)− d−12 e−H(r)dr
(5.27)
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and ∫
|z|≤ |χ|2
e−
|z|
2 (1−cos θ)
(
(1 + |z|)−1 + θ
)
|z|−(d−1) dz
≤ C
(
1 +
∫ |χ|
2
1
r−
d
2
(∫ pi√r
0
e−
θ2
4 (1 + θ)
d−1
dθ
)
dr
)
≤ C
{
ln |χ| , d = 2,
1, d = 3.
(5.28)
Thus, using (5.26) and (5.28) in (5.23) we obtain∣∣∣∣∣I2 −A2 χ|χ|υ (d) |χ|− d−12
∫ |χ|−1
|χ|
2
(r (|χ| − r))−d−12 e−H(r)dr
∣∣∣∣∣ ≤ C |χ|−(d−1) e−H( |χ|2 )
{
ln |χ| , d = 2,
1, d = 3.
. (5.29)
Moreover (5.27) and (5.28) imply
r2 ≤ C |χ|−(d−1)
(∣∣∣∣H ′
( |χ|
2
)∣∣∣∣
∫ |χ|−1
|χ|
2
(|χ| − r)− d−12 e−H(r)dr + e−H( |χ|2 )
{
ln |χ| , d = 2,
1, d = 3.
)
(5.30)
Therefore, since
|χ|− d−12
∫ |χ|−1
|χ|
2
(r (|χ| − r))− d−12 dr ≥ C |χ|−(d−1)
{ √|χ|, d = 2,
ln |χ| , d = 3, (5.31)
via (5.9), (5.19), (5.22), (5.29) and (5.30) we arrive to∫
|χ|
2 ≤|z|≤ 3|χ|2
G (|z|)∇Q2 (χ− z)dz
= κA2υ (d)
(
χ
|χ| + o (1)
)
e−2|χ| |χ|− d−12
∫ |χ|−1
|χ|
2
(r (|χ| − r))− d−12 e−H(r)dr.
(5.32)
Let us consider now the region |z| ≤ |χ|2 . Note that∣∣∣∣ χ− z|χ− z| − χ|χ|
∣∣∣∣ ≤ C |z| (1− cos θ) + |z| sin θ|χ| . (5.33)
Then, using (1.3), (5.12) and (5.13) we have∣∣∣∣∣
∫
|z|≤ |χ|2
G (|z|)∇Q2 (χ− z) dz − κA2 χ|χ|e
−2|χ|
∫
|z|≤ |χ|2
e−
2|χ||z|(1−cos θ)
|χ|−|z| |z|−(d−1) e−H(|z|) (|χ| − |z|)−(d−1) dz
∣∣∣∣∣ ≤ r3, (5.34)
with
r3 = Ce
−2|χ| |χ|−d+ 12
∫
|z|≤ |χ|2
e−
|z|
2 (1−cos θ) |z|−(d−1) e−H(|z|)dz. (5.35)
If d ≥ 4, by (5.15) the integral in the right-hand side of (5.35) exists. Then by the dominated convergence theorem∫
|z|≤ |χ|2
e−
2|χ||z|(1−cos θ)
|χ|−|z| |z|−(d−1) e−H(|z|) (|χ| − |z|)−(d−1) dz = |χ|−(d−1)
∫
e−2|z|(1−cos θ) |z|−(d−1) e−H(|z|)dz + o
(
|χ|−(d−1)
)
.
Thus, from (5.34) it follows∫
|z|≤ |χ|2
G (|z|)∇Q2 (χ− z) dz = A2 χ|χ|e
−2|χ| |χ|−(d−1)
∫
G (|z|) e2χ·z|χ| dz + o
(
e−2|χ| |χ|−(d−1)
)
. (5.36)
In the case of dimensions d = 2 or d = 3. If r−
d−1
2 e−H(r) ∈ L1 ([1,∞)) , r3 = O
(
e−2|χ| |χ|−d+ 12
)
, similarly to the case d ≥ 4
we obtain (5.36). If r−
d−1
2 e−H(r) /∈ L1 ([1,∞)) similarly to (5.29) via (5.28), (5.25), (2.22) we have∣∣∣∣∣
∫
|z|≤ |χ|2
e−
2|χ||z|(1−cos θ)
|χ|−|z| |z|−(d−1) e−H(|z|) (|χ| − |z|)−(d−1) dz − υ (d) |χ|− d−12
∫ |χ|
2
1
(r (|χ| − r))−d−12 e−H(r)dr
∣∣∣∣∣
≤ C |χ|−(d−1)
∫ |χ|
2
1
r−
d
2 e−H(r)dr.
(5.37)
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Moreover
r3 ≤ Ce−2|χ| |χ|−d+
1
2
∫ |χ|
2
1
r−
d−1
2 e−H(r)dr ≤ Ce−2|χ| |χ|−(d−1) .
Then as |χ|− d−12
∫ |χ|
2
1
(r (|χ| − r))− d−12 e−H(r)dr ≥ |χ|−(d−1)
∫ |χ|
2
1
r−
d−1
2 e−H(r)dr, (5.34) implies
∫
|z|≤ |χ|2
G (|z|)∇Q2 (χ− z)dz = κA2υ (d)
(
χ
|χ| + o (1)
)
e−2|χ| |χ|− d−12
∫ |χ|
2
1
(r (|χ| − r))− d−12 e−H(r)dr. (5.38)
We now conclude as follows. If d ≥ 4, gathering together (5.8), (5.20) and (5.36) we get (5.4). In the case of dimensions
d = 2 or d = 3, suppose first that r−
d−1
2 e−H(r) ∈ L1 ([1,∞)) . Then, (5.32) implies that∫
|χ|
2 ≤|z|≤ 3|χ|2
G (|z|)∇Q2 (χ− z)dz = o
(
e−2|χ| |χ|− d−12
)
.
Therefore, from (5.8) and (5.36) we attain (5.5). If r−
d−1
2 e−H(r) /∈ L1 ([1,∞)) , by (5.8), (5.32) and (5.38) we deduce (5.6).
We now turn to the study of the case when G determines the behavior of (5.1).We consider bounded function G ∈ C∞ (Rd)
of the form
G (r) = V+ (r) , H ≥ 0. (5.39)
We prove the following.
Lemma 5.2 Let G ∈ C∞ (Rd) be bounded and of the form (5.39), where H,H ′ are monotone. If H (r) = o (r) , as r →∞,
the asymptotics
J (χ) = χ|χ|κA
2υ (d) (1 + o (1))C+ (|χ|) e−2|χ| |χ|−(d−1) (5.40)
as |χ| → ∞ are valid with C+ (|χ|) given by (2.23). If 0 < cr ≤ H (r) < 2r suppose in addition that H ′′ (r) is bounded. Then
J (χ) = I χ|χ|
(
1 +O
( |K′−H′(|χ|)|
|χ|
))
(2−H ′ (|χ|))G (|χ|) , (5.41)
where K ′ = limr→∞H ′ (r) and I is defined by (2.24). Finally, if V = V (2),
J (χ) = − χ|χ|
((∫
Q2 (z) dz
)
V ′ (|χ|) + r (|χ|) + e− |χ|2
)
, (5.42)
with
r (|χ|) = O
((
|h′ (|χ|)|
(
|h′ (|χ|)|2 + |h
′(|χ|)|
|χ| + |h′′ (|χ|)|+ |χ|−2
)
+
|h′′(|χ|)|
|χ| + |h′′′ (|χ|)|
)
V (|χ|)
)
. (5.43)
Proof. Suppose first that H (r) = o (r) , as r →∞. In this case, as H ′ is monotone, H ′ (r) = o (1) , as r → ∞. Similarly to
(5.8) we estimate ∣∣∣∣∣
∫
|z|≥ 3|χ|2
G (|χ− z|)∇Q2 (z)dz
∣∣∣∣∣ ≤ Ce−3|χ|
∫
|G (|χ− z|)| dz ≤ Ce−3|χ|. (5.44)
Next, we decompose ∫
|χ|
2 ≤|z|≤ 3|χ|2
G (|χ− z|)∇Q2 (z)dz = −
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2
G (|z|)∇Q2 (χ− z) dz
= −
∫
|z|≤ |χ|2
G (|z|)∇Q2 (χ− z)dz − r4,
(5.45)
with
r4 =
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 ≤|z|
G (|z|)∇Q2 (χ− z)dz.
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To estimate r4 we write
r4 =
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 ≤|z|≤ |χ|2 +A
G (|z|)∇Q2 (χ− z) dz
+
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ; |χ|2 +A≤|z|≤|χ|
G (|z|)∇Q2 (χ− z) dz
+
∫
|χ|
2 ≤|χ−z|≤ 3|χ|2 ;|χ|≤|z|
G (|z|)∇Q2 (χ− z)dz.
where A = max
{
|χ| 14 , H (|χ|)
}
. Using (1.4) and (5.11), as H (r) = o (r) , similarly to (5.18) we get
|r4| ≤ C |χ|−(d−1) e−2|χ|
∫ |χ|
2 +A
|χ|
2
r−
(d−1)
2 eH(r)dr ≤ C |χ|−(d−1) e−2|χ|o (1)
∫ |χ|
2
1
r−
(d−1)
2 eH(r)dr. (5.46)
Introduce the polar coordinate system as in (5.7). By (1.3), (5.12), (5.13) and (5.33) we have∣∣∣∣∣
∫
|z|≤ |χ|2
G (|z|)∇Q2 (χ− z)dz −A2κ χ|χ|e
−2|χ|
∫
|z|≤ |χ|2
e−
2|χ||z|(1−cos θ)
|χ|−|z| eH(|z|) |z|−(d−1) (|χ| − |z|)−(d−1) dz
∣∣∣∣∣ ≤ r5
with
r5 = C |χ|−(d−1) e−2|χ|
∫
|z|≤ |χ|2
e−
|z|
2 (1−cos θ)eH(|z|) (1 + |z|)− 12 |z|−(d−1) dz.
Proceeding similarly to (5.37) and (5.28) we obtain∣∣∣∣∣
∫
|z|≤ |χ|2
e−
2|χ||z|(1−cos θ)
|χ|−|z| eH(|z|) |z|−(d−1) (|χ| − |z|)−(d−1) dz − υ (d) |χ|− d−12
∫ |χ|
2
1
(r (|χ| − r))− d−12 eH(r)dr
∣∣∣∣∣
≤ C |χ|−(d−1)
∫ |χ|
2
1
r−
d
2 eH(r)dr ≤ Co (1) |χ|−(d−1)
∫ |χ|
2
1
r−
d−1
2 eH(r)dr
and
r5 ≤ Co (1) |χ|−(d−1)
∫ |χ|
2
1
r−
d−1
2 eH(r)dr.
Hence ∫
|z|≤ |χ|2
G (|z|)∇Q2 (χ− z) dz = υ (d)A2κ χ|χ| (1 + o (1)) e
−2|χ| |χ|− d−12
∫ |χ|
2
1
(r (|χ| − r))− d−12 eH(r)dr (5.47)
and thus from (5.45) and (5.46) we deduce
∫
|χ|
2 ≤|z|≤ 3|χ|2
G (|χ− z|)∇Q2 (z)dz = −υ (d)A2 χ|χ| (1 + o (1)) e
−2|χ| |χ|− d−12
∫ |χ|
2
1
(r (|χ| − r))− d−12 eH(r)dr. (5.48)
Note that
|H (|χ− z|)−H (|χ| − |z|)| ≤ CH ′ (|χ| − |z|) |z| (1− cos θ) .
Then, similarly to (5.47) (see also the proof of (5.32)) we show that
∫
|z|≤ |χ|2
G (|χ− z|)∇Q2 (z)dz = −υ (d)A2κ χ|χ| (1 + o (1)) e
−2|χ| |χ|− d−12
∫ |χ|−1
|χ|
2
(r (|χ| − r))− d−12 eH(r)dr. (5.49)
Therefore, as
J (χ) = −
∫
G (|χ− z|)∇Q2 (z)dz (5.50)
by (5.44), (5.48), (5.49) we prove (5.40).
Suppose now 0 < cr ≤ H (r) ≤ 2r + o (r) for all r sufficiently large. First we note that∣∣∣∣∣
∫
|z|≥δ|χ|
G (|χ− z|)∇Q2 (z) dz
∣∣∣∣∣ ≤ C |χ|−(d−1) e−δ|χ|
∫
|z|≥δ|χ|
e−|z|dz ≤ C |χ|−(d−1) e−δ|χ|, (5.51)
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for some 1− c2 < δ < 1. We consider the following estimates∣∣∣∣|χ+ y| − |χ| − χ · y|χ|
∣∣∣∣ ≤ C |y|
2
|χ| , (5.52)
and ∣∣∣|χ+ y|−(d−1) − |χ|−(d−1)∣∣∣ ≤ C |y||χ|d . (5.53)
Since 0 < cr ≤ H (r) < 2r and H ′ is monotone, we have c1 ≤ H ′ (r) < 2, 0 < c1 < c, for all r sufficiently large. Then, using
that H ′′ is bounded we get ∣∣∣∣H (|χ− z|)−H (|χ|) +H ′ (|χ|)
(
χ · z
|χ|
)∣∣∣∣ ≤ C 1 + |z|
4
|χ| (5.54)
for |z| ≤ δ |χ| . In particular, (5.52)-(5.54) imply
∣∣∣G (|χ− z|)−G (|χ|) e(2−H′(|χ|))χ·z|χ| ∣∣∣ ≤ |G (|χ|)| e(2−H′(|χ|))χ·z|χ| 1 + |z|4|χ| , as |χ| → ∞.
Using the last estimate we deduce∣∣∣∣∣
∫
|z|≤δ|χ|
G (|χ− z|)∇Q2 (z) dz −G (|χ|)
∫
|z|≤δ|χ|
e(2−H
′(|χ|))χ·z|χ|∇Q2 (z)dz
∣∣∣∣∣ ≤ C |G (|χ|)||χ| r6 (5.55)
where
r6 =
∫
e(2−H
′(|χ|))χ·z|χ|
(
1 + |z|4
) ∣∣∇Q2 (z)∣∣ dz.
Integrating by parts we have∫
e(2−H
′(|χ|))χ·z|χ|∇Q2 (z) dz = − (2−H ′ (|χ|)) χ|χ|
∫
e(2−H
′(|χ|))χ·z|χ| Q2 (z)dz.
Since |2−H ′ (|χ|)| ≤ max{2− c1, 1} < 2, for all |χ| sufficiently large, it follows from (1.4) that r6 <∞,∫
|z|≥δ|χ|
e(2−H
′(|χ|))χ·z|χ|∇Q2 (z)dz ≤ Ce−c1δ′|χ|, 0 < δ′ < δ,
and ∣∣∣∣
∫ (
e(2−H
′(|χ|))χ·z|χ| − e(2−K′)χ·z|χ|
)
Q2 (z)dz
∣∣∣∣ ≤ C |K ′ −H ′ (|χ|)| .
Then, from (5.50), (5.51) and (5.55) we attain (5.41).
Finally, we consider the case V = V (2). Recall that in this case V (r) = e−h1(r), with h1 (r) ≥ 0, h1 (r) = o (r) , h(k)1
monotone for all k ≥ 0 and satisfying ∣∣∣h(k)1 (r2
)∣∣∣ ≤ Ck ∣∣∣h(k)1 (r)∣∣∣ , k ≥ 0,
for all r. Then, expanding the potential V ′ we have
V ′ (|χ− z|) = V ′ (|χ|) + V1 (z, χ) + r (|χ|) |z|2 ,
for |z| ≤ |χ|2 , where V1 (z, χ) denotes the linear in z polynomial in the Taylor expansion of V ′. Since Q2 (z) is even, we get∫
V1 (z, χ)Q
2 (z) dz = 0. Then, we have∫
|z|≤ |χ|2
∇V (|χ− z|)Q2 (z)dz = χ|χ|
(
V ′ (|χ|)
∫
Q2 (z)dz + r (|χ|)
)
.
Hence, as
∣∣∣∫|z|≥ |χ|2 V (|χ− z|)∇Q2 (z)dz
∣∣∣ ≤ Ce− |χ|2 , we attain (5.42).
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6 Invertibility of LV . Proof of Lemma 2.4
The second statement of Lema 2.4 is a direct consequence of (2.54). Indeed, assuming (2.54), the invertibility of the
operators L±− λ2V (|y + χ˜|) follows from Fredholm alternative applied to (−∆+ 1)−1
(
L± − λ2V (|y + χ˜|)
)
. The regularity
and exponential decay of the solution follow from the properties of the elliptic operators ([2]). See Lemma 2.4 of [26] for the
proof in the case of the Hartree equation.
Therefore, we need to prove (2.54). We recall the positivity estimates for L±,
kerL+ = span{∇Q}, L+|{Q}⊥ ≥ 0 and L−|{Q}⊥ > 0
(see, for example, Lemmas 2.1 and 2.2 of [33]). Then, from (2.52) we get
(Lf, f) ≥ c ‖f‖2H1 , c > 0, (6.1)
for all f ∈ H1 such that |(f,Q)|+ |(f, iQ)|+ |(f,∇Q)| = 0. We claim that (6.1) and identity
L+Q = − (p− 1) (−∆+ 1)Q (6.2)
imply
‖f‖H1 ≤ C (‖Lf‖H−1 + |(f, iQ)|+ |(f,∇Q)|) , (6.3)
for all f ∈ H1. Indeed, let f = h + ig, with real h and g. We write h = (h,Q) ‖Q‖−1L2 Q + (h,∇Q) ‖∇Q‖−1L2 ∇Q + h⊥ and
g = (g,Q) ‖Q‖−1L2 + g⊥,
(
h⊥, Q
)
=
(
h⊥,∇Q) = 0 and (g⊥, Q) = 0. Then
L+h = (h,Q) ‖Q‖−1L2 L+Q+ L+h⊥ and L−g = L−g⊥.
Since
(Q,∇Q) = (h⊥,∇Q) = 0 and kerL+ = span{∇Q}, (6.4)
L+Q and L+h⊥ are linearly independent. Moreover, there is 0 < δ < 1, such that∣∣(L+Q,L+h⊥)H−1 ∣∣ ≤ (1− δ) ‖L+Q‖H−1 ∥∥L+h⊥∥∥H−1 , (6.5)
uniformly on h. Otherwise, there is a sequence {h⊥n }n∈N,
∥∥h⊥n ∥∥H1 = 1, satisfying (h⊥n , Q) = (h⊥n ,∇Q) = 0, such that∣∣(L+Q,L+h⊥n )H−1 ∣∣ = µn ‖L+Q‖H−1 ∥∥L+h⊥n ∥∥H−1 ,
with µn → 1, as n → ∞. Since h⊥n converges weakly to a function h⊥∞ ∈ H1, we have limn→∞
(
L+Q,L+h
⊥
n
)
H−1
=(
L+Q,L+h
⊥
∞
)
H−1
and
∥∥L+h⊥∞∥∥H−1 ≤ limn→∞ ∥∥L+h⊥n ∥∥H−1 . Then∣∣(L+Q,L+h⊥∞)H−1 ∣∣ = ‖L+Q‖H−1
(
lim
n→∞
∥∥L+h⊥n ∥∥H−1
)
.
Hence, as
∣∣(L+Q,L+h⊥∞)H−1 ∣∣ ≤ ‖L+Q‖H−1 ∥∥L+h⊥∞∥∥H−1 , we get∣∣(L+Q,L+h⊥∞)H−1 ∣∣ = ‖L+Q‖H−1 ∥∥L+h⊥∞∥∥H−1 ,
which means that L+
(
γQ− h⊥∞
)
= 0, for some γ 6= 0. Then by (6.4), γQ− h⊥∞ = 0. Multiplying the last equality by Q, we
get γ = 0, a contradiction. Hence, (6.5) holds. Then, by (6.1) and (6.2)
‖L+h‖2H−1 = (h,Q)2 ‖L+Q‖2H−1 +
∥∥L+h⊥∥∥2H−1 + 2 (h,Q) (L+Q,L+h⊥)H−1
≥ c
(
(h,Q)
2 ‖L+Q‖2H−1 +
∥∥L+h⊥∥∥2H−1
)
≥ b ‖h‖2H1 −
1
b
|(h,∇Q)|2 ,
and
‖L−g‖2H−1 =
∥∥L−g⊥∥∥2H−1 ≥ ∥∥g⊥∥∥2H1 ≥ b ‖g‖2H1 − 1b (g,Q)2
for some b > 0. Therefore, (6.3) follows.
Let us show that (6.3) remains true for the perturbed operator
LV = L − λ2V (|y + χ˜|)
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for all λ ≥ λ0 > 0 such that λ2 supr∈R V (r) < 1 and |χ| sufficiently big. Let ρ ∈ C∞
(
Rd
)
be such that 0 ≤ ρ ≤ 1, ρ (x) = 1
for |x| ≤ 14 and ρ (x) = 0 for |x| ≥ 12 . For f ∈ H1 and σ > 0, we decompose f = f1 + f2, where f1 (y) = ρ1
(
y
σ
)
f (y),
f2 (y) = ρ2
(
y
σ
)
f (y) , ρ1 (y) = 1− ρ (y) and ρ2 (y) = ρ (y) . We estimate
‖LV f‖2H−1 = ‖LV f1‖2H−1 + ‖LV f2‖2H−1 + 2 (LV f1,LV f2)H−1
≥ ∥∥(−∆+ 1− λ2V (|y + χ˜|)) f1∥∥2H−1 + ‖Lf2‖2H−1 + 2 (LV f1,LV f2)H−1 + r, (6.6)
with
r = −2
∣∣∣∣
((−∆+ 1− λ2V (|y + χ˜|)) f1,−p+ 1
2
Qp−1f1 − p− 1
2
Qp−1f1
)
H−1
∣∣∣∣− 2λ2 |(Lf2, V (|y + χ˜|) f2)H−1 |
Observe that ∫
Qp−1 |f1| |g| ≤
∫
Qp−1 (y)ρ1
( y
σ
)
|f (y)| |g (y)| dy ≤ qp−1
(σ
4
)
‖f‖ ‖g‖ (6.7)
and ∫
|V (y + χ˜)| |f2| |g| ≤
∫
|V (y + χ˜)| ρ2
( y
σ
)
|f (y)| |g| dy ≤
∥∥∥V (y + χ˜) ρ2 ( y
σ
)∥∥∥
L∞
‖f‖ ‖g‖ . (6.8)
Then
|r| ≤ K1 (V )
(∥∥∥V (|y + χ˜|) ρ2 ( y
σ
)∥∥∥
L∞
+ qp−1
(σ
4
))
‖f‖2H1 , K1 (V ) > 0. (6.9)
Using that ∇fj (y) = yσ|y|ρ′j
(
y
σ
)
f (y) + ρj
(
y
σ
)∇f (y), j = 1, 2 we have
(LV f1,LV f2)H−1 =
(
ρ1
( ·
σ
)
∇f, ρ2
( ·
σ
)
∇f
)
+ (f1, f2) + r1 + r2 + r3 (6.10)
where
r1 =
1
σ2
(
ρ′1
( y
σ
)
f (y) , ρ′2
( y
σ
)
f (y)
)
+
1
σ
(
y
|y|ρ
′
1
( y
σ
)
f (y) , ρ2
( y
σ
)
∇f (y)
)
− 1
σ
(
ρ1
( y
σ
)
∇f (y) , y|y|ρ
′
2 (y) f (y)
)
r2 = −
(
(−∆+ 1) f1, p+12 Qp−1f2 + p−12 Qp−1f2 + λ2V (|y + χ˜|) f2
)
H−1
− (p+12 Qp−1f1 + p−12 Qp−1f1 + λ2V (|y + χ˜|) f1, (−∆+ 1) f2)H−1
+
(
p+1
2 Q
p−1f1 + p−12 Q
p−1f1, p+12 Q
p−1f2 + p−12 Q
p−1f2 + λ2V (|y + χ˜|) f2
)
H−1
+
(
λ2V (|y + χ˜|) f1, λ2V (|y + χ˜|) f2
)
H−1
r3 =
(
λ2V (|y + χ˜|) f1, p+ 1
2
Qp−1f2 +
p− 1
2
Qp−1f2
)
H−1
.
We estimate r1 as
|r1| ≤ 1
σ
(
2 + σ−1
) (
1 + ‖ρ′‖2L∞
)
‖f‖2H1 . (6.11)
Using (6.7) and (6.8) we control r2 by
|r2| ≤ 2pqp−1
(
σ
4
) ‖f‖2H1 + 2λ2 ∥∥V (|y + χ˜|) ρ2 ( yσ )∥∥L∞ ‖f‖2H1
+ p+12 q
p−1 (σ
4
) (
p ‖Q‖p−1L∞ + λ2 ‖V ‖L∞
)
‖f‖2H1
+λ2
∥∥V (|y + χ˜|) ρ2 ( yσ )∥∥L∞ ‖V ‖L∞ ‖f‖2H1 .
(6.12)
Finally, we estimate r3. We have
|r3| ≤ λ2
∥∥∥V (|·+ χ˜|) 〈·〉−2∥∥∥
L∞
‖f‖H1
∥∥∥∥∥ 〈·〉
2
1−∆
(
p+ 1
2
Qp−1f2 +
p− 1
2
Qp−1f2
)∥∥∥∥∥ .
Since ∥∥∥V (|y + χ˜|) 〈·〉−2∥∥∥
L∞
≤ ‖V (|y + χ˜|)‖
L∞(|y|≤ |χ˜|2 )
+
(
1 +
|χ˜|2
4
)−1
‖V ‖L∞
and ∥∥∥∥∥ 〈·〉
2
1−∆
(
p+ 1
2
Qp−1f2 +
p− 1
2
Qp−1f2
)∥∥∥∥∥ ≤ K2 ‖f‖H1 , K2 > 0,
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we deduce
|r3| ≤ K2λ2

‖V (|y + χ˜|)‖
L∞(|y|≤ |χ˜|2 )
+
(
1 +
|χ|2
4
)−1
‖V ‖L∞

 ‖f‖2H1 . (6.13)
As by assumption λ2 supr∈R V (r) < 1, we have((−∆+ 1− λ2V (|·+ χ˜|)) f1, f1) ≥ ((−∆+ c1) f1, f1) ≥ b1 ‖f1‖2H1 ,
with some b1, c1 > 0. Then, using (6.3) and (6.10) in (6.6) we have
‖LV f‖2H−1 ≥ b3 ‖f‖2H1 −
2
b3
(|(f2, iQ)|+ |(f2,∇Q)|) + r + 2 (r1 + r2 + r3) , b3 > 0. (6.14)
Since
|(f1, iQ)|2 + |(f1,∇Q)|2 ≤ 2 (q + |q′|)
(σ
4
)(∫
Q+ |∇Q|
)
‖f‖2H1
we estimate
|(f2, iQ)|2 + |(f2,∇Q)|2 ≤ 2 |(f, iQ)|2 + 2 |(f,∇Q)|2 + r4. (6.15)
with
r4 = 4 (q + |q′|)
(σ
4
)(∫
Q+ |∇Q|
)
‖f‖2H1 .
Then, (6.14) takes the form
‖LV f‖2H−1 ≥ b3 ‖f‖2H1 −
4
b3
(
|(f, iQ)|2 + |(f,∇Q)|2
)
+ r + 2 (r1 + r2 + r3)− 2
b3
r4. (6.16)
We choose σ > 0 and C (V ) > 0 in (6.9), (6.11), (6.12), (6.13) such that |r| + 2 (|r1|+ |r2|+ |r3|) + 2b3 |r4| ≤ 3b34 ‖f‖
2
H1 , for
all |χ| ≥ C (V ) . Therefore, from (6.14) we deduce (2.54).
In order to complete the proof, we need to show that (2.55) holds. We use the coercivity property of the unperturbed
operator L that follows, for example, from Lemma 2.2 of [33] (see also [29])
(Lf, f) ≥ c ‖f‖2H1 −
1
c
(
(f,Q)2 + |(f, xQ)|2 + (f, iΛQ)2
)
, f ∈ H1,
for some c > 0 independent of f. Then, decomposing (LV f, f) similarly to (6.6) and arguing as in the proof of (2.54), we
deduce (2.55). This completes the proof of Lemma 2.4.
7 Appendix.
Proof of Lemma 2.5.
Recall that the kernel G (x) of the Bessel potential (1−∆)−1 behaves asymptotically as (see pages 416-417 of [3])
G (x) = 2
d+1
2 π
d−1
2 |x|− d−12 e−|x| (1 + o (1)) , as |x| → ∞, (7.1)
and
G (x) =
{ 1
2pi ln
1
|x| (1 + o (1)) , d = 2,
Γ( d−22 )
4pi|x|d−2 (1 + o (1)) , d ≥ 3,
as |x| → 0, (7.2)
where Γ denotes the gamma function. For 0 < δ < 1, let Gδ (x) = eδ|x|G (x) . Using (7.1) and (7.2) we estimate
|Gδ (x)| ≤ Ce−(1−δ)|x| 〈x〉−
d−1
2
〈
|x|−(d−2)−ν
〉
, ν > 0. (7.3)
We decompose ∣∣∣e−δ|y|T (y)∣∣∣ ≤ C0 (I1 + I2 + I3) , (7.4)
where
I1 =
∫
Rd
Gδ (y − z) e−δ|z|Qp−1 (z) |T (z)| dz,
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I2 =
∫
Rd
Gδ (y − z) e−δ|z|V
(∣∣∣z + χ
λ
∣∣∣) |T (z)| dz
and
I3 =
∫
Rd
Gδ (y − z) e−δ|z| |f (z)| dz,
for some C0 > 0. Let ψ ∈ C∞ be such that ‖ψ‖L∞ ≤ 1, ψ = 1 for |x| ≤ 1 and ψ = 0 for |x| ≥ 2. For a > 0 we decompose
I1 = I11 + I22,
with
I11 =
∫
Rd
Gδ (y − z) e−δ|z|Qp−1 (z)ψ
(z
a
)
|T (z)| dz
and
I12 =
∫
Rd
Gδ (y − z) e−δ|z|Qp−1 (z)
(
1− ψ
(z
a
))
|T (z)| dz.
By (2.54)
‖ψT ‖2H1 ≤ C1
(
‖LV (ψT )‖2H−1 + |(ψT,∇Q)|2
)
, C1 > 0.
Noting that [LV , ψ
( ·
a
)
] = −a−2 (∆ψ) ( ·a)− a−1 (∇ψ) ( ·a)∇, as (T,∇Q) = 0, we have
‖ψT ‖2H1 ≤ C1
(
‖ψf‖2 + a−1 ‖(∇ψ)∇T ‖2 + a−2 ‖∆ψT ‖2 + |((1− ψ)T,∇Q)|2
)
≤ C1
(
‖ψf‖2 + C2a−1 ‖T ‖2H1
)
, C2 > 0.
Then, taking a ≥ A−20 (|χ|) + 1 and using (2.58) we get
‖ψT ‖2H1 ≤ C1
(∥∥∥ψeδ|z|e−δ|z|f∥∥∥2 + C2A20 (|χ|) ‖T ‖2H1
)
≤ C3A20 (|χ|)
with C3 > 0. Thus, by (7.3) and Young’s inequality we get
‖I11‖L2 ≤ C0 ‖Gδ (·)‖L1 ‖ψT1‖L2 ≤ C4 (δ)A0 (|χ|) , C4 (δ) > 0.
Moreover, we have
‖I12‖L2 ≤ Ca−1 ‖Gδ (·)‖L1
∥∥|z|Qp−1 (z)∥∥
L∞
‖T ‖L2 ≤ Ca−1 ≤ CC4 (δ)A20 (|χ|) .
Hence, ‖I1‖L2 ≤ CC4 (δ)A0 (|χ|) . By (2.31) and (2.70)
‖I2‖L2 ≤ C ‖T ‖L∞
∥∥∥e−δ|·|V (∣∣∣·+ χ
λ
∣∣∣)∥∥∥
L2
∥∥∥|·| d−12 e−(1−δ)|·|∥∥∥
L2
≤ C ‖T ‖L∞
∥∥∥V (∣∣∣·+ χ
λ
∣∣∣)Q (·)∥∥∥δ′
L∞
∥∥∥|·|δ′ d−12 e−(δ−δ′)|·|∥∥∥
L2
∥∥∥|·| d−12 e−(1−δ)|·|∥∥∥
L2
≤ CC5 (δ, δ′) ‖T ‖L∞ Θ(|χ˜|)δ
′
, C5 (δ, δ
′) > 0,
for any δ′ < δ. By using (2.58) we control ‖I3‖L2 ≤ C6 (δ)A0 (|χ|) , C6 (δ) > 0. Using the estimates for I1, I2, I3 in (7.4) we
deduce ∥∥∥e−δ|·|T (·)∥∥∥
L2
≤ C (δ, δ′)
(
A0 (|χ|) + ‖T ‖L∞ Θ(|χ˜|)δ
′
)
. (7.5)
Since Gδ ∈ Lp, for any 1 < p < dd−2 , from the equation (2.57), via Young’s inequality, we control the L
2p
2−p norm of e−δ|·|T (·)
by the right-hand side of (7.5). Note that 2p2−p > 2. Iterating the last argument a finite number of times, we attain (2.59).
Lemma 2.5 is proved.
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