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I. EINLEIT~JNG 
II,, sei die Menge der reellen Polynome vom Grad 111 und 
II,,,,,, : : ;r ,,,, iL ~h,,;~l,~ h c 11,,, . (I, a,:. 
Wir bezeichnen mit I ‘I[~~,,,] die Tschebyscheft-Norm fiber einem abgeschlos- 
senen Interval1 [a, h] der erweiterten reellen Zahlen R. 
In den letzten Jahren wurde versucht, Beziehungen zwischen Holomorphie- 
eigenschaften einer Funktion ,f’ und der geometrischen Konvergenz de1 
Minimalabweichungen 
A jM.7, : int ‘I I,./,’ “,,s,,, ‘1 .f t’,,,,,, Ii). I I 
herzuleiten. Man betrachtet daLu zu reellem I 0 und s I die abgeschlos- 
sene Ellipse O(r, s) der komplexen Ebene mit Brennpunkten in 0 und I 
und der Summe r s beider A&en. Fiir eine ganze FunktionJ definieren wir 
Meinardus, Reddy, Taylor und Varga [3. 41 bewiesen. 
SAX I [4]. Sei .f(x) eiw reelle, sretige FLmktiotl iiher 10, J ) w1d ,f luhc 
geometrische Konvergetlz. lhm ist ,f Restriktion einer gunzen Funktion ran 
endlicher Ordnung. AuJ3erdetll gibt es ,fiir ,jedes s _ _ 1 positire Korututltetl 
K(s), 8(s) wzd r(s) mit 
M,-(r, s) K(s)(;!J ;~I ,,,,. l)t“*’ 
fiir atle r ;3 r(s). 
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Eine hinreichende Bedingung fiir geometrische Konvergenz ergibt sich 
aus 
SATZ 2 [l]. f(z) = x,1, a,zy sei eine ganze transzendente Funktion mit 
reellen Koefizienten und aVO > 0, a, 2 0 fir v 3 v,, . Gibt es nun reelle Zahlen 
s:~1,K>0,8>Oundr,>Omit 
Mt(r, 4 G ~WllrO,de 
dann besitzt f geometrische Konvergenz. 
fiir alle r 2 r0 , 
Die in diesem Satz angegebene hinreichende Bedingung ist schwgcher als 
die in [4] verlangte, wo alle Taylorkoeffizienten nicht negativ sein mu&en. 
Den Beweis von Satz 2 kann man wie in [l] direkt fiihren oder den folgenden 
Stijrungssatz von Roulier und Taylor [5] heranziehen. 
SATZ 3 [5]. Sei f eine ganze Funktion mit nur endlich vielen Nullstellen 
in [0, a). Es gebe Zahlen s > 1, K > 0, 0 > 0 und r,, > 0 mit 
MAr, 4 < K . W'll~O,de fiir alle r > r0 
und ganze Funktionen fi und fi mit den Eigenschaften: 
f=flt-f,, 
fdz) = t a3 mit a, > 0 fiir v = 0, 1, 2 ,..., 
v=o 
(1) 
und fi habe geometrische Konvergenz, 
es existiert ein B > 0 mit fi(x) 3 -B fiir ale x 3 0, 
es existieren Zahlen rl > 0, Y > 0 und A > 0 mit 
fi(x) < A&(x)] y fib a//e x 2 r1 , 
es gibt eine Folge von positiven Zahlen {n&, ftir die 
1 < nj+Jnj < p mit einer festen Zahl p gilt und 
aujerdem f pj”‘(x) <I 0 fiir alle x 3 0 und j = I, 2,.... 
Dann besitzt f geometrishe Konvergenz. 
(2) 
(3) 
(4) 
(5) 
Durch diesen StGrungssatz wird die Kluft zwischen notwendigen und 
hinreichenden Bedingungen fiir geometrische Konvergenz zwar gemildert, 
andererseits kann dieser Satz wegen der Voraussetzung (2) nicht mehrmals 
hintereinander angewendet werden. So konnten Roulier und Taylor damit 
die geometrische Konvergenz fiir f(x) = e” + a . e-” fi,ir beliebiges a E Iw 
nachweisen, jedoch nicht die geometrische Konvergenz von ex + a * cos x. 
In dieser Arbeit wird daher eine Version eines StBrungssatzes dargestellt, 
die diesen Nachteil nicht hat. 
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2. DER ST~RUNGSSAT~ 
Zur Vereinfachung vereinbaren uir: Sei 
0 .Y , x2 s, -L 
mit zugeordneten ganzen. nichtnegativen Zahlen @, . 13~ . . . /f)[, Wir setzen 
/3: i;!( 
! L 
Weiter sei 
II ganz. CI: UT?. ll hat ill [O, 7;) 
genau bei .Y, Nullstellen der 
I 
Ordnung /3, (I i L). ljl, h(.Y) Y_ \ 
h ganz. Ir : 0, 0, i [ii, hat 
hei .Y, Nullstellen der Ordnung i 
./I, (1 i L) \ 
1st h EAT. so bezeichnen wir mit h die ganze Funktion h II 11‘. 
SATZ 4. Sei ,f’~ N uncl tratmendent. Es gehe fiir .jedes .s I Kotwratttett 
K(s) 3,. 0. B(s) ‘3 0 z1ncl r(s) 0 lllil 
M,(r, s) .: K(s) ( ~,/‘~~,,~~~,)““’ fiir al/e r r(s). 
AuJkrdetn gebe es ganze Funkfionen ,f; . .f, 6: .f twit ct’etn Eigett.sch~fiet~ ( I ), 
(3)--( 5). Weiter gelte: 
.f; hat geotnerrische Konrsrgenz wd es giht tin 
r ” .-. 0, so t&P fl .fiir x r. ttwnoton rviichst. 
(6) 
Dann hesitzt ,f geonwtrische Konwrgenz. 
Zum Beweis benijtigen wir einige HilfsCtze. 
HILFSSATZ 1. Isf h F ,li, hI t Z, r 0. i/ : 0 und h(.u)8 y hI(.v) 
fiir x > r, dam gibt es eine Konstante y -- 0 twit 
h(x)i _ 3’ k(.Y)l ,ftir alle x i [O. 8%). 
Beweis. Da h E N, ist h(x) -a 0 in [0, r]. Also ist 
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Setzen wir 
72 := x7tp"$l I~lW so gilt ftir x E [0, r]: I h(x)1 > (y1/y2) 1 h,(x)j. 
HILFSSATZ 2. Seien f E N, fi ER, r > 0, 7 > 0, {qn} eine Folge in N und 
(ql,n} eine Fulge in fi mit I qn(x)l > f I ql,n(~)I fiir ale x > r und ale n. 
AuJerdem sei Em,,, llf - Gn Ilro,r~ = 0 md hn,.+, IIf, - Glen //ro,r~ = 0. 
Dann gibt es eine Konstante y > 0 mit I qn(x)I > y I ql,a(x)l fiir alle x E 
[0, co) und alle n. 
Beweis. Wir setzen 
Dann ist 01~ > 0, und wir kiinnen ein n, so wahlen, da13 
!A(4 2 %P und 141,n(x>I G 2012 
fur alle n > n, und alle x E [0, Y] gilt. Damit ergibt sich fur alle x E [0, co) 
und n > no : 
Nach Hilfssatz 1 gibt es augerdem positive Zahlen y1 , yz ,. , ., yn, mit 1 qn(x)I > 
yn 1 q&x)/ fur x E [0, co) und IZ = 1, 2 ,..., n, . Die Zahl y = min (7, &,q”, 
y1 > y2 '...3 yn,) erftillt somit unsere Behauptung. 
Auljerdem beweist man mit Hilfe der Cauchyschen Tntegralformel. 
HILFSSATZ 3. Sei h eine ganze, transzendente Funktion, p ein Polynom, 
s ;, 1. Dunn gibt es ein r* > 0, so daJ fiir ale r > r* die Ungleichung 
erfiilIt ist. 
Beweis von Satz 4. fi hat endlich viele Nullstellen, die wir mit 
bezeichnen und entsprechenden Ordnungen 01~ , a2 ,..., CQ . Unter diesen yi 
kommen wegen fi ER die Stellen x, mit der Ordnung > pi vor. Wir de- 
finieren 
WI(X) :== fi (x - yp und (7) 
i=l 
Mit $51 bezeichnen wir das Polynom aus 17,,-, mit 
$lj’( y.) -_ f’j’( y.) z 1 t 
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fiir ,i = 0, I,..., 2r, -~ I und i I, 2,.... cl; aurjerdem sei 
I I 
‘II, ,I PI ‘~‘lYI’l.,< 
die Minimallijsung zu I,;/, beziiglich V,, iiber [0, ZL]. Eine solche existiert 
in jedem Fall fiir 17 -: 3,x und wir definieren 
Weiter bestimmen wir /;? t II:;,; , durch 
ji”( .Y, ) p(.,-,) 
fiir,j 0, I. . . . . 3p, I Lllld i I. 2 . . . . . L. Dann gilt 
j2 --- /& IP’E 1 
mit einer ganzen Funktion k-Z 
Mit P?.~, E 17,1 :S!i bezeichnen wir fiir II 3/j das Minimalpolynom LU I-i 
fiber [0, Y] und setzen 
F2 p 2.n i’Ill.r.i &,,,(r 1. 
Wir betrachten jetzt 
4,) 4I.h 42. I! (to 
mit 
42. /t p2 w:‘(/‘:!,,, &Jr)) (9) 
und wollen zeigen. daR \vir mit den Polynomen q,) ~:lf,, die geometrische 
Konvergenz erreichen. Fiir .Y y,! gilt 
also gibt es. da lini,r-+r; E ,,,, 0 ist, und ,f; fiir .K - rg monoton wgchst. ein 
n* E N und ein r., .-, max(v,, . J,,~) mit 
B I 
Y,.,LY) - 
fiir .Y r2 und II 17~ (B wie in (3)). (10) 
Dieses I’~ kiinnen wir noch so w5hlen. dai3 zus%tzlich 
f(x) 7 .Q&Y) fiir Ale .Y .I r2 erfiillt ist. (I I) 
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Im folgenden sei stets P > rZ . Da q,, E 8 ist, gilt qn = w _ in . Wir definieren 
ein Polynom Qn durch 
qn = w(Qn + +%Ar)) 
und erhalten fur x E [0, rz] und n >, 301 ; 
I .f (4 - Q&)1 = I&- M4 + h(x) - q&4 - P,(x) - IVY pz,,(x)> 1
G 
h(x) - qlddx) 1 l&x) q1Jx)l 
w(*d A(4 q1&) 
+I 
.a) - B2(-4 - w”(x) P2A-4 
w”(x) 
w”(x, 
Dabei ist Kl eine Konstante, die sich aus der Beschranktheit von 1) ql,n jl[o,7,~ 
fiir 12 2 3a: ergibt. Dann folgt: 
t?,(x) = QnW + ~4d%(~) 
B f(x) -. I f(x) - Qn(x)I + w2(x>E2,,(r) 
Hb) - WI.~ . 
Also gibt es ein n** E N mit 
Sin(X) 3 sm fur alle x E [0, r2] und alle n 3 n**. (12) 
Jetzt ist aber j2 + w3p2,n Hermite-Interpolationspolynom zu f2 auf einer 
gewissen Punktmenge in [0, r]. Also folgt aus (5) fiir x > I und n = nj : 
$2(x> G l52w + W3(XlP2*&> G q2,nw 
Wahlen wirj, SO, da13 njo > max(n*, a**), dann gilt mit (10) 
47d.4 = 41.&) (1 + -*;-, > c71.74.4 (1 - L) 
1.n 41Ax) 
2 h,7s-+ 
(13) 
fur n = ni mitj >,jo und x 3 r mit r > r2 . Fur x E [r2 , r] ist wegen q2,Jx) 2 
-B und (10) ebenfalls 
4nw 3 ihd4 fur alle n 2 n*. (14) 
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Aus (12)-(14) ergibt sich, dalj yn. E N fiir 17 :: II, mit .j ;> j,, . Insbesondere 
gilt fiir x E [Y, a] mit Y ‘,: I’~ und n m_ II, mit j j,, : 
Wir kommen nun zur Abschgtzung in [0, r] und gehen aus van 
Wegen (1 I) gibt es nach Hilfssatz 1 ein y 0 mit j(s) 11 ,f‘,(.v) t‘iil 
alle s E [O. m). Nun gibt es eine Konstante K 0 mit 
41,rr lo,#;/ h fiir alle /I 3’X. 
Also folgt aus 
41,,J.\-) .flw t-J I, ,( .f~WI ,?i(-u) ? 
dd+ lim,, il I il.,, .r’, G.,,I 0 ist. Weiterhin ist 
f2 ~-- (j?,,, [I,. );, ,,,‘I-‘ ? ~~~ ll,“( /‘?.,, L.,,(r))’ ll!,‘I/ 
11.~  lo,,,j . 2E,,,,(r) 
fiir I r2 Unter der Voraussetzung lim,,,. E,.,,(r) 0 folgt damit 
lim ,l-.m If! ~ (in ~ir0,~,l 0 und so nach Hilfssatz 2 unter Beachtung von ( 13) 
und (14): Es gibt eine Konstante 7 ‘I 0 mit 
c/,,(s)l r 41 ,A-\‘) 
fiir alle .Y t [O. or.‘), wenn nur noch II = /7i (,j . jo) und r : r2 ist. Somit gilt 
unter diesen EinschGnkungen 
und fiir x c [r? , r] 
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Dafi geometrische Konvergenz tiber [0, co] besitzt, gibt es zu s > 1 Kon- 
stanten I? > 0, f 3 r2 und eine ganze Zahl e” > 1 mit 
W,(x, s) < mif, /ILo.rlY fur alle x > r”. 
AuSerdem wahlen wir F so, da13 ifi = lifi lI[o,ml gilt fur alle x 3 r”. Damit 
ergibt sich wegen (11) fur x 2 P: 
Nach Hilfssatz 3 bleibt dann i w”(x)if(x)! fur alle gentigend grogen x be- 
schrlnkt, also existiert 
Aurjerdem existiert max,,,z [ l/‘I(x)], so dab sich aus (18) (unter lim,,, 
l&,(r) = 0 mit r > rz) fur x E [r, , r] und IZ = nj mit j >,j,, ergibt: 
“h(x) - 42,nw < K2E2,,(r) 
f (-~I 4n(X) (19) 
Dabei ist I& > 0 eine Konstante. Schlieblich gilt wegen (12) fur x E [0, rz] 
und n > n** : 
(20) 
mit K3: =max,,rO,rz) [4 1 w(x)// f(x)12]. Zusammenfassend ergibt sich aus 
(15), (17), (19), (20) fur pz = 11~ mit j >j,, , falls noch r > r2 und lim,,, 
l&,(r) = 0 ist: 
(& = max(K2, K3N 
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Da f; geometrische Konvergenz besitzt. existiert ein K* > 0 und ein 
s > 1 mit 
E 1.71 :- K*/.Y" fiir alle geniigend groljen II. 
In (21) ist J~~,~(Y,) die Minimalabweichung LU b.C (1; ~~ fin)/wa beziiglich 
IT+,, iiber [0, Y], also gilt nach einem Satz von Bernstein 
Nun folgt aber mit Hilfssatz 3 fiir alle geniigend grofien F: 
(23) 
Nach Satz 1 gibt es Zahlen k’, 0, 0, 0 und I’:~ 0 mit 
Nach Voraussetzung (4) und (6) gibt es eine Zahl r1 0 mit 
fiir r >: r4 . Dabei ist Q1 : max( I, Y/). Auljerdem gibt es Zahlen K,; 0, 
B ;- 0 mit 
M,(r. a) K,;( t’I,l.,IJ” 
fiir alle geniigend gronen r. Wir kiinnen also ohne weiteres rA ho groll 
wghlen, daB 
,Ili( r. .s) k’,( /; Ill,! i)” liJ 125) 
fiir alle r ;: yq mit einer Konstanten K7 erfiillt isl. Aus (22)-(25) f’olgt daher 
mit einem K, > 0 
(26) 
fiir alle geniigend grofien P. Dabei ist @ max(@,B. 0,). Da j; for r r,, 
monoton wgchst, kiinnen wir r r(u) so wghlen. dafi 
./i(r) ,y” t a I) 
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fiir alle geniigend groben n erfiillbar ist. Wegen (26) gilt such 
2j-g ~2,?dr(nN = 0 
und aus (21) ergibt sich fur IZ := nj fiir alle gentigend grobenj: 
s-n + ,QSnQ/(Q+I)-n), 2K*s-n + 4s-n/(Q+l) i 
I 
< max 
K* 
~ 
rr 
S-n + KsS-n/(Q+l), 2K*s-” + 4s-“:(@+l) 
< const s-71/(9+1). 
Beachtet man jetzt noch, da13 wegen (5) 
1 -c nj+llnj < p 
erfiillt ist, so folgt damit die geometrische Konvergenz. 
BEISPIEL. 
f(x) = eAr -k a sin x + b cos x + p(x). 
Dabei sind a, b E R, h 3 1 und p ein Polynom. Wir kiinnen f umformen zu 
f(x) = eA,C + A cos(x + @I + P(X) 
mit 
A = (a2 + b2)1/2 und 0 < @ < 2?r. 
Betrachten wir mit c > 0 
und setzen x, : = (l/24 In c, so gilt mit y = x - x0 : 
,AZ + cc-A” = eA(2,+d + e2nqle-A(q+v) 
= eA”o(eA” $. e-nv) 
Wahlen wir x,, : = 2kn - @ (k E Z), so ergibt sich fur 
f(y) : = f ( y -t- x0) + ce-A(v+“o) - p( y + x0) 
somit 
j(y) = eAzo(e”” + e-“‘) + A cos y. 
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Sind 0 ‘:- x1 < x2 -; ... --: x,, die Nullstellen von f(x) mit Ordnungen 
PI , f& ,.... PI. in [0, x). so wghlen wir k so groB, da0 x,, 2kT ~- @ . xL 
ist und I als ganze Funktion nur nichtnegative Koeffizienten hat. Sodann 
bestimmen wir ein gerades Polynom ,I),(J~) mit grad(/,,) ’ grad(p). das an den 
Stellen j’, xi ~- x,, die Funktion eAcall~~i’) i-e-y,, J,) mit der Ordnung pi 
interpoliert und einen positiven Koeffizienten bei der hiichsten Potenz ht. 
Dann hat 
als ganze. gerade Funktion in J‘ hiichstens endlich viele negative Taylor- 
koeffizienten. Setzt man ,L.~ Z. so besitzt F*(Z) : ,f*(~‘) nach Sat7 2 
geometrische Konvergenz iiber [O. 8x1 und damit I.*(?,) iiber [ Y. IL], 
Nun ist 
j(x) ,f’“(x ~- x,,) (‘(, .A., p( .\’ 3.Y,,) ‘- /‘,(.I- s,,), 
setzen wir also 
h(x) .f*(.Y -u,,) 
und 
,f&s) (’ (‘r” ’ p( .Y 2x,,) .- /‘,!X ~~ .Y,,). 
dann sind alle Voraussetzungen von Satz 4 fiir / f; ~i-,f, erfiillt:,/’ hesitrt 
geometrische Konvergenz iiber [0, ~1. 
lnsbesondere ist damit die Vermutung van Koulier und Taylor [5] he- 
sttitigt, dal3 P.” ~~ P’ cos .Y geometrische Konvergenr besitzt. Weiterc An- 
wendungsbeispiele von Satz 4 sind in [2] xngegeben. 
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