Abstract: We prove Bernstein -von Mises theorems for nonparametric Bayes priors in the Gaussian white noise model. We demonstrate how such results justify Bayes methods as efficient frequentist inference procedures in a variety of concrete nonparametric problems. Particularly we investigate frequentist coverage properties of Bayesian credible sets. Applications include Sobolev goodness-of fit tests, general classes of linear and nonlinear functionals, and credible bands for Fourier coefficients and autoconvolutions. The assumptions cover non-conjugate product priors defined on general orthonormal bases of L 2 satisfying weak conditions.
Introduction
Consider observing a random sample X (n) of size n, or at noise level n −1/2 , drawn from distribution P n f indexed by some unknown parameter f ∈ F . The Bayesian paradigm views the sample as having law P n f conditionally on f , that is, X (n) |f ∼ P n f , where f is drawn from some prior probability distribution Π on some σ-field B of F . The random variable f |X (n) then has a law on F which is known as the posterior distribution, denoted by Π(·|X (n) ). Bayesian inference on f is then entirely based on this posterior distribution -it gives access to point estimates for f , credible sets and tests in a natural way.
It is of interest to analyse the behaviour of Π(·|X (n) ) under the frequentist sampling assumption that X (n) is drawn from P n f0 for some fixed nonrandom f 0 ∈ F , in particular it seems important to understand to which extent Bayesian procedures based on the posterior lead to valid frequentist inference.
Quite remarkably if F is a finite-dimensional space then in most situations posterior-based inference is not only valid from a frequentist perspective, but in fact asymptotically optimal. Perhaps the most fundamental explanation for this phenomenon is given by the Bernstein -von Mises (BvM) theorem, first discovered by Laplace [26] , developed by von Mises (see p.156f. in [40] ) and put into the framework of modern parametric statistics by Le Cam [27] . It states that, under mild and universal assumptions on the prior, the posterior distribution approximately equals a normal distribution on F , centered at an efficient estimatorf n for f 0 , and with covariance i(f 0 ) the Cramér-Rao information bound in the statistical model considered:
as n → ∞ in P n f0 -probability. Practically this means that posterior-based inference asymptotically coincides with inference based on standard efficient, 1/ √ nconsistent frequentist estimators of f 0 , and that Bayesian methods can be rigorously justified from an asymptotic frequentist point of view.
The last decade has seen remarkable activity in the development of nonparametric Bayes procedures, where F is taken to be an infinite-dimensional space, typically consisting of functions or infinite vectors: nonparametric regression, classification, density estimation, normal means and Gaussian white noise models come to mind, and a variety of nonparametric priors have been devised in the literature for such models. Posteriors in such models can be computed efficiently by algorithms such as MCMC, and they provide broadly applicable Bayesian inferential tools for nonparametric problems. It is natural to ask whether an analogue of (1) can still be proved in such situations, as it would give a general justification for the use of nonparametric Bayes procedures. Although remarkable progress has been made in the understanding of the frequentist properties of nonparametric Bayes procedures -we refer here only to some of the key papers such as [17, 18, 34, 36, 38] and references therein -a satisfactory answer to the BvM-question seems not to have been found. A first reason is perhaps that it is not immediately clear what N (f n , i(f 0 )) should be replaced by in the infinite-dimensional situation -Gaussian distributions over infinite dimensional spaces F are much more complex objects, and their existence (in the form relevant here) depends on the topology that F is endowed with. Likewise whether 1/ √ n-efficient estimatorsf n for f 0 exist or not depends strongly on the notion of distance on F that one employs, and many of the commonly used loss functions in nonparametric statistics (such as L p -type loss) are not admissible. A first step to understand this phenomenon better is thus to look for loss functions on F for which efficient frequentist estimatorsf n with certain Gaussian limit distributions exist. This leads naturally to the setting of empirical processes: For example in the situation where one observes a random sample X 1 , . . . , X n from a law P on [0, 1] we know that the empirical measure P n = n −1 n i=1 δ Xi is a 1/ √ n-efficient estimator for P in the space of bounded functions ℓ ∞ (H) on any P -Donsker class H of functions h : [0, 1] → R. More concretely this means that for such H P n − P H = sup h∈H ˆh d(P n − P ) = sup
is O P (n −1/2 ), in fact √ n(P n − P ) converges in distribution in ℓ ∞ (H) to a tight Gaussian random variable N (0, i(P )) over ℓ ∞ (H), and the covariance structure i(P ) of the limiting variable achieves the Cramér-Rao information bound for the fully nonparametric model (see Section 3.11.1 in [39] ).
A natural setting for nonparametric Bernstein-von Mises theorems is thus to embed the parameter space F into an ℓ ∞ (H)-type space. The purpose of the present paper is to investigate this approach rigorously in the situation of the Gaussian white noise model, and with H s a ball in a Sobolev space of order s > 1/2 -this makes the mathematical analysis tractable without any severe loss of conceptual generality. Our main results will imply that for a large and relevant class of product priors Π that satisfy mild assumptions, and which do not require conjugacy, one has
where N is a Gaussian measure on ℓ ∞ (H s ) centered at an efficient estimatorf n of f 0 , both to be defined in a precise manner, and where the classes A consist of measurable subsets of ℓ ∞ (H s ) that have uniformly smooth boundaries for the measure N . The result is proved by showing that the (suitably shifted) posterior converges weakly (in P n f0 -probability) to a canonical Gaussian measure N in ℓ ∞ (H s ), and by exploiting the uniformity classes for weak convergence towards N . We should note that some restrictions on the class A are necessary as one can show that in the infinite-dimensional situation the Bernstein-von Mises theorem cannot hold uniformly in all Borel sets of ℓ ∞ (H s ) (see below Definition 1 for more discussion). Our assumptions apply in particular to priors that produce posteriors which achieve frequentist optimal contraction rates in stronger loss functions (such as L 2 -distance) and which resemble the state of the art prior choices in the nonparametric Bayes literature.
Our abstract results clearly only gain relevance through the fact that we can demonstrate their applicability: The general result (3) implies that posteriorbased credible regions give asymptotically exact frequentist confidence sets in a variety of concrete problems of nonparametric inference, chosen to highlight the scope of our techniques: Our examples, which are given in Section 2, include weighted L 2 -ellipsoid credible regions for the unknown parameter f 0 , linear functionals defined on L 2 such as moments of f 0 , credible bands for the Fourier coefficients of f 0 , a general class of nonlinear functionals defined on L 2 such as the squared L 2 -norm f 0 2 2 , and simultaneous credible bands for the auto-convolution f 0 * f 0 .
We note that a key point in these applications is related to the notion of the 'plug-in property' of a nonparametric estimator, coined by Bickel and Ritov [3] . A standard nonparametric estimator that is rate-optimal in a standard loss function (such as L p -loss) is said to have the plug-in property if it simultaneously achieves the 1/ √ n-rate for a large class of linear functionals, that is, if (2) holds with P n replaced by the nonparametric estimator. Standard frequentist estimators such as kernel, wavelet and nonparametric maximum likelihood estimators satisfy this property, in fact one can even prove a corresponding uniform central limit theorem in ℓ ∞ (H) for such estimators, see Kiefer and Wolfowitz [25] , Nickl [29] , Giné and Nickl [21, 22] . Our results imply that this is also true in the Bayesian situation: The posterior contracts at the optimal rate in L 2 -loss and at the same time satisfies a Bernstein-von Mises theorem in ℓ ∞ (H s ). Likewise, formal Bayes estimators such as the posterior mean are efficient frequentist estimators of f 0 in ℓ ∞ (H s ) while achieving the optimal nonparametric rate for f 0 in L 2 . There is some recent work on the BvM phenomenon for nonparametric procedures that needs mentioning. Leahu [28] derives interesting results on the possibility and impossibility of BvM-theorems for undersmoothing priors -his negative results will be relevant below. His positive findings are, however, strongly tied to the Gaussian conjugate situation, and do not address efficiency questions. Rivoirard and Rousseau [31] consider BvM-type results for linear functionals of certain models of probability density functions. A number of BvM-type results have been obtained for the fixed finite-dimensional posterior with dimension increasing to infinity: Ghosal [15] and Bontemps [6] consider regression with a finite number of regressors, Ghosal [16] and Clarke and Ghosal [9] consider exponential families, and the case of discrete probability distributions is treated in Boucheron and Gassiat [7] . We believe that our approach allows for a unifying framework for these results: We show that a 'functional' BvM-result holds, giving access to many linear functionals in a uniform way. We finally note related work on semiparametric BvM-results in Castillo [8] and Bickel and Kleijn [2] .
The outline of this article is as follows: In the next two subsections we introduce a general notion of the nonparametric Bernstein -von Mises phenomenon. In Section 2 we show that when this phenomenon holds, posterior-based inference is valid from a frequentist point of view in a variety of concrete examples from nonparametric statistics. In Section 3 we prove that for a large class of natural priors on L 2 , the BvM phenomenon indeed occurs.
The Weak Nonparametric Bernstein -von Mises Phenomenon
Let
2 , and dW a standard white noise, consider observing a random trajectory in the model
Let Π be a prior Borel probability distribution on L 2 and let Π(·|X (n) ) be the posterior distribution on L 2 given the observed trajectory X (n) .
Except in conjugate situations the proof of a Bernstein -von Mises type result rests typically on the fact that efficient estimation at the rate 1/ √ n is possible. In the nonparametric situation this rules out L p -type loss functions, but leads one to consider weaker norms of the type · H discussed in (2) . For the particular choice of H s equal to an order-s Sobolev-ball we can understand this better by using simple but useful Hilbert space duality arguments in the nested scale of Sobolev spaces {H with covariance I, then (4) can be written as 
2 -neighborhoods of the efficient estimator X (n) . To compare probability distributions on H −s 2 we may use any metric for weak convergence of probability measures, and we choose the bounded Lipschitz metric here for convenience (it is defined in Section 4.2 below). Let N be the standard Gaussian probability measure on H −s 2 with mean zero and covariance I -its existence is ensured in Section 1.2. Definition 1. Consider data generated from equation (4) under a fixed function f 0 , and denote by P n f0 the distribution of X (n) . Let s > 1/2 and let β be the bounded-Lipschitz metric for weak convergence of probability measures on H −s 2 . We say that a prior Π satisfies the weak Bernstein -von Mises phenomenon in
We note that the fact that the result is phrased in a way in which N is independent of n is important. [The reason is that the metric β does not induce a uniformity structure for the topology of weak convergence (see the Remark on p.413 in [11] ).]
Thus when the weak Bernstein -von Mises phenomenon holds the posterior necessarily has the approximate shape of an infinite-dimensional Gaussian distribution. Moreover, we require this Gaussian distribution to equal N -the canonical choice in view of efficiency considerations. The covariance of N is the Cramér-Rao bound for estimating f 0 in the Gaussian shift experiment (5) in H −s 2 -loss, and we shall see how this carries over to sufficiently regular realvalued functionals Ψ(f 0 ), see Section 2.4 below.
One may ask by analogy to the finite-dimensional situation whether a strong Bernstein-von Mises phenomenon, where β is replaced by the total variation norm, can be proved. It follows from Theorem 2 in [28] that already in the Gaussian conjugate situation such a result is not possible unless one restricts to very specific priors (which in particular do not satisfy the plug-in property that will be relevant below). Now with weak instead of total variation convergence we cannot infer that Π n • τ −1 X (n) and N are approximately the same for every Borel set in H −s 2 , but only for sets B that are continuity sets for the probability measure N . As we shall see this includes, for instance, any fixed norm ball
with P n f0 -probability close to one. For statistical applications of the Bernstein -von Mises phenomenon one typically needs some uniformity in B, and this is where total variation results would be particularly useful. Weak convergence in H 2), and we show below how this allows for enough uniformity to deal with a variety of concrete nonparametric statistical problems.
The Bernstein -von Mises phenomenon in (6) will often be complemented by convergence of moments, that is, convergence of the Bochner integrals (e.g., p.100 in [1] 
2 . This implies that the posterior meanf n of Π n satisfies f n − X
so in semiparametric terminology the posterior mean is asymptotically linear in H −s 2 with respect to X (n) , so in particular efficient for f 0 . Therefore, if (7) holds, centering Bayesian credible sets atf n instead of X (n) makes no asymptotic difference in H −s 2 .
Sobolev Spaces and White Noise
Before we proceed we need to fix ideas and formally introduce negative order Sobolev spaces. Their definition will be given in terms of orthonormal bases of L 2 which will also be relevant for the assumptions on the priors we need. Denote by f, g =´1 0 f (x)g(x)dx the standard inner product on L 2 . We shall work with a general orthonormal basis of L 2 that satisfies the following weak regularity condition. While notationally it reflects a wavelet type basis {ψ lk :
l − 1} of CDV-type [10] , with notational convention ψ J0k = φ k , it also includes the standard trigonometric basis ψ lk (x) ≡ e l (x) = e 2πilx and bases of standard Karhunen-Loève expansions.
with index sets L ⊂ Z, Z l ⊂ Z and characteristic sequence a l we shall mean any of the following:
Define for 0 ≤ s < S the Sobolev spaces as
which are Hilbert spaces that may depend on the basis functions used, but since for the examples mentioned above this is not the case we suppress it in the notation. Moreover
Using standard duality arguments (as in Proposition 9.16 in [13] ) one shows the following: H −s 2 consists precisely of those linear forms L acting on H s 2 for which the L −s,2 -norms (defined as above also for negative s) are finite, where now ψ lk , L = L(ψ lk ), well defined since S > s, ψ lk ∈ H s 2 . In fact the so-defined norm · −s,2 is equivalent to the standard operator norm on (H 
up to isomorphism, that is, any linear continuous map
and dW standard white noise we have a random linear application
For any s > 1/2, the W −s,2 -norm is finite almost surely since, by Fubini's theorem, for g lk independent N (0, 1) variables,
2 almost surely, measurable for the cylindrical σ-algebra, and by separability of H −s 2 also for the Borel σ-algebra (p.374 in [5] ). By Ulam's theorem (Theorem 7.1.4 in [11] ), W is thus tight in H −s 2 . The Gaussian variable W has mean zero and covariance I diagonal for the L 2 -inner product,
We call the law N of W a standard, or canonical, Gaussian probability measure on the Hilbert space H −s 2 (note that it is the isonormal Gaussian measure for the inner product of L 2 but not for the one of H −s
2 ). In the same way the random trajectory dX (n) from (4) defines a tight Gaussian Borel random variable X
with mean f 0 and covariance n −1 I.
Confidence Sets for Nonparametric Bayes Procedures

Weighted L 2 Credible Ellipsoids
For s > 1/2, denote by
where coefficients in the tail are downweighted by a −2s l
. A frequentist goodness of fit test of a null hypothesis H 0 : f = f 0 could for instance be based on the test statistic f 0 − X (n) −s,2 , resembling in nature a Kolmogorov-Smirnovtype procedure (as it has power against arbitrary alternatives f ). In directional statistics these are sometimes called Sobolev statistics/tests, see [19, 24] .
A Bayesian approach consists in using the quantiles of the posterior directly, that is to solve for
where 0 < α < 1 is some fixed significance level. The resulting credible set
is a random · −s,2 -ball. The weak Bernstein-von Mises phenomenon in H −s 2
implies that this credible ball asymptotically coincides with the exact (1 − α)-confidence set built using the efficient estimator X (n) for f 0 , in particular the width of the credible ball is of order O P (n −1/2 ), and M n converges to a finite constant in probability. Theorem 1. Suppose the weak Bernstein-von Mises phenomenon in the sense of Definition 1 holds. Let C n be the credible region from (10) with M n chosen as in (9) . Then P (7) holds then the same result holds true if C n is centered at the posterior meanf n of Π(·|X (n) ).
One may wish to intersect C n further with the support of Π(·|X (n) ). Theorem 1 holds for such credible sets as well as long as f 0 is in the H −s 2 -support of Π(·|X (n) ) (which in all natural situations will be the case).
Credible bands for Fourier coefficients
Suppose one wants to recover the Fourier coefficientŝ
up to some fixed frequency N ∈ N, and is interested in inference on all the {f (m)} |m|≤N simultaneously. It is a 'discrete' version of the problem studied in the sampling setting in [12] , where several applications can be found. Let
be the space of bounded complex-valued functions on the integers m, |m| ≤ N .
whose restriction to the integers m, |m| ≤ N, is an element of ℓ ∞ N almost surely, one solves for M n in
where Π n = Π(·|X (n) ) is the posterior, and constructs a credible band
Again, the proof of the following theorem establishes that M n converges in probability to a finite constant.
Theorem 2. Suppose the weak Bernstein-von Mises phenomenon in the sense of Definition 1 holds. Let C n be the credible band from (12) with M n chosen as in (11) . Then P
If in addition (7) holds then the same result holds true if C n is centered at Ff n wheref n is the posterior mean of Π(·|X (n) ).
Credible bands for self-convolutions
Suppose now we are interested in estimating the function
where addition is mod-1 (so the convolution of f 0 with itself on the unit circle). The related problem in density estimation was studied in the papers [14, 20, 29, 30, 32, 33] , where it is shown that f 0 * f 0 can be estimated at the 1/ √ nrate even when this is impossible for f 0 . See particularly [14] for applications. Assume f 0 is one-periodic and contained in H s 2 for some s > 1/2, and that the posterior is supported in
per ([0, 1)) which, in this subsection, denotes the subspace of L 2 consisting of one-periodic functions. We will assume that the basis used to define H s 2 is such that ( m |f (m)| 2 (1 + |m|) 2s ) 1/2 is an equivalent norm on H s 2 (which is the case for CDV-or periodised wavelets and trigonometric bases of L 2 ). By standard properties of convolutions κ : 1) ), the space of bounded continuous periodic functions on [0, 1) equipped with the uniform norm
with resulting credible band
Theorem 3. Suppose the weak Bernstein-von Mises phenomenon in the sense of Definition 1 holds, and that f 0 ∈ H s 2 . Assume moreover (7) and that for some sequence r n = o(n −1/2 ),
Let C n be the credible band from (14) with M n chosen as in (13) . Then
If f 0 is s-Hölder on [0, 1) for some s > 1/2 then the priors from Condition 1 with σ l and γ = s chosen as in Remark 1 are admissible in the above theorem with r n = n −2s/(2s+1) , cf. Corollaries 1, 2 below and the results in Subsection 3.4. Note that any choice s > 1/2 will do to obtain order 1/ √ n-width credible bands.
Plug-in credible sets for functionals
If the goal of statistical inference is a possibly nonlinear real-valued functional Ψ(f 0 ) of f 0 one can use the posterior Π(· | X (n) ) in a natural way to construct 'plug-in' credible sets.
Linear functionals
Let L be any linear form on L 2 given by
which gives rise to the credible set
for L(f 0 ). An alternative way to build the credible set is discussed below in a more general setting. 
Let β R be the bounded-Lipschitz metric for weak convergence on R, and define
Moreover let C n be the credible region from (16) with M n chosen as in (15) . (7) holds then the same result holds true if C n is centered at L(f n ) wheref n is the posterior mean of Π(·|X (n) ).
The proofs imply that M n converges to a finite positive constant in probability, and the credible set C n thus has frequentist length of order 1/ √ n. Moreover, the 'plug-in' posterior Π n • L −1 has the approximate shape of a normal distribution centered at the efficient estimator L(
/n. This implies in particular that the width of the credible set C n is asymptotically efficient from the semiparametric perspective; in fact g L 2 2 is the semiparametric Cramér-Rao bound for estimating L(f 0 ) from observations in the Gaussian white noise model.
The fact that any integral functional´1
, is covered gives rise to a rich class of examples. For instance the functionalŝ
are covered, so nonparametric Bayes posteriors can be used with good confidence for inference on moment type functionals. The assumption s > 1/2 is intrinsic to our methods and cannot be relaxed.
Smooth nonlinear functionals
We next consider statistical inference for nonlinear functionals of f 0 that satisfy a good quadratic approximation in L 2 at f 0 , more precisely, we assume that Ψ : L 2 → R satisfies,
uniformly in h ∈ L 2 and for some DΨ f0 : L 2 → R linear and continuous that has a (nonzero) L 2 -Riesz representerΨ f0 ∈ H s 2 for some s > 1/2. This setting includes several standard examples discussed in more detail at the end of this section, but also the linear functionals discussed above.
Note that now Ψ cannot necessarily be evaluated at X (n) (think of Ψ(f ) = f 2 2 ). However, since the posterior is supported in L 2 with probability one, the following Bayesian credible set can be constructed for Ψ(f 0 ): For Π n = Π(·|X (n) ) the posterior distribution, set Π Ψ n = Π n • Ψ −1 and solve for reals µ n , ν n such that Π
that is, µ n , ν n are the α/2 and 1 − α/2 quantiles of Π Ψ n . Set
Theorem 5. Suppose the weak Bernstein-von Mises phenomenon in the sense of Definition 1 holds. Consider a functional Ψ such that (17) is satisfied. Assume moreover either that Ψ is linear or that for some sequence r n = o(n −1/2 ),
Let C n be the credible set from (19) with µ n , ν n chosen as in (18) . Then, as is approximately Gaussian, this time centered at Ψ(f 0 ) + Ψ f0 / √ n, W , and with variance Ψ f0 2 2 /n. More precisely, for β R the bounded-Lipschitz metric for weak convergence,
In fact, as follows from the proof of Theorem 5, the random quantiles µ n , ν n admit the expansion,
with Φ * the distribution function of a N (0, Ψ f0 2 ) variable. Again, Ψ f0 2 2 is the semiparametric efficiency bound for estimating Ψ(f 0 ) in the Gaussian white noise model, which shows that the asymptotic width of the credible set C n for Ψ(f 0 ) is optimal in the semiparametric sense.
If f 0 is γ-Hölder for some γ > 1/2 then the priors from Condition 1 with σ l chosen as in Remark 1 are admissible in the above theorem with r n = n −2γ/(2γ+1) , cf. Corollaries 1, 2 and Subsection 3.4 below. Examples include the standard quadratic functionals such as Ψ(f ) =´f 2 (t)dt or composite functionals of the form Ψ(f ) =´φ(f (x), x)dx and the like. Some functionals may necessitate some straightforward modifications of our proofs:
, and for the entropy functional´f (t) log f (t)dt one assumes f 0 ≥ ζ > 0 on [0, 1] and differentiates Ψ on L ∞ . In these situations, to control remainder terms, one may use contraction results in L p , 2 < p ≤ ∞, instead of L 2 , such as the ones in [23] . Our assumption γ > 1/2 falls short of the critical assumption γ > 1/4 necessary for 1/ √ n-estimability of some of these functionals, a phenomenon intrinsic to general plug-in procedures.
Bernstein-von Mises Theorems in White Noise
We now develop general tools that allow to prove that priors satisfy the Bernsteinvon Mises phenomenon in the sense of Definition 1, and show how they can be successfully applied to a wide variety of natural classes of product priors.
For f ∈ L 2 consider again observing a random trajectory in the white noise model (4) . Given an orthonormal basis from Definition 2, the white noise model is equivalent to observing the action of X (n) on the basis, i.e.,
where
. Let Π be a prior Borel probability distribution on L 2 which induces a prior, also denoted by Π, on infinite sequences {θ lk } ∈ ℓ 2 . Let Π(·|X (n) ) be the posterior distribution and let Π(θ lk | X (n) ) denote the marginal posterior on the coordinate θ lk .
Contraction Results in H −s 2
In this subsection we consider priors of the form Π = ⊗ lk π lk defined on the coordinates of the orthonormal basis {ψ lk }, where π lk are probability distributions with Lebesgue density ϕ lk on the real line. Further assume, for some fixed density ϕ on the real line,
Condition 1.
Suppose that there exists a finite constant M > 0 s.t.
Suppose also that ϕ is s.t. there exists τ > M and 0 < c ϕ ≤ C ϕ < ∞ with
Some discussion of this condition is in order: We allow for a rich variety of base priors ϕ, such as Gaussian, sub-Gaussian, Laplace, most Student laws, or more generally any law with positive continuous density and finite second moment, but also uniform priors with large enough support. The full prior on f considered here is thus a sum of independent terms over the basis {ψ lk }, including many, especially non-Gaussian, processes. For Gaussian processes Condition 1 applies simply by verifying that the L 2 -basis provided by the Karhunen-Loève expansion of the process satisfies the conditions of Definition 2. This includes in particular Brownian motion: The corresponding ϕ is then the standard Gaussian density and σ l = 1/(π(l + 1 2 )) are the square-roots of the eigenvalues of the operator.
Through condition (P1), this allows for signals f 0 ≡ (θ 0,lk ) whose coefficients on the basis decrease at least as fast as 1/l. For primitives of Brownian motion similar remarks apply, with stronger but natural decay restrictions on f 0 , ψ lk .
In principle making the prior rougher allows for more signals through Condition (P1), but this may harm the performance of the posterior in stronger loss functions than the one considered in the next theorem.
Theorem 6. Consider data generated from equation (4) under a fixed function f 0 with coefficients θ 0 = {θ 0,lk } = { f 0 , ψ lk }, and denote by P n f0 the distribution of X (n) . Then if the product prior Π and f 0 satisfy Condition 1 we have for every s > 1/2 that, as n → ∞,
Proof. We write X = X (n) and E = P n f0 throughout the proof to ease notation. We also decompose the indexing set L into
and its complement, where S 0 is a fixed positive constant. The quantity we wish to bound equals, by definition of the negative Sobolev norm and Fubini's theorem
Define further B lk (X) :=ˆ(θ lk − θ 0,lk ) 2 dΠ(θ lk | X) whose P n f0 -expectation we now bound. Using the independence structure of the prior we have Π(θ lk | X) = Π(θ lk | X lk ), and under P n f0 ,
Consider first indices in J c n . Taking a smaller domain of integration in the denominator makes the integral smaller
To simplify the notation we suppose that τ > M + 1. If this is not the case, one multiplies the bounds of the integral in the last display by a small enough constant. The argument of the function ϕ in the previous display stays in [−M + 1, M + 1] under (P1). Under assumption (P2) this implies that the value of ϕ in the last expression is bounded from below by c ϕ . Next applying Jensen's inequality with the logarithm function
, which is bounded away from zero for indices in J c n . Now about the numerator, let us split the integral defining N lk into two parts {v : |v| ≤ √ nσ l } and {v : |v| > √ nσ l }. That is N lk (ε lk ) = (I) + (II). Taking the expectation of the first term and using Fubini's theorem,
The expectation of the second term is bounded by first applying Fubini's theorem as before and then changing variables back
Thus, using (P1) again, E(I) + E(II) is bounded on J c n by a fixed constant times nσ 2 l . In particular, there exists a fixed constant independent of n, k, l such that E(nB lk (X)) is bounded from above by a constant on J c n . Now about the indices in J n . For such l, k, using (P1)-(P2) one can find
Thus the denominator D lk (ε lk ) can be bounded from below by
On the other hand, the numerator can be bounded above by
Putting these two bounds together leads to
The last quantity has a distribution independent of l, k. Let us thus show that
is finite for every L 0 > 0, where ε ∼ N (0, 1). In the numerator we substitute u = v − ε. Using the inequality (u + ε lk ) 2 ≤ 2v 2 + 2ε 2 lk , the second moment of a standard normal variable appears, and this leads to the bound
for some finite constant C > 0. Denote by g the density of a standard normal variable, by Φ its distribution function andΦ = 1 − Φ. It is enough to prove that the following quantity is finite
since the integrand is an even function. Using the standard inequalities
it follows that for any δ > 0, one can find M δ > 0 such that, for any u ≥ M δ , it holds
Conclude that sup l,k P n f0 |B lk (X)| = O(1/n). Since l,k a −2s l < ∞ the result follows.
Theorem 7.
With the notation of Theorem 6, suppose the product prior Π and f 0 satisfy Condition 1. Then
Proof. With the notation used in the proof of Theorem 6, using Fubini's Theorem,
In the proof of Theorem 6, the following two bounds have been obtained, with the notation
For any l ∈ J c n , by definition of J n it holds σ 
. Corollary 2. Denote byf n :=f n (X (n) ) :=´f dΠ(f | X (n) ) the posterior mean associated to the posterior distribution. Under the conditions of Theorem 7,
Proof. For both types of basis
Proof. The Cauchy-Schwarz inequality implies
and one can apply Theorem 7.
Convergence of Finite Dimensional Distributions
Consider again the posterior distribution Π n ≡ Π(· | X (n) ) on L 2 from the beginning of this section (not necessarily arising from a product measure). Let V be any of the finite-dimensional projection subspaces of L 2 defined in Section 1.2, equipped with the L 2 -norm, and recall that π V denotes the orthogonal projection onto V in L 2 . For z ∈ H −s 2 define the transformation V has a Lebesgue-density dΠ V in a neighborhood of π V (f 0 ) that is continuous and positive at π V (f 0 ). Suppose also that for every δ > 0 there exists a fixed
This condition requires that the projected prior has a continuous density at π V (f 0 ) and that the image of the posterior distribution under the finitedimensional projection onto V concentrates on a 1/ √ n-neighborhood of π V (f 0 ). It thus ensures the classical finite-dimensional assumptions required for a (local) Bernstein-von Mises theorem in the space V , and the following theorem is proved in a way similar to the classical parametric proof (Chapter 10 in [35] ) due to Le Cam [27] .
Denote by · T V the total variation norm on the space of finite signed measures on V , and let N (0, I) be a standard Gaussian measure on V .
Theorem 8. Consider data generated from equation (4) under a fixed function f 0 and denote by P n f0 the distribution of X (n) . Assume Condition 2. Then we have, as n → ∞,
, a standard Gaussian variable on V , and ifΠ n,V = Π n • T −1 f0 , it suffices to prove that Π n,V − N (W V , I) T V converges to zero in P n f0 -probability. In the following, denote by λ the Lebesgue measure on V and by λ C its restriction to a measurable set C. DefineΠ C n,V , the posterior distributionΠ n,V based on the prior restricted to a measurable set C and renormalised, that is, for B a Borel subset of V ,
f0,V and where µ C (B) = µ(B ∩ C)/µ(C) for any probability measure µ. A simple computation shows
using the hypothesis of the theorem, and likewise, if N C (W V , I) is the restricted and renormalised normal distribution, N (W V , I) − N C (W V , I) T V < δ, for every δ > 0 and for C = C δ a ball of large enough radius. It thus suffices to prove P n f0
for every δ > 0 and n large enough. The total variation distance Π C n,V − N C (W V , I) T V is bounded by twicê
where we used (1 − EY )
+ in the first inequality and where the constant c ≡ c(W V ) in the previous display is an upper bound for the density of N C (W V , I)(g) with respect to λ C . This constant is random but bounded in P n f0 -probability since W V is tight. Now note that the last display is random through W V only. So, considering convergence to zero under P n f0 amounts to considering convergence to zero under the marginal distribution P n f0,V on the subspace V . Under P n f0,V , the variable W V has law N (0, I). We have to take the expectation of the display with respect to this law, that we denote by P WV . That is, dP WV has Lebesgue-density proportional to e − w 2 /2 dλ(w) on V . Define, for c(V ) a normalising constant,
a probability measure with respect to which dP WV is contiguous, see Lemma 1 below, so that it suffices to show convergence to zero under dP n C instead of dP WV . The P n C -expectation of the quantity in the last but one display equals the expectation of the integrand under
the latter identity following from Fubini's theorem and
which is less than or equal to, for n large enough and using that dΠ V is continuous at and thus bounded near π V (f 0 ),
which converges to zero by dominated convergence and continuity of dΠ V at π V (f 0 ).
Lemma 1. The probability measure P WV is contiguous with respect to the probability measure P n C defined by (20) . Proof. Suppose P n C (A n ) → 0, for a sequence of measurable sets A n . This implieŝ
Since C is compact, the infimum of the continuous function in the display is attained for some fixed γ in C. Thuŝ
Since N (γ, I) and N (0, I) are mutually contiguous (by, e.g., Le Cam's first lemma, see [35] , Chapter 6), the result follows.
Remark 2. Alternatively, in the case of product priors, one can apply Theorem 1 in [8] . By independence of the Gaussian coordinate experiments ψ lk , X (n) ≡ θ 0,lk + 1 √ n ε lk , when estimating one or more generally any finite number of the θ 0,lk 's, there is no loss of information with respect to the case where all other θ 0,lk 's would be known. Since the model is exactly LAN, condition (N) in [8] is satisfied with a zero remainder and condition (C) in [8] amounts to asking that the full posterior concentrate at some rate ε n → 0 in the L 2 -norm (which for product priors is implied by Corollary 1).
Under the following Condition 3, which depends on a positive real r > 0 to be specified in the sequel, we will prove that a weak Bernstein-von Mises phenomenon holds true in H −s 2 . For the product priors considered above we will then verify Condition 3 below. Condition 3. Suppose for every ε > 0 there exists a constant 0 < M ≡ M (ε) < ∞ independent of n such that, for any n ≥ 1, some r > 1/2,
Assume moreover that the conclusion of Theorem 8 holds true for every V (i.e., the finite-dimensional distributions converge).
On H −s 2 and for z ∈ H −s 2 , define the measurable map
Recalling the definitions from Section 1.2, consider Π n •τ 
Proof. It is enough to show that for every ε > 0 there exists N = N (ε) large enough such that for all n ≥ N ,
Fix ε > 0 and let V J be the finite-dimensional subspace of H −r 2 spanned by {ψ lk : k ∈ Z l , l ∈ L, |l| ≤ J}, for some integer J ≥ 1. WritingΠ n for Π n • τ
we see from the triangle inequality
The middle term converges to zero in P n f0 -probability for every V J , by convergence of the finite-dimensional distributions (Condition 3 and since the total variation distance dominates β). Next we handle the first term. Set Q = M = M (ε 2 /4) and consider the random subset D of H −s 2 defined as
−r,2 ≤ Q/n} is the complement of the set appearing in (21) . In particular, using Condition 3 and Markov's inequality yields
of Lipschitz-norm less than one
where EΠ n denotes expectation underΠ n (given X (n) ). With y lk = Y n , ψ lk ,
. From the definition of β one deduces that for large enough J,
VJ ) > 2ε) < 2ε for J large enough, combining the previous deviation bound forΠ n (D c ) and that W −r,2 is bounded in probability, which follows from after (8) VJ , N ) > ε) < ε, using again that any random variable with law N has square integrable Hilbertnorm on H −r 2 . This concludes the proof.
The BvM-theorem for Product Priors
Combining the contraction result Theorem 6 with Theorems 8 and 9 we now provide a rich class of nonparametric product priors for which the weak Bernstein -von Mises theorem in the sense of Definition 1 holds. Specific choices of σ l allow in particular to obtain Bickel and Ritov's plug-in property for the posterior, relevant in Theorems 3 and 5.
Theorem 10. Suppose the assumptions of Theorem 6 are satisfied and that ϕ is continuous in a neighborhood of {θ 0,lk } for every k ∈ Z l , l ∈ L. Let s > 1/2. Then for β the bounded Lipschitz metric for weak convergence of probability measures on H −s 2 we have, as n → ∞,
Proof. We only need to verify Condition 3 with some 1/2 < r < s so that we can apply Theorem 9. From Theorem 6 with any such r in place of s, we see that nP
which verifies the first part of Condition 3 for some M large enough using Markov's inequality. The second part follows from verifying Condition 2 to invoke Theorem 8: Let V be arbitrary. If V J is defined as in the proof of Theorem 9, and if J is the smallest integer such that V ⊂ V J , then
so that the second part of Condition 2 follows from the estimate (22) and Markov's inequality, for C a fixed norm ball of squared diameter of order a 2r J M 2 . The first part of Condition 2 follows from the fact that Π • T −1 f0 is a product measure in V with bounded marginals ϕ lk constant in k, and from the continuity assumption on ϕ.
Theorem 11. Suppose the assumptions of Theorem 6 are satisfied and that ϕ is continuous in a neighborhood of {θ 0,lk } for every k ∈ Z l , l ∈ L. Let s > 1/2, let Y n be a random variable drawn from Π n • τ −1 X (n) (conditional on X (n) ), and letf n be the (Bochner-) mean of the posterior distribution Π(·|X (n) ). Then
as n → ∞.
Proof. Note that
by Theorem 6 and since W −s,2 < ∞ almost surely, as after (8) . Moreover
in P n f0 -probability, where N ∼ N , by Theorem 10. By a standard uniform integrability argument (using that {Y n : n ∈ N} has H −s 2 -norms with uniformly bounded second moments and converges to N weakly), and arguing as in the last paragraph of Section 4.2 below, we conclude
in P n f0 -probability, which implies the result since EN = 0. 
Remaining Proofs
is uniformly continuous and increasing on [0, ∞). In fact, the mapping is strictly increasing on [0, ∞): using the results on p.213-214 in [37] , is suffices to show that any shell {f : s < f −s,2 < t}, s < t, contains an element of the RKHS L 
for δ > 0 small enough, independently of t. Using (25) below we deduce that the balls {B(0, t)} 0≤t<∞ form a N -uniformity class, and we can thus conclude from Definition 1 and the results in Section 4.2 below that
-probability, as n → ∞. This combined with (9) gives
which converges to 1 − α as n → ∞ in P n f0 -probability, and thus, by the continuous mapping theorem,
as n → ∞. Now using this last convergence in probability,
which completes the proof of the first claim. The second claim follows from the same arguments combined with (7) which implies that 
where β is the bounded Lipschitz metric for weak convergence in ℓ 
which completes the proof of the first part. The second follows as in the proof of Theorem 1, using (7) and the continuous mapping theorem for F (·).
we see by Fourier inversion on the circle, the Cauchy-Schwarz inequality and our assumption on the equivalent Sobolev norm that
, defines a continuous function on [0, 1) (by Fourier inversion), and the mapping λ : f → 2f * f 0 is linear and continuous from H −s 2 to C([0, 1)) (this argument is taken from Theorem 1 in [30] ). By Definition 1 and the continuous mapping theorem we thus have
as n → ∞, where β is the bounded Lipschitz metric for weak convergence in C([0, 1)). Moreover from Corollary 6.8.5 in [5] we deduce as in the proof of Theorem 1 that norm balls {f : f ∞ ≤ t} 0≤t<∞ are N • λ −1 uniformity classes for weak convergence, and that the mapping
from [0, ∞) to [0, 1) is continuous and increasing. In fact, it is strictly increasing, using the results on p.213-214 in [37] combined with the fact that the RKHS of 
as n → ∞, where now θ X (n) * f0 : g → √ n(g−X (n) * f 0 ) maps C([0, 1)) → C([0, 1)). Thus, using the hypotheses onf n and the posterior contraction rate, the decomposition f * f − g * g = 2(f − g) * g + (f − g) * (f − g) and the convolution inequality h * h ′ ∞ ≤ h 2 h ′ 2 we see,
, with δ n = r n √ n = o(1) as n → ∞ by assumption. Using the weak convergence property established above,
Similarly, one obtains the inequality in the other direction 1 − α ≥ Φ λ (M n − δ n ) + o P (1).
From this we conclude M n → P n f 0 Φ −1 λ (1 − α) as n → ∞. Now as above
completing the proof.
Theorem 4. The proof is similar to, in fact simpler than, the previous ones, using the continuous mapping theorem to deduce
as n → ∞, and that the intervals {[−t, t]} t≥0 are N • L −1 -uniformity classes for weak convergence. We leave the details to the reader. By definition of the quantile µ n it holds
The assumed contraction of the posterior in a L 2 -neighborhood of f 0 at rate r n together with (17) and the fact that √ nr n = o(1) imply the existence of δ n → 0 such that
Using the continuous mapping theorem and Definition 1,
as n → ∞. Note that N • (DΨ f0 ) −1 has distribution function Φ * . Since the sets {(−∞, t], t ∈ R} form a uniformity class for weak convergence towards a normal distribution, we obtain
From this we deduce the following expansion for µ * n , as n → ∞,
The quantile ν n expands similarly, with Φ −1 * ( 
Some Weak Convergence Facts
Let µ, ν be Borel probability measures on a separable metric space (S, d). We call a family U of measurable real-valued functions defined on S a µ−uniformity class for weak convergence if for any sequence µ n of Borel probability measures on S that converges weakly to µ we also have sup u∈U ˆS u(s)(dµ n − dµ)(s) → 0
as n → ∞. Necessary and sufficient conditions for classes U of functions or sets {1 A : A ∈ A} to form uniformity classes are given in Billingsley and Topsøe [4] . which is a uniformity class for any probability measure µ. It is well known that β metrises weak convergence of probability measures on any separable metric space (e.g., [11] , Theorem 11.3.3). We conclude with the following observation, which was used repeatedly in our proofs: Let P(S) denote the space of Borel probability measures on S, let (Ω, A, P) be a probability space, let µ n : (Ω, A, P) → P(S), n ∈ N, be random probability measures on S, and let µ be a fixed probability measure on S. If β(µ n , µ) → P 0 as n → ∞, and if U is a µ-uniformity class for µ, then the convergence in (24) holds true in P-probability, as is easily proved by contradiction and passing to almost surely convergent subsequences. Likewise, if (T, d ′ ) is a metric space and F : S → T is a continuous mapping, then β(µ n • F −1 , µ • F −1 ) → P 0.
