(October7 1998) Theories for inhomogeneous fluids have focused m recent years on wetting, capillary condensation, and solvation forces for model systems where the surface(s) is(are) smooth homogeneous parallel plates, cylinders, or spherical drops. Unfortunately natural systems are more likely to be heterogeneous both in surface shape and surface chemistry. In this paper we discuss the consequences of chemical heterogeneity on wetting. Specifically, a 2-dimensional implementation of a nonlocal density functional theory is solved for a striped surface model. Both the strength and range of the heterogeneity are varied. Contact angles are calculated, and phase transitions (both the wetting transition and a local layering transition) are located. The wetting properties of the surface are shown to be strongly dependent on the nature of the surface heterogeneity. In addition highly ordered nanoscopic phases are found, and the operational limits for formation of ordered or crystalline phases of nanoscopic extent are discussed.
I. INTRODUCTION
Tdo&g'gaye&aat 'suimicron-*&gth' s;des is becoming increasingly important in applications ranging from microelectronics to micromachines to drug design.
In general surfaces, gels, or macromolecules may be tailored for their shape [l] , porosity [2] , surface roughness [3] , or chemistry [4] . In any case, it is important to be able to predict the ef€ects of heterogeneities on the macroscopic properties of the material of interest. In this paper we focus on the effects of surface chemical heterogeneity on wetting. In addition to those systems specifically designed for some type of chemical heterogeneity, many naturally occurring systems owe their unique functionality to similar heterogeneities on the molecular (nanoscopic) length scale. Amphiphilic molecules with polar (hydrophilic) head groups and nonpolar (hydrophobic) hydrocarbon tails can form micelles and other complex assemblies.
These assemblies arise from the interaction of the amphiphile with the solvent (typically water). More specifically, the polar head groups arrange to form an interface that separates the hydrocarbon tails from the solvent [ ! 5-71. Proteins are another example where both hydrophilic and hydrophobic amino acids appear on one macromolecule. The pattern and strength of interactions between amino acids is assumed to be the basis for protein folding [8-lo] .
In both macroscopic [11, 12] and statistical mechanical studies of fluid-solid interfaces, the attraction of a fluid for a surface is often quantified by a contact angle, 8 . When 8 = 180°, the fluid-surface interaction is nonwetting, and liquid will be displaced from such a surface by an intervening vapor film. When Previous studies of wetting from a Statistical mechanics point of view have focused on homogeneous surfaces. The contact angles have been predicted with both density functional theory (DFT) and molecular simulation [16, 17] . In addition, pre-wetting transitions between a thin adsorbed layer and a thicker (but not infinite) f h at a surface immersed in a vapor have been identified and characterized [18-211. Here we discuss the effects of surface chemical heterogeneity on wetting. A similar'model has recently been explored by Schoen and Diestler [22] in the context of fluid structure and surface and line tensions as well as Bock and Schoen [23] and Rocken and Tarazona [24] in the context of capillary condensation. Other theoretical y=o FIG. 1 . A diagram of a chemically heterogeneous surface model. The surface is composed of stripes of alternating surface chemistry defined by the wall-fluid interaction potential parameters, and ek: and the extent of each stripe, 1 ' and I". The length of the computational domain perpendicular to the surface is L, and parallel to the d a c e is L,. The origin of the computational domain is located inside the surface such that the fluid-surface interface is found at x = 0 . 5~. studies of chemically heterogeneous surfaces have focused on lateral wetting transitions in microscopic droplets on patterned surfaces [4] , and investigations of line tensions at heterogeneous surfaces [25] . In all of these cases, 20-cal density functional theories have been applied. In this paper, the wetting of a heterogeneous surface is studied using a nonlocal DFT. We discuss the structure in the fluid near the inhomogeneous surface, the contact angles as Calculated from Eq.1, and the phase transitions in the fluid. The results have implications for both modeling of macromolecular systems such as proteins and for tailoring materials and devices at the nanometer length scale.
THEORY AND MODEL
The heterogeneous surface model we have used is sketched in Fig.1 . The planar surface is split into stripes that alternate between type I (hydrophobic) and type II (hydrophilic). Each surface type is defined by its extent, 1, and the magnitude of the interaction energy parameter with the fluid, ewf. Density distributions are assumed to be uniform in I since the surface properties are uniform in this dimension.
The underlying molecular model describing fluid-fluid interactions is the cut and shifted 12-6 Lennard-Jones
-utJ(rc), where is the diameter of the solvent molecule, E is the energy parameter controlling the strength of fluid-fluid interactions, and t, is the cutoff distance for the potential. In Eq.3, uwj is the characteristic interaction length of wall-fluid interactions, ewf is the wall-fluid energy parameter, and r,,,f is the cutoff for the wall-fluid interactions. The external field Vezt(r) acting on a fluid particle located at r due to its interactions with the heterogeneous surface is found by numerical integration over the volume of the surface, Rs, via
where p e is the number density of atoms in the surface, and the integral is taken over Ir -RBI 5 ~, ,~f . Since we will confine the dis-
R is the relevant free energy because the chemical potential, p is constant in the interfacial region due to free material exchange with the molecules in the surrounding bulk solvent. 
J
The various contributions to R in Q. 6 are
where A is the Debroglie wavelength, (P is the free energy density of the hard sphere reference system, and uatt is the attractive part of the fluid-fluid LJ interaction. /5,(r) = dr'p(r1)w(7)(1r -r'l) (9) s where w(7) are the weight functions
where the r indicates a vector. These weight functions are based on the geometry of the fluid particles as 0 is the step function, 6 is the Dirac delta function, and R is the radius of a particle. Thus the integrals over weight functions are related to the volume, surface area, and radius of the particle. Note that wvl and wvz are vectors, and so the hard sphere free energy density is a sum of scalar and vector contributions, @ = 4j8 + @, , , with In solving the DFT, it is necessary to evaluate integrals for all the points in the fluid. These integral evaluations will often extend beyond the computational boundaries. For the system in Fig.1 where the equations simplify to a 2D problem in x and y, the boundary conditions in x are taken to be where the surface is assumed to be semi-infinite in the x < 0 direction, and Pb is the fluid density in the bulk.
The boundary conditions in y are periodic with Given the equilibrium density distribution, the grand potential, R, as well as the surface free energy, = a -a b (14) may be calculated immediately. The grand potential of the bulk solution is Rb = -pV where p is the pressure in the bulk fluid and V is the volume of the system. Eq.1 may then be used to calculate the contact angle.
In Fig.2 , the variation of cos9 with ewf is shown for a homogeneous surface. Complete drying is found for ~~f 3 0 . 1 while complete wetting is found for ~~f 5 2 . 0 . This result provides a basis of comparison for the heterogeneous surfaces.
NUMEEUCAL DETAILS
The solution of the Euler-Lagrange equations (Eq.8) is straightforward if the fluid density varies only in one dimension (e.g. homogeneous planar surfaces [29] , cylindrical pores [30] , spherical droplets [31]). In these cases the DFT may be solved with either successive substitution (Picard iterations) or Newton's method on a desktop workstation. However, the heterogeneous surface model requires a 2-dimensional(2D) solution of the DFT where the complexity of the numerical problem increases quite dramatically.
The two approaches that have been applied to 1D problems each have their advantages and disadvantages. Newton's method requires the storage of a large Jacobian matrix, but it is very stable. Solutions can often be found . Picard iterations are more straightforward to implement and require a great deal less memory as no Jacobian is stored; however, this approach is less stable requiring careful mixing of old and new solutions, and O(lO0-1000) iterations to convergence. We have implemented Newton's method to take advantage of its superior stability and convergence p r o p erties. The details of the numerical implementation will be presented elsewhere; here we briefly outline the fun- Newton's method requires iterative solution of where is the Jacobian, A?) = $+' ) -p?' is a difference array between newest approximation to the equilibrium solution at node j in the mesh, p Y f l ) , and the kth iteration, p y ) , and Rlk) is the residual at node i given by the Eq.8.
The ij (or r,r') element in the Jacobian matrix evaluated at p(k) is
where 6(r,r') is the delta function. There are three fundamental difficulties that arise from Newton's method. The first is the memory needed to store the Jacobian, the second is the complexity involved in filling the Jacobian, and the third is the matrix inversion required to solve Eq.15. The memory required ultimately depens on the attractions. The range of the attractions is 2r,. Given a typical mesh size of A = 0.10 the number of nonzero entries in a given row of the Jacobian will be 0(50 -200) (for rc = 2.5 -loa) for a 1D solution but 0 ( 2 -8 x lo3) for a 2D problem. The total memory required for a domain that is 100 on an edge is then O(40-160 kB) for the 1D problem and O(160-640 M B )
for the 2D problem.
The computational complexity of the Jacobian fill arises from the volume exclusion term in Eq.17. In order to fill this term, O ( A x Ntten x Nunk) operations are required where Nsten is the number of quadrature points needed for the integral over a given weight function, Nunk is the total number of unknowns, and A NH 10 is the number of floating point operations in the innermost loop.
For the 1D problem, the number of operations required for a Jacobian f 3 l is then O(105); for the 2D problem it Our numerical solution for the DFT is based on a parallel algorithm. Each processor owns a subset of the nodes in the computational domain as well as the rows of the Jacobian associated with those nodes. Eq.15 is solved using a parallel iterative solver (Aztec [33] ) developed at Sandia National Laboratories (SNL). To further improve performance, a nonuniform mesh was implemented. The is o(109).
IV. RESULTS

A. Density Distributions
In order to calculate contact angles, the surface free energy, R8 must be calculated for solid-liquid (SL), solidvapor (SV), and liquid-vapor (LV) interfaces (see Eq.1). The LV need only be calculated once, but SL and SV profiles are needed for each value of the surface parameters. Fig.3 shows both SL and SV density distributions for the cases 1" = 1I = 0.20,0.5~, ~. O U , and 5.00 when = 0.1~). The length of the computational domain perpendicular to the surface is always L, = loa. The minimum length of the domain parallel to the surface is L, = rc with the constraint that L, must be an integer multiple of Zr + ZI' .
In Fig.3A-F , L, = 4u while in Fig.3G ,H, L, = 1 0~. = 3.166 and r, = 2 . 5~ (recall that When i " = 0.20 (Fig.3A,B) , the density is nearly constant dong the heterogeneous surface for both fluid states. When I " = 0.50 and I " = 1.00, inhomogeneous adsorption is found. The density variation parallel to the surface is oscillatory for the case I " = 0.50, but more complex for the case I " = 1 . 0~. The density pattern in both cases repeats with a period of I ' + 1". In all of the cases with Z z ' 5 1.00 the maximum density in the f i s t peak of the WV distributions is pa3 < 1.0, and there is only one peak perpendicular to the surface. In contrast, a localized condensation is found when ll'fu = 5 (Fig.3H) . In this case, the maximum peak density in the WV profile, pu3 k: 4, is similar to the WL peak density in Fig.3G . In addition, the WV profile in Fig.3H has two layers of fluid perpendicular to the surface. The condensed state in Fig.3H is of nanoscopic extent. The liquid-vapor interface that forms between the condensed region and the surrounding vapor produces ordering parallel to the surface. There are four peaks parallel to the surface in the first layer of condensed fluid. These density oscillations have a period of N la.
As err is increased, the ordering within the condensed nanophase becomes more pronounced. Fig.4 shows the density distribution corresponding to E; ; = 6.326 and 1 " = 50. There are now six peaks parallel to the surface in the first layer, 5 peaks in the second layer, and 4 peaks in a third layer away from the surface in the nanoscopic condensed phase. The magnitude of the peaks in the first layer is as high as pa3 = 20. For larger E;,, convergence becomes difficult due to the steepness of the density distributions. This numerical difficulty suggests that the system might prefer to break the symmetry in z and form a nanoscopic crystal. Nanoscopic condensed phases have been previously identified by others in studies of capillary condensation between two heterogeneous surfaces [23] In their molecular simulations, e;, = 1.25 was small enough that ordering parallel to the surface was not observed.
The ordering pardel to the surface in Fig.4 arises from the presence of the interface between the condensed phase and the surrounding vapor. It is not an artifact of small lrr. Fig.5 shows the density parallel to the surface in the first peak for a case where Zrz = Zz = 30a. Curves corre- There has been a great deal of recent interest in understanding the effects of this liquid-vapor interface, or more specifically the three phase line where the liquid-vapor interface meets the surface, on wetting and contact angles [34, 35, 25, 17] . The grand potential is typically taken to be a sum of bulk (a,), surface (E), and line (T) contributions. The surface term, E, is then given by the homogeneous surface limit. The presence of the three phase line in Fig.4 causes a high degree of ordering parallel to the surface which would be attributed to a large line tension. We will not pursue a lengthy discussion of line tensions here. Rather, we simply note that the line tensions would be straightforward to calculate, and emphasize that R, as dehed in Eq.14 includes all the inhomogeneities in the density profile due to both the presence of the surface and the presence of the three phase line.
B. Contact Angles
In Fig.3 neous surfaces, the contact angle depends on the extent of the inhomogeneity, 1I and 1IL.
In order to systematically study wetting for the chemi- The location of the wetting transition can be expected to depend on the potential cutoffs, T, and Tc+,f. We have taken T, = rc,wf as is conventional in molecular simulations of solvated macromolecular systems. An alternate approach often used when studying inhomogeneous fluids is to take r,,wf = 00. The dependence of the contact angle on the cutoffs is shown in Fig.8 . The results for both a homogeneous surface and a heterogeneous surface (PI = 50) using cutoffs of T, = rc,wf = 2.50, 5cr, and 100 are shown. For all r,, the suppression of complete wetting is found at the heterogeneous surface, but the effect is less pronounced for larger T,. In addition to the global wetting transition, the a p pearance of the nanoscopic condensed state in Fig.3H , and its significant effect on the contact angle ( Fig.7) naturally lead to the question of whether any new phase transitions arise as a result of surface inhomogeneity. In
C . Phase Transitions
Bock and Schoen's investigation of capillary condensation, a first order transition to a nanoscopic bridge phase occurred when the fluid was confined between two chemically heterogeneous surfaces [23] .
Any new phase transitions with respect to wetting would be expected to occur where the nanoscopic condensed phase appears (ie. for E " 1 3u when I " = 1').
The adsorption curves for these cases are shown in Fig.11 . No indications of a first order transition (e.g. hysteresis) could be found for 1I' 5 100. One first order transition was found when E . " = 200 and two were located for the case EI1 = 300. They occur at the discontinuous jumps indicated by the arrows in Fig.11 . The transitions in Fig.11 are local layering transitions. At each jump in adsorption, one layer of fluid in the nanoscopic condensed region is becoming liquidlike. Fig.12 shows the density profiles perpendicular to the surface at the center of the hydrophilic (y = 1 5~) region of the 1 ' = 1" = 30u surface for < e w f > /e = 1.04,1.05,1.10, and 1.11. These four vades of < ew f > /e correspond to points just below and above the two transitions. They correspond to a transition from gas-like to liquid-like behavior in the second and third layers away from the surface respectively.
The local layering transition is first order in that the at the location y = 15a (see Fig.5 ).
correspond to different values of &. 
V. CONCLUSIONS
In this paper, we have presented the results of nonlocal 2D DFT calculations on the wetting properties of chemically heterogeneous surfaces. These calculations showed complex density distributions and phase behavior as a result of the heterogeneity. Condensed phases of nanoscopic extent were obtained and found in many cases to be very stable as compared with thick wetting films. The condensed nanophase is in the most general sense a manifestation of partial wetting. However, these phases are far from simple leading to the local layering transitions discussed here as well as the bridge phases discussed by others [23] .
The location of the wetting transition was found to be strongly dependent on the nature (extent and strength) of the heterogeneity, and complete Fvetting was suppressed altogether if the hydrophobic parts of the surface were large enough. In these cases, the condensed nanophase may crystallize if the hydrophilic surface-fluid interactions are strong enough. Such nanoscopic crystals could act as nucleation sites for the growth of a bulk crystal. Further 3D DFT or molecular simulations are needed to verify the existence and nature of a nanoscopic crystalline phase.
The results in this paper have implications for models of self-assembly and biological systems. Many models of these systems assume that self-assembly (e.g. protein folding) may be understood with simple two state (hydrophobic/hydrophilic) models. This is likely to be the case when the extent of the different surface types are large enough to support significant differences in local solvent density. The calculations here suggest that this requires the extent of the inhomogeneities to be at least 3 -4a or about lnm.
Finally, the phase diagram in Fig.13 . In order to observe these structures, the computational domain parallel to the surface will need to be extended to include many repetitions of the surface stripes.
