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If S is a bounded convex subset of R’“, the problem is to find a best approxima- 
tion to a function in L,(S); I < p < CC, by an arbitrary subset of con\-ex functions. 
An existence theorem for a best approximation is established under a certain 
condition on the subset. In particular, a best convex approximation exists. Also 
investigated are properties of norm-bounded subsets and L,-convergent sequences 
of convex functions. c 1990 Academic Press. Inc. 
1. INTRODUCTION 
Let L,, 16 p d ,x, be the L.ebesgue space of extended real functions on 
a bounded convex subset of R”. The problem is to find a best approxima- 
tion to a function in L, by an arbitrary subset of convex functions. It is 
shown that, under a certain condition on the subset, a best approximation 
exists. In particular, a best approximation from the set of all convex func- 
tions exists. As a tool for analysis, properties of norm-bounded subsets and 
convergent sequences of convex functions are explored. 
Let SC R” be a bounded convex body, i.e., a convex set with nonempty 
interior int(S). Let H be the set of ail extended real-valued functions on S. 
Let L, = L,(S), 1 < p < m, denote the Banach space of all (equivalence 
classes of) Lebesgue measurable functions fin H with s IfI p < x and norm 
.rlfli, = (J IfI p)l’p. Similarly, L, = L,(S) is the Banach space of (equiv- 
alence classes of) essentially bounded functions f with norm I( f II 3c’ = 
ess sup 1 f 1. A function k in H is said to be convex if 
k(is+(l-i)t)<I.k(s)+(l-i.)k(t) (1.1) 
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for ail 0 < i < 1 and all s, t E S for which the right-hand side of il.1 i is 
defined; i.e., only those, s, t for which k(s j and k(t) are simultaneously not 
infinite with opposite signs are to be considered [! I]. Equivalent!y: ( 1. i ) 
may be considered only when k(sj < .X and k(t) < X. It can easily be 
shown that k is convex if and only if its epigraph, 
is a convex subset of S x R [I 11. Let Kc H denote the set of ali ccnvex 
functions. Clearly, K is a convex cone. Let P c K be an arbitrary; set. In 
what foliows a notation such as P n L, denotes all equivalence classes in L, 
to which a function in P belongs. As usual, we carry out the arguments for 
the representative lement of the class. Let f E L, and d denote the i&mum 
of ,I/- kill, for k in Pn L,. The problem is to find a g in Pr? I.,, called a 
best approximation to f from P n L,, so that Iif- g;!, = d. For 1 < p < ^ jcI 
L, is uniformly convex and, hence, a best approximation from P n 5, exists 
and is unique if P n L, is closed and convex [31. We are intereskd ir 
examining existence when P n L, is not necessarily convex. 
We say that P c H is a.e. sequentially ciosed if it is ciosed under 2.e. coz- 
vergence of sequences of functions. We decote by P the smallest superse: 
of P which is a.e. sequentially closed. Note that P is a,e. sequentially closed 
if and only if P = F. Our main results appear i2 Secrion 3. We stow That 
ir” P = H satisfies the condition, P n L, = Fn II.?: then P n I,, is cioscd In 
L, and a best aproximation from P n I., exists, In particular, K satisfies 
this condition for all I d p < -x, and. hence, these results are applicabk t.2 
Kn.L,. The following property of bounded sequences is basic k the 
derivation of this result. If (k,;) is a norm-bounded sequence in P G LI;,: 
then there exists a subsequence (g,) of :kHj and g ii: r”.~ L, swh that 
gi + g pointwise on int(Sj and a.e. on S. Such a sequence is bounded above 
on every compact T’c int(S) and beiow on S uniformly in 2, Furtiiermoz, 
if (k,:) is a sequence in Kn L, and [;k,, - k’, -+ 3 k~- some k which 2 ccc- -’ 
iinuous on intiSj, then k,, -+ k pointwise on. int!S) and uniformly OX a!! 
conpacr subsets T= int(.Y). Such a property has been shown tc koid is 
C5l for monotone (n-convex) function defined on a bounded ape:: r-eai 
interval. In Section 2, we establish severa! p:elimizary results. The anaiysis 
of the distance function measuring the distance of a point in a convex set 
f zom its complement is of independent in,,- +-Test. This &riction is concE3~e on
the convex set, and it is a tool in the analysis c?:^ the problem. 
We established in [8. ‘9-J the existence and some properties of a best 
T -approximation F-p from subsets of speciai kmctions 02 a compact raal Interval. The unifying treatment and results were applicable :o x~%:;s 
ciasses of functions including quasi-convex, :on-;ex. sapet-addi:ye, star.. 
shaped, monotone, and n-convex functiocs. Hoitrever. t’r_e anaQ,Gs csed t-e 
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theory of functions of bounded variation on a compact real interval. The 
absence of any such theory on R” and the complications presented by the 
higher dimensionality require us to develop different methods. Again the 
lattice structure that was significant in the analysis of the isotone 
approximation problem [4] is not applicable to our problem, hence the 
methods of [4] cannot be used. The problem of uniform approximation by 
convex functions on SC R” is analyzed in [7, 101. 
2. PRELIMINARIES 
We establish some preliminary results which are used later. We first 
introduce some notation. Recall that int(A) denotes the interior of A c R’“. 
We denote by A the closure of A, and by B(s, Y) and B(s, Y), respectively, 
the open and closed balls in R”’ with center s and radius r. Let /L denote 
the Lebesgue measure on R”. 
We note that if ‘4 c R”’ is convex, then int(A) is convex and 
p(A - int(A)), the measure of its boundary points, equals zero [ 1). Recall 
that .4 is a convex body if it is convex with int(A) nonempty [12]. For 
such a set, A=int(A). 
For A c R’“, define the distance function d(s, -4) for s in R” by 
d((s, A)=inf{!s-tl : rEA), 
where Is! is the Euclidean norm of s. It is known that d is Lipschitzian; i.e., 
for all s: t in R”‘, 
id(s:A)-d(t:AjJ<(s-t(. (2.1) 
It is easy to show that there exists t in A such that d(s, A) = 1s - tl. If A is 
convex, then .4 is convex and such a t is unique, and d is a convex function 
of s [ 121. In the next two propositions, we analyze d(s, A) when A is not 
convex and obtain properties of convex sets. 
PROPOSITION 2.1. Let S c R’” be a bounded concex bode. Then d(s) = 
d(s, R’” \S j, s E R”‘, is a Lipschitz continuous.furzction which is concace on 3 
with (s E S : d(s) > 0 > = int(S). Furthermore, for r > 0 sufficiently small, if 
T= (SE S: d(s)gr}: then T is a compact convex body with Tcint(S). 
ProoJ: Clearly d(s) > 0 for s in S if and only if s E int(S). We establish 
the following concave inequality for d: if s, t E S, then 
d(i.s+(l-i,)t)ai.d(s)+(l-i.)d(t), o<).< 1. (2.2) 
Suppose first that d(s) > 0 and d(t) > 0. Then the sets B(s, d(s)) and 
CONVEX APFROXIMATIGN 13; 
B(t, d(t)) are contained in int(Sj. Since int(S) is convex, the convex huil E 
of these two sets is contained in int(S). If u = i,.r + ( 1 - L) t, then, clearly, 
B(u, id(s) f (1 - A) d(t ji c E. Hence, (2.2 j holds. Suppose now that d(s) > 0 
and d(t) = 0. Then s E int(S) and .t E S::int(S). Let F be the convex huh oi 
B(s, d(s)) and (t). Let F’= F’(t). By Theorem 6.1 of [6!. because the 
relative interior of S equals int(S), we have /.s+ t>i -jl) f Eint(Sj for 
0 < L < I. Hence, F’ c int(S). Then, as before: d(tl~: id(sj j c F’, which shovvs 
that djll) > ~.d(sj and (2.2) holds. If d(.sj = d(r) = 0, then clearly (2.2) holds 
Lipschitz continuity follows from (.2.1 j. By concavity and continitity of 2: 
T is compact and convex. It is contained in int(S), and, for smah F? 
int(Tf = (s : d(s) > r). is no? empty. 
LEMMA 2 .i. Let S and‘ d be as in Proposi!ion 2.1. Then !lie!.e evts::; u 
sequence ( T,) of compac; comex hodies ivih T,; c T,, T I stic.C, t,hat :J T,, = 
int(S). Furthermore, $ T’ c int(S) is ans compacr se;. tken there exact: c 
compacr cmt’ex hod)) T with T’ c TC int(S). 
Proq,i: The required T;, are given by T7> = +S:d(s)~!;n). K.kEna- 
r=min{d(s):s~T’t.Thenr>Oand T’c(s~S:d(s)>ri.)=T. 
LEMMA 2.2. Let S and d be as in Proposition 2.i. Let (F,, j be a squerxe 
,qf measurable subsets of S such that lim sug p(F,, j < g(S). DeJ5ze 
6, = supjd(s) : SE S’ F,;,;l 
T!reiz hm inf 6,, > 0. 
Proq~ Suppose that lim inf 6,, = 0. Then there exists a decreasing 
convergent subsequence of (6,,) with limit 0. Assume, without loss of 
generality, that S,, B d;,, , and 6,,, -+ 0. We show a contradiction. Define 
G,,= {ssS:d(s)>6,,). Then G,cG,,~, C,I~F,,, arb !J G,=in;{S). 
Hence, p(G,) -+ p (int(S)) = p(S). It follows that ;(F,,j -+ p(S): a contra- 
diction. The proof is complete. 
In the next two propositions, we estabhsh the existence of a be.sr 
approximation from P r? L, under general conditions and develop con- 
vergence properties of an equi-Lipschitzian sequence of L,9. Recali the 
definition of P from Section 1. 
A subset F of H is called equi-Lipschitzian relative to a set Tc S if each 
f’ in F is finite on T, and for some c > 0, 
if(s)-f(r)\ <c Is--:; (2.7; 
for all f in F and all s, t in T. We remark that the conditions o:n P r L, 
given in the next proposition are called the property of boundediy a.e. 
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sequential compactness in [2], where a general theory of existence of best 
approximations is developed. The proof of the proposition is similar to that 
of Theorem 2.7 (1) of [2] and is presented here for the convenience of the 
reader. 
PROPOSITION 2.2. Suppose that P c H satisfies the follntving conditions: 
(i) PnL,=PnL P’ 
(ii) Euery norm-bounded sequence (k,) in P n L, contains a sub- 
sequence (g,) such that gi + g a.e. on S for some g in L,. 
Then P n L, is closed in L, and a best approximation to f in L, from P n L, 
exists. 
ProoJ: We prove the proposition for 1 d p < ,x. The proof for p = zc is 
simpler. 
To show the existence of a best approximation, let k,! E PI-I L, with 
j! f - k,Ij < d + ~/Pz, where d is defined in Section 1. Then, by condition (ii), 
(k,,) contains a subsequence ( gi) such that gi --f g a.e. where g E L,. Clearly, 
g E P and, by condition (i), g E P n L,. By Fatou’s Lemma [3], 1) f - gljp < 
lim inf II f - gi lip = A. Hence, g is a best approximation. If P n L, is not a 
closed set, then a function that is not in the set but is in its closure does 
not have a best approximation. This is a contradiction. The proof is 
complete. 
PROPOSITION 2.3. Let Tc S be a compact comex bo&. Let (k,,) be a 
sequence in L,, 1 <p< x, such that Ilk,,-kl(,+Ofor some k in L,. If(k,) 
is equi-Lipschitzian relatice to T and k is continuous on T, then k, + k 
un~forml~~ on T and k is Lipschitzian on T. 
ProoJ Suppose that (k,,) satisfies (2.3) on T. We first show that k, + k 
on T. Suppose s E T, E >O, and 8 = E;(~c). By continuity of k at s, theie 
exists 0 <r < 8 so that if V= Tn B(s, r), then [k(s) - k(t)/ d&,!‘2 for all t in 
V. We show that p( V) > 0. Since T= int(? there exists L’ E int( T) n B(s, r). 
Consequently, for some p > 0, B(c, p) c V and, hence, ,u( V) > 0. Now 
jk,(s) - k,,(t)1 < ~:/2 for t in I/. Hence, (kJt) - k(t)1 3 Ik,(s) - k(s)1 -E for 
all t in V, for all n. If x denotes the characteristic function of V, then 
llkn-kllp3 II(k,-k)xJi,~max:{Ik,(s)-k(s)1 -E, O} ,4V1’pp. 
Letting n --f X, we have k,,(s) --f k(s) on T. Since k, satisfies (2.3) on T, so 
does k and, thus, k is Lipschitzian. To show uniform convergence on T, we 
use a known argument ( [3, p. 2661 or [6, p. 901). Let E > 0 and WC T be 
a finite set so that every element of T is at a distance no greater than ~j( 3~). 
Since T is bounded, this is possible. Again, since lV is finite, there exists 
COG’EX APPROXIMATION i,!Q ., 
N> 0 so that [k,(t) - k(t)\ d ~13 for all t in W! al! ,q > ;I,’ Gkx 5 2 T: $5 .
t in 2%” satisfy /s - t! < E/( 3~). Then, for all II >, ;V, we have 
lk,,(s)-k(s)1 d jk,(sj-k,,(t)\ + Ik,,(t)-k(i)\ + i&(t)-k(s)1 GE 
uniformly for a!1 s in T. The proof is complete. 
LEMMA 2.3. [f k E K n L,? 1 < p < X. thei? k > -X 011 S. 
PFOO$ Suppose to the contrary that k( tj = -x for some : in S. We 
first seiect, in the following manner, a set of points ji in 5: 0 d i 6 n, with 
so = t so that si are affrnely independent (i.e., si- sCT i < !‘< II, are linearly 
independent) and k(si) < X. i3 1. Since s(S)> 0: there exists some 
5, E S‘; ! (sD) for which k(s,) < x. for otherwise k 2 not in L,. In general, 
having chosen affinely independent si, 0 < i < j, with J < yi and kjsj) < CC. let 
aff, denote the affine variety or flat spanned by (si). Since the dimension 
of affi is /<n, p(affjj =O. Hence; there exists jj+ r in S’,.,aff; such that 
wj + 1 j < X, for otherwise k is not in L,. The points 5;. 0 < L< j + 1: are 
then affinely independent. 
Now let A denote the convex hull of si, 0 < i 6 IL Ciearly int(A) is no: 
empty. If SE int(A) then there exist ii>0 such that Z>.i= 1 and s=Z,i,~;. 
We then have. by convexity, k(s) <Ziik(si). Since k(so = -E and 
kjs,) < rx, i> 1, we have k(s) = -x: 01: a se: of positive measure. Thus .5: 
is not in L,. The proof is complete. 
3. MAIX RESIXTS 
We establish properties of norm-bounded subsets and convergent 
sequences of convex functions as well as the existence of a best approxima- 
tion. If A, B c R”, let dist(A, B) denote inf(/s- t( : SE A, TE Bj. If A is 
bounded, then there exist u in A and r in B such that dist(A, B) = jit - r?j. 
THEOREM 3.1. Let (k,) be a sequence offirnctions ii: Kn L,, 1 < p < X. 
sue! that i’k,,jlp < D .for all II and some D > 0. Ler Tc int(Sj BE a ~o~:p~r?=cl: 
set. 
(ii) If 1 dp< ,x, thet: 
sup{/&(s) : s E T, n 2 1) < X 
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(ii) Ifldpta. t/Zen 
inf{k,(s):sES,nBl}> -zo. 
Ifp = z, then k,(s) 3 - Jlk,,ll,x 2 -D-for all s in S. 
COROLLARY 3.1. .Let k E Kn L,. Then for 1 < p < x: k is bounded aboae 
on T and belo,t’ on S. Hence IkJ < zo on int(S). If p = ,x,, then k is bounded 
abot:e OIZ int(S) by I(k(l r and below on S bl. - Ilkll,. For -all pz k is 
continuous on int(S). 
Prooj: Since, by Lemma 2.1, T is contained in a compact convex body 
which is a subset of int(S), it suffices to prove the result when T itself is such 
a convex body, and we do so. We prove the theorem and the corollary 
simultaneously. 
We show (i) for 1 <p< z. Let M, =sup{k,(s) : SE T} and m,,= 
inf{k,(s) : s E T}. Then ,z > M, 2 m, > -,x. Suppose first that M, = m,. 
Then k,, = M,, on T, and if x is the characteristic function of T, then 
Thus IM,I d Dp( T) -l’p independent of n. 
Now suppose that M,* > m,,. Let l\r be a positive integer. There exist 
x,, lrn in T so that k,(x,J >min{M,,, N} - 1 and k,,(x,) >k,,(y,). By 
Lemma 2.3: k,(y,,) > --;c. Consider the line segment defined by the points 
z(i.) = x,, + ib(xn - J:,,): E. > 0. Using the convexity condition, it may be 
easily verified that k,(z(A)) is a nondecreasing function of i 2 0. For some 
Odi., ci., , ~(1,) and z(i,,), lie, respectively, on the boundaries of T and S. 
Then there exists L with 1.t <i <i., such that, if z, = z(i), then d(z,, T) = 
d!z,, , R”‘\S) = 8,, say, where d is defined in Section 2. Suppose u E T and 
v E S:?int(S) such that (z, - tl( = Iz,, - ~‘1 =8,,. Let dist( T, R”‘<>,<S) = c > 0. 
Then 
cd /u-c! ,< Iz,--ul+ 12,-t’) =28,. 
Hence, if 0 < r < c/2, then B, = B(z,, r) c int(S)\ T for all PZ. By the 
monotonicity of kJz(3. j), we have k,(z,) 2 k,,(x,z). Also p(B,) = p > 0 
independent of n. Let 
C, = {s E B,, : k,,(s) 3 k,Jz,) 1. 
We next show that p(C,) >p/2 > 0. If SE B,,, then either SEC, or 
s E B,\C,. In the latter case, if z, = (s + t)/2 for t in S, then clearly t E B,. 
The convexity inequality gives k,Jz,) 9 (k,,(s) + k,(t))!2, i.e., 
k,(t) - W,) 2 k&j-k,,(s) 2 0. 
CONVEX APPROXISIATIOS il 
Thus, t E C,,) and we have shown that B,, = C,, v {2~,~ - C,,i. Hence 
p(C,;) 3 ;l(B,,).:2 > p!:2 > 0. If l is the characteristic ftmction of Ciil then 
since k,,(s) 3 k,,(x,,) 3 min(M,,: S)- - 1 for s in C,,, tve conclude thar 
0 3 I,k, IP 2 lik,xl!, 3 max(min(M,i~ :Z:$ - 1, 0) ji(C,?j”’ 
for all z and X. Hence, letting h ’ --+ x: we conclude that J&,i are bo~uaded 
above uniformly in n. Thus (i) is established for I d p < Y, 
Now suppose that p = ,x. Let k E K P L r. We show that k(s) d ;Jk’! x for 
a!1 s in int(S). This establishes the assertion. Suppose that there exists :’ in 
int(S) such that k(t) > !ikll 3c. Then there exists .r > 0 such that T = & t. I’ ! z 
int(Sj. Then by arguing as above fo- I this compact convex ‘body 2-. we show 
that there exists Cc int(S) with p(C) > 0 and k(z) > k(r) > I’kji ~ for ail s in 
C. This contradiction to the definition of ilki’ jl proves the assertron. The 
proof of (i) is complete. 
Before proceeding to (ii j we establish Corollary 3.1. If I < 2 < z. we may 
argue as in (ij or let k, = k for ail n there to conclude that k is bounded 
above on T. It follows that k < ,X on ml(S), Again, by Lemma 2.3. 
k > -zc on int(S). Thus k is finite on S. Hence k is continuous on ic:js’i 
[6, Theorem tO.l]. Let u E int(Sj. Then there exists a subgradient at i: i5. 
Theorem 23.41. Hence; k is bounded below on 5. If 9 = ‘;c.: then. as in ii). 
k(z)< !;ki: r for all s in int(S). Also, we may show as a:Sove ti&ag ,Q is 
continuous on int(S). Since k 3 - ilk.1 ~ a.e. oc S, continuity of k shows 
that k(s)2 - likli 1 for all s in int(S). Now iet 1~ S,.int(S) and s~ir:r{S:. 
Then ii + (I - I.) s is in int(S) for all 0 < i. < 1 [S; Theorem 6,: ]. Hence, by 
Theorem 7.5 of CC;], we have k(t)>lim k(i.t+ (1 -2)s) as j.^ 1. iIn r3e 
notation of that theorem, we have f(Jj 3 (cl ~!(~‘).j Hence k(t) 3 - I!.& ~~. 
The corollary is now established. 
NOW we establish (ii j for 1 < p < X~ As shown above, each k, 5 finite 
and continuous on int(S). We first show that (k,) is bounded below on 
int(S) uniformly ior all K Assume to the contrary that there exist tFl in 
int(S) with k,(t,,) <O for all n and k,Jt,,) -+ -x. We reach a contradic5on. 
Let 
F,, = (s E int(Sj : k,:(s) < 0) 
and k,Jt,) = c,. Then t,, E F,, and F, is open by continuity of k,, on intjS), 
We show that ,u(F,) --+ 0. Define V, c R” + ’ by 
where co(A) denotes the convex huh of A c R’*- ‘. ft is easy to see that V,, 
is a convex cone with base ((3, 0) : s E Fil 1 and apex (tiS, P,,). Clearly-. the 
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epigraph E(k,) of k,,: because of its convexity, contains V,. Define a 
function f, on F,, by 
f,(s)=inf{u:(s,u)EV,,;,sEF,. 
Then by convexity of V,,, f,, is convex on F,, 0 > f, > k,, on F,,, and 
f,J t,) = c,, . Now let 
H, = {s E F,l :f,(s) < c,,/2}. 
Then H,, c F,, and p(H,,) = p(F,, j/2”. Define a function h, on S by 
h,(s) = c,/2, ifs E H,,: and 0, otherwise. Then Ik,,) 3 Ih,l on S, and we have 
D 2 llk,,jlp s ;11~,~\1, = (-~,/2j(p(F,)/2”)‘~~. 
Since c, + -q we have ,u(F,,) -+ 0. 
We now apply Lemma 2.2. If d and 6,, are as defined there, we conclude 
that lim inf 6,, > 0. For convenience of notation assume lim 6,, = 40 > 0. 
Choose N so that 6, > 26’ for n 2 !V. In what follows consider n 2 N. There 
exists U, E s\F,, such that 6, = d(u,z). Since 6,, > 0, U, E int(.S). Consider the 
line segment L joining t,, and u,,. It intersects the boundary of F,, at x,. 
When L is extended beyond u,, it intersects the boundary of S at zn. 
Clearly d(z,,) = 0. Since t, and U, are in int(S), which is convex, we con- 
clude that x, is in int(S). By continuity of k,l on int(S), we have k,(x, j = 0. 
Let yn = (u,! + z.)/2. Then, by concavity of d, we have 
d(p,) 3 (d(u,) + d(z,))/2 B 6,,;‘2 3 6. 
Hence, by Proposition 2.1, y,* lies in the compact set T= (s E S : d(s) > 0; 
and Tc int(S). Also, 
Now X, = i.,, t, + (1 -2,) J,~ for some 0 < i., < 1. By the above observation 
we must have i,,* > p > 0 for some p. Now, 
0 = k,h,,) ,< &k,(r,) + (1 - %) M:,), 
which gives k,(y,) 2 - i,!:( l-i.,) k,(t,). Since k,,(r,) -+ -,zo, we conclude 
that k,(y,,) are not bounded above. Again, since (JZ~} c T, this is a con- 
tradiction to (i). Thus, (k,) is bounded below on int(S) uniformly in n. 
Now, if t E S’;,int(X): then, as in the above proof of Corollary 3.1, we 
let stint and observe k,(t) blim k,(lt+ (1-A) s) as L r 1, where 
it + (1 - 1) s is in int(S) for all 0 <i, < 1. This shows that (k,) is bounded 
below on S uniformly in n. The proof for 1 < p < x is complete. Now the 
CONVEX APPROXIMATION 
proof for p = x is contained in the proof of Corollary 3.1. The proof is 
complete. 
A function f in H is said to be lower semi-continuous at s in S if f(s j < 
limf(si) for every sequence (.si) in S such that sj converges to .F and the 
limit of (f(si)j exists in [-“c, x]. 
THEOREM 3.2. Let (k, j be a sequence of jktctions in Kn L,? I 6 p 6 x _ 
such that likn,i, < D for al! n and some 0 > 0. Then there exists a sub- 
sequence (g,) of (k,,) and a g in K A Lp such that gi 4 g pointivise on k(S): 
and hewe a.e. on S, since ,u(S \.,int(S)j = 0. Such a g has the,foiio~~ing proper- 
iles: g is lower semi-continuous on S, jgl < :x on int(S:j, and ligii,, < 3. 
Furthermore, the comergence of gi to g is un$or.m c/i: e~q’ compccr 
Tc mt( S). 
P?OojY We prove the result for 1 < p < X. The proof for p = ;sc is sm- 
pler. By Theorem 3.1, the real number sequence (.k,Js jj is bounded for each 
s in int(S). Since int(S) is relatively open, by Theorem 10.9 of [6], there 
exists a finite convex function g on int(Sj and a subsequence (g,) of (k,:j 
such that g; -+ g pointwise on int(Sj and uniformly on a compact ?. To 
extend g to S let tES\int(S) and stint. Then i.t+ (I -i.js~int(Sj for 
all 0 6;. < 1, and we set 
g(tj=limit g(k+(l-i)sj. :t I. 
Then, by Theorem 7.5 of [6]: g is lower semi-continuous on S. (Note that 
in that theorem: cl f is lower semi-continuous.) Such an extension is icde- 
pendent of the choice of s. 
It now suffices to show that ge L, with ;‘gii, d D. Indeed: iet (T,;, j be a 
sequence of compact convex sets with Til c T,,? 1 and :d T,, = int(S), 
(Lemma 2.1 gives a procedure for constructing such a sequence. j Let x, be 
the characteristic function of T,,. By Theorem 3.1, there exists a 5nite 
positive number M, such that !giznj d M,. Since constant functions ar: in 
7 L?, using the bounded convergence theorem [3]? we iet i + zc in the 
obvious inequality 11 g!x,,il, d il giJp d D and conclude _hat jl gx,zi;p < D. SOK 
/g%,il IP? t : iglp on int(S) as n + x8. Hence. ‘by the monotone convergence 
theorem [I?], we have ilglj, d D. The proof is complete. 
THEOREM 3.3. (i) Suppose that P c K satisj?es P n L, = P 9 L,. 
1 < p < x. Then P n L, is closed in L, and a best approximctior: IC f i.i; L, 
. 
,//porn P n Lp exists. In particular, Kr! L, is a closed conrex cone and a best 
approxiination from K n L, exists. 
!;’ 1 :I!, Let (k,,) be a sequence in K n L,. ldr:<X. such G&Q; _ 
154 VASArZT A. UBHAYA 
Ilk, - k/i, + 0 for some k in L, which is continuous on int(S). Then k,, --f k 
pointwise on int(S) and uniformly on ecerl. compact TC int(S). 
ProoJ (i) By taking convergent sequences it is easy to show that 
K= i?, and hence Kn L, = Kn L,. Now Theorem 3.2 shows that Pn L, 
and Kn L, satisfy the conditions of Proposition 2.2. Hence the assertions 
follow. 
(ii) By Lemma 2.1, we may assume that T is a compact convex body. 
By Theorem 3.1, (k,,) is bounded on T uniformly in n. Hence, by 
Theorem 10.6 of [6]: (k,z) is equi-Lipschitzian relative to T. Now Proposi- 
tion 2.3 shows that k, + k uniformly on T. Since Tcint(S) is arbitrary, 
this implies that k,l + k on int(S). The proof is complete. 
The existence and uniqueness of a best approximation from Kn L,, 
1 < p < X, also follows from the uniform convexity of L,, 1 < p < X, and 
the closedness and the convexity of Kn L,. 
We now present an alternative approach to the analysis of our problem. 
By Lemma 2.3, if k E L, is convex, then k > -x, on S. Using this fact, we 
may give another definition of a convex function: k in H is convex if 
k > - x on S and the convex inequality (1.1) holds for all s, t in S. Clearly, 
the terms m -X cannot appear in this definition. Let K, be the set of all 
so defined convex functions. Note that K, c R, = K. (To show K, = K, let 
k E K. Then k, = max{k, --n 1 is in K, for all rz and k, --, k. j The following 
lemma may be established by methods similar to that of Lemma 2.3. 
LEMMA 3.1. 
K,nL,=X,nLL,, l<pd 22. 
It follows that K, n L, = Kn L,. All the results of Section 3 remain valid 
if we replace K there by K,. 
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