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One of the advantages for the varying-coefficient model is to allow the coeffi-
cients to vary as smooth functions of other variables and the model can be
estimated easily through a simple local quasi-likelihood method. This leads to a
simple one-step estimation procedure.We show that such a one-stepmethod cannot be
optimal when some coefficient functions possess different degrees of smoothness.
This drawback can be attenuated by using a two-step estimation approach. The
asymptotic normality and mean-squared errors of the two-step method are obtained
and it is also shown that the two-step estimation not only achieves the optimal
convergent rate but also shares the same optimality as the ideal case where the
other coefficient functions were known. A numerical study is carried out to
illustrate the two-step method. © 2001 Elsevier Science (USA)
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1. INTRODUCTION
In recent years, great progress has been made towards increasing the
flexibility of generalized linear models. Of importance is the varying-
coefficient (VC) model, which has gained considerable attention due to its
various applications in many areas, such as biomedical study, finance,
econometrics, environmental study, and political science. We refer to the
articles by Hoover et al. (1998), Brumback and Rice (1998), and Fan and
Zhang (1998, 2000) for details on novel applications of the VC model to
longitudinal data; Chen and Tsay (1993), Cai et al. (2000), and Xia and Li
(1999) for statistical inferences on the functional-coefficient nonlinear time
series models; Cai and Tiwari (2000) for environmental study; Hong and
Lee (1999) for applications in finance and econometrics; and Cederman
and Penubarti (1999) for the study of international relationship conflict in
political sciences. For more references, see Fan et al. (2000).
The VC model, proposed by Hastie and Tibshirani (1993), has the form
g{m(u, x)}=C
p
j=1
aj(u) xj, (1)
where g( · ) is a known link function, m(u, x) is the mean function of the
response variable Y given covariates U=u and X=x. The appeal of the
VC model is that by allowing the coefficients {aj( · )} to depend on certain
covariate U, the modeling bias can be significantly reduced and that the
curse of dimensionality can be avoided. For the identity link function and
the Gaussian errors, (1) was thoroughly studied by Cleveland et al. (1992),
Hastie and Tibshirani (1993), Fan and Zhang (1999), Cai et al. (2000),
Fan et al. (2000), among others. As pointed out by Fan and Zhang (1999),
when the degrees of smoothness of {aj( · )} are different, the local least
square estimator is suboptimal under their asymptotic formulation. To
achieve the optimal convergent rate, they proposed a two-step method, and
they also derived the asymptotic bias and variance of the two-step estima-
tor. Fan et al. (2000) explored the VC model by searching for the smooth-
ing variable U as a linear combination of other covariates and they
proposed some efficient algorithms to search for the unknown index and to
estimate the coefficient functions. For the known link function and the
exponential family, an intensive study on the VC model was carried out by
Cai et al. (2000) that proposed using a local (quasi-) likelihood technique to
estimate the coefficient functions and established the asymptotic normality
of resulting estimators. They derived the standard error formulas for the
estimated coefficient functions and proposed a goodness-of-fit test tech-
nique, based on a nonparametric maximum likelihood ratio type of test, to
detect whether some coefficient functions are really varying or whether any
covariates are statistically significant. In particular, they proposed an
efficient modeling algorithm to make the VC model practically applicable.
When some coefficient functions process different degrees of smoothness,
we show that the estimators based on the local (quasi-) likelihood method
cannot achieve the optimal convergent rate. The intuition is clear: a smooth
component demands a large bandwidth to reduce the variance, but a rough
component needs a small bandwidth to reduce the bias. This problem
cannot be solved by simply using a large bandwidth to estimating a smooth
component only; see Fan and Zhang (1999). To attenuate this drawback,
we use the two-step approach proposed in Fan and Zhang (1999). Assume
without loss of generality that ap( · ) is smoother than {aj( · )}
p−1
j=1. In the
first step, an initial estimate of {aj( · )}
p−1
j=1 is obtained. In the second step,
to estimate ap( · ), the initial estimate of {aj( · )}
p−1
j=1 is used in lieu of
{aj( · )}
p−1
j=1 in a local polynomial fitting. In such a way, we show that the
two-step estimator not only achieves the optimal convergent rate but also
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shares the same optimality for the case that the coefficient functions
{aj( · )}
p−1
j=1 were known. Moreover, it makes the implementations much
easier. Finally, when ap( · ) is as smooth as the rest of functions, we show
that the two-step estimator and the one-step estimator share the same
asymptotic properties.
The article is organized as follows. We discuss in Section 2 estimation
methods—the one-step procedure and the two-step approach. The asymp-
totic properties of the resulting estimators are established in Section 3. In
Section 4, a small simulation is carried out to demonstrate the performance
of the two-step estimator through two simulated examples. Finally, the
technical proofs in Appendix conclude the article.
2. ESTIMATION METHODS
The primary goal is to estimate efficiently the coefficient functions
{aj( · )} by using a nonparametric method—local likelihood. The method is
directly applicable to the situation that a conditional log-likelihood func-
tion a(s, y) can be unspecified but the relationship between the mean and the
variance function can be modeled via var(Y | U=u, X=x)=V{m(u, x)}
for a known variance function V( · ). In this case, a log-likelihood is
replaced by a quasi-likelihood Q(m, y), defined by (“/“m) Q(m, y)=
(y−m)/V(m), so that local likelihood becomes local quasi-likelihood; see
Fan and Gijbels (1996, pp. 194), Carroll et al. (1997), Carroll et al. (1998),
and Cai et al. (2000). For expositional purpose, we focus only on the
canonical exponential family, so that the conditional log-likelihood
function a(s, y) is linear in y for fixed s.
For a given grid point u0, the coefficient function aj(u) is approximated
by aj+bj(u−u0) for u in a neighborhood of u0. Note that aj and bj depend
on the point u0. Based on the random sample {(Ui, Xi, Yi)}
n
i=1, the
weighted local log-likelihood is
an(a, b)= C
n
i=1
a 5g−1 3 Cp
j=1
(aj+bj(Ui−u0)) Xij 4 , Yi6 Kh(Ui−u0), (2)
where Kh( · )=K(·/h)/h, K( · ) is a kernel function, h=hn is a bandwidth,
a=(a1, ..., ap)T, and b=(b1, ..., bp)T. Clearly, the local maximum
likelihood estimates aˆ(u0) and bˆ(u0) are obtained by maximizing local log-
likelihood function an(a, b). The components in aˆ(u0) give the estimate
of a1(u0), ..., ap(u0). Note that the asymptotic properties of aˆ( · ) can be
found in Cai et al. (2000). Clearly, this idea is simple and useful, but it
is implicitly assumed that all functions {aj( · )} possess the same degrees
of smoothness. If some coefficient functions process different degrees of
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smoothness, it is shown in Theorem 1 that the estimator obtained by (2) is
not optimal.
To formulate the foregoing idea, we assume that ap( · ) is smoother than
the other functions and that it has a bounded fourth derivative, so that
ap(u) % ap+bp(u−u0)+cp(u−u0)2+dp(u−u0)3 for u in a neighborhood of
u0. This leads naturally to the locally weighted least-squares problem
C
n
i=1
a[g−1{aT Xi+bT(Ui−u0) Xi+cp(Ui−u0)2 Xip
+dp(Ui−u0)3 Xip}, Yi] Kh1 (Ui−u0). (3)
Let aˆ1, bˆ1, cˆp, 1 and dˆp, 1 be the maximizers of (3). The resulting estimator
aˆj, 1(u0) of aj(u0) is called one-step estimator. We show in Theorem 1
(below) that under some regularity conditions, the bias and variance of the
one-step estimator are of the order h21 and (n h1)
−1. Therefore, the con-
vergent rate for the asymptotic mean squared errors (MSE) is of the order
n−4/5 if h1 ’ n−1/5 but not optimal rate n−8/9.
To achieve the optimal rate, we use the two-step procedure, described as
follows. The first step is to get an initial estimate of {aj( · )}
p−1
j=1, denoted by
{aˆj, 0(u0)}
p−1
j=1, which can be obtained by maximizing an(a, b) in (2) with the
initial bandwidth h0. Such an initial estimate, in general, is undersmoothed
so that the bias is small. Then, in the second step, using the initial estimate
{aˆj, 0( · )}
p−1
j=1 in lieu of {aj( · )}
p−1
j=1, we apply a local cubic fitting to estimate
ap(u0) by maximizing
C
n
i=1
a[g−1{Vi+(ap+bp(Ui−u0)+cp(Ui−u0)2
+dp(Ui−u0)3) Xip}, Yi] Kh2 (Ui−u0) (4)
with respect to ap, bp, cp and dp, where Vi=;p−1j=1 aˆj, 0(Ui) Xij and h2 is a
bandwidth in the second step. In such a way, we obtain the two-step
estimator aˆp, 2(u0) of ap(u0). We show in Theorem 2 that the two-step
estimator can achieve the optimal convergent rate n−8/9.
In support of the methodology, two simulated examples are used with
sample size n=400 and p=2. Figure 1 depicts the estimation based on the
one-step and two-step methods by using the optimal bandwidth for esti-
mating a2( · ). For the two-step estimator, we optimize bandwidth h2 for a
given small bandwidth h0; see details in Section 4.
In practice, we do not know in advance whether ap( · ) is really smoother
than the rest of functions. The foregoing discussion reveals that the two-
step procedure can lead to a significant gain when ap( · ) is smoother than
the rest of functions. A question naturally arises is how the performance of
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FIG. 1. Comparison of performance between the one-step and two-step estimators. Solid
curve, true function; dotted curve, one-step procedure; dashed curve, two-step method.
the two-step procedure is when ap( · ) is as smooth as the rest of functions.
To answer this question, we assume without loss of generality that ap( · )
has only continuous second derivative. For this case, the one-step estimator
of ap(u0) is the maximizer of (2) with bandwidth h3, denoted by aˆp, 3(u0).
The two-step estimator of ap(u0) is obtained by maximizing
C
n
i=1
a[g−1{Vi+apXip+bp(Ui−u0) Xip}, Yi] Kh3 (Ui−u0)
with respect to ap and bp, denoted by aˆp, 4(u0). Cai et al. (2000) showed that
under conditions C1–C5 and C9 stated in Appendix, the respective asymp-
totic bias and variance of aˆp, 3(u0) are
m2a
'
p(u0)
2
h23 and
eTp, pC
−1(u0) ep, p
f(u0) n h3
, (5)
where C( · ) is defined in (7) and ej, p is the p×1 unit vector with 1 at the jth
position. It is shown in Theorem 3 that the two-step estimator aˆp, 4(u0) has
the exact same asymptotic properties as aˆp, 3(u0) provided that the initial
bandwidth h0 is small enough. Therefore, the two-step approach achieves
the same convergent rate as the one-step procedure.
3. ASYMPTOTIC PROPERTIES
To study the asymptotic properties of aˆp, 1(u0), aˆp, 2(u0) and aˆp, 4(u0),
we introduce some notation. Denote by mk=> uk K(u) du and nk=
> uk K2(u) du. Let f( · ) be the marginal density of U and let
r(u, x)=[g1{m(u, x)}]2 V{m(u, x)}, (6)
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and
C=C(u)=E{r(U, X) X XT | U=u} — (cij(u))p×p — (C1, ..., Cp), (7)
where g1(s)=g
−
0(s)/gŒ(s) and g0( · ) is the canonical link function. Note
that r(u, x)=V{m(u, x)} for the canonical link function. The theorems are
stated here but their proofs are relegated to the Appendix.
Theorem 1. Under conditions C1–C6 stated in the Appendix, we have
`n h1 3 aˆp, 1(u0)−ap(u0)− h21m22cpp(u0) C
p−1
j=1
a'j (u0) cjp(u0)+op(h
2
1)4
0
D N(0, s2p, 1(u0)), (8)
where
s2p, 1(u0)=
1
f(u0)
5n0eTp, pC−1(u0) ep, p−2m2m4n2−2m22m4n0−m22n4+m42n0(m4−m22)2 cpp(u0) 6 .
Remark 1. It is clear that the MSE of the one-step estimator aˆp, 1(u0) is
only of order h41+(n h1)
−1 which achieves the convergent rate n−4/5 when
bandwidth h1 ’ n−1/5 is used. The bias expression above indicates clearly
that the approximation errors of functions {aj( · )}
p−1
j=1 are transmitted to
the bias of estimating ap( · ). Thus, the one-step estimator for ap( · ) inherits
non-negligible approximation errors and is not optimal.
Theorem 2. Under conditions C1–C8 stated in the Appendix, then
`n h2 {aˆp, 2(u0)−ap(u0)−bias+op(h42+h20)}0D N(0, s2p, 2(u0)), (9)
where the asymptotic bias is
bias=
h42a
(4)
p (u0)(m
2
4−m6m2)
24(m4−m
2
2)
−
h20m2
2cpp(u0)
C
p−1
j=1
a'j (u0) cjp(u0),
and the asymptotic variance is
s2p, 2(u0)=
m24n0−2m2m4n2+m
2
2n4
f(u0)(m4−m
2
2)
2 e
T
p, pC
−1(u0) ep, p.
By Theorem 2, the asymptotic variance of the two-step estimator is
independent of the initial bandwidth as long as n ha0/log h0 Q., where a is
given in condition C8. Therefore, the initial bandwidth h0 should be chosen
as small as possible such that the constraint n ha0/log h0 Q. is satisfied.
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Especially, when the initial bandwidth h0 is chosen as such that h0=o(h
2
2),
then the bias from the initial estimator becomes negligible and the bias
expression for the two-step estimator becomes
a (4)p (u0)(m
2
4−m6m2)
24(m4−m
2
2)
h42+op(h
4
2)
and the variance is
m24n0−2m2m4n2+m
2
2n4
f(u0)(m4−m
2
2)
2
eTp, pC
−1(u0) ep, p
n h2
{1+o(1)}.
Hence, by taking the optimal bandwidth h2 ’ n−1/9, the MSE of the two-
step estimator achieves the optimal convergent rate n−8/9.
As mentioned above, the choice of the initial bandwidth is not very sen-
sitive to the two-step estimation as long as it is small enough so that the
bias in the first step is not too large. This gives us a rule of thumb to
choose h0: Use the cross-validation or generalized cross-validation criterion
(see, e.g., Cai et al., 2000) to select the bandwidth hˆ1 for the one-step
fitting. Then, use h0=A0 hˆ1 (A0=1/2, say, or smaller) or choose a very
small h0 as the initial bandwidth. Alternatively, as suggested by the referee,
A0 can be taken to be A0=n−a1 with a1=2/45 or larger.
One of the advantages for the two-step procedure is that in the second
step, the choice of bandwidth becomes really a univariate problem. There-
fore, it may be easy to apply some univariate bandwidth selectors, such as
cross-validation (Stone, 1974), pre-asymptotic substitution method (Fan
and Gijbels, 1995), plug-in bandwidth selector (Rupert et al. 1995), and
empirical bias method (Ruppert, 1997), to select the smoothing parameter
in the second step. From the foregoing discussion, the initial bandwidth h0
is not very crucial to the final estimate because for a wide range of
bandwidth h0, the two-step method achieves the optimal rate. This is
another benefit of using the two-step procedure: the bandwidth selection
problem is relatively easy.
Remark 2. Consider the ideal situation that {aj( · )}
p−1
j=1 are known.
Then, one can simply run a local cubic fitting to estimate ap( · ). The
resulting estimator has the following asymptotic bias
a (4)p (u0)(m
2
4−m6m2)
24(m4−m
2
2)
h42+op(h
4
2)
and variance
m24n0−2m2m4n2+m
2
2n4
f(u0)(m4−m
2
2)
2
1
n h2cpp(u0)
{1+o(1)}.
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Therefore, the asymptotic bias for the ideal estimator is same as that for
the two-step estimator and both have the same order of variance. In other
words, the two-step estimator enjoys the same optimal convergent rate as
the ideal estimator.
Theorem 3. Under conditions C1–C5 and C7–C9 stated in the Appendix,
then
`n h3 {aˆp, 4(u0)−ap(u0)−bias+op(h23+h20)}0D N(0, s2p, 4(u0))
with the asymptotic bias
bias=
h23a
'
p(u0) m2
2
−
h20m2
2cpp(u0)
C
p−1
j=1
a'j (u0) cjp(u0) (10)
and variance
s2p, 4(u0)=
n0e
T
p, pC
−1(u0) ep, p
f(u0)
.
Remark 3. From Theorem 3, we conclude that, when all coefficient
functions have the same degrees of smoothness, the one-step and two-step
estimators share the same asymptotic variance, and, by taking the initial
bandwidth h0=o(h3), both have the same asymptotic bias by comparing
(10) with (5). This leads to the conclusion that both estimators have the
same performance. Hence the two-step method is always more reliable than
the one-step method.
4. NUMERICAL EXAMPLES
We conduct a small simulation study on two models: a Bernoulli model
and a Poisson model, to illustrate the performance of the two-step method
and to compare it with the one-step procedure. The Epanechnikov kernel
K(u)=0.75(1−u2)+ is employed. The covariates are taken as follows.
(X1, X2) is generated from a bivariate normal with correlation coefficient
2−1/2, U is a uniform random variable on [0, 1], and (X1, X2) is indepen-
dent of U. For each example, with sample size n=400, the mean integrated
squared errors (MISE) for estimating a2( · ) are recorded. For the one-step
procedure, we plot MISE against h1 and hence the optimal bandwidth hˆ1
can be chosen. For the two-step procedure, first, we choose 20% of the
optimal bandwidth hˆ1 as initial bandwidth h0 and then compute the MISE
for the two-step estimator as a function of h2. Therefore, the optimal
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FIG. 2. Coefficient functions. Solid curve is a1( · ) and dotted curve is a2( · ).
bandwidth hˆ2 for the two-step is determined. Figure 1 depicts the estimated
curves of a2( · ) based on both the one-step and two-step methods and it
shows clearly that the two-step approach outperforms the one-step method.
Example 1. The conditional probability of binary response variable
Y=1, given U=u, X1=x1, and X2=x2, is given by logit{P(Y=1 | U=u,
X1=x1, X2=x2)}=a1(u) x1+a2(u) x2, where the coefficient functions
a1(u)=sin(60u) and a2(u)=4u(1−u).
Example 2. The conditional distribution of Y, given that U=u, X1=x1,
and X2=x2, is Poisson with mean m(u, x1, x2) given by log{m(u, x1, x2)}=
a1(u) x1+a2(u) x2, where the coefficient functions a1(u)=sin(8p(u−0.5))
and a2(u)=3.5 exp(−(4 u−1)2)+3.5 exp(−(4 u−3)2)−1.5.
Figure 2 displays the coefficient functions a1( · ) and a2( · ) for the above
examples. Figure 3 represents the MISE as a function of bandwidth. The
FIG. 3. MISE as a function of bandwidth. Solid curve, one-step procedure; dotted curve,
two-step method.
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MISE curve for the two-step method is always below that for the one-step
approach for all examples. This is in line with the asymptotic theory that
the two-step approach outperforms the one-step procedure if the initial
bandwidth is correctly chosen.
APPENDIX: PROOFS
We first impose some regularity conditions. To this end, let qk(s, y)=
(“k/“sk) a(s, y). Then, qk(s, y) is linear in y for fixed s,
q1{g(u, x), m(u, x)}=0, and q2{g(u, x), m(u, x)}=−r(u, x),
(A.1)
where r(u, x) is defined in (6) and g(u, x)=g{m(u, x)}. Note that we use
the same notation as in Sections 2 and 3.
Conditions.
C1. The function q2(s, y) < 0 for s ¥R and y in the range of the
response variable.
C2. The functions f(u), V(m(u, x)), VŒ(m(u, x)) and g −−−(m(u, x)) are
continuous at the point u=u0. Further, assume that f(u0) > 0 and
C(u0) > 0.
C3. K( · ) is a symmetric and bounded density function with a
bounded support, satisfying a Lipschitz condition.
C4. E(|X|3 | U=u) is continuous at the point u=u0.
C5. E(Y4 | U=u, X=x) is bounded in a neighborhood of u=u0.
C6. The function ap( · ) has a continuous fourth derivative in a
neighborhood of u0. Further, assume that a
'
j ( · ) is continuous in a neigh-
borhood of u0 for j=1, ..., p−1.
C7. E |q2(g(U, X), Y) XXTU2|c <. for some c > 2.
C8. h0 Q 0 in such a way that n h
a
0/log h0 Q. for any a > c/(c−2)
with c given in condition C7.
C9. Assume that a'j ( · ) is continuous in a neighborhood of u0 for
j=1, ..., p.
Remark 4. Condition C1 guarantees that the sequence of maximizers
of (3) and (4) lies in a compact set. Note that condition C2 implies that
q1( · , · ), q2( · , · ), q3( · , · ), rŒ( · , · ) and mŒ( · , · ) are continuous.
First, we present the detailed proof of Theorem 2, noting that a proof of
Theorem 3 is similar but simpler, and then, we only give the outline of the
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proof of Theorem 1 since it is close to that of Theorem 2. To prove
Theorem 2, we need the following lemma, due to Mack and Silverman
(1982).
Lemma 1. Let (X1, Y1), ..., (Xn, Yn) be iid random vectors, where the
Y’s are scalar random variables. Assume further that E |Y| s <. and
supx > |y| s f(x, y) dy <., where f( · , · ) denotes the joint density of (X, Y).
Let K( · ) be a bounded positive function with a bounded support, satisfying a
Lipschitz condition. Then
sup
x ¥ D
:1
n
C
n
i=1
{YiKh(Xi−x)−E[YiKh(Xi−x)]} :=Op((n h/log h)−1/2)
provided that n2e−1 hQ. for some e < 1−s−1.
Proof of Theorem 2. Let b=(ap, bp, cp, dp)T,
g¯(u)=ap(u0)+a
−
p(u0)(u−u0)+
a'p(u0)
2
(u−u0)2+
a −−−p (u0)
6
(u−u0)3,
and
bg=c−1n (b1−ap(u0), h2(b2−a
−
p(u0)), h
2
2(b3−a
'
p(u0)/2), h
3
2(b4−a
−−−
p (u0)/6))
T,
where cn=(n h2)−1/2. It can be easily seen that
C
p−1
j=1
aˆj, 0(u0) Xij+{ap+bp(Ui−u0)+cp(Ui−u0)2+dp(Ui−u0)3} Xip
=Vi+g¯(Ui) Xip+cnbgTZiXip,
where Vi=;p−1j=1 aˆj, 0(Ui) Xij and Zi=(1, (Ui −u0)/h2 , (Ui −u0) 2/h 22 ,
(Ui−u0)3/h
3
2)
T. Let
bˆg=c−1n (bˆ1−ap(u0), h2(bˆ2−a
−
p(u0)), h
2
2(bˆ3−a
'
p(u0)/2), h
3
2(bˆ4−a
−−−
p (u0)/6))
T.
Then, bˆg maximizes the normalized log-likelihood function
agn (bg) — C
n
i=1
(a[g−1{g˜i+cnbgTZiXip}, Yi]− a[g−1{g˜i}, Yi]) K{(Ui−u0)/h2},
where g˜i=Vi+g¯i(Ui) Xip. We remark that condition C1 implies by the
convexity lemma (see, e.g., Fan and Gijbels, 1996, p. 209) that agn ( · ) is
concave in bg. Using the Taylor expansion of a{g−1( · ), y}, we have
agn (bg)=WTn bg+
1
2
bgTDnb
g+
c3n
6
C
n
i=1
q3{g
g
i , Yi}(b
gTZi)3 X
3
ipK{(Ui−u0)/h2},
(A.2)
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where
Wn=cn C
n
i=1
q1{g˜i, Yi} ZiXipK{(Ui−u0)/h2},
Dn=
c2n
2
C
n
i=1
q2{g˜i, Yi} ZiZ
T
i X
2
ipK{(Ui−u0)/h2},
and ggi is between g˜i and g˜i+cnb
gT ZiXip. It can be easily seen that
g˜i=g(Ui, Xi)+si, n,
where
si, n=C
p−1
j=1
[aˆj, 0(Ui)−aj(Ui)] Xij+[g¯(Ui)−ap(Ui)] Xip.
By Theorem 1 of Cai et al. (2000), Lemma 1 and the condition that ap( · )
has the bounded fourth derivative, we have
si, n=ti, n+op(h
4
2+h
2
0), (A.3)
where
ti, n=
1
n h0
C
p−1
j=1
eTj, pC
−1(Ui) Xij
f(Ui)
C
n
k=1
q1{g(Uk, Xk), Yk} XkK{(Uk−Ui)/h0}
+
h20m2
2
C
p−1
j=1
a'j (Ui) Xij−
a (4)p (u0)
4!
(Ui−u0)4 Xip,
and op( · ) in (A.3) holds uniformly in i such that Ui falls in the neigh-
borhood of u0 by the continuity assumptions. Then, agn (bg) in (A.2)
becomes
WTn b
g+
1
2
bgTDnb
g+
c3n
6
C
n
i=1
q3{g(Ui, Xi), Yi}(bgTZiXip)3 K{(Ui−u0)/h2}
+op(1) (A.4)
by the continuity assumption. Since K( · ) is bounded, q3( · , · ) is linear in Y
and E(|Y| | U, X) <., then the expected value of the absolute value of the
last term in (A.4) is bounded by
O(nc3nE |q3(g(U, X), Y) X
3
pK{(U−u0)/h2}|)=O(cn) (A.5)
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by condition C4. Therefore, the last term in (A.4) is of order Op(cn). It
follows from the Taylor expansion, (A.3), and the same arguments in the
proof of (A.5) that
Dn=D
g
n+op(1),
where
Dgn=
c2n
2
C
n
i=1
q2{g(Ui, Xi), Yi} ZiZ
T
i X
2
ipK{(Ui−u0)/h2}.
By the fact that q2(s, y) is linear in y and using the second result of (A.1),
we obtain
E(Dgn )=h
−1
2 E[q2{g(U, X), m(U, X)} K{(U−u0)/h2} ZZ
TX2p]Q−D,
where D=f(u0) cppW, and
W=R 1 0 m2 00 m2 0 m4
m2 0 m4 0
0 m4 0 m6
S .
Similar arguments show that var(Dgn )=O{(n h2)
−1}. Therefore,
Dn=−D+op(1).
This, in conjunction with (A.4) and (A.5), implies that
agn (bg)=WTn bg− 12 bgT(D+op(1)) bg+op(1).
Using the quadratic approximation lemma (see, e.g., Fan and Gijbels,
1996, p. 210), we obtain
bˆg=D−1Wn+op(1), (A.6)
if Wn is a sequence of stochastically bounded random vectors. The asymp-
totic normality of bˆg follows from that ofWn. Hence, it suffices to establish
the asymptotic normality of Wn. By the Taylor expansion of q1(s, y) with
respect to s, we have
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Wn=cn C
n
i=1
q1{g(Ui, Xi), Yi} ZiXipK{(Ui−u0)/h2}
+cn C
n
i=1
q2{g(Ui, Xi), Yi} ZiXipti, nK{(Ui−u0)/h2}
+cn C
n
i=1
q3{g
gg
i , Yi} ZiXips
2
i, nK{(Ui−u0)/h2}
+cn C
n
i=1
q2{g(Ui, Xi), Yi} ZiXip[si, n−ti, n] K{(Ui−u0)/h2}, (A.7)
where gggi is between g(Ui, Xi) and g(Ui, Xi)+si, n. Similar to the proof of
(A.5), the third term in (A.7) is op(1). It is easy to see that
cn C
n
i=1
|q2{g(Ui, Xi), Yi} ZiXip | K{(Ui−u0)/h2}=Op(c
−1
n ),
which, in conjunction with (A.3), implies that the last term in (A.7)
becomes op(c
−1
n (h
4
2+h
2
0)). Therefore,
Wn=cn C
n
i=1
q1{g(Ui, Xi), Yi} ZiXipK{(Ui−u0)/h2}
+cn C
n
i=1
q2{g(Ui, Xi), Yi} ZiXipti, nK 1Ui−u0h2 2+op(1+c−1n (h42+h20)).
(A.8)
Let
Wgn, 2=
cnh
2
0m2
2
C
p−1
j=1
C
n
i=1
q2{g(Ui, Xi), Yi} Zia
'
j (Ui) XijXipK{(Ui−u0)/h2}
and
Wgn, 3=−
cna
(4)
p (u0)
4!
C
n
i=1
q2{g(Ui, Xi), Yi} Zi(Ui−u0)4 X
2
ipK{(Ui−u0)/h2}.
By Lemma 1 and tedious calculations, the second term in (A.8) becomes
cn C
n
i=1
5Cp−1
j=1
eTj, pC
−1(Ui) Xicjp(Ui)6 q1{g(Ui, Xi), Yi} ZiK{(Ui−u0)/h2}
+Wgn, 2+W
g
n, 3+op(1).
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Therefore, (A.8) becomes
Wn=W
g
n, 1+W
g
n, 2+W
g
n, 3+op(1+c
−1
n (h
4
2+h
2
0))=W
g
n+op(1+c
−1
n (h
4
2+h
2
0)),
(A.9)
where
Wgn, 1=cn C
n
i=1
5Cp−1
j=1
eTj, pC
−1(Ui) Xicjp(Ui)+Xip6 q1{g(Ui, Xi), Yi}
×ZiK{(Ui−u0)/h2}.
Then, by (A.6)–(A.9),
bˆg=D−1Wgn+op(1+c
−1
n (h
4
2+h
2
0)). (A.10)
Note that Wgn is a sum of iid random vectors. In order to establish its
asymptotic normality, it suffices to compute the mean and covariance
matrix of Wgn by Lyapounov condition. To this effect, we have that
E(Wgn, 1)=0 by the first result in (A.1), and
E(Wgn, 2)=
ncnh
2
0m2
2
C
p−1
j=1
E[q2{g(U, X), m(U, X)}
×Za'j (U) XjXpK{(U−u0)/h2}]
=−
h20m2
2cn
f(u0) C
p−1
j=1
a'j (u0) cjp R 10
m2
0
S {1+o(1)}. (A.11)
Likewise,
E(Wgn, 3)=−
ncna
(4)
p (u0)
24
E[q2{g(U, X), m(U, X)}
×Z(U−u0)4 X
2
pK{(U−u0)/h2}]
=
h42a
(4)
p (u0)
24cn
f(u0) cpp Rm40
m6
0
S {1+o(1)}. (A.12)
VARYING-COEFFICIENT MODELS 203
Similarly,
var(Wgn, 1)=nc
2
n var 53 Cp−1
j=1
eTj, pC
−1(U) Xcjp(U)+Xp 4 q1{g(U, X), Y)}
×ZK{(U−u0)/h2}6
=f(u0) c
2
ppe
T
p, pC
−1(u0) ep, pY{1+o(1)} — L+o(1), (A.13)
where
Y=Rn0 0 n2 00 n2 0 n4
n2 0 n4 0
0 n4 0 n6
S ,
var(Wgn, 2)=o(1), and var(W
g
n, 3)=o(1). (A.14)
Therefore,
var(Wgn )=L+o(1). (A.15)
We now use the Cramér–Wold device to derive the asymptotic normality of
Wgn . For any unit vector d ¥R4, if
{dT var(Wgn ) d}
−1/2 {dT Wgn −d
T E(Wgn )}0
D N(0, 1), (A.16)
then
{var(Wgn )}
−1/2 (Wgn −E(W
g
n ))0
D N(0, I4). (A.17)
Combining (A.10)–(A.17), we obtain
bˆg+
h20m2
2cn
f(u0) D−1 C
p−1
j=1
a'j (u0) cjp R 10
m2
0
S {1+o(1)}
−
h42a
(4)
p (u0)
24cn
f(u0) D−1cpp Rm40
m6
0
S {1+o(1)}0D N(0, D−1LD−1).
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Some algebraic computations yield
W−1=R m4m4−m22 0 − m2m4−m22 00 m6m6m2−m24 0 − m4m6m2−m24
−
m2
m4−m
2
2
0
1
m4−m
2
2
0
0 −
m4
m6m2−m
2
4
0
m2
m6m2−m
2
4
S ,
so that
W−1 R 10
m2
0
S=e1, 4, and W−1 Rm40
m6
0
S=Rm24−m6m2m4−m220
m6−m4m2
m4−m
2
2
0
S .
Therefore, the assertion in (9) holds. In order to prove (A.16), we need only
to check Lyapounov’s condition for that sequence, which can be easily
verified. This completes the proof of the theorem.
Proof of Theorem 1. Let b=(aT, bT, cp, dp)T,
g¯(u, x)=C
p
j=1
{aj(u0)+a
−
j(u0)(u−u0)} xj+
a'p(u0)
2
(u−u0)2 xp
+
a −−−p (u0)
6
(u−u0)3 xp,
and
bg=c−1n 1b1−a1(u0), ..., bp−ap(u0), h1{bp+1−a −1(u0)}, ..., h1{b2p−a −p(u0)},
h21 3b2p+1−a'p(u0)2 4 , h313b2p+2−a
−−−
p (u0)
3
42T,
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where cn=(n h1)−1/2. It can be easily seen that
C
p
j=1
{aj+bj(Ui−u0)} Xij+cp(Ui−u0)2 Xip+dp(Ui−u0)3 Xip
=g¯(Ui, Xi)+cnbgTZ˜i,
where Z˜i=(X
T
i , (Ui−u0)/h1X
T
i , (Ui−u0)
2/h21Xip, (Ui−u0)
3/h31Xip)
T. Let
bˆg=c−1n 1 bˆ1−a1(u0), ..., bˆp−ap(u0), h1{bˆp+1−a −1(u0)}, ..., h1{bˆ2p−a −p(u0)},
h21 3 bˆ2p+1−a'p(u0)2 4 , h31 3 bˆ2p+2−a
−−−
p (u0)
3
42T,
then, bˆg maximizes
C
n
i=1
[a{g−1(g¯i+cnbgTZ˜i), Yi}− a{g−1(g¯i), Yi}] K{(Ui−u0)/h1},
where g¯i=g¯(Ui, Xi). Following the same line as in the proof of Theorem 2,
one obtains
bˆg=f−1(u0) W
−1
1 Wn+op(1), (A.18)
where
W1=W1(u0)=R C 0 m2Cp 00 m2C 0 m4Cp
m2C
T
p 0
T m4cpp 0
0T m4C
T
p 0 m6cpp
S
and
Wn=cn C
n
i=1
q1{g¯i, Yi} Z˜iK{(Ui−u0)/h1}.
The asymptotic normality of bˆg follows from that of Wn. Hence it suffices
to establish the asymptotic normality of Wn. To this effect, it suffices to
compute the mean and covariance matrix of Wn by Lyapounov condition
because Wn is a sum of iid random vectors. By a Taylor series expansion
and the first result in (A.1), we have
g(u0+h1u, x)=g¯(u0+h1u, x)+
h21u
2
2
C
p
j=1
a'j (u0) xj+o(h
2
1),
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and
q1{g¯(u0+h1u, x), m(u0+h1u, x)}=r(u0, x)
h21u
2
2
C
p
j=1
a'j (u0) xj+o(h
2
1).
Use the above expression to obtain
E(Wn)=
h21
2cn
f(u0) R m2C0T
m4C
T
p
0
S aœ(u0) {1+o(1)}. (A.19)
Similarly,
var(Wn)=f(u0) Y1{1+o(1)}, (A.20)
where
Y1=Y1(u0)=R n0C 0 n2Cp 00 n2C 0 n4Cp
n2C
T
p 0
T n4cpp 0
0T n4C
T
p 0 n6cpp
S .
By using the Cramér–Wold device, checking the Lyapounov’s condition,
and combining (A.18), (A.19) and (A.20), we obtain
bˆg−
(n h51)
1/2
2
W−11 R m2C0T
m4C
T
p
0
S aœ(u0){1+o(1)}0D N(0, f−1(u0) W−11 Y1W−11 ).
It is easily seen that
W−11 =RC−1+m22ep, peTp, pz 0 −m2ep, pz 00 m−12 C−1+m−12 m24ep, peTp, pl 0 −m4ep, pl
−m2e
T
p, pz 0
T z 0
0T −m4e
T
p, pl 0 m2l
S ,
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where z=c−1pp (m4−m
2
2)
−1 and l=c−1pp (m6m2−m
2
4)
−1, and that
W−11 R m2C0T
m4C
T
p
0
S=Rm2[I− c−1pp ep, pCTp ]0T
c−1pp C
T
p
0
S .
Also,
(Ip, 0) W
−1
1 Y1W
−1
1
R Ip
0
S=n0C−1.
It follows in an obvious manner that (8) holds. This completes the proof of
the theorem.
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