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A seletion of basi results on Borel reduibility of ideals and ERs, es
peially those with omparably short proofs. This is an unfinished text as
yet. Some proofs have missing parts and loose ends.
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1 Reduibility
There are several reasonable ways to ompare ERs, usually formalized in terms
of existene of a redution, i. e., a map of ertain kind whih allows to derive one
of the ERs from the other one. Borel reduibility ≤
b
is the key one, yet there
are several speial types of ≤
b
, in partiular, those indued by a low-level maps,
useful in many ases. Generally, the most of researh on reduibility of Borel ERs
or ideals is onentrated around the following notions of reduibility.
1.a Borel reduibility
If E and F are ERs on Polish spaes resp. X, Y, then
∗ E ≤
b
F (Borel reduibility) means that there is a Borel map ϑ : X → Y
(alled redution) suh that x E y ⇐⇒ ϑ(x) F ϑ(y) for all x, y ∈ X ;
∗ E ∼
b
F iff E ≤
b
F and F ≤
b
E (Borel bi-reduibility);
∗ E <
b
F iff E ≤
b
F but not F ≤
b
E (strit Borel reduibility);
∗ E ⊑
b
F means that there is a Borel embedding , i. e., a 1− 1 redution;
∗ E ≈
b
F iff E ⊑
b
F and F ⊑
b
E (a rare form, [18,  0℄);
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∗ E ⊑i
b
F means that there is a Borel invariant embedding, i. e., an embedding
ϑ suh that ranϑ = {ϑ(x) : x ∈ X} is an F-invariant set (meaning that
the F-saturation [ranϑ]F = {y
′ : ∃x (y F ϑ(x))} equals ranϑ);
∗ E ≤

F, E ⊑

F, E ⊑i

F mean that there is a ontinuous resp. redution,
embedding, invariant embedding.
Sometimes they write X/E ≤
b
Y/F instead of E ≤
b
F .
Borel reduibility of ideals: I ≤
b
J iff EI ≤b EJ . Thus it is required
that there is a Borel map ϑ : P(A) → P(B) suh that x∆ y ∈ I iff
ϑ(x) ∆ ϑ(y) ∈ J . (Here I is an ideal on A and J is an ideal on B.)
Versions I ≤

J , I ⊑
b
J , I ⊑

J have the orresponding meaning.
1.b Algebrai Borel reduibility
This is a more speial version of Borel reduibility of ideals, haraterized by the
property that the redution must respet a hosen algebrai struture. We shall
be espeially interested in the Boolean algebra struture and a weaker ∆-group
struture of sets of the form P(A). Let I , J be ideals on resp. A, B .
Borel BA reduibility: I ≤
b,ba
J if there is a Borel J -approximate Boolean
algebra homomorphism ϑ : P(A)→ P(B) with x ∈ I ⇐⇒ ϑ(x) ∈ J .
A version: I ≤+
b,ba
J if there is a set A ∈ J + with I ≤
b,ba
(J ↾A) .
Here, ϑ : P(A)→ P(B) is an J -approximate Boolean algebra homomorphism
if the sets (ϑ(x) ∪ ϑ(y)) ∆ ϑ(x ∪ y) and ϑ(∁x) ∆ ∁(ϑ(x)) always belong to J
whenever x, y ⊆ A. Let further a J -approximate ∆-homomorphism be any
map ϑ : P(A) → P(B) suh that (ϑ(x) ∆ ϑ(y)) ∆ ϑ(x∆ y) always belongs to
J . This leads to a weaker reduibility:
Borel ∆-reduibility: I <
b,∆ J iff there is a Borel J -approximate ∆-
homomorphism ϑ : P(A)→ P(B) suh that x ∈ I ⇐⇒ ϑ(x) ∈ J .
1. Borel, ontinuous, and Baire measurable redutions
Many properties of Borel redutions hold for a bigger family of Baire measurable
(BM, for brevity) maps. Any reduibility definition in  1.a, 1.b admits a weaker
BM version, whih laims that the redution postulated to exist is only BM, not
neessarily Borel. Suh a version will be denoted with a subsript BM instead of
B, for instane, E ≤
bm
F means that there is a BM redution, i. e., a BM map
ϑ : X = domE→ Y = domF suh that x E y ⇐⇒ ϑ(x) F ϑ(y) for all x, y ∈ X .
On the other hand, a ontinuous reduibility an sometimes be derived.
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Lemma 1 (Louveau ?). If I is a Borel ideal on a ountable A, E an equiva
lene relation on a Polish X, and EI ≤bm E, then EI ≤ E× E (via a ontin
uous redution), that is, there exist ontinuous maps ϑ0, ϑ1 : P(A) → X suh
that, for any x, y ∈ P(N), x∆y ∈ I iff both ϑ0(x)Eϑ0(y) and ϑ1(x)Eϑ1(y) .
Proof. We w. l. o. g. suppose that A = N. Let ϑ : P(N) → X witness that
EI ≤bm E. Then ϑ is ontinuous on a dense Gδ set D =
⋂
iDi ⊆ P(N), all
Di dense open and Di+1 ⊆ Di. A sequene 0 = n0 < n1 < n2 < . . . and, for
any i, a set ui ⊆ [ni, ni+1) an be easily defined, by indution on i, so that
x ∩ [ni, ni+1) = ui =⇒ x ∈ Di.
2
Let
N1 =
⋃
i [n2i, n2i+1) , N2 =
⋃
i [n2i+1, n2i+2) , U1 =
⋃
i u2i , U2 =
⋃
i u2i+1 .
Now set ϑ1(x) = ϑ((x∩N1)∪U2) and ϑ2(x) = ϑ((x∩N2)∪U1) for x ⊆ N .
The following question should perhaps be answered in the negative in general
and be open for some partiular ases.
Question 2. Suppose that E ≤
b
F are Borel ERs. Does there always exist a
ontinuous redution ? ✷
1.d Reduibility via maps between the underlying sets
This is an even more speial kind of Borel reduibility. Let I , J be ideals on
resp. A, B, as above.
RudinKeisler order: I ≤
rk
J iff there exists a funtion b : N → N (a
RudinKeisler redution) suh that x ∈ I ⇐⇒ b−1(x) ∈ J .
RudinBlass order: I ≤
rb
J iff there is a finite-to-one funtion b : N→ N
(a RudinBlass redution) with the same property.
A version: I ≤+
rb
J allows b to be defined on a proper subset of N, in
other words, we have pairwise disjoint finite non-empty sets wk = b
−1({k})
suh that x ∈ I ⇐⇒ wx =
⋃
k∈xwk ∈ J .
Another version: I ≤++
rb
J requires that, in addition, the sets wk =
b−1({k}) satisfy maxwk < minwk+1 .
There is a lone of the RudinBlass order whih applies in a muh more
general situation. Suppose that X =
∏
k∈NXk and Y =
∏
k∈N Yk, 0 = n0 <
n1 < n2 < ..., and Hi : Xi →
∏
ni≤k<ni+1
Yk for any i. Then, we an define
Ψ(x) = H0(x0) ∪H1(x1) ∪H2(x2) ∪ ... ∈ Y
2
Sets like ui are alled stabilizers, they are of muh help in study of Borel ideals.
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for eah x = {xi}i∈N ∈ X. Maps Ψ of this kind were alled additive by
Farah [7℄. More generally, if, in addition, 0 = m0 < m1 < m2 < ..., and
Hi :
∏
mi≤j<mi+1
Xj →
∏
ni≤k<ni+1
Yk for any i, then we an define
Ψ(x) = H0(x ↾ [m0,m1)) ∪H1(x ↾ [m1,m2)) ∪H2(x ↾ [m2,m3)) ∪ ... ∈ Y
for eah x ∈ X. Farah alls maps Ψ of this kind asymptotially additive. All of
them are Borel funtions X → Y, provided all sets Xj and Yk are finite.
Suppose now that E and F are ERs on resp. X =
∏
kXk and Y =
∏
k Yk .
Additive reduibility: E ≤
a
F if there is an additive redution E to F . E ≤
aa
F if there is an asymptotially additive redution E to F .
Lemma 3 (Farah [7℄). Suppose that I and J are Borel ideals on N. Then
I ≤++
rb
J iff EI ≤a EJ .
(By definition EI and EJ are ERs on P(N), yet we an onsider them
as ERs on 2N =
∏
k∈N{0, 1}, as usual, whih yields the intended meaning for
EI ≤a EJ .)
Proof. If I ≤++
rb
J via a sequene of finite sets wi with maxwi < minwi+1
then we put n0 = 0 and ni = minwi for k ≥ 1, so that wi ⊆ [ni, ni+1), and, for
any i, put Hi(0) = [ni, ni+1)× {0} and let Hi(1) be the harateristi funtion
of wi within [ni, ni+1). Conversely, if EI ≤a EJ via a sequene 0 = n0 < n1 <
n2 < ... and a family of maps Hi : {0, 1} → 2
[ni,ni+1)
then I ≤++
rb
J via the
sequene of sets wi = {k ∈ [ni, ni+1) :Hi(0)(k) 6= Hi(1)(k)} .
The following definition is taken from [19℄. Let I , J be ideals on N .
Reduibility via inlusion: I ≤
i
J if there is a map b : N → N suh that
x ∈ I =⇒ b−1(x) ∈ J . (Note =⇒ instead of ⇐⇒ !)
In partiular if I ⊆ J then I ≤
i
J via b(k) = k. It follows that this
order is not fully ompatible with ≤
b
beause S{1/n} ⊆ Z0 while the summable
ideal S{1/n} and the density-0 ideal Z0 are known to be ≤b-inomparable.
1.e Isomorphism
Let I , J be ideals on resp. A, B. Isomorphism I ∼= J means that there is
a bijetion β : A
onto
−→ B suh that we have x ∈ I ⇐⇒ βx ∈ J for all x ⊆ A .
Sometimes they use a weaker definition: let I ∼=∗ J mean that there are
sets A′ ∈ I ∁ and B′ ∈ J ∁ suh that I ↾A′ ∼= J ↾B′. Yet this implies
I ∼= J in most usual ases, the only notable exeption (among nontrivial
ideals), is produed by the ideals I = Fin and J = Fin ⊕P(N) ∼= {x ⊆ N :
x ∩D ∈ Fin}, where D is an infinite and oinfinite set 3 : then I ∼=∗ J but
not I ∼= J .
3
Kehris [27℄ alled ideals J of this kind trivial variations of Fin .
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1.f Remarks
←−
hek this
subsetion
one
again⊣
The following shows simple relationships between different reduibilities:
I ≤
rb
J ⇒ I ≤
rk
J ⇒ I ≤
be
J ⇒ I ≤+
be
J ⇒ I ≤∆ J ⇒ I ≤b J .
For instane if b : N → N witnesses I ≤
rk
J then ϑb(X) = b
−1(X) witness
es I ≤
be
J . Note that any ϑb is an exat Boolean algebra homomorphism
P(N) → P(N); moreover, it is known that any BM Boolean algebra homo
morphism P(N) → P(N) is ϑb for an appropriate b : N → N. Approximate
homomorphisms are liftings of homomorphisms into quotients of P(N), thus,
any J -approximate ϑ : P(N)→ P(N) indues the map Θ(X) = {ϑ(X) ∆ Y :
Y ∈ J }, whih is a homomorphism P(N) → P(N)/J . Farah [6℄, and
Kanovei and Reeken [24℄ demonstrated that in some important ases (of non
patologial P-ideals and, generally, for all Fatou, or Fubini, ideals) we have
I ≤
rk
J ⇐⇒ I ≤
be
J . On the other hand I ≤
rk
J ⇐= I ≤
be
J fails
for rather artifiial P-ideals.
The right-hand end is the most intrigueing: is there a pair of Borel ideals
I , J suh that I ≤
b
J but not I ≤∆ J ? If we atually have the equiva
lene then the whole theory of Borel reduibility for Borel ideals an be greatly
simplified beause redution maps whih are ∆-homomorphisms are muh easier
to deal with.
2 Introdution to ideals
As many interesting ERs appear as EI for a Borel ideal I , we take spae to
disuss a few basi items related to Borel ideals. We begin with several examples
and notation, and then ontinue with some important types of ideals.
• Fin = {x ⊆ N : x is finite}, the ideal of all finite sets;
• I1 = Fin × 0 = {x ⊆ N
2 : {k : (x)k 6= ∅} ∈ Fin} ; ←−
gde
vvedeno
(x)k ?⊣
• I2 = S{1/n} = {x ⊆ N :
∑
n∈x
1
n+1} < +∞, the summable ideal ;
• I3 = 0× Fin = {x ⊆ N
2 : ∀k ((x)k ∈ Fin)} ;
• Z0 = EU{1} = {x ⊆ N : limn→+∞
#(x∩[0,n))
n = 0}, the density ideal .
2.a Notation
• For any ideal I on a set A, we define I + = P(A)rI (I -positive sets)
and I ∁ = {X : ∁X ∈ I } (the dual filter). Clearly ∅ 6= I ∁ ⊆ I + .
• If B ⊆ A, then we put I ↾B = {x ∩B : x ∈ I } .
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• If I , J are ideals on resp. A, B, then I ⊕J (the disjoint sum) is
the ideal of all sets x ⊆ C = ({0} × A) ∪ ({1} × B) with (x)0 ∈ I and
(x)1 ∈ J (where (x)i = {c : 〈i, c〉 ∈ x}, as usual).
If the sets A, B are disjoint then I ⊕J an be equivalently defined as
the ideal of all sets x ⊆ A ∪B with x ↾A ∈ I and x ↾B ∈ J .
• The Fubini produt
∏
a∈A Ja /I of ideals Ja on sets Ba, over an ideal
I on a set A is the ideal on the set B = {〈a, b〉 : a ∈ A ∧ b ∈ Ba}, whih
onsists of all sets y ⊆ B suh that the set {a : (y)a 6∈ Ja} belongs to I ,
where (y)a = {b : 〈a, b〉 ∈ y} (the ross-setion).
• In partiular, the Fubini produt I ⊗ J of two ideals I ,J on sets
resp. A,B, is equal to
∏
a∈A Ja /I , where Ja = J , ∀a. Thus I ⊗J
onsists of all sets y ⊆ A×B suh that {a : (y)a 6∈ J } ∈ I .
2.b P-ideals and submeasures
Many important Borel ideals belong to the lass of P-ideals.
Definition 4. An ideal I on N is a P-ideal if for any sequene of sets xn ∈ I
there is a set x ∈ I suh that xn ⊆
∗ x (i. e., xn r x ∈ Fin ) for all n ; ✷
For instane, the ideals Fin, I2, I3, Z0 (but not I1 !) are P-ideals.
This lass admits several apparently different but equivalent harateriza
tions, one of whih is onneted with submeasures.
• A submeasure on a set A is any map ϕ : P(A) → [0,+∞], satisfying
ϕ(∅) = 0, ϕ({a}) < +∞ for all a, and ϕ(x) ≤ ϕ(x ∪ y) ≤ ϕ(x) + ϕ(y) .
• A submeasure ϕ on N is lover semiontinuous, or l. s. . for brevity, if we
have ϕ(x) = supn ϕ(x ∩ [0, n)) for all x ∈ P(N) .
To be a measure, a submeasure ϕ has to satisfy, in addition, that ϕ(x∪y) =
ϕ(x) + ϕ(y) whenever x, y are disjoint. Note that any σ-additive measure is
l. s. ., but if ϕ is l. s. . then ϕ∞ is not neessarily l. s. . itself.
Suppose that ϕ is a submeasure on N. Define the tailsubmeasure ϕ∞(x) =
||x||ϕ = infn(ϕ(x ∩ [n,∞))). The following ideals are onsidered:
Finϕ = {x ∈ P(N) : ϕ(x) < +∞} ;
Nullϕ = {x ∈ P(N) : ϕ(x) = 0} ;
Exhϕ = {x ∈ P(N) : ϕ∞(x) = 0} = Nullϕ∞ .
Example 5. Fin = Exhϕ = Nullϕ, where ϕ(x) = 1 for any x 6= ∅. We also
have 0× Fin = Exhψ, where ψ(x) =
∑
k 2
−k ϕ({l : 〈k, l〉 ∈ x}) is l. s. .. ✷
It turns out (Soleki, see Theorem 41 below) that analyti P-ideals are the
same as ideals of the form Exhϕ, where ϕ is a l. s. . submeasure on N. It follows
that any analyti P-ideal is Π03 .
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2. Polishable ideals
There is one more haraterization of Borel P-ideals. Let T be the ordinary Polish
produt topology on P(N). Then P(N) is a Polish group in the sense of T and
the symmetri differene as the operation, and any ideal I on N is a subgroup
of P(N) .
Definition 6. An ideal I on N is polishable if there is a Polish group topology
τ on I whih produes the same Borel subsets of I as T ↾I . ✷
The same Soleki's theorem (Theorem 41) proves that, for analyti ideals, to
be a P-ideal is the same as to be polishable. It follows (see Example 5) that, for
instane, Fin and I3 = 0 × Fin are polishable, but I1 = Fin × 0 is not. The
latter will be shown diretly after the next lemma.
Lemma 7. Suppose that an ideal I ⊆ P(N) is polishable. Then there is only
one Polish group topology τ on I . This topology refines T ↾I and is metrizable
by a ∆-invariant metri. If Z ∈ I then τ ↾P(Z) oinides with T ↾P(Z). In
addition, I itself is T -Borel.
Proof. Let τ witness that I is polishable. The identity map f(x) = x: 〈I ; τ〉 →
〈P(N) ; T 〉 is a ∆-homomorphism and is Borel-measurable beause all (T ↾I )-
open sets are τ -Borel, hene, by the Pettis theorem (Kehris [26, ??℄), f is on
tinuous. It follows that all (T ↾I )-open subsets of I are τ -open, and that I
is T -Borel in P(N) beause 1− 1 ontinuous images of Borel sets are Borel.
A similar identity map argument shows that τ is unique if exists.
It is known (Kehris [26, ℄) that any Polish group topology admits a left-in
variant ompatible metri, whih, in this ase, is right-invariant as well sine ∆
is an abelian operation.
Let Z ∈ P(N). Then P(Z) is T -losed, hene, τ -losed by the above,
subgroup of I , and τ ↾P(Z) is a Polish group topology on P(Z). Yet T ↾P(Z)
is another Polish group topology on P(Z), with the same Borel sets. The same
identity map argument proves that T and τ oinide on P(Z) .
Example 8. I1 = Fin× 0 is not polishable. Indeed we have Fin× 0 =
⋃
nWn,
where Wn = {x : x ⊆ {0, 1, ..., n}×N}. Let, on the ontrary, τ be a Polish group
topology on I1. Then τ and the ordinary topology T oinide on eah set Wn
by the lemma, in partiular, eah Wn remains τ -nowhere dense in Wn+1, hene,
in I1, a ontradition with the Baire ategory theorem for τ . ✷
2.d Some Fσ ideals
Any sequene {rn}n∈N of positive reals rn with
∑
rn = +∞ defines the ideal
S{rn} = {X ⊆ N :
∑
n∈X
rn < +∞} = {X : µ{rn}(X) < +∞} ,
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where µ{rn}(X) =
∑
n∈X rn. These ideals are alled summable ideals; all of them
are Fσ. Referenes [33, 35, 6℄. Any summable ideal is easily a P-ideal: indeed,
S{rn} = Exhϕ, where ϕ(X) =
∑
n∈X rn is a σ-additive measure.
Summable ideals are perhaps the easiest to study among all P-ideals. Further
entries: 1) Farah [6,  1.12℄ on summable ideals under ≤
be
, 2) Hjorth: ≤
b
-
struture of ideals ≤
b
-reduible to summable ideals, in [13℄.
Lemma 9 (Folklore ?). Suppose that rn ≥ 0, rn → 0, and
∑
n rn = +∞. Then
any summable ideal I satisfies I ≤++
rb
S{rn}.
Proof. Let I = S{pn}, where pn ≥ 0 (no other requirements !). Under the
assumptions of the lemma we an assoiate a finite set wn ⊆ N to any n so that
maxwn < minwn+1 and |rn −
∑
j∈wn
ri| < 2
−n.
Farah [6,  1.10℄ defines a non-summable Fσ P-ideal as follows. Let Ik =
[2k, 2k+1) and ψk(s) = k
−2 min{k,#s} for all k and s ⊆ Ik, and then
ψ(X) =
∞∑
k=0
ψk(X ∩ Ik) and I = Finψ ;
it turns out that I is an Fσ P-ideal, but not summable. To show that I
distints from any S{rn}, Farah notes that there is a set X (whih depends on
{rn} ) suh that the differenes |µ{rn}(X ∩ Ik)− ψk(X ∩ Ik)|, k = 0, 1, 2, ... , are
unbounded.
Further entry: Farah [5, 4, 7℄ on Tsirelson ideals.
2.e Erdos  Ulam and density ideals
These are other types of Borel P-ideals. Any sequene {rn}n∈N of positive reals
rn with
∑
rn = +∞ defines the ideal
EU{rn} =
{
x ⊆ N : lim
n→+∞
∑
i∈x∩[0,n) ri∑
i∈[0,n) ri
= 0
}
.
These ideals are alled Erdos  Ulam (or: EU) ideals. Examples: Z0 = EU{1}
and Zlog = EU{1/n} .
This definition an be generalized. Let suppµ = {n : µ({n}) > 0}, for any
measure µ on N. Measures µ, ν are orthogonal if we have suppµ∩ supp ν = ∅.
Now suppose that ~µ = {µn}n∈N is a sequene of pairwise orthogonal measures
on N, with finite sets suppµi. Define ϕ~µ(X) = supn µn(X) : this is a l. s. .
submeasure on N. Let finally D~µ = Exh(ϕ~µ) = {X : ||X||ϕµ = 0}. Ideals of this
form are alled density ideals by Farah [6,  1.13℄. This lass inludes all EU
ideals (although this is not immediately transparent), and some other ideals: for
instane, 0 × Fin is a density but non-EU ideal. Generally density ideals are
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more ompliated than summables. We obtain an even wider lass if the require
ment, that the sets suppµn are finite, is dropped: this wider family inludes all
summmable ideals, too.
Referenes [21℄, [6,  1.13℄.
Further entries: 1) Farah: struture of density ideals under ≤
be
, 2) Farah:
c0-equalities, 3) Relation to Banah spaes: Hjorth, SuGao.
Whih ideals are both summable and density ?
2.f Some transfinite sequenes of Borel ideals
We onsider three interesting families of Borel ideals (mainly, non-P-ideals), unit
ed by their relation to ountable ordinals. Note that the underlying sets of the
ideals below are ountable sets different from N .
Frehet ideals. This family onsists of ideals Frξ, ξ < ω1, obtained by
indutive onstrution using Fubini produts. We put Fr1 = Fin and Frξ+1 =
Fin ⊗ Frξ for all ξ. Limit steps ause a ertain problem. The most natural idea
would be to define Frλ =
∏
ξ<λ Frξ / Finλ for any limit λ, where Finλ is the
ideal of all finite subsets of λ, or perhaps Frλ =
∏
ξ<λ Frξ /Bouλ, where Bouλ is
the ideal of all bounted subsets of λ, or even Frλ =
∏
ξ<λ Frξ / 0, where 0 is the
ideal ontaining only the empty set, yet this appears not to be fully satisfatory
in [19℄, where they define Frλ =
∏
n∈N Frξn / Fin, where {ξn} is a one and for
all fixed ofinal inreasing sequene of ordinals below λ, with understanding that
the result is independent of the hoie of ξn, modulo a ertain equivalene.
Indeomposable ideals. Let otpX be the order type of X ⊆ Ord. For any
ordinals ξ, ϑ < ω1 define:
I ξϑ = {A ⊆ ϑ : otpA < ω
ξ} (nontrivial only if ϑ ≥ ωξ ) .
To see that the sets I ξϑ are really ideals note that ordinals of the form ω
ξ
and
only those ordinals are indeomposable, i. e., are not sums of a pair of smaller
ordinals, hene, the set {A ⊆ ϑ : otpA < γ} is an ideal iff γ = ωξ for some ξ.
Weiss ideals. Let |X|CB be the Cantor-Bendixson rank of X ⊆ Ord, i. e.,
the least ordinal α suh that X(α) = ∅. Here X(α) is defined by indution on
α : X(0) = X, X(λ) =
⋂
α<λX
(α)
at limit steps λ, and finally X(α+1) = (X(α))′,
where A′, the Cantor-Bendixson derivative, is the set of all ordinals γ ∈ x whih
are limit points of X in the interval topology. For any ordinals ξ, ϑ < ω1 define:
W ξϑ = {A ⊆ ϑ : |A|CB < ω
ξ} (nontrivial only if ϑ ≥ ωω
ξ
) .
It is less transparent that all W ξϑ are ideals (Weiss, see Farah [6,  1.14℄) while
{A ⊆ ϑ : |A|CB < γ} is not an ideal if γ is not of the form ω
ξ
.
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2.g Other ideals
This title intends to inlude those interesting ideals whih have not yet been
subjet of omprehensive study. A ommon method to obtain interesting ideals
is to onsider a ountable set bearing a nontrivial struture, as the underlying
set. In priniple, there is no differene between different ountable set as whih
of them is taken as the underlying set for the ideals onsidered. Yet if the set
bears a nontrivial struture (i. e., more than just ountability) then this gives
additional insights as whih ideals are meaningful. This is already transparent
for the ideals defined in 2.f.
We give two examples.
Ideals on nite sequenes. The set N
<ω
of all finite sequenes of natural
numbers is ountable, yet its own order struture is quite different from that of
N. We an exploit this in several ways, for instane, with ideals of sets X ⊆ N<ω
whih interset every branh in N
<ω
by a set whih belongs to a given ideal on N .
3 Introdution to equivalene relations
The struture of Borel and analyti ERs under ≤
b
inludes key ERs whih play
distinguished role. The plan of this setion is to define some of them and outline
their properties, then introdue some lasses of ERs.
3.a Basi equivalene relations
Equalities an be onsidered as the most elementary type of ERs. Let D(X)
denote the equality on a set X, onsidered as an equivalene relation on X.
A muh more diverse family is made of equivalene relations generated by
ideals. Reall that for any ideal I on a set A, EI is an ER on P(A), defined so
that X EI Y iff X ∆ Y ∈ I . Equivalently, EI an be onsidered as an ER on
2A defined so that f EI g iff f ∆ g ∈ I , where f ∆ g = {a ∈ A : f(a) 6= g(a)}.
Note that EI is Borel provided so is I .
This leads us to the following all-important ERs:
• E
0
= EFin, thus, E0 is a ER on P(N) and x E0 y iff x∆ y ∈ Fin .
• E
1
= EI1 , thus, E1 is a ER on P(N × N) and x E0 y iff (x)k = (y)k for
all but finite k, where, we reall, (x)k = {n : 〈k, n〉 ∈ x} for x ⊆ N × N.
• E
2
= EI2 , thus, E2 is a ER on P(N) and x E2 y iff
∑
k∈x∆y k
−1 <∞.
• E
3
= EI3 , thus, E1 is a ER on P(N×N) and x E3 y iff (x)k E0 (y)k, ∀k.
Alternatively, E
0
an be viewed as an equivalene relation on 2N defined as
aE
1
b iff a(k) = b(k) for all but finite k. Similarly, E
1
an be viewed as a ER on
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P(N)N, or even on (2N)N, defined as xE
1
y iff x(k) = y(k) for all but finite k,
for all x, y ∈ P(N)N, while E
3
an be viewed as a ER on P(N)N, or on (2N)N,
defined as x E
3
y iff x(k) E
0
y(k) for all k .
Relations of the form EI are speial ase of a wider family of ERs indued
by group ations, see 3.d below.
The main struture relation between Borel equivalene relations is ≤
b
, Borel
reduibility. Some variations (see 1.a) are involved in speial ases.
Definition 10. A Borel equivalene relation E on a spae X is:
 ountable, if every E-lass [x]E = {y ∈ X : x E y}, x ∈ X, is ountable;
←−
Is any
tble Σ
1
1
ER
atually
Borel ?⊣
 essentially ountable, if E ≤
b
F, where F is a ountable Borel ER;
 finite, if every E-lass [x]E = {y ∈ X : x E y}, x ∈ X, is finite;
 hyperfinite, if E =
⋃
n En for an inreasing sequene of Borel finite ERs En ;
 smooth, if E ≤
b
D(2N)  then E is obviously Borel;
 hypersmooth, if E =
⋃
n En for an inreasing sequene of smooth ERs En .
Countable equivalene relations form a widely studied family.
• E∞ is the ≤b-largest, or universal ountable Borel ER.
See Theorem 31 on the existene and exat definition of E∞ .
The next group inludes equivalene relations indued by ations of (the
additive groups of) some Banah spaes, in partiular the following ones well
known from textbooks:
ℓ
p = {x ∈ RN :
∑
n |xn|
p <∞} (p ≥ 1); ‖x‖p = (
∑
n |xn|
p)
1
p ;
ℓ
∞ = {x ∈ RN : supn |xn| <∞}; ‖x‖∞ = supn |xn| ;
 = {x ∈ RN : limn xn <∞ exists}; ‖x‖ = supn |xn| ;

0
= {x ∈ RN : limn xn = 0}; ‖x‖ = supn |xn| .
Note that ℓ
p, , 
0
are separable while ℓ
∞
is non-separable. The domain of eah
of the four spaes onsists of infinite sequenes x = {xn}n∈N of reals, and is a
subgroup of the group R
N
(with the omponentwise addition). The latter an be
naturally equipped with the Polish produt topology, so that ℓ
p, ℓ∞, , 
0
are
Borel subgroups of R
N. (But not topologial subgroups sine the distanes are
different. The metri definitions as in ℓ
p
or ℓ
∞
do not work for R
N
.)
Eah of the four mentioned Banah spaes defines an orbit equivalene 
a Borel equivalene relation on R
N
also denoted by, resp., ℓ
p, ℓ∞, , 
0
. For
instane, x ℓp y if and only if
∑
k |xk − yk|
p < +∞ (for all x, y ∈ RN ). It is
known (see Setion 4) that ℓ
1∼
b
E
2
and ℓ
p <
b
ℓ
q
whenever 1 ≤ p < q, in
partiular, ℓ
1 ∼
b
E
2
<
b
ℓ
q
for any q > 1. On the other hand, 
0
∼
b
Z
0
, where
Z
0
is the density 0 equivalene relation:
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• Z
0
= EZ0 , thus, for x, y in P(N), x Z0 y iff limn→∞
#(x∆y)
n = 0.
Another important ER is
• T2, often alled the equality of ountable sets of reals.
There is no reasonable way to turn Pctbl(N
N), the set of all at most ount
able subsets of N
N, into a Polish spae, in order to diretly define the equali
ty of ountable sets of reals in terms of D(·). However, nonempty members of
Pctbl(N
N) an be identified with equivalene lasses in (NN)N/T2, where gT2 h
iff ran g = ranh : for g, h ∈ (NN)N. (See below in Setion 10 on equivalene
relations Tα for all α < ω1 .)
In addition to the families of equivalene relations introdued by Defini
tion 10, some more ompliated families will be onsidered below, inluding ERs
indued by Polish group ations, turbulent ERs, ERs lassifiable by ountable
strutures, pinned ERs, and some more.
3.b Borel reduibility of basi equivalene relations
The diagram on page 16 begins, at the low end, with ardinals 1 ≤ n ∈ N, ℵ0, c,
whih denote the ERs of equality on resp. finite, ountable, unountable Polish
spaes. As all unountable Polish spaes are Borel isomorphi, the equivalene
relations D(X), X a Polish spae, are haraterized, modulo ≤
b
, or even modulo
Borel isomorphism between the domains, by the ardinality of the domain, whih
an be any finite 1 ≤ n < ω, or ℵ0, or c = 2
ℵ0 .
The E
0
splitting is the key element of the diagram on page 16. That D(2N) ≤
b
E
0
an be proved by a rather simple embedding while the stritness an be derived
from an old result of Sierpinski [39℄: any linear ordering of all E
0
-lasses yields a
Lebesgue non-measurable set of the same desriptive omplexity as the ordering.
That every ER ≤
b
E
0
is ∼
b
to some n ≥ 1, D(N), D(2N), or E
0
itself, is
witnessed by the following two lassial results:
1st dihotomy (Thm 29 below). Any Borel, even any Π11 ER E either has at
most ountably many equivalene lasses, formally, E ≤
b
ℵ0 = D(N), or
satisfies c = D(2N) ≤
b
E .
2nd dihotomy (Thm 35). Any Borel ER E satisfies either E ≤
b
c or E
0
≤
b
E.
The linearity breaks above E
0
: eah one of the four equivalene relations E
1
,
E
2
, E
3
, E∞ of the next level is stritly <b-bigger than E0, and they are pairwise
≤
b
-inomparable with eah other, see ??.
One naturally asks what is going on in the intervals between E
0
and these
four equivalene relations. The following results provide some answers.
3rd dihotomy (Thm 46). Any ER E ≤
b
E
1
satisfies E ≤
b
E
0
or E ∼
b
E
1
.
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r 1
r 2 = D({1, 2})
♣
♣
♣
♣
♣
♣
♣
r n = D({1, 2, ..., n})(1 ≤ n < ℵ0 )
♣
♣
♣
♣
♣
♣
♣
r ℵ0 = D(N)
r c = D(2N)
r
E
0
PP
PP
PP
PPP
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
r✓
✓
✓
✓
✓
✓
✓
✓
✓✓
E
1
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗◗
r E
2
∼
b
ℓ
1
?
✁
✁
✁
✁
✁
✁
✁✁
❅
❅
❅
❅
❅
❅
r
tble
E∞
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
r
E
3
r
Z
0
∼
b

0
c0-eqs
T2
r
❅
❅
❅
❅
❅
❅
❅
❅
❅
border of
the non-P
domain
PPPPPPPPPPPP
r
ℓ
∞
ℓ
p
❅
❅❅❘
èñ. 1: Reduibility between some basi ERs
Conneting lines here indiate Borel reduibility of lower ERs to upper ones.
4th dihotomy (Thm 67). Any ER E ≤
b
E
2
either is essentially ountable or
satisfies E ∼
b
E
2
.
See Definition 10 regarding essentially ountable ERs in the 4th dihotomy.
The either ase there remains mysterious: any ountable Borel ERs E ≤
b
E
2
known so far are ≤
b
E
0
. It is a problem whether the either ase an be improved
to ≤
b
E
0
. This is marked by the framebox ? on the diagram.
The fifth dihotomy theorem is a bit more speial, it will be addressed below.
6th dihotomy (Thm 64). Any ER E ≤
b
E
3
satisfies E ≤
b
E
0
or E ∼
b
E
3
.
AdamsKehris theorem (not to be proved here). There is ontinuum many pair
wise ≤
b
-inomparable ountable Borel ERs.
The framebox c0-eqs denotes c0-equalities, a family of Borel ERs introdued
by Farah [7℄, all of them are ≤
b
-between E
3
and 
0
∼
b
Z
0
, and there is ontin
uum-many ≤
b
-inomparable among them.
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The non-P domain denotes the family of all ERs EI , where I is a Borel
ideal whih is not a P-ideal. By Soleki [42, 43℄, for a Borel ideal I to be not a ←−
E
1
and
Polish grps
ation
problem⊣
P-ideal it is neessary and suffiient that I1 ≤b I , or, equivalently, E1 ≤b EI .
Question 1. It there any reasonable basis of Borel ERs above E
0
? ✷
It was one onsidered [16℄ as a plausible hypothesis that any Borel ER whih
is not ≤
b
E∞, i. e., not an essentially ountable ER, satisfies Ei ≤b E for at least
one i = 1, 2, 3. This turns out to be not the ase: Farah [4, 5℄ and Velikovi [46℄
found an independent family of unountable Borel ERs, based on Tsirelson ideals,
≤
b
-inomparable with E
1
, E
2
, E
3
, see below.
It is the most interesting question whether the diagram on page 16 is omplete
in the sense that there is no ≤
b
-onnetions betwen the equivalene relations
mentioned in the diagram exept for those expliitly indiated by lines. Basially,
one may want to prove the following non-reduibility laims:
(1) E
1
6≤
b
: E
2
, T2, 0;
(2) ℓ∞ 6≤
b
: E
1
, E
2
, T2, 0;
(3) E
2
6≤
b
: E
1
, T2, 0;
(4) E∞ 6≤b : E1, E2, 0;
(5) E
3
6≤
b
: ℓ∞;
(6) T2 6≤b : ℓ
∞, 
0
;
(7) 
0
6≤
b
: ℓ∞, T2.
Beginning with (1), we note that E
1
is not Borel reduible to any equivalene
relation indued by a Polish ation (of a Polish group) by Theorem 48 below. On
the other hand, E
2
, T2, 0 obviously belong to this ategory of ERs.
(2) follows from (1) and (3) and an be omitted.
In (3), E
2
6≤
b
E
1
an be proved by an argument rather similar to the proof of
Theorem 22. Alternatively, it will follow from Theorem 40 that any Borel ideal
I with EI ≤b E1 is isomorphi, via a bijetion between the underlying sets, to
I1 or to a trivial variation of Fin, but I2 does not belong to this ategory. The
result E
2
6≤
b

0
in (3) is Theorem 22(ii).
The results E
2
6≤
b
T2 and 0 6≤b T2 in (3) and (7) are proved below in
Setion 11 (Corollary 60); this will involve the turbulene theory.
The result of (5) is Lemma 15. It implies 
0
6≤
b
ℓ
∞
in (7).
(6) will be established in Setion 15.
This leaves us with (4). We don't know how to prove E∞ 6≤b E1 easily
and diretly. The indiret way is to use Theorem 46 below, aording to whih
E∞ ≤b E1 would imply either E∞ ∼b E1  impossible, see above, or E∞ ≤ E0.
The latter onlusion is also a ontradition sine E
0
<
b
E∞ is known in the
theory of ountable Borel equivalene relations (see [2, p. 210℄).
Question 2. Is E∞ Borel reduible to 0 ? to ℓ
1
or any other ℓ
p
? ✷
3 INTRODUCTION TO EQUIVALENCE RELATIONS 18
3. Operations on equivalene relations
The following operations over ERs are in part parallel to the operations on ideals
in 2.a.
(o1) ountable union (if it results in a ER) and ountable intersetion of ERs
on one and the same spae;
(o2) ountable disjoint union E =
∨
k Ek of ERs Ek on Polish spaes Sk, that
is, a ER on S =
⋃
k({k} × Sk) (with the topology generated by sets of the
form {k} × U, where U ⊆ Sk is open) defined as follows: 〈k, x〉 E 〈l, y〉 iff
k = l and xEk y. (If Sk are pairwise disjoint and open in S
′ =
⋃
k Sk then
we an equivalently define E =
∨
k Ek on S
′
so that x E y iff x, y belong
to the same Sk and x Ek y .);
(o3) produt E =
∏
k Ek of ERs Ek on spaes Sk, that is, the ER on the produt
spae
∏
k Sk defined by: x E y iff xk Ek yk for all k .
(o4) the Fubini produt (ultraprodut)
∏
k∈N Ek /I of ERs Ek on spaes Sk,
modulo an ideal I on N, that is, the ER on the produt spae
∏
k∈N Sk
defined as follows: x E y iff {k : xk 6Ek yk} ∈ I ;
(o5) ountable power ER E
∞
of a ER E on a spae S is a ER on S
N
defined
as follows: x E∞ y iff {[xk]E : k ∈ N} = {[yk]E : k ∈ N}, so that for any k
there is l with xk E yl and for any l there is k with xk E yl .
These operations allow us to obtain a lot of interesting ERs starting just with
very primitive ones. For instane, we an define the sequene of ERs Tξ, ξ < ω1,
of H. Friedman [9℄ as follows
4
. Let T0 = D(N), the equality relation on N. We
put Tξ+1 = Tξ
∞. If λ < ω1 is a limit ordinal, then put Tλ =
∨
ξ<λ Tξ .
In partiular domT1 = N
N
and xT1 y iff ranx = ran y, for x, y ∈ N
N. Thus
the map ϑ(x) = ranx witnesses that T1 ≤b D(P(N)). To show the onverse,
define, for any infinite u ⊆ N, β(u) be the inreasing bijetion N
onto
−→ u, while if
u = {k0, ..., kn} is finite, put β(u)(i) = ki for i < n and β(u)(i) = kn for i ≥ n.
Then β witnesses D(P(N)) ≤
b
T1, thus, T1 ∼b D(P(N)) . It easily follows that
T2 ∼b D(P(N))
∞, in fat, T2 ∼b D(X)
∞
for any unountable Polish spae X
as any suh X is Borel isomorphi to P(N) (or to 2N, whih is essentially the
same). With X = NN we obtain the definition of T2 in 3.a.
3.d Orbit equivalene relations of group ations
An ation of a group G on a spae X is any map a : G × X → X, usually written
as a(g, x) = g ·x, suh that 1) e ·x = x, and 2) g ·(h ·x) = (gh) ·x,  then, for
any g ∈ G, the map x 7→ g ·x is a bijetion X onto X with x 7→ g−1 ·x as the
4
Hjorth [15℄ uses Fξ instead of Tξ .
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inverse map. A G-spae is a pair 〈X ; a〉, where a is an ation of G on X ; in this
ase X itself is also alled a G-spae, and the orbit ER, or ER indued by the
ation, E
X
a = E
X
G
is defined on X so that xEX
G
y iff there is a ∈ G with y = a ·x.
E
X
G
-lasses are the same as G-orbits, i. e.,
[x]
G
= [x]
EX
G
= {y : ∃ g ∈ G (g ·x = y)} .
A homomorphism (or G-homomorphism) of a G-spae X into a G-spae Y
is any map F : X → Y ompatible with the ations in the sense that F (g ·x) =
g ·F (x) for any x ∈ X and g ∈ G. A 1− 1 homomorphism is an embedding . An
embedding
onto
−→ is an isomorphism. Note that a homomorphism 〈X ; a〉 → 〈Y ; b〉
is a redution of E
X
a to E
Y
b , but not onversely.
A Polish group is a group whose underlying set is a Polish spae and the
operations are ontinuous; a Borel group is a group whose underlying set is a
Borel set (in a Polish spae) and the operations are Borel maps. A Borel group is
Polishable if there is a Polish topology on the underlying set whih 1) produes
the same Borel sets as the original topology and 2) makes the group Polish.
• If both X and G are Polish and the ation ontinuous, then 〈X ; a〉 (and
also X ) is alled a Polish G-spae. If both X and G are Borel and the
ation is a Borel map, then 〈X ; a〉 (and also X ) is alled a Borel G-spae.
Example 11. (i) Any ideal I ⊆ P(N) is a group with ∆ as the operation.
We annot expet this group to be Polish in the produt topology inherited from
P(N) (indeed, I would have to be Gδ). However if I is a P-ideal then it is
Polishable (see 2.), in other words, 〈I ; ∆〉 is a Polish group in an appropriate
Polish topology ompatible with the Borel struture of I . Given suh a topology,
the ∆-ation of (a P-ideal) I on P(N) is Polish, too. ←−
orret?⊣
(ii) Consider G = Pfin(N) a ountable subgroup of 〈P(N) ; ∆〉. Define an
ation of G on 2N as follows: (w ·x)(n) = x(n) whenever n 6∈ w and (w ·x)(n) =
1− x(n) otherwise. The orbit equivalene relation EX
G
of this ation is obviously
E
0
. Note that this ation is free: x = w ·x implies w = ∅ (the neutral element
of G ) for any x ∈ 2N.
Now onsider any Borel pairwise E
0
-inequivalent set T ⊆ 2N. Then w ·T ∩
T = ∅ for any w 6= ∅ by the above. It easily follows that T is meager in 2N.
(Otherwise T is o-meager on a basi lopen set Os(2
N) = {x ∈ 2N : s ⊂ x},
where s ∈ 2<ω. Put w = {n}, where n = lh s. Then w ∈ G maps T ∩Os∧0(2
N)
onto T ∩ Os∧1(2
N). Thus w ·T ∩ T 6= ∅  ontradition.) We onlude that
G ·T =
⋃
w∈G w ·T is still a meager subset of 2
N
in this ase, and hene T
annot be a full (Borel) transversal for E
0
.
(iii) The anonial (or shift) ation of a group G on a set of the form XG
(X any set) is defined as follows: g ·{xf}f∈G = {xg−1f}f∈G for any element
{xf}f∈G ∈ X
G
and any g ∈ G. This is easily a Polish ation provided G is
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ountable, X a Polish spae, and XG given the produt topology. The equiva
lene relation on XG indued by this ation is denoted by E(G,X) . ✷
The next theorem (rather diffiult to be proved here) shows that the type of
the group is the essential omponent in the differene between Polish and Borel
ations: roughly, any Borel ation of a Polish group G is a Polish ation of G .
Theorem 12 ([1, 5.2.1℄). Suppose that G is a Polish group and 〈X ; a〉 is a
Borel G-spae. Then X admits a Polish topology whih 1) produes the same
Borel sets as the original topology, and 2) makes the ation to be Polish. ✷
If 〈X ; a〉 is a Borel G-spae (and G is a Borel group) then EX
G
is easily a
Σ11 ER on X. Sometimes E
X
G
is even Borel: for instane, when G is a ountable
group and the ation is Borel, or if G = I ⊆ P(N) is a Borel ideal, onsidered
as a group with ∆ as the operation, whih ats on X = P(N) by ∆, so that
E
P(N)
G
= EI is Borel beause x E
P(N)
G
y iff x∆ y ∈ I . Several muh less trivial
ases when E
X
G
is Borel are desribed in [1, Chapter 7℄, for instane, if all E
X
G
-
lasses are Borel sets of bounded rank then E
X
G
is Borel [1, 7.1.1℄. Yet rather
surprisingly equivalene lasses generated by Borel ations are always Borel.
Theorem 13 (see [26, 15.14℄). If G is a Polish group and 〈X ; a〉 is a Borel G-
spae then every equivalene lass of E
X
G
is Borel.
Proof. It an be assumed, by Theorem 12, that the ation is ontinuous. Then
for any x ∈ X the stabilizer Gx = {g : g ·x = x} is a losed subgroup of G.
5
We ←−
Quotient
spaes ?⊣
an onsider Gx as ontinuously ating on G by g ·h = gh for all g, h ∈ G. Let
F denote the assoiated orbit ER. Then every F-lass [g]F = g Gx is a shift of
Gx, hene, [g]F is losed. On the other hand, the saturation [O]F of any open set
O ⊆ G is obviously open. Therefore, by Lemma 27(iv) below, F admits a Borel
transversal S ⊆ G. Yet g 7−→ g ·x is a Borel 1 − 1 map of a Borel set S onto
[x]E, hene, [x]E is Borel by Countable-to-1 Projetion.
It follows that not all Σ11 ERs are orbit ERs of Borel ations of Polish groups:
indeed, take a non-Borel Σ11 set X ⊆ N
N, define xEy if either x = y or x, y ∈ X,
this is a Σ11 ER with a non-Borel lass X . ←−
Σ
1
1 or
Borel ER
not
indued by
Borel
grp ?⊣
←−
Borel ER
not
indued by
Polish
grp ?⊣
5
Kehris [26, 9.17℄ gives an independent proof. Both Gx and its topologial losure, say, G
′
are subgroups, moreover, G′ is a losed subgroup, hene, we an assume that G′ = G, in other
words, that Gx is dense in G, and the aim is to prove that Gx = G. By a simple argument, Gx
is either omeager or meager in G. But a omeager subgroup easily oinides with the whole
group, hene, assume that Gx is meager (and dense) in G and draw a ontradition.
Let {Vn}n∈N be a basis of the topology of X, and An = {g ∈ G : g ·x ∈ Vn}. Easily Anh = An
for any h ∈ Gx. It follows, beause Gx is dense, that every An is either meager or omeager.
Now, if g ∈ G then {g} =
⋂
n∈N(g) An, where N(g) = {n : g ·x ∈ Vn}, thus, at least one of
sets An ontaining g is meager. It follows that G is meager, ontradition.
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3.e Forings assoiated with pairs of equivalene relations
The range of appliations of this omparably new topi is not yet lear, but at
least it offers interesting tehnialities.
Definition 14 (Zapletal [47℄). Suppose that E is a Borel equivalene relation
on a Polish spae X, and F <
b
E is another Borel equivalene relation.
IE/F is the olletion of all Borel sets X ⊆ X suh that E ↾X ≤b F. Clearly
IE/F is an ideal in the algebra of all Borel subsets of X. The assoiated foring
PE/F onsists of all Borel sets X ⊆ Xt˜X 6∈ IE/F . ✷
For instane, the ideal ID(2N)/D(N) onsists of all ountable Borel sets X ⊆
2N, therefore PD(2N)/D(N) ontains all unountable Borel sets X ⊆ 2
N
and is
equal to the Saks foring. The ideal IE
0
/D(2N) onsists of all Borel sets X ⊆ 2
N
suh that E
0
↾ X is non-smooth (sine smoothness is equivalent to being ≤
b
D(2N)). See 7.e on the assoiated foring PE
0
/D(2N) .
4 Elementary stuff
This Setion gathers proofs of some reduibility/irreduibility results related to
the diagram on page 16, elementary in the sense that they do not involve any
speial onepts. Some of them are really simple, some other quite triky.
4.a E
3
and T2 : outasts
These equivalene relations, together with 
0
∼
b
Z
0
, are the only non-Σ02 equiv
alenes expliitly mentioned on the diagram.
Lemma 15. E
3
is Borel irreduible to ℓ
∞.
Proof. Suppose towards the ontrary that ϑ : 2N×N → RN is a Borel redution
of E
3
to ℓ
∞. 6 Sine obviously ℓ∞ ∼
b
ℓ
∞ × ℓ∞, Lemma 1 redues the general
ase to the ase of ontinuous ϑ. Define 0,1 ∈ 2N by 0(n) = 0, 1(n) = 1, ∀n.
Define 0 ∈ 2N×N by 0(k, n) = 0 for all k, n, thus (0)k = 0, ∀k. Finally, for any
k define zk ∈ 2
N
by zk(n) = 1 for n < k and zk(n) = 0 for n ≥ k .
We laim that there are inreasing sequenes of natural numbers {km} and
{jm} suh that |ϑ(x)(jm) − ϑ(0)(jm)| > m for any m and any x ∈ 2
N×N
satisfying
(x)k =
{
zki whenever i < m and k = ki
0 for all k < km not of the form ki.
6
Reall that, for x, y ∈ 2N×N, x E
3
y means (x)k E0 (y)k, ∀k, where (x)k ∈ 2
N
is dened
by (x)k(n) = x(k, n) for all n while a E0 b means that a∆ b = {m : a(m) 6= b(m)} is nite.
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To see that this implies ontradition define x ∈ 2N×N so that (x)ki = zki , ∀ i
and (x)k = 0 whenever k does not have the form ki. Then obviously x E3 0,
but |ϑ(x)(jm)− ϑ(0)(jm)| > m for all m, hene ϑ(x) ℓ
∞ ϑ(0) fails, as required.
We put k0 = 0. To define j0 and k1, onsider x0 ∈ 2
N×N
defined by (x0)0 =
1 but (x0)k = 0 for all k ≥ 1. Then x0 E3 0 fails, and hene ϑ(x0) ℓ
∞ ϑ(0) fails
either. Take any j0 with |ϑ(x0)(j0) − ϑ(0)(j0)| > 0. As ϑ is ontinuous, there
is a number k1 > 0 suh that |ϑ(x)(j0)− ϑ(0)(j0)| > 0 holds for any x ∈ 2
N×N
with (x)0 = zk1 and (x)k = 0 for all 0 < k < k1 .
To define j1 and k2, onsider x1 ∈ 2
N×N
defined so that (x1)0 = zk1 ,
(x1)k = 0 whenever 0 < k < k1, and (x1)k1 = 1. One again there is a number
j1 with |ϑ(x1)(j1)− ϑ(0)(j1)| > 1, and a number k2 > k1 suh that |ϑ(x)(j1)−
ϑ(0)(j1)| > 1 for any x ∈ 2
N×N
with (x)0 = zk1 , (x)k1 = zk1 , and (x)k = 0 for
all 0 < k < k1 and k1 < k < k2 .
Et etera.
Lemma 16. E
3
is Borel reduible to both T2 and 0 .
Proof. (1) If a ∈ 2N and s ∈ 2<ω then define sx ∈ 2N by (sx)(k) = x(k)+2s(k)
for k < lh s and (sx)(k) = x(k) for k ≥ lh s. If m ∈ N then m∧x ∈ 2N denotes
the onatenation. In these terms, if x, y ∈ 2N×N then obviously
x E
3
y ⇐⇒ {m∧(s(x)m) : s ∈ 2
<ω, m ∈ N} = {m∧(s(y)m) : s ∈ 2
<ω, m ∈ N}.
Now any bijetion 2<ω × N
onto
−→ N yields a Borel redution of E
3
to T2 .
(2) To redue E
3
to 
0
onsider a Borel map ϑ : 2N×N → RN suh that
ϑ(x)(2n(2k + 1)− 1) = n−1(x)n(k) .
Lemma 17. Any ountable Borel ER is Borel reduible to T2 .
Proof. Let E be a ountable Borel ER on 2N. It follows from Countable-to-1
Enumeration that there is a Borel map f : 2N×N→ 2N suh that [a]E = {f(a, n) :
n ∈ N} for all a ∈ 2N. The map ϑ sending any a ∈ 2N to x = ϑ(a) ∈ 2N×N
suh that (x)n = f(a, n), ∀n, is a redution required.
See further study on T2 in Setion 15, where it will be shown that T2 is not
Borel reduible to a big family of equivalene relations that inludes 
0
, ℓp, ℓ∞,
E
1
, E
2
, E
3
, E∞. On the other hand, the equivalene relations in this list, with
the exeption of E
3
, E∞, are not Borel reduible to T2  this follows from the
turbulene theory presented in Setion 11.
4.b Disretization and generation by ideals
Some equivalene relations on the diagram on page 16 are expliitly generated
by ideals, like Ei, i = 0, 1, 2, 3. Some other ERs are defined differently. It will
be shown below (Setion 16) that any Borel ER E is Borel reduible to a ER of
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the form EI , I a Borel ideal. On the other hand, 0, ℓ
1, ℓ∞ turn out to be
Borel equivalent to some meaningful Borel ideals. Moreover, these equivalene
relations admit disretization by means of restrition to ertain subsets of R
N.
Definition 18. We define X =
∏
n∈NXn = {x ∈ R
N : ∀n (x(n) ∈ Xn)}, where
Xn = {
0
2n ,
1
2n , . . . ,
2n
2n } . ✷
Lemma 19. 
0
≤
b

0
↾ X and ℓp ≤
b
ℓ
p ↾ X for any 1 ≤ p <∞.
On the other hand, ℓ
∞ ≤
b
ℓ
∞ ↾ ZN .
Proof. We first show that 
0
≤
b

0
↾ [0, 1]N . Let π be any bijetion of N × Z
onto N. For x ∈ RN, define ϑ(x) ∈ [0, 1]N as follows. Suppose that k = π(n, η)
(η ∈ Z ). If η ≤ x(n) < η + 1 then let ϑ(x)(k) = x(n). If x(n) ≥ η + 1 then put
ϑ(x)(k) = 1. If x(n) < η then put ϑ(x)(k) = 0. Then ϑ is a Borel redution of

0
to 
0
↾ [0, 1]N . Now we prove that 
0
↾ [0, 1]N ≤
b

0
↾ X. For x ∈ [0, 1]N define
ψ(x) ∈ X so that ψ(x)(n) the largest number of the form i2n , 0 ≤ i ≤ 2
n
smaller
than x(n). Then obviously x 
0
ψ(x) holds for any x ∈ [0, 1]N , and hene ψ is
a Borel redution of 
0
↾ [0, 1]N to 
0
↾ X .
Thus 
0
≤
b

0
↾ X, and hene in fat 
0
∼
b

0
↾ X.
The argument for ℓ
1
is pretty similar. The result for ℓ
∞
is obvious: given
x ∈ RN, replae any x(n) by the largest integer value ≤ x(n) .
The version for ℓ
p, 1 < p < ∞, needs some omments in the first part
(redution to [0, 1]N ). Note that if η ∈ Z and η−1 ≤ x(n) < η < ζ ≤ y(n) < ζ+1
then the value (y(n)− x(n))p in the distane ‖y − x‖p = (
∑
n |y(n) − x(n)|
p)
1
p
is replaed by (ζ − η)+ (η−x(n))p+(y(n)− ζ)p in ‖ϑ(y)−ϑ(x)‖p. Thus if this
happens infinitely many times then both distanes are infinite, while otherwise
this ase an be negleted. Further, if η − 1 ≤ x(n) < η ≤ y(n) < η + 1 then
(y(n)−x(n))p in ‖y−x‖p is replaed by (η−x(n))
p+(y(n)−η)p in ‖ϑ(y)−ϑ(x)‖p.
However (η − x(n))p + (y(n) − η)p ≤ (y(n) − x(n))p ≤ 2p−1((η − x(n))p +
(y(n)− η)p), and hene these parts of the sums in ‖y − x‖p and ‖ϑ(y)− ϑ(x)‖p
differ from eah other by a fator between 1 and 2p−1. Finally, if η ≤ x(n),
y(n) < η + 1 for one and the same η ∈ Z then the term (y(n) − x(n))p in
‖y − x‖p appears unhanged in ‖ϑ(y) − ϑ(x)‖p. Thus totally ‖y − x‖p is finite
iff so is ‖ϑ(y)− ϑ(x)‖p .
Lemma 20 (Oliver [37℄). 
0
is ∼
b
to the ER Z
0
= EZ0 .
Proof. Prove that 
0
≤
b
Z
0
. It suffies, by Lemma 19, to define a Borel redu
tion 
0
↾ X → Z
0
, i. e., a Borel map ϑ : X → P(N) suh that x 
0
y ⇐⇒
ϑ(x) ∆ ϑ(y) ∈ Z0 for all x, y ∈ X. Let x ∈ X. Then, for any n, we have
x(n) =
k(n)
2n
for some natural k(n) ≤ 2n. The value of k(n) determines the
intersetion ϑ(x) ∩ [2n, 2n+1) : for eah j < 2n, we define 2n + j ∈ ϑ(x) iff
j < k(n). Then x(n) = #(ϑ(x)∩[2
n,2n+1))
2n for any n, and moreover |y(n)−x(n)| =
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#([ϑ(x) ∆ ϑ(y)] ∩ [2n, 2n+1))
2n
äëÿ âñåõ x, y ∈ X è n. This easily implies that ϑ is
as required.
To prove Z
0
≤
b

0
, we have to define a Borel map ϑ : P(N) → RN suh
that X ∆ Y ∈ Z0 ⇐⇒ ϑ(X) 0 ϑ(Y ). Most elementary ideas like ϑ(X)(n) =
#(X∩[0,n))
n do not work, the right way is based on the following observation: for
any sets s, t ⊆ [0, n) to satisfy #(s∆ t) ≤ k it is neessary and suffiient that
|#(s∆ z)−#(t∆ z)| ≤ k for any z ⊆ [0, n). To make use of this fat, let us fix
an enumeration (with repetitions) {zj}j∈N of all finite subsets of N suh that
{zj : 2
n ≤ j < 2n+1} = all subsets of [0, n)
for every n. Define, for any X ∈ P(N) and 2n ≤ j < 2n+1, ϑ(X)(j) =
#(X∩zj)
n .
Then ϑ : P(N)→ [0, 1]N is a required redution.
Reall that for any sequene of reals rn ≥ 0, E{rn} is an equivalene relation
on P(N) generated by the ideal S{rn} = {x ⊆ N :
∑
n∈x rn < +∞} .
Lemma 21 (Attributed to Kehris in [13, 2.4℄). If rn ≥ 0, rn → 0,
∑
n rn =
+∞ then E{rn} ∼b ℓ
1. In partiular, E
2
= E{1/n} satisfies E2 ∼b ℓ
1.
Proof. To prove E{rn} ≤b ℓ
1, define ϑ(x) ∈ RN for any x ∈ P(N) as fol
lows: ϑ(x)(n) = rn for any n ∈ x, and ϑ(x)(n) = 0 for any other n. Then
x∆ y ∈ S{rn} ⇐⇒ ϑ(x) ℓ
1 ϑ(y), as required.
To prove the other diretion, it suffies to define a Borel redution of ℓ
1 ↾X
to E{rn}. We an assoiate a (generally, infinite) set snk ⊆ N with any pair of
n and k < 2n, so that the sets snk are pairwise disjoint and
∑
j∈snk
rj = 2
−n.
The map ϑ(x) =
⋃
n
⋃
k<2nx(n) snk, x ∈ X, is the redution required.
4. Summables irreduible to density-0
The ≤
b
-independene of ℓ
1
and 
0
, two best known Banah equivalene re
lations, is quite important. In one diretion it is provided by (ii) of the next
theorem. The other diretion atually follows from Lemma 15.
Is there any example of Borel ideals I ≤
b
J whih do not satisfy I ≤∆
J ? Typially the redutions found to witness I ≤
b
J are ∆-homomorphisms,
and even better maps. The following lemma proves that Borel redution yields
≤++
rb
-redution in quite a representative ase. Let us say that I ≤++
rb
J holds
exponentially if there is a map i 7→ wi withessing I ≤
++
rb
J 7 and in addition
a sequene of natural numbers ki with wi ⊆ [ki, ki+1) and ki+1 ≥ 2ki .
Theorem 22. Suppose that rn ≥ 0, rn → 0,
∑
n rn = +∞. Then
7
Thus we have pairwise disjoint nite non-empty sets wk ⊆ N (assuming I ,J are ideals
over N ) suh that A ∈ I ⇐⇒ wA =
⋃
k∈Awk ∈ J , and maxwk < minwk+1 .
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(i) (Farah [5, 2.1℄) If J is a Borel P-ideal and S{rn} ≤b J then we have
S{rn} ≤
++
rb
J exponentially ;
(ii) (Hjorth [13℄) S{rn} is not Borel-reduible to Z0 .
Proof. (i) Let a Borel ϑ : P(N)→ P(N) witness S{rn} ≤b J . Let, aording
to Theorem 41, ν be a l. s. . submeasure on N with J = Exhν . The onstrution
makes use of stabilizers. Suppose that n ∈ N. If u, v ⊆ [0, n) then (u ∪ X) ∆
(v ∪ X) ∈ S{rn} for any X ⊆ [n,+∞), hene, ϑ(u ∪ X) ∆ ϑ(v ∪ X) ∈ J . It
follows, by the hoie of the submeasure ν, that for any ε > 0 there are numbers
n′ > k > n and a set s ⊆ [n, n′) suh that
ν((ϑ(u ∪ s ∪X) ∆ ϑ(v ∪ s ∪X)) ∩ [k,∞)) < ε
holds for all u, v ⊆ [0, n) and all generi 8 X ⊆ [n′,∞) .
This allows us to define an inreasing sequene of natural numbers 0 = k0 =
a0 < b0 < k1 < a1 < b1 < k2 < ... and, for any i, a set si ⊆ [bi, ai+1) suh that,
for all generi X, Y ⊆ [ai+1,∞) and all u, v ⊆ [0, bi), we have
(1) ν((ϑ(u ∪ si ∪X) ∆ ϑ(v ∪ si ∪X)) ∩ [ki+1,∞)) < 2−i ;
(2) (ϑ(u ∪ si ∪X) ∆ ϑ(u ∪ si ∪ Y )) ∩ [0, ki+1) = ∅ ;
(3) any Z ⊆ N, satisfying Z ∩ [bi, ai+1) = si for infinitely many i, is generi;
(4) ki+1 ≥ 2ki for all i ;
and in addition, under the assumptions on {rn} ,
(5) there is a set gi ⊆ [ai, bi) suh that |ri −
∑
n∈gi
rn| < 2
−i
.
It follows from (5) that A 7→ gA =
⋃
i∈A gi is a redution of S{rn} to S{rn} ↾N,
where N =
⋃
i [ai, bi). Let S =
⋃
i si; note that S ∩N = ∅.
Put ξ(Z) = ϑ(Z ∪ S) ∆ ϑ(S) for any Z ⊆ N. Then, for any sets X, Y ⊆ N, ←−
why
∆ϑ(S)
added?⊣
X ∆ Y ∈ S{rn} ⇐⇒ ϑ(X ∪ S) ∆ ϑ(Y ∪ S) ∈ J ⇐⇒ ξ(X) ∆ ξ(Y ) ∈ J ,
thus ξ redues S{rn} ↾ N to J . Now put wi = ξ(gi) ∩ [ki, ki+1) and wA =⋃
i∈Awi. We assert that the map i 7→ wi proves S{rn} ≤
++
rb
J . In view of the
above, it remains to show that ξ(gA) ∆ wA ∈ J for any A ∈ P(N) .
As J = Exhν , it suffies to demonstrate that ν(wi ∆ (ξ(gA) ∩ [ki, ki+1))) <
2−i for all i ∈ A while ν(ξ(gA) ∩ [ki, ki+1)) < 2
−i
for i 6∈ A. After dropping the
ommon term ϑ(S), it suffies to hek that
(a) ν((ϑ(gi ∪ S) ∆ ϑ(gA ∪ S)) ∩ [ki, ki+1)) < 2−i for all i ∈ A while
8
In the ourse of the proof, generi means Cohen-generi over a suiently large ountable
model of a big enough fragment of ZFC .
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(b) ν((ϑ(S) ∆ ϑ(gA ∪ S)) ∩ [ki, ki+1)) < 2−i for i 6∈ A.
Note that, as any set of the form X ∪ S, where S ⊆ N, is generi by (3). It
follows, by (2), that we an assume, in (a) and (b), that A ⊆ [0, i], i. e., resp.
maxA = i and maxA < i. We an finally apply (1), with u = A ∪
⋃
j<i sj,
X =
⋃
j>i sj, and v = ui ∪
⋃
j<i sj if i ∈ A while v =
⋃
j<i sj if i 6∈ A .
(ii) Otherwise S{rn} ≤
++
rb
Z0 exponentially by (i). Let this be witnessed by
i 7→ wi and a sequene of numbers ki, so that ki+1 ≥ 2ki and wi ⊆ [ki, ki+1). If
di =
#(wi)
ki+1
→ 0 then easily
⋃
iwi ∈ Z0 by the hoie of {ki}. Otherwise there
is a set A ∈ S{rn} suh that di > ε for all i ∈ A and one and the same ε > 0,
so that wA =
⋃
i∈A wi 6∈ Z0. In both ases we have a ontradition with the
assumption that the map i 7→ wi witnesses S{rn} ≤
++
rb
Z0 .
Question 23. Farah [5℄ points out that Theorem 22(i) also holds for 0 × Fin
(instead of S{rn} ) and asks for whih other ideals it is true. ✷
4.d The family ℓ
p
It follows from the next theorem that Borel reduibility between equivalene
relations ℓ
p, 1 ≤ p <∞, is fully determined by the value of p .
Theorem 24 (Dougherty  Hjorth [3℄). If 1 ≤ p < q <∞ then ℓp <
b
ℓ
q
.
Proof. Part 1: show that ℓ
q 6≤
b
ℓ
p.
By Lemma 19, it suffies to prove that ℓ
q ↾X 6≤
b
ℓ
p ↾X. Suppose, on the
ontrary, that ϑ : X → X is a Borel redution of ℓq ↾X to ℓp ↾X. Arguing as in
the proof of Theorem 22, we an redue the general ase to the ase when there
exist inreasing sequenes of numbers 0 = j(0) < j(1) < j(2) < . . . and 0 =
a0 < a1 < a2 < . . . and a map τ : Y→ X, where Y =
∏∞
n=0Xj(n), whih redues
ℓ
q ↾Y to ℓp ↾X and has the form τ(x) =
⋃
n∈N t
x(n)
n , where trn ∈
∏an+1−1
k=an
Xk for
any r ∈ Xjn . (See Definition 18.)
Case 1 : there are c > 0 and a number N suh that ‖τ1n − τ
0
n‖p ≥ c for all
n ≥ N. Sine p < q, there is a non-dereasing sequene of natural numbers in ≤
jn, n = 0, 1, 2, . . . , suh that
∑
n 2
p(in−jn)
diverges but
∑
n 2
q(in−jn)
onverges.
(Hint : in ≈ jn − p
−1 log2 n .)
Now onsider any n ≥ N. As ‖τ1n − τ
0
n‖p ≥ c and beause ‖...‖p is a norm,
there exists a pair of rationals u(n) < v(n) in Xjn with v(n)−u(n) = 2
in−jn
and
‖τ
v(n)
n −τ
u(n)
n ‖p ≥ c 2
in−jn . In addition, put u(n) = v(n) = 0 for n < N. Then the
ℓ
q
-distane between the infinite sequenes u = {u(n)}n∈N and v = {v(n)}n∈N is
equal to
∑∞
n=N 2
q(in−jn) < +∞, while the ℓp-distane between τ(u) and τ(v) is
non-smaller than
∑∞
n=N c
p 2p(in−jn) = ∞. But this ontradits the assumption
that τ is a redution.
Case 2 : otherwise. Then there is a stritly inreasing sequene n0 < n1 <
n2 < . . . with ‖τ
1
nk
− τ0nk‖p ≤ 2
−k
for all k. Let now x ∈ Y be the onstant 0
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while y ∈ Y be defined by y(nk) = 1, ∀k and y(n) = 0 for all other n. Then
x ℓq y fails ( |y(n)− x(n)| 6→ 0) but τ(x) ℓp τ(y) holds, ontradition.
Part 2: show that ℓ
p ≤
b
ℓ
q.
It suffies to prove that ℓ
p ↾[0, 1]N ≤
b
ℓ
q
(Lemma 19). We w. l. o. g. assume
that q < 2p : any bigger q an be approahed in several steps. For ~x = 〈x, y〉 ∈
R
2, let ‖~x‖h = (x
h + yh)1/h.
Lemma 25. For any
1
2 < α < 1 there is a ontinuous map Kα : [0, 1]→ [0, 1]
2
and positive real numbers m < M suh that for all x < y in [0, 1] we have
m(y − x)α ≤ ‖Kα(y)−Kα(x)‖2 ≤M(y − x)
α
.
Proof (Lemma). The onstrution of suh a map K an be easier desribed in
terms of fratal geometry rather than by an analyti expression. Let r = 4−α, so
that
1
4 < r <
1
2 and α = − log4 r. Starting with the segment [(0, 0) , (1, 0)] of the
horisontal axis of the artesian plane, we replae it by four smaller segments of
length r eah (thin lines on Fig. 2, left). Eah of them we replae by four segments
of length r2 (thin lines on Fig. 2, right). And so on, infinitely many steps. The
resulting urve K is parametrized by giving the verties of the polygons values
equal to multiples of 4−n, n being the number of the polygon. For instane, the
verties of the left polygon on Fig. 2 are given values 0, 14 ,
1
2 ,
3
4 , 1.
(0,0) (1,0) (0,0) (1,0)
q q q q
q
q q q qq q q q
q
q
q q
qq q
q q
èñ. 2: r = 13 , left: step 1, right: step 2
Note that the urve K : [0, 1] → [0, 1]2, approximated by the polygons, is
bounded by ertain triangles built on the sides of the polygons. For instane,
the whole urve lies inside the triangle bounded by dotted lines in Fig. 2, left.
(The dotted line that follows the basi side [(0, 0) , (1, 0)] of the triangle is drawn
slightly below its true position.) Further, the parts 0 ≤ t ≤ 14 and
1
4 ≤ t ≤
1
2 of
the urve lie inside the triangles bounded by (slightly different) dotted lines in
Fig. 2, right. And so on. Let us all those triangles bounding triangles.
To prove the inequality of the lemma, onsider any pair of reals x < y ∈ [0, 1].
Let n be the least number suh that x, y belong to non-adjaent intervals, resp.,
[
i− 1
4n
,
i
4n
] and [
j − 1
4n
,
j
4n
], with j > i+ 1. Then 4−n ≤ |y − x| ≤ 8 · 4−n.
The points K(x) and K(y) then belong to one and the same side or adjaent
sides of the n− 1-th polygon. Let C be a ommon vertie of these sides. It is
quite lear geometrially that the eulidean distanes from K(x) and K(y) to
C do not exeed rn−1 (the length of the side), thus ‖K(x)−K(y)‖2 ≤ 2 r
n−1.
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Estimation from below needs more work. The points K(x), K(y) belong
to the bounding triangles built on the segments, resp., [K( i−14n ) , K(
i
4n )] and
[K( j−14n ) , K(
j
4n )], and obviously i + 1 < j ≤ i + 8, so that there exist at most
six bounding triangles between these two. Note that adjaent bounding triangles
meet eah other at only two possible angles (that depend on r but not on n),
and taking it as geometrially evident that non-adjaent bounding triangles are
disjoint, we onlude that there is a onstant c > 0 (that depends on r but not
on n) suh that the distane between two non-adjaent bounding triangles of
rank n, having at most 6 bounding triangles of rank n between them, does not
exeed c ·rn. In partiular, ‖K(x) − K(y)‖2 ≥ c ·r
n. Combining this with the
inequalities above, we onlude that m(y−x)α ≤ ‖K(y)−K(x)‖2 ≤M(y−x)
α,
where m = c8α and M =
2
r (and α = − log4 r ). ✷ (Lemma)
Coming bak to the theorem, let α = p/q, and let Kα be as in the lemma.
Let x = 〈x0, x1, x2, ...〉 ∈ [0, 1]
N . Then Kα(xi) = 〈x
′
i, x
′′
i 〉 ∈ [0, 1]
2. We put
ϑ(x) = 〈x′0, x
′′
0 , x
′
1, x
′′
1 , x
′
2, x
′′
2 , ...〉. Prove that ϑ redues ℓ
p ↾[0, 1]N to ℓq .
Let x = {xi}i∈N and y = {yi}i∈N belong to [0, 1]
N ; we have to prove that
x ℓp y iff ϑ(x) ℓq ϑ(y). To simplify the piture note the following:
2−1/2‖w‖2 ≤ max{w
′, w′′} ≤ ‖w‖q ≤ ‖w‖1 ≤ 2‖w‖2
for any w = 〈w′, w′′〉 ∈ R2. The task takes the following form:∑
i
(xi − yi)
p <∞ ⇐⇒
∑
i
‖Kα(xi)−Kα(yi)‖2
q <∞ .
Furthermore, by the hoie of Kα, this onverts to∑
i
(xi − yi)
p <∞ ⇐⇒
∑
i
(xi − yi)
αq <∞ ,
whih holds beause αq = p. ✷ (Theorem 24)
4.e ℓ
∞
: maximal Kσ
Reall that Kσ denotes the lass of all σ-ompat sets in Polish spaes. Easy
omputations show that this lass ontains, among others, the equivalene rela
tions E
1
, E∞, ℓ
p, 1 ≤ p ≤ ∞, onsidered as sets of pairs in orresponding Polish
spaes. Note that if E a Kσ equivalene on a Polish spae X then X is Kσ
as well sine projetions of ompat sets are ompat. Thus Kσ ERs on Polish
spaes is one and the same as Σ02 ERs on Kσ Polish spaes.
Theorem 26. Any Kσ equivalene relation on a Polish spae, in partiular,
E
1
, E∞, ℓ
p, is Borel reduible to ℓ∞. 9
9
The result for ℓ
p
is due to Su Gao [11℄. He denes dp(x, s) = (
∑lh s−1
k=0 |x(k)− s(k)|
p)
1
p
for
any x ∈ RN and s ∈ Q<ω (a nite sequene of rationals). Easily the ℓp-distane (
∑∞
k=0 |x(k)−
y(k)|p)
1
p
between any pair of x, y ∈ RN is nite i there is a onstant C suh that |dp(x, s)−
dp(y, s)| < C for all s ∈ Q
<ω. This yields a redution required.
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Proof (from Rosendal [38℄). Let A be the set of all ⊆-inreasing sequenes
A = {An}n∈N of subsets of N  a losed subset of the Polish spae P(N)N.
Define an ER H on A by
{An} H {Bn} iff ∃N ∀m (Am ⊆ BN+m ∧Bm ⊆ AN+m).
Claim 1 : H ≤
b
ℓ
∞. This is easy. Given a sequene A = {An}n∈N, define
ϑ(A) ∈ NN×N by ϑ(A)(n, k) to be the least j ≤ k suh that n ∈ Aj , or
ϑ(A)(n, k) = k whenever n 6∈ Ak. Then {An} H {Bn} iff there is N suh that
|ϑ(A)(n, k) − ϑ(B)(n, k)| ≤ N for all n, k .
Claim 2 : any Kσ equivalene E on a Polish spae X is Borel reduible to H.
As a Kσ set, E has the form E =
⋃
nEn, where eah En is a ompat subset
of X× X (not neessarily an ER) and En ⊆ En+1. We an w. l. o. g. assume that
eah En is reflexive and symmetri on its domain Dn = domEn = ranEn (a
ompat set), in partiular, x ∈ Dn =⇒ 〈x, x〉 ∈ En. Define P0 = E0 and
Pn+1 = Pn ∪En+1 ∪P
(2)
n , where P
(2)
n = {〈x, y〉 : ∃ z (〈x, z〉 ∈ Pn ∧ 〈z, y〉 ∈ Pn)},
by indution. Thus all Pn are still ompat subsets of X × X, moreover, of E
sine E is an equivalene relation, and En ⊆ Pn ⊆ Pn+1, therefore E =
⋃
n Pn.
Let {Uk : k ∈ N} be a basis for the topology of X. Put, for any x ∈ X,
ϑn(x) = {k : Uk ∩Rn(x) 6= ∅}, where Rn(x) = {y : 〈x, y〉 ∈ Rn}. Then obviously
ϑn(x) ⊆ ϑn+1(x), and hene ϑ(x) = {ϑn(x)}n∈N ∈ A. Then ϑ redues E to H.
Indeed if xEy then 〈y, x〉 ∈ Pn for some n, and for all m and z ∈ X we have
〈x, z〉 ∈ Rm =⇒ 〈y, z〉 ∈ R1+max{m,n}. In other words, Rm(x) ⊆ R1+max{m,n}(y)
and hene ϑm(x) ⊆ ϑ1+max{m,n}(y) hold for all m. Similarly, for some n
′
we
have ϑm(y) ⊆ ϑ1+max{m,n′}(y), ∀m. Thus ϑ(x) H ϑ(y).
Conversely, suppose that ϑ(x) H ϑ(y), thus, for some N, we have Rm(x) ⊆
RN+m(y) and Rm(y) ⊆ RN+m(x) for all m and y. Taking m big enough for
Pm to ontain 〈x, x〉, we obtain x ∈ RN+m(y), so that immediately x E y .
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5 Smooth ERs and the first dihotomy
This Setion is mainly related to the node c = D(2N) in the diagram on page 16.
After a few rather simple results on smooth ERs whih admit a Borel transversal,
we show that ountable, and sometimes even ontinual unions of smooth ERs ←−
where
ontinual?⊣
are smooth. In the end, we prove the 1st dihotomy theorem.
5.a Smooth and below
An important subspeies of smooth ERs onsists of those having a Borel transver
sal : a set with exatly one element in every equivalene lass.
Lemma 27. (i) Any Borel ER that has a Borel transversal is smooth ;
(ii) any Borel finite (with finite lasses) ER admits a Borel transversal ;
(iii) any Borel ountable smooth ER admits a Borel transversal;
(iv) any Borel ER E on a Polish spae X, suh that every E-lass is losed
and the saturation [O]E of every open set O ⊆ X is Borel, admits a Borel
transversal, hene, is smooth . 10
(v) E
0
is not smooth.
Proof. (i) Let T be a Borel transversal for E. The map ϑ(x) = the only element
of T E-equivalent to x  redues E to D(T ). 11
(ii) Consider the set of the <-least elements of E-lasses, where < is a fixed
Borel linear order on the domain of E .
(iii) Use Countable-to-1 Uniformization.
(iv) Sine any unountable Polish spae is a ontinuous image of N
N, we an
assume that E is a ER on N
N. Then, for any x ∈ NN, [x]E is a losed subset
of N
N, naturally identified with a tree, say, Tx ⊆ N
<ω. Let ϑ(x) denote the
leftmost branh of Tx. Then x E ϑ(x) and x E y =⇒ ϑ(x) = ϑ(y), so that it
remains to show that Z = {ϑ(x) : x ∈ NN} is Borel. Note that
z ∈ Z ⇐⇒ ∀m ∀ s, t ∈ Nm (s <
lex
t ∧ z ∈ Ot =⇒ [z]E ∩ Ot = ∅),
where <
lex
is the lexiographial order on N
m
and Os = {x ∈ N
N : s ⊂ x}.
However [x]E ∩ Ot = ∅ iff x 6∈ [Ot]E and [Ot]E is Borel for any t .
(v) Otherwise E
0
has a Borel transversal T by (iii), whih is a ontradition,
see Example 11(ii).
10
Srivastava [44℄ proved the result for ERs with Gδ lasses, whih is the best possible as E0
is a Borel ER, whose lasses are Fσ and saturations of open sets are even open, but without
any Borel transversal. See also [26, 18.20 iv)℄.
11
To see that a smooth ER does not neessarily have a Borel transversal take a losed set
P ⊆ NN × NN with domP = NN, not uniformizable by a Borel set, and let 〈x, y〉 E 〈x′, y′〉 i
both 〈x, y〉 and 〈x′, y′〉 belong to P and x = x′ .
5 SMOOTH ERS AND THE FIRST DICHOTOMY 31
5.b Assembling smooth equivalene relations
If E and F are smooth ERs on disjoint sets, resp., X and Y, then easily E∪F is
a smooth ER on X ∪ Y. The question beomes less lear when we have a Borel
ER E on a Polish spae X ∪ Y suh that both E ↾X and E ↾ Y are smooth but
the sets X,Y not neessarily E-invariant in X ∪Y if even disjoint; is E smooth?
We answer this in the positive, even in the ase of ountable unions.
Theorem 28. Let E be a Borel ER on a Borel set X =
⋃
kXk, with all Xk
also Borel. Suppose that eah E ↾Xk is smooth. Then E is smooth.
Proof.
12
First onsider the ase of a union X = Y ∪Z of just two Borel sets, so
that a Borel ER E is smooth on both Y and Z. We an assume that Y ∩Z = ∅.
Let the smoothness be witnessed by Borel redutions f : Y → Q and g : Z → R,
with Q, R being disjoint Borel sets. The set
F = {〈q, r〉 : ∃ y ∈ Y ∃ z ∈ Z (f(y) = q ∧ g(z) = r ∧ y E z)} ⊆ Q×R
is a partial Σ11 map Q → R. Let G : Q → R be any Borel map with F ⊆ G,
and H : R→ Q be any Borel map with F−1 ⊆ H. Then Φ = G∩H−1 is a 1−1
Borel partial map P → Q with F ⊆ Φ. Now the Π11 set
P = {〈q, r〉 ∈ Φ : ∀ y ∈ Y ∀ z ∈ Z (f(y) = q ∧ g(z) = r =⇒ y E z)} ,
satisfies F ⊆ P ⊆ Φ, hene, there is a Borel funtion Ψ with F ⊆ Ψ ⊆ P. The
sets A = domΨ and B = ranΨ are Borel subsets of resp. Q,R, and it follows
from the onstrution that Ψ ∩ (domF × ranF ) = F. Finally, put
D = Ψ ∪ {〈q, q〉 : q ∈ QrA} ∪ {〈r, r〉 : r ∈ RrB} ,
then, for any y ∈ Y there is unique h(y) = 〈q, r〉 ∈ D with q = f(y), orre
spondingly, for any z ∈ Z there is unique h(z) = 〈q, r〉 ∈ D with r = g(z), and
if y E z then h(y) = h(z) = 〈f(y), g(z)〉, hene, h witnesses that E is smooth.
As for the general ase, we an now assume that Xk ⊆ Xk+1 for all k. Then
there are disjoint Borel sets Wk and Borel maps fk : Xk → Wk whih witness
that E ↾Xk are smooth ERs. Let Rk = ran fk (a Σ
1
1 set) and
Fk = {〈a, b〉 ∈ Rk ×Rk+1 : ∃x ∈ Xk (fk(x) = a ∧ fk+1(x) = b)} ,
this is a Σ11 set and a 1− 1 map Rk → Rk+1. For eah k there is a Borel 1− 1
map Gk with Fk ⊆ Gk. Let Ak = domGk and ranGk = Bk : these are Borel
sets with Rk ⊆ Ak. We an assume that Bk ⊆ Ak+1. (Otherwise Gk an be ←−
nuzhno li
eto
assume⊣
12
The shortest proof is to note that otherwise E
0
≤
b
E by the 2-nd dihotomy, easily leading
to ontradition by a Baire ategory argument. Yet we prefer to give a diret proof. Note that
even in the ase when the sets Xk are pairwise disjoint, most obvious ideas like to dene ϑ(x)
take the least k suh that Xk intersets [x]E and apply ϑk  do not work.
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redued in a ertain iterative manner to ahieve this property.) Then, for any k
and b ∈ Ak there is the least n = n(b) ≤ k suh that the appliation
h(b) = G−1n (G
−1
n+1(G
−1
n+2(...G
−1
k−1(b)...)))
is possible, for instane, n(b) = k and h(b) = b whenever b ∈ Ak rBk−1. Then,
h(fk(x)) = h(fk+1(x)) holds for any x ∈ Xk beause Fk ⊆ Gk, so that the map
g(x) = h(fk(x)) for x ∈ Xk rXk−1 witnesses the smoothness of E .
5. The 1st dihotomy theorem.
The following result is known as the 1st dihotomy theorem.
Theorem 29 (Silver [40℄). Any Π11 ER E on N
N
either has at most ountably
many equivalene lasses or admits a perfet set of pairwise E-inequivalent reals,
in other words, either E ≤
b
D(N) or D(2N) ≤
b
E .
Proof.
13
As usual, we an suppose that E is a lightfae Π11 relation.
Case 1: any x ∈ NN belongs to a ∆11 E-equivalent set X (i. e., all elements
of X are E-equivalent to eah other, in other words, the saturation [X]E is an
equivalene lass). Then E has at most ountably many equivalene lasses.
Case 2: otherwise. Then the set H of all x, whih do not belong to a ∆11
pairwise E-equivalent set (the domain of nontriviality), is non-empty.
Claim 29.1. H is Σ11 . Any Σ
1
1 set ∅ 6= X ⊆ H is not pairwise E-equivalent.
Proof. x ∈ H iff for any e ∈ N : if e odes a ∆11 set, say, We ⊆ N
N
and
x ∈We then We is not E-equivalent. The if part of this haraterization is Π
1
1
while the then part is Σ11 , by ∆
1
1 Enumeration (see A.).
If X 6= ∅ is a pairwise E-equivalent Σ11 set then B =
⋂
x∈X [x]E is a Π
1
1 E-
equivalene lass and X ⊆ B. By Separation, there is a ∆11 set C with X ⊆
C ⊆ B. Then, if X ⊆ H then C ⊆ H is a ∆11 pairwise E-equivalent set, a
ontradition to the definition of H . ✷ (Claim)
Let us fix a ountable transitive model M of a big enought fragment of
ZFC, and an elementary submodel of the universe w. r. t. all analyti formulas 14.
Consider P = {X ⊆ NN :X is non-empty and Σ11} as a foring to extend M
(smaller sets are stronger onditions), the Gandy  Harrington foring . We have
P 6∈ and 6⊆ M, of ourse, but learly P an be adequately oded in M, say, via
a universal Σ11 set.
13
We present a foring proof of Miller [36℄, with some simpliations. See [32℄ for another
proof, based on the Gandy  Harrington topology. In fat both proofs involve essentially the
same ombinatoris.
14
For instane, M models ZC and, in addition, Replaement for Σ100 ∈-formulas and the
rst one million of instanes of Replaement overall. Being an elementary submodel is useful
to guarantee that relations like the inlusion orders of C
X
and C
G
are absolute for M .
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Corollary 29.2 (from Theorem 85). If G ⊆ P is a P-generi, over M, set,
then
⋂
G ontains a single real, denoted xG . ✷
Reals of the form xG, G as in the Corollary, are alled P-generi (over M ).
Let
.
x
be the name for xG. Then any A ∈ P fores that
.
x ∈ A .
Let P
2
onsist of all retangles X × Y, with X, Y ∈ P. It follows from
the above by the produt foring lemmas that any P
2
-generi, over M, set G ⊆
P
2
produes a pair of reals (a P
2
-generi pair), say, xGleft and x
G
right, so that
〈xGleft, x
G
right〉 ∈W for any W ∈ G. Let
.
xleft and
.
xright be their names.
Lemma 29.3. H ×H P2-fores
.
xleft 6E
.
xright .
Proof. Otherwise a ondition X × Y ∈ P2 with X ∪Y ⊆ H P2-fores
.
xleft E
.
xright, so that any P
2
-generi pair 〈x, y〉 ∈ X×Y satisfies xEy. By the produt
foring lemmas for any pair of P-generi x′, x′′ ∈ X there is y ∈ Y suh that
both 〈x, y〉 and 〈x′, y〉 are P2-generi pairs, hene, we have
(∗) If x′, x′′ ∈ X are P-generi over M then x′ E x′′ .
The set P2 of all non-empty Σ
1
1 subsets of N
N×NN is just a opy of P (not
of P
2
!) as a foring, in partiular, if G ⊆ P2 is P2-generi over M then there is
a unique pair of reals (P2-generi pair) 〈x
G
left, x
G
right〉 whih belongs to every W
in G, and in this ase, both xGleft and x
G
right are P-generi, beause if G ⊆ P2 is
P2-generi then the sets G
′
and G′′ of all projetions of sets W ∈ G to resp. 1st
and 2nd o-ordinate, are easily P-generi. Now let G ⊆ P2 be a P2-generi set,
over M, ontaining the Σ11 set P = X
2rE. (Note that P 6= ∅ by Lemma 29.1.)
Then 〈xGleft, x
G
right〉 ∈ P, hene, x
G
left 6E x
G
right, however, as we observed, both
xGleft and x
G
right are P-generi elements of X (beause P ⊆ X × X ), whih
ontradits (∗) . ✷ (Lemma 29.3)
Fix enumerations {D(n)}n∈N and {D
2(n)}n∈N of all dense subsets of resp.
P and P
2
whih are oded in M. Then there is a system {Xu}u∈2<ω of sets Xu,
satisfying
(i) Xu ∈ P, moreover, XΛ ⊆ H and Xu ∈ D(n) whenever u ∈ 2
n;
(ii) Xu∧i ⊆ Xu for all u ∈ 2
<ω
and i = 0, 1 ;
(iii) if u 6= v ∈ 2n then Xu ×Xv ∈ D
2(n) .
It follows from (i) that, for any a ∈ 2N, the set {Xa↾m :m ∈ N} is P-generi
over M, hene,
⋂
mXa↾m is a singleton, say, xa, by Corollary 29.2. Moreover
the map a 7→ xa is ontinuous as diameters of Xu onverge to 0 uniformly with
lhu→ 0, by (i). In addition, by (iii) and Lemma 29.3, xa 6E xb whenever a 6= b,
in partiular, xa 6= xb, hene, we have a perfet E-inequivalent set Y = {xa :
a ∈ 2N} .
✷ (Theorem 29)
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6 Hyperfinite and ountable ERs
This Setion is mainly devoted to the node E
0
in the diagram on page 16. Togeth
er with the 2nd dihotomy theorem, we present some other properties of E
0
, the
ideal Fin, and hyperfinite (Borel) equivalene relations. This lass of equivalene
relations is a very interesting objet of study even aside of pure desriptive set
theory. Papers [2, 19℄ give a omprehensive aount of most basi results, with
further referenes.
After a rather simple theorem whih shows that Fin is the least ideal in the
sense of ≤++
rb
, ≤
rb
, ≤
b
, we prove the GlimmEffros, or seond, dihotomy
whih asserts that E
0
= EFin is the ≤b-least among all non-smooth Borel ERs.
Finally, we present a haraterization, in terms of the existene of transversals,
of those Borel sets X for whih E
0
↾X is smooth. ←−
where is
this?⊣
6.a Fin is the least !
The proof of the following useful result is based on a short argument involved in
many other results. A somewhat more pedestrian version of the argument was
used in several proofs in Setion 4.
Theorem 30. (i) [20, 34, 45℄ If I is a (nontrivial) ideal on N, with the
Baire property in the topology of P(N), then Fin ≤++
rb
and ≤
rb
I ;
(ii) however D(2N) <
b
E
0
stritly, thus D(2N) is not ∼
b
-equivalent to an
equivalene relation of the form EI ;
(iii) if I ≤+
rb
J are Borel ideals, and there is an infinite set Z ⊆ domI
suh that I ↾ Z = Pfin(Z), then I ≤rb J .
Proof. (i) First of all I must be meager in P(N). (Otherwise I would be
omeager somewhere, easily leading to ontradition.) Thus, all X ⊆ N generi
(over a ertain ountable family of dense open subsets of P(N)) do not belong to
I . Now it suffies to define non-empty finite sets wi ⊆ N with maxwi < minwi+1
suh that any union of infinitely many of them is generi. Clearly the following
observation yields the result: if D is an open dense subset of P(N) and n ∈ N
then there is m > n and a set u ⊆ [n,m] with m, n ∈ u suh that any x ∈ P(N)
satisfying x ∩ [n,m] = u belongs to D .
Thus we have Fin ≤++
rb
I . To derive Fin ≤
rb
I over eah wk by a finite
set uk suh that
⋃
k∈N uk = N and still uk ∩ ul = ∅ for k 6= l .
(ii) That D(2N) ≤
b
E
0
is witnessed by any perfet set X ⊆ 2N whih is a
partial transversal for E
0
(i. e., any x 6= y in X are E
0
-inequivalent). On the
other hand, D(2N) is smooth but E
0
is non-smooth by Lemma 27(v).
(iii) Assume w. l. o. g. that I ,J are ideals over N. Let pairwise disjoint
finite sets wk ⊆ N witness I ≤
+
rb
J . Put Z ′ = N r Z, X =
⋃
k∈Z wk, and
Y =
⋃
k∈Z′ wk. The redution via {wk} redues Pfin(Z) to J ↾X and I ↾Z
′
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to J ↾ Y. Keeping the latter, replae the former by a ≤
rb
-like redution of
Pfin(z) to J ↾ Y ′, where Y ′ = N r Y, whih exists by Theorem 30.
Despite of Theorem 30, E
0
= EFin is not the ≤b-least among Borel ERs.
Thus, D(2N) is not a ER generated by a Borel ideal, even modulo ∼
b
.
6.b Countable equivalene relations
This lass of equivalene relations, essentially bigger than hyperfinite (modulo
≤
b
), is a subjet of ongoing intene study. Yet we an only present here the
following important theorem and a few more results below, leaving [19, 10, 30℄
as basi referenes in this domain.
Theorem 31 ([8, Thm 1℄, [2, 1.8℄). Any Borel ountable ER E on a Polish
spae X :
(i) is indued by a Polish ation of a ountable group G on X ;
(ii) satisfies E ≤
b
E∞ = E(F2, 2), where F2 is the free group with two genera
tors and E(F2, 2) is the ER indued by the shift ation of F2 on 2
F2 .
Proof. (i) We w. l. o. g. assume that X = 2N. Aording to Countable-to-1 Enu
meration (in a relativized version, if neessary, see Remark 82), there is a sequene
of Borel maps fn : 2
N → 2N suh that [a]E = {fn(a) : n ∈ N} for eah a ∈ 2
N.
Put Γ′n = {〈a, fn(a)〉 : a ∈ N} (the graph of fn ) and Γn = Γ
′
n r
⋃
k<n Γ
′
k. The
sets Pnk = Γn ∩Γk
−1
form a partition of (the graph of) E onto ountably many
Borel injetive sets. Further define ∆ = {〈a, a〉 : a ∈ 2N} and let {Dm}m∈N be
an enumeration of all non-empty sets of the form Pnk r∆. Interseting the sets
Dm with the retangles of the form
Rs = {〈a, b〉 ∈ 2
N × 2N : s∧0 ⊂ a ∧ s∧1 ⊂ b} and Rs
−1,
we redue the general ase to the ase when domDm ∩ ranDm = ∅, ∀m.
Now, for any m define hm(a) = b whenever either 〈a, b〉 ∈ Dm or 〈a, b〉 ∈
Dm
−1, or a = b 6∈ domDm ∪ ranDm. Clearly hm is a Borel bijetion 2
N
onto
−→ 2N.
Thus {hm}m∈N is a family of Borel automorphisms of 2
N
suh that [a]E =
{hm(a) :m ∈ N}. It does not take muh effort to expand this system to a Borel
ation of Fω, the free group with ℵ0 generators, on 2
N, whose indued equiva
lene relation is E .
(ii) First of all, by (i), E ≤
b
R, where R is indued by a Borel ation · of
Fω on 2
N. The map ϑ(a) = {g−1 ·a}g∈Fω , a ∈ 2
N, is a Borel redution of R to
E(Fω , 2
N). If now Fω is a subgroup of a ountable group H then E(Fω , 2
N) ≤
b
E(H, 2N) by means of the map sending any {ag}g∈Fω to {bh}h∈H , where bg = ag
for g ∈ Fω and bh equal to any fixed b
′ ∈ 2N for h ∈ H r Fω. As Fω admits a
homomorphism into F2
15
we onlude that E ≤
b
E(F2, 2
N).
15
Why ?.
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It remains to transform E(F2, 2
N) to E(F2, 2). The inequality E(F2, 2
N) ≤
b
E(F2, 2
Zr{0}) is lear. Further E(F2, 2
Zr{0}) ≤
b
E(F2 × Z, 3), by means of the
map sending any {ag}g∈F2 (ag ∈ 2
Zr{0}) to {bgj}g∈F2, j∈Z, where bgj = ag(j)
for j 6= 0 and bg0 = 2. Further, for any G, E(G, 3) ≤b E(G × Z2, 2) by means
of the map sending any {ag}g∈G (ag = 0, 1, 2) to {bgi}g∈G, i∈Z2 , where
bgi =
{
0, if ag = 0 or ag = 1 and i = 0,
1, if ag = 2 or ag = 1 and i = 1.
Thus E(F2, 2
N) ≤
b
E(F2×Z×Z2, 2). However, F2×Z×Z2 admits a homomor
phism into Fω, and then into F2 (see above), so that E(F2, 2
N) ≤
b
E(F2, 2), as
required.
6. Hyperfinite equivalene relations
All Borel finite ERs are smooth (see 5.a), aordingly, all hyperfinite ERs are
hypersmooth. On the other hand, any finite or hyperfinite equivalene relation
is ountable, of ourse. It follows from the next theorem that, onversely, every
hypersmooth ountable ER is hyperfinite. (But there exist ountable non-hyper
smooth ERs, for instane, E∞, whih are not hyperfinite.)
The theorem also shows that E
0
is a universal hyperfinite ER. (To see that
E
0
is hyperfinite, let x Fn y iff x∆ y ⊆ [0, n) for x, y ⊆ N.)
Theorem 32 (Theorems 5.1 and, partially, 7.1 in [2℄ and 12.1(ii) in [19℄). The
following are equivalent for a Borel ER E on a Polish spae X :
(i) E ≤
b
E
0
and E is ountable ;
(ii) E is hyperfinite ;
(iii) E is hypersmooth and ountable ;
(iv) there is a Borel set X ⊆ P(N)N suh that E
1
↾X is a ountable ER and
E is isomorphi, via a Borel bijetion of X onto X, to E
1
↾X ;
(v) E is indued by a Borel ation of Z, the additive group of the integers.
(vi) there exists a pair of Borel ERs F, R of type 2 suh that E = F ∨ R. 16
Proof. (ii) =⇒ (iii) and (i) =⇒ (iii) are rather easy.
(iii) =⇒ (iv). Let E =
⋃
n Fn be a ountable and hypersmooth ER on a
spae X, all Fn being smooth (and ountable), and Fn ⊆ Fn+1, ∀n. We may
assume that X = P(N) and F0 = D(P(N)). Let Tn ⊆ X be a Borel transversal
for Fn (reall Lemma 27(iii)). Now let ϑn(x) be the only element of Tn with
16
An equivalene relation F is of type n if any F-lass ontains at most n elements. F ∨ R
denotes the least ER whih inludes F ∪ R .
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v Fn ϑn(x). Then x 7→ {ϑn(x)}n∈N is a 1 − 1 Borel map X → P(N)
N
and
x E y ⇐⇒ ϑ(x) E
1
ϑ(y). Take X to be the image of X .
(iv) =⇒ (v). Let X be as indiated. For any N-sequene x and n ∈ N, let
x ↾>n = x ↾ (n,∞). It follows from (the relativized version of) Countable-to-1 Pro
jetion and Countable-to-1 Enumeration that for any n the set X ↾>n = {x ↾>n :
x ∈ X} is Borel and there is a ountable family of Borel funtions gni : X ↾>n →
X, i ∈ N, suh that the set Xξ = {x ∈ X : x ↾>n = ξ} is equal to {g
n
i (ξ) : i ∈ N}
for any ξ ∈ X ↾>n, hene, {gni (ξ)(n) : i ∈ N} = {x(n) : x ∈ Xξ}.
For any x ∈ P(N)N let ϕ(x) = {ϕn(x)}n∈N, where ϕn(x) is the least
number i suh that x(n) = fni (x)(n); thus, ϕ(x) ∈ N
N. Let µ(x) be the sequene
ϕ0(x), ϕ
′
0(x), ϕ1(x) + 1, ϕ
′
1(x) + 1, . . . , ϕn(x) + n,ϕ
′
n(x) + n, . . . ,
where ϕ′n(x) = maxk≤n ϕk(x). Easily if x 6= y ∈ X satisfy x E1 y, i. e., x ↾>n =
y ↾>n for some n, then ϕ(x) ↾>n = ϕ(y) ↾>n but ϕ(x) 6= ϕ(y), µ(x) 6= µ(y), and
µ(x) ↾>m = µ(y) ↾>m for some m ≥ n.
Let <
alex
be the anti-lexiographial partial order on N
N, i. e., a <
alex
b iff
there is n suh that a ↾>n = b ↾>n and a(n) < b(n). For x, y ∈ X define x <0 y
iff µ(x) <
alex
µ(y). It follows from the above that <0 linearly orders every E1-
lass [x]E
1
∩X of x ∈ X. Moreover, it follows from the definition of µ(x) that
any <
alex
-interval between some µ(x) <
alex
µ(y) ontains only finitely many
elements of the form µ(z). (For ϕ this would not be true.) We onlude that
any lass [x]E
1
∩X, x ∈ X, is linearly ordered by <0 similarly to a subset of Z,
the integers. That <0 an be onverted to a required Borel ation of Z on X is
rather easy (however the E
1
-lasses in X ordered similarly to N, the inverse of
N, or finite, should be treated separately).
(v) =⇒ (ii). Assume w. l. o. g. that X = 2N. An inreasing sequene of ERs
Fn whose union is E is defined separately on eah E-lass C; they integrate into
Borel ERs Fn defined on the whole of 2
N
beause the ation allows to replae
quantifiers over a E-lass C by quantifiers over Z.
Let C be any E-lass of x ∈ X. Note that if an element xC ∈ C an be
hosen in some Borel-definable way then we an define x Fn y iff there exist
integers j, k ∈ Z with |j| ≤ n, |k| ≤ n, and x = j ·xC , y = k ·xC . This applies,
for instane, when C is finite, thus, we an assume that C is infinite. Let <
lex
be the lexiographial ordering of 2N, and <
at
be the partial order indued by
the ation, i. e., x <
at
y iff y = j ·x, j > 0. By the same reason we an assume
that neither of a = inf<
lex
C and b = sup<
lex
C belongs to C. Let Cn be the
set of all x ∈ C with x ↾n 6= a ↾n and x ↾n 6= b ↾n. Define xFn y iff x, y belong
to one and the same <
lex
-interval in C lying entirely within Cn, or just x = y.
In our assumptions, any Fn has finite lasses, and for any two x, y ∈ C there is
n with x Fn y .
(v) =⇒ (i). This is more ompliated. A preliminary step is to show that E ≤
b
E(Z, 2N), where E(Z, 2N) is the orbit equivalene indued by the shift ation of
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Z on (2N)Z : k ·{xj}j∈Z = {xj−k}j∈Z for k ∈ Z. Assuming w. l. o. g. that E is a
ER on 2N, we obtain a Borel redution of E to E(Z, 2N) by ϑ(x) = {j ·x}j∈Z,
where · is a Borel ation of Z on 2N whih indues E. Then Theorem 7.1 in [2℄
proves that E(Z, 2N) ≤
b
E
0
.
(vi) =⇒ (v). Let E = F ∨ R, where F, R are of type 2. For any x ∈ X (the ←−
wrong⊣
domain of E), if [x]F ontains another element y 6= x then all y the left , resp.,
right neighbour of x if y < x, resp., y > x, where < is a fixed Borel linear
ordering of X. If the lass [x]R also ontains another element, say, z, all it the
neighbour of x of the opposite side w. r. t. y. The neighbour relation linearly
orders any E-lass similarly to a subset of Z, whih easily leads to (v).
(v) =⇒ (vi). The authors of [19℄ present a short proof whih refers to several
diffiult theorems on hyperfinite ERs. Here we give an elementary proof.
Let E be indued by a Borel ation of Z. We are going to define F and R
on any E-lass C = [x]E. If we an hoose an element xC ∈ C in some uniform
Borel-definable way then a rather easy onstrution is possible, whih we leave
to the reader. This applies, for instane, when C is finite, hene, let us assume
that C is infinite. Let <
at
be the linear order on C, indued by the ation of
Z; it is similar to Z. Let <
lex
be the lexiographial ordering of 2N = domE.
Our goal is to define F on C so that every F-lass ontains exatly two
(distint) elements. The ensuing definition of R is then rather simple. (First,
order pairs {x, y} of elements of C in aordane with the <
at
-lexiographial
ordering of pairs 〈max<
at
{x, y}, min<
at
{x, y}〉, this is still similar to Z. Now, if
{x, y} and {x′, y′} are two F-lasses, the latter being the next to the former in
the sense just defined, and x <
at
y, x′ <
at
y′, then define y R x′.)
Suppose that W ⊆ C. An element z ∈W iz lmin (loally minimal) in W if
it is <
lex
-smaller than both of its <
at
-neighbours in W. Put W
lmin
= {z ∈W :
z is lmin in W}. If C
lmin
is not unbounded in C in both diretions then an
appropriate hoie of xC ∈ C is possible. (Take the <at-least or <at-largest
point in C
lmin
, or if C
lmin
= ∅, so that, for instane, <
at
and <
lex
oinide on
C, we an hoose something like a <
lex
-middest element of C.) Thus, we an
assume that C
lmin
is unbounded in C in both diretions.
Let a lmin-interval be any <
at
-semi-interval [x, x′) between two onseutive
elements x <
at
x′ of C
lmin
. Let [x, x′) = {x0, x1, ..., xm−1} be the enumeration
in the <
at
-inreasing order (x0 = x). Define x2k Fx2k+1 whenever 2k+1 < m.
If m is odd then xm−1 remains unmathed. Let C
1
be the set of all unmathed
elements. Now, the nontrivial ase is when C1 is unbounded in C in both dire
tions. We define C1
lmin
, as above, and repeat the same onstrution, extending F
to a part of C1, with, perhaps, a remainder C2 ⊆ C1 where F remains indefined.
Et etera.
Thus, we define a dereasing sequene C = C0 ⊇ C1 ⊇ C2 ⊇ . . . of subsets
of C, and the equivalene relation F on eah differene CnrCn+1 whose lasses
ontain exatly two points eah, and the nontrivial ase is when every Cn is <
at
-
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unbounded in C in both diretions. (Otherwise there is an appropriate hoie
of xC ∈ C.) If C∞ =
⋂
nC
n = ∅ then F is defined on C and we are done. If
C∞ = {x} is a singleton then xC = x hooses an element in C. Finally, C
∞
annot ontain two different elements as otherwise one of Cn would ontain two
<
at
-neighbours x <
at
y whih survive in Cn+1, whih is easily impossible.
6.d Non-hyperfinite ountable equivalene relations
It follows from Theorem 32(i),(ii) that hyperfinite equivalene relations form an
initial segment, in the sense of ≤
b
, among all ountable equivalene relations.
Let us show that not all ountable equivalene relations are hyperfinite.
Theorem 33. The equivalene relation E∞ is not hyperfinite.
Proof. A lean elementary proof is given in [41℄.
6.e Assembling hyperfinite equivalene relations
The following theorem shows that, similarly to the ase of smooths ERs (Thm 28),
hyperfinite ones possess a ertain form of ountable additivity.
Theorem 34. Let E be a Borel ER on a Borel set X =
⋃
kXk, with all Xk
also Borel. Suppose that E ↾Xk ≤b E0 for eah k. Then E ≤b E0 .
Proof. We onsider only the ase when Xk ⊆ Xk+1 for all k (the result will ←−
not the
best prf⊣
be used below only for this partiular ase), the general ase needs to onsider
separately the twosets ase, as in Theorem 28, whih we leave to the reader.
There are disjoint Borel sets Bk ⊆ P(N) and Borel maps fk : Xk → Bk
whih witness that E ↾ Xk ≤b E0. We shall assume that the sets Bk are E0-
inompatible in the sense that if k 6= n then aE
0
b does not hold for any a ∈ Bk
and b ∈ Bn. Let Rk = ran fk (a Σ
1
1 subset of Bk ). Then
Fk = {〈a, b〉 ∈ Rk ×Rk+1 : ∃x ∈ Xk (fk(x) = a ∧ fk+1(x) = b)} ,
is a Σ11 set, 1 − 1 modulo E0 in the sense that if 〈a, b〉 and 〈a
′, b′〉 belong to
Fk then a E0 a
′ ⇐⇒ b E
0
b′. As to be 1 − 1 modulo E
0
 is a Π11 property in
the odes (of Σ11 subsets of P(N)
2
), there is, by Reetion, a ∆11 set F
′
k with
Fk ⊆ F
′
k ⊆ Bk ×Bk+1 and still 1− 1 modulo E0. The following ∆
1
1 set
Gk = {〈a
′, b′〉 : ∃ 〈a, b〉 ∈ F ′k (a E0 a
′ ∧ b E
0
b′)}
is still 1− 1 modulo E
0
, hene, both vertial and horisontal ross-setions of
Gk are ountable, thus, Ak = domGk and Bk = ranGk are E0-invariant Borel
sets (and Rk = domFk ⊆ Ak ), and there are Borel maps hk : Bk → Ak suh
that 〈hk(b), b〉 ∈ Gk whenever b ∈ Bk. It follows still from the  1 − 1 modulo
E
0
 property that if b ∈ Bk and b
′
E
0
b then b′ ∈ Bk and hk(b) E0 hk(b
′) .
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We an assume that Bk+1 ⊆ Ak for all k. Then, for any k and b ∈ Ak there
is the least n = n(b) ≤ k suh that the appliation
h(b) = hn(hn+1(hn+2(...hk−1(b)...)))
is possible, for instane, n(b) = k and h(b) = b whenever b ∈ Ak rBk−1. As in
the proof of Theorem 28, the map g(x) = h(fk(x)) for x ∈ Xk rXk−1 witnesses
E ≤
b
E
0
.
7 The 2nd dihotomy
The following result is known as 2nd, or GlimmEffros, dihotomy.
Theorem 35 (Harrington, Kehris, Louveau [12℄). If E is a Borel ER then
either E is smooth or E
0
⊑

E .
7.a The Gandy  Harrington losure
Beginning the proof of Theorem 35 (it will be ompleted in 7.d), we suppose,
as usual, that E is a lightfae ∆11 ER on N
N. Consider an auxiliary ER x E y
iff x, y ∈ NN belong to the same E-invariant ∆11 sets. (A set X is E-invariant
iff X = [X]E.) Easily E ⊆ E. To see that E is the losure of E in the Gandy 
Harrington topology, prove
Lemma 35.2. If F is a Σ11 ER on N
N, and X,Y ⊆ NN are disjoint F-invar-
iant Σ11 sets, then there is an F-invariant ∆
1
1 set X
′
separating X from Y.
Proof. By Separation, for any Σ11 set A with A ∩ Y = ∅ there is a ∆
1
1 set A
′
with A ⊆ A′ and A′ ∩ Y = ∅  note that then [A′]F ∩ Y = ∅ beause Y is F-
invariant. It follows that that there is a sequene X = A0 ⊆ A
′
0 ⊆ A1 ⊆ A
′
1 ⊆ ...,
where A′i are ∆
1
1 sets, aordingly, Ai+1 = [A
′
i]F are Σ
1
1 sets, and Ai ∩ Y = ∅.
Then X ′ =
⋃
nAn =
⋃
nA
′
n and is an F-invariant Borel set whih separates X
from Y. To make X ′ ∆11 we have to maintain the hoie of sets An effetively.
Let U ⊆ N × NN be a good universal Σ11 set (see A.). Then there is a
reursive h : N → N suh that [Un]F = Uh(n) for eah n. Moreover, applying
Lemma 83 (to the omplement of U as a good universal Π11 set, and with a
ode for Y fixed), we obtain a pair of reursive funtions f, g : N → N suh
that for any n, if Un ∩ Y = ∅ then Uf(n), Ug(n) are omplementary sets (hene,
either of them is ∆11 ) ontaining, resp., Un and Y. A suitable iteration of h and
f, g allows us to define a sequene X = A0 ⊆ A
′
0 ⊆ A1 ⊆ A
′
1 ⊆ ... as above
effetively enough for the union of those sets to be ∆11 . ✷ (Lemma)
Lemma 35.3. E is a Σ11 relation.
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Proof. Let C ⊆ N and W, W ′ ⊆ N×NN be as in ∆11 Enumeration (A.). The
formula inv(e) saying that e ∈ C and We =W ′e is E-invariant, i. e.,
e ∈ C ∧ ∀ a, b (a ∈We ∧ b 6∈W
′
e =⇒ a 6E b)
is obviously Π11 , however x E y iff
∀ e (inv(e) =⇒ (x ∈We =⇒ y ∈W
′
e) ∧ (y ∈We =⇒ x ∈W
′
e))  (Lemma)
Let us return to the proof of the theorem. We have two ases.
Case 1: E = E, i. e., E is Gandy  Harrington losed.
Lemma 35.4. If E = E then there is a ∆11 redution of E to D(2
N) .
Proof. Let C ⊆ N and W, W ′ ⊆ N×NN be as in the ∆11 Enumeration of A.. By
Kreisel Seletion there is a ∆11 funtion ϕ : X
2 → C suh that Wϕ(x,y) =W
′
ϕ(x,y)
is a E-invariant ∆11 set ontaining x but not y whenever x, y ∈ X are E-
inequivalent. Then R = ranϕ is a Σ11 subset of C, hene, by Separation, there
is a ∆11 set N with R ⊆ N ⊆ C. The map ϑ(x) = {n ∈ N : x ∈ Dn} is a ∆
1
1
redution of E to D(2N) . ✷ (Lemma and Case 1 )
Case 2: E $ E. Then the Σ11 set H = {x : [x]E $ [x]E
0
} (the union of all E-
lasses ontaining more than one E-lass) is non-empty.
Lemma 35.5. If X ⊆ H is a Σ11 set then E $ E on X .
Proof. Suppose that E ↾X = E ↾X. Then E = E on Y = [X]E as well. (If
y, y′ ∈ Y then there are x, x′ ∈ X suh that x E y and x′ E y′, so that if
y E y′ then xEx′ by transitivity, hene, xEx′, and y E y′ again by transitivity.)
It follows that E = E on an even bigger set, Z = [X]
E
. (Otherwise the Σ11 set
Y ′ = ZrY = {z : ∃x ∈ X (xEy∧x 6E y)} is non-empty and E-invariant, together
with Y, hene by Lemma 35.2 there is a E-invariant ∆11 set B with Y ⊆ B and
Y ′ ∩ B = ∅ , whih implies that no point in Y is E-equivalent to a point in Y ′,
ontradition.) Then by definition Z ∩H = ∅ . ✷ (Lemma)
Lemma 35.6. If A,B ⊆ H are non-empty Σ11 sets with AEB then there exist
non-empty disjoint Σ11 sets A
′ ⊆ A and B′ ⊆ B still satisfying A′ E B′ .
Proof. We assert that there are points a ∈ A and b ∈ B with a 6= b and a E b.
(Otherwise E is the equality on X = A ∪ B. Prove that then E = E on X,
a ontradition to Lemma 35.5. Take any x 6= y in X. Let U be a lopen set
ontaining x but not y. Then A = [U ∩X]E and C = [X rU ]E are two disjoint
E-invariant Σ11 sets ontaining resp. x, y. Then x E y fails by Lemma 35.2.)
Thus let a, b be as indiated. Let U be a lopen set ontaining a but not b.
Put A′ = A ∩ U ∩ [U∁]E and B
′ = B ∩ U∁ ∩ [U ]E . ✷ (Lemma)
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7.b Restrited produt foring
Reall that foring notions P and P2 were introdued in 5.. In ontinuation
of the proof of Theorem 35 (Case 2), let P
2 ↾ E be the olletion of all sets of
the form X × Y, where X, Y ⊆ NN are non-empty Σ11 sets and X E Y (whih
means here that [X]E = [Y ]E ). Easily P2 ⊆ P
2 ↾ E ⊆ P2 . The foring 17 P2 ↾ E
is not really a produt, yet if X × Z ∈ P2 ↾ E and ∅ 6= X ′ ⊆ X is Σ11 then
Z ′ = Z ∩ [X ′]E is Σ
1
1 and X
′ × Z ′ ∈ P2 ↾ E. It follows that any P2 ↾ E-generi
set G ⊆ P2 ↾ E produes a pair of P-generi sets Gleft = {domP : P ∈ G} and
Gright = {ranP : P ∈ G}, hene, produes a pair of P-generi reals x
G
left and
xGright, whose names will be
.
xleft and
.
xright .
Lemma 35.2. In the sense of the foring P
2 ↾ E, any P = X×Z ∈ P2 ↾ E fores
〈
.
xleft,
.
xright〉 ∈ P and fores
.
xleft E
.
xright, but H ×H fores
.
xleft 6E
.
xright .
Proof. To see that
.
xleft E
.
xright is fored suppose otherwise. Then, by the
definition of E, there is a ondition P = X × Z ∈ P2 ↾ E and an E-invariant ∆11
set B suh that P fores
.
xleft ∈ B but
.
xright 6∈ B. Then easily X ⊆ B but
Z ∩B = ∅, a ontradition with [X]E = [Z]E .
To see that H ×H fores
.
xleft 6E
.
xright suppose towards the ontrary that
some P = X × Z ∈ P2 ↾ E with X ∪ Z ⊆ H fores
.
xleft E
.
xright, thus,
(1) x E z holds for every P2 ↾ E-generi pair 〈x, z〉 ∈ P .
Claim 35.3. If x, y ∈ X are P-generi over M, and x E y, then x E y .
Proof. We assert that
(2) x ∈ A⇐⇒ y ∈ A holds for eah E-invariant Σ11 set A .
Indeed, if, say, x ∈ A but y 6∈ A then by the generiity of y there is a Σ11 set
C with y ∈ C and A ∩ C = ∅. As A is E-invariant, Lemma 35.2 yields an E-
invariant ∆11 set B suh that C ⊆ B but A ∩B = ∅. Then x 6∈ B but y ∈ B,
a ontradition to x E y .
Let {Dn}n∈N be an enumeration of all dense subsets of P
2 ↾ E whih are
oded in M. We define two sequenes P0 ⊇ P1 ⊇ ... and Q0 ⊇ Q1 ⊇ ... of
onditions Pn = Xn × Zn and Qn = Yn × Zn in P
2 ↾ E, so that P0 = Q0 = P,
x ∈ Xn and y ∈ Yn for any n, and finally Pn, Qn ∈ Dn−1 for n ≥ 1. If this is
done then we have a real z (the only element of
⋂
n Zn ) suh that both 〈x, z〉
and 〈y, z〉 are P2 ↾ E-generi, hene, x E z and y E z by (1), hene, x E y .
Suppose that Pn and Qn have been defined. As x is generi, there is (we
leave details for the reader) a ondition P ′ = A× C ∈ Dn and ⊆ Pn suh that
x ∈ A. Let B = Yn ∩ [A]E : then y ∈ B by (2), and easily [B]E = [C]E = [A]E
17
Over a ountable model M hosen in aordane with the requirements in Footnote 14.
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(as [Xn]E = [Zn]E = [Yn]E ), thus, B × C ∈ P
2 ↾ E, so there is a ondition
Q′ = V × W ∈ Dn and ⊆ B × C ⊆ Qn suh that y ∈ V. Put Yn+1 = V,
Zn+1 =W, and Xn+1 = A ∩ [W ]E . ✷ (Claim)
It follows that E = E on X. (Otherwise S = {〈x, y〉 ∈ X2 : x E y ∧ x 6E y} is
a non-empty Σ11 set, and any P2-generi pair 〈x, y〉 ∈ S implies a ontradition
to Claim 35.3. Reall that P2 = all non-empty Σ
1
1 subsets of (N
N)2.) But this
implies X ∩H = ∅ by Lemma 35.5, ontradition. ✷ (Lemma 35.2)
7. Splitting system
Let us fix enumerations {D(n)}n∈N, {D2(n)}n∈N, {D
2(n)}n∈N of all dense sub
sets of resp. P, P2, P
2 ↾ E, whih belong to M ; we assume that D(n+1) ⊆ D(n),
D2(n + 1) ⊆ D2(n), and D
2(n + 1) ⊆ D2(n). If u, v ∈ 2m (binary sequenes
of length m) have the form u = 0k ∧0∧w and v = 0k ∧1∧w for some k < m
and w ∈ 2m−k−1 then we all 〈u, v〉 a ruial pair . It an be proved, e. g., by
indution on m, that 2m is a onneted tree (i. e., a onneted graph without
yles) of ruial pairs, with sequenes beginning with 1 as the endpoints of the
graph. We define a system of sets Xu (u ∈ 2
<ω
) and Ruv , 〈u, v〉 being a ruial
pair, so that the following onditions are satisfied:
(i) Xu ∈ P, moreover, XΛ ⊆ H, and Xu ∈ D(n) for any u ∈ 2
n
;
(ii) Xu∧i ⊆ Xu for all u and i ;
(iii) Ruv ∈ P2, moreover, Ruv ∈ D2(n) for any ruial pair 〈u, v〉 in 2
n
;
(iv) Ruv ⊆ E and Xu Ruv Xv for any ruial pair 〈u, v〉 in 2
n
;
(v) Ru∧i , v∧i ⊆ Ruv ;
(vi) if u, v ∈ 2n and u(n − 1) 6= v(n − 1) then Xu × Xv ∈ D
2(n) and also
Xu ∩Xv = ∅ .
Note that (iv) implies that Xu E Xv for any ruial pair 〈u, v〉, hene, also for
any pair in 2n beause any u, v ∈ 2n are onneted by a unique hain of ruial
pairs. It follows that Xu ×Xv ∈ P
2 ↾ E for any pair of u, v ∈ 2n, for any n .
Assume that suh a system has been defined. Then for any a ∈ 2N the
sequene {Xa↾n}n∈N is P-generi over M, hene,
⋂
nXa↾n = {xa}, where xa is
P-generi, and the map a 7→ xa is ontinuous sine diameters of Xu onverge to
0 uniformly with lhu→ 0 by (i), and is 1− 1 by the last ondition of (vi).
Let a, b ∈ 2N. If a 6E0 b then, by (vi), 〈xa, xb〉 is a P
2 ↾ E-generi pair, hene,
xa 6E xb by Lemma 35.2. Now suppose that a E0 b, prove that then xa E xb. We
an suppose that a = w∧0∧c and b = w∧0∧c, where w ∈ 2<ω and c ∈ 2N
(indeed if a E
0
b then a, b an be onneted by a finite hain of suh speial
pairs). Then 〈xa, xb〉 is P2-generi, atually, the only member of the intersetion
7 THE 2ND DICHOTOMY 44⋂
n Rw∧0∧(c↾n) , w∧1∧(c↾n) by (iii) and (iv), in partiular, xa E xb beause we have
Ruv ⊆ E for all u, v .
Thus we have a ontinuous 1− 1 redution of E
0
to E.
✷ (Case 2 in Theorem 35 modulo the onstrution)
7.d Constrution of a splitting system
Let XΛ be any member of D(0) satisfying XΛ ⊆ H. Now suppose that Xs and
Rst have been defined for all s ∈ 2
n
and all ruial pairs in 2n, and extend
the onstrution on 2n+1. Temporarily, define Xs∧i = Xs and Rs∧i , t∧i = Rst :
this leaves R0n∧0 , 0n ∧1 still undefined, so we put R0n ∧0 , 0n∧1 = E ∩X0n ×X0n .
Note that the suh defined system of sets Xu and relations Ruv at level n + 1
satisfies all requirements of (i)  (vi) exept for the requirement of membership
in the dense sets  say in this ase that the system is oherent. It remains to
produe a still oherent system of smaller sets and relations whih also satisfies
the membership in the dense sets. This will be ahieved in several steps.
Step 1: ahieve that Xu ∈ D(n + 1) for any u ∈ 2
n+1. Take any partiular
u0 ∈ 2
n+1. There is, by the density, X ′u0 ∈ D(n + 1) and ⊆ Xu0 . Suppose
that 〈u0, v〉 is a ruial pair. Put R
′
u0,v = {〈x, y〉 ∈ Ru0,v : x ∈ X
′
u0} and X
′
v =
ranR′u0,v. This shows how the hange spreads along the whole set 2
n+1
viewed as
the tree of ruial pairs. Finally we obtain a oherent system with the additional
requirement that X ′u0 ∈ D(n+ 1). Do this onseutively for all u0 ∈ 2
n+1. The
total result  we re-denote it as still Xu and Ruv  is a oherent system with
Xu ∈ D(n+ 1) for all u. Note that still X0n∧0 = X0n ∧1 and
R0n∧0 , 0n ∧1 = E ∩ (X0n ∧0 ×X0n ∧1) . (∗)
Step 2: ahieve that Xs∧0 ×Xt∧1 ∈ D
2(n + 1) for all s, t ∈ 2n+1. Consider
a pair of u0 = s0
∧0 and v0 = t0
∧1 in 2n+1. By the density there is a set X ′u0 ×
X ′v0 ∈ D
2(n+1) and ⊆ Xu0×Xv0 . By definition we have X
′
u0 EX
′
v0 , but, due to
Lemma 35.6 we an maintain that X ′u0 ∩X
′
v0 = ∅. The two shokwaves, from
the hanges at u0 and v0, as in Step 1, meet only at the pair 0
m∧0, 0m∧1, where
the new sets satisfy X ′0m ∧0 E X
′
0m ∧1 just beause E-equivalene is everywhere
kept and preserved though the hanges. Now, in view of (∗), we an define
R
′
0n ∧0 , 0n∧1 = E∩ (X
′
0n ∧0 ×X
′
0n ∧1), preserving (∗) as well. All pairs onsidered,
we will be left with a oherent system of sets and relations, re-denoted as Xu
and Ruv, whih satisfies the D(n+ 1)-requirements in (i) and (vi).
Step 3: ahieve that Ruv ∈ D2(n + 1) for any ruial pair at level n + 1,
and also that X ′0n ∧0 ∩ X
′
0n ∧1 = ∅. Consider any ruial pair 〈u0, v0〉. If this
is not 〈0n∧0, 0n∧1p〉 then let R′u0v0 ⊆ Ru0v0 be any set in D2(n + 1). If this is
u0 = 0
n∧0 and v0 = 0
n∧1 then first we hoose (Lemma 35.6) disjoint non-empty
Σ11 sets U ⊆ X0n ∧0 and V ⊆ X0n ∧1 still with UEV, and only then a set R
′
u0v0 ⊆
E ∩ (U × V ) whih belongs to ∈ D2(n+ 1). In both ases, put X
′
u0 = domR
′
u0v0
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and X ′v0 = ranR
′
u0v0 . It remains to spread the hanges, along the hain of ruial
pairs, to the left of u0 and to the right of v0, exatly as in Case 1. Exeuting
suh a redution for all ruial pairs 〈u0, v0〉 at level n + 1 one by one, we end
up with a system of sets fully satisfying (i)  (vi).
✷ (Theorem 35)
7.e A foring notion assoiated with E
0
We here onsider the foring notion PE
0
/D(2N) (see 3.e), that will be denoted
by PE
0
below. Thus by definition PE
0
onsists of all Borel sets X ⊆ 2N suh
that E
0
↾ X is non-smooth while the related ideal IE
0
= IE
0
/D(2N) onsists of
all Borel sets X ⊆ 2N suh that E
0
↾X is smooth.
Lemma 36. (i) IE
0
is a σ-additive ideal. Let X ⊆ 2N be a Borel set.
(ii) X belongs to PE
0
iff E
0
⊑

E
0
↾X (by a ontinuous injetion).
(iii) X belongs to IE
0
iff E
0
↾X admits a Borel transversal.
Proof. (i) immediately follows from Theorem 28. In (ii), if X ∈ PE
0
then E
0
⊑

E
0
↾X by Theorem 35, while if E
0
⊑

E
0
↾X then E
0
↾X is not smooth sine E
0
itself is not smooth by Lemma 27(v). In (iii), if E
0
↾X admits a Borel transversal
then it is smooth by Lemma 27(i) and hene X belongs to IE
0
. To prove the
onverse apply Lemma 27(iii).
Note that any X ∈ PE
0
ontains a losed subset Y ⊆ X also in PE
0
by
Theorem 35. (Apply the theorem for E = E
0
↾X. As E
0
↾X is not smooth, we
have E
0
⊑

E
0
↾X, by a ontinuous redution ϑ. Take as Y the full image of
ϑ. Y is ompat, hene losed.) Suh sets Y an be hosen in a speial family.
Definition 37 (Zapletal [47℄). Suppose that two binary sequenes u0n 6= u
1
n ∈
2<ω of equal length lhu0n = lhu
1
n ≥ 1 are hosen for eah n, together with one
more sequene u0 ∈ 2
<ω. Define ϑ(a) = u0
∧u
a(0)
0
∧u
a(1)
1
∧ . . . for any a ∈ 2N.
Easily ϑ is a ontinuous injetion 2N → 2N, Y = ranϑ is a losed set in 2N, ϑ
witnesses E
0
⊑

E
0
↾ Y , and hene Y ∈ PE
0
.
Let P
′
E
0
denote the olletion of all sets Y definable in suh a form. ✷
Theorem 38 (Zapletal [47℄). P
′
E
0
is a dense subset of PE
0
: for any X ∈ P′
E
0
there exists Y ∈ PE
0
, Y ⊆ X. In addition, PE
0
fores that the old ontinuum
c remains unountable.
Proof. The proof employs splitting tehnique for the foring PE
0
. This tehnique
somewhat differs from the splittings used in the proof of Theorem 35. First of
all, as mentioned above, we an onsider only losed sets in PE
0
, that enables
us to replae the Gandy  Harrington stuff by a simple ompatness argument.
Seond, the equivalene relation onsidered has the form E
0
↾X.
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For any sequenes r, w ∈ 2<ω with lh r ≤ lhw, define rw ∈ 2<ω (the r-shift
of w ) so that lh rw = lhw and (rw)(k) = 1 − w(k) whenever k < lh r and
r(k) = 1, and (rw)(k) = w(k) otherwise. Clearly r(rw) = w. Similarly define
ra ∈ 2N for a ∈ 2N, and rX = {ra : a ∈ X} for any set X ⊆ 2N.
We are going to define sequenes u ∈ 2<ω and u0n 6= u
1
n ∈ 2
<ω (n ∈ N)
suh that lhu0n = lhu
1
n, as in Definition 37, and also a system of losed sets
Xs ∈ PE
0
(s ∈ 2<ω) satisfying the following:
(i) XΛ ⊆ X and Xs∧i ⊆ Xs ;
(ii) Xs ⊆ Ows , where ws = u0
∧u
s(0)
0
∧u
s(1)
1
∧ . . . ∧u
s(k−1)
k−1 ∈ 2
<ω, k = lh s, and
Ow = {a ∈ 2
N :w ⊂ a} for w ∈ 2<ω;
(iii) if s, t ∈ 2n for some n then Xt = wtwsXs .
Then define the map ϑ as in Definition 37. The set Y = ranϑ =
⋂
n
⋃
s∈2n Xs ⊆
X belongs to P′
E
0
, proving the density laim of the theorem.
Step 0 . We put XΛ = X and let u0 ∈ 2
<ω
be the largest sequene suh that
XΛ ⊆ Ou0 . Let ℓ0 = lhu0 .
Step 1 . Here we define ui0 and X〈i〉 for i = 0, 1. Let R be the set of all
sequenes r ∈ 2<ω ontaining at least one term equal to 1 (and hene ra 6= a for
any a). Consider the union Z =
⋃
r∈R Zr of all sets Zr = {a ∈ XΛ : ra ∈ XΛ};
eah Zr is losed. The differene D = XΛ r Z is pairwise E0-inequivalent,
hene D ∈ IE
0
by Lemma 36. Thus at least one of Zr, r ∈ R, belongs to
PE
0
by Lemma 36. Let r1 be any r ∈ R of this sort. Put ℓ1 = lh r1; learly
lhu0 = ℓ0 < ℓ1 and r1 ↾ ℓ0 onsists only of terms equal to 0 .
There is a sequene w〈0〉 ∈ 2
<ω
suh that lhw〈0〉 = ℓ1 and the set X〈0〉 =
Zr1∩Ow〈0〉 still belongs to PE0 . Put w〈1〉 = r1w〈0〉. Then the set X〈1〉 = r1X〈0〉 =
{r1a : a ∈ X〈0〉} = Zr1 ∩ Ow〈1〉 belongs to PE0 together with X〈0〉. Note that
u0 ⊂ w〈i〉, and hene there exist sequenes u
0
0 6= u
1
0 ∈ 2
<ω
of length ℓ1 − ℓ0
suh that w〈0〉 = u0
∧u00 and w〈1〉 = u0
∧u10. It follows from the onstrution that
w〈0〉w〈1〉 = r1, therefore X〈1〉 = w〈0〉w〈1〉X〈1〉, and (iii) holds.
Step 2 . Here we define ui1 for i = 0, 1 and Xs for s ∈ 2
<ω
with lh s = 2.
One again there is a sequene r2 ∈ R suh that the (losed) set Zr2 = {a ∈ X〈0〉 :
ra ∈ X〈0〉} still belongs to PE
0
. Put ℓ2 = lh r2; then lh r1 = ℓ1 < ℓ2 and r2 ↾ ℓ1
onsists only of terms equal to 0. One again there is a sequene w〈0,0〉 ∈ 2
<ω
suh
that lhw〈0,0〉 = ℓ2 and the set X〈0,0〉 = Zr2∩Ow〈0,0〉 belongs to PE0 . Put w〈0,1〉 =
r2w〈0,0〉. Then the set X〈0,1〉 = r2X〈0,0〉 = Zr2 ∩ Ow〈0,1〉 belongs to PE0 together
with X〈0,0〉. Also, put w〈1,i〉 = r1w〈0,i〉 and X〈1,i〉 = r1X〈0,i〉 = Zr2 ∩ Ow〈1,i〉
for i = 0, 1  these sets also belong to PE
0
. As for (iii) at this level, take, for
instane, s = 〈0, 1〉 and t = 〈1, 0〉. By definition X〈1,0〉 = r1X〈0,0〉 = r2r1X〈0,1〉,
on the other hand, w〈1,0〉 = r2r1w〈0,1〉, too.
Finally, there exist sequenes u01 6= u
1
1 ∈ 2
<ω
of length ℓ2 − ℓ1 suh that
w〈i,j〉 = u0
∧ui0
∧uj1 for i, j = 0, 1.
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Steps ≥ 3 . Et etera. The onstrution results in a system of sets and se
quenes satisfying requirements (i), (ii), (iii), as required.
To prove the additional laim of the theorem, the splitting onstrution has
to be modified so that for any n the sets Xs, s ∈ 2
n, belong to the n-th dense
subset of PE
0
, in the sense of a given ountable sequene of dense sets.
We observe that PE
0
as a foring is somewhat loser to Silver rather than
Saks foring. The property of minimality of the generi real, ommon to both
Saks and Silver, holds for PE
0
as well, the proof resembles known arguments,
but in addition the following is applied: if X ∈ PE
0
and f : X → 2N is a Borel
E
0
-invariant map (that is, x E
0
y =⇒ f(x) = f(y)) then f is onstant on a set
Y ∈ PE
0
, Y ⊆ X. 18
8 Ideal I1 and P-ideals
By definition the ideal Fin×0 = I1 onsists of all sets x ⊆ P(N × N) suh that
all, exept for finitely many, ross-setions (x)n = {k : 〈n, k〉 ∈ x} are empty.
8.a Ideals below I1
It turns out that there exist only three different ideals Borel reduible to I1,
they are Fin, the disjoint sum Fin ⊕P(N), and I1 itself.
Definition 39. An ideal I is a trivial variation of J if there is an infinite
set D suh that I ↾D ∼= J 19 while I ↾ ∁D = P(∁D). (The last ondition is
equivalent to I = {x : x ∩D ∈ I ↾D} .) ✷
Theorem 40 (Kehris [27℄). If I ≤
b
I1 is a Borel (nontrivial) ideal on N
then either I ∼= I1 or I is a trivial variation of Fin.
Exerise 40.1. Prove that any trivial variation of I1 is isomorphi to I1 while
any trivial variation of Fin is isomorphi either to Fin or to the disjoint sum
Fin ⊕P(N), e. g., realized in the form of {x ⊆ N : x ∩ odd ∈ Fin} . ✷
Proof (Theorem). We begin with another version of the method used in the
proof of Theorem 30. Suppose that {Bk}k∈N is a fixed system of Borel subsets
of P(N). (It will be speified later.) Then there exists an inreasing sequene of
integers 0 = n0 < n1 < n2 < ... and sets sk ⊆ [nk, nk+1) suh that
18
Suppose, for the sake of brevity, that X = 2N. For any n, the set Y 0n = {a : f(a)(n) = 0}
is Borel and E
0
-invariant. It follows that Y 0n is either meager or omeager. Put b(n) = 0 i
Y 0n is omeager. Then D = {a : f(a) = b} is omeager. A splitting onstrution as in the proof
of Theorem 38 yields a set Y ∈ PE
0
, Y ⊆ D .
19
Reall that I ∼= J means isomorphism via a bijetion between the underlying sets.
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(1) any x ⊆ N with ∀∞k (x ∩ [nk, nk+1) = sk) is generi
20
;
(2) if k′ ≥ k and u ⊆ [0, nk′) then u∪ sk′ deides Bk in the sense that either
any generi x ∈ P(N) with x ∩ [0, nk′+1) = u ∪ sk′ belongs to Bk or
any generi x with x ∩ [0, nk′+1) = u ∪ sk′ does not belong to Bk .
Now put D0 = {x ∪ S1 : x ⊆ Z0} and D1 = {x ∪ S0 : x ⊆ Z1}, where
S0 =
⋃
k s2k ⊆ Z0 =
⋃
k [n2k, n2k+1) , S1 =
⋃
k s2k+1 ⊆ Z1 =
⋃
k [n2k+1, n2k+2).
Clearly any x ∈ D0 ∪D1 is generi by (1), hene, by (2),
(3) eah Bk is lopen on both D0 and D1 .
As I ≤
b
I1, it follows from Lemma 1 (and the trivial fat that I1 ⊕I1 ∼=
I1 ) that there exists a ontinuous redution ϑ : P(N) → P(N × N) of I to
I1. Thus EI is the union of an inreasing sequene of (topologially) losed
ERs Rm ⊆ EI just beause I1 admits suh a form. We now require that {Bk}
inludes all sets Bml = {x ∈ P(N) : ∀ s ⊆ [0, l) x Rm (x∆ s)}. Then by (3) and
the ompatness of Di for any l there is m(l) ≥ l satisfying
(4) ∀x ∈ D0 ∪D1 ∀ s ⊆ [0, l) (x Rm(l) (x∆ s)) .
To prove the theorem it suffies to obtain a sequene x0 ⊆ x1 ⊆ x2 ⊆ ... of
sets xk ∈ I with I =
⋃
n P(xn) : that in this ase I is as required is an
easy exerise. As any topologially losed ideal is easily P(x) for some x ⊆ N,
it suffies to show that I is a union of a ountable sequene of losed subideals.
It suffies to demonstrate this fat separately for I ↾Z0 and I ↾Z1. Prove that
I ↾Z0 is a ountable union of losed subideals, ending the proof of the theorem.
If m ∈ N and s ⊆ u ⊆ Z0 are finite then let
Imus = {A ⊆ Z0 : ∀x ∈ D0 (x ∩ u = s =⇒ (x ∪ (Ar u)) Rm x)} .
Lemma 40.2. Sets Imus are losed topologially and under ∪, and I
m
us ⊆ I .
Proof. Imus are topologially losed beause so are Rm .
Suppose that A, B ∈ Imus. To prove that A ∪ B ∈ I
m
us, let x ∈ D0 satisfy
x∩u = s. Then x′ = x∪(Aru) ∈ D0 satisfies x′∩u = s, too, hene, as B ∈ Imus,
we have (x′ ∪ (B r u))Rm x′, thus, (x ∪ ((A ∪B)r u))Rm x′. However x′ Rm x
just beause A ∈ Imus. It remains to reall that Rm is a ER.
To prove that any A ∈ Imus belongs to I take x = s ∪ S1. Then we have
x ∪ (Ar u) Rm x, thus, A ∈ I as s is finite and Rm ⊆ EI . ✷ (Lemma)
Lemma 40.3. I ↾ Z0 =
⋃
m, u, s I
m
us .
20
We mean, Cohen generi over a ertain xed ountable transitive model M of a big enough
fragment of ZFC, whih ontains Borel odes for all sets Bk .
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Proof. Let A ∈ I , A ⊆ Z0. The sets Qm = {x ∈ D0 : (x∪A) Rm x} are losed
and satisfy D0 =
⋃
mQm. It follows that one of them has a non-empty interior
in D0, thus, there exist finite sets s ⊆ u ⊆ Z0 and some m0 with
∀x ∈ D0 (x ∩ u = s =⇒ (x ∪A) Rm0 x) .
This is not exatly what we need, however, by (4), there exists a number m =
max{m0,m(supu)} big enough for
∀x ∈ D0 : (x ∪A) Rm (x ∪ (Ar u)) .
It follows that A ∈ Imsu, as required. ✷ (Lemma)
Let Jmsu be the hereditary hull of I
m
su (all subsets of sets in I
m
su ). It follows
from Lemma 40.2 that any Jmsu is a topologially losed subideal of I ↾ Z0,
however, I ↾ Z0 is the union of those ideals by Lemma 40.3, as required.
8.b I1 and P-ideals
Thus I1 is a ≤b-minimal ideal over Fin : we have Fin <b I1 and the <b-
interval (Fin,I1) is empty. Although I1 is not the least over Fin, still it turns
out that I1 is the least among all Borel ideals whih are not P-ideals.
The next theorem is of great importane for the whole theory of Borel ideals.
Theorem 41 (Soleki [42, 43℄). The following families of ideals on N oinide :
(i) ideals of the form Exhϕ, where ϕ is a l. s. . submeasure on N ;
(ii) polishable ideals.
(iii) analyti P-ideals ;
(iv) analyti ideals I with I1 6≤rb I ;
(v) analyti ideals I suh that all ountable unions of I -small sets are I -
small, where a set X ⊆ P(N) is I -small if there is A ∈ I suh that
X ↾A = {x ∩A : x ∈ X} ⊆ P(A) is meager in P(A) .
It follows that all analyti P-ideals atually belong to Π03, just beause any
ideal of type (i) is easily Π03 .
Proof. The formal sheme of the proof is: (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) =⇒
(v) =⇒ (i). The hard part will be (v) =⇒ (i), the rest is rather elementary
but triky in some points. The elementary part of the proof is organized so that
the proofs that (i) ⇐⇒ (ii) and (iii) ⇐⇒ (iv) ⇐⇒ (v) and that the first group
implies the seond, are obtained independently of the hard part.
←−
Give
orollar
ies of
Thm 41⊣
(i) =⇒ (ii) If ϕ({n}) > 0 for all n then the required metri on I = Exhϕ
an be defined by dϕ(x, y) = ϕ(x∆ y). Then any set U ⊆ I open in the sense
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of the ordinary topology (the one inherited from P(N)) is dϕ-open, while any
dϕ-open set is Borel in the ordinary sense. In the general ase we assemble the
required metri of dϕ on the domain {n : ϕ({n}) > 0} and the ordinary Polish
metri on P(N) on the omplementary domain.
(ii) =⇒ (i) Let τ be a Polish group topology on I , generated by a ∆-
invariant ompatible metri d. It an be shown (Soleki [43, p. 60℄) that ϕ(x) =
supy∈I , y⊆x d(∅, x) is a l. s. . submeasure with I = Exhϕ. The key observation
is that for any x ∈ I the sequene {x ∩ [0, n)}n∈N d-onverges to x by the
last statement of Lemma 7, whih implies both that ϕ is l. s. . (beause the
supremum above an be restrited to finite sets y ) and that I = Exhϕ (where
the inlusion ⊇ needs another identity map argument).
(i) =⇒ (iii) That any I = Exhϕ, ϕ being l. s. ., is a P-ideal, is an easy
exerise: if x1, x2, x3, ... ∈ I then define an inreasing sequene of numbers
ni ∈ xi with ϕ(x ∩ [ni,∞)) ≤ 2
−n
and put x =
⋃
i(x ∩ [ni,∞)) .
Any of (iii), (i), (ii), (v) =⇒ (iv) This is beause I1 easily does not satisfy
any of the four properties indiated. For the formal purpose to omplete the proof
of Theorem 41, we need here only the impliation (iii) =⇒ (iv) .
(iv) =⇒ (v) Suppose that sets Xn ⊆ P(N) are I -small, so that Xn ↾ An
is meager in P(An) for some An ∈ I , but X =
⋃
nXn is not I -small, and
prove I1 ≤rb I . Arguing as in the proof of Theorem 30, we use the meagerness
to find, for any n, a sequene of pairwise disjoint non-empty finite sets wnk ⊆ xn,
k ∈ N, and subsets unk ⊆ w
n
k , suh that
(a) if x ⊆ N and ∃∞k (x ∩ wnk = u
n
k) then x 6∈ Xn .
Dropping some sets wnk away and reenumerating the rest, we an strengthen the
disjointness to the following: wnk ∩w
m
l = ∅ unless both n = m and k = l .
Now put wnij = w
n
2i(2j+1)−1
. The sets wij =
⋃
n≤iw
n
ij are still pairwise dis
joint, and satisfy the following two properties:
(b)
⋃
j wij ⊆ xn, hene, ∈ I , for any i ;
() if a set Z ⊆ N × N does not belong to I1, i. e., ∃
∞i ∃ j (〈i, j〉 ∈ Z), then
∀n ∃∞k (wnk ⊆ wZ), where wZ =
⋃
〈i,j〉∈K wij) .
We assert that the map 〈i, j〉 7→ wij witnesses I1 ≤
+
rb
I . (Then a simple
argument, as in the proof of Theorem 30, gives I1 ≤rb I .)
Indeed if Z ⊆ N × N belongs to I1 then wZ ∈ I by (b). Suppose that
Z 6∈ I1. It suffies to show that Xn ↾ wZ is meager in P(wZ) for any n. Note
that by () the set K = {k : wnk ⊆ wZ} is infinite and in fat wZ∩xn =
⋃
k∈K w
n
k .
Therefore, any x ⊆ wZ satisfying x ∩ w
n
k = u
n
k for infinitely many k ∈ K, does
not belong to Xn by (a). Now the meagerness of Xn ↾ wZ is lear.
(v) =⇒ (iii) This also is quite easy: if a sequene of sets Zn ∈ I witnesses
that I is not a P-ideal, then the union of I -small sets P(Zn) is not I -small.
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8. The hard part
We prove (v) =⇒ (i), the hard part of Theorem 41. A ouple of definitions before
the key lemma.
• Let C(I ) be the olletion of all hereditary (i. e., y ⊆ x ∈ K =⇒ y ∈ K )
ompat I -large sets K ⊆ P(N).
• Given sets A, B ⊆ P(N), let A+B = {x ∪ y : x ∈ A ∧ y ∈ B} .
Lemma 42. Assuming that I is of type (v), there is a ountable sequene
of sets Km ∈ C(I ) suh that for any set K ∈ C(I ) there are m, n with
Km +Kn ⊆ K .
Proof. Fix a ontinuous map f : NN
onto
−→ I . For any s ∈ N<ω, we define
Ns = {a ∈ N
N : s ⊂ a} and Bs = f Ns (the f -image of Ns ) .
Consider the set T = {s :Bs is I -large}. As I itself is learly I -large, Λ ∈ T.
On the other hand, the assumption (v) easily implies that T has no endpoints
and no isolated branhes, hene, P = {a ∈ NN : ∀n (a ↾ n ∈ T )} is a perfet set.
Moreover, As = f (P ∩ Ns) is I -large for any s ∈ T beause Bs r As is a
ountable union of I -small sets.
Now onsider any set K ∈ C(I ). By definition, if x, y ∈ I then Z =
x ∪ y ∈ I , thus, K ↾ Z is not meager in P(Z), hene, by the ompatness,
K ↾ Z inludes a basi nbhd of P(Z), hene, by the hereditarity, there is a
number n suh that Z ∩ [n,∞) ∈ K. We onlude that P 2 =
⋃
nQn, where
eah Qn = {〈a, b〉 ∈ P
2 : (f(a)∪ f(b))∩ [n,∞) ∈ K} is losed in P beause so is
K and f is ontinuous. Thus, there are s, t ∈ T suh that P 2∩ (Ns×Nt) ⊆ Qn,
in other words, (As + At) ↾ [n,∞) ⊆ K, hene, (As + At) ↾ [n,∞) ⊆ K, where
... denotes the topologial losure of the hereditary hull. Thus we an take, as
{Km}, all sets of the form Ksn = As ↾ n .
Using the fat that C(I ) is a filter (as easy exerise whih makes main use
if the hereditarity), we an define (still in the assumption that I is of type (v))
a ⊆-dereasing sequene of sets Kn ∈ C(I ) suh that
(1) for any K ∈ C(I ) there is n with Kn ⊆ K ,
and Kn+1 +Kn+1 ⊆ Kn for any n. Taking any other term of the sequene, we
an sharpen the latter requirement to
(2) for any n : Kn+1 +Kn+1 +Kn+1 ⊆ Kn .
This is the starting point for the onstrution of a l. s. . submeasure ϕ with
I = Exhϕ. Assuming that, in addition, K0 = P(N), let, for any x ∈ Pfin(N) ,
ϕ1(x) = inf { 2
−n : x ∈ Kn } , and
ϕ2(x) = inf {
∑m
i=1 ϕ1(xi) : m ≥ 1 ∧ xi ∈ Pfin(N) ∧ x ⊆
⋃m
i=1 xi } .
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Then set ϕ(x) = supn ϕ2(x∩ [0, n)) for any x ⊆ N. A routine verifiation shows
that ϕ submeasure and that I = Exhϕ. (See Soleki [43℄. To hek that any
x ∈ Exhϕ belongs to I we use the following observation: x ∈ I iff for any
K ∈ C(I ) there is n suh that x ∩ [0, n) ∈ K .)
✷ (Theorem 41)
Corollary 43. Suppose that J is an analyti P-ideal. Then any ideal I ≤
b
J
is an analyti P-ideal, too.
Proof. Use equivalene (iv)⇐⇒ (iii) of the theorem. (The result an be obtained
via a more diret argument, of ourse.)
9 Equivalene relation E
1
The ideal I1 naturally defines the ER E1 = EI1 on P(N × N) so that x E1 y
iff x∆y ∈ I1. We an as well onsider E1 as an ER on X
N
for any unountable
Polish spae X, defined as x E
1
y iff x(k) = y(k) for all but finite k.
9.a E
1
and hypersmoothness
The following notation will be rather useful in our study of subsets of P(N)N
or (2N)N. If x is a funtion defined on N then, for any n, let
x ↾<n = x ↾ [0, n) , x ↾≤n = x ↾ [0, n] , x ↾>n = x ↾ (n,∞) , x ↾≥n = x ↾ [n,∞) .
For any set X of N-sequenes, let X ↾<n = {x ↾<n : x ∈ X}, and similarly for
≤, >, ≥. If ξ ∈ X ↾>n then let SX(ξ) = {x(n) : x ∈ X ∧ x ↾>n = ξ}.
Reall that a hypersmooth ER is a ountable inreasing union of Borel smooth
ERs. The following lemma shows that E
1
is universal in this lass.
Lemma 44. For a Borel ER E to be hypersmooth it is neessary and suffiient
that E ≤
b
E
1
.
Proof. Let X be the domain of E. Assume that E is hypersmooth, i. e., E =⋃
n En, where x En y iff ϑn(x) = ϑn(y), eah ϑn : X → P(N) is Borel, and
En ⊆ En+1, ∀n. Then ϑ(x) = {ϑn(x)}n∈N witnesses E ≤b E1. Conversely, if
ϑ : X→ P(N)N is a Borel redution of E to E
1
then the sequene of ERs xEn y
iff ϑ(x) ↾≥n = ϑ(y) ↾≥n witnesses that E is hypersmooth.
This Subsetion ontains a ouple of results whih desribe the relationships
between hypersmooth and ountable ERs. The following result is given in [29℄
with a referene to earlier papers.
Lemma 45. (i) E
1
is not essentially ountable, i. e., there is no Borel ount
able (that is, with at most ountable lasses) ER E suh that E
1
≤
b
E .
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(ii) E
0
<
b
E
1
, in other words, Fin <
b
I1 .
Proof. (i) (A version of the argument in [29℄, 1.4 and 1.5.) Let X be the domain
of E, and ϑ : P(N)N → X a Borel map satisfying x E
1
y =⇒ ϑ(x) F ϑ(y). Then
ϑ is ontinuous on a dense Gδ set D ⊆ P(N)
N. We begin with a few definitions.
Let generi mean Cohen generi over a ertain fixed ountable transitive model
M of a big enough fragment of ZFC, whih ontains odes for D, ϑ ↾D, X .
We are going to define, for any k, a pair of xk 6= yk ∈ P(N), a number ℓ(k)
and a tuple ζk ∈ P(N)
ℓ(k)
suh that
(1) both x = 〈x0〉
∧ζ0
∧〈x1〉
∧ζ1
∧... and y = 〈y0〉
∧ζ0
∧〈y1〉
∧ζ1
∧... are generi
elements of P(N)N ;
(2) for any k, ζ≤k = 〈x0, y0〉
∧ζ0
∧〈x1, y1〉
∧ζ1
∧...∧〈xk, yk〉
∧ζk is generi, hene,
so are ξ≤k = 〈x0〉
∧ζ0...
∧〈xk〉
∧ζk and η≤k = 〈y0〉
∧ζ0...
∧〈yk〉
∧ζk ;
(3) for any k and any z ∈ P(N)N suh that ζ≤k
∧z is generi we have
ϑ(ξ≤k
∧z) = ϑ(η≤k
∧z) .
If this is done then we an hoose, using (2), a point z(k) ∈ P(N)
N
for any k
so that ζ≤k
∧z(k) ∈ P(N)
N
is generi, hene, by (3), for x(k) = ξ≤k
∧z(k)) and
y(k) = η≤k
∧z(k)) we have ϑ(x(k)) = ϑ(y(k)). Note that x(k) → x and y(k) → y,
and on the other hand, all of x(k), x, y(k), y belong to D beause all are generi.
It follows that ϑ(x) = ϑ(y) by the hoie of D. However obviously ¬ x E
1
y, so
that ϑ is not a redution, as required.
To define x0, y0, ζ0 note that, by an ordinary splitting argument, there is a
set X ⊆ P(N) of ardinality c and z ∈ P(N)N suh that 〈a, b〉∧z is generi
for any two a 6= b ∈ X. In partiular, all 〈a〉∧z, a ∈ X, are generi. But all
of them are pairwise E
1
-equivalent, hene, ϑ sends all of them into one and the
same F-lass, whih is a ountable set by the hoie of F. It follows that there is
a pair of a 6= b in X suh that ϑ(〈a〉∧z) 6= ϑ(〈b〉∧z). This equality is a property
of the generi objet 〈a, b〉∧z, hene, it is fored in the sense that there is a
number ℓ suh that ϑ(〈a〉∧z′) 6= ϑ(〈b〉∧z′) whenever 〈a, b〉∧z′ is generi with
z′ ↾ ℓ = z ↾ ℓ. Put x0 = a, y0 = b, ζ0 = z ↾ ℓ.
The indution step is arried out by the same argument.
(ii) That E
0
≤
b
E
1
is witnessed by the map f(x) = {〈0, n〉 : n ∈ x}.
While E
1
is not ountable, the onjuntion of hypersmootheness and ount
ability haraterizes the essentially more primitive lass of hyperfinite ERs.
9.b The 3rd dihotomy
The following major result is alled the 3rd dihotomy theorem.
Theorem 46 (Kehris and Louveau [29℄). Suppose that E is a Borel ER on
some Polish spae, and E ≤
b
E
1
. Then either E ≤
b
E
0
or E
1
≤
b
E .
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Proof. Starting the proof, we may assume that E is a ∆11 ER on P(N), and
that there is a redution ρ of E to E
1
, of lass ∆11. Then R = ran ρ is a Σ
1
1
subset of P(N)N. The idea behind the proof is to show that the set R is either
small enough for E
1
↾R to be Borel reduible to E
0
, or otherwise it is big enough
to ontain a losed subset X suh that E
1
↾X is Borel isomorphi to E
1
.
Relations ≺ and 4 will denote the inverse order relations on N, i. e., m 4 n
iff n ≤ m, and m ≺ n iff n < m. If x ∈ P(N)N then x ↾4n denotes the
restrition of x (a funtion defined on N ) on the domain 4 n, i. e., [n,∞).
If X ⊆ P(N)N then let X ↾4n = {x ↾4n : x ∈ X}. Define x ↾≺n and X ↾≺n
similarly. In partiular, P(N)N ↾4n = P(N)4n = P(N)[n,∞).
For a sequene x ∈ P(N)4n, let depx (the depth of x) be the number (finite
or ∞) of elements of the set ∇(x) = {j 4 n : x(j) 6∈ ∆11(x ↾≺j)}. The formula
depx ≥ d (of two variables, d running over N ∪ {∞}) is obviously Σ11 .
We have two ases:
Case 1: all x ∈ R = ran ρ satisfy depx <∞ .
Case 2: there exist x ∈ R with depx =∞ .
Case 1 is the easier ase. First of all we observe that R, a Σ11 set, is a
subset of the Π11 set Z = {x : depx < ∞}, hene, there is a ∆
1
1 set Y with
ran ρ ⊆ Y ⊆ Z. The following lemma ends the argument.
Lemma 46.1. Suppose that X ⊆ P(N)N is a ∆11 set and any x ∈ X satisfies
depx <∞. Then E1 ↾X ≤b E0 .
Proof. By the hoie of X for any x ∈ X there is a number n suh that
∀m 4 n (x(m) ∈ ∆11(x ↾≺m)). As the relation between x and n here is learly
Π11 , the Kreisel seletion theorem yields a ∆
1
1 map ν : X → N suh that
x(m) ∈ ∆11(x ↾≺n) holds whenever x ∈ X and m 4 ν(x). Now define, for eah
x ∈ X, ϑ(x) ∈ P(N)N as follows: ϑ(x) ↾4ν(x) = x ↾4ν(x), but ϑ(x)(j) = ∅ for
all j < ν(x). Note that x E1 ϑ(x) for any x ∈ X .
The other important thing is that ranϑ ⊆ Z = {x ∈ P(N)N : depx = 0},
where Z is a Π11 set, hene, there is a ∆
1
1 set Y with ranϑ ⊆ Y ⊆ Z. In
partiular ϑ redues E1 ↾ X to E1 ↾ Y. We observe that E1 ↾ Y is a ountable
ER: any E1-lass in P(N)
N
intersets Y by an at most ountable set (as so is
the property of Z, a bigger set). Thus, E
1
↾ Y is hyperfinite by Theorem 32.
9. Case 2
Sine depx =∞ is a Σ11 formula, it suffies to show that for any non-empty Σ
1
1
set R ⊆ P(N)N with ∀x ∈ R (depx = ∞) we have a ∆11 subset X ⊆ R with
E1 ≤b E1 ↾X. Fix a set R, as indiated, for the ourse of the proof. The subset
X of R will be defined with the help of a splitting onstrution developed in [23℄
for the study of illfounded Saks iterations.
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We shall define a map ϕ : N→ N, whih assumes infinitely many values and
assumes eah its value infinitely many times (but ranϕ may be a proper subset
of N ), and, for eah u ∈ 2<ω, a non-empty Σ11 subset Xu ⊆ R, whih satisfy a
quite long list of properties. First of all, if ϕ is already defined at least on [0, n)
and u 6= v ∈ 2<ω then let νϕ[u, v] = min4{ϕ(k) : k < n ∧ u(k) 6= v(k)}. (Note
that the minimum is taken in the sense of 4, hene, it is max in the sense of ≤,
the usual order). Separately, put ϕ[u, u] = −1 for any u .
Now we give the list of requirements.
(i) if ϕ(n) 6∈ {ϕ(k) : k < n} then ϕ(n) ≺ ϕ(k) for any k < n ;
(ii) every Xu is a non-empty Σ
1
1 subset of R ;
(iii) if u ∈ 2n, x ∈ Xu, and k < n, then ϕ(k) ∈ ∇(x) ;
(iv) if u, v ∈ 2n then Xu ↾≺νϕ[u,v] = Xv ↾≺νϕ[u,v] ;
(v) if u, v ∈ 2n then Xu ↾4νϕ[u,v] ∩Xv ↾4νϕ[u,v] = ∅ ;
(vi) Xu∧i ⊆ Xu for all u ∈ 2
<ω
and i = 0, 1 ;
(vii) maxu∈2n diamXu → 0 as n → ∞ (a reasonable Polish metri on P(N)
N
is assumed to be fixed);
(viii) a ertain ondition, in terms of the Choquet game, whih onnets eah
Xu∧i with Xu so that, as a onsequene,
⋂
nXa↾n 6= ∅ for any a ∈ 2
N
.
Let us demonstrate how suh a system of sets and a funtion ϕ aomplish
Case 2. Aording to (vii) and (viii), for any a ∈ 2N the intersetion
⋂
nXa↾n
ontains a single point, let it be F (a), and F is ontinuous and 1− 1 .
Put J = ranϕ = {jm :m ∈ N}, in the <-inreasing order; J ⊆ N is infinite.
Let n ∈ N. Then ϕ(n) = jm for some (unique) m : we put ψ(n) = m. Thus
ψ : N
onto
−→ N and the preimage ψ−1(m) = ϕ−1(jm) is an infinite subset of N
for any m. This allows us to define a parallel system of sets Yu, u ∈ 2
<ω, as
follows. Put YΛ = P(N)
N. Suppose that Yu has been defined, u ∈ 2
n. Put
j = ϕ(n) = jψ(n). Let K be the number of all indies k < n still satisfying
ϕ(k) = j, perhaps K = 0. Put Yu∧i = {x ∈ Yu : x(j)(K) = i} for i = 0, 1 .
Eah of Yu is learly a basi lopen set in P(N)
N, and one easily verifies that
onditions (i)  (vii), exept for (iii), are satisfied for the sets Yu (instead of Xu )
and the map ψ (instead of ϕ), in partiular, for any a ∈ 2N,
⋂
n Ya↾n = {G(a)}
is a singleton, and the map G is ontinuous and 1−1. (We an, of ourse, define
G expliitly: G(a)(m)(l) = a(n), where n ∈ N is hosen so that ψ(n) = m and
there is exatly l numbers k < n with ψ(k) = m .) Note finally that {G(a) :
a ∈ 2N} = P(N)N sine by definition Yu∧1 ∪ Yu∧0 = Yu for all u .
We onlude that the map ϑ(x) = F (G−1(x)) is a ontinuous bijetion
(hene, in this ase, a homeomorphism by ompatness) P(N)N
onto
−→ X. We
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further assert that ϑ satisfying the following: for eah y, y′ ∈ P(N)N and m ,
y ↾4m = y
′ ↾4m iff ϑ(y) ↾4jm = ϑ(y
′) ↾4jm . (∗)
Indeed, let y = G(a) and x = F (a) = ϑ(y), and similarly y′ = G(a′) and
x′ = F (a′) = ϑ(y′), where a, a′ ∈ 2N. Suppose that y ↾4m = y′ ↾4m . Aording
to (v) for ψ and the sets Yu, we then have m ≺ νψ[a ↾ n, a
′ ↾ n] for any n.
It follows, by the definition of ψ, that jm ≺ νϕ[a ↾ n, a′ ↾ n] for any n, hene,
Xa↾n ↾4jm = Xa↾n ↾4jm for any n by (iv). Assuming now that Polish metris on
all spaes P(N)4j are hosen so that diam Z ≥ diam (Z ↾4j) for all Z ⊆ P(N)
and j, we easily obtain that x ↾4jm = x
′ ↾4jm , i. e., the right-hand side of (∗).
The inverse impliation in (∗) is proved similarly.
Thus we have (∗), but this means that ϑ is a ontinuous redution of E
1
to
E
1
↾X, thus, E
1
≤
b
E
1
↾X, as required.
✷ (Theorem 46 modulo the onstrution (i)  (viii))
9.d The onstrution
Reall that R ⊆ P(N)N is a fixed non-empty Σ11 set suh that depx = ∞ for
eah x ∈ R. Set XΛ = R .
Now suppose that the sets Xu ⊆ R with u ∈ 2
n
have been defined and
satisfy the appliable part of (i)  (viii).
Step 1. Our 1st task is to hoose ϕ(n). Let {j1 < ... < jm} = {ϕ(k) : k < n}.
For any 1 ≤ p ≤ m, let Np be the number of all k < n with ϕ(k) = jp.
Case 1a. If some numbers Np are < m then hoose ϕ(n) among jp with the
least Np, and among them the least one.
Case 1b: Np ≥ m (then atually Np = m) for all p ≤ m. It follows from our
assumptions, in partiular (iv), that Xu ↾≺jm = Xv ↾≺jm for all u, v ∈ 2
n. Let
Y = Xu ↾≺jm for any suh u. Take any y ∈ Y. Then ∇(y) is infinite, hene,
there is some j ∈ ∇(y) with j ≺ jm. Put ϕ(n) = j .
We have something else to do in this ase. Let X ′u = {x ∈ Xu : j ∈ ∇(y)}
for any u ∈ 2m. Then we easily have X ′u = {x ∈ Xu : x ↾≺jm ∈ Y
′}, where
Y ′ = {y ∈ Y : j ∈ ∇(y)} is a non-empty Σ11 set, so that the sets X
′
u ⊆ Xu are
non-empty Σ11 . Moreover, as jm is the 4-least in {ϕ(k) : k < n}, we an easily
show that the system of sets X ′u still satisfies (iv). This allows us to assume,
without any loss of generality, that, in Case 1b, X ′u = Xu for all u, or, in other
words, that any x ∈ Xu for any u ∈ 2
n
satisfies j = ϕ(n) ∈ ∇(x). (This is true
in Case 1a, of ourse, beause then ϕ(n) = ϕ(k) for some k < n .)
Note that this manner to hoose ϕ(n) implies (i) and also implies that ϕ
takes infinitely many values and takes eah its value infinitely many times.
The ontinuation of the onstrution requires the following
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Lemma 46.2. If u0 ∈ 2
n
and X ′ ⊆ Xu0 is a non-empty Σ
1
1 set then there is
a system of Σ11 sets ∅ 6= X
′
u ⊆ Xu with X
′
u0 = X
′, whih still satisfies (iv).
Proof. For any u ∈ 2n, let X ′u = {x ∈ Xu : x ↾≺n(u) ∈ X
′ ↾≺n(u)}, where n(u) =
νϕ[u, u0]. In partiular, this gives X
′
u0 = X
′, beause νϕ[u0, u0] = −1. The sets
X ′u are as required, via a routine verifiation. ✷ (Lemma)
Step 2 . First of all put j = ϕ(n) and Yu = Xu ↾≺j . (All Yu are equal to
Y in Case 1b, but the argument pretends to make no differene between 1a
and 1b). Take any u1 ∈ 2
n. By the onstrution any element x ∈ Xu1 satisfies
j ∈ ∇(x), so that x(j) 6∈ ∆11(x ↾≺j). As Xu1 is a Σ
1
1 set, it follows that {x
′(j) :
x′ ∈ Xu1 ∧ x
′ ↾≺j = x ↾≺j} is not a singleton, in fat is unountable. It follows
that there is a number lu1 having the property that the Σ
1
1 set
Y ′u1 = {y ∈ Yu1 : ∃x, x
′ ∈ Xu1 (x
′ ↾≺j = x ↾≺j = y ∧ lu1 ∈ x(j) ∧ lu1 6∈ x
′(j))}
is non-empty. We now put X ′ = {x ∈ Xu1 : x ↾≺j ∈ Y
′
u1} and define Σ
1
1 sets
∅ 6= X ′u ⊆ Xu as in the lemma, in partiular, X
′
u1 = X
′, X ′u1 ↾≺j = Y
′
u1 , still (iv)
is satisfied, and in addition
∀ y ∈ X ′u1 ↾≺j ∃x, x
′ ∈ X ′u1 (x
′ ↾≺j = x ↾≺j = y ∧ lu1 ∈ x(j) ∧ lu1 6∈ x
′(j)) (1)
Now take some other u2 ∈ 2
n. Let ν = νϕ[u1, u2]. If j ≺ ν then Xu1 ↾≺j =
Xu2 ↾≺j , so that we already have, for lu2 = lu1 , that
∀ y ∈ X ′u2 ↾≺j ∃x, x
′ ∈ X ′u2 (x
′ ↾≺j = x ↾≺j = y ∧ lu2 ∈ x(j) ∧ lu2 6∈ x
′(j)) , (2)
and an pass to some u3 ∈ 2
n. Suppose that ν 4 j. Now things are somewhat
nastier. As above there is a number lu2 suh that
Y ′u2 = {y ∈ Yu2 : ∃x, x
′ ∈ Xu2 (x
′ ↾≺j = x ↾≺j = y ∧ lu2 ∈ x(j) ∧ lu2 6∈ x
′(j))}
is a non-empty Σ11 set, thus, we an define X
′′ = {x ∈ Xu1 : x ↾≺j ∈ Y
′
u1} and
maintain the onstrution of Lemma 46.2, getting non-empty Σ11 sets X
′′
u ⊆ X
′
u
still satisfying (iv) and X ′′u2 = X
′′, therefore, we still have (2) for the set X ′′u2 .
Yet it is most important in this ase that (1) is preserved, i. e., it still holds for
the set X ′′u1 instead of X
′
u1 ! Why is this ? Indeed, aording to the onstrution
in the proof of Lemma 46.2, we have X ′′u1 = {x ∈ X
′
u1 : x ↾≺ν ∈ X
′′ ↾≺ν}. Thus,
although, in priniple, X ′′u1 is smaller than X
′
u1 , for any y ∈ X
′′
u1 ↾≺j we have
{x ∈ X ′′u1 : x ↾≺j = y} = {x ∈ X
′
u1 : x ↾≺j = y} ,
simply beause now we assume that ν 4 j. This implies that (1) still holds.
Iterating this onstrution so that eah u ∈ 2n is eventually enountered, we
obtain, in the end, a system of non-empty Σ11 sets, let us all them new Xu,
but they are subsets of the original Xu, still satisfying (iv), still satisfying that
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ϕ(n) ∈ ∇(x) for eah x ∈
⋂
u∈2n Xu, and, in addition, for any u ∈ 2
n
there is a
number lu suh that j ≺ νϕ[u, v] =⇒ lu = lv and
∀ y ∈ Xu ↾≺j ∃x, x
′ ∈ Xu (x
′ ↾≺j = x ↾≺j = y ∧ lu ∈ x(j) ∧ lu 6∈ x
′(j)) . (∗)
Step 3 . We define the (n+ 1)-th level of sets by Xu∧0 = {x ∈ Xu : lu ∈ x(j)}
and Xu∧1 = {x ∈ Xu : lu 6∈ x(j)} for all u ∈ 2
n, where still j = ϕ(n). It follows
from (∗) that all these Σ11 sets are non-empty.
Lemma 46.3. The just defined system of sets Xs, s ∈ 2
n+1, satisfies (iv), (v).
Proof. Let s = u∧i and t = v∧i′ belong to 2n+1, so that u, v ∈ 2n and
i, i′ ∈ {0, 1}. Let ν = νϕ[u, v] and ν
′ = νϕ[s, t] .
Case 3a: ν 4 j = ϕ(n). Then easily ν = ν ′, so that (v) immediately follows
from (v) at level n for Xu and Xv. As for (iv), we have Xs ↾≺ν = Xu ↾≺ν (be
ause by definition Xs ↾≺j = Xu ↾≺j ), and similarly Xt ↾≺ν = Xv ↾≺ν , therefore,
Xt ↾≺ν′ = Xs ↾≺ν′ sine Xu ↾≺ν = Xv ↾≺ν by (iv) at level n.
Case 3b: j ≺ ν and i = i′. Then still ν = ν ′, thus we have (v). Further,
Xu ↾≺ν = Xv ↾≺ν by (iv) at level n, hene, Xu ↾4j = Xv ↾4j, hene, lu = lv (see
above). Now, assuming that, say, i = i′ = 1 and lu = lv = l, we onlude that
Xs ↾≺ν′ = {y ∈ Xu ↾≺ν : l ∈ y(j)} = {y ∈ Xv ↾≺ν : l ∈ y(j)} = Xt ↾≺ν′ .
Case 3: j ≺ ν and i 6= i′, say, i = 0 and i′ = 1. Now ν ′ = j. Yet by
definition Xs ↾≺j = Xu ↾≺j and Xt ↾≺j = Xv ↾≺j, so it remains to apply (iv) for
level n. As for (v), note that by definition l 6∈ x(j) for any x ∈ Xs = Xu∧0
while l ∈ x(j) for any x ∈ Xt = Xv∧1, where l = lu = lv . ✷ (Lemma)
Step 4 . In addition to (iv) and (v), we already have (i), (ii), (iii), (vi) at level
n+1. To ahieve the remaining properties (vii) and (viii), it suffies to onsider,
one by one, all elements s ∈ 2n+1, finding, at eah suh a substep, a non-empty
Σ11 subset of Xs whih is onsistent with the requirements of (vii) and (viii) (for
instane, for (vii), just take it so the diameter is ≤ 2−n ), and then reduing all
other sets Xt by Lemma 46.2 at level n+ 1 .
✷ (Constrution and Theorem 46)
9.e Above E
1
Reall that an embedding is a 1−1 redution, and an invariant embedding is an
embedding ϑ suh that its range is an invariant set, see Subsetion 1.d above.
Theorem 47 (Kehris and Louveau [29℄). Suppose that E
1
≤
b
F, where F is
an analyti ER on a Polish spae Y. Then both E
1
⊑

F and E
1
⊑i
b
F .
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Proof. To prove the first statement, let 4 be the inverted order on N, i. e.,
m 4 n iff n ≤ m. Let P be the olletion of all sets P ⊆ P(N)N suh that
there is a ontinuous 1− 1 map η : P(N)N
onto
−→ P suh that we have
x ↾4n = y ↾4n ⇐⇒ η(x) ↾4n = η(y) ↾4n
for all n and x, y ∈ P(N)N, where x ↾4n = {xi}i4n for any x = {xi} ∈ P(N)N.
Clearly any suh a map is a ontinuous embedding of E
1
into itself.
This set P is a foring notion to extend the universe by a sequene of reals
xi so that eah xn is Saksgeneri over {xi}i4n, an example of iterated Saks
extensions with an ill-founded skeleton of iteration, whih we defined in [23℄.
Here, the skeleton is N with the inverted order 4 .
The method of [23℄ ontains a study of ontinuous and Borel funtions on
sets in P. In partiular it is shown there that Borel maps admit the following
ofinal lassifiation on sets in P : if Y is Polish, P ′ ∈ P, and ϑ : P ′ → Y is
Borel then there is a set P ∈ P, P ⊆ P ′, on whih ϑ is ontinuous, and either
a onstant or, for some n, 1− 1 on P ↾4n in the sense that,
for all x, y ∈ P : x ↾4n = y ↾4n ⇐⇒ ϑ(x) = ϑ(y) . (∗)
We apply this to a Borel map ϑ : P(N)N → Y whih redues E
1
to F. We
begin with P ′ = P(N)N and find a set P ∈ P as indiated. Sine ϑ annot be
a onstant on P (indeed, any P ∈ P ontains many pairwise E
1
-inequivalent
elements), we have (∗) for some n. In other words, there is a 1− 1 ontinuous
map f : P ↾4n → Y (where P ↾4n = {x ↾4n : x ∈ P}) suh that ϑ(x) = f(x ↾4n)
for all x ∈ P. Now, let x = {xi}i∈N ∈ P(N)
N. Define ζ(x) = z = {zi}i∈N so
that zi = ∅ for i < n and zn+i = xi for all i. Finally set ϑ
′(x) = f(η(ζ(x)) ↾4n)
for all x ∈ P(N)N : this is a ontinuous embedding of E
1
in F .
Now we prove the seond laim. We an assume that Y = P(N) and that
ϑ : P(N)N → P(N) is already a ontinuous embedding E
1
into F. Let Y =
ranϑ and Z = [Y ]F. Normally Y, Z are analyti, but in this ase they are
even Borel. Indeed Z is the projetion of P = {〈z, x〉 : z F ϑ(x)}, a Borel subset
of P(N) × P(N)N whose all ross-setions are E
1
-equivalene lasses, i. e., σ-
ompat sets. It is known that in this ase Z is Borel and, moreover, there is a ←−
referene⊣
Borel map f : Z → P(N)N suh that f(z) E
1
x whenever z F ϑ(x) .
We an onvert f to a 1 − 1 map g : P(N) → P(N)N with the same
properties: g(z)n = f(z)n for n ≥ 1, but g(z)0 = z. Then f : P(N)
N → Z ⊆
P(N) and g : Z → P(N)N are Borel 1−1 maps (ϑ is even ontinuous, but this
does not matter now), and, for any x ∈ P(N)N, ϑ maps [x]E
1
into [ϑ(x)]F ⊆ Z,
and g maps [ϑ(x)]F bak into [x]E
1
. It remains to apply the onstrution from
the Cantor  Bendixson theorem, to get a Borel embedding, say, F of E
1
into
F with ranF = Z, i. e., an invariant embedding.
The following theorem shows that orbit equivalene relations of Polish group
ations annot redue E
1
.
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Theorem 48 (Kehris and Louveau [29℄). Suppose that G is a Polish group and
X is a Borel G-spae. Then E
1
is not Borel reduible to E
X
G
.
Proof. Towards the ontrary, let ϑ : P(N)N → X be a Borel redution of E
1
to
E. We an assume, by Theorem 47, that ϑ is in fat an invariant embedding, i. e.,
1 − 1 and Y = ranϑ is an E-invariant set. Define, for g ∈ G and x ∈ P(N)N,
g · x = ϑ−1(g · ϑ(x)). Then this is a Borel ation of G on P(N)N suh that the
indued relation E
P(N)N
G
oinides with E
1
.
Let us fix x ∈ P(N)N.
Consider any y = {yn}n ∈ [x]E
1
. Then [x]E
1
=
⋃
nCn(y), where eah set
Cn(y) = {y
′ ∈ P(N)N : ∀m ≥ n (yn = y
′
n)} is Borel (even ompat). It follows
that G =
⋃
nGn(y), where eah Gn(y) = {g ∈ G : g(x) ∈ Cn(y)} is Borel. Thus,
as G is Polish, there is a number n suh that Gn(y) is not meager in G (then
this will hold for all n′ ≥ n, of ourse). Let n(y) be the least suh an n .
We assert that for any n the set Yn(x) = {y ↾ [n,∞) : y ∈ [x]E
1
∧ n(x) = n}
is at most ountable. Indeed suppose that Yn(x) is not ountable. Note that if
y1 and y2 in [x]E
1
have different restritions yi ↾ [n,∞) then the sets Cn(y1)
and Cn(y2) are disjoint, therefore, the sets Gn(y1) and Gn(y2) are disjoint,
so we would have unountably many pairwise disjoint non-meager sets in G,
ontradition. Thus all sets Yn(x) are ountable.
It is most important that Yn(x) depends on [x]E
1
rather than x itself, more
exatly, if x′ ∈ [x]E
1
then Yn(x) = Yn(x
′) : this is beause any set Gn(y) in the
sense of x′ is just a shift, within G, of Gn(y) in the sense of x. Therefore, putting
Y (x) =
⋃
n{u¯ : u ∈ Yn(x)}, where, for u ∈ P(N)
[n,∞), u¯ ∈ P(N)N is defined
by u¯ ↾ [n,∞) = u and u¯(k) = ∅ for k < n, we have the set Y =
⋃
x∈P(N)N Y (x)
with the property that Y ∩ [x]E
1
is non-empty and at most ountable for any
x ∈ P(N)N .
The other important fat is that the relation y ∈ Y (x) is Borel: this is
beause it is assembled from Borel relations via the Vaught quantifier there
exists nonmeager-many, known to preserve the Borelness. It follows that ←−
referene⊣
Y = {y : ∃x (y ∈ Yx)} = {y : ∀x (x ∈ [y]E
1
=⇒ y ∈ Y (x)}
is a Borel subset of P(N)N. By the uniformization theorem for Borel sets with ←−
referene⊣
ountable setions, there is a Borel map f defined on P(N)N so that f(x) ∈
Y (x) for any x, whih implies E
1
≤
b
E
1
↾ Y . On the other hand, E
1
↾ Y is a
ountable ER by the above, whih is a ontradition to Lemma 45.
10 Ations of the infinite symmetri group
This Setion is onneted with the next one (on turbulene). We onentrate on
a main result in this area, due to Hjorth, that turbulent ERs are not reduible
to those indued by ations of S∞. In partiular, we shall prove the following:
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I. Lopez-Esobar: any invariant Borel set of ountable models is the truth
domain of a formula of L ω1ω .
II. Any orbit ER of a Polish ation of a losed subgroup of S∞ is lassifiable
by ountable strutures (up to isomorphism).
III. Any ER, lassifiable by ountable strutures, is Borel reduible to isomor
phism of ountable ordered graphs.
IV. Any Borel ER, lassifiable by ountable strutures, is Borel reduible to
one of ERs Tξ .
V. Any ER, lassifiable by ountable strutures and indued by a Polish ation
(of a Polish group), is Borel reduible to one of ERs Tξ on a omeager set.
VI. Any turbulent ER E is generially Tξ-ergodi for any ξ < ω1, in parti
ular, E is not Borel reduible to Tξ .
VII. Any turbulent ER is not lassifiable by ountable strutures: a orollary
of VI and V.
VIII. A generalization of VII: any turbulent ER is not Borel reduible to a ER
whih an be obtained from D(N) using operations defined in 3..
Sott's analysis, involved in proofs of IV and V, appears only in a rather mild
and self-ontained version.
10.a Infinite symmetri group S∞
Let S∞ be the group of all permutations (i. e., 11 maps N
onto
−→ N ) of N, with
the superposition as the group operation. Clearly S∞ is a Gδ subset of N
N,
hene, a Polish group. A ompatible omplete metri on S∞ an be defined by
D(x, y) = d(x, y) + d(x−1, y−1), where d is the ordinary omplete metri of NN,
i. e., d(x, y) = 2−m−1, where m is the least suh that x(m) 6= y(m). Yet S∞
admits no ompatible left-invariant omplete metri [1, 1.5℄. ←−
Proof of
S∞ not
li ?⊣
For instane isomorphism relations of various kinds of ountable strutures
are orbit ERs indued by S∞. Indeed, suppose that L = {Ri}i∈I is a ountable
relational language, i. e., 0 < card I ≤ ℵ0 and eah Ri is an mi-ary relational
symbol. We put
21 ModL =
∏
i∈I P(N
mi), the spae of (oded) L -strutures on
N. The logi ation jL of S∞ on ModL is defined as follows: if x = {xi}i∈I ∈
ModL and g ∈ S∞ then y = jL (g, x) = g ·x = {yi}i∈I ∈ ModL , where we have
〈k1, ..., kmi 〉 ∈ xi ⇐⇒ 〈g(k1), ..., g(kmi )〉 ∈ yi
for all i ∈ I and 〈k1, ..., kmi〉 ∈ N
mi . Then 〈ModL ; jL 〉 is a Polish S∞-spae and
jL -orbits in ModL are exatly the isomorphism lasses of L -strutures, whih
is a reason to denote the assoiated equivalene relation E
ModL
jL
as
∼=L .
21 XL is often used to denote ModL .
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If G is a subgroup of S∞ then jL restrited to G is still an ation of G on
ModL , whose orbit ER will be denoted by ∼=
G
L , i. e., x
∼=GL y iff ∃ g ∈ G (g ·x = y) .
10.b Borel invariant sets
A set M ⊆ ModL is invariant if [M ]∼=L = M. There is a onvenient hara
terization of Borel invariant sets, in terms of L ω1ω, an infinitary extension of
L = {Ri}i∈I by ountable onjuntions and disjuntions. To be more exat,
1) any Ri(v0, ..., vmi−1) is an atomi formula of L ω1ω (all vi being variables
over N and mi is the arity of Ri ), and propositional onnetives and
quantifiers ∃ , ∀ an be applied as usual;
2) if ϕi, i ∈ N, are formulas of L ω1ω whose free variables are among a finite
list v0, ..., vn then
∨
i ϕi and
∧
i ϕi are formulas of L ω1ω .
If x ∈ ModL , ϕ(v1, ..., vn) is a formula of L ω1ω, and i1, ..., in ∈ N, then x |=
ϕ(i1, ..., in) means that ϕ(i1, ..., in) is satisfied on x, in the usual sense that
involves transfinite indution on the depth of ϕ, see [26, 16.C℄.
Theorem 49 (Lopez-Esobar, see [26, 16.8℄). A setM ⊆ ModL is invariant and
Borel iff M = {x ∈ ModL : x |= ϕ} for a losed formula ϕ of L ω1ω .
Proof. To prove the nontrivial diretion let M ⊆ ModL be invariant and Borel.
Put Bs = {g ∈ S∞ : s ⊂ g} for any injetive s ∈ N
<ω
(i. e., si 6= sj for i 6= j ),
this is a lopen subset of S∞ (in the Polish topology of S∞ inherited from N
N
).
If A ⊆ S∞ then let s ||−− A(
.
g) mean that the set Bs ∩ A is o-meager in Bs,
i. e., g ∈ A holds for a. a. g ∈ S∞ with s ⊂ g. The proof onsists of two parts:
(i) M = {x ∈ ModL : Λ ||−−
.
g ·x ∈M} (where g ·x = jL (g, x), see above);
(ii) For any Borel M ⊆ ModL and any n there is a formula ϕ
n
M (v0, ..., vn−1) of
L ω1ω suh that we have, for every x ∈ ModL and every injetive s ∈ N
n :
x |= ϕnM (s0, ..., sn−1) iff s ||−−
.
g−1 ·x ∈M .
(i) is lear: sine M is invariant, we have g ·x ∈ M for all x ∈ M and
g ∈ S∞, on the other hand, if g ·x ∈M for at least one g ∈ S∞ then x ∈M .
To prove (ii) we argue by indution on the Borel omplexity of M. Suppose,
for the sake of simpliity, that L ontains a single binary prediate, say, R(·, ·);
then ModL = P(N
2). If M = {x ⊆ N2 : 〈k, l〉 6∈ x} for some k, l ∈ N then take
∀u0 ...∀um (
∧
i<j≤m(ui 6= uj) ∧
∧
i<n(ui = vi) =⇒ ¬R(uk, ul)) ,
where m = max{l, k, n}, as ϕnM (v0, ..., vn−1). Further, take∧
k≥n ∀u0 ...∀uk−1
∨
m≥k ∃w0 ...∃wm−1 (
∧
i<j<k(ui 6= uj) ∧
∧
i<n(ui = vi)
=⇒
∧
i<j<m(wi 6= wj) ∧
∧
i<k(wi = vi) ∧ ϕ
m
M (w0, ..., wm−1))
as ϕn¬M (v0, ..., vn−1). Finally, if M =
⋂
jMj then we take
∧
j ϕ
n
Mj
(v0, ..., vn−1)
as ϕnM (v0, ..., vn−1) . ✷ (Theorem 49)
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10. ERs lassifiable by ountable strutures
The lassifiability by ountable strutures means that we an assoiate, in a Borel
way, a ountable L -struture, say, ϑ(x) with any point x ∈ X = domE so that
x E y iff ϑ(x) and ϑ(y) are isomorphi.
Definition 50 (Hjorth [15, 2.38℄). An ER E is lassifiable by ountable stru
tures if there is a ountable relational language L suh that E ≤
b
∼=L . ✷
Remark 51. Any E lassifiable by ountable strutures is Σ11, of ourse, and
many of them are Borel. The equivalene relations T2, E3, all ountable Borel
ERs (see the diagram on page 16) are lassifiable by ountable strutures, but
E
1
, E
2
, Tsirelson ERs are not. ✷
Theorem 52 (Beker and Kehris [1℄). Any orbit ER of a Polish ation of a
losed subgroup of S∞ is lassifiable by ountable strutures.
Thus all orbit ERs of Polish ations of S∞ and its losed subgroups are Borel
reduible to a very speial kind of ations of S∞.
Proof. First show that any orbit ER of a Polish ation of S∞ itself is lassifiable
by ountable strutures. Hjorth's simplified argument [15, 6.19℄ is as follows. Let
X be a Polish S∞-spae with basis {Ul}l∈N, and let L be the language with
relations Rlk where eah Rlk has arity k. If x ∈ X then define ϑ(x) ∈ ModL by
stipulation that ϑ(x) |= Rlk(s0, ..., sk−1) iff 1) si 6= sj whenever i < j < k, and
2) ∀ g ∈ Bs (g
−1 ·x ∈ Ul), where Bs = {g ∈ S∞ : s ⊂ g} and s = 〈s0, ..., sk−1〉 ∈ ←−
Hjorth
requires
∈ Ul.
Why ?
Also, it
seems that
∀∗g ∈ Bs
extends
the proof
to Borel
ations.⊣
N
k. Then ϑ redues EXS∞ to
∼=L .
To aomplish the proof of the theorem, it remains to apply the following
result (an immediate orollary of Theorem 2.3.5b in [1℄):
Proposition 52.1. If G is a losed subgroup of a Polish group H and X is a
Polish G-spae then there is a Polish H-spae Y suh that E
X
G
≤
b
E
Y
H
.
Proof. Hjorth [15, 7.18℄ outlines a proof as follows. Let Y = X × H ; define
〈x, h〉 ≈ 〈x′, h′〉 if x′ = g ·x and h′ = gh for some g ∈ G, and onsider the
quotient spae Y = Y/≈ with the topology indued by the Polish topology of
Y via the surjetion 〈x, h〉 7→ [〈x, h〉]≈, on whih H ats by h
′ · [〈x, h〉]≈ =
[〈x, hh′−1〉]≈. Obviously E
X
G
≤
b
E
Y
H
via the map x 7→ [〈x, 1〉]≈, hene, it remains
to prove that Y is a Polish H-spae, whih is not really elementary  we refer
the reader to [15, 7.18℄ or [1, 2.3.5b℄. ✷ (Proposition)
To bypass 52.1 in the proof of Theorem 52, we an use a haraterization
of all losed subgroups of S∞. Let L be a language as above, and x ∈ ModL .
Define Autx = {g ∈ S∞ : g ·x = x} : the group of all automorphisms of x.
Proposition 52.2 (see [1, 1.5℄). G ⊆ S∞ is a losed subgroup of S∞ iff there
is an L -struture x ∈ ModL of a ountable language L , suh that G = Autx .
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Proof. For the nontrivial diretion, let G be a losed subgroup of S∞. For
any n ≥ 1, let In be the set of all G-orbits in N
n, i. e., equivalene lasses of
the ER s ∼ t iff ∃ g ∈ G (t = g ◦ s), thus, In is an at most ountable subset
of P(Nn). Let I =
⋃
n In, and, for any i ∈ In, let Ri be an n-ary relational
symbol, and L = {Ri}i∈I . Let x ∈ ModL be defined as follows: if i ∈ In then
x |= Ri(k0, ..., kn−1) iff 〈k0, ..., kn−1〉 ∈ i. Then G = Autx, atually, if G is not
neessarily losed subgroup then Autx = G . ✷ (Proposition)
Now ome bak to Theorem 52. The same argument as in the beginning of the
proof shows that any orbit ER of a Polish ation of G, a losed subgroup of S∞,
is ≤
b
∼=GL for an appropriate ountable language L . Yet, by 52.2, G = Auty0
where y0 ∈ ModL ′ and L
′
is a ountable language disjoint from L . The map
x 7−→ 〈x, y0〉 witnesses that ∼=
G
L ≤b
∼=L ∪L ′ .
✷ (Theorem 52)
10.d Redution to ountable graphs
It ould be expeted that the more ompliated a language L is aordingly the
more ompliated isomorphism equivalene relation
∼=L it produes. However
this is not the ase. Let G be the language of (oriented binary) graphs, i. e., G
ontains a single binary prediate, say R(·, ·) .
Theorem 53. If L is a ountable relational language then ∼=L ≤b ∼=G . There
fore, an ER E is lassifiable by ountable strutures iff E ≤
b
∼=G . In other words,
a single binary relation an ode strutures of any ountable language.
Beker and Kehris [1, 6.1.4℄ outline a proof based on oding in terms of
latties, unlike the following argument, yet it may in fat involve the same idea.
Proof. Let HF(N) be the set of all hereditarily finite sets over the set N on
sidered as the set of atoms, and ε be the assoiated membership (any n ∈ N
has no ε-elements, {0, 1} is different from 2, et.). Let ≃HF(N) be the HF(N)
version of
∼=G , i. e., if P, Q ⊆ HF(N)
2
then P ≃HF(N) Q means that there is a
bijetion b of HF(N) suh that Q = b ·P = {〈b(s), b(t)〉 : 〈s, t〉 ∈ P}. Obviously
(∼=G ) ∼b (≃HF(N)), thus, we have to prove that ∼=L ≤b ≃HF(N) for any L .
An ation of S∞ on HF(N) is defined as follows. If g ∈ S∞ then g◦n = g(n)
for any n ∈ N, and, by ε-indution, g ◦ {a1, ..., an} = {g ◦ a1, ..., g ◦ an} for all
a1, ..., an ∈ HF(N). Clearly the map a 7→ g ◦a (a ∈ HF(N)) is an ε-isomorphism
of HF(N), for any fixed g ∈ S∞.
Lemma 53.1. Suppose that X, Y ⊆ HF(N) are ε-transitive subsets of HF(N),
the sets N rX and N r Y are infinite, and ε ↾X ≃HF(N) ε ↾ Y . Then there is
f ∈ S∞ suh that Y = f ◦X = {f ◦ s : s ∈ X} .
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Proof. It follows from the assumption ε ↾X ∼=HF(N) ε ↾ Y that there is an ε-
isomorphism π : X
onto
−→ Y. Easily π ↾ (X ∩N) is a bijetion of X0 = X ∩N onto
Y0 = Y ∩ N, hene, there is f ∈ S∞ suh that f ↾ X0 = π ↾ X0, and then we
have f ◦ s = π(s) for any s ∈ X . ✷ (Lemma)
Coming bak to the proof of Theorem 53, we first show that
∼=G (m) ≤b ≃HF(N)
for any m ≥ 3, where G (m) is the language with a single m-ary prediate. Note
that 〈i1, ..., im〉 ∈ HF(N) whenever i1, ..., im ∈ N.
Put Θ(x) = {ϑ(s) : s ∈ x} for every element x ∈ ModG (m) = P(N
m), where
ϑ(s) = TCε({〈2i1, ..., 2im〉}) for eah s = 〈i1, ..., im〉 ∈ N
m, and finally, for
X ⊆ HF(N), TCε(X) is the least ε-transitive set T ⊆ HF(N) with X ⊆ T. It
easily follows from Lemma 53 that x ∼=G (m) y iff ε ↾Θ(x) ≃HF(N) ε ↾Θ(y). This
ends the proof of
∼=G (m) ≤b ≃HF(N) .
It remains to show that
∼=L ′ ≤b ≃HF(N), where L
′
is the language with
infinitely many binary prediates. In this ase ModL ′ = P(N
2)N, so that we an
assume that every x ∈ ModL ′ has the form x = {xn}n≥1, with xn ⊆ (Nr {0})
2
for all n. Let Θ(x) = {sn(k, l) : n ≥ 1 ∧ 〈k, l〉 ∈ xn} for any suh x, where
sn(k, l) = TCε({{...{〈k, l〉}...} , 0}) , with n+ 2 pairs of brakets { , } .
Then Θ is a ontinuous redution of ∼=L ′ to ≃HF(N) . ✷ (Theorem)
10.e Borel ountably lassified ERs: redution to Tξ
Equivalene relations Tξ of 3. offer a perfet alibration tool for those Borel
ERs whih admit lassifiation by ountable strutures. First of all,
Proposition 54. Every Tξ admits lassifiation by ountable strutures.
Proof. T0, the equality on N, is the orbit ER of the ation of S∞ by g ·x = x
for all g, x. The operation (o2) of 3. (ountable disjoint union) easily preserves
the property of being Borel reduible to an orbit ER of ontinuous ation of S∞.
Now onsider operation (o5) of ountable power. Suppose that a ER E on a
Polish spae X is Borel reduible to F, the orbit relation of a ontinuous ation
of S∞ on some Polish Y. Let D be the set of all points x = {xk}k∈N ∈ X
N
suh that either xk 6E xl whenewer k 6= l, or there is m suh that xk E xl iff m
divides |k − l|. Then E∞ ≤
b
(E∞ ↾D) (via a Borel map ϑ : XN → D suh that
x E∞ ϑ(x) for all x). On the other hand, obviously (E∞ ↾D) ≤
b
F
′, where, for
y, y′ ∈ YN, y F′ y′ means that there is f ∈ S∞ suh that yk F y
′
f(k) for all k.
Finally, F
′
is the orbit ER of a ontinuous ation of S∞ × S∞
N, whih an be
realized as a losed subgroup of S∞, so it remains to apply Theorem 52.1.
The relations Tα are known in different versions, whih reflet the same idea
of oding sets of α-th umulative level over N, as, e. g., in [18,  1℄, where results
similar to Proposition 54 are obtained in muh more preise form.
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Theorem 55. If E is a Borel ER lassifiable by ountable strutures then E ≤
b
Tξ for some ξ < ω1 .
Proof. The proof (a version of the proof in [9℄) is based on Sott's analysis.
Define, by indution on α < ω1, a family of Borel ERs ≡
α
on N
<ω ×P(N2) :
∗ A ≡αst B means 〈s,A〉 ≡
α 〈t, B〉 ;
thus, all ≡αst (s, t ∈ N
<ω
) are binary relations on P(N2), and among them all
relations ≡αss are ERs;
• A ≡0st B iff A(si, sj)⇐⇒ B(ti, tj) for all i, j < lh s = lh t ;
• A ≡α+1st B iff ∀k ∃ l (A ≡
α
s∧k , t∧l B) and ∀ l ∃k (A ≡
α
s∧k , t∧l B) ;
• if λ < ω1 is limit then: A ≡
λ
st B iff A ≡
α
st B for all α < λ .
Easily ≡β ⊆ ≡α whenever α < β .
Reall that, for A, B ⊆ N2, A ∼=G B means that there is f ∈ S∞ with
A(k, l)⇐⇒ B(f(k), f(l)) for all k, l. Then we have ∼=G ⊆
⋂
α<ω1
≡αΛΛ by indu
tion on α (in fat = rather than ⊆, see below), where Λ is the empty sequene.
Call a set P ⊆ P(N2)×P(N2) unbounded if P ∩ ≡αΛΛ 6= ∅ for all α < ω1 .
Lemma 55.1. Any unbounded Σ11 set P ontains 〈A,B〉 ∈ P with A
∼=G B.
It follows that A ∼=G B iff A ≡
α
ΛΛ B for all α < ω1 (take P = {〈A,B〉}).
Proof. Sine P is Σ11, there is a ontinuous map F : N
N
onto
−→ P. For u ∈ N<ω,
let Pu = {F (a) : u ⊂ a ∈ N
N}. There is a number n0 suh that P〈n0〉 is still
unbounded. Let k0 = 0. By a simple ofinality argument, there is l0 suh that
P〈n0〉 is still unbounded over 〈k0〉, 〈l0〉 in the sense that there is no ordinal
α < ω1 suh that P〈i0〉 ∩≡
α
〈k0〉〈l0〉
= ∅. Following this idea, we an define infinite
sequenes of numbers nm, km, lm suh that both {km}m∈N and {lm}m∈N are
permutations of N and, for any m, the set P〈n0,...,nm〉 is still unbounded over
〈k0, ..., km〉, 〈l0, ..., lm〉 in the same sense. Note that a = {nm}m∈N ∈ N and
F (a) = 〈A,B〉 ∈ P (both A, B are subsets of N2 ).
Prove that the map f(km) = lm witnesses A ∼=G B, i. e., A(kj , ki) iff B(lj, li)
for all j, i. Take m > max{j, i} big enough for the following: if 〈A′, B′〉 ∈
P〈i0,...,im〉 then A(kj , ki) iff A
′(kj , ki), and similarly B(lj, li) iff B
′(lj , li). By the
onstrution, there is a pair 〈A′, B′〉 ∈ P〈i0,...,im〉 with A
′ ≡0〈k0,...,km〉〈l0,...,lm〉 B
′,
in partiular, A′(kj , ki) iff B
′(lj , li), as required. ✷ (Lemma)
Corollary 55.2 (See, e. g., Friedman [9℄). If E is a Borel ER and E ≤
b
∼=G
then E ≤
b
≡αΛΛ for some α < ω1 .
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Proof. Let ϑ be a Borel redution of E to ∼=G . Then {〈ϑ(x), ϑ(y)〉 : x 6E y} is a
Σ11 subset of P(N
2)×P(N2) whih does not interset ∼=G , hene, it is bounded
by Lemma 55.1. Take an ordinal α < ω1 whih witnesses the boundedness.
Now, if E is a Borel ER lassifiable by ountable strutures then E ≤
b
∼=G
by Theorem 53, hene, it remains to establish the following:
Proposition 55.3. Any ER ≡α is Borel reduible to some Tξ .
Proof. We have ≡0 ≤
b
T0 sine ≡
0
has ountably many equivalene lasses,
all of whih are lopen sets. To arry out the step α 7→ α+1 note that the map
〈s,A〉 7→ {〈s∧k,A〉}k∈N is a Borel redution of ≡
α+1
to (≡α)∞. To arry out
the limit step, let λ = {αn : n ∈ N} be a limit ordinal, and R =
∨
n∈N≡
αn , i. e.,
R is a ER on N × N<ω ×P(N2) defined so that 〈m, s,A〉 R 〈n, t,B〉 iff m = n
and A ≡αmst B. However the map 〈s,A〉 7→ {〈m, s,A〉}m∈N is a Borel redution
of ≡λ to R∞. ✷ (Proposition)
✷ (Theorem 55)
11 Turbulent group ations
This is an entirely different lass of orbit ERs, disjoint with those whih admit
lassifiation by ountable strutures.
11.a Loal orbits and turbulene
Suppose that a group G ats on a spae X. If G ⊆ G and X ⊆ X then let
R
X
G = {〈x, y〉 ∈ X
2 : ∃ g ∈ G (x = g · y)}
and let ∼XG denote the ER-hull of R
X
G , i. e., the ⊆-least ER on X suh that
x RXG y =⇒ x∼
X
G y. In partiular ∼
X
G
= EX
G
, but generally we have ∼XG $ E
X
G
↾X.
Finally, define O(x,X,G) = [x]∼XG
= {y ∈ X : x ∼XG y} for x ∈ X  the loal
orbit of x. In partiular, [x]
G
= [x]
EX
G
= O(x,X,G), the full G-orbit of x ∈ X .
Definition 56 (This partiular version taken from Kehris [28,  8℄). Suppose
that X is a Polish spae and G is a Polish group ating on X ontinuously.
(t1) A point x ∈ X is turbulent if for any open non-empty set X ⊆ X ontaining
x and any nbhd G ⊆ G (not neessarily a subgroup) of 1
G
, the loal orbit
O(x,X,G) is somewhere dense (i. e., not a nowhere dense set) in X .
(t2) An orbit [x]
G
is turbulent if x is suh (then all y ∈ [x]
G
are turbulent).
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(t3) The ation (of G on X ) is generially
22
, or gen. turbulent and X is a gen.
turbulent Polish G-spae, if the union of all dense, turbulent, and meager
orbits [x]
G
is omeager. ✷
Our proof of the following theorem, based on ideas in [15,  3.2℄, [28,  12℄,
[9℄, is designed so that only quite ommon tools of desriptive set theory are
involved. It will also be shown that turbulent ERs are not reduible atually
to a muh bigger family of ERs than orbit ERs of Polish ations of S∞ .
Theorem 57 (Hjorth [15℄). Suppose that G is a Polish group, X is a gen.
turbulent Polish G-spae. Then E
X
G
is not BM reduible
23
to a Polish ation of
S∞, hene, not lassifiable by ountable strutures.
We begin the proof with two rather simple tehnial results.
Lemma 57.1. In the assumptions of the theorem, suppose that ∅ 6= X ⊆ X is
an open set, G ⊆ G is a nbhd of 1
G
, and O(x,X,G) is dense in X for X-o-
meager many x ∈ X. Let U, U ′ ⊆ X be non-empty open and D ⊆ X omeager
in X. Then there exist points x ∈ D ∩ U and x′ ∈ D ∩ U ′ with x∼XG x
′
.
Proof. Under our assumptions there exist points x0 ∈ U and x
′
0 ∈ U
′
with
x0∼
X
Gx
′
0, i. e., there are elements g1, ..., gn ∈ G∪G
−1
suh that x′0 = gn ·gn−1 · ... ·g1 ·x0
and in addition gk · ... ·g1 ·x0 ∈ X for all k ≤ n. Sine the ation is ontinu
ous, there is a nbhd U0 ⊆ U of x0 suh that gk · ... ·g1 ·x ∈ X for all k and
gn ·gn−1 · ... ·g1 ·x ∈ U
′
for all x ∈ U0. Sine D is omeager, easily there is
x ∈ U0 ∩D suh that x
′ = gn ·gn−1 · ... ·g1 ·x ∈ U
′ ∩D . ✷ (Lemma)
Lemma 57.2. In the assumptions of the theorem, for any open non-empty U ⊆
X and G ⊆ G with 1
G
∈ G there is an open non-empty U ′ ⊆ U suh that the
loal orbit O(x,U ′, G) is dense in U ′ for U ′-omeager many x ∈ U ′ .
Proof. Let IntX be the interior of the losure of X. If x ∈ U and O(x,U,G)
is somewhere dense (in U ) then the set Ux = U ∩ IntO(x,U,G) ⊆ U is open
and ∼UG-invariant (an observation made, e. g., in [28, proof of 8.4℄), moreover,
O(x,U,G) ⊆ Ux, hene, O(x,U,G) = O(x,Ux, G). It follows from the invariane
that the sets Ux are pairwise disjoint, and it follows from the turbulene that
the union of them is dense in U. Take any non-empty Ux as U
′. ✷ (Lemma)
11.b Ergodiity
The non-reduibility in Theorem 57 will be established in a speial stronger form.
Let E, F be ERs on Polish spaes resp. X, Y. A map ϑ : X → Y is
22
In this researh diretion, generially, or, in our abbreviation, gen. (property) intends
to mean that (property) holds on a omeager domain.
23
Reduible via a Baire measurable funtion. This is weaker than Borel reduibility, of ourse.
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• E,F-invariant if x E y =⇒ ϑ(x) F ϑ(y) for all x, y ∈ X ;
• gen. E,F-invariant if x E y =⇒ ϑ(x) F ϑ(y) holds for all x, y in a omeager
subset of X ;
• gen. F-onstant if ϑ(x) F ϑ(y) for all x, y in a omeager subset of X.
Finally, following Hjorth and Kehris, say that E is gen. F-ergodi if every BM
E,F-invariant map is gen. F-onstant.
Proposition 57.2. E is gen. F-ergodi if and only if every Borel gen. E,F-
invariant map is gen. F-onstant.
Proof. Let E, F live in resp. X, Y. Suppose that ϑ : X → Y is a Borel gen.
E,F-invariant map. There is a Borel omeager set D ⊆ X on whih ϑ is E,F-
invariant. Then we an extend ϑ ↾ D to a BM map ϑ′ : X → Y whih is still
(everywhere) E,F-invariant. This proves impliation =⇒ of the lemma. To prove
the opposite impliation, let ϑ : X→ Y be a BM E,F-invariant map. Then ϑ ↾D
is Borel for a suitable omeager Borel set D ⊆ X. Let ϑ′ be any Borel extension
of ϑ ↾D to the whole X .
Proposition 57.3. Suppose that E is gen. F-ergodi and does not have a omea
ger equivalene lass. Then E is not Borel reduible to F . ✷
This is exatly how the non-reduibility is often established.
24
Our proof of
Theorem 57 is of this type. It onsists of two parts
25
:
Lemma 57.4. If G is a Polish group, X a Polish G-spae, and E
X
G
is BM
reduible to a Polish ation of S∞, then there is a omeager Gδ set D ⊆ X
suh that E
X
G
↾D is Borel reduible to one of ERs Tξ .
In other words, any ER, BM reduible to a Polish ation of S∞, is generi
ally Borel reduible to one of Tξ. Note that any ER Borel reduible, in proper
sense, to one of Tξ, is Borel.
Lemma 57.5. Any ER indued by a gen. turbulent Polish ation is gen. Tξ-
ergodi for every ξ .
✷ (Theorem 57 modulo 57.4 and 57.5)
24
Yet there are ases when E is neither F-ergodi nor Borel reduible to F, for instane,
among the ERs of the form ℓ
p .
25
There are slightly dierent ways to the same goal. Hjorth [15, 3.18℄ proves outright and
with dierent tehnique, that any gen. turbulent ER is gen. ergodi w. r. t. any Polish ation of
S∞. Kehris [28,  12℄ proves that 1) any gen. T2-ergodi ER is gen. ergodi w. r. t. any Polish
ation of S∞, and 2) any turbulent ER is gen. T2-ergodi.
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11. Generial redution of ountably lassified ERs to Tξ
Here, we prove Lemma 57.4. Suppose that G is a Polish group, X a Polish G-
spae, and the orbit ER E = EX
G
is BM reduible to a Polish ation of S∞. Then,
aording to Theorems 52 and 53, there is a BM redution ρ : X → P(N2)
of E to ∼=G , the isomorphism of binary relations on N. The remainder of the
argument borrows notation from the proof of Theorem 55.
There is a dense Gδ set D0 ⊆ X suh that ϑ = ρ ↾D0 is ontinuous on D0.
By definition, we have x E y =⇒ ϑ(x) ∼=G ϑ(y) and x 6E y =⇒ ϑ(x) 6∼=G ϑ(y) for
all x, y ∈ D0. We are mostly interested in the seond impliation, and the aim
is to find a Gδ dense set D ⊆ D0 suh that, for some α < ω1, we have
(∗) impliation x 6E y =⇒ ϑ(x) 6≡αΛΛ ϑ(y) holds for all x, y ∈ D .
(Reall that A 6∼=G B iff ∃α < ω1 A 6≡
α
ΛΛ B, see a remark after Lemma 55.1.)
To find suh an α we apply a Cohen foring argument. Let us fix a ountable
transitive model M of ZFHC, i. e., ZFC minus the Power Set axiom but plus
the axiom: every set belongs to HC = {x : x is hereditarily ountable} .
We shall assume that X is oded in M in the sense that there is a set D
X
∈ M
whih is a dense (ountable) subset of X, and d
X
↾D
X
(the distane funtion of
X restrited to D
X
) also belongs to M. Further, G, the ation, D0, ϑ are also
assumed to be oded in M in a similar sense. In this assumption, in partiular,
the notion of a Cohen generi, over M, point of X, or of G, makes sense, in
partiular, the set D of all Cohen generi, over M, points of X is a dense Gδ
subset of X and D ⊆ D0. We are going to prove that D fulfills (∗) .
Suppose that x, y ∈ D, and 〈x, y〉 is a Cohen generi, pair over M. If xEX
G
y
is false then we have ϑ(x) 6∼=D ϑ(y), moreover, this fat holds in M[x, y] by
the Mostowski absoluteness, hene, arguing in M[x, y] (whih is still a model
of ZFHC) we find an ordinal α ∈ OrdM = OrdM[x,y] with ϑ(x) 6≡αΛΛ ϑ(y).
Moreover, sine the Cohen foring satisfies , there is an ordinal α ∈M suh
that we have ϑ(x) 6≡αΛΛ ϑ(y) for every Cohen generi, over M, pair 〈x, y〉 ∈ D
2
suh that x EX
G
y is false. It remains to show that this also holds when x, y ∈ D
(are generi separately, but) do not form a pair, Cohen generi over M .
Let g ∈ G be Cohen generi over M[x, y]. 26 Then x′ = g ·x is easily Cohen
generi over M[x, y] (beause the ation is ontinuous), furthermore, x′ EX
G
x,
hene, x′ EX
G
y fails. Yet y is generi over M and x′ is generi over M[y], thus,
〈x′, y〉 is Cohen generi over M, hene, we have ϑ(x′) 6≡αΛΛ ϑ(y) by the hoie
of α. On the other hand, ϑ(x) ≡αΛΛ ϑ(x
′) holds beause x′ EX
G
x, thus, we finally
obtain ϑ(x′) 6≡αΛΛ ϑ(y), as required.
✷ (Lemma 57.4)
26
In this ase, we annot, generally speaking, dene M[x, y] as a generi extension of M,
hene, let M[x, y] be any (ountable transitive) model of ZFHC ontaining x, y, and all sets
in M. It is not really harmful here that M[x, y] an ontain more ordinals than M.
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11.d Ergodiity of turbulent ations w.r. t. Tξ
Here, we prove Lemma 57.5. The proof involves a somewhat stronger property
than gen. ergodiity in 11.b. Suppose that F is an ER on a Polish spae X .
• An ation of G on X and the indued equivalene relation EX
G
are heredi
tarily generially (h. gen., for brevity) F-ergodi if ER ∼XG is generially F-
ergodi whenever X ⊆ X is a non-empty open set, G ⊆ G is a non-empty
open set ontaining 1
G
, and the loal orbit O(x,X,G) is dense in X for
omeager (in X ) many x ∈ X .
This obviously implies gen. F-ergodiity of E
X
G
provided the ation is gen. turbu
lent. Therefore, Lemma 57.5 is a orollary of the following theorem:
Theorem 58. Let X be a gen. turbulent Polish G-spae. Suppose that an ER
F belongs to F0, the least olletion of ERs ontaining D(N) (the equality on
N ) and losed under the operations (o1)  (o5) of 3.. Then E
X
G
is h. gen. F-
ergodi, in partiular, is not Borel reduible to F .
Remark 58.1. Due to the other reative operation, the Fubini produt, F0
ontains a lot of ERs very different from Tξ , among them some Borel ERs
whih do not admit lassifiation by ountable strutures, e. g., all ERs of the
form EI , where I is one of Frehet ideals, indeomposable ideals, or Weiss
ideals of 2.f. (In fat it is not so easy to show that ideals of the two last families
produe ERs in F0 .) In partiular, it follows that no gen. turbulent ER is Borel
reduible to a Frehet, or indeomposable, or Weiss ideal . ✷
Our proof of Theorem 58 goes on by indution on the number of appliations
of the basi operations, in several following subsetions.
Right now, we begin with the initial step: prove that, under the assumptions
of the theorem, E
X
G
is h. gen. D(N)-ergodi. Suppose that X ⊆ X and G ⊆ G are
non-empty open sets, 1
G
∈ G, and O(x,X,G) is dense in X for X-omeager
many x ∈ X, and prove that ∼XG is generially D(N)-ergodi.
Consider, aordingly with Proposition 57.2, a Borel gen. ∼XG ,D(N)-invariant
map ϑ : X → N. Suppose, on the ontrary, that ϑ is not gen. D(N)-onstant.
Then there exist two open non-empty sets U1, U2 ⊆ X, two numbers ℓ1 6= ℓ2,
and a omeager set D ⊆ X suh that ϑ(x) = ℓ1 for all x ∈ D ∩ U1, ϑ(x) = ℓ2
for all x ∈ D∩U2, and ϑ↾D is stritly ∼XG ,D(N)-invariant. Lemma 57.1 yields
a pair of points x1 ∈ U1 ∩D and x2 ∈ U2 ∩D with x1 ∼
X
G x2, ontradition.
11.e Indutive step of ountable power
To arry out this step in the proof of Theorem 58, suppose that
• X is a gen. turbulent Polish G-spae, F is a Borel ER on a Polish spae Y,
and the ation of G on X is h. gen. F-ergodi,
11 TURBULENT GROUP ACTIONS 72
and prove that the ation is h. gen. F
∞
-ergodi. Fix a nonempty open set X0 ⊆ X
and a nbhd G0 of 1G in G, suh that O(x,X0, G0) is dense in X0 for X0-omea
ger many x ∈ X0. Consider, aordingly to Proposition 57.2, a Borel funtion
ϑ : X0 → Y
N, ∼X0G0 ,F
∞
-invariant on a dense Gδ set D0 ⊆ X0, so that
x∼X0G0 x
′ =⇒ ∀ k ∃ l (ϑk(x) F ϑl(x
′)) : for all x, x′ ∈ D0 ,
where ϑk(x) = ϑ(x)(k), ϑk : X0 → Y, and prove that ϑ is gen. F
∞
-onstant.
Below, let C
X
be the Cohen foring for X, whih onsists of rational balls
with enters in a fixed dense ountable subset of X, and let C
G
be the Cohen
foring for G defined similarly (the dense subset is assumed to be a subgroup).
Smaller sets are stronger onditions. Let us fix a ountable transitive model M
of ZFHC (see above), whih ontains all relevant objets or their odes, in
partiular, odes of the topologies of X, G, Y and the Borel map ϑ .
Claim 58.2. Suppose that 〈x, g〉 ∈ X × G is C
X
×C
G
-generi over M. Then
g · x is C
X
-generi over M . (Beause the ation is ontinuous.) ✷
Coming bak to the theorem, fix k ∈ N. Consider an open non-empty U ⊆ U0.
By the invariane of ϑ and Claim 58.2 there are onditions U ′ ∈ C
X
, U ′ ⊆ U,
and Q ∈ C
G
, Q ⊆ G0, and a number l, suh that ϑk(x)Fϑl(g ·x) holds for any
C
X
×C
G
-generi over M pair 〈x, g〉 ∈ U ′×Q. As Q is open, there is g0 ∈ Q∩M
and a nbhd G ⊆ G0 of 1G suh that g0G ⊆ Q .
Claim 58.3 (The key point of the turbulene). If x, x′ ∈ U ′ are C
X
-generi
over M and x∼U
′
G x
′
then we have ϑk(x) F ϑk(x
′) .
Proof. We argue by indution on n(x, x′) = the least number n suh that there
exist g1, ..., gn ∈ G satisfying
(∗) x′ = gn ·gn−1 · ... ·g1 ·x, and gk · ... ·g1 ·x ∈ U
′
for all k ≤ n .
Suppose that n(x, x′) = 1, thus, x = h·x′ for some h ∈ G. Take any C
G
-generi,
over M[x, x′] (see Footnote 26) element g ∈ Q∪Q−1, lose enough to g0 for g
′ =
gh−1 to belong to Q. Then g is C
G
-generi over M[x], hene, 〈x, g〉 is C
X
×C
G
-
generi over M by the produt foring theorem. Therefore ϑk(x) F ϑl(g · x).
Moreover, g′ also is C
G
-generi over M[x′], so that ϑk(x
′) F ϑl(g
′ · x′) by the
same argument. Yet we have g′ · x′ = gh−1 · (h · x) = g · x .
As for the indutive step, suppose that (∗) holds for some n ≥ 2. Take a C
G
-
generi, over M[x], element g′1 ∈ G lose enough to g1 for g
′
2 = g2 g1 g
′
1
−1
to
belong to G and for x∗ = g′1 ·x to belong to U
′. Note that x∗ is C
X
-generi over
M (produt foring) and n(x∗, x′) ≤ n− 1 beause g′2 ·x
∗ = g2 ·g1 ·x . ✷ (Claim)
To summarize, we have shown that for any k and any open ∅ 6= U ⊆ U0
there exist: an open set ∅ 6= U ′ ⊆ U, and an open G ⊆ G0 with 1G ∈ G, suh
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that ϑk(x) is gen. ∼
U ′
G ,F-invariant on U
′. We an also assume that the orbit
O(x,U ′, G) is dense in U ′ for U ′-omeager many x ∈ U ′, by Lemma 57.2. Then,
by the h. gen. F-ergodiity, ϑk is gen. F-onstant on U
′, that is, there is a dense
Gδ set D
′ ⊆ U ′ and y′ ∈ Y suh that ϑk(x) F y
′
for all x ∈ D′.
We onlude that there exist: an U0-omeager set D ⊆ U0, and a ountable
set Y = {yj : j ∈ N} ⊆ Y suh that, for any k and for any x ∈ D there is j
with ϑk(x) F yj. Let η(x) =
⋃
k∈N{j : ϑk(x) F yj}. Then, for any pair x, x
′ ∈ D,
ϑ(x) F∞ ϑ(x′) iff η(x) = η(x′), so that, by the invariane of ϑ, we have:
x∼U0G0 x
′ =⇒ η(x) = η(x′) : for all x, x′ ∈ D . (∗)
It remains to show that η is a onstant on a omeager subset of D .
Suppose, on the ontrary, that there exist two non-empty open sets U1, U2 ⊆
U0, a number j ∈ N, and a omeager set D
′ ⊆ D suh that j ∈ η(x1) and
j 6∈ η(x2) for all x1 ∈ D
′ ∩ U1 and x2 ∈ D
′ ∩ U2. Now Lemma 57.1 yields a
ontradition to (∗), as in the end of 11.d.
✷ (Indutive step of ountable power in Theorem 58)
11.f Indutive step of the Fubini produt
To arry out this step in the proof of Theorem 58, suppose that
• X is a gen. turbulent Polish G-spae, for any k, Fk be a Borel ER on a
Polish spae Yk, the ation of G on X is h. gen. Fk-ergodi for any k, and
F =
∏
k Fk / Fin is, aordingly, a Borel ER on Y =
∏
k Yk ,
and prove that the ation is h. gen. F-ergodi.
Fix a nonempty open set U0 ⊆ X and a nbhd G0 of 1G in G, suh that U0-
omeager many orbits O(x,U0, G0) with x ∈ U0 are dense in U0. Consider a
Borel funtion ϑ : U0 → Y, ∼
U0
G0
,F-invariant on a dense Gδ set D0 ⊆ U0, i. e.,
x∼U0G0 y =⇒ ∃k0 ∀k ≥ k0 (ϑk(x) Fk ϑk(y)) : for all x, y ∈ D0 ,
where ϑk(x) = ϑ(x)(k), and prove that ϑ is gen. F-onstant.
Consider an open non-empty set U ⊆ U0. By the invariane of ϑ and
Claim 58.2 there are onditions U ′ ∈ C
X
, U ′ ⊆ U, and Q ∈ C
G
, Q ⊆ G0,
and a number k0, suh that ϑk(x) Fk ϑk(g · x) holds for all k ≥ k0 and for any
C
X
×C
G
-generi over M pair 〈x, g〉 of x ∈ U ′ and g ∈ Q. As Q is open, there
is g0 ∈ Q ∩M and a symmetri nbhd G ⊆ G0 of 1G suh that g0G ⊆ Q .
Claim 58.2. If k ≥ k0 and points x, y ∈ U
′
are C
X
-generi over M and
x∼U
′
G y then ϑk(x) Fk ϑk(y) . (Similarly to Claim 58.3.) ✷
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Thus, for any open non-empty U ⊆ U0 there exist: a number k0, an open
non-empty U ′ ⊆ U, and a nbhd G ⊆ G0 of 1G, suh that ϑk(x) is gen. ∼
U ′
G ,Fk-
invariant on U ′ for all k ≥ k0. We an assume that U
′
-omeager many orbits
O(x,U ′, G) are dense in U ′, by Lemma 57.2. Now, by the h. gen. Fk-ergodiity,
any ϑk with k ≥ k0 is gen. Fk-onstant on suh a set U
′, hene, ϑ itself is gen.
F-onstant on U ′ sine F =
∏
k Fk / Fin. It remains to show that these onstants
are F-equivalent to eah other.
Suppose, on the ontrary, that there exist two non-empty open sets U1, U2 ⊆
U0 and a pair of y 6Fy
′
in Y suh that ϑ(x)Fy and ϑ(x′)Fy′ for omeager many
x ∈ U1 and x
′ ∈ U2. Contradition follows as in the end of 11.e.
✷ (Indutive step of Fubini produt in Theorem 58)
11.g Other indutive steps
Here, we aomplish the proof of Theorem 58, by arrying out indution steps,
related to operations (o1), (o2), (o3) of 3..
Countable union. Suppose that F1, F2, F3, ... are Borel ERs on a Polish spae
Y, and F =
⋃
k Fk is still a ER, and the Polish and gen. turbulent ation of G
on X is h. gen. Fk-ergodi for any k, and prove that it remains h. gen. F-ergodi.
Fix a nonempty open set U0 ⊆ X and a nbhd G0 of 1G in G, suh that U0-
omeager many orbits O(x,U0, G0) with x ∈ U0 are dense in U0. Consider a
Borel funtion ϑ : U0 → Y, ∼
U0
G0
,F-invariant on a dense Gδ set D0 ⊆ U0. It
follows from the invariane that for any open ∅ 6= U ⊆ U0 there exist: a number
k and open non-empty sets U ′ ⊆ U and Q ⊆ G0 suh that ϑ(x) Fk ϑ(g · x)
holds for any C
X
×C
G
-generi, over M, pair 〈x, g〉 ∈ U ′ ×Q. We an find, as
above, g0 ∈ Q∩M and a nbhd G ⊆ G0 of 1G suh that g0G ⊆ Q. Similarly to
Claims 58.3 and 58.2, we have ϑ(x)Fk ϑ(x
′) for any pair of C
X
-generi, over M,
elements x, x′ ∈ U ′, satisfying x∼U
′
G x
′. It follows, by the ergodiity, that ϑ is
Fk-onstant, hene, F-onstant, on a omeager subset of U
′. It remains to show
that these F-onstants are F-equivalent to eah other, whih is demonstrated
exatly as in the end of 11.e.
Disjoint union. Let Fk be Borel ERs on Polish spaes Yk, k = 0, 1, 2, ... . By
definition,
∨
k Fk =
⋃
k F
′
k, where eah F
′
k is a Borel ER defined on the spae
Y =
⋃
k {k} × Yk as follows: 〈l, y〉 F
′
k 〈l
′, y′〉 iff either l = l′ and y = y′ or
l = l′ = k and y Fk y
′
.
Countable produt. Let Fk be ERs on a Polish spaes Yk. Then F =
∏
k Fk
is a ER on the spae Y =
∏
k Yk. For any map ϑ : X → Y, to be gen. E,F-
invariant (where E is any ER on X ) it is neessary and suffiient that every
o-ordinate map ϑk(x) = ϑ(x)(k) is gen. E,Fk-invariant. This allows to easily
aomplish this indution step.
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✷ (Theorem 58, Lemma 57.5, Theorem 57)
11.h An appliation to the shift ations of ideals
Say that a Borel ideal Z ⊆ P(N) is speial if there is a sequene of reals rn > 0
with {rn} → 0, suh that S{rn} ⊆ Z . Nontrivial in the next theorem means:
ontaining no ofinite sets.
Theorem 59. Suppose that Z is a nontrivial Borel speial ideal, and F belongs
to the family F0 of Theorem 58. Then EZ is generially F-ergodi, hene, is
not Borel reduible to F .
Proof. The hene statement follows beause by the nontriviality all EZ -equiv
alene lasses are meager subsets of P(N) .
As Z is speial, let {rk} → 0 be a sequene of positive reals suh that
S{rn} ⊆ Z . It obviously suffies to prove that E{rn} = ES{rn} is generially
F-ergodi. Further, by Theorem 58, it suffies to prove that the shift ation of
S{rn} on P(N) is Polish and gen. turbulent.
The ideal S{rn} is easily a P-ideal, hene, a polishable group (with ∆ as the
operation). For instane, S{rn} is a Polish group in the topology generated by
the metri d{rn}(a, b) = ϕ{rn}(a∆ b) on S{rn}, where
• ϕ{rn}(x) =
∑
n∈x rn for x ∈ P(N), so that S{rn} = {x : ϕ{rn}(x) < +∞} .
The shift ation of S{rn} by x ·y = x∆ y on P(N) (onsidered in the produt
topology; P(N) is here identified with 2N ) is then ontinuous. It remains to
verify the turbulene.
Let x ∈ P(N). The orbit [x]S{rn} = S{rn} ∆ x is easily dense and meager,
hene, it suffies to prove that x is a turbulent point of the ation. Consider an
open set X ⊆ P(N) ontaining x, and a d{rn}-hbhd G of ∅ (the neutral element
of S{rn} ); we may assume that, for some k, X = {y ∈ P(N) : y ∩ [0, k) = u},
where u = x ∩ [0, k), and G = {g ∈ S{rn} : ϕ(g) < ε} for some ε > 0. Prove
that the loal orbit O(x,X,G) is somewhere dense in X .
Let l ≥ k be big enough for rn < ε for all n ≥ l. Put v = x ∩ [0, l) and
prove that O(x,X,G) is dense in Y = {y ∈ P(N) : y ∩ [0, l) = v}. Consider an
open set Z = {z ∈ Y : z ∩ [l, j) = w}, where j ≥ l, w ⊆ [l, j). Let z be the only
element of Z with z ∩ [j,+∞) = x ∩ [j,+∞), thus, x∆ z = {l1, ..., lm} ⊆ [l, j).
Eah gi = {li} belongs to G by the hoie of l (indeed, li ≥ l ). Moreover, easily
xi = gi ∆ gi−1 ∆ ...∆ g1 ∆ x = {l1, ..., li}∆ x belongs to X for any i = 1, ...,m,
and xm = z, thus, z ∈ O(x,X,G), as required.
The next orollary returns us to the disussion in the end of 3.b.
Corollary 60. The equivalene relations 
0
and E
2
are not Borel reduible
to any ideal F in the family F0 of Theorem 58, in partiular, are not Borel
reduible to T2 .
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Proof. Aording to lemmas 20 and 21, it suffies to prove that the ideals Z0
(density 0) and S{1/n} are speial. The latter is speial by definition. As for the
former, see ??? (that S{1/n} ⊆ Z0 ).
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12 Ideal I3 and the equivalene relation E3
The ideal 0 × Fin is traditionally denoted by I3. It onsists of all sets x ⊆
P(N × N) suh that all ross-setions (x)n = {k : 〈n, k〉 ∈ x} are finite. It
defines the ER E
3
= EI3 on P(N × N) by xE3 y iff x∆ y ∈ I3. But we rather
onsider E
3
as an ER on P(N)N defined by x E
3
y iff x(n) E
0
y(n) for all n :
here x, y belong to P(N)N .
12.a Ideals below I3
Lemma 61. Fin <
b
I3. I3 and I1 are ≤b-inomparable.
Proof. To see that Fin <
b
I3 take ϑ(x) = {〈n, 0〉 : n ∈ x}. That I3 6≤b I1
an be shown as follows: otherwise by Theorem 40 I3 would be isomorphi either
to one of Fin, I1, or to a trivial variation of Fin, whih an be easily shown to
be not the ase. To see that I1 6≤b I3 reall that I3 = 0× Fin is of the form
Exhψ for a l. s. . submeasure ψ (Example 5) and apply Theorem 41.
The following theorem is analogous to Theorem 40, yet the method of its
proof is absolutely different.
Theorem 62 (Kehris [27℄). If I ≤
b
I3 is a Borel (nontrivial) ideal on N
then either I ∼= I3 or I is a trivial variation of Fin .
Proof. First of all we make use of Theorem 41: I1 6≤b I aording to Lem
ma 61, therefore, I = Exhϕ for a l. s. . submeasure ϕ on N. We an w. l. o. g.
suppose that ϕ(x) ≤ 1 for any x ∈ P(N). Now put Un = {k : ϕ({k}) ≤
1
n} .
We assert that limn→∞ ϕ(Un) = 0. Indeed, otherwise ϕ(Un) > ε for some
ε > 0 and all n. As ϕ is l. s. . we an hoose a sequene of numbers n1 <
n2 < n3 < ... and for any l a finite set wl ⊆ Unl r Unl+1 with ϕ(wl) > ε.
Then W =
⋃
l wl 6∈ I and obviously {ϕ({k})}k∈W → 0. Note that the Borel
ideal Z = I ↾W satisfies Z ≤
b
I (via the identity map), beause W 6∈ I .
On the other hand, Z is isomorphi to a speial ideal (see 11.h) via the order
preserving bijetion of W onto N. It follows from Theorem 59 that EZ is not
Borel reduible to any equivalene relation in F0, hene, neither is EI . But
EI3 = E3 obviously belongs to F0, whih is a ontradition beause I ≤b I3 .
Thus ϕ(Un)→ 0. Then learly a set x ∈ P(N) belongs to I iff x ∩ (Un r
Un+1) is finite for any m, whih easily implies that I is as required. ←−
hek the
proof⊣
12.b Assembling equivalene relations
The next theorem, similar to a ouple of results above, will be used in the proof ←−
give ref⊣
of a dihotomy theorem related to E
3
.
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Theorem 63. Suppose that X, Y are Polish spaes, P ⊆ X × Y is a Borel set,
E is a Borel ER on P, and G is a ountable group ating on X in a Borel way
so that 〈x, y〉 E 〈x′, y′〉 implies x EX
G
x′. Finally, assume that E ↾ P (x) is smooth
for eah x ∈ X, where P (x) = {〈x′, y〉 ∈ P : x′ = x}. Then E is Borel-reduible
to a Borel ation of G .
Proof. We an assume that X = Y = 2N and both P and E are ∆11. We
an also assume that the ation of G (a ountable group) is ∆11. Then learly
x EX
G
x′ =⇒ ∆11(x) = ∆
1
1(x
′). Define P ∗(x) =
⋃
a∈G P (a ·x) for x ∈ X .
Claim 63.1. Suppose that 〈x, y〉 and 〈x′, y′〉 belong to P and x EX
G
x′. Then
〈x, y〉 E 〈x′, y′〉 iff the equivalene 〈x, y〉 ∈ U ⇐⇒ 〈x′, y′〉 ∈ U holds for any
E ↾ P ∗(x)--invariant ∆11(x) set U ⊆ P
∗(x) .
Proof. Note that E ↾ P ∗(x) is still smooth by Theorem 28 beause G is ount
able. In addition E ↾P ∗(x) is ∆11(x). This observation yields the result, beause
otherwise, i. e., if the ER, defined om P ∗(x) by intersetions with E ↾ P ∗(x)-in
variant ∆11(x) sets, is oarser than E ↾P
∗(x), then it is known from the proof of
the 2nd dihotomy theorem (Theorem 35) that we would have E
0
≤
b
E ↾ P ∗(x),
a ontradition with the smoothness. ✷ (Claim)
For any x ∈ X let E(x) be the set of all e ∈ N whih ode a ∆11(x) subset
of P, and, for e ∈ E(x), let Wex be the ∆
1
1(x) subset of P oded by e. (It is
known that {〈x, e〉 : e ∈ E(x)} is Π11 .) Let inv(x, e) be the formula
x ∈ X ∧ e ∈ E(x) ∧ Wex ⊆ P
∗(x) ∧ Wex is E ↾ P
∗(x)--invariant .
Corollary 63.2. Let 〈x, y〉, 〈x′, y′〉 be as in Claim 63.1. Then 〈x, y〉 E 〈x′, y′〉
iff 〈x, y〉 ∈Wex ⇐⇒ 〈x
′, y′〉 ∈Wex holds for any e with inv(x, e) . ✷
Impliation ⇐= of the iff in this Corollary an be onsidered as a property
of the Π11 set C = {〈x, e〉 : inv(x, e)}, i. e., the property that
• for all pairs 〈x, y〉 and 〈x′, y′〉 in P with x EX
G
x′, we have:
if ∀ 〈x, e〉 ∈ C (〈x, y〉 ∈Wex ⇔ 〈x
′, y′〉 ∈Wex) then 〈x, y〉 E 〈x
′, y′〉 .
This is easily a Π11 property in the odes, hene, by the Π
1
1 Refletion, there is
a ∆11 set B ⊆ C satisfying the same property, that is, we have
Corollary 63.3. Let 〈x, y〉, 〈x′, y′〉 be as in Claim 63.1. Then 〈x, y〉 E 〈x′, y′〉
iff 〈x, y〉 ∈Wex ⇐⇒ 〈x
′, y′〉 ∈Wex holds for any e with 〈x, e〉 ∈ B . ✷
To ontinue the proof of the theorem, define, for any 〈x, y〉 ∈ P ,
Dxy = {〈a, e〉 : a ∈ G ∧ 〈a ·x, e〉 ∈ B ∧ 〈x, y〉 ∈W
e
a ·x} .
Clearly 〈x, y〉 7→ Dx,y is a ∆
1
1 map P → P(G × N) .
If D ⊆ G × N and b ∈ G then put b ◦D = {〈ab−1, e〉 : 〈a, e〉 ∈ D} .
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Claim 63.4. Suppose that 〈x, y〉 and 〈x′, y′〉 belong to P, b ∈ G, and x′ = b ·x.
Then 〈x, y〉 E 〈x′, y′〉 iff b ◦Dxy = Dx′y′ .
Proof. Assume that b ◦ Dxy = Dx′y′ . Aording to Corollary 63.3, to prove
〈x, y〉 E 〈x′, y′〉 it suffies to show that 〈x, y〉 ∈Wex ⇐⇒ 〈x
′, y′〉 ∈Wex holds
whenever 〈x, e〉 ∈ B. We have
〈x, y〉 ∈Wex ⇔ 〈Λ, e〉 ∈ Dxy ⇔ 〈b
−1, e〉 ∈ Dx′y′ ⇔ 〈x
′, y′〉 ∈Web−1 ·x′ =W
e
x ,
as required. Conversely, let 〈x, y〉E〈x′, y′〉. If 〈a, e〉 ∈ Dxy then 〈a ·x, e〉 ∈ B and
〈x, y〉 ∈ Wea ·x, hene, 〈x
′, y′〉 ∈ Wea ·x, too, beause the set W
e
a ·x is invariant
and 〈x, y〉 E 〈x′, y′〉. Yet a ·x = ab−1 ·x′, therefore, by definition, 〈ab−1, e〉 ∈
Dx′y′ . The same argument an be arried out in the opposite diretion, so that
〈a, e〉 ∈ Dxy iff 〈ab
−1, e〉 ∈ Dx′y′ , that means b ◦Dxy = Dx′y′ . ✷ (Claim)
To end the proof of the theorem, onsider Z = X × P(G × N), a Polish
spae. Define a Borel ation b ·〈x,D〉 = 〈b ·x, b ◦D〉 of G on Z. We assert that
ϑ(x, y) = 〈x,Dxy〉 is a Borel redution of E ↾ P to the ation EZ
G
. Indeed, let
〈x, y〉 and 〈x′, y′〉 belong to P. Suppose that 〈x, y〉 E 〈x′, y′〉. Then x EX
G
x′, so
that x′ = b ·x for some b ∈ G. Moreover, b ◦Dxy = Dx′y′ by Claim 63.4, hene,
ϑ(x′, y′) = b ·ϑ(x, y). Let, onversely, ϑ(x′, y′) = b ·ϑ(x, y), so that x′ = b ·x and
Dx′y′ = b ◦Dxy. Then 〈x, y〉 E 〈x
′, y′〉 by Claim 63.4, as required.
12. The 6th dihotomy
Theorem 64 (Hjorth and Kehris [16, 17℄). If E ≤
b
E
3
is a Borel ER then
either E ≤
b
E
0
or E ∼
b
E
3
.
Proof (a modifiation of the proof in [17℄). We may assume that E is a ∆11
ER on a reursively presented Polish spae X, and there is a ∆11 redution
ϑ : X→ P(N)N of E to E
3
. Let Q = ranϑ, a Σ11 subset of P(N)
N
.
For x, y ∈ P(N)N and n ∈ N, define x ≡n y iff x E3 y and x ↾<n = y ↾<n
(the latter requirement means xk = yk for all k < n). For n, k, p ∈ N put
27
Ankp = {A ⊆ P(N)
N :A is Σ11 ∧ ∀x, y ∈ A (x ≡n y =⇒ xk ∆ yk ⊆ [0, p))} .
Claim 64.1. If A ∈ Ankp then there is a ∆
1
1 set B ∈ Ankp with A ⊆ B .
Proof. (Refletion) ✷ (Claim)
Put Ankp =
⋃
{A :A ∈ Ankp} and Â =
⋃
n
⋂
k≥n
⋃
p Ankp
Case 1: Q ⊆ Â . Case 2: otherwise.
27
Hjorth and Kehris [17℄ dene Ankp with ∀x, y ∈ Q ∩ A instead of ∀x, y ∈ A. Let us
use A ′nkp to denote their version, thus, Ankp ⊆ A
′
nkp. However if Case 1 holds in the sense of
A ′nkp then it also holds in the sense of Ankp beause A ∈ A
′
nkp i A ∩Q ∈ Ankp .
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12.d Case 1
We are going to prove that in this ase E ≤
b
E
0
.
As easily Â is Π11 by Claim 64.1 and a standard omputation, there is a ∆
1
1
set R suh that Q ⊆ R ⊆ Â. Thus, for E ≤
b
E
0
it suffies now to prove
Lemma 65. E
3
↾R ≤
b
E
0
for any ∆11 set R ⊆ Â .
Proof. By Kreisel Seletion there exists a ∆11 map ν : R→ N suh that
∀k ≥ ν(x) ∃ p ∃B ∈ Aν(x),k,p (x ∈ B ∈ ∆
1
1)
for any x ∈ R. Let Rn = {x ∈ R : ν(x) ≤ n}, these are inreasing ∆
1
1 subsets
of R, and R =
⋃
nRn. Aording to Theorem 34, it suffies to prove that
E
3
↾Rn ≤b E0 for any n. Thus let us fix n. By definition we have
∀x ∈ Rn ∀k ≥ n ∃p ∃B ∈ Ankp (x ∈ B ∈ ∆
1
1) . (∗)
Reall that C is the least lass of sets ontaining all open sets and losed
under the A-operation and the omplement. A map f is alled C-measurable iff
all f -preimages of open sets belong to C .
Claim 65.1. For any n there is a C-measurable map f : Rn → P(N)
N
suh
that f(x) = f(y) ≡n x whenever x, y ∈ Rn satisfy x ≡n y .
Proof. Let E ⊆ N be the Π11 set of all odes of ∆
1
1 subsets of P(N)
N, and let
We ⊆ P(N)
N
be the ∆11 set oded by e ∈ E. We have, by (∗) ,
∀x ∈ Rn ∀k ≥ n ∃p ∃ e ∈ E (x ∈We ∈ Ankp) ,
and an ordinary appliation of the Kreisel seletion yields a pair of ∆11 maps
π, ε : Rn × N → N suh that ε(x, k) ∈ E and x ∈ Wε(x,k) ∈ An,k,π(x,k) hold
whenever x ∈ Rn and k ≥ n. Let π˜(x, k) and ε˜(x, k) to be the least, in the
sense of any fixed reursive ω-long wellordering of N × N, of all possible pairs
π(x′, k) and ε(x′, k) with x′ ∈ Rn ∩ [x]≡n . Then π˜ and ε˜ are ≡n-invariant
in the 1st argument. In addition, we have Wε˜(x,k) ∈ An,k,π˜(x,k) and the set
Zxk = Rn ∩ [x]≡n ∩Wε˜(x,k) is nonempty, whenever x ∈ Rn and k ≥ n .
Let x ∈ Rn. For any k ≥ n, the set Yxk = {yk : y ∈ Zxk} ⊆ P(N) is finite
(and nonempty) by the definition of Ankp , thus, let fk(x) be the least member
of Yxk in the sense of the lexiographial order of P(N) . Define f(x) ∈ P(N)
N
so that f(x)k = xk for k < n and f(x)k = fk(x) for k ≥ n .
That f(x) = f(y) whenever x ≡n y follows from the invariane of ε and π.
To see that f(x) ≡n x note that by definition fk(x) E0 xk for k ≥ n : indeed,
fk(x) = yk for some y ∈ [x]≡n , but x ≡n y implies xk E0 yk for all k. Finally,
the C-measurability needs a routine hek. ✷ (Claim)
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For any u ∈ P(N)n let Rn(u) = {x ∈ Rn : x ↾<n = u} .
Claim 65.2. If u ∈ P(N)n then E
3
↾Rn(u) is smooth.
Proof. As E
3
and ≡n oinide on Rn(u), the relation E3 ↾Rn(u) is smooth via
a C-measurable, hene, a Baire-measurable map. Suppose, towards the ontrary,
that it is not really smooth, i. e., via a Borel map. Then, by the 2-nd dihotomy
theorem, we have E
0
≤
b
E
3
↾Rn(u), hene, E0 turns out to be smooth via a
Baire-measurable map, whih is easily impossible. ✷ (Claim)
To omplete the proof of the lemma, let G = Pfin(N)
n, ating on X = P(N)n
omponentwise and by ∆ at eah of the n o-ordinates, so that, for u, v ∈ X,
we have uEX
G
v iff ukE0 vk for all k < n. Let us apply Theorem 63 with G and X
as indiated, and P = Rn and E = E3 ↾ Rn, Claim 65.2 witnesses the prinipal
requirement. We obtain: E
3
↾ Rn is Borel reduible to a ER indued by a Borel
ation of G. Yet G is the inreasing union of a ountable sequene of its finite
subgroups, hene, any ER indued by a Borel ation of G is hyperfinite, hene,
Borel reduible to E
0
.
✷ (Lemma 65 and Case 1 in Theorem 64)
12.e Case 2
Then the Σ11 set H = Q r Â is non-empty. Our idea will be to define a Borel
subset X of H suh that E
3
↾X ∼
b
E
3
, the or ase of Theorem 64.
By definition, H =
⋂
n
⋃
k>nHnk, where Hnk = H r
⋃
pAnkp. Note that
Hnk = {x ∈ H : ∀ p ∀A ∈ ∆
1
1 (x ∈ A =⇒ A 6∈ Ankp)}
by Claim 64.1, and hene Hnk is Σ
1
1 by rather elementary omputation.
Let b be any reursive bijetion N2
onto
−→ N, inreasing in eah argument. Put
L(n) = max{r : b(r, 0) ≤ n}  thus for any ℓ > L(n) we have b(ℓ, j) > n, ∀ j.
The splitting system used here will ontain non-empty Σ11 sets Xs ⊆ P(N)
N,
s ∈ 2<ω, numbers km, m ∈ N, and elements gs ∈ P(N)
N, s ∈ 2<ω, satisfying
the following requirements (i)  (vi):
(i) XΛ ⊆ H, Xs∧i ⊆ Xs, diamXs ≤ 2
− lh s, and a ertain ondition, in terms
of the Choquet game, holds, onneting eah Xs∧i with Xs so that, as a
onsequene,
⋂
nXa↾n 6= ∅ for any a ∈ 2
N
.
(ii) 0 < k0 < k1 < . . . and X0n+1 ⊆
⋂
r<L(n)Hr,kr .
28
(iii) If s ∈ 2n+1 then gs(i) is finite for all i and = ∅ for all i > kL(n); in
addition, g0n+1(i) = ∅ for all i .
28
Reall that 0m is a sequene of m zeros.
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(iv) For any s ∈ 2n+1, we have ∀x ∈ X0n+1 ∃ y ∈ Xs (y ≡kL(n) gs ·x) ;
29
(v)
(vi)
✷ (Theorem 64)
13 Summable ideals
Farah [6,  1.12℄ gives the following lassifiation of summable ideals S{rn},
based on the distribution of numbers rn :
(S1) Atomi ideals: there is ε > 0 suh that the set Aε = {n : rn ≥ ε} is infinite
and satisfies µ{rn}(∁Aε) < +∞. In this ase S{rn} = {X : X ∩Aε ∈ Fin};
Kehris [27℄ alled suh ideals trivial variations of Fin .
(S2) Dense (summable) ideals: rn → 0 .
(S3) There is a dereasing sequene of positive reals εn → 0 sih that all sets
Dn = Aεn+1 rAεn are infinite.
(S4) Ideals of the form Fin ⊕ dense : there is a real ε > 0 suh that the set Aε ←−
dene ⊕
somewhere⊣
is infinite, µ{rn}(∁Aε) = +∞, and limn→∞ , n∈∁Aε rn = 0 .
In the sense of ≤
b
, all ideals of types (S2), (S3), (S4) are equivalent to eah
other, and all ideals of type (S1) are equivalent to eah other, so that we have
just 2 summable ideals modulo ∼
b
, namely, Fin and S{1/n}. The struture
under ≤
rb
or ≤
be
is muh more ompliated (Farah ?).
13.a A useful lemma
Lemma 66 (Attributed to Kehris in [13℄). Suppose that A, X are Borel sets,
E is a Borel ER on A, and ρ : A→ X is a Borel map satisfying the following :
first, the ρ-image of any E-lass is at most ountable, seong, ρ-images of any
different E-lasses are disjoint. Then E is an essentially ountable ER.
Proof. The relation: x R y iff x, y ∈ Y belong to the ρ-image of one and the
same E-lass in A, is a Σ11 ER on the set Y = ranϑ, moreover,
R ⊆ P = {〈x, y〉 : ¬ ∃a, b ∈ A (a 6E b ∧ x = ρ(a) ∧ y = ρ(b))} ,
where P is Π11, hene, there is a Borel set U with R ⊆ U ⊆ P, in partiular,
U ∩ (Y × Y ) = R. As all R-equivalene lasses are at most ountable, we an
assume that all ross-setions of U are at most ountable, too.
29
For g, x ∈ P(N)N, g ·x = y ∈ P(N)N is dened by y(n) = g(n) ∆ x(n), ∀n .
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Now it suffies to find a Borel ER F with R ⊆ F ⊆ U. Say that a set Z ⊆ X
is stable if U ∩ (Z × Z) is a ER, for example, Y is stable. We observe that
the set D0 = {y : Y ∪ {y} is stable} is Π
1
1 and satisfies Y ⊆ D0, hene, there
is a Borel set Z1 with Y ⊆ Z1 ⊆ D0. Similarly,
D1 = {y
′ ∈ Z1 : Y ∪ {y, y
′} is stable for any y ∈ Z1}
is Π11 and satisfies Y ⊆ D1 by the definition of Z1, so that there is a Borel set
Z2 with Y ⊆ Z2 ⊆ D1. Generally, we define
Dn = {y
′ ∈ Zn : Y ∪ {y1, ..., yn, y
′} is stable for all y1, ..., yn ∈ Zn}
find that Y ⊆ Dn, and hoose a Borel set Zn with Y ⊆ Zn ⊆ Dn. Then, by
the onstrution, Y ⊆ Z =
⋂
n Zn, and, for any finite Z
′ ⊆ Z, the set Y ∪Z ′ is
stable, so that Z itself is stable, and we an take F = U ∩ (Z × Z) .
13.b Under the summable ideal
Subsets of N will be systematially identified with their harateristi funtions.
For a, b ∈ 2N put a ∆ b = {n : a(n) 6= b(n)} (identified with the funtion
c(n) = 1 iff a(n) 6= b(n)) and Σ(a, b) =
∑
n∈a∆b
1
n+1 . (This an be a nonneg
ative real or +∞.) Generally, we define Σmk (a, b) =
∑
n∈a∆b , k≤n≤m
1
n+1 , and
aordingly Σ∞k (a, b) =
∑
n∈a∆b , k≤n<∞
1
n+1 . Define Σ(a) =
∑
{n:a(n)=1}
1
n+1
and similarly Σmk (a) and Σ
∞
k (a) .
Reall that the summable ideal is defined as
S{1/n} = {a ∈ 2
N : Σ(a) < +∞} .
(The notation I2 and I0 is also used.) E{1/n} will denote the assoiated Borel
ER on 2N, i. e., a E{1/n} b iff Σ(a, b) < +∞ .
Theorem 67. Let E be a Borel ER on a Polish spae X, and E ≤
b
E{1/n}.
Then either E ∼
b
E{1/n} or E is essentially ountable.
Proof. This is a long proof. Let ϑ : X → 2N be a Borel redution E to E{1/n}.
We an assume that ϑ is in fat ontinuous: indeed it is known that there is a
stronger Polish topology on X whih makes ϑ ontinuous but does not add new
Borel subsets of X. Now, as any Polish X is a 1−1 ontinuous image of a losed
subset of N
N, we an assume that X = NN .
Finally, we an assume that ϑ is ∆11, not merely Borel.
If a ∈ A ⊆ 2N and q ∈ Q+ then let GalqA(a) be the set of all b ∈ A suh
that there is a finite hain a = a0, a1, ..., an = b of reals ai ∈ A suh that
Σ(ai, ai+1) < q for all i, the q-galaxy of a in A .
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Definition 67.1. A set A ⊆ 2N is q-grainy, where q ∈ Q+, iff Σ(a, b) < 1
for all a ∈ A and b ∈ GalqA(a). A set A is grainy if it is q-grainy for some
q ∈ Q+. (In other words it is required that the galaxies are rather small.) ✷
Claim 67.2. Any q-grainy Σ11 set A ⊆ 2
N
is overed by a q-grainy ∆11 set.
Proof.
30
The set D0 = {b ∈ 2
N : A ∪ {b} is q-grainy} is Π11 and A ⊆ D0,
hene, there is a ∆11 set B1 with A ⊆ B1 ⊆ D0. Note that A∪{a} is q-grainy
for any a ∈ B1. It follows that the Π
1
1 set
D1 = {b ∈ B1 : A ∪ {a, b} is q-grainy for any a ∈ B1}
still ontains A, hene, there is a ∆11 set B2 with A ⊆ B2 ⊆ D1 ⊆ B1. Note
that A ∪ {a1, a2} is q-grainy for any a1, a2 ∈ B2. In general, as soon as we
have got a ∆11 set Bn with A ⊆ Bn and suh that A∪ {a1, ..., an} is q-grainy
for any a1, ..., an ∈ Bn, then the Π
1
1 set
Dn = {b ∈ Bn : A ∪ {a1, ..., an, b} is q-grainy for any a1, ..., an ∈ Bn}
ontains A, hene, there is a ∆11 set Bn+1 with A ⊆ Bn+1 ⊆ Dn ⊆ Bn .
As usual in similar ases, the hoie of the sets Bn an be made effetive
enough for the set B =
⋂
nBn to be still ∆
1
1, not merely Borel. On the other
hand, A ⊆ B and B is q-grainy. ✷ (Claim)
Coming bak to the proof of the theorem, let C be the union of all grainy
∆11 sets. An ordinary omputation shows that C is Π
1
1 . We have two ases.
Case 1 : ranϑ ⊆ C. Case 2 : otherwise.
13. Case 1
We are going to prove that, in this ase, E is essentially ountable. First note
that, by Separation, there is a ∆11 set H
∗ ⊆ 2N with ranϑ ⊆ H∗ ⊆ C .
Fix a standard enumeration {We}e∈E of all ∆
1
1 subsets of 2
N, where, as
usual, E ⊆ N is a Π11 set. By Kreisel Seletion, there exist ∆
1
1 funtions a 7−→
e(a) and a 7−→ q(a), defined on H∗, suh that for any a ∈ H∗ the ∆11 set
W (a) = We(a) ontains a and is q(a)-grainy. The final point of our argument
will be an appliation of Lemma 66, where ρ will be a derivate of the funtion
G(a) = Gal
q(a)
W (a)(a). We prove
Claim 67.2. If a ∈ H∗ then γa = {G(b) : b ∈ [a]E{1/n} ∩ H
∗} is at most
ountable.
30
The result an be ahieved as a routine appliation of a reetion priniple, yet we would
like to show how it works with a low level tehnique.
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Proof. Otherwise there is a pair of e ∈ E and q ∈ Q+ and an unountable
set B ⊆ [a]E{1/n} ∩ H
∗
suh that q(b) = q and e(b) = e for any b ∈ B and
G(b′) 6= G(b) for any two different b, b′ ∈ B. Note that any G(b), b ∈ B, is a
q-galaxy in one and the same set W (a) = W (b) = We, therefore, if b 6= b
′ ∈ B
then b′ 6∈ G(b) and Σ(b, b′) ≥ q. On the other hand, as B ⊆ [a]E{1/n} , we have
Σ(a, b) < +∞ for all b ∈ B, hene, there is m and a still unountable set B′ ⊆ B
suh that Σ∞m (a, b) < q/2 for all b ∈ B
′. Now take a pair of b 6= b′ ∈ B′ with
b ↾ [0,m) = b′ ↾ [0,m) : then Σ(b, b′) < q, ontradition. ✷ (Claim)
It follows that x 7→ G(ϑ(x)) maps any E-lass into a ountable set of galaxies
G(a). To ode the galaxies by single points, let S(a) =
⋃
m{b ↾m : b ∈ G(a)}.
Thus S(a) ⊆ 2<ω odes the Polish topologial losure of the galaxy G(a) .
Claim 67.3. If a, b ∈ H∗ and ¬ a E{1/n} b then b does not belong to the
(topologial) losure of G(a), in partiular, b ↾m 6∈ S(a) for some m .
Proof. Take m big enough for Σm−10 (a, b) ≥ 2. Then s = b ↾m does not belong
to S(a) beause any a′ ∈ G(a) satisfies Σ(a, a′) < 1 . ✷ (Claim)
Elementary omputation shows that the sets
G = {〈a, b〉 : a ∈ H∗ ∧ b ∈ G(a)} and S = {〈a, s〉 : a ∈ H∗ ∧ s ∈ S(a)} .
belong to Σ11 , but this is not enough to laim that a 7→ S(a) is a Borel map.
Yet we an hange it appropriately to get a Borel map with similar properties.
First of all define the following Σ11 ER on H
∗
:
a F b iff e(a) = e(b) ∧ q(a) = q(b) ∧G(a) = G(b) .
(To see that F is Σ11 note that here G(a) = G(b) is equivalent to b ∈ G(a),
and that G is Σ11 .) It follows from Claim 67.3 and Kreisel Seletion that there
is a ∆11 funtion µ : H
∗ × H∗ → N suh that for any pair of a, b ∈ H∗ with
a 6E{1/n} b we have b ↾ µ(a, b) 6∈ S(a). Then the set
R(a) = {b ↾ µ(a′, b) : a′, b ∈ H∗ ∧ a F a′ ∧ a′ 6E{1/n} b)} ⊆ 2
<ω
does not interset S(a), for any a ∈ H∗, hene, the Σ11 set
R = {〈a, s〉 : a ∈ H∗ ∧ s ∈ R(a)}
does not interset S. Note that by definition R is F-invariant w. r. t. the 1st
argument, i. e., if a, a′ ∈ H∗ satisfy a F a′ then R(a) = R(a′). It follows from
Lemma 35.2 that there is a ∆11 set Q ⊆ H
∗ × 2<ω with S ⊆ Q but R ∩Q = ∅,
F-invariant in the same sense. Then the map a 7→ Q(a) = {s : Q(a, s)} is ∆11 .
Claim 67.4. Suppose that a, b ∈ H∗. Then : a F b implies Q(a) = Q(b) and
a 6E{1/n} b implies Q(a) 6= Q(b) .
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Proof. The first statement holds just beause Q is F-invariant. Now suppose
that a 6E{1/n} b. Then by definition s = b ↾ µ(a, b) ∈ R(a), hene, s 6∈ Q(a). On
the other hand, s ∈ S(b) ⊆ Q(b) . ✷ (Claim)
Define τ(x) = Q(ϑ(x)) for x ∈ NN, so that τ is a ∆11 map N
N → P(2<ω) .
Claim 67.5. If x ∈ NN then Ta = {τ(y) : y ∈ [x]E} is at most ountable.
Proof. Suppose that y, z ∈ [x]E. Then a = ϑ(x), b = ϑ(y), and c = ϑ(z) belong
to H∗, and b, c ∈ [a]E{1/n} . It follows from Claim 67.4 that if G(b) = G(c),
e(b) = e(c), and q(b) = q(c), then Q(b) = Q(c). It remains to note that G takes
only ountably many values on H∗ ∩ [a]E{1/n} by Claim 67.2. ✷ (Claim)
Finally note that, if x 6E y ∈ NN then ϑ(x), ϑ(y) belong to H∗ and satisfy
ϑ(x) 6E{1/n} ϑ(y), hene, τ(x) 6= τ(y) by Claim 67.4. Thus, the Borel map τ
witnesses that the given ER E is essentially ountable by Lemma 66.
13.d Case 2
Thus we suppose that the Σ11 set B
∗ = ranϑ r C is non-empty. Note that, by
Claim 67.2, there is no non-empty Σ11 grainy set A ⊆ B
∗
.
Let Bs = {a ∈ 2
N : s ⊂ a} for s ∈ 2<ω and N u = {x ∈ N
N : u ⊂ x} for
u ∈ N<ω (basi open nbhds in 2N and NN ).
If A, B ⊆ 2N and m, k ∈ N, then A Rm≥k B will mean that for any a ∈ A
there is b ∈ B with Σ∞k (a, b) < 2
−m, and onversely, for any b ∈ B there is
a ∈ A with Σ∞k (a, b) < 2
−m. This is not a ER, of ourse, yet the onjuntion of
A Rm≥k B and B R
m
≥k C implies A R
m−1
≥k C .
0m will denote the sequene of m zeros.
To prove that E{1/n} ≤b E in Case 2, we define an inreasing sequene of
natural numbers 0 = k0 < k1 < k2 < ..., and also objets As, gs, vs for any
s ∈ 2<ω, whih satisfy the following list of requirements (i)  (viii).
(i) if s ∈ 2m then gs ∈ 2
km , and s ⊂ t =⇒ gs ⊂ gt ;
(ii) ∅ 6= As ⊆ B
∗ ∩Bgs , As is Σ
1
1 , and s ⊂ t =⇒ At ⊆ As .
(iii) if s ∈ 2n then A0n R
n+2
≥kn
As ;
(iv) if s ∈ 2n, m < n, s(m) = 0, then Σkm+1−1km (gs, g0m) < 2
−m−1
;
(v) if s ∈ 2n, m < n, s(m) = 1, then |Σkm+1−1km (gs, g0m)−
1
m+1 | < 2
−m−1
;
(vi) if s, t ∈ 2n, m < n, s(m) = t(m), then |Σkm+1−1km (gs, gt)| < 2
−m
;
(vii) if s ∈ 2n then vs ∈ N
n, and s ⊂ t =⇒ vs ⊂ vt ;
(viii) As ⊆ {a ∈ B
∗ : ϑ−1(a) ∩N vs 6= ∅} .
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We an now aomplish Case 2 as follows. For any a ∈ 2N define F (a) =⋃
n ga↾n ∈ 2
N
(the only element satisfying ga↾n ⊂ F (a) for all n) and ρ(a) =⋃
n va↾n ∈ N
N. It follows, by (viii) and the ontinuity of ϑ, that F (a) = ϑ(ρ(a))
for any a ∈ 2N. Thus the next laim proves that ρ is a Borel (in fat, here
ontinuous) redution E{1/n} to E and ends Case 2.
Claim 67.2. The map F redues E{1/n} to E{1/n}, that is, the equivalene
a E{1/n} b⇐⇒ F (a) E{1/n} F (b) holds for all a, b ∈ 2
N
.
Proof. By definition Σ(F (a), F (b)) = limn→∞Σ
kn−1
0 (ga↾n, gb↾n). However it
follows from (iv), (v), (vi) that
|Σkn−10 (ga↾n, gb↾n)−Σ
n−1
0 (a ↾ n, b ↾ n)| ≤
∑
m<n2
−m < 2 .
We onlude that |Σ(F (a), F (b)) −Σ(a, b)| ≤ 2, as required. ✷ (Claim)
13.e Constrution
The onstrution goes on by indution. To begin with we set k0 = 0, gΛ = Λ
and AΛ = B
∗. Suppose that, for some n, we have the objets as required for all
n′ ≤ n, and extend the onstrution on the level n+ 1 .
As A0n is not grainy (see above), there is a pair of elements a
0, a1 ∈ A0n
suh that |Σ(a0, a1)− 1n+1 | < 2
−n−2. Note that a0 ↾ kn = a1 ↾ kn by (i) and (ii),
hene, there is kn+1 > kn suh that |Σ
kn+1−1
kn
(a0, a1)− 1n+1 | < 2
−n−2. Aording
to (iii), for any s ∈ 2n there exist b0s, b
1
s ∈ As suh that and Σ
∞
kn(a
i, bis) < 2
−n−2
for i = 0, 1; we an, of ourse, assume that bi0n = a
i. Moreover, the number
kn+1 an be hosen big enough for the following to hold:
Σ∞kn+1(b
i
s, a
0) < 2−n−3  for all s ∈ 2n and i = 0, 1. (1)
We let gs∧i = b
i
s ↾ kn+1 for all s
∧i ∈ 2n+1. This definition preserves (i). To
hek (iv) for s′ = s∧0 ∈ 2n+1 and m = n, note that
Σkn+1−1kn (gs′ , g0n+1) = Σ
kn+1−1
kn
(b0s, a
0) < 2−n−2.
To hek (v) for s′ = s∧1 ∈ 2n+1 and m = n, note that
|Σkn+1−1kn (gs′ , g0n+1)−
1
n+1 | ≤ Σ
kn+1−1
kn
(b1s, a
1)+|Σkn+1−1kn (a
0, a1)− 1n+1 | < 2
−n−1.
To fulfill (vii), hoose, for any s∧i ∈ 2n+1, a sequene vs∧i ∈ N
n+1
so that
vs ⊂ vs∧i and there is N vs∧i ∩ ϑ
−1(bis) 6= ∅ .
Let us finally define the sets As′ ⊆ As, for all s
′ = s∧i ∈ 2n+1 (so that
s ∈ 2n and i = 0, 1). To fulfill (ii) and (viii), we begin with
A′s∧i = {a ∈ As ∩Bgs∧i : ϑ
−1(a) ∩N vs∧i 6= ∅} .
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This is a Σ11 subset of As, ontaining b
i
s. To fulfill (iii), we define A0n+1 to be
the set of all a ∈ A′0n+1 suh that
∀ s′ = s∧i ∈ 2n+1 ∃ b ∈ A′s′ (Σ
∞
kn+1(a, b) < 2
−n−3) ;
this is still a Σ11 set ontaining b
0
0n = a
0
by (1). It remains to define, for any
s∧i 6= 0n+1, As∧i to be the set of all b ∈ A
′
s∧i suh that
∃ b ∈ A0n+1 (Σ
∞
kn+1(a, b) < 2
−n−3) .
This ends the definition for the level n+ 1 .
✷ (Constrution and Theorem 67)
14 c0-equalities
Suppose that 〈Xk ; dk〉 is a finite metri spae for eah k ∈ N. Farah [7℄ defines
an equivalene relation D = D(〈Xk ; dk〉) on X =
∏
k∈NXk as follows:
x D y iff lim
k→∞
dk(xk, yk) = 0 .
ERs of this form are alled c0-equalities. In addition, D(〈Xk ; dk〉) is nontrivial
if limsupk→∞ diam(Xk) > 0 (otherwise D(〈Xk ; dk〉) makes everything equiva
lent). Every c0-equality is easily a Borel ER, more exatly, of lass Π
0
3 .
14.a Some examples and simple results
Example 68. (1) Let Xk = {0, 1} with dk(0, 1) = 1 for all k. Then learly the
relation D(〈Xk ; dk〉) on 2
N =
∏
k{0, 1} is just E0 .
(2) Let Xkl = {0, 1} with dkl(0, 1) = k
−1
for all k, l ∈ N. Then the relation
D(〈Xkl ; dkl〉) on 2
N×N =
∏
k,l{0, 1} is just E3 = E0×Fin .
(3) Generally, if 0 = n0 < n1 < n2 < ... and ϕi is a submeasure on [ni, ni+1),
then let Xi = P([ni, ni+1)) and di(u, v) = ϕi(u∆ v) for u, v ⊆ [ni, ni+1). Then
D(〈Xi ; di〉) is learly isomorphi to EI , where
I = Exh(ϕ) = {x ⊆ N : lim
n→∞
ϕ(x ∩ [n,∞)) = 0}
and ϕ(x) = supi ϕi(x ∩ [ni, ni+1)) .
(4) Let Dmax = D(〈Xk ; dk〉), where Xk = {0,
1
k ,
2
k , ..., 1} and dk is the dis
tane on Xk inherited from R. ✷
Proposition 69 (Farah [7℄ with a referene to Oliver). (i) Dmax ∼b Z0 ;
(ii) if D is a c0-equality then D ≤b Dmax, moreover, D ≤a Dmax .
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Thus Dmax is a maximal, in a sense, among c0-equalities.
Proof. (i) It is lear that Dmax is the same as 0 ↾ X, where X ⊆ R
N
is defined
as in the proof of Lemma 20, where it is also shown that 
0
∼
b

0
↾ X .
(ii) To prove D ≤
b
Dmax, it suffies, by (i) and Lemma 20, to show that
D ≤
b

0
. The proof is based on the following:
Claim 69.1. Any finite n-element metri spae 〈X ; d〉 is isometri to an n-ele
ment subset of 〈Rn ; ρn〉, where ρn be the distane on R
n
defined by ρn(x, y) =
maxi<n |xi − yi| .
Proof of the laim. Let X = {x1, . . . , xn}. It suffies to prove that for any
k 6= l there is a set of reals {r1, . . . , rn} suh that |rk − rl| = d(xk, xl) and
(∗) |ri − rj| ≤ dij = d(xi, xj) for all i, j .
We an assume that k = 1 and l = n.
Step 1. There is a least number h1 ≥ 0 suh that (∗) holds for the numbers
{0, 0, . . . , 0︸ ︷︷ ︸
n−1 times
, h} for any 0 ≤ h ≤ h1. Then, for some k, 1 ≤ k < n, we have
h1−0 = dkn exatly. Suppose that k 6= 1; then it an be assumed that k = n−1.
Step 2. Similarly, there is a least number h2 ≥ 0 suh that (∗) holds for the
numbers {0, 0, . . . , 0︸ ︷︷ ︸
n−2 times
, h, h1 + h} for any 0 ≤ h ≤ h2. Then, for some k, ν, 1 ≤
k < n − 1 ≤ ν ≤ n, we have h2 − 0 = dkν exatly. Suppose that k 6= 1; then it
an be assumed that k = n− 2.
Step 3. Similarly, there is a least number h3 ≥ 0 suh that (∗) holds for the
numbers {0, 0, . . . , 0︸ ︷︷ ︸
n−3 times
, h, h2 + h, h1 + h2+h} for any 0 ≤ h ≤ h3. Then again, for
some k, ν, 1 ≤ k < n− 2 ≤ ν ≤ n, we have h3 − 0 = dkν exatly. Suppose that
k 6= 1; then it an be assumed that k = n− 3.
Et etera.
This proess ends, after a number m (m < n) steps, in suh a way that the
index k obtained at the final step is equal to 1. Then (∗) holds for the numbers
{0, 0, . . . , 0︸ ︷︷ ︸
n−m times
, rn−m+1, rn−m+1, . . . , rn}, where rn−m+j = hm+hm−1+ · · ·+hm−j+1
for eah j = 1, . . . m. Moreover it follows from the onstrution that there is a
dereasing sequene n = k0 > k1 > k2 > · · · > kµ = 1 (µ ≤ m) suh that
rki− rki+1 = dki+1,ki exatly for any i. Then d1n ≤
∑
i rki− rki+1 by the triangle
inequality. But the right-hand side is a part of the sum rn = h1 + · · ·+ hm, and
hene rn ≥ d1n. It follows that, utting the onstrution at an appropriate step
m′ ≤ m) (and taking an appropriate value of h ≤ hm′ ), we obtain a sequene
of numbers r1 = 0 ≤ r2 ≤ · · · ≤ rn−1 ≤ rn still satisfying (∗) and satisfying
rn = rn − r0 = d1n. This ends the proof. ✷ (Claim)
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Now, to arry out the proof of D ≤
b

0
, suppose that D = D(〈Xk ; dk〉)
is an equivalene relation on X =
∏
k∈NXk, where eah 〈Xk ; dk〉 is a finite
metri spae. Let nk be the number of elements in Xk. Let, by the laim, ηk :
Xk → R
nk
be an isometri embedding of 〈Xk ; dk〉 into 〈R
nk ; ρnk〉. The map
ϑ(x) = η0(x0)
∧η1(x1)
∧η2(x2)
∧ . . . (from X to RN ) redues D to 
0
.
The struture of c0-equalities tend to be onneted more with the additive
reduibility ≤
a
(see 1.d on ≤
a
and the assoiated relations <
a
and ∼
a
) than
with the general Borel reduibility. In partiular, we have
Lemma 70. For any c0-equality D = D(〈Xk ; dk〉), if D
′
is a Borel ER on a
set
∏
kX
′
k (with finite nonempty X
′
k ) and D
′ ≤
a
D then D
′
is a c0-equality.
Proof. Let a sequene 0 = n0 < n1 < n2 < ... and a olletion of maps Hi :
X ′i →
∏
ni≤k<ni+1
Xk witness D
′ ≤
a
D. For x′, y′ ∈ X ′i put
d′i(x
′, y′) = max
ni≤k<ni+1
dk(Hi(x
′)k,Hi(y
′)k) .
Then easily D
′ = D(〈X ′k ; d
′
k〉) .
Lemma 71 (Farah [7℄ with a referene to Hjorth). Every c0-equality D =
D(〈Xk ; dk〉) is indued by a ontinuous ation of a Polish group.
(The domain X =
∏
kXk of D is onsidered with the produt topology.)
Proof. (sketh) For any k let Sk be the (finite) group of all permutations of
Xk, with the distane ρk(s, t) = maxx∈Xk dk(s(x), t(x)). Then
G = {g ∈
∏
k Sk : lim
k→∞
ρk(gk, ek) = 0} , where ek ∈ Sk is the identity ,
is easily a subgroup of
∏
k Sk, moreover, the distane d(g, h) = supk ρk(gk, hk)
onverts G into a Polish group, the natural ation of whih on X (i. e., (g ·x)k =
gk(xk), ∀k ) is ontinuous and indues D .
14.b Classifiation
Reall that for a metri spae 〈A ; d〉, a rational q > 0, and a ∈ A, GalqA(a)
is the set of all b ∈ A whih an be onneted with a by a finite hain a =
a0, a1, ..., an = b with d(ai, ai+1) < q for all i. Farah defines, for r > 0,
δ(r,A) = inf {q ∈ Q+ : ∃a ∈ A (diam(GalqA(a)) ≥ r)}
(with the understanding that here inf ∅ = +∞), and
∆(A) = {d(a, b) : a 6= b ∈ A} , so that diamA = sup(∆(A) ∪ {0}) .
Now let D = D(〈Xk ; dk〉) be a c0-equality on X =
∏
k∈NXk. The basi
properties of D are determined by the following two onditions:
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(o1) liminfk→∞ δ(r,Xk) = 0 for some r > 0 .
(o2) ∀ ε > 0 ∃ ε′ ∈ (0, ε) ∃∞k (∆(Xk) ∩ [ε′, ε) 6= ∅) .
Easily (o1) implies both the nontriviality of D = D(〈Xk ; dk〉) and (o2).
Theorem 72 (Farah [7℄). Let D = D(〈Xk ; dk〉) be a nontrivial c0-equality.
Then ←−
Comment
upon
turbulent
in (iii).⊣
(i) If (o2), hene, (o1) fail then D ∼
a
E
0
, hene, D ∼
b
E
0
;
(ii) If (o1) fails but (o2) holds then D ∼
a
E
3
, hene, D ∼
b
E
3
;
(iii) If (o1), hene, (o2) hold then E
0
<
a
D and D1 ≤a D for a turbulent c0-
equality D1 satisfying E3 ≤a D1 .
Proof. (i) To show that E
0
≤
a
D note that, by the nontriviality of D, there
exist: a number p > 0, an inreasing sequene 0 = n0 < n1 < n2 < ... , and, for
any i, a pair of points xni , yni ∈ Xni with dni(xni , yni) ≥ p. For n not of the
form ni fix an arbitrary xn ∈ Xn. Now, if a ∈ 2
N, then define ϑ(a) ∈
∏
kXk so
that ϑ(a)n = zn for n not of the form ni, while ϑ(a)ni = xni or = yni if resp.
ai = 0 or = 1. This map ϑ witnesses E0 ≤a D .
Now prove that D ≤
a
E
0
. As (o2) fails, there is ε > 0 suh that for eah
ε′ with 0 < ε′ < ε we have only finitely many k with the propery that ε′ ≤
dk(ξ, η) < ε for some ξ, η ∈ Xk. Let Gk be the (finite) set of all
ε
2 -galaxies
in Xk, and let ϑ : X =
∏
kXk → G =
∏
kGk be defined as follows: ϑ(x)k is
that galaxy in Gk to whih xk belongs. Let E be the G-version of E0, i. e., if
g, h ∈ G then g Eh iff gk = hk for all but finite k. As easily E ≤a E0, it suffies
to demonstrate that D ≤
a
E via ϑ. Suppose that x, y ∈ X and ϑ(x) E ϑ(y) and
prove xD y (the nontrivial diretion). Let, on the ontrary, x 6D y, so that there
is a number p > 0 with dk(xk, yk) > p for infinitely many k. We an assume
that p < ε2 . On the other hand, as ϑ(x) E ϑ(y), there is k0 suh that xk and
yk belong to one and the same
ε
2 -galaxy in Xk for all k > k0. Then, for any
k > k0 with dk(xk, yk) > p (i. e., for infinitely many values of k ) there exists an
element zk ∈ Xk in the same galaxy suh that p < dk(xk, zk) < ε, but this is a
ontradition to the hoie of ε (indeed, take ε′ = p).
(ii) Let us show first that if (o2) holds then E
3
≤
a
D (independently of
(o1)). It follows from (o2) that there exist: an infinite sequene ε1 > ε2 >
ε3 > ... > 0, for any i an infinite set Ji, and for any j ∈ Ji a pair of elements
xij , yij ∈ Xj with dj(xij , yij) ∈ [εi+1, εi). We may assume that the sets Ji are
pairwise disjoint. Then the c0-equality D
′ = D(〈{xij , yij} ; dj〉i∈N, j∈Ji) satisfies
both D
′ ≤
a
D and D
′ ∼= E
3
(via a bijetion between the underlying sets).
Now, assuming that, in addition, (o1) fails, we show that D ≤
a
E
3
. For
all k, n ∈ N let Gkn be the (finite) set of all
1
n -galaxies in Xk. For any x ∈
X =
∏
iXi define ϑ(x) ∈ G =
∏
k,nGkn so that ϑ(x)kn is that
1
n -galaxy in
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Gkn to whih xk belongs (for all k, n). The ER E on G, defined so that g E h
iff ∀n ∀∞k (gkn = hkn) (g, h ∈ G) is easily ≤a E3, so it suffies to show
that D ≤
a
E via ϑ. Suppose that x, y ∈ X and ϑ(x) E ϑ(y) and prove x D y
(the nontrivial diretion). Otherwise there is some r > 0 with dk(xk, yk) > r for
infinitely many k. As (o1) fails for this r, there is n big enough for δ(r,Xk) >
1
n
to hold for almost all k. Then, by the hoie of r, we have ϑ(x)kn 6= ϑ(y)kn for
infinitely many k, hene, ϑ(x) 6E ϑ(y), ontradition.
(iii) Fix r > 0 with liminfk→∞ δ(r,Xk) = 0. As for any inreasing sequene
n0 < n1 < n2 < ... we have D(〈Xni ; dni〉) ≤a D, it an be assumed that
limk δ(r,Xk) = 0, and further that δ(r,Xk) <
1
k for all k. Then every Xk
ontains a
1
k -galaxy Yk ⊆ Xk of diam Yk ≥ r. As easily D(〈Yk ; dk〉) ≤a D, the
following lemma suffies to prove (iii).
Lemma 72.1. Suppose that r > 0 and eah Xk is a single
1
k -galaxy in itself
with diam(Xk) ≥ r. Then D = D(〈Xk ; dk〉) is turbulent and E3 ≤a D .
Proof. We know from the proof of (iii) above that E
3
≤
a
D. Now prove that
the natural ation of the Polish group G defined as in the proof of Lemma 71 is
turbulent under the assumptions of the lemma.
That every D-lass is dense in X =
∏
kXk (with the produt topology on
X ) is an easy exerise. To see that every D-lass [x]D also is meager in X, note
that by the assumptions of the lemma any Xk ontains a pair of elements x
′
k, x
′′
k
with dk(x
′
k, x
′′
k) ≥ r. Let yk be one of x
′
k, x
′′
k whih is dk-fahrer than
r
2 from xk.
Now the set Z = {z ∈ X : ∃∞k (zk = yk)} is omeager in X and disjoint from
[x]D. It remains to prove that loal orbits are somewhere dense.
Let G be an open nbhd of the identity in G and ∅ 6= X ⊆ X be open in X.
We an assume that, for some n, G is the 1n -ball around the identity in G while
X = {x ∈ X : ∀k < n (xk = ξk)}, where elements ξk ∈ Xk, k < n, are fixed. It
is enough to prove that all lasses of the loal orbit relation ∼GX are dense in X.
Consider an open set Y = {y ∈ X : ∀k < m (yk = ξk)} ⊆ X, where m > n and
elements ξk ∈ Xk, n ≤ k < m, are fixed in addition to the above.
Let x ∈ X. Then xk = ξk for k < n. Let n ≤ k < m. The elements ξk and
xk belong to Xk, whih is a
1
k -galaxy, therefore, there is a hain, of a length
ℓ(k), of elements of Xk, whih onnets xk and ξk so that every step within
the hain has dk-length <
1
k . Then there is a permutation gk of Xk suh that
g
ℓ(k)
k (xk) = ξk, gk(ξk) = xk, and dk(ξ, gk(ξ)) <
1
k for all ξ ∈ Xk. Let gk be
the identity on Xk whenever k < n or k ≥ m. This defines an element g ∈ G
whih obviously belongs to G, moreover, X is g-invariant and gℓ(x) ∈ U, where
ℓ =
∏
n≤k<m ℓ(k), hene, x∼
G
X g(x), as required. ✷ (Lemma)
✷ (Theorem 72)
Remark 73. Theorem 72 shows that any nontrivial c0-equality D ≤a-ontains
a turbulent c0-equality D
′
with E
3
≤
a
D
′
(and the turbulene of D
′
holds, in
14 c0-EQUALITIES 93
partiular, via the natural ation defined in the proof of Lemma 71), unless D is
∼
a
to E
0
or E
3
, and that (o1) is neessary for the turbulene of D itself and
suffiient for a turbulent c0-equality D
′ ≤
a
D to exist. ✷
14. LV-equalities
By Farah, an lv-equality is a c0-equality D = D(〈Xk ; dk〉) satisfying
(lv1) ∀m ∀ ε > 0 ∀∞k ∀x0, ..., xm ∈ Xk (dk(x0, xm) ≤ maxj<m dk(xj , xj+1)+ ε) .
In other words, the metris involved are postulated to be asymptotially lose
to ultrametris. This sort of c0-equalities was first onsidered by Louveau and
Velikovi [31℄. The following simple fat is analogous to Lemma 70.
Lemma 74. For any lv-equality D, if D′ is a Borel ER on a set
∏
kX
′
k (with
finite nonempty X ′k ) and D
′ ≤
a
D then D
′
is an lv-equality. ✷
Example 75 (Louveau and Velikovi [31℄). We define Xk = {1, 2, ..., 2
k} and
dk(m,n) = log(|m− n|+ 1)/k for 1 ≤ m,n ≤ 2
k
. ✷
Theorem 76 (Essentially, Louveau and Velikovi [31℄). Let D = D(〈Xk ; dk〉)
be a turbulent lv-equality. Then we an assoiate, with eah infinite A ⊆ N, a
lv-equality DA ≤a D suh that for all A, B ⊆ N the following are equivalent :
(i) A ⊆∗ B (i. e., ArB is finite);
(ii) DA ≤a DB ;
(iii) DA ≤bm DB (i. e., via a Baire measurable redution).
This theorem was the first major appliation of c0-equalities. One of its orol
laries is that there exist big families of mutually irreduible Borel ERs !
Proof. As D is turbulent, the neessary turbulene ondition (o1) of 14.b
holds, moreover, as in the proof of Theorem72 (ase (iii)), we an assume that it
takes the following speial form for some r > 0 :
(1) Eah Xk is a single min{
r
2 ,
1
k+1}-galaxy of diam(Xk) ≥ 4r .
The intended transformations (redution to a ertain infinite subsequene of
spaes 〈Xk ; dk〉, and then eah Xk to a suitable galaxy Yk ⊆ Xk ) preserve
(lv1), of ourse, moreover, going to subsequenes one again, we an assume
that (lv1) holds in the following speial form:
(2) dk(x0, xmk) ≤ maxi<mk dk(xi, xi+1)+
1
k+1 whenever x0, ..., xmk ∈ Xk, where
mk = 2
∏k−1
j=0 #(Xj)
.
We an derive the following important onsequene:
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(3) For any k there is a set Yk ⊆ Xk of #(Yk) = mk suh that we have
dk(x, y) ≥ r for all x 6= y in Yk .
To prove this note that by (1) there is a set {x0, ..., xm} ⊆ Xk suh that
dk(x0, xm) ≥ 4r but dk(xi, xi+1) < r for all i. We may assume that m is the
least possible length of suh a sequene {xi}. Now let us define a subsequene
{y0, y1, ..., yn} of {xi}, the number n ≤ m will be speified in the ourse of
the onstrution. Put y0 = x0. If yj = xi(j) has been defined, and there is
l > i(j), l ≤ m, suh that dk(yj , xl) ≥ r, then let yj+1 = xl for the least suh l,
otherwise put n = j and stop the onstrution.
By definition dk(yj, yj+1) ≥ r for all j < n, moreover, dk(yj′, yj+1) ≥ r
for any j′ < j by the minimality of m. Thus Yk = {yj : j ≤ n} satisfies
dk(x, y) ≥ r for all x 6= y in Yk. It remains to prove that n ≥ mk. Indeed we
have dk(yj , yj+1) < 2r by the onstrution, hene, if n ≤ mk then we would
have dk(y0, yn) ≤ 3r by (2), whih implies dk(yn, xm) ≥ r, a ontradition to
the assumption that the onstrution stops with yn ,
This said, we proeed to the proof of the theorem. First note that
Lemma 76.1. (iii) implies that (ii) holds at least for some (infinite) A′ ⊆ A . ←−
Is it true
that for a
pair of c0-
equalities
D, D′, if
D ≤
b
D
′
then
D ≤
a
D
′
?⊣
Proof. A Borel redution an be extrated from a Baire measurable one by a
version of the stabilizers onstrution (see proofs of ... .) ✷ (Lemma 76.1)
Thus it remains only to show that (ii) implies (i), even simpler, that, for any
disjoint infinite sets A, B ⊆ N, DA ≤a DB fails. Suppose, towards the ontrary,
that DA ≤a DB holds, and let this be witnessed by a redution Ψ defined (as
in 1.d) from an inreasing sequene minB = n0 < n1 < n2 < ... of numbers
ni ∈ B and a olletion of maps Hk : Xk →
∏
j∈[ni,ni+1)∩B
Xj , k ∈ A. Let
fk(δ) = max
ξ, η∈Xk , dk(ξ,η)<δ
max
j∈[ni,ni+1)∩B
dj(Hk(ξ)j ,Hk(η)j) ,
for k ∈ N and δ > 0 (with the understanding that max ∅ = 0 if appliable).
Then f(δ) = supk∈A fk(δ) is a nondereasing map R
+ → [0,∞) .
Lemma 76.2. limδ→0 f(δ) = 0 .
Proof. Otherwise there is ε > 0 suh that f(δ) ≥ ε for all δ. Then the numbers
µk = minξ, η∈Xk , ξ 6=η dk(ξ, η) (all of them are > 0)
must satisfy infk∈A µk = 0. This allows us to define a sequene k0 < k1 < k2 <
... of numbers ki ∈ A, and, for any ki, a pair of ξi, ηi ∈ Xki with dki(ξi, ηi)→ 0,
and also ji ∈ [nki , nki+1) ∩B suh that dji(Hki(ξi)ji ,Hki(ηi)ji) ≥ ε. Let x, y ∈∏
k∈AXk satisfy xki = ξi and yki = ηi for all i and xk = yk for all k ∈ A
not of the form ki. Then easily xDA y holds but Ψ(x)DB Ψ(y) fails, whih is a
ontradition. ✷ (Lemma 76.2)
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Let k ∈ A, and let Yk ⊆ Xk be as in (3). Then there exist elements xk 6=
yk in Yk suh that Hk(xk) ↾ k = Hk(yk) ↾ k. By (1) there is a hain xk =
ξ0, ξ1, ..., ξn = yk of elements ξi ∈ Xk with dk(zi, zi+1) ≤
1
k+1 for all i < n.
Now Hk(ξi) ∈
∏
j∈[ni,ni+1)∩B
Xj for eah i ≤ n. Let j ∈ [ni, ni+1) ∩B. If j > k
then the elements yji = Hk(ξi)j , i ≤ n, satisfy dj(y
j
i , y
j
i+1) ≤ fk(
1
k+1). As learly
n < mj, we onlude that dj(Hk(xk)j,Hk(yk)j) ≤ fk(
1
k+1)+
1
j+1 by (2). If j < k
then simply Hk(xk)j = Hk(yk)j by the hoie of xk, yk. Thus totally
(4) dj(Hk(xk)j ,Hk(yk)j) ≤ f(
1
k+1) +
1
k+1 for all j ∈ [ni, ni+1) ∩B .
(as k 6∈ B ). Let x = {xk}k∈A and y = {yk}k∈A, both are elements of
∏
k∈AXk,
and x DA y fails beause dk(xk, yk) ≥ r for all k. On the other hand, we have
Ψ(x) DB Ψ(y) by (4), beause f(δ) → 0 with δ → 0 by Lemma 76.2. This is a
ontradition to the assumption that Ψ redues DA to DB .
✷ (Theorem 76)
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15 T2 is not reduible to ...
This setion ontains a theorem saying that the ER T2 of equality of ountable
sets of the reals is not Borel reduible to ERs whih belong to a family of pinned
ERs, inluding, for instane, ontinuous ations of li groups and some ideals,
not only Polishable, and is losed under the Fubini produt modulo Fin. But
the prima faie definition of the family is based on a rather metamathematial
property whih we extrated from Hjorth [14℄.
Reall that T2 is defined on (N
N)N as follows: x T2 y iff ranx = ran y .
Suppose that X is Σ11 or Π
1
1 in the universe V, and an extension V
+
of V
is onsidered. In this ase, let X# denote what results by the definition of X
applied in V
+. There is no ambiguity here by Shoenfield, and easily X = X#∩V .
15.a Pinned ERs do not redue T2
Fix a Polish spae X and let {Bn}n∈N be a base of its topology. By a Borel ode
for X we shall understand a pair p = 〈T, f〉 of a wellfounded tree ∅ 6= T = Tp ⊆
Ord<ω (then Λ ∈ T ) and a map f : MaxT → N, where MaxT is the set of all ⊆-
maximal elements of T. We define Bp(t) ⊆ N
N
for any t ∈ T by indution on
the rank of t in T, so that
• Bp(t) = Bf(t) for all t ∈ MaxT, and
• Bp(t) = ∁
⋃
t∧ξ∈T Bp(t
∧ξ) for t ∈ T r MaxT ;
• finally, put Bp = Bp(Λ) .
For a Borel ode p = 〈T, F 〉, let sup p = supT be the least ordinal γ with
T ⊆ γ<ω. A ode p is ountable if sup p < ω1, in this ase the oded set Bp is
a Borel subset of X .
Definition 77. A Σ11 ER E is pinned if, for any (perhaps, unountable) Borel
ode p, if Bp is 2wise E
#
-equivalent in any generi extension of V and non-empty
in some generi extension of V, then there is a point x ∈ domE, pinning p in
the sense that Bp ⊆ [x]E# in any extension of V . ✷
Claim 77.1. T2 is not pinned.
Proof. Consider a Borel ode p for the set {x ∈ (NN)N : ranx = NN ∩ V}, so
that Bp ⊆ (c
V)<ω. Then if of Definition 77 holds, atually, Bp is a T2-equivalene
lass in any universe where it is non-empty, but then fails.
Lemma 77.2. If E, F are Σ11 ERs, E ≤b F, and F is pinned, then so is E .
Proof. Suppose that, in V, ϑ : X → Y is a Borel redution of E to F, where
X = domE and Y = domF. We an assume that X and Y are just two opies of
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2N. Let r be a (ountable) Borel ode for ϑ as a subset of X × Y. Let p be a
Borel ode satisfying if of Definition 77. There is perhaps no Borel ode q suh
that Bq = Br Bp everywhere, but still there is a ode q with Bq ⊆ Br Bp and
Bq 6= ∅ somewhere. Indeed, let, in V, λ = card(sup p) and κ = λ
+
(the next
ardinal). Consider the formula A(p, r, y) saying:
• y ∈ Y and there is a foring term τ ∈ L[p, r, y] suh that the foring
Coll(N, λ) fores τ [G] ∈ Bp and y = Br(τ [G]) .
As it is known, there is a Borel ode q suh that ←−
rfrne ?⊣
Bq = {y : Lκ[p, r, y] |= A(p, r, y)}
in any extension of V. Then easily Bq ⊆ Br Bp, hene, Bq is 2wise F
#
-equivalent
in any universe, in addition, Bq is nonempty somewhere.
As F is pinned, there is, in V, a point y ∈ Y suh that Bq ⊆ [y]F# holds,
in partiular, in Coll(N, λ)-generi extension V+ of V, where Bq 6= ∅, hene,
there is x ∈ Bp ∩ V
+
with y F# Br(x). It follows, by Shoenfield, that y F ϑ(x
′)
for some x′ ∈ X in V. Thus x E# x′, whih implies that x′ ∈ V pins p, as
required.
15.b Fubini produt of pinned ERs is pinned
Reall that the Fubini produt E =
∏
k∈N Ek / Fin of ERs Ek on N
N
modulo
Fin is a ER on (NN)N defined as follows: xEy if x(k)Ek y(k) for all but finite k .
Proposition 78. The family of all pinned Σ11 ERs is losed under Fubini prod
uts modulo Fin .
Proof. Suppose that ERs Ek on N
N
are pinned; prove that the Fubini produt
E =
∏
k∈N Ek / Fin is pinned. Define x Fk y iff x(k) Ek y(k) : Fk are Σ
1
1 ERs on
(NN)N and x E y iff x Fk y for almost all k .
Claim 78.1. Eah Fk is pinned.
Proof. Consider a Borel ode p for a subset of (NN)N, satisfying if of Defini
tion 77 w. r. t. Fk. By the same argument as in the proof of Lemma 77.2, there
is a Borel ode q for a subset of NN, suh that Bq 6= ∅ in some extension of V
and Bq ⊆ {x(k) : x ∈ Bp} in any extension of V, hene, q satisfies if of Defini
tion 77 w. r. t. Ek. As Ek is pinned, there is a ∈ N
N
suh that Bq ⊆ [a]E#k
in any
extension, but then easily Bp ⊆ [x]F#k
in any extension, where x ∈ (NN)N ∩ V
has only to satisfy x(k) = a for the given k . ✷ (Claim)
In ontinuation of the proof of the proposition, onsider a Borel ode p for
a subset of (NN)N, satisfying if of Definition 77 w. r. t. E. Our plan is to find
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another Borel ode p¯ with Bp¯ ⊆ Bp everywhere, whih satisfies if of Definition 77
for almost all Ek. This involves a foring by Borel odes.
Let, in V, λ = sup p and κ = λ+, thus, sup p < κ. Let P be the set of all
Borel odes q ∈ V for subsets of (NN)N suh that sup q < κ and Bq 6= ∅ in a
generi extension of the universe V. P is onsidered as a foring, with q 4 p (q
is stronger) iff Bq ⊆ Bp in all generi extensions of V. It is known that P fores a
point of (NN)N, so that
⋂
q∈G Bq = {xG} for any P-generi, over V, set G ⊆ P.
Let
.
x be the name of the generi element of (NN)N .
By the hoie of p, 〈p, p〉 P × P-fores
.
xleft E
# .xright, hene, there are
odes q, r ∈ P and a number k0 suh that 〈q, r〉 P × P-fores
.
xleft Fk
# .xright
for any k ≥ k0. By a standard argument, we have x Fk
# y for all k ≥ k0 in
any extension of V for any two P-generi, over V, elements x, y ∈ Bq. We an
straightforwardly define in V a Borel ode p¯ (perhaps, not a member of P !) suh
that, in any extension of V, Bp¯ is the set of all P-generi, over V, elements of
Bq. Then p¯ satisfies if of Definition 77 w. r. t. any Fk with k ≥ k0. Hene, by the
laim, there is, in V, a sequene of points xk ∈ (N
N)N suh that Bp¯ ⊆ [xk]F#k
in any generi extension of V, for any k ≥ k0. Define x ∈ (N
N)N ∩ V so that
x(k) = xk(k) for any k ≥ k0, then, by the definition of Fk, we have Bp¯ ⊆ [x]F#k
for all k ≥ k0 in any extension of V. Yet
⋂
k≥k0
[x]
F
#
k
⊆ [x]
E
# . ✷ (Proposition)
15. Complete left-invariant ations produe pinned ERs
Reall that a Polish group G is omplete left-invariant , li for brevity, if G
admits a ompatible left-invariant omplete metri. Then easily G also admits a
ompatible right-invariant omplete metri, whih will be pratially used.
Theorem 79. (Hjorth [14℄) Suppose that G is a Polish li group ontinuously
ating on a Polish spae X. Then EX
G
is pinned, hene, T2 is not Borel reduible
to E
X
G
.
Proof. Fix a Borel ode p̂ satisfying if of Definition 77 w. r. t. EX
G
. Let κ be a
ardinal in V satisfying sup p̂ < κ. Define foring P as above, thus, P fores an
element of X.
Let ρ be a ompatible right-invariant metri on G .
For any ε > 0, let Gε = {g ∈ G : ρ(g, 1G) < ε}. Say that q ∈ P is of size
≤ ε if 〈q, q〉 (P × P)-fores that there is g ∈ Gε
#
with
.
xleft = g ·
.
xright. In this
ase, in any generi extension of the universe, if 〈x, y〉 ∈ Bq × Bq is a (P × P)-
generi pair then there is g ∈ Gε
#
with y = g ·x.
Lemma 79.1. If q ∈ P, q 4 p̂, and ε > 0, then there exists a ondition r ∈ P,
r 4 q, of size ≤ ε .
Proof. Otherwise for any r ∈ P, r 4 q, there is a pair of onditions r′, r′′ ∈ P
stronger than r and suh that 〈r′, r′′〉 (P × P)-fores that there is no g ∈ Gε
#
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with
.
xleft = g ·
.
xright. Applying, in a suffiiently generi extension V
+
of V,
an ordinary splitting onstrution, we find a perfet set X ⊆ Bq suh that any
pair 〈x, y〉 ∈ X2 with x 6= y is (P × P)-generi, hene, there is no g ∈ Gε
#
with y = g ·x. Fix x0 ∈ X. As X is a pairwise E
X
G
-equivalent set (together with
Bq ) we an assoiate, in V
+, with eah x ∈ X, an element gx ∈ G
#
suh that
x = gx ·x0, and gx 6∈ Gε
#
by the above. Moreover, we have gyg
−1
x ·x = y for all
x, y ∈ X, hene gyg
−1
x 6∈ Gε
#
whenever x 6= y, whih implies ρ(gx, gy) ≥ ε by
the right invariane. But this ontradits the separability of G . ✷ (Lemma)
It follows that there is, in V, a sequene of odes qn ∈ P suh that q0 4 p̂,
qn+1 4 qn, qn has size ≤ 2−n, and Bqn has X-diameter ≤ 2
−n
for any n. The
only limit point x of the sequene of sets Bqn belongs to V, thus, it remains to
show that Bp̂ ⊆ [x](EX
G
)
# in any extension V
+
of the universe V .
We an assume that V
+
is rih enough to ontain, for any n, an element
xn ∈ Bqn suh that eah pair 〈xn, xn+1〉 is (P × P)-generi (over V ). Then
limn xn = x. Moreover, for any n, both xn and xn+1 belong to Bqn, hene, as
qn has size ≤ 2
−n−1, there is gn+1 ∈ G
#
with ρ(1, g) ≤ 2−n suh that xn+1 =
gn+1 ·xn. Thus, xn = hn ·x0, where hn = gn...g1. Note that ρ(hn, hn−1) =
ρ(gn, 1G) ≤ 2
−n+1
by the right-invariane of the metri, thus, {hn}n∈N is a
Cauhy sequene in G
#. Let h = limn→∞ hn ∈ G
#
be its limit. As the ation
is ontinuous, we have x = limn xn = h ·x0. It follows that x E
X
G
x0. However
x0 ∈ Bq0 ⊆ Bp̂, therefore, Bp̂ ⊆ [x](EX
G
)
# , as required.
✷ (Theorem 79)
15.d All Fσ ideals are pinned
Let us say that a Borel ideal I is pinned if so is the indued ER EI . It imme
diately follows from Theorem 79 that any polishable ideal is pinned. Yet there
are pinned ideals among non-polishable ones.
Theorem 80. Any Fσ ideal I ⊆ P(N) is pinned.
Proof. We have I =
⋃
n Fn, where all sets Fn ⊆ P(N) are losed. It an be
assumed that Fn ⊆ Fn+1, moreover, sine for any losed F ⊆ P(N) the set
∆F = {X ∆ Y : x, y ∈ F} is also losed (by the ompatness of P(N)), it an
be assumed that ∆Fn ⊆ Fn+1 for all n .
Let p̂ be a Borel ode, for a subset of P(N), satisfying if of Definition 77
w. r. t. the indued ER EI on P(N), thus, p̂ ∈ P, where P is a foring defined
as in the proof of Proposition 78 (but now P fores a subset of P(N), of ourse).
Obviously there exists a pair of onditions q, r ∈ P with q, r ≤ p̂, and a number
ν ∈ N, suh that 〈q, r〉 fores that 〈
.
xleft,
.
xright〉 ∈ Fν
#. Then 〈q, q〉 fores
.
xleft ∆
.
xright ∈ Fν+1
#
beause ∆Fν ⊆ Fν+1. It follows that, in V, there is a
sequene of numbers i0 < i1 < i2 < ..., a sequene q < p0 < p1 < p2 < ... of
odes in P, and, for any n, a set un ⊆ [0, n), suh that
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(1) eah pn P-fores
.
x ∩ [0, n) = un ;
(2) any P-generi, over V, x, y ∈ Bpn satisfy x∆ y ∈ Fν+1
#.
Let, in V, a =
⋃
n un, then a∩ [0, n) = un for all n. Prove that a pins Bp̂, i. e.,
Bp̂ ⊆ [a]EI # in any extension of V .
We an assume that, in the extension, for any n there is a P-generi, over
V, element xn ∈ Bpn . Then we have, by (2), x0 ∆ xn ∈ Fν+1
#
for any n, thus,
x0 ∆ a ∈ Fν+1
#
as well, beause {xn} → a. We onlude that x0 EI
# a, and
Bp̂ ⊆ [a]EI # , as required.
15.e Another family of pinned ideals
We here present another family of pinned ideals. Suppose that {ϕi}i∈N is a
sequene of lower semiontinuous (l. s. .) submeasures on N. Define
Exh{ϕi} = {X ⊆ N : ϕ∞(X) = 0} , where ϕ∞(X) = limsup
i→∞
ϕi(X) .
the exhaustive ideal of the sequene of submeasures. By Soleki's Theorem 41
for any Borel P-ideal I there is a single l. s. . submeasure ϕ suh that I =
Exh{ϕi} = Exhϕ, where ϕi(x) = ϕ(x∩ [i,∞)), however, for example, the non-pol
ishable ideal I1 = Fin × 0 also is of the form Exh{ϕi} , where for x ⊆ N
2
we
define ϕi(x) = 0 or 1 if resp. x ⊆ or 6⊆ {0, ..., n − 1} × N .
Theorem 81. Any ideal of the form Exh{ϕi} is pinned.
Proof. Thus let I = Exh{ϕi} , all ϕi being l. s. . submeasures on N. We an
assume that the submeasures ϕi derease, i. e., ϕi+1(x) ≤ ϕi(x) for any x, for if
not onsider the l. s. . submeasures ϕ′i(x) = supj≥i ϕj(x). Let p̂ be a Borel ode,
for a subset of P(N), satisfying if of Definition 77 w. r. t. the indued ER EI on
P(N), thus, p̂ ∈ P, where P is a foring defined as in the proof of Proposition 78
(P fores a subset of P(N)).
Using the same arguments as above, we see that for any p ∈ P, p 4 p̂, and
n ∈ N, there are i ≥ n and odes q, r ∈ P with q, r 4 p, suh that 〈q, r〉
P × P-fores that ϕi(
.
xleft ∆
.
xright) ≤ 2
−n−1, hene, any two P-generi, over
V, elements x, y ∈ Bq satisfy ϕi(x∆ y) ≤ 2
−n. It follows that, in V, there is a
sequene of numbers i0 < i1 < i2 < ..., a sequene p̂ < p0 < p1 < p2 < ... of
odes in P, and, for any n, a set un ⊆ [0, n), suh that
(1) eah pn P-fores
.
x ∩ [0, n) = un ;
(2) any P-generi, over V, x, y ∈ Bpn satisfy ϕin(x∆ y) ≤ 2
−n.
Let, in V, a =
⋃
n un, then a∩ [0, n) = un for all n. Prove that a pins Bp̂, i. e.,
Bp̂ ⊆ [a]E#
I
in any extension of V .
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We an assume that, in the extension, for any n there is a P-generi, over V,
element xn ∈ Bpn . Then we have, by (2), ϕin(xn∆xm) ≤ 2
−n
whenever n ≤ m.
It follows that ϕin(xn ∆ a) ≤ 2
−n, beause a = limm xm by (1). However we
assume that the submeasures ϕj derease, hene, ϕ∞(xn ∆ a) ≤ 2
−n. On the
other hand, ϕ∞(xn ∆ x0) = 0 beause all elements of Bp0 are pairwise E
#
I -
equivalent. We onlude that ϕ∞(x0 ∆ a) ≤ 2
−n
for any n, in other words,
ϕ∞(x0 ∆ a) = 0, x0 E
#
I a, and Bp̂ ⊆ [a]E#
I
, as required.
Question 3. Are all Borel ideals pinned ? The expeted answer yes would
show that T2 is not Borel reduible to any Borel ideal. Moreover, is any orbit
ER of a Borel ation of a Borel abelian group pinned ? But even this would not
fully over Hjorth's Theorem 79. ✷
Question 4 (Kehris). If Question 3 answers in the positive, is it true that T2
is the ≤
b
-least non-pinned Borel ER ? ✷
[47℄
16 Universal analyti ERs and redution to ideals
A Tehnial introdution
A.a Notation
• N = {0, 1, 2, ...} : natural numbers. N2 = N × N.
• NN is the Baire spae. If s ∈ N<ω (a finite sequene of natural numbers)
then Os(N
N) = {x ∈ NN : s ⊂ x}, a basi lopen nbhd in NN .
• X ⊆∗ Y means that the differene X r Y is finite.
• If a basi set A is fixed then ∁X = X∁ = ArX for any X ⊆ A .
• If X ⊆ A×B and a ∈ A then (X)a = {b : 〈a, b〉 ∈ X}, a ross-setion.
• #X = #(X) is the number of elements of a finite set X .
• f X = {f(x) : x ∈ X ∩ dom f}, the f -image of X .
• ∆ is the symmetri differene.
• ∃∞x ... means: there exist infinitely many x suh that ...,
∀∞x ... means: for all but finitely many x, ... holds.
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• An ideal on a set A is, as usual, any set ∅ 6= I ⊆ P(A), losed under
∪ and satisfying x ∈ I =⇒ y ∈ I whenever y ⊆ x ⊆ A. Thus, any ideal
ontains ∅. We'll usually onsider only nontrivial ideals, i. e., those whih
ontain all singletons {a} ⊆ A and do not ontain A, i. e., Pfin(A) ⊆ I $
P(A) .
• If I is an ideal on a set A then let EI be an equivalene relation (ER,
for brevity) on P(A), defined as follows: X EI Y iff X ∆ Y ∈ I .
• If E is an ER on a set X then [y]E = {x ∈ X : y E x} for any y ∈ X (the
E-lass of x) and [Y ]E =
⋃
y∈Y [y]E (the E-saturation of Y ) for Y ⊆ X. A
set Y ⊆ X is E-invariant if [Y ]E = Y .
• If E is an ER on a set X then a set Y ⊆ X is pairwise E-equivalent, resp.,
pairwise E-inequivalent , if x E y, resp., x 6E y holds for all x 6= y in Y .
• If X, Y are sets and E any binary relation then X E Y means that we
have both ∀x ∈ X ∃ y ∈ Y (x E y) and ∀ y ∈ Y ∃x ∈ X (x E y) .
A.b Desriptive set theory
A basi knowledge of Borel and projetive hierarhy, both lassial and effetive,
in the Baire spae N
N
and other (reursively presented, in the effetive ase)
Polish spaes, is assumed.
A map f (between Borel sets in Polish spaes) is Borel iff its graph is a Borel
set iff all f -preimages of open sets are Borel. A map f is Baire measurable (BM ,
for brevity) iff all f -preimages of open sets are Baire measurable sets.
A. Trivia of effetive desriptive set theory
Apart of the very ommon knowledge, the whole instrumentarium of effetive
desriptive set theory employed in the study of reduibility of ideals and ERs,
an be summarized in a rather short list of key priniples. In those below, by
a reursively presented Polish spae one an understand any produt spae of
the form N
m × (NN)n without any harm for appliations below, yet in fat this
notion is muh wider.
Remark 82. For the sake of brevity, the results below are formulated only
for the lightfae parameter-free lasses Σ11 , Π
1
1 , ∆
1
1, but they remain true for
Σ11(p), Π
1
1 (p), ∆
1
1(p) for any fixed real parameter p . ✷
Redution and Separation: If X, Y are Π11 sets of a reursively presented Polish
spae then there disjoint Π11 sets X
′ ⊆ X and Y ′ ⊆ Y with X ′ ∪ Y ′ =
X ∪ Y. The sets X ′, Y ′ are said to redue the pair X, Y .
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If X, Y are disjoint Σ11 sets of a reursively presented Polish spae then
there is a ∆11 set Z with X ⊆ Z and Y ∩ Z = ∅ . The set Z is said to
separate the X from Y .
Countable-to-1 Projetion: If P is a ∆11 subset of the produt X × Y of two
reursively presented Polish spaes and for any x ∈ X the ross-setion
Px = {y : P (x, y)} is at most ountable then domP is a ∆
1
1 set in X .
It follows that images of ∆11 sets via ountable-to-1, in partiular, 1-to-1 ∆
1
1
maps are ∆11 sets, while images via arbitrary ∆
1
1 maps are, generally, Σ
1
1 .
Countable-to-1 Enumeration: If P, X, Y are as in Countable-to-1 Projetion then
there is a ∆11 map f : domP × N → Y suh that Px = {f(x, n) : n ∈ N}
for all x ∈ domP .
Countable-to-1 Uniformization: If P, X, Y are as in Countable-to-1 Projetion then
P an be uniformized by a ∆11 set.
Kreisel Seletion: If X is a reursively presented Polish spae, P ⊆ X × N is a
Π11 set, and X ⊆ domP is a ∆
1
1 set then there is a ∆
1
1 funtion f : X → N
suh that 〈x, f(x)〉 ∈ P for al x ∈ X .
The proof is surprisingly simple. Let Q ⊆ P be a Π11 set whih uniformizes P.
For any x ∈ X let f(x) be the only n with 〈x, n〉 ∈ Q. Immediately, (the graph
of) f is Π11 , however, as ran f ⊆ N, we have f(x) = n⇐⇒ ∀m 6= n (f(x) 6= m)
whenever x ∈ X, whih demonstrates that f is Σ11 as well.
∆11 Enumeration: If X is a reursively presented Polish spae then there exist
Π11 sets C ⊆ N and W ⊆ N × X and a Σ
1
1 set W
′ ⊆ N × X suh that
We = W
′
e for any e ∈ C and a set X ⊆ X is ∆
1
1 iff there is e ∈ C suh
that X =We =W
′
e. (Here We = {x :W (e, x)} and similarly W
′
e.)
There is a generalization useful for relativised lasses ∆11(y) .
Relativized ∆11 Enumeration: If X, Y are reursively presented Polish spaes then
there exist Π11 sets C ⊆ Y × N and W ⊆ Y × N × X and a Σ
1
1 set
W ′ ⊆ Y × N × X suh that Wye = W
′
ye for any 〈y, e〉 ∈ C and, for any
y ∈ Y, a set X ⊆ X is ∆11(y) iff there is e suh that 〈y, e〉 ∈ C and
X =Wye =W
′
ye. (Wye = {x :W (y, e, x)} and similarly W
′
ye .)
Suppose that X is a reursively presented Polish spae. A set U ⊆ N × X,
is a a universal Π11 set if for any Π
1
1 set X ⊆ X there is an index n with
X = Un = {x : 〈n, x〉 ∈ U}, and a a good universal Π
1
1 set if in addition for
any other Π11 set V ⊆ N× X there is a reursive funtion f : N→ N suh that
Vn = Uf(n) for all n .
The notions of universal and good universal Σ11 sets are similar.
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Universal Sets: For any reursively presented Polish spae X there exist a good
universal Π11 set U ⊆ N × X and a good universal Σ
1
1 set V ⊆ N × X.
(In fat we an take V = (N × X)r U .)
If a good universal Π11 set U is fixed then a olletion A of Π
1
1 sets X ⊆ X
is Π11 in the odes if {n : Un ∈ A } is a Π
1
1 set. Similarly, if a good universal
Σ11 set V is fixed then a olletion A of Σ
1
1 sets X ⊆ X is Π
1
1 in the odes if
{n : Vn ∈ A } is a Π
1
1 set. These notions quite obviously do not depend on the
hoie of good universal sets.
To show how good universal sets work, we prove:
Proposition 83. Let X be a reursively presented Polish spae and U ⊆ N×X
a good universal Π11 set. Then for any pair of Π
1
1 sets V,W ⊆ N × X there
are reursive funtions f, g : N → N suh that for any m,n ∈ N the pair of
ross-setions Uf(m,n), Ug(m,n) redues the pair Vm, Wn .
Proof. Consider the following Π11 sets in (N × N)× X :
P = {〈m,n, x〉 : 〈m,x〉 ∈ V ∧ n ∈ N}, Q = {〈m,n, x〉 : 〈n, x〉 ∈W ∧m ∈ N}.
By Redution, there is a pair of Π11 sets P
′ ⊆ P and Q′ ⊆ Q whih redue the
given pair P, Q. Aordingly, the pair P ′mn, Q
′
mn redues Pmn, Qmn for any
m,n. Finally, by the good universality there are reursive funtions f, g suh
that P ′mn = Uf(m,n) and Q
′
mn = Ug(m,n) for all m,n .
The following priniple is less elementary than the results ited above, but it
is very useful beause it allows to ompress some sophistiated arguments with
multiple appliations of Separation and Kreisel seletion.
Reetion: Assume that X is a reursively presented Polish spae.
Π11 form: Suppose that a olletion A of Π
1
1 sets X ⊆ X is Π
1
1 in the odes.
(In the sense of a fixed good universal Π11 set U ⊆ N×X.) Then for any
X ∈ A there is a ∆11 set Y ∈ A with Y ⊆ X .
Σ11 form: Suppose that a olletion A of Π
1
1 sets X ⊆ X is Π
1
1 in the odes.
Then for any X ∈ A there is a ∆11 set Y ∈ A with X ⊆ Y .
One of (generally, irrelevant here) onsequenes of this priniple is that the
set of all odes of a properly Π11 set or properly Σ
1
1 set is never Π
1
1 .
A.d Polishlike families and the Gandy  Harrington topology
The following notion is similar to the Choquet property but somewhat more
onvenient to provide the nonemptiness of ountable intersetions of pointsets.
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Definition 84. A family F is Polishlike if there exists a ountable olletion
{Dn : n ∈ N} of dense subsets Dn ⊆ F suh that we have
⋂
n Fn 6= ∅ whenever
F0 ⊇ F1 ⊇ F2 ⊇ ... is a dereasing sequene of sets Fn ∈ F whih intersets
every Dn. (Here, a set D ⊆ F is dense if ∀F ∈ F ∃D ∈ D (D ⊆ F ).) ✷
For instane if X is a Polish spae then the olletion of all its non-empty
losed sets is Polishlike, for take Dn to be all losed sets of diameter ≤ n
−1.
Theorem 85 (Kanovei [22℄, Hjorth [13℄). The olletion F of all non-empty
Σ11 subsets of N
N
is Polishlike. ✷
Proof. For any P ⊆ NN × NN define prP = {x : ∃ y P (x, y)} (the projetion).
If P ⊆ NN × NN and s, t ∈ N<ω then let Pst = {〈x, y〉 ∈ P : s ⊂ x ∧ t ⊂ y}.
Let D(P, s, t) be the olletion of all Σ11 sets ∅ 6= X ⊆ N
N
suh that either
X ∩ prPst = ∅ or X ⊆ prPs∧i , t∧j for some i, j. (Note that in the or ase i is
unique but j may be not unique.) Let {Dn : n ∈ N} be an arbitrary enumeration
of all sets of the form D(P, s, t), where P ⊆ NN × NN is Π01 . Note that in this
ase all sets of the form prPst are Σ
1
1 subsets of N
N, therefore, D(P, s, t) is
easily a dense subset of F , so that all Dn ⊆ F are dense.
Now onsider a dereasing sequene X0 ⊇ X1 ⊇ ... of non-empty Σ
1
1 sets
Xk ⊆ N
N, whih intersets every Dn ; prove that
⋂
nXn 6= ∅. Call a set X ⊆ N
N
positive if there is n suh that Xn ⊆ X. For any n, fix a Π
0
1 set P
n ⊆ NN×NN
suh that Xn = prP
n. For any s, t ∈ N<ω, if prPnst is positive then, by
the hoie of the sequene of Xn, there is a unique i and some j suh that
prPns∧i , t∧j is also positive. It follows that there is a unique x = xn ∈ N
N
and
some y = yn ∈ N
N
(perhaps not unique) suh that prPnx↾k , y↾k is positive for
any k. As Pn is losed, we have Pn(x, y), hene, xn = x ∈ Xn .
It remains to show that xm = xn for m 6= n. To see this note that if both
Pst and Qs′t′ are positive then either s ⊆ s
′
or s′ ⊆ s .
The olletion of all non-empty Σ11 subsets of N
N
is a base of the Gandy 
Harrington topology , whih has many remarkable appliations in desriptive set
theory. This topology is easily not Polish, even not metrizable at all, yet it shares
the following important property of Polish topologies:
Corollary 86. The Gandy  Harrington topology is Baire, i. e., every omeager
set is dense.
Proof. This an be proved using Choquet property of the topology, see [12℄,
however, the Polishlikeness (Theorem 85) also immediately yields the result.
Ñïèñîê ëèòåðàòóðû
[1℄ Howard Beker and Alexander S. Kehris. The desriptive set theory of Polish
group ations. Cambridge University Press, Cambridge, 1996.
ÑÏÈÑÎÊ ËÈÒÅÀÒÓÛ 106
[2℄ R. Dougherty, S. Jakson, and A. S. Kehris. The struture of hyperfinite Borel
equivalene relations. Trans. Amer. Math. So., 341(1):193225, 1994.
[3℄ Randall Dougherty and Greg Hjorth. Reduibility and nonreduibility between lp
equivalene relations. Trans. Amer. Math. So., 351(5):18351844, 1999.
[4℄ Ilijas Farah. Basi problem for turbulent ations I: Tsirelson submeasures. In
Proeedings of XI Latin Amerian Symposium in Mathematial Logi, Merida, July
1998. to appear.
[5℄ Ilijas Farah. Ideals indued by Tsirelson submeasures. Fund. Math., 159(3):243258,
1999.
[6℄ Ilijas Farah. Analyti quotients: theory of liftings for quotients over analyti ideals
on the integers. Mem. Amer. Math. So., 148(702):xvi+177, 2000.
[7℄ Ilijas Farah. Basis problem for turbulent ations. II. c0 -equalities. Pro. London
Math. So. (3), 82(1):130, 2001.
[8℄ Jaob Feldman and Calvin C. Moore. Ergodi equivalene relations, ohomology,
and von Neumann algebras. I. Trans. Amer. Math. So., 234(2):289324, 1977.
[9℄ Harvey M. Friedman. Borel and Baire reduibility. Fund. Math., 164(1):6169,
2000.
[10℄ Damien Gaboriau. Cout des relations d'equivalene et des groupes. Invent. Math.,
139(1):4198, 2000.
[11℄ Su Gao. The isomorphism relation between ountable models. PhD thesis, University
of California, Los Angeles, 1998.
[12℄ L. A. Harrington, A. S. Kehris, and A. Louveau. A Glimm-Effros dihotomy for
Borel equivalene relations. J. Amer. Math. So., 3(4):903928, 1990.
[13℄ G. Hjorth. Ations by the lassial Banah spaes. J. Symboli Logi, 65(1):392420,
2000.
[14℄ Greg Hjorth. Orbit ardinals: on the effetive ardinalities arising as quotient spaes
of the form X/G where G ats on a Polish spae X . Israel J. Math., 111:221261,
1999.
[15℄ Greg Hjorth. Classiation and orbit equivalene relations. Amerian Mathematial
Soiety, Providene, RI, 2000.
[16℄ Greg Hjorth and Alexander S. Kehris. New dihotomies for Borel equivalene
relations. Bull. Symboli Logi, 3(3):329346, 1997.
[17℄ Greg Hjorth and Alexander S. Kehris. Reent developments in the theory of Borel
reduibility. Fund. Math., 170(1-2):2152, 2001.
[18℄ Greg Hjorth, Alexander S. Kehris, and Alain Louveau. Borel equivalene relations
indued by ations of the symmetri group. Ann. Pure Appl. Logi, 92(1):63112,
1998.
[19℄ S. Jakson, A. S. Kehris, and A. Louveau. Countable Borel equivalene relations.
J. Math. Log., 2(1):180, 2002.
ÑÏÈÑÎÊ ËÈÒÅÀÒÓÛ 107
[20℄ S.-A. Jalali-Naini. The monotone subsets of Cantor spae, lters, and desriptive
set theory. PhD thesis, Oxford, 1976.
[21℄ Winfried Just and Adam Krawzyk. On ertain Boolean algebras P (ω)/I . Trans.
Amer. Math. So., 285(1):411429, 1984.
[22℄ Vladimir Kanovei. Topologies generated by effetively Suslin sets and their ap
pliations in desriptive set theory. Uspekhi Mat. Nauk, 51(3(309)):1752, 1996.
(English transl. in Russian Math. Surveys 51 (1996), no. 3, 385417).
[23℄ Vladimir Kanovei. On non-wellfounded iterations of the perfet set foring. J.
Symboli Logi, 64(2):551574, 1999.
[24℄ Vladimir Kanovei and Mihael Reeken. On the Ulam stability problem. Tr. Mat.
Inst. Steklova, 231 (Dinam. Sistemy, Avtomaty i Beskoneqnye Gruppy):249283,
2000.
[25℄ Alexander S. Kehris. Amenable equivalene relations and Turing degrees. J.
Symboli Logi, 56(1):182194, 1991.
[26℄ Alexander S. Kehris. Classial desriptive set theory. Springer-Verlag, New York,
1995.
[27℄ Alexander S. Kehris. Rigidity properties of Borel ideals on the integers. Topol
ogy Appl., 85(1-3):195205, 1998. 8th Prague Topologial Symposium on General
Topology and Its Relations to Modern Analysis and Algebra (1996).
[28℄ Alexander S. Kehris. Ations of Polish groups and lassifiation problems. In
Analysis and logi (Mons, 1997), volume 262 of London Math. So. Leture Note
Ser., pages 115187. Cambridge Univ. Press, Cambridge, 2002.
[29℄ Alexander S. Kehris and Alain Louveau. The lassifiation of hypersmooth Borel
equivalene relations. J. Amer. Math. So., 10(1):215242, 1997.
[30℄ Alexander S. Kehris and Benjamin D. Miller. Topis in orbit equivalene, volume
1852 of Leture Notes in Mathematis. Springer-Verlag, Berlin, 2004.
[31℄ Alain Louveau and Boban Velikovi. A note on Borel equivalene relations. Pro.
Amer. Math. So., 120(1):255259, 1994.
[32℄ Rihard Mansfield and Galen Weitkamp. Reursive aspets of desriptive set theory.
The Clarendon Press Oxford University Press, New York, 1985. With a hapter by
Stephen Simpson.
[33℄ A. R. D. Mathias. Solution of problems of Choquet and Puritz. In Conferene
in Mathematial LogiLondon '70 (Bedford Coll., London, 1970), pages 204210.
Leture Notes in Math., Vol. 255. Springer, Berlin, 1972.
[34℄ A. R. D. Mathias. A remark on rare filters. In Innite and nite sets (Col
loq., Keszthely, 1973; dediated to P. Erdos on his 60th birthday), Vol. III, pages
10951097. Colloq. Math. So. Janos Bolyai, Vol. 10. North-Holland, Amsterdam,
1975.
[35℄ Krzysztof Mazur. Fσ -ideals and ω1ω
∗
1
-gaps in the Boolean algebras P (ω)/I . Fund.
Math., 138(2):103111, 1991.
ÑÏÈÑÎÊ ËÈÒÅÀÒÓÛ 108
[36℄ Arnold W. Miller. Desriptive set theory and foring. Springer-Verlag, Berlin, 1995.
How to prove theorems about Borel sets the hard way.
[37℄ Mihael R. Oliver. An Inquiry into the Number of Isomorphism Classes of Boolean
Algebras and the Borel Cardinality of Certain Borel Equivalene Relations. PhD
thesis, University of California, Los Angeles, 2003.
[38℄ Christian Rosendal. Cofinal families of Borel equivalene relations and quasiorders.
Preprint, January 2003.
[39℄ Wa law Sierpinski. L'axiome de M. Zermelo et son role dans la theorie des ensem
bles et l'analyse. Bull. Aad. Si. Craovie, pages 97  152, 1918.
[40℄ Jak H. Silver. Counting the number of equivalene lasses of Borel and oanalyti
equivalene relations. Ann. Math. Logi, 18(1):128, 1980.
[41℄ T. Slaman and J. Steel. Definable funtions on degrees. In Cabal Seminar 81  85,
pages 3755. Leture Notes in Math., Vol. 1333. Springer, Berlin, 1988.
[42℄ S lawomir Soleki. Analyti ideals. Bull. Symboli Logi, 2(3):339348, 1996.
[43℄ S lawomir Soleki. Analyti ideals and their appliations. Ann. Pure Appl. Logi,
99(1-3):5172, 1999.
[44℄ S. M. Srivastava. Seletion and representation theorems for σ -ompat valued
multifuntions. Pro. Amer. Math. So., 83(4):775780, 1981.
[45℄ Mihel Talagrand. Compats de fontions mesurables et filtres non mesurables.
Studia Math., 67(1):1343, 1980.
[46℄ Boban Velikovi. A note on Tsirelson type ideals. Fund. Math., 159(3):259268,
1999.
[47℄ Jindrih Zapletal. Desriptive set theory and denable foring. AMS, Providene,
2004. Memoirs of Amerian Mathematial Soiety.
