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ON THE DETERMINATION OF THE PLANCHEREL MEASURE FOR
LEBEDEV-WHITTAKER TRANSFORMS ON GL(n)
DORIAN GOLDFELD AND ALEX KONTOROVICH
Dedicated to Andrzej Schinzel on the occasion of his 75th birthday
1. Introduction
The classical Plancherel formula states that the inner product of two functions is the same
as the inner product of their (Fourier) transforms. This fact has been vastly generalized,
and the measure appearing on the transform side is called the Plancherel measure. One of
Harish-Chandra’s great achievements was the determination of the Plancherel measure for
reductive Lie groups (see e.g. Wallach [Wal92]).
One type of Plancherel measure for real groups comes from the Lebedev-Whittaker trans-
form, the earliest version of which is the Kontorovich-Lebedev transform, see [KL38, KL39].
The original transform, a type of index transform involving modified Bessel functions, was
introduced to solve certain boundary-value problems. It has been useful in many applica-
tions in modern analytic number theory (see e.g. [IK04]), since it can be characterized as
a Whittaker transform on GL(2). As such it has a natural generalization to reductive Lie
groups.
The main aim of this paper is to obtain a very concrete and explicit version of the
Plancherel measure for the Lebedev-Whittaker transform for the real group GL(n,R) with
n ≥ 2. We expect that such a realization will be useful for analytic methods for number
theory on higher rank groups.
For n ≥ 2, consider an admissible irreducible cuspidal automorphic representation pi for
GL(n,A), where A is the adele group over Q. By Flath’s tensor product theorem [Fla79],
pi = ⊗piv,
where the tensor product goes over irreducible, admissible, unitary local representations of
GL(n,Qp). We shall assume that pi is unramified at infinity.
To characterize the real components of such representations in a more explicit manner, we
introduce, for n ≥ 2, the generalized upper half plane
hn := GL(n,R)/
(
O(n,R) · R×
)
.
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Let Dn denote the algebra of GL(n,R)–invariant differential operators acting on hn. By the
Iwasawa decomposition, every z ∈ hn may be uniquely written in the form z = xy with
x ∈ Un(R) (the group of unipotent upper triangular matrices in GL(n,R)) and y a diagonal
matrix of the form
y =


y1 · · · yn−1
. . .
y1
1

 , (yi > 0 for i = 1, . . . , n− 1). (1.1)
Whenever we write z = xy ∈ hn we assume that x, y are as described above.
Let W∞ be a Whittaker model for pi∞. Then there exists a spherical Whittaker function
W ∈ W∞ which is K∞–fixed for the maximal compact subgroup K∞ = O(n,R). Then
W : hn → C is characterized by the fact that W is an eigenfunction of Dn, and in addition,
W (uz) = ψ(u) ·W (z), (z ∈ hn),
for any u ∈ Un(R) and some fixed character ψ of Un(R). Associated to pi∞, there will exist
spectral parameters ν = (ν1, . . . νn−1) ∈ C
n−1 so that we may write (see [Gol06, §5.9] for the
completed Jacquet-Whittaker function, which is used exclusively throughout this paper)
W (z) =
n−1∏
j=1
∏
j≤k≤n−1
pi−
1
2
−vj,kΓ
(
1
2
+ vj,k
)
·
∫
Un(R)
Iν(wnuz)ψ(u) d
×u, (z ∈ hn). (1.2)
Here Γ is the Gamma function, wn is the long element of the Weyl group, the I-function is
given by
Iν(z) =
n−1∏
i=1
n−1∏
j=1
y
bij ·νj
i , (z = xy ∈ h
n) ,
with
bij =
{
ij, if i+ j ≤ n,
(n− i)(n− j), if i+ j ≥ n,
(1.3)
and
vj,k =
j−1∑
i=0
nνn−k+i − 1
2
.
There should be no confusion between the real number pi = 3.14 . . . in (1.2), and the repre-
sentation pi.
Since we assumed that the local representation pi∞ is tempered, it follows that
νj = 1/n+ itj (1.4)
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with tj ∈ R (j = 1, . . . , n− 1). In this case we define Wit := W where W is given by (1.2)
and t = (t1, . . . , tn−1). The Haar measure on the Levy component is given by
d×y =
n−1∏
k=1
y
−k(n−k)
k
dyk
yk
.
Definition 1.1 (Lebedev-Whittaker transform). Let f : Rn−1+ → C, let y be as in (1.1), and
let t = (t1, . . . , tn−1) ∈ R
n−1. Then we define the Lebedev-Whittaker transform f# : Rn−1+ →
C by
f#(t) :=
∫
Rn−1+
f(y)Wit(y) d
×y,
provided the above integral converges absolutely.
The inverse transform is given in the next theorem. Let α = (α1, . . . , αn) ∈ R
n be linear
functions of t ∈ Rn−1 defined as follows. Recall bkℓ defined in (1.3). For 1 ≤ k ≤ n− 1, the
αk are determined by (see (5.9.7) in [Gol06])
k(r − k)
2
+
r−k∑
ℓ=1
αℓ
2
=
n−1∑
ℓ=1
bkℓ · νℓ (1.5)
and
αn = −
n−1∑
k=1
αk.
Theorem 1.6 (Lebedev-Whittaker inversion). Let f : Rn−1+ → C be smooth of compact
support, and f# : Rn−1+ → C be given as in Definition 1.1. Then
f(y) =
1
pin−1
∫
Rn−1
f#(t)W−it(y)
dt∏
1≤k 6=ℓ≤n Γ
(
αk−αℓ
2
) .
Remark 1.7. The above inversion formula is not new [Wal92], but the novelty of our approach
is its explicit presentation and derivation. Our proof uses only complex analysis (the residue
theorem) and the location of poles and residues of the Gamma function. Admittedly, it relies
crucially on Stade’s [Sta02] formula (see §2 below), but this is again a vast generalization of
Barnes’ Lemma. We expect our methods to have other applications in higher rank analytic
number theory.
Remark 1.8. As we are mainly interested in the Plancherel measure, we restrict our attention
to smooth functions of compact support. Of course the inversion holds for a much wider
class of test functions.
As a consequence, we have the Plancherel formula for the Lebedev-Whittaker transform.
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Corollary 1.9. For f1, f2 : R
n−1
+ → C, smooth of compact support, we have
〈f1, f2〉 =
∫
Rn−1+
f1(y) f2(y) d
×y (1.10)
=
〈
f ♯1, f
♯
2
〉
=
1
pin−1
∫
Rn−1
h♯1(t) h
♯
2(t)
dt∏
1≤k 6=ℓ≤n Γ
(
αk−αℓ
2
) .
Thus the measure
dt∏
1≤k 6=ℓ≤n Γ
(
αk−αℓ
2
)
is the Plancherel measure for the Lebedev-Whittaker transform on GL(n,R). Notice that
by taking the product of half of the Gamma functions in the denominator, i.e. by taking∏
1≤k<ℓ≤n Γ
(
αk−αℓ
2
)
, we obtain the Harish-Chandra c-function, c(iν) (see Wallach [Wal92,
§15.10.3]), so the measure can also be written, after the linear change of variables (1.4), as
dν
c(iν)c(−iν)
.
Organization. This paper is organized as follows. In §2, we recall Stade’s formula, which
is a key ingredient in our proof. A sketch of the proof of the Lebedev-Whittaker inversion
formula is given in §3. For ease of notation we restrict to the case n = 3, that is, GL(3); it
will be clear how to proceed on GL(n). As an after thought, we also treat in the appendix
the case of GL(1), by giving an elementary proof of the Mellin inversion formula.
Acknowledgements. The authors would like to thank Valentin Blomer for comments and
corrections to an earlier draft.
2. Stade’s Formula
We use the notation setup in the previous section. Recall that we are assuming that pi∞ is
unramified, which implies that the eigenvalue parameters ν are tempered, i.e. νj = 1/n+ itj
with tj ∈ R, see (1.4). Let µj = 1/n + iuj with uj ∈ R, and define βj related to uj in the
same way as αj are related tj , that is (1.5). Stade’s formula for GL(n) (see [Gol06, Prop
11.6.17]) is as follows.
Theorem 2.1 ([Sta02]). Let n ≥ 2. Then for t, u ∈ Rn−1, s ∈ C with Re(s) ≥ 1,∫
R
n−1
+
Wit(y)Wiu(y)
n−1∏
j=1
y
(n−j)s
j d
×y (2.2)
=
1
2 pis
n(n−1)
2
1
Γ
(
ns
2
) n∏
j=1
n∏
k=1
Γ
(
s+ αj + βk
2
)
.
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3. Lebdev-Whittaker inversion for GL(3)
We now specialize to n = 3 for ease of exposition. In this case, the Lebedev-Whittaker
transform of a smooth, compactly supported test function h : R2+ → C becomes
h♯(t1, t2) :=
∫ ∞
y1=0
∫ ∞
y2=0
h(y1, y2)Wit1,it2(y1, y2)
dy1dy2
y31y
3
2
. (3.1)
Note that h♯(t1, t2) inherits the same functional equations as Wit1,it2 ; these are invariance
under permutation of the parameters α1, α2, α3, defined by (cf. (1.5))
α1 = 2it1 + it2, α2 = −it1 + it2, and α3 = −it1 − 2it2. (3.2)
The inverse transform is given as follows. For H : R2 → C having the above symmetries
in (t1, t2), let
H♭(y1, y2) =
1
pi2
∞∫
t1=−∞
∞∫
t2=−∞
H(t1, t2)W−it1,−it2(y1, y2)
dt1dt2∏
1≤ℓ 6=ℓ′≤3 Γ
(αℓ−αℓ′
2
) , (3.3)
assuming the integral converges absolutely.
The following is a restatement of Theorem 1.6.
Theorem 3.4 (Lebedev-Whittaker Inversion).
(H♭)♯ = H.
Sketch of the proof. Assume that the function H(t1, t2) is invariant under permutations of
α1, α2, α3, that the integral (3.3) converges absolutely, and that for some ε0 > 0, H(t1, t2) is
holomorphic in the region
|Im(t1)|, |Im(t2)| < 2ε0.
For any 0 < ε < ε0, define
H(t1, t2, ε) :=
∫ ∞
y1=0
∫ ∞
y2=0
H♭(y1, y2) W−it1,−it2 (y1, y2) (y
2
1y2)
ε dy1
y31
dy2
y32
.
Then clearly the limit of the above as ε → 0 converges to (H♭)♯. Hence we must show that
H(t1, t2, ε)→ H(t1, t2) as ε→ 0. For simplicity, we assume that the αj are all distinct.
Insert the definition of H♭:
H(t1, t2, ε) =
∫ ∞
y1=0
∫ ∞
y2=0

 1
pi2
∞∫
t′1=−∞
∞∫
t′2=−∞
H(t′1, t
′
2)W−it′1,−it′2(y1, y2)
×
dt′1dt
′
2
Γ
(
3it′1
2
)
Γ
(
−3it′1
2
)
Γ
(
3it′2
2
)
Γ
(
−3it′2
2
)
Γ
(
3it′1+3it
′
2
2
)
Γ
(
−3it′1−3it
′
2
2
)


×W−it1,−it2(y)(y
2
1y2)
εdy1
y31
dy2
y32
.
6 DORIAN GOLDFELD AND ALEX KONTOROVICH
Interchanging orders, one inserts Stade’s Formula (2.2) with s = ε. Simplifying gives:
H(t1, t2, ε) =
1
pi2
∞∫
t′1=−∞
∞∫
t′2=−∞
H(t′1, t
′
2)
[
1
pi3εΓ(3ε/2)2
Γ
(
ε− 2it1 − it2 + 2it
′
1 + it
′
2
2
)
×Γ
(
ε− 2it1 − it2 − it
′
1 + it
′
2
2
)
Γ
(
ε− 2it1 − it2 − it
′
1 − 2it
′
2
2
)
×Γ
(
ε+ it1 − it2 + 2it
′
1 + it
′
2
2
)
Γ
(
ε+ it1 − it2 − it
′
1 + it
′
2
2
)
×Γ
(
ε+ it1 − it2 − it
′
1 − 2it
′
2
2
)
Γ
(
ε+ it1 + 2it2 + 2it
′
1 + it
′
2
2
)
×Γ
(
ε+ it1 + 2it2 − it
′
1 + it
′
2
2
)
Γ
(
ε+ it1 + 2it2 − it
′
1 − 2it
′
2
2
)]
×
dt′1dt
′
2
Γ
(
3it′1
2
)
Γ
(
−3it′1
2
)
Γ
(
3it′2
2
)
Γ
(
−3it′2
2
)
Γ
(
3it′1+3it
′
2
2
)
Γ
(
−3it′1−3it
′
2
2
) .
We make the change of variables (t′1, t
′
2) 7→ (α
′
1, α
′
2), where (see (3.2))
α′1 = 2it
′
1 + it
′
2, and α
′
2 = −it
′
1 + it
′
2.
The Jacobian is | det(∂α′/∂t′)| = −3. Similarly, we use the notation (3.2) to simplify the
appearance of the above expression, which is now:
H(t1, t2, ε) =
1
pi2
i∞∫
α′1=−i∞
i∞∫
α′2=−i∞
H
(
α′1 − α
′
2
3i
,
α′1 + 2α
′
2
3i
)
×
[
1
pi3εΓ(3ε/2)2
Γ
(
ε− α1 + α
′
1
2
)
Γ
(
ε− α1 + α
′
2
2
)
Γ
(
ε− α1 + α
′
3
2
)
×Γ
(
ε− α2 + α
′
1
2
)
Γ
(
ε− α2 + α
′
2
2
)
Γ
(
ε− α2 + α
′
3
2
)
×Γ
(
ε− α3 + α
′
1
2
)
Γ
(
ε− α3 + α
′
2
2
)
Γ
(
ε− α3 + α
′
3
2
)]
×
−1
3
dα′1dα
′
2
Γ
(
2α′1+α
′
2
2
)
Γ
(
−2α′1−α
′
2
2
)
Γ
(
α′1−α
′
2
2
)
Γ
(
−α′1+α
′
2
2
)
Γ
(
α′1+2α
′
2
2
)
Γ
(
−α′1−2α
′
2
2
) .
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Shift line of integration from α′1 ∈ {iR} to α
′
1 ∈ {−ε0+ iR}, with ε0 > ε. We pass through
poles at
α′1 = −ε + α1, with residue R1,
α′1 = −ε + α2, with residue R2,
α′1 = −ε − α1 − α2, with residue R3.
Consider R1. After some cancellations, we have
R1 =
i
pi
∫ i∞
α′2=−i∞
H
(
−ε+α1−α′2
3i
,
−ε+α1+2α′2
3i
)
pi2εΓ(3ε/2)2
[
Γ
(
α1 − α2
2
)
Γ
(
ε− α2 + α
′
2
2
)
×Γ
(
2ε− α1 − α2 + α
′
2
2
)
Γ
(
2α1 + α2
2
)
Γ
(
ε+ α1 + α2 + α
′
2
2
)
Γ
(
2ε+ α2 − α
′
2
2
)]
×
−1
3
dα′2
Γ
(
−2ε+2α1+α′2
2
)
Γ
(
−ε+α1−α′2
2
)
Γ
(
−ε+α1+2α′2
2
)
Γ
(
ε−α1−2α′2
2
)
Next, in the R1 integral, we shift the line of integration to the left, from α
′
2 ∈ {iR} to
α′2 ∈ {−ε0 + iR}. Now there are poles at:
α′2 = −ε + α2, with residue R1,1,
α′2 = −ε − α1 − α2, with residue R1,2.
In total there are six such residues Rj,k, 1 ≤ j ≤ 3, 1 ≤ k ≤ 2. In fact, by the invariance
of H in permutations of α1, α2, α3, these residues all have the same contribution. We now
evaluate R1,1. After simplification, we have
R1,1 =
1
2 · 3 · pi3ε
H
(
α1 − α2
3i
,
−3ε+ α1 + 2α2
3i
)[
Γ
(
2α1 − α2
2
)
Γ
(
α1 + 2α2
2
)]
×
1
Γ
(
−3ε+2α1−α2
2
)
Γ
(
−3ε+α1+2α2
2
)
→
1
6
H(t1, t2),
as ε → 0. Hence the contribution from the six residues adds up to exactly H(t1, t2). The
remaining integrals all contain the factor Γ
(
3ε
2
)
in the denominator, making the integrals
vanish as ε→ 0. This completes the proof, under the assumption that the αj are all distinct.
Had the αj not been distinct, we would have had poles of order two in the contour shifting
argument; the rest of the analysis is similar. 
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Appendix A. An elementary proof of Mellin inversion
Fix some smooth, compactly supported test function f : R+ → C. Define the Mellin
transform
f˜(s) :=
∫ ∞
0
f(y)ys
dy
y
(A.1)
and the Mellin inverse transform
h(x) :=
1
2pii
∫
(2)
f˜(s)x−sds. (A.2)
Theorem A.3 (Mellin inversion). f(x) = h(x).
Proof. We require the well-known formula
1
2pii
∫
(2)
xs
ds
s(s+ 1)
=
{
1− 1
x
, if x > 1
0, if x < 1.
(A.4)
Starting with (A.1), integrate by parts twice:
f˜(s) = −
∫ ∞
0
f ′(y)
ys
s
dy
=
∫ ∞
0
f ′′(y)
ys+1
s(s+ 1)
dy.
Insert this into (A.2), reverse orders of integration and apply (A.4):
h(x) =
1
2pii
∫
(2)
(∫ ∞
0
f ′′(y)
ys+1
s(s+ 1)
dy
)
x−sds
=
∫ ∞
0
f ′′(y)
(
1
2pii
∫
(2)
(y
x
)s ds
s(s+ 1)
)
y dy
=
∫ ∞
x
f ′′(y)
(
1−
x
y
)
y dy.
And now integrate by parts twice (in the reverse direction):
h(x) =
∫ ∞
x
f ′′(y) (y − x) dy
= −
∫ ∞
x
f ′(y) (1) dy
= f(x).

Hence the Plancherel formula for the Mellin transform reads∫ ∞
0
f1(y)f2(y) = 〈f1, f2〉 =
〈
f˜1, f˜2
〉
=
1
2pii
∫
(0)
f˜1(s)f˜2(s)ds,
that is, the Plancherel measure is just Lebesgue measure.
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