A method for Residence Probability controllers design is developed using a two step procedure: (1) controller gains are obtained based on the cheap control approach, (2) the initial 'lock in' set is calculated using Liapunovtype considerations.
, the following residence probability control problem has been formulated.
Given (1.1), a pair (D, T), and a constant 0<p < 1, find a feedback law (1.2) and an open set Do c D such that
Poo(t(K) > T) a__ min Prob {rxo(K) > T} >p.
Xo,E [Oo] (1.4) Design specifications of the above form arise in many practical applications. For instance, in the problem of telescope pointing, the domain D is determined by the size of film grain, T is defined by the exposure time and p is the minimal acceptable probability of success. Laser beam pointing, gun pointing, robot arm pointing, airplane landing and missile terminal guidance are other examples of practical problems that have design specifications of the form (1.4) (see Meerkov and Runolfsson, 1988) .
A controller that solves this problem is referred to as the residence probability controller (RP-controller) .
It has been shown in Kim et al. (1992) that Poo(r(K) < T} ___a 1 -Poo(r(K) > T} is related to exp " ~-cp(Do, K)~ " in the following sense: 
]((t, K) = (A + BK)X(t, K) + X(t, K) x (A + BK) r + CC r X(O, K)= I.
(1.6) Thus, when e is sufficiently small, problem (1.4) can be replaced by the problem of choosing K and Do such that tp(Do, K) -> re>0, where tr is defined by (1.7)
1-exp=p.
(1.8)
The question of the existence of such K and Do has been studied in Kim et al. (1992) . It has been shown that they exist for any p < 1 if and only if ImC~_ImB (the strong residence probability controllability, srp, case). If ImC~ImB, the maximal achievable p is bounded away from 1 (the weak residence probability controllability, wrp, case), and the estimates of this bound have been analyzed.
The present paper addresses the problem of the synthesis of RP-controllers. The design approach utilized here is based on the following considerations:
Since q0(Do, K) is, in general, difficult to calculate, reduce (1.5) to the inequality: min min Ily--e(A+BK)tX0112
where II" II is the Euclidean norm of a vector and ~,m~(X) is the largest eigenvalue of X. In deriving the above inequality we have used the fact that X(t, K) is a non-decreasing function of t. Further, since ~-max(X) <-Tr X, min min IlY -e(a+Br)'Xoll 2
Then problem (1.7) can be reformulated as follows. Given D, T and tr, find K and Do~D such that (P(Do, K) -a~.
(1.10) This is the problem solved in this paper. Obviously, some conservatism is introduced by replacing (1.7) by (1.10). Simulations of second order systems have shown that the degree of conservatism is of the order of 10-50%, i.e.
is of the order of 0.1-0.5. In general, the degree of conservatism seems to be a complicated function of the system matrices and the domains Do and D. The remainder of this paper is structured as follows: in Section 2, preliminary considerations are presented; Section 3 is devoted to the choice of the feedback gain K; Section 4 gives methods for selecting Do; in Section 5, design procedures for RP-controllers are formulated and examples are considered; in Section 6, the conclusions are formulated. All proofs are given in Appendices 1-3.
2. PRELIMINARY CONSIDERATIONS Let n and d denote the numerator and the denominator of ~(Do, K), respectively:
Introduce the deterministic system: (t, K) starting at C i is small. Note that due to the complexity of (2.4), a direct maximization of *(Do, K) with respect to the pair (Do, K) is prohibitively difficult. Rather than trying to carry out this maximization, the design strategies developed in Sections 3-5 are based on the following observations.
It is shown in Section 5 that there exists a controller developed using the above strategy that maximizes *(Do, (K), K) in the limit T--.9. o0.
THE CHOICE OF THE FEEDBACK GAIN
Let Pp be the positive definite solution of the Riccati equation:
has a unique, positive, semi-definite solution X~(Kp) such that Tr X~(Kp) is a non-decreasing matrix-function of p, i.e. (see Kwakernaak and Sivan, 1972) ,
Furthermore, a simple calculation shows that
and X(T, Kp) is a non-decreasing matrixfunction of T:
The quality of feedback gain K, can be evaluated by the comparison between ½d(T, Kp)= Tr X(T, Kp) and d* defined as
where K is the class of all stabilizing gains for (1.1). The last equality in (3.4) is due to Kwakernaak and Sivan (1972) . Note that if Im C _c Im B, d* = 0 (see Kim et al., 1992) . If Im C ~ImB, the value of d* can be characterized as follows.
Theorem 3.1. Assume without loss of generality that B has the form:
,35,
where P22 is the positive definite solution of
and A21, A22 are defined by
Proof. Follows from the proof of Theorem 4.2 of Kim et al. (1992) .
Thus, for all do>d*, a p can be found according to (3.1) so that d(T, Kp)<2do. An illustrative example is given below.
Consider a missile guidance problem introduced in Hotz and Skelton (1986) : (3.8) where t5 is the aileron deflection, to is the roll angular velocity, q0 is the roll angle, u is the control, and ~i, is the white noise. Using Theorem 3. 
THE CHOICE OF THE INITIAL SET
It is well known that when IIKII~, the L~.rl-norm of the solution z(t, K) of (2.3) may diverge for any T > 0. This happens due to the so-called peaking phenomenon (Francis and Glover, 1978; Izmailov, 1987) . Obviously, in the case of infinite peaking, qg(Do, K)--0 for all Do c D. Fortunately, however, under the feedback Kp specified in the previous section, the infinite peaking does not occur (Francis and Glover, 1978) :
Therefore, for any Kp, a Do c D can be found so that n(Do, T, Kp) is positive. To accomplish this, consider the Liapunov equation The negative feature of this procedure is that, due to the dependence of Fp on p, R0 is decreasing as p--->0; for instance, as it follows from (4.4), the "radius" of Do is about 26% of the 'radius' of D if p = 0.1, and is about 12% if p=0.001. This means, in particular, that as p--*0 the matrix Mp may be converging to a singular matrix and, consequently, the initial set Do may be converging to a very 'thin' set. In order to eliminate this problem, another procedure, based on a precompensator, is suggested below.
Assume for simplicity that u is a scalar and define q~(s) __a det (sl -A),
Assume also that A is Hurwitz and that n(s) = dp (-s 
\ y~OD /
Note that in order to design the precompensator L the exact locations of the Zis are required. At the present time the sensitivity to errors in the values of the Zis is unknown. The analysis of the robustness properties of the design procedures developed in this paper are the subject of a future research.
The precompensator based design can be generalized for systems with multiple inputs as well.
DESIGN PROCEDURES
The goal of the design procedures is to choose K and Do, based on the specifications D, T and a~, so that (1.10) is satisfied. Using the results of Sections 3 and 4, two such procedures are formulated below. They are similar as far as the choice of K is concerned and differ only in the choice of Do. In the first one, Do is chosen directly for the original A; in the second a precompensator is used. that in the srp-controUability case, 5.1 is always met.) If it is not, go to step (3) and choose a smaller p.
Note that under condition (5.1) this procedure always converges to a RP controller satisfying the specifications. To illustrate its application, consider again the missile guidance problem (3.8) and assume that the residence probability control specifications are given as follows: D = {(6, to, qo): 6 2 + 0) 2 + ~0 2 = 2}, r = 3, (5.6) a¢= 0.75.
Then, knowing from Section 3 that d* = 0.1, we calculate a~* to be 10 and therefore (5.1) is met. Choosing p = 0.00063, N =/, c = 1 < c*, and following steps (3)- (6) we obtain the RPcontroller:
K 51 =Kp = [-48.8 -39.8 -39.8 Choosing p = 0.00063 and following steps (5)- (7), we arrive at the following RPcontroller: Thus, 5.2 results in a considerably larger initial, "lock in", set.
To conclude this section, we formulate two theorems describing general properties of RPcontrollers. where K is the class of all stabilizing gains for A.
Proof. See Appendix 3.
To interpret this theorem, note that
(5.9)
For any stabilizing K the right-hand side of (5.9) converges to zero exponentially fast as T---, 0o. Thus, ~,(Do, K) is a good approximation of • (Do, K) for T sufficiently large. Theorem 5.2 states that controller K s2 maximizes O,(D 52, K) over all stabilizing gains. Thus, for T sufficiently large, gain K 52 is approximately optimal for • (D05"2, K) as well. Note, however, that the initial domain D~ 2 has not been shown to be optimal.
6. CONCLUSIONS Residence probability controllers constitute a new class of controllers for linear stochastic systems. They are advantageous in applications defined by aiming control specifications of the form: keep the system in a desired domain, D during a given time interval, T, with a given probability, p. The design of gains for RP-controllers is not more complex than that in the LQG method: it involves only solving a Riccati equation. However, unlike the LQG, RP-controllers require the selection of the initial where Po and Q are defined by (3.1) and (4.6), respectively.
Proof. As it follows from Kwakernaak (1976) , the eigenvalues of (A -(1/p)BBrPp) are the left half plane roots of ep(-s)dp(s) [l+~Hr(-s Consider now (A2.5) in the limit as p---~ 0% i.e.
Ar~Q~ + QcAc + MrM = O.
It is known (Kwakernaak and Sivan, 1972) show that these roots are independent of L, and therefore n -1 finite eigenvalues of (.4 + BL + BKo) coincide, in the limit as p-*0, with n-1 finite eigenvalues of (A + BKo). = dp (-s 
)Hr(-s)e?(s)n(s), which implies that qfl'(--S)dpL(s)Ht:(--s)HL(s)
is independent of L.
As far as the nth eigenvalue of (A +BL+BKp) is concerned, it converges to -oo (Kwakernaak, 1976) as does the nth eigenvalue of (A + BKo).
Q.E.D.
Proof of Theorem 5.2. Due to Kwakernaak and Sivan (1972) and Q.E.D.
