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Abstract 
We present a parallel algorithm for the Voronoi diagram of the set of vertices of a convex 
polygon. The algorithm runs in time O(logn) and uses O(n loglogn/log n) processors in the 
CRCW PRAM model. The concurrent write is used only by an integer sorting subroutine. We 
also obtain an O(log n)-time and O(n log log n/log n)-processor CRCW PRAM algorithm for the 
construction of the medial axis of a convex polygon. Our algorithms use the solution to the 
duration-unknown task scheduling problem due to Cole and Vi&kin and the optimal parallel 
algorithm for the convex hull of a polygon due to Wagener. They are randomized in the sense 
that for any given 1 > 0 they terminate in time O(logn) with probability greater than 1 - n-‘. 
Keywords: Computational geometry; Parallel algorithms; Random sampling; Convex polygon 
1. Introduction 
The Voronoi diagram and its dual, the Delaunay triangulation, are among the most 
fundamental structures in computational geometry, see [3,14,20]. Computing the dia- 
gram of n points in the Euclidean plane is well known to have O(n log n)-time sequen- 
tial complexity. As for parallel complexity, a work optimal O(log2 n)-time algorithm 
in the CREW PRAM model is due to Cole et al. [lo]. Its faster CRCW variant runs 
in time O(log n log log n) performing O(n log2 n) work. A work optimal, O(log n)-time 
randomized CREW PRAM algorithm based on polling (a refinement of random sam- 
pling technique) is due to Reif and Sen [22]. ’ Since the Voronoi diagram is so useful 
it is natural to ask if more efficient sequential or parallel algorithms are available for 
special site configurations. 
* Corresponding author. 
’ Amato et al. have recently reported an analogous result in the EREW PRAM model [2]. 
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In 1987, Aggarwal et al. [I] obtained a linear-time upper bound for the problem 
of computing the Voronoi diagram of the vertices or edges of a convex polygon. In 
[ 13,171, it was shown that the method of Aggarwal et al. yields also a linear-time 
upper bound on computing the Voronoi diagram of more general site configurations, 
e.g., a monotone point sequence (i.e., for points sorted by their x-coordinates that have, 
in this order, monotone y-coordinates) or more generally, a point sequence for which 
a special Hamiltonian path in the dual of the Voronoi diagram is known in advance 
[ 171. On the other hand, already in 1986, Chew presented an extremely simple linear- 
time randomized algorithm for the Voronoi diagram of a convex polygon [5] (for its 
generalization to include a monotone sequence of line segments see [ 191). Devillers 
used the random sampling method to derive an O(n log* n)-time randomized algorithm 
for the so-called medial axis or skeleton of a simple polygon [12], i.e., the Voronoi 
diagram of a simple polygon where the edges of the polygon are sites (see [3,20]). 
Also, he showed that if a connected, bounded-degree spanning subgraph of the dual to 
the Voronoi diagram of a planar point set is known in advance then the diagram can 
be computed in O(n log* n) time [12]. 
Surprisingly, there are no known fast parallel algorithms for the above special site 
configurations more work efficient than the aforementioned parallel algorithms for the 
general configurations (with the exception of the much simpler problem of computing 
all the nearest neighbours for vertices of a convex polygon [4,9]). The randomized 
incremental method of Chew is inherently sequential. In the method of Aggarwal et al. 
several of the basic steps can be naturally parallelized. However, the presence of the 
second recursive call which has to wait for the outcome of the first slows down time 
performance of such a direct parallelization to moderately sublinear (i.e., n6 for a large 
6 < 1) [17]. As in general one cannot sequentially merge the Voronoi diagrams of 
two halves of a convex polygon performing sublinear work, the parallel method of 
Cole et al. based on the standard bisection and efficient parallel merging is of no help 
here. On the other hand, the divide-and-conquer method based on random-sampling 
due to Clarkson [6-81 and its parallel version called polling due to Reif and Sen [22] 
require only linear work summed over recursion levels for putting solutions together. 
The bottleneck of this method is the cost of splitting into subproblems based on the 
locus approach [ 121. We take advantage of the fact that in the case of a sequence 
of vertices or edges of a convex polygon, for each site the neighbours of the site 
in the subsequence are also neighbours in the Voronoi diagram of the subsequence. 
This allows us to bound the total cost of splitting to a linear one using the solution 
to the so-called duration-unknown task scheduling problem due to Cole and Vishkin 
ill]. 
In effect, we obtain a nearly work optimal logarithmic-time algorithm for the Voronoi 
diagram of the vertices of a convex polygon. The algorithm works in time O(logn) 
and uses O(n log log n/log n) processors in the CRCW PRAM model. The concurrent 
write is used only by an integer sorting subroutine. Analogously, we also obtain a 
nearly optimal logarithmic-time algorithm for the Voronoi diagram of the edges of a 
convex polygon operating within the same asymptotic resource bounds. 
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2. Random sampling and polling 
Random sampling has been widely used to design efficient sequential algorithms for 
several fundamental geometric problems including Voronoi diagrams, segment inter- 
section and higher dimension convex hulls [6-f&12]. The general idea of this method is 
to solve the problem on a randomly chosen subset R of the input S in order to partition 
the input into smaller problems. Clarkson proved that for many standard geometric 
problems, the expected size of each subproblems is O(lSl/lRI) and the expected total 
size of the subproblems is O(lS]) [7]. Reif and Sen observed that Clarkson’s result is 
not sufficient in the design of efficient parallel recursive algorithms for the following 
reasons: 
(1) The sum of maximum subproblem sizes over the recursion levels determines the 
parallel time performance. 
(2) A bound on the maximum subproblem size should be highly likely (i.e., it should 
hold with probability 1 - n’ for an appropriate c( > 0) if there are np (0 </Id 1) 
subproblems on a given recursion level. 
(3) The total size of subproblems at any recursion level should be O(n) in order to 
achieve the optimal processor-time product. 
They overcame the aforementioned difficulties by introducing a refinement of random 
sampling called polling. Instead of a single random sample, O(log n) samples are chosen 
randomly. Their goodness with respect to the maximum problem size and total problem 
size is tested by “polling” a small fraction of the input. In this way, a good sample is 
found with high-likelihood. 
Reif and Sen successfully applied their polling technique to the general problem 
of constructing the common intersection of n half-spaces in E3. By duality and the 
paraboidal transformation [14], they could report logarithmic-time, work optimal ran- 
domized algorithms for the problems of constructing the convex hull in E’ and the 
Voronoi diagram in E2. 
The rough idea of partitioning the intersection problem for the input set S of 
it half-spaces into smaller problems used by Reif and Sen is as follows. Suppose 
that a point p* inside the intersection of the input half-spaces is known and that 
a “good” sample R of n” half-spaces is already found. The intersection ZR of the 
half-spaces in R is found by a simple parallel algorithm testing each intersection of 
three half-spaces for belonging to each half-space in R. In this way, the vertices of 
I,?, and then also the faces of IR induced by triples of the vertices, can be found 
in logarithmic time and sublinear work assuming E to be small enough. Next, the 
faces are triangulated and IR is divided into cones (tetrahedrons) induced by the tri- 
angles and the point p*. In the following crucial partitioning stage, for each cone 
the list of intersecting half-spaces in S - R is computed. In the next filtering stage, 
several of the half-spaces on the list that do not contribute to the final intersection 
of S within the cone are removed (for the sake of keeping the total subproblem size 
linearly bounded in the sum of the input and output sizes). Now, the half-spaces re- 
maining on the list together with the four half-spaces determining the cone form a 
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half-space intersection subproblem which is solved recursively. The common intersec- 
tion of the half-spaces in S is then computed as a simple union of the subproblem 
intersections. 
A sample R of n” half-spaces from S is termed “good” in [22] if it satisfies following 
two conditions: 
(1) the total number of the intersections between the half-spaces in S - R and the 
cones induced by R is less than ktotn; 
(2) the maximum number of half-spaces intersecting a cone induced by R is less 
than kmaxnl+ log n, 
where ktot and k,,, are constants. 
Reif and Sen designed a polling procedure testing O(logn) random samples of n” 
half-spaces for goodness in [22]. Their analysis of the polling procedure (Section 4 
in [22]) for our purpose can be summarized as follows: 
Lemma 2.1 (Reif and Sen [22]). For any 1 > 0, there is a randomized CREW 
PRAM algorithm for finding a “good” sample of n” half-spaces which runs in time 
O(logn) with probability > 1 - n-‘. For sufJiciently small E, the algorithm performs 
o(n) operations. 
3. Voronoi diagram for convex polygons 
Guibas and Stofli defined the so-called lifting mapping ~1 of E2 into E3 by &x, y) = 
(x, y,x2+y2) [ 151. It is well known that for a finite set of points in E2 there is a one- 
to-one correspondence between the edges of the lower part of the convex hull of p(S) 
and the edges of the Delaunay triangulation of S [14]. Consequently, given the convex 
hull of p(S), we can compute the Delaunay triangulation or the Voronoi diagram of S 
in linear time. 
Further, the problem of constructing a convex hull in E3 is equivalent to the problem 
of constructing the intersection of half-spaces in E3 by the so-called dual transform. 
This transform maps a point p = (~1, ~2, p3) different from the origin into the plane 
defined by plxl + p2x2 + ~3x3 - 1 = 0 and vice versa. It is extended to include sets 
of points (planes, respectively) in a natural way. 
By the lifting mapping and the dual transform the problem of constructing the 
Voronoi diagram of the vertices of a convex polygon (vi, ~2,. . , v,) in E2 is equivalent 
to the following problem: 
Construct the common intersection I of n half-spaces HI, HZ,. . . , H, in E3 for which 
we know a plane P intersecting I in such a way that the ith edge of the convex 
polygon induced by P n I lies on the plane bounding Hi for i = 1,2,. . . , n. 
Note that the half-spaces HI, HZ,. . . , H,, are in one-to-one correspondence with the 
vertices vi, ~2,. . ,v, here. For simplicity, we may assume further without loss of 
generality that H,, is bounded by the plane P. (In the general case, we can extend the 
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sequence of n-half-spaces by the appropriate half-space induced by P to obtain the part 
of I respectively over or below P.) 
To solve this specific half-space intersection problem we shall follow the general 
parallel algorithm of Reif and Sen for half-space intersection in E3 based on the polling 
technique (see Lemma 2.1) with the exception of the processor bottleneck steps of 
partitioning the current problem into subproblems and filtering out redundant half- 
spaces from the subproblems. 
In the partitioning step, we triangulate the faces of the intersection ZR of a good 
sample R of nE half-spaces and divide ZR into cones touching a distinguished point 
p* inside the polygon induced by P fl I (as in [22]). We assume w.1.o.g. that P n IR 
induces a “closed ” convex polygon. Next, for each cone, we report the half-spaces 
outside the sample, i.e., in S - R, intersecting the cone. To accomplish this task in 
logarithmic time and total linear work we split the partitioning step into two stages. 
3.1. The first stage 
In the first stage, by using the special assumption about the plane P, for each half- 
space Hj in S - R, we find a “starting” cone Cj intersected by Hj, in logarithmic time 
performing linear work, as follows. 
By parallel prefix [16], for each half-space Hj in S-R, we find the half-spaces HI(j) 
in R such that for any Z(j) < I < j, Ht # R (w.1.o.g. HI E R). It takes logarithmic 
time and linear work. On the other hand, to each Hk E R, we assign the cone Dk 
that has faces co-planar with Hk and the plane P. It takes totally constant time and 
O(n’) processors. Since the convex polygon induced by P tl IR includes that induced 
by P n I, Hj has to insert D/(j)+ Consequently, we set Cj to Dt(j). 
Note that the cones intersected by Hj form a connected subgraph of the 3-regular 
graph dual to the cone partition, and that their number can be even @(nE) for some Hj. 
Consider the following sequential job; given the starting cone Cj, report all the cones 
intersected by Hi. It can be easily done in time proportional to the subgraph size, 
e.g., by depth first search and testing the three cones adjacent to the current cone for 
intersection with Hj. Also, the total number of intersections between the cones and 
half-spaces is O(n) by the goodness of the sample R (see Lemma 2.1). Therefore, for 
the jobs requiring only logarithmic work, we can use the solution to the following 
duration-unknown task scheduling problem due to Cole and Vishkin [ 111. 
There are given n sequential independent jobs, that together take O(n) steps, where 
a single job takes between 1 and c logn steps. The only way to test how many 
steps a job will take is to execute it. The goal is to execute all these jobs in time 
O(log n) using O(n/log n) processors in the ERE W PRAM model (or, respectively, 
in the CREW PRAM model if the jobs may simultaneously read the same memory 
cells). 
Hence, in logarithmic time and linear work in the CREW PRAM model, we can 
report: 
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(1) for each half-space H that intersect less than clogn cones all of the intersected 
cones, and 
(2) for each remaining half-space only c log n intersected cones. 
Note that the remaining half-spaces in S -R can be easily identified by the reported 
c log n lower bound on the number of cones they intersect and the total number of the 
remaining half-spaces is O(n/logn) by Lemma 2.1. 
3.2. The second stage 
In the second stage, the intersected cones for the remaining O(n/logn) half-spaces 
are reported analogously as in [22] by reducing the problem to a point location in 
higher dimension. The parallel point location structure given in Section 5 of [22] can 
be built in logarithmic time using O((KZ&)‘/~), (’i.e., O(n)) processors if E< $, For a 
query half-space Hj it allows to find the list of all intersected cones in logarithmic 
time using a single processor. Since the number of queries is only O(n/logn) due to 
the first stage, all the queries take only linear work. 
Now, using the lists and the optimal logarithmic-time randomized algorithm for 
integer sorting from [21], we can list for each cone the half-spaces in S-R intersecting 
it in logarithmic-time, performing linear work in the randomized CRCW PRAM model. 
4. Filtering 
In the previous sections we have described how to divide our special version of 
the problem of finding the intersection of n half-spaces in E3 (within a cone) into 
nl-& subproblems of total size <cn for some constant c. If one applied this method 
recursively the problem size could increase by a constant factor at each of the recursion 
levels leading to an O(n logk n) total work. 
To avoid this difficulty in the general case of half-space intersections, Reif and Sen 
apply a complicated method of filtering out few classes of redundant half-spaces which 
do not contribute to the final output in respective cones. In their method they construct 
among others the intersections of the final intersection of the n half-spaces with each of 
the three inner faces of each cone. They call these resulting convex polygons contours. 
For the purpose of the filtering, for each cone they also construct the intersection of 
all the half-spaces that contribute to the three contours with the cone, and call it the 
skeletal hull within the cone. In fact, to compute the skeletal hulls they are forced to 
call a simplified version of their algorithm as a subroutine. Fortunately, we have the 
following lemma: 
Lemma 4.1. Let U be a set of k half-spaces occurring on the three contours of a 
cone A. Divide the cone into two cones B and C along a plane passing through the 
apex p* and cutting the outer face of the cone. The skeletal-hull of A is the union 
of the skeletal-hulls of B and C with respect to U. 
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Proof. The contour on the dividing plane with respect to U divides the faces of the 
skeletal-hull of A into the following three categories: the faces occurring only in B, 
the faces cut by the plane, and the faces occurring only in C. Note that the half-planes 
corresponding to the faces of the first category (respectively, third category) do not 
contribute to the part of the skeletal-hull within A contained in C (respectively, in B). 
On the other hand, the above half-spaces contribute to the contours on the faces of 
B (respectively, C) by our assumptions. Finally, the half-spaces corresponding to the 
faces of the second category clearly contribute to the common contour of B and C. 
q 
Thus, by induction, if a cone is recursively divided into smaller cones, its skeletal 
hull H is the union of the skeletal hulls (with respect to the half-spaces contributing 
to H) within the smaller cones. Therefore, in the case of the construction of a skeletal 
hull, the filtering can be reduced to testing whether a half-space intersecting a cone 
contributes to at least one of its contours. This fact enormously facilitates filtering in 
our specific case which is indeed the skeletal hull case! Simply, one can easily enclose 
the final intersection into a tetrahedron based on P (recall that the intersection lies on 
one side of P by our assumption w.1.o.g. on H,,). Because all the half-spaces contribute 
to the contour on P, the intersection is easily seen to be a skeletal hull with respect 
to the bounding tetrahedron. 
The construction of the three contours for each cone can also be done more efficiently 
in our case than that in the general case in [22]. 
Lemma 4.2. The sequence of points dual to the intersections of a subsequence Hj, , . . , 
Hi, of the sequence of the half-spaces HI,. , . , H,, with a plane Q is a simple polygon. 
Proof. For the sake of the proof, consider an arbitrary quadruple of half-spaces Hj,, 
Hjr+l 3 Hj,) Hjk+t 3where i < k, intersecting the plane Q. Consider the “small” contour 
formed just by these four half-spaces. It can have at most four edges. Note that the 
cyclic sequence of the half-spaces corresponding to the edges along the small contour 
will be a subsequence of the input sequence HI , . . . , H,, of half-spaces by the initial 
assumptions on the common intersection of the n half-spaces with P (*). Apply the dual 
transform to consider the points pj,, pj,+, pjk, pjk+, corresponding to the intersections 
of the half-spaces Hj,, Hj,,, , Hi,, Hi,+, with the plane the face lies on. By duality 
and (*), the convex hull of this quadruple of points is (pit, pj,,, , pj,, pjk+, ) or it has 
only three vertices. Thus, in either case the segments (pj,, pj8+, ), (pi,, pjk+, ) cannot 
intersect! We conclude that the set of points dual to the intersections of the half-planes 
intersecting the face with the plane induced by the face given in the order of the 
indices of the half-spaces yields a simple polygon. q 
Now, we can proceed as follows. After finding the intersection of each half-space in- 
tersecting the cone with each of its inner faces, we order the intersections on each inner 
face by the indices of the corresponding half-spaces and then construct the contours. 
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Finding the intersections can be clearly done in logarithmic time using O(n/logn) pro- 
cessors [21]. As for ordering, we can apply here the optimal logarithmic-time CRCW 
algorithm for integer sorting from [21]. Since the construction of the contours is equiv- 
alent to the construction of the convex hull of a simple polygon, the contours can also 
be computed within the above resource bounds in the CREW PRAM model [23]. Thus, 
we can conclude with the following: 
Theorem 4.3. For all cones T, we can remove all the half-spaces intersecting T that 
do not contribute to the final output within T in time O(logn) using O(n/logn) 
processors in the CRCW PRAM model. 
5. Final analysis 
There are O(log log n) recursion levels in our algorithm (as in [22]). Let y = 1 - E. 
By the preceding sections, the ith recursion level takes O(lognY’) time and O(n/log nY’) 
processors in the CRCW PRAM model with very high likelihood. This would yield a 
logarithmic total time by C,=i log log’ yi log n = 0( log n) and unfortunately a linear number 
of processors of logn y’ = 0( 1) for i = SZ(loglogn). In this way, the time-processor 
product would be Q(n logn) in spite of the fact that each recursion level takes only 
linear work with very high likelihood. 
Let k be the smallest natural number satisfying yk 6 l/log log n. To obtain a nearly 
optimal time-processor product we simply slow down the recursion levels i, where 
k > i, by the factor logn/(log ny’ log log n) keeping their time-processor product still 
linear by Brent’s principle. In result, each recursion level i, where i > k, is imple- 
mented in time O(log n/log n log n) using O(n log log n/log n) processors. As there are 
O(log log n) recursion levels the total time taken by the levels i, where i > k, is O(log n) 
with very high likelihood. The remaining levels 1 through k take logarithmic time by 
Cf”=“,‘““” yi log n = O(log n) and use O(n/yk log n), i.e., O(n log n log n/n), processors. 
Hence, we obtain our main result. 
Theorem 5.1. For any I > 0, the Voronoi diagram of a convex polygon can be com- 
puted in time O(log n) with probability > 1 -n-l using O(n log log n/log n) processors 
in the CRCW PRAM model. The concurrent write is used only by a subroutine for 
integer sorting. 
6. The medial axis of a convex polygon 
The problem of computing the Voronoi diagram of the edges ei, i = 1,. . . , n, of a 
convex polygon in E2 (called the medial axis or the skeleton of the polygon [3,20]) 
immediately reduces to the intersection problem for half-spaces Hi, i = 1,. . . , n, in E3 
such that (see [I]): 
(1) Hi includes the convex polygon lying on the plane XI’; 
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(2) ei lies on the plane bounding Hi; 
(3) the plane bounding Hi forms a constant angle a, 0 < c( < 42, with the interior 
of the polygon on the plane XY. 
The above reduction follows from the fact that the projections of the edges of the 
common intersection of the half-spaces on the plane XY form the skeleton. 
The above problem of half-space intersection is clearly a special case of the specific 
half-space intersection problem considered in the previous sections. Also, the reduction 
as well as the computing of the projections can easily be done in logarithmic time 
and total linear work in the CREW PRAM model. Hence, we obtain our second main 
result. 
Theorem 6.1. For any I> 0, the medial axis of a convex polygon can be computed 
in time O(logn) with probability > 1 - n-’ using O(n loglogn/logn) processors in 
the CRCW PRAM model. The concurrent write is used only by a subroutine for 
integer sorting. 
7. Two final remarks 
The number of random bits used for sampling and polling through the O(log log n) 
recursion levels of our algorithms can be decreased to O(log’n) analogously as 
in [22]. 
We believe that the methods of this paper can be extended to derive nearly optimal 
fast parallel algorithms for the more general site configurations for which linear-time 
or almost linear-time sequential algorithms are known (see Introduction). 
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