Given a function f mapping n,-variate inputs from a finite field F into F , we consider the task of reconstructing a list of all n-variate degree d polynomials which agree with f on a tiny but non-negligible fraction, 6, of the input space. We give a randomized algorithm for solving this task which accesses f as a black box and runs in time polynomial in i , n and exponential in 
A second interpretation of the reconstruction problem is within the paradigm of "agnostic learning" introduced by Keams et. al. [21] (see also [27, 28, 221) . In the setting of agnostic learning, the learner is to make no assumptions regarding the natural phenomena underlying the input/output relationship of the function, and the goal of the learner is to come up with a simple explanation which best fits the examples. Therefore the best explanation may account for only part of the phenomena. In some situations, when the phenomena appears very irregular, providing an explanation which fits only part of it is better than nothing. Interestingly, Keams et. al. did not consider the use of queries @ut rather examples drawn from an arbitrary distribution) as they were skeptical that queries could be of any help.
We show that queries do seem to help (see below).
Yet another interpretation of the reconstruction problem, which generalizes the "agnostic learning" approach, is the following. Suppose that the natural phenomena can be explained by several simple explanations which together cover most of the input-output behavior but not all of it. Namely, suppose that the function f agrees almost everywhere with one of a small number of functions gi E C. In particular, assume that each gi agrees with f on at least a 6 fraction of the inputs but that for some (say 26) fraction of the inputs f does not agree with any of the si's. This setting is very related to the setting investigated by Ar et. al. [3] , except that their techniques require that the fraction of inputs left unexplained by any gi be smaller than the fraction of inputs on which each gi agrees with f . We believe that our relaxation makes the setting more appealing and closer in spirit to "agnostic learning".
In this paper, we consider the special case of the reconstmction problem when the hypothesis class is the set of n-variate polynomials of bounded total degree d 2 1. The most interesting aspect of our results is that they relate to very small values of the parameter 6 (the fraction of inputs on which the hypothesis has to fit the function f). Our main results are 0 An algorithm that given d, F and 6 = Q( m), and provided oracle access to an arbitrary function f : F" --+ F , runs in time and outputs a list including all degree d polynomials which agree with f on 6 fraction of the inputs.
0 An algorithm that given F and E > 0, and provided oracle access to an arbitrary function f : F" + F , runs in time poly(n/~) and outputs a list including all linear functions (degree d = 1 polynomials) which agree with f on a 6 = +, + 6 fraction of the inputs. letting f agree with p on an arbitrary 6 = Q( fi) fraction of the inputs and be set at random otherwise.' In this case, with high probability, only one polynomial (i.e., p ) agrees with f on a 6 fraction of the inputs. %us, in this case, the above algorithm will output only the polynomial p .
A different perspective: Maximum-likelihood decoding of error-correcting codes Maximum likelihood decoding is the term applied to the task of computing the "nearest codeword" from a specified error-correcting code to a given word (cf., [29] ).
Consider the error-correcting code which encodes yid) elements of F by first computing the polynomial obtained by using these elements as the list of coefficients and then evaluating the polynomial at all points in the field. Such codes are fairly wellknown -for instance, the Hadamard code is one such code with F = GF(2) and d = 1, and the Reed-Solomon code lies at the other extreme with n = 1, and IF1 = O(d). One way to interpret our results is as providing a code (over the alphabet F) and a corresponding maximum-likelihood-decoder which works when the error-rate approaches 1. We are not aware of any other case where an approach other than brute force can be used to perform maximum-likelihood decoding with the error-rate approaching 1. Furthermore, our decoding algorithm works without examining the entire codeword. Our algorithms seem to be non-mvial and have better running times than the brute force algorithm (table lookup) for list-decoding.
Other Related Work
Polynomial interpolation When the noise rate is 0, ourproblem is simply that of polynomial interpolation. In this case the ~~ 'This is different from "random noise" as the set of cormpted inputs is selected adversarially -only the values at these inputs are random.
problem is well analyzed and the reader is referred to [41] , for instance, for a history of the polynomial interpolation problem.
Self-Correction
In the case when the noise rate is positive but small, one approach used to solving the reconstruction problem is to use self-correctors, introduced independently in [8] and
[26]. Self-comctors convert programs that are known to be correct on a fraction 6 of inputs into programs that are correct on each input. Self-comctors for values of 5 that are lqerthan 3/4 have been constructedfor several functions [8, 9, 26, 32] . Selfcorrectors for f that are polynomial functions over a finite field were found by [4, 261. The fraction of errors they could correct was improved to almost 1/4 independently by [ 141 and [ 103 and then to almost 1/2 by [U] (using a solution for the univariate case implicit in [5] ). However, when the error is larger than 3 (or, altematively 6 < 1/2), the utility of the standard selfcorrection approach seem to disappear, since there could be more than one polynomial that agrees with the program on an 6 < 1/2 fraction of the inputs. Goldreich and Levin [17] have solved the reconstruction problem in the case where d = 1 and F = GF(2). Similar ideas are used by Kushilevitz and Mansour [23] to learn boolean decision trees.
Linear Polynomials
Reconstruction of polynomials under structured error models Ar et. al. [3] have considered the problem of reconstructing a list of polynomials which together explain the input-output relation of a given black-box. However, they have required that the fraction of inputs left uncovered by any of the polynomials be smaller than the fraction of inputs covered by any single polynomial. An alternative way of viewing the work of Ar et. al. [3] is as reconstructing the list of polynomials that agree with the f on 2 6 fraction of the inputs, provided that the input-output relation satisfies some (unknown) algebraic identities. No other polynomial reconstmctor seem to be known in the situation where the error of the program is arbitrary and the error rate approaches 1 (or, altematively, 6 approaches 0).
Rest of this paper
The rest of the paper is organized as follows. In Sections 2 and 3 we construct the algorithm for solving the polynomial reconstruction problem In Section 4 we analyze the running time of this algorithm, modulo a lemma which bounds the number of polynomials which can agree with a given function at 6 fraction of the inputs. In Section 5 we provide two upper bounds, one for the case of general degree d and another (tighter) one for the case of d = 1. In Section 6 we consider the case where the output of the black box either agrees with a fixed polynomial or is random. We conclude with some open issues in Section 7.
Motivation to the dgorithm
We are given oracle access to a function f : GF(q)n -+ GF(q) and need to find a polynomial (or actually all polynomi-als) of degree d which agrees with f on an 6 = + c fraction of the inputs. Linear Polynomials. Our starting point is the linear case (i.e., d = 1); namely, we are looking for a polynomial of the form p(t1, ...) 2,) = c i z i . ~n this case our algorithm is a generalization of an algorithm due to Goldreich and Levin [1712. (The original algorithm is regained by setting q = 2.)
To proceed, we need the following definition: the i-prefi of a linear polynomial p( tl . . . , t , , ) is the polynomial which results by summing up all of the (degree 1) monomials in which only the first i variables appear. The algorithm proceeds in 12 rounds, so that in the ith round we find a list of candidates for the i-prefixes
The list of i-prefixes is generated by extending the list of (i -1)-prefixes. The simple (and inefficient) way to perfomi this extension is to first extend each (1-1)-prefix in all qpossible ways and then to screen the resulting list of i-prefixes. A good screening is the essence of the algorithm. It should guarantee that the i-prefix of the correct solution I, does pass and that not too many other prefixes pass (as otherwise the algorithm consumes too much time).
The screening is done by subjecting each candidate prefix, E GF(g)n-i, r = ( T I , ..., ri-1) E GF(4)"l and r',r" E GF(q). Note that if p is a solution to the reconstruction problem for f then for at least an r / 2 fraction of the sequences (?=,F), p satisfies p ( i , r, S ) = f(F, T , S) for at least an c/2 fraction of the possible r's. We may assume that l / q < 4 4 (since otherwise q < 4/c *We refer to the original algorithm as in [17] , not to a simpler algorithm which appears in later versions (cf., [Z, 161) .
-def and we can afford to perform the simpler procedure above). Denote by y the unknown value of the sum c j s j (where these c j 's are the coefficient of the polynomial close to f) and by 1: the coefficient we are looking for (i.e., the ith coefficient ci). Then, with probability Q(r3)), the following two equations hold:
where r' # r". Thus solving for z we get the desired extension.
We emphasize that we do not know whether the equalities hold or not, but rather solve assuming they hold and add the solution to the list of candidates. In order to guarantez that rhc conect prefix always appears in our candidate list, we repeat the above extension poly(n/r) times for each ( i -])-prefix. Extraneous prefixes can be removed from the candidate list via the screening process mentioned above. We have:
Theorem 1 when instantiating ti = ~( j j, but only the degree d monomials in this polynomial correspond to p' -as they are not affected by the instantiation of z;+l , ..., x,,.) To complete the high level description of the procedure we need to get the polynomial representing the f(' )'S. Since in reality we have only have access to a (possibly highly noisy) oracle for the f(j)'s, we use the main procedure for finding a list of candidates for these polynomials, We point out that the recursive call is to a problem of degree d -1, which is lower than the degree we are currently handling.
The complete description of this algorithm can be found in 
/* end of main loop */ r e t u r n (L' ) .
Suppose that p* is a degree d polynomial which agrees with f on ai least an 6 > fimtion ofthe inputs. Then, with probability at least 1 -2dn 2-', the list output by Findall-poly( f, 6; n, d, y) contains the polynomial p*.
The lower bound on 6 is used for guaranteeing that in each invocation of Extend (regardless of the depth of recursion) the parameter m is not larger than the field size. This is required in order to allow the selection of m different field elements (see footnotes in the proof below). 
., s , ) E GF(q)"-'-'
goodifthefunctionf)sandthepolynomial p*1~agreeonatleast an a . 6 fraction of the inputs. Clearly, at least a (1 -a) 1 6 fraction of the sequences are good and so with probability at least 1 -2-' a good sequence 5 is selected in one of the iterations of the main loop. Let us consider such an iteration and fix the good sequence B for the rest of the proof. In all our complexity estimates we assume that it is possible to obtain the value of a function (be it a function given as oracle 3r a polynomial represented explicitly) at a given point at unit cost. Likewise, all standard field operations and algorithmic conventions are implemented at unit cost. In addition, we need to set the additional parameters for Extend: we set T = k + O(dlog(knd/S)) and a = 1 -( l / d ) . We stress that here d is the degree-parameter in the initialhain invocation of algorithm Find-all-Poly (rather than in the recursive calls). Specifically, it suffices tohave 5 = Q( m). Furthermore, it is also possible to improve the running-time. One important idea is to randomize the problem so that most sequences and elements are good in the sense used in the proof of Lemma 2 (above). This is done by a uniformly selected linear transformation of the original variables ti's into new variables yi's (i.e., each yi is a linear combination of xi's and vice versa). The theorem follows from Lemma 2 (above) and the following four lemmas.
We say that r E GF(q) is
Lemma 4 Constants( f , 6; n, q ) can be implemented in time poly(K/b) so that with probability at least 1 -2-k the list output by the subroutine contains all jield elements which agree with f on at least 6 fraction of the inputs and no field elements which agree with f on less than 5/2fraction of the inputs.
We assume, without loss of generality, that Constants( f, 6; n, q ) never retums more than 2/6 field elements (as otherwise, in the rare case this does not hold, we can halt with an error message).
Lemma 5 In this section we give a worst-case bound on the number of polynomials which agree with a given function f on 6 fraction of the points. In the case of linear polynomials our bound works for any 6 > t, while in the general case our bound works only for 6 that is large enough. We then present examples indicating that our bound in the linear case is essentially tight. We have evidence as to why the bound in the geneml degree case may not have a simple improvement. Details of the latter will be included in the final version.
Theorem 9 Let
We Srst Ex scnx notation. We use ci to denote q / ( q -1) and Q to denote q'. For i E {1, ..., m} and t E GF(y)' let a,(.r) E 1 if f t ( x ) # f(x) and 0 otherwise.
The fact that the 1,'s are close to f implies that for all i,
Our proof generalizes a proof due to S . Johnson (c.f., MacWilliams and Sloane [29] ) for the case q = 2. The central quantity used to bound m in their case can be generalized in one of the two following ways:
The first sums over all i, j, the number of inputs for which fi and fj both differ from f. The second sum over all i , j , the number of inputs for which fi and fj both differ by the same amount from f. (Notice that the two quantities are the same for the case q = 2.) While neither one of the two quantities are sufficient for our analysis, their sum provides good bounds.
Lower bound on
Then we can lower bound S as follows:
The last inequality above follows from the fact that subject to the condition Ex Nx = mE, the sumof Nx 's squared is minimized when all the Nz's are equal.
Similarly we lower bound S' as follows:
Thus by adding the two lower bounds above we obtain:
Upper bound on S + 5 ' ' : For the upper bound we define the following quantities: For distinct i, j E { 1, . . . , m} and h , t 2 E GF(q), let ,74i7') 1t2 = -[{&*1~(.) = $2) (XI = 1)l.
Then we can express S and S' as:
We start by upper bounding the internal sum above for fixed distinctpairiandj. Bythefactthat fi(z) = fj(x) for(atmost)
Q/y values of ;P, we have
Combining the bounds above we have (for i # j )
Also observe that if i = j , then the quantity
We now combine the bounds above as follows:
Simplifying the right hand side above, we get:
Putting it together: By comparing the bounds (2) Then the above inequality says that g( m') 2 0, for every integer m' 5 m. Let a1 and a2 be the roots of g. Then if we can show that the roots are real and additionally satisfy la1 -021 2 1, then we could upper bound m by min{ a1, a2). We now show first that under the condition given on 6, la1 -a21 2 1. Then we show that min(a1,crg) < &.
This will suffice to prove (1).
Let P = 6. Then g(y) = ptn2 -( P + 6 ) m + 1. The roots, a1 and a2 are real, provided that A ! Ef (P + -4P is positive which follows from a stronger requirement (see below).
Let a1 be the smaller root. To guarantee a2 -a1 2 1 we require 2 e 2 1 which translates to A 2 P2 (and hence A > 0 as required above). We need to show that 
P+S
The inequality follows by A > 0. Again by plugging in the value of P and 6 we get the desired bound.
We sketch the proof of part (2). The proof is an extension of the proof of Theorem 9. We define S and S' as in Theorem 9.
The lower bound found for S + 5'' still applies i.e.,
The upper bound gets modified due to the fact that two polynomials agree on at most : fraction of the points (and not l / q fraction). This yields: 
, yields the bound claimed in Part (2). I
The following result shows that Theorem 9 is tight for 5 = O(l/9) (and d = l), whereas Part (1) of Theorem 10 is tight for 6 = O(l/Jil) and cl = 1. First we snetch the relation by a factor of I to get a new relation R'. Explicitly, R' = { ( i i , j ) l ( i , j ) E R}. Given g(x) = ax + b E I;, let g'(t) = (a I-')t + b, where I-' is the multiplicativeinverseofI(modp). If g ( i ) = j , theng'(li) = j .
Thus if we use I;' to denote the set of linear functions which agree with R' in h places, then g' E G' if g E I;. Moreover the map from g tog' is one-to-one, implying IG'I 2 /GI. (Actually the argument above extends to show that IB'I = 1I;I.)
Last we introduce a slope to R', so that it becomes a function.
Explicitly R" = {(Zi + j,j)l(i,j) E R}. Notice that for any pair (il,jl),(il,j2) E R", il # i~ implying that R"
can be extended to a function f : GF(p) --+ GF(p), which satisfies if (i, j ) E R" then j = f (i). Now for every function g'(z) = a't + b' E I;', consider the function g"(t) = a"c+ b" where a" = a'/( 1 + a') and b" = b'/( 1 + a'). Observe that if g'(x) = y, then g"(x + y) = y. Thus if g' agrees with R' in k -(k -1) * (%-*) > -1 places, then g" agrees with R" and hence f in at least k places.
Again, if we use g,l to denote the set of linear functions which agree with f in k places, then 1I;''I 1 IG'I. f agrees with p on D;
2.
the value of f on each of the remaining points in GF(q)n -D is unifornily and independently chosen.
Then, with probability at least 1 -exp{(ndlogzq) - 
Conclusions
The main feature controlling the mnning time of the reconstruction algorithm described in this paper is the bound on the number of polynomials which can agree with a given function at 5 fraction of the places. Thus by improving any of the bounds given here (or presenting similar bounds in other situations) one can improve the running time of the algorithm presented (or extend it to other cases). The case of degree d polynomials with 5 5 seems to be a prime candidate for analysis here. We seem to have some evidence that this bound may grow as (l/6)d+1 for small enough 6.
Lastly we speculate on the need for the exponential dependence on d. In the full version we point out the NP-hardness of a related univariate question which asks for the best polynomial fitting a relation specified on O ( d ) points. The fact that this evidence applies only to leaming relations (rather than functions) without queries makes this relatively weak. However when specialized to the univariate case, there is no known separation of the "reconstruction" problem between the case on leaming with or without queries. (i.e., both are solvable, in time poly(d), if e m r is bounded away from half.) Also we do not know of instances where leaming relations is harder than leaming functions. Thus all this accumulates to some feeling that maybe this exponential dependence may be inherent. We are most grateful to Mike Kearns and Dana Ron for discussion regarding agnostic l e h n g . We also wish to thank Eyal Kushilevitz and Yishay Mansour for comments regarding an early version of this paper.
