Abstract| A critical component of spline smoothing is the choice of knots, especially for curves with varying shapes and frequencies in its domain. We consider a two-stage knot selection scheme for adaptively tting splines to data subject to noise. A potential set of knots is chosen based on information from certain wavelet decompositions with the intention to place more points where the curve shows rapid changes. The nal knot selection is then made based on statistical model selection ideas. We show that the proposed method is well suited for a variety of smoothing and noise ltering needs.
I. Introduction
The task of tting a spline to noisy data is often performed in diverse domains of applications such as computer aided design, pattern recognition, data smoothing and denoising in engineering. Suppose that n pairs of observations f(x i ; y i ); i = 1; 2; : : : ; ng are available from y i = f(x i )+e i (i = 1; : : : ; n), where f is a smooth function to be approximated by a spline of order k + 1, and e i are random noise with mean 0. The function f(x) is the conditional mean of y given x. In this paper we consider regression splines with free knots with the purpose of tting curves that can better adapt to locality than smoothing splines ( 4] ) and yet retain the desirable properties of splines.
Assume that x i 's are contained in a nite interval a; b]. If the set of knots for the spline of order k + 1 is given as T m = fa = t 0 t 1 t m t m+1 = bg, then the splines form a linear space with m + k + 1 dimensions. Let B j (x) (j = 1; 2; ; m+k+1) be any basis function so that we seek f(x) = P m+k+1 j=1 c j B j (x) such that Obj(T m ) = P n i=1 (y i ? P m+k+1 j=1 c j B j (x i )) 2 is minimized. This is the well-known least squares principle. The coe cients c j can be obtained easily by solving a linear system. The main question we consider is how to nd T m , the set of knots.
We consider a data-adaptive scheme to construct a set of potential knots based on a very simple idea that more knots are needed when there are faster changes in the curve. We use wavelets decomposition to nd a subset of observed x i 's where faster changes in th curve are likely to occur. This is followed by a stepwise knot deletion scheme to select knots for nal use. Through the two-stage process, we aim to overcome the problems that could result from the convenient choice of \uniform" pool of knots. We include a comparison with the cubic smoothing splines and with the wavelet thresholding and reconstruction method ( 3] ). For the types of problems we consider, the wavelet thresholding and reconstruction method tends to underperform the splines.
The rest of the paper is organized as follows. In Section 2, we explore the idea of wavelets decomposition for preselection of potential knots and a model selection method for nal automated knot selection. A speci c implementation of the proposed method is given in Section 3 with a simulation study to compare the proposed method with several well-known existing methods of curve tting. We conclude the paper with some additional comments on spline tting in Section 4.
II. Knot Selection
A. Pre-selection of knots Our purpose is to nd a set of potential knots that mark the major trend as well as detailed features of the curve. The basic idea of the wavelet decomposition algorithm is to pass the data through a pair of high and low pass lters. The output from the low pass lter will pass through the next pair of lters. The low pass lter is designed to de-noise and the high pass lter retains local details in the data. The information passing through the high pass lter provides certain order of di erences of the original data values and can be used to help determine the positions where there are jumps in the curve or its higher-order derivatives. The order of di erences obtained through the high pass lter depends on the choice of the lter itself.
In the usual wavelet applications the decomposition algorithm is often bundled with compression and reconstruction. Donoho and Johnstone 3] use thresholding to dampen the noise e ect in the reconstruction. In this paper the wavelet decomposition ideas are used only to seek out a set of potential knots. They are followed by statistical model selection which identi es the nal set of the knots.
The speci c wavelets used in the paper are Haar wavelet and cubic spline wavelet frame (see 1] and 2]). The former leads to simple averaging as low pass and the rst-order difference as high pass. The latter leads to local smoothing as low pass and the fourth-order di erence as high pass. After the data pass through such lters, we take the local extrema as potential knots; see Section 3 for a speci c implementation.
B. Final Knot Selection
Given a set of potential knots fa = t 0 < t 1 < < t m < When regressing a response variable y on a set of basis functions , the well-known least squares estimate of the projection yields the tted valueŷ i = (x i ) T ( P n j=1 (x j ) (x j ) T ) ?1 P n j=1 (x j )y j , where (x i ) is the column vector evaluated at x = x i , and the residual sum of squares is RSS = P n i=1 (y i ?ŷ i ) 2 . Backward elimination starts from the full model, and at each step, removes one basis function that gives the smallest increase in the residual sum of squares. The usual practice in statistics is to stop the elimination process when all remaining basis functions are statistically signi cant, see 5]. Not to miss potentially smaller models, we continue the elimination process to get a collection of nested models from the largest (with m internal knot) to the smallest (no internal knots).
We consider using the Schwarz information criterion SIC q = log(RSS q ) + log(n)q=(2n) to evaluate the competing models, where q is the dimension of the model and RSS q is the residual sum of squares of the model being considered. For cubic splines, q is equal to four plus the number of internal knots. The algorithm for the nal knot selection goes as follows.
Step (1d) Go back to step (1a) until q = m + 1.
Step 2: Choose the nal set of knots corresponding to the model chosen in step 1 with the smallest SIC q .
III. Implementation and Simulation
The wavelet decomposition ideas discussed in Section 2 o er some exibility in choosing the resolution level and the number of potential knots. In general, the number of decompositions and the number of knots should increase with the size of the data set at a slow rate.
To assess the performance of the proposed method for knot selection, we give a speci c set of parameters in our implementation later referred to as KNOT. Our choices of the parameters can serve as a guideline for curve tting problems with modest data size. The algorithm consists of four steps:
(1). The data pass through a high pass lter corresponding to the Haar wavelet. The locations for the N 1 largest local maxima and N 1 smallest local minima are selected. N 1 = 10 is used in study.
(2). The data pass through a low pass lter in the form of Case 1 is a curve with rather even changes. Case 2 is not everywhere di erentiable with a deep and narrow valley.
Case 3 has fast varying derivatives for x near 0. Case 4 has some high frequency signals for x near 0.
The four methods of investigation in our comparison are UNIF: the cubic regression spline starting from a set of N uniform knots on a; b] followed by knot selection of Section 2B; KNOT: our cubic regression spline as detailed in Section 3; WAVE: the wavelet thresholding and reconstruction method of Donoho and Johnstone (with the symmetry option for boundaries); SMOO: the cubic smoothing spline as implemented in Splus. The smoothing parameter is chosen by the generalized cross-validation method. In both UNIF and KNOT methods, we used a set of potential knots with N = 20 and the same stepwise knot selection procedure follows so the comparison is purely on the pre-selection of knots. The average root-mean-squarederrors and their standard errors are given in Table 1 for two di erent noise levels for each test function.
Our empirical comparisons show that the advantage of pre-selection of knots over UNIF is more evident in cases 3 and 4 where the spatial variation of the curves is higher. There are some cases where the root mean squared errors from KNOT are slightly higher than from UNIF. This is because of somewhat higher variability in the pre-selection of knots using the KNOT method, especially when the noise level is high.
It is clear from the comparison that WAVE is not designed for the type of smoothing problems under consideration. SMOO is a main competitor for KNOT. These two methods show rather similar overall degree of accuracy for estimating the underlying curves in three cases 1,2 and 4. However, in case 3 our proposed method KNOT has a denite advantage over SMOO. This is because the smoothing spline has to undersmooth the curve for most values of x in order to catch the sharp spike for x near 0.
We further note that the root-mean-squared-error is only one summary measure of performance. It does not tell the whole story. We nd that both WAVE and SMOO tend to have small zigzags in the tted curves. Figure 1 compares the tted curves with one simulated data under Case 4. We propose a two-step knot selection method for tting spline to noisy data: a pre-selection of knots by identifying potential change points using wavelet decomposition ideas followed by basis selection via a statistical model selection criterion. The combination of the two provides a means to better adapt to the location-dependent shapes and curvatures of the underlying curve than regression splines with uniform knots and the globally adjusted smoothing splines. As with other smoothing methods, some tuning constants such as the set size of potential knots need to be chosen. The procedure, however, is computationally simple and stable. Since the tted curve is a spline with typically a small number of knots, a compact global model representation is available and convenient for some further analyses.
We recommend, based on our study, that the proposed method KNOT be used for curve tting in cases where one expects faster changes of the target curve in certain areas than in others with a relatively high signal-to-noise ratio.
Comparisons are made with the wavelet thresholding and reconstruction methods. Splines generally have better performance for curve smoothing, but this by no means implies inferiority of the wavelet method in statistical applications. Each method has its distinctive features that are useful for speci c purposes. We hope that the present paper would support this line of our reasoning.
