Introduction
The name "logistic growth model" is essentially due to Verhulst [20] which he used for the studies on population dynamics. He introduced logistic equation for demographic modelling by extending the Malthus equation of the continuous growth of a population with a view to obtain a stable stationary finite state (see [4] ). It took more than hundred years to recognize his founding contributions towards the population dynamics and non-linear sciences. This work received wide attention due to the great implications of the simple looking equation in Chaos theory. In 1963, Edward Lorenz introduced an equivalent version of the logistic model for his famous weather forecast model [13] . R. M a y [15, 16] , in 1976, recognized the importance of the logistic model and observed that the continuous time model may not be suitable to reflect the realities in most of the cases and constructed a discrete version of this model. Thereafter, Feigenbaum [8] and the work of others approved this model as the paradigm for the period doubling route to chaos [13] . The importance of this model is due to its peculiar behaviour for changing values of the parameter. It exhibits the fixed points, bifurcations and chaos for the successive values of the growth parameter. This provides the basis of the modern chaos theory and represents the simplest cases of chaotic system [3] . The extreme sensitivity to the initial conditions has made it to be ideal for various applications. Many variants and generalizations of this model have been used to study various physical problems. D e t t m e r [6] pointed out that the most obvious reason for knowing about chaos is to organize and possibly avoid it because the regularity and stability disappears once the system becomes chaotic. Generally feedback linearisation, variable structure controller, fuzzy method and neural networks etc. are among the various techniques used for controlling the chaos in the literature. Due to the advancement of modern computational tools and proliferation of digital computers, new vistas have been opened for the study and analysis of these hyper sensitive maps and the literature is flourished with the papers signifying their importance in chaos, fractals, cryptography, optimization, discrete dynamics, population dynamics etc. (see for instance, [5, 6, 11, 17, 18, 19, 21, 22, 26, 28] and several references thereof). K i n t et al. [13] explored the graphical potential of this map and generated fractal figures comparable to the well known Mandelbrot fractals. They named these attracting fractal figures as Verhulst fractals. Recently R a n i and A g a r w a l [27] studied the comparative behaviour of the complex logistic maps with Picard orbit, Norland orbit and Mann orbit and found interesting results. Our aim is to study the stability of the logistic map for Ishikawa iterates and visualize the fractal patterns of such map for varying values of the parameters. We use the Matlab tools for all our computational and graphical requirement.
Preliminaries
Let (Y, d) be a metric space and f be a transformation on Y. Then f may be called a dynamical system in the sense of B a r n s l e y [1] and it is denoted by {Y, f}. The orbit of a point x in Y is defined as a sequence of iterates of f in the form of {f n (x): n = 0, 1, 2, …}. Different iterative schemes have been used in the literature to obtain the orbits of such a dynamical system. The function iteration also known as Picard iteration is popularly used in the literature and its orbit (Picard Orbit -PO) is represented as
This iteration requires one number as input to return a new number as output and popularly called as one step feedback machine. A two step feedback scheme requiring two numbers as input to return a new number as output is used by R a n i and A g a r w a l [26] for the study of the chaotic behaviours of the logistic map. The n-th, n = 1, 2, 3, …, iterate of this is given as x n = α n f(x n-1 ) + (1-α n ) x n-1 , where 0 < α n ≤ 1 and the sequence {α n } is converging away from 0. The orbit generated using this scheme is called Mann Orbit (MO) or superior orbit (see [14] ) and it may be represented in the following manner:
Now we define a three step feedback scheme essentially due to I s h i k a w a [10] . Definition 2.1. Let Y be a non-empty set and f: Y → Y. For a point x 0 in Y, construct a sequence {x n } in the following manner:
for n = 1, 2, 3, …, where 0 < α n ≤ 1 and 0 ≤ β n ≤ 1 and {α n } is convergent away from 0. Then sequence {x n } constructed above will be called the Ishikawa iteration of a point x 0 and it is denoted by IO(f, x 0 , α n , β n ). We shall study the Ishikawa Orbit (IO) for α n = α and β n = β. It is remarked that (3) becomes (2) when we put β n = 0 in it and (2) with α n = 1 is the Picard iteration (1).
This scheme is widely studied by P r a s a d and K a t i y a r [23, 25] and interesting fractal patterns are generated in [24] using it. The following definition is motivated by Rani and Agarwal [26] .
Definition 2.2 [2]. Let Y be a non-empty set and f: Y
→ Y. A point p ∈Y is called a periodic point of f of period n ≥ 1, n∈N (the set of natural numbers), iff f n (p) = p and f k (p) ≠ p for all k = 1, 2, ..., n -1,
Definition 2.4 [26]
. Let S ⊂ R (the set of real numbers), f: S → S and p is a periodic point of f with prime period k. For a point x 0 ∈ S and p ∈ [0, 1], construct a sequence {x n : n = 1, 2, ... } such that -1)k ) , . . . 
denote a polynomial of degree greater than 1. Let F f denote the set of points in C ) whose orbits do not converge to the point at infinity. That is,
This set is called the filled Julia set associated with the polynomial f. The boundary of F f is called the Julia set of the polynomial f and is denoted by J f .
Discussions and results
Verhulst postulated that the growth rate at any time should be proportional to the fraction of the environment that is not yet used up by the population at that time and thus formulated the following model: (4) ), 1 (
here n p measures the relative population count at time n and a, the growth rate at time n measures the increase of the population in one time step relative to the size of the population at that time [21] . Verhlust's model was further expressed by R. May in the following manner:
where X n (a real number between 0 and 1) represents population density at time n = 1, 2, 3, … and r (a non-negative real number) is used for the combined rate for reproduction and starvation [9] .
The quadratic transformations of the type
where z and c both are from complex plane C, are widely studied by [1, 7, 12, 22] and many others in the literature. The interest is to know the behaviour of the structure of the orbit of the iterates of z when z and c vary. For n = 0, 1, 2, … the iteration scheme of such map is (6) z n+1 = z n 2 + c.
P e i t g e n et al. [21] have established the equivalence of the maps given above. Following them, one can easily see that equations (4) and (6) This functional equivalence is useful to generate the fractal patterns for the quadratic map given by (6) after obtaining c in terms of r. In this case it is observed that for a fixed β and varying α (from 1 towards zero), the optimum value of the control parameter r increases surprisingly to a maximum of 18.7901. Further, on fixing α and varying β, the optimum value of r shows an increment to some instant after which it starts decreasing (see Table 1 ). The corresponding fractal patterns for some random values of r (shown bold) are drawn, although the same could be drawn for all the tabulated values of r. The time series analysis showing the behaviours of the map is also shown in Fig. 1 for some specific choices of the parameter r (shown underlined). Case II. In this case, we obtain the optimal values of a purely imaginary r for the same choices of the parameters α and β. We observe that for a fixed β and varying α (from 1 towards zero), the optimum value of the magnitude of the control parameter r increases to a maximum of 10.7525 for the same choice of α and β. Further, on fixing α and varying β, the optimum value of r shows an increment to some instant after which it starts decreasing ( Table 2) . The corresponding fractal patterns for some random values of |r| (shown bold) are drawn, although the same could be drawn for all the tabulated values of |r|. The time series analysis showing the behaviours of the map is also shown as Fig. 2 for some specific choices of the magnitude of the parameter r (shown underlined). We also study the behaviour of the map for general complex r by taking someschemes of P i e t g e n and S a u p e [22] along with the above defined escape criterion for our study of the complex logistic map. The colouring scheme of the graphics presented in the figures depends upon the rate of escape to infinity. A point z 0 is coloured black if the orbit of z 0 not escaped within the first 100 iterates, red is used to denote points which escape to infinity fastest. Shades of orange, yellow and green are used to colour points which escaped less quickly and shades of blue and violet represent the points which escaped, but only after a significant number of iterations. This colouring scheme is well depicted in the graphical patterns given in Figs 4 and 5. 
Conclusion
We observe that for a fixed β and varying α (from 1 towards zero), the optimum value of the magnitude of the control parameter r (in purely real case) increases surprisingly to a maximum of 18.7901 whereas it increases to a maximum of 10.7525 in case of purely imaginary r for the same choice of α and β. Further, on fixing α and varying β the optimum value of r shows an increment to some instant after which it starts decreasing (see , Tables 1 and 2 ) for both the cases. The time series analysis of the complex logistic map confirms the bounded behaviour of the logistic map even for the higher values of |r| for specific choices of the parameters α and β.
