In this article, a hybrid meta-heuristic algorithm is applied to solve a green vehicle routing problem with respect to economic aspects. In this research, a transportation model will be studied in which the fleet operates with eco-friendly fuels in order to collect used products in different nodes. By implementing value-added processes, the firm can sell products and gain profit. However, using alternative fuels causes some limitations because of lack of alternative fuel stations. These limitations usually affect the travel distance range of vehicles and, consecutively, route selection to serve desired customers. A proper formulation for this type of problem could be applicable to manage imposed costs of transportation pertaining to alternative fuels and related issues. To reach this goal, the proposed model represents the revenue and purchasing price of used products in the output. These results are attained by using an improved Simulated Annealing (SA) algorithm. The self-modifier of probability of section approach (SMPSA) featured with a SA algorithm can solve the model in less time compared with the classic SA algorithm. In addition, a heuristic algorithm is used to generate each initial solution with higher quality. Finally, the results and running time of the proposed algorithm are compared with the exact method and the SA algorithm without the SMPSA. Then the results are discussed.
Introduction
The main objective of this article is to study a vehicle routing model considering economic and environmental issues. Generally, environmental issues are related to economic issues from a broader aspect. Today, routing and pricing decisions in a supply chain play an important role in the development of production systems. Considering transportation, logistics costs, and the price of products and services in a supply chain has a significant effect on the attractiveness for customers among companies and firms. Thus, firms look to determine a price that will gain a proper share of the market. A fair price, from the perspective of customers, could be a vital parameter for their loyalty, besides the quality of products and locations served. 1 Moreover, an appropriate routing model for a firm leads to optimization of transportation costs and facilitates communication, which massively helps to improve quality and price for customers. It is not just the profit of a firm that should be considered in improving the transportation system, but another general criterion should be preserving the environment. 2 Combining the three aspects of transportation, economics, and environment needs a broader perspective than just considering one company alone. Different aspects of the proposed model in this article are investigated as follows.
As damages to the environment due to inappropriate use of natural resources have been brought into discussion more than ever before, some movements have been carried out in order to avoid the current trend recently. These movements and also the growing appeal of environmentalists have forced governments to pass supporting policies to preserve the environment. These policies have affected various aspects of human activities. Transportation is one of these aspects. In today's competitive world, transportation is an inseparable part of economic activities. That is why transportation is one of the major energy consumers in businesses and industries. In the recent years, some efforts have been made to equip fleets with vehicles using alternative fuels. Alternative fuels are eco-friendly and the amount of pollution they generate is inconsiderable against fossil fuels. These fuels could be electricity, ethanol, methanol, hydrogen, and so on. It is obvious that equipping a fleet with this type of vehicle is costly and requires supporting policies of governments and organizations. In addition, lack of fuel stations is another problem for pioneers of this issue. This shortage creates a limitation for the maximum distance travelled by vehicles. In this situation, selection of a proper route is suggested in order to optimize the travelled distance, considering the location of fuel stations. Developing a model considering these two issues together can be useful.
Another controversial issue has been brought into discussion in the area of the environment. In today's world, there are some products that need to be collected after their lifetime period. This collection could be carried out with different intentions, including disposal, recycling, repairing, and recreating value. These intentions highly adapt to environmental goals. That is why this field has a large overlap with environmental areas, being classified with them. Reversed logistics is a very applicable subject in this scope. The model of this article is associated to a firm aiming to collect used products and proposes a vehicle routing model associated with this issue. 3 As stated, collecting used products sometimes is applied for creating value. For instance, when some types of products are bought, selling them after some processes can bring profit for the firm. Collecting these products is associated with costs, such as transportation and purchasing costs. In this model, one of the objectives is to gain an appropriate purchase cost to offer to the customers, considering optimization of the firm's revenue and determining profitable customers. No discrimination is allowed for the offered price to customers and it is the same for all of them. Determining this price and the total revenue after applying eco-friendly policies to firms could have a great influence on managing the consequences of these changes. To collect these products, companies often call for limited time campaigns to gather their preferred goods. So, time windows are applied for this model to have more realistic conditions.
Generally, vehicle routing problems (VRPs) are categorized as non-deterministic polynomial-time hard (NP-hard) problems and meta-heuristic methods are appropriate tools for solving such problems. 4 In this article, the Simulated Annealing (SA) algorithm, which is equipped with two auxiliary methods, is used. These methods improve the performance of the SA algorithm in order to reduce solving time to find the optimal solution. The first approach is called the self-modifier of probability of section approach (SMPSA). In this method, a score is assigned to each node based on their presence as each improvement happens for a solution in each iteration. These scores are considered when two or more nodes have the same conditions to enter a route for generating a new neighborhood solution. The second approach aims to generate initial solutions with higher quality. This approach uses the nearest nodes to generate initial solutions leading to lower transportation costs with consideration of the time window and fuel tank limitations. These two approaches featuring the SA algorithm can find an optimal solution in less time.
Literature review
The green vehicle routing problem (GVRP) was first introduced by Erdoghan and Miller-Hook. 5 They introduced a mixed integer programming model and solved it by two methods. In the first method, using the modified Clarke and Wright savings algorithm (MCWS), infeasible routes due to fuel shortage were turned into a feasible solution by placing fuel stations. In the second method, the Densitybased Clustering Algorithm (DBCA), some clusters are firstly created and then MCWS is used for each cluster. Numerical results for two small and large samples are presented and finally it is demonstrated that there is no difference between the DBCA and the MCWS. In the field of alternative fuels, the article by Schneider et al. 6 can be noted. This article is about VRPs with a time window and vehicle charging stations. The capacity of these vehicles is limited and charging them is possible in each charging station. This model has been formulated based on mixed integer programming and it was solved with a mixed meta-heuristic algorithm. This algorithm used a combination of two algorithms, Neighborhood Search and Tabu Search (VNS/TS). This hybrid method finds infeasible solutions considering the time window, capacity, and battery usage and moves toward optimal solutions using a dynamic penalty system. Juan et al. 7 presented a model in which vehicles have a limited travel range and this range is not necessarily identical for all of them. This model is used in electrical or hybrid electrical VRPs and could compensate for the limited distance of vehicles. They introduced a mixed integer model that generates solutions using the multi-stage heuristic algorithm. Green routing is not only limited to problems related to routing regarding alternative fuel stations (AFSs). Issues investigating routing models for collecting used goods or harmful remains of products could be a motivation to study environmental problems. Kim and Lee 8 studied a collecting system in Korea and presented some decisions about locating facilities, setting a capacity for the fleet, and allocating customers to these vehicles in a determined planning horizon. They solved the presented model using the TS and hierarchical programming. Kim et al. 9 used routing and transportation methods for designing a logistic network of recyclable electronic commodities, aiming to minimize the distance between distribution and recycling centers.
Some of the routing models investigate pollutions caused by the transportation fleet. Koc and Karaoglan 10 studied fleet size and routing pollution with the objective of combining transportation fleet, fuel costs, and the amount of CO 2 emitted by the fleet. Many researches pertaining to environmental issues have been carried out, but researches investigating economic issues caused by considering environmental matters are few. Jabir et al. 11 also proposed a multi-objective routing model that measured the amount of CO 2 released by the fleet, and tried to reduce it. This model obtains the optimal route to reduce economic effects regarding limitations caused by considering the environmental issues. This model used a combination of the neighborhood search and the ant colony algorithm, and also the variable neighborhood search to find the routes having the least CO 2 emissions. Finally, the numerical results were presented using random samples.
Aras et al. 12 introduced a multi-depot model for VRPs. In this model, customers were visited selectively and the pricing policy was applied with no discrimination among customers. This problem was an example of the reverse logistic in which goods were purchased from customers. Then, after creating added value, they can be sold at higher prices. The objective of this model is to increase profit using a model that selects profitable customers. It also gives the price as an optimal price to offer to customers. Different mixed methods for solving are used in routing problems. Xiao and Konak 13 studied a time-dependent routing and scheduling problem considering CO 2 emission optimization (TD-VRSP-CO 2 ) and obtained a solution to gain the best schedule for a transportation fleet regarding traffic. This method includes a hybrid solving process achieved by combining a genetic algorithm and dynamic programming (GA-DP). The proposed approach was used for 30 small and 14 large samples.
Yu et al. 14 investigated a hybrid vehicle problem according to the GVRP. The fuel needed for the fleet was provided by electricity. To solve this model, the SA algorithm with a restart strategy was used, including two versions. The first version involved determining the probability of selecting the worst solution using the Boltzman Function. The second version was for selecting the best solution using the Cauchy Function. Analyses of this study demonstrated that the second version had a better performance in comparison to the first one and the classic SA algorithm without a restart strategy.
Problem description and mathematical modeling
In this section, we aim to present a mathematical model for optimizing pricing decisions in a green routing problem with time windows. This model is formulated as a linear binary model. In the next section, the problem will be formulated considering the following assumptions.
Assumptions description
Assumptions associated with the concerned problem include the assumptions of the classic routing model, as well as assumptions that should be added due to the pricing aspect, fuel constraints, and time windows. These assumptions are as follows:
the fleet is homogenous; the customers face a time window constraint to deliver their goods; the location of the customers is constant; the customers' service times have no priority; each tour of vehicles starts from a depot and ends at a depot; the goods could be carried by any kind of vehicle; the model is formulated for a single product condition; the transportation fleet works with alternative ecofriendly fuels; there is limited access to alternative fuel stations; each customer offers his own price, but we offer the same price to all customers.
Model description
The proposed model consists of n nodes. Node 0 is the depot, so there are n-1 nodes besides the depot. Let I be the set of nodes. The model is similar to reverse logistic models, where each customer declares his/her own price and the number of secondhand products available for selling to the company (depot). The company can earn value for each purchased secondhand product by some processes as mentioned before. The company should decide about more profitable customers (the nodes to meet). The fleet is also equipped with trucks working with eco-friendly fuels. However, equipping the fleet with this kind of truck limits the company in refueling the vehicles. The shortage of fuel stations is a limitation for travel distance, and therefore visiting fuel stations between customer nodes should be considered. The IC set is a subset of I including customers' nodes. The IF1 set is also a subset of I including fuel stations nodes. The depot itself is considered as a fuel station. As mentioned earlier, in a routing model, each node is met just one time. Nevertheless, fuel stations may need to be met several times in this model. To overcome to this issue, we add m copies of fuel stations to IF1 and we consider parameter m to be large enough to have no limitation for meeting a fuel station several times. In fact, IF consists of main nodes of fuel stations and dummy vertices of fuel stations. Assume that in a G = (I,E) graph, I is the set of all nodes and IC and IF are subsets of I, as mentioned; if s is the number of customers and l is the number of fuel stations, then:
The products offered by the customers are presented according to a limited time. This means that we have a limited time to purchase products from the customers. This applies a one-sided time windows in the model. There is no obligation to meet all the customers, but if one customer is met, all the products existing in the associated node should be bought. 
Notation

Sets
Set of all points (nodes)
I = 12 . . . n À 1 f g[
Mathematical formulation
Equation (1) is the objective function that consists of three parts. The first part denotes the amount of profit that is gained due to buying returned products from the customers. The second part calculates the fixed cost of using the vehicles. The third part shows the variable cost of travelling between nodes. Constraint (2) limits the departing arc of customers and fuel stations to at most one arc. Constraint (3) prohibits the existence of arcs without any travel distance. Constraint (4) is a balance constraint through the number of arriving and departing arcs in all the nodes. Constraint (5) determines the minimum time of arriving at each node. M is a large number that equals the upper bound of arriving time in the model. The role of parameter M is to eliminate constraints (5) once variable x i,j is zero. Constraint (6) defines the maximum time allowed for each tour. Constraint (7) determines the minimum and maximum time allowed for arriving at each node. Constraint (8) shows the maximum amount of fuel remaining in the tank of the vehicle. Constraint (9) resets the amount of fuel in the tank of the vehicle to value Q in the nodes regarded the fuel stations and depot. Constraint Rev Revenue due to sell each unit of product by customers a i
Amount of returned products in node i C 1 Fixed cost of using transportation fleet C 2 Variable cost of using transportation fleet t i,j
Travelling time between node i and node
Distance between node i and node j p i
Service Amount of fuel remaining in the tank when arriving at node i U i
Auxiliary variable for eliminating sub-tours (10) demonstrates the minimum amount of fuel remaining in the tank of the vehicle. This constraint explains that the minimum amount of fuel remaining in the tank of the vehicle should be at a level that the vehicle will be able to arrive either at the fuel station or the depot. Constraint (11) sets the number of B i of the nodes that are equal to 1, which means that node i is visited, otherwise it is set to 0. Constraint (12) determines the minimum price offered to the customers that are met. Constraints (13), (14), and (15) are constraints for eliminating sub-tours, introduced by Miller-Tucker-Zemlin (MTZ). 15 Constraint (16) explains the types of variables of the problem.
Linearization
Equation (1) is a non-linear term because of the existence the expression rev À W ð Þ a i B i , which is multiplication of W and B i . For linearizing this expression, the following additional variable will be defined.
The variable B i is a binary variable. Regarding constraints (12) and (15), it could be understood that
The new variable V i = B i W is defined and the following constraints are added:
By substituting V i = B i W in Equation (1), the following expression is formulated:
Equations (17) and (18) are added to the model and Equation (1) is substituted by Equation (18). As can be found, the minimum amount of the variable V i is zero. Since V i = B i W and B i is binary, so the maximum value for V i will be W. Moreover, since the maximum value for W is max pr i f g, we can claim that the maximum value for V i can be also max pr i f g.
Solution procedure
For solving this model, the classic SA algorithm, exact method, and SA algorithm featuring the SMPSA with a higher quality of initial solution are tested. SA is a useful approach for solving different types of problems. In this paper, the SA algorithm is equipped with auxiliary methods in order to increase its productivity and reduce the solving time. These methods are associated with neighborhood generator functions and the initial solution generator. Further details are discussed below. As stated in the previous studies, routing problems are classified in NP-hard models. This means that the run time for such problems increases exponentially once the number of variables or constraints increases. As a result, during solving this type of problems by exact methods, we will face some limitations. In this case, it seems necessary to use meta-heuristic algorithms for solving this type of model. Figure 1 demonstrates the visual graphic of a solution.
Generating the initial solution
Generating the initial solution is one of the most important steps in each meta-heuristics algorithm. 16 The quality of a generated initial solution in this step would have a great effect on the quality of the final solution and run time of the problem. In this study, we are going to use a multisteps algorithm for generating the initial solution. This algorithm indeed has a direct effect on optimization, as it makes it easier to obtain the final solution and decreases run time. This is conducted by generating an initial solution with high quality and not being completely random. To do this, first we are going to select a random number of customers. Then, we consider an empty route and place the depot as its first array. Now, we select the nearest customer to the last node of the route from the generated set at the first step of the algorithm. If the time and capacity of the tank constraints are not violated, it will be selected as the last node temporarily. In this step, with consideration of the next step, the algorithm investigates the selected node. To place each new customer from the initial set into the route, two conditions should be considered. Firstly, the distance between the new customer placed in the route and the depot should be at a level that travelling time from that customer to the depot would not violate the pre-specified time window. Secondly, the distance between the new customer and the depot or the fuel stations should be at a level that it would be possible to travel from that customer to one of the fuel stations or the depot. If the time window constraint is violated, we will place the depot as the last node. Furthermore, if the capacity constraint of fuel tanks is violated, we will place the nearest node to the fuel stations and depot set as the last node. The pseudo-code of generating the initial answer is stated below.
Pseudo-code of generating the initial solution
Step 1) Select a random sequence from a random number of the customers and name it the reference set.
Step 2) Generate an empty route and place the depot in it.
Step 3) Select the nearest customer as the last node of the route. If travelling time from the new customer to the depot does not violate the allowed time window and also if travelling from that new customer to the depot or fuel stations does not violate the capacity of the tanks, place the selected customer as the last node and eliminate that node from the reference set and go to step 4. If the capacity constraint of the tanks is violated, go to step 5. If the constraint of the time windows is violated, go to step 6.
Step 4) If the reference set is empty, go to step 7; otherwise, go to step 3.
Step 5) Select the nearest node among the depot and fuel stations nodes. If travelling from this node does not violate the time windows constraint, select and place it in the route and go to step 4; otherwise, go to step 6.
Step 6) Select the depot as the last station and place it in the route. Go to step 4.
Step 7) Place the depot as the last node.
Step 8) End.
Neighborhood-generator functions
In the proposed meta-heuristic algorithm in this paper, three neighborhood-generator functions are introduced. In these algorithms, the SMPSA is used in order to enhance the performance of the solution procedure. 17 This method increases the probability of selection of the nodes, when a special node improves the results more than the others. It means that once a node is added to a solution route, if the solution is improved, one unit of score is added to the array related to that node in the vector of nodes scores. Overall, if several nodes are selected by the neighborhood generator functions, the node with the higher score will have a higher priority to be selected. This method and the three following functions have a great effect on the running time of the algorithm. The functionality of each neighborhood-function is described as follows.
a) External substitution function 1: this function first determines the nodes associated to the customers that are not located in the route. Then, this function calculates the value of pr i ð Þ:a i ð Þ for each one and demonstrates the nodes having maximum value. It calculates the value of the expression above for each customer existing in the route and also determines the node with minimum value. If this value is equal for two or more nodes, the SMPSA will select the node for substitution based on their scores. If the maximum value obtained from the first vector is more than the minimum value associated to the existing customers in the current route, the substitution between these two nodes is conducted. Otherwise, no change would take place. Suppose we have route 8-4-3-5-2. Other information about other nodes is as follows. Based on the above descriptions, the maximum value of pr i ð Þ:a i ð Þ for the nodes that do not exist in the route is 330, but it is identical between nodes 6 and 7. The SMPSA chooses node 6 because this node has a higher score. This score is assigned to a node based on the previous presence of each node in the best solution in each iteration. In the other words, this score clarifies the quality of a special node for improvement of the optimal solution. The new route would be 8-4-3-5-6. If the score is the same for two or more nodes, a node would be chosen randomly. b) External substitution function 2: this function first determines the nodes associated to the customers that are not located in the route and calculates the value of pr i ð Þ:a i ð Þ for each one and demonstrates the nodes having maximum value. If this value is equal for two or more nodes, the SMPSA will select the node for substitution based on their scores. Now, we find the nearest customer in the current route that has the minimum distance from the selected customer outside the route and substitute them together. Consider Table 1 , like the descriptions above, where node 6 is chosen to enter the route. The nearest node to number 6 is 8. The new route would be 6-4-3-5-2. c) Internal substitution function: in this function, a customer inside the route is selected randomly and, by using the SMPSA, another node from outside the route is selected. Then, they are substituted together. The solutions obtained from this function are not necessarily better than previous solutions. This function in used in the meta-heuristic algorithm because of its diversification. For example, in the hypothetical above route, the random node inside the route is number 3 in Table 1 . It can be substituted with node 6, because its score is higher.
As we can see, node 3 is not the best choice for substitution, but it can relieve the meta-heuristic approach from local traps to gain better solutions.
SA algorithm pseudo-code
Step 1) Input SA algorithm parameters (Iter,
Step 2) Generate the initial solution and calculate the amount of objective function, set the initial solution and objective function as X best and Z best , then set N = 0 and I = 0.
Step 3 Step 5) Generate a random real number and put it equal to p 1 , then calculate the amount of exp( Dz T ) and put in equal to p 2 . If p 1 \ p 2 ; Yes: X = Y, go to step 7, No: go to step 3.
Step 6) If f X ð Þ5 Z best , then Z best = f X ð Þ and X best = X and N = 0.
Step 7) If I = Iter (means that the number of iterations in each temperature reaches a defined level); Yes: I = 0, N = N + 1, T = a Ã T and go to step 8, No: return to step 3.
Step 8) If T \ T 0 or N = N nonÀimproving ; Yes: go to step 9, No: return to step 3.
Step 9) End.
Since the objective function of the proposed model is Maximizing, D 5 0 means improvement in the objective function value for the SA algorithm.
The flowchart of the proposed algorithm is illustrated in Figure 2 .
Computational results
After generating a high-quality initial solution, modifying the parameters of the meta-heuristic algorithm is the other important factor in this algorithm. Adjusting these parameters suitably has a great effect on the quality of the obtained solution and on the memory used for solving the problem.
The SA algorithm is one of the most common and efficient meta-heuristic algorithms that has a great functionality for solving the most of NP-hard models. In order to solve the proposed model by meta-heuristic algorithms, the initial temperature would be set at 100. The temperature coefficient a = 95%; the number of iterations in the internal loop and non-improved iterations are set as 25 and 5, respectively. In the proposed model, solution space considerably affects the running time. In this model, solution space is directly related to the following factors and it is expanded by the following: increasing the number of nodes (the customers and the fuel stations); increasing the profit gained from selling each unit of the products; increasing the capacity of the fuel tanks; increasing the maximum time of each tour (time window limitation).
To compare the efficiency of the meta-heuristic algorithm with the results of the exact method, 46 numerical instances are generated. These instances differ in the number of nodes and the profit obtained by each unit of products, and the solution space expanded by the number of instances grows. Table 2 demonstrates these results. To solve this problem, a system with a 1.8 GHz Corei3 CPU, 4 GB Ram, and Windows 8 operating system is used. In the column of the problems, the series of the numbers clarifies the number of different types of the nodes. From left to right: the first, second, and third numbers are the number of nodes, the number of customers, and the number of fuel stations, respectively. Finally, the number inside the parenthesis is the number of all fuel stations and also virtual stations created to solve the problem with the exact method.
In Table 2 , the time and the results of solving the problems with the exact and meta-heuristic methods are shown. The price offered by company is the same for all examples for the exact and meta-heuristic solutions. The gap between the two methods is also shown. On increasing the size of the problem, the running time in the exact method increases exponentially with Gams software, but the running time in meta-heuristic algorithm increases in a linear trend. It should be mentioned that the maximum default time of the CPLEX solver in the Gams software is 1000.02 seconds. As presented, regarding the quality of the solution, the answers are approximately equal in small-size problems. Nevertheless, with increasing size, a gap would be created between these two solutions. From Table 2 , it is clear that in large-size problems, using the meta-heuristic algorithm is notably more profitable, because a high-quality solution could be obtained in less time.
Figures 3 and 4 represent solutions of problem no. 10. As we can see, the exact solution involves more nodes and this is because of dummy vertices, which are added for visiting the fuel station nodes several times. These vertices directly affect the solving time of the exact problems. However, the meta-heuristic solution does not include these vertices and it is an advantage of the approximate solution to have fewer nodes as well as a better solving time.
Intensification and diversification of the algorithm
Regarding the algorithm and the neighborhood-generator functions, some information about intensification and diversification in the algorithm can be gained. displays a visual representation of the solution of the fourth instance: As we know, the SA algorithm can accept worse solutions in some iterations based on the probabilistic approach. Acceptance of worse solutions is a factor for creating diversification and escaping from local traps. The internal substitution neighborhood-generator function also generates a worse answer, which is a factor to create diversification and divergence.
In this part, we are going to compare the time efficiency of the meta-heuristic algorithm with and without the subprogram of the SMPSA. To do this, we run the instances generated before in MATLAB software five times while disabling the sub-program of the SMPSA. We eliminate the irrelevant results and then compare the average running time of the other instances with the results reached by activating the sub-program of the SMPSA.
As shown in Table 3 , the running times are close for small-size problems. However, as the size of the problem increases, the gap between the results increases, too. Since by increasing the size of the problem, neighborhoodgenerator functions face more choices while checking substitution conditions, the above results are achieved. Random selection from these choices is not a smart action and a node with a higher effect on improving the objective function value could be a better choice in comparison to the other nodes. According to the scores assigned to the nodes in the previous iterations, the SMPSA represents better choices in order to reduce the running time of the problem. Figure 6 demonstrates the comparison between the SA algorithm with and without the SMPSA index.
Sensitivity analysis of parameters
In this section, sensitivity analysis is conducted for three effective parameters. The results are discussed below.
Revenue of selling per each unit of product
It is clear that increasing the value of parameter Rev leads to an increase of total profit in this model. However, other changes occur when modifying Rev. By increasing the Rev parameter, more nodes will be activated, which leads to expanding the solution space. Table 4 shows the results of modifying this parameter and Figure 7 represents the graphical results of Table 4 .
Fixed cost of fleet (C 1 )
By increasing parameter C 1 , the cost of creating tours will be increased. If its value increases up to a considerable value, the total amount of the objective function will be affected. Also, the number of created tours will decrease in this way and, therefore, the length of each tour will be increased due to covering customers. This pattern would be applied until the time window and fuel constraints are not violated. Table 5 and Figure 8 display these results.
Maximum time allowed for tours (time window)
Increasing the value of the maximum time associated with tours would allow unreachable nodes to be activated and this leads to a higher objective function value. Furthermore, some nodes would be omitted from the optimal solution because they are far from the other nodes and so covering them may violate time window constraints, although their price may be affordable. The pattern of this Figure 6 . Comparison between the running time of the metaheuristic algorithm, with and without the self-modifier of probability of section approach (SMPSA). Table 4 . parameter for changing the solution acts like the fuel capacity of the fleet. Hence, modifying the fuel capacity is not mentioned. We can see the results in Table 6 .
Conclusion and future trends
Considering the importance of environmental issues, and investigations about the reduction of harmful industrial activities have increased noticeably in recent years. In this article, we presented a model that considers environmental issues in two cases:
design of a logistics network for a fleet, which used alternative type of fuels; design of a reverse logistics network, which can be useful in general environmental problems such as waste collection.
This model was associated with the reverse logistics network for a company that tends to buy returned products from customers. Then by doing some value-added activities, additional values were created and profit was gained.
It should be noted that the fleet worked using alternative green fuels that limits the maximum distance traveled by vehicles. This was caused by a shortage of fuel stations that supplied these kinds of fuels. To have a more realistic model, a time windows constraint was considered for buying products from customers. This model considered all these limitations and obtained the best solution.
As mentioned, these kinds of models were categorized to be NP-hard problems, which means that exact methods were not suitable for large-size problems. The metaheuristic algorithm in this paper based on the SA approach was customized in order to reduce the running time of the algorithm. The SMPSA, which is an intelligent index, reduced the run time of the algorithm and it was proposed to enhance the performance of the algorithm. This approach determined the nodes in each iteration based on the captured score, which were more effective to improve the quality the objective function by allocating higher priority to a selection of these nodes. Results of the metaheuristic and the exact methods were compared and the comparison of the SA algorithm with and without the SMPSA had been illustrated the performance of the solution approach. The results showed that using such an intelligent index could enhance the convergence speed of the algorithm and, therefore, by searching for more solution space the more qualified solutions were achieved.
The following suggestions would be helpful for future researches:
considering uncertainty for the number of returned products; considering several depots (several collection centers); considering some nodes as a customer and a fuel station; considering mobile fuel stations (a location routing model); hybridization of the proposed method with other exact and heuristic procedures such as branch and bound, and Lagrangian relaxation methods to improve the performance of the algorithm could be another interesting area; considering uncertainty for travel times or soft time windows with penalties; considering priority between customers due to the quality of their products. Table 5 . 
