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Abstract
In the following thesis the calculation of the NMR shieldings of the nuclei within 
a variety of molecules in differing situations is presented,
A detailed introduction to modern quantum chemical methodology is initially 
laid down including descriptions of the Hartree-Fock method as well as electron 
correlation methods such as Configuration Interaction and Many Body Perturbation 
Theory. This is followed by a description of the common methods used in the calcu­
lation of NMR shielding values including Gauge Invariant Atomic Orbitals (GIAG), 
Individual Gauge for Local Orbitals (IGLO) and Localized Orbitals/Localized Ori­
gins (LORG), as well as the existing methods which account for electron correlation 
effects. The theoretical background is then completed with a discussion of the meth­
ods used in optimizing molecular geometries, both to minimum energy structures 
or first order saddle points (i.e. equilibrium and transition structures), as well as 
reaction path following and a brief description of frequency calculations.
The remaining chapters are then devoted to the three studies of this thesis. The 
first study presented is that of the investigation of the effects of hydrogen bonding 
upon the shielding in monofluorobenzene. It is found that the ^®F shielding is 
sensitive to hydrogen bonding, which has implications for the use of fiuoroaromatic 
compounds as probes into large biological molecules such as proteins.
The second study is into the performance of a variety of basis sets with respect 
to the calculation of the ^^F shielding in three fiuorobenzenes, as well as an inves­
tigation into the convergence of the NMR shielding toward the Hartree-Fock limit. 
This study shows that the moderately sized Karlsruhe-TZF and 6-311G** basis sets 
offer a good compromise between size and accuracy, but the investigation into the 
shielding convergence is less conclusive.
In the final study the effect of molecular inversion and Berry pseudorotation upon 
both the shielding and temperature dependent shielding of five small molecules is 
examined. It is found that in the case of four of the five molecules studied (NH3 , 
NF3 , PF 3 and PF 5 ) the contribution to the temperature dependent shielding is low, 
but in the case of one of the molecules (PH3 ) the contribution is large.
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Chapter 1 
Introduction
In this chapter the historical development of quantum mechanics and an introduction 
to nuclear magnetic resonance spectroscopy are presented, as well as an overview of 
the findings presented in this thesis.
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LI. A N  INTRODUCTION TO QUANTUM MECHANICS
1.1 A n Introduction to  Q uantum  M echanics
Towards the end of the nineteenth century it was realized that the laws of classical 
mechanics as proposed by Newton, which were successful for the description of the 
motion of large objects, were inadequate when applied to small particles. This re­
alization led to the development of new theories which became what is now known 
as quantum mechanics. A well written examination of this development and some 
of its applications are to be found in Atkins’ Molecular Quantum Mechanics [1 ].
1.1.1 Failures of Classical Mechanics
Many experiments pointed to the failure of classical mechanics when applied to small 
systems, and consequently to the necessity of quantum mechanics. Presented here 
are the cases of black body radiation, the photoelectric effect and atomic spectra, 
all of which emphasize this failure.
Black Body Radiation
A hot object emits electromagnetic radiation and as the temperature is increased a 
higher proportion of this radiation falls at shorter wavelengths. This is exemplified 
by the heating of an iron bar, the bar first glows red and proceeds to white with 
further heating.
Analysis of this phenomenon in the late 1800’s led to two observations. The first, 
by Wien, that the peak of the emitted radiation shifts to smaller wavelengths with 
increased heating, which is summarized as Wiens Displacement Law
TXxsxqx — g <^ 2 (I 'l)
where the constant C2 is the second radiation constant and is assigned a value of 
1.44 cm K.
The second observation, by Stefan, was that the total energy density U, that is 
the total energy per unit volume in the electromagnetic field, was proportional to 
the fourth power of the temperature. This is known as Stefan’s Law
U =  aT« (1.2)
Further study was undertaken from a classic perspective by Rayleigh and Jeans 
in an attempt to calculate the form of the energy distribution through the viewing
of the electromagnetic field as a collection of harmonic oscillators. This proved to
yield adequate agreement with observed behavior at large wavelengths but at shorter 
wavelengths their equations predicted that there would be strong excitation even at
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room temperature, and hence objects should glow in the dark!
In 1900, after further study by Plank, it was found that experimental observa­
tions could only be accounted for by the limiting of the energies of electromagnetic 
oscillators to discrete values. Thus for a frequency of v only energies of integral 
multiples (n) of hv are permitted, where h is known as Planck’s constant.
E  = nhv (1.3)
This revolutionary idea of the quantization of energy was very successful at re­
producing the experimental observations of black body radiation. This was due to 
the fact that in classical mechanics all of the oscillators in the electromagnetic field 
equally share in the energy so even high frequency, low wavelength oscillators are 
excited. However with quantum mechanics the oscillators only become excited by 
the receipt of hv energy, which limits the contribution of high frequency oscillators.
Photoelectric Effect
The quantization of energy also helped explain the previously puzzling phenomenon 
know as the photoelectric effect. This is the ejection of electrons from metals when 
irradiated with ultraviolet light, and was a source of confusion due to the fact that 
the emission of the electrons was independent of the intensity of the light, but would 
only occur once a threshold frequency had been reached.
Einstein proposed that an electron must receive a minimum amount of energy, 
and if the frequency of the radiation and hence its energy (as related by Eq.(1 .3 )) is 
not sufficient then no electron will be emitted. This also implied that the electron 
must receive all the required energy at one instant, thus the energy cannot be spread 
out evenly across the wavefront (or the instantaneous electron emission which is ob­
served would not occur) but must be localized in discrete packets, called photons.
Atom ic Spectra
Possibly the most direct evidence for the necessity of the quantization of energy and 
hence quantum mechanics came from the observation of the frequencies of radiation 
absorbed and emitted by atoms and molecules.
A typical spectrum consists of a series of bands at separate frequencies, which 
implies that energy is either emitted or absorbed in discrete amounts. Classical me­
chanics completely failed to account for this behavior, whereas quantum mechanics 
and the quantization of energy could explain this very satisfactorily.
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1.1.2 The Wavefunction
In quantum mechanics it is supposed that the position of a particle is distributed 
throughout space like the amplitude of a wave, which is known as the wavefunction 
ip.
In the 1920’s Schrodinger proposed an equation for finding the wavefunction 
of any system, known as the Schrodinger Equation. For a particle moving in one 
dimension this is
where m  is its mass, V  its potential energy, E  its energy and ft is a modification of 
Planck’s constant
h = L  (1,5)
In systems where motion in three dimensions is permitted then the nabla squared 
operator is used
So Eq.(1.4) becomes
q2 q2 q2
- — 'V^ '>p + ViP = Eil) (1.7)
This is generalized by defining the Hamiltonian operator H
H  = - ~ V ^  + V  (1 .8 )2m  ^ ^
which allows the Schrodinger equation to be written as
H'lp =  E^) (1 .9 )
It is now common in quantum chemistry not to use SI units but rather atomic 
units. For systems involving the wavefunctions of electrons, with which this the­
sis is solely concerned, this has the effect of simplifying the Hamiltonian operator 
(Eq.(l.S)) to
H  = ~ V ^  + V  (1 .1 0 )
Under this system the standard unit of energy is referred to as the Hartree, which 
equals 4.3598x10“ ®^ Joules, and the standard unit of length is the Bohr, which is 
5.2918x10“ ^^  meters (or about 0.5 Â).
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Interpretation of the W avefunction
The most common interpretation of the wavefunction, and the one used in this the­
sis, is the Born interpretation. By using the analogy of the square of the amplitude 
of an electromagnetic wave being defined as its intensity (or number of photons in 
quantum theory) Born concluded that the square of the wavefunction is proportional 
to the probability of finding the particle at a particular point.
So in three dimensions the probability of finding the particle between x  and
X +  dx, y and y dy and z and z-{-dz is
dxdydz (1.11)
or
dr (1.12)
However if -0 is a solution of the Schrodinger equation then so is Nip where N  is 
any constant. It is possible to find a value of N  such that the probability of finding 
the particle in the system is 1 , that is
J  dT = l  (1.13)
In this case N  is referred to as the normalization constant and can be calculated by
^  '  (1-14)f  ip*ip dr
and the wavefunction is said to be normalized if
/ ip*ip dr ~ 1  (1.15)
The Born interpretation puts strict restrictions on the wavefunction. Prom ex­
amination of Eq.(1.14) It is clear that the wavefunction must not be infinite over 
any finite region or N  would be zero and the normalized wavefunction would be zero 
everywhere except where it is infinite (see example A in Fig. 1.1).
It is also not possible for the wavefunction to have more than one value of ip*ij) 
at any single point, as shown in example B in Fig. 1 .1 . If this were the case then 
there would be more than one probability of finding the particle at that point.
Due to the Schrodinger equation being a second order differential equation the 
second derivative of ip must be well defined everywhere. Thus the wavefunction 
must be continuous, as must its first derivative (examples C and D in Fig. 1.1).
1.1. A N  INTRODUCTION TO QUANTUM MECHANICS
These restrictions are such that acceptable solutions of the Schrodinger equation 
do not in general exist for any arbitrary energy. As the particle can only have certain 
energies it is said to be quantized.
Infinite Over A Finite Region
A
Discontinuous
¥
Not Singie Valued
¥
Discontinuous G radient
D
Figure 1.1: Four examples of an unacceptable wavefunction.
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The Uncertainty Principle
Considering the case of a particle in motion where the potential energy is zero the 
Schrodinger equation (in SI units) is
(1.16)2m dx^
which has a solution of
Ip =  cos kx + i sin kx  
= Aë
where A is a constant and
This corresponds to the linear momentum of the particle, and from the Born inter­
pretation the position of the particle would be given by
^ ^ 2 (e-ifcai)(eife®) (1.19)
Thus the probability density is a constant and independent of x, so the particle 
has an equal probability of being found anywhere. That is if the momentum is pre­
cisely defined then predicting the location of the particle is impossible.
This was noted by Heisenberg, and is known as Heisenberg uncertainty princi­
ple. Likewise if the position of the particle is precisely defined then it is impossible
to define its momentum. Heisenberg stated this quantitatively as
ApAg > (1 .2 0 )
where Ap is the root mean square deviation of the momentum value (or ‘uncer­
tainty’) and Ag is the r.m.s. deviation of the position from its mean.
This observation goes against classical mechanical theory that it is possible to 
have precise definitions of both momentum and position, and is a fundamental part 
of quantum mechanics.
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1.1.3 Modern Quantum Mechanics
Prom the early work conducted at the start of the 20th century quantum mechanics 
has today progressed into a mature and useful method for describing atomic and 
subatomic particles.
In chemistry it has found uses in the description of molecular structure and 
simple reaction pathways, which is often of great interest with regard to organic re­
actions. In the area of spectroscopy it has proved invaluable in both explaining and 
predicting the form of the observed spectra of atoms and molecules, often allowing 
the gleaning of valuable physical data which would otherwise be unobtainable.
The work presented in this thesis has been performed using the branch of quan­
tum mechanics applied to the determination of electronic structure, full details of 
which are presented in Chapter 2 .
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1.2 A n Introduction to  Nuclear M agnetic R eso­
nance Spectroscopy
Nuclear magnetic resonance (NMR) spectroscopy is the branch of spectroscopy 
which deals with the interaction of the magnetic energy of nuclei when placed in 
a magnetic field with radio frequency electromagnetic radiation. Prom modest be­
ginnings in the early 1950’s NMR has today progressed to become one of the most 
powerful spectroscopic tools available, ranking alongside the older established in­
frared and ultraviolet methods.
1.2.1 T he B asics o f N M R
When introduced into a magnetic field the magnetic moment of a nucleus splits into 
a number of orientations depending upon its spin quantum number (/) according 
to the relationship 214- 1, with each value of I  being distinguished by the quantum 
number mi. Nuclei with I  of one half may thus adopt two orientations {mi =  4-| 
and mi = — |)  while nuclei with I  of one may adopt three orientations {mi =  4-1, 
mi ~  0 and mi — —1). It is observed that for spin one nuclei the absorption lines 
are broad and very difficult to interpret so for most purposes NMR techniques are 
only useful for spin half nuclei. Common nuclei with spin half include ^H, ®^N,
and ^^P. The more common isotopes of C, N and O all have either spin 
one or spin zero and can be thus be considered invisible in NMR experiments. A 
graphical example of this splitting is presented in Pig. 1 .2 .
p ..•■4'
a " H
AE
Zero Applied
Field Field
Pigure 1.2: Representation of the splitting of the nuclear magnetic moment of a spin 
I  nucleus in a magnetic field.
The energies of the nuclear magnetic moments are described by
Emi = - jf iB m i  (1 .2 1 )
where B  is the strength of the applied magnetic field and 7  is the magnetogyric ratio 
of the nucleus. The energy separation A E  for a spin |  nucleus is
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A E  = E f f -  Ea
= Q t S b )  -  (  -  l^ h B ^  (1 .2 2 )
=  'yhB
For most nuclei 7  is positive and thus the ^  state lies above the a  state, with 
there being slightly more a  spins than When exposed to radiation of frequency v 
the Ea to Ep transition comes into resonance with it when the resonance condition 
is satisfied
hv = jh B  (1.23)
When Eq.(1.23) is met there is strong absorption as the nuclei make the transition 
from the a  state to the /? state.
One important observation is the effect that the applied magnetic field strength 
has. At high strength there is greater population diflference between the a  and ^  
states and thus a more pronounced absorption peak.
1.2.2 Chemical Shift
There are however complications to the scenario presented in the previous section. 
In reality it is found that the presence of electrons surrounding the nucleus leads to 
a small change, in the field which it experiences. This is proportional to the 
applied field and is described as
6B — —aB  (1.24)
where cr is the shielding constant of the nucleus. The local magnetic field at a 
nucleus may thus be written as
which causes a change in the resonance condition from that described by Eq.(1.23).
The chemical shift of a nucleus is defined as the difference between its resonance 
frequency and that of a standard reference. The common reference for and is 
tetramethylsilane (TMS) Si(CH3 ) 4  and that used for is CFCI3 . Chemical shifts
use the ô scale
V — V5 = xlO' (1.26)
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where is the resonance frequency of the standard. This has the advantage of 
making the chemical shift independent of the applied magnetic field.
1.2.3 Chemical Shielding
If a is greater than zero then the chemical shift is negative and the nucleus is said 
to be shielded. Likewise if a is less than zero the chemical shift is positive and 
the nucleus is said to be deshielded. It is possible then to regard a as the sum of 
a positive diamagnetic contribution (crj and a negative paramagnetic contribution 
(o-p)
cr =  (Td +  C7p (1.27)
So cr is positive if the diamagnetic contribution dominates and is negative if the 
paramagnetic contribution dominates.
The diamagnetic contribution arises from orbital motion of electrons generated 
by the applied magnetic field. This electron motion generates a magnetic field which 
is in opposition to the applied field, the magnitude of which is dependent upon the 
electron density of the nucleus. This is described mathematically by the Lamb 
formula^
OTTÎft jQ
poo
/ rp(r) dr (1.28)Jo
where p is the electron density.
The paramagnetic contribution is due to the ability of the applied field to mix 
excited states into the ground state. Estimation of the contribution of the param­
agnetic term involves calculating the way the electronic wave functions are modified 
by the applied field, and will not be detailed here.
Another aspect to consider with regard to chemical shielding is that of the effect 
of neighbouring groups which can either shield or deshield the nucleus depending on 
their relative positions. This is observed in benzene (and other aromatic molecules) 
as shown in Fig. 1.3. The applied magnetic field causes the electrons in the ring to 
circulate and thus produce a magnetic field which would have the effect of deshield­
ing nuclei within the ring but shielding nuclei outside the ring.
It is notable that, in the case of benzene, the ring current and subsequent shield­
ing effect are only possible if the applied field is perpendicular to the plane of the 
molecule. Another example is presented by C2 H2 , see Fig. 1.4
^An excellent account of the derivation of this formula, as well as other detailed information on 
NMR, is to be found in Robin Harris’s book Nuclear Magnetic Resonance Spectroscopy [2].
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Ring Current
Magnetic
Field
Figure 1.3: The shielding effect of the ring current induced in CeHg by the applied 
magnetic field B
Parallel To B
BA
Perpendicular To B
electron
circulation
electron
circulation
magnetic
field
Figure 1.4: The effect of the orientation of the molecule with respect to the applied 
magnetic field for C2 H2
In the case where the molecule is parallel to the applied field the electrons are 
free to circulate and thus there is no paramagnetic contribution. However, when 
the molecule is oriented perpendicular to the applied field then the electrons are 
hindered in their ability to circulate. This generates a magnetic field which gives 
rise to a paramagnetic contribution and causes shielding of the terminal nuclei (ie. 
the two hydrogen atoms).
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1.2.4 Equivalence
It is common in molecules of high symmetry for two or more nuclei to have identical 
environments. For example Pic. A in Fig. 1.5 shows two fluorine nuclei Fa and Fb 
which are in chemically equivalent environments. In such a case the chemical shift 
of the two nuclei would be the same, as they are magnetically as well as chemically 
identical, and they would be described as being isochronous.
V
F,
H
H
H
X
Pic. A
Fa a n d  Fb o re  chem ically 
equivalent.
Pic. B
Fa an d  Fg a re  not 
chem ically equivalent.
Figure 1.5: An example of two chemically equivalent and two chemically non­
equivalent fluorine nuclei.
In Pic, B however, Fa and Fb are no longer in chemically identical environments, 
assuming that X is not a hydrogen atom. Thus they would have different chemical 
shifts and would not be isochronous. It is possible however for nuclei to be chemically 
equivalent but magnetically inequivalent, as is shown in Fig. 1 .6 .
CH
The three methyl hydrogens 
are chem ically equivalent 
but m agnetically inequivalent.
Figure 1.6: An example of three chemically equivalent but magnetically inequivalent 
hydrogen nuclei.
It can be quite common in more complex molecules for nuclei which are chemi­
cally equivalent to be inequivalent magnetically.
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1.2.5 Liquid and Solid Phase NM R
The discussion of NMR spectroscopy so far has delt with single isolated molecules 
but under experimental conditions it is unheard of to perform NMR techniques on 
single molecules.
Liquid Phase
By far the most common type of NMR spectroscopy is that performed on a sample 
in the liquid phase. The sample can either be a liquid at room temperature (NMR 
experiments are usually performed with the sample at room temperature but it is 
possible to vary the sample temperature) or dissolved in a suitable solvent. Then a 
suitable standard, TMS for example, which is chemically inert with respect to the 
sample is added.
As has previously been mentioned the strength of the applied magnetic field has 
a bearing on the strength of the absorption. The magnetic field is usually produced 
in modern NMR spectrometers by the use of low temperature superconducting elec­
tromagnets which are capable of producing very high fields. In addition modern 
NMR machines are designed to spin the sample at a rate of around 15 Hz in order 
to average out any inhomogeneities in the applied field.
Solid Phase
Performing useful NMR spectroscopic measurements on samples in the solid phase 
is more complex than for liquid phase samples. This is due to the fact that in 
(non-viscous) liquid samples the individual molecules are free to tumble and move 
throughout the solution which has the effect of averaging certain interactions called 
dipole-dipole interactionswhich are much larger than the interactions which give 
rise to chemical shifts, to zero.
In the solid phase however the nuclei are generally held in rigid lattices which 
has the consequence that the large dipole-dipole interactions are not averaged to 
zero and thus dominate the spectra which makes it very difficult to derive useful 
information. Fortunately however there are techniques which can be applied which 
can simplify the spectra.
One such method known as magic angle spinning (MAS) involves trying to em­
ulate the tumbling that occurs in liquids. This is achieved by rotating the sample 
at an angle of 54.7® (called the magic angle) with respect to the applied magnetic 
field. However MAS has a limitation in that the speed of sample rotation often is
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often of the order of 100 KHz, which is impractical.
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1.3 A n Introduction to  th e Findings Presented in  
th is Thesis
The studies presented in this thesis fall into three main topics. The first area of study 
is that of the investigation of the effects of hydrogen bonding upon the NMR chemical 
shieldings in fluorobenzene. The second topic explores the basis set convergence of 
chemical shieldings for a group of small molecules, along with an investigation of 
the suitability of a variety of basis sets for the calculation of the shielding for 
the fluorobenzenes. The final area of investigation is the effect of temperature, 
incorporated through intramolecular motion, upon the chemical shielding of several 
small molecules.
1.3.1 Effects of Hydrogen Bonding upon the NM R Chemi­
cal Shielding in Fluorobenzene
Over the past few years there has been considerable interest in the NMR chemical 
shieldings and shifts of in fiuoroaromatic compounds. This interest has arisen 
due to the possibility of introducing fiuoroaromatic amino acids into large biological 
molecules such as proteins with the aim of using the fluorine NMR data to probe 
the protein structure.
In Chapter 3 the effects of hydrogen bonding upon the ^^F NMR chemical shield­
ing in monofiuorobenzene are investigated. The chemical shielding is calculated with 
both the Hartree-Fock GIAO and MP2-GIA0 methods for fluorobenzene hydrogen 
bonded to water, ‘heavy water’ and another fluorobenzene molecule. From these 
studies it is found that the fluorine chemical shielding is sensitive to the presence of 
hydrogen bonding and would thus be of use in the determination of the structure of 
large biological molecules.
1.3.2 Investigation of Basis Set Convergence of the Calcu­
lated Chemical Shielding
The correct choice of basis set, along with the theoretical method, is of great impor­
tance when performing NMR shielding calculations. In Chapter 4 the performance 
of 17 basis sets chosen from the Pople/McLean-Chandler, IGLO, Karlsruhe and cor­
relation consistent families are evaluated in the calculation of the ^^F shielding in 
a selection of fluorobenzenes at the Hartree-Fock GIAO level of theory. It is found 
that the modestly sized Karlsruhe-TZP, and surprisingly, the 6-311G**, basis sets 
consistently achieve good values for the ^®F shielding, which could lead to significant 
savings in computational resources in comparison with larger basis sets.
In addition the results of an investigation into the convergence of the NMR 
shielding calculated with the correlation consistent basis sets toward the Hartree-
1.3, A N  INTRODUCTION TO THE FINDINGS PRESENTED IN  THIS THESIS 17
Pock limit are presented. It has been determined that the Hartree-Fock total energy 
converges to the basis limit as an exponential function of the form a +  & exp(—cX), 
where X is the cardinal number of the basis set; and the total energy calculated with 
electron correlation methods converges as a power function of the type a +  bX~^. 
Unfortunately it is found that neither function is of the correct type for describing 
the convergence of the Hartree-Fock GIAO or MP2-GIA0 shieldings to the basis 
limit.
1.3.3 Temperature Dependence of the NM R Chemical Shield­
ing
In the calculation of electronic properties by modern quantum chemical methods it 
must be borne in mind that the positions of the atoms in the molecule are frozen in 
place, due to the Born-Oppenheimer approximation. While for most of the time this 
is acceptable, in the case of the calculation of NMR shieldings for certain molecules 
which are known to readily exhibit stereochemical non-rigidity it can lead to dis­
crepancies between calculated and experimental results.
In Chapter 5 an investigation into the effect of intramolecular motion upon the 
calculated NMR shielding is carried out. The four molecules NH3 , NF3 , PH3 and 
PF 3 , which are known to undergo molecular inversion, and PF 5 , which changes it 
molecular geometry by the Berry pseudorotation mechanism, are studied as they 
undergo their respective deformations at both the Hartree-Fock GIAO and MP2 -  
GIAO levels of theory using a locally dense basis of 6-311+ + G (2d,2p) on the central 
atom and 6-311G** on the satellite atoms. From this it is determined that the cen­
tral atom shieldings of all five molecules undergo changes as the inversion proceeds.
From this it is possible to determine the contribution that either the molecular 
inversion or Berry pseudorotation make to the temperature-dependent shielding by 
making use of the Boltzmann distribution. It is found that for the majority of the 
molecules studied the contribution from molecular inversion and Berry pseudorota­
tion is small, with the exception of P H 3 for which the contribution of inversion is 
sizable.
Chapter 2 
T heoretical Background
In this chapter are explained in detail the methods used for the calculation of elec­
tronic structures and NMR chemical shieldings.
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2.1. MODERN QUANTUM CHEMICAL METHODS___________   ^
2.1 M odern Q uantum  Chem ical M ethods
Carrying on from Section 1 . 1  in the Introduction the following sections detail the 
techniques and methodology used in modern quantum chemistry. For complete 
and well presented descriptions see Szabo and Ostlund’s book Modern Quantum 
Chemistry [3] and Lowe’s book Quantum Chemistry [4].
2.1.1 The Hartree-Fock M ethod
The Hartree-Fock method is central to modern quantum chemistry. It provides an 
approximate solution to the Schrodinger equation (Eq.(1.9) on page 4) as applied to 
electrons in molecules. To recapitulate, the Schrodinger equation is usually written 
as
Èip =  Eij) (2.1)
with H  being the Hamiltonian operator. In the molecular case considered here (for 
a system containing N  electrons and M  nuclei) the Hamiltonian written in atomic 
units is
A -  M .  N  M  W i V -  M  M  ry rz
where Z  is the atomic number of the nucleus. The first term relates to the kinetic 
energy of the electrons, the second term to the nuclear kinetic energy, the third to 
coulombic attraction between the the electrons and nuclei, the fourth to the repul­
sion between electrons, and the fifth to repulsion between nuclei.
Unfortunately it is not possible to solve Eq.(2.1) for any but the most sim­
ple of monoatomic systems. This was quickly recognized and soon led to the 
Born-Oppenheimer approximation in which the motion of the nuclei is assumed 
to be zero. This can be justified by considering the fact that the nuclei are much 
more massive than the electrons and hence move more slowly, so it is a reasonable 
approximation to consider the electrons in the molecule as moving in a field of fixed 
nuclei. Thus Eq.(2.2) can be simplified to
W N  M  ry N  N
i=l  ^ 2 = 1  A= 1  i=l j>i
which gives the electronic Schrodinger equation;
^elec’^ elec — •F'eiec’^ elec (2.4)
It is Eq.(2.4) that is considered throughout this chapter so the elec subscript is 
dropped.
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Antisym m etry and Slater Determ inants
In the electronic Hamiltonian (Eq.(2.4)) only the spatial co-ordinates are consid­
ered, but to completely describe an electron its spin must be specified.
This is achieved by introducing two possible spin states and a spin co-ordinate 
(w) for each electron, a(w) and ^(w), which are orthonormaH
J  Oi*{u))a{ü})düJ = J  j3*{Lj)p{u))du = 1  (2.5a)
(o;|q;) =  = 1 (2.5b)
and
J  a* {uj)j3{uj)du} = J  ^*{(jj)a{Lj)d(jj = 0  (2.5c)
(a\j3) =  (l3\a) = 0  (2.5d)
The four electron co-ordinates (including spin) are denoted by x
æ =  {r, w} (2 .6 )
so that the wavefunction for the N  electron system is
^  = ^ { x i , X2 , . . . , x n ) (2.7)
The antisymmetry principle^ which is a generalization of the Pauli exclusion 
principle, states that ^  must be antisymmetric with respect to the interchange of 
the co-ordinates Xi and Xj of any two electrons
• J J ■ * *} ®iv) (® 1 } ®2 j • • • 5 5 • • • J • • • J ®iv) (2 .8 )
Defining a spatial orbital '0i(r’) as a wavefunction for a single particle, it is possi­
ble to form two different spin orbitals x(æ) corresponding to spin up and spin down
by multiplying the spatial orbital by a  or
( 'ip{r)a{co)
or (2.9)
ip{r)p{u})
If the spatial orbitals are orthonormal, the spin orbitals are orthonormal as well
J  Xi(®)Xj(®)^® — (xi|x j) — ^ij (2 .1 0 )^That is they are normalized and orthogonal (mutually perpendicular).
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If h{i) is defined as an operator describing the kinetic energy and electron-nuclear 
interaction terms of the electronic Hamiltonian (Eq.(2.3)), i.e.
N  N  z  ^ M
2=1 2=1  ^ 7=1 ru
(2 .11)
then h{i) will have a set of eigenfunctions which can be taken to be a set of spin 
orbitals {xj}
Prom these a Hartree product can be formed
and
(2.12)
(2.13)
(2.14)
The eigenvalue is the sum of the orbital energies of each of the spin orbitals 
in but the Hartree product is not antisymmetrical. This problem is solved 
through use of Slater Determinants. In the case of two electrons the following 
Hartree products can be formed
HP
(®l, X2) = Xi(®i)X2 (« 2 )
^21 (®l,a?2 ) =  Xl{X2)X2{Xi)
Combining these results gives
’Ï^(æi,æ2 ) =  ;^ (x i(aJi)X 2 (®2 ) - X i( » 2 )X2 («i)) 
which can be written as a Slater determinant
^(£Ci,£C2 ) = V2
Xl(®l) X2{xi) 
Xl(®2 ) X2 (œ2 )
(2.15)
(2.16)
(2.17)
where ^  is a normalization factor. In general the Slater determinant for an N
electron system is given by
^ { X i ,X 2 ,. . . ,X n ) y /m
Xi(a:i) X2 (æi) 
Xl(^2 ) X2 (æ2 )
Xi(a:Af) X2 (æw)
XAr(æi)
XN(a:2 )
Xn {x n )
(2.18)
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This construction exhibits the required antisymmetry as the exchange of any two 
rows reverses the sign of the determinant. In shorthand notation Eq.(2.18) can be 
written as
^ { æ i ,  a?2, . . . ,  X n ) =  \ x 1 X 2  • • ' X n )  (2 .1 9 )
Energy M inimization
For the single determinant (Eq.(2.19)) the energy expectation value, E, is a func­
tional of the spin orbitals (%)
E  =  (2.20)
The optimal spin orbitals can be determined through energy optimization uti­
lizing the variational principle. The exact energy is given by an expression similar
to Eq.(2.20) (the denominator in Eq.(2.20) is absent due to the orthogonality of the
spin orbitals).
c  _ / / • • • / d X i d X 2 . . . d X N  \
d x . d x ^ . - . d x ^   ^ ^
_  ( ' ^ e x a c t I I n e x a c t )  , ...
"  ( I ' e x a a t l ' f e x a c t )   ^ ’
In terms of spin orbitals the energy expression Eq.(2.20) can be written as
N  . N  N  z \
( » |.Ê |$ )  =  y](Xi|7z|Xi) +  - I  (2 -2 2 )i=l i=l î=l ^ /
where
{X i\h \x^ = j  ')Ci{x)h{x)xi{x)dx 
—■ hi.
(2.23)
(XiXj|^i2 |^XiXj) =  J J  X * i { x i ) X j { x 2 ) r i 2 X i ( x i ) X j { x 2 )  d x i d x ^ ,
=  Jij the Coulomb Integral
(XiX;|rI^^|X;Xi) =  j j  Xi{xi)x*j{x2)rÏ2Xj{xi)Xi{x2) dxidx<, 
=  Kij the Exchange Integral
(2.24)
(2.25)
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It is possible to introduce a Coulomb operator which represents the average 
electrostatic potential due to an electron in Xj
Jj{x)X i{x)=  ( ^ j  X j{x)rï^X j{x) dx2^Xi{x) (2.26)
Likewise, an exchange operator can also be introduced
^j{x)X i{x) = X j{x)rïiX i{x) dx2^Xj{x) (2.27)
The exchange integral has no similar classical interpretation as the Coulomb 
integral, but it can be thought of as arising from the antisymmetric nature of the 
Slater determinant.
The Fock Operator
The minimization of the energy expression from Eq.(2.22) results in the eigenvalue 
equation
(h ( l)  + E  4 (1) -  E 4 ( l ) ) x i ( l )  =  fiXi(l) (2.28)
where, for simplicity, Xi has been denoted by 1 only. However, as
4 (1 ) - % ( ! ) )  % (1 ) =  0
the restriction on the summation in Eq.(2.28) can be eliminated and the Fock oper­
ator f  introduced
N
/(I) = h(l) + E 4 ( l ) - % ( 1 )  (2.29)
i=l
which gives the usual form of the Hartree-Fock equation
f\X i) = ^i\Xi) (2.30)
This is an eigenvalue equation with the spin orbitals as eigenfunctions and 
the eigenvalues corresponding to their energies. It is usual to solve Eq.(2.30) for 
molecules through the introduction of a set of basis functions for expansion of the 
spin orbitals which results in a set of matrix equations (the Hartree-Fock Roothan 
equations).
It is also noteworthy that Eq.(2.30), while appearing to be a linear eigenvalue
equation, is in fact more complicated as the Fock operator has a functional depen­
dence through the coulomb and exchange operators on the orbitals This makes 
it necessary to use an iterative procedure for obtaining the solution.
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Restricted Closed—Shell Determ inants
Up until now the the Hartree-Fock equations have been discussed in terms of a 
general set of spin orbitals {xi} but to actually calculate the Hartree-Fock wave- 
functions it is necessary to be more specific about the form of these spin orbitals.
For restricted closed-shell Hartree-Fock (RHF) calculations the spin orbitals 
have the same spatial function for both the spin-up (o) and spin-down {^) spin 
functions, as is depicted in Fig. 2.1.
V s
V4
Va
 V i
Figure 2.1: Restricted closed shell Hartree-Fock orbital scheme.
This construction is suitable for molecules that have an even number of electrons 
(N) which are paired so that y  =  n spatial orbitals are doubly occupied. From 
Eq.(2.9) the closed-shell spin orbitals have the form
and the closed shell restricted ground state is
1^) =  |xiX2 • * • X n )  =  • • • '0w/2^AT/2) (2.31)
where
— i^ iOi and — '4’i/3
To convert the general spin orbital Hartree-Fock equation (Eq.(2.30)) to a spatial 
eigenvalue problem where each of the occupied spatial molecular orbitals is doubly 
occupied it is necessary to integrate out the spin functions. The result is given by
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n  n  n  /  \
E  =  ( ^ | # | ^ )  =  +  h{'^i'ipj\ru\'fpi'tpj) -  (M j\ru \'^ j'ip i)]
i=l i=l 7=1 \ /1 = 1 j=
n n
%=1 i=l J=1
(2.32)
as compared to Eq.(2.22) which involves spin orbitals.
The Hartree-Fock Roothaan Equations
Now that spin has been eliminated, the problem becomes that of solving the following 
spatial equation
f{ri)ipi{ri) == ei'ipiiri) (2.33)
As it is not possible to solve this numerically for molecules, a procedure intro­
duced by Roothaan [5] is used. This procedure involves introducing a set of known 
spatial basis functions which converts the differential equations above to a set of 
algebraic equations which can be solved using matrix methods.
The spatial orbitals are expanded as
K
ipi =  ^   ^Cpi^ p (2.34)
p
where Cpi are expansion coefficients and (/)p basis functions.
If the set of basis functions were complete this would be an exact expansion
but due to practical considerations a finite set is used. By introducing these basis
functions the problem reduces to calculating the set of expansion coefficients Cpi. 
Substituting Eq.(2.34) into Eq.(2.33) yields
K  K
/ ( I )  I Z  ^ pàp^^) =  5Z  (2.35)p=i p=i
which can be turned into a matrix equation by multiplying on the left by (j)g{l) and 
integrating over space
K p p
=  (2.36)
P= 1  P= 1
from which it is possible to define the overlap matrix S and Fock matrix F which 
have elements
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=  f  (2.37)
F(,p =  y ’<A;(l)/(l)«ip(l)dl (2.38)
Both S and F are square {K x K ) and hermitian and in most practically impor­
tant cases they are also real and symmetric. Using the definitions in Eq.(2.37) and 
Eq.(2.38) it is possible to re-write Eq.(2.36) as the Hartree-Fock Roothaan equation
FC =  SCe (2.39)
where C is the K  x K  square matrix of coefiicients Cpi and e is a diagonal matrix 
containing the energies €{. It is still not possible to solve Eq.(2.39) without having 
an explicit expression for the Fock matrix, which introduces the need for the density 
matrix P.
E xpression for th e  Fock M atrix
For the elements of the Fock matrix
Fpq = {<l>p\f\(l>q}
— +  y Z  (^'^3 ~  l^ç) (2.40)
3=1 ^ /
=  hpg +  additional terms
In order to determine the unknown term it is necessary to examine both the 
Coulomb and exchange operators. Taking the Coulomb operator (Eq.(2.26)) first
î(l)Xi(l)= ( y  xK2)»T2^X3(2)d2)xj(l) 
so (2.41)
4 'Ap(l)= (  [  Ê  E  ^«(2 )CqrI^V2 )  ÿ ,(l)
^  r -1  s= l '
which results in
n n
{(l>p\jj\^q) =  (2.42)
r=l s=l
Likewise, for the exchange operator (Eq.(2.27))
2.1. MODERN QUANTUM CHEMICAL METHODS  27
SO
A * ( l )  =  [  ( i Z ‘t’r { 2 K ) u 2 ) r ÿ d 2 ( 'Y U ^ ) c s j
(2.43)
which gives
n n
{(f)p\f<j\(l>q) =  5 Z  X I  ^rj^sj{<l>p(l>r\rÏ2\Mq) (2.44)
r=l s=l
Placing Eq,(2.42) and Eq.(2.44) (the 4 centre integrals) into Eq.(2.40) results in
n n n z \
Fpg =  hpq-\- ^  ^   ^^   ^^rj^sj i ‘^(^ 4^ p4^ r\(flq4*s)~(^ (l3p4^ r\^ s4*q}j (2.45)
r=l s=l j=l ^
where Drs are the elements of the density matrix D
n
Drs — 2 X  ^rj^sj (2.46)
4=1
and the two-electron part of the Fock matrix is given by
n n , J \
~  ^ ^  ^Crs f (^ (f3p4^ r\4^ q^ s) ~~ % j (2.47)
r=l 5=1 k 7
Therefore the expression for the elements of the Fock matrix becomes
Fpq — h p q ^ ^  ^   ^Drs f i^ 4^ p^r | ^ q ^s) g 1 ^ 5(^9} j
r=l 5=1 \ / (2.48)
— hpq T Gpq
and the energy is given by
F  =  -  X )  Dpq [hpq +  Fpq) (2.49)
pq
Even with the explicit Fock matrix, it is not possible to solve Eq.(2.39) in a 
single step, and an iterative self consistent field procedure has to be used.
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2.1.2 Unrestricted Open—Shell Determinants
It is not possible to describe all systems in terms of paired electrons in doubly 
occupied orbitals, such as in the case of the dissociation of a hydrogen molecule 
H2 into two hydrogen atoms. In systems with one or more unpaired electrons one 
option is to use unrestricted wavefunctions of the type
I «'U HF)=|l/’f  <??•■•) (2.50)
as compared to Eq.(2.31).
Overall, there are two common approaches to dealing with open-shell systems, 
the restricted open-shell and the unrestricted open-shell Hartree-Fock procedures.
The restricted open-shell method has the electrons distributed among doubly- 
occupied orbitals (of the type depicted in Fig. 2.1 on page 24) and singly-occupied 
orbitals. This method has an advantage in that the wavefunctions are eigenfunctions 
of the square of the total spin operator, as is the case in the previously mentioned 
restricted closed-shell case. However there are also disadvantages, one of those being 
the raising of the energy due to the constraint of the electrons occupying orbitals in 
pairs. Additionally, the spatial equations defining the closed and open-shell orbitals 
are less straightforward than the spatial equations of the unrestricted open-shell 
method.
The unrestricted procedure has all electrons distributed between singly-occupied 
orbitals, as is shown in Fig. 2.2 (page 29).
The unrestricted set of spin orbitals has the form
which follows the pattern of Eq.(2.9). Here the electrons of a  spin are described by 
a set of spatial orbitals -0 “, and the electrons of /5 spin are described by a set of set 
of spatial orbitals 0*®. In other words, whereas in the restricted Hartree-Fock case 
the a  and ^  electrons occupied the same spatial orbital they are now occupying two 
distinct spatial orbitals. This increases the variational fiexibility of the wavefunction.
As for the restricted closed-shell approach it is necessary to convert the spin 
orbitals to spatial orbitals by integrating out the spin functions. The Fock equations 
are given by
/ “ (1)0^(1) =  ey0“(l) (2.52a)
y 4 l ) < ( l )  =  ^ / ( l )  (2.52b)
where the Fock operators for the a  and /? spins are defined as
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V i“ W
Figure 2.2: Unrestricted Hartree-Fock orbital scheme.
N °‘
r ( l )  =  ft(l) +  -  ^ “ (1)] + Y '^ a W  (2.53a)
a a
and
jy/3
f ( l )  =  M l) +  E  W ( l)  -  + E 4 “(1) (2.53b)
a a
The coulomb and exchange operators for the a  spin are
JaO-) =  j  i ’T i ‘^ yÏ2i3ai‘2)dr2 (2.54a)
and
K “(l)»/'.“ (l) =  (  y  i/’r  (2)nl,V.“ (2)d>-2) C ( l )  (2.54b)
and there are similar definitions for the 13 spin. Before presenting the expression for 
the energy it is necessary to define several terms. The first is the kinetic energy and 
nuclear attraction of an electron in one of the unrestricted orbitals
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=  {'<Pi\h\‘^ T)
and
The coulomb interaction for an electron in Vf with one in V? is
= «kriO
The coulomb interaction between electrons of the same spin are
JÏT =
=  (VfiAflVfVf)
and
=  (VfiAflVfvf)
The exchange interaction between electrons with parallel spins are
and
4 ^  =
=
=  (v fv f lv fv f )
and there are no exchange interactions between electrons of opposite spin. Thus the 
total energy can be written as
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j y a  .  N °  N °  _  A T ^  J V “
F  =  X  ^  ^  ^ { J 2 S  -  ^ S S )  +  2  È  !X("^W “  -^w) +  ^  ^
a b a a' b b' a b(2.65)
The limits of the summations AT“ and are over the occupied orbitals 0 “ or 
0 ^ for the a  and /? spins respectively.
The solution is similar to the case of restricted closed shell orbitals. A set of 
basis functions as shown in Eq.(2.34) is used to expand the a  and ^  spin orbitals:
K
3pi=^c^i(f>p  (2.56a)
p
K
=  X !  ^i^p  (2.56b)
This allows the derivation of matrix equations similar to Eq.(2.39), which are known 
as the Pople-Nesbet equations
F“C“ =  (2.57a)
(2.57b)
The density matrices ED“ and are defined as
N°‘
(2.58a)
4=1
D i  = Y 4 ; 4 i  (2.58b)
4=1
The solution of the Pople-Nesbet equations can be achieved in a similar manner 
to the Hartree-Fock Roothaan equations except that F“ and depend on both C“ 
and which requires the two sets of equations to be solved simultaneously.
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2.1.3 Self-Consistent Field Procedure
As was noted previously it is not possible to solve the Hartree-Fock Roothaan equa­
tions or Pople-Nesbet equations in a single step due to their functional dependence 
on the solutions. Therefore an iterative method called the self-consistent field pro­
cedure is used.
For restricted closed shell orbitals the steps involved in this method are:
1 . Specify the molecule:
• nuclear co-ordinates {-Ra}
• atomic numbers {Za }
•  number of electrons N
• basis set {0 ^}
2 . Calculate the required integrals over the basis set.
3. Obtain a guess for the density matrix B.
4. Form the Fock matrix F from Eq.(2.48).
5. Calculate C and e from Eq.(2.39).
6 . Calculate the new density matrix D.
7. Determine whether the procedure has converged by checking if the new density 
matrix differs from the old one by no more than a specified critérium. If not, 
then return to step 4 with the new density matrix.
8 . When the procedure has converged other required properties such as the energy 
can be calculated.
The procedure for unrestricted open-shell orbitals is essentially the same as that 
detailed above with initial guesses for the two density matrices and . Then the 
equations for the a  and P spin orbital coefiicients are formed and solved to provide 
new density matrices.
N otes on the SCF Procedure
The simplest way of obtaining an initial guess to B is to use a Hfickel style approach. 
This is equivalent to assuming Fpq — hpq and neglecting the electron-electron inter­
actions for the first iteration. However this can lead to convergence problems as the 
molecular orbitals for this independent-electron model are often quite different from 
those for the interacting electrons. This is a technique that most modern quantum 
chemical packages use.
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Most of the time involved in the calculation is spent calculating the two-electron 
integrals and the density matrix. With the advent of high speed computers it is now 
more efficient for these to be evaluated where necessary and discarded rather than 
stored and read from disk.
Due to the non-linear nature of the Hartree-Fock Roothaan equations it is pos­
sible that the procedure given above will not converge but rather oscillate or even 
diverge. This usually occurs when the initial guess is poor and can be helped by 
various methods such as averaging the density matrices over successive steps. Apart 
from comparing density matrices, a common criteria for determining convergence is 
to calculate the energy at each iteration and require that two successive values differ 
by no more than a set amount, usually in the region of 1 0 ~® Hartrees.
It is noteworthy that unrestricted open shell orbitals can be used to describe 
systems where there are equal numbers of a  and ^  electrons, ie where A " =  N^. 
In these cases the Pople-Nesbet equations reduce to the Hartree-Fock Roothaan 
equations and provide the same energy solutions. However it is also possible that 
there may exist a second solution for the unrestricted equations which is of lower 
energy than that resulting from a solution of the restricted equations. In order to 
find this second solution it is essential that the initial guess of ©“ is not the same 
as the initial guess of , or the restricted solution will result, but even then this 
second solution is not assured. If available, it can be thought of as including some 
of the electron correlation effects.
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2.1.4 Basis Sets
The choice of the basis functions has a major impact upon the quality of the energy 
and other molecular properties. To recapitulate from Eq.(2.34) on page 25 the basis 
functions are of the form
K
0 i — ^  ^
P
It is desirable to choose functions such that the expansion will have the fewest 
possible terms and allow for speedy two-electron integral evaluation.
There are two types of function which have come to common use, the Slater type 
function and the Gaussian type function. The normalized Is Slater function is
/^3 \ 1 /2
j  e-C  (2.59)
where (  (zeta) is the Slater orbital exponent. The expression for the normalized Is 
Gaussian function is
(2.60)
where a  is the Gaussian orbital exponent. The major differences between the two 
functions occur at r  =  0  and large r  values. At ?' =  0  the Slater function has a 
finite slope whereas the Gaussian function has a zero slope, and at large r values 
the Gaussian function decays much more rapidly than the Slater function. Thus one 
would wish to use Slater functions as they describe atomic orbitals more accurately 
than the Gaussian functions, and less terms in the expansion of Eq.(2.34) would be 
required.
However it is Gaussian functions which are more commonly used due to the 
difficulty and time consuming nature of calculating the four centre integrals using 
Slater functions compared with Gaussian functions. Usually, a linear combination 
{contraction) of Gaussian functions of the type shown in Eq.(2.60), which are called 
primitive Gaussian functions, is used to approximate the shape of the Slater func­
tion. If g is used to symbolize the primitive Gaussian function then the contraction 
can be expressed as
L
=  X  r) (2.61)
V
where L  is the length of the contraction and and are the contraction coef­
ficients. There are primitive Gaussian functions for the Is, 2p and 3d atomic orbitals.
A common way of determining the contractions is from the results of atomic SCF 
calculations in which one uses a large basis of uncontracted Gaussians, optimizes
2.1. MODERN QUANTUM CHEMICAL METHODS 35
the exponents and determines the coefficients for the atomic orbitals. These coeffi­
cients and exponents can then be used to derive further contraction coefficients for 
a smaller basis to be used in a molecular calculation. For example an uncontracted 
basis of four s functions, denoted (4s), can be contracted to a set of two s functions, 
denoted [2s]. This would be a (4s) —)■ [2s] contraction.
It has been found that the most useful contraction scheme is one that leaves the 
diffuse primitives uncontracted and contracts the remaining primitives.
It is common to refer to the quality of the basis set in terms of “zetas” (C). A 
single-^ basis set uses the minimal number of functions per atom required to de­
scribe the occupied orbitals of that atom, plus the additional functions that ensure 
spherical symmetry. Thus for H and He one function would be used while for Li to 
Ne five functions would be used (corresponding to the Is, 2s and 2p orbitals). A 
double-C basis set uses two functions instead of each of the minimal basis functions, 
while a triple-^ basis set would use three functions instead of each minimal function. 
It is noteworthy that progressing to a higher C is not the only way of improving the 
description of the molecule as it is necessary to include polarization functions such 
as d type functions to first row elements and p type functions to H.
As the number of basis functions per atom K /N  increases the energy improves 
at a slower rate, until the Hartree-Fock limit is reached (as depicted in Fig. 2.3). At 
this point, approximately K /N  >  50, a further improvement in the basis will not 
yield an improvement in the energy of the system.
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Figure 2.3: Dependence of calculation result upon the number of basis functions per 
atom and number of Slater determinants.
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Extensive use of a variety of basis sets has been made in the calculations pre­
sented in this thesis.
P op le/M cL ean—C handler Basis Sets
The Pople/McLean-Chandler basis sets [6 , 7, 8 , 9, 10, 11] are extensively used in 
modern quantum chemistry. The basis sets used for calculations presented in this 
thesis include 6-31G, 6-31G**, 6-311G, 6-311G** and 6-311++G(2d,2p).
The 6-31G basis is a split-valence shell basis set. The inner shell which makes 
little contribution to most chemical properties is a contraction of six primitive Gaus­
sian functions, with the valence shell being a contraction of three primitive Gaus­
sians (the inner function) and one primitive Gaussian (the outer function). The 
contraction scheme for first row elements is (10s4p) -> [3s2p] and that for hydrogen 
is (4s) [2s].
The 6-31G** basis, also referred to as 6-31G(d,p), improves on the 6-31G by the 
addition of polarization functions. The d functions added are a single set of 3d prim­
itive Gaussian functions and the p functions for H consist of a set of uncontracted 
p type primitive Gaussian functions. The contraction scheme for first row elements 
is (10s4pld) [3s2pld] and for hydrogen (4sIp) -> [2slp].
The 6-311G basis is similar to the 6-31G but adds another primitive gaussian 
function to the valence shell. Likewise, the 6-31IG** basis set adds polarization 
functions to the 6-311G basis.
The 6-311G-f-T(2d,2p) basis set makes further improvements by the inclusion of 
two sets of d primitives for first row elements and two sets of p primitives for H. 
In addition it includes diffuse s and p primitives which permits representation of 
diffuse electronic distributions (for further information see [1 2 ]).
K arlsruhe Basis Sets
The Karlsruhe basis sets were developed in Karlsruhe by Ahlrichs and co-workers 
[13]. For calculations presented in this thesis the double and triple~C with polariza­
tion functions basis sets were used.
The Karlsruhe double-^ basis set with polarization functions (Karlsruhe-DZP) 
has the contraction scheme (8s4pld) [is2pld] for first row elements and (4slp) -4 
\2slp] for H, which makes it comparable to the 6-31G** in size.
The triple-^ basis set with polarization functions (Karlsruhe-TZP) has the con­
traction scheme (lOsdpld) -A [6s3pld] for the first row elements and (bslp) -A [3sIp]
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for H. This basis set is of comparable size to the 6-31IG** basis.
IGLO Basis Sets
The IGLO basis sets were developed by Schindler and Kutzelnigg [14, 15] and are 
based on the previous work of Huzinaga [16]. The IGLO II and IGLO III basis sets 
used in this thesis are large, i.e. of triple-^ or more quality, and developed with 
the calculation of NMR properties in mind . The IGLO II basis set consists of a 
[9a5pld] contracted set for first row elements and [5^Ip) for H. The IGLO III basis 
set has [Ila7p2d] for first row elements and [6s2p] for H.
Correlation-Consistent Basis Sets
The correlation-consistent basis sets were developed by Dunning and co-workers 
[17, 18, 19] and are optimized to give molecular electric properties and correlation 
energies. They are referred to by the acronym cc-pVXZ where X is the number of 
C’s, thus the double-f^ correlation-consistent basis set is known as cc-pVDZ while 
the triple-C set is known as cc-pVTZ. Diffuse and polarization functions are often 
added, this begin signified by the prefix aug, for example the quadruple-C basis set 
with added diffuse and polarization functions is known as aug-cc-pVQZ. Properties 
presented in this thesis have been calculated with the double through to sextuple-^ 
correlation consistent basis sets.
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2.1.5 Electron Correlation and Configuration Interaction
The Hartree-Fock SCF procedure, in spite of its complexity, does have limitations 
and shortcomings. For example it predicts qualitatively incorrect results such as the 
ionization potentials of N2 , and is also incapable of correctly describing the dissoci­
ation of molecules into open shell systems. More important for the work involved in 
this thesis is the fact that electron-electron repulsion is only treated in an averaged 
way, which leads to an energy for the system which is not as negative as the true 
energy. This is a consequence of the Fock operator (Eq.(2.29)) which treats each 
electron as if it were moving in the space-averaged potential field of the other elec­
trons. In reality the motions of the electrons are correlated because they repel each 
other and tend to keep out of each others way.
The correlation energy (Acorr) is defined as the difference between the exact 
non-relativistic energy (cq) and the Hartree-Fock energy as the basis approaches 
completeness (Fhflimit)» ie
Ecorv — Cq RhF limit (2.62)
As AnF limit is always greater than eo, the correlation energy is negative.
C onfiguration  In te rac tio n
The configuration interaction (Cl) method is the most simple way of including elec­
tron correlation, at least in concept if not in practice. The basic idea is to allow the 
wavefunction to be a linear combination of determinants, rather than restricting it 
to a single determinant as in the restricted Hartree-Fock technique. If a complete 
basis set were used Cl would obtain not only the exact energies of the ground state 
but of all the excited states in the system as well.
Solving the Hartree-Fock Roothaan equations from a set of 2K  spin orbitals uses 
a determinant formed from the N  lowest energy spin orbitals |^o)- However it is 
also possible to form other determinants from the 2K  spin orbitals which can be 
described by how they differ from the ground state determinant. Thus the singly 
excited determinant differs from by having the spin orbital Xa replaced 
with the spin orbital The form of the full Cl wavefunction is
l$o> = c o | # o ) +  E
a<h a<b<cr< s r< s< t+ E + (2.63)
a<b<c<dr< s< t< u
with the expansion continuing up to the n-tuply excited determinant, and the re­
strictions on the summations ensuring that each excited determinant is only included
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once. As it is possible to choose n  spin orbitals from those occupied in |^o ) in (^) 
ways and likewise n  spin orbitals from the 2K — N  virtual orbitals in ways
the total number of n-tuply excited determinants is
: ) r n
This huge number of excited determinants makes evaluation for even small 
molecules with moderate one electron basis sets impractical, even with the elim­
ination of those determinants which do not have the same number of a  and j3 spin 
orbitals^. For this reason it is common to truncate the full Cl wavefunction and 
thus reduce the number of n-tuply excited determinants to a manageable number.
A logical truncation involves inclusion of only the single and double excitations 
from Eq.(2.63) and is known as singly and doubly-excited 01 (SDCI). As the single 
excitations have little effect upon the correlation energy and their number is low they 
are often omitted from calculations^. The omission of single excitations leads to the 
most simple Cl truncation known as doubly-excited Cl (DCI), with a wavefunction 
of the form
l$Dci) =  |Wo>+E<:l^::> (2 -%)a<br< s
However truncated Cl has a problem in that it is not size-consistent. Size con­
sistency is defined as
The energy of a many particle system, even in the presence of interac­
tions, becomes proportional to the number of particles N  in the limit
A  - >  GO.
This size inconsistency becomes apparent if a system composed of two non­
interacting H2 molecules is considered. It would be logical to assume that the DCI 
energy of the whole system could be calculated as the sum of the DCI energies of 
the two H2 molecules, but this is not the case. By restricting the wavefunction of 
the whole system to double excitations the case where both of the H2 molecules are 
doubly excited is excluded, since this would represent a quadruple excitation of the 
wavefunction of the whole system. Thus the DCI truncated wavefunction of the 
whole system lack the fiexibility to fully describe the sum of the DCI energies of 
the component molecules. From this definition it is clear that a full Cl calculation 
would be size consistent, as would be both RHF and UHF calculations.
The qualitative example of the dissociation of a H2 molecule into two H atoms 
as shown in Fig. 2.4 provides a good comparison between the three methods so far
^This elimination is permitted due to the fact that there is no mixing of wavefunctions with 
different spin properties. That is =  0 if and \qfj) have different spin properties.
^Note however that even though single excitations have little effect upon the correlation energy 
they do have an effect upon the charge distribution.
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discussed. The restricted closed shell Hartree-Fock method describes the molecule 
adequately near the equilibrium geometry but fails to describe the dissociation com­
pletely. The unrestricted open shell Hartree-Fock method produces the same de­
scription as the RHF around the equilibrium geometry but is more successful than 
the RHF in describing the dissociation of the molecule. As would be expected the 
full Cl not only provides a qualitative description of the dissociation of the molecule 
but it is almost an exact quantitative description, as well.
I
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0
UHF
Full Cl
Exact
Interatomic Distance
Figure 2.4: An example potential energy curve for Hg comparing the RHF, UHF 
and 0 1  methods.
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2.1.6 Many Body Perturbation Theory
As has been noted previously, the truncation of a full Cl wavefunction removes its 
size consistency. However Cl does have an advantage in that it is variational., that 
is the energy calculated is always greater than the true energy of the system.
There exists another method of calculating the correlation energy which is size 
consistent but is not variational, known as perturbation theory. Using this approach 
the Hamiltonian of the system is divided into two parts, a zeroth order part with 
known eigenfunctions and eigenvalues, and a perturbation part, V, from which 
the exact energy is expressed as an infinite sum of contributions.
+  (2 .6 6 a)
with the energy
£i =  £ 'f  > +  > +  X ^Ef' +  X '^E f + ■■■ (2 .6 6 b)
where E, is the nth order energy and A an order parameter
={*|j?o|*) (2 .6 6 c)
b P  = (j|V |i)  (2 .6 6 d)
=(j|V |'®f>) (2.66e)
E f^  = ( i |V |'ï 'f ’) (2.66f)
Perturbation theory was applied to electronic systems by C. Mpller and M. Ples- 
set early in the development of quantum mechanics [2 0 ] and is often referred to as 
Mpller Plesset Perturbation Theory (MPPT or MBPT). They chose the zeroth order 
Hamiltonian as the sum of Fock operators for all electrons
N
^ 0 =
i=l
and the perturbation V as
N
v  = n - n o  = n - Y , f { i )
From this choice the Hartree-Fock energy emerges as the sum of the zeroth and 
first-order energies
=  =  +  (2.67)
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With the second, third and higher order terms accounting for the correlation 
energy^. It is convenient to think of the second order energy terms as adding inter­
actions between doubly excited configurations and the ground configuration; with 
third and forth order terms as doubly excited configurations interacting amongst 
themselves and interactions involving singly, doubly and quadruply-excited config­
urations respectively.
It is common to refer to MPPT calculations by how many terms are included, 
thus a calculation involving the zeroth, first and second order energy terms would 
be known by the acronym MP2.
Comparison between the correlation energies produced by perturbation theory 
and truncated Cl has been undertaken [2 1 ] and shows that even second-order per­
turbation results in an energy closer to that experimentally observed than SDCL 
However, as perturbation theory is not variational it is possible that the energy 
predicted will be lower than the true energy of the system.
^The mathematical equations which describe the nth order energy terms are intricate and are 
not presented in this thesis. For an account of their form and derivation see [3].
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2.1.7 Other M ethods for Calculating Correlation Energies
In addition to the two methods discussed there exist many more methods for the 
calculation of correlation energies. Some of these methods, while not used explicitly 
for calculations presented in this thesis, are discussed below.
Complete Active Space Self Consistent Field
The Complete Active Space Self Consistent Field (CASSCF) method, which is a 
superset of the Multiconfiguration Self Consistent Field (MCSCF) approach, is a 
method utilizing a truncated Cl expansion as introduced in the previous section. 
By selecting a relatively small number of orbitals (the active space) it is possible, 
using the variation principle, to optimize them as to minimize the energy. The 
general MCSCF wavefunction is of the form
I^MCscp) =  (2 .6 8 )
I
where both the expansion coeflicients c/ and the orbitals contained in are opti­
mized. It is worth noting that if only one determinant is included in Eq.(2 .6 8 ) then 
it is equivalent to the Hartree-Fock method. The solution of the MCSCF equations 
are quite complicated and are not detailed here, however further particulars can be 
found in [2 2 ].
One example of a system particularly suitable for investigation by the CASSCF 
method is benzene, CeHe- The three occupied tt orbitals and three lowest virtual 
7T orbitals are immediately obvious for inclusion in the active space. This choice is 
reasonable as it is the six tt electrons which are perceived as being mostly responsible 
for the chemical properties of the benzene ring. This type of calculation is referred 
to as CAS(6 ,6 ), that is “six electrons in six orbitals” (three strongly-occupied and 
three weakly-occupied).
QCISD
The QCISD method is a quadratic Cl calculation including single and double sub­
stitutions. This method was developed by Pople and co-workers [23] with the aim 
of achieving a size consistent configuration interaction truncation.
This method is an intermediate between Cl and coupled cluster theory®. It 
modifies the configuration interaction equations so as to restore size consistency, 
but however at the loss of variational character. The derivation and form of the 
resulting equations is intricate and would add little to this discussion. It is notewor­
thy that QCISD calculations produce energies on a par with those of fourth-order
’Coupled cluster theory is not discussed in this thesis, but details can be found in [23].
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perturbation theory (MP4), but the time and system requirements needed to per­
form them are often prohibitive.
D ensity  Functional T heory
Density functional theory (DPT) is a relatively modern method for the description 
of electronic structure. It uses the Hohenberg-Kohn Theorem, which states
There exists a unique functional which determines the ground state en­
ergy and density exactly.
That is, one can know the energy of the system from a functional corresponding 
to the one-electron density function p (which is considerably simpler to approximate 
than if)) and that a variational method for finding p exists. The one-electron density 
p(r) is introduced through the equations
N
where N  is the number of electrons and
J  p{r)dr (2.69)
p(r) =  iV J  J  • • •, æjv) 1^  daidx2 . . .  d x ^  (2.70)
"V*unknown
where <7 i is the spin co-ordinate of electron one. The DPT energy expression is 
given by
E== +  E j  +  + E ^  (2.71)
classic energy components
where is the kinetic energy, is the nuclear-electron attraction energy and 
is the electron-electron repulsion energy. is the exchange correlation term 
and it accounts for exchange energy due to antisymmetry and dynamic correlation 
in the motions of individual electrons.
There are a variety of functionals used to provide approximations to E ^ , one 
of the most popular being the B3LYP functional, which is a hybrid of other DPT 
functionals and Hartree-Fock elements.
DPT has become a very popular method for including electron correlation in cal­
culations of molecular properties. Using the common B3LYP functional it produces 
energies comparable to those of second-order perturbation theory. However it has 
limitations, particularly in the calculation of molecular magnetic properties due to 
the lack of a magnetic field dependent term.
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2.2 Q uantum  Chem ical Calculation o f N M R  Chem ­
ical Shieldings
Given the success of quantum mechanics, it is not surprising that there have been 
serious efforts made to develop methods for the calculation of NMR properties of 
atoms and molecules. In recent years with the advent of advanced computer technol­
ogy as well as refinement of the theoretical methodology it has become practical to 
undertake calculations of NMR properties upon a wide variety of molecular systems. 
Hartree-Fock calculations are possibly the most common, but the lack of electron 
correlation treatment limits their accuracy. There exist, however, implementations 
of a variety of electron correlation methods for the calculation of magnetic proper­
ties, including CASSCF, DFT and MP2.
Presented in this section are a general discussion of the calculation of nuclear 
magnetic properties with both the inclusion and exclusion of electron correlation 
along with the merits and limitations of the various methods. For a more detailed 
description see the excellent review by Helgaker, Jaszunski and Ruud [24].
2.2.1 The NM R Hamiltonian
In the presence of a magnetic field there are interactions within the Hamiltonian 
between the electrons, the applied magnetic field {B) and the nuclear magnetic 
moments {M ). These interactions are due to both the orbital motion and permanent 
magnetic moments of the electrons (m). The permanent magnetic moment of one 
electron is related to its spin state (s) by
m  — —g p ss  (2.72)
where g is the electron g factor and p s  is the Bohr magnetron
ehfJ'B 2rrie (2.73)
=  -  in atomic units
Considering this, it has been found that the molecular electronic Hamiltonian 
can be written as
H { B ,m )  =1/2 Y  "  Y  -  Y  ^
'  ‘ (2.74)
+  1 / 2  Y ,  -  Y .  M k B { R k ) +  Y
K i^L  K  K > L
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where Zk  and Zl are the atomic number of nuclei K  and L, i and j  the electron 
labels , D kl the spin-spin coupling between the nuclei K  and L  and the operator 
TVi the kinetic momentum
îrj =  - i V i  +  A'^“ (r-i) (2.75)
A ^ ‘^ (r’i) is the vector potential at the position of electron i and is constructed 
in such a way so as to reproduce the magnetic induction arising from the applied 
magnetic field and that of the NMR active nuclei
B'®>«(r<) =  Vi X (2.76)
In the presence of an applied magnetic field (B) and nuclear moments ( M k )  it 
is possible to represent both the vector potential and magnetic induction as contri­
butions from B  and
4- (2.77a)
K
and
B ’^ ^ ( n )  = B  + (2.77b)
K
The associated vector potential A o (n ) has the form
A o (n )  =  1 /2 B  X n o  (2.78)
where the subscript 0  indicates that the vector potential vanishes at the origin 
O, which is known as the gauge origin. It is noteworthy that although the vector 
potential depends upon the choice of the origin O the physical field (as defined by 
Eq.(2.76)) does not.
This has important ramifications as for molecules there exists no natural choice 
of gauge origin and the properties calculated from the approximate wavefunction 
may depend upon the arbitrary choice of the gauge origin®. This is known as the 
gauge origin invariance problem and is discussed in more detail in the following 
sections.
®Note however that if an exact wavefunction were used then any properties calculated would 
not depend upon the choice of gauge origin.
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O rigin o f th e  P aram agnetic  Term s
As was noted in the Introduction knowledge of the paramagnetic contribution is 
important for calculation of the chemical shielding. By differentiating the molec­
ular electronic Hamiltonian (Eq.(2.74)) with respect to the applied magnetic field 
B  and the magnetic moments one obtains the description of the paramagnetic terms.
Considering first the case of differentiation with respect to the applied magnetic 
field at zero field and zero magnetic moment
^  =  kg" +  h T
(2.79)
— /  J
%
The first term represents the coupling of the external field to the orbital motion of 
the electrons through the use of the angular momentum operator
lio =  - iv io  X Vi (2.80)
The second term in Eq.(2.79) represents the coupling of the applied magnetic field 
to the spin angular momentum operator presented in Eq.(2.72).
Considering now the case of differentiation of the molecular electronic Hamilto­
nian with respect to the magnetic moments at zero field and zero magnetic moment
+  h f  + k ^  (2.81)dJ\d K
These three operators are known as hyperfine operators and involve electron orbital 
motion and electron spin. The first term is the paramagnetic spin-orbit operator 
and represents a coupling of the nuclear magnetic moments to the electron’s orbital 
motion
=  (2.82)
iK
where o; is the fine structure constant.
The second term of Eq.(2.81) is known as the spin-dipole operator and couples 
the nuclear magnetic moment to the electron’s spin
h f  (2.83)
iK
And likewise the third term of Eq.(2.81), the Fermi-contact operator, also represents 
coupling between the nuclear magnetic moments and the spin of the electrons
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fjFC ^  (2.84)
i
The spin-dipole operator can be thought of as representing the classical inter­
action between two magnetic dipoles. The Fermi-contact operator is considered to 
represent the direct interaction of the electrons dipole moment with the source of 
the nuclear magnetic moment, and only makes a contribution when the electron 
is at the nucleus. It is also found that of the three hyperfine operators it is the 
Fermi-contact operator which is dominant in the coupling of nuclear spins.
O rigin of th e  D iam agnetic Term s
The diamagnetic contributions are obtained in a similar manner to the paramag­
netic contributions. By differentiating Eq.(2.74) twice with respect to the applied 
magnetic field and magnetic moments at zero field and zero magnetic moments one 
obtains
= - l  +  (2.85a)dB  dJVf/f
and
dÈ = D kl + k g l°  (2.85b)dJ\T dJM[ L
The term in Eq.(2.85a) is known as the diamagnetic operator and represents 
the contribution from Zeeman interactions
uBîA ( n o n % ) l  -  riKT^ Q
The operator in Eq.(2.85b) is the diamagnetic spin-orhit operator and can 
be thought of as being responsible for the classic dipolar interaction between two 
magnetic dipoles.
lDSO _  (n^nZ ,)! -  riKvl^ /n
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2.2.2 The Gauge Origin Invariance Problem
As has been previously noted the vector potential representing the applied magnetic 
field induction (Eq.(2.78)), and thus the Hamiltonian, are not uniquely defined since 
it is possible to choose any arbitrary position for the gauge origin O and still be 
able to satisfy the requirement of Eq.(2.76)^, i.e.
J5  = Vi X A o { r )
It is natural however that it would be preferable for the properties of the system 
such as the energy or shieldings to be independent of the choice of gauge origin.
This can only occur if the wavefunction of the system changes in a specific manner 
as the gauge origin is changed.
For an exact wavefunction it is possible to define a scalar function which will 
transform the wavefunction in such as way as that the gauge origin invariance of its 
associated properties are maintained. Unfortunately, for approximate wavefunctions 
expanded in finite dimensional variational space, there is no guarantee that such a 
transformation will preserve the gauge invariance of the systems properties. In fact 
it is the case that gauge origin invariance will never be exactly obtained and thus 
the properties will always depend upon the choice of gauge origin. This has serious 
consequences in that the calculated properties will vary with the choice of gauge 
origin and will range from ambiguous at best to completely inaccurate.
Although it is possible to use a very large basis set to make an approximation to 
gauge invariance this is rarely practical for most systems, which has prompted the 
development of several other methods.
G auge Invarian t A tom ic O rb ita ls
Gauge invariant atomic orbitals® (GIAO’s) were originally developed for the inves­
tigation of TT-electron ring currents in aromatic compounds in the 1930’s by London 
[25] but it was not until the 1970’s that they were applied to the calculation of 
molecular magnetic properties by Ditchfield [26], and have since been improved by 
others (see, for example, the study by Wolinski and co-workers [27]).
The premise of the proposed method is to first identify a natural gauge origin 
N  for each atomic orbital, which is usually centred on the nucleus. With this as a 
reference gauge origin a phase factor is applied to the orbital which shifts it from N  
to the true gauge origin O. This phase-shifted orbital is complex and has the 
form
^In other words the calculated properties depend upon the position of the molecule in the 
cartesian co-ordinate system.
® Although referred to as being gauge invariant they are in reality dependent upon the gauge 
origin, but can be interpreted as producing gauge origin invariant molecular properties.
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■ 1  „exp - - ^ B  , X (2.88)
'V'"Phase Factor
For a system comprising of a single atom it has been shown that the energy is 
independent of the gauge origin O and is in fact gauge-independent. By the inclu­
sion of complex phase factors it has also been shown that this gauge independence 
can be extended to molecular systems containing many atoms. This attachment of 
phase factors to the atomic orbitals is the crux of the GIAO method.
The GIAO method is the most common one used for overcoming the gauge origin 
invariance problem. This is mostly due to its transparency to electron correlation, 
which allows the implementation of a variety of electron correlation methods such as 
MBPT for example, and its suitability for calculation of other magnetic properties 
in addition to chemical shieldings.
Ind iv idual G auges for Localized O rb ita ls
The individual gauges for localized orbitals (IGLO) method was developed by Kutzel- 
nigg [14, 15] and can be considered as an offshoot of the GIAO method as it attaches 
phase factors to localized molecular orbitals rather than atomic orbitals.
The IGLO method locates the gauge origin for the core orbitals and lone pairs 
at the corresponding nuclei but for the bonding valence orbitals the gauge origin 
is located at the centre of electronic charge. The orbitals are localized before any 
molecular properties are calculated which avoids the delocalized nature of valence 
orbitals, for which no obvious gauge origins exists.
The use of localized molecular orbitals makes the IGLO method less computa­
tionally demanding than the GIAO method but due to the nature of the localized 
orbitals the IGLO method is not easily extended to include electron correlation 
methods and neither is it particularly suitable for the calculation of other magnetic 
properties.
Localized O rb ita ls/L ocalized  O rigins
The localized orbitals/localized origins (LORG) method developed by Bouman and 
Hansen [28] is similar to the IGLO approach in that it places the gauge origin at the 
centre of the electronic charge for the localized orbitals. Unlike the IGLO approach 
however where the local gauge origins are related to the localized orbitals in the 
applied magnetic field perturbed wavefunction the LORG method relates the local 
gauge origins to the centre of the localized orbitals in the nuclear magnetic moment
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perturbed wavefunction.
Thus the local gauge origins can be located far away from the orbitals of the 
applied magnetic field perturbed wavefunction which can lead to unrealistic long 
range shielding contributions. This can be overcome by carefully choosing the local 
gauge origins to be at the nucleus for which the shielding is being calculated for all 
the orbitals attached to that nucleus, and having the remaining local gauge origins 
at the centre of the electronic charge.
As for the IGLO method the LORG approach’s use of localized orbitals makes it 
unsuitable for electron correlation methods and calculation of other magnetic prop­
erties.
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2.2.3 Analysis of the NM R Hamiltonian
Since the NMR chemical shielding depends upon the derivative of the NMR Hamil­
tonian it is necessary to carry out differentiation. There are two ways this can be 
achieved: either through use of analytical differentiation or numerical differentiation.
Numerical differentiation of the electronic energy, sometimes referred to as finite- 
field (FF) or finite-perturbation (FP), is at first sight perhaps the more straight­
forward of the options. The equations presented can be used with very little mod­
ification and are relatively easy to implement into a computer program. However 
numerical methods are very rarely used in modern calculations of NMR properties 
due to several impracticalities. One such reason is the difficulty in obtaining the 
accurate convergence needed for reliable results, as well as the inefficiency of numer­
ical when compared to analytical methods.
Analytical differentiation is more complex to initially implement as a new set 
of equations relating the nuclear magnetic properties to energy derivatives must be 
derived, and then implemented through a computer program. However once the 
required equations and computer software are correctly set up then calculations 
proceed much more smoothly and quickly than would be the case if numerical dif­
ferentiation were used.
At present it is not only possible to perform NMR calculations at the Hartree- 
Fock level but also with electron-correlation methods. As GIAO’s are the most 
commonly used, and for post Hartree-Fock methods they provide the only^ practi­
cal method for overcoming the gauge invariance problem it is they which are assumed 
in the discussion of the methods below.
Hartree-Fock
The calculation of Hartree-Fock NMR shieldings proceeds according to the descrip­
tion provided so far. The Hartree-Fock approximation is particularly well-suited to 
the calculation of NMR chemical shieldings due to its ability to provide a good de­
scription of molecules in closed-shell ground states at equilibrium geometries. How­
ever for calculation of other nuclear magnetic properties such as spin-spin coupling 
it lacks usefulness due to its inability to accurately model the relevant excitations. 
There exist many efficient computer programs capable of quickly performing SCF- 
GIAO calculations. For the results presented in this thesis the Gaussian 94/98 
package [30] has been used exclusively.
®Note however that an MCSCF implementation of the IGLO method does exist. See [29] for 
details.
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M PPT
The application of M0 ller Plesset perturbation theory to the calculation of nuclear 
magnetic shieldings was pioneered by the work of Gauss [31, 32]. As inclusion of 
third and fourth-order correction terms (MP3 and MP4) has been found to not 
always provide a smooth energy convergence, as well as the considerable increase 
in the expense of calculation, it is the MP2 correction which has been implemented 
first. As for the Hartree-Fock method, MP2 is well suited to the calculation of 
nuclear magnetic shieldings and is at present the only method combining GIAO’s 
with electron correlation in a direct integral approach. Unfortunately, however, MP2  
shares the problems with calculating spin-spin couplings that are associated with 
the Hartree-Fock method.
The MP2 nuclear magnetic shieldings presented in this thesis have been calcu­
lated using the Gaussian 98 and TURBOMOLE [33] quantum chemical packages.
Other Electron Correlation M ethods
In addition to the two previously presented methods there are other ways of includ­
ing the effects of electron correlation in nuclear magnetic shielding calculations, two 
of which are briefly discussed here.
The MCSCF-GIAO method has been applied to nuclear magnetic property eval­
uation by Ruud and co-workers [34]. While the MCSCF-GIAO approach does have 
the advantage in that it is suitable for the evaluation of spin-spin couplings it has 
disadvantages in that it may be difficult to select the active space for some molecules 
where no obvious choice exists and the lack of core electron correlation, which can 
affect the accuracy of the calculated properties.
With the popularity of density functional theory, particularly with respect to 
large systems, it is not surprising that efforts have been made to apply it to the cal­
culation of nuclear magnetic properties. As has been noted previously the common 
DFT functionals are unsuitable as they do not contain magnetic-field-dependent 
terms.However much work has been done to develop more suitable functionals, with 
varying degrees of success. Examples of such developments can be found in the work 
of Malkin and co-workers [35] and de Dios and co-workers [36].
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2.3 Other Q uantum  Chem ical A pplications
In addition to the calculation of energy and nuclear magnetic resonance parameters 
modern quantum chemical methods have also been developed for the investigation 
of other molecular properties. Of particular interest to the findings presented in this 
thesis are the techniques of geometry optimization and frequency calculation.
2.3.1 Geometry Optimization
As has been discussed previously in this chapter the positions of the atoms of a 
molecule relative to each other has a large impact upon the calculated energy, and 
thus the other calculated properties of the system. With this in mind it is clear that 
the geometry of the molecule must be chosen with care if physically relevant results 
are desired. One obvious source of reliable geometric information is from experi­
mental measurements. For small, well studied molecules such as water or ammonia 
experimental geometries are generally an excellent choice and result in reliable cal­
culated properties. However for larger systems of greater complexity it is often not 
possible to obtain reliable experimental geometries.
Using quantum chemical techniques it is possible to predict molecular structure. 
By varying the positions of the atoms relative to each other and calculating the 
energy it is possible to find a combination which results in a minimum energy. This 
can be thought of as representing the equilibrium structure of the molecule.
Energy M inimization
For a simple diatomic molecule such as gaseous Hg the potential energy changes 
with the internuclear separation as shown in Fig. 2.5.
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Figure 2.5: A simple potential energy curve for a diatomic molecule.
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The internuclear separation corresponding to the minimum potential energy (ig) 
is known as the equilibrium bond length, and is generally the same as the experi­
mental bond length of the molecule in its ground state.
However for more larger molecules the situation is made more complex by the 
greater number of degrees of freedom which can give rise to more than one minimum 
on the potential energy surface.
Local Minima Global Minimum
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Figure 2 .6 : The variation of potential energy with torsion angle in butane (C4 H1 0).
In Fig. 2.6 it is observed that as the torsion angle increases through 360 degrees 
three troughs or minima appear on the potential energy plot corresponding to the 
three staggered projections, as well as three peaks or maxima corresponding to the 
three eclipsed projections. The two gauche staggered confirmations^®, while result­
ing in a minimum potential energy, are of higher energy than the anti conformation
^®The term gauche is used to refer to the staggered structure where the two methyl groups are 
adjacent, i.e. at 120 degrees and 240 degrees. Conversely the term anti refers to the structure 
where the methyl groups are opposite each other, i.e. at 0 degrees.
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and are thus labelled local minima. The anti conformation, giving rise to the abso­
lute minimum on the potential energy surface, is known as the global minimum.
In this example it is trivial to deduce the torsion angle which results in the 
global minimum. However when one considers that each atom has three degrees 
of freedom^^ and thus there are 3N  — 6  variables to be simultaneously minimized 
(those relating to rotation and translation can be disregarded) it is common for the 
potential energy surface to contain many local minima, some of which can be very 
close in energy to and therefore difficult to distinguish from the global minimum.
At a minimum on the potential energy surface, either local or global, the first 
derivatives of the energy, collectively known as the gradient, are equal to zero. Many 
of the common minimization methods are based upon the principles of the Newton- 
Raphson method, the theory of which is presented below.
In one direction the condition for a minimum at a point x* can be written as
/(a;*) =  0 (2.89)
Starting from an arbitrary point x  in the vicinity of x*,
X* — X 6x (2.90)
where Sx is the change x  must undergo to reach the minimum point at x*. Assuming 
that
/ { x - ^ - 5 x ) = 0  (2.91)
f  {x +  Sx) can be expanded as a Taylor series
/  (x +  Sx) = f  (re) P f  {x)Sx +  f  (x)Sx^ +  . . .  (2.92)
Truncating at the second order term gives
/  (re) +  f "  (x)Sx = 0  (2.93)
so that
~ 7 P )
which can be substituted into Eq.(2.90) to give
=  (2.95)
Degrees of freedom are defined as the number of independent parameters required to specify 
the configuration of a system, in this case the spatial geometry.
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In the one-dimensional case this is simple, but in the case of a molecule con­
sisting of N  atoms, each of which has three degrees of freedom, the term f '{x)  is 
replaced with a 3iV-dimensional vector (the gradient) containing the derivatives 
of the potential energy with respect to the coordinates x, y and of each atom. 
Likewise, f ' { x )  is replaced by a second derivative matrix, known as the Hessian 
matrix, which is composed of the second partial derivatives with respect to nuclear 
co-ordinates.
The convergence of the molecular geometry to a minimum is determined by the 
comparison of the forces, which are proportional to the elements of the gradient, to 
some preset small value. For example the Gaussian 94/98 package, which has been 
used for all the geometry optimizations in this thesis, uses four convergence criteria:
1 . The forces must be smaller than the default cutoff of 0.00045.
2. The root mean square of the forces must less than the default value of 0.0003.
3. The calculated displacement for the next step must be less than the default 
value of 0.0018.
4. The root mean square displacement for the next step must be less then the 
default value of 0 .0 0 1 2 .
The use of these four criteria helps prevent a premature identification of the 
minimum. For example, if the potential energy surface near the minimum is broad 
and nearly flat the forces may be within the cutoflF value whereas the displacements 
for the next steps remain large as the optimized geometry moves toward the mini­
mum. Likewise, the potential energy surface might be very steep near the minimum 
causing the displacement for the next steps to come within the cutoff value while the 
forces remain large. Gaussian 94/98 also allows for a tightening of the convergence 
criteria to 0.000015, 0.00001, 0.00006 and 0.00004 respectively, which allows for a 
more accurate identification of the minimum.
While energy minimization methods using the Hessian matrix are generally supe­
rior to those that do not make use of it as the former tend to produce very precisely 
defined minima in a minimal number of iterations these also tend to be computa­
tionally more expensive due to the necesity to calculate the inverse of the Hessian. 
This can be a very large matrix, in addition to the fact that second derivatives are 
more difficult to calculate than their first-order counterparts. For further details on 
modern minimization procedures see [37, 38].
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Transition Structures and Reaction Path Following
In addition to finding equilibrium geometries, which correspond to global minima, 
it is also possible to search the potential energy surface for saddle points^" ,^ which 
can represent transition structures.
Second Order 
Saddle Points
Local
Minima
S S e  toint
Figure 2.7: An example of a potential energy surface showing a transition state.
Fig. 2.7 shows a potential energy surface associated with the transition from 
one equilibrium structure to another. Good examples of reactions with this sort 
of potential energy surface are the Diels-Alder type cyclo-addition reactions and 
electrocyclic ring openings and closings^®. The local minimum on the left represents 
the equilibrium structure of the reactant and the global minimum on the right rep­
resents the equilibrium structure of the product. The two minima can be connected 
by following the ‘path of least resistance’ which passes through a first order saddle 
point corresponding to the transition structure.
saddle point is a point on the potential energy surface which is maximum in one direction 
but minimum in all other directions. The first order saddle point in Fig. 2.7, for example, is a 
minimum along the ridge and a maximum along the path which connects the two minima on either 
side of the ridge.
^^For more information on these well known organic reactions see any modern organic chemistry 
textbook, such as McMurry [39].
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Unfortunately, transition structures are often difficult to locate using the Newton- 
Raphson based methods which are employed in the location of minima. This is due 
in part to the fact that, from local information only, there is no unique way of 
moving “uphill” from either the reactants or products to reach a specific transition 
structure since all all directions away from a minima are “uphill” . While it is possi­
ble to follow the path of slowest ascent, there is no guarantee that it will lead to the 
desired transition structure, particularly in the case of more complicated reactions 
where more than one possible transition structure may occur. To overcome this 
problem use has been made of the linear synchronous transit (LST) and quadratic 
synchronous transit (QST) algorithms [40, 41] which search for a maximum along 
either a linear or parabolic path between the reactants and products, from where 
Newton-Raphson based methods can then be used to accurately locate the transi­
tion structure [42].
Once a candidate for a transition structure has been found it is usually necessary 
to ensure that it does actually lie on the reaction path, that is the curve on the 
potential energy surface which connects the reactants and products through the 
transition state. This process is known as reaction path following and if the cartesian 
coordinates are mass-weighted then the minimum energy pathway is known as the 
intrinsic reaction coordinate (IRC). There exist a variety of algorithms for following 
the reaction path, the simplest of which are the methods of Ishida, Morokuma and 
Komornicki [43] and Schmidt, Gordon and Brown [44] which rely on solving the 
differential equation for the intrinsic reaction path
^ =£i
where s is the step size and g the gradient (in mass weighted cartesian coordinates).
These methods are limited due to the fact that the predicted path tends to os­
cillate about the true IRC unless very small steps are used. The method developed 
by Müller and Brown [45] allows for larger step sizes thus reducing the length of 
the calculation but it is still plagued by inaccurate estimation of the reaction path, 
particularly where there is substantial curvature. Page and Mclver have developed 
a method based upon analytical formulas for the reaction path vector and curvature 
vector in terms of the first, second and third derivatives of the energy [46]. While 
this is more robust than the two other previously mentioned methods, there are still 
serious shortcomings, the most striking of which being the necessity of calculating 
the Hessian and higher derivatives at points along the reaction path, which can be 
prohibitively complicated and computationally expensive beyond the Hartree-Fock 
level. The method most commonly employed in modern quantum chemical packages 
such as Gaussian 94/98 is that developed by Gonzalez and Schlegel [47, 48], which 
only requires the calculation of first derivatives along the reaction path and is very 
robust with regard to the size of the step.
It is worth noting that while IRC calculations can be very informative about
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the reaction being studied, their predictions must be viewed with care. All real 
molecules possess some degree of kinetic energy and so will not necessarily follow 
the intrinsic reaction path exactly, thus care must be taken not to blindly attribute 
chemical and physical significance to the results of the calculation.
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2.3.2 Frequency Calculations
The atoms in molecules are constantly vibrating, and in their ground and excited 
states these vibrations are regular and predictable which allows molecules to be 
identified by their characteristic vibrational spectra. Much work has been done to 
allow the prediction of molecular spectra, namely IR and Raman, and thermody­
namic properties using quantum chemical methods, particularly by the authors of 
the Gaussian package [49, 50].
With respect to the calculations used in the presentation of this thesis frequency 
calculations are useful in that they can be used in the characterization of stationary 
points found by geometry optimization. As was previously noted it is often difficult 
to determine if the saddle point relates to the desired transition structure. By defini­
tion a structure which has n imaginary frequencies is an order saddle point, thus 
since ordinarily transition structures are first-order saddle points they will exhibit 
one imaginary frequency only. However, the presence of one imaginary frequency 
does not guarantee that the saddle point under analysis is the desired one. It is also 
necessary to observe the normal mode corresponding to the imaginary frequency 
and determine if the displacements of the atoms suggest geometry changes in the 
direction of the reactants and products.
Thus frequency calculations, particularly when combined with IRC calculations, 
allow the accurate prediction of transition structures, even in the case of reactions 
with complicated potential energy surfaces.
Chapter 3 
Effects o f H ydrogen Bonding upon  
N M R  Chem ical Shielding
In this chapter the effects of hydrogen bonding upon the calculated NMR chem­
ical shielding in monofluorobenzene are investigated.
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3.1 Introduction
Ever since the discovery of the structure of DNA by Watson and Crick the impor­
tance of molecular structure for the understanding of biological systems has been 
increasing, and has even spawned the discipline of molecular biology. Initial inves­
tigations into the structure of proteins and enzymes were carried out using x-ray 
diffraction of crystalline samples, a process which resulted in perplexing spectra 
which could often take years to interpret.
Unsurprisingly, with the recent rapid advances in computer processing power, 
computational methods have come to play an important part in molecular biol­
ogy. Due to the size of most biological molecules, proteins for example are often 
composed of hundreds of amino acids, each of which is further composed of tens 
of atoms, quantum chemical methods even at the Hartree-Fock level with mini­
mal basis sets are unfeasible, thus necessitating the use of molecular mechanics and 
dynamics methods. While these methods are undoubtedly of great use in the pre­
diction of structure and reactivity, they are often limited by the necessity of some 
pre-knowledge of the complex folding patterns the molecule possesses, knowledge 
which can only be reliably gleaned from experimental sources or by comparison to 
similar molecules.
In an effort to help determine the folding pattern in proteins researchers have 
turned to NMR spectroscopy as a more time-efficient experimental tool than x - 
ray diffraction. In addition to the time aspect, NMR has another advantage: The 
molecule under investigation does not need to be in the solid phase, which can be 
important as in some cases the act of crystallization can cause considerable change 
in the structure of the molecule. Unfortunately, NMR spectra of proteins and other 
large biological molecules are often, as in the case of x-ray spectra, very complicated 
and difficult to interpret fully.
To help overcome the difficulty of understanding these complex spectra, re­
searchers have proposed the incorporation of fluoroaromatic amino acids into key 
points in the molecule and then using the ®^F chemical shifts and shieldings as a 
probe into the structure [51, 52, 53, 54]. To complement the experimental investiga­
tions into ®^F chemical shifts and shieldings in the fluorobenzenes, there have also 
been several quantum chemical investigations.
De Dios and Oldfield [55] have carried out Hartree-Fock GIAO studies using 
Hartree-Fock optimized geometries of the chemical shielding and chemical shift 
of the fiuorobenzenes with a locally dense basis of 6-3114-4-G(2d) for fluorine, 
6-311G(d) for carbon and 6-31 lG(p) for hydrogen. Their calculations show good 
correlation between experimental and calculated chemical shieldings and shifts.
In an effort to assess the effects of electron correlation upon the ®^F chemical 
shielding in the fluorobenzenes Karadakov, Webb and England [56, 57] carried out a
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series of calculations using Hartree-Fock, CAS and MP2-GIA0 methods with a lo- !
cally dense basis similar to that used by de Dios and Oldfield^. Their investigations |
revealed that electron correlation could not be expected to improve substantially j
the chemical shieldings predicted by the Hartree-Fock method. However, it was |
demonstrated that electron correlation had major influence upon the optimized ge~ i
omet ries, which in turn had an important effect upon the calculation of the chemical 
shieldings.
Both previous investigations however fail to take into account the possibility 
of any hydrogen bonding interactions upon the chemical shielding, either between 
the fluorobenzene molecule and any water molecules present or between adjacent 
fluorobenzene molecules. It is the aim of this chapter to fully explore the structure 
and ^®F NMR chemical shielding of monofluorobenzene as it is hydrogen bonded to I
water, “heavy water” and itself.
^The basis used was 6-311+4-G(2d,2p) for fluorine and 6-311G** for carbon and hydrogen.
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3.2 C om putational Procedure
The calculations presented here were performed using the Gaussian 98 and TURBO­
MOLE quantum chemical packages. The geometries of CeHsF.CeHsF, CeHsF.T&HaO 
and C6 H5 F.D2 O were evaluated at both the Hartree-Fock and MP2 levels of theory.
In all cases the standard basis set of 6-31G** as taken from the Gaussian 98 basis 
set library was employed. In all cases the geometries were optimized with the tight 
convergence criteria^.
The NMR chemical shielding calculations were performed at both the Hartree- 
Fock GIAO and MP2-GIA0 levels of theory for all the molecules. The Gaussian 98 
package was used for C6 H5 F.MH2 O and C6 H5 F.D2 O and the TURBOMOLE pack­
age was used for CeHsF.CeHgF. A locally dense basis set taken from the Gaussian 
98 basis library (and additionally inserted into the TURBOMOLE basis library) 
of 6-311++G(2d,2p) was utilized for fluorine and the 6-311G** basis set for the 
remaining atoms.
Also presented are the chemical shielding anisotropies of ^®F. This value is cal­
culated within the Gaussian 94/98 quantum chemical packages by the formula
Anisotropy =  o-n -  ^  (<722 +  <7 3 3) (3.1)
where an  is the largest eigenvalue of the shielding tensor and CT22 and ass are the 
other two eigenvalues.
^The tight criteria have thresholds of 1.5x10 1x10 6xl0~® and 4x10“ ® for the maximum
force, RMS force, maximum displacement and RMS displacement, as is discussed on page 5 7 .
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3.3 R esults and Analysis
The following section provides the results of the geometry optimizations and NMR 
chemical shielding calculations performed upon monofluorobenzene hydrogen bonded 
to water, “heavy water” and another monofluorobenzene molecule.
3.3.1 CgHsF.nHaO
When in an aqueous solution it is to be expected that monofluorobenzene will un­
dergo hydrogen bonding with a number of water molecules. Calculations were per­
formed in an attempt to optimize the geometry of monofluorobenzene hydrogen 
bonded to one, two and three water molecules.
CfiH.F.HoO
2.068
Optimized
Geometry
Figure 3.1: MP2 optimized geometry of C6 H5 F.H2 O showing the F—H bond length 
in Â.
Fig. 3.1 shows the optimized geometry of C6 H5 F.H2 O calculated at the MP2 
level of theory^. The predicted fluorine hydrogen bond length of 2.068 A and bond 
enthalpy of -26.37 kJmol“  ^ are reasonable and comparable to the hydrogen bond
^The full cartesian specification for this and all other molecules investigated are shown in 
Appendix A on page 126.
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length and bond enthalpy experimentally observed for HF^. Using this structure 
the NMR chemical shielding and anisotropy of fluorine were calculated at both the 
Hartree-Fock and MP2 levels of theory.
Theory Level ®^F Chemical Shielding ^^F Chemical Anisotropy F Shielding Relative
(ppm) (ppm) To CFCI3  (ppm)
HF 346.6954 57.2549 118.0436
MP2 331.6518 51.9349 136.2677
Table 3.1: Calculated ®^F NMR chemical shielding and anisotropy in C6 H5 F.H2 O.
Table 3.1 shows the calculated chemical shielding and anisotropy as well as the 
chemical shielding relative to that of the common standard CFClg^.
C6H5F.2H2O
It was thought that there was a possibility that the fluorine atom could, due to its 
higher electronegativity, form hydrogen bonds with more than one water molecule. 
To test this conjecture, two water molecules were positioned above the fluorine atom 
as shown in Fig. 3.2.
1.923
1.965
InitialGeometry OptimizedGeometry
Figure 3.2: Hartree-Fock optimized geometry of C6 H5 F.2 H2 O showing various bond 
lengths (Â).
Upon optimization, one water molecule turned out to be hydrogen-bonded to 
the fluorine, but no matter what starting geometries and optimizer options were
^Experimental data for hydrogen bonding in HF can be found in many good inorganic texts, 
such as Shriver, Atkins and Langford [58].
®The fluorine chemical shielding in CFCI3 was calculated with the 6-311++G(2d,2p) basis set 
at both Hartree-Fock GIAO and MP2-GIA0 levels of theory using a geometry optimized at the 
MP2 level with a 6-31G** basis set.
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employed, it was not possible to achieve an optimized geometry in which the second 
water molecule would also form a hydrogen bond to the fluorine atom.
The NMR chemical shielding was calculated with this geometry at the MP2 
level of theory, the results of which are presented in Table 3.2.
Theory Level ®^F Chemical Shielding 
(ppm)
^^F Chemical Anisotropy 
(ppm)
Shielding Relative 
To CFCI3  (ppm)
MP2 334.7562 44.3898 139.3721
Table 3.2: Calculated ^^F NMR chemical shielding and anisotropy in C6 H5 F.2 H2 O.
C6H5F.3H2O
The final possibility investigated was to have the fluorine atom interact with the 
hydrogen atoms of three separate water molecules.
A 2.424
2.452
Initial
Geometry FinalGeometry
Figure 3.3: Hartree-Fock geometry of C6 H5 F.3 H2 O showing the F—H separation
(A).
The initial guess for the molecular geometry was selected as shown in Fig. 3.3 
with three water molecules forming a sort of a “crown”, with three of the hydrogen 
atoms pointing towards the fluorine atom. Unfortunately, it was not possible to get
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this structure to optimize to a minimum using any combination of starting geometry 
and optimizer options. However the structure labelled Final Geometry in Fig. 3.3 
is still informative in that it shows the trend observed is for the water molecules 
to hydrogen bond exclusively between themselves, ignoring any potential hydrogen 
bonds with the fluorine atom.
On the basis of this result, it was decided not to investigate the effects of adding 
further water molecules as, it was reasoned that, apart from the increasing compu­
tational costs, there would be no noticeable hydrogen bonding interactions between 
any additional water molecules and the fluorine atom.
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3.3.2 C 6 H 5 F .D 2 O
In addition to performing calculations on the effect of the hydrogen bonding of water 
molecules upon the chemical shielding in monofluorobenzene it was also decided 
to attempt to determine what effect substituting D2 O for H2 O would have upon 
the calculated chemical shielding. It is known from experiment that there are mea­
surable differences in the boiling point and bond enthalpy between D2 O and H2 O, 
which are attributed in part to the greater strength of the O—D hydrogen bond 
compared to the O—H hydrogen bond.
Unfortunately neither Gaussian 94/98 or the TURBOMOLE quantum chemical 
packages allow for the explicit specification of isotopes. To compensate for this it 
was decided to use the experimentally determined geometry of D2 O as found in the 
Dictionary Of Inorganic Compounds [59] and substitute H for D while constraining 
the bond length and angle to the experimental values of 0.9575 Â and 104.47®, re­
spectively.
2.069
Optimized
Geometry
Figure 3.4: MP2 optimized geometry of C6 H5 F.D2 O showing the F—D separation
(Â).
It is apparent from inspection of Fig. 3.4 that the calculated length of the F—D 
hydrogen bond is very similar to that calculated for F—H, as is the MP2 bond en­
thalpy of -26.242 kJmol” .^
The ®^F NMR chemical shielding was calculated at both the Hartree-Fock GIAO 
and MP2-G1A0 levels of theory, the results of which are presented in Table 3.3.
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Theory Level ®^F Chemical Shielding ®^F Chemical Anisotropy Shielding Relative
(ppm) (ppm) To CFCI3 (ppm)
HF 346.7013 57.3521 118.0495
MP2 331.6888 52.0163 136.3047
Table 3.3: Calculated NMR chemical shielding and anisotropy in C6 H5 F.D2 O.
Again, with comparison to Table 3.1 (page 67), it is readily apparent that there 
is very little difference between the effect of H2 O and D2 O upon the calculated 
NMR chemical shielding. However it must be taken into consideration that the 
method used to simulate the presence of deuterium may not be entirely satisfac­
tory. It is thought that the main reason for the difference between D and H with 
respect to bond energies lies in the difference in their respective zero point energies®. 
Deuterium, with a higher mass than hydrogen, has a lower zero point energy and 
therefore a higher bond energy. However, the method used here to simulate deu­
terium makes no allowance for this mass difference, which raises questions about the 
accuracy of the calculated values.
®The zero point energy is defined as the energy remaining in a substance at absolute zero (OK). 
This occurrence is due to quantum theory which states that a particle oscillating with simple 
harmonic motion does not have a stationary state of zero kinetic energy.
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3.3.3 CgHsF.CfiH^F'6-n-5J
As a final example, it was decided to investigate the effect of hydrogen bonding 
between adjacent monofluorobenzene molecules on the chemical shielding.
Initially the first monofluorobenzene molecule was positioned directly above the 
second one with the fluorine atoms pointing in opposite directions, as is shown in 
Fig. 3.5, with the thought that the molecules might stack vertically.
2.615
Initial Geonnetry
2.779
Optimized Geometry
Figure 3.5: MP2 optimized geometry of CeHsF.CeHsF showing the F—H separation 
in Â.
However, it is apparent that the minimum energy structure does not involve the 
vertical stacking of monofluorobenzene molecules. To further study this it was de­
cided to perform a Hartree-Fock level geometry optimization with the two monofiu- 
orobenzene molecules initially positioned adjacent to each other, as is depicted in 
Fig. 3.6.
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2.636
Figure 3.6: Hartree-Fock optimized geometry of CeHsF.CeHsF showing the F—H 
separation in Â.
It is clear that the minimum energy structure is similar to that shown in Fig. 3.5, 
and it was deemed unnecessary to optimize the geometry a second time at the MP2 
level of theory.
The ®^F chemical shielding was again calculated at the Hartree-Fock GIAO and 
MP2-GIA0 levels of theory and is shown in Table 3.4.
Theory Level ®^F Chemical Shielding ^^F Chemical Anisotropy ®^F Shielding Relative
(ppm) (ppm) To CFCI3  (ppm)
HF 345.0404 90.3087 116.3886
MP2 329.6904 84.3034 134.3178
Table 3.4: Calculated ^^F NMR chemical shielding and anisotropy in CeHsF.CeHsF
It should be noted that the results presented above were calculated with the 
TURBOMOLE quantum chemical package which uses a different method of calcu­
lating the chemical shielding anisotropy to that used in the Gaussian 94/98 package,
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which does not allow direct comparison of the respective anisotropies.
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3.3.4 Analysis
The results of the investigation of the effect of hydrogen bonding upon the chem­
ical shielding in monofluorobenzene exhibit several interesting features.
For comparison, Table 3.5 shows the results of the NMR chemical shielding 
calculated for monofluorobenzene using the same locally dense basis set as was 
used for the other NMR calculations in this chapter^ at both the MP2-GIA0 and 
Hartree-Fock GIAO levels of theory with the geometry optimized at the MP2 level 
of theory using a 6-31G** basis set. Also shown is the experimentally determined 
^®F chemical shielding with respect to CFCI3  as reported in Compilation of Reported 
F I9 NMR Chemical Shifts [60].
Theory ^^F Chemical ®^F Chemical ®^F Shielding Relative Experimental
Level Shielding (ppm) Anisotropy (ppm) To CFCI3  (ppm) (ppm)
HF 341.4340 67.1221 112.7822 113.12
MP2 327.3221 61.5008 131.9380
Table 3.5: Calculated ^®F NMR chemical shielding and anisotropy in CeHsF.
The calculated shieldings are displayed graphically in Fig. 3.7 on page 76 and it 
is immediately apparent that hydrogen bonding has an effect upon the calculated 
chemical shielding. In all of the systems studied the ^^F chemical shielding is in­
creased over that of non-hydrogen bonded monofluorobenzene at both the Hartree- 
Fock GIAO and MP2-GIA0 levels of theory. The increases calculated range from
2.3 to 7.4 ppm at the MP2-GIA0 level of theory with similar, although slightly 
larger by on average about 1  ppm, increases observed at the Hartree-Fock GIAO 
level of theory.
Comparison with the experimental value in Table 3.5 is useful only in that one 
observes that the effect of hydrogen bonding is to increase the shielding of the flu­
orine atom. However, in Progress in Nuclear Magnetic Resonance Spectroscopy [61] 
the authors report an observed increase of 4.2 ppm in the ^^F chemical shift in 
monofluorobenzene when dissolved in 75% (vol) aqueous methanol. While this is 
not necessarily due solely to the effects of hydrogen bonding and additional factors 
could be involved, it is nonetheless encouraging to observe an experimental increase 
that is of the same order of magnitude as those calculated.
Fig. 3.8 on page 76 shows the bond enthalpies of the fluorine-hydrogen and 
fluorine-deuterium hydrogen bonds calculated at both the MP2-GIA0 and Hartree- 
Fock GIAO levels of theory. While the possible limitations of the results for C6 H5 F.D2 O 
must be borne in mind, it can be observed that the strength of the hydrogen bond 
between both water and “heavy water” with monofluorobenzene is greater than that 
between two adjacent monofluorobenzene molecules. This suggests that monofluo­
robenzene will tend to form more hydrogen bonds with water than with other CgHsF
^6-31H-+G(2d,2p) for fluorine and 6-311G** for carbon and hydrogen.
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-D hydrogen bond calculated at the
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molecules, which is reasonable when the relative sizes of the two molecules are con­
sidered. It is also worth noting that the range of bond enthalpies encompasses the 
value for the hydrogen bond between water molecules of -22 kJmol“ .^ This suggests 
that all possible forms of hydrogen bonding will occur to some degree.
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3.4 Conclusion
In addition to reinforcing the trends previously observed in the calculation of fluorine 
NMR chemical shieldings, this study also throws light on the effect that hydrogen 
bonding has upon the chemical shielding.
In general, the inclusion of hydrogen bonding interactions has the effect of in­
creasing the observed fluorine NMR chemical shielding, in the case of monofluoroben­
zene by a value between approximately 2 and 8  ppm. Experimental observations 
have noted an increase of a similar magnitude when monofluorobenzene is dissolved 
in an aqueous methanol solution and the trend can be expected to apply to the 
other fluorobenzenes as well, although this would have to be verified.
The bond enthalpies associated with the F—H hydrogen bond suggest that 
monofluorobenzene tends to favour hydrogen bonding to water rather than other 
monofluorobenzene molecules. This is probably due to steric effects which are more 
pronounced in interactions between the large monofluorobenzene molecules than in 
these between monofluorobenzene and the smaller water molecule.
With respect to the question of incorporating fluoroaromatic amino acids into 
proteins with the aim of using the fluorine NMR chemical shielding to help pre­
dict structural data, the findings of this investigation are encouraging. The NMR 
chemical shielding of fluorine in monofluorobenzene is sensitive to the effects of hy­
drogen bonding which are thought to play an important role in the formation of 
the complex folding patterns of biological molecules. Not only does the presence 
of hydrogen bonds affect the chemical shielding of fluorine, but the nature of the 
fragment to which the fluorine is hydrogen bonded can be determined by observing 
the magnitude of the change in the chemical shielding. It should therefore be very 
useful to employ fluoroaromatic amino acids as structural probes in large biological 
molecules such as proteins.
Chapter 4 
Basis Set Convergence o f the  
Calculated Chem ical Shielding
In this chapter the basis set convergence of the calculated chemical shieldings of 
selected nuclei within methane, ammonia, water and hydrogen fluoride are studied 
at the Hartree-Fock GIAO and MP2-GIA0 levels of theory using the correlation- 
consistent basis sets of Dunning and co-workers. In addition, the performances of 
17 basis sets in the calculation of the ^^F chemical shielding of monofluorobenzene, 
1,3,5-trifluorobenzene and hexafluorobenzene are investigated.
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4.1 Introduction
The choice of basis set, as it was noted in Sec. 2.1.4 (page 34), is along with the 
choice of theoretical method of great importance when performing quantum chemi­
cal calculations. As the size of the basis set and thus the number of basis functions 
K  increases, there is an associated increase in the accuracy of the model, albeit at 
a slower rate, until the Hartree-Fock limit is reached (Fig. 2.3 on page 35). In the 
case of NMR calculations the accuracy of the calculated chemical shielding is very 
sensitive to the number of basis functions and to achieve useful results one must use 
a large basis set as has been shown by the calculations of De Dios and Oldfield [55] 
and Karadakov, Webb and England [56, 57].
It would therefore be recommended in every case to use a basis set which is 
close to the Hartree-Fock limit, particularly for NMR calculations. This is however 
impractical from a computational viewpoint, just as it is impractical to perform full 
Cl calculations, which leads to the necessity to use smaller good quality basis sets.
As it was noted in the introduction to Chapter 3, Karadakov, Webb and England 
made use of a locally dense basis of 6-311++G(2d,2p) on fluorine and 6-311G(d,p) 
on carbon and hydrogen. This results in a total of 165 basis functions in the case 
of monofluorobenzene with the number increasing to 270 basis functions for hex­
afluorobenzene (CgFe). While 270 basis functions are not an excessive amount for 
most modern Hartree-Fock GIAO programs such as Gaussian 94/98 when run on 
a modern workstation, the situation changes abruptly if electron correlation effects 
are included.
In the case of an MP2-GIA0 calculation on CeFe with the afore mentioned ba­
sis set consisting of 270 basis functions, Gaussian 98 requires over 52 Gb of disk 
space and a considerable amount of CPU time. There have been developments to 
overcome the excessive disk space and CPU time requirements, particularly with 
the direct MP2-GIA0 scheme of Gauss and co-workers [62] and the use of molecu­
lar point group symmetry [63] which have been incorporated into the latest version 
of the TURBOMOLE package. However, even with these developments the com­
putational effort associated with MP2-GIA0 and higher level treatments such as 
MP3-GIA0 or coupled-cluster GIAO for experimentally interesting fluoroaromatic 
compounds still remains substantial.
With this in mind it is important to be able to identify a basis set of as small a 
size as possible which is still capable of producing ®^F chemical shielding values close 
to the Hartree-Fock limit, thus allowing savings in computational resources. The 
results of the comparison of the performances of 17 different basis sets for the cal­
culation of the ^^F chemical shielding in monofluorobenzene, 1,3,5-trifluorobenzene 
(1,3,5 C6 H3 F3 ) and hexafluorobenzene (CqFq) at the Hartree-Fock GIAO level of 
theory are presented in this chapter.
The interest in the convergence of the results obtained with different basis sets
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toward the Hartree-Fock limit has not just been restricted to the investigation of 
NMR chemical shieldings. In recent studies Helgaker and co-workers [64, 65, 6 6 ] 
have undertaken investigations into basis set convergence of a number of electronic 
properties such as correlation energy, interaction energy in hydrogen bonded com­
plexes and molecular electric dipole moments. These studies are based upon the 
work of Feller [67, 6 8 ] who proposed a system of extrapolation of Hartree-Fock en­
ergies toward the basis set limit using a systematic suite of basis sets, namely the 
correlation consistent basis sets of Dunning and co-workers^^. In his investigation 
Feller discovered that by using a simple three parameter exponential model of the 
form 0 -1 - 5  exp{—c X )  with X  being the cardinal number of the basis set^ it was 
possible to extrapolate with reasonable accuracy to the Hartree-Fock limit for the 
energy. However, when Helgaker and co-workers tried to apply this model to corre­
lation energies such as those calculated at the MP2 level and other properties such 
as the molecular electric dipole moment they discovered that in order to correctly 
extrapolate to the Hartree-Fock limit it was necessary to use a model of the form 
a +  6  X~^.  The choice of this simple yet effective expression was based upon the 
investigation of Schwartz [69, 70] into the second-order energy of the l / Z  pertur­
bation expansion for two-electron atoms, e.g. helium. Schwartz’s investigations 
indicated that the correlation energy should not converge exponentially but as an 
inverse power of the highest angular momentum function present in the basis set, 
which Helgaker and his co-workers identified as corresponding to the cardinal num­
ber of the correlation consistent basis set.
The results of an investigation into the basis set convergence of the NMR chem­
ical shielding of four small and experimentally well studied molecules; CH4 , NH3 , 
H2 O and HF at both the Hartree-Fock GIAO and MP2-GIA0 levels of theory are 
reported and discussed in this chapter.
^See page 37 for a discussion of this group of basis sets.
^That is 2 for the the double-^ cc-pVDZ basis set; 3 for the triple-^ cc-pVTZ basis set, etc.
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4.2 C om putational Procedure
For the calculations performed upon monofluorobenzene, 1,3,5-trifluorobenzene and 
hexafluorobenzene, the Gaussian 94/98 quantum chemical package was used. The 
geometries of CgHsF, 1 ,3 ,5 -C6 H3 F 3 , CeFe and the reference CFCL3 were optimized 
at the MP2 level of theory using the 6-31G** basis set under the tight criteria. This 
yields a carbon fluorine bond length for CeHeF of 1.358 Â which is in very good 
agreement with the experimental microwave measurement of 1.354 ±0.006 Â, as 
reported by Bojesen and co-workers^ [71].
The NMR chemical shieldings of all four molecules were calculated using the 
Hartree-Fock GIAO technique in conjunction with standard basis sets of four groups: 
the Pople/McLean-Chandler basis sets 6-31G, 6-311G, 6-31G**, 6-311G**, 6-311++G, 
6-311++G**, 6-311G(2d,2p), 6-311++G(2d,2p) and 6-311++G(3df,3pd); the IGLO 
basis sets IGLO-II and IGLO-III of Schindler and Kutzelnigg; the Karlsruhe basis 
sets K-DZP and K-TZP developed by Ahlrichs and co-workers; and the correlation 
consistent basis sets cc-pVDZ, cc-pVTZ, cc-pVQZ and cc-pV5Z of Dunning. Exper­
imental chemical shielding values for all four molecules were taken from the book 
Compilation of Reported NMR Chemical Shifts by Dungan and van Wazer [60].
For the investigation of basis set convergence the geometries of CH4 , NH3 , H2 O 
and HF were taken from experimental sources [72, 73, 74, 75].
The NMR chemical shieldings were calculated for all four molecules with the 
Gaussian 98 package using both the Hartree-Fock GIAO and MP2-GIA0 tech­
niques in conjunction with the correlation consistent basis sets of Dunning. For 
NH3 , H2 O and HF the Hartree-Fock GIAO shieldings were calculated with the cc- 
pVDZ, cc-pVTZ, cc-pVQZ, cc-pV5Z and cc-pV6 Z basis sets and the MP2-GIA0 
shieldings with the cc-pVDZ, cc-pVTZ, cc-pVQZ and cc-pV5Z basis sets. Unfortu­
nately, due to limitations in both the Gaussian 98 and TURBOMOLE packages, it 
was not possible to perform Hartree-Fock GIAO and MP2-GIA0 shielding calcu­
lations on CH4 with the same range of basis sets. Thus, for CH4 the Hartree-Fock 
GIAO shieldings were calculated using the cc-pVDZ, cc-pVTZ, cc-pVQZ and cc- 
pV5Z basis sets with the MP2-GIA0 shieldings being calculated with the cc-pVDZ, 
cc-pVTZ and cc-pVQZ basis sets.
For the plotting and analysis of data the Origin [76] data analysis and technical 
graphics package was used.
The experimental NMR chemical shieldings were taken from a variety of sources.
The ^^F shielding in HF comes from Hindermann and Cornwell [77], the ^^O shield­
ing in H2 O from investigations by Appleman and co-workers [78], the ®^N shielding 
in NH3 from work by Kukolich [79] and the shielding in CH4 from Jameson and
^The Cartesian co-ordinate specifications of the optimized structures can be found in Appendix 
A on page 126.
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Jameson [74].
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4.3 R esults and A nalysis
The results of the calculations and their analysis are presented in the following 
section. The first part deals with the comparison of the performance of 17 basis 
sets in the calculation of the chemical shielding in monofluorobenzene, 1,3,5- 
trifluorobenzene and hexafluorobenzene. The second part contains the results of the 
investigation of the basis set convergence of the NMR chemical shieldings of selected 
nuclei within methane, water, ammonia and hydrogen fluoride.
4.3.1 Basis Set Comparison of the Chemical Shielding 
in Three Fluorobenzenes
Before analyzing the results of the shielding calculations, it is instructive to observe 
the eff'ect of the basis set choice upon the total Hartree-Fock energy of CgHsF, 1,3,5- 
CeHsFa and CeFe (Fig. 4.1, Fig. 4.2 and Fig. 4.3 on pages 86-87).
As expected, the lowest total energies are produced by the largest basis sets, 
namely IGLO III (295, 345 and 420 basis functions for monofluorobenzene, 1,3,5- 
trifluorobenzene and hexafluorobenzene, respectively), cc-pVQZ (535, 585 and 660 
basis functions) and cc-pV5Z (912, 984 and 1092 basis functions). It is interesting 
to note however that the Karlsruhe-TZP (K-TZP) basis set with just 170, 198 and 
240 basis functions yields a total Hartree-Fock energy which is very close to that 
of the largest basis sets, and proves superior to that calculated with a number of 
larger basis sets including 6-3114—i-G(2d,2p).
The results of the shielding calculations are collected in Figs. 4.4-4.9 (pages 87- 
90). Figs. 4.4, 4.6 and 4.8 illustrate the effect of the basis set upon the absolute ^^F 
chemical shielding for GgHsF, 1 ,3 ,5 -C6 H3 F3 and CgFe respectively. The deviations 
of the corresponding calculated -^^ F chemical shieldings, with respect to CFCI3 , from 
the experimental values reported by Dungan and van Wazer of 113.12 ppm, 101.0 
ppm and 162.9 ppm are presented in Figs. 4.5, 4.7 and 4.9.
As is clear from inspection of the results presented in Figs. 4.4-4.9, the variation 
in the calculated ^^ F^ chemical shieldings of the three fluorobenzenes between the ba­
sis sets are significant and much less systematic than the corresponding variations 
of the total Hartree-Fock energy. For CgH^F and 1 ,3 ,5 -C6 H3 F 3 the most accurate 
value of the ^^®F shielding is provided by the K-TZP basis set, and in the case of 
CeFe the shielding predicted with this basis set is similar to those coming from larger 
bases. Surprisingly, the small 6-31IG basis provides an estimate of the ^^F absolute 
shielding which is not too different from the figures produced with the larger basis 
sets, and when augmented with polarization functions (6-31IG**) produces figures 
comparable to both the K-TZP and larger basis sets.
The accuracy of all of the ^^F shielding values using basis sets of double-C is dis-
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appointing, which indicates that the reliable theoretical determination of NMR 
parameters requires a basis set of no less than triple-^ quality.
One observation of interest is that the IGLO II basis set provides poor shielding 
values despite being comparable in size to the 6-311++G** basis and returning 
similar energies. The IGLO III basis set on the other hand returns a low value 
for the total Hartree-Fock energy and reasonable shielding values. However, there 
seems to be little point in using IGLO III as well as the larger Pople/McLean 
Chandler and correlation consistent basis sets for the calculation of NMR shieldings 
in fluoroaromatic compounds as they only, at best, offer the same and often worse 
accuracy compared to the smaller K-TZP and 6-311G** basis sets.
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Figure 4.1: Hartree-Fock energy of monofluorobenzene calculated with different 
basis sets.
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Figure 4.2: Hartree-Fock energy of 1,3,5 trifluorobenzene calculated with different 
basis sets.
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Figure 4.3: Hartree-Fock energy of hexafluorobenzene calculated with different basis 
sets.
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Figure 4.4: Hartree-Fock GIAO chemical shielding of ®^F in CeHsF.
4.3. RESULTS AND ANALYSIS 88
f l!i
IIl lII
I IQ
35-1
30
25-1
20
15
10
5
0
-5
^  t
i i9- CD
I▲ 00 CLI
i
o I
I▲
9- o>
IilÔ
(6▲
Bæis Set (Number of Basis Functions)
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Figure 4.8: Hartree-Fock GIAO chemical shielding of ®^F in CeFg.
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4.3 .2  B asis Set C onvergence o f th e  N M R  C hem ical Shield­
ing in C H 4 , N H 3 , H 2 O and H F
Before investigating the basis set convergence of the chemical shieldings of selected 
nuclei in CH4 , NH3 , HgO and HF, it was decided to confirm the previous work of 
Helgaker and co-workers with regard to the Hartree-Fock and MP2 total energy 
convergence for these molecules. To this end, the total Hartree-Fock and MP2 en­
ergies of the four molecules were calculated with the correlation consistent basis 
sets and fitted with the a +  6  exp(—cX) and a +  bX~^ functions, as is shown in 
Figs. 4.10-4.13 on pages 94-95.
As can be seen, the fit of the exponential a + 6  exp(—cX) function to the Hartree- 
Fock energy is very good. In this expression, the value of a corresponds to the total 
Hartree-Fock energy at the basis limit.The value of the correlation coefficient, 
can be an indicator of the “goodness” of the fit of the curve to the data. It has a 
value ranging from 0 to 1 (no fit to perfect fit of the curve to the data). However, 
care must be taken in using R^ values as an absolute guide to the quality of the fit 
of the curve to the data, as in situations where the number of data points is low (as 
is the case here) or where quadratic or higher order power functions are used, 
can often indicate that the fit is of a higher quality than in reality^.
For the MP2 total energy, the a +  bX~^ function was fitted to the cc-pVXZ basis 
sets, with the exclusion of the double-^ cc-pVDZ basis set. The justification for 
this exclusion lies in the fact that the cc-pVDZ basis set is too small to give reliable 
information about the convergence, and indeed inclusion of the double-<^ basis sets 
in the fits would give results in worse agreement with both the calculated numbers 
for the largest basis sets and the estimated basis set limits. With the exclusion of 
the cc-pVDZ basis set, as can be observed in Figs. 4.10-4.13, the a-\-bX~^ function 
provides an excellent fit to the data with the parameter a corresponding to the total 
MP2 energy at the basis limit.
The results of the shielding calculations are collected in Figs. 4.14-4.21 on 
pages 96-99 and the experimental values of the shieldings are presented in Table 4.1.
in CH4  
(ppm)
in NH3  
(ppm)
1 ^ 0  in H2 O 
(ppm)
i^F in HF 
(ppm)
Experimental
Shielding
195.1 264.54 334.0 410.0
Table 4.1: Experimentally determined chemical shieldings for CH4 , NH3 , H2 O and 
HF.
Just as in the case of the MP2 total energy, the shieldings at both Hartree-Fock
^For more information on the correlation coefficient and its calculation see any good statistics 
textbook such as Miller and Miller [80].
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and MP2 levels of theory predicted by the cc-pVDZ basis set are excluded from 
the fit. Once again, this is justifiable as the cc-pVDZ basis has been shown to be 
particularly unsuitable for the calculation of theoretical NMR shieldings.
As it becomes clear from examining Figs. 4.14-4.21, the variations in the calcu­
lated chemical shieldings with the different basis sets are much less systematic than 
the variations observed in the total energy.
In the case of the Hartree-Fock GIAO shieldings the best fit to the data is pro­
vided by the a -t- 6  exp(—cX) function, while the a + bX~^ function fails to fully 
describe the data points in molecules other than HF. Upon inspection of the a pa­
rameter, which relates to the Hartree-Fock GIAO shielding at the basis set limit, 
it becomes clear that both functions predict a value within a fraction of one ppm 
except in the case of CH4  where the two predicted values are within two ppm of one 
another. Comparison of the predicted shielding values at the basis limit with the 
experimental shieldings in the cases of CH4  and HF shows reasonable agreement; 
191.9979 ppm and 193.1184 ppm compared to an experimental value of 195.1 ppm 
for CH4 , and 413.6771 ppm and 413.6495 ppm compared with 410.0 ppm for HF. 
However the agreement with the experimental shieldings for NH3 and H2 O are not 
as good, in the case of NH3 the predicted and experimental shieldings differ by about 
16 ppm and for H2 O the difference is about 8  ppm.
Upon examination of the MP2-GIA0 shieldings it becomes apparent that nei­
ther the a +  b exp(—cX) function nor a + bX~^ function provide a fully satisfactory 
fit to the data in all cases. For CH4 , in which the fits consist of two data points 
only, it is impossible to decide which of the two functions provides the better fit to 
the data. In the case of HF, where the ^^ F shielding calculated with the cc-pVQZ 
basis set is larger than that calculated with the cc-pVTZ basis set, it is not possible 
to fit the a 4-b exp(—cX) function to the data and the fit of the a + 6 X~  ^function, 
while possible, is poor. For NH3  and H2 O the better fit to the data is provided by 
the a + 6  exp(—cX) function, however the MP2-GIA0 shielding at the basis limit 
is lower, and closer to the experimental value, if approximated with the a + bX~^ 
function. Comparing the calculated shielding at the basis limit with the experi­
mental value for CH4  shows a difference similar in magnitude to that calculated at 
the Hartree-Fock GIAO level of theory. However, the agreement of the extrapo­
lated MP2-GIA0 shielding for HF of 424.7522 ppm with the experimental value 
of 410.0 ppm is inferior to that of the extrapolated Hartree-Fock GIAO shielding. 
For both NH3  and H2 O the MP2-GIA0 shieldings are closer to the experimentally 
observed values than the Hartree-Fock GIAO shieldings, with the a T b  exp(—cX) 
function providing the closer estimate in both cases.
This investigation suggests that neither the a 4-b exp(—cX) function of Schwartz 
nor the a TbX~^ function of Helgaker and co-workers are capable of fully describing 
the basis set convergence of the NMR chemical shielding. One possible explanation 
lies in the second-order nature of the chemical shielding tensor, which can be ex­
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pressed as the second partial derivatives of the energy with respect to the compo­
nents of the nuclear magnetic moment and the magnetic field vector. A second-order 
derivative is usually much more difficult to approximate, interpolate and extrapolate 
than the inital function, and one may need to use more complicated fitting functions 
such as tt +  cbiX  ^-f- 0 2 X   ^T  CI3 X   ^-1- . . .
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Figure 4.11: Extrapolated Hartree-Fock and MP2 total energies for NH3.
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Figure 4.13: Extrapolated Hartree-Fock and MP2 total energies for HF.
4.3. RESULTS AND ANALYSIS 96
204-
CH^  Hartree Rxi< GIAO 
■ oopVXZ202 - a 193.11838 ±022903 b 63.89271 ±9.71676
P  200 -
b 11.84295 
c 0.41159 ±-196-
194-
192
61 2 3 4 5
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Figure 4.15: Extrapolated MP2-GIA0 chemical shielding in CH4.
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Figure 4.17: Extrapolated MP2-GIAO chemical shielding in NH3.
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Figure 4.18: Extrapolated Hartree-Fock GIAO chemical shielding in H2 O.
H2OMP2 GAO 
■ oopVXZ  y=a + bX^
R* = 0.96432
a 345.31018 ±0.89255 
b 196.07585 ±37.7186
y=a + baxp(-c)Q
a 338.0691 b 3229525 c 0.27069 ± -
Figure 4.19: Extrapolated MP2-GIA0 chemical shielding in H2O.
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Figure 4.20: Extrapolated Hartree-Fock GIAO ^^F chemical shielding in HF.
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Figure 4.21: Extrapolated MP2-GIA0 ®^F chemical shielding in HF.
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4.4 Conclusion
The comparison of the results of Hartree-Fock GIAO calculations for monofluo- 
robenzene, 1,3,5-trihuorobenzene and hexafluorobenzene utilizing 17 different basis 
sets shows that it is possible to achieve remarkably accurate values for the ^^F chem­
ical shielding with the modestly sized Karlsruhe-TZP basis set, or even with the 
6-311G** basis set. The use of these basis sets in Hartree-Fock and post Hartree- 
Fock shielding calculations on fluoroaromatic molecules, especially within locally 
dense constructions, can lead to significant computational savings in comparison 
with larger basis sets such as 6-311-i-+G(2d,2p) for example, which has been used 
for fluorine in previous NMR shielding calculations on fluorobenzenes.
Although the results reported here are only for three fluorobenzenes, the Hartree- 
Fock GIAO ^^F chemical shieldings for other fluorobenzenes should manifest very 
similar basis set dependence.
On the other hand, the investigation into the basis set convergence of the shield­
ing has proved to be less conclusive. The exponential function of Schwartz and the 
power function of Helgaker and co-workers, while being capable of providing excel­
lent fits to the energy, come short of fully describing the basis set convergence of the 
NMR shieldings at either the Hartree-Fock GIAO or MP2-GIA0 levels of theory.
A successful analysis will require much more complicated fitting functions and more 
data points, which in turn could depend on the availability of larger basis sets of 
the 7 -(  and 8 -C type.
C hapter 5 
Tem perature D ependence o f the  
N M R  C hem ical Shielding
In this chapter the effect of intramolecular motion and temperature upon the calcu­
lated NMR shielding is investigated for the molecules NH3 , NF3 , PH3 , PF 3 and PF 5 . 
The shieldings are calculated at both the Hartree-Fock GIAO and MP2-GIA0 levels 
of theory with a locally dense basis of 6-311+4-G(2d,2p) for nitrogen and phospho­
rus and 6-311G** for hydrogen and fluorine.
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5.1 Introduction
As it was mentioned in the chapter describing the theoretical background to modern 
quantum chemical methodology one of the first and most fundamental approxima­
tions made is the Born-Oppenheimer one which assumes that the nuclei in a molec­
ular system are stationary. Thus when electronic properties are calculated they 
represent a “snapshot” of the situation within the frozen molecule at an instant in 
time. For the majority of properties such as the total energy this “snapshot” can 
be regarded as an acceptable description of the property in the real molecule, at a 
temperature of 0  and with the limitations of the level of theory used.
There are situations, however, in which this “snapshot” of the molecule can 
produce results which are misleading and do not compare well to experimentally 
determined properties. In the case of NMR shielding calculations, for example, it 
has to be borne in mind that most experimental measurements are undertaken at 
room temperature in the liquid and gaseous phases, where there will be some de­
gree of intramolecular motion. This movement is not significant for the majority of 
molecules, because the energy of the nuclei is not sufficient to overcome the bond 
or torsional energy required to change the overall geometry of the molecule, and for 
NMR measurements the timescale of the reading averages out the vibrations of the 
nuclei. However, for molecules where the energy required to change the geometry is 
low, such as NH3 or PF 5 , the effects of this motion can be significant.
Given the extent to which the nuclear shielding depends upon the electronic dis­
tribution and thus the geometry of the molecule, it is not surprising that there have 
been investigations focusing on the effect changing bond lengths and angles have 
upon the calculated NMR shieldings. In the mid eighties Webb and co-workers [81] 
performed a series of semi-empirical molecular orbital nuclear shielding calculations 
investigating the variation of the shielding with changes in geometry for a series of 
small molecules including NH3 , PH3 , NF3 and PF 3 . They observed that, although 
the reliability of the absolute shieldings was less than satisfactory, there appeared to 
be an increase in the central atom shielding for NH3 , NF3 and PH3 as the pyrami­
dal angle decreased, with the opposite being the case for PF 3 . This discrepancy in 
behaviour was attributed to the large electronegativity difference between fluorine 
and phosphorus.
Since this initial study there has been some further work using modern quantum 
chemical methods on the effect of changes in bond lengths and angles upon the 
NMR shielding in some of these molecules [82, 83], as well as some interest in the 
influance of geometry changes upon shielding in general (see for example the work 
of Jameson and de Dios [84]).
^This is not entirely true as it has been discovered that even at absolute zero the motion of the 
nuclei does not completely cease. However it is acceptable to state that the result of the calculation 
within the Born-Oppenheimer approximation corresponds to the state of the molecule at 0 K.
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An interesting example of intramolecular motion is presented by the stereo­
chemical non-rigidity displayed by phosphorus pentafluoride PF 5 . This molecule 
rapidly interconverts the equatorial and axial fluorine atoms in the trigonal bipyra­
mid through a mechanism termed Berry pseudorotation, which is known to have a 
very low energy barrier. While this molecule and the Berry pseudorotation have 
been well studied using both theoretical and experimental methods [85, 8 6 , 87, 8 8 ] 
there has yet been no attempt to investigate the effect of this pseudorotation upon 
the NMR shieldings.
This chapter incorporates the results of a series of shielding calculations upon 
NH3 , NF3 , PH3 , PF3  and PF5  at both the Hartree-Fock GIAO and MP2-GIA0 
levels of theory in which the bond lengths and angles were systematically changed 
to model intramolecular inversion and pseudorotation.
At room temperature all of these molecules, as it was already mentioned, exhibit 
stereochemical non-rigidity: NH3 , NF3 , PH3 and PF 3 undergo inversion through 
a planar transition structure, while PF 5 exhibits fluorine exchange through Berry 
pseudorotation. By using a form of the Boltzmann distribution‘s
( - )
it is possible to calculate the effect of inversion (or pseudorotation) upon the chemical 
shielding at a certain temperature {o't )^  using the shieldings and energies {a{ and Ei)^ 
of the molecule calculated at various geometries as it undergoes inversion or pseu­
dorotation. In the final part of this chapter this analysis is applied to the five 
molecules mentioned over a temperature range of 100 to 1000 K.
^For a description of the Boltzmann distribution and its derivation, see any good physical 
chemistry textbook, for example Atkins [89].
 ^Where i is an integer ordering parameter, so for example « =  1 refers to the 90° values of a 
and E l
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5.2 C om putational Procedure
All geometry optimizations and nuclear shielding calculations on NHg, NF3 , PH3 , 
PF 3 and PF 5 were carried out using the Gaussian 98 quantum chemical package.
The geometries of NH3 , NF3 , PH3 and PF 3 were calculated at the MP2 level 
of theory using the very tight convergence criteria^ with a 6-31G** basis set. The 
angle 0 , defined as the angle between an imaginary point above the central atom and 
the satellite atoms (see Fig. 5.1), was varied between 90° and about 140° to 150° 
and the geometry was optimized (with the angle held constant) at each of these 
values. The geometry of PF 5 was optimized to the transition structure between the 
two geometries connected through the Berry Pseudorotation at the MP2 level of 
theory using a 6-31G** basis set subject to the very tight convergence criteria. This 
was followed by an IRC calculation at the MP2  level of theory using the very tight 
criteria and a 6-31G** basis set.
I Angle ©
Figure 5.1: The angle 0 .
The NMR shieldings of all molecules were calculated at each geometry with both 
the Hartree-Fock GIAO and MP2-GIA0 techniques utilizing a locally dense basis 
of 6-311+-fG(2d,2p) on the central atom and 6-31IG** on the satellite atoms.
Calculation of the Temperature Dependence
In order to evaluate the shielding at a certain temperature and over a range of tem­
peratures, a program was written in C4—I-, the printout of which can be found in 
Appendix B on page 131. The program reads from two files containing the energy 
and NMR shielding data at each 0  value and allows the user to choose to calculate 
the shielding at one temperature, as defined in Eq.(5.1), or over a range of temper­
atures.
'‘The very tight convergence criteria converged to thresholds of 2xl0~®, 1x10“®, 6x10“® and 
4x10“® for the maximum force, RMS force, maximum displacement and RMS displacement re­
spectively.
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5.3 R esults and A nalysis
The following section summarizes the results of the calculations on the variation in 
nuclear shieldings with © and the temperature dependence of the shieldings.
5.3.1 Effect of Intramolecular M otion upon the NM R Shield­
ing
By varying the angle 0  and re-optimizing the geometry, it was possible to build 
up representations of the inversions of NH3 , NF3 , PH3  and PF3 , as is depicted in 
Fig. 5.2. Likewise, following the IRC for PF5  from the transition structure to the 
energy minimum produced a similar representation of the Berry pseudorotation, as 
shown in Fig. 5.3.
0.994
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Figure 5.2: Representation of the intramolecular motion studied in NH3, showing 
N—H bond lengths in Â.
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Figure 5.3: Diagrammatic representation of the Berry pseudorotation of PF5.
It informative at this point to examine the changes in the total energies of the 
molecules, calculated at the MP2 level of theory, as they undergo inversion or pseu­
dorotation, which are shown in Figs. 5.4-5.S on pages 108-110. In each case note 
that only one half of the inversion or pseudorotation sequence is depicted due to their
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symmetric nature. In the cases of NH3, NF3, PH3 and PF3 the changes in the total 
energies with 0  are of a similar character: there is a steady decrease in energy from 
the planar structure to the equilibrium structure followed by an increase in energy 
upon further distortion. Likewise for PF5, there is a steady decrease in energy from 
the transition structure to the equilibrium structure, which corresponds to the end 
of the IRC, Fi’om these results it is possible to roughly calculate the energy barrier 
of the inversion ,^ the results of which are presented in Table 5.1.
NH3 
(kJ mol“ )^
NF3 
(kJ mol“ )^
PH3 
(kJ mol~ )^
PF3 
(kJ mol~ )^
PFs 
(kJ mol~ )^
1 2 340 142 346 16
Table 5.1: Approximate values of the energy barrier to inversion for NH3, NF3, PH3, 
PF3 and PFg.
From these results, which are only approximate, it is clear that there is at least 
an order of magnitude difference in the size of the energy barrier to rotation for NH3 
and PF5 compared with NF3, PH3 and PF3. The low value calculated for NH3 and 
PF5 is confirmed by experimental observations of these molecules in which it has so 
far proven to be impossible to cool the molecules sufficiently to prevent inversion or 
pseudorotation.
The results of the shielding calculations are presented in Figs. 5.9-5.13 on pages 110- 
112. In the cases of NH3  and PH3  it is observed that the central atom shielding cal­
culated with both the Hartree-Fock GIAO and MP2-GIA0 methods approaches a 
minimum at the equilibrium geometry and increases upon further distortion. How­
ever, the curves for NF3  and PF3  exhibit a different behaviour. They approach 
maxima, rather than minima, at the equilibrium geometries, with the shielding de­
creasing upon further increase of 0. These results improves upon the observations 
of Webb and co-workers [81] on the anomalous behavior of the ^^ P shielding in PF3 : 
The shielding variation is much smaller than observed for the shielding in NF3 , 
but still has the same pattern, which the semi-empirical method previously used did 
not detect.
Also of interest are the differences between Hartree-Fock GIAO shieldings and 
MP2-GIA0 shieldings. The agreement between the shieldings calculated with the 
two methods is better if the satellite atom is hydrogen, and in addition the Hartree- 
Fock GIAO shieldings are lower than the MP2-GIA0 shieldings, while the converse 
is observed if the satellite atom is fiuorine. This is due to the increase of the impor­
tance of electron correlation effects in the more electron rich NF3  and PF3  molecules.
The change in the ^^ P shielding in PF5  is quite different to the previously ob­
served trends. The shielding at the transition state geometry is lower than that at
®That is the energy difference between the 90° structure and the minimum energy structure.
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the minimum energy geometry. The differences between the Hartree-Fock GIAO 
shieldings and MP2-GIA0 shieldings which were observed for the other molecules 
are exhibited in the case of PF 5 , as well.
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Figure 5.4: Energy dependence on © for NH3 .
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Figure 5.5: Energy dependence on 0  for NF3.
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Figure 5.7: Energy dependence on 0  for PF3.
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Figure 5.8: IRC energy profile for PF5.
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Figure 5.9: Variation in the N shielding with 0  for NH3.
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Figure 5.10: Variation in the shielding with 0  for NF3 .
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Figure 5.11: Variation in the shielding with 0  for PH3.
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Figure 5.12: Variation in the shielding with 0  for PFg.
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Figure 5.13: Variation in the shielding along the IRC for PF5.
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5.3.2 Temperature Dependence of the NM R Shieldings
The results of calculating the temperature dependence of the NMR chemical shield­
ings, as defined in Eq.(5.1), over a range of temperatures are presented in Figs. 5.14- 
5.23 on pages 114-118. The temperature range chosen was from 100 K to 1000 K to 
fully allow any trends present to become evident, even though the molecules under 
investigation would most likely dissociate before 1000 K.
It is worth mentioning at this point that the results do not fully describe the tem­
perature dependence of the NMR shielding. Frequency calculations were performed 
upon the molecules under investigation which revealed that there are additional 
modes of intramolecular motion such as bond stretching and other rovibrational 
motions that have a non-negligible effect. Nevertheless, the results presented in 
Figs. 5.14-5.23, while not showing the full picture of the effect of changing temper­
ature on the shielding, are still of interest in that they show the contribution to the 
temperature dependence of the central atom shielding of the molecular inversion or 
Berry pseudorotation.
For the majority of the molecules studied here it can be seen that inversion con­
tributes relatively little to the temperature dependence of the central atom shield­
ing, on average about one ppm over the temperature range in question, which is 
in agreement with the previous study of Jameson and co-workers on the tempera­
ture dependence of the ^^N shielding in NHg [83]. However, the effect of inversion 
upon the temperature dependence of the shielding in PH3 (Figs. 5.18 and 5.19 
on page 116) is more significant, accounting for a change of about 1 1  ppm in the 
MP2-GIA0 shielding and about 6.5 ppm in the Hartree-Fock GIAO shielding.
PF3, unlike the other molecules studied, does not exhibit either a continual in­
crease or decrease in the central atom shielding with an increase in temperature 
(Figs. 5.20 and 5.21 on page 117). The effect of inversion in this case is to increase 
the ^^P shielding with the increase in temperature up to a maximum in the vicinity 
of 450 K. This behaviour is much more pronounced at the Hartree-Fock GIAO level 
of theory than at the MP2-GIA0 level of theory which suggests that electron cor­
relation effects play an important role in this molecule. However to fully investigate 
this it would be necessary to perform higher-level shielding calculations such as 
MP4-GIA0 or coupled-cluster GIAO, codes for which are not yet readily available.
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Figure 5.14: Variation of the Hartree-Fock GIAO shielding in NH3 with tem­
perature.
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Figure 5.15: Variation of the MP2-GIA0 shielding in NH3 with temperature.
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Figure 5.16: Variation of the Hartree-Fock GIAO shielding in NF3  with tem­
perature.
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Figure 5.17: Variation of the MP2-GIA0 shielding in NF3 with temperature.
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Figure 5.18: Variation of the Hartree-Fock GIAO shielding in PH3 with tem­
perature.
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Figure 5.19: Variation of the ^^ P MP2-GIA0 shielding in PH3 with temperature.
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Figure 5.20: Variation of the Hartree-Fock GIAO shielding in PF3  with tem­
perature.
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Figure 5.21: Variation of the ^^ P MP2-GIA0 shielding in PF3 with temperature.
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Figure 5.22: Variation of the Hartree-Fock GIAO shielding in PF 5 with tem­
perature.
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Figure 5.23: Variation of the ^^ P MP2-GIA0 shielding in PF5 with temperature.
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5.4 Conclusion
The results of the calculations presented in this chapter illustrate the influence of 
intramolecular motion upon the calculated NMR shieldings.
The calculations investigating the ejffect of molecular inversion on the central 
atom shielding in NH3 , NF3 , PH 3 and PF 3 and the effect of Berry pseudorota­
tion upon the ^^P shielding in PF 5 show that there is considerable variation in the 
shielding of the central atom as the satellite atoms move between the two minimum 
energy geometries. The approximate values for the energy barrier to inversion and 
pseudorotation show that NH3 and PF 5 will readily undergo these intramolecular 
motions at room temperature, an observation which is confirmed by experiment.
The changes in the central atom shielding for NH3 and PH3 follow a similar pat­
tern, as do the change in the central atom shieldings for NF3 and PF 3 . In addition, 
the effect of electron correlation, as shown by the differences in magnitude between 
the Hartree-Fock GIAO and MP2-GIA0 shieldings, becomes more pronounced for 
NF3 , PF 3 and PF 5 , although the general trends in the shielding change remain the 
same for both methods.
The result of the investigation of the effect of molecular inversion and Berry 
pseudorotation upon the temperature-dependent NMR shielding is that in the case 
of all the molecules studied, with the exception of PH3, inversion or pseudorotation 
contribute relatively little to the change in shielding with temperature. This implies 
that for these molecules (NH3, NF3, PH3 and PF5) other intramolecular motion such 
as rotational or vibrational effects can be of greater importance in the calculation 
of the temperature-dependent shielding. This is confirmed in a study undertaken 
by Jameson and co-workers [83] which found the contribution of inversion to the 
shielding in NH3 to be 0.95 ppm (at 300 K) whereas the combined rovibra^ 
tional effects contribute —9.71 ppm. However, in the case of PH3 the contribution 
of molecular inversion to the temperature dependent-shielding is quite significant, 
approximately 5 ppm at 300 K.
Chapter 6 
Conclusion and  
A cknow ledgem ents
As it has been shown throughout this thesis, the area of theoretical nuclear mag­
netic resonance shielding calculation using modern quantum chemical techniques 
is expanding rapidly and can provide results of great interest to a large range of 
researchers, such as biochemists and physical chemists. In this final chapter the 
techniques used in modern quantum chemistry related directly or indirectly to the 
calculation of NMR shielding tensors are summarized, along with a summary of the 
results obtained in this thesis.
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6.1 Sum m ary o f M odern Q uantum  Chem ical M ethod­
ology
Modern quantum chemistry arose from the new theories propagated in the early 
1900's which were used to explain the behaviour of subatomic particles. An impor­
tant cornerstone was the formulation of the Hartree-Fock equations.
These equations, alongside the advent of affordable and powerful computers, 
allowed the determination of electronic properties using no more than a set of fun­
damental constants and a simple molecular specification. Over time there have been 
further developments, most significantly in the inclusion of electron correlation ef­
fects. Here a wide variety of techniques have been developed, ranging from the 
conceptually if not practically simple configuration interaction through the common 
and robust Mpller Plesset perturbation theory to more esoteric methods such as the 
QCISD technique of Pople and co-workers.
With the widespread success of these techniques for the calculation of molecular 
properties it is not surprising that considerable effort has been made to implement 
eflScient methods to calculate NMR properties. Pioneered by the early work of Lon­
don and Ditchfield, at present the field is still developing, particularly with regard to 
the implementation of electron correlation methods. There exist a range of methods 
for the calculation of NMR properties, each arising from a differing attempt to over­
come the gauge invariance problem. The most common is the use of gauge invariant 
atomic orbitals (GIAO’s), but other methods such as the IGLO (individual gauge for 
local orbitals) technique of Kutzelnigg and the LORG (localized orbitals/localized 
origins) method of Bouman and Hansen are also utilized.
Finally it must be noted that the applications of modern quantum chemistry 
fall across a broad spectrum. It is now possible to accurately calculate almost 
any desired molecular property, ranging from equilibrium geometries and transition 
states to excited states and ionization potentials. This widening accessibility is no 
doubt due in a large part to the many high quality software packages which are 
now available, such as Gaussian 94-/98 and TURBOMOLE which were used for the 
calculations presented in this thesis.
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6.2 Sum m ary o f th e  Topics o f Investigation
The results obtained in the three major areas of research covered by this thesis are 
briefly outlined in the following section.
6.2.1 Effects of Hydrogen Bonding upon the NM R Shield­
ing in Fluorobenzene
Over the past few years there has been much interest in the investigation of the 
structure of large biological molecules such as proteins. Due to the large number of 
atoms these molecules contain it is necessary to employ molecular mechanics meth­
ods, which are often dependent upon some pre-knowledge of the molecular structure. 
To aid in the determination of this structural data it has been proposed to introduce 
fluoroaromatic containing amino acids into the large molecule under investigation 
and then utilize the shielding as a probe.
Chapter 3 contains the results of an investigation into the effect of hydrogen 
bonding, which is thought to play an important role in the formation of the struc­
ture of large biological molecules, upon the ^^F shielding in monofluorobenzene. 
The shieldings were calculated at both the Hartree-Fock GIAO and MP2-GIA0 
levels of theory for monofluorobenzene hydrogen bonded to water, “heavy water” 
(DgO) and another monofluorobenzene molecule. From these studies it is observed 
that there is an increase of between 2  and 8  ppm in the ®^F shielding as fluorine be­
comes involved in a hydrogen bond. This indicates that the incorporation of fluorine 
containing aromatics into large biological molecules as structural probes would be 
worthwhile as these changes can be observed experimentally and can help identify 
important structural characteristics.
6.2.2 Investigation of the Basis Set Convergence of the Cal­
culated Chemical Shielding
When performing NMR shielding calculations it is important to employ a basis set 
of sufficient size. The results of an investigation into the suitability of a large selec­
tion of basis sets are presented in Chapter 4. In this investigation the ®^F shielding 
in the three fluorobenzenes CeHsF, 1 ,3 ,5 -C6 H3F 3 and CeFg were calculated at the 
Hartree-Fock GIAO level of theory with 17 basis sets chosen from the Pople/McLean 
Chandler, IGLO, Karlsruhe and correlation-consistent families. This study showed 
that the Karlsruhe-TZP and 6-3IIG** basis sets offered an excellent combination 
of accuracy and size, which could lead to considerable savings in computational re­
sources during calculations on larger systems.
In addition to this investigation, a further study on the convergence of the chem­
ical shielding towards the Hartree-Fock limit was carried out. The shieldings of ®^N
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in NH3, in HgO, in CH4 and in HF were calculated using both the 
Hartree-Fock GIAO and MP2-GIA0 methods with the correlation-consistent basis 
sets of Dunning and co-workers; ranging from double-^ to sextuple-^. It has pre­
viously been determined that the total Hartree-Fock energy calculated with these 
basis sets converges toward the Hartree-Fock limit by means of a exponential func­
tion of the form a b exp(—cA) where X  is the cardinal number of the basis 
set and a is the total energy at the Hartree-Fock limit. A function of the form 
a hX~^ has been found to describe the convergence of the total energy calculated 
with electron correlation methods. It was thought that the calculated shieldings 
might also converge according to one of these functions but this was found not to 
be the case, the extrapolated behaviour is more complicated than that of the energy.
6.2.3 Temperature Dependence of the NM R Chemical Shield­
ing
The study presented in Chapter 5 is an investigation of the effect of intramolecular 
motion on the calculated NMR shielding.
Five molecules which are known to display stereochemical non-rigidity were cho­
sen; NH3 , NF3 , PH3 , PF 3 and PFg. The shieldings of ®^N and ^^P were calculated 
at various geometries as the molecules undergo either inversion or Berry pseudorota­
tion. The shieldings were calculated with both the Hartree-Fock GIAO and MP2 -  
GIAO methods using a locally dense basis of 6-311++G(2d,2p) for N and P and 
6-311G** for F and H. It was observed that there is a definite change in the shielding 
of N and P as the molecules undergo intramolecular motion.
From this initial study it was decided to determine the contribution these forms 
of intramolecular motion make to the temperature dependent shielding. This was 
accomplished by using a form of the Boltzmann distribution and incorporating it 
into a computer program from which the inversion/ pseudorotation contribution to 
the temperature-dependent shielding could be calculated over a range of tempera­
tures. It was found that in the cases of NH3, NF3, PF3 and PF5 the contribution to 
the temperature dependent shielding is small, but in the case of PH3 the contribu­
tion is considerable.
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A ppendix A
O ptim ized A tom ic C oordinates(A)
C6 H 5 F.H 2 O, MP2, 6-31G**
F -0.083871 -0.595552 -0.024902
C -1.243755 -1.323894 -0.047401
C -0.173634 0.787873 -0.051242
C 1.122182 -1.278009 0.023090
c 1.013507 1.519283 -0.027975
c 2.296680 -0.526443 0.045632
c 2.246051 0.867509 0.020292
H -1.144137 1.260289 -0.088550
H 1.125337 -2.357867 0.041634
H 0.970750 2.599446 -0.047717
H 3.250237 -1.034674 0.083042
H 3.161260 1.442208 0.038044
H -2.960139 -0.174549 -0.141206
0 “3.504094 0.613261 -0.034299
H -3.702252 0.626154 0.906380
C 6H 5F .2 H 2O, H F, 6-31G **
F 0.531107 -1.512021 -0.628974
C -0.511738 -0.642964 -0.318828
C -0.233658 0.699625 -0.202075
c -1.288271 1.539786 0.133823
c -2.563818 1.029097 0.337360
c -2.799661 -0.333207 0.203935
c -1.759919 -1.190522 -0.128662
H 0.759549 1.075293 -0.358835
H -1.105874 2.591131 0.237777
H -3.368660 1.687749 0.599020
H -3.784076 -0.728960 0.359401
126
127
H -1.906618 -2.245529 -0.238976
0 2.953959 -0.967447 0.795141
0 2.991153 1.559613 -0.328089
H 2.923911 -1.215180 1.710500
H 2.267820 -1.384667 0.281881
H 3.137361 0.729551 0.133271
H 3.678125 1,750575 -0.953005
CeH sF.D gO , M P 2 , 6-31G **
C -0.084081 -0.594978 -0.024768
F -1.244373 -1.322515 -0.047186
C -0.172894 0.788520 -0.051035
C 1.121562 -1.278189 0.023078
C 1.014727 1.519151 -0.027849
C 2.296553 -0.527393 0.045541
C 2.246852 0.866587 0 .0 2 0 2 6 9
H -1.143080 1.261589 -0.088228
H 1.124031 -2.358046 0.041574
H 0.972675 2.599345 -0.047539
H 3.249783 -1.036251 0.082836
H 3.162440 1.440687 0.037959
D -2.961439 -0.171599 -0.136731
0 -3.503063 0.611331 -0.034406
D -3.716865 0.634080 0.898641
G qH bF  GgH^F , M P 2 , 6-31G **
C -3.678127 0.402573 -0.300833
F -4.754341 1.067788 -0.790400
C -2.652943 0.056502 -1.170390
C -3.642245 0.093571 1.052016
C -1.549920 -0.625800 -0.658862
C -2.532698 -0.590265 1.547757
C -1.486571 -0.949951 0.697700
H -2.730075 0.319065 -2.215355
H —4.466485 0.385009 1.686346
H -0.738073 -0.909549 -1.312556
H -2.489147 -0.840985 2.598821
H -0.626881 -1.482199 1.076887
F 1.470427 -1.670358 -0.347057
C 2.345675 -0.641845 -0.159920
C 3.699668 -0.887149 -0.335222
C 1.847398 0.603303 0.196295
C 2.755476 1.644831 0.383777
c 4.591996 0.167098 -0.143157
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C 4.123908 1.431339 0.215409
H 4.031455 -1.876719 -0.613035
H 0.783247 0.738334 0.319201
H 2.389157 2.623519 0.661497
H 5.651627 -0.002958 -0.274770
H 4.820704 2.244362 0.362653
CgHsF, M P 2 , 6-31G **
G 0.000000 0.000000 0.928291
F 0.000000 0.000000 2.286321
C 0.000000 1.217945 0.259495
C 0.000000 -1.217945 0.259495
C 0.000000 1.208809 -1.136238
C 0.000000 -1.208809 -1.136238
C 0.000000 0.000000 -1.835666
H 0.000000 2.137929 0.827202
H 0.000000 -2.137929 0.827202
H 0.000000 2.147828 -1.674324
H 0.000000 -2.147828 “ 1.674324
H 0.000000 0.000000 -2.917490
1,3,5 C 6 H 3 F 3 , M P 2 , 6-31G **
C 1.222131 0.705597 0.000000
C 0.000000 1.367173 0.000000
C -1.222131 0.705597 0.000000
c -1.184007 -0.683587 0.000000
c 0.000000 -1.411195 0.000000
c 1.184007 -0.683587 0.000000
F 0.000000 2.719822 0.000000
F -2.355435 -1.359911 0.000000
F 2.355435 -1.359911 0.000000
H 2.156616 1.245123 0.000000
H -2.156616 1.245123 0.000000
H 0.000000 -2.490246 0.000000
CgFe, M P 2 , 6-31G **
C 0.000000 1.392909 0.000000
F 0.000000 2.734413 0.000000
C 1.206295 0.696455 0.000000
F 2.368071 1.367206 0.000000
C 1.206295 -0.696455 0.000000
F 2.368071 -1.367206 0.000000
C 0.000000 -1.392909 0.000000
129
0.000000
-1.206295
-2.368071
-1.206295
-2.368071
-2.734413 
-0.696455 
-1.367206 
0.696455 
1.367206
0.000000
0.000000
0.000000
0.000000
0.000000
CFCLs, M P 2 , 6-31G**
c
F
Cl
Cl
0.000000  
0.000000 
0.000000  
1.451914
Cl -1.451914
0.000000  
0.000000  
1.676526 
-0.838263 
-0.838263
0.233761
1.589130
•0.307936
-0.307936
■0.307936
N H 3, Experimental
N 0.000000 
H 0.000000 
H 0.812058 
H -0.812058
0.000000
0.937684
-0.468842
-0.468842
0.114195 
•0.266454 
•0.266454 
-0.266454
CH4, Experim ental
0.000000  
0.630466 
-0.630466 
-0.630466 
0.630466
0.000000  
0.630466 
-0.630466 
0.630466 
-0.630466
0.000000  
0.630466 
0.630466 
-0.630466 
•0.630466
H2O, Experim ental
0 0.000000  
H 0.000000 
H 0.000000
0.000000
0.757216
-0.757216
0.117307
-0.469229
-0.469229
HF, Experimental
0.000000
0.000000
0.000000
0.000000
0.091700
-0.825300
NHg Constrained A t 90°, M P 2 , 6-31G**
0.993804 
1.000000 
0.993804 
0.993804
90.000
90.000
90.000
2 120.000
2 - 120.000
130
NFs Constrained A t 100°, M P 2 , 6-31G** 
N
F 1 1.372511
X 1 1.000000 2 100.000
F 1 1.372511 3 100.000 2 120.000
F 1 1.372511 3 100.000 2 -120.000
PHs Constrained At 110 % M P2, 6-31G**
P
H 1 1.391817
X 1 1.000000 2 110.000
H 1 1.391817 3 110.000 2 120.000
H 1 1.391817 3 110.000 2 -120.000
P F 3 Constrained At 120"\  M P2, 6-31G**
P
F 1 1.595985
X 1 1.000000 2 120.000
F 1 1.595985 3 120.000 2 120.000
F 1 1.595985 3 120.000 2 -120.000
PFs, M P3, 6-31G**
P 0.002575 0.000000 0.001488
F -0.003800 0.000000 1.567629
F 1.353973 0.000000 -0.790477
F -1.354217 0.000000 -0.779539
F 0.006574 -1.594962 0.003814
F 0.006574 1.594962 0.003814
PF 5 Transition Structure, M P2 , 6-31G**
P 0.021099 0.000000 0.012144
F -0.446914 0.000000 1.528906
F 1.097406 0.000000 -1.154547
F -1.322080 0.000000 -0.760852
F 0.325246 -1.548051 0.187180
F 0.325246 1.548051 0.187180
A ppend ix  B  
Tem perature D ependence  
Program
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
// Program to read files containing NMR chemical shieldings //
// and energies and then calculate temperature dependence. //
// J.England Jan. 2000 //
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
#include <stdio.h>
#include <fcntl.h>
#include <io.h>
#include <string.h>
#include <stdlib.h>
#include <conio.h>
#include <iostream.h>
#include <math.h>
// MainO
void main(void)
{
Prog_Start: // Program Start Point
FILE *fp;
char FileTemp[80], FilePath[100], str_conv[iOO], FileOut[100], j_conv[100];
int Option, i, numdata, Interval;
float T, NMR[100], T.Start, T_End, j;
const double K = 1.38066*pow(10,-23);
const double H_TO_J = 4.3598*pow(10,-18);
const int NUM_DP = 8;
long double sum_top, sum_bottom, exp_temp. Energy[100], Sigma; 
long double Energy_Min;
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/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
// Read data from 2 files into arrays //
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
cout «  "File Path and Molecule Name: 
cin »  FileTemp;
// NMR Data
strcpy(FilePath, FileTemp); 
strcat(FilePath, "_nmr.txt"); 
if ((fp=fopen(FilePath, "r"))==NULL)
cout «  "Cannot open file " «  FilePath;
cout «  "\nl) Exit Program. \n2) Re-enter filename and path."; 
cout «  "\nEnter Option: "; 
cin »  Option; 
if (Option “ 2)
goto Prog.Start;
}
exit(0);
}
i = 0;
numdata = 0;
do
{
fscanf(fp, "%s", str_conv);
NMR[i] = atof(str_conv);
++i;
numdata++;
} while (!feof(fp)); 
fclose(fp);
// Energy Data
strcpy(FilePath, FileTemp); 
strcat(FilePath, "_egy.txt"); 
if ((fp=fopen(FilePath, "r"))==NULL)
{
cout «  "Cannot open file " «  FilePath;
cout «  "\nl) Exit Program. \n2) Re-enter filename and path."; 
cout «  "\nEnter Option: "; 
cin »  Option; 
if (Option == 2)
{
goto Prog_Start;
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>
exit(O);
i = 0;
do
{
fscanf(fp, "%s", str_conv);
Energy[i] = atof(str„conv);
if (i == 0)
{
Energy_Min = Energy [i];
>
else if (Energy[i] < Energy_Min)
{
Energy_Min = Energy[i];
}
++i;
> while (Ifeof(fp)); 
fclose(fp);
// Ensure NMR data == Energy data
if(numdata != i)
{
cout «  "\nNMR entries (" «  numdata «  ")";
cout «  " not equal to Energy entries (" «  i «  ").";
exit(l);
}
// Determine relative energy and convert to J
for (i = 0; i <= numdata -1; ++i)
{
Energy[i] = Energy[i] - Energy_Min;
Energy[i] = Energy[i] * H_TO_J;
}
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
// Calculate the shielding temperature dependence // 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
// Run once or generate for range of temperatures
Run_Mode: // Run Mode Selection Point
cout «  "\nl) Run for one temperature.";
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cout «  "\n2) Run for a range of temperatures."; 
cout «  "\nEnter Option: "; 
cin »  Option;
if (Option == 1)
{
goto Temp_Sel;
>
else if (Option == 2)
-C
goto Run_Over_Range;
}
else
{
cout «  "\nlnvalid choice."; 
goto Run_Mode;
Temp^Sel: // Single Temperature Selection Point
cout «  "Enter temperature (K): "; 
cin »  T;
// Check that T!=0
if (T == 0)
{
cout «  "\nTemperature csuinot be set to 0.\n"; 
goto Temp.Sel;
}
/ / Summation over number of entries
8um_top = 0.0; 
sum_bottom - 0.0;
for(i =0; i <= numdata - 1; ++i)
{
// Only include 1st entry (90 deg) once
if (i == 0)
{
exp_temp = (-1 * Energy[i]) / (K * T); 
sum_top = sum_top + (NMR[i] * expl(exp_temp)); 
sum_bottom = sum_bottom + (expl(exp_temp));
// Sum for rest of entries twice
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else
{
exp_temp = (-1 * Energy [i]) / (K * T ) ;
sum_top = sum_top + (2 * (MR[i] * exp(exp_temp))) j
sum_bottom = sum_bottom + (2 ♦ (exp(exp_temp)));
}
}
// Print shielding
Sigma = (snm_top / sum_bottom); 
gcvt(Sigma, NUM_DP, str.conv);
cout «  "\nSigma at " «  T «  " K (ppm): " «  str_conv;
// Restart, Reenter temp or quit
cout «  "\n\nl) Calculate Sigma at different temperature for same molecule.";
cout «  "\n2) Calculate Sigma over a range of temperatures.";
cout «  "\n3) Calculate for different molecule.";
cout «  "\n4) Quit program. ";
cout «  "\nEnter Option: ";
cin »  Option;
if (Option ==1)
goto Run_Mode;
else if (Option == 2)
goto Run_Over_Range;
else if (Option == 3)
goto Prog_Start;
Ise
exit(O);
Run_Over_Range: // Range Of Temperatures Selection Point
cout «  "\nEnter the start temperature : "; 
cin »  T_Start;
cout «  "Enter the finish temperature: "; 
cin »  T_End;
cout «  "Enter the temperature interval (integer) at which to calculate sigma: "; 
cin »  Interval;
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cout «  "Enter the path and file name of the output file: "; 
cin »  FileOut;
// open the file FileOut for output
if ((fp=fopen(FileOut, "w")) == NULL)
{
cout «  "Cannot open file " «  FileOut;
cout «  "\nl) Exit Program. \n2) Re-enter filename and path."; 
cout «  "\nEnter Option : "; 
cin »  Option; 
if (Option ==2)
{
goto Run_Over_Range;
}
exit(O);
}
// calculate sigma over the temperature range
for (j = T_Start; j <= T_End; j = j + Interval)
{
sum.top =0.0; 
sum.bottom = 0.0;
for(i =0; i <= numdata - 1; ++i)
{
// Only include 1st entry (90 deg) once
if (i == 0)
{
exp.temp = (-1 * Energy[i]) / (K * j);
sum.top = sum.top + (NMR[i] * expl(exp.temp));
sum.bottom = sum.bottom + (expl(exp.temp));
// Sum for rest of entries twice
else
exp.temp = (-1 * Energy[i]) / (K * j);
sum.top = sum.top + (2 * (NMR[i] * exp(exp.temp)));
sum.bottom = sum.bottom + (2 * (exp(exp.temp)));
Sigma = (sum.top / sum.bottom) ;
gcvt(Sigma, NUM.DP, str.conv);
gcvt(j, NUM.DP, j.conv);
fprintf(fp, "%s, %s\n", j.conv, str.conv);
137
}
fclose(fp);
cout «  "\nDone.\u";
// Resteirt, Re-enter temp or whatever
cout «  "\nl) Run for same molecule over different range.";
cout «  "\n2) Run single temperature for same molecule";
cout «  "\n3) Load data for a different molecule.";
cout «  "\n4) Quit program. ";
cout «  "\nEnter Option: ";
cin »  Option;
if (Option == 1)
goto Run_Over_Range;
Ise if (Option == 2)
goto Temp.Sel;
i
Ise if (Option == 3) !
goto Prog.Start;
else
{
exit(0);
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