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Resumen 
 
Resumen en Castellano 
 
Este proyecto consiste en un estudio de diferentes heurísticas para la resolución del 
Problema del Viajante de Comercio. Dejando de lado la búsqueda de una solución 
óptima, el proyecto se centra en las implementaciones de diversas heurísticas que 
obtienen soluciones aproximadas. 
 
Dichas heurísticas permiten reducir el tiempo de ejecución desde tiempo exponencial a 
tiempo polinómico. Las heurísticas implementadas son las siguientes: Inserción, 
Inserción rápida, Envoltura convexa, Árboles de expansión mínima y Savings. 
 
En este trabajo se contrastan las complejidades de las mencionadas heurísticas, y la 
solución que construyen, con las mejores soluciones conocidas de los problemas reales, 
accesibles a través de internet1. 
Resumen en Inglés 
 
This research is about studying different heuristics for solving the Travelling Salesman 
Problem. Leaving an optimal solution search, research focuses in implementation of 
several heuristics that produce non-optimal solutions. 
 
These heuristics let us reduce the execution time from exponential time ‘til polinomic 
time. The implemented heuristic here are: Nearest neighbor, Insertion, Fast insertion, 
Convex hull, Spanning Trees and Savings. 
 
So research is based on checking complexities of aformentioned heuristics, and 
solutions which they makes, with best known solutions for the real data problems, open 
to anybody in internet1.  
                                                
1
 http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/ 
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Lista de palabras clave 
 
- Teoría de grafos 
- Problema del viajante (Travelling Salesman Problem: TSP) 
- Heurísticas 
- Análisis con datos reales 
- Complejidad 
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Introducción 
 
Descripción 
 
El problema del viajante, al que a partir de ahora nos referiremos como TSP (Travelling 
Salesman Problem), se plantea de la siguiente manera: dados un número finito de 
ciudades (nodos) que tiene que visitar nuestro viajante o vendedor, así como la distancia 
o el coste entre cada par de ciudades, tenemos que encontrar la manera de que nuestro 
viajante visite todas las ciudades una sola vez con el menor coste posible y de manera 
que el último viaje sea a la ciudad de partida para cerrar el recorrido. 
 
Este ha sido un problema ampliamente tratado desde distintos campos tales como por 
ejemplo la Biología, la Inteligencia Artificial y las Matemáticas, ya que el 
planteamiento tan sencillo del TSP surge en muchos ámbitos científicos y su interés se 
extiende más allá de la simple resolución teórica del problema en un tiempo razonable. 
Tiene aplicaciones industriales en las que una solución óptima ahorraría mucho tiempo 
y dinero, como en el diseño de VLSI. Otras aplicaciones prácticas del TSP se presentan 
en el análisis de la estructura de cristales [BS89], recogida de pedidos en almacenes 
[RR81], identificación de conglomerados en un vector de datos [LRK74], elaboración 
de rutas escolares, etc... 
 
La existencia de un algoritmo que resuelva el problema en tiempo exponencial es 
evidente. También es conocido que no existe ningún algoritmo eficiente que resuelva el 
problema, así como que su problema de decisión asociado2 es NP-Completo [JP85]. 
 
Todo esto unido a la amplitud de áreas de aplicación ha provocado la  aparición de una 
gran cantidad de algoritmos para resolver casos particulares, consiguiéndose a lo largo 
del siglo pasado soluciones prácticas para un número de ciudades cada vez mayor, 
llegándose en 1993 a resolver un caso particular con 4461 ciudades. 
 
Este progreso se debe sólo parcialmente a las vertiginosas mejoras en el hardware de las 
computadoras; habiendo sido ante todo posible gracias al desarrollo de teorías 
matemáticas (en particular combinatoria poliédrica) y de algoritmos eficientes. 
 
No obstante los algoritmos desarrollados no son estables en el sentido de que los 
tiempos de ejecución varían fuertemente para problemas diferentes con el mismo 
número de ciudades y a la no existencia de una función en el número de ciudades que dé 
una pequeña idea del tiempo necesario para resolver un problema particular. 
 
Además los problemas que se presentan en la práctica pueden tener un número de 
ciudades que hacen imposible la aplicación de un algoritmo que produzca una solución 
óptima, ya sea por razones de tiempo real, tiempo de CPU, etc... 
 
                                                
2
 Dadas n ciudades , las distancias entre cada dos y un número natural C: ¿existe un recorrido que visite 
todas, sin repeticiones, volviendo a la ciudad de origen y con un coste a lo sumo C? 
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Todo esto ha provocado que se haya concentrado mucho esfuerzo investigador en el 
desarrollo de algoritmos heurísticos eficientes cuyo propósito es encontrar una solución 
aproximada de la solución óptima. 
 
De hecho se abre un gran abanico de posibilidades en cuanto a si se mejora la calidad 
del camino obtenido o bien se quiere conseguir una solución suficientemente buena en 
menos tiempo. 
  
Esto último ha sido el objetivo de nuestro proyecto, el estudio de algunas de estas 
aproximaciones, que a partir de ahora llamaremos heurísticas, y el análisis de los 
resultados de las mismas, comparando unas con otras tanto en tiempo de ejecución 
como en lo óptimo del resultado obtenido. 
 
Para un tratamiento más sistemático y más cercano al lenguaje matemático, a partir de 
ahora tomaremos las ciudades como nodos de un grafo, cuyas aristas están valoradas 
por la distancia entre las ciudades que unen. Así podemos abordar el problema como un 
problema de teoría de grafos y aplicar algunos resultados de la misma. Por tanto, la 
solución del TSP se presenta como un recorrido del grafo en el que se visitan todos sus 
nodos, no se repite ningún nodo y en el que el nodo final es el mismo que el inicial 
(comenzamos y terminamos en la misma ciudad, pudiendo ser esta cualquiera de ellas). 
 
Historia3 
 
Los orígenes del TSP no son fácilmente reconocibles ya que distintas referencias nos 
remontan a fechas más cercanas o lejanas de la historia de la matemática. 
 
Así podemos encontrar problemas matemáticos relacionados con el TSP alrededor de 
1800 cuando el matemático irlandés William Rowand Hamilton y el británico Thomas 
Penyngton Kirkman elaboraron un juego en el que había que conectar 20 puntos usando 
sólo las conexiones que aparecían en el tablero en forma de muescas (ver figura) y de la 
forma más económica (camino de menor longitud).  
 
 
                                                
3
 http://www.math.princeton.edu/tsp/histmain.html 
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Pero el primer matemático que formuló de forma general el problema del viajante y 
escribió acerca de él, parece ser que fue Karl Menger quién a comienzos de siglo XX, 
en la década de los 30 lo llamó “Problema del mensajero”. Se trataba de que repartir la 
correspondencia entre los distintos carteros para que se repartiese el correo en una 
ciudad de la forma más eficiente posible. Así ya teníamos una visión general y más 
aproximada a la que tenemos hoy en día. Además, intentando obtener una solución al 
problema atisbó que no se iba a encontrar con un algoritmo inmediato. Pronto se vio 
que unir los nodos yendo siempre al nodo más cercano no proporcionaba siempre la 
mejor solución. 
 
En la década de los 40 fueron una serie de estadísticos los que profundizaron en el TSP. 
En particular Mahalanobis (1940), Jessen (1942), Gosh (1948) y Marks (1948) lo 
estudiaron en relación a una aplicación agrícola en Bengala, India. La cuestión consistía 
en saber cuál sería el siguiente lugar al que transportar hombres y mercancías para la 
óptima explotación de los recursos en el menor tiempo posible. Así se planteaba el 
problema del TSP en lugares aleatorios del plano euclídeo. Nos encontramos ya una 
búsqueda de un mejor camino originado por una problemática real, algo que a lo largo 
de las décadas se va a convertir en una constante, ya que, en la actualidad tiene muchas 
aplicaciones y las mejoras supondrían enormes ganancias para la industria. 
 
Julia Robinson (1949) proporcionó una solución al problema basada en la teoría de 
grafos que consistía en encontrar un ciclo hamiltoniano que consiste en un recorrido en 
el que se pasa por todas las aristas sin repetir ninguna. A partir de un ciclo hamiltoniano 
obtener un recorrido, que es lo que nosotros queremos es trivial y se verá implementado 
más adelante. Por tanto ya se van viendo aproximaciones al problema, soluciones no 
óptimas pero que pueden ser muy buenas. 
 
También cabe destacar que en esta década se empezó a extender el conocimiento del 
TSP, por las publicaciones como la de Julia Robinson “On the Hamiltonian Game” y el 
mátemático Merill M. Flood entre sus compañeros de la RAND Corporation. 
 
En la década de los 50 ya comienzan a aparecer soluciones al TSP. Un hito importante 
fue cuando en 1954 George B. Dantzig, Ray Fulkerson y Selmer Johnson publicaron 
una descripción de un método de resolución del TSP que aun hoy en día se mantiene 
como la única herramienta para obtener un tour con unas ciudades y conexiones entre 
ellas no triviales. Y para apoyar el algoritmo publicaron una solución a un problema de 
49 ciudades, cogiendo una de cada uno de los 48 estados de EEUU y añadiendo 
Washington DC.  
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En 1955, G. Morton y A. H. Land proporcionaron más resultados del “laundry van 
problem” usando programación lineal en la resolución del TSP, aportando nuevas vías 
para buscar la solución del problema del viajante. 
 
En 1956, Merill M. Flood publicó ‘The Traveling Salesman Problem’ donde describe 
algunos métodos heurísticos que nos dan buenos recorridos pero no el mejor. Entre ellos 
se incluían el nearest-neighbor y el 2-opt. Aquí se introduce la idea de no buscar el 
resultado óptimo, sino buenas aproximaciones y con menos coste que es la que nos va a 
guiar a nosotros a lo largo de nuestro tabajo. 
 
En 1957, L.L. Barachet publicó ‘Graphic solution of the traveling salesman problem’ 
cuya mayor aportación fue el relacionar el problema del TSP con problemas de 
geometría, lo que más adelante proporcionará adelantos importantes. 
 
A principios de los 60 R. Bellman usó el TSP como un ejemplo de problema 
combinatorio que puede resolverse con programación dinámica. También dijo que con 
computadores de la época se podría resolver instancias de hasta 17 ciudades: Con esto 
nos podremos ir haciendo una idea de la importancia que ha tenido el avance 
tecnológico en relación con el TSP.  
 
Más tarde, en 1962, Proctor and Gamble convocó un concurso en el que había que 
resolver un TSP de 33 ciudades y varias personas encontraron la solución óptima, entre 
ellos el profesor Gerald Thompson. Esta fórmula del concurso se utilizó como incentivo 
para la búsqueda de soluciones y da una idea de la necesidad de una solución en tiempo 
razonable (complejidad polinómica) para la industria. A continuación se muestra el 
cartel publicitario del concurso. 
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Década de los 70: 
R.M. Karp y M. Held publicaron ‘The Traveling Salesman problem and minimum 
spanning trees’ donde introdujeron la 1-tree relajación del TSP y la idea de usar nodos 
con peso para mejorar la cota dada por el mejor 1-tree. En la segunda parte publicada en 
1971 se detallaba un método iterativo computacional para conseguir una buena cota 1-
tree usando nodos con peso. Los autores integraron su solución dentro de un algoritmo 
de “branch and bound” y llegaron a resolver instancias de 42, 57 y 64 ciudades, 
obteniendo los mejores resultados computacionales hasta dicho momento.  
 
En 1976, P. Miliotis amplía el número de campos que se han venido dedicando a la 
resolución del TSP añadiendo a la lista la Inteligencia Artificial. Implementó una 
solución con un algoritmo “branch and cut” (ramificación y poda) usando como criterio 
o heurística las “sub tour inequalities”. 
 
En 1977, M. Grotschel y M. Padberg proporcionó la solución para un problema de 120 
ciudades usando el algoritmo “cutting-plane”, donde los cortes (sub tour inequalities 
and comb inequalities) se detectaban y se añadían a mano a la relajación de 
programación lineal (linear programming relaxation). Se trataba de 120 ciudades de lo 
que entonces era la Alemania del este. 
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Década de los 80 en adelante:  
En 1987 Padberg y Rinaldi encontraron la solución óptima al TSP con un ejemplo de 
532 ciudades que representaban las sucursales de la empresa AT&T en los Estados 
Unidos como podemos ver en la figura. 
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Este es un ejemplo que usamos nosotros en nuestro grupo de ficheros de prueba como 
se verá más adelante. 
 
Finalmente, en el año 2001 Applegate, Bixby, Chvátal, y Cook  encontraron la solución 
del TSP a un problema de 15112 ciudades de Alemania. 
 
 
 
Simplificaciones 
 
Hemos asumido una serie de simplificaciones del problema que harán que la 
implementación sea más sencilla sin que supongan una reducción o un sesgo en el 
estudio del TSP y sus aproximaciones: 
 
- Que los costes entre nodos sean simétricos para reducir ligeramente el 
problema pero de manera que no lo reduzca tanto como para no hacernos una 
idea de la dificultad que supone su resolución. Por ejemplo no supone una 
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simplificación excesiva pensar que en un viaje entre Madrid y Barcelona se 
recorran los mismos kilómetros en un sentido u otro.  
- Que la distancia entre dos nodos corresponda a la distancia geométrica de los 
puntos que los representan en el plano. Consideramos la distancia euclídea 
entre dos puntos. 
 
Con estas simplificaciones la representación de los nodos viene dada por las dos 
coordenadas que los representan en el plano, pudiendo conectarse todos los nodos entre 
sí. A parte de porque esta opción nos va a ayudar a implementar nuestras versiones de 
las aproximaciones de resolución del TSP y nos minimiza las estructuras de datos, la 
mayoría de los ejemplos reales que hemos encontrado responden a este esquema y como 
queríamos ajustarnos a problemas reales hemos optado por ajustarnos a este patrón. 
 
En este trabajo estudiamos varias soluciones aproximativas propuestas para el problema 
del TSP y comparamos los resultados de las distintas heurísticas utilizadas, tanto en 
cuanto a la longitud del tour resultante como en cuanto a la complejidad de cada 
heurística para el mismo ejemplo. 
 
Para ello, compararemos la longitud de nuestros tours con la mejor solución conocida 
hasta el momento, que hemos encontrado en la siguiente página, en el apartado de TSP 
simétrico. Para una colección de problemas: http://www.iwr.uni-
heidelberg.de/groups/comopt/software/TSPLIB95/ 
 
Así que en cada una de las tablas y gráficos que aparecerán a continuación, cuando 
mostremos resultados referentes a la optimalidad de los recorridos obtenidos, siempre se 
presentarán los datos en forma de tanto por ciento comparada, como ya hemos dicho, 
con los datos que hemos encontrado en la página anterior.  
 
Siendo así, cabe destacar que algunos de esos datos no podemos aceptarlos como 
válidos porque no concordaban con nuestros resultados. Aunque con la mayoría de los 
ejemplos que hemos seleccionado se obtienen resultados bastante razonables y en 
ocasiones muy cercanos al libro de referencia [R94]. 
Complejidad 
 
Para calcular la complejidad en tiempo de cada heurística contamos el número de 
operaciones elementales que realizamos en el cálculo del recorrido con esa 
aproximación en particular. Así podemos hacer gráficas con el número de nodos que 
tenía el problema de entrada en el eje de las X y el número de operaciones elementales 
realizadas en el eje de las Y.  
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Estructuras de Datos Generales 
 
Listas 
 
Las listas usadas son listas enlazadas y listas doblemente enlazadas. 
Grafos 
 
Los tipos de grafos para los que se ha llevado a cabo el estudio son grafos no-dirigidos 
o simétricos; sin embargo, entre ellos podemos distinguir entre completos y no-
completos. Aún así, para evitar la pérdida de generalidad, la estructura de datos usada 
para su representación, se basa en  listas de adyacencia.  
 
Un nodo/vértice queda unívocamente representado por sus coordenadas cartesianas en 
el plano y su identificador. Dicho identificador consiste en la posición de inserción del 
nodo en la construcción inicial del grafo. Por cada nodo se guarda una lista con sus 
nodos adyacentes. Además, se guarda una lista con todos los nodos, construida a 
medida que se van insertando nodos en el grafo. 
 
Generalmente, el número de vértices suele ser elevado al tratar con problemas reales, 
digamos en el rango de 100 a 2000; lo que, en el caso de los grafos completos, implica 
un número de aristas también muy elevado, del orden de 10.000 a 4.000.000 aristas. Por 
ello, en los grafos completos, se decidió no guardar información por duplicado, y se 
consideró que la lista de adyacencia de cada nodo contendría los nodos que fueran 
menores4 que él. 
 
En el caso de los grafos no-completos, al ser menor su número de aristas y para 
favorecer la eficiencia en la búsqueda de nodos adyacentes, se dejaron las listas de 
adyacencia completas, pero con una variedad, cada nodo tiene la lista real de sus nodos 
adyacentes ordenados de menor a mayor distancia5 al mismo. Este pequeño aumento en 
la complejidad de la formación de la lista de adyacencia, tiene su compensación en la 
búsqueda de los k nodos más cercanos a uno dado. 
 
Árboles de expansión mínima 
 
Para esta heurística en particular necesitábamos representar multigrafos no dirigidos ya 
que en un paso doblamos las aristas, es decir, por cada una de las aristas del grafo le 
añadimos una igual, pero tenemos que distinguir que sea distinta de la anterior aunque 
una los mismos nodos. Para ello hemos tenido que añadir una clase llamada nodoArb 
para implementar un multigrafo no dirigido. Cada nodo de esta nueva clase contiene una 
lista de la posición que ocupan los nodos adyacentes a éste. De esta manera nos 
ahorramos alguna búsqueda dentro del grafo. Además guardamos la posición que ocupa 
el nodo dentro de la estructura original del grafo y dentro del árbol de expansión. 
 
                                                
4
 Un nodo a es menor que un nodo b si a aparece antes que b en la lista de nodos total. 
5
 La métrica usada para calcular distancias es la euclidea 
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Para no recargar de clases la implementación, el grafo es simplemente un vector de 
estos nodos y aunque perdamos un poco en claridad ganamos en velocidad y eficiencia, 
y tampoco tendríamos que encapsular demasiadas operaciones referentes al grafo, sino 
que más bien tendríamos que crear una serie de métodos referentes a la lista de nodos 
adyacentes a cada uno. 
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Estructuras de datos geométricas 
 
Muchas instancias del TSP tienen en la práctica la propiedad de que vienen definidas en 
2-dimensiones por un conjunto de puntos en el plano. En algunos de estos casos, las 
distancias verdaderas pueden no ser dadas exactamente o ser dadas mediante 
complicadas fórmulas; sin embargo, pueden ser fácilmente aproximadas por distancias 
métricas, usando las propiedades geométricas del conjunto de puntos para acelerar los 
cálculos. Así, en este capítulo se introducen algunos algoritmos y conceptos 
geométricos para derivar información sobre el conjunto dado de puntos en el plano. Un 
libro básico de geometría computacional es [BERG97]. 
 
Diagramas de Voronoi (Voronoi Diagrams) 
 
Un Diagrama de Voronoi de un conjunto de puntos en el plano, no es más que la 
subdivisión del mismo en regiones formadas por los lugares más próximos a cada uno 
de los puntos.  
 
 
Diagrama de Voronoi de una nube de puntos 
 
Denotamos por d((x1,y1),(x2,y2)) a la distancia euclídea entre dos puntos del plano (x1,y1) 
y (x2,y2) siendo:  
   
   d((x1,y1),(x2,y2))= √(x1-x2)2+(y1-y2)2 
 
Sea P = {p1,p2,...,pn} un conjunto de n puntos distintos en el plano. Definimos el 
Diagrama de Voronoi de P como la subdivisión del plano en n regiones, cada una 
correspondiente a un punto de P, cumpliendo, que un punto q pertenece a la región 
correspondiente al punto pi si y solamente si d(q,pi) < d(q,pj) para cada punto pj  P, 
con j distinto de i. Denotamos el Diagrama de Voronoi de P como VD(P). La región de 
Voronoi correspondiente al punto pi es llamada VR(pi). 
 
VR(pi) = {p  R2| d(p,pi) d(p,pj) para todo j = 1,2,...,n, j  i}  
 
Observemos por un momento la estructura de una única región de Voronoi. Para dos 
puntos p y q en el plano definimos el bisector de p y q como el bisector perpendicular 
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del segmento pq. Este bisector divide el plano en dos semiplanos. Denotamos el 
semiplano que contiene a p como h(p,q) y al semiplano que contiene a q como h(q,p). 
Se puede observar que r pertenece a h(p,q) si y solamente si d(r,p) < d(r,q). Podemos 
obtener de aquí las siguientes observaciones:  
 
VR(pi) = 1   j   n,  j  i h(pi,pj) 
 
Esto es, VR(pi) es la intersección de n-1 semiplanos y por tanto una región poligonal 
convexa con como máximo n-1 vértices y n-1 lados. Es decir, que la región de Voronoi 
de un determinado punto, consistirá en la intersección de todos los semiplanos h(pi,pj).  
Obviamente éste no sería un algoritmo eficiente para el cálculo del Diagrama de 
Voronoi de la nube de puntos completa ya que habría que repetir el proceso para los n 
puntos de la nube.  
 
En nuestro, caso la implementación elegida para calcular el Diagrama de Voronoi, así 
como el Delaunay Graph que abordaremos con posterioridad, se basa en el algoritmo 
de Fortune que es capaz de calcular el Diagrama de Voronoi de una nube de puntos en 
el plano con complejidad O(n log n) y almacenamiento O(n), que es además 
complejidad óptima para calcular el Diagrama de Voronoi. Respecto a la 
implementación de éste algoritmo nos remitimos a [BERG97]. 
 
 
Estructuras de datos para mantener el Diagrama de Voronoi 
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Triangulación Delaunay (Delaunay Triangulation) 
 
Para muchas aplicaciones no es el  Diagrama de Voronoi en sí mismo lo que nos 
interesa, sino las relaciones de proximidad entre puntos que exhibe, es decir la topología 
del diagrama. Para ello consideramos su grafo “dual”. 
 
Dado el Diagrama de Voronoi de S, su grafo “dual” D(S) es el grafo no-dirigido G(S) = 
(S,D) donde D = {{P1,P2}| VR(P1)VR(P2)  Ø}. G(S) es un grafo triangulado, es decir, 
cada ciclo de longitud al menos cuatro contiene una cuerda. Este grafo es llamado 
Triangulación Delaunay (DELAUNAY (1934)).  
 
 
Triangulación Delaunay para u159
 
 
Una definición alternativa excluye las aristas {P1,P2} tales que | VR(P1)VR(P2)|=1. En 
este caso el nombre cambia, porque no tenemos necesariamente una triangulación total, 
aunque el grafo resultante es plano (implicando |D|=O(|S|)). A este grafo se le llama 
Grafo Delaunay (Delaunay Graph). Para ver la implementación exacta del algoritmo 
que lo calcula nos remitimos también a [BERG97]. 
 
 
 
Relación dual entre el Diagrama de Voronoi y el Delaunay Graph 
Estudio comparativo de algoritmos heurísticos para el problema del viajante 
Sergio Rincón  Alberto Oller Daniel Martínez 
 
 - 19 -  
 
Observación 
 
• Cada vértice de Delaunay tiene una región de Voronoi dual.  
• Cada arista de Delaunay tiene una arista de Voronoi dual (perpendiculares).  
• Cada triángulo de Delaunay tiene un vértice de Voronoi dual, que coincide con 
el circuncentro del triángulo.  
 
Con estas observaciones, los dos problemas a resolver son el mismo, obteniendo uno de 
los dos diagramas, el dual también está resuelto.  
 
Envoltura convexa (Convex Hull) 
 
La envoltura convexa de un conjunto de puntos es el mínimo conjunto convexo que 
contiene a estos puntos. Si el conjunto de puntos es denso entonces la envoltura convexa 
puede reflejar muy bien su forma. Las instancias grandes del TSP en el plano suelen 
exhibir numerosos conglomerados. La envoltura convexa de estos conglomerados 
pueden resultar una representación concisa del conjunto completo de puntos, exhibiendo 
todavía muchas de sus propiedades geométricas. 
 
Definimos el problema para computar la envoltura convexa como sigue. Nos es dado un 
conjunto finito de puntos A = {a1,a2,...,an} en el plano donde ai = (xi,yi). La tarea es 
identificar los puntos que constituyen los vértices de la envoltura convexa de los n 
puntos, representada por conv(A). Dicha envoltura es única y establece también el orden 
correcto en que se recorre la secuencia de puntos que la conforman. 
 
De los numerosos algoritmos existentes para calcular la envoltura convexa, nosotros 
hemos escogido una variación del algoritmo de Graham (GRAHAM (1972)), 
principalmente por su facilidad de implementación y la facilidad de representación de 
las estructuras de datos con las que trabaja. 
 
El paso clave de este algoritmo consiste en hallar las coordenadas polares de los puntos 
respecto de un centro P0 y una dirección arbitraria representando el ángulo Cero; 
ordenándolos a continuación respecto de sus ángulos. Para ver el algoritmo exacto 
volvemos a remitirnos a [BERG97]. 
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Envoltura convexa con algoritmo de Graham para u159 
 
Debido al paso en el que ordena los puntos, el algoritmo tiene en el peor caso 
complejidad O(nlogn), lo cual, establece a su vez, una cota inferior para el algoritmo. 
Nuestra variación6 se basa en la simple idea de que cuantos más nodos tengamos en el 
tour inicial de partida, menos nodos tenemos que insertar después. Por lo tanto, en vez 
de conseguir una envoltura convexa con el mínimo conjunto convexo de puntos, nuestro 
algoritmo devuelve el conjunto máximo convexo de puntos.  Así ganamos, un poco de 
tiempo de ejecución con un mínimo esfuerzo en el algoritmo de la envoltura convexa. 
 
Sin embargo, los resultados conseguidos en la práctica, contrastados con la versión 
estándar del algoritmo de Graham, respecto de la longitud del tour final son muy 
parejos; sin que ninguno sobresalga notoriamente. 
 
                                                
6
 Utilizada en el apartado Usando la envoltura convexa 
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Envoltura convexa con variación para u159 
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10 nearest neighbor subgraph para u159 
Conjunto de Candidatos 
 
Cuando se intenta diseñar heurísticas rápidas para la resolución del TSP surge el 
problema de que, en principio, se necesita considerar numerosas conexiones. Así en las 
implementaciones estándar de las heurísticas gastamos mucho tiempo considerando 
todas estas conexiones. 
 
Pero por otra parte, es claro, que la mayoría de las posibles conexiones no aparecerán en 
el tour porque son demasiado largas. Por eso es una buena idea restringir la búsqueda de 
las aristas candidatas a aparecer en el tour a un conjunto de aristas prometedoras, 
evitando así considerar frecuentemente aristas demasiado largas. Este grafo lo 
denominamos Conjunto de Candidatos. 
 
Existen diversos tipos de Conjunto de Candidatos que pasamos a analizar [R94]. 
 
Vecinos más cercanos 
 
Para un TSP de n nodos y k>=1, se define el correspondiente k nearest neighbor 
subgraph Gk = (V,E) por 
 
  V = {1,2,3,...,n}, 
  E = {uv | v está entre los k vecinos más cercanos de u} 
 
Por ejemplo, se puede encontrar una solución óptima en el 10 nearest neighbor 
subgraph para el problema u159. 
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El cálculo directo de los k vecinos más cercanos por enumeración es de complejidad 
(n2) para un k fijo. Sin embargo, para instancias euclideas del TSP, se puede usar el 
Delaunay Graph para acelerar los cálculos de los vecinos más cercanos hasta conseguir 
complejidad lineal [R94]. El algoritmo es el siguiente: 
 
Procedimiento nearest_neighbors 
 
1. Cálculo del Delaunay Graph e inicialización de la lista de vecinos 
 
2. Para cada nodo i = 1,2,...n se calculan los k vecinos más cercanos del nodo i mediante 
búsqueda en anchura en el Delaunay Graph empezando en el nodo i. Se añaden los 
correspondientes  a la lista de vecinos. 
 
Fin procedimiento 
 
Candidatos basados en el Delaunay Graph 
 
En particular si el conjunto de nodos se compone de numerosos conglomerados, el  k 
nearest neigbor subgraph puede no estar conectado y perdernos así aristas bastante 
prometedoras para formar el Conjunto de Candidatos. 
 
Este particular problema lo podemos salvar con el Delaunay Graph, ya que contiene 
importantes conexiones entre conglomerados, aunque podemos añadir otro problema 
puesto que el Conjunto de Candidatos basado en el Delaunay Graph es de tamaño 
bastante reducido, llegando a darse el caso de que ni siquiera contenga un ciclo 
Hamiltoniano. 
 
Para salvar este obstáculo se ha decidido ampliar este Conjunto de Candidatos 
artificialmente, de la siguiente manera. Si las aristas {i,j} y {j,k} están contenidas en el 
Delaunay Graph entonces añadimos también la arista {i,k} al Conjunto de Candidatos. 
El algoritmo es el siguiente: 
 
Procedimiento Delaunay_candidates 
 
1. Cálculo del Delaunay Graph e inicialización del Conjunto de Candidatos con    las  
aristas de dicho grafo. 
 
2. Para cada nodo i=1,2,...n hacer 
 
a. Para cada nodo j y k adyacentes a i en el Delaunay Graph se añade la arista 
{j,k} al Conjunto de Candidatos si no estaba incluida. 
 
Fin procedimiento 
 
Observaciones empíricas muestran que este Conjunto de Candidatos tiene entre 9n y 
10n aristas. Así conseguimos aumentar suficientemente la densidad del grafo candidato. 
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Otros Conjuntos de Candidatos 
 
Si queremos evitar los sofisticados cálculos del Delaunay Graph, podemos obtener el 
Conjunto de Candidatos aprovechando la parte geométrica del TSP buscando los nodos 
más cercanos por sus coordenadas en el plano. 
 
La idea es ordenar los puntos en dos listas según sus coordenadas x e y; de esta manera, 
por cada nodo, añadimos al Conjunto de Candidatos las k aristas de los nodos vecinos 
más próximos que estén en un radio de w unidades a éste. El algoritmo es como sigue: 
 
Procedimiento Coordinates_candidates 
 
1. Inicializar dos listas ordenadas de puntos según sus coordenadas x y según sus 
coordenadas y. Para cada punto i sean ix e iy sus respectivas posiciones en las listas. 
 
2. Inicialización a Vacío de Conjunto de Candidatos. 
 
3. Para cada nodo i = 1,2, ..., n hacer 
a. Sea Q1 = {j|jx ∈ {ix+1,...,ix+w}, jy ∈ {iy+1,...,iy+w}}, Q2 = {j|jx ∈ {ix+1,...,ix+w}, jy ∈ 
{iy-1,...,iy-w}}, Q3 = {j|jx ∈ {ix-1,...,ix-w}, jy ∈ {iy-1,...,iy-w}}, Q4 = {j|jx ∈ {ix-1,...,ix-w}, jy 
∈
 {iy+1,...,iy+w}}. 
b. Añadir las aristas entre el nodo i y sus dos vecinos más cercanos en cada Qj, 
j=1,2,3,4 (si existen) al Conjunto de Candidatos y eliminarlos de los Qj. 
c. Calcular los k-l vecinos más cercanos de i en el reducido conjunto Q1U Q2U 
Q3U Q4 (donde l es el número de aristas añadidas en el paso 3.b) y añadirlos al 
Conjunto de Candidatos 
Conjunto de Candidatos basado en Delaunay Graph 
de u159 
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Fin procedimiento 
 
Para el problema u159, con parámetros k=10 y w=20 por este algoritmo conseguimos 
un Conjunto de Candidatos que tiene el 81% de las aristas del 10 nearest neighbor 
subgrap; y con k=10 y w=30 conseguimos el 97% de las aristas. 
 
 
Conjunto de Candidatos basado en coordenadas (k=10,w=20) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Conjunto de Candidatos basado en coordenadas (k=10, w=30) 
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Construcción de las heurísticas 
 
En esta parte pasamos a considerar la parte computacional del TSP, por medio de las 
heurísticas, que son procedimientos que determinan un tour de acuerdo a alguna regla 
de construcción [R94]. 
 
Las heurísticas estudiadas son: 
 
• Nearest  Neighbor 
• Insertion 
• Spanning trees 
• Savings 
 
A partir de aquí, asumiremos que nos es dado el grafo completo no-dirigido Kn con 
pesos en las aristas cuv entre cada par de nodos u y v. Denotaremos por V al conjunto de 
todos los nodos del grafo y asumiremos que, V = {1,2,...,n}. El objetivo de las 
heurísticas será hallar buenos ciclos Hamiltonianos en este grafo. 
 
Heurísticas Nearest Neighbor 
 
Esta heurística construye un tour del siguiente modo. Se empieza en un nodo, en nuestro 
caso desde un nodo aleatorio, y desde ahí se va al vecino más cercano. Desde ahí se va 
visitando el vecino más cercano de cada nodo que no haya sido visitado ya, hasta que 
todas los nodos hayan sido visitados y volvamos al punto de origen. 
 
Versión estándar 
 
El algoritmo es el siguiente: 
 
Procedimiento nearest_neighbor_standar 
 
1. Seleccionar un nodo arbitrario j, sea l=j y T = {1,2,....,n}\{j}. 
 
2. Mientras T no sea Vacío hacer 
a. Hallar j ∈ T tal que clj = min {cli | i∈ T}. 
b. Conectar l a j y hacer T = T \ {j}; l = j. 
3. Conectar l al primer nodo seleccionado en el paso 1. 
 
Fin procedimiento 
 
 
Es el algoritmo más fácil de implementar, sin embargo es cuadrático y no obtiene 
buenas soluciones. En un principio coge aristas cortas pero va “olvidando” muchos 
nodos que después producirán aristas innecesariamente largas. 
 
Por ello, esta implementación de la heurística suele usarse para obtener buenos tours 
iniciales, a los que después se les aplicarán algoritmos de mejora de la solución. 
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Versión estandar para d198 
 
Como hemos visto anteriormente, el Delaunay Graph puede ser usado para acelerar la 
búsqueda de los k vecinos más cercanos. Por ello introducimos la siguiente 
modificación en el algoritmo básico visto en el capítulo anterior: 
 
Procedimiento nearest_neighbor_delaunay 
 
1. Seleccionar un nodo arbitrario j, sea l=j y T = {1,2,....,n}\{j}. 
 
2. Mientras T no sea Vacío hacer 
a. Sea j el k-esimo vecino más cercano a l para k = 1,2,...,n hasta que sea 
encontrado explorando el Delaunay Graph en anchura. 
b. Conectar l a j y hacer T = T \ {j}; l = j. 
3. Conectar l al primer nodo seleccionado en el paso 1. 
 
Fin procedimiento
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Este procedimiento, que sigue siendo cuadrático en el peor caso, tiene una salvedad, que 
en las últimas iteraciones en las que se recogen los nodos “olvidados” no hace falta usar 
el Delaunay Graph. Se ha establecido que el diez por ciento de los nodos – los últimos -  
se escogen por enumeración directa para ahorrarnos cierta complejidad del Delaunay 
Graph, ya que en estos nodos tendríamos que recorrer gran parte de este grafo y sin 
embargo no conseguiríamos una solución mucho mejor que con la simple enumeración. 
 
 
Versión delaunay para d198 
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Versión con vecinos precalculados I 
 
La idea es tener un Conjunto de Candidatos precalculado que represente las conexiones 
más “razonables” donde buscar el nodo que ampliará nuestro tour, reduciendo así el 
espacio de búsqueda. En el caso de que todos sus nodos adyacentes estén ya en el tour, 
se buscaría el nodo más cercano entre los nodos restantes. Con esto no conseguimos 
mejorar el caso peor, pero si el caso medio en la práctica. 
 
En nuestro caso particular, hemos elegido el k nearest neighbor subgraph como 
Conjunto de Candidatos. Así, el algoritmo es el básico pero con la búsqueda del 
siguiente nodo a insertar  restringida, en un principio, al Conjunto de Candidatos. 
 
 
Versión con vecinos precalculados 1 para d198 
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Versión con vecinos precalculados II 
 
Es igual que el algoritmo anterior, con la variedad que cuando todos los nodos 
adyacentes a uno dado están incluidos en el tour, buscamos vecinos libres, en el 
Conjunto de Candidatos, entre los adyacentes de su predecesor. Si esto falla también, se 
sigue retrocediendo al predecesor del predecesor, etc.  
 
Esta vuelta atrás tiene que tener un límite, por ejemplo 20 veces, ya que los nodos que 
obtendríamos quedarían muy lejos del nodo actual; así en este caso se buscaría el vecino 
más cercano exacto. Por ello, seguimos sin mejorar el caso peor; sin embargo, se podría 
conseguir un significativo aumento de velocidad en la práctica. 
 
 
Versión con vecinos precalculados II para d198 
 
Versión con inserción de los nodos “olvidados” 
 
El principal problema de las heurísticas nearest neighbor consiste en que los nodos 
finales son conectados al tour con un alto coste porque han sido aislados durante el 
proceso. Para salvar este inconveniente, esta versión, lleva el grado de cada nodo del 
Conjunto de Candidatos. (También esta vez hay que elegir un Conjunto de Candidatos.) 
 
Cuando un nodo es conectado al tour, se decrementa el grado de sus nodos adyancentes 
en una unidad. Si el grado de un nodo libre cae por debajo de un umbral (por ejemplo 
2), entonces le convertimos en candidato preferente para ser insertado en el tour. 
Nosotros llevamos una cola de nodos preferentes, donde se buscan en primer lugar los 
nodos a añadir al tour. Si no hay ningún nodo en la cola de preferentes, en nuestro caso, 
hemos procedido como en la Versión de Vecinos Precalculados I.(Aunque también se 
podría evidentemente proceder con la versión de Vecinos Precalculados II). 
Estudio comparativo de algoritmos heurísticos para el problema del viajante 
Sergio Rincón  Alberto Oller Daniel Martínez 
 
 - 31 -  
 
El punto de inserción teórico de los nodos preferentes debería ser antes o después de su 
vecino más próximo ya insertado en el tour. Aunque nosotros en la práctica hemos 
comprobado que la inserción de los nodos preferentes por enumeración directa no 
consigue resultados mucho peores, evitando además la complejidad añadida de buscar el 
vecino más próximo ya insertado en el tour parcial. A pesar de ello, todavía tenemos 
tiempo cuadrático en el peor caso. 
 
 
Versión con inserción de nodos olvidados para d198 
 
Versión con rotaciones 
 
Como en las anteriores implementaciones lo primero que haremos es calcular el 
Conjunto de Candidatos. La idea de esta heurística es hacer crecer el tour con los nodos 
de dicho conjunto. Si el nodo actual de tour no puede ser conectado a ningún de sus 
vecinos del Conjunto de Candidatos, se cambia el sentido del tour intentando extenderlo 
por el nodo inicial. Si tampoco se puede extender por aquí, se procede como en una de 
las variantes previas ya estudiadas. 
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Versión con rotaciones para d198 
Complejidad 
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00
56
1,
00
62
3,
00
Standard Version 170 790 744 878 1090 1636 4018 4270 2098 2652 8410 20338 24272 22206
Delaunay Version 103 341 362 369 537 712 1118 1391 915 1055 2924 3456 3729 4604
Precomputed Neighbors Version 285 1144 1319 1229 2228 3631 4536 6220 3581 4303 14239 18825 19615 23439
Predecessor Neighbors Version 285 1095 1118 1103 2079 2810 4407 6478 5832 3674 15079 18415 22457 31241
Insertion of Forgotten Nodes Version 1599 5856 6586 7210 10054 13199 20989 27458 17419 19314 54785 67421 74674 86434
Rotation Operations 2 Version 246 861 1176 1201 2008 3058 3889 6948 3342 4540 12703 16334 18081 21254
14 48 51 52 76 101 159 198 130 150 417 493 532 657
 
 
Vemos que la heurística que peor se comporta es la inserción de nodos “olvidados”, 
pero en cualquier caso el coste es de tipo polinómico, y lo que sugiere la gráfica es que 
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es de orden lineal, ya que se dibuja una línea casi perfecta. El resto son bastante más 
eficientes, destacando la versión que usa el grafo de Delaunay para calcular los 
candidatos. 
 
Resultados 
 
Como ya hemos explicado en el apartado Simplificaciones, los resultados referentes a la 
optimalidad de los recorridos obtenidos que se muestran en las gráficas son porcentajes 
de la diferencia entre nuestro resultado y el mejor publicado en la página: 
http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/ 
0
10
20
30
40
50
60
70
80
90
Standard Version 73,77514 17,05769 16,01449 24,43749 23,77997 23,02771 19,34299 20,33792 24,63031 19,80547 75,30228 20,94919
Delaunay Version 79,66281 20,93905 13,74977 36,54819 37,46474 26,48568 35,54261 45,61617 33,70745 22,47257 76,43258 33,50259
Precomputed Neighbors Version 73,77514 17,05769 16,01449 19,43197 27,05542 25,09125 19,34299 20,33792 27,19025 22,82632 75,24753 20,94919
Predecessor Neighbors Version 73,77514 17,05769 16,01449 29,5651 23,97629 20,64341 20,37349 24,28417 28,04453 20,80228 77,49217 26,54321
Insertion of Forgotten Nodes Version 72,82336 17,05032 16,01449 23,59498 23,8193 25,64549 22,36881 23,41135 34,65987 24,12088 75,47224 20,72751
Rotation Operations 2 Version 74,7897 17,49119 19,77461 22,67546 24,27796 19,03743 23,46278 22,50684 24,12242 14,98849 75,14227 18,30716
48 51 52 76 101 159 130 150 417 493 532 657
 
Podemos ver que los resultados en cualquiera de las versiones son muy parejos, 
descartando, a simple vista, la versión que usa el grafo de Delaunay porque es la peor de 
todas en casi todos los ejemplos. La versión con rotaciones es la mejor en 5 de los 12 
ejemplos, y podemos decir que es la que mejor se comporta en general. 
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Heurísticas de Inserción 
 
 
La idea de éste tipo de heurísticas es la de empezar con un pequeño conjunto de nodos 
usado como tour inicial, para después ir extendiendo este tour inicial insertando los 
restantes nodos. 
 
La estructura general de éste tipo de heurísticas es la siguiente: 
 
 
Procedimiento inserción 
 
      1.    Seleccionar un tour inicial de k nodos (k>1) de entre los nodos  
             existentes 
 
      2.    Mientras existan nodos no insertados al tour hacer: 
 
a. Seleccionar un nodo de entre los nodos no pertenecientes al tour                              
provisional de acuerdo con algún criterio. 
 
         b.   Insertar el nodo seleccionado en el tour provisional. 
 
Fin procedimiento 
 
 
De esta manera se irán incluyendo en el tour todos los nodos, quedando al final un tour 
Hamiltoniano compuesto por todos los nodos. 
 
 
Versiones Estándar de las Heurísticas de Inserción 
 
La principal diferencia entre las heurísticas de inserción es el criterio que tenemos para 
elegir el nodo a insertar, y el criterio que usamos a la hora de insertar el nodo elegido. 
 
El tour inicial normalmente es un tour de dos o tres nodos, o incluso de un solo nodo 
que tiene una arista a sí mismo. 
 
En estas versiones, el nodo elegido, lo insertaremos en el punto del tour provisional que 
menos incremento produzca en la longitud del mismo. 
 
 
 
 
 
Estudio comparativo de algoritmos heurísticos para el problema del viajante 
Sergio Rincón  Alberto Oller Daniel Martínez 
 
 - 35 -  
Nearest Insertion 
 
Insertar el nodo que esté a la distancia más corta a un nodo del tour provisional. 
 
 
 
 
 
Farthest Insertion 1 
 
Insertar el nodo cuya mínima distancia a un nodo del tour provisional, sea máxima.  
 
 
 
 
 
Standard Nearest Insertion para u159 
Standard Farthest Insertion para u159 
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Farthest Insertion 2 
 
Insertar el nodo que tenga la distancia más larga a un nodo del tour provisional. 
 
 
 
 
 
 
Farthest Insertion 3 
 
Insertar el nodo cuya máxima distancia a un nodo del tour provisional, sea mínima. 
 
 
 
 
Standard Farthest Insertion2 para u159 
Standard Farthest Insertion3 para u159 
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Cheapest Insertion 1 
 
De entre todos los nodos no insertados, se elige un nodo cuya inserción cause el mínimo 
incremento en la longitud del tour provisional, insertándolo de hecho en la posición 
donde menos se incremente la longitud del tour provisional. 
 
 
 
 
 
 
 
Cheapest Insertion 2 
 
En la heurística Cheapest Insertion 1, tenemos que saber para cada nodo no 
perteneciente al tour provisional, su inserción “más barata” o que menos incremente la 
longitud del tour. Conocer ésta información es cara en cuanto a su eficiencia. En esta 
otra variante sólo intentamos conocer una actualización parcial de los mejores puntos de 
inserción. Supongamos que un nodo j ha sido insertado en el tour parcial. Con esto 
puede pasar que el mejor punto de inserción cambie por un nodo no perteneciente al 
tour provisional, por ejemplo el nodo n. No estamos considerando la posibilidad de que 
luego este nodo va a ser insertado, y que dependiendo del orden de inserción, los puntos 
de inserción en el tour provisional van a cambiar. Esto viene a decirnos que no 
sabremos cuál será el mejor punto de inserción para cada nodo. 
Standard Cheapest Insertion1 para u159 
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Random Insertion 
 
Seleccionamos aleatoriamente el nodo que va a ser insertado a continuación en             
el tour provisional. 
 
 
Standard Cheapest Insertion2 para u159 
Standard Random Insertion para u159 
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Largest Sum Insertion 
 
Insertamos el nodo cuya suma de distancias al tour provisional es máxima. Esto             
es equivalente a elegir el nodo con la mayor distancia media al tour provisional. 
 
 
 
 
Smallest Sum Insertion 
 
Insertamos el nodo cuya suma de distancias al tour provisional es mínima. Esto             
es  equivalente a elegir el nodo con la menor distancia media al tour provisional. 
 
 
 
 
Standard Largest Insertion para u159 
Standard Smallest Insertion para u159 
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Otra variante de estas versiones sería la que a la hora de añadir el nodo al tour 
provisional, no lo hace en el punto donde menos incremente la longitud del tour 
provisional, sino que simplemente lo añade al final del tour. Esta variante es llamada 
Addition en vez de Insertion. 
 
 
Complejidad 
0
50000000
100000000
150000000
200000000
250000000
300000000
350000000
400000000
450000000
14
,0
0
74
,0
0
13
5,
00
19
6,
00
25
8,
00
31
9,
00
38
0,
00
43
9,
00
50
0,
00
56
1,
00
62
3,
00
68
4,
00
Nearest Insertion 3148 74178 89969 92398 266174 604940 1E+06 2E+06 2E+06 4E+06 4E+07 6E+07 8E+07 1E+08 2E+08
Farthest Insertion1 3158 74256 89901 92426 266289 605036 1E+06 2E+06 2E+06 4E+06 4E+07 6E+07 8E+07 1E+08 2E+08
Farthest Insertion2 3160 74229 89918 92367 266125 604849 1E+06 2E+06 2E+06 4E+06 4E+07 6E+07 8E+07 1E+08 2E+08
Farthest Insertion3 3144 74254 90029 92516 266258 605187 1E+06 2E+06 2E+06 4E+06 4E+07 6E+07 8E+07 1E+08 2E+08
Cheapest Insertion1 4308 128608 159662 162687 489237 1E+06 2E+06 4E+06 4E+06 9E+06 8E+07 1E+08 2E+08 3E+08 4E+08
Cheapest Insertion2 5447 144745 175604 179482 525521 1E+06 2E+06 5E+06 4E+06 8E+06 8E+07 1E+08 2E+08 3E+08 4E+08
Random Insertion 1356 16164 15563 18244 38588 66539 114476 147095 151520 242536 935283 1E+06 1E+06 2E+06 3E+06
Largest Sum Insertion 3175 74197 89914 92427 266129 604814 1E+06 2E+06 2E+06 4E+06 4E+07 6E+07 8E+07 1E+08 2E+08
Smallest Sum Insertion 3144 74259 90059 92568 266297 605207 1E+06 2E+06 2E+06 4E+06 4E+07 6E+07 8E+07 1E+08 2E+08
14 48 51 52 76 101 130 159 150 198 417 493 532 657 724
 
Lo más destacable de esta gráfica es que la inserción aleatoria es, como se esperaba, la 
más rápida de todas con una gran diferencia. Observando la curva que describe casi se 
podría decir que es de orden constante. El resto son de orden polinómico y de orden 
mayor que el lineal. Podemos encerrarlo entre O(n2) y O(n2 log n) [R94]. 
 
Resultados 
 
En este apartado vamos a mostrar las tablas y gráficas para los resultados obtenidos 
respecto del número de nodos que vamos a considerar en el recorrido inicial y que 
llamaremos k.  
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k = (Número de nodos / 2) 
0
10
20
30
40
50
60
70
80
90
100
Nearest Insertion 85,19558 42,87444 43,37019 50,72486 48,62927 7,322192 74,24052 75,91158 66,66032 53,8477 93,29717 71,96474 58,8075
Farthest Insertion1 85,38841 42,27103 43,04225 50,62035 48,70356 8,941008 73,8547 75,83586 66,30648 53,38905 93,07468 71,0208 57,74132
Farthest Insertion2 85,84602 43,45261 42,90919 50,58564 48,65535 9,555476 73,87062 75,80798 66,39455 53,71943 93,11603 71,65436 58,45101
Farthest Insertion3 85,25517 43,71254 44,64932 51,42851 48,57772 10,32866 74,53597 76,1023 68,07526 54,11275 93,31857 72,20982 58,88712
Cheapest Insertion1 85,22862 43,2297 43,43348 50,85624 48,60885 6,341653 74,18529 76,08366 66,54813 53,5405 93,26727 71,66415 58,7566
Cheapest Insertion2 85,94901 44,46436 45,98699 51,19835 49,17817 13,7947 74,32403 76,23612 67,52025 54,70729 93,52351 72,11173 58,84393
Random Insertion 85,22152 42,89498 43,90498 50,60917 48,71631 3,220549 74,0822 75,85127 66,26461 53,16377 93,08522 71,16202 57,78169
Largest Sum Insertion 85,84602 43,57043 42,89796 50,58796 48,67176 9,642378 73,88333 75,80734 66,33358 53,36954 93,12617 71,14997 58,15671
Smallest Sum Insertion 85,19558 43,39098 43,47307 51,40206 48,57772 10,80453 74,08116 76,1067 68,06883 54,2453 93,27072 71,84697 58,72483
48 51 52 76 101 159 130 150 417 493 532 657 724
 
k = (Número de nodos / 4) 
0
10
20
30
40
50
60
70
80
90
100
Nearest Insertion 76,66198 23,76953 23,119059 31,38801 29,170517 14,098022 53,50672 56,617382 63,159573 27,21847 85,8158 51,027275
Farthest Insertion1 76,61328 16,459505 24,585192 27,80434 28,208952 9,883813 52,37789 56,073254 61,967407 24,93337 84,829346 47,93352
Farthest Insertion2 76,56019 18,107826 22,97327 26,681862 28,07694 11,47136 52,739964 55,035595 62,062775 28,39269 85,53891 49,948948
Farthest Insertion3 76,50179 22,73264 22,068907 31,155884 30,29176 19,032412 53,6632 57,856163 63,223854 28,726099 86,086845 51,664257
Cheapest Insertion1 76,44957 25,008846 21,535587 30,573801 28,92864 14,415833 54,16268 57,536064 62,945423 26,383368 85,53208 49,95828
Cheapest Insertion2 77,36009 25,229996 23,295347 35,52618 31,000319 22,908098 55,01584 58,111248 64,051636 29,717749 86,10506 52,573853
Random Insertion 76,55134 19,475056 23,478266 29,79508 29,445843 9,307895 52,214573 56,46438 61,93981 24,345877 84,79855 48,359913
Largest Sum Insertion 76,59794 20,3666 23,603256 28,48325 28,524776 12,650941 52,686382 55,268948 62,04147 28,319237 85,37922 49,308086
Smallest Sum Insertion 76,44957 24,203686 24,236446 31,931507 30,249739 22,009308 53,70353 57,770706 63,39869 28,341328 85,80151 51,188328
48 51 52 76 101 159 130 150 417 493 532 657
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k = (Número de nodos / 8) 
0
10
20
30
40
50
60
70
80
90
Nearest Insertion 73,75988 18,16389 17,4087 15,61734 17,25957 17,51408 34,28329 32,5226 51,52376 23,02327 77,89265 37,07818 34,29015
Farthest Insertion1 73,09122 6,927816 12,4058 11,13153 12,08766 12,75115 30,99208 32,04026 51,11175 18,34852 74,8168 30,48669 28,0979
Farthest Insertion2 72,20802 6,587912 7,779006 10,75155 13,42282 19,73941 31,83422 31,77815 50,93781 22,18778 77,50816 35,40859 33,71416
Farthest Insertion3 71,87479 19,5889 19,63841 18,59114 18,39477 20,01512 36,69722 34,76266 50,70522 24,4537 79,06841 38,43706 35,23808
Cheapest Insertion1 73,05268 16,47169 19,45329 15,55012 17,1909 15,93637 37,36068 35,21049 50,63119 21,05987 77,28906 35,49335 32,21591
Cheapest Insertion2 75,56292 23,143 22,07056 21,77045 20,37472 28,7232 40,08448 35,87888 55,35818 26,49707 79,19764 39,79328 36,45221
Random Insertion 73,70911 13,05398 13,04408 12,59844 15,62212 9,198624 32,39918 31,0165 50,11013 17,90313 75,62371 30,91721 29,77379
Largest Sum Insertion 72,52521 8,846005 10,94938 10,64463 13,45646 19,32227 31,0897 32,82153 51,16949 20,40581 77,14301 35,42588 33,77341
Smallest Sum Insertion 74,12917 19,94663 18,45173 18,70575 18,97314 24,71235 37,38455 34,30051 51,45524 24,72216 78,71238 38,60047 36,16935
48 51 52 76 101 159 130 150 417 493 532 657 724
 
Muy claramente podemos decir que cuanto menor sea el número de nodos del tour 
inicial, mejor va a ser el tour final. Eso a simple vista, pero fijándonos un poco mejor, 
podemos observar que según vamos reduciendo k se van acrecentando las diferencias 
entre las heurísticas, dejando entrever cuáles son mejores o peores que las otras, ya que 
aumentan las diferencias entre unas y otras. 
 
Podemos destacar que la inserción aleatoria se comporta sorprendentemente muy bien, 
siendo una de las tres mejores junto con las dos primeras versiones Farthest. Es 
interesante que siendo la que mejor se comporta en cuanto a complejidad resulte que sea 
una de las mejores en cuanto a la longitud del camino, ya que aun se le podrían aplicar 
mejoras posteriores sabiendo que hemos tardado muy poco en calcularla.  
 
 
Versiones Rápidas de las Heurísticas de Inserción 
 
En éste tipo de heurísticas  vamos a dar prioridad a las aristas del Candidate Set 
(subgrafo de candidatos), para intentar incrementar la velocidad y la eficiencia de las 
heurísticas. Para ello antes debemos calcular el Candidate Set (Candidate Set Easy ó 
Delaunay Candidate Set), y después empezar a calcular las soluciones con las 
heurísticas correspondientes. 
 
Las heurísticas a usar van a ser las mismas que las de la Standard Version, pero como 
hemos dicho antes dando prioridad a las aristas del Candidate Set, y en el caso de que 
no podamos escoger un nodo perteneciente al Candidate Set, escogeremos uno de los 
nodos sobrantes. 
 
 
Estudio comparativo de algoritmos heurísticos para el problema del viajante 
Sergio Rincón  Alberto Oller Daniel Martínez 
 
 - 43 -  
 
 
Nearest Insertion 
 
Si hay nodos conectados al tour actual por el subgrafo de candidatos, entonces             
insertar el nodo conectado al tour por la arista más corta. En otro caso insertar un             
nodo aleatorio. 
 
 
 
 
Farthest Insertion 1 
 
De entre todos los nodos que están conectados al tour por el subgrafo de             
candidatos, insertar el nodo cuya mínima distancia al tour sea máxima. Si no hay               
ningún nodo del subgrafo de candidatos conectado al tour, entonces insertar un             
nodo aleatorio. 
 
 
Fast Nearest Insertion para u159 
Fast Farthest Insertion1 para u159 
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Farthest Insertion 2 
 
De entre todos los nodos que están conectados al tour por el subgrafo de            
candidatos, insertar el nodo cuya distancia al tour sea máxima. Si no hay ningún nodo 
del subgrafo de candidatos conectado al tour, entonces insertar un nodo aleatorio. 
 
 
 
 
 
Farthest Insertion 3 
 
De entre todos los nodos que están conectados al tour por el subgrafo de            
candidatos, insertar el nodo cuya máxima distancia al tour sea mínima. Si no hay ningún 
nodo del subgrafo de candidatos conectado al tour, entonces insertar un nodo aleatorio. 
 
 
 
 
 
Fast Farthest Insertion2 para u159 
Fast Farthest Insertion3 para u159 
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Cheapest Insertion 1 
 
Insertar un nodo conectado al tour actual por el subgrafo de candidatos, cuya            
inserción produzca el mínimo incremento de la longitud del tour provisional. Si            
tal nodo no existe entonces realizar la inserción con menos incremento posible de la  
longitud del tour  provisional de  entre todos los  nodos libres. La información de la 
inserción se hace solamente en los nodos del subgrafo. 
 
 
 
 
 
 
Cheapest Insertion 2 
 
Insertar un nodo conectado al tour actual por el subgrafo de candidatos cuya             
inserción produzca el mínimo incremento de la longitud del tour provisional. Si             
tal nodo no existe entonces realizar la inserción con menos incremento posible             
de  la longitud del tour  provisional de  entre todos los  nodos libres. La             
actualización de la información de la inserción es como en la versión standard. 
Fast Cheapest Insertion1 para u159 
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Random Insertion 
 
Seleccionar aleatoriamente el nodo que va a ser insertado de entre los nodos que             
están conectados al tour actual por el subgrafo de candidatos. Si no hay nodos             
conectados, entonces se añade un nodo aleatorio de entre todos los nodos             
restantes. 
 
 
 
 
 
 
Fast Cheapest Insertion2 para u159 
Fast Random Insertion para u159 
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Largest Sum Insertion 
 
Para cada nodo del subgrafo de candidatos que esté conectado al tour actual,             
calcular la suma de distancias al tour provisional, e insertar el nodo cuya suma             
es máxima. Si no hay nodos conectados, entonces se añade un nodo aleatorio de             
entre todos los nodos restantes. 
 
 
 
 
 
Smallest Sum Insertion 
 
Para cada nodo del subgrafo de candidatos que esté conectado al tour actual,            
calcular la suma de distancias al tour provisional, e insertar el nodo cuya suma             
es mínima. Si no hay nodos conectados, entonces se añade un nodo aleatorio de             
entre todos los nodos restantes. 
 
 
 
Fast Largest Insertion para u159 
Fast Smallest Insertion para u159 
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El incremento de la velocidad de estas heurísticas es considerable, al tener que realizar 
menos operaciones con los nodos y sus distancias, pero la calidad de los resultados, 
dependiendo de los ejemplos, suele ser peor en estas heurísticas. 
 
Complejidad
0
5000000
10000000
15000000
20000000
25000000
14
,0
0
74
,0
0
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5,
00
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6,
00
25
8,
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00
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9,
00
50
0,
00
56
1,
00
62
3,
00
Nearest Insertion 14581 144855 169807 173081 361124 638243 1503555 2329091 1049407 1379536 9981629 1,2E+07 1,5E+07 2,1E+07
Farthest Insertion1 14589 148562 170550 170911 361917 635142 1503319 2327849 1046045 1381552 9981627 1,2E+07 1,5E+07 2,1E+07
Farthest Insertion2 14560 146705 168856 174528 362727 635901 1500594 2322874 1042043 1381877 9984606 1,2E+07 1,5E+07 2,1E+07
Farthest Insertion3 14899 147474 170604 174964 365618 630872 1505909 2327624 1051283 1378165 9990420 1,2E+07 1,5E+07 2,1E+07
Cheapest Insertion1 16018 151011 178183 178555 372288 639010 1501964 2345267 1060316 1374607 9988606 1,2E+07 1,5E+07 2,1E+07
Cheapest Insertion2 18415 155960 179339 181185 369467 648412 1512618 2347854 1066166 1385158 1E+07 1,2E+07 1,5E+07 2,1E+07
Random Insertion 13040 142238 164984 170972 364493 629664 1489700 2313384 1038107 1368446 9994574 1,2E+07 1,5E+07 2,1E+07
Largest Sum Insertion 14658 145906 167336 173791 360956 636681 1508346 2335127 1050343 1370106 9988633 1,2E+07 1,5E+07 2,1E+07
Smallest Sum Insertion 15693 167704 198894 186887 430269 743873 1704445 2601130 1165613 1524018 1E+07 1,6E+07 1,8E+07 2,2E+07
14 48 51 52 76 101 159 198 130 150 417 493 532 657
La complejidad de cada una de las heurísticas rápidas es más o menos similar entre 
ellas. Y para compararlas con la inserción estándar, si nos fijamos en las magnitudes de 
las cifras en el eje y en el que representamos las unidades de computación, queda claro 
que las versiones rápidas son mucho mejores en cuestión de complejidad que las 
anteriores. El orden de todas las heurísticas se puede aproximar al lineal ya que crecen 
más o menos igual las heurísticas en ambos ejes. 
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Resultados 
 
Al igual que en el mismo apartado de la inserción estándar vamos a dividir las gráficas 
dependiendo del número de nodos del tour inicial (k).  
 
k = (Número de nodos / 2) 
0
20
40
60
80
100
Fast Version Nearest Insertion 85,12905 42,27256 43,53299 50,79888 48,6039 8,256074 73,99306 75,83544 66,34619 53,31758 93,12447 71,23404
Fast Version Farthest Insertion1 85,85323 42,68663 43,1578 50,79888 48,67843 6,73448 73,92429 75,8855 66,2765 53,22833 93,12201 71,34018
Fast Version Farthest Insertion2 85,381 42,28516 43,07944 50,58379 48,68565 8,031948 74,00371 75,77798 66,37154 53,26315 93,14994 71,11774
Fast Version Farthest Insertion3 85,21809 43,44793 44,23853 50,74009 48,56309 6,477401 74,01963 75,84509 66,36121 53,1689 93,0967 71,45613
Fast Version Cheapest Insertion1 85,12611 42,67208 43,53299 50,58379 48,56952 7,347326 74,08244 75,82987 66,35738 53,17041 93,09563 71,38545
Fast Version Cheapest Insertion2 85,85529 46,79225 46,07392 54,06702 50,03351 27,71973 74,91998 76,51595 70,97331 58,39963 93,64124 73,44618
Fast Version Random Insertion 85,14566 42,61624 45,08112 50,93887 48,66488 6,725556 73,90472 75,8447 66,30132 53,34675 93,17146 71,24113
Fast Version Largest Sum Insertion 85,84337 42,54322 43,02031 50,70375 48,68815 3,337793 73,92822 75,83379 66,34784 53,33578 93,18458 71,24186
Fast Version Smallest Sum Insertion 85,22151 42,67209 43,94533 50,83511 48,58717 5,71976 73,93684 75,92464 66,31706 53,24895 93,08814 71,29115
48 51 52 76 101 159 130 150 417 493 532 657
 
k = (Número de nodos / 4) 
0
20
40
60
80
100
Fast Version Nearest Insertion 9,58119 76,6144 20,8038 23,2149 31,3038 28,5826 7,91978 52,7801 56,7299 63,1857 25,0107 85,0832 48,7487
Fast Version Farthest Insertion1 9,72675 76,856 19,0078 23,1768 27,3171 27,5978 8,06889 52,5329 56,4453 61,952 24,8962 84,884 48,2082
Fast Version Farthest Insertion2 9,87189 76,7285 19,501 23,3803 28,7543 28,1525 5,92853 52,3366 56,7302 63,104 25,0484 84,8736 48,2358
Fast Version Farthest Insertion3 9,44434 76,6483 20,846 24,558 30,432 28,4272 9,35345 53,0853 56,1753 62,0405 25,8735 84,8865 48,0612
Fast Version Cheapest Insertion1 9,44434 76,9968 19,9426 22,591 30,018 27,478 7,74658 52,9071 56,5442 63,1517 26,4987 84,8818 47,6175
Fast Version Cheapest Insertion2 7,87739 81,4297 35,9183 40,8984 41,0051 41,3085 42,4365 57,9808 60,0627 69,5932 43,6823 88,5736 63,4674
Fast Version Random Insertion 9,60298 77,1377 19,3895 23,0956 28,5982 28,6352 8,7521 52,1433 56,0968 62,8966 24,1788 84,8107 48,3487
Fast Version Largest Sum Insertion 9,72675 76,856 21,3406 23,4617 28,2267 27,3922 7,67813 52,7472 56,5617 61,9676 24,7463 84,9306 48,6194
Fast Version Smallest Sum Insertion 9,59554 76,8603 19,4595 24,4532 28,6367 29,3807 8,26996 53,2226 56,2921 61,9384 24,5722 84,9944 48,4444
14 48 51 52 76 101 159 130 150 417 493 532 657
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k = (Número de nodos / 8) 
0
20
40
60
80
100
Fast Version Nearest Insertion 72,42153 13,38937 15,59019 16,34268 13,33322 11,8191 34,28469 32,28198 50,58353 18,70157 76,31759 32,85888
Fast Version Farthest Insertion1 72,85497 8,76792 5,21159 17,53834 14,39327 11,62578 32,59958 33,6372 50,72585 17,93083 75,95709 33,06554
Fast Version Farthest Insertion2 71,96335 10,04008 8,20463 15,72133 17,67623 11,32632 33,94344 32,58407 48,82532 19,43009 76,48261 31,95359
Fast Version Farthest Insertion3 73,29965 6,963064 16,18228 16,68238 15,18089 12,28349 33,88741 33,05436 50,03806 19,08131 76,02679 32,98347
Fast Version Cheapest Insertion1 72,17461 14,10727 13,12821 17,30005 17,29836 8,011601 35,45585 32,26475 48,75072 18,61504 75,7215 32,53013
Fast Version Cheapest Insertion2 80,56587 29,4544 32,12266 35,28135 33,90148 43,33584 47,48521 47,33176 66,91988 39,89122 85,80921 53,81332
Fast Version Random Insertion 73,57107 8,208069 6,312741 10,50323 16,43522 15,70047 34,16691 32,62552 49,72598 19,24535 75,45786 31,35845
Fast Version Largest Sum Insertion 72,62726 9,011548 9,191145 14,50552 15,94248 8,258988 33,85779 32,49406 50,49468 18,89294 75,95853 31,27497
Fast Version Smallest Sum Insertion 72,8226 10,48176 14,81875 14,95867 15,38508 10,58241 31,97031 32,55055 49,36693 18,18352 75,96111 31,70148
48 51 52 76 101 159 130 150 417 493 532 657
 
k = (Número de nodos / 16) 
0
20
40
60
80
100
Fast Version Nearest Insertion 71,23831 10,65544 14,75716 8,590164 10,05227 11,49912 18,1482 20,82963 22,33261 7,719388 72,28967 21,24985
Fast Version Farthest Insertion1 72,17796 8,612215 13,89962 9,276405 9,769704 10,2409 17,47343 19,10328 22,87641 9,759914 72,74757 21,44709
Fast Version Farthest Insertion2 70,89905 7,220047 14,06616 9,972938 11,86035 6,435487 16,29569 20,79813 24,77601 8,716227 72,73911 21,97157
Fast Version Farthest Insertion3 70,86781 9,557487 15,99417 12,16915 16,53295 8,932825 19,12365 20,1346 24,12984 9,323959 72,65773 21,28209
Fast Version Cheapest Insertion1 70,91789 9,657829 14,89483 12,43101 13,21236 12,99739 17,52079 21,1238 22,66421 9,789168 72,48059 20,85872
Fast Version Cheapest Insertion2 78,65999 29,64114 24,12707 40,1665 40,17808 45,46145 43,15993 42,93443 52,60002 40,85807 84,1347 50,29035
Fast Version Random Insertion 70,17217 11,72226 12,30696 10,12552 12,82764 8,630567 15,23805 23,77615 22,02381 9,33852 72,75288 20,39793
Fast Version Largest Sum Insertion 71,75635 7,644507 18,24826 13,1982 10,09226 8,491154 19,51463 19,78513 22,6216 8,941153 72,8131 22,41269
Fast Version Smallest Sum Insertion 72,42941 10,24222 11,66013 9,169231 10,17982 13,53702 18,37698 21,69142 19,8341 11,93151 72,60453 20,33075
48 51 52 76 101 159 130 150 417 493 532 657
 
Lo primero que sobresale al analizar los resultados es que son prácticamente iguales en 
cuanto a longitud del camino obtenido. Pero se diferencia de la versión estándar en que 
no hay tanta diferencia entre unas heurísticas y otras si no tenemos en cuenta la segunda 
versión de Cheapest. Así que aunque alguna de las dos versiones Fathest pueda ser una 
de las mejores, nunca lo es con una diferencia significativa con respecto a las demás. 
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Usando la envoltura convexa 
 
Otra manera de construir éstas heurísticas de inserción, es usando la envoltura convexa 
(Convex Hull) para construir el tour inicial. Los nodos que resultan de usar la envoltura 
convexa, tienen que contener, si fueran unidos por una línea, a todos los demás nodos, 
con lo que parece buena idea que sean usados como tour inicial. 
 
Usando la envoltura convexa7 hacemos que el tiempo de computación aumente 
ligeramente, aunque los resultados también suelen ser mejores. 
 
Complejidad
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68
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Nearest Insertion 5201 134950 161650 172498 505260 1E+06 4E+06 2E+06 4E+06 8E+06 7E+07 1E+08 2E+08 3E+08 4E+08
Farthest Insertion1 5123 134374 161706 172168 505287 1E+06 4E+06 2E+06 4E+06 8E+06 7E+07 1E+08 2E+08 3E+08 4E+08
Farthest Insertion2 5107 134334 161612 172467 505208 1E+06 4E+06 2E+06 4E+06 8E+06 7E+07 1E+08 2E+08 3E+08 4E+08
Farthest Insertion3 5183 134470 161392 172629 505716 1E+06 4E+06 2E+06 4E+06 8E+06 7E+07 1E+08 2E+08 3E+08 4E+08
Cheapest Insertion1 7948 262857 304962 340477 984343 2E+06 8E+06 5E+06 7E+06 2E+07 1E+08 3E+08 3E+08 6E+08 8E+08
Cheapest Insertion2 10283 296632 349911 366574 1E+06 3E+06 9E+06 5E+06 8E+06 2E+07 2E+08 3E+08 3E+08 6E+08 8E+08
Random Insertion 2150 21566 27301 27881 61227 92545 222311 165437 199298 342329 1E+06 2E+06 2E+06 3E+06 3E+06
Largest Sum Insertion 5113 134183 161735 172213 505415 1E+06 4E+06 2E+06 4E+06 8E+06 7E+07 1E+08 2E+08 3E+08 4E+08
Smallest Sum Insertion 5188 134747 161769 172635 505879 1E+06 4E+06 2E+06 4E+06 8E+06 7E+07 1E+08 2E+08 3E+08 4E+08
14 48 51 52 76 101 159 130 150 198 417 493 532 657 724
Si nos fijamos en la gráfica de la complejidad de la versión estándar de la inserción 
tiene exactamente la misma forma pero no las mismas magnitudes en el eje y, que 
corresponde a las unidades de computación. En este caso son del orden del doble, pero 
sigue teniendo la misma complejidad, ya que por poner un ejemplo, O(2n) = O(n). 
                                                
7
 Según explicábamos en el apartado Estructuras de datos geométricas 
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Resultados 
 
0
10
20
30
40
50
60
70
80
Convex Hull Nearest Insertion 71,5695 14,3538 14,645 13,9665 17,8383 17,3567 13,8748 19,8293 9,65723 17,5601 73,0659 18,5187 19,3152
Convex Hull Farthest Insertion1 70,195 4,95472 10,9027 10,9662 8,93064 8,75036 5,63573 9,70862 4,1163 8,44759 70,8653 8,52111 9,18316
Convex Hull Farthest Insertion2 71,1341 14,437 5,66112 13,2921 14,9702 16,7826 12,9407 14,0995 13,0835 14,4546 73,6035 16,6449 19,6791
Convex Hull Farthest Insertion3 72,1707 16,6417 15,5968 16,7394 13,6162 20,1996 17,5263 21,3122 9,67273 18,0441 74,211 15,6907 21,9399
Convex Hull Cheapest Insertion1 71,674 9,31226 20,1348 12,6919 13,2536 14,0017 13,72 15,21 11,5652 13,0289 71,4597 13,0823 15,4435
Convex Hull Cheapest Insertion2 72,9778 18,0744 25,9421 20,0523 16,4311 23,466 19,7406 24,5074 20,3719 21,7032 73,8462 18,0376 23,0521
Convex Hull Random Insertion 69,5205 4,22111 11,5747 9,40151 12,7468 7,8028 8,77996 10,9858 4,53066 9,57689 70,7967 10,8845 11,6356
Convex Hull Largest Sum Insertion 70,4319 15,0064 17,2866 15,5588 15,2068 18,671 13,0333 14,0511 13,7515 17,2264 72,9724 18,4624 19,2962
Convex Hull Smallest Sum Insertion 72,1335 14,5988 14,752 16,0611 15,4653 21,0581 17,2513 18,4311 17,5926 20,0918 73,336 18,5323 22,291
48 51 52 76 101 159 130 150 417 493 532 657 724
Podemos apreciar que exceptuando dos de los ejemplos de entrada que resultan 
extremadamente grandes comparado con el resto de los ejemplos y que no hemos 
eliminado para que se pueda ver que los datos que hemos extraído de la página web 
referenciada en el apartado de simplificaciones no parecen ser del todo fiables ya que 
estos dos ejemplos no mejoran apenas usemos la heurística que usemos. Así queda 
plasmado lo relativo de esas soluciones allí llamadas “óptimas”, que en algunos casos 
parece más bien que son las mejores encontradas o bien no son datos fiables. 
  
A parte de lo anterior sobresale el hecho de que son heurísticas muy regulares, en 
general casi todas bajan del 20% independientemente del ejemplo de entrada. Y cabría 
destacar que la que mejor se comporta es la primera versión de la inserción Farthest. 
 
Así, globalmente, se obtienen los mejores resultados en cuanto a la longitud del camino 
obtenido, pero teniendo en cuenta que en complejidad se presenta como uno de los 
peores. 
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Heurísticas con árboles de expansión mínima 
 
La  construcción de un tour mediante árboles de expansión se reduce a los siguientes 
pasos: 
 
Procedimiento spanning_trees 
 
1. Construir el árbol de expansión mínima sobre los puntos que representan las 
ciudades de entrada 
 
2. Doblar todas las aristas 
 
3. Construir un ciclo euleriano 
 
4. Obtener de éste un ciclo hamiltoniano 
 
Fin procedimiento 
 
El primer paso del algoritmo, que consiste en obtener el árbol de recubrimiento (o de 
expansión) mínimo, lo obtenemos con el conocido algoritmo de Prim. 
 
Procedimiento algoritmo_de_Prim 
 
1. Introducir un nodo en el árbol de recubrimiento mínimo. 
 
2. Mientras (haya algún nodo que no esté cubierto) hacer: 
 
a. Buscar el nodo que está a menor distancia de uno que ya está en el 
árbol. 
b. Lo insertamos en el árbol con la arista correspondiente. 
 
Fin procedimiento 
 
Para saber qué nodos quedan por cubrir utilizamos un array de nodos usados en el 
mismo orden que el grafo original, para no tener que buscar el nodo cada vez y ver si 
está usado. 
 
Y según nuestra implementación tenemos una complejidad del orden O(n³), pero hay 
implementaciones en las que se emplea un tiempo antes de entrar en el algoritmo para 
precalcular los más cercanos y se puede implementar con montículos para ahorrarnos 
luego tiempo de búsqueda. Como por ejemplo el algorimo de Edmonds [G76]. 
 
La etapa de doblar las aristas es necesaria porque necesitamos que todos los nodos del 
árbol tengan grado par(es decir, que un número par de aristas incidan en el nodo) para 
que podamos hacer un ciclo euleriano. Esta, es la forma más sencilla y la peor forma de 
conseguir que todos los nodos sean pares, ya que añadimos una cantidad de aristas que 
es innecesaria y que nos creará un ciclo euleriano no demasiado bueno. 
 
Para obtener el ciclo euleriano creamos el procedimiento auxiliar eulerianPartialTour 
que devuelve un ciclo euleriano mirando siempre en la primera arista del nodo que 
consultamos y termina cuando nos encontramos con el nodo inicial y tiene como 
parámetro la posición de este nodo. Cada vez que añadimos un nodo a este ciclo 
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euleriano eliminamos la arista del árbol, ya que un ciclo euleriano es aquel que pasa por 
todas las aristas sin importar si se repiten nodos. 
 
Procedimiento ciclo_euleriano 
 
1. Creamos un ciclo euleriano parcial con el procedimiento auxiliar. 
 
2. Mientras quede una arista sin usar hacer 
 
a. Buscar un nodo en el ciclo parcial que tenga una arista sin usar. 
b. A partir de ese nodo hacemos otro ciclo parcial con aristas no usadas. 
c. Añadimos éste al ciclo parcial. 
Fin procedimiento 
 
En este algoritmo al hablar de aristas no usadas nos referimos a aristas que estén en el 
árbol, ya que al usarlas las eliminamos, para evitar así búsquedas innecesarias. 
 
Para obtener un tour, es decir, un ciclo hamiltoniano, que es un ciclo en el que todos 
los nodos del grafo están incluidos pero sin repetir ninguno de ellos y en el que la última 
arista del camino une al nodo final con el inicial, utilizamos el siguiente procedimiento. 
 
Procedimiento ciclo_hamiltoniano 
 
1. Añadimos un nodo inicial al recorrido. 
 
2. Mientras haya nodos que no estén en el recorrido hacer 
 
a. Añadimos un nodo adyacente al último introducido 
 
Fin procedimiento 
 
Con esta primera heurística basada en árboles de expansión obtenemos un resultado 
bastante pobre. Y el paso en el que se puede ver claramente que no hacemos lo mejor 
posible es a la hora de doblar las aristas, ya que no es necesario doblar todas y cada una 
para conseguir un grafo con todos los vértices pares y en eso consistirá la mejora de este 
primer acercamiento propuesta por Christofides [Ch76]. 
 
Y lo que propuso, que en principio es algo bastante obvio, es no añadir tantas aristas 
innecesarias en la segunda etapa para obtener un grafo de grado par, para que así nos 
quedemos con un recorrido euleriano mejor y más corto que nos pueda llevar a una ruta 
mejor que en la primera aproximación. 
 
Así se introduce la idea del perfect matching de los nodos impares, que consiste en un 
conjunto de aristas que no sean adyacentes entre sí y que contenga todos los vértices 
impares.  
 
La mejor manera, es decir, la óptima en cuanto a obtener el mejor resultado, es que este 
perfect matching fuese mínimo, pero nosotros hemos usado una aproximación voraz. En 
principio podemos suponer que no siempre vamos a obtener el mejor perfect matching, 
de hecho seguro que no lo obtenemos en demasiadas ocasiones. Pero los resultados 
obtenidos con esta aproximación no se separan mucho de otros resultados vistos en el 
libro de referencia [R94], e incluso en ocasiones se comporta como la mejor heurística 
para determinados grupos de ejemplos de entrada.  
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Procedimiento perfect_matching 
  
1. Hacer una lista de nodos de grado impar. 
 
2. Mientras haya nodos en la lista hacer 
 
a. Buscar los dos nodos que se encuentren más cerca. 
b. En la estructura de datos del árbol de expansión añadir la arista 
correspondiente a estos dos nodos. 
c. Borrar los dos nodos de la lista de impares. 
 
Fin procedimiento 
 
Está claro que con este algoritmo no vamos a obtener siempre el mínimo perfect 
matching, pero obtendremos uno lo suficientemente aproximado como para conseguir 
buenos ciclos eulerianos que no se separan demasiado de los mejores. 
 
Cabe destacar que esta heurística no obtiene siempre el mismo resultado, ya que 
depende de dónde comencemos el recorrido euleriano y la longitud del camino varía de 
manera significativa al cambiar el punto de inicio. Sin embargo no hemos encontrado 
ninguna forma de conseguir el mejor punto inicial, ni siquiera uno mejor que otro. De 
manera que ejecutamos varias veces la heurística y nos quedamos con el mejor 
resultado. 
 
Aquí podemos ver lo que ocurre si el recorrido euleriano comienza en un nodo 
aleatorio: 
 
 
 
 
Método Spanning para u159 
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Donde se puede apreciar claramente que se obtienen resultados diferentes con el mismo 
fichero de entrada. 
 
Método Spanning para u159 
Estudio comparativo de algoritmos heurísticos para el problema del viajante 
Sergio Rincón  Alberto Oller Daniel Martínez 
 
 - 57 -  
Complejidad 
 
Veremos la complejidad de ambas heurísticas en la siguiente gráfica: 
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Podemos apreciar claramente que el hecho de que usemos en la segunda versión un 
algoritmo bastante más complejo y que, por tanto, consume más tiempo y realiza más 
operaciones que el de la versión básica, se note en la gráfica de la complejidad, que 
resulta bastante mayor en el caso de la versión de Christofides. Sin embargo podemos 
apreciar que, a pesar de todo, las dos versiones son de orden polinómico, cuadrático o 
cúbico. 
 
Comparándolas con el resto de las heurísticas tienen magnitudes parecidas a las de 
inserción usando convex hull, que es la menos eficiciente de las que hemos comparado 
hasta ahora, y con la salvedad de que parece que estas dos heurísticas crecen más 
rápidamente. 
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Resultados
0
10
20
30
40
50
60
70
80
90
Double 74,672 29,658 24,141 23,136 24,218 28,557 25,12 24,294 25,497 24,734 76,345 25,479
PerfectM 73,207 21,298 15,697 17,02 14,887 16,463 13,025 15,818 15,794 14,687 73,687 15,122
48 51 52 76 101 159 130 150 417 493 532 657
Observamos que la segunda solución obtiene resultados significativamente mejores que 
la primera, debido a que al usar el algoritmo de perfect matching orientamos ya el ciclo 
euleriano que obtenemos hacia una mejor solución. 
 
También es reseñable el hecho de que los resultados son muy regulares, estando 
alrededor del 15% casi siempre en el caso del algoritmo mejorado.  
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Heurísticas Savings 
 
Las heurísticas Savings fueron desarrolladas originalmente para problemas de rutas con 
vehículos. Pero también pueden ser aplicadas para el problema del viajante (TSP), si 
consideramos el problema del viajante como un caso especial de rutas de vehículos. 
Este método  hace sucesivas mezclas y ordenaciones de tours Hamiltonianos parciales. 
 
Este es el pseudocódigo: 
 
Procedimiento savings 
 
1. Seleccionar  de  entre  todos  los  nodos  (n  nodos en total) un nodo base  b,  y                     
             construir     los     n-1     tours    posibles  de   dos   nodos    que   pueden  ser                    
             construidos. 
 
      2.    Mientras quede más de un tour hacer: 
 
a. Para  cada  par de tours  T1  y  T2 calcular el ahorro llevado a cabo si los      
                            tours son  unidos  borrando  en  cada  tour  una  arista  al  nodo  base,  y   
                            conectando    los    dos    nodos    finales.  Si    ub    y    vb    son  aristas   
                            en    tours    diferentes,   entonces   esos   tours     pueden    ser    unidos         
                            eliminando  ub  y  vb  y añadiendo la arista   uv   resultando un ahorro de   
                            
cub + cvb – cuv. 
  
b. Unir  los  dos  tours  parciales  que  tengan  los  ahorros  más  grandes          
                            (Produzca el menor aumento de la longitud). 
 
Fin procedimiento 
 
 
 
En cada paso tenemos una colección de subtours envolviendo el nodo base b, entonces 
cada vez que unimos dos subtours, tenemos que unirlos mediante la eliminación de sus 
aristas finales, y conectando después sus nodos finales mediante otra arista, de tal 
manera que el incremento de longitud de los cambios sea mínimo, con lo que el ahorro 
es máximo. 
 
En cada vuelta del bucle, los subtours van disminuyendo en una unidad, con lo que, si 
hay n-1 subtours inicialmente, el bucle dará n-2 vueltas. 
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Complejidad 
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En comparación con el resto de heurísticas ésta es la más costosa de todas ya que al 
comparar su complejidad con respecto a las dos versiones de heurísticas basadas en los 
árboles de expansión, esta heurística es mucho peor y ya comentamos que la 
complejidad de la heurística basada en Spanning Trees era la mayor con la inserción 
usando Convex Hull. 
Método Saving para u159 
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Resultados 
0
10
20
30
40
50
60
70
80
90
Spanning Tree 72,23 22,47 17,41 19,81 14,89 17,17 13,02 16,38 20,66 17,66 74,6 15,12
Savings Heuristic 74,14 22,66 21,3 21,53 24,25 29,22 21,09 26,31 28,82 24,87 76,94 23,5
48 51 52 76 101 159 130 150 417 493 532 657
 
Aquí comparamos la heurística Savings con una ejecución de los Spanning Trees y no 
se obtienen resultados demasiado buenos por resultar ser su complejidad la mayor de 
todas las heurísticas. 
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Apéndice 
 
A continuación se adjunta la relación de archivos que conforman el  código fuente8 
íntegro, directamente desde el entorno de ejecución: 
 
- InsertionHeuristic.java 
- FastInsertionHeuristic.java 
- NearestInsertionHeuristic.java 
- SavingsHeuristic.java 
- SpanningTrees.java 
- TravelSalesman.java 
- Ejemplo.java 
- Tour.java 
- Voronoi.java 
- InsertaPunto.java 
- ConvexHull.java 
- CandidateSet.java 
- DelaunayGraph.java 
- Graph.java 
- Edge.java 
- Lado.java 
- Cara.java 
- Vertice.java 
- Nodo.java. 
- nodoArb.java 
- RealPoint.java 
- Lista_caras.java 
- Lista_lados.java 
- Lista_vertices.java 
- MyComparator.java 
- MyPolygon.java 
- ScrollablePicture.java 
- TspScrollPanel.java 
 
   
 
 
 
                                                
8El código fuente ha sido desarrollado en Java 2 usando la herramienta JBuilder 6 con tecnología J2SE 1.4.1 SDK  
  
