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NONDIVERGENCE ELLIPTIC AND PARABOLIC PROBLEMS
WITH IRREGULAR OBSTACLES
SUN-SIG BYUN, KI-AHM LEE, JEHAN OH, AND JINWAN PARK
Abstract. We prove the natural weighted Caldero´n and Zygmund estimates
for solutions to elliptic and parabolic obstacle problems in nondivergence form
with discontinuous coefficients and irregular obstacles. We also obtain Morrey
regularity results for the Hessian of the solutions and Ho¨lder continuity of the
gradient of the solutions.
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1. Introduction
We study in this paper the following elliptic obstacle problems:
aij(x)Diju ≤ f in Ω,
(aij(x)Diju− f) (u − ψ) = 0 in Ω,
u ≥ ψ in Ω,
u = 0 on ∂Ω,
(1.1)
and 
F (x,D2u) ≤ f in Ω,(
F (x,D2u)− f
)
(u − ψ) = 0 in Ω,
u ≥ ψ in Ω,
u = 0 on ∂Ω.
(1.2)
Date: October 5, 2018.
2010 Mathematics Subject Classification. Primary 35J86, 35J87, 35K85; Secondary 35B65,
35R05, 46E35.
Key words and phrases. Obstacle problem, Caldero´n and Zygmund estimate, Elliptic equation,
Parabolic equation, Muckenhoupt Weight.
This work was supported by the National Research Foundation of Korea (NRF) grant funded
by the Korea Government (NRF-2015R1A4A1041675).
1
2 SUN-SIG BYUN, KI-AHM LEE, JEHAN OH, AND JINWAN PARK
Here Ω is a bounded domain in Rn, n ≥ 2, with its boundary ∂Ω ∈ C1,1. The
coefficient matrix (aij(x)) and the fully nonlinear operator F (x,M) are supposed
to be uniformly elliptic, see Section 2. The nonhomogeneous term f ∈ Lpw(Ω) is
given, as is the obstacle function ψ ∈ W 2,pw (Ω), ψ ≤ 0 a.e. on ∂Ω, where a weight
w in some Muckenhoupt class and the range of p will be clarified later.
We also consider the following parabolic obstacle problem:
ut − aij(x, t)Diju ≥ f in ΩT ,
(ut − aij(x, t)Diju− f) (u− ψ) = 0 in ΩT ,
u ≥ ψ in ΩT ,
u = 0 on ∂pΩT ,
(1.3)
where ΩT := Ω × (0, T ], T > 0, and ∂pΩT := (∂Ω × [0, T ]) ∪ (Ω × {t = 0}) with
∂Ω ∈ C1,1. Here the coefficient matrix (aij(x, t)) is uniformly parabolic, see Section
2, the nonhomogeneous term f is in Lpw(ΩT ) with p > 2 and w in a Muckenhoupt
class, and the obstacle function is ψ ∈ W 2,1Lpw(ΩT ) with ψ ≤ 0 a.e. on ∂pΩT .
The main purpose of this study is to investigate existence, uniqueness and regu-
larity properties of solutions to the obstacle problems (1.1), (1.2) and (1.3) in the
framework of weighted Lebesgue spaces. The weighted Lebesgue spaces Lpw not only
generalize the classical Lebesgue spaces Lp, but also are closely related to Morrey
spaces Lp,θ. In particular, knowing the fact that the Hardy-Littlewood maximal
function of the characteristic function of a ball is a Muckenhoupt weight (see [13]),
we are able to obtain an optimal Morrey regularity for the Hessian of the solutions
to (1.1) and (1.2). This leads to a higher integrability result of the Hessian of the
solutions and Ho¨lder continuity of the gradient of the solutions.
In this paper we deal with discontinuous coefficients aij , irregular obstacle func-
tions ψ and discontinuous nonhomogeneous terms f given in the weighted Lebesgue
spaces. We notice that if ∂Ω, aij , f and ψ are smooth enough, for instance,
∂Ω ∈ C2,α, aij , f ∈ Cα(Ω) for some α > 0, and ψ ∈ C2(Ω), then the obstacle
problem (1.1) has a unique strong solution u ∈ C1,1(Ω), see [16], and furthermore,
the C1,1 regularity of solutions for various types of obstacle problems has been ex-
tensively investigated under appropriate regularity assumptions on the boundary
of domain, the obstacle, the nonhomogeneous term, see [15, 18, 21].
In the case of discontinuous coefficients and irregular nonhomogeneous terms,
but without obstacles, the regularity results for elliptic and parabolic equations
in nondivergence form have been obtained in [6, 7, 10, 11, 14, 27] for the elliptic
case, and in [1, 5, 17, 26] for the parabolic case. In particular, weighted W 2,p
estimates were established in a series of papers [2, 3, 4]. Here we want to extend
these results for nondivergence structure problems from the non-obstacle case to
the obstacle case. More precisely, we shall establish the weighted W 2,p estimates
of solutions to the elliptic obstacle problems (1.1) and (1.2), and parabolic obstacle
problem (1.3), by essentially proving that the Hessian of solutions is as regular as
the nonhomogeneous terms and the Hessian of the associated obstacles.
Our approach is mainly based on a new general approximation argument in the
literature. Unlike other approximation arguments which have in general penalty
terms as in [16], we find a better approximation of Heaviside functions in order to use
specially redesigned reference equations (3.6), (4.5) and (6.6). The choice of such
an approximation method seems to be appropriate to our theory, as the problem
under consideration is in the setting of Lebesgue spaces and one can easily control
the Lp-norm of the nonhomogeneous term in a reference equation. Although this
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approximation method does not involve penalty terms, we can utilize comparison
principles to show that the solution is in the constraint set. Furthermore, this
approach can be extended to the fully nonlinear obstacle problems.
This paper is organized as follows. In the next section we introduce some back-
ground and review weighted Lebesgue and Sobolev spaces. In Section 3 and 4 we
establish the weighted W 2,p estimates for the elliptic fully nonlinear obstacle prob-
lem (1.2) and elliptic linear obstacle problem (1.1), respectively. In section 5 we
present Morrey regularity results and obtain Ho¨lder continuity of the gradient of
the solutions for the elliptic obstacle problems. Finally, in the last section we prove
the weighted W 2,p estimates for parabolic linear obstacle problem (1.3).
2. Preliminaries
2.1. Notations. We start with some standard notations and terminologies.
(1) For y ∈ Rn and r > 0, Br(y) := {x ∈ R
n : |x − y| < r} denotes the open
ball in Rn with center y and radius r.
(2) For (y, s) ∈ Rn × R and r > 0, Qr(y, s) := Br(y)× (s− r2, s+ r2] denotes
the parabolic cylinder with middle center (y, s), radius r, height r2.
(3) For a Lebesgue measurable set E ⊂ Rn, |E| denotes the Lebesgue measure
of E.
(4) For an integrable function h : E → R with a bounded measurable set
E ⊂ Rn, we denote hE the integral average of h on E by
hE :=
∫
−
E
h(x) dx =
1
|E|
∫
E
h(x) dx.
(5) 〈·, ·〉 : Rn × Rn → R denotes the Euclidean inner product in Rn.
(6) S(n) denotes the set of real n×n symmetric matrices. ForM ∈ S(n), ||M ||
denotes the (L2, L2)-norm of M , that is, ||M || = sup
|x|=1
|Mx|, and we write
M ≥ 0 to mean that M is a non-negative definite symmetric matrix.
(7) The summation convention of repeated indices are used.
(8) For the sake of convenience, we employ the letter c to denote any universal
constants which can be explicitly computed in terms of known quantities,
and so c might vary from line to line.
2.2. Basic assumptions. For the problem (1.1), the coefficient matrixA = (aij) :
R
n → Rn×n is assumed to be symmetric (that is, aij ≡ aji) and uniformly elliptic
in the following sense:
Definition 2.1. We say that the coefficient matrix A is uniformly elliptic if there
exist positive constants λ and Λ such that
λ|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ Λ|ξ|2 (2.1)
for almost every x ∈ Rn and all ξ ∈ Rn.
For the problem (1.2), the fully nonlinear operator F = F (x,M) is assumed to
be uniformly elliptic in the following sense:
Definition 2.2. We say that the fully nonlinear operator F is uniformly elliptic if
there exist positive constants λ and Λ such that
λ ||N || ≤ F (x,M +N)− F (x,M) ≤ Λ ||N || (2.2)
for almost every x ∈ Ω and all M,N ∈ S(n) with N ≥ 0.
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We also assume that F (x, 0) ≡ 0, for simplicity, and that F = F (x,M) is a
convex function of M ∈ S(n).
For the parabolic problem (1.3), the coefficient matrix A = (aij) : R
n × R →
R
n×n is assumed to be symmetric and uniformly parabolic in the following sense:
Definition 2.3. We say that the coefficient matrix A = A(x, t) is uniformly par-
abolic if there exist positive constants λ and Λ such that
λ|ξ|2 ≤ 〈A(x, t)ξ, ξ〉 ≤ Λ|ξ|2 (2.3)
for almost every (x, t) ∈ Rn × R and all ξ ∈ Rn.
2.3. Weighted Lebesgue and Sobolev spaces.
Definition 2.4. Let 1 < s <∞. We say that w is a weight in Muckenhoupt class
As, or an As weight, if w is a locally integrable nonnegative function on R
n with
[w]s := sup
B
(∫
−
B
w(x) dx
)(∫
−
B
w(x)−
1
s−1 dx
)s−1
< +∞, (2.4)
where the supremum is taken over all balls B ⊂ Rn. If w is an As weight, we write
w ∈ As, and [w]s is called the As constant of w.
We note that the Muckenhoupt classes As are monotone in s, more precisely,
As1 ⊂ As2 for 1 < s1 ≤ s2 <∞.
The weighted Lebesgue space Lpw(Ω), 1 < p < ∞, w ∈ As with 1 < s < ∞,
consists of all measurable functions g on Ω such that
||g||Lpw(Ω) :=
(∫
Ω
|g|pw dx
) 1
p
< +∞.
The weighted Sobolev space Wm,pw (Ω), m ∈ N, 1 < p <∞, w ∈ As with 1 < s <
∞, is defined by a class of functions g ∈ Lpw(Ω) with weak derivatives D
αg ∈ Lpw(Ω)
for all multiindex α with |α| ≤ m. The norm of g in Wm,pw (Ω) is defined by
||g||Wm,pw (Ω) :=
 ∑
|α|≤m
∫
Ω
|Dαg|pw dx

1
p
.
For a detailed discussion of the weighted Lebesgue and Sobolev spaces, we refer
the readers to [22, 24] and references therein. We will use the following embedding
lemma later in the proof of Theorem 3.3, see [4, Remark 2.4].
Lemma 2.5. Let n0 < p < ∞ for some n0 > 1, and let w ∈ A p
n0
. Suppose that
f ∈ Lpw(Ω). Then f ∈ L
pn0
p−n0κ (Ω) for some small κ = κ
(
n, p
n0
, [w] p
n0
)
> 0 with the
estimate
||f ||
L
pn0
p−n0κ (Ω)
≤ c ||f ||Lpw(Ω) , (2.5)
for some positive constant c = c(n, n0, p, [w] p
n0
, diam(Ω)).
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3. Elliptic fully nonlinear obstacle problems
In order to measure the oscillation of F = F (M,x) with respect to the variable
x, we define
βF (x, x0) := sup
M∈S(n)\{0}
|F (x,M)− F (x0,M)|
||M ||
,
and set β(x, x0) := βF (x, x0) for the sake of simplicity.
We first need the following weighted W 2,p estimate for convex fully nonlinear
equations without obstacle. This can be found in [4].
Lemma 3.1. Let n0 < p < ∞, where n0 := n − ν0 for some ν0 = ν0
(
Λ
λ
, n
)
> 0,
and let w ∈ A p
n0
. Suppose that ∂Ω ∈ C1,1 and f ∈ Lpw(Ω). Then there exists a
small δ = δ(n, λ,Λ, p, w, ∂Ω) > 0 such that if
sup
x0∈Ω,0<r≤R0
(∫
−
Br(x0)∩Ω
β(x, x0)
n dx
) 1
n
≤ δ (3.1)
for some R0 > 0, then the problem{
F (x,D2u) = f in Ω,
u = 0 on ∂Ω,
(3.2)
has a unique solution u ∈ W 2,pw (Ω) with the estimate
||u||
W
2,p
w (Ω)
≤ c ||f ||Lpw(Ω) , (3.3)
for some positive constant c = c(n, λ,Λ, p, w, ∂Ω, diam(Ω), R0).
We will use the following comparison principle for fully nonlinear operators, see
[8, Theorem 2.10].
Lemma 3.2. Suppose that U is a bounded domain and that f ∈ Lp(U), 1 < p <∞.
Let u1, u2 ∈ C(U) be supersolution and subsolution of the equation F (x,D2u) = f
in U , respectively, with u1 ≥ u2 in ∂U . Then we have u1 ≥ u2 in U .
We now state the first main result in this paper, the weighted W 2,p estimate for
the obstacle problem (1.2).
Theorem 3.3 (Main Theorem 1). Let n0 < p < ∞, where n0 := n− ν0 for some
ν0 = ν0
(
Λ
λ
, n
)
> 0, and let w ∈ A p
n0
. Suppose that ∂Ω ∈ C1,1, f ∈ Lpw(Ω) and
ψ ∈W 2,pw (Ω). Then there exists a small δ = δ(n, λ,Λ, p, w, ∂Ω) > 0 such that if
sup
x0∈Ω,0<r≤R0
(∫
−
Br(x0)∩Ω
β(x, x0)
n dx
) 1
n
≤ δ (3.4)
for some R0 > 0, then the fully nonlinear obstacle problem (1.2) has a unique
solution u ∈ W 2,pw (Ω) with the estimate
||u||W 2,pw (Ω) ≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
, (3.5)
for some positive constant c = c(n, λ,Λ, p, w, ∂Ω, diam(Ω), R0).
Proof. First, in order to approximate the Heaviside function, we choose a non-
decreasing smooth function Φε ∈ C∞(R), see for instance [23, 25], satisfying
Φε(s) ≡ 0 if s ≤ 0; Φε(s) ≡ 1 if s ≥ ε,
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and
0 ≤ Φε(s) ≤ 1, ∀s ∈ R.
Let g(x) := f(x)− F (x,D2ψ(x)) for x ∈ Ω. Since f ∈ Lpw(Ω), ψ ∈ W
2,p
w (Ω) and F
is Lipschitz in M , we have g ∈ Lpw(Ω) with the estimate
||g||Lpw(Ω) ≤ c
(
||f ||Lpw(Ω) +
∣∣∣∣F (·, D2ψ)∣∣∣∣
L
p
w(Ω)
)
≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
.
We write g+ = max{g, 0} and g− = max{−g, 0}, and consider the following prob-
lem: {
F (x,D2uε) = g
+Φε(uε − ψ) + f − g+ in Ω,
uε = 0 on ∂Ω.
(3.6)
We note that the above problem (3.6) has a unique solution. Indeed, according to
Lemma 3.1, it follows that for each v0 ∈ Lpw(Ω), there is v ∈W
2,p
w (Ω) satisfying{
F (x,D2v) = g+Φε(v0 − ψ) + f − g+ in Ω,
v = 0 on ∂Ω.
Since 0 ≤ Φε(·) ≤ 1, we can deduce from Lemma 3.1 that
||v||W 2,pw (Ω) ≤ R,
where R is independent of v0. Defining v = Sv0, we see that S maps the R-ball
in Lpw(Ω) into itself and S is compact, as W
2,p
w (Ω) is a compact subset of L
p
w(Ω)
(see for instance [19]). By Schauder’s fixed point theorem, there is uε such that
uε = Suε, which is the solution to the problem (3.6).
Now, it follows from Lemma 3.1 that
||uε||W 2,pw (Ω) ≤ c
(∣∣∣∣g+Φε(uε − ψ)∣∣∣∣Lpw(Ω) + ||f ||Lpw(Ω) + ∣∣∣∣g+∣∣∣∣Lpw(Ω))
≤ c
(∣∣∣∣g+∣∣∣∣
L
p
w(Ω)
+ ||f ||Lpw(Ω) +
∣∣∣∣g+∣∣∣∣
L
p
w(Ω)
)
≤ c
(
||f ||Lpw(Ω) + ||g||Lpw(Ω)
)
≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
.
Hence {uε} is uniformly bounded in W 2,pw (Ω). Using Lemma 2.5 and Sobolev
embedding, we can find a subsequence {uεk}
∞
k=1 with εk ց 0, and a function
u ∈ W 2,pw (Ω)∩C
α(Ω) such that uεk converges to u weakly in W
2,p
w (Ω) and strongly
in Cα(Ω) for some α > 0.
Next, we claim that u is a solution of the fully nonlinear obstacle problem (1.2).
First, we see that u = 0 on the boundary ∂Ω since uεk uniformly converges to u
and uεk = 0 on ∂Ω for every k. Also, we have from (3.6) that
F (x,D2uεk) = g
+Φεk(uεk − ψ)− g
+ + f ≤ f in Ω,
for every k, and hence F (x,D2u) ≤ f in Ω.
We now prove that u ≥ ψ in Ω. For each m ∈ N, Φεk(uεk − ψ) converges
to 0 on the set
{
u < ψ − 1
m
}
, by the uniform convergence of the uεk . Therefore,
F (x,D2u) = f − g+ on the set
{
u < ψ − 1
m
}
, for each m ∈ N. Since {u < ψ} =⋃∞
m=1
{
u < ψ − 1
m
}
, we have F (x,D2u) = f − g+ on the set {u < ψ}. We note
that u, ψ ∈ C(Ω), since u, ψ ∈ W 2,p˜(Ω) for some p˜ > n2 by Lemma 2.5. Hence,
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V := {u < ψ} is an open set. Now suppose that V 6= ∅. From the definition of g,
we have
F (x,D2ψ) = f − g in V.
Also it is clear that
F (x,D2u) = f − g+ ≤ f − g in V,
and that
u = ψ on ∂V.
Then we obtain from Lemma 3.2 that u ≥ ψ in V , which contradicts the definition
of the set V . We thus conclude that V = ∅ and u ≥ ψ in Ω.
Finally, we prove that F (x,D2u) = f on the set {u > ψ}. To do this, observe
that for each m ∈ N, Φεk(uεk − ψ) converges to 1 almost everywhere on the set{
u > ψ + 1
m
}
. Therefore, we obtain
F (x,D2u) = g+ + f − g+ = f
on the set {u > ψ} =
⋃∞
m=1
{
u > ψ + 1
m
}
.
Consequently, u ∈W 2,pw (Ω) is a solution to (1.2) with the estimate
||u||W 2,pw (Ω) ≤ lim infk→∞
||uεk ||W 2,pw (Ω) ≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
.
To show the uniqueness, let u1, u2 be two solutions to (1.2) and suppose that
the open set G := {u2 > u1} is nonempty. Since u2 > u1 ≥ ψ in G, we know that
F (x,D2u2) = f in G. Therefore, we have{
F (x,D2u2) = f ≥ F (x,D2u1) in G,
u2 = u1 on ∂G.
(3.7)
By Lemma 3.2, we get u2 ≤ u1 in G, a contradiction. Hence, the solution of (1.2)
is unique. This completes the proof. 
4. Elliptic linear obstacle problems
We start with the small bounded mean oscillation (BMO) assumption on the
coefficient matrix A for the linear obstacle problem (1.1).
Definition 4.1. We say that the coefficient matrix A is (δ, R)-vanishing if
sup
0<r≤R
sup
y∈Rn
(∫
−
Br(y)
|A(x) −ABr(y)|
2 dx
) 1
2
≤ δ, (4.1)
where ABr(y) =
∫
−
Br(y)
A(x) dx is the integral average of A on the ball Br(y).
We note that one can take R = 1 for simplicity, which is due to the scaling
invariance property. On the other hand, δ > 0 is invariant under such a scaling.
The assumption (4.1) on the coefficient matrix is weaker than the vanishing mean
oscillation (VMO) or continuity assumption on the coefficient matrix, see [4, 5] for
more details.
We next introduce the weightedW 2,p estimates for linear elliptic equations with-
out obstacle, see [3].
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Lemma 4.2. Let 2 < p < ∞ and let w ∈ A p
2
. Suppose that ∂Ω ∈ C1,1 and
f ∈ Lpw(Ω). There exists a small δ = δ(Λ, p, n, w, ∂Ω) > 0 such that if A is
uniformly elliptic and (δ, R)-vanishing, then the problem{
aijDiju = f in Ω,
u = 0 on ∂Ω,
has a unique solution u ∈ W 2,pw (Ω) with the estimate
||u||W 2,pw (Ω) ≤ c ||f ||Lpw(Ω) , (4.2)
for some positive constant c = c(n, λ,Λ, p, w, ∂Ω, diam(Ω)).
We also need the following maximum principle for linear equations, see for in-
stance [8, Theorem 2.10] and [11].
Lemma 4.3. Suppose that U is a bounded domain and that A = (aij) is uniformly
elliptic and (δ, R)-vanishing. If u satisfies{
aijDiju ≤ 0 in U,
u ≥ 0 on ∂U,
then u ≥ 0 in U .
Now we state and prove the second main result in this paper, the global weighted
W 2,p estimate for the linear elliptic obstacle problem (1.1).
Theorem 4.4 (Main Theorem 2). Let 2 < p < ∞ and let w ∈ A p
2
. Suppose
that ∂Ω ∈ C1,1, f ∈ Lpw(Ω) and ψ ∈ W
2,p
w (Ω). Then there exists a small δ =
δ(n, λ,Λ, p, w, ∂Ω) > 0 such that if A is uniformly elliptic and (δ, R)-vanishing,
then there is a unique solution u ∈ W 2,pw (Ω) to the obstacle problem (1.1) with the
estimate
||u||W 2,pw (Ω) ≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
, (4.3)
for some positive constant c = c(n, λ,Λ, p, w, ∂Ω, diam(Ω)).
Proof. Since ∂Ω ∈ C1,1, there exists an extension ψ of ψ to Rn with ψ = ψ a.e. in
Ω, and ∣∣∣∣ψ∣∣∣∣
W
2,p
w (Rn)
≤ c ||ψ||
W
2,p
w (Ω)
, (4.4)
for some constant c depending only on n, p, w, ∂Ω and diam(Ω), see [12]. Let
g = f − aijDijψ in R
n (we extend f to zero outside Ω). Since f ∈ Lpw(R
n)
and ψ ∈ W 2,pw (R
n), we have g ∈ Lpw(R
n) with the estimate
||g||Lpw(Rn) ≤ c
(
||f ||Lpw(Rn) +
∣∣∣∣ψ∣∣∣∣
W
2,p
w (Rn)
)
≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
.
Now let ϕ denote a standard mollifier with support in B1, and set ϕε(x) :=
ε−nϕ(x/ε). We define the usual regularizations aεij := aij ∗ ϕε, ψε := ψ ∗ ϕε,
fε := f ∗ ϕε and gε := fε − aεijDijψε. We note that for each ε > 0, the ma-
trix (aεij) : R
n → Rn×n is uniformly elliptic with the same ellipticity constants.
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Furthermore, gε → g almost everywhere, as ε→ 0, and
||gε||Lpw(Rn) ≤ c
(
||fε||Lpw(Rn) +
∣∣∣∣ψε∣∣∣∣W 2,pw (Rn))
≤ c
(
||f ||Lpw(Rn) +
∣∣∣∣ψ∣∣∣∣
W
2,p
w (Rn)
)
≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
.
Let Φε(s) be the function in the proof of Theorem 3.3. We then consider the
problem: {
aεijDijuε = g
+
ε Φε(uε − ψε) + fε − g
+
ε in Ω,
uε = 0 on ∂Ω.
(4.5)
According to Lemma 4.2, for each v0 ∈ Lpw(Ω) there is v ∈ W
2,p
w (Ω) for which{
aεijDijv = g
+
ε Φε(v0 − ψε) + fε − g
+
ε in Ω,
v = 0 on ∂Ω.
By the fact that 0 ≤ Φε(·) ≤ 1 and Lemma 4.2, we find that
||v||
W
2,p
w (Ω)
≤ R,
where R is independent of v0. We set v = Sv0. Then we see that S maps the
R-ball in Lpw(Ω) into itself and S is compact. It follows from Schauder’s fixed point
theorem that there is the unique uε such that uε = Suε, which is the solution to
the problem (4.5). Lemma 4.2 now yields
||uε||W 2,pw (Ω) ≤ c
(∣∣∣∣g+ε Φε(uε − ψε)∣∣∣∣Lpw(Ω) + ||fε||Lpw(Ω) + ∣∣∣∣g+ε ∣∣∣∣Lpw(Ω))
≤ c
(∣∣∣∣g+ε ∣∣∣∣Lpw(Ω) + ||fε||Lpw(Ω) + ∣∣∣∣g+ε ∣∣∣∣Lpw(Ω))
≤ c
(
||fε||Lpw(Ω) + ||gε||Lpw(Ω)
)
≤ c
(
||f ||Lpw(Rn) + ||gε||Lpw(Rn)
)
≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
.
Hence {uε} is uniformly bounded in W 2,pw (Ω) ∩W
1,2
0 (Ω). So we can find a subse-
quence {uεk}
∞
k=1 with εk ց 0, and a function u ∈ W
2,p
w (Ω) ∩W
1,2
0 (Ω) such that
uεk converges to u weakly in W
2,p
w (Ω) ∩W
1,2
0 (Ω), and uεk converges to u almost
everywhere, as ǫk → 0.
We next claim that u is a solution of the obstacle problem (1.1). Since u ∈
W 1,20 (Ω), u = 0 on ∂Ω. It also follows from (4.5) that
aεkijDijuεk = g
+
εk
Φεk(uεk − ψεk)− g
+
εk
+ fεk ≤ fεk in Ω,
for every k. Passing to the limit k →∞, we obtain that aijDiju ≤ f a.e. in Ω.
We now show that u ≥ ψ in Ω. To do this, fix k ∈ N, and the note that
Φεk(uεk −ψεk) = 0 on the set Vk :=
{
uεk < ψεk
}
. Hence, aεkij Dijuεk = fεk − g
+
εk
in
Vk. If Vk 6= ∅, then it follows from the definition of gεk that
aεkijDijuεk = fεk − g
+
εk
= fεk − gεk − g
−
εk
= aεkijDijψεk − g
−
εk
≤ aεkij Dijψεk in Vk.
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Since uεk = ψεk on ∂Vk, we discover that{
aεkij Dij(uεk − ψεk) ≤ 0 in Vk,
uεk − ψεk ≥ 0 on ∂Vk.
(4.6)
Then in light of Lemma 4.3, uεk − ψεk ≥ 0 in Vk, which contradicts the definition
of the set Vk, and we conclude that Vk = ∅ and uεk ≥ ψεk in Ω. But then since
k ∈ N is arbitrary, passing to the limit k → ∞, we discover that u ≥ ψ a.e. in Ω.
Therefore, u ≥ ψ a.e. in Ω, as ψ = ψ a.e. in Ω.
We next show that aijDiju = f on the set {u > ψ}. Observe that for each
m ∈ N, Φεk(uεk − ψεk) converges to 1 almost everywhere on the set
{
u > ψ + 1
m
}
,
to find
aijDiju = g
+ + f − g+ = f
on the set {u > ψ} =
{
u > ψ
}
=
⋃∞
m=1
{
u > ψ + 1
m
}
. Consequently, u ∈ W 2,pw (Ω)
is a solution to (1.2) with the estimate
||u||W 2,pw (Ω) ≤ lim infk→∞
||uεk ||W 2,pw (Ω) ≤ c
(
||f ||Lpw(Ω) + ||ψ||W 2,pw (Ω)
)
. (4.7)
Now it remains to prove the uniqueness. Let u1, u2 be solutions to (1.1) and
assume that the open set G := {u2 > u1} is nonempty. Since u2 > u1 ≥ ψ in G,
we know that aijDiju2 = f in G. Therefore, we have
aijDij(u2 − u1) = f − aijDiju1 ≥ 0 in G
and
u2 = u1 on ∂G.
Then Lemma 4.3 implies that u2 − u1 ≤ 0 in G, which is a contradiction, and
therefore u1 = u2. This finishes the proof. 
5. Morrey regularity results and Ho¨lder continuity of the gradient
TheMorrey space Lp,θ(Ω) with p ∈ [1,∞) and θ ∈ [0, n] consists of all measurable
functions g ∈ Lp(Ω) for which the norm
||g||Lp,θ(Ω) :=
(
sup
y∈Ω,r>0
1
rθ
∫
Br(y)∩Ω
|g(x)|p dx
) 1
p
is finite. The Sobolev-Morrey space W 2,p,θ(Ω) consists of all functions g ∈ W 2,p(Ω)
such that the second order derivatives belongs to the Morrey space Lp,θ(Ω). A
natural norm of this space is defined by
||g||W 2,p,θ(Ω) := ||g||Lp(Ω) +
∣∣∣∣D2g∣∣∣∣
Lp,θ(Ω)
.
We note that for p ∈ [1,∞), Lp,0(Ω) ∼= Lp(Ω) and Lp,n(Ω) ∼= L∞(Ω). Hence, we
deal with only the case 0 < θ < n in this section.
We now state and prove the main results in this section, the Morrey regularity
results for the elliptic obstacle problems (1.2) and (1.1).
Theorem 5.1. Let n0 < p <∞, where n0 := n− ν0 for some ν0 = ν0
(
Λ
λ
, n
)
> 0,
and let 0 < θ < n. Suppose that ∂Ω ∈ C1,1, f ∈ Lp,θ(Ω) and ψ ∈ W 2,p,θ(Ω). Then
there exists a small δ = δ(n, λ,Λ, p, θ, ∂Ω) > 0 such that if (3.1) is satisfied for
NONDIVERGENCE PROBLEMS WITH IRREGULAR OBSTACLES 11
some R0 > 0, then the fully nonlinear obstacle problem (1.2) has a unique solution
u ∈ W 2,p,θ(Ω) with the estimate
||u||W 2,p,θ(Ω) ≤ c
(
||f ||Lp,θ(Ω) + ||ψ||W 2,p,θ(Ω)
)
, (5.1)
for some positive constant c = c(n, λ,Λ, p, θ, ∂Ω, diam(Ω), R0).
Theorem 5.2. Let 2 < p < ∞ and let 0 < θ < n. Suppose that ∂Ω ∈ C1,1,
f ∈ Lp,θ(Ω) and ψ ∈ W 2,p,θ(Ω). There exists a small δ = δ(n, λ,Λ, p, θ, ∂Ω) > 0
such that if A is uniformly elliptic and (δ, R)-vanishing, then the obstacle problem
(1.1) has a unique solution u ∈ W 2,p,θ(Ω) and we have the estimate
||u||W 2,p,θ(Ω) ≤ c
(
||f ||Lp,θ(Ω) + ||ψ||W 2,p,θ(Ω)
)
, (5.2)
for some positive constant c = c(n, λ,Λ, p, θ, ∂Ω, diam(Ω)).
Proof of Theorem 5.1 and 5.2. Throughout the proof, we use the number m0 to
denote the number n0 when proving Theorem 5.1, and the number 2 when proving
Theorem 5.2, respectively.
We first recall that for a locally integrable function h : Rn → R, the Hardy-
Littlewood maximal function of h is defined by
Mh(x) := sup
r>0
1
|Br(x)|
∫
Br(x)
|h(y)| dy,
for x ∈ Rn. From [13, Proposition 2], we see that if σ ∈ (0, 1), then(
MχBr(x0)(x)
)σ
∈ A1,
where χBr(x0) is the characteristic function of Br(x0). Hence, it follows from the
fact that p > m0 and the monotonicity of the classes As that(
MχBr(x0)(x)
)σ
∈ A1 ⊂ A p
m0
,
with
[(
MχBr(x0)(x)
)σ]
p
m0
≤ c(n,m0, p, σ).
We now fix any σ ∈
(
θ
n
, 1
)
. Then by Theorem 3.3 and 4.4, we have∫
Br(x0)∩Ω
|D2u|p dx =
∫
Ω
|D2u|p
(
χBr(x0)
)σ
dx
≤
∫
Ω
|D2u|p
(
MχBr(x0)
)σ
dx
≤ c
(∫
Ω
|f |p
(
MχBr(x0)
)σ
dx+
∫
Ω
|D2ψ|p
(
MχBr(x0)
)σ
dx
)
,
for some positive constant c depending only on n, λ,Λ, p, θ, ∂Ω and diam(Ω).
We next use the following set decomposition
Ω = (B2r(x0) ∩Ω) ∪
(
∞⋃
k=1
(B2k+1r(x0) \B2kr(x0)) ∩ Ω
)
,
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to find∫
Ω
|f |p
(
MχBr(x0)
)σ
dx =
∫
B2r(x0)∩Ω
|f |p
(
MχBr(x0)
)σ
dx
+
∞∑
k=1
∫
(B
2k+1r
(x0)\B2kr(x0))∩Ω
|f |p
(
MχBr(x0)
)σ
dx. (5.3)
Since MχBr(x0) ≤ 1, we have the estimate∫
B2r(x0)∩Ω
|f |p
(
MχBr(x0)
)σ
dx ≤
∫
B2r(x0)∩Ω
|f |p dx ≤ rθ ||f ||p
Lp,θ(Ω) . (5.4)
We note that for each x ∈ B2k+1r(x0) \B2kr(x0) and for each ρ > (2
k+1 − 1)r,
0 <
∫
−
Bρ(x)
χBr(x0)(y) dy ≤
|Br(x0)|
|Bρ(x)|
=
(
r
ρ
)n
.
Since 2k+1 − 1 ≥ 2k − 1 ≥ 2k−1, it follows that∫
−
Bρ(x)
χBr(x0)(y) dy ≤
( r
2k−1r
)n
=
1
2n(k−1)
,
and hence (
MχBr(x0)(x)
)σ
=
(
sup
ρ>0
∫
−
Bρ(x)
χBr(x0)(y) dy
)σ
≤
1
2σn(k−1)
.
Therefore, we deduce that for each k = 1, 2, · · · ,∫
(B
2k+1r
(x0)\B2kr(x0))∩Ω
|f |p
(
MχBr(x0)
)σ
dx
≤
1
2σn(k−1)
∫
(B
2k+1r
(x0)\B2kr(x0))∩Ω
|f |p dx
≤
1
2σn(k−1)
∫
B
2k+1r
(x0)∩Ω
|f |p dx
≤ c(n)
(2k+1r)θ
2σn(k−1)
||f ||p
Lp,θ(Ω) = c(n)2
(σn+θ)−(σn−θ)krθ ||f ||p
Lp,θ(Ω) . (5.5)
We combine (5.4) and (5.5) with (5.3) to derive∫
Ω
|f |p
(
MχBr(x0)
)σ
dx ≤ c(n)rθ
(
1 + 2σn+θ
∞∑
k=1
2−(σn−θ)k
)
||f ||p
Lp,θ(Ω)
≤ crθ
(
∞∑
k=0
2−(σn−θ)k
)
||f ||p
Lp,θ(Ω)
≤ crθ ||f ||p
Lp,θ(Ω) .
Similarly, we find∫
Ω
|D2ψ|p
(
MχBr(x0)
)σ
dx ≤ crθ
∣∣∣∣D2ψ∣∣∣∣p
Lp,θ(Ω)
.
Thus ∫
Br(x0)∩Ω
|D2u|p dx ≤ crθ
(
||f ||p
Lp,θ(Ω) +
∣∣∣∣D2ψ∣∣∣∣p
Lp,θ(Ω)
)
.
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Dividing the both sides by rθ and taking the supremum with respect to x0 ∈ Ω and
r > 0, we conclude that D2u ∈ Lp,θ(Ω) with the desired estimates (5.1) and (5.2).
This completes the proof. 
For the fully nonlinear obstacle problem (1.2), we have Ho¨lder continuity of the
gradient of the solution when p > n, by the Sobolev embedding theorem. However,
for the linear obstacle problem (1.1), we cannot obtain such a result directly, when
2 < p ≤ n. Nevertheless, the Morrey regularity result (see Theorem 5.2) and the
following Sobolev-Morrey embedding lemma allow to prove Ho¨lder continuity of
the gradient of the solution for appropriate values of p and θ.
Lemma 5.3. [9, Lemma 3.III and Lemma 3.IV] Suppose that Ω is a bounded
domain with ∂Ω ∈ C1,1. Let v ∈ W 1,p,θ(Ω). If p + θ > n, then v ∈ C0,α(Ω) for
α = 1− n−θ
p
and we have the estimate
||v||C0,α(Ω) ≤ c ||v||W 1,p,θ(Ω) ,
where c is a positive constant depending only on n, p, θ and ∂Ω.
We now state the Ho¨lder continuity result of the gradient of the solution to the
linear obstacle problem (1.1).
Theorem 5.4. Under the assumptions of Theorem 5.2, let u ∈ W 2,p,θ(Ω) be the
solution to the obstacle problem (1.1). If p + θ > n, then Du ∈ C0,α(Ω) for
α = 1− n−θ
p
and we have the estimate
||Du||C0,α(Ω) ≤ c
(
||f ||Lp,θ(Ω) + ||ψ||W 2,p,θ(Ω)
)
, (5.6)
for some positive constant c = c(n, λ,Λ, p, θ, ∂Ω, diam(Ω)).
Proof. The proof follows directly from Theorem 5.2 and Lemma 5.3. 
6. Parabolic obstacle problem
In this section we consider the parabolic obstacle problem (1.3). As in the elliptic
case, we first introduce the small BMO assumption on the coefficient matrixA(x, t).
Definition 6.1. We say that the coefficient matrix A = A(x, t) is (δ, R)-vanishing
if
sup
0<r≤R
sup
(y,s)∈Rn×R
(∫
−
Qr(y,s)
|A(x, t)−AQr(y,s)|
2 dxdt
) 1
2
≤ δ, (6.1)
where AQr(y,s) =
∫
−
Qr(y,s)
A(x, t) dxdt is the integral average of A(x, t) on the par-
abolic cylinder Qr(y, s).
We remark that one can take R = 1 as in the elliptic case, which is due to the
scaling invariance property. On the other hand, δ > 0 is invariant under such a
scaling.
We now provide the definitions of the Muckenhoupt classes and weighted Sobolev
space in the parabolic version. For a given 1 < s < ∞, we say that w is a weight
in Muckenhoupt class As, or an As weight, if w is a locally integrable nonnegative
function on Rn+1 with
[w]s := sup
Q
(∫
−
Q
w(x, t) dxdt
)(∫
−
Q
w(x, t)−
1
s−1 dxdt
)s−1
< +∞, (6.2)
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where the supremum is taken over all parabolic cylinders Q ⊂ Rn+1. If w is an As
weight, we write w ∈ As, and [w]s is called the As constant of w.
The weighted Lebesgue space Lpw(ΩT ), 1 < p < ∞, w ∈ As with 1 < s < ∞,
consists of all measurable functions g = g(x, t) on ΩT such that
||g||Lpw(ΩT ) :=
(∫
ΩT
|g(x, t)|pw(x, t) dxdt
) 1
p
< +∞.
The weighted Sobolev space W 2,1Lpw(ΩT ), 1 < p <∞, w ∈ As with 1 < s <∞, is
defined by a class of functions g = g(x, t) ∈ Lpw(ΩT ) with distributional derivatives
DrtD
α
x g(x, t) ∈ L
p
w(ΩT ) for 0 ≤ 2r + |α| ≤ 2. The norm of g in W
2,1Lpw(ΩT ) is
defined by
||g||W 2,1Lpw(ΩT ) :=
 2∑
j=0
∑
2r+|α|=j
∫
ΩT
|DrtD
α
xg(x, t)|
pw(x, t) dxdt

1
p
.
In addition, let W 2,10 L
p
w(ΩT ) be the closure in the W
2,1Lpw(ΩT ) norm of the space
C = {φ ∈ C∞(ΩT ) : φ(x, t) = 0 for (x, t) ∈ ∂pΩ} .
We will utilize the following weightedW 2,1Lp estimate for linear parabolic equa-
tions without obstacle, see [2].
Lemma 6.2. Let 2 < p < ∞ and let w = w(x, t) ∈ A p
2
. Suppose that ∂Ω ∈ C1,1
and f ∈ Lpw(ΩT ). Then there exists a small δ = δ(Λ, p, n, w, ∂Ω, T ) > 0 such that
if A is uniformly parabolic and (δ, R)-vanishing, then the following problem{
ut − aijDiju = f in ΩT ,
u = 0 on ∂pΩT
has a unique solution u ∈ W 2,1Lpw(ΩT ) with the estimate
||u||W 2,1Lpw(ΩT ) ≤ c ||f ||Lpw(ΩT ) (6.3)
for some positive constant c = c(n, λ,Λ, p, w, ∂Ω, diam(Ω), T ).
For an open set U ⊂ Rn+1, C2,1(U) (C2,1(U)) is defined by a set of continuous
functions in U (in U) having continuous derivatives Dxu,D
2
xu,Dtu in U (in U).
We also define the parabolic boundary ∂pU to be the set of all points (x, t) ∈ ∂U
such that for any r > 0, the parabolic cylinder Qr(x, t) contains points not in U .
We remark that in the special case U = ΩT = Ω × (0, T ], the parabolic boundary
∂pU of U coincides with ∂pΩT = (∂Ω× [0, T ]) ∪ (Ω× {t = 0}).
The following maximum principle for linear parabolic equations can be found in
[20, Lemma 2.1].
Lemma 6.3. Let U ⊂ ΩT be a bounded domain. Suppose that A = (aij) is
uniformly parabolic with aij ∈ C(Rn+1). If u ∈ C2,1(U) satisfies{
ut − aijDiju ≥ 0 in U,
u ≥ 0 on ∂pU,
then u ≥ 0 in U .
Let us now state and prove the last main result in this paper regarding the
parabolic obstacle problem (1.3).
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Theorem 6.4 (Main Theorem 3). Let 2 < p < ∞ and let w = w(x, t) ∈ A p
2
.
Suppose that ∂Ω ∈ C1,1, f ∈ Lpw(ΩT ) and ψ ∈ W
2,1Lpw(ΩT ). There exists a small
δ = δ(n, λ,Λ, p, w, ∂Ω, T ) > 0 such that if A is uniformly parabolic and (δ, R)-
vanishing, then the obstacle problem (1.3) has a solution u ∈ W 2,1Lpw(ΩT ) and we
have the estimate
||u||W 2,1Lpw(ΩT ) ≤ c
(
||f ||Lpw(ΩT ) + ||ψ||W 2,1Lpw(ΩT )
)
, (6.4)
for some positive constant c = c(n, λ,Λ, p, w, ∂Ω, diam(Ω), T ).
Proof of Theorem 6.4. We first note that since ∂Ω ∈ C1,1, there exists an extension
ψ of ψ to Rn+1 with ψ = ψ a.e. in ΩT , and∣∣∣∣ψ∣∣∣∣
W 2,1L
p
w(Rn+1)
≤ c ||ψ||W 2,1Lpw(ΩT ) , (6.5)
for some constant c = c(n, p, w, ∂Ω, diam(Ω), T ), see [12]. Let g = −f + ψt −
aijDijψ in R
n+1 (we extend f to zero outside ΩT ). Define f ∈ L
p
w(R
n+1) and
ψ ∈W 2,1Lpw(R
n+1). Then we see that g ∈ Lpw(R
n+1) with the estimate
||g||Lpw(Rn+1) ≤ c
(
||f ||Lpw(Rn+1) +
∣∣∣∣ψ∣∣∣∣
W 2,1L
p
w(Rn+1)
)
≤ c
(
||f ||Lpw(ΩT ) + ||ψ||W 2,1Lpw(ΩT )
)
.
We now let ϕ denote a standard mollifier with support in Q1, and define ϕε(x, t) :=
ε−(n+1)ϕ((x, t)/ε). We then consider the regularizations aεij := aij ∗ϕε, fε := f ∗ϕε,
ψε := ψ ∗ ϕε, (ψt)ε := ψt ∗ ϕε = (ψε)t and gε := −fε + (ψε)t − a
ε
ijDijψε. We note
that for each ε > 0, the matrix (aεij) : R
n × R→ Rn×n is uniformly parabolic with
the same constants λ and Λ. Moreover, we see that gε → g almost everywhere, as
ε→ 0, and that
||gε||Lpw(Rn+1) ≤ c
(
||fε||Lpw(Rn+1) +
∣∣∣∣ψε∣∣∣∣W 2,1Lpw(Rn+1))
≤ c
(
||f ||Lpw(Rn+1) +
∣∣∣∣ψ∣∣∣∣
W 2,1L
p
w(Rn+1)
)
≤ c
(
||f ||Lpw(ΩT ) + ||ψ||W 2,1Lpw(ΩT )
)
.
We next let Φε(s) be the function in the proof of Theorem 3.3, and define
Ψε(s) := sΦε(s) for s ∈ R. Then the function Ψε ∈ C∞(R) is non-decreasing
and satisfies
Ψε(s) ≡ 0 if s ≤ 0; Ψε(s) ≡ s if s ≥ ε,
and
0 ≤ Ψε(s) ≤ s, ∀s ≥ 0.
Now let us look at the following problem:{
(uε)t − aεijDijuε = −Ψε(gε)Φε(uε − ψε) + Ψε(gε) + fε in ΩT ,
uε = 0 on ∂pΩT .
(6.6)
According to Lemma 6.2, we find that for each v0 ∈ Lpw(ΩT ), there exists a function
v ∈W 2,1Lpw(ΩT ) such that{
vt − aεijDijv = −Ψε(gε) Φε(v0 − ψε) + Ψε(gε) + fε in ΩT ,
v = 0 on ∂pΩT .
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Recall that 0 ≤ Φε(s) ≤ 1 and 0 ≤ Ψε(s) ≤ |s| for all s ∈ R, to find from Lemma
6.2 that
||v||W 2,1Lpw(ΩT ) ≤ R,
where R is independent of v0. Let us write v = Sv0. Then observe that S maps
the R-ball in Lpw(ΩT ) into itself and that S is compact. Thus it follows from
Schauder’s fixed point theorem that there is a unique uε such that uε = Suε, which
is the solution to the problem (6.6).
Lemma 6.2 now yields
||uε||W 2,1Lpw(ΩT )
≤ c
(∣∣∣∣Ψε(gε) Φε(uε − ψε)∣∣∣∣Lpw(ΩT ) + ||Ψε(gε)||Lpw(ΩT ) + ||fε||Lpw(ΩT ))
≤ c
(
||gε||Lpw(ΩT ) + ||gε||Lpw(ΩT ) + ||fε||Lpw(ΩT )
)
≤ c
(
||gε||Lpw(Rn+1) + ||f ||Lpw(Rn+1)
)
≤ c
(
||f ||Lpw(ΩT ) + ||ψ||W 2,1Lpw(ΩT )
)
.
Hence {uε} is uniformly bounded in W
2,1
0 L
p
w(ΩT ). So we can find a subsequence
{uεk}
∞
k=1 with εk ց 0, and a function u ∈ W
2,1
0 L
p
w(ΩT ) such that uεk converges
to u weakly in W 2,1Lpw(ΩT ), and uεk converges to u almost everywhere. Since
fε, gε, ψε and Ψε are smooth functions, Lemma 6.2 implies that uε ∈ W
2,1
0 L
q(ΩT )
for all q ∈ (2,∞), and so uε ∈ Cα(ΩT ) for some α ∈ (0, 1). Then, by Schauder’s
theorem, uε, Dxuε, D
2
xuε and Dtuε belong to C
α(ΩT ), and so we conclude that
uε ∈ C2,1(ΩT ).
We next claim that u is a solution of the obstacle problem (1.3). Observe that
u = 0 on ∂pΩT . We recall (6.6) to discover that
(uεk)t − a
εk
ijDijuεk = Ψεk(gεk)
(
1− Φεk(uεk − ψεk)
)
+ fεk ≥ fεk in Ω.
Passing to the limit k →∞, we find that ut − aijDiju ≥ f a.e. in ΩT .
We next want to show that u ≥ ψ in ΩT . To do this, fix k ∈ N. We then
observe that Φεk(uεk − ψεk) = 0 on Vk :=
{
uεk < ψεk
}
, and so we discover that
(uεk)t − a
εk
ij Dijuεk = Ψεk(gεk) + fεk in Vk. If Vk = ∅, then uεk ≥ ψεk in ΩT . On
the other hand, if Vk 6= ∅, then it follows from the definition of Ψεk and gεk that
(uεk)t − a
εk
ij Dijuεk = Ψεk(gεk) + fεk
≥ g+εk − εk + fεk
= gεk + fεk − εk + g
−
εk
=
(
ψεk
)
t
− aεkij Dijψεk − εk + g
−
εk
≥
(
ψεk
)
t
− aεkij Dijψεk − εk in Vk.
Define u˜εk(x, t) := uεk(x, t) + εkt. It is a straightforward to check{ (
u˜εk − ψεk
)
t
− aεkijDij
(
u˜εk − ψεk
)
≥ 0 in Vk,
u˜εk − ψεk ≥ 0 on ∂pVk,
(6.7)
where we have used the fact that uεk = ψεk on ∂pVk. Then from Lemma 6.3, we
have
u˜εk − ψεk ≥ 0 in Vk,
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and thus
uεk − ψεk ≥ −εkt ≥ −εkT in Vk.
Recalling the definition of Vk, we see that uεk −ψεk ≥ −εkT in ΩT . Passing to the
limit k → ∞, we discover that u − ψ ≥ 0 a.e. in ΩT . Therefore, we conclude that
u− ψ ≥ 0 a.e. in ΩT .
Finally, we show that ut − aijDiju = f on the set {u > ψ}. To prove this, we
find that for each m ∈ N, Φεk(uεk − ψεk) converges to 1, and Ψεk(gεk) converges
to g+ almost everywhere on the set
{
u > ψ + 1
m
}
. Then
ut − aijDiju = −g
+ + g+ + f = f
on the set {u > ψ} =
{
u > ψ
}
=
⋃∞
m=1
{
u > ψ + 1
m
}
.
As a consequence, we conclude that the problem (1.2) has a solution u ∈
W 2,1Lpw(ΩT ) and we have the desired estimate
||u||W 2,1Lpw(ΩT ) ≤ lim infk→∞
||uεk ||W 2,1Lpw(ΩT ) ≤ c
(
||f ||Lpw(ΩT ) + ||ψ||W 2,1Lpw(ΩT )
)
.

Remark 6.5. We remark that the uniqueness of a solution to the parabolic obstacle
problem (1.3) is not evident in general. However, when Dxaij exist and are bounded,
one can obtain the uniqueness of a solution by coerciveness, see for instance [16].
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