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Ê âîïðîñó ñðàâíåíèÿ ìåòîäîâ Unified Curve è Master Curve è èõ ïðèìåíå-
íèÿ ê îïðåäåëåíèþ êîíñòðóêöèîííîé ïðî÷íîñòè êîðïóñîâ ðåàêòîðîâ
Á. Ç. Ìàðãîëèí, Â. Í. Ôîìåíêî, À. Ã. Ãóëåíêî, Â. È. Êîñòûëåâ, Â. À. Øâåöîâà
ÖÍÈÈ ÊÌ “Ïðîìåòåé”, Ñàíêò-Ïåòåðáóðã, Ðîññèÿ
Ïðîàíàëèçèðîâàíû äâà èíæåíåðíûõ ìåòîäà – Master Curve è Unified Curve ïðèìåíèòåëüíî ê
îöåíêå ñîïðîòèâëåíèÿ õðóïêîìó ðàçðóøåíèþ êîðïóñîâ ðåàêòîðîâ. Äëÿ ñðàâíåíèÿ ýòèõ ìåòî-
äîâ ïðè îáðàáîòêå áàçû äàííûõ ïî âÿçêîñòè ðàçðóøåíèÿ äëÿ 44 ñòàëåé è èõ øâîâ ñ ðàçëè÷íîé
ñòåïåíüþ îõðóï÷èâàíèÿ áûëî èñïîëüçîâàíî òðè ðàçíûõ ñòàòèñòè÷åñêèõ ïàðàìåòðà. Óñòà-
íîâëåíî, ÷òî ìåòîä Unified Curve èìååò ïðåèìóùåñòâà ïåðåä ìåòîäîì Master Curve. Ïðî-
àíàëèçèðîâàíû âîçìîæíûå ïðè÷èíû êàæóùåãîñÿ ïðåèìóùåñòâà ìåòîäà Master Curve, à
òàêæå ñôîðìóëèðîâàíû è îáîñíîâàíû òðåáîâàíèÿ äëÿ îáúåêòèâíîãî ñðàâíåíèÿ ìåòîäîâ.
Îáîáùåíèå ýêñïåðèìåíòàëüíûõ äàííûõ ïî òåìïåðàòóðíîé çàâèñèìîñòè òåðìîàêòèâèðîâàí-
íîé ÷àñòè ïðåäåëà òåêó÷åñòè è ìîäåëè Prometey (ìîäåëè õðóïêîãî ðàçðóøåíèÿ, îñíîâàííîé íà
ëîêàëüíîì ïîäõîäå) ïîçâîëèëî îáúÿñíèòü, ïî÷åìó çàâèñèìîñòü K TJC ( ) äëÿ ðàçëè÷íûõ ñòàëåé,
ïðè íåáîëüøîé ñòåïåíè îõðóï÷èâàíèÿ, ìîæåò áûòü àïïðîêñèìèðîâàíà ýêñïîíåíöèàëüíîé
ôóíêöèåé, â ÷àñòíîñòè çàâèñèìîñòüþ Master Curve. Ïîëó÷åíà êîððåëÿöèÿ ìåæäó òåìïåðà-
òóðíîé çàâèñèìîñòüþ òåðìîàêòèâèðîâàííîé ÷àñòè ïðåäåëà òåêó÷åñòè è çàâèñèìîñòüþ
Master Curve.
Êëþ÷åâûå ñëîâà: êîíñòðóêöèîííàÿ ïðî÷íîñòü êîðïóñà ðåàêòîðà, òðåùèíîñòîéêîñòü,
Master Curve, Unified Curve, ìîäåëü Prometey.
Introduction. At present, there are two engineering methods, namely, the Master
Curve [1, 2] and the Unified Curve [3], that allow the construction of K TJC ( ) curve for
different structural steels. Both methods use the Weibull statistics to describe the scatter in
K JC results and the effect of specimen thickness on K TJC ( ) curve. To describe the
K TJC ( ) curves for embrittled material the Master Curve (MC) uses the lateral temperature
shift concept, i.e., assumption about an invariance of the shape of the K TJC ( ) curve for
different conditions of a material. The Unified Curve (UC) provides a prediction of the
K TJC ( ) curve allowing for the possibility of shift of K TJC ( ) curve to higher temperature
range and a variation in the K TJC ( ) curve shape. By other words, the UC, as distinct from
the MC, takes into account the transformation of the shape of the K TJC ( ) curve as a
function of the degree of embrittlement of a material.
Quantitative comparison of the MC and UC was performed for the first time in [3]
and at a later date in [4] as applied for various ferritic steels with various degrees of
embrittlement. For quantitative assessment the statistical parameters  and  have been
used that are defined as follows.
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The parameter  is the root-mean-square deviation calculated by equation [3, 4]
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where M is the number of temperatures at which tests were carried out, K JC med j
pr
( ) is the
predicted median value of K JC calculated by the MC or UC at test temperature T j , and
K JC med j( )
exp
is the median value of K JC determined by treatment of experimental data at
T T j with the maximum likelihood method according to [1].
According to [1] K JC med( )
exp
is calculated with formulae
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where N is the number of specimens tested at T T j , r is the number of valid specimens
tested at T T j , K min is minimum value of fracture toughness that is taken according to
[1, 2] as K min  20 MPa m, and K JCi
exp
is experimental K JC value for ith specimen.
The parameter  is calculated as [4]
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where N is the total number of tested specimens, K JCi
exp
is experimental K JC value for ith
specimen, and K JC mean i
pr
( ) is the predicted mathematical expectation of K JC calculated
by the MC or UC at test temperature for ith specimen. Using the Weibull function for the
K JC distribution the K JC mean i
pr
( ) value may be calculated by formula [5]
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where  is gamma function.
Thus, the parameters  and  may be used for quantitative comparison of the
experimental and predicted K TJC ( ) curves. The parameter  may be used when the
number of specimens tested at temperature T j is many enough so that K JC med j( )
exp
may be
reliably determined for each test temperature. If the number of tested specimens is less than
necessary then the parameter  should be used. It is necessary to note that the parameter 
differs from the parameter . If the prediction coincides with experiment completely then
 0 but  0. Nevertheless both the parameter  and  reduce when the predicted
results are approaching to the experimental data.
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For quantitative comparison of the MC and UC the ratios  MC UC and  MC UC
may be used as the comparison tests. If  MC UC 1 or  MC UC 1 then the UC
describes the experimental data more adequately than the MC. If  MC UC 1 or
 MC UC 1 then the MC describes the experimental data more adequately than the UC.
Quantitative comparison of the MC and UC on the basis of the statistical parameters 
and  has been performed in [3, 4] for various ferritic steels with various degrees of
embrittlement. The results of comparison are represented in Fig. 1.
It is seen from Fig. 1 that for low values of T0 (materials in the initial (as-received)
condition and with small degrees of embrittlement) the K TJC ( ) curves predicted with the
UC and MC are very close, and one method has not preference to another. When the value
T0 increases the description of K TJC ( ) by the UC becomes more adequate than the
description by the MC as the UC takes into account a variation of the K TJC ( ) curve
shape.
One more statistical parameter was used recently in [6] for quantitative comparison of
the MC and UC. This is the parameter L that follows from the maximum likelihood
method. (The parameters T0 and  in the MC and UC are calibrated with the maximum
likelihood method.)
The parameter L is calculated by formula [6]
L
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where  i 1 for valid data and  i  0 for censored data, K K K
pr
JC med
pr
0   min ( )(
 K min
/)[ln( )]2 1 4 with K JC med
pr
( ) calculated with the MC or UC. (The other parameters
are as above.)
When using the maximum likelihood method the most adequate K TJC ( ) curve
corresponds to the maximum value of the parameter L. It means that the parameter L may
be used for quantitative comparison of the experimental and predicted K TJC ( ) curves. The
parameter L calculated by Eq. (6) is designated for the MC as LMC and for the UC as LUC .
a b
Fig. 1. Comparison of the MC and UC with the parameters  and : the ratios  MC UC (a) and
 MC UC (b) vs the reference temperature T0 [4].
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For quantitative comparison of the MC and UC it is necessary to compare LMC and
LUC : if L LUC MC then the UC describes the experimental data more adequately than the
MC. If L LUC MC then the MC describes the experimental data better than the UC.
In [6] the difference ln lnL r L rMC UC is used as the comparison tests of the MC
and UC. For short let’s designate this difference as
Z
L
r
L
r
MC UC
! 
ln ln
. (7)
So, if Z0 then the UC describes the experimental data more adequately than the MC. If
Z0 then the MC describes the experimental data better than the UC.
The results of comparison the MC and UC with the parameter L obtained in [6] are
represented in Fig. 2. On the basis of these results the conclusion has been drawn in [6] that
the MC describes the considered experimental data better than the UC. The considered data
base consists of 50 sets and includes, in part, those considered in [3, 4].
Thus, it would be concluded that application of various statistical parameters for
quantitative comparison of the MC and UC results in quite different and contradictory
conclusions as in [3, 4] and in [6].
Additionally, Wallin [6] has declared that the parameter L or ln L r provides more
objective comparison as compared with the parameters  and .
Thus, the main purposes of the present paper are (i) to compare the UC and MC with
three statistical parameters L, , and  , and (ii) to reveal possible reasons of contradictory
conclusions in [3, 4] and in [6]. The paper considers also some important issues for
justification of the Unified Curve and Master Curve methods.
1. The Main Considerations of the Master Curve and Unified Curve Methods.
The main considerations of the Master Curve and Unified Curve methods are as follows.
1. The temperature dependence of fracture toughness at the fracture probability
Pf  0.5 for specimens with thickness B 25 mm for any degree of embrittlement is
described by the following equations.
Fig. 2. Comparison of the MC and UC with the parameters L for the data sets from CT and SE(B)
specimens according to [6].
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According to the Master Curve [1]
K T K T TJC med JC
shelf
( ) ( ) exp( ( )),  " # 0 MPa m, (8)
where T0 is the reference temperature in $C for which K TJC med( ) ( )0 100 MPa m, T is
temperature in $C, the numerical coefficients K JC
shelf
, ", and # are fixed and taken as
K JC
shelf  30 MPa m, " 70 MPa m, and # 0.019.
According to the Unified Curve [3]
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where K JC
shelf  26 MPa m,  is a constant for a given condition of a material, and T is
temperature in $C.
2. The brittle fracture probability Pf for a cracked specimen with reference thickness
B 25 mm is described by the Weibull distribution function [1, 7]
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where Pf is the fracture probability of a cracked specimen arbitrarily taken from the
considered set at K KJ JC% (K J is the stress intensity factor), K 0 is a scale parameter
depending on the test temperature and specimen thickness, and K min  20 MPa m in
accordance with [1, 2, 8].
3. The effect of specimen thickness on fracture toughness for a fixed fracture
probability is described by equation [1, 8]
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where K JC
X and K JC
Y are fracture toughness values for specimens with thicknesses B X
and BY at the same fracture probability.
4. To obtain K TJC ( ) curve for the embrittled materials the MC assumes that the only
parameter, T0, varies, and the UC assumes that the parameter  varies only. When degree
of material embrittlement increases the T0 value increases, and the  value decreases.
Other numerical parameters in Eqs. (8) and (9) are fixed.
The parameter T0 in the MC and the parameter  in the UC are calibrated by the
maximum likelihood method on the basis of test results at one temperature (single
temperature method) or at several temperatures (multi-temperature method). Requirements
for the number and size of fracture toughness specimens are the same for both methods.
It is appropriate to give here some comments for the above considerations.
Equations (10) and (11) follow from the pioneer paper of the Beremin group [9]. It
should be noted that a relation P Kf ~
4 in Eq. (10) with the exponent value being equal
to 4 does not depend on a local fracture criterion used, and the only condition (in addition
to the Weibull statistics and the weakest link theory) is required to deduce this relation,
namely, the condition of self-similarity (homothety) of stress-and-strain fields in plastic
zone near a crack tip [9, 10]. (This issue is considered in detail in Section 3.)
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The numerical coefficients ", #, and K JC
shelf
in the MC [see Eq. (8)] were found from
a best fit to experimental data sets for ferritic steels [2].
The numerical coefficients in the UC [see Eq. (9)] were found from a best fit to the
K TJC ( ) curves calculated with the probabilistic model (known as the Prometey model)
with the model parameters being typical for RPV steels in various conditions [3].
As it follows from consideration 4 the transformation of K TJC ( ) curve predicted
with the MC and UC for the irradiated (embrittled) materials occurs in different manners.
When degree of material embrittlement increases a lateral shift of the K TJC ( ) curve
occurs according to the MC to an elevated temperature range. It means that the shape of the
K TJC ( ) curve is the same for different conditions of a material. This transformation is
illustrated by Fig. 3a.
According to the UC for the irradiated (embrittled) materials a vertical evolvent of the
K TJC ( ) curve occurs by such way that the value [K T KJC JC
shelf
( ) ] decreases by the same
factor  in irr (here  in and  irr are the values of  for initial and irradiated
materials, respectively) for any temperature from the brittle fracture temperature range.
This transformation is shown in Fig. 3b and clearly seen from Eq. (9) rewritten in the form
K T K f TJC JC
shelf
( ) ( ),  (12)
where
f T
T
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Thus, the standard Master Curve assumes that the shape of the K TJC ( ) curve is the
same for different conditions of a material. The Unified Curve approximates the K TJC ( )
curve allowing for a possibility of a variation in the shape.
2. Quantitative Comparison of the MC and UC with Various Statistical
Parameters. Comparison of the experimental fracture toughness data and K TJC ( ) curves
predicted with the MC and UC has resulted in quite different and contradictory conclusions
in [3, 4] and in [6]. One from possible reasons may consist in the using of different
statistical parameters for comparison. In [3, 4] the parameters  and  were used as
calculated by Eqs. (1) and (4), and in [6] the comparison was based on Eq. (7) with the L
parameter.
a b
Fig. 3. Transformation of K TJC ( ) curve for the irradiated materials according to the MC (a) and
UC (b).
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To consider this reason we apply all three parameters for the fracture toughness data
sets used in [3, 4].
The results of application of the parameters ,  , and L are represented in Table 1 for
the data sets used previously in [3, 4]. The results of comparison of the MC and UC with
the L parameter are shown in Fig. 4. It may be seen from Fig. 4 that the UC has advantage
as compared with the MC for the considered data sets. This conclusion is in agreement with
the conclusion based on application of the parameters  and  (see Fig. 1).
T a b l e 1
The Results of Treatment of the Data Base Used in [3, 4]
with Three Statistical Parameters (L, , and )
No. Material Y at
T  $20 C,
MPa
T0 ,
$C
,
MPa m
Z 

MC
UC


MC
UC
Reference
1 2 3 4 5 6 7 8 9
1 A533B steel (in) 567 148.0 7397 0.02 0.91 1.06 [11]
2 A508 steel (in) 650 140.0 6441 0.04 0.91 0.94 [11]
3 HY130L (in) 955 131.0 5405 0.01 0.92 0.98 [11]
4 ABS DS (in) 270 91.3 2615 0.01 1.02 1.02 [11]
5 A470 steel (in) – 86.5 2384 0.01 0.95 0.98 [12]
6 2CrNiMoV steel (in) 565 82.5 2196 0.07 1.16 1.13 [13]
7 NVA (in) 218 72.1 1783 0.01 1.05 0.99 [11]
8 3CrNiMoV steel (in) 550 67.4 1695 0.05 0.97 0.94 [14]
9 WF-70 weld (in) 740 63.5 1521 0.01 1.01 0.99 [15]
10 HSST weld 73W (in) 513 61.3 1472 0.01 0.95 1.00 [16]
11 HSST weld 72W (in) 496 60.4 1455 0.02 0.97 1.00 [16]
12 A533 steel JRQ (in) 480 59.7 1433 0.01 1.06 1.06 [17]
13 WF-70 weld (in) 790 55.8 1330 0 0.96 0.99 [15]
14 A508 steel (TSE-5&6) 605 52.2 1242 0.13 1.19 1.20 [18]
15 KWO RPV – 49.2 1205 0.04 0.93 0.95 [19]
16 A508 steel – 48.0 1175 0.02 0.94 0.98 [12]
17 A508 steel (TSE-7) 450 32.7 880 0.10 1.22 1.17 [18]
18 A533 steel – 28.5 786 0.01 1.11 1.01 [12]
19 A508 steel (TSE-5&6) 710 20.1 723 0.02 1.40 1.02 [18]
20 NiCrMoV steel 925 11.3 685 0.08 2.09 2.20 [11]
21 E36 303 21.2 357 0.04 1.22 0.82 [11]
22 WF-70 weld (irr) 930 24.9 345 0.03 1.11 1.05 [15]
23 HSST weld 72W (irr) 620 29.3 333 0.07 2.23 1.06 [16]
24 HSST weld 73W (irr) 648 37.2 291 0.04 0.97 1.03 [16]
25 A533B steel – 39.9 259 0.20 1.38 1.27 [20]
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Thus, it may be concluded that all three statistical parameters provide the same results,
at least, for the considered data sets. It means that the reason of the contradictory
conclusions in [3, 4] and in [6] cannot be connected with one or another statistical
parameter used for comparison.
It should be noted that in [6] two data sets – 28 and 34 sets from Table 1 were also
treated with the L parameter. These sets were obtained by the authors of the present paper
and published in [21] (set 28) and in [4] (set 34).
However there are significant disagreement between the numerical values of the
parameter Z [see Eq. (7)] for sets 28 and 34 as given in [6] and in Table 1. For set 28
according to [6] Z0.03 and according to Table 1 Z0.65. For set 34 according to
[6] Z0.08 and according to Table 1 Z0.62. These different values of Z result in
quite different conclusions in [6] and here. The calculation results in Table 1 show that the
UC has advantage as compared with the MC for these data sets. According to [6] the UC
Continued Table 1
1 2 3 4 5 6 7 8 9
26 2.5CrMoV steel (embr) 730 45.6 241 0 1.28 1.12 [3]
27 WF-70 weld (irr) 860 49.0 211 0.08 1.28 1.10 [15]
28 2CrNiMoV steel (embr) 900 57.1 199 0.65 4.72 2.50 [21]
29 NP2 676 69.0 161 0.23 2.31 2.26 [11]
30 A533 steel JRQ (irr) 630 86.9 142 0.01 1.34 0.92 [17]
31 Weld KS01 (irr) 820 137 73.4 0.38 5.05 2.28 [22]
32 2.5CrMoV steel PTS-1
(embr)
1037 164 65.9 0.18 14.87 4.37 [23]
33 Weld KS01 (irr) 950 251 21.5 0.22 3.28 2.30 [18]
34 3CrNiMo steel (irr) 931 130.6 79 0.62 2.34 1.92 [4]
35 A508 steel (embr) – 66 164 0.16 3.54 3.03 [24]
Note. Here and in Table 2: in the bracket the condition of a material is designated as follows: in –
received (initial) condition, embr – thermally embrittled condition, irr – irradiated condition.
Fig. 4. Comparison of the MC and UC with the parameters Z calculated with Eq. (7) for the data sets
described in Table 1.
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and MC methods give practically the same predictions. We could not find out the reason of
such disagreement in numerical values of the parameter Z. It may be supposed only that
for analysis in [6] these data sets were additionally somehow treated, and at the same time
the values of Z for sets 28 and 34 given in Table 1 were calculated allowing for all
experimental points.
One more possible reason of contradictory conclusions in [3, 4] and in [6] may consist
in the using of different K JC data sets. In [6] 50 large data sets were considered that
include experimental K JC values for compact tension (CT) specimens and for single-edge
bending (SEB) specimens, in particular, for pre-cracked Charpy (PCC) specimens.
To expand the data base, in addition to 35 large data sets in [3, 4] (see Table 1), we
analyze here some more data sets from ones in [6]. These additional data sets have been
taken on the following requirements.
1. First of all, these data have to be obtained by CT specimens testing, i.e., fracture
toughness data for PCC (SE(B)-10 mm) specimens should not be used.
This requirement is explained by the known particularities of fracture toughness data
for PCC specimens. It is known [25–27] that K JC values obtained by testing PCC
specimens have larger scatter than CT specimens and large number of incorrect values,
moreover the test temperature range when K JC values are correct is significantly narrow
than for CT specimens with thickness B&12.5 mm.
As a rule, K JC values from PCC specimens are larger than K JC values from CT
specimens that expresses in a difference of T0 values for these specimens [27]. When
temperature increases a difference in K JC values for PCC and CT specimens increases
[25, 26]. As a result, the K TJC ( ) curve for PCC specimens is steeper than the curve for
CT specimens.
Detailed study of the particularities of fracture toughness data for PCC and CT
specimens was performed in [25, 26]. The ratio J JPCC CT0 5. as a function of the
parameter M b JY PCC  was obtained in [26] and shown in Fig. 5. Here J PCC and
JCT0 5. are J-integral values for PCC and CT-0.5 specimens, respectively, Y is the yield
stress, and b is the reminding ligament.
It is seen from Fig. 5 that when the parameter M decreases, i.e., the value J PCC
increases the ratio J JPCC CT0 5. increases. Applying these data for the J TPCC ( ) and
J TCT0 5. ( ) curves and taking into account that the J PCC values increase with temperature
increasing the conclusion may be drawn that the J TPCC ( ) curve is steeper than the
J TCT0 5. ( ) curve.
Fig. 5. The ratio J JPCC CT0 5. vs the parameter M according to [26].
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On the basis of the performed studies the authors of paper [25] concluded: “The
differences in fracture toughness between standardized CT specimens and pre-cracked
Charpy specimens can not be verified in the conventional way by using statistical weakest
link size effect predictions and specimen size criteria as proposed in test standards.”
One more example of steeper K TJC ( ) curve for PCC specimens as compared with
the K TJC ( ) curve for CT-2T specimens is shown in Fig. 6. K TJC ( ) curves here have
been constructed for 2CrNiMoV steel (set 6 in Table 1) by the following way. Firstly, the
values of K JC med j( ) have been determined for each test temperature. Then the obtained
K JC med j( ) values have been approximated by a function K a b cTJC   exp( ). The
difference in the shapes for the obtained curves is seen in Fig. 6.
The above reasons show that it is not reasonable to use K JC values from PCC
specimens for objective comparison of the MC and UC methods as the main difference
between these methods consists exactly in the description of the K TJC ( ) curve shape. As
the steepness of K TJC ( ) curves obtained from the test results of PCC specimens is
overestimated as compared with KJC(T) curves from CT specimens the MC will describe
K JC values for PCC specimens better than the UC. This is clear seen from Fig. 2 where the
comparison results for PCC and CT specimens are shown as represented in [6].
2. The second requirement is that the number of incorrect results in data set should be
sufficiently small.
This requirement is connected with the following reasons.
Incorrect experimental results damage the standard distribution on K JC both for case
of censoring of incorrect experimental data and for case when incorrect experimental data
are considered as correct ones. If incorrect experimental data (due to exceeding of K JC
capacity, K JC ( )lim [1]) are considered as correct ones then the scatter of K JC increases as
compared with the scatter for standard K JC distribution, and K 0 is overestimated. If
incorrect experimental data are censored then K 0 may be both underestimated and
overestimated.
For most cases of incorrect results J-integral does not control the stress-and-strain
fields near a crack tip. It is clear if we want to determine which K TJC ( ) curve –
predicted with the MC or with the UC curve is closer to real K TJC ( ) curve we should use
such K JC values for that J-integral controls stress-and-strain fields near the crack tip, i.e.,
K KJC JC ( ) .lim
Fig. 6. The K TJC ( ) curves obtained by treatment of the fracture toughness data for CT-2T and PCC
specimens with equation K a b cTJC   exp( ) for 2CrNiMoV steel in initial condition: the test
results for CT-2T specimens [13] correspond to set 6 in Table 1 and the test results for PCC were
used previously in [28, 29]. (All the data have been recalculated for 25 mm.)
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Therefore, the database containing, for the most part, correct experimental data should
be taken for objective comparison of the MC and UC methods.
Some data sets used in [6] contain large number of incorrect experimental data that
results in the necessity to use the censoring procedure. For example, the data used in [6]
and represented in [30] contain more than 30% incorrect results, and this number increases
with temperature increase.
3. The third requirement is that the experimental K JC values for a chosen set should
be obtained over wide range of test temperatures.
This requirement is quite clear as it is well known that when K JC values are obtained
over narrow temperature range they may be fitted by any function practically with small
error.
Thus, in addition to 35 data sets in Table 1 we succeed in finding and in analyzing
here 9 data sets from ones in [6] that satisfy the above requirements. These additional data
sets and the results of their treatment with the MC and UC are represented in Table 2. (The
data sets from Table 1 are also included once more in Table 2 as they are needed for further
analysis.)
It should be mentioned that unfortunately, a series of the data sets considered in [6]
could not be analyzed and estimations made in [6] could not be commented. For example,
in [34] two data sets were represented with approximately 400 test results in each sets, and
in [6] only 18 correct results were selected from these data sets. It is difficult to determine
which results were taken and what requirement for selection was used in [6].
We tried to include in Table 2 the most interesting sets (from viewpoint of the MC and
UC comparison). These sets are sets with the maximum difference between the values
ln L rMC and ln L rUC for benefit of the MC according to [6].
The maximum value of the parameter Z calculated by Eq. (7) is equal to 0.91 [6] for
the data set for A470 steel represented in [31]. For this set the parameter T0 is equal to
86$Ñ as calculated in [6].
Unfortunately, we could not analyze this data set as we failed to find it. Begley and
Toolin [31] represent two K JC data sets for two materials denoted as FD 1196 and HD
9980 of one steel grade (NiCrMoV). These data sets were obtained by testing CT
specimens with thicknesses from 50 to 200 mm. These sets are included in Table 2 as sets
36 and 37.
The calculations performed provide for FD 1196 material (set 36 in Table 2)
T0 12 7 $. Ñ and Z 0.2, and for HD 9980 (set 37 in Table 2) T0 7 $Ñ and Z 0.32.
It is seen that these estimations significantly differ from those in [6]. Probably, the wrong
reference ([31]) was given in [6] for A470 steel.
Nevertheless, the data sets for FD 1196 and HD 9980 materials taken from [31]
appear to be very useful. These data (sets 36 and 37 in Table 2) allow us to reveal very
important issue when determining the K TJC ( ) curve shape.
The obtained values of the parameter Z (see Table 2) show some preference for the
MC for FD 1196 and HD 9980 materials. The question arises whether it is connected with
the K TJC ( ) curve shape or with another reason.
The analysis of the data sets for FD 1196 and HD 9980 materials and the results of
their treatment with the MC and UC have shown that the difference between ln L rMC and
ln L rUC is caused mainly by the difference in the low shelf, K JC
shelf
, values. The fact of the
matter is that when calculating the parameter L the K JC values obtained near the low
shelf of K TJC ( ) curve have very large weight as compared with the K JC values at higher
temperatures. At the same time it is clear that the low shelf value does not practically affect
the K TJC ( ) curve shape.
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As seen from Eqs. (8) and (9), for the UC K JC
shelf  26 MPa m and for the MC
K JC
shelf  30 MPa m. The difference in K JC
shelf
that is equal to 4 MPa m may result in the
difference between ln L rMC and ln L rUC . For HD 9980 material one K JC value near
the low shelf is equal to 48 MPa m [31] for CT specimen with the thickness of 50 mm that
is clearly overestimated.
This overestimated K JC value results in the revealed preference for the MC as
compared with the UC. If the K JC
shelf
value is taken the same for the MC and UC, for
example, K JC
shelf  30 MPa m then we obtain for FD 1196 material Z0.14, and for HD
9980 Z0.5 (see Table 2). It means than the UC better describes the K TJC ( ) curve
shape than the MC.
This example has shown that when using the maximum likelihood method (the
parameter L) a seeming advantage of one method over another may be caused by a
difference in the K JC
shelf
values but not a difference in the shape for the experimental and
predicted K TJC ( ) curves. This is a result of a large contribution of K JC values near the
low shelf in the parameter L and a weak influence of these values on the K TJC ( ) curve
shape.
Thus, as a common case, the comparison of the MC and UC methods with the test
results is advisable to make for the same K JC
shelf
level.
The results of treatment of all the data sets with three parameters L, , and  are
represented in Table 2 and in Figs. 7–9. Table 2 includes the sets 1–35 used earlier in [3, 4]
and additional sets 36–44 taken from the references given in [6].
Treatment was performed for two variants. The first variant is the comparison for
different K JC
shelf
values: K JC
shelf  26 MPa m for the UC and K JC
shelf  30 MPa m for the
MC. For the second variant the same K JC
shelf
value was taken as K JC
shelf  30 MPa m.
The results represented in Table 2 and in Figs. 7–9 allow one to reveal the following
findings.
a b
Fig. 7. Comparison of the MC and UC with the parameters Z calculated with Eq. (7) for the data sets
described in Table 2. [Here and in Figs. 8 and 9: open symbols – sets 1–35, closed symbols – sets
36–44: (a) calculations for different KJC
shelf
values: KJC
shelf  26 MPa m for the UC and KJC
shelf 
 30 MPa m for the MC; (b) calculations for the same KJC
shelf
value taken as KJC
shelf  30 MPa m.]
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1. All three parameters L, , and  provide similar results when comparing the MC
and UC.
2. Conclusion made in [3, 4] on the basis of 35 data sets is confirmed for the extended
data sets including 9 sets from [6]. This conclusion is that for materials in the initial
(as-received) condition and with small degrees of embrittlement (when the T0 value is
low) the curves predicted with both methods coincide practically, and when the degree of
embrittlement increases (i.e., T0 increases), the description of K TJC ( ) with the Unified
Curve becomes more adequate than with the MC as the UC takes into account change in
the K TJC ( ) curve shape.
3. When using the maximum likelihood method, i.e., the parameter L, the comparison
of the MC and UC methods with the test results is advisable to make for the same K JC
shelf
level. For this case as it is seen from Fig. 7b the above conclusion becomes even more
evident.
a b
Fig. 8. Comparison of the MC and UC with the parameters  calculated with Eq. (1) for the data sets
described in Table 2.
a b
Fig. 9. Comparison of the MC and UC with the parameter  calculated with Eq. (4) for the data sets
described in Table 2.
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3. Discussion. The performed comparison has shown once more that the experimental
K TJC ( ) curves for ferritic steels may be adequately described both with the MC and UC
methods when degree of embrittlement is not high, i.e., the T0 value is low. When the
degree of embrittlement increases (i.e., T0 increases), the description of K TJC ( ) with the
Unified Curve becomes more adequate than with the MC as the experimental K TJC ( )
curves change their shape.
Additionally, it is of interest to note that both methods allow the description of
K TJC ( ) curves for various ferritic steel for which the yield stress Y varies over wide
range, from Y ' 200 MPa to Y '1100 MPa.
So, several principal questions arise here as follows:
(i) why the K TJC ( ) dependences for quite different ferritic steels may be described
by the same function taken as the MC or UC;
(ii) why the K TJC ( ) curves obey the lateral temperature shift condition when degree
of embrittlement is not high;
(iii) why the K TJC ( ) curves change their shape when degree of embrittlement
increases significantly.
In the present section an attempt is undertaken to answer these questions and to find
some physical background for the above properties.
These issues may be considered on the basis of local brittle fracture criteria. The
analysis hereafter is based on local criterion of cleavage fracture formulated and verified in
[35–40]. This criterion allows not only the prediction of the K TJC ( ) curves for RPV
materials [13, 14, 21, 38, 39] but also the analysis of other brittle fracture properties for
RPV steels such as the WPS effect [41], the plastic tearing effect [42], the biaxial loading
effect [43].
This local criterion is written in the form
   (nuc T eff dm!  &1 , (13a)
 )1&SC ( ), (13b)
where 1 is the maximum principal stress,  eff is the effective stress,   eff eq Y  ,
 eq is the equivalent stress, Y is the yield stress,  d is the critical stress for microcrack
nucleation, mT( is the concentration coefficient for the local stress near the microcrack-
nucleating particles, SC is the critical brittle fracture stress, which is generally assumed to
be independent of temperature, strain rate, and stress triaxiality, ) is the accumulated
plastic strain, ) ( * d eqp , and d eqp( is the equivalent plastic strain increment. The
coefficient mT( depends on temperature T and plastic strain.
From the physical viewpoint, the first condition is the condition for the nucleation of
cleavage microcracks, and the second one – the condition of their propagation. The
parameter  d is the strength of carbides or carbide-matrix interfaces or other particles on
which cleavage microcracks are nucleated. This parameter depends on degree of material
embrittlement and does not depend on temperature, strain rate and stress triaxiality. The
parameter  d has been linked with neutron fluence on the basis of the developed models
of the influence of the radiation defects on cleavage microcrack nucleation [44]. The
parameter SC is interpreted as the stress required for Griffith’s crack start and propagation
through various barriers (grain boundaries, microstresses, slip bands, boundaries of
dislocation substructure).
The functions SC ( )) and m TT( )( , ) are calculated as [35–40]
S C C AC d
/( exp( ,) )) =[ )]1 2
1 2   (14)
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m T m T mT T( () )( , ) ( ) ( ), (15)
m S SC( ) )( ) ( ), 0 (16)
m T m TT Ys( ) ( ), 0 (17)
where C1, C2, and Ad are material constants, S SC0 0! ( )) is the stress of start for
the nucleus microcrack, m0 is a constant which may be experimentally determined, and
Ys is the temperature-dependent component of the yield stress.
The dependence Y T( ) should be given by equation [45]
  Y YG YsT T( ) ( ),  (18)
where YG is the temperature-independent (athermal) component of the yield stress.
According to criterion (13) the brittle fracture on a macro-scale may be controlled by
both microcrack nucleation (13a) and microcrack propagation conditions (13b) that depends
on material properties and loading conditions, mainly, on stress triaxiality and temperature
[44].
Prediction of brittle fracture on a macroscale on the basis of criterion (13) may be
performed in a deterministic manner [35, 36] and in a stochastic manner with the Prometey
model [21, 38, 40]. The Prometey model uses the Weibull statistics for stochastic
parameters  d and SC and the weakest link model to predict the brittle fracture on a
macroscale. The Prometey model was verified by application to RPV steels in various
conditions (initial, irradiated, and highly embrittled) [21, 38]. It has been shown [44] that
the Prometey model provides not only a prediction of the K TJC ( ) curve allowing for
possible variation in the K TJC ( ) curve shape but also a prediction of lateral shift of
K TJC ( ) curves. The Unified Curve method was proposed just on the basis of the Prometey
model [3]. The Unified Curve method as well as the Prometey model predicts a possible
variation in K TJC ( ) curve shape under irradiation.
Criterion (13) and the Prometey model allow the explanation of the main properties of
the K TJC ( ) curve and its transformation under irradiation. For explanation it should be
have in mind that the parameters  d and SC do not depend on temperature and the
parameter   eff eq Y  is weakly sensitive to temperature as it characterizes the strain
hardening. Then it follows from Eqs. (13)–(17) that the temperature dependence of fracture
toughness is mainly controlled by the temperature dependence of the yield stress, Y T( ),
more exactly, by the dependence Ys T( ).
When degree of embrittlement increases the parameter  d decreases and for most cases
the parameter SC does not vary*. According to the Prometey model the transformation of
K TJC ( ) curve is caused by the following reasons: (i) decrease in  d , (ii) increase in Y ,
and (iii) variation of the contributions of two terms in   (nuc T effm! 1 [see Eq. (13a)].
These contributions depend on temperature.
According to the Prometey model it is worthwhile to consider three temperature
ranges I, II, and III as shown in Fig. 10. When the variation of K JC from the lower up
to upper shelves occurs over low temperature range I (that corresponds to low T0
values) the second term in   (nuc T effm! 1 is significantly larger than the first term
( )   (1 0 'm mT eff Ys eff as the concentration coefficient mT( of the effective stress
is very large due to large value of Ys T( ). For this case according to the Prometey model
the transformation of the K TJC ( ) curve caused by decrease in  d and increase in Y
obeys the lateral temperature shift condition (see Fig. 10).
* Significant segregation of impurities on grain boundaries, for example, under temper embrittlement
of material with high content of phosphorus, may result in decreasing SC .
60 ISSN 0556-171X. Ïðîáëåìû ïðî÷íîñòè, 2016, ¹ 2
B. Z. Margolin, V. N. Fomenko, A. G. Gulenko, et al.
As temperature increases the first term in  nuc becomes comparable with the second
term so that over temperature range II the contributions of both terms are significant.
Over temperature range III the value of Ys T( ) is small and, as a result, m TT ( ) is
also small and the first term (1) in  nuc prevails.
According to the Prometey model for temperature ranges II and III the lateral
temperature shift condition is not valid and the shape of K TJC ( ) curve varies as degree of
material embrittlement increases (see Fig. 10).
For all the temperature ranges (I, II, and III) the K TJC ( ) curve shape is controlled by
the dependence Ys T( ), however a link of the K TJC ( ) curve shape and the dependence
Ys T( ) is different for each temperature range.
The temperature dependence Ys T( ) may be approximated by equation [38]
Ys T b h T( ) exp( ( )),  273 (19)
where b and h are the material constants independent of temperature, and T is the
temperature in $C.
The test results show that different ferritic steels have practically the same dependence
Ys T( ) although they have different dependencies Y T( ). Figure 11 demonstrates the
temperature dependencies   Ys Y YGT T( ) ( )  for various ferritic steels. The list of
materials represented in Fig. 11 is given in Table 3.
Fig. 10. Transformation of K TJC ( ) curve for the irradiated materials according to the Prometey
model and criterion (13).
a b
Fig. 11. The temperature dependence of the thermal part Ys T( ) of the yield stress for the materials
detailed in Table 3 (the numbers in figures correspond to those in Table 3): symbols are experimental
data for Russian WWER steels and its welds (a) and for A533 steels and its welds (b); curve is their
approximation with Eq. (20).
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The experimental data obtained by the authors of the present study are shown in
Fig. 11a, and the results taken from [46–48] are represented in Fig. 11b. It is clearly seen
from Fig. 11 that all the experimental data are sufficiently well approximated by the same
curve. Only one exception may be observed in Fig. 11a. These data are the points located
over the temperature range of 250–350$Ñ for 2CrNiMoV steel in thermal embrittled
condition. This result is explained by dynamic thermal aging processes under tensile
testing. Outside of the indicated temperature range the experimental values of Ys
correspond to the common curve.
Treatment of all experimental results on Ys T( ) (excepting experimental data for
2CrNiMoV steel in thermal embrittled condition over the temperature range of 250–350$C)
by Eq. (19) gives: b 993 MPa and h + 874 10 3. $ C 1. As a result, for the considered
ferritic steels
Ys T T( ) exp( . ( )).  + 
993 874 10 2733 (20)
According to the Prometey model over low temperature range the transformation of
K TJC ( ) curve is described by the lateral temperature shift, by other words, the K TJC ( )
curve shape does not vary.
T a b l e 3
The List of Materials Represented in Fig. 11
No. Material Condition Y
at T  $20 C,
MPa
YG ,
MPa
Original experimental data
1 1.5Mn–0.7Si steel (modified) initial 309 267
2 2.2Mn–0.7Si weld ditto 357 290
3 1.5Mn–0.7Si steel ditto 365 307
4 1.5Mn–0.7Si steel (modified) irradiated,
F  + 1 1019 cm 2
500 431
5 Mn–2Ni–Mo–V steel initial 525 456
6 2Cr–Ni–Mo–V steel ditto 580 510
7 2Cr–Ni–Mo–V steel irradiated,
F  + 2 5 1019. cm 2
638 569
8 3Cr–Mo–V weld irradiated,
F  + 2 5 1019. cm 2
639 556
9 2Cr–Ni–Mo–V steel thermal embrittled 900 846
Available experimental data [46–48]
10 A533-B steel initial 461 379
11 JRQ steel ditto 467 415
12 A533 gr.B cl.1 (HSST Plate 02) ditto 487 424
13 Weld 68 (HSST Plate 02) ditto – 494
14 Weld 69 (HSST Plate 02) ditto 638 569
15 A533-B steel irradiated,
F  (1.7–2.4)+1019 cm 2
668 565
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Thus, over low temperature range (low values of T0) the following properties have
been found: (i) the K TJC ( ) curve shape does not vary; (ii) the K TJC ( ) curve shape is
controlled by the Ys T( ) dependence; and (iii) the dependencies Ys T( ) for different
ferritic steels may be approximated by the same function.
These properties explain why for low values of T0 the K TJC ( ) curves for quite
different ferritic steels may be described by the same function. (It does not matter what
function – MC or UC is used.) For this case the very simple correlation may be found
between the function describing K TJC ( ) [see Eq. (8)] and the function describing Ys T( )
[see Eqs. (19) and (20)]
# ' 2h. (21)
According to the Prometey model the shape of K TJC ( ) curve varies as degree of
material embrittlement increases (see Fig. 10). This result is mainly connected with an
increasing contribution of 1 in  nuc [see Eq. (13a)].
The effect of 1 on K TJC ( ) curve shape may be understood when considering
temperature range III. For extremely embrittled materials when K TJC ( ) curve located in
elevated temperature range III (see Fig. 10) the value 1 mainly contributes to  nuc
[Eq. (13a)] as    (1 0 0 m m S ST eff Ys eff C .
The value 1 near the crack tip in possible brittle fracture zone is connected with the
yield stress Y by relation  1 ' q Y , where the parameter q characterizes the stress
triaxiality near the crack tip, q eq  1 . Over elevated temperature range the yield stress
Y is practically constant therefore the K TJC ( ) curve shape changes significantly and
becomes sloping. Nevertheless, over this temperature range the ratio
1
0


Ys
Ysd
dT
 in
spite of the fact that
1
0


Y
Yd
dT
, . Therefore according to condition (13a) K TJC ( ) is an
increasing function of temperature even when Y T( )' const, although this curve may be
very sloping.
It is appropriate to mention here that according to the widely used stress-controlled
local criterion of cleavage fracture it may be shown that K TJC ( )' const over elevated
temperature range. Stress-controlled criterion is traditionally written in the form [49–53]
 eq Y& , (22a)
1&SC . (22b)
In the terms of stress intensity factor, K J , criterion (22) is written in a deterministic
manner as
K KJC J , (23)
when
1 r r Cc
S

 , (24)
where rc is a size of so-called process zone located in the plastic zone near the crack tip.
Thus, it follows from Eqs. (23) and (24) with the account taken of  1 ' q Y that the
temperature dependence of fracture toughness is mainly controlled by the temperature
dependence of the yield stress, Y T( ). As a result, over elevated temperature range III
according to criterion (22) K TJC ( )' const. [It should be mentioned that to avoid such
situation the brittle fracture models based on criterion (22) introduce a priori an increasing
temperature dependence for the parameter SC (or the parameter  u in the terms of the
Beremin model).]
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Thus the physical processes of cleavage fracture reflected in local criterion (13) allow
one to answer the above questions. This analysis has shown that there is physical
background to describe K TJC ( ) curves by the same function for quite different ferritic
steels. It is the same dependence Ys T( ) being practically the only temperature-dependent
parameter that reflects the thermo-activated nature of brittle fracture.
One more important properties of brittle fracture is not connected directly with local
criteria, i.e., with the physical processes, and should be mainly attributed to the basic
mechanical features of brittle fracture. This is the relation P Kf J~
4 which is used both in
the MC and UC methods.
The relation P Kf J~
4 follows from the considerations.
1. Plastic deformation is a necessary condition for brittle fracture.
2. Stress and strain fields near the crack tip are self-similar (or by other words,
homothetic).
3. Brittle fracture obeys the weakest link concept.
The relation P Kf J~
4 is valid for K KJ  min and this fact does not depend on
the used local criterion of brittle fracture [9, 10]. As a common case, the parameter K min
may be introduced in P Kf J( ) by various ways. Two simplest ways are as follows. The
first variant is
P f K Kf J~ ( )min
4 for K KJ  min . (25)
The second variant is
P f K Kf J~ ( )min
4 4 for K KJ  min . (26)
For both variants it is taken that for K KJ % min the brittle fracture probability
Pf  0.
These two variants differ by the physical meaning. Equation (25) corresponds to
situation when for K KJ  min the whole plastic zone volume near the crack tip is taken as
the working volume**. Equation (26) corresponds to situation when the working volume
(for K KJ  min ) is calculated as the difference of the whole plastic zone volume at K J
and the plastic zone volume at K min . By other words, the plastic zone corresponding to
K min does not contribute to the brittle fracture probability for K KJ  min .
Choice of the first or second variants may be formal or may be based on the
probabilistic model of brittle fracture.
According to the Prometey model Pf  0 if  nuc d% 0 or rp uc% - and Pf 0 if
 nuc d 0 and rp uc - , where rp is the plastic zone size and -uc is the unit cell size.
From the physical viewpoint the unit cell size -uc is determined by distance between
barriers for dislocations. Therefore only when rp uc - the dislocation pile-ups generating
cleavage microcracks may form [54]. Hence, conditions  nuc d% 0 and rp uc% - mean
that the microcrack nucleation condition (13a) is not met in the unit cell nearest to the crack
tip. These conditions allow the calculation of the parameter K min with the Prometey
model [55] so that when K KJ % min , we have Pf  0.
Thus according to the Prometey model the unit cell nearest to the crack tip does not
contribute to the fracture probability only when K KJ % min . For the case when
K KJ  min the above zone contributes to the fracture probability. It means that the
fracture probability Pf is calculated with Eq. (25) but not with Eq. (26). So, according to
the Prometey model P B K Kf ~ ( )minI
4. Therefore the critical remark in [6] on this issue
is not correct. It has been stated in [6] that it follows from the Prometey model that
** The working volume is defined as material volume that contributes to the fracture probability.
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that is in contradiction with Eq. (8) used in the UC. The above explanation has shown that
this statement is mistaken.
At the last point it is necessary to return to an issue of application of the MC and UC
for RPV structural integrity assessment.
The performed comparison has shown that for low values of T0 both methods
provide practically the same prediction of the K TJC ( ) curves. At the same time with
increasing T0 the UC predicts K TJC ( ) curve more adequately than the MC, at least, when
CT specimens with thickness of 12.5 mm and more are tested.
For PCC specimens in same cases the MC may provide better prediction than the UC
that is connected with the known particularities of fracture for PCC specimens. These
specimens loose the strain constraint with increasing load significantly earlier than CT
specimens and, as a result, K TJC ( ) curve for PCC specimens is steeper than the curve for
CT specimens [25–27, 56].
Taking into account that the stress-and-strain fields near the tip of postulated crack in
RPV are closer to the fields near the crack tip for CT specimens, the following conclusion
may be drawn when assessing RPV structural integrity.
RPV integrity assessment on the basis of direct application of K TJC ( ) curve
predicted by the UC method is more adequate than when using the MC. Direct application
of the MC may give non-conservative assessment of RPV structural integrity.
The MC may provide conservative assessment of RPV service life only if RPV
structural integrity is estimated with the ASME K JC reference curve indexed to reference
temperature RTT 0 which is defined as RT TT 0 0 35  $ F according to the ASME Code
Case 629 [57].
C o n c l u s i o n s
1. Three statistical parameters (L, , and ) have been used for quantitative
comparison of the Master Curve and Unified Curve by treatment of the fracture toughness
data base consisting of 44 sets for ferritic materials with various degrees of embrittlement.
It has been shown that all the statistical parameters provide similar results when comparing
the MC and UC. This treatment has shown the advantage of the UC over the MC when
using any statistical parameters (L, , and ).
2. The main requirements have been formulated for objective comparison of the MC
and UC. Taking into account that the main difference between these methods consists
exactly in the description of the K TJC ( ) curve shape these requirements are formulated as
follows.
2.1. Fracture toughness data for PCC (SE(B)-10 mm) specimens should not be used as
the K TJC ( ) curve for PCC specimens differs from the curve for standardized CT
specimens. The K TJC ( ) curve for PCC specimens is steeper than the curve for CT
specimens.
2.2. The number of incorrect results in the fracture toughness data set should be
sufficiently small as for most cases of incorrect results J-integral does not control the
stress-and-strain fields near a crack tip and, as a result, incorrect results damage the
standard distribution on K JC .
2.3. When using the parameter L for comparison of the MC and UC, it is advisable to
take the same K JC
shelf
level for both methods, for example, K JC
shelf  30 MPa m. This
requirement is caused by a large contribution of K JC values near the low shelf in the
parameter L and a weak influence of these values on the K TJC ( ) curve shape.
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3. The data sets have in detail been analyzed for which definite advantage of the MC
over the UC has been declared according to [6]. Possible reasons for quite different and
contradictory conclusions in the present research and in [6] have been revealed. These
reasons are mainly connected with violation of the above requirements for objective
comparison of the MC and UC.
For some sets a seeming advantage of the MC revealed in [6] is caused by
overestimated K JC values near the low shelf and the known difference in the K JC
shelf
values for the MC and UC but not a difference in the K TJC ( ) curve shape.
For other cases the conclusion about the advantage of the MC is based on the data sets
from PCC specimens as clearly seen from Fig. 2.
Therefore comparison of the MC and UC in [6] cannot be considered as objective.
4. The main properties of the K TJC ( ) dependences for ferritic steels and their
transformation for embrittled conditions have been analyzed on the basis of the Prometey
probabilistic brittle fracture model and experimental data.
It has been shown that for low T0 values the transformation of the K TJC ( ) curve is
described by the lateral temperature shift and its shape is practically controlled by the
temperature dependence of the thermal component Ys T( ) of the yield stress. It has been
found from the test results that for many ferritic steels the dependences Ys T( ) may be
approximated by the same exponential function. These facts explain why the K TJC ( )
dependences for different ferritic steels with small degrees of embrittlement may be
approximated by the same function taken for the MC. When comparing the values of the
parameter # 0.019 determining the MC shape and the constant h determining the
Ys T( ) dependence the correlation has been found as # ' 2h.
It has been explained with the local brittle fracture criterion used in the Prometey
model why the K TJC ( ) curves change their shapes when degree of embrittlement
increases significantly that is in agreement with most experimental data sets from CT
specimens.
5. Prediction of K TJC ( ) curve used for RPV structural integrity assessment has to be
performed with account taken of variation of K TJC ( ) curve shape if (i) the temperature
range for RPV integrity assessment does not coincide with the temperature range for
small-size specimen testing, and (ii) the ASME K JC reference curve is not used. Then the
use of the Unified Curve method may be recommended.
Ð å ç þ ì å
Ïðîàíàë³çîâàíî äâà ³íæåíåðíèõ ìåòîäà – Master Curve ³ Unified Curve ñòîñîâíî îö³í-
êè îïîðó êðèõêîìó ðóéíóâàííþ êîðïóñ³â ðåàêòîð³â. Äëÿ ïîð³âíÿííÿ öèõ ìåòîä³â ïðè
îáðîáö³ áàçè äàíèõ çíà÷åíü â’ÿçêîñò³ ðóéíóâàííÿ äëÿ 44 ñòàëåé òà ¿õ øâ³â ³ç ð³çíèì
ñòóïåíåì îêðèõ÷åííÿ áóëî âèêîðèñòàíî òðè ð³çíèõ ñòàòèñòè÷íèõ ïàðàìåòðà. Óñòàíîâ-
ëåíî, ùî ìåòîä Unified Curve ìàº ïåðåâàãè ïåðåä ìåòîäîì Master Curve. Ïðîàíàë³çî-
âàíî ìîæëèâ³ ïðè÷èíè ãàäàíî¿ ïåðåâàãè ìåòîäó Master Curve òà ñôîðìóëüîâàíî é
îá´ðóíòîâàíî âèìîãè ùîäî îá’ºêòèâíîãî ïîð³âíÿííÿ ìåòîä³â. Óçàãàëüíåííÿ åêñïåðè-
ìåíòàëüíèõ äàíèõ ùîäî òåìïåðàòóðíî¿ çàëåæíîñò³ òåðìîàêòèâîâàíî¿ ÷àñòèíè ãðàíèö³
ïëèííîñò³ ³ ìîäåë³ Prometey (ìîäåë³ êðèõêîãî ðóéíóâàííÿ, ùî áàçóºòüñÿ íà ëîêàëü-
íîìó ï³äõîä³) äîçâîëèëî ïîÿñíèòè, ÷îãî çàëåæí³ñòü K TJC ( ) äëÿ ð³çíèõ ñòàëåé, çà íå-
çíà÷íîãî ñòóïåíÿ îêðèõ÷åííÿ, ìîæå áóòè àïðîêñèìîâàíà åêñïîíåíö³àëüíîþ ôóíê-
ö³ºþ, çîêðåìà çàëåæí³ñòþ Master Curve. Îòðèìàíî êîðåëÿö³þ ì³æ òåìïåðàòóðíîþ
çàëåæí³ñòþ òåðìîàêòèâîâàíî¿ ÷àñòèíè ãðàíèö³ ïëèííîñò³ ³ çàëåæí³ñòþ Master Curve.
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