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The long-standing challenge to describing charged particle dynamics in strong classical
electromagnetic fields is how to incorporate classical radiation, classical radiation reaction
and quantized photon emission into a consistent unified framework. The current, semi-
classical methods to describe dynamics of quantum particles in strong classical fields also
provide the theoretical framework for fundamental questions in gravity and hadron-hadron
collisions, including Hawking radiation, cosmological particle production and thermalization
of particles created in heavy-ion collisions. However, as we show, these methods break down
for highly relativistic particles propagating in strong fields. They must therefore be im-
proved and adapted for the description of laser-plasma experiments that typically involve
the acceleration of electrons. Theory developed from quantum electrodynamics, together
with dedicated experimental efforts, offer the best-controllable context to establish a robust,
experimentally-validated foundation for the fundamental theory of quantum effects in strong
classical potentials.
2I. INTRODUCTION: CLASSICAL AND QUANTUM RADIATION
Although the photoelectric effect showed that radiation is fundamentally a quantum pro-
cess, long-wavelength (λ ≫ λe = ~/mec where me is the electron mass) radiation is equally
well described by solving Maxwell’s equations with a classical current as source. This classical
approximation works because, in weak fields, the energy of the probe ~ω = hc/λ ≪ mec
2 is
insufficient to excite the quantum structure of the electron. The electron Compton wavelength
thus usually provides a natural length scale separating photons that should be treated as quan-
tum (λ . λe) and photons that can be treated as approximately classical (λ ≫ λe). However,
by creating sufficiently strong fields, we can probe quantum dynamics with potential energy,
rather than kinetic energy, with qualitatively different consequences.
The most remarkable and earliest-recognized consequence is Klein’s 1929 discovery that when
the potential difference exceeds the mass gap, e∆V > 2me where e is the elementary charge, the
transmission coefficient for scattering is greater than unity [1]. The potential emits particles at
a rate that depends on the details of the potential but is always nonzero when e∆V > 2me
∗.
This spontaneous particle creation was the first example of a nonperturbative effect in quantum
theory, because it required solving the interaction with the potential to all orders, rather than
expanding in a power series in the coupling e. Klein studied a step potential V (z) ∼ ∆V Θ(z),
in which case the current, corresponding to pair creation, is proportional to the height of the
potential step. In more realistic models, the potential depends on the spacetime coordinates
more smoothly, varying over a length scale greater than the electron Compton wavelength,
λ≫ λe and the rate of pair production is exponentially suppressed, proportional to exp(−
πEc
| ~E|
)
where
Ec =
m2ec
3
e~
= 1.32 × 1018 V/m, (1)
is known as the critical field and | ~E| is the local value of the electric field. Paradoxically,
long-wavelength classical fields were found to generate short-wavelength ∼ λe radiation.
Klein’s “paradox” is the prototype to help understand phenomena and fundamental questions
in domains other than electrodynamics. In quantum chromodynamics, the theory describing
quark and gluon interactions inside hadrons, it is thought to help explain the high multiplicity
∗ Klein obtained his result using the Dirac equation, but before antiparticles were understood or positrons dis-
covered.
3and thermalization of particles created in the early stages of heavy ion collisions [2–5]. In gravity,
the same physics underlies Hawking radiation [6, 7] and particle creation in the expanding
universe [8, 9], both predictions subject to ongoing investigation and debate. Magnetic fields of
the corresponding strength,
Bc =
1
c
Ec = 4.41 × 10
9 T, (2)
are believed to exist around neutron stars [10]. Even with such broad impact and long interest,
spontaneous particle production has yet to be experimentally verified.
Strong fields break the classical approximation in another more subtle way. Already Lorentz
noticed that conservation of momentum requires that the charged particle recoils from the ra-
diation it emits according to Maxwell’s equations, but that the recoil is not accounted for in
the Lorentz force [11]. This “radiation reaction” problem can be perturbatively corrected by
subtracting the lost momentum from the Lorentz force [11, 12], but even this solution is not
complete: First, the perturbative approach breaks down when the momentum in the classical
radiation is comparable to the momentum in the radiating electron. The onset of nonpertur-
bative classical radiation approximately coincides with the condition that the field strengths
in the electron rest frame are ≃ Ec, Bc [13], and in this same regime, high-energy quantized
radiation becomes equally important [14]. Second, the momentum absorbed by the electron is
not removed from the accelerating field. Wheeler and Feynman solved the second problem by
revising the Green’s function to be the average of the retarded and advanced functions thus
communicating the momentum absorbed by the electron back to the source of the field [15].
Feynman’s propagator is a basic prescription of quantum field theory, and means radiation
reaction is always consistently incorporated in quantum theory, but is not compatible with
classical radiation theory. In principle, instead of using the classical limit, one could simulate
the full quantum dynamics as is done in lattice studies of quantum chromodynamics. In practice,
such simulations are impossible for plasma systems of interest: to resolve the quantum dynamics,
the simulation’s grid spacing should be at least the order the electron Compton wavelength
∼ 10−12m and the simulation volume should be large enough to incorporate tens to hundreds
plasma wavelengths, which is λpl ≃ 10
−6m, thus involving a spacetime mesh of & (107)4 points.
This wide separation of length scales is what ensures the classical limit remains an important
tool to describe plasma physics even as quantum effects become important.
The challenge to describing particle dynamics and radiation in strong fields is thus to build a
4consistent and systematic framework to treat classical (long-wavelength) and quantized (short-
wavelength) radiation where they are both important. The best controllable theoretical and
experimental opportunities to explore these issues are in quantum electrodynamics (QED), fa-
cilitated by new ultra high power lasers [16, 17]. While spontaneous particle emission, requiring
fields close to 1018 V/m, is too rare an event to be measured in current laser facilities, we now
study electron dynamics in moderately strong (1014–1015 V/m) fields to see the effect of radia-
tion reaction and perturbative and nonperturbative quantum radiation processes that occur in
the presence of the strong classical field [18].
The current theory for these processes is founded upon the study of particle creation. Here we
first review the methods in their original context of spontaneous particle creation and then criti-
cally examine their applicability to anticipated laser experiments. In this well-studied framework
for QED in strong fields, average particle creation rates and light-by-light scattering involving
low-energy photons (~ω ≪ mec
2) are consistently and accurately described because the long-
wavelength fields do not resolve the short-wavelength quantum fluctuations. For electrons and
high-energy photons with ~ω & mec
2, scattering events that involve energies of order the electron
mass require a quantum description, because roughly speaking they probe the structure of the
electron. For the field strengths in anticipated experiments on the Texas Petawatt (I ≃ 3×1022
W/cm2, or | ~E| & 1015 V/m) and at ELI (& 1023 W/cm2, or | ~E| & 5×1015 V/m) , such events are
relatively rare, and one expects that classical dynamics suffice to determine evolution between
events.
Our goal is the accurate and reliable prediction of high-intensity laser experiments, and we
discuss here how to construct a consistent and systematic theory for the plasma dynamics,
starting with single-particle radiation phenomena. As such, we consider the experimental range
of single-particle conditions, rather than attempting to optimize the signal from the current,
untested calculational approaches.
With this goal in mind, any description of the interactions between quantized particles re-
quires a systematic investigation of the perturbation theory. Based on well-established features
of quantum field theory especially involving massless gauge fields such as photons, we argue
that QED in strong classical fields (laser 4-potentials eAµ ≫ me) gives rise to O(1) corrections
to probabilities of events. We describe the impact of these corrections on predictions involving
real high-energy electrons and photons and the contrast from low-energy vacuum phenomena
5(i.e. no quantized particles present) or non-relativistic electrodynamics. With its broader appli-
cations, a framework to describe the interactions of particles with strong, classical fields is an
unsolved problem that would have fundamental impact both within and beyond plasma physics.
We introduce the concepts needed to improve on the current theory and how we expect the
development of more complete and systematic theory to impact the broader questions in related
fields arising from Klein’s “paradox.”
II. SPONTANEOUS PAIR PRODUCTION AND SEMICLASSICAL METHODS
Although Klein’s calculation relied on a simple scalar step potential, it captured the essential
physics. Shortly afterward, Sauter showed that particle emission occurs in a constant electric
field, which with specific choice of gauge corresponds to a linear potential Aµ = (A0,~0) with
A0 = −| ~E|z [19].
† For a constant field of infinite extent, the potential difference is 2me over
a length ∆z = 2me/|e ~E|. Using intuition from the quantum mechanical barrier scattering
problem, the mass gap 2me between positive and negative frequency states implies a classically
forbidden region with width ∆z in which the wavefunction of the electron decays exponentially.
The decay length is proportional to the energy of the state and so is maximized for an electron
at rest ∼ 1/me. Tunneling through the barrier is therefore exponentially suppressed ∼ e
−m∆z =
e
−
2m2e
|e~E| .‡ The exponent exhibits the critical field Eq. (1) which sets the scale for pair production
to become an order 1 effect and therefore also estimates the breakdown scale of the theory.
To obtain their results, Klein and Sauter solve the Dirac equation (or Klein-Gordon equation
for a scalar) in the presence of a c-number electromagnetic potential, Aµcl,
(i/∂ − e /Acl(x)−m)ψ(x) = 0. (3)
The subscript ‘cl’ stands for classical because the potential Aµ(x) is nondynamical, and incorpo-
rating it into the solution of the Dirac equation assumes that the potential varies slowly relative
to the dynamics of the quantized electron, i.e. the following condition is satisfied:
∂V (x)
V (x)
≪
∂ψ(x)
ψ(x)
⇔ kµcl ≪ p
µ
e . (4)
† We use natural units, ~ = c = 1, restoring them explicitly where adding insight.
‡ One may get the exponent correct by massaging the argument further, but in general, beyond the relevant
dimensionless ratios of parameters, such qualitative arguments will not reproduce order 1 prefactors.
6Expanding each field in Fourier modes shows it is equivalent to the wavelength of the “classical”
modes being much larger than the wavelength of the quantized modes. In this case, a single pho-
ton of the classical field does not resolve the quantum structure of the electron. This condition
is consistent with separately solving the classical electromagnetic field dynamics. As discussed
below, it allows the equations of motion for the vacuum expectation value of the current (arising
from spontaneously produced partices) and slowly-varying electromagnetic fields to be closed
and solved self-consistently at the long-wavelength scale. The approximation Eqs. (3),(4) also
provides a starting point to calculate rates of quantum processes compatible with classical laser-
plasma simulations, but we shall discuss processes with electrons (and high-energy photons) in
later sections.
Equation (4) is a necessary condition; it does not determine useful applications. The approx-
imation Eqs. (3),(4) is applied in cases that the potential is leading order. In contrast, standard
perturbation theory assumes the particle is free at leading order and interactions are suppressed
by a small coupling. In QED, that means solving the free Dirac equation (i/∂ − m)ψ = 0 to
obtain a basis of plane wave solutions and adding interactions with photons as a perturbative
expansion in α = e2/4π~c. However, if eAµ & pµe , perturbation theory in eAµ breaks down.
Instead, the classical potential should be taken into account to all orders, summed into a new
leading order by organizing perturbation theory as an expansion around solutions to Eq. (3).
The solutions of Eq. (3) often display non-polynomial dependence on eAcl, though they can be
expanded in powers of eAcl. For a plane-wave potential (discussed more extensively in the next
section), the first terms in the expansions are explicitly verified to agree with a perturbative
calculation of the electron scattering from the potential [20].
Treating the electromagnetic field as classical, via Eqs. (3),(4), is a necessary and consistent
approximation scheme when the electron field is integrated out and only dynamics in vacuum
are considered. The process of integrating out is equivalent to and often implemented by using
the leading order equation of motion for the relevant degrees of freedom to remove them from
the (quantum) generating functional. Thus, solving Eq. (3) allows one to remove electrons as an
explicit degree of freedom and determine the effect of electron fluctuations on the dynamics of
long-wavelength electromagnetic fields.
However, as | ~E| = Ec, the potential difference is me over the Compton wavelength of the
electron λe = 1/me, and the relevant timescale for pair creation approaches ~/αmec
2 = 1.8 ×
710−19 s [21], indicating that the field-particle dynamics are no longer adiabatic. Indeed, the
rapid conversion of field energy to particles has been suggested to limit the electric field strength
achievable [22, 23]. We will explain this breakdown more thoroughly below. Other than these
emergent dynamics, treating the electromagnetic field as classical provides a good leading-order
description of the pair creation dynamics performs well, due largely to the smallness of the
electromagnetic coupling α = e
2
4π~c ≃
1
137 .
This procedure of integrating out the electrons was first achieved by Heisenberg and Euler
[24], who unified Sauter’s investigation with the first calculations of light-by-light scattering [25],
by calculating the correction to the energy of a constant electromagnetic field due to quantum
fluctuations of electron-positron pairs. In so doing, they obtained the first effective potential
and first low-energy effective field theory, a framework of great importance that we will explain
below. The Heisenberg-Euler effective potential shows that long-wavelength λ ≫ λe light-light
interactions can be expanded in a power series with succeeding terms suppressed by the ratio
| ~E|/Ec:
Veff ≃
α
π
| ~E|2
∞∑
n=1
an
(
| ~E|
Ec
)2n
(5)
(suitably generalized to be parity conserving and depend only on the field tensor Fµν and its
dual in the presence of magnetic fields). Clearly the power series fails to converge as | ~E| → Ec.
This breakdown signals the onset of nonperturbative physics [26, 27], which in this case we
already know is the probability of particle creation being near unity.
Schwinger advanced the calculational technology by obtaining the effective potential Eq. (5)
in a gauge-invariant approach that also allowed a straightforward definition of its imaginary part
[28]
ImVeff =
α
2π2
| ~E|2
∞∑
n=1
1
n2
e−nπEc/|
~E| (6)
Veff is complex due to the particle creation instability; to create the electric field we must do
work to separate charges to z → ±∞ and the field can be screened and reduced by creating
electron-positron pairs. The imaginary part limits the radius of convergence of the power series
Eq. (5) and ensures that the series is only asymptotic.
Moreover, recalling this energy balance points to a small inconsistency in the framework:
the electric field in the calculation is taken as prescribed, and the energy required to create the
8pair is not removed from the field. This can be effectively corrected by incorporating the pair
creation dynamics into a local mean-field current 〈jµ(x)〉 that sources the electromagnetic field
via Maxwell’s equation
〈jµ(x)〉 = ∂νF
νµ(x) , (7)
The vacuum expectation value of the current 〈jµ〉 is calculated under the approximation
Eqs. (3),(4) and evolved forward in time using Eq. (3) according the Schwinger-Keldysh formal-
ism for non-equilibrium quantum dynamics [29–31]. The resulting system of kinetic equations
is closed and consistent at the long-wavelength scale λ≫ λe. The classical field and mean par-
ticle number dynamics can also be followed with greater temporal resolution using a real-time
statistical formulation [32].
This system of equations is consistent as long as the timescale for a quantum event (pair pro-
duction) is much smaller than the timescale for changes in the classical field, which is estimated
by the plasma frequency
τq ≪ τpl =
2π
ωpl
. (8)
Numerical study of spontaneous pair production dynamics indicate that τq ∼ 1/Ep, where Ep
is the energy of the created particle [9, 31]. To estimate the plasma timescale, we consider
near-critical fields creating pairs at a rate given by the first term in the series Eq. (6) [21, 33]
dNpairs
d4x
=
α
8π3
| ~E|2e−πEc/|
~E| (9)
Then using the classical definition of the plasma frequency for pairs created by the field, ω2pl =
e2ne/me with the density of charges ne = 2npairs = 2τpl
dNpairs
d4x , we obtain
τpl =
1
me
(
2π2
α
m2e
|e ~E|
)2/3
e
πEc
3|~E| (10)
Although crude, solving this estimate shows that Eq. (8) is satisfied by orders of magnitude even
up to | ~E| = Ec, due to the smallness of α. At this level, the closed system of pair creation
and the electron-positron plasma dynamics backreacting on the field appears to be consistently
classical as desired.
A more insidious inconsistency takes over in the limit | ~E| → Ec however. The conversion
rate of field energy into rest mass d〈um〉/dt is characterized by a kinetic timescale, the “mate-
9rialization time” [21]
1
τmat
=
2
| ~E|2
d〈um〉
dt
≃
1
τe
| ~E|2e−πEc/|
~E| τe =
π2
αme
≃ 1.7× 10−18 s (11)
Already at | ~E| ∼ 0.4Ec, the materialization time is less than 1 femtosecond, indicating that a
significant fraction (∼ 1/e) of the laser energy would be converted into pairs in less than one
period of an optical laser field (see also [22, 23]).
This implies∼ 1/e of the total system’s energy is in the pair plasma, and therefore the plasma-
induced electric and magnetic fields are similar in magnitude to the laser field and varying on
the time and length scale of the plasma density
∆t,∆L ∼
(
dNpairs
d3x
)−1/3
∼
(
τmat
dNpairs
d4x
)−1/3
∼ 9/me, (12)
an estimate agreeing with the real-time simulations under the same approximation [32]. Equation
(12) shows that the mean distance between particles is much smaller than the classical electron
radius 9/me ≪ 1/αme ≃ 137/me, and Eq. (11) thus estimates the field scale at which pair
creation and field dynamics are strongly coupled to each other. Subsequent pair creation events
are significantly affected by the presence of nearby charges, which indicates that the vacuum (no
particles present) and slowly-varying (Eq. (4)) conditions in the estimates of pair creation are
violated. An additional condition for this method to describe the particle and field evolution
in laser experiments is therefore that the materialization time is greater than one laser period,
τmat > Tlaser.
To establish that the framework of [29–32] is a good approximation scheme to describe
spontaneous pair production, it only remains to check that quantum corrections are under
control, i.e. the expansion in α. The two-loop (α2) contribution to pair production has been
calculated explicitly, showing that it only becomes important at E ∼ 60Ec [34–36]. In sum, the
framework is valid and can be self-consistently closed in moderately strong, but smaller than
critical fields | ~E| . 0.4Ec. On the other hand, recall also that classical radiation emission also
becomes nonperturbative (a leading order correction to electron dynamics) at this field strength
[13]. Thus, this method breaks down near the critical field, and a new theory is needed to
describe dynamics at or above this field scale.
The same framework describes cosmological particle creation and backreaction on black holes
due to Hawking radiation. In these cases, the classical potential is gravitational and the quantum
dynamics are similarly obtained by solving for the wavefunctions in the presence of the potential.
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Backreaction is included by calculating the source current (there the energy-momentum tensor)
in the same approximation scheme (Eqs. (3),(4)) and plugging it back into the field equations,
as in Eq. (7).
Recent progress has also been made on the statistics of particles produced, toward improving
the understanding of thermalization and multiplicity of particles created in heavy-ion collisions.
Here, the early stages of a collision between two heavy ions, usually Au and Pb nuclei, are
modeled by considering that hard collisions between partons inside the nucleons are relatively
rare but respond to the long-wavelength gluon fields sourced by partons in the other nucleus.
Solving the classical equations of motion (analogs of Maxwell’s equations for non-abelian the-
ory) for these long-wavelength gluon fields suggests the creation of extended color fields in the
aftermath of the collision [2, 3, 5] that can decay via spontaneous emission.
III. HIGH-INTENSITY LASER EXPERIMENTS
So far, we have studied how a specific nonperturbative process, spontaneous pair produc-
tion, is described in quantum field theory by approximating the strong electromagnetic field as
classical. In this study, the initial state of the system contains no particles, and the subsequent
evolution is only defined in the mean field approximation, which means considering dynamics at
the long-wavelength scale of the classical field and averaging over the charge density at shorter
distance. We need a different theoretical framework to predict the dynamics of particles inter-
acting with a strong classical field and the relevant experimental observables such as (final state)
energies and radiation emitted by particles strong laser fields. Indeed, the same considerations
apply to the single particle dynamics at the onset of pair creation, when only a few particles are
present and are accelerated by the strong field to radiate and possibly go on to create more pairs,
as suggested by [22, 23]. To develop a useful theory however, we first discuss the conditions and
measurable results of experiments.
Most experiments involve a high intensity (I > 1021 W/cm2, | ~E| > 1013 V/m) laser pulse
striking a solid or gas target at rest in the laboratory frame. Current laser systems achieve
peak intensities of 1022 W/cm2, and planned facilities will reach 1023 − 1024 W/cm2, still much
smaller than the intensity corresponding to the critical field Eq. (1)
Ic = ǫ0cE
2
c = 1.29 × 10
29 W/cm2 . (13)
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To maximize the field strength seen by electrons, the density of electrons is chosen to be above
the critical density
ne > ncr =
meω
2
laser
e2
(14)
obtained by setting the plasma frequency equal to the laser frequency. Setting ne > ncr ensures
the laser frequency is below the low-frequency cutoff for electromagnetic waves that propagate
in the plasma, and consequently a large fraction of laser energy is absorbed or reflected, creating
electric and magnetic fields in the plasma of the same order of magnitude as the incident laser
field. (Note that ncr is unrelated to the critical field strength, being purely classical with no ~.)
The experiments are equipped with detectors that typically measure the particle momentum
in a small region of phase space. For example, a high-energy particle spectrometer may cover
a significant range in one momentum component (e.g. along the beam axis) but have a small
angular acceptance, with particles only less than a few milliradians from the beam axis entering
the detector. On the other hand, detectors with larger angular acceptance are typically designed
for the low-energy (~ω ≪ mec
2) classical radiation. This situation is understandable given the
fore-going focus on particle acceleration schemes.
To study quantum radiation and particle production processes, we will need to adapt di-
agnostics in everyday use at high energy particle colliders such as Jefferson Lab or KEK, not
to mention larger facilities such as the Relativistic Heavy Ion Collider (RHIC) and the Large
Hadron Collider (LHC). These detectors are suited to the measurement of high energy par-
ticles in larger volumes of phase space and the extraction of rare signal events amid a much
larger number of background particles, capabilities also important for seeking quantum effects
in high-intensity laser experiments. However, their designs are less prepared for the high flux of
radiation from a typical laser-plasma experiment. For example, for Texas Petawatt parameters,
current models predict & 1010 photons with energies & 1 MeV entering 20-degree by 20-degree
solid angle around the beam axis and distributed in time over an interval less than 1 picosecond.
This flux is orders of magnitude greater than tracked by the LHC detectors, which now handle
& 100s of particle tracks every 100 picoseconds (the crossing rate of bunches at the collision
points). While particle density would be mitigated by larger distance to the detector (as will
probably be necessary anticipating larger detector infrastructure), dedicated development of
new detector systems will be a necessary component of future high-intensity laser experiments,
especially those seeking quantum effects.
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One experiment so far has provided proof-of-principle that high-energy particle detectors are
useful to diagnose laser-particle interactions. The SLAC E-144 experiment successfully collided
the linear accelerator’s 46.6 GeV electron beam with a moderate intensity laser (I ≃ 5 × 1017
W/cm2). They detected nonlinear Compton scattering Nγ + e → γ + e and pair production,
achieving agreement with predictions in the weakly-nonlinear regime N < 10, where the strong
classical field is not yet dominant [37, 38].
IV. PROCESSES AND OBSERVABLES FOR ELECTRONS IN STRONG LASER
FIELDS
Predictions are derived by two methods: 1) analytic calculations of single electron dynamics,
utilizing the above-described approximation for ; and 2) numerical particle-in-cell (PIC) simula-
tions, implementing a reduced model of quantum emission processes and/or radiation-reaction
modified equations of motion. The two differ in several important aspects.
Analytic theory calculations are equipped to investigate quantum interferences in the am-
plitudes, which in principle could be engineered to enhance the rate for a specific process to
occur. For example, a sequence of N (identical) electric field pulses is predicted to increase the
probability of spontaneous pair creation by N2, analogous to N -slit diffraction [39]. However,
such calculations require that the electromagnetic field is known at all points in spacetime, and
thus they typically exclude any dynamical plasma effects that affect the profile of the input
laser, classical radiation and backreaction of the calculated processes.
PIC simulations achieve the complement: developed initially to predict the nonlinear laser-
plasma dynamics, they include the backreaction on the classical laser field due to the collection
motion and radiation by the plasma. Due to the computational expense however, PIC simu-
lations typically use one simulation (quasi-)particle to represent N ≫ 1 physical electrons or
ions. They can be adapted to special-case single-particle studies and take into account evolving
particle multiplicities, such as in [40]. However in general, PIC codes are not suited to incorpo-
rate the stochastic character of quantum processes and instead implement simplified versions.
A common but important simplification is that photons are emitted only exactly collinear to
the electron 3-momentum, so as to exclude stochastic momentum dispersion within a simulation
quasi-particle. Recent work has suggested this simplification is reasonably accurate, provided
one can average over a large number ∼ 103 simulations [41]; however statistical uncertainties
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in the simulations (and experiments) remain unknown. Moreover, because the long-wavelength
electromagnetic fields are solved on a grid, PIC simulations intrinsically introduce a new length
scale, the grid cell size, that separates classical electromagnetic dynamics from any quantized
photon emission. This separation is artificial and should be removed systematically using tech-
niques described below.
Even so, one can learn about the dynamics by well-designed calculations with the laser
field treated as prescribed, and we summarize a few relevant results here. Most recent results
cited here rely on solutions to the Dirac equation Eq. (3) with a plane-wave type potential
in the transverse gauge: Aµcl = A
µ
⊥(t − z), the wave propagates in the +zˆ direction, hence a
function only of t − z, and its polarization is in the transverse (x, y)-plane. The solution is
known as the Volkov solution [42, 43] and is invariant only under a restricted class of gauge
transformations (see [44] for a generalization of the Volkov solution). The common procedure
is then calculate QED diagrams with the classical field incorporated into the basis of electron
states used to form matrix elements and electron correlation functions. Real processes have only
been calculated at tree-level, without loop corrections. The one-loop (order α) self-energy and
photon polarization tensor have been obtained [14]; however, their divergent parts contribute
renormalization and thus are visible only in higher order corrections, which have not been
studied, and the real processes represented by their imaginary parts are equivalently obtained
from tree-level diagrams.
Toward the construction of a more systematic quantum theory, it is useful to show that
this method reproduces properties of QED perturbation theory. One of the more important
results is that low-momentum radiative corrections factorize and exponentiate [45, 46]. The low-
energy, low-intensity limit of the photon emission probabilities agree with the classical limit [14].
Additionally, the Ward-Takahashi identity, ensuring gauge invariance of amplitudes involving
electron loops constructed from Volkov states, holds [47], and the optical theorem explicitly
checked for the one-loop polarization function for photons [48]. These results, including the
analysis of the propagator [20], arise from the fact that Volkov solution is a Wilson line: a gauge-
covariant, path-ordered line integral that can be expanded into an infinite sum of couplings to
the here-classical gauge potential. To see this, note that the Volkov solution for an electron can
be written
ψV (x) =
∑
p
Wpe
−ipxup (15)
14
where up satisfies the free Dirac equation (/p−m)up = 0 and the prefactor satsifies [49]
(i/∂ − e /Acl)WpOˆ =Wpi/∂Oˆ (16)
for any operator Oˆ. Thus, somewhat more formally, Wp satisfies an operator equation (i/∂ −
e /Acl)Wp = 0, which is the equation defining a Wilson line for the potential A
µ
cl.
Beyond these field theoretic results, a small tome’s worth of articles have been published
predicting phenomenological signatures of high-energy photon emission and pair production,
which we shall not review comprehensively here. In a monochromatic plane-wave field, momen-
tum conservation requires that an electron can only radiate photons in integer multiples of the
plane-wave wave vector, kµout = Nk
µ
laser. N = 1 corresponds to perturbative Compton scattering,
and N > 1 is often called non-linear Compton scattering because it requires absorbing N quanta
from the classical field and becomes more probable as the laser a0 ≫ 1. Many studies focus on
the kinematical consequences of short (few cycle) laser pulses, which broadens the momentum
distribution of photons for the electron absorb [50–56]. Pair conversion by photons and pair
emission by electrons propagating in the field has been studied under similar conditions [48, 57–
63]. Even the effective neutrino-photon coupling and the axial anomaly have received attention
[64–67].
One phenomenologically important fact is that for a0 ≫ 1 pair creation in a general plane-
wave field is well-approximated by convolving the local constant crossed-field probability of
creation with the classical dynamics of the electrons [68]. This outcome may be understoond by
noting that a0 is the inverse of the Keldysh parameter [69, 70], which when 1/a0 ∼ 1 roughly
indicates that the frequency of the classical field is important. Conversely when 1/a0 ≪ 1, the
probability approaches the constant field result. Thus, for a0 ≫ 1 laser fields, varying only in
one lightcone direction, the process is local: there are no nonlinear vacuum polarization effects
in a single plane-wave of arbitrary spectral composition [28] (a second wave-vector must be
introduced to break the symmetry), and pair creation in a light-like electric field is a local event
[71]. This property is particularly important for constructing a systematic quantum theory; if it
were not true, we would have to worry about the length scale over which non-local correlations
in the field could impact short-wavelength (quantum) dynamics.
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V. EFFECTIVE FIELD THEORY FOR STRONG FIELD PROCESSES
With the goal of constructing a predictive theory, what is the salient difference between pair
creation in vacuum and electron dynamics in strong fields? In the study of spontaneous pair
creation or light-by-light scattering with no real particles present, there are two length scales:
the wavelength of variation of the classical field and the Compton wavelength of the electron.
The condition Eq. (4) is the statement that these length scales are widely separated. Physically,
the electron is a heavy particle, whose fluctuations are point-like relative to the variation of the
(classical) field. The electron can therefore be “integrated out”, that is the degrees of freedom
can be removed from the theory as fluctuating too quickly to be resolved by the long wavelength
dynamics.
Integrating out the electron field to one-loop order yields the Heisenberg-Euler effective po-
tential for long wavelength (λ≫ λe) electromagnetic fields, which is thus an expansion in both
the ratio ω/me, controlling the importance of derivative corrections, and the QED coupling
α, controlling the importance of additional loop corrections (see [34] for the two-loop action).
Although a complex-analytic expression is known to all orders in the fields, applying the effec-
tive potential to any real process for electromagnetic fields in vacuum utilizes the expansion in
powers of 1/m4e (the fourth power due to the fact that only field invariants ∼ F
2 can appear),
shown in Eq. (5). As described above, the expansion in powers of 1/m4e ∼ 1/E
2
c breaks down at
the critical field coinciding with the onset of significant pair creation – which anyway breaks the
no-particles-present condition. §
In contrast, processes involving real high-energy ~ω & mec
2 photons or electrons in the
classical field involve at least one additional length scale, the de Broglie wavelength of the
particle. It is simpler from now on to refer to momentum scales p, k ∼ ~c/L. For photons
with momentum k ≪ me, electrons are again heavy and can be integrated out. The Euler-
Heisenberg effective potential thus suffices to calculate probabilities for vacuum birefringence,
photon splitting and four-wave mixing. Photons with momentum k ∼ me and low-momentum
electrons however resolve fluctuations around the scale me and a full quantum theory with
dynamical electron and photon degrees of freedom is necessary.
§ The first two terms in the power series n = 2, 3 are a very good approximation up to | ~E| ≃ Ec, and the divergence
of the power series manifestly coincides with the imaginary part becoming order 1 [27]. Pure magnetic fields are
stable, suggesting one might apply the Heisenberg-Euler effective potential to nonlinear dynamics of constant
magnetic fields with magnitude greater than Bc. However the dynamics obviously introduces time-derivatives
on the fields, and the likely application (magnetized compact object atmospheres) involves photons and plasmas
with particles in the keV energy range.
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FIG. 1. One loop correction to the electron-photon vertex. The double line indicates the dressed propa-
gator, which incorporates the classical potential to all orders. Details of the calculation will be presented
elsewhere.
The case of greatest interest phenomenologically is photons and electrons with momentum
k, p ≫ me, as arise in the final state of a typical acceleration experiment. In this case, there is
a large hierachy of momentum scales
E + pz ≫ |eA
µ
cl| ≫ me ≫ ωlaser (17)
where eAcl is the amplitude of the classical laser potential. The use of E + pz = p+ the
lightcone momentum conjugate to the lightcone coordinate x− = t − z is natural due to the
planewave symmetry of the background. Current high intensity laser systems on which the next
experiments will be conducted have
a0 =
|eAµcl|
me
∼ 10− 350 (18)
at their peak. ¶
This hierachical separation of momentum or length scales is important to account for in quan-
tum processes, because perturbation theory generically introduces corrections that are paramet-
rically large, involving logarithms of ratios of the physical scales. Although the coupling constant
is small for QED, a widely-separated hierachy, such as E + pz ∼ 10
3me ∼ 10
8ωlaser, enhances
quantum corrections to becoming relevant. As an example, we consider the radiative corrections
to the rate of photon emission. The largest difference between the tree-level and 1-loop rates is
a double logarithm involving the scales seen in Eq. (17)[78]
Γ(1−loop)(e→ eγ)
Γ(tree)(e→ eγ)
≃
−q2≫m2e
1−
α
4π
ln
−q2
m2e
ln
−q2
E2d
(19)
¶ The vector potential Aµ is well-defined for a high intenity field, because both the field intensity | ~E|2 and
Fourier decomposition (distribution in k-space) can be measured with precision smaller than the absolute
values. Consequently, the canonical degrees of freedom Aµ(x), ∂tA
µ(x) commute to very good approximation,
the field is classical, the photon occupation number is not fixed.
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where −q2 = −(p − p′)2 is the squared 4-momentum change by the electron. The coefficient is
obtained by evaluating the one-loop correction to the electron-photon vertex shown in Fig. 1,
with the laser field included to all orders by using the dressed propagator for the electron.
One can guess the form of Eq. (19) realizing that, even in the presence of a strong classical
field, the short-distance behaviour of the amplitude must reproduce zero-field (Aµcl → 0) QED.
Fortunately, amplitudes for QED in classical laser fields do have the same short-distance be-
haviour as in zero-field QED.∗∗ The classical field affects only the long-distance dependence,
here encoded in Ed.
The momentum scale Ed is the energy resolution of a detector and is an infrared cutoff
distinguishing radiation from the electron [73]; in other words it measures the precision to which
the electron momentum can be known. Here Ed is set by the classical radiation, which having
ωcl.rad. ≪ me is a continuous process relative to photon emission. We therefore estimate this
scale as the cyclotron frequency of the electron in the laser field ωcl.rad. ∼ ωcyc = |e ~B|/p. This
can be written Lorentz invariantly by going to the instantaneous rest frame of the electron,
where the field strength is | ~B′| and
Ed ∼ ωcyc =
|e ~B′|
me
= χ (20)
with
χ2 =
1
m4e
pµeF
µνeFνλp
λ = p · Plaser (21)
the Lorentz invariant presenting the center of mass energy in the collision between the electron
and the classical field (the momentum density of the field is multiplied by the Compton volume of
the electron λ3e = 1/m
3
e to form a momentum). The dimensionless χ/me controls the magnitude
of quantum effects, as shown by explicit calculation, and the limit χ/me → 1 implies the electric
field seen by the electron in its rest frame is equal to the critical field Eq. (1).
Equation (19) represents perturbative corrections to the emission probability that are present
both in zero-field QED and QED with a classical laser potential. The role of the laser field is
to make single-photon emission, the tree-level amplitude, possible. The physical reason for the
size of these corrections is the widely-separated hierarchy of scales Eq. (17) and will arise under
any consideration of high-energy electrons recoiling with −q2 & m2e. Intuitively, one can think
∗∗ These features were not made manifest in the computation by [72], which focussed on the asymptotics for
χ≫ 1, and will elaborated by us in a dedicated publication.
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FIG. 2. Real radiative corrections that correspond to the large logarithm Eq. (19), that is the emission of
(any number of) lower-energy photons between the laser field frequency and the energy of the detected
high-energy photon.
of the associated emission (or absorption) of a large number of lower-energy photons, as shown
in Fig. 2. The energy of these lower-energy photons can lie anywhere between the low-energy
region Ed ∼ χ and the electron’s recoil, which encompasses a large region of phase space when
−q2 ≫ χ2. These lower-energy photons are distinguishable from classical field, which in most
applications, using the quasi-constant approximations, consists of only the zero-mode; indeed
photons at Ed momentum scale coincide with the classical radiation predicted by the Lorentz
force.
PIC simulations necessarily introduce another momentum scale, the inverse of the grid spac-
ing, which sets an upper cutoff on the frequency of classical electromagnetic fields solved on
the grid. For accurate single electron trajectories, this momentum scale should be chosen high
enough to resolve the cyclotron frequency of electrons in the laser field [74, 75], and thus it
naturally separates the classical and quantum radiation processes. The quantum emission rates
should be evaluated with explicit knowledge of this scale, which is only possible with the methods
we have briefly introduced in this article.
This does not require the fractional change in the electron momentum to be large: for a
50-MeV electron co-propagating with a0 ∼ 10
2 laser, χ/me ∼ 10
−6, emitting a 5 MeV photon is
subject to a ∼ 6− 15% correction. The emission probability for a photon with energy kµ ∼ 50
MeV (still only one percent the electron’s classical kinematic momentum ∼ a20me) is corrected
by nearly 50%. Since photons emitted in the energy range kµ ∼ 500 keV −50 MeV are a pri-
mary observable of interest in laser experiments, and simulations with the current PIC models
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suggest they are produced in observable numbers, it is necessary to ensure predictions of the
photon emission spectrum and angular distribution are correct in this region. Corrections of
the magnitude suggested Eq. (19) are more than enough to perturb the photons from their ex-
pected locations in the experimental apparatus and miss the (typically small-aperture) detectors
completely. We are concerned with being able to verify predictions of QED effects: a detector
merely “seeing something” does nothing to validate the theory.
For an electron with & 50 MeV energy co-propagating with the laser, the field in its rest
frame is reduced by the Lorentz factor, and χ ∼ 10−5. Then Eq. (19) implies that the emission
probability for a photon with similar energy kµ ∼ 50 MeV is corrected by nearly 50%. For
a moderate energy photon kµ ∼ me, the first logarithm in Eq. (19) is replaced by a number
of order 1, and the correction is 2-5%, depending on the electron momentum. Note that this
is equal or larger than corrections implied by classical models of radiation reaction-corrected
dynamics [13].
VI. CONCLUSIONS
Finding quantum effects in strong fields will require substantial combined theoretical and
experimental efforts. Here, we have only touched briefly on the supporting computational infras-
tructure, that is necessary to connect the theory, describing high-energy, short-distance quantum
dynamics, to the experiments, involving low-energy, long-distance classical dynamics. However,
it is clear that more complete, systematic method to relate quantum and classical dynamics,
must be incorporated into the numerical simulations that are used to interpret laser-plasma
experiments.
We have provided a preview of results proving that additional theory, beyond the tree-level
amplitudes with the laser field treated as non-dynamical, is required to accurately describe
quantum radiation processes by electrons in strong fields. Moreover, these same calculational
methods underlie several outstanding issues in theoretical physics, from particle production in
heavy-ion collisions to Hawking radiation in black holes, highlighting the necessity of a more
complete theory of quantum and classical radiation and the transition between. As physics
relies on experimental verification, it is of pressing importance to develop the theory in parallel
with on-going high-intensity laser experiments, so as to provide predictions of directly relevant
experimental observables. To this end, we anticipate that the experience offered by high energy
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hadron collisions will be invaluable, both in designing and building detectors and in defining
observables to help test the theory.
Concerted, coordinated effort in this program will not only address some of the longest-
standing problems in plasma physics (radiation reaction and spontaneous pair production) but
also provide the first experimental foundation for fundamental theoretical issues in gravity and
strong nuclear interactions.
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