In this work, a novel family of state space adaptive algorithms is introduced. The proposed family of algorithms is derived based on stochastic gradient approach with a generalized least mean cost function
Introduction
Over the past few decades, adaptive filters have gained huge recognition in innumerable applications extending over a wide range of fields. Adaptive filtering is an important part of statistical signal processing, and adaptive filters have been successfully applied in diverse fields such as equalization, noise cancellation, linear prediction, and in system identification [1, 2] . Adaptive filters are preferred over conventional filters because of their accuracies due to adaptive capability in the domain of the problem in which it is being used. Adaptive filters automatically adjust their weights according to some adaptive algorithm which is usually based on minimization of a function of the difference between the desired signal and the observed signal [1, 2] . The most widely used algorithms for adaptive filters are the least mean squares (LMS) algorithm [1, 2] and the recursive least squares algorithm [1, 2] .
It is observed that the adaptive filters designed by incorporating the knowledge of state space (SS) model of the system performs better than the ones without it. Amongst the plethora of literature found on adaptive filtering, there are many algorithms that deal with the SS model. For example, the very well-known Kalman filter (KF) [3] , which gives the linear optimal solution by calculating the minimum mean square error (MMSE) while utilizing the system model. It optimally estimates on the basis of observations which are subjected to noise and other disturbances. In the nonlinear filtering domain, we have the extended Kalman filter (EKF) [3] , unscented Kalman filter (UKF) [4] , cubature Kalman filter (CKF) [5] , quadrature Kalman filter (QKF) [6] and many other variants of KF [3] . These provide suboptimal solution to the filtering problem. Although numerous techniques exist in literature for estimation of state parameters utilizing state space model but most of them are either highly computationally complex or have less accuracy in estimating the state parameters. Recently, the SS version of LMS and RLS are developed in [7] [8] [9] [10] with the aim to provide an alternative to the highly-complex KF techniques. This is the very reason for carrying out our investigation.
It is found in the literature that all of the state spacebased adaptive filtering estimation algorithms can be formulated using the generalized form [3] :
where:
Equation 1 forms the basis of most of the state-spacebased estimation algorithms [3] [4] [5] [6] . The usual practice to derive the gain K[ k] is to employ least squares solution [1] . Usually the square of the error is minimized; however, non-mean square errors have also been studied [11] . In this paper, we propose to minimize a more general cost function given by J = E[ ε 2L ], where the notation ' . ' is used to represent the Euclidean norm and L is a positive integer value where L = 1, 2, 3, ... for the basic state space least mean square (SSLMS) algorithms. Our main contribution in this work is to develop a family of adaptive algorithms which has much lesser computational cost as compared to the existing state space model-based adaptive algorithms [3] [4] [5] [6] . We provide a detailed comparison of computational cost to support this argument in Section 6.
The paper is organized as such: Section 2 of the paper introduces the state space model. Then in Section 3, the proposed general SSLM algorithm is derived. Section 4 presents the convergence analysis followed by simulation results and comparison of the different algorithms in Section 5. Section 6 presents the computational complexity of the algorithms, and finally, X we conclude the paper in Section 7.
State space model
We begin by defining the general state space model of a linear time varying system.
where x ∈ n are the process states, y ∈ m are the measured outputs such that m ≤ n. 
It is assumed that the above system is observable. A special case is the unforced (autonomous) linear time varying system, represented as:
The state space representation for a nonlinear continuous time system is:
where f and h are nonlinear functions and the parameters are as defined before.
Derivation of the proposed general SSLM algorithm
Considering the system described by Equation 4 above, a model-based adaptive estimation process can be divided into the following two steps.
Step 1 is the time update which is given by:
Step 2 is the measurement update which is given by:
where ε[ k] is the prediction error defined as:
here, y[ k] is as mentioned in Equation 4, K[k] is the gain matrix and:
Equations 6 to 9 constitute the basic structure employed in all KF techniques [3] [4] [5] [6] . From Equations 6, 8, and 9, Equation 7 can be written as:
The measurement update of the class of adaptive filter governed by Equation 7 can be set up in a more generalized form as follows:
where J[ k] is the cost function to be minimized, ∇J[ k] is the gradient of the cost function with respect to the predicted states, and μ is the step size parameter. To derive the proposed SSLM algorithms, we start by defining the general cost function as:
Minimizing the cost function J[ k] with respect to the predicted states (x[ k]) result in:
Substituting Equation 13 in Equation 11 and generalizing, the Equation 11 can hence be written as:
which is our general estimator algorithm. A matrix G was imposed for the condition of controllability [7] which is required due to the dynamics of the system where the algorithm is being applied. Comparing Equations 7 and 14 yields:
It should be noted that for L = 1, the algorithm results in the basic SSLMS [7] .
Convergence in the mean analysis
Before proceeding to the convergence analysis of the proposed algorithm, we set up the stage by putting forth the following assumptions. of the state variables to be estimated. Hence, they can be treated as deterministic variables. 3. The filter's length is long enough to apply the law of long adaptive filters [2] .
The first assumption is a well-known assumption and is also true in real practice. The second assumption is true for linear seperable systems but not true for nonlinear and inseparable systems. However, we can employ this assumption to make the analysis tractable. Moreover, this assumption is valid in most of the practical scenarios. The third assumption is also well-known in literature and often used in the analysis of adaptive filters [2] .
Considering the general SSLMS algorithm given in Equation 14 which is reproduced here for convenience:
After substituting the expression for predicted state from Equation 6 in the above equation and using the definition of vector norm, we can rewrite Equation 16 as:
To proceed further, we express the prediction error ε [ k] 
Defining the state estimation error vectorx[ k] as:
enables Equation 18 to be rewritten as:
Now, the substitution of the above result in Equation 17 and subtraction of x[ k] from both sides results in:
Next, by substituting
on the right hand side and simplifying will give:x
The complete mean convergence analysis for the generalized case with arbitrary value of L is quite involved. Therefore, we present here special scenarios of L = 1 and L = 2. Thus, simplifying Equation 22 for the case when L = 1 results in:
Now, taking expectation on both sides of the above equation and by employing Assumptions 1 and 2 will result in:
Hence, it can be observed that the state estimation error vector will converge in the mean sense provided that the following conditions are fulfilled:
bounded entries, i.e.:
which implies that the step size μ of the algorithm is bounded by:
where
. System or the states should be observable, i.e. matrix C[ k] is full rank.
The above conditions correspond to the bounds for the basic SSLMS algorithm (L = 1). Thus, our analysis provides the mean convergence bounds of the existing SSLMS algorithm which was not provided in the original work [7] . Similarly, for L = 2, the mean convergence analysis could be performed for the corresponding algorithm in the family. On substitution of L = 2, simplification and taking expectation of Equation 22 results in:
where γ = x 2 ζ which is considered a constant due to the employment of the Assumption 3. Here, the term ζ is given by:
Let us assume a matrix Z [ k] , such that:
Therefore, Equation 27 can be written as:
Consequently, the mean convergence of the state estimation error vector for L = 2 is obtained by fulfilling the Conditions 1 and 3 reported for L = 1 except the bound for step size μ which is given by:
The analysis for the higher values of L can be similarly carried out.
Simulation results and discussion
In this section, we present simulation results to validate the performance of the proposed family and to compare its performance with that of the standard KF. More specifically, we aim to compare mean square error performance and the convergence speed of the aforementioned estimators. For this purpose, we investigate the following three experiments:
1. Estimation of the state parameters of a noisy sinusoid tracking problem. 2. Estimation of the state parameters of a Van der pol oscillator. 3. Estimation of the state parameters of a symmetrical three-phase induction machine.
For all of the above experiments, we investigate three different noise environments, namely Gaussian, Uniform, and Laplacian. We also investigate the effect of exponent L for the aforementioned noise environments. More specifically, we set L = 1, 2, 3, and 4 which corresponds to SSLMS, state space least mean fourth (SSLMF), state space least mean sixth (SSLMSi), and state space least mean eighth (SSLME) algorithm, respectively. The results are reported after averaging of 100 independent simulation experiments.
Example 1. Tracking sinusoids
In the first example, we consider the system reported in [7] . More specifically, we investigate a second order transversal filter with known frequency and unknown phase and amplitude of sinusoids which produces a 4th order system given by:
where ω i 's represent frequencies of sinusoids which are known and constant. For the purpose of our study, we set the values of the frequencies ω 1 , ω 2 to 0.5 and 0.25, respectively. T represents the sampling time which is considered to be 0.1 s for our study. The step size μ for the family of algorithms is adjusted to achieve optimum performance. Variance of the observation noise used is σ 2 v = 0.001 2 while the process noise is considered with variance σ 2 w = 0. Figure 1 , the true value of all the four states are compared with the considered algorithms. It can be depicted from Figure 1 that the performance of KF is better than the proposed family of algorithms. This fact is further elaborated in Figure 2 where the mean square error for these estimators are compared. However, this superiority of the KF is achieved at the expense of high-computational cost. The KF performs approximately six times as many operations as the proposed family of algorithms (refer Section 6). The plot of the mean square observation error in the presence of Gaussian noise are presented in Figure 3 . It is observed from Figure 1 that all of the SSLM algorithms are performing well in terms of estimation. A closer look at Figure 2 reveals that SSLME converged faster. Moreover, Table 1 performs the best in comparison to other algorithms in the family.
Example 2. Van der pol oscillator
In this example, we explore the commonly used Van der pol oscillator which is a highly nonlinear system exhibiting both stable and unstable limit cycles [12] . We consider the case of unstable limit cycle therefore, as time proceeds the system states approach to zero. The system is represented by the following differential equations:
where α is a constant which is set to 0.2. The state space representation for the system shown above takes the following form:
The system is discretized with a sampling time of 0.1 s. The observation is subject to a noise of variance σ 2 v = 0.01 2 . The process noise is considered to be of variance Table 2 . It can be depicted from Figures 4, 5, and 6 that the KF performs better and has a faster convergence in comparison to the SSLM algorithms. However, this comes at the cost of high computational complexity as will be discussed in Section 6. The SSLM algorithms have slower convergence with SSLMSi, and SSLME having the best performance among the others in the family.
Example 3. Symmetrical three phase induction machine
Example 3 presents estimation of the states of a nonlinear symmetrical three phase induction machine, more specifically, the flux and angular velocity estimation ( [13] [14] [15] ). The state space representation of the induction machine is as follows:
The normalized state variables x 1 (t), x 2 (t), and x 3 (t), x 4 (t) are the components of the stator and the rotor flux, respectively, and x 5 (t) is the angular velocity. The inputs z 1 (t), z 2 (t), and z 3 (t) are the frequency, amplitude of the stator voltage, and the load torque, respectively. k 1 = −0.186, k 2 = 0.178, k 3 = 0.225, k 4 = −0.234, k 5 = −0.081, k 6 = 4.643, and k 7 = −4.448, k 8 = 1. The values of ks depend on the induction machine considered. Outputs y 1 (t) and y 2 (t) are the normalized stator currents. For the simulation purpose, the system is discretized at a sampling interval of 0.01 s and z 1 (t), z 2 (t), and z 3 (t) are chosen as 1, 1, and 0, respectively. System was simulated in the presence of all types of noises, and μs were well tuned to get optimum performance. The G matrix is taken as all zero entries except for the first column with tens. The process noise variance is considered as σ 2 w = 0. 
Total for the SSLM algorithm 3mn
Table 5 Computational complexity of KF algorithm
Step Operation Multiplication Additions
Total for the KF algorithm m 3 + 2m 2 n + 3mn 2 + 2mn + 3n 3 + n 2 m 3 + 2m 2 n + 3mn 2 − mn + 3n 3 + n 2 − n Figure 7 presents the five states of the induction machine in presence of Laplacian noise while Figure 8 presents the observations in presence of Laplacian noise. The mean square estimation error and the mean square observation error in the presence of Laplacian noise are presented in Figure 9 and Figure 10 , respectively. Figure 9 shows that the algorithms perform well in terms of estimating the states and have comparable performance to the KF. Figure 10 shows us that the estimated observation from KF is near real; however, the corresponding state estimates are not near the true values. The RMSE for this example is presented in Table 3 . An overview of the RMSE of the states and observations can be referred to in Tables 1, 2, and 3. It is clear from our investigation that as the value of L increases, better performance is observed from the SSLM algorithms. Although the performance of the algorithms is not better in comparison to the KF, nevertheless, the algorithms are extremely low in terms of computational power requirement as will be discussed in Section 6.
Computational complexity
When dealing with real-time applications, it is essential to calculate the computational complexities of the algorithm. For this purpose, we provide a comparison of computational complexities of the proposed family of SSLM algorithms with that of the KF. To evaluate the computational complexity of the proposed SSLM family, we compute the total number of operations required by the Equations 6, 8, 9, 7, and 15 which define its implementation in order of execution. The details of operations required by the SSLM family of algorithms and the KF are presented in Tables 4  and 5 , respectively. Note that in evaluating the computational cost of inversion of a matrix having dimension n×n, we assume a total of n 3 multiplications and n 3 additions. To get more insight on the computational complexity, we present a comparison of computational complexities of the algorithms for all the three examples investigated in simulation experiments in Tables 6, 7 , and 8.
The results clearly suggest that the proposed algorithm has very low complexity as compared to the standard KF algorithm. According to our presented investigation, the KF algorithm perform approximately 6 times as many operations in example 1, 3.5 times as many in example 2, and 6 times as many in example 3 when compared to our algorithms.
Conclusions
In this work, the general family of SSLM algorithms is proposed. The proposed family is based on minimizing the general least mean cost function via stochastic gradient optimization. In order to assess the performance of the proposed family, simulation results are carried out for three different examples with different types of noise environments. In these simulations, effect of noise and exponent L on state estimation are investigated. The simulation results show that the performance of the proposed family is efficient and comparable to that of the Kalman filter. However, the computational complexity of the proposed family of algorithms is far lesser than that of the Kalman filter. More specifically, the computational complexity of the proposed family is 3.5 to 6 times lesser than the Kalman filter as presented in the reported examples. This gives a motivation to use our proposed family of algorithm in real-time application where computational complexity is of major concern. For future research, an adaptive μ could be proposed and investigated keeping in focus the effect of varying the sampling time and the noise. Moreover, different variants of KF algorithms and other linear estimation algorithms should be investigated along with the proposed SSLM algorithms family and compared to get more insightful outcome.
