We consider the solutions of the Cauchy problem for a dyadic model of Euler equations. We prove global existence and uniqueness of LerayHopf solutions in a rather large class K that implies in particular global existence and uniqueness in l 2 for all initial positive conditions in l 2 .
Introduction
The dyadic model was introduced by Kats and Pavlovic in [6] . It is a shelltype model that describes the evolution of wavelet coefficients of Euler and Navier-Stokes solutions. A construction of the dyadic model can be found in [6] , [2] and [9] . The infinite system of ODE's of the inviscid dyadic model is the following: d dt X n (t) = k n−1 X
(1) for n ≥ 1, with 0 ≤ k n ≤ C2 n for every n ≥ 1, k 0 = 0 and X 0 (t) = 0 for every t ≥ 0. Let us recall or introduce some notations. For the purpose of this paper, the ambient space for this system is the Hilbert space H = l 2 , whereas the natural Sobolev space often used in the literature is
We know that for every initial condition in H there exists at least one global solution. The uniqueness of the solution in H 1 is proved in [7] , but it is also shown there that there is a blow-up in finite time, that is, for all non zero initial condition in H 1 there is no global solution in H 1 . Similar results are proved in [6] , [4] and [2] . On the other hand in [1] there are examples of non-uniqueness in H.
Let us restrict the attention to solutions which satisfy suitable energy inequalities, as initially proposed by [8] in the viscous case. In [3] it is proved that even in such classes there are counterexamples to uniqueness.
and it satisfies the strong energy inequality if
Finally, a solution that satisfies the strong energy inequality will be called Leray-Hopf solution.
Theorem 1.3 A solution satisfies the weak energy inequality if and only if it satysfies the strong energy inequality.
This theorem, which is proved at the end of next section, is false for the original Euler equations. Counterexamples can be found in [3] .
Theorem 1.4 All initial conditions in H admit a global Leray-Hopf solution.
This theorem is inherited by Navier-Stokes equations [8] , [5] . The proof is standard and actually quite simpler in this setting, since theorem 1.3 allows to prove just the weak energy inequality. The details can be found in [1] .
is locally integrable on [0, ∞).
Our main result is the uniqueness of Leray-Hopf solutions of class K.
, be two Leray-Hopf solutions with the same initial condition x = (x n ) n∈N ∈ H. Assume that X (i) are of class K (in particular this is true if x has at most a finite number of negative components). Then X (1) = X (2) .
Corollary 1.7 For every positive initial condition in H there exists a unique global solution and this is a Leray-Hopf solution.

Elementary and known facts
Denote by S(t)x the set of all values at time t of solutions with initial condition x. This defines a (possibly) multivalued map S(t) : H → P(H), for all t ≥ 0, where P(H) is the set of all parts of H. Let us call S(t) the multivalued flow associated to the dyadic model. Let us introduce the set H + of all x ∈ H such that x n < 0 for at most a finite number of n's. Given a solution X, let E(t) be the energy at time t, E(t) = ∞ j=1 X 2 j (t) and let E n (t) = n j=1 X 2 j (t). We begin with a few elementary properties about solutions and energy.
In particular H + is invariant: S(t)H + ⊂ H + .
Proof. By the variation of constants formula,
Proof. It follows from the identity
Lemma 2.3 If E(t) < E(s) for some t > s, then X(t) ∈ H + . In plain words: energy may decrease only in H + .
Proof. By contradiction from lemmas 2.1 and 2.2: if X(t) / ∈ H + , there is a sequence {n k } k such that for every k, X n k (t) ≤ 0, yielding
Lemma 2.4 If E(t) > E(s) for some t > s, then X(s) /
∈ H + . In plain words: energy may increase only in H c + . In particular, in H + the energy is non-increasing.
Proof. By contradiction from lemmas 2.1 and 2.2: if X(s) ∈ H + , there is an n 0 such that for every n ≥ n 0 , X n (s) ≥ 0, yielding X n (θ) ≥ 0 for all θ ∈ [s, t] (lemma 2.1), hence
, hence E n−1 (t) ≤ E n−1 (s), which implies, in the limit as n → ∞, E(t) ≤ E(s).
Corollary 2.5 Every solution with initial condition in H + is a Leray-Hopf solution.
Proof of theorem 1.3. Let X be a solution, we have to prove that (2) ⇒ (3). Let 0 < s < t, from (2) we have E(s) ≤ E(0) and E(t) ≤ E(0). If E(s) = E(0) we are finished. Otherwise E(s) < E(0), so by lemma 2.3, X(s) ∈ H + , hence by lemma 2.4, E(s) ≥ E(t).
Uniqueness
Uniqueness is proved in the class K (see definition 1.5), which is a technical requirement easily satisfied if the initial condition is in H + . Truly, if X(0) ∈ H + , then X n (t) > 0 for all n larger than some n 0 and all t ≥ 0, hence
where the last inequality is due to lemma 2.4. Hence solutions starting in H + are of class K. Whether every Leray-Hopf solution is of class K is an open question. We don't know counterexamples and the proof doesn't look trivial.
It follows from the considerations above, that theorem 1.6 states, in particular, that S(t) is univalued on H + .
Proof of theorem 1.6. By hypothesis the energies of X (1) and X (2) are non-increasing functions of t. Hence
for all n ≥ 1, t ≥ 0 and i = 1, 2. We shall use this bound below. Let
n .
It is easy to check that for all n ≥ 1, Z n (0) = 0 and for t ≥ 0,
This implies
One could think of adding up these equations, believing in some cancellations between two consecutive of them. The terms
have a dissipative nature. The difficulty in the terms −k n Y n Z n Z n+1 and 2k n Y n Z n Z n+1 is that they differ by a factor −2. For this reason, instead of using the classical quantity
so ψ n (t) satisfies the simple equation
Since both solutions are of class K, denoted by a the maximum of the functions a (i) 's defined by (4), we have −k i Y i+1 (t) ≤ 2a(t). Hence, using also |Z n+1 | < 2 E(0), and k n ≤ C2 n , we have d dt ψ n (t) ≤ 2a(t)ψ n (t) + KY n Z n ≤ 2a(t)ψ n (t) + K |X n (s)| 2 = t 0 E (i) (s)ds ≤ tE(0), both integrals above (i = 1, 2) tend to zero as n → ∞, and ψ n (t) as well. Since the latter is non-decreasing in n, we get that ψ n (t) = 0 for every n, and every t ≥ 0. This implies Z ≡ 0.
