The response of the electron distribution function in one dimension to a traveling wave electric field is modeled for parameters relevant to a low-pressure helicon wave plasma source, and the resulting change in the ionization rate calculated. This is done by calculating the trajectories of individual electrons in a given wave field and assuming no collisions to build up the distribution function as the distance from the antenna is increased. The ionization rate is calculated for argon by considering the ionization cross section and electron flux at a specified position and time relative to the left-hand boundary, where the distribution function is assumed to be Maxwellian and the wave travels to the right. The simulation shows pulses in the ionization rate that move away from the antenna at the phase velocity of the wave, demonstrating the effect of resonant electrons trapped in the wave's frame of reference. It is found that the ionization rate is highest when the phase velocity of the wave is between 2 and 3ϫ10 6 m/s, where the electrons interacting strongly with the wave ͑i.e., electrons with velocities inside the wave's ''trapping width''͒ have initial energies just below the ionization threshold. Results from the model are compared with experimental data and show reasonable qualitative agreement.
I. INTRODUCTION
Recent experiments in a helicon plasma 1 have shown that a dramatic increase in the density occurs downstream from the antenna when the phase velocity of the helicon wave is within a particular range. The range in velocity is close to the electron velocity for which the ionization rate from a Maxwellian distribution of electrons is highest, suggesting that the helicon wave is interacting with the electrons in the plasma and perturbing the distribution function over a range of velocity centered on the wave's phase velocity. The mechanism by which this occurs is generally thought to be electron trapping in the longitudinal component of the wave's electric field. The term electron trapping refers to the confinement of an electron to a specific range in phase in the wave's frame of reference, due to energy conservation. In this paper we deal with a simulation of the perturbed distribution function ͑including electron trapping͒ due to a longitudinal ͑electrostatic͒ wave electric field, for parameters relevant to laboratory helicon wave plasma sources with magnetic fields less than 150 G. The resulting ionization rate in argon is investigated as a function of axial distance from the antenna, wave phase velocity, and amplitude.
For the sake of simplicity we present the collisionless case only in this paper. This places limitations on the validity of directly comparing results from the model to be outlined here with real experiments. Nevertheless, this model describes the basic mechanism responsible for experimental phenomena in low-pressure, weakly ionized helicon systems, and as such may be compared qualitatively with experiments.
It is important to distinguish electron trapping in the wave field from the collisionless wave damping case first analyzed by Landau, [2] [3] [4] which is derived from a linear approximation of the perturbed distribution function caused by an electrostatic wave, and does not include electron trapping.
The phenomenon known as electron trapping ͑which has also been extensively studied and reviewed [5] [6] [7] ͒ is revealed when the perturbation in an electron's velocity exceeds its relative velocity in the wave frame of reference. The approximation made in the Landau damping calculation is that a perturbation of this size does not occur to any of the electrons, no matter how close they are to the phase velocity.
For example, a trapped electron initially traveling slower than the phase velocity v is accelerated above v by a wave front approaching from behind and is decelerated below v again as it approaches the wave front preceding it, thus it is trapped between two consecutive wave fronts. This can also be described in terms of the potential associated with the wave and the kinetic energy of the electrons in the wave's frame of reference: trapped electrons have insufficient total energy in this frame to overcome the potential barriers presented by consecutive wave fronts, and so are trapped between them. The linear approximation that leads to Landau damping is that all the electrons have a greater total energy in the wave frame than the potential associated with the wave, so they remain unconstrained by the wave.
A. The limitations of the linear (Landau damping) model
As with any perturbation approach to describe a nonlinear process, the resulting linear model is valid when the perturbing field is negligibly small. When this is not the case it is only valid in the initial stage of the process, while the size of the perturbation is still tolerable. For example, any significant electric field will invalidate the Landau damping approximation given a long enough distance, since the force required for electrons with initial velocities just below the phase velocity to be accelerated above the phase velocity ͑or vice versa͒ is vanishingly small. The important question from an experimental point of view is how great a distance is required before the Landau damping model becomes invalid, for reasonable electric field amplitudes ͑1-100 V/m͒?
As described in the literature ͑e.g., Ref. 7, p. 271͒, a simple way to answer this question is to compare the motion of electrons near the phase velocity in the linear and nonlinear models to determine the conditions where the discrepancy between the two becomes unacceptable.
The first-order effect of the wave on the electrons is to cause them to oscillate in velocity as consecutive peaks and troughs in the electric field pass by. The period of oscillation for each electron depends on its average velocity relative to the phase velocity v , as shown in Fig. 1 , and is given by
In the exact case, electrons are trapped between consecutive wave fronts when their total energy in the wave frame is lower than the wave's potential amplitude. It is easy to show ͓see the discussion leading to Eq. ͑13͒ in the next section͔ that the velocity range within which electrons can be trapped is Ϫv tr Ͻ(v 0 Ϫv )Ͻv tr , where v tr is given by
.
͑2͒
The size of the range ⌬v tr ϭ2v tr is called the trapping width. These electrons oscillate in velocity about v as they travel back and forth between consecutive peaks in the wave potential. The electrons with the lowest energy in the wave frame are confined to the very bottom of the sinusoidal potential, which is well approximated by a parabola, hence their motion is simple harmonic. The oscillation period of the simple harmonic electrons is constant ͑known as the trapping or ''bounce'' period tr ͒ and is given by
The distance traveled by these electrons in one period ͑the ''trapping length''͒ is given by
The period of oscillation for trapped electrons increases with their energy, and becomes infinite when the energy equals the amplitude of the wave potential ͑where vϪv ϭϮv tr ͒. Clearly in the limit for low electric fields the two poles at v Ϯv tr approach v and the linear model becomes more accurate as the set of trapped electrons decreases. However, for significant electric field amplitudes, the motion of trapped electrons becomes more important and must be taken into account, especially as the distance away from the antenna increases and the motion of trapped electrons becomes distinct from those electrons that are not trapped. The length scale for this to occur is generally taken to be L tr /4, as this represents the distance for a trapped electron that starts at a minimum ͑or maximum͒ in the wave potential to be accelerated to the phase velocity, thus violating the assumption made in the linear model. For example, the linear model remains valid up to a distance of roughly 2 m away from the antenna for E 0 ϭ1 V/m and v ϭ3ϫ10 6 m/s, however, this distance reduces to 0.2 m when E 0 is increased to 100 V/m.
II. THE NONLINEAR MODEL
In order to consider the effect of a large-amplitude ͑say 100 V/m͒ electrostatic wave on the distribution function many wavelengths away from the antenna, a model that includes electron trapping must be used. This may be attempted by computing f (v,z,t) using the exact Vlasov equation, 5 however, the electron trapping phenomenon is more simply visualized with individual electrons than with the development of f (v,z,t). Therefore we start with individual electron trajectories numerically calculated from Newton's equation of motion and build up the distribution function by noting that with no collisions, the value of f is constant along a trajectory.
The two simplifying assumptions used in this model are ͑1͒ the wave is not attenuated with distance or time; ͑2͒ the local electron charge density does not perturb the wave field. This allows the electrons to be treated individually, and it makes the integration of the equation of motion for the electrons straightforward. These assumptions immediately prevent this approach from being self-consistent, however, they are reasonable if wave field measurements carried out in laboratory experiments are used in the model.
A. Single electron trajectories
Consider a point source emitting traveling waves in the z direction with phase velocity v ϭ/k ͑where is the angular frequency and k is the wave number͒ and amplitude E 0 in the z direction. The individual electron trajectories are calculated by considering the perturbing electric field to have the form Let the electron's position be zϭ0 at the time t 0 ͑hence 0 ϭϪt 0 ͒ with a velocity v 0 . Then C is given by
This equation is just an expression of energy conservation for the electron in the frame of the wave, and is a result of the simplifying assumption that E 0 is constant. The kinetic energy and potential terms in the wave frame are, respectively,
The total energy in Eq. ͑10͒ is the sum of these terms at z ϭ0. This equation demonstrates that in this model there is no net energy transfer between the wave and the electron over an electron's oscillation.
A phase space plot of velocity versus for a set of electrons with various energies in the frame of the wave is shown in Fig. 2 . This plot is most usefully considered as a movie from the point of view of an observer moving at the phase velocity of the wave. Electrons with velocity greater than the phase velocity overtake the observer as they move from left to right ͑as shown by the arrows͒, while electrons with velocity lower than the phase velocity move from right to left as the observer takes over them. It is also useful to consider this diagram as either a ''photograph'' of the electron trajectories over all space ͑constant t, variable z͒, or the evolution in time at a single point in space ͑constant z, variable t͒.
This diagram clearly shows the difference between trapped and untrapped electron trajectories: the trapped electrons have closed orbits within a range of phase less than 2, whereas the untrapped electrons are unrestricted in phase. The condition in Eq. ͑10͒ that causes this distinction is the requirement that the left-hand side (lhs)у0. This gives rise to trapping by imposing limits on the possible values of according to
where
͑12͒
Clearly from this condition, trapping occurs when the righthand side (rhs)уϪ1. Hence
͑13͒
This shows that the conditions determining whether an electron is trapped not only depends on its velocity relative to the wave parameters ͑through v tr ͒ but also the time at which the electron passes zϭ0 ͑since 0 ϭϪt 0 ͒. For example, the maximum range in initial velocity for which the above inequality is true occurs when 0 ϭ0, whereas it is only true at v 0 ϭv when 0 ϭϮ. Hence electrons must enter the traveling wave train at zϭ0 at the right time ͑i.e., between consecutive wave fronts͒ to become trapped.
B. Constructing the perturbed distribution function
The trajectories of electrons with the same velocity in the electrostatic wave over a specified distance ͑say from z ϭ0 to z f ͒ will be used to build up the distribution at z f from an assumed distribution function at zϭ0. We assume that a Maxwellian distribution with a temperature of 3 eV exists for all time at zϭ0.
In the absence of collisions, the trajectories of all the electrons that start ͑at the same time t 0 and position zϭ0͒ with the same velocity will be identical, so the number of electrons f along a trajectory is constant. This allows us to build up the distribution function at any time and position by simply mapping the value of f at the starting velocity v 0 to the final velocity v f , as shown graphically in Fig. 3 . The distribution function can only be built from electrons arriving at z f simultaneously at t f , so each electron must leave zϭ0 at a different time t 0 depending on its initial velocity v 0 . The value of t 0 as a function of v 0 must therefore be found before the trajectories are calculated. This can be done by integrating Eq. ͑10͒, however, it is complicated by the dependence of the electron's total energy on its starting time ͓cos( 0 )ϭcos(Ϫt 0 )͔, which makes this integral transcendental.
An easy way to bypass this computationally is to integrate in reverse time from the final position and time ͓i.e., calculate C in Eq. ͑9͒ at (v f ,z f ,t f )͔ to the starting position zϭ0, so that the starting velocity v 0 is calculated as a function of the final value v f :
The perturbed distribution function f (v f ) constructed from the initial distribution function f 0 (v 0 ) in the absence of collisions is therefore given by
By carrying out this computation for a range of final positions (z f ϭ0 -2 m), all with the same final time (t f ), a ''photograph'' showing the effect of the wave on the distribution function is made, as shown in Figs. 4͑a͒ and 4͑b͒ , where E 0 ϭ100 V/m and E 0 ϭ10 V/m, respectively, and v ϭ3 ϫ10 6 m/s. In these diagrams, the x axis is position (z f ); the y axis is the final velocity (v f ) of electrons arriving at each z f at the time t f . The grey scale levels represent the value of the distribution function f (v f ,z f ,t f ), with dark areas representing few electrons ͑low f ͒, and bright areas representing many electrons ͑high f ͒.
These diagrams illustrate the response of the distribution function to a wave electric field propagating to the right, showing about eight wavelengths. The distinction between trapped and untrapped parts of the distribution function becomes clear in both diagrams as z increases, revealing the breakdown of the linear theory: the developing circular patterns ͑each corresponding to one wavelength͒ indicate electron trapping. Note that the trapped part of the distribution function is smaller by roughly a factor of 3 for the lower electric field, as expected from the (E 0 )
1/2 dependence of the trapping width v tr ͓Eq. ͑2͔͒. The distance taken for trapping to become apparent is also much longer for the lower electric field, and is consistent with the longer trapping length that scales with (E 0 ) Ϫ1/2 ͓Eq. ͑4͔͒. Figure 4͑b͒ clearly shows the breakdown of the linear theory as the distance from the antenna is increased. The scale length for the linear model to breakdown is L tr /4ϭ0.67 m when E 0 ϭ10 V/m, and appears to correspond to the point where the trapped electrons become distinct in the diagram.
Since the wave amplitude and frequency are constant, the eight wavelengths pictured also represent different stages of development of f (v) due to a single wave front as it propagates. For example, Fig. 4͑a͒ shows how the 100 V/m wave accelerates a group of trapped electrons slower than the wave phase velocity ͑the bright streak in the first wavelength from the left͒, to a maximum velocity ͑by the second wavelength͒, before decelerating them to roughly their initial velocities ͑by the fourth wavelength͒ and repeating the cycle as z f is further increased. If this diagram could be animated with each frame a fraction of a rf period later in time, the development of this pattern would be seen continuously, propagating from left to right at the phase velocity.
Another important feature in both cases is the spreading in final velocity of trapped electrons that were initially closely grouped in velocity, as z f is increased. This is indicated by the development of the bright streak to the left of the diagram into a spiral form to the right. It is caused by the difference in the oscillation period of electrons with slightly different velocities and is known as phase mixing. This leads to a loss in coherence in the energy transfer between the wave and the trapped electrons with energies in the wave frame approaching the potential amplitude, and the time av- 
6 m/s. The grey levels on the extreme lhs represent a Maxwellian distribution in both diagrams. NB dark→low f ; bright→high f . erage of the work done on these electrons tends to cancel to zero. The trapped electrons undergoing simple harmonic motion are unaffected because they have a constant period of oscillation. This effect is apparent in the results for the timeaveraged ionization rate discussed in the next section.
The distance for simple harmonic electrons to undergo half an oscillation ͑half of L tr ͒ is important when considering the wave's effect on the ionization rate, as it indicates the minimum distance required for electrons that start with some velocity below the phase velocity to reach their highest velocity. Given the right conditions ͑i.e., v Ϸv ionize , the minimum velocity for ionization͒, a dramatic increase in the ionization rate occurs after this distance as more trapped electrons are accelerated above v ionize from an initial velocity below v ionize .
C. Calculating the ionization rate
The assumption that the collision frequency is negligibly low in this model has already constrained the validity of this model to the very low-pressure, weakly ionized regime. Under these conditions, ionizing collisions constitute a small fraction of the total collision frequency, so they are even more negligible in the model. Hence the effect of the perturbed distribution function on the ionization rate may be considered, despite the fact that the model is collisionless.
The ionization rate at the point z f is calculated using 
The pulses in ionization can be visualised by graphing the total ionization rate ͓Eq. ͑16͔͒ as a function of z and time, as shown in Fig. 5 for the case of v ϭ3ϫ10 6 m/s, E 0 ϭ100 V/m. In this diagram, the grey scale levels are the ionization rate, the y axis is time, and the x axis is z.
The bright diagonal streaks in this diagram indicate that the locations of high ionization propagate away from zϭ0; the slope of these streaks gives the rate of propagation and equals the phase velocity of the wave, as expected. The relative brightness of the streaks vary with z, merging into the background near zϭ0, maximizing for zϷL tr /2, and fading again at zϷL tr . The peak in brightness at zϷ3L tr /2 is less distinct due to the gradual loss in coherence in the motion of the trapped electrons, caused by phase mixing.
Equations ͑3͒ and ͑4͒ show that the simple harmonic trapping length L tr is proportional to v 3/2 . Given the above argument, this scaling in distance z should be evident in the ionization rate as v is varied, while the effect of electron trapping on the ionization rate remains significant. This is evident in Fig. 6 , which shows a contour plot of the timeaveraged ionization rate ͑over a rf period͒ with v as the x axis and z as the y axis. The dashed lines in the plot are each proportional to v 3/2 , and are fitted to the dark spaces between the peaks in ionization. This indicates that the areas of low ionization correspond to the distance taken for most of the trapped electrons to return to their initial velocities ͑be-low v ionize ͒ after completing one ͑then two and three͒ oscillations in the wave frame. While the scaling seems correct, the first minimum in ionization shown in this plot occurs at about 5/4L tr . This is attributed to the longer trapping length ͑and period͒ of the higher-energy trapped electrons for which the simple harmonic approximation is invalid, as shown in FIG. 5 . The integrated ionization rate ͑IR͒ as a function of z and time ͑units of phase͒ for E 0 ϭ100 V/m and v ϭ3ϫ10 6 m/s. This diagram shows pulses in the ionization rate that move away from zϭ0 at v ͑1/slope of the diagonal streaks in this diagram͒. This diagram also shows the minimum in the ionization rate that occurs as the trapped electrons complete one oscillation in velocity (zϷ1.0 m). The loss in coherence of the electrons with increasing z due to phase mixing is also evident. The scale for the grey levels is normalized to the ionization rate from a 3 eV Maxwellian distribution. Fig. 1 . As z increases, two features should be noted. First, the recurring peaks in the ionization rate decrease in size, and second, the distance between the peaks approaches L tr . As described earlier for Fig. 5 , this is due to phase mixing of the higher-energy trapped electrons. The distance between the peaks approaches L tr as z is increased because the set of electrons coherently accelerated by the wave reduces to only the ones undergoing simple harmonic motion. Figure 6 clearly shows the optimum location and phase velocity for the ionization rate, namely v Ϸv ionize and z ϭ50 cm (Ϸ5/4L tr /2). This position corresponds to the distance required for most electrons to reach their maximum velocity, and the phase velocity corresponds to the case where the greatest number of trapped electrons initially below v ionize attain a maximum velocity above v ionize .
III. COMPARISONS WITH EXPERIMENTS IN WOMBAT (WAVES ON MAGNETIZED BEAMS AND TURBULENCE)
The assumption of no collisions restricts the validity of any quantitative comparison of this model to laboratory experiments where the mean-free path for collisions is much larger than the size of the system. The plasma must therefore be weakly ionized (Ͻ1%) so that electron-neutral collisions dominate and the neutral-filling pressure is sufficiently low to ensure that these collisions have a negligible effect. This, of course, places a limitation on the maximum attainable density, which in turn affects the range of v according to the dispersion relation for helicon waves ͑assuming a fixed frequency and fixed range in the steady axial magnetic field B required for helicon waves to propagate͒, which basically states that 9 v ϰ(B/n) 1/2 . For example, if the filling gas is argon and the size of the experiment is 1 m, then the pressure must be lower than 0.5 mTorr for electron-neutral collisional effects to be neglected. Assuming that the plasma is no greater than 1% ionized, this limits the density to a maximum of about 2 ϫ10 11 cm
Ϫ3
. Given a steady axial magnetic field greater than 10 G, the lowest attainable phase velocity of helicon waves at this density is about 2ϫ10 6 m/s, for a wave frequency of 13.56 MHz.
Although this pressure is lower than the usual operating pressure of helicon plasma sources used for processing ͑1-5 mTorr͒, the general effects predicted by this model on the ionization rate are still applicable in these systems, and have been observed in experiments. It will be shown in a later paper, which includes collisional effects in the model, that electron trapping remains important until the collision frequency approaches the rf angular frequency ͑correspond-ing to a pressure of about 10 mTorr͒.
The results from this model are compared with data from experiments carried out in the WOMBAT 1, 10 helicon system at the Australian National University. WOMBAT is a large volume helicon plasma source initially built to simulate space plasma conditions. The efficient production of highdensity plasmas at low pressures from this source sparked interest in the use of a helicon source for a plasma processing reactor, of which there are now many examples. The apparatus is now solely used for investigating the efficient plasma production mechanism associated with helicon waves. WOMBAT consists of a glass source tube 0.18 m in diameter and 0.5 m long that opens into a large stainless steel diffusion chamber of diameter 0.9 m and length 2.0 m with axial magnetic field solenoids for both regions that produce a uniform dc field of up to 150 Gauss. As a general rule, the magnetic field in the diffusion chamber is set to half the value in the source for each experiment. Various antenna types have been used ͑usually at 13.56 MHz͒ to excite an argon plasma ͑between 0.5 and 3 mTorr neutral pressure͒ and propagate helicon waves.
The three experimental results presented below show good qualitative agreement with results from the computer model, indicating that the electron trapping process is responsible for the efficient plasma production downstream from the antenna.
The computer model predicts the propagation of bursts of ionization away from the antenna at the phase velocity, as shown in Fig. 5 . This agrees qualitatively with an experiment carried out by Ellingboe et al., 11 in which time-resolved optical emission spectroscopy was used to observe bursts of emission ͑of the 433 nm Ar II line͒ from a 3 mTorr argon plasma in a helicon wave mode, which propagated away from the antenna at the phase velocity ͑also measured͒. This result is shown in the grey scale plot in Fig. 7͑a͒ , with z ͑given in meters͒ and time ͑given as the phase in a rf cycle͒ as the x and y axes, with light tones representing high emission and dark tones representing low emission. A double saddle coil antenna was positioned with the loops at 13 and 28 cm away from the end of the experiment ͑zϭ0 in the diagram͒, explaining the standing wave behavior exhibited in this region. For zϾ28 cm the wave phase and the emission clearly propagate at the same velocity, shown by the overlay of the phase measurement ͑from a b-dot probe͒ as a solid line in the diagram.
The decay of the emission between 50 and 70 cm in this experiment does not correspond to the minimum in the ionization rate, which occurs at zϭL tr in the model, and is probably due to collisional effects as well as an increase in the phase velocity, which reduces the number of electrons trapped by the wave. Another discrepancy in the model comes from the assumption that a Maxwellian distribution exists under the antenna: the high emission throughout the antenna region in this experiment shows that this is not the case. Nevertheless, the basic effect of electron trapping on the distribution function demonstrated in the model is supported by this experiment.
Simple Langmuir probe experiments carried out by the authors in WOMBAT up to a meter downstream from the antenna also provide evidence in support of the model. These experiments consisted of taking ion saturation measurements, for a constant input power ͑2 kW͒ while the steady magnetic field was varied between 20 and 150 G. The antenna used in this case has a double half-turn configuration and is positioned 7 cm from the end of the experiment. Figure 8 shows axial scans of the density taken along the center of the source with the Langmuir probe, for source magnetic field settings between 40 and 90 G with a constant input power of 2 kW. Note that the standard setup for WOMBAT is to have the axial magnetic field in the diffusion chamber ͑zϾ70 cm, radius 45 cm͒ half the value of the field in the source ͑zϽ50 cm, radius 9 cm͒. The much larger loss surface in the diffusion chamber should cause an the order of magnitude decrease in density going from the source to the diffusion chamber, however, this is only evident in Fig. 8 , when the source field is greater than 60 G. When the source magnetic field is between 40 and 50 G, the downstream density decreases by a factor of 2 at the most, remaining an order of magnitude higher than the downstream density at higher magnetic fields. This result is most probably due to wave enhanced ionization occurring well downstream from the antenna at around the 40 and 50 G setting. The helicon wave phase velocity measured for these conditions was between 2.5ϫ10 6 and 3.0ϫ10 6 m/s, which corresponds very well with the increased ionization rate downstream, as predicted by the model ͑Fig. 6͒.
The experimental results shown in Fig. 9 ͑taken from Ref. 1͒ show the variation in central density at a distance of 1 m from the antenna, graphed against phase velocity measurements taken simultaneously using a b-dot probe in the source as the magnetic field is increased. This figure clearly shows a peak in the downstream density that occurs at v ϭ(2.8Ϯ0.6)ϫ10 6 m/s. Also shown on this graph are the local ionization rates at zϭ1.0 m calculated for electric fields strengths between 60 and 75 V/m. Note that two peaks appear in the ionization rates: Peak 1 occurs at v ϭ2.1 ϫ10 6 m/s and increases rapidly in amplitude with E 0 ; peak 2 occurs at v ϭ2.8ϫ10 6 m/s and remains roughly the same value for the range of E 0 values shown. Figure 6 shows that these two peaks are due to the increase in the oscillation period of the trapped electrons with v , which translates to a longer trapping length L tr . Peak 1 at the lower v corresponds to the trapped electrons undergoing their second acceleration as they oscillate about v , while peak 2 at the higher v corresponds to the initial acceleration of trapped electrons for which L tr is much longer.
The model and the experiment correlate well for peak 2, demonstrating that local ionization from electron trapping is dominant at this condition. However, there is no clear agreement with the experimental data at peak 1, where the sensitivity of the ionization rate to E 0 is much higher. This suggests that the value of the electric field in the experiment 1.0 m from the antenna fluctuates in the range between 60 and 75 V/m. Although the value of E 0 almost certainly attenuates in the experiment where we take E 0 to be constant for each case in the model, we find strong correlation between the predicted ionization rate from the model and the measured density.
The model ionization rate and experimental data should show correlation only if local plasma production near the point of measurement is dominant over plasma diffusion from the antenna region. As the magnetic field is increased, diffusion along field lines becomes more important. This is evident in Fig. 9 only in the last four density points at higher phase velocities, for which the source magnetic field increases from 60 to 150 G, which are consistently higher than the corresponding ionization rates in the graph. Despite this the decreasing trend in the ionization rate is followed by the density measurements, albeit with an added offset from increasing diffusion.
IV. CONCLUSION
The effect on the electron distribution function of an electrostatic wave with parameters relevant to helicon modes in laboratory systems has been investigated, with special attention paid to the effects on the ionization rate due to electron trapping. In the course of this discussion the limitations of the linearised Vlasov theory that leads to Landau damping is established, and a simplified nonlinear model that builds up the distribution function from individual electrons is described. The electron trapping effect is simulated computationally, and the ionization rate calculated from the perturbed distribution function. While there are a number of simplifications in the model, we find there is very reasonable qualitative agreement with existing experimental data. This confirms the notion that electron trapping in the axial wave electric field is the underlying mechanism that drives highdensity collisionless helicon plasmas.
