Abstract-According to conventional neural network theories, single-hidden-layer feedforward networks (SLFNs) with additive or radial basis function (RBF) hidden nodes are universal approximators when all the parameters of the networks are allowed adjustable. However, as observed in most neural network implementations, tuning all the parameters of the networks may cause learning complicated and inefficient, and it may be difficult to train networks with nondifferential activation functions such as threshold networks. Unlike conventional neural network theories, this paper proves in an incremental constructive method that in order to let SLFNs work as universal approximators, one may simply randomly choose hidden nodes and then only need to adjust the output weights linking the hidden layer and the output layer. In such SLFNs implementations, the activation functions for additive nodes can be any bounded nonconstant piecewise continuous functions : and the activation functions for RBF nodes can be any integrable piecewise continuous functions : and
I. INTRODUCTION
T HE widespread popularity of neural networks in many fields is mainly due to their ability to approximate complex nonlinear mappings directly from the input samples. Neural networks can provide models for a large class of natural and artificial phenomena that are difficult to handle using classical parametric techniques. Out of many kinds of neural networks, single-hidden-layer feedforward neural networks (SLFNs) have been investigated more thoroughly.
Seen from the viewpoint of network architectures, two main SLFN network architectures have been investigated: 1) the SLFNs with additive hidden nodes and 2) radial basis function (RBF) networks which apply RBF nodes in the hidden layer. The output function of an SLFN with additive nodes can be represented by (1) Manuscript received May 8, 2005 ; revised October 24, 2005 . The authors are with the School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore 639798, Singapore (e-mail: gbhuang@ieee.org).
Digital Object Identifier 10.1109/TNN. 2006.875977 where is the weight vector connecting the input layer to the th hidden node, is the weight connecting the th hidden node to the output node, and is the hidden node activation function. denotes the inner product of vectors and in . The RBF network is considered a specific SLFN which applies RBF nodes in its hidden layer. Each RBF node has its own centroid and impact factor, and its output is some radially symmetric function of the distance between the input and the center. The output function of an SLFN with RBF nodes can be represented by (2) where and are the center and impact factor of th RBF node and is the weight connecting the th RBF hidden node to the output node.
indicates the set of all positive real value. From a mathematical point of view, research on the approximation capabilities of SLFNs has focused on two aspects: universal approximation on compact input sets and approximation in a set consisting of finite number of training samples.
Hornik [1] proved that if the activation function is continuous, bounded, and nonconstant, then continuous mappings can be approximated by SLFNs with additive hidden nodes over compact input sets. Leshno [2] improved the results of Hornik [1] and proved that SLFNs with additive hidden nodes and with a nonpolynomial activation function can approximate any continuous target functions. Regarding the universal approximation capability of RBF network, Park and Sandberg [3] has proved that RBF network with the same impact factor for suitably chosen kernels can approximate any continuous target function. For function approximation in a set consisting of training samples , some researchers have proposed constructive methods for SLFNs. For instance, Huang and Babri [4] show that an SLFN with at most hidden nodes and with almost any nonlinear activation function can learn distinct observations with zero error. It should be noted that all the network parameters (including input weights and biases of additive nodes or centers and impact factor of RBF nodes) need to be adjusted in all these previous research works.
It has been shown in our recent work [5] that with the input weights chosen randomly, both SLFNs (with additive hidden nodes) and two-hidden-layer feedforward neural networks (TLFNs) (with at most additive hidden nodes) can learn distinct observations with arbitrarily small error. One may only simply adjust the rest parameters except for the input weights and first hidden layer biases in applications [6] - [10] . Baum [11] has claimed that (seen from simulations for SLFN with additive hidden nodes) one may fix the weights of the connections on one level and simply adjust the connections on the other level and no gain is possible by using an algorithm able to adjust the weights on both levels simultaneously. Furthermore, Huang et al. [12] , [13] show that the centers and impact factors of the RBF nodes of RBF networks can also be randomly chosen. In fact, some simulation results on artificial and real large-scale complex cases [6] - [10] , [12] , [13] have shown that this method (with fixed network architectures) may be dramatically efficient and have good generalization performance. Some researchers [14] - [16] have proved in theory that for SLFN with additive hidden nodes, one may freeze input weights and biases of hidden nodes once they have been tuned and need not further adjust them when new nodes are added. These research results may imply that in the many applications of SLFNs, input weights and biases of additive hidden nodes or centers and impact factors of RBF hidden nodes need not be adjusted at all. However, so far there lacks a strict theoretical justification for this viewpoint, and it is not clear what functions can be chosen as activation functions of hidden layers in such SLFNs with randomly generated nodes.
This paper mainly proves in theory that given any bounded nonconstant piecewise continuous activation function for additive nodes or any integrable piecewise continuous activation function (and ) for RBF nodes, the network sequence with randomly generated hidden nodes can converge to any continuous target function by only properly adjusting the output weights linking the hidden layer to the output nodes. Although a systematically investigation of the performance of such networks is not the aim of this paper, the constructive methods have been tested on both artificial and real-world benchmark problems. As observed from the simulation results, the proposed constructive methods can actually achieve good performance. Compared to other popular algorithms such as support vector regression (SVR) [17] , [18] , stochastic gradient descent backpropagation (BP) [19] , and incremental RBF networks (RAN [20] , RANEKF [21] , MRAN [22] , [23] , GAP-RBF [24] , and GGAP-RBF [25] ), the proposed incremental SLFN is fully automatic in the sense that except for target errors and the allowed maximum number of hidden nodes, no control parameters need to be manually tuned by users. This paper is organized as follows. Section II proves in theory that SLFNs with random additive or RBF hidden nodes are universal approximators for any continuous functions on any compact sets. Section III introduces the incremental algorithm with random additive or RBF hidden nodes, which is directly derived from our new universal approximation theory. We will also extend the case of incremental SLFNs with random additive nodes to the case of TLFNs with random additive nodes and further show that in many implementations, like ensemble computing and local experts mixture, the different learning machines may in general share the additive hidden nodes and thus much more compact network architectures could be obtained. Performance evaluation is presented in Section IV. Discussions and conclusions are given in Section V.
II. UNIVERSAL APPROXIMATION CAPABILITY OF SINGLE-HIDDEN-LAYER FEEDFORWARD NETWORKS (SLFNS) WITH RANDOM NODES
We first prove in theory that SLFNs with randomly generated additive or RBF nodes and with a broad type of activation functions can universally approximate any continuous target functions in any compact subset of the Euclidean space . Without loss of generality for universal approximation, assume that the network has only one linear output node. It can be easily seen that the extension of all the analysis conducted in this paper to multinonlinear output nodes cases is straightforward. SLFN network functions with hidden nodes can be represented by (3) where denotes the hidden node output function. For additive nodes with activation function , is defined as (4) and for RBF nodes with activation function , is defined as (5) It has been shown [1] - [3] , [26] - [29] that given activation function satisfying certain mild conditions, there exists a sequence of network functions approximating any given continuous target function . It should be noted that all parameters in any in the sequence are required freely adjustable in all these previous works. Some researchers [14] - [16] proposed incremental methods for SLFNs with additive nodes which can allow input weights and biases of new hidden nodes to be tuned when added and then fixed after tuned. Romero [30] also proposes an incremental algorithm for SLFNs with additive and RBF nodes and shows that the input weights and biases or centers and impact factors of hidden nodes are tuned when added and can then be kept fixed.
The major objective of this paper is to show that given any bounded nonconstant piecewise continuous activation function for additive nodes or any integrable piecewise continuous activation function (and ) for RBF nodes, the network sequence with randomly generated hidden nodes can converge to any continuous target function by only properly adjusting the output weights. Different from other increment algorithms for SLFNs with additive nodes [14] - [16] , [30] , [31] and incremental RBF networks [20] - [25] , [30] , new nodes need not be tuned at the time they are added. Thus, the efficiency of SLFNs could be considerably increased.
Let be a space of functions on a compact subset in the -dimensional Euclidean space such that are integrable, that is, . Let be denoted
by . Similar to [15] , for , , the inner product is defined by (6) The norm in space will be denoted as . The closeness between the network function and the target function is measured by the distance (7) Definition II.1 [32, p. 334 ]: A function is said to be piecewise continuous if it has only a finite number of discontinuities in any interval and its left and right limits are defined (not necessarily equal) at each discontinuity.
Definition II.2: The function sequence or is said to be randomly generated if the corresponding parameters are randomly generated from or based on a continuous sampling distribution probability.
Remark 1: As done in our simulations, one may randomly generate sequence based on a uniform sampling distribution probability.
Definition II.3: A node is called a random node if its parameters are randomly generated based on a continuous sampling distribution probability.
A. Necessary Lemmas
Some lemmas that are used to prove our main Theorem II.1 are provided in this section.
Lemma II.1 [33, p. . Let denote a neighborhood of point (as shown in Fig. 1 ) (10) Obviously, the discontinuous points ( and ) of and are then located in the small subset . Thus, shall be continuous in the subset . Further, there exists when ; we have for all
. Thus, when , we have (11) This completes the proof. Lemma II.6: Given a bounded nonconstant piecewise continuous function and any given positive value 2 and any given , for any randomly generated function sequence , there exists a positive integer such that for any continuous segment , with probability as close to one as desired, there exists satisfying (12) where denotes the angle formed by and . 
Since for all positive integer , and [see (15) Fig. 3 ). Thus, according to (20) and (21) 
Remark 3:
Seen from Theorem II.1, in order to let the incremental network with random hidden nodes converge to any continuous target function , one may only need to choose a bounded nonconstant piecewise continuous activation function for additive nodes (such as sigmoidal, threshold, Gaussian, sine, cosine functions) or an integrable piecewise continuous activation function and for RBF nodes (such as Gaussian function). Such activation functions also include some nonregular functions as shown in [4] . It should be noted that all the previous results [1] - [4] , [14] - [16] , [20] - [29] , [34] - [44] are based on the conventional network model where the parameters of hidden nodes need to be tuned during training phase. Furthermore, these previous theoretical results may not be implementable either.
Remark 4: Barron [14] proposed an incremental algorithm taking the form which tries to achieve the nearly minimal value for by adjusting the input weights and the bias of the newly added node and then fixing them after tuning. Meir and Maiorov [16] also proposed an incremental algorithm for the Sobolev class of target functions instead of any continuous function discussed in this paper. The Sobolev class of functions for any nonnegative integer is defined as where . The incremental algorithm proposed by Meir and Maiorov [16] takes the form or and minimizes the value of by optimizing the input weights and the bias of the newly added node and then fixing them after tuning. Similarly, Romero [30] , [31] proposed an incremental algorithm taking the form . and are chosen to minimize ( and ) where . Its universal approximation capability was only proved under the hypothesis . It should be noted that all these previous incremental algorithms [14] , [16] , [30] , [31] need to recalculate the output weights of all the existing nodes when a new node is added. Different from these methods, Kwok and Yeung [15] only adjust the parameters (including input weights, bias, and output weights) of the newly added node and then fix all of them. All the parameters (including output weights) of the previous existing nodes will be no longer tuned when a new node is added. Our incremental method randomly generates input weights and biases for newly added nodes instead of tuning them, and the output weights remain fixed once tuned. Unlike the theoretical works done by Barron [14] and Meir and Maiorov [16] , which do not give the explicit methods on how to tune all the parameters, our theory indeed gives an efficient learning implementation by obtaining the value for the only parameters (output weights) directly: . Remark 5: Different from other incremental learning theories [14] - [16] that are proposed for SLFNs with additive nodes, our main Theorem II.1 is also valid for RBF networks. The algorithm proposed by Romero [30] , [31] works for both additive nodes and RBF nodes; however, all the parameters need to be tuned in that algorithm.
III. PROPOSED INCREMENTAL ALGORITHMS WITH RANDOM ADDITIVE OR RBF NODES

A. Incremental Algorithm for SLFNs With Random Additive or RBF Nodes
The main objective of this paper is to provide a theoretical justification for SLFNs with randomly generated nodes. To systematically investigate the performance of such networks is basically beyond the scope of this paper. However, we can simply show that the incremental constructive method provided in the above analysis actually works and performs efficiently in real applications.
According to Theorem II.1, when the th hidden node is added, the weight linking the new node to the output node should be chosen as . In practice, it could not be calculated since the exact functional form of is unavailable. Similar to [15, p. 1134 ], a consistent estimate of the weight based on the training set is (22) where is the activation of the new hidden node for the input of th training sample and is the corresponding residual error before this new hidden node is added.
is the activation vector of the new node for all the training samples and is the residual vector before this new hidden node added. In real applications, one may not really wish to get zero approximation error by adding infinite nodes to the network; a maximum number of hidden nodes is normally given. Thus, such an incremental constructive method for SLFNs can be summarized as follows 1 :
Algorithm 1
Given a training set @ = f(xi; ti)jxi 2 R n ; ti 2 R; i = 1; . . . ; Ng, activation function g(x), maximum node numberÑ max , and expected learning accuracy :
Step 1) Initialization: LetÑ = 0 and residual error E = t, where t = [t 1 ; . . . ; t N ] T .
Step 2) Learning step:
whileÑ <Ñ max and kEk 
d) calculate the residual error after adding the new hidden nodeÑ :
endwhile Before learning, there is no node in the network and the residual error is initially set as the expected target vector of the training data set, as shown in Step 1). Learning will stop when the number of hidden nodes has exceeded the predefined maximum number or the residual error becomes less than the expected one. The in the right side of (24) represents the residual error vector before the new node added and the in the left side represents the residual error vector after the new node added, which is consistent with .
Remark 6: Different from most popular learning algorithms, which require the activation function of hidden nodes differentiable, the proposed incremental learning algorithm is suitable not only for differentiable activation function such as the sigmoidal, Gaussian, sine, and cosine functions but also for nondifferentiable functions such as threshold functions.
B. Incremental Algorithm for TLFNs With Additive Nodes
In order to learn finite training samples, Huang [5] constructs a specific class of TLFNs which need much fewer additive nodes than SLFNs by letting separate learning machines (SLFNs locally trained on different data regions) share common additive nodes in the first hidden layer. In that implementation, the input weights and the biases of the first hidden layers are also randomly given. TLFNs proposed in [5] can approximate those finite training samples with arbitrarily small errors; however, it is still an open issue whether it can universally approximate any continuous functions. Section III-A of this paper proposes an incremental implementation for SLFNs that makes SLFNs universally approximate any continuous functions in any compact subset of . During this incremental implementation, the input weights and hidden layer biases need only to be randomly given. Based on the constructive method in [5] and the introduced incremental implementation of SLFN in Section III-A, naturally we can construct very compact TLFNs similar to the one proposed by Huang [5] but with the important universal approximation feature.
For simplicity, we first construct a subnetwork which can approximate the following target: (25) which is a scaled function of the continuous target and is a scale factor to make . Similar to [5] , the bounded sample input set can be divided into subregions by setting and and (26) where is a random vector and , , and is the th equal partition point of the interval . Given a bounded, nonconstant and piecewise continuous activation function and any small positive value , for randomly chosen sequence , according to Theorem II.1, we can construct an SLFN denoted by such that for subregion , when between the hidden layer and the output node of is selected as and the number of additive hidden nodes of is large enough, we have . Obviously, the sigmoidal activation function can be selected for the output layer of all these SLFNs:
. We can construct a subnetwork. Let the hidden nodes of the separate SLFNs (learning machines) link to the same input nodes and the output nodes of these learning machines construct the output layer of the subnetwork. The activation function used in the output layer is sigmoidal (i.e.,
). Furthermore, since the input weights and hidden layer biases of all the learning machines (SLFNs) can be chosen randomly, these learning machines can share hidden nodes. For example, without loss of generality, suppose . Then we can provide nodes shared by the learning machines where the first nodes are linked to the th node in the output layer. Thus, the th learning machine ( th sub-SLFN) comprises the input nodes, the first nodes in the first hidden layer and the th nodes in the second hidden layer (see Fig. 4 ).
Similar to [5] , now we can construct the expected TLFN by introducing a quantizer neural module that consists of two sigmoid nodes A and B. First, we can add 2 nodes in the hidden layer. These 2 nodes are labeled as and , where . All the newly added nodes and nodes are fully connected to the input layer with weights and , , respectively. However, for each output node, there are only two newly added nodes linking to it, that is, only two nodes and of the 2 newly added nodes are linked to the th output node, where . The biases of nodes and are set as and , respectively. The weight vectors of the connections linking the input nodes to the newly added hidden nodes and are chosen as and , respectively, where neural quantizer factor is a given positive value. All the weights of the connections linking these newly added 2 hidden nodes to their corresponding output nodes are chosen as the same value . The neural quantizer modules can inhibit the outputs of those SLFNs and make them nearly zero by adjusting its quantizer factor if the input does not come from their specialized subregions. Thus, the th node in the second layer of the TLFN (the output of the th SLFN) produces the target output if and only if the input comes from the th subregion, whereas the outputs of the other nodes are inhibited by neural quantizer modules and can be neglected.
We add an output layer with a linear node which links to all those output nodes (now the second hidden layer nodes) of the above constructed subset network. The scale factor is simply chosen as the weights between the second hidden layer and the output layer of the finally constructed TLFN, and the bias of the new output layer is (see Fig. 4 ). The output of the final constructed TLFN can universally approximate the target function .
Similar to the incremental algorithm for SLFNs, the incremental method for TLFNs can be summarized as follows:
Algorithm 2
Given a training set @ = f(x i ; t i )jx i 2 R n ; t i 2 R; i = 1; . . . ; N g, activation function g(x), number of groups (subregions) L, maximum node number Nmax, and expected learning accuracy . Let quantizer factors T and U large enough.
Step 1) Dividing training sample space into subregions: In real applications, quantizer factors and can be simply set as a very large value which can be considered infinity in the specified computing environments. For example, in many ordinary PCs, and can be set as 10 as done in our simulations.
Compared with [5] , where only infinite differential activation functions like sigmoidal function have been rigorously proved for such TLFNs, the activation functions that could be used in such TLFNs have been extended very widely in this paper, include almost all popular activation functions which can be used in the application of neural networks.
IV. PERFORMANCE EVALUATION
In this section, the performance of the proposed incremental learning algorithms is compared with other popular learning algorithms on benchmark problems in the function approximation area: 1) approximation of a SinC function and 2) eight real-world function approximation problems from the UCI database [45] . 2 The popular learning algorithms to be compared include support vector machine for regression (SVR) [17] , [18] , stochastic gradient descent backpropagation (BP) [19] , and other popular incremental learning algorithms such as RAN [20] and MRAN [22] , [23] . The sigmoidal activation function with gain parameter is used in the stochastic gradient BP algorithm. The kernel function used in SVM and our SLFN with RBF nodes are the radial basis function .The specification of these benchmark problems is shown in Table I . In our experiments, all the inputs (attributes) have been normalized into the range [ 1, 1] while the outputs (targets) have been normalized into [0, 1] . For the case of SLFN with sigmoidal and Sin additive hidden nodes, the 2 Auto Price data set, which was originally from [45] , can be downloaded from http://www.liacc.up.pt/~ltorgo/Regression/price.html input weights and hidden biases are randomly chosen from the range [ 1, 1] . For the case of SLFN with hard-limit additive hidden nodes , the input weights and hidden biases are randomly chosen from the range [ 0.1, 0.1] and [ 1, 1] , respectively. For SLFN with RBF activation function , the centers are randomly chosen from the range [ 1, 1] whereas the impact factor is chosen from the range (0, 0.5). For SLFN, our target error is . All the simulations for BP, RAN, MRAN, and our new incremental learning algorithms are carried out in MATLAB 6.5 environment running in a Pentium 4 2.99 GHz CPU. The simulations for SVM are carried out using compiled C-coded SVM packages: LIBSVM [46] running in the same PC. The basic algorithm of this C-coded SVM packages is a simplification of three works: original SMO by Platt [47] , SMO modification by Keerthi et al. [48] , and SVM by Joachims [49] . It should be noted that a C implementation would be faster than MATLAB by up to 10-50 times for the same applications [50] . So a comparison with LIBSVM gives SVM an advantage. Twenty trials have been conducted for each problem, with training and testing data sets randomly generated for each trial. Simulation results including the average testing root mean square error (RMSE) and the corresponding standard deviation (Dev) are given in this section.
A. Comparison Between the SLFN and Other Popular Incremental Learning Algorithms
The performance of the proposed incremental learning algorithm is first compared with other popular incremental learning algorithms such as RAN and MRAN. Some parameters for BP, RAN, and MRAN need to be manually tuned by trial and error. For both RAN and MRAN, , , , and . For MRAN, some additional parameters are set as , and growing and pruning thresholds are set as 0.0001. In addition, for RAN and MRAN algorithms, distance parameter is set for Abalone, California Housing, and Census (House8L) and is set for other cases. The allowed maximum number of nodes of SLFNs is . Fig. 5 shows the average testing RMSE decreasing trends and the spent training time of the SLFN with RBF nodes for some data sets. As observed from Fig. 5(a) , the testing RMSE is decreasing with the increase of hidden nodes. Seen from Fig. 5(b) , the spent learning time is linearly increased with the learning steps since the learning time spent for each step (a new node added) is almost fixed (three fixed-length vector multiplication operations only). For the sake of readability, only partial simulation results are shown in Fig. 5 . In fact, similar learning curves can also be plotted for the SLFN with a different type of nodes trained on different data sets.
During our simulations it is found that without further increasing hidden nodes, the SLFN with 200 hidden nodes can generally obtain good performance for all the tested cases which are comparable to the results obtained by RAN and MRAN. Table II shows the average testing RMSE and the corresponding Dev of the proposed SLFN with 200 hidden nodes, RAN and MRAN. As observed from Table II, except for the California Housing data set, the generalization performance of the proposed SLFN algorithm with different activation functions is generally better than or comparable to RAN and MRAN. The training time spent for each learning algorithm is shown in Table III . It can be seen that the proposed SLFN algorithm runs much faster than other sequential learning algorithms. The network architectures of RAN and MRAN are automatically determined through their own internal growing and/or pruning mechanism, which is also shown in Table III . Different from RAN and our SLFN algorithms, MRAN can prune insignificant nodes based on some criterion. Thus, among all algorithms, MRAN obtains the most parsimonious network architectures. Among all the algorithms, RAN obtains the largest size of networks for many tested cases excepted for small data sets.
B. Comparison Between the SLFN Algorithm With SVR and Stochastic Gradient Descent BP
The proposed SLFN algorithm is also compared with the popular function regression algorithms such as SVR and stochastic gradient descent BP. Compared with other methods, SVR can usually obtain higher generalization performance. Thus, the allowed maximum number of nodes for SLFN is increased to 500 in this comparison. The sigmoidal activation function is used in the SLFN. In order to get the best generalization performance, the cost parameter and kernel parameter of SVR need to be chosen appropriately. Similar to [51] , we estimate the generalized accuracy using different combinations of cost and kernel parameters and . Therefore, for each problem we try combinations of parameters for SVM and the average performances over 20 trials are obtained for each combination of parameters . The average performance (testing RMSE, the corresponding Dev, and the training time) of SLFN and SVR are shown in Table IV. Table IV also shows the number of support vectors obtained by SVR and the optimal values of the cost and kernel parameters . The learning rate and the momentum constant of BP are set as and . The number of nodes assigned to stochastic gradient descent BP algorithm is decided by trial and error in order to obtain as good a generalization performance as possible. During our simulations, 15 nodes and 30 nodes are assigned to BP when tested on Auto Price and Census (House8L) data sets, respectively, and ten nodes are assigned to BP tested on other data sets. It can be seen that the generalization performance of SLFN is close to that of SVR in most cases. Among eight data sets, the proposed SLFN obtains much better generalization performance than BP in four data sets and almost same generalization performance in the other four data sets. Compared to the results of RAN and MRAN shown in Table II , the proposed SLFN with 500 sigmoidal nodes produces better generalization performance than RAN and MRAN in all cases except the California Housing data set. For medium or large applications, SVR spent much more time on training than SLFN.
C. Performance Evaluation of the SLFN Algorithm for Threshold Networks
The widely BP learning algorithm and its variants cannot be used to train the threshold neural networks (SLFN with threshold hidden activation function) directly as the threshold functions are nondifferentiable. One method is to approximate threshold activation function using sigmoid activation function with higher gain parameters . For example, a threshold network may be approximated by a sigmoid network with . One may then train such an approximated threshold network using BP instead of training the threshold network directly [10] . The performance comparison between our SLFN algorithm for threshold network and the stochastic gradient descent BP for sigmoid network with has been conducted. There are 500 threshold nodes assigned to the SLFN. The average performance of our SLFN and stochastic gradient descent BP for threshold networks is shown in Table V . As observed from Table V, our proposed SLFN algorithm overall tends to have better generalization performance than the approximated threshold network trained by BP. It should be noted that the stochastic gradient descent BP just trains an approximated threshold network instead of a true threshold network, whereas our SLFN algorithm provides a method to train the true threshold network directly. Fig. 6 shows the testing RMSE decreasing trends for some data sets. 
D. Comparison Between the SLFN and TLFN Algorithms
The performance of the proposed SLFN and TLFN algorithms has been compared on medium or large problems such as Abalone, California Housing, Census (House8L), Delta Ailerons, and Delta Elevators. The performance of these two algorithms is also evaluated in the approximation of the SinC function (29) 6 . Performance of the SLFN learning algorithm with 500 hard-limit additive nodes on some benchmark problems: average testing RMSE.
A training set and testing set with 10 000 and 5000 data, respectively, are created where 's are uniformly randomly distributed on the interval ( 10, 10) . In order to make the regression problem "real," large uniform noise distributed in [ 0.2, 0.2] has been added to all the training samples while testing data remain noise-free.
The maximum number of hidden nodes is set as 200 for the SLFN learning algorithm and the maximum number of hidden nodes is set as 100 for the TLFN learning algorithm. The target error is set 0.001 for SinC problem and 0.01 for the rest of the problems. Table VI shows the average performance of these two algorithms. It can be observed that TLFN with 100 nodes can get better generalization performance than SLFN with 200 nodes. The TLFN algorithm runs faster than SLFN in these cases. The training time shown in Table VI is the total time spent for training all SLFNs in all subregions but does not include the time spent for sorting the input data into different subregions. It can be seen that the sorting time spent in TLFN is only 0.5-2.5% of the training time, which could be ignored.
V. DISCUSSION AND CONCLUSION
This paper first proves in an incremental constructive method that the input weights and hidden layer biases of SLFNs with additive hidden nodes or centers and impact factors of RBF nodes of RBF networks need not be tuned at all. In order to make the incremental network with randomly generated hidden nodes converge to any continuous target function in a compact subset of , one may only need to choose any bounded nonconstant piecewise continuous activation function for additive nodes or any integrable piecewise continuous activation function and for RBF nodes. It is also noted that all the previous results [1] - [4] , [14] - [16] , [20] - [29] , [34] - [44] are based on the conventional network model where additive or RBF hidden nodes need to be tuned during training. These previous proof methods may not be implementable either. For example, some previous constructive proof methods [14] , [37] need to find enough appropriate interpolation or partition points for network construction purposes; however, in real applications, only a finite number of training samples is available and they may not be the required interpolation points for such universal approximation problems. Some incremental algorithms proposed for SLFNs with additive hidden nodes in the literature [14] - [16] , [30] , [31] require one to find the best input weights and hidden node biases for newly added nodes based on complicated methods as well.
The main aim of this paper is to prove in theory that the SLFNs with randomly generated hidden nodes are actually universal approximators. In fact, the proof itself is a practical incremental constructive method, which actually shows an efficient way to construct an incremental feedforward network. This simple incremental constructive method with different activation functions has been compared with other popular learning algorithms on some benchmark artificial and real-world problems. The simulation results show that our proposed method can reach good generalization performance in a very efficient and simple way. Interestingly, theoretically the learning algorithms derived from our constructive method can be applied to a wide of activation functions no matter whether they are sigmoidal or nonsigmoidal, continuous or noncontinuous, or differentiable or nondifferentiable. The traditional gradient-descent-based learning algorithms cannot be applied to networks with nondifferential activation functions such as threshold networks since the required derivatives are not available. These methods may also face local minima issues. Many popular learning algorithms do not deal with threshold networks directly either and instead use some analog networks to approximate them such that gradient-descent method can finally be used. However, the proposed learning algorithm can be used to train threshold networks directly. A thorough performance evaluation of the proposed algorithms using different activation functions for different applications should be further systematically conducted in future. Although many other incremental learning algorithms have been proposed in the literature for training RBF networks [20] - [25] , unlike our incremental learning algorithms, the universal approximation capability of these previous learning algorithms has not been proved yet. The universal approximation capability of these incremental RBF learning algorithms could be proved based on our proposed theory.
A special TLFN network architecture has also been proposed in this paper, which consists of many learning machines (SLFNs) with additive nodes each locally trained on one subregion of the whole sample input space. Since all these local learning machines can use the same input weights and hidden layer biases, these local learning machines can actually share the same hidden nodes. Compared to [5] , which only shows that infinite differentiable sigmoidal functions can be used as activation function in such TLFNs, it has been extended in this paper that a large broad type of activation functions can be used if only they are bounded nonconstant piecewise continuous. It is not difficult to see that for modular networks such as ensemble computing and mixture of local experts [52] , [53] , one may actually be able to obtain compact networks by allowing those local learning machines to share common hidden nodes. Some researchers [14] - [16] , [30] , [31] proposed incremental constructive methods for SLFNs that will fix parameters of existing nodes after trained and will not be adjusted when new nodes are added. However, similar compact TLFNs cannot be constructed based on such incremental methods [14] - [16] . Based on these constructive methods [14] - [16] , [30] , [31] , the input weights of each SLFN need to be trained at least one time and different SLFNs have different input weights and hidden biases. Thus different SLFNs cannot share common hidden nodes.
