In this paper, we study efficient closed pattern mining in a general framework of set systems, which are families of subsets ordered by set-inclusion with a certain structure, proposed by Boley, Horváth, Poigné, Wrobel (PKDD'07 and MLG'07). By modeling semi-structured data such as sequences, graphs, and pictures in a set system, we systematically study efficient mining of closed patterns. For a class of accessible set systems with a tree-like structure, we present an efficient depth-first search algorithm that finds all closed sets in accessible set systems without duplicates in polynomial-delay and polynomial-space w.r.t. the total input size using efficient oracles for the membership test and the closure computation for the pattern class. From the above results, we show that the closed pattern mining problems are efficiently solvable both in time and space for the following classes: convex hulls, picture patterns in 2-D planes, maximal bi-cliques, closed relational graphs, closed patterns for rigid motifs with wildcards.
Introduction

Closed pattern mining. Frequent itemset mining
has been extensively studied for the last decade, and still expanded in the various directions such as constrained mining, semi-structured mining, and closed/maximal set mining. The problem of closed set mining (CIM) is one of the most extensively studied topics for years that attracts many researchers from both practical and theoretical views [3, 4, 5, 6, 7, 11, 12, 17, 18, 22, 25, 26, 28, 27, 31] . A closed itemset (a closed sets, for short) is a representative among an equivalence class of itemsets that have the same set of occurrences in common in a given transaction database D. The collection C of all closed sets in D contains the same information as the original collection F of frequent itemsets, while the size of C is possibly much smaller than F. Hence, from the engineering point of view, CIM is considered useful for increasing the comprehensibility and the efficiency of FIM [26, 31] . As an example of the latter aspects, LCM algorithm [25, 26] makes full use of closed pattern mining to achieve high-throughput computation of frequent/closed/maximal itemsets in large data sets.
Besides this, from the theoretical point of view, considerable efforts have been paid for establishing theoretical foundations of closed pattern mining. Boros, Gurvich, Khachiyan, Makino [14] are first to show that the closed set mining problem is solvable in incremental polynomial time in the input database size. Uno and Arimura [25, 26] found that previous depth-first frequent set miners can be naturally generalized to CIM, and that their algorithm LCM achieves polynomialdelay and polynomial-space complexity in theory [25] and also quite efficient in practice [26] . On the other hand, some authors show that enumeration of closed patterns is non-trivial task than that of frequent patterns by proving the #P -hardness of the enumeration problem [7, 30] . Furthermore, extensions of CIM for various subclasses of semi-structured data such as sequences, trees, and graphs are ongoing [3, 4, 5, 6, 7, 12, 17, 18, 22, 28, 27 ].
Closed pattern mining in accessible set systems.
Interestingly, most of known results for efficient closed pattern mining use a closure operator as its key component, which is a mapping C that returns the smallest closed pattern C(X) containing a given possibly non-closed pattern X. In their PKDD2007 paper, Boley, Horváth, Poigné, Wrobel [9] introduced a theoretical framework based on set systems for analyzing closed pattern mining, borrowed from optimization theory, and they showed a nice result that for any finite set system (F, E) equipped with a closure operator C : F → F, where E is a finite set and F ⊆ 2 E is a family of its subsets, if the system is strongly accessible then the family of all closed sets C = C(F) is polynomial-delay enumerable assuming that total ordering ≤, membership oracle M F , and closure operator C for F are all polynomial-time computable (Theorem 4 in [9] ). In the proof of the theorem, they built a DAG G BHPW C = (V, E) with the vertex set is V = C = C(F), and the directed edge set is E = { (C, D) ∈ V 2 | (∃e ∈ E \ C) D = C(C ∪ {e}) and C ∪ {e} ∈ F }. Then, Boley, Horváth, Poigné, Wrobel [9] propose an enumeration method for C by breadth-first or depth-first search over the graph G
BHP W C
. In their search over a general directed graph (not a tree), a crucial point for the correctness is need for explicitly testing duplication of enumerated solutions. To solve this, they used prefix trees as a table for storing discovered closed sets so far.
Potential problems with the previous approaches.
Generally speaking, although enumeration algorithms with table-checking does not always yield a polynomial-delay algorithm, they showed that at most O(n 2 ) successive closure computation with operator C are sufficient to know the existence of the next closed set and to find it if exists in the enumeration. Therefore, they succeeded to show the polynomial-delay enumerability of closed sets C = C(F) over a strongly accessible set systems, and thus from the view of the time complexity, the algorithm in [9] seems satisfactory. On the other hand, from the view of the space complexity, it seems that there still is a room for improvements. The algorithm in [9] requires the memory space proportional to the number of all solutions, which may be exponential in the total input size.
1.4
Main result: a poly-delay and poly-space algorithm. In this paper, we study a systematic way to design high-throughput and light-weight mining algorithms for a wider range of closed pattern problems. Our strategy is as follows. Given a concrete class of patterns in a semi-structured mining problem, encode this class in an accessible set systems. We then show that two major representation frameworks, called closurebased closed set systems and intersection-closed closed set systems are equivalent each other. Thus, we can use either of them to design an efficient algorithm depending on the character of the patterns. Now, our goal is to develop a polynomial-delay and polynomial-space algorithm for the closed set mining problem. A basic idea is to build a tree-like search route over all closed sets in an accessible set system, and perform a depth-first search over them. We first analyze the existence theorem for inductive generators for closed sets in Boley et al. [9] , and gives a computational version of the theorem by careful analysis of the interaction between the closure operator and the lexicographic structure of subsets of F. Especially, we strengthen the theorem by relaxing the constraint of Boley et al. [9] by replacing the requirement for strong accessibility with accessibility. Then, we give a construction of a virtual search structure, called a family tree, which is a spanning tree for C formed by a set of reverse edges from children to its parents, for the search space consisting of all closed sets in C = C(F). After showing some technical lemmas for inverting the reverse edges, we present a polynomial-delay and polynomial-space algorithm CloGenDFS that enumerates all closed sets in C = C(F) without duplicates from E using polynomialtime computable total ordering ≤, membership oracle M F , and closure operator C for F.
Applications and Contributions
. Finally, we demonstrate the usefulness of our result by applying it to a variety of closed pattern mining problems in semi-structured data. We show that the closed pattern mining problems are solvable for the following classes of objects:
(i) Convex hulls in 2-D points [19] .
(ii) Maximal bi-cliques (bi-clusters) [23] .
(iii) Closed subgraphs in relational graphs [29] .
(iv) Closed rigid motifs with wildcards [7, 17, 18] .
(v) Closed rigid sequences from itemset streams [17] .
(vi) Closed pictures in the 2-D plane under translation and rotation [6] .
In the above results, (ii), (iii) and (iv) are reformulation of previously known results, and (i), (v), (vi) are new results for open problems.
Contributions of the main result are summarized as follows. For the closed set mining problem in an accessible set system, this paper
• shows the polynomial-delay and polynomial-space complexity for the closed set mining problem in an accessible set system at the first time 1 .
• presents a systematic construction of a depth-first algorithms for closed pattern mining.
• shows that it is possible to relax the constraint for set systems by replacing the constraint of strong accessibility with accessibility.
• demonstrates the power of the above construction by building polynomial-delay and polynomial-space closed mining algorithms for old and new classes.
1.6
Organization. This paper is organized as follows. In Section 2, we review the basic definitions and notations In Section 3, we examine the output polynomial-time algorithm presented by Boley et al. in [9] . In Section 4, we present our polynomial-delay and polynomial-space algorithm for closed set mining problem for an accessible set system. In Section 5 and Section 6, we discuss possible applications to the closed semi-structured data mining. In Section 6, we conclude.
Preliminaries
In this section, we define basic notions and notations necessary for the rest of this paper. For definitions that is now defined here, please consult text books, e.g., [24] .
Basic definitions.
We denote by Z and N = {0, 1, 2, . . .} the sets of all integers and natural numbers, resp. For a set E, |E| denotes the cardinality of E, and 2 E denotes the class of all subsets of E. For sets A, B, we define
Set systems.
Let E = {a 0 , a 1 , . . .} be a countable set of elements, called a domain (or, a ground set). We assume a total order ≤ E associated with E. Typically, we can build such orders from natural total orders over numbers and letters.
F of subsets of E, where each subset X ∈ F is called a feasible set. We associate to F the set-inclusion ⊆ as a natural ordering over F.
In the context of data mining, we often call X ∈ F a pattern instead of a feasible set. In this paper, E may be infinite, but all feasible sets of F are finite. If it is clear from context, we may omit the domain E and write F for (F, E).
For a set system F ⊆ 2 E , the total size of F is
Definition 2. (accessible set system) A set system (F, E) is accessible if for every non-empty X ∈ F, there exists some a ∈ X such that X \ {a} ∈ F. Definition 3. (strongly accessible set system) A set system (F, E) is strongly accessible if for every
By definition, if an accessible set system F consists of finite sets only, then F always contains ∅. Any strongly accessible, finite set system is also an accessible set system, the converse does not hold in general. Let C ⊆ F be any subfamily of feasible sets, and X ∈ F be any feasible set. Then, we define the upper set C up (X) and the lower set
Closed sets and closure operators.
A closure operator for a set system (F, E) is any mapping C : F → F such that for any subsets X, Y ∈ F,
The smallest closed set in C is denoted by ⊥ = C(∅). Even if F is accessible, C = C(F) may not be an accessible set system. Now, we give a useful characterization of closure systems below. Let E be a countable set of elements, and F be a set system over E. Then, a set system C ⊆ F is said to be closed under intersection if for every
The following property holds since ∩C up (X) is the unique mininmal element in C up (X).
A set system C has finite descending chain property (DCC or, is Noetherian) if there is no properly decreasing infinite chain
Clearly, any family C consisting of finite subsets of E always satisfies DCC. (A1) C is a closure mapping for F.
If C is closed under intersection ∩, then we define the merge operator on C by Merge ⊆ X = ∩C up (X) for any X ∈ F. 
has to be Z from (C2) of the definition of closure mapping. Thus (B1) holds. Similarly, we can see that C satisfies (B2).
Suppose that S satisfies (B1) and (B2). (C1), (C2) and (C3) hold from (B2). 2
From the above theorem, we see that two notions coincide. Thus, we simply call S = (F, C, C) the closed set system in what follows. We can have the same result whether we start either from the closure mapping C : F → F or from the class of closed sets C ⊆ F depending on ease of the treatment.
Closed set mining problem.
To define our data mining problem, we introduce a computational setting for closed set systems. Let (F, C, C) be a closed set system. Then, a membership oracle for F is any computable mapping M F : 2 E → {0, 1}, where for any set X ⊆ E, M F (X) is 1 if X ∈ F and 0 otherwise. In what follows, F always contains ∅.
is a membership oracle M F for F, and C : F → F is a closure operator for F. S is said to be efficient if ≤ E over E, M F , and C for F are computable in time h(n), f (m, n), and g(m, n), resp., for some polynomials f (·), g(·, ·), and h(·) in the size n of a description of family F and the size m of a set given as an argument. Now, we state our data mining problem, which is also called the closed set enumeration problem for S.
Definition 8. Closed Set Mining Problem for Closed Set System S (CSM(S)):
Given: a description of a (computable) closed set system S = ((F, E), ≤ E , M, C). Task: Generate all sets in C = C(F) without duplicates.
Input: a ground set E, a membership oracle M F and a closure operator C for F; Output: The family C = C(F) of C-closed sets; for each e ∈ E \ C do 6: if (C ∪ {e} ̸ ∈ F) then 7: Skip e and continue the for-loop; //test for strongly accessibility 8 :
if (D ̸ ∈ T ABLE) then 10:
P ush(QU EU E, D);
11:
T ABLE := T ABLE ∪ {D}; 12: end if 13: end for 14: end while Figure 1 : An output-polynomial time algorithm for enumerating C(F); QU EU E is either a queue or a stack with operations P ush and P op depending on whether the search strategy is BFS or DFS.
In the remainder of this paper, we design algorithms for efficiently solving the closed set mining problem in the sense of enumeration algorithms [3, 8] . Let N be the total input size and M the number of all solutions. An enumeration algorithm A is of output-polynomial time, if A finds all solutions S ∈ S in total polynomial time both in N and M . Also A is of polynomial delay, if the delay, which is the maximum computation time between two consecutive outputs, is bounded by a polynomial in N alone. It is obvious that if A is of polynomial delay, then so is of output-polynomial.
Boley et al.'s Polynomial-Delay Algorithm
In this section, we review a polynomial-delay algorithm for closed sets in a strongly accessible set system, presented by Boley, Horváth, Poigné, Wrobel [9] .
The key of their algorithm is the notion of inductive generator [9] . A generator for a closed set D ∈ C is any subset
The pair (C, e) is called an inductive generator pair for D. Boley et al. [9] showed the existence of an inductive generator for each closed set, which is implicit in a number of CIM algorithms based on bottom-up search.
In Figure 1 , we give a description of their algorithm,
the maximum e ∈ Z with Z \ {e} ∈ F;
1: S := Z; 2: while (S ̸ = ∅) do 3: e := max S; 4: if (Z \ {e} ∈ F) then return e;
5:
S := S \ {e}; 6: end while 7: //never reach this line here called CloGenBHPW, which is essentially same to one in [9] . This algorithm traverses the lattice-like structure induced in ⊆ in breadth-first manner by using inductive generators. To avoid duplicates, it stores discovered closed sets so far in a lookup table T ABLE. They showed that the algorithm CloGenBHPW runs in polynomial-delay, while it is not of polynomial-space in the worst case since the number of solutions in T ABLE can be exponential. In this section, we present a polynomial-delay and polynomial-space algorithm CloGenDFS that enumerates all closed sets in C = C(F) without duplicates for accessible set system (F, E).
Computational version of accessible systems.
By definition, a set system (F, E) is accessible if for every X ∈ F \ {∅}, there is some e ∈ X such that X \ {e} ∈ F. Assuming that the closure operator C is efficiently computable, we can show that the actual access element e above can be efficiently computed. The following Lemma 4.1 properly improves the result of Boley et al. [9] by replacing strong accessibility with accessibility. e := GetTailElement(Z, M F );
4:
X := Z \ {e}; //X ∈ F from Lemma 4.1
Z := X; 8: end while 9: //never reach this line 
Polynomial-delay algorithm.
In this subsection, we show that we can assign the unique parent for each closed set. Thm. 4 in Boley et al. [9] says that in a strongly accessible set system (F, E), any closed set D ∈ C (D ̸ = ⊥) has an inductive generator C ∪ {e} such that C ∈ C and C(C ∪ {e}) = D holds. In Figure 3 , we show an algorithm GetFirstParent to assign the unique parent to a given closed set D. From Lemma 4.1, we show the following lemma, which strengthens the above mentioned Thm. 4 in [9] . Note that the space complexity of the algorithm is O(m) other than the memory spent by the oracles.
Definition 9. The family tree for C = C(F) is a rooted directed graph G C = (C, E, ⊥) , where C is the vertex set consisting of all closed sets, and E ⊆ C 2 is the set of directed edges, called reverse edges, such that for every
holds for some e ∈ D, and ⊥ ∈ C is the unique root node.
The crucial point is that we can assign the unique parent C with (C, e) = GetFirstParent(D) ∈ C to each child D ∈ C over the search space C by using the procedure GetFirstParent. From this, we can build a tree-shaped search route for C in the sense of [8] .
Lemma 4.2. (The family tree for C = C(F))
The family tree
, there exists the unique path from C to the root ⊥. In other words, G C is a spanning tree over C rooted at C(⊥).
The remaining task is to reverse the directions of edges in G C . It is not sufficient for us to use D = C(C ∪{e}) alone since two distinct parents can generate the same child. To avoid this, we use the procedure GetFirstParent to ensure C is the youngest parent for D. 
In Figure 4 , we show our polynomial-delay and polynomial-space algorithm for C(F). From Lemma 4.3, we have the following lemma. Proof. From the definition of the parent and children, the correctness of the algorithm is obvious. Since one iteration of algorithm Expand involves n closure mapping function evaluations and GetFirstParent, thus we have the announced time complexity.
2
Input: A ground set E, a membership oracle M F and a closure operator C for F; Output: Family C = C(F) of C-closed sets;
Input: E, M F , C and a set C; Output: All sets on the descendant of C in the family tree G C for C;
1: Print C; 2: for each e ∈ E do 3: if C ∪ {e} ̸ ∈ F then skip e and continue the loop;
4:
if (GetFirstParent(D) = (C, e)) then 6 :
end if 8: end for 
Extension to more general structures.
Finally, we extend our framework for more general algebraic structure based on generalized notion of closed set systems. Let (F, E) be an accessible set system and ⊑ is a preorder, i.e., a reflexive and transitive relation, and ∼ is an equivalence class over F.
A generalized closure operator for S is any mapping G : F → F such that for any X, Y ∈ F, (G1) Extensbility: X ⊑ G(X) holds; (G2) Monotonicity:
Then, a generalized closed set system is a quadruple S = (F, C, G, ∼), where F is a class of patterns, C = G(F) is the class of all closed sets, G is a generalized closure operator, and ∼ is an equivalence class on F such that As seen in Sec. 2.3, closed patterns are defined through g.l.b. ⊓ w.r.t. ⊆. For many pattern classes such as the classes we will study in Sec. 5.5, Sec. 5.6, and Sec. 5.7, the closed patterns are defined based on equivalence under some operations, e.g., translation (displacement) or rotation. Thus, it seems difficult to define a natural notion of ⊓ over whole F, while a natural closure operator G is rather easy to define. Now, we will give a special form of generalized closure systems. We start with defining binary relations ⊑ and ∼ as follows. Let D be a class of functions from E to themselves satisfying the followings: (i) any f ∈ D is a bijection (one-to-one and onto) from E to E, (ii) D contains the identity id, and (iii) D contains the composition f • g and the inverse f −1 for any
Given a rigid class D of displacements, we define the preorder ⊑ and an equivalence relation ∼ as follows:
Then, a canonical form function over F compatible to ∼ is a function that assigns to each set X the unique representative cano(X) ∈ F in the equivalence class (D2) There is an equivalence relation ∼ over F induced in a rigid class D of displacements over E.
(D3) G(X) = cano(C(X)) for some canonical form function cano over F compatible to ∼.
As in Sec. 2.4, we define an efficient version of generalized closed set system S = ((F, E) , ≤ E , M F , G) with efficient oracles for ≤ E , M F and G.
By a similar construction for closed set systems, we can show analogue of Theorem 4.1 using a modification of the algorithms CloGenDFS in Sec. 4. Algorithms GetTailElement and CloGenDFS need not to be modified as in Sec. 4. We only modify the algorithm GetFirstParent in Fig. 3 by replacing line 6 of the original code with the next code:
Let f : E → E be the unique f ∈ D such that f (C(X)) = cano(C(X)) for a given rigid class D of displacements; 8: return (G(X), f (e)) = (f (C(X)), f (e)); 9: end if In the above, we see that if D is rigid then f is uniquely determined. Assume that S is accessible and D is rigid, Then, we can show that for any closed set D ∈ C (D ̸ = ⊥), if (C, f (e)) = GetFirstParent(D, M, C) with modification in Fig. 5 then C ∈ C and G(C ∪ {f (e)}) = D. From this fact, we can assign the unique parent to each closed pattern in a generalized accessible system as well. Combining above discussions with the proofs for Theorem 4.2, related lemmas, and properties (C1)-(C3) of C, we have the next theorem on CloGenDFS in Fig. 4 .
Theorem 4.3. For an efficient generalized closed set system S = ((F, E), ≤ E , M, G) with a Noetherian domain E, the family C = G(F) of all closed sets in F is polynomial-delay and polynomial-space enumerable.
Reformulating Closed Pattern Classes
Let C ⊆ F be a family of (closed) sets over a set system (F, S). We say that a closure system ((F, S), ≤ S , M, C) specifies C if C = C(F) holds.
Convex Hulls over a Set of 2D-Points.
We define a set of convex hulls.
2 be a set of points on the 2-D plane. Let F = 2 S be the family of all subsets of S. We define a mapping C : 2 S → 2 S by: for any set X ⊆ S,
where CH(X) is the convex hull of X, i.e., the smallest convex polygon containing all elements of X. We simply call CH(X) a convex hull over S. Then, the problem is, given S, to enumerate 
of 2D-points is specified by the efficient closure system ((2 E , E), ≤ E , M, C) with E = S as follows:
• ≤ E is the lexicographic ordering over R 2 .
• M is the membership oracle for 2 E .
• For every point set X, C(X) is given by the convex hull CH(X) of X.
Closed itemsets. Let E = {1, . . . , n} be a set of items and a database is a collection
We denote by C it the set of all closed itemsets in D. Then, for any itemset X ⊆ E, we can define the closure for X by simply taking the intersection C it (X) = ∩ L(X) of all transactions that X occurs. This captures C it .
Theorem 5.2. (Closed itemsets)
The class C it = C it (F it ) of all closed itemsets in a database D is specified by the efficient closure system ((
• ≤ E is the total order over E.
E is the set of all itemsets.
• M it is constant mapping that always returns 1.
• For every itemset X ⊆ E, C it (X) = ∩ L(X).
Maximal Bipartite Cliques.
It is well-known that the class C it of closed itemsets in a given transaction database D coincides the maximal bi-cliques over a special bipartite graph [30] . However, below we explicitly give an efficient closure system S for maximal bi-cliques since S it is often useful for modification with constraints. LetG = (U, V, E) be a bipartite graph with mutually disjoint vertex sets U = {1, . . . , m} and V = {1, . . . , n}, and an edge set E ⊆ U×V . A bipartite clique (bi-clique) in G is a pair (X, Y ) of subsets X and Y of U and V , resp., such that ∀x ∈ X, ∀y ∈ Y, (x, y) ∈ E. We encode a bi-clique (X, Y ) by the edge set H = { (x, y) ∈ E | x ∈ X, y ∈ Y } = X × Y of its induced graph, and write H = (X, Y ). Then, the set-inclusion ⊆ over U ×V gives the ordering over bi-cliques.
Let E = E be the base set. A bi-clique is maximal if it is not properly contained by any other bi-clique, i.e.,
We define C bc to be the set of all maximal bi-cliques in G, and
be the set of all subgraphs which are a subgraph of some bi-clique in C bc . Then, we define the closure
is shown that M B(H) is the unique maximal bi-clique containing H as subgraph.
Theorem 5.3. (Maximal bipartite cliques)
The class C bi = C(F bi ) of all maximal bipartite cliques over a given bipartite graph G = (U, V, E) is specified by the efficient closure system ((F bi , E), ≤ E , M, C) with E = U ×V as follows:
• ≤ E is the lexicographic ordering over E.
• F bi is the set of all subgraphs of G which are a subgraph of a bi-clique.
• M is the membership oracle for F bi
(Unconnected) Closed Relational Graphs.
We define the (non-connected) closed relational graph mining problem as follows [29] . Let us fix a set of vertices V = {1, . . . , n} (n ≥ 0). Let E = V 2 be the base set. A relational graph (a graph) over V is any subset R ⊆ E = V 2 of directed edges. We denote by F rg the class of all relational graphs on V . Then, the semantics of a graph P ∈ F rg in a database 
, which is the unique maximal graph in the equivalence class of graphs having the same location list. Thus, C rg = C(F rg ) [29] . Note that even if X and all graphs in D are connected, IN T (X) is not necessarily connected [29] .
Theorem 5.4. (Closed relational graphs)
The class C rg = C rg (F rg ) of all maximal relational graph in an input database D over vertex set V = {1, . . . , n} is specified by the efficient closure system ((F rg , E) , ≤ E , M rg , C rg ) with E = V 2 as follows:
• ≤ E is the lexicographic ordering over V 2 .
• F rg ⊆ 2 E is the set of all relational graph over V .
• M rg is the membership oracle for F rg .
• For every X ∈ F rg , C rg (X) = ∩ L(X).
Closed Rigid Motifs with Wildcards in a
Sequence. We study the closed pattern problem for a class of sequence patterns called rigid motifs with wildcards, which was introduced by Parida et al. [17] in 2000 and studied in [18] . The polynomial delay and space complexity for the class has been open for years and solved positively by [7] in 2005. Let Σ be an alphabet and • ̸ ∈ Σ be a wildcard. Let us fix a finite string, called an input sequence,
of length m ≤ n such that X 1 ̸ = • and X m ̸ = •. We denote by P the set of all rigid motifs over Σ ∪ {•}.
Let O = {1, . . . , n} be the domain of positions.
in Q then we write P ⊑ Q, and say that Q is more specific than P . Then, P is a maximal motif in S if there exists no properly specific Q than P that has the same location list under displacement, i.e., there is no
We denote by C rm the set of all maximal rigid motifs in S. Now, we give a generalized set system S rm = (F rm , ⊑ rm , C rm , C rm ) as follows. Let E rm = Z×Σ be the domain. We encode a motif
which is exactly a relational representation of a motif P as a partial function P : Z → Σ. Clearly, (i, We define the embedding ⊑ and the equivalence ∼ over F as follows. Let
is the unique canonical form of X such that whose indices starts with 1, i.e., min
Then, we have the following characterization: for every 1
). As intended, we see that (P, ⊑) and (F rm , ⊑ rm ) are ismorphic via [·] . Now, we give a closure mapping for C rm as follows. Let P ∈ P be a rigid motif. Based on [7] , we define the merge of motif P in S by:
where ∩ simply denotes the intersection under the setinclusion. We define the bottom by ⊥ rm = Merge(∅). Clearly, F rm forms an accessible set system.
Theorem 5.5. (Maximal rigid motifs) The class C rm = C rm (F rm ) of all maximal rigid motifs with wildcards in an input sequence S is specified by the efficient generalized closure system ((F rm , E), ≤ E , M rm , G rm ) with E = Z×Σ as follows:
• F rm ⊆ 2 E is the set of encodings for motifs in P.
• M rm is the membership oracle for F rm , i.e., M rm (X) = 1 iff X ∈ F rm for any X ⊆ E.
• For any X ∈ F rm , G rm (X) = Merge(X).
Proof. We show (D1)-(D4) hold. Since C rm ([P ]) = Merge([P ]) for any P ∈ C, we see that (C1) and (C3) hold. We have [7] . (D2)-(D4) are easily shown. 2 5.6 Closed Rigid Itemset Sequences. Parida et al. [17] also considered a closed pattern problem for the class of rigid motifs over a letter alphabet, where we call them rigid itemset sequences. They are the rigid version of sequential patterns by Srikant and Agrawal [21] . Let Σ = {1, . . . , s} (m ≥ 0) be an alphabet of items. An input sequence of length n ≥ 0 is a sequence
of m itemsets such that P 1 ̸ = ∅ and P m ̸ = ∅. We denote by P sp the set of all itemset sequence patterns. For P, Q ∈ P sp , P occurs in Q at position p if
Then, we write P ⊑ Q, and say that Q is more specific than P . As in Sec. 5.5 for rigid motifs, we similarly define the location list L(P ), the equivalence ∼, and the canonical form cano(P ) for P . Namely, P is maximal in S if there is no Q such that P Q and
We denote by C rm the set of all maximal itemset sequence patterns in S.
Then, we encode a sequential itemset pattern P = (P 1 , . . . , P m ) by the set [P ] sp = {(i, a) | i = 1, . . . , m, a ∈ P i } ⊆ Z×Σ. We denote by F sp the class of all encodings for P. For the class of 1-dim displacements D 1 , we can show that for any 1 As in Sec. 5.5, we define ⊑ and ∼ over F sp , the location list L(X), and the canonical form cano(X) for encoding X. Similarly, we define the merge of P ∈ P in S by
. F sp forms an accessible set system.
Theorem 5.6. (Closed rigid itemset sequences)
The class C sp = C(F sp ) of all maximal itemset sequence patterns in S ∈ (2 Σ ) * is specified by the efficient generalized closure system ((F sp , E), ≤ E , M sp , G sp ) with E = Z×Σ as follows:
E is the set of all encodings for P sp .
• M sp is the membership oracle for F sp .
• For any X ∈ F sp , G sp (X) = Merge sp (Q).
Closed Picture Patterns on 2-D plane.
Below, we introduce the class of 2-D picture motifs under translation and rotation. For details of the proofs, please consult [6] . Let Σ be an alphabet of letters and • ̸ ∈ Σ be a wildcard. For n ∈ N, we define [n] = {1, . . . , n}. As a domain, we consider subspace of 2-D discrete space
We denote by P = P pt the class of all picture patterns. We consider two types of (discrete) geometric transformations f : , bx + ay) , where a = cos θ and b = sin θ. G denotes the set of all geometric transformations generated by (i) and (ii) above. For a picture P ∈ P pt , we extend f ∈ G by f (P )(x, y) = P (f (x), f (y)). It is known that any f ∈ G can be completely specified by the image f (e) of a fixed unit vector e in Z 2 , e.g., e 1 = ((0, 0), (1, 0)). We write P ∼ Q if P = f (Q) for some f ∈ G.
Let us fix an input picture S : called a occurrence of P . The location list for P in S is the set L(P ) = { f ∈ G | P occurs in S via f }. If P occurs in Q by some f then we write P ⊑ Q, and say that Q is more specific than P . Then, pattern P ∈ P pt is closed in S if there exists no properly specific Q than P that has the same location list to P , i.e., no Q such that P Q and L(P ) = g(L(Q)) for some g ∈ G, where g(F ) = { f • g | f ∈ F } for F ⊆ G. Let C pt be the set of all closed rigid motifs in an input picture S. Now, we give a generalized set system S pt = (F pt , ⊑ pt , C pt , C pt ) as follows. Let E = Z 2 × Σ be a domain. We encode a picture pattern P : The sequential code for X ∈ F pt , denoted by code(Q), is the sequence of the triples in X obtained by scanning pixels of P , e.g., in the left-to-right and the bottom-to-top order. Using the lexicographic order < lex on Z 2 × Σ, we define the canonical form of P by cano(P ) = min < lex { code(Q) | P ∼ Q, min x dom(Q) = min y dom(Q) = 1}, where min x S = min{x | (x, y) ∈ S } and min y S = min{ y | (x, y) ∈ S } for finite S ⊆ E.
Clearly, F pt forms an accessible set system. Then, we define the merge Merge pt : F → F for pictures as follows. For any picture P , the merge Merge pt (P ) is defined by the intersection of inverse images by L(P ) Merge pt (P ) = cano
Lemma 5.2. ( [6] ) For any picture P ∈ F pt with L(P ) ̸ = ∅, Q = Merge pt (P ) is the unique most specific pucture pattern within C pt such that L(P ) = g(L(Q)) for some g ∈ G. Moreover, C pt = Merge pt (F pt ). • ≤ E is the lexicographic ordering over E.
• F pt is the set of all canonical encoding for picture patterns in F pt .
• M pt is the membership oracle for F pt
• For any X ∈ F pt , G pt (X) = Merge pt (X).
Summary of the results.
Applying our main theorem, we have the following result. [7] ), maximal rigid itemset sequences [17] (new result) picture patterns on 2-D plane (new, [6] )
Conclusion
This paper studied the closed set mining problem in an abstract framework, called accessible set systems, and show an efficient polynomial-delay and polynomialspace algorithm for the problem. This result improves the space complexity of the previous research [9] exponentially in the worst case. We also presented applications of the proposed method to a variety of closed pattern mining problems for semi-structured data. Garriga, Khardon, and deRaedt [12] studied the polynomial-delay and polynomial-space algorithms in the context of closed pattern mining in First-order logic based on intersection of models and graphs. It is a future research to compare two approaches.
In this paper, we mainly studied a group of pattern classes called rigid patterns [3, 4, 6, 7, 12, 17, 18, 22] , with closure mappings C. On the other hand, although classes of flexible patterns [5, 28, 27] have no notion of
