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Resumen. El artículo presenta la descripción y 
posterior aplicación de una metodología de Redes 
Neuro-Difusas aplicadas al problema de predicción 
de series de tiempo en el mercado de capitales de 
corto plazo. Estas aplicaciones proporcionan cri-
terios de referencia para inversión especulativa en 
la bolsa de valores de Colombia, en la medida que 
complementan la realización de análisis técnicos y 
fundamentales. La aplicación presentada en este ar-
tículo se fundamenta en una herramienta basada en 
el modelo ANFIS (Adaptive Neuro-Based Fuzzy In-
ference System) la cual está disponible en lenguaje 
MATLAB, con utilidad en el pronóstico de series de 
tiempo. La herramienta aquí empleada se apoya en 
métodos heurísticos que combinan redes neuronales 
y lógica difusa, en las cuales se definen la cantidad 
y tipo de funciones de pertenencia de las variables 
de entrada. El decisor puede confiar en la efectividad 
de la predicción gracias al método de cálculo de los 
errores residuales. También se realizan comparacio-
nes con otras medidas como el error medio cuadrá-
tico y las desviaciones estándar del pronóstico, que 
son directamente calculados desde los modelos pro-
puestos.
Palabras clave: Pronósticos, Series de Tiempo, In-
certidumbre, Redes ANFIS, Redes Neuro-difusas, 
Análisis Bursátil
Abstract. The article presents the description and 
subsequent application of a methodology of networ-
king Neuro-Difuse applied to the problem of time 
series forecast in short-term capital market. These 
applications provide benchmarks for speculative in-
vestment in the stock exchange in Colombia, to the 
extent that complement technical and fundamental 
analysis. The application presented in this article 
is based on a tool based on the ANFIS (Adaptive 
Neuro-Based Fuzzy Inference System) model which 
is available in MATLAB language, useful in time-se-
ries forecasting. The tool used is based on heuristic 
methods that combine neural networks and fuzzy lo-
gic, which define the amount and type of membership 
of the input variables functions. The decision-maker 
can rely on the effectiveness of the prediction due to 
the method of calculation of the residual error. Com-
parisons are also made with other measures such as 
the mean square error and the standard deviations of 
the prognosis, which are directly calculated from the 
proposed models.
Keywords: Forecasting, time Series, uncertainty, 
networks ANFIS, Neuro-fuzzy networks, stock mar-
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1. INTRODUCCIÓN
El mercado accionario colombiano constituye la 
motivación para abordar la realización del presente 
artículo, específicamente relacionado con el pronós-
tico del precio de acciones en el corto plazo. Bajo 
la suposición de que los eventos futuros contienen 
información y características del comportamiento pa-
sado, el objetivo de estos pronósticos es identificar 
patrones relacionados con ocurrencias previas y así, 
proporcionar una idea del comportamiento futuro del 
precio [1], [2]. Es evidente que para obtener ganan-
cias en el mercado bursátil se requiere comprar una 
acción a un precio dado y venderla cuando haya al-
canzado un precio superior; por tanto, es importante 
en esta clase de inversión predecir con altas proba-
bilidades de certeza que una acción subirá de precio 
en un periodo de tiempo razonable para entonces 
venderla y ganar utilidades [2], [3].
Una de las principales dificultades en el pronóstico 
de precios de acciones es la gran cantidad de ele-
mentos y variables que parecen influir sobre el com-
portamiento del mercado, pero ante el supuesto de 
que la información del pasado proporciona elemen-
tos de pronóstico, es posible identificar tendencias 
futuras en las series de tiempo [4], [5].
Esta situación constituye una motivación importante 
para presentar los resultados de esta investigación, 
en la que se utilizan las funciones Anfis y Fuzzy de 
Matlab [6], [7], [8], a través de una aplicación donde 
los pronósticos son usados principalmente, para ha-
cer insinuaciones del comportamiento futuro de un 
sistema y apoyar los procesos de planeación y toma 
de decisiones.
La primera parte de este artículo enuncia las princi-
pales estrategias de análisis bursátiles y enuncia los 
índices sobre los que se realiza una toma de decisio-
nes por parte de agentes especulativos, con especial 
énfasis en la Bolsa de Valores de Colombia.
La segunda parte del artículo proporciona una des-
cripción de la metodología ANFIS para pronósticos 
de series de tiempo y provee una reflexión específi-
ca acerca de la conveniencia de la utilización de los 
modelos ANFIS para la realización de predicciones. 
Lo anterior incluye una descripción de los diferentes 
indicadores que permiten razonar sobre la efectivi-
dad de los pronósticos.
La tercera parte del artículo presenta una aplicación 
de la metodología en el caso específico de la Bolsa 
de Valores de Colombia, a través de la herramienta 
Anfis y Fuzzy de Matlab [6], [7], [8] con lo que se 
proporcionan soportes para para utilizar redes neu-
rodifusas en la tarea de pronósticos.
Algunas conclusiones y futuros trabajos relaciona-
dos con esta área de investigación se presentan al 
final del artículo.
2. ESTRATEGIAS DE ANÁLISIS BURSÁTIL
A lo largo del tiempo, uno de los principales deba-
tes en el análisis del mercado financiero ha sido la 
relativa validez de dos de los métodos de análisis 
más usados: fundamental y técnico [2], [9], [10]. Pero 
aunque existe un punto claro de diferenciación en-
tre ambas teorías, porque el análisis fundamental 
estudia las causas de los movimientos del mercado, 
mientras que el técnico estudia los efectos de esos 
movimientos, se ha sugerido que la combinación de 
ambos enfoques constituye una buena estrategia de 
análisis bursátil [11].
Sin embargo, el análisis de acciones con propósitos 
de inversión es una actividad difícil y ningún método, 
por complejo o completo que sea, elimina el riesgo 
inherente a esta clase de inversiones [12]. Si el inver-
sionista tuviera certeza sobre las circunstancias que 
existirán en un tiempo dado, la preparación de un 
pronóstico sería trivial, pero dado que la incertidum-
bre es un elemento que siempre va a estar presen-
te en situaciones de pronósticos, los investigadores 
desarrollan diferentes metodologías que permitan 
reducir dicho riesgo, algunas basadas en matemáti-
cas o estadísticas, y otras con teorías más complejas 
que involucran modernos sistemas computaciona-
les como redes neuronales, lógica difusa, sistemas 
neurodifusos, programación genética y evolutiva y la 
teoría del caos, herramientas enmarcadas en el pa-
radigma de la Inteligencia Artificial [5], [13], [14], [15], 
[16], [17], [18], [19].
Como se indicó inicialmente, existen muchos méto-
dos que buscan dar información que oriente la difícil 
decisión de qué acción comprar o vender y cuándo 
hacerlo [5]. Los dos acercamientos principales para 
el estudio del mercado bursátil se explican en las 
subsecciones siguientes.
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2.1 Análisis fundamental
El método consiste en conocer y evaluar la situación 
financiera de los mercados, tanto en el entorno ma-
croeconómico como en las condiciones microeco-
nómicas de cada empresa cotizante en la bolsa de 
valores [10].
El uso de este método involucra factores de diversa 
índole que pueden afectar potencialmente la oferta y 
demanda de acciones. Algunos son: [20], [21], [22]
• Económicos: PIB, inflación, tasa cambiaria de 
pesos a dólares, tasas de interés, circulante, 
precio internacional del petróleo, rendimiento 
de otras alternativas de inversión [12].
• Políticos: regulación gubernamental [12].
• Psicológicos: ánimo de los inversionistas, in-
certidumbre [12].
• Características de la empresa: análisis de es-
tados financieros, utilidades, índices [12].
• Análisis estratégico de la empresa: productos, 
accionistas, planes de expansión, competen-
cia, tecnología [12], [23].
Dentro de las limitaciones del Análisis fundamental 
se destacan el retraso en la publicación de los balan-
ces y cuentas de resultados (trimestre vencido se-
gún la legislación colombiana) de las sociedades que 
cotizan en bolsa, lo que constituye una importante 
limitación toda vez que los estados financieros son la 
base para el análisis fundamental [9], [24].
2.2 Análisis técnico
Los análisis técnicos estudian directamente los mo-
vimientos que se producen los mercados de accio-
nes, observando exclusivamente la evolución de las 
cotizaciones a lo largo de un periodo de tiempo, a fin 
de predecir futuras tendencias. Este tipo de análisis 
tuvo sus orígenes a finales de 1880 y fue introducido 
por Charles H. Dow [12], [25].
El análisis técnico hace, por tanto, una interpretación 
de los precios históricos de las acciones como ele-
mento predictivo de su comportamiento futuro. Su 
argumento es la formación de los precios mediante 
interacciones y relaciones entre la oferta y deman-
da (comportamiento humano), las cuales pueden 
ser descompuestas en patrones que identifican las 
tendencias y con ello el comportamiento futuro [21], 
[26]. El análisis técnico se basa en varios postula-
dos y se puede apoyar en el uso de herramientas de 
análisis como los gráficos de volumen y el manejo de 
indicadores [11], [22], [24]:
• Sostener que los fenómenos de la bolsa refle-
jan el sentimiento y la actitud de grupos huma-
nos. Se sabe que el comportamiento individual 
es impredecible, pero que puede predecirse 
cuando forma parte de un grupo [21].
• Establecer que entre el mediano y el largo pla-
zo, los movimientos de los precios de una emi-
sora y de los índices bursátiles no son alea-
torios o desordenados, sino que tienen una 
estructura con una lógica propia, de tal manera 
que forman patrones repetitivos que permiten 
entenderlos y predecir lo que vendrá [5], [11].
• Postular que no se tiene que conocer la causa 
de un fenómeno del mercado para poder enten-
derlo y que por tanto, puede predecirse lo que 
con mayor probabilidad resultará en el corto, 
mediano o largo plazo, conociendo solamente 
los precios históricos de la acción [10], [11].
El elemento básico de análisis es la curva de coti-
zaciones [25], que permite conocer la evolución de 
un título a través del tiempo y, mediante la interpre-
tación de las líneas y figuras que se forman, identi-
ficar tendencias y patrones del precio [27]. Una de 
las grandes ventajas del análisis técnico es que se 
adapta prácticamente a cualquier entorno operativo 
y dimensión de tiempo, pero también se ha cuestio-
nado la validez de sus postulados [28].
Con base en el análisis técnico, en Colombia una 
buena parte de los analistas bursátiles aplican con 
entusiasmo el uso de reglas técnicas, como los so-
portes y resistencia, líneas de tendencia, medias 
móviles, velas japonesas, convergencia y divergen-
cia entre medias móviles y otros [5], [12]. Puede 
accederse a una explicación detallada de estos in-
dicadores en Marín y Muñoz [20]. Dichos indicado-
res suelen mencionarse en algunos sitios locales de 
información financiera, así como en informes sobre 
referencias de comisionistas y analistas bursátiles 
[1], [29].
2.3 Caso colombiano
En Colombia es fácil identificar dos períodos de evo-
lución del mercado bursátil [20]. El primero de ellos, 
que va desde 1950 hasta la segunda mitad de los 
ochenta, se caracteriza por un continuo deterioro de 
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los indicadores utilizados para su medición. En el se-
gundo, que coincide con la década de los 90 se ha 
registrado una mejoría, no obstante, este cambio en 
la tendencia ha sido insuficiente para modificar el re-
lativo atraso en el contexto internacional [23].
Los años noventa se caracterizaron por un gran di-
namismo de las transacciones bursátiles en los de-
nominados “mercados emergentes”. Este dinamismo 
se acompañó de un intenso proceso de reformas 
económicas y de un incremento sustancial de los 
flujos de capital provenientes de los países industria-
lizados [20], [26]. Colombia no fue la excepción a la 
regla, pero debido a su concentración, su tamaño, su 
falta de liquidez y el interés de los inversionistas en 
unas pocas acciones, mantiene todavía un notable 
rezago frente a otros países en desarrollo [30], que 
ha venido creciendo significativamente en el perio-
do 2001-2013 con un repunte del IGBC en más del 
1400% desde su creación en julio de 2001 [29]. Sin 
embargo, en los últimos años, los operadores del 
mercado accionario han preferido fundamentar su 
toma de decisiones a partir del análisis de los otros 
dos indicadores de la bolsa de valores, correspon-
dientes al índice COLCAP y el índice COL-20 [29], 
los cuales reflejan mayor calidad en el comporta-
miento de las cotizaciones. Lo anterior se ha dado 
por el gran peso de acciones del sector energético 
y de commodities, cuyas empresas no cotizaban en 
bolsa al momento de la fundación de la BVC en el 
año 2001 [28].
En el medio colombiano, el análisis fundamental es 
la técnica más conocida y utilizada para entender la 
bolsa y también el juicio de analistas juega un papel 
determinante [22], [31], por cuya razón, el campo de 
investigación de herramientas técnicas para el aná-
lisis y pronóstico del mercado accionario constituye 
una inmensa motivación para la aplicación de herra-
mientas y metodologías avanzadas en el pronóstico 
de series de tiempo [2].
3. SISTEMA DE INFERENCIA NEURONAL 
ADAPTATIVO (ANFIS)
ANFIS es una red adaptativa que representa la im-
plementación del modelo de inferencia difuso Takagi-
Sugeno [17], cuya estructuración ha sido propuesta 
por Jang [15] y ha sido ampliamente trabajada por la 
comunidad de científicos de los sistemas difusos y 
los sistemas neuronales [4], [13], [14], [20], [30], [32], 
[33], [34], [35], [36], [37].
La filosofía de ANFIS consiste en predecir el valor en 
el tiempo x=t+P de la serie desde el punto x=t, a par-
tir de unas entradas que resultan del mapeo de pun-
tos en la serie apartados o rezagados en un espacio 
de tiempo ∆, empleando una red neuronal construida 
con una arquitectura determinada arbitrariamente 
(por ejemplo, 4 entradas y 2 funciones tipo campana 
cada una) [15], [38]. Los resultados de estas predic-
ciones se pueden comparar con otros modelos de re-
des neuronales y/o otras metodologías estadísticas 
regresivas como ARMA o ARIMA [39], [40].
3.1. Redes adaptativas
Las redes adaptativas corresponden a aquellas es-
tructuras de varias capas compuestas de un con-
junto de nodos conectados a través de enlaces, 
donde cada nodo es una unidad de procesamiento 
que desempeña una función sobre la señal recibida 
para generar otra de salida [14], [20], [41]. Cada en-
lace indica la dirección del flujo de la señal desde un 
nodo a otro, estos son adaptativos (con función pa-
rametrizada) cuando además de la señal o señales 
recibidas, dependen de un conjunto de parámetros 
o valores asociados para generar la salida, o nodos 
no-adaptativos (sencillos) cuando solo necesitan las 
entradas [26], [39].
Esta estructura proporciona las siguientes ventajas:
• Se utilizan algunas metodologías y procedi-
mientos típicos de las redes neuronales para 
el ajuste de sus parámetros, es decir, se confi-
guran los parámetros de las funciones de per-
tenencia y consecuencia mediante estrategias 
de entrenamiento [27], [36].
• Se pueden construir modelos a partir de pares 
de datos entrada/salida, reduciendo conside-
rablemente el tiempo de modelamiento y los 
requerimientos de expertos [38].
A diferencia de las redes neuronales artificiales, la 
red adaptativa no tiene pesos sinápticos y presenta 
la ventaja de tomar el esquema y arquitectura de un 
Sistema de Inferencia Difusa para poder aplicar me-
todologías conocidas de entrenamiento y ajuste de 
sus parámetros [30], [37].
3.2. Descripción de ANFIS
ANFIS es considerada una red adaptativa y, como se 
mencionó, es la adaptación del sistema de inferencia 
difuso Takagi-Sugeno [17], [38]. La figura 1 represen-
ta una arquitectura ANFIS de dos entradas, cada una 
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con dos funciones de pertenencia conformando en 
total cuatro reglas difusas, además, el esquema de 
partición del espacio de entrada [4], [15].
Una ventaja de usar las redes ANFIS radica en que 
se pueden construir modelos a partir de pares de 
datos entrada/salida, reduciendo considerablemente 
el tiempo de modelamiento y los requerimientos de 
los conocimientos de expertos. En el caso de dos 
entradas (x, y), ANFIS tiene predefinida la siguiente 
topología, donde se denota la salida del nodo i en la 
capa 1 [15] según se presenta en (1).
Capa 1: Calcula los grados de pertenencia para la 
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presenta la función de pertenencia de la entrada a 
la variable lingüística Ai [38]. Usualmente se usa la 




















En (2), ai, bi, ci son parámetros de la función y son co-
nocidos como los parámetros de premisa. La figura 2 
proporciona una ilustración sobre la naturaleza de la 
difuminación de entradas, empleando la formulación 
(2). La representación de los conjuntos difusos me-
diante funciones de pertenencia de los modelos que 
tienen como entradas el valor de la serie de tiempo, 
que más adelante se aplicará a los precios de la bol-






















sa de valores. Dichos conjuntos se configuran como 
variables con dos funciones de pertenencia (dos 
conjuntos difusos) etiquetados como precio bajo y 
precio alto. También es posible configurar las varia-
bles con tres conjuntos difusos como precio bajo, 
medio y alto.
Es importante aclarar que en el campo de las aplica-
ciones de los sistemas de redes neuronales, resul-
ta importante la trasformación y manipulación bien 
sea algebraica o estadística de los datos de entrada. 
Este enfoque de preprocesamiento de datos incluye 
la transformación y normalización como los métodos 
más conocidos [43]. Pero en el caso de los Sistemas 
de Inferencia Difusos, este procedimiento es opcio-
nal ya que como característica de las funciones de 
pertenencia, estas permiten utilizar datos convencio-
nales o concretos y operar en el esquema planteado 
de difuminación en la Capa 1 de ANFIS [44], [45].
Capa 2: Los nodos en esta capa son no-adaptivos. 
En esta capa se generan los pesos de disparo. Es 
posible calcularlos como la relación entre las seña-




En la figura 1, cada nodo está etiquetado con Π, indi-
cando que puede escogerse una T-Norma para mo-
delar el operador lógico “&” [17], [46], que permitirá 
procesar los datos en las capas 3 y 4.
Capa 3: Los nodos en esta capa son no-adaptativos 








Capa 4: Sus nodos son adaptativos, cuya salida 
es el producto del nivel de disparo normalizado y la 
combinación lineal de las entradas [15], [38]:
),(4 iiiiiii ryqxpwfwO ++== (5)
Donde pi, qi, ri son los parámetros consecuencia. 
Para este caso, en el sistema de inferencia difuso 
tipo Takagi-Sugeno con dos entradas (x, y), las re-
glas que se generan, son del tipo:
Si x = Ai & y = Bi, entonces fi = pi·x +qi·y+ri
Capa 5: Con un único nodo no-adaptativo que calcu-
la la salida total del sistema [15], [20]:
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De este modo se ha descrito la metodología de apli-
cación de una Red Neuronal Artificial (RNA) cuya 
funcionalidad es equivalente a la de un Sistema de 
Inferencia Difuso, con lo cual pueden aplicársele to-
dos los algoritmos de entrenamiento propios de las 
RNA tradicionales [47].
3.2.1 Selección de las variables de entrada a las 
capas de entrenamiento.
Debido a la existencia de algunas dificultades rela-
cionadas con la determinación del mejor modelo de 
ajuste (puesto que en algunas etapas del modela-
miento suelen recurrir al método de ensayo y error), 
se propone utilizar una búsqueda en la fase de deter-
minación de entradas y características de los conjun-
tos difusos en la metodología ANFIS [20].
Las entradas x e y que se muestran en la figura 1 
se consideran como un conjunto de entradas can-
didatas. Las mismas se distribuyen en un mapeo de 
D puntos de la serie de tiempo espaciados Δ para 
predecir el valor futuro Zt+Δ [38]:
[ Zt-(D-1)Δ , Zt-(D-2)Δ , ... , Zt-Δ , Zt ]  →  Zt+Δ (7)
A partir de las entradas de esta matriz se tiene que 
del formato anterior con n datos, resultan n-D × Δ 
nuevos datos. Así, al aplicar (7) se tiene el nuevo 
formato de los datos, en forma matricial para el caso 
de pronósticos a corto plazo. Debe considerarse un 
conjunto de entradas candidatas, en este caso, de-
terminadas a partir del método estándar [15], [38], el 
cual consiste en crear un mapeo de D puntos de la 
serie de tiempo espaciados Δ para predecir el valor 
futuro Zt+Δ. Por ejemplo, para 1 día (Δ=1) o para 10 
días (Δ=10) definiendo D=4, como el número desea-
do de entradas candidatas [20], esto es:






































Pronóstico a 10 días
Cada fila en el ejemplo de formulación (8) y de la for-
mulación (9) representa un dato de la serie de tiem-
po, donde el último elemento de la fila es el valor de 
salida deseado. Cada columna es considerada como 
el conjunto de datos de una variable, en este caso 
Zt-3, Zt-2, Zt-1 ó Zt, con variable salida Zt+1 en la última 
columna.
Una vez determinada la cantidad de entradas can-
didatas y su respectivo conjunto de datos, es im-
portante identificar cuáles son las más relevantes y 
remover aquellas que dependan de otras haciendo 
el modelo más conciso, reduciendo también el tiem-
po para la construcción del sistema, especialmente 
en lo referente al tiempo de entrenamiento de la red 
neuronal [38].
3.2.2 Validación de los pronósticos mediante es-
tadísticos de ajuste y errores.
Como se ha explicado, la metodología ANFIS invo-
lucra un análisis previo de la serie, que consiste en 
adaptar el modelo de capas, ajustar los parámetros 
de entrenamiento y la configuración de las entradas 
para entrenamiento de la red neuro-difusa [46]. Para 
efectos prácticos, se sugiere tomar aproximadamen-
te el 80% de los datos para ajustar el entrenamiento 
de las neuronas en las capas 3, 4, 5 y el restante 
20% para validar el modelo de pronóstico [20], [26]. 
Esto se hace con el fin de generar modelos confia-
bles desde el punto de vista del ajuste del modelo en 
un trabajo de validación.
El análisis descriptivo de una serie de tiempo com-
prende la estimación de los estadísticos básicos de 
la serie y el análisis en el gráfico de Zt vs. t. En la 
predicción del mercado de acciones la forma deter-
minística de las series de tiempo se ven alteradas 
por una componente aleatoria y no muestra valores 
atípicos ni ninguna componente estacional, es decir 
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Es conveniente medir la capacidad que tiene ANFIS 
para explicar el comportamiento de la serie de tiem-
po y así, tener una perspectiva de la calidad de los 
pronósticos que puede generar cada modelo [48]. 
Con este fin comparativo, se emplean estadísticos 
de ajuste, que al medir qué tan bien se ajustan las 
observaciones a la relación funcional, actúan como 
medidas de error [20]. Los estadísticos que se calcu-
lan son [6], [33], [49]:
• RMSE, raíz del error cuadrático medio del pro-
nóstico.
• s, desviación estándar de los errores.
La metodología ANFIS también sugiere examinar los 
residuales, es decir, la diferencia entre los valores 
estimados y los reales de la serie, con los cuales se 
elaboran algunos estadísticos que permiten compa-
rar la calidad de los pronósticos generados por el 
modelo [15], [33], [38], [49]. Para verificar si los resi-
duales son ruido blanco se analiza la varianza de los 
errores, la cual puede considerarse constante y con 
una distribución aleatoria [9], [44]. Si se satisface que 
los residuos son realmente ruido blanco el modelo 
es apropiado; de lo contrario, debe considerarse otro 
modelo e iniciar nuevamente el proceso [20], [33].
4. HERRAMIENTA COMPUTACIONAL
Los modelos descritos se han implementado en len-
guaje MATLAB, utilizando algunos comandos de la 
toolbox de sistemas de inferencia con lógica difusa 
[8] y las funciones de entrenamiento para sistemas 
ANFIS y Takagi-Sugeno [6], [7]. La ejecución del 
algoritmo se realiza en un ordenador personal, con 
versión Matlab 7.2® y cuyo hardware corresponde a 






























3 funciones de Pertenencia2 funciones de Pertenencia
Fig. 2. Difuminación de entradas en la capa 1 con función tipo campana
memoria RAM. Para la evaluación de los modelos se 
implementó una función en lenguaje MATLAB, cono-
cida con el nombre de “pronóstico”.
4.1 Configuración básica de la herramienta
El procedimiento toma aproximadamente 6 segundos 
para generar 16 reglas difusas tipo TS especificadas 
en la ecuación (5), compuestas por 64 parámetros 
(incluyendo 48 parámetros lineales y 16 no lineales). 
En esta función se escribe entre paréntesis el núme-
ro de días que se desea conocer la rentabilidad de 
una serie de tiempo. ANFIS es muy útil para calcular 
rentabilidades en el corto plazo (entre 1 y 15 días). 
Para facilitarle el proceso al decisor, el modelo AN-
FIS, se ha pre-ajustado con un modelo de pronóstico 
de 4 particiones difusas para los parámetros de en-
trada de la serie de tiempo, así: 
• Particiones difusas en la Capa 1 = 3. La difu-
minación de la entrada se realiza como precio 
alto, medio, bajo, según la ecuación (1). La fi-
gura 2 proporciona un ejemplo de tal represen-
tación conceptual de la información en el sis-
tema, donde la entrada es la variable precio.
• Tipo de Funciones de Pertenencia = Campana. 
Según la ecuación (2), de acuerdo al ejemplo 
de la figura 2.
• Número de entradas candidatas = 4. Según las 
ecuaciones (7) y (8). 
• A partir del ensayo y error, se encontró que 
esta combinación garantiza resultados certe-
ros, con menor tiempo de procesamiento com-
putacional, y también es empleada en proce-
dimientos de pronóstico similares [1], [20]. No 
obstante, la función programada con las herra
19Aplicación del modelo ANFIS para predicción de series de tiempo
Application of the ANFIS for time series prediction
Lámpsakos | No. 9 | enero-junio 2013
mientas Anfis y Fuzzy de Matlab permite una 
configuración de acuerdo a las preferencias 
del usuario [7], [8].
4.2 Selección de las entradas de entrenamiento y 
particiones difusas
La función “pronóstico” también permite calcular 
el error que arroja cada posible modelo de entra-
das (Error RMSE), y selecciona la combinación de 
entradas con mejor desempeño, para conformar la 
matriz con las entradas candidatas de (8). La figura 
3 presenta un ejemplo del cálculo de las entradas y 
errores en el entrenamiento de la red en la serie de 
tiempo del índice COLCAP. Se escoge la configura-
ción con el menor error RMSE. 
Según se mencionó previamente en la sección 3.2.1, 
el método se fundamenta en la ejecución de varios 
modelos con una época de entrenamiento del mé-
todo híbrido. En la figura 4 se presenta la ejecución 
del programa en Matlab para determinar el modelo 
ANFIS con el menor error RMSE de entrenamiento. 
Esta medida estadística constituye una herramienta 
para comparar la precisión obtenida con diferentes 
modelos, que deben analizarse conjuntamente para 
evitar tomar conclusiones erradas [20].
Como se consideraron cuatro entradas candidatas 
(D=4), al aplicar la Eq. (8) resultan los modelos por 





















































Errores de las Entradas de entrenamiento. Modelo Difuso con  4FdP de Tipo gaussmf
Fig. 3. Error RMSE de las entradas candidatas según entrena-
miento con 3 FdP Gaussianas para la serie COLCAP
5. CASO APLICATIVO EN LA BOLSA DE VALORES 
DE COLOMBIA
El pronóstico de la tendencia, precio y rendimiento 
de un índice bursátil o de las acciones del mercado 
de valores es un tema de gran importancia, con todo, 
resulta difícil realizar pronósticos confiables debido 
a la complejidad del mercado de valores [2]. El caso 
de estudio se aplica sobre las series de tiempo rela-
cionadas con acciones muy representativas del mer-
cado bursátil colombiano. Se elegirá la predicción de 
la rentabilidad en dos días mediante pronóstico del 
comportamiento del índice COLCAP. El mismo ejer-
cicio se realiza para tres empresas específicas (ISA, 
Ecopetrol, Bancolombia), con peso importante en el 
comportamiento del COLCAP. 
Los datos oficiales de precios de las acciones y de 
los índices de la BVC pueden ser obtenidos a través 
de las páginas de comisionistas bursátiles. De esta 
manera, un inversionista que desee entrar en la es-
peculación del mercado bursátil en el corto plazo po-
drá obtener referencias sobre la posible rentabilidad 
de su inversión en periodos cortos (hasta 15 días). 
Para este caso de estudio se elige la información ofi-







Fig 4. Cálculo de los ajustes del modelo ANFIS, con la función 
“pronóstico”
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Fig. 5. Pronóstico del modelo ANFIS para el día 27 de septiembre de 2013 (∆ = 2 días)
5.1 Pronóstico del comportamiento de valores 
en la Bolsa
A continuación se toman las comparaciones de pre-
cios de acciones, en los periodos comprendidos en-
tre el 14 de enero de 2008 y el 25 de septiembre 
de 2013, correspondiente al periodo de vigencia del 
índice COLCAP (esto equivale a una serie de tiempo 
con 1393 datos). Este ejercicio es muy interesante 
debido a la altísima volatilidad que se ha presentado 
en la Bolsa de Valores de Colombia, incluyendo la 
crisis económica mundial en el mes de octubre del 








∆ = 1 día ∆ = 2 días ∆ = 10 días
Pronóstico RMSE Real Pronóstico RMSE Real Pronóstico RMSE Real
COLCAP 1392 1111 1774 21,7 1765 1763 30,4 1768 1716 59,9 1757
ISA 1391 1115 9699 126 9620 9835 246 9700 9374 438 9480
ECOPETROL 1397 1116 4483 81 4435 4460 107 4425 4670 342 4355
BANCO-
LOMBIA 1397 1116 27553 567 26960 27692 689 26760 27129 1312 26640









































































año 2008. En la figura 5 se presentan las series de 
tiempo que se analizan con ANFIS. La Tabla 1 rela-
ciona las series contempladas como casos de análi-
sis para la construcción de los respectivos modelos 
y la cantidad de datos a utilizar, así como los resulta-
dos obtenidos en el pronóstico.
El comando “pronóstico” requiere que el archivo 
de alimentación de la serie de tiempos esté ordena-
do cronológicamente, con el valor desde el primer 
día hasta el día con que se cuenta la información 
histórica. 
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Obsérvese que el modelo hace un muy buen segui-
miento de la tendencia de la serie de tiempo. El mo-
delo predice una leve valorización del 0.68% índice 
COLCAP para el día 2. Como información de refe-
rencia, el día 27 de septiembre de 2013, el índice 
COLCAP cerró con un valor de 1768 puntos [29]. 
Los correspondientes valores se han registrado en 
la Tabla 1.
Un inversionista especulativo podrá decidir si com-
prar o vender sus participaciones en ISA, Ecopetrol 
y Bancolombia, si con anticipación conoce la valori-
zación (o desvalorización) que se espera de las mis-
mas en el corto plazo.
5.2 Validación del pronóstico
Al momento de analizar la serie de tiempo, la meto-
dología ANFIS sugiere examinar los residuales, para 
comprobar la validez del modelo. Si se satisface que 
los residuos son realmente ruido blanco, el modelo 
es apropiado; de lo contrario, debe considerarse otro 
modelo e iniciar nuevamente el proceso [6], [38]. El 
cálculo de los residuales, es decir, de la diferencia 
entre los valores estimados y los reales de la serie 
con los cuales se elaboran algunos estadísticos, son 
utilizados como parámetros de comparación de la 
calidad de los pronósticos generados por la metodo-
logía ANFIS [49].
En la figura 5 se evidencia ruido blanco a lo largo 
de toda la serie de tiempo, incluyendo las fechas de 
altas coyunturas (por ejemplo, el mes de octubre de 
2008), pues se observa que la franja de error oscila 
entre ±50 puntos (aproximadamente 5% de toleran-
cia). Este indicativo permite concluir que el modelo 
ANFIS puede ser efectivo para pronósticos de muy 
corto plazo (1 a 5 días).
Como dato adicional, la función “pronóstico” 
también permite calcular los siguientes indicadores 
de error, mencionados en la sección 3.2.2 y en la 
Tabla 1. Para el caso particular del índice COLCAP 
en el periodo ∆ = 2:
• Desviación estándar (s) = 31,1
• Raíz del error cuadrático medio del pronóstico 
(RMSE) = 30,4
Estas medidas de error permiten efectuar compara-
ciones entre uno o más sistemas de pronósticos. Lo 
anterior permitirá concluir que el mejor sistema de 
pronósticos es aquel que presenta menores valores 
de dichos estadísticos. Para mayores referencias es 
posible consultar trabajos especiales como [1], [20], 
[34], [36] en los que se realizan aplicaciones de com-
paración de los errores entre técnicas de pronóstico 
autorregresivas como ARIMA, las cuales se compa-
ran con técnicas heurísticas como las redes neuro-
nales y/o los sistemas ANFIS. Dichos trabajos han 
demostrado que en muchos casos, se obtienen me-
didas de error menores con modelos ARIMA en pro-
nósticos de largo plazo, pero mejores rendimientos 
con ANFIS en pronósticos a corto plazo (1 ó 2 días).
A partir de la Tabla 1, se observa que el pronóstico 
para el día ∆ = 2 (o sea, para el 27 de septiembre de 
2013) se expresará como: 
Valor = Pronóstico (27 septiembre) ± RMSE (10)
En este caso particular, se confirma que el pronósti-
co de rentabilidad se ha ajustado adecuadamente a 
la realidad, al observarse en la Tabla 1 una predic-
ción del COLCAP a 1763 puntos con RMSE de 30 
puntos. El dato real del COLCAP fue de 1768 pun-
tos, con lo que la predicción se ajusta a la ecuación 
(10). Similares casos se presentan para el caso de 
pronósticos a ∆ = 1 día y ∆ = 10 días, por lo que la 
predicción se sitúa dentro de los límites diagnostica-
dos por el modelo.
Un comentario positivo, tiene que ver con el hecho 
que estos tres títulos se desvalorizaron en el mismo 
periodo que se evidenció una renta positiva del índi-
ce COLCAP (Tabla 1), a pesar de ser acciones con 
altísima participación en la conformación del índice. 
Lo anterior demuestra la versatilidad del modelo de 
predicción.
5.3 Generación del modelo difuso tipo Takagi-
Sugeno
Una importante aplicación de la función “pronós-
tico” tiene que ver con la posibilidad de generar un 
modelo difuso Takagi-Sugeno, con sus respectivas 
reglas, para futuros estudios y análisis de la serie de 
tiempos. 
El comando fuzzy de Matlab permite visualizar el mo-
delo difuso que se genera al momento de calcular 
el modelo ANFIS [6], [7], [8]. Como información, el 
modelo que se genera no es de tipo lingüístico (Man-
dani). La figura 6 ilustra las 16 reglas difusas del tipo 
Takagi-Sugeno (TS), así como la respectiva super-
ficie del modelo para el entrenamiento de la capa 5 
de ANFIS. 
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La estructura de la red ANFIS generada para calcu-
lar las predicciones de la serie de tiempo se ilustra 
en la Figura 7.
Obsérvese que en la relación de capas, constituidas 
por las siguientes componentes, la capa 3 contiene 
el conjunto de 16 reglas TS que permiten entrenar 
las redes neuronales de las capas 4 y 5, las cuales 
permiten obtener el pronóstico definitivo.
5.4 Discusión
El análisis técnico apoyado en redes ANFIS permite 
comprender la dinámica de los mercados bursáti-
les, en el sentido que permite ajustarse al propósito 
firme de lograr “ganarle al mercado” [3]. Indudable-
mente, estas aproximaciones formales y objetivas de 
obtención de pronóstico de los precios de acciones 
se perfilan como herramientas confiables y de gran 
Fig. 7. Estructura de la red ANFIS para predicción
Fig. 6. Superficie difusa y reglas de los modelos TS (Serie de tiempo del índice COLCAP)
apoyo al trabajo de analistas para mejorar sus estra-
tegias de negociación y obtención de utilidades [1], 
para apoyar la toma de decisiones (comprar barato 
para vender caro). La construcción de los modelos 
se realiza con base en el comportamiento histórico 
de los precios de las acciones. Se utiliza como base 
conceptual un enfoque de corte técnico, es decir, in-
terpretar los precios históricos de las acciones como 
elemento predictivo de su comportamiento futuro [1], 
[50].
En el caso particular del mercado bursátil, se eviden-
cia la capacidad que tiene ANFIS de recoger elemen-
tos no lineales de la estructura del precio. En con-
secuencia, ANFIS es una herramienta muy eficiente 
cuando se usa en el corto plazo [1], [30], [35]. Esta 
condición se evidencia a partir de las comparaciones 
de la Tabla 1, donde el error RMSE crece notable-
mente en la medida que se extiende los horizontes 
de predicción (en todos los casos el error RMSE es 
menor cuando ∆ = 1 que cuando ∆ = 10).
Se anota que la técnica expuesta en este artículo 
también se puede emplear en el estudio de tenden-
cias horarias, es decir, utilizando información que los 
comisionistas de bolsa emplean diariamente, para 
que en tiempo real se establezcan las estrategias de 
compra-venta con la finalidad de obtener la máxima 
rentabilidad en los retornos de inversión en un mis-
mo día.
La técnica puede ser empleada en una amplia gama 
de situaciones donde la información puede ser repre-
sentada en series de tiempo y donde se requieren 
los pronósticos para apoyar la toma de decisiones. 
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Como ejemplos, pueden citarse aquellos campos 
que requieran el análisis de las series de tiempo, así 
como el análisis de tendencias. Otros campos de 
aplicación pueden ser: planeación de producción, el 
control de inventarios, análisis de mercados, hidrolo-
gía, estadística inferencial, entre otras.
Un tema interesante para futuras líneas de trabajo 
tiene que ver con la comparación de la metodología 
ANFIS respecto de otras herramientas como redes 
neuronales, correspondiente a herramientas de in-
teligencia artificial, para verificar su desempeño y 
calidad en los pronósticos [51]. También se abre la 
ventana para futuros trabajos que consideren los 
modelos estadísticos de regresión y de pronóstico, 
como ARMA o ARIMA, incluyendo el estudio de los 
tiempos totales de simulación o las poblaciones de 
datos requeridas en cada caso [20], [39]. Una futura 
línea de trabajo requerirá la comparación de las téc-
nicas heurísticas (tipo ANFIS) con técnicas estadís-
ticas autorregresivas (tipo ARIMA), que permiten en-
frentarse al reto de pronosticar las series de tiempo 
y comparar las medidas de error para cada método. 
Es claro que aunque se trata de dos metodologías 
disímiles, será interesante analizar los resultados 
aplicados en series de tiempo.
Finalmente, la técnica ANFIS procesa los datos di-
rectamente sin realizar ningún filtro en la capa 1. 
Esto puede representar un inconveniente para los 
analistas, pues es altamente probable que existan 
bases de datos con ciertas informaciones erróneas 
que no necesariamente se detectan mediante la téc-
nica. En ese sentido, es conveniente combinar este 
método de predicción con filtros que permitan selec-
cionar adecuadamente los datos correctos para ha-
cer las predicciones.
6. CONCLUSIÓN
La implementación de la herramienta de pronóstico, 
fundamentada en el análisis de una metodología ac-
tualizada en el área de inteligencia artificial constitu-
ye un aporte de esta investigación, dada la oportu-
nidad que se ha tenido de implementar el concepto 
de red neuro-difusa en un lenguaje como MATLAB. 
En ese sentido, el uso de las redes ANFIS ayuda al 
análisis técnico de un título o acción, tomando la in-
formación de futuros precios a partir del comporta-
miento histórico.
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