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Introduction
We consider the 1D wave equation:
⎧ ⎨ ⎩ u tt − u xx = 0, 0 < x < 1, 0 < t < T, u(t, 0) = 0, u(t, 1) = 0, 0 < t < T, u(0, x) = u 0 (x), u t (0, x) = u 1 (x), 0 < x < 1, 
is conserved, that is, E(t) = E(0), 0 ≤ t ≤ T . It is well known that for T ≥ 2 we have the observability inequality
the observability inequality (2) 
satisfies y(T, x) = 0 = ∂ t y(T, x) = 0, 0 < x < 1.
Each solution u of (1) satisfies also the extra regularity property
with another constant C(T ) > 0. The latter inequality is often called the direct inequality, whereas the first one is called the observability inequality, as we have said before, and we can also name it inverse inequality (cf. [8] or [9] ). The direct inequality is relevant for solving the non-homogeneous boundary problem (3) (see [9] ) and guarantees that the controlled solution of (3) 
where the coefficients (a k ) The energy of the system is given by
because it is a discretization of the continuous energy. It is also constant in time: E 0 h (t) = E 0 h (0), 0 < t < T . Uniform observability inequality. Now, we look for a semi-discrete version of (2), namely, a uniform observability inequality (or indirect inequality): do we have
with a constant C(T ) > 0 independent of the initial conditions and of h? It turns out that the answer is negative, as it was first noticed in [5] . This phenomenon is now well known and it is due to the effect of spurious high frequency numerical solutions, and several methods have been designed and analyzed during the last years, allowing us to avoid the blow-up of the observability constant; see for example [18] . Note that such inequality is also related to the boundary uniform controllability of the solutions, independently of the mesh-size and to whether the controls of the semi-discrete scheme converge to those of the wave equation. This topic has been intensively studied these last years. See [17] for a detailed bibliography. Let us emphasize that the main property and difficulty is that the constant C(T ) (which may be different at different places) has to be independent of the mesh-size h.
As in the continuous case, we may also look for a direct inequality: do we have
with a constant C(T ) > 0 independent of the initial conditions and of h? The latter inequality is true (see e.g. [5] ), and has been proven by a discrete multiplier approach. Concerning the uniform observability (8) , many remedies have been developed and analyzed these last years. We refer the reader to [17] for a survey of existing methods, and we will mention thereafter only the methods that we will deal with.
The filtering method. One remedy is to filter out the high frequencies, as it was introduced in [5] . More precisely, for 0 < α < 1, we can consider the subspace of solutions to (5) or (17) satisfying
The two-grid method. We can also recover the uniform observability by taking initial data in a subspace formed by slowly oscillating initial data obtained by interpolation from data given in a coarser grid. It is the so-called two-grid method, the main subject of study in our paper. It has been proposed by Glowinski, Li and Lions [2] (in the context of full finite difference and finite element discretizations in 2D). We suppose that N ∈ N * is an odd number. Thus let us consider initial conditions satisfying
By using the relations (10) in the Fourier series (6), we get for k = 0, . . . ,
By taking the square of the relations and adding the resulting identities, since λ
Different methods exist for proving the uniform observability in these classes of initial data; we will deal here with two of them.
Multiplier type approach. The two-grid method has been at first analysed by Negreanu and Zuazua in [15] , with a discrete multiplier approach. They proved that (8) holds true for T > 4, within the class (10).
Ingham type approach.
Another classical way to study the observability is to use an Ingham type approach. It consists in using the Fourier series form of the solution under consideration and to use thereafter a theorem of Ingham or a variant of it.
More precisely, by introducing the Fourier expansion (6) of the solutions and then computing the normal derivative, for the two-grid method, inequality (8) takes the form
with sequences (a k ), (b k ) satisfying (11) , where b |k| := a N +1−|k| and b −|k| := a −N −1+|k| . From (12), we have in particular
So, let us recall the original Ingham theorem [6] : Theorem 1.1. Let γ > 0 and let (ν k ) be a strictly increasing sequence satisfying the gap assumption
with constants c, C > 0 independent of the sequence (a k ).
Remark 1.2.
The inequality also holds true under the weaker assumption ν k+1 − ν k > γ, for k ≥ k 0 , for a given integer k 0 (cf. [3] ). The constants may then depend on the first frequencies corresponding to k = 1, ..., k 0 for which the gap condition is not guaranteed (see [12] for example).
Difficulties for an Ingham type approach. Asking for an Ingham type proof of uniform observability seems quite natural in the context of the 1D wave equation, where the solution is explicitly given by its Fourier series. It has been applied successfully for some semi-discretizations, like the filtering method [5] or the mixed finite element method [1] . In the case of the two-grid method, the situation is trickier, we have to face an infinite number of eigenvalues which can be arbitrarily close to one another. In particular, we cannot apply Theorem 1.1.
The literature in such cases is quite rare (see [10] , where a situation of this type is considered, which is however different from our problem). Looking at the Figure 1 , one can see that there is a compensation between the gaps of the sequences (λ 0 k ), (μ 0 k ) and the coefficient ν k . Indeed in the regions where the gap of (μ k ) is small, the coefficient ν k is also small, and the gap of (λ k ) is large, so that the term a k e iλ 0 k t will dominate the term b k e iμ 0 k t . On the other hand, when the coefficient ν k gets larger, the gap of (μ k ) also becomes larger.
New Ingham type theorems.
In order to face the situation above, we develop some new Ingham type theorems, which take care of the situation just mentioned above. We have the following first result.
be finite sequences such that 
Then, for all
The new feature in this theorem is that there is no gap assumption for the high frequencies, that are represented by the sequence (μ k )
. We can remark that, for M > 1/2, the lower bound 2π/γ(M + 1/2) of the time T is always greater than the bound 2π/γ corresponding to the first sequence (λ k ) N |k|=1 . In particular, in the application to the two-grid method, the expected bound 2 √ 2 of the sequence (λ
cannot be achieved by this theorem. In order to overcome this difficulty, we have developed another generalization of Ingham's theorem, which is the main result of the paper and which will give the sharp time condition T > 2 √ 2 for the two-grid method.
and set
for every sequence (a k ) satisfying
The main novelty here is that we can mix the gap γ |k| of the low frequencies λ k with the gap γ N +1−|k| of the high ones μ k , as if we had a mean gap
Application for the two-grid method. The main result concerning the application to the two-grid method can be formulated as follows:
for all the solutions of (5), written in the form (6) , with
where ν k = tan(kπh/2).
In particular, the solution of the two-grid method satisfies these assumptions (cf. (12)), so that we get the uniform observability for |I| > 2 √ 2. We will discuss in Section 4 the optimality of this result. Now, we present the plan of the rest of the paper. Section 2 is devoted to analyze the finite difference scheme by an Ingham type approach. We will at first consider the direct inequality and then prove Theorem 1.5. In Section 3, we study a more general scheme, namely the θ-scheme (if we take θ = 0, we recover the finite difference scheme of Sect. 2). We first study the direct inequality by an Ingham type approach. We then give observability results for the two-grid method : we will apply the multiplier method to obtain a general observability result, and as a relevant example, we will use Theorem 1.3 for the finite element semi-discretization (which corresponds to θ = 1/6). In Section 4, we will give necessary conditions for having uniform observability for the schemes under consideration. Finally, in Section 5, we will prove the Ingham type theorems, which have permitted us to obtain Theorem 1.5 and the results in Sections 2 and 3.
Notations. In the sequel, the symbol a b means that there exist two constants c 1 , c 2 > 0 independent of h and of the numbers a k , b k such that c 1 a ≤ b ≤ c 2 a. We will use similarly the notations and .
2.
Results and proofs for the finite difference case
The direct inequality
We have already mentioned that the direct inequality always holds by using discrete multipliers (see Sect. 3 for a proof). We may wonder if we can also obtain this result by using Fourier series. We have the following proposition: 
Then for each T > 0 there exists a constant
As an application, we can obtain a new proof of (9) . Such a proof has its own interest, because it certainly could be applied to many other situations.
for all the solutions of (5).
Proof of Proposition 2.1. We will use this time Ingham's second method (see e.g. [8] ). We use here that a b, for a ≤ cb, with a number c depending only on γ, T and M . We define
0 o t h e r w i s e .
Its Fourier transform is given by
Let g be the Fourier transform of the convolution product G := H * H. There exists an interval 
which yields the result since we can replace I γ by [0, T ] with a classical translation argument.
Proof of Proposition 2.2. The solution is of the form (6) and thus, it suffices to verify condition (15) for the second term, with
for |k|, |j| = 1, . . . ,
2 . Thus, the condition (15) may be written as
On the other hand, if k 2 − δ/h < 0, we obtain
which yields the result.
Uniform observability for the two-grid method
We prove here Theorem 1.5 by applying Theorem 1.4 whose proof is postponed to Section 4.
Proof of Theorem 1.5. By applying Theorem 1.4 with f (x) = 2 sin(πx/2), we have
and we get
From the last relation, and since |e
3. Results and proofs for the θ-scheme case
Introduction
We consider here a generalization of the previous scheme (which has been introduced in [13] ): the θ-scheme which is obtained by replacing
We can notice that (17) is inspired in a dispersive approximation of the wave equation:
Note that the finite difference scheme corresponds to the case θ = 0. The value θ = 1/6 corresponds to a finite element semi-discretization (see e.g. [14] ), and the value θ = 1/4 can also be derived from a finite element method, by discretizing the position and the velocity differently and enters in the class of Mixed Finite Element methods for approximating a given PDE.
The solution can be developed in Fourier series as in (6), by replacing λ
More precisely, for each initial condition (u
j=0 satisfying the compatibility conditions u (17) has a unique solution, which is explicitly given by
where the coefficients (a k ) N |k|=1 are uniquely determined by the relations
The energy of the system is given by
The uniform observability or inverse inequality is: do we have
with a constant C(T ) > 0 independent of the initial conditions and of h? The direct inequality is: do we have
with a constant C(T ) > 0 independent of the initial conditions and of h?
The direct inequality
The direct inequality has been proven for θ = 0 in [5] and [11] , for θ = 1/4 in [1] , and for θ = 1/6 in [14] (and can also be stated from [5] ). We shall here give a proof with Fourier series, for 0 ≤ θ ≤ 1/4 by applying Proposition 2.1. Note that we could also get the direct inequality with discrete multipliers by establishing the following relation
for all the solutions of (17).
Proof. We have to prove that
and that
for 0 ≤ θ < 1/4. Thus, we have to check the assumptions of Proposition 2.1, with M k = |kh|, since
By following the proof of Proposition 2.2, we see that we only have to verify that
For this, we set ϕ(
which gives (22).
Uniform observability for the two-grid method
As we will see in Section 4, the uniform observability inequality (19) cannot hold for all initial conditions, for 0 ≤ θ < 1/4. It holds however when we apply the two-grid method.
By substituting the relations (10) into the Fourier series (18), we get for k = 0, . . . ,
By taking the square of the relations and by adding the resulting identities, since λ
The uniform observability has been obtained for the two-grid method [15] (for θ = 0), [14] (for θ = 0 and θ = 1/6).
for all solution of (17) written in the form (18) with (24).
Remark 3.3.
• For θ = 0, we recover the results T > 4 obtained in [15] and [14] .
• For θ = 1/6 we get the time T > 2 + 2/3, which is better than the condition T > 4 obtained in [14] .
• As θ tends to 1/4, we approach the time 2 of the continuous case. Note that for θ = 1/4, we do not need the restriction (10) of the initial data: we refer to [1] , where the uniform observability of the mixed finite element method is discussed.
• For each 0 ≤ θ ≤ 1/4, by applying the same techniques for the filtering method with parameter α = 1/2, we would obtain the same time (see [5] , where the case θ = 0 and θ = 1/6 are discussed).
Proof. We set C θ := 1−4θ 1−2θ , which satisfies for k = 1, . . . ,
Thus, thanks to the choice of the initial data, we obtain
where, for k = 1, . . . , (N − 1)/2 and 0 ≤ θ ≤ 1/4 we have We finally get
which means that (25) holds.
The finite element method (θ = 1/6) and the Ingham type approach for the two-grid method. We have already seen in Proposition 3.2 that with the multiplier method, the observability holds for T > 2 + 2/3. We underline that this holds within the class of two-grid data. By applying an Ingham type approach, we can improve this time as follows. Applying Theorem 1.3 we obtain the observability inequality for Looking at Figure 2 , we see that the gap of the low frequencies (the eigenvalues λ θ k , for |k| ≤ (N − 1)/2) is always larger than π. This implies that the optimal time for the filtered solutions corresponding to the parameter α = 1/2 is 2 (we will recall this fact in the subsection 4, for the case of the finite difference scheme, but the proof is similar in the finite element method case). We may then obtain 2 as optimal time for the two grid method by using the technic developed in [4] .
Necessary conditions for uniform observability
We establish here necessary conditions for the uniform observability, for the different schemes and methods under consideration. Note that such results have already been pointed out (see [5] ) and are often explained in terms of the group velocity, by analyzing the dispersion curves (see e.g. [15] and [16] ).
Lack of uniform observability for the θ-scheme (0 ≤ θ < 1/4). Even if the direct inequality (20) holds, it turns out that the inverse inequality (19) fails, as it is explained e.g. in [5] or [17] (there, the inequality (19) was considered for θ = 0 and θ = 1/6). We will prove here that we cannot have
for 0 ≤ θ < 1/4. By substituting (6) into (26), the inequality (26) becomes
with a constant C(T ) > 0 independent of the sequence (a k ) N |k|=1 and of h. 
, which is bounded with bounded derivatives, for 0 ≤ θ < 1/4. By taking k = N − 1, we get
Now, we write
We cannot have g θ (1) = 0, and thus, since (g 0 ) (1) = 0 we get
or (g θ ) (1) = 0, so that we obtain, for 0 ≤ θ < 1/4: C(T )/T ≤ C h 2 , since (g θ ) is bounded. Thus, the uniform observability inequality does not hold. In fact combining more and more frequencies, it can be shown that the constant blows up at an arbitrary large polynomial rate.
The filtering method for the finite difference scheme (θ = 0). By the multiplier method, we can obtain the estimation T > 2/ cos 2 (απ/2) for the observability property, whereas we have the finer estimate T > 2/ cos(απ/2) by a Ingham type approach (see [5] for a proof).
Let us show here that the latter estimation is optimal. Thus, we suppose that the uniform observability holds for a time T . We then have
for each finite sequence (a k ), such that a k = 0, if |kh| > α. In particular, for each 0 < α < α, for N large enough, the latter inequality will hold, for each sequence
Let (a k ) be a sequence whose coefficients are zero except a finite number of them. We can choose N large enough so that, if |k| > N 1/4 − 1, we have a k = 0. It follows that
, we have b k = 0), and with
so that the sequence (π cos(α π/2)k) k∈Z satisfies
and the constant being independent of the sequence (a k ), this inequality cannot hold for T < 2/ cos(α π/2), and thus also for T < 2/ cos(απ/2), which ends the proof of the optimality.
The two-grid method for the finite difference scheme: optimal time invariant by translation. We have seen in Theorem 1.5 that the uniform observability holds for |I| > 2 √ 2 (which is better than the time 4 obtained by the multiplier method), within the class of two-grid data. Note that L. Ignat, in his thesis [4] , shows that observability holds in the class of filtered data for all time intervals of length greater than 2 √ 2, by using other methods. At this time, we may wonder if this result is optimal. Thus, let us suppose that a uniform observability inequality
holds for solutions of the two-grid method, and for every interval I of length greater than T 0 . We shall prove that T 0 cannot be smaller that 2 √ 2, which gives the optimality of the time invariant by translation for the two-grid method. For this, we consider initial data such that
and suppose that we have (28), for I = (−T /2, T/2). We then have
and thus
which gives (by using the fact that
By decomposing λ 0 k = 2/h sin(π/4 + (k − 1/(2h))πh/2) and λ
, we follow the previous proof and we get
Now, by taking an upper bound of |ν 2 k − 1| tending to zero, and since the interval is symmetric, this inequality reduces to
and thus we have T ≥ 2 √ 2, so that T 0 can effectively not be smaller than 2 √ 2.
An example where observing on (0, T ) or on (−T /2, T/2) can change. We now look at a simplified case, in order to show that in general it is different to study the observability problem in (0, T ) or (− 
holds for all (a k ). Indeed, we have for
and the inequality 
holds for all (a k ). Now, we consider again the case of the two-grid method for the finite difference scheme. Note that the behaviour may be similar to the simplified sequence. As an example, Figure 3 illustrates the fact that the sequence λ 
or on (−T /2, T/2).
Motivated by the latter observation, we state the following question, as an open problem: changing the interval of observation to (0, T ), is it possible to observe the system in a shorter time than the optimal time invariant by translation?
Thus, in the case of the two-grid method (i.e. for solutions satisfying only the assumption (23)), the optimal time on (0, T ) needs a more careful investigation, whereas the estimate T > 2 √ 2 is optimal on (−T /2, T/2), as we have seen it in the preceding paragraph.
Proof of the Ingham type theorems
In this section we will prove Theorems 1.3 and 1.4.
Proof of Theorem 1.3. We use Ingham's first method, following at first [10] . We consider the function
Its Fourier transformK satisfies
Thus we have
. On the other hand, since G is positive, we also have
We thus get rid of these terms, as it was noticed in [10] ; note that this argument is not valid if we use Ingham's second method (and thus we have not been able to follow the shorter proof of the result of [10] in [8] ). We thus obtain, thanks to the triangle inequality
We now have to proceed differently than in [10] , in order to treat the coefficients b k whose sum may not be bounded independently of N . We already have from the gap assumption of the sequence (λ k ) that |λ k − λ j | ≥ γ|k − j|. It follows from the gap assumption on the mixed terms that
We thus have
We then have
and
For the mixed terms, we compute
We then get
We compute, for
and we obtain similarly the same result for k ≤ −N + N α , so that the proof is done, by taking N large enough.
In order to prove Theorem 1.4, we give at first technical conditions that are satisfied, from the hypotheses. 
(ii)
. . , N; where the constants c 1 , . . . , c 6 are independent of N , and γ satisfies
Proof. We extend f into an odd function, such that f ∈ C 3 [−1, 1].
(o): it follows from the Taylor-Lagrange formula
by using a Taylor development around the point k+j 2 h, we get
Since f (1) = 0, and f (1) = 0, g is differentiable at 1 and we have g (1) = 0. We define g similarly on [−1, 0]. We get
and by writing α = (N + 1 − k/2)h, β = (N + 1 − j/2)h, we thus obtain
In order to prove the main theorem, we will use again Ingham's first method, and we take the definition (33) of K T .
Beginning of the proof of Theorem 1.4. We will prove that
, and this will yield the result, by changing a k to γ
We take Ingham's first function used in Theorem 1.3, and we proceed at the beginning like in Theorem 1.3, but this time we do not get rid of the high frequency terms (34). We obtain:
By using the Young inequality
we obtain for the first term
We now consider
, and thus
In order to estimate the term c k,j which mixes the high and the low frequencies, we define the function
and we can check the following property:
• g satisfies the following estimate:
Proof. The second point is clear. For the first point it suffices to prove that
and this can be done by computing the variations of ψ : (2) (1) > 0, χ (1) > 0 and χ(1) = 0), and by remarking that | cos(
For the last point, by symmetry, it suffices to consider the following three cases. (t−1) 2 ≥ 0), and thus we get 2(x 2 +y 2 )−(x+y−2)
This yields the result.
(iii) If x ≤ 2, y ≥ 2 (the case x ≥ 2, y ≤ 2 can be treated by symmetry), we have
and the proof is completed.
The following lemma gives a sharper estimate, and allows us to improve the observability time in the applications.
Lemma 5.3. If x, y ∈ R
+ satisfy x + y − √ xy ≥ 4, then we have
Proof. The right hand side comes from the decreasingness of g and from the Young inequality xy ≤ 2(t−1) 2 ≥ 0), and thus, using (38), we get
We can notice that the function z 0 is decreasing for x ∈ (2, 3), and thus
) 2 ≥ 4 and x ≤ y. Therefore, we infer from (i) that ψ(y) ≥ ψ(z 0 (x)) and it remains to prove that
Setting z := z 0 (x), for brevity, we have
We notice that x → √ xy is increasing, so that √ xy ≥ 2z 0 (2) = 1 + √ 5, and thus xz − 2 √ xz − 4 is positive. From the previous computation, we finally obtain (39). (iii) If x ≤ 2 (the case y ≤ 2 can be treated similarly by symmetry), we notice that z 0 is increasing for 0 ≤ x ≤ 4/3, and decreasing for 4/3 ≤ x ≤ 2, and we have y ≥ 4, so that ψ(z 0 ) varies like y, for 0 ≤ x ≤ 2. Now, if 0 ≤ x ≤ 4/3, we have
On the other hand, if 4/3 ≤ x ≤ 2, we obtain also
so that we conclude the proof.
The next lemma gives the useful estimates for the errors with the approximative case where we have
to which we will apply the preceding lemma. For convenience, we will write e s for a sequence depending on j, k, N and satisfying 
Proof. We first consider (40). Suppose at first that |k − j| > N 1/2+ε , then we have from assumption (o) that
Since γ ≤ √ γ k γ j and T > 2π/γ, we obtain
and N large enough. By taking e s = 0, for k = j, we get (40).
We now consider (41). We define
and thus e s = 0. (γ k γ j ) 2 ).
It remains now to consider the case where |k − j| ≥ N 1/4+ε . We suppose now that |k − j| ≤ N α ; we will prove that we can find e s , for |k − j| ≥ N 3/4α+ε , with a numberε ≤ 1/16. This will yield the result, since we can begin with α = 1 and obtain by recurrence α = 3 4 n (1 − 4ε) + 4ε, which will then be smaller 1/4 + ε , for n large enough.
We Concerning A 1 , we have at first A 1 = Φ(b k,j /a k,j ), with 
