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This paper describes the Information Extraction Plugin1 [3] which allows
the use of Information Extraction mechanisms in RapidMiner2.
1 Introduction
RapidMiner – which is shortly presented in the following – works with a certain data
structure for storing datasets. This data structure has to be respected by our extension
leading to particular requirements which are presented in this Section, too. The process of
a particular data mining task can be separated in 4 distinct parts in RapidMiner. Certain
requirements of these parts for Information Extraction are presented in Section 2.
RapidMiner is an open source data mining framework. It offers many operators which
can be plugged together into a process. The major function of a process is the analysis
of the data which is retrieved at the beginning of the process. The framework offers a
well designed graphical user interface that allows to connect operators with each other
in the process view. Each RapidMiner-process can be split into four distinct phases:
Retrieve: During the Retrieve phase the data which is used for later processing is loaded
from specific datasources.
Preprocessing: The retrieved data has to be prepared or enriched in the Preprocessing
phase.
Modelling: The prepared data is used in the Modelling phase to extract or to create
models which can be used for analysing former unknown data.
Evaluation: The expected or real performance of the created models is evaluated during
1http://www-ai.cs.tu-dortmund.de/SOFTWARE/IEPLUGIN
2http://www.RapidMiner.com
3the Evaluation phase.
These phases nearly stay the same for every RapidMiner process. Therefore, we will define
the particular phases and the corresponding specialties using the Information Extraction
Plugin in Section 2.
The data structure in RapidMiner is comparable to a spreadsheet in which the lines rep-
resent examples and the columns represent attributes. It is remarkable that for many
data mining tasks the examples are handled indepedently. It follows that the analysis of
a particular example i just depends on the attributes of example i instead of depending
on other examples. The structure of documents and texts should be respected for Infor-
mation Extraction tasks. Conditional random fields (CRF) [6], for instance, process all
the tokens of a particular sentence at the same time, and the tokens of the certain sen-
tence condition each other. We used the datastructure of RapidMiner and we developed
mechanisms to respect the circumstances of Information Extraction tasks.
2 Information Extraction Plugin
Like for every data mining task the process for Information Extraction tasks also can be
split in four phases. These phases and the according operators to be used in each phase
are described in this section.
Retrieve
The process to retrieve datasets into RapidMiner is remarkable for Information Extraction
issues. We present two approaches. The resulting dataset contains an additional special
attribute (batch-attribute) which groups the single examples. In addition to the grouping
the sequential ordering of the examples is respected by many operators of the plugin.
Retrieve via Document The Text Mining extension of RapidMiner already offers the
possibility to retrieve document structured data. For Information Extraction purposes we
would like to tokenize the document and to preserve the order of such tokens, therefore,
we implemented tokenizers which are able to process example sets extracted from docu-
ments. The application of these tokenizers result in a spreadsheet containing the tokens
in the particular order as they have been found in the document. Each word-token of
a particular sentence, for instance, contains the number of the sentence, whereas each
sentence-token of a document contains the number of that document. The Tokenizer-
class can be easily extended to create own tokenizers.
Retrieve via File Datasets like the one for the CoNLL 2003 shared task on named entity
recognition (NER)3 which is well-known in the NER community are already presented
as tokenized documents. Comparable to csv-files the datasets contain a token each line
whereas the tokens additionally contain features which are also stored in the particular
line. The main difference to ordinary csv-files is the fact that sentences are split by empty
3http://www.cnts.ua.ac.be/conll2003/ner/
4lines. Although the Read CSV-operator of RapidMiner can be adjusted to neglect such
lines, we developed an own retrieve operator which respects the empty lines to distinguish
between distinct sentences.
Preprocessing
Preprocessing is a very important point in Information Extraction. In contrast to tra-
ditional datamining tasks the data is not given by examples already containing different
attributes extracted from a database, for example. The original data just contains tokens
consisting of nothing but the token and the contextual tokens itself. The tokens have
to be enriched by attributes to get a more general representation. The first type of
processing we present is to enrich tokens for NER. The other type of processing is for
enriching relation candidates for relation extraction.
Named Entity Recognition It is very important to enrich tokens for NER by internal
and external information. We developed an abstract class for preprocessing operators
that allows to focus on tokens before or after the current token and on the current token
itself. Using this class allows accessing contextual tokens in a relative way. Each token
is processed and the abstract class accesses a number of tokens before and after the
current token. The number of tokens to access before and after the current token are
parameters that can be adjusted by the user. The most simple way of preprocessing
would be to enrich the current token by the values of the surrounding tokens. If a token
is at the beginning or at the end of a sentence some of the contextual attributes will con-
tain null-values because the tokens of one particular sentence only contain informational
units from that sentence. In addition to the relative contextual tokens to be taken into
account another interesting parameter to set for preprocessing operators is the length.
Some created attributes like prefixes or suffixes, for instance, have a specific length which
has to be adjusted by this parameter. Another important point for NER datasets is the
manual labeling of documents and texts. We implemented an annotator operator which
allows to display the dataset as a textual document allowing the user on the one hand to
create new labels and on the other hand to use those labels for annotating the tokens.
After having used that operator the dataset contains a label attribute carrying the an-
notations and a formerly defined default value if no annotation is given for a particular
token.
Relation Extraction For relation extraction we developed particular preprocessing oper-
ators working especially for relational learning purposes. In addition to the flat features
developed by [7], relation extraction heavily relies on structural information like parse
trees, for instance. We developed parsing operators to first of all create tree-structured
attributes. Additionally, we implemented pruning methods for the creation of more con-
densed tree structures. We developed a generic form of attribute which allows the storage
of every type of Java-object. This generic object-attribute can be used to work with tree
structures in RapidMiner [4]. Like for nominal values, the object attribute is storing a
mapping which maps numerical values to particular objects.
5Modelling and Evaluation
We implemented or embedded many learning techniques for Information Extraction in
RapidMiner. The particular learning methods are CRFs [6], Tree Kernel SVMs [2], Tree
Kernel Perceptrons [1] and Tree Kernel Naïve Bayes Classifier [5]. The learning meth-
ods already available in RapidMiner of course can be used, too. Although the opera-
tors of RapidMiner for evaluation can be used for many Information Extraction tasks,
some Information Extraction tasks need specific evaluation. We implemented a certain
PerformanceEvaluator especially for NER tasks.
Summary
We presented the Information Extraction Plugin in this work. The plugin is an extension
to the well-known open source framework RapidMiner. Traditional datamining tasks
can be split into four particular phases in RapidMiner. These phases are apparent for
Information Extraction tasks, too. Due to the spreadsheet datastructure internally used
by RapidMiner we developed a representation of datasets for Information Extraction based
on that datastructure. In addition, we implemented several operators helpful and needed
for Information Extraction purposes.
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This report introduces and compares two approaches for accelerating the
inference in graphical models by using GPUs as parallel processing units.
Introduction
Data which is extracted from ubiquitous devices like smartphones, medical devices or
sensor networks is likely to contain an inherent structure. Those structures may be
represented with graphs which encode independence assumptions within the data. How-
ever, performing inference on those models with an complex structure on a large amount
of data is computational expensive and nearly intractable on mobile devices or casual
workstations. To overcome this issue, we take advantage of recent developments in
computer hardware, namely programmable Graphics Processing Units (GPUs) to accel-
erate the inference process. In this report, we investigate the parallelization of Loopy
Belief Propagation (LBP) which corresponds to the application of ordinary Belief Prop-
agation (BP) [5] to graphs with loops. LBP is a broadly used algorithm for probabilistic
inference in graphical models like markov random fields (MRFs) or conditional random
fields (CRFs). For the sake of generality, we will use the term LBP, even if the underlying
graphical model contains no loops.
Parallel LBP for GPUs
A GPU may be used as a parallel processing unit beside the usual central processing unit.
Here, parallel processing means the concurrent execution of several instances of one and
the same procedure. To perform such computations, a GPU is composed of several so
called Multiprocessors (MPs). Each of those MPs consists of a fixed number P of Cores
which perform the actual arithmetic or logic computations. Cores of different MPs may
execute different instructions while all cores within an MP have to execute the very same
7instruction simultaneously. However, the operands of all cores within an MP may differ,
what they usually do. Each MP is equipped with a small, low-latency shared memory of
size S and is furthermore connected to a large high-latency global memory.
An instance of a concurrently executed procedure is called thread. The threads are
partitioned into equally sized sets, called thread-blocks [4]. When a parallel procedure
is executed, the thread-blocks are automatically assigned to an MP with free resources
and the corresponding threads to this MP’s cores. A GPU may manage substantially
more threads than real cores are available, since their computations are used to hide
global memory’s latency. To achieve the maximum throughput, there always have to
exist some threads which perform computations on the cores while other threads are
waiting for their memory requests. Design patterns for parallel algorithms may help to
utilize all cores of a GPU. Parallel reduction is a pattern for the generic parallelization of
functions satisfying the associative property. We apply the parallel reduction algorithm as
proposed by Harris [1], which is known to achieve the maximum throughput on GPUs.
We will now introduce the necessary notation and the basic concept of LBP. Following [2],
we focus on graphical models which are represented as factor graphs. A factor graph
G = (V, E, F ) consists of a set of variable nodes V , a set of factor nodes F and an
undirected edge set E = F × V . The variable nodes are indentified with discrete random
variables. Their joint realization is denoted with v. Let vU be the joint realization
v restricted to nodes in an aribtrary set U ⊆ V . For notational convenience, let v
describe the node v as well as the singleton set {v}. In the following, we assume that
the variable nodes are partitioned into two distinct sets X and Y with domains X and
Y.The nodes f ∈ F correspond to positive functions f : Y |∆(f )| × X |∆˜(f )| → R+, where
∆ : F → 2Y assigns to a factor node it’s adjacent nodes1 in Y and ∆˜ those in X,
respectively. The computation of conditional marginal probabilities p(y∆(f )|x) with LBP
consists in repeatedly computing Eq. 1 and 2.
mf→v(yv |x(i)) =
∑
y′∆(f )−v∈Y |∆(f )|−1
f (yv , y
′
∆(f )−v |x(i))
∏
u∈∆(f )−v
mu→f (y′u|x(i)) (1)
mv→f (yv |x(i)) =
∏
g∈∆−1(v)−f
mg→v(yv |x(i)) (2)
The factor messages (Eq. 1) have to be computed for all possible combinations of
factor node f ∈ F , neighbor v ∈ ∆(f ), realization yv ∈ Y and instance x(i), 1 ≤ i ≤ b.
Although the number of variable messages (Eq. 2) is similar to the number of factor
messages, the time complexity O(maxv∈V |∆−1(v)|) for computing such a message from
v to f is rather low if compared to the time complexity O(maxf ∈F |∆(f )||Y||∆(f )|−1) for
computing a factor message from f to v . The constant b denotes the number of given
realizations x(i) ∈ X |X|, i.e. the number of parallel processed training instances or the
number of instances whose most probable realization of Y should be predicted. If the
12U denotes the power set of a set U ⊆ V .
8underlying graph contains no loops, LBP will converge after a number of iterations which
only depends on the number of edges. Otherwise, the algorithmen is not guaranteed
to converge and is therefore terminated after a fixed number I of iterations. In both
cases, the (approximated) single node marginals may be computed with p(yv |x(i)) ∝
mf→v(yv |x(i))mv→f (yv |x(i)). We now present two appraoches for parallel LBP.
Data-Parallel LBP To compute the factor messages in a data-parallel manner, |F | ×
maxf ∈F |∆(f )|×|Y| concurrent blocks are instantiated, each with b threads. In this setup,
thread i in block (f , v , y) computes message mf→v(y |x(i)). The time complexity per
thread is O(maxf ∈F |∆(f )||Y||∆(f )|−1). Afterwards, the variable messages are computed
likewise with |V | ×maxv∈V |∆−1(v)| × |Y| concurrent blocks.
Thread-Cooperative LBP Considering the summation in Eq. 1, one may observe that
all outgoing messages of one factor node have several terms in common. This observation
leads to the Thread-Cooperative version of LBP. In this approach, one block for each
pair of factor node f and given instance x(i) is launched. The number T of threads
per block is a free parameter of the algorithm. Each thread computes |∆(f )| × |Y|
partial outgoing messages which are eventually merged. To do so, let J(f , x) be the
set {j(f , x, y) = f (y|x)∏v∈∆(f ) mv→f (yv |x) : ∀y ∈ Y |∆(f )|}. A thread t, 1 ≤ t ≤ T in
block (f , x(i)) computes |J(f , x(i))|/T elements of J(f , x(i)). Once such an j(f , x(i), y) is
computed, the partial outgoing messages of thread t may be updated with Eq. 3.
m
(t)
f→v(yv |x(i)) + =
j(f , x(i), y)
mv→f (yv |x(i)) ,∀v ∈ ∆(f ) (3)
When all |J(f , x(i))| have been processed cooperatively by all threads in a block, the
partial messages are merged by parallel reduction. This results in a time complexity
of O(maxf ∈F |∆(f )||Y||∆(f )|T−1 + |∆(f )||Y| logT ) per thread. Here, the left term is an
outcome of computing a subset of J(f , x(i)) and the right term is introduced by the final
reduction and may be intrepreted as parallelization overhead. Finally, one may recognize
the possibility to launch T × R threads per block instead of T , in order to perform
the updates in Eq. 3 concurrently for all neighbors. This introduces the factor R−1 to
the left term of the time complexity. The just described algorithm is called Thread-
Cooperative LBP. We now give a comparison of the LBP variants described above as
well as the Thread-Cooperative Forward-Backward (FB) algorithm, which is a specialized
LBP variant for Linear-Chain structures. The messages are propagated sequentially from
the left-most to the right-most node in the graph and back, which reduces the number
of blocks from |F | × b to b. With the exception of FB which is exact, we approximated
the marginals with I =
√
|F |. Thread-Cooperative LBP was configured with T = 16
and R = 2. The values where determined heuristically. The optimal values for T and
R, in terms of runtime, heavily depend on the actual GPU and the actual factor graph.
They may be obtained by a grid search, constrained on solutions which satisfy ((T · R)
mod P ) = 0 and B · T · maxf ∈F |∆(f )| · |Y| ≤ S, where B is the desired number of
9 0
 50
 100
 150
 200
 1  10  100
Se
co
nd
s
b (log−scale)
Thread−Cooperative FB
Thread−Cooperative LBP
Data−Parallel LBP
 0
 5
 10
 15
 20
 25
 30
 500  1000  1500  2000  2500  3000  3500  4000  4500
Se
co
nd
s
|F|
Thread−Cooperative LBP
Data−Parallel LBP
Figure 1: The left plot shows how the runtime evolves on a fixed |F | and increasing b.
The right plot shows how runtime evolves for fixed b = 1 and increasing |F |.
concurrently scheduled blocks per MP. Figure 1, shows the results on the whole CoNLL-
2000 data set [6] (left) and single instances of Chen Yanover’s PROTEIN data set [7].
While all approaches scale well when the number of concurrently processed instances
increases, only the Thread-Cooperative variant scales with an increasing number of factor
nodes. The second plot looks similar for different fixed values of b. This example with
b = 1 should show, that the Data-Parallel LBP is not able to distribute the workload of
one single instance equally among all Cores of a GPU. The difference in runtime becomes
higher with increasing complexity of one single instance. Future experiments will involve
synthetic data sets to evaluate how the Thread-Cooperative LBP performs when either
|Y| or maxf ∈F |∆(f )| is increased. It is also planned to integrate our approach into
GraphLab [3] to have a broader platform for comparison with other inference methods.
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System software for lassi embedded systems is optimized for minimal re-
soure onsumption by statially tailoring it to the appliation a priori known
appliation demands. Ubiquitous Systems however, while being subjet to the
same resoure onstraints, have to deal with dynamially hanging ontext-
dependent requirements. My researh therefore fouses on the dynami adap-
tion of resoure management strategies to hanging appliation requirements,
using mahine learning and dynami aspet-oriented programming.
1 Safe Dynami AOP for Kernel Data Aquisition
Applying mahine learning to infer the urrent appliation ontext in order to adapt
resoure management strategies may require information about events in the operating
system kernel, whih has to be instrumented for this purpose (i.e., augmented by ode
whih extrats and ollets ontext data). Sine manual instrumentation is tedious,
instrumentation languages like dtrae [1℄ or SystemTap
1
are used. These are reminisent
of aspet-oriented programming (AOP) [3℄, providing a pointut language for speifying
sets of join points (interesting points in the ontrol ow) that an be instrumented with
the data olletion ode. These are, however, speial-purpose languages. Real AOP
languages integrate well with the programming language they instrument, while also
exhibiting a muh more powerful pointut language.
1
http://soureware.org/systemtap/
11
domain issue hek
ontent assignments to ontext variables language
assignments to dereferened pointers, inluding arrays stati
alls to non-trusted funtions and alls to funtion pointers
around()-advie with a path not exeuting exatly one tjp->proeed()
dereferening of pointers referening unmapped loations (triggers an exeption) dynami
member alls on objets without valid VMT pointer
endless reursion
time endless loops or reursions
Table 1: Hazards to instrumented ode in AspetC++
An important issue of instrumentation, is to ensure that the instrumentation does not
interfere with the instrumented ode, neither in the ontent nor in the time domain.
ontent Instrumentation must not diretly alter the kernel's state. While this an be
ahieved by language mehanisms in type-safe languages, typial languages used for
kernel development, like C and C++, allow diret manipulation of memory by the
use of pointers, eetively irumventing the language-enfored aess restritions.
Inside the kernel, this an have eets ranging from rash to permanent damage.
time While instrumentation is not possible without altering the timing behavior, user-
pereivable eets on performane and partiularly endless loops are not aeptable.
In dtrae, the instrumentation ode runs in in a virtual mahine (VM), whih enfores
these restritions at runtime. Furthermore, the VM does not allow forward jumps in the
ompiled instrumentation ode, whih eetively prevents loops and partiularly endless
loops. SystemTap sripts are written in a C-like language, restrited to simple data types
and ompiled to a kernel module. The only data strutures are managed assoiative
arrays. Pointers an be dereferened, but no writing is allowed to dereferened pointers.
Dynami heks are inserted during the ompilation proess, like heking if dereferened
pointers are valid and ounting/heking loop iterations and all stak depth.
Aspet languages for C and C++ (like AspetC++ [4℄) allow violations in both domains
(see Table 1). Therefore I intend to extend AspetC++ by a safe dialet, using a ombi-
nation of language restritions and dynami heks. While language-hekable hazards
require only a small hange in the aspet weaver, the statially hekable issues require an
analysis of the instrumentation ode. For the dynami heks, ode has to be generated
(e.g., a ounter for loops and nested funtion alls), whih, however, means additional
overhead. Tehniques for ontrol ow and data ow analysis an further help to avoid
most of the dynami heks. A trusted library replaes missing language features (e.g.,
with a safe olletion type that an be used instead of arrays).
The next step based on this are more ne-grained and ongurable aess restritions in
order to 1.) have better ontrol over what kind of data an be olleted and 2.) allow
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ontrolled modiation of the kernel's data strutures in order to adapt operating system
strategies. This ne-grained ontrol should be appliable to other aspet languages.
2 Adaption Experiments
Adaption Experiments help to understand what kind of system strategies and deisions
are amenable to ontext-dependent optimization, the potential they oer for resoure
savings, and whih kind of data is interesting for this purpose.
One of the rst experiments in projet A1 of the SFB 876 was the improvement of
le system read-ahead. For this purpose, we traed several system alls related to le
system and proess management. Every system all opening a le was labeled with the
subsequent read behavior (sequentially, fully sequentially, random or not at all), whih
was then used as input to supervised mahine learning. [2℄ The strategy was evaluated
in a system simulator, whih triggered prefething a le as a whole if it was predited
to be fully read sequentially. Although the model's predition auray was good, the
strategy itself turned out to be less eetive than the Linux's original strategy. Sine
most proesses do not read a le at one, even if they eventually read the le ompletely
sequentially, pages aged and where replaed by LRU before they would be aessed.
Also, the osts for mispreditions where disproportionately high. Linux however, uses an
adaptive strategy that inorporates a the atual reading pae regarding a ertain le.
An alternative strategy that I am urrently evaluating also prefethes aggressively but
takes the aforementioned reading pae into aount. Furthermore, it allows prefething
every time a le is aessed, not only when it is opened. For that purpose, the trae
output is extended by the prefething allowane for every system all that read from a
le. The prefething allowane is a set of onseutive pages, whih are guaranteed to 1.)
be aessed before they are replaed and 2.) not lead to replaement of a page whih
would have been aessed before all pages in the allowane were read.
The prefething allowane is alulated by onsidering the set of pages urrently ideally
being in the ahe. For an assumed ahe size of n pages, it onsists of the n pages with
the smallest forward distane (i.e., the temporal distane between the urrent time and
the next time the page is aessed). The trae output (left table in Figure 1, featuring 2
onurrent proesses) is therefore transformed into a list of page aesses (right table),
ordered by their respetive forward distane. The urrent ahe set always onsists of
the rst n entries of the aess list, plus one for eah dupliate aess to a page.
The trae output is now proessed for every all whih opens, reads or seeks in a le:
First, its prefething allowane size is alulated by ounting all and only sequential page
aesses (e.g., an aess after the next seek or a positional read does not ount). The set
of pages now allowed for prefething now starts at the next page to be read (rpos) plus
the prefething allowane size. The page aesses satisfying the read request (preeding
13
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Figure 1: Calulation of prefething allowane.
rpos) are then deleted from the aess list. For the implementation in an operating
system, I plan is to infer the prefething allowane using mahine learning.
However, the prefething allowane alone does not automatially yield a good strategy
for prefething. Always prefething everything whih is inside the allowane would lead
to several small le aesses. However, aessing a bigger number of sequential bloks at
one is generally more energy-eient. Therefore, prefething only takes plae when the
ratio between the number of pages whih are prefethable, but not yet prefethed and
the number of pages, whih are prefethed, but not yet read, exeeds a ertain threshold.
Altering this threshold means trading o responsivity (lower probability of I/O waits) and
energy eieny (lower number of I/O requests). Although the strategy has not been
integrated into an operating system yet, an evaluation in a full-system simulator with a
threshold of 50% showed that it atually does not lead to unneessary page aesses,
whih were the reason the rst approah performed that poor.
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Given a set P of n points in Rd and a parameter 0 < ε < 1, we show how
to construct a 1
ε
-semi-separated pair decomposition (1
ε
-SSPD) for P using
an expected number of O (sort ( n
εd
)
log n
)
memory transfers in the cache-
oblivious model of computation; here, sort (x) denotes the complexity of
sorting x elements. The algorithm is based on a randomized recursive RAM-
model algorithm of Abam and Har-Peled [1].
Many problems can be modeled by interpreting the data objects as a set P of n points in
Rd . If it is reasonable for such problems to consider approximate distances between the
points, a so-called well-separated pair decomposition (WSPD) can be used as a compact
representation of the pairwise distances. A WSPD for P is a set of pairs of subsets of P ,
which represents implicitly a partition of all pairs of different points p, q ∈ P and in which
each pair of point sets is “well-separated” in the sense that the distance between the two
point sets is “large” compared to the maximum diameter of the two point sets. Thus,
for two well-separated sets P1 and P2, the distance between two fixed points p1 ∈ P1 and
p2 ∈ P2 approximates the distance between any two points q1 ∈ P1 and q2 ∈ P2 up to a
precision depending on the input parameter ε.
The notion of WSPD was introduced by Callahan and Kosaraju [3]. They also presented
an algorithm for constructing a WSPD with a linear number of pairs in O (n log n + n
εd
)
time. There are several applications of WSPDs, for example constructing t-spanners,
constructing approximate minimum spanning trees or computing the nearest neighbor for
each point of a given point set – see, e.g., the book by Narasimhan and Smid [5].
For certain tasks it is reasonable to use semi-separated pair decompositions (SSPD)
instead of WSPDs. In an SSPD the pairs are “semi-separated” in the sense that the
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distance between the two point sets is “large” compared to the minimum (instead of
maximum) diameter of the two point sets [6]. With this definition, well-separated pairs
of point sets are also semi-separated, but not necessarily vice versa.
Abam and Har-Peled [1] presented a randomized recursive construction of an SSPD
for P with the following properties: Every point in P participates with high probabilty
in O ( 1
εd
log n
)
pairs of the SSPD, the number of pairs in the SSPD is O ( n
εd
)
and the
expected weight of the SSPD (i.e., the total size of all point sets in the SSPD) is
O ( n
εd
log n
)
. Under the assumption that the floor-function can be evaluated in constant
time, the expected construction time is in O ( n
εd
log n
)
.
The I/O-model introduced by Aggarwal and Vitter [2] is the standard model for analyzing
algorithms for hierarchical memory. In this model the memory system is modeled as a
two-level hierarchy which consists of a small fast memory of size M and a slower large
memory of size at least n. The data is transfered in blocks of size B. The efficiency of
an algorithm is measured in the number of such memory transfers.
The cache-oblivious model introduced by Frigo et al. [4] generalizes this two-level model
to a multilevel memory hierarchy. Algorithms are designed as in the RAM-model, i.e.,
without any knowledge of (the existence of) the parameters M and B, but analyzed as in
the I/O-model. Thus, if an algorithm is optimal, it is optimal on all levels of the hierarchy
since it does not depend on any particular values of M and B.
We modified the algorithm of Abam and Har-Peled, so that the algorithm is efficient in
the sense of the cache-oblivious model.
The basic idea of the algorithm of Abam and Har-Peled is to partition the input point set
(of each recursive call) into three particular point sets that lead to an easier construction
of parts of the desired SSPD. Two of the point sets are contained in balls of bounded
diameter; for these sets, a WSPD (which is also an SSPD by definition) is computed by
constructing and traversing a (partial) quadtree. Also, we can directly compute SSPD
pairs for one of these sets and the third set. In the remaining cases, an SSPD is computed
recursively. In a postprocessing step, the number of pairs of the SSPD is reduced by
merging “matching” pairs. To find matching pairs, a hashing data structure is used. To
manage and to merge the matching pairs, the algorithm relies on managing multiple
linked lists.
In the cache-oblivious model, we face the following challenges: The original algorithm,
which simultaneously constructs and traverses the quadtree, does not exhibit spatial
coherence in the memory access pattern. In addition, tree traversal has a sorting lower
bound in the cache-oblivious model. Moreover, while there are algorithmic components
for hashing and maintaining multiple lists in the RAM-model (and also in the I/O-model),
we are not aware of matching algorithmic building blocks that are efficient in the cache-
oblivious model.
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We performed the following modifications to reach the temporal and spatial coherence
needed in the cache-oblivious model: Instead of simultaneously constructing the quadtree
and computing the WSPD-pairs as in the original algorithm, our algorithm first fully
constructs the (partial) quadtree and then computes a WSPD for the partition induced by
the nodes of the tree. To this end, we first need to (conservatively) estimate the depth of
the quadtree. Both the construction of the tree and the computation of the WSPD then
are performed level-by-level: the construction is done bottom-up, while the computation
is done top-down. At the beginning of the construction of the quadtree the points in P
(which will be contained in the leaves of the quadtree) are sorted according to the so-
called Q-order. Afterwards, the quadtree can be constructed easily by simultaneously
scanning each level and writing the next level. During the computation of the WPSD we
rely on cache-oblivious sorting and scanning to efficiently extract the data relevant for
computing the WSPD pairs corresponding to the current level of the tree.
In the postprocessing step, in which the number of pairs is reduced by merging “matching”
pairs, the original algorithm uses hashing to find the matching pairs. Since a cache-
oblivious counterpart is not available, we work in feature space where we can find the
matching pairs using cache-oblivious batched orthogonal range queries. Using the same
approach, we can also efficiently address the problem of merging the lists of matching
pairs.
With this modifications the algorithm requires O (sort ( n
εd
)
log n
)
memory transfers in the
cache-oblivious model; thus, we have obtained the first efficient algorithm for constructing
an 1
ε
-SSPD in the cache-oblivious model.
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In this project, we work towards a (semi-)automated geometric approach to
exploring astronomical data based on the Sloan Digital Sky Survey (SDSS).
In the context of a close collaboration with the department of Physics and As-
tronomy of the Ruhr-University Bochum, we develop progressive algorithms
and data-structures supporting astronomical exploration. Our ﬁrst method
is based on the principle of connected component analysis and can identify
regions of high density based on photometric data (or any arithmetical ex-
pression of photometric features). As part of the ongoing work, we have
developed a prototypical implementation of our approach that can be used
by the domain experts for exploration and veriﬁcation of the results. The
ﬁrst results obtained by this seems to indicate that this new approach can
lead to new astronomical awareness due to the (semi-)automated detection
of structures of interest in the multidimensional data space.
In a related, yet orthogonal project, we also work on clustering of soccer play-
ers' trajectories. We aim at developing diﬀerent methods for spatio-temporal
clustering that are suited to identify similar sub-trajectories with respect to
predetermined characteristics or frequently occurring motion patterns of the
soccer player.
The (semi-)automated analysis of data sets has become an increasingly important issue
for researchers in astronomy [1]. This is especially the case for massive data sets obtained
from the (SDSS) (data volume comprises 49; 6 TB in its current release) which is said
to be one of the most ambitious and inﬂuential surveys in the history of astronomy [6].
Developing solutions for astronomical problems requires a focus on developing progressive
analysis methods that can cope with the challenges brought by large-scale multidimen-
sional data. Handling such data eﬃciently requires the usage of large amounts of main
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Figure 1: Workﬂow for detecting Streams. The shown sequence of steps 2-4 is valid for
multiple feature spaces and is supported by feedback loops (dashed lines).
memory, which is fast and expensive, or databases access to which is slower. An algo-
rithm is called progressive if the quality of the result concerning a given quality-measure
is strictly monotonically increasing with the progress of the algorithm. Such progres-
sive algorithms, see, e.g., [5], are predominantly developed in the ﬁeld of databases. In
addition, modeling astronomical questions requires a domain knowledge of the physi-
cal backgrounds of the problems which needs to be deeply integrated into the analysis
method so that the already mentioned cooperation with the Ruhr-University Bochum
is absolutely essential. To verify our results and methods, we thus have developed a
prototypical implementation of our approach which allows domain experts to test the
developed methods and perform a visual inspection of the results.
The ﬁrst astronomical task we deal with is to ﬁnd Streams induced by globular clusters.
Streams arise during the the growth of galaxies by gravity interaction between massive
objects (e.g., the Milky Way) and smaller objects (e.g., dwarf galaxies) which are crack-
ing apart. Our procedure to detect and characterize Streams is schematically shown in
Figure 1. The ﬁrst step is the selection of a globular cluster based on the area of high
density in the two-dimensional feature space (ra,dec). As a running example, we select
the objects of the Palomar5 globular cluster from the SDSS which is the basis for our
analysis. The goal is identify and geometrically described high-density regions of inter-
est in astrophysically relevant feature (sub-)spaces. We model regions of high density
and/or special interest using an undirected graph on the stellar objects in question. We
compute connected components based on the symmetric adjacency with respect to the
k-nearest neighbors of each object. A simple example of this method is given in Figure
2a with k = 4. The edges show the symmetric adjacency of the connected objects and
the data set is split into two connected components. Figure 2b shows a visualization
of the connected components of Palomar5 which induce a Stream already described in
the literature. The resulting connected components in a feature space related to the
Hertzsprung-Russell-diagram, which is commonly used for data analysis in astronomy,
have been veriﬁed by the astronomers to identify important structures and regions, e.g.,
the break of the main sequence.
For each connected component, diﬀerent geometric representations can be calculated.
For the purpose of enabling a progressive data exploration, the geometric representation
is ﬁrst roughly approximated and in the following iterations of the workﬂow (see Figure 3)
aligned to the real shape of the cluster in a stepwise fashion. This representation is then
utilized to select astronomical objects form the SDSS which ﬁt in the geometric repre-
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(a) Connected compo-
nents with k = 4.
(b) Connected components of Palomar5 concerning photometric features
psf Magg   psf Magr ,psf Magr , commonly used for data analysis in
astronomy.
Figure 2: Connected components concerning the symmetric adjacency with k = 4 and a
visualization of the result with k = 7 on selection of 1504 objects of Palomar5.
sentation in the speciﬁc feature space. One can see that the selectivity of queries from
Figure 3 (a) to (d) is improved but at the costs of a higher representation complexity.
This approach reﬂects the main idea of a progressive algorithm. The ﬁrst rough approx-
imation can be computed quickly and leads to fast but less accurate results. One can
improve the quality of the results by investing more computation time for calculating
more detailed representations, which cause higher costs with regard to database queries
and selections. This two counterbalancing measures will be one important object of in-
vestigation for our future work.
To reduce the complexity of our calculations and facilitate the visual examination of the
results, we rely on a method to build a reasonable sub-sample of the data set which
preserve the original density distribution of the underlying point set. To achieve this we
make use of a method originally located in the ﬁeld of surface reconstruction [3]. The
next steps of our work focus on the eﬃcient calculation of the geometric representations
and the progressive reﬁnement of their selectivity.
The second ﬁeld of work deals with the analysis of soccer players' trajectories. Here,
the goal is to ﬁnding characteristic motion patterns of one player or its main area of
movement. To address the problem, we have developed two approaches. The ﬁrst vari-
ant segments the whole trajectory into sub-trajectories deﬁned by time or length that
can overlap or are chosen disjunctively. Then, each of these sub-trajectories is simpliﬁed
with the Min--trajectory simpliﬁcation algorithm which constructs an approximate curve
regarding a given size m which consists of at most m line segments with minimum error.
Afterwards the resulting simpliﬁed sub-trajectory is mapped to a point in 2m-dimensional
space with d being the number of vertices of each sub-trajectory. An alternative sim-
pliﬁcation method yields a simpliﬁcation of arbitrary size but with a given approximation
bound [2]. These constructed feature points are clustered using, e.g., the density based
clustering algorithm DBSCAN [4] to group similar trajectories. In a second approach,
our algorithm construct feature vectors of the sub-trajectories based upon the minimum
enclosing box, the median of the trajectory, or other features that represent characteris-
tics of the shape of a trajectory. Again we can ﬁrst simplify the trajectory and then break
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a) axis-aligned minimum 
bounding box
d) non-convex 
approximationc) convex hullb) k-oriented polygon
Figure 3: Sequential arrangement of nested approximations. The objects of a connected
component in feature space are marked by 'star '. Other objects are marked by
''. In (b)-(d) the approximation of the previous step is denoted by the dashed
lines.
it into sub-trajectories of prescribed length. Afterwards we continue as discussed in the
ﬁrst variant. This project is conducted in collaboration with Dr. Joachim Gudmundsson,
principal researcher at National ICT Australia and the University of Sydney.
References
[1] Nicholas M. Ball and Robert J. Brunner. Data mining and machine learning in as-
tronomy. International Journal of Modern Physics D, 19(7):10491106, 2010.
[2] Ovidiu Daescu and Ningfang Mi. Polygonal path approximation: A query based
approach. In Proceedings of the 14th International Symposium on Algorithms and
Computation, Lecture Notes in Computer Science, pages 3646, 2003.
[3] Daniel Dumitriu, Stefan Funke, Martin Kutz, and Nikola Milosavljevic. How much
geometry it takes to reconstruct a 2-manifold in R3. ACM Journal of Experimental
Algorithmics, 14, May 2009, Article 2.2, 17 pages.
[4] Martin Ester, Hans-Peter Kriegel, Jörg Sander, and Xiaowei Xu. A density-based
algorithm for discovering clusters in large spatial databases with noise. In Evangelos
Simoudis, Jiawei Han, and Usama Fayyad, editors, 2nd International Conference on
Knowledge Discovery and Data Mining, pages 226231. AAAI Press, 1996.
[5] Dimitris Papadias, Yufei Tao, Greg Fu, and Bernhard Seeger. Progressive skyline com-
putation in database systems. ACMTransactions on Database Systems, 30(1):4182,
March 2005.
[6] Sloan Digital Sky Survey (SDSS). http://www.sdss.org, 2011.
24
25
SFB 876   Verfügbarkeit von Information
durch Analyse unter Ressourcenbeschränkung
Subproject A3
Methods for Efficient Resource Utilization in Machine
Learning Algorithms
Jörg Rahnenführer Peter Marwedel
26
Multivariate survival models with high
dimensional genomic covariates
Michel Lang
Statistical Methods in Genetics and Chemometrics
Technische Universität Dortmund
lang@statistik.tu-dortmund.de
An important application of high dimensional gene expression measure-
ments is the prediction of survival times and the interpretation of the vari-
ables. When the response variables are censored survival times, an appropriate
hazard framework is required. The largest problem in this context is the typ-
ically large number of genes compared to the number of observations. Thus
we apply feature selection procedures in order to generate predictive mod-
els for future patients. This approach targets to identify models with high
prediction accuracy and at the same time low model complexity. Implemen-
tations of new statistical methods mostly appear first as an addon package
for R [10], the lingua franca of statistical computing. The high-dimensional
feature space combined with the need for resampling methods induce high
computational costs. Furthermore the analysis of subgroups of samples in-
creases complexity. Therefore fast and parallelized algorithms are essential in
this domain. Because the analysis of multiple high dimensional datasets is a
short term goal the consideration of computational costs becomes even more
important.
In the following we assume that we have a sample size of n patients and p explanatory
variables X = (X1, . . . , Xp). The explanatory variables are either clinical covariates (age,
tumor status, etc.) or gene expression values. We model the hazard function h(t) using
the Cox Proportional Hazard model [4]
h(t | x) = h0(t) exp (β′x),
where h0(·) is an arbitrary baseline hazard function and β = (β1, . . . , βp) is the vector of
regression coefficients. In the classical setting with n > p, the regression coefficients are
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estimated by maximizing the log partial likelihood
l(β) =
n∑
i=1
δi
β′xi − log
 ∑
j∈R(ti )
exp (β′xj)
 . (1)
For patient i , this expression contains the possibly censored failure time ti , the (non-
censoring-)indicator δi (equal to 1 if ti is a true survival time and to 0 if it is censored)
and the vector of covariate values xi . Further, R(ti) is the risk set at time ti ; this is the
set of all patients who have neither failed yet nor been censored. The value of β′xi is
called prognostic index or risk score of patient i .
In a high dimensional feature space with n  p, there exists no distinct solution to (1).
Moreover, with more than 20 000 covariates, collinearity complicates numerical optimiza-
tion attempts.
One approach is to use regularization. This includes optimization using the Lasso [11]
βˆ = argmax
β
(
l l (β)− λ
p∑
k=1
|βk |
)
.
Here, l l(·) denotes the log partial likelihood. Ridge regression [8] is very similar, using a
quadratic instead of an absolute penalty:
βˆ = argmax
β
(
l l (β)− λ
p∑
k=1
(βk)
2
)
.
The tuning parameter λ can in both Lasso and Ridge regression be estimated simulta-
neously using the K-fold cross validated partial likelihood [12]
CVPL(λ) =
K∑
k=1
[
l l(βˆ(−k)(λ))− l l(−k)(βˆ(−k)(λ))
]
,
where the subscript (−k) indicates calculation or estimation on all samples except of
those in the k-th fold. In Lasso regression most of the components of β get shrunken to
exactly zero resulting in sparse and interpretable models. Ridge regression on the other
hand has typically better prediction performance [3] but does not provide automatic
selection of important covariates. The simultaneous use of both penalty terms is called
elastic net [14].
An alternative approach is the component wise likelihood-based boosting [1]. In each
iteration the component of β which improves the fit most, gets updated utilizing penalized
partial likelihoods. In the subsequent step the updated β is used as a model offset. The
number of boosting steps M is also selected by cross-validation.
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Greedy search algorithms such as forward search and univariate search usually get out-
performed in terms of prediction performance and model accuracy [2, 3]. Furthermore
they neglect completely the correlations between covariates [7]. However, the simplicity
of these methods implies good interpretation possibilities.
The evaluation of all methods depends on a preceding split of the patients into training
and test datasets. The Brier Score [6] evaluates the differences of predicted and observed
survival times. The concordance index [9, 13] judges the ranking of predicted survival
times. Another performance measure is based on the risk score: the goodness of fit
of a cox model on the test data with the risk score as single covariate points to the
performance [2]. In order to reduce the effect of the random split into training and
test data, the steps of splitting, model fitting and evaluation must be repeated several
times, whereat each model fit consumes a not negligible amount of computational time.
New technologies such as Exon or SNP arrays raise the number of covariates further to
106 covariates.
We applied these techniques to several cancer types in the recent past, publications on
the findings are currently under review. A future goal of our research will be based on the
concurrent analysis of multiple datasets. As more and more freely accessible and suitable
datasets emerge the models are not limited anymore to be learned and evaluated on single
datasets. It is now rather possible to evaluate the portability of models or assess datasets
in regard to their generalizing properties. First results, utilizing only clinical covariates,
draw a clear distinction between datasets in terms of generalization and also uncovered
models specialized on specific cohorts.
For our analysis we use the programming language R [10]. In combination with the Bio-
Conductor repository [5], R provides unchallenged the most comprehensive framework for
high dimensional survival analysis. Unfortunately, R was not designed with high dimen-
sional data in mind. But the nested cross-validation, the demand of specialized models
for patient-subgroups as well as the concurrent analysis of multiple datasets makes gene
expression measurement analysis a high performance computing task.
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The worst-case execution time (WCET ) is a key parameter in the domain
of real-time systems since its knowledge is crucial to verify if timing critical
systems meet their deadlines. Today’s embedded system applications are
written in a high-level language and the code generated by compiler out of it
has to be verified w.r.t. such timing constraints. If the application does not
meet certain deadlines, the code has to be tuned, compiled and optimized
again in another cycle of the design flow.
Hence, automatic compiler-based WCET optimization becomes a challeng-
ing research area. For this purpose, we propose a compiler framework for the
development of novel WCET-driven optimizations. In this paper, the WCET-
aware C Compiler framework WCC is introduced. Based on this framework,
various low-level memory based optimizations as the WCET-driven memory
content selection or WCET-driven branch prediction aware code positioning
have been developed. Their functionality and achievable WCET reductions
are presented as well.
Embedded systems are also often hard real-time systems for which the knowledge of
an upper bound of the execution time is mandatory. This bound is called worst-case
execution time (WCET) and is a key parameter for the development of tailored hardware
platforms. Static analysis techniques have been developed to allow a safe estimation of
the execution time of a program (WCETest) since the real WCET can not be measured.
In the established design flow of embedded applications, programs are written in high-
level languages for which timing constraints have to be verified. Usually, the code is
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Figure 1: Workflow of the WCET-aware C compiler WCC
therefore manually fed into a sophisticated timing analyzer which determines its WCET.
If it turns out that the program misses given deadlines, the programmer has to tune the
program and start a new compilation/analysis cycle.
To relieve a developer from the burden of this error prone and time consuming optimiza-
tion cycle, automatic compiler-based WCET optimizations can be used. WCET-driven
optimizations need support of an underlying compiler to collect WCET data and to per-
form possible memory layout modifications. We propose the WCET-aware C compiler
framework, called WCC [3], which is intended to assist the development of various high-
and low-level WCET-driven optimizations. It is a compiler targeted at Infineon’s Tri-
Core TC1796 processor coupling AbsInt’s static WCET analyzer aiT [1] which provides
WCETest data that is imported into the compiler backend and made accessible for opti-
mizations.
Figure 1 depicts WCC’s internal structure. One or more files of a program are read
in the form of ANSI-C source files with user annotations for loop bounds and recursion
depths, called flow facts. These source files are parsed and transformed into the high-level
intermediate representation (IR) called ICD-C [6]. At this level, the compiler frontend
provides several standard compiler optimizations focusing on ACET minimization.
In the next step, the LLIR Code Selector translates the high-level IR into a low-level IR
called ICD-LLIR [2]. Again, several standard compiler optimization can be performed –
now on this TC1796-specific low-level IR.
To enable WCET-aware optimizations, aiT is employed to perform static WCET analyses
on the low-level IR. Mandatory information about loop bounds and recursion depths is
supplied by flow fact annotations. These flow facts are automatically translated from
the high-level IR to the low-level IR and are always kept valid and consistent during each
optimization and transformation step of the compiler.
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Optimizations exploiting memory hierarchies as well as the static WCET analyzer require
detailed information about available memories, their sizes and access times. For this
purpose, WCC integrates a detailed memory hierarchy specification available at ICD-
LLIR level. Finally, WCC emits WCET-optimized assembly files and its own linker script
in order to generate the optimized binary.
In the following, the two low-level memory based WCET optimizations called memory
content selection and branch prediction aware code positioning are presented.
WCET-driven Memory Content Selection Caches are widely used to bridge the in-
creasingly growing gap between processor and memory performance. They store copies
of frequently used parts of the slow main memory for faster access. But if, however,
the code of a program is not suitably arranged in the address space and the memory
accesses are random or widely spread over the address space, the performance can be
also decreased by the usage of a cache.
Intelligent allocation of beneficial functions to cached memory areas and unfavorable
functions to non-cached memory areas can ensure that functions whose WCET highly
profits from a cache are not evicted from the cache by functions with a low benefit. This
can lead to a faster execution and a decreased WCET due to a dramatically decreased
number of cache misses.
We developed a novel WCET-driven cache-aware memory content selection algorithm [5]
to decide which functions should be placed in a cached memory area in order to improve
the worst-case I-cache performance. The proposed algorithm uses a greedy approach
and evaluates the impact of executing a function from a cached memory area on the
WCETest . Changes on the worst-case execution path are taken into account in order to
optimize along this path which allows an effective minimization of the WCETest .
Applying this technique, we were able to achieve a WCETest decrease of up to 20% and
ensure that the performance of the optimized program is never worse than the original.
On average, WCETest reductions between 4% and 8% were achieved for cache sizes
ranging from 5-20% of the overall code size.
WCET-aware Code Positioning In the past decades, embedded system designers
moved from simple, predictable system designs towards complex systems equipped with
caches, branch prediction units and speculative execution. This step was necessary in
order to fulfill increasing requirements on computational power. We developed two novel
WCET-driven code positioning algorithms [4] to rearrange the order of basic blocks of
a function. They aim at improving the performance of static branch predictors and at
avoiding unnecessary unconditional jumps. The first algorithm employs a genetic ap-
proach which starts with a random population. By exploiting the evolutionary techniques
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crossover and mutation, offspring individuals are generated which desirably converge to
the optimal solution w. r. t. the WCET of a program.
Usually, evolutionary strategies can be implemented with small effort and often without
understanding the mechanism behind the optimization problem. We employ an Evolu-
tionary algorithm (EA) to understand the mechanisms behind the optimization problem
and to explore the possible optimization potential of code positioning techniques before
developing complex algorithms.
The second optimization is such a “complex” algorithm. A more promising order of basic
blocks is determined based on an integer-linear programming (ILP) approach. The ILP
explicitly models the WCEP as well as the impact on the branch prediction and thereby
avoids repetitive WCET analyses. For the first time, both branch penalty costs and the
amount of executed unconditional jumps are modeled in an ILP.
Applying these techniques, we were able to achieve a WCET decrease of up to 24.7%. On
average, WCET reductions of 8.9% were achieved for the EA whereas the ILP achieves
average WCET reductions of 6.7% were achieved.
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The GNU R programming language is a de facto standard in the domain
of statistical computing. R is a language with functional characteristics and
a dynamic type system. These characteristics support the development of
statistical algorithms and analysis at a high-level of abstraction. Like many
dynamic languages, R programs are processed by an interpreter. Such an
interpretation leads to an unacceptably slow execution of computation-heavy
R programs. Our goal is to optimize the execution runtimes of R programs.
Therefore, we want to develop a compiler toolchain as employed for impera-
tive languages, such as ANSI C or Java. To reach the best possible optimiza-
tion potential for runtimes of R programs, it is necessary to examine diﬀerent
compiler strategies. This report discusses those possible compiler strategies.
Due to its open-source nature, R has become very popular among statisticians. The
comprehensive R archive network (CRAN) [5] contains a huge amount of R-packages
which support the rapid development of statistical algorithms and analysis. Especially
in the domain of bioinformatics R has become invaluable for analysis and evaluation of
genomic data. For this purpose, Bioconductor [2], as an open-source software framework
written in R, supports free R-packages that contain algorithms which are unrivalled up
to now.
Although R is common in the domain of statistics, a big disadvantage lies in the per-
formance penalty especially in the case of computation-heavy programs. R-programs
are processed by an interpreter. This interpretation is responsible for performance loss,
because every single program line has to be evaluated separately. R is an originally func-
tional programming language with a dynamic type system. In contrast to imperative
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languages, like ANSI C, which could be translated directly into machine code, a sophis-
ticated compiler is not available for the R language.
Due to the performance problems of the R language, there are already approaches trying
to optimise the runtime of R programs. Two of the most popular approaches are the
RCC project [7], based on a master thesis from the Rice University, and the byte code
compiler developed by Luke Tierney [10].
The RCC project tries to translate a given R program into ANSI C. It uses the interme-
diate representation produced by the parser of the original R-interpreter, which is written
in C. Since the project only transforms the R program into function calls to the original
interpreter API, the performance speedups are fairly low. So, an optimized R program is
just up to four times faster than the original program. The byte code compiler developed
by Luke Tierney makes a slightly diﬀerent approach. Here, byte code is generated for
a stack-based virtual machine with a simple set of instructions. The compiler itself is
written in R and part of the latest R distribution. The resulting byte code needs also to
be interpreted and the compiler supports only a few optimizations. Thus, there is quite
room for improvement.
In addition, there are approaches which try to reengineer the original R-interpreter by
implementing it in diﬀerent languages. The CXXR project [9] refactors the R-interpreter
into C++ to support the development of experimental interpreter versions. There is also
a project called Renjin [1], representing a JVM-based R-interpreter written in Java.
To obtain eﬃcient code, R developers tend to manually export computation-heavy parts
to faster running languages like ANSI C. Therefore, the R programming language supports
special interfaces. This strategy requires not only knowledge of an additional program-
ming language, it is also not applicable in every case, especially for complex algorithms
which analyse and evaluate genomic data.
The above mentioned approaches do not represent complete solutions, because only a
few parts of R programs are optimized and thus, the achieved runtime improvements are
still unsatisfying. A possible solution for this problem is the development of a compiler
toolchain as employed for imperative languages, such as ANSI C or Java. To achieve this
goal, it is necessary to examine diﬀerent compiler strategies.
One possible compiler strategy is to translate R into ANSI C. This C-based approach is
proposed in [8]. The idea is, to divide the compiler toolchain into four phases. In the ﬁrst
phase source level optimization are executed on the intermediate representation produced
by the R-parser. Phase two transforms the optimized R code to C code. In the third
phase the generated C code can be optimized by applying C source level optimizations.
In the last phase, the optimized C code is translated into machine code by a standard
compiler.
The main challenge in this approach is the translation from R to C code. R has dynamic
features, which are hard to translate into an imperative language like C. Especially, the
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dynamic type system as well as dynamically growing arrays and the garbage collection
are quite hard obstacles to deal with. A dynamic type system allows a fast development
without the need of declaring types for variables. Thus, types of variables may change
at runtime. In contrast, C has a static type system where types of variables are known
at compile time. In addition, R uses arrays which can be dynamically adjusted in size at
runtime. In C this feature is not natively supported.
Another challenge is R's garbage collection, which is needed to manage the heap space.
To translate this feature in C, complex data ﬂow analyses are required. Due to the
mentioned dynamic features of R it is diﬃcult to perform an eﬃcient and full translation
from R to ANSI C.
In terms of runtime optimizations for languages with dynamic features, like MATLAB or
Python, VM-based approaches including Just-In-Time-based (JIT) solutions have been
applied [4]. Such approaches concentrate more on the dynamic features of a language
and could be very promising for the optimization of R runtimes. One of the most famous
virtual machine is the Java Virtual Machine (JVM). It oﬀers sophisticated optimizations
and includes an advanced JIT-compiler. Therefore, a compiler strategy based on the
JVM could support a better solution for the optimization of R programs compared to
the C-based approach.
There are several possibilities to run R on the JVM. One possibility is to reengineer
the R-interpreter in the Java programming language, like Renjin [1] does. However this
approach does not lead to optimized runtimes, because the R language still needs to be
interpreted. A more promising approach is to directly generate Java byte code from an
R program. There are already other languages, which are very similar to R, targeting
the JVM by using this approach. One of those languages is Scheme. With the kawa
language framework [3] it is possible to compile Scheme into Java byte code. Kawa is
a framework for dynamic languages and supports the compilation of dynamic languages
into Java byte code. Thus, kawa could be a possible approach for translating R into Java
byte code.
A compiler strategy which targets the JVM has several advantages. First of all, the new
JVM 7 has now support for dynamically typed languages. A key part of this support is
a new byte code called invokedynamic, which can be used to link a dynamic function
call to a fast static function call. In addition to this the included JIT-compiler makes
it possible to translate hotspots directly into machine code. Further, the JVM supports
sophisticated optimizations. Especially the array bounds-check optimization could be
very helpful, since R uses arrays which can be dynamically adjusted in size at runtime.
Compared to the C-based compiler strategy, proposed in [8], the JVM-based approach
has not only a better support for dynamic features, it has also a sophisticated garbage
collection, which is capable of running parallel.
In order to demonstrate the advantages of translating R into Java byte code and thus,
targeting the JVM, we exemplarily translated parts of R code into Java code. For this
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purpose we evaluated the same hotspot as in [8] of the R package rda for Regularized
Discriminant Analysis. In [8] a single for-loop of rda's apply() function was manually
translated into C and compiled with the GCC compiler. This leads to a speedup by a
factor of 90. Translating the same part in Java, the speedup of the rda's apply() function
is quite similar. We also compared runtimes of diﬀerent benchmarks from [6] written in
Java and C. The result shows, that Java is on average 1.7 times slower compared to the
equivalent C program. Even if Java programs are not as fast as C programs, the JVM-
based compiler strategy supports the dynamic features of R. This should lead to a higher
optimization potential for runtimes of R programs compared to a C-based strategy.
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The most limited resource on a portable embedded device is usually the
power supply. A number of solutions and methods are already explored to
reduce the energy consumption. For example voltage/frequency scaling or
processor sleep modes. I am working on energy models for low-power embed-
ded devices to reduce its power consumption. However, to create such an
energy model from scratch it is necessary to measure the power consump-
tion of the device in detail by the use of accurate and reliable measurment
methods.
A further key aspect of the SFB 876 project A4 are resource models.
In order to examine resource models for configurable multiprocessor sys-
tems, I used our LavA [2,3] framework, which facilitates the development of
application-specific multiprocessor systems-on-chip (MPSoCs). LavA hides
low-level hardware details by the use of a meta-model developed with the
Eclipse Modeling Framework [1]. The output of the LavA framework is a
tailored MPSoC written in VHDL1.
1 Measurement methods for low-power devices
The first work package of the project A4 deals with the study of measurement methods.
An elementary part of this package is the development of a suitable method to measure
the power consumption of an embedded device. The common way to measure the power
consumption of a device is the use of a shunt2. The shunt is placed in series with the
1Very High Speed Integrated Circuit Hardware Description Language
2Low-ohmic and precise resistor
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power supply and the device under test. In order to determine the flowing current it
is necessary to measure the voltage drop across the shunt. Due to the proportional
relationship between the voltage drop and the flowing current, the power consumption
of the device under test can easily be calculated by the use of Ohm’s Law.
For our first steps we have decided to use the Texas Instruments eZ430-Chronos [4]
watch, which is a low-power embedded sensor node. This device consumes only 10µA
when the MSP430 CPU of the watch is in sleep mode and all peripheral devices are
turned off. When the CPU is active and the radio is turned on the watch needs roughly
20mA. However, the accurate measurement of low currents in the range from 10µA to
20mA is very challenging. Especially when it is necessary to log the power consumption
of a device over a period of time with the full dynamic current range from 10µA to 20mA.
To measure the full range, it is necessary to change the shunt during the measurement,
since otherwise the voltage drop across the shunt is to high and causes a voltage collapse,
leading to a reset of the watch. Commercial measurement equipment is available, but not
able to capture current changes with high resolution accurately. In order to avoid these
problems I placed a Schottky diode parallel to the shunt into our measuring arrangement.
This reduces the voltage drop across the shunt to a maximum of 0.3V and ensures
that the watch does not a restart within the complete potential measurement range.
Furthermore, this results in an exponential characteristic curve with a fine resolution in
the range from 1µA to 2mA and a rather coarse resolution in the range from 2mA to
20mA. For measuring the voltage drop I use a digital storage oscilloscope that records
the results with 4GSa/s.
Another problem is that electrical interferences from the 230V/50Hz alternating current
mains have a negative influence on the measurement, even with the use of a high-quality
laboratory power supply. To circumvent this problem, I decide to use a battery power
supply in combination with a voltage regulator.
2 Prediction of resource consumption for MPSoCs
In parallel I have continued to work on the prediction of resource consumption for con-
figurable MPSoCs. The basic resource of an FPGA3 is a look-up table (LUT). It is
basically used to implement almost any Boolean function of the designed hardware. An-
other limited resource of an FPGA is the memory which is provided by Block RAMs.
For an efficient calculation of the resource consumption on an FPGA, resource mod-
els are defined. However, these models strongly depend on the FPGA vendor and the
FPGA itself, and are therefore only useable for a small family of similar FPGA types.
Our models support two FPGA families from Xilinx, which are used very frequently—the
Spartan-3E and Virtex-5 series. The Spartan-3E family is a low-cost series with 4-input
3Field Programmable Gate Array
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LUTs, whereas the Virtex-5 series offers high-end FPGAs with more resources and a
6-input LUTs design. Furthermore, it should be taken into account that the required
resources of the specified hardware design depend on the used synthesis software and
its configuration. For the resource models the Xilinx ISE Design Suite 10.1 with default
settings is used.
Due to the vast number of potential hardware configurations it is only possible to measure
a selection of multiprocessor systems to identify trends in the resource consumption. For
the resource models presented in this technical report, I focus on the LUT consumption
and the occupied Block RAMs. The required measurement results can easily be extracted
from the ISE Design Suite. It provides a hierarchical, itemized list of the resource con-
sumption for each hardware component in the design. The resource estimations for the
MPSoC and SoC components are the most difficult of all, because they implement vir-
tually no logic, but act as interconnects for all other components, such as processors or
peripherals. However, to take these resources into account for our estimation, only a
simple approximation for the MPSoC and SoC components is used.
The functions below exemplarily show the calculations of the LUTs for the IPC4, CAN5
and UART peripheral devices. These cost functions of the hardware components are inte-
grated into our configuration process for a fast calculation of the resources at configuration-
time. Like the other attributes of the MPSoC, used to configure the components of the
multiprocessor system, also the cost functions are annotated to each device in the meta-
model. The calculation of the total costs for each resource is realized by the Xtend
language of the Eclipse Modeling Framework. The cost calculation is also embedded
into the plausibility check and reports an error in the case of a mismatch between the
chosen FPGA and the calculated resources. This enables the developer at a very early
stage of the design process to change the multiprocessor system or to replace the FPGA
with a more suitable one without the use of time-consuming synthesis software.
LUT4IPC = (
Connection.W idth
8
× 90) + 230
LUT4CAN = 933 + (47× F i lters) + (90× Buf f er)
LUT4UART =
{
82 , Baud ≤ 38400
68 , Baud > 38400
4Device for inter-processor communication
5Controller-area network device (basically used in the automotive sector to connect control units)
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Processor Peripherals Prediction Synthesis Difference
2 MB-Lite 1 UART 57600 Baud 7843 7793 +0.69 %
with 8KB BRAM 1 CAN with Filter
and Barrel Shifter 2 IPC Ctrl. 32 Bit
4 MB-Lite 4 CAN with Filter 17,496 17,577 -0.46 %
with 8KB BRAM 4 IPC Ctrl. 32 Bit
and Barrel Shifter
15 ZPU 9 UART 57600 Baud 23,886 24,755 -3.51 %
with 8KB BRAM 21 IPC Ctrl. 32 Bit
Table 1: Ressource estimation for Spartan-3E 1600 (4-input LUTs)
The key question is how accurate such resource models can predict the resource con-
sumption for MPSoCs on an FPGA. Table 1 shows the predicted and the real LUT
consumption for three configured multiprocessor systems on a Spartan-3E 1600 FPGA.
This FPGA offers 29,504 LUTs in total for the hardware design. The difference between
the estimation and the real consumption is quiet low with a maximum of 3.51 percent.
Even with a LUT usage of 81 percent for the third system with 15 ZPUs, the LUT
prediction is still close to the results of the synthesis software. Only when the LUTs
are almost exhausted, the prediction of the LUT consumption differs from the synthesis
results due to aggressive optimizations performed by the synthesis software. The calcula-
tion of the memory usage is quiet simple and the predicted results correspond accurately
to the synthesis results.
References
[1] Eclipse Modeling Project.
http://www.eclipse.org/modeling.
[2] Matthias Meier, David Austin, Horst Schirmeier, and Olaf Spinczyk. TMPL: A hard-
ware transactional memory product line. In Proceedings of the Workshop on Multipro-
cessor Systems on (Programmable) Chips (MPSoC 2011), pages 539–546, Istanbul,
Turkey, July 2011. IEEE Computer Society Press.
[3] Matthias Meier, Michael Engel, Matthias Steinkamp, and Olaf Spinczyk. LavA:
An open platform for rapid prototyping of MPSoCs. In Proceedings of the 20th
International Conference on Field Programmable Logic and Applications (FPL ’10),
pages 452–457, Milano, Italy, 2010. IEEE Computer Society Press.
[4] Texas Instruments. eZ430-Chronos.
http://www.ti.com/chronos.
44
Energy-Efficient OFDMA Systems
Markus Putzke
Lehrstuhl für Kommunikationsnetze
Technische Universität Dortmund
Markus.Putzke@tu-dortmund.de
Due to continuously increasing data rates of Orthogonal Frequency Division
Multiple Access (OFDMA) based systems, like Long Term Evolution (LTE),
power consumption becomes a key challenge for today’s mobile devices. Based
on the lack of dynamic power consumption models, we present results of
an analytical model capable to capture the power consumption of different
components within smart phones. Moreover, we introduce an approach for
OFDMA based systems, which can reduce the interference between LTE
femto- and macrocells by random frequency hopping. A reduced level of in-
terference results in lower power consumptions under the constraint of a
constant Quality of Service (QoS) requirement.
1 Power Consumption of Smart Phones
In order to analyze power consumptions of smart phones, numerical results of a semi-
empirical model, which was published in [1], are presented in this section. As the model
divides the overall power consumption into six individual parts, the results enable to
identify which components consume the most power and hence which are the preferable
ones to optimize.
According to [1], the power consumption of smart phones can be captured by an ana-
lytical state dependent model, where each state is linked to a specific power
P =(βuhfh + βul fl) u + βCPUCPUon + βbrbr + βGonGPSon + βGslGPSsl + βWiF ilWiFil+
βWiF ihWiFih + βAudioAudio + β3Gidle3Gidle + β3GFACH3GFACH + β3GDCH3GDCH .
(1)
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The power consumption of the CPU is modeled by the first two terms, the consumption
of the LCD display by the third term, the consumption of the GPS by the fourth and fifth
term, the consumption of the WiFi module by the six and seventh term, the consumption
of the audio module by the eighth term and the cellular power consumption by the rest
of the terms. Numerical values and clarifications for all parameters of this model can be
found in [1] and are matched to an HTC Dream.
In order to analyze numerical results, we have implemented the model in (1) on an HTC
Incredible S. Fig. 1 shows how the power is distributed among the different components,
if all components are active and a maximum brightness of the display is used. According
to [1], the CPU works at 385 MHz and 246 MHz, WiFi uses 802.11g, GPS applies
the LocationUpdate method and cellular communication utilizes T-Mobile UMTS 3G
network. It can be seen that more than 50% of the overall power is consumed for the
RF components, i.e. WiFi, 3G and GPS. Hence, it is very important to reduce the power
consumption of the communication modules.
A detailed view of the cellular and WiFi power is depicted in Fig. 2. The power consump-
tions depends on different states of the components. The cellular power is divided into
the off state, the idle state where the interface only receives messages, the Cell FACH
state where random/forward access common channels are active and the Cell DCH state
where a dedicated channel for communication is set up. In an analogous way, the WiFi
power is partitioned into the off state, the low state, and the high state. The transition
from low to high state and vice versa is given by a hysteresis with 15 and 8 transmitted
or received packets per second respectively.
Future work will include power measurements of other mobile devices in order to find new
sets of parameters, as the validity of the model in (1) is limited to an HTC Dream.
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2 Reducing Power Consumption by Random Frequency
Hopping
As wireless traffic of cellular and WiFi networks is constantly growing, operators are
introducing femtocells to reduce excessive traffic in macrocells. In this way, capacity
bottlenecks can be compensated by providing short-range hot-spots. As a result, higher
signal qualities, higher throughputs and lower power consumptions can be achieved. Due
to the fact that femtocells operate in the same bands as macrocells, interference between
them occurs.
In classical resource planning of OFDMA systems, user subbands are changed according
to deterministic time-frequency hopping patterns which are orthogonal to each other.
Applying such centralized planning to femtocells is not feasible, as it would require a
high administrative overhead. Therefore, we propose to replace centralized predetermined
patterns by dynamical hopping patterns which are chosen randomly by the femtocell
users [2]. In this way, the femtocell is able to integrate itself into the frequency bands
of the macrocell with limited interference. A reduced level of interference results in a
higher QoS level. Conversely, this means a reduced power consumption while preserving
the same QoS requirements.
In order to evaluate the random frequency hopping gain compared to systems without re-
source planning, we determine an analytical model for the SINR (Signal-to-Interference-
and-Noise Ratio) as well as the BER (Bit Error Rate). Beginning with an expression for
an OFDMA signal in the time domain [3], we can determine an exact equation for the
power of the interference signal after the baseband processing in the receiver and hence
an analytical relationship for the SINR
SINR =
1
M(ru/ri )
γ
DnDmNm
Nm−1∑
s=0
∞∑
l=−∞
Nn−1∑
d=0
E
{
Re2 {β}
}
+ 1
SNR
. (2)
Here ru denotes the distance between the access point and the analyzed system, ri the
distance to the interferer and M the number of considered interferers. All parameters
can be found in [2]. Using inverse Laplace transform techniques, the BER per subcarrier
results as
BERs =
1
2pij
c+j∞∫
c−j∞
eσ
2
nz
2/2E




∞∫
−∞
∞∏
l=−∞
Nn−1∏
d=0
cosh
(
zAi
√
QnQmRe(β)
)
f (fx)dfx


M

×
E
{
e−zAu
}
z
dz ,
which can be solved numerically by Gauss-Chebychev quadrature. Herein f (fx) is the
probability density function of the random frequency hopping, Au the fading amplitude
of the analyzed system and Ai the fading amplitude of the interference signal.
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Finally, we present results for the SINR and BER of the proposed models. Assuming
typical values of LTE and an allocation of 10 resource blocks, we obtain Fig. 3 for
the SINR and Fig. 4 for the BER as a function of the channel bandwidth. Uniform
random frequency hopping is used, where the carrier frequencies are chosen with equal
probability from the channel bandwidth. In order to quantify the achieved gain, the results
are compared to the performance of systems with centralized and orthogonal resource
planning and to systems without resource planning and random hopping. Both the SINR
and BER show a characteristic according to the unused bandwidth, which is the difference
between the channel bandwidth and occupied bandwidth of all users in the cells. The
higher the unused bandwidth, the higher the SINR and the lower the BER. All results
are verified by simulations implemented in MATLAB. Moreover, an approximation can
be made for the BER, if we assume that the interference signal follows a Gaussian
distribution, cf. Fig. 4.
Future work will include the analysis for more complex scenarios with frequency-selective
channel models and the impact of different service types for the users.
References
[1] L. Zhang, B. Tiwana, Z. Qian, Z. Wang, R. Dick, Z. Mao and L. Yang. Accurate
Online Power Estiamation and Automatic Battery Behaviour Based Power Model
Generation for Smartphones. IEEE/ACM/IFIP CODES+ISSS, Scottsdale, Arizona,
Oct. 2010.
[2] M. Putzke and C. Wietfeld. Self-Organizing OFDMA Systems by Random Frequency
Hopping. Accepted for 4th. IFIP Wireless Days, Niagara Falls, Ontario, Oct. 2011.
[3] C. Snow, L. Lampe and R. Schober. Impact of WiMAX Interference on MB-OFDM
UWB Systems: Analysis and Mitigation. IEEE Transactions on communications,
Vol. 57, No. 9, Sep. 2009.
48
Modeling the Energy Eciency of 4G
Wireless Transmission
Björn Dusza
Lehrstuhl für Kommunikationsnetze
Technische Universität Dortmund
bjoern.dusza@tu-dortmund.de
In this report a measurement based energy model for IEEE 802.16e con-
form mobile WiMAX devices is presented. For this purpose, extensive mea-
surements of the energy consumption of a mobile WiMAX device have been
performed for dierent system parameterizations and dierent data sizes.
From the results of the measurements, analytical models have been derived,
which allow for the calculation of the energy that has to be spent for suc-
cessfully transmitted bit.
1 Motivation
The operational time for which a mobile communication device can be used prior it has
to be recharged is one of the most important performance parameter for the consumers
of new smart phones [1]. This is the reason why energy eciency is one of the most
important design targets if novel smart phones based on LTE or mobile WiMAX have to
be developed. However, before extensive simulations on the energy consumption of new
systems, protocols or algorithms can be performed, detailed energy models are mandatory
as a basis for the performance evaluation. One of the most critical performance indicators
in this context is the energy that has to be spent for the successful transmission of 1 bit.
In the following a measurement based, analytical energy model addressing this emerging
topic is presented.
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2 Measurement Setup
iPerf Server
Base Station Emulator DUT
iPerf Client
Gateway PC
Probe
Evaluation PC
Ethernet
RF
USB
USB
iPerf generated Uplink Traffic
Figure 1: Measurement Setup for Detailed Power
Measurements
The measurement setup used for the
determination of the USB sticks en-
ergy consumption can be seen in Fig.
1. The actual mobile WiMAX link
between the Base Station Emulator
(BSE) and the Device Under Test
(DUT) is realized my means of an RF
cable to avoid external inuences on
the radio link. The BSE acts as a
base station and creates a standard
conform radio cell towards the DUT.
In the context of energy consumption
measurements, the main role of the
BSE is forwarding of the uplink data
to the server as well as the submission
of power control MAC messages in the
downlink. The iPerf server is connected to the BSE via Ethernet. Beside this, the BSE
used for the investigations makes use of an additional gateway PC for end-to-end appli-
cation testing. The actual power measurement is performed by a measurement probe
that is placed between the DUT and the client PC. Therefore the energy consumed by
the DUT has to pass the probe, where it is measured in terms of electric current and
voltage. From this, the current power consumption is calculated at a frequency of 100
kHz and transmitted to an evaluation PC via USB. Here the data is stored for a detailed
evaluation in terms of for example the determination of the consumed energy in a certain
period of time. From this it is for example possible to very precisely measure the energy
that is consumed for the transmission of single symbols, bursts and frames as it can be
seen in Fig. 2.
3 Evaluation of Measurements and Derivation of a
Power Consumption Model
A general overview on the course of the current power over time can be seen in Fig. 2.
Fig. 2(a) illustrates the power consumption over time for a Mobile WiMAX device that is
connected to a base station, but does not transmit or receive any data. Therefore a con-
tinuous average power consumption of 880 mW is needed, while every 300 ms a channel
measurement report is submitted in the uplink. For this transmission period, the average
power increases to 929 mW. Fig. 2(b) shows a zoom to the power measurements for
one TDD (Time Division Duplex) frame. One can clearly see the dierent parts of the
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Figure 2: Mobile WiMAX Power Consumption for Dierent System States
burst for the uplink and the downlink where the ratio corresponds to the dened TDD
downlink to uplink ratio of 35/12. While the overall average power for the submission of
one burst is 1.32 W only 0.9 W are consumed in during the reception phase, while 2.52
W are needed for the transmission of data in the uplink (assuming an uplink Tx power of
-6 dBm as reported to the BS).
In the following section the dependencies of the energy eciency from dierent sys-
tem parameters Tx-Power and packet size are derived by means of measurements and
analytical tting: The inuence of the uplink Tx-Power on the energy needed for the
successful submission of one bit was determined by transmitting an iPerf generated data
stream at the maximum possible data rate for the dierent DL to UL ratios 	 . Afterwards
the consumed energy for the transmission of one bit was calculated by
E
bit
=
1
T

∫
T
t=0
P (t)dt
1
T

∫
T
t=0
DR(t)dt
(1)
for a dened measurement period of 30 seconds. The results of the measurements can
be seen from the solid lines in Fig. 3(a). The determined gures show that the overall
power consumption can be divided in a xed processing power that does only depend on
the DL to UL ratio 	 and a Tx-Power dependent component that is independent of 	
and added to the processing power. Polynomial tting has been performed in a least
square sense to nd a polynomial that models the non-linear increase of the Tx-Power
dependent component. From that we found that a second order polynomial is a very
good approximation (see Fig. 3(a)).
For the determination of the le size dependent energy eciency, les with dierent
sizes have been transfered, while the Tx power is constant. In contrast to the previously
described model for this investigation, the energy consumption per bit was calculated
as
E
bit
=
∫
T
t=0
P (t)dt
PS
(2)
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Figure 3: Original Measurement vs. Analytical Energy Model
where T determines the time that is needed to transmit a le of size PS. The results
plotted in Fig. 3(b) show that the energy consumption per bit has to be modeled for
three dierent areas. For a packet size of up to 20 kByte the shape is linear in a double
logarithmic plot which again leads to a 1=x relationship. For packet sizes above 900
kByte the energy consumption per bit is constant and can be calculated based on the
UL/DL ratio 	 and the Tx-Power. For the transition area between 20 kByte and 900
kByte either the analytical expression for lower packet sizes or higher packet sizes can
be applied, but increased errors have to be expected. The overall energy model for the
packet size dependent energy consumption can be analytically expresses by the formula
shown in Fig. 3(b).
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Network protocol stacks are an important ingredient of today’s system
software. For example, all state-of-the-art operating systems for personal
computers come with a TCP/IP stack. In the domain of resource-constrained
devices, like wireless sensor networks, the Internet protocols are actually not
extensively used due to their complexity. This work focuses on the design and
implementation of a scalable TCP/IP stack for embedded devices with tight
resource constraints. It discusses a methodology for analyzing variability of
IP networking software and provides preliminary results in terms of memory
footprint.
1 Introduction
Communication is essential for today’s computer systems. Almost every recent personal
computer comes with a built-in network interface, and devices like mobile phones have
also access to data networks and interconnect to the global Internet. They employ
successfully the TCP/IP protocol suite, which is the de facto standard for data com-
munication. I attack the problem of bringing resource-constrained devices and TCP/IP
together in order to achieve interoperability among embedded devices and common per-
sonal computers.
Dunkels [2] showed that even 8-Bit microcontroller architectures are suited for running
a fully standard compliant TCP/IP stack despite of tight memory limits. This led to
the development of uIP (“micro IP”) and lwIP (“lightweight IP”), which are both open
source implementations using the C programming language. uIP reduces the feature set
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of TCP/IP to an absolute minimum required for standard conformance, whereas lwIP
implements most common features of TCP/IP and thus provides much greater func-
tionality. Compared to the fixed minimal feature set of uIP, lwIP offers configurability
of several features by means of the C preprocessor. A feature is for instance a particu-
lar protocol, like TCP, that is conditionally compiled by surrounding #ifdef directives.
lwIP’s source code is characterized by the excessive use of C preprocessor directives.
Expressing software variability in that way is heavily criticized as error-prone, unreadable
and unmaintainable [4]. There are mainly two drawbacks of textual preprocessing:
1. Dependencies of features are represented in the source code.
2. Features are not modularized, especially if they crosscut the implementation (many
functions, files, and so on).
The first drawback applies for source code that is shared by more than one feature. The
corresponding source code has to be encapsulated by #ifdefs for all particular features.
The second drawback is valid for crosscutting concerns, which are features which affect
many scattered lines of code. Crosscutting concerns cannot be implemented by the use of
the C preprocessor in a modular way, because the resulting implementation is scattered,
tangled, hard to understand and hard to maintain.
The following section outlines a methodology for the design and implementation of vari-
able IP networking software that avoids the problems discussed above.
2 Design Approach
IP networking software for resource-constrained devices has to be statically configurable,
like lwIP. Configurable software allows the selection and removal of features, and thus the
adaptation to different devices and requirements. Protocol features that are not needed
can be omitted in order to reduce memory consumption.
The development of configurable software has to focus on variability, which can be for-
malized by feature modeling [3]. The idea is to identify and document requirements in
terms of features, which can be either mandatory or optional. A feature model encom-
passes all requirements that are imposed for the product being developed. The success
of fine-grained configurable IP networking software relies mainly on high-quality feature
models: It is crucial to have detailed information about the expected variability for the
subsequent design and implementation process.
As a starting point for a feature model of the TCP/IP protocol suite, I use the official
specification published by the Internet Engineering Task Force (IETF). In RFC1122 [1],
the most important requirements are summed up and categorized into three different
kinds: MUST, SHOULD, and MAY. These capitalized words determine the significance
of each particular requirement.
54
IP
IPv4
Send Receive IPv4
Options
Fragmentation
IPv6
Send Receive IPv6
Options
Figure 1: Simplified Feature Diagram of the In-
ternet Protocol
aspect RetransmissionCounter {
  advice “TCP” : slice {
    static int retransmission_counter;
  }
  
  advice call(“void TCP::retransmit(...)”) : after() {
    TCP::retransmission_counter++;
  }
};
aspect pointcut expression (where) slice introduction
advice (what) advice type (when)
Figure 2: Syntax of AspectC++
Figure 1 shows a simplified feature diagram of IP. A feature diagram graphically points
out variability by using a tree layout. Each node represents a feature, which depends
on its ancestor node. A filled circle at the lower end of an edge indicates a mandatory
feature (c.f. RFC MUST ), whereas a non-filled circle describes an optional one (c.f.
RFC SHOULD or MAY ). Cumulative features, of which a least one must be present, are
grouped together by a filled arch at the upper ends of their edges.
Having analyzed the variability of each protocol of the TCP/IP suite, I developed a
TCP/IP stack from scratch using aspect-oriented programming (AOP) [5]. The goal
was to transfer the variability to the implementation level in a modular way in order
to avoid the already discussed issues of the C preprocessor. The key concept behind
AOP is implicit invocation: an aspect contains advices, which intercept the program’s
control flow and extend the underlying types. Advices target several join points, which
are locations in the dynamic control flow or part of the static program structure. Join
points are described via pointcut expressions in a textual form.
AspectC++ [5] extends the C++ programming language by AOP facilities. It consists
of an aspect weaver, that compiles aspects into ordinary C++ code, which is woven
into existing C++ source code files at relevant locations (i.e. join points). Therefore,
advice code is inlined and produces no overhead compared to an implementation by
hand (see [4]). Figure 2 outlines the syntax of AspectC++ by taking the example of a
retransmission counter for TCP. The given aspect encapsulates two advices. First, the
class TCP is extended by an integer member variable to store the counter’s value. The
static program structure is modified by a slice introduction. The second advice affects
the function TCP::retransmit(...) and implicitly increases the counter after each
function call. The ellipsis of the function’s arguments in the pointcut expression ensures
that overloaded functions are matched regardless their arguments.
3 Evaluation
To evaluate the aspect-oriented TCP/IP stack, I use a wide range of hardware platforms
that cover 8- up to 64-Bit architectures. Figure 3 summarizes my preliminary results.
CiAO/IP refers to the aspect-oriented implementation that is compared to uIP and lwIP
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Figure 3: Code size (ROM) for common use cases. Subfigures (a) - (d) show the minimal
memory consumption of each IP stack. The lower sections of the stacked
bars constitute the code size of the IP stacks themselves. The upper hatched
sections indicate the cost for the application code that has to be added for full
operation.
for common use cases. Each use case includes the Internet Protocol itself, and on IA-32
and AMD64, additionally Ethernet and the Address Resolution Protocol (ARP), since
typical IA-32 and AMD64 systems feature an Ethernet adapter. The results show that
aspect-oriented IP networking software is competitive to common C implementations in
terms of program memory consumption. For the future, I plan to further investigate
performance and scalability issues of the discussed systems.
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This report presents an overview of past and current work of the author
in the Collaborative Research Center SFB 876 as well as future plans. It
lays out the three lines of research with respect to the use of answerset
programming under confidentiality requirements in multiagent systems. It
focuses on the definition of confidentiality using answerset programming and
gives a summary of it. In the end current and ongoing work is sketched.
This is the report about work and plans in the Collaborative Research Center SFB 876
“Collaborative Research Center SFB 876 - Providing Information by Resource-Constrained
Data Analysis”, project A5 “Exchange and Fusion of Information under Availability and
Confidentiality Requirements in MultiAgent Systems”. The project aims at develop-
ing theories of confidentiality for multiagent systems using two different approaches to
non-monotonic reasoning, answer set programming (ASP) [2] and ordinal conditional
functions (OCF) [3] as an instantiation of the System P. OCF in combination with c-
representations [3] provide a rich semantics which satisfy many desirable properties while
ASP allow for intuitive knowledge representation and comes along with several powerful
and fast solvers which have proven to be practically usable which makes ASP especially
interesting for resource-constrained data analysis. The reasoning component will be em-
bedded in a multiagent system that is based on the preliminary work published in [1].
Complex inference operators are rarely used in current implementations of multi agent
systems and models of confidentiality based on these are lacking. The project there-
fore makes the development of new models and the combination of those with existing
techniques necessary. The authors current work on the project is on three lines. Firstly
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work on a definition of secrecy from the point of view of an autonomous epistemic agent
with incomplete and uncertain information which is situated in a multiagent system. The
resulting framework from this work will form the basis for the incorporation of different
non-monotonic logics, operators of belief dynamics and confidentiality preservation into
an model for an autonomous agent. The results of this work will be submitted to a
conference in October. Secondly formalizing confidentiality in the context of answer set
programming of which a a summary is given below. Thirdly work on the design and imple-
mentation of a flexible and modular multiagent framework that allows the use of plugins
for different logics for the knowledge representation and plugins for important operators
of the agent which include operators for belief change and operators that determine the
behavior of the agent with respect to confidentiality preservation. The plugin architec-
ture allows us to easily define and compare different types of agents and evaluate their
performance. In the following extended logic programs and the answer set semantics are
introduced and a brief summary of the formalization of confidentiality based on these is
given. Afterwards an outlook on future work in the project is presented.
An extended logic program consists of rules over a set of atoms A using strong negation
¬ and default negation not. A literal L can be an atom A ∈ A or a negated atom
¬A. The complement of a literal L is denoted by ¬L and is A if L = ¬A and ¬A if
L = A. Let A be the set of all atoms and LitA the set of all literals LitA = A ∪
{¬A |A ∈ A}. A rule r is written as L ← L0, . . . , Lm, not Lm+1, . . . , not Ln. where
the head of the rule L = H(r) is either empty or consists of a single literal and the
body B(r) = {L0, . . . , Lm, not Lm+1, . . . , not Ln}. The body consists of a set of literals
B(r)+ = {L0, . . . , Lm} and a set of default negated literals denoted by B(r)− = {Lm+1,
. . . , Ln}. If B(r) = ∅ r is called a fact. A set of literals that is consistent, i. e., it does
not contain complementary literals L and ¬L, is called a state S. A literal L is true in S,
denoted by S |= L, iff L ∈ S and false otherwise. The body B(r) of a given rule r is true
in S iff each L ∈ B(r)+ is true in S and each L ∈ B(r)− is false in S. A rule r is true in
S iff H(r) is true in S whenever B(r) is true in S. A state is a model of a program P if r
is true in S for all r ∈ P . The reduct P S of a program P relative to a set S of literals is
defined as P S = {H(r)← B+(r) | r ∈ P,B−(r)∩S = ∅}. An answer set of a program P
is a state S that is a minimal model of P S. The set of all answersets of P is denoted by
S(P ). An extended logic program P infers a literal L credulously, denoted by P |=casp L,
iff L ∈ ∪S(P ). An extended logic program P infers a literal L skeptically, denoted by
P |=sasp L, iff L ∈ ∩S(P ). P |=◦asp S refers to any answer set inference relation. The
corresponding sets of consequences are denoted by Cnasp(P ) = {L ∈ LitA | P |=◦asp L}.
The answer set semantics defines the evaluation of queries ?L with L ∈ LitA as yes if
P |=◦asp L, no if P |=◦asp ¬L and unknown else.
The multiagent framework presented in [1] is adopted and a possibility to extend it
towards the use of answer set programming for confidentiality is presented in the following
as a basis for further discussion and development.
Definition 1. The epistemic state belσA of an agent A after a sequence of actions
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σ is a tuple belσA = (is
σ
A, conf
σ
A, {viewσA,A1, . . . , viewσA,Am}) with individual belief base
issigmaA ⊆ LB, a personalized confidentiality policy confσA, and views, i. e., the beliefs of
agent A about the beliefs of agents Ai , viewσA,A1, . . . , view
σ
A,Am
⊆ LB. The belief set,
the set of all inferences based on a belief base, is given by an belief operator Bel(isσA).
For the sake of clarity often two specific agents, namely Ann A and Bob B, are picked to
illustrate definitions and terms since each speech act can be seen as an action involving
two agents. Normally, the view of Ann is taken who wants to keep secrets from Bob.
The general framework presented previously is going to be instantiated using extended
logic programs as the underlying logical language. To this end the epistemic state of
agents in this scenario needs to be elaborated. The first two components of the beliefs
of an agent are instantiated by extended logic programs. The third component of the
beliefs, the confidentiality policy is defined on the language of answer sets and therefore
the one of answers to queries.
Definition 2. A belief base of an Agent A consists of a logic program, isσA ∈ P. A
view of agent A on agent B of the belief base isσA of A is defined as an extended logic
program, viewσA,B ∈ P. A confidentiality policy confσA is a set of literals, confσA ⊆ LitA.
Example 1. For example isσA = {a← b, not ¬c., b.,¬c.}, viewσA,B = {a← b, not ¬c., b.}
and confσA = {a,¬b}.
Note, that alternative definitions of confidentiality policies are feasible and could be set
to a program or even propositional formulas. This is left for future work. According
to the instantiation of the agent’s beliefs the belief operator Bel(·) is implemented by
means of the inference operator based on the answer set semantics, i. e. Cn◦asp(·).
Definition 3. A revision operator ∗ is a mapping from two logic programs to one single
program, P ∗ P ′ = P ′′.
For more detail on revision of logic programs refer to [5]. The result of a revision
request is dependent on the input to be revised by in relation to the knowledge base of
the agent being requested. Given a knowledge base isσA ⊆ L and a set of sentences
φ ⊆ L an acceptance function f is defined as f : P(L) × P(L) → P(L) such that
f (Ψ, φ) ⊆ φ. The acceptance function needs to be implemented by each agent. For
more elaborate acceptance functions refer to [6]. A view viewσA,B and a knowledge base
isσA are called compatible, if Cn
◦
asp(view
σ
A,B) ⊆ Cn◦asp(isσA). Given an example belief base
isσA = {a., b ← a, not c.} and a view viewσA,B = {b.}, then Cn◦asp(viewσA,B) = {b} ⊆
{a, b} = Cn◦asp(isσA). After every received or sent communication act an agent needs
to change its beliefs. Therefore change operators for all components that are dependent
on the type of act performed need to be defined. For the belief base a corresponding
operator, though abstractly, is already defined. In the following the operators for updating
an agent’s views on other agents are described. Given a request for the evaluation of L the
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update function is defined depending on the sent answer: yes: viewσ′A,B = view
σ
A,B ∗ {L};
no: viewσ′A,B = view
σ
A,B ∗{¬L}; unknown: viewσ′A,B = viewσA,B−{L,¬L}. This definition
demands that given the answer is yes the update of a view shall make sure that L should
be true. viewσ′A,B |=◦asp L for any ◦ ∈ {c, s}. Likewise, after an answer no, one gets
viewσ′A,B |=◦asp ¬L for any ◦ ∈ {c, s}. If the answer is unknown a contraction by the set
{L,¬L} is performed which leads to a state where viewσ′A,B 6|=◦asp L and viewσ′A,B 6|=◦asp ¬L
for any ◦ ∈ {c, s}. Given a revision request for φ and an answer φ′ the update function
is defined as: viewσ′A,B = view
σ
A,B ∗ φ′. Hence the view of the attacker is updated by
incorporating the accepted input. This general setup raises requirements to the change
operators for the component of the epistemic state of the agent.
Current work in line with the ASP formalization is dedicated to formalizing the require-
ments laid out in the last sections and defining operators satisfying these based on the
framework presented in [4]. In the next steps all three current lines of work will be joint
in one system, brought together and evaluated with the work on the OCF representation
in the Project. Extensions towards handling of preference and plausibility as well as the
evaluation with respect to resource-constrains are planned.
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In this report my research during the last year of investigating the inference-
proofness of a specific existing approach to vertical fragmentation of relational
database instances is outlined. Moreover, it is discussed briefly how inference
control can be established efficiently based on these results by employing
so-called inference-proof materialized views of relational database instances.
Finally, the long-term objective of designing a comprehensive solution to the
problem of inference-proof materialized views is sketched.
My research during the last year was motivated by the observation that information has
become one of the most important resources, which has to be protected. In order to
protect information from undesired disclosures, confidentiality requirements are declared
by setting up a confidentiality policy. Moreover, there is an increasing need for storing
data cost-efficiently in our economy-driven society. One approach to achieve this goal
is called “database as a service” paradigm and leads to third party service providers spe-
cialized on hosting database systems and offering the use of these database systems to
their customers via Internet in return for payment of rent [8].
Obviously, there is a goal conflict between the discussed “database as a service” paradigm
and confidentiality requirements because the service provider cannot be restrained from
reading all cleartext information stored in its systems. To solve this conflict, some au-
thors suggest to break sensitive associations by splitting relational instances vertically,
which is referred to as vertical fragmentation. There are several different approaches to
achieving confidentiality based on vertical fragmentation surveyed in [10] and for each
of these approaches the corresponding authors describe how fragments of an original
relational instance can be outsourced so that unauthorised (direct) accesses to confiden-
tial information are prohibited. But it is not shown that confidential information cannot
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be inferred by employing inferences, which may offer the possibility to infer confidential
information based on the knowledge of non-confidential information [7]. Moreover, it is
not considered that an attacker often has some a priori knowledge, which might enable
him to infer confidential information [3].
In my diploma thesis a specific approach to vertical fragmentation – splitting a relational
instance into one externally stored part and one locally-held part – has been analysed
w.r.t. its inference-proofness [9]. More specifically, based on the seminal ideas proposed
in [5, 6], a formalisation of this approach to vertical fragmentation is developed and
analysed w.r.t. its inference-proofness within the framework of so-called Controlled Query
Evaluation (CQE). This framework comprises several different approaches, which are all
known to be inference-proof provably by limiting a user’s information gain so that this
user cannot infer protected information reliably based on his a priori knowledge and the
(possibly distorted) answers to his queries [2].
The main result of this diploma thesis is that the approach to vertical fragmentation
considered can be inference-proof as long as a user only has some a priori knowledge
in terms of a rather restricted class of functional dependencies. But in general this
restricted class of functional dependencies should not be sufficient to represent a user’s a
priori knowledge about the semantic constraints being valid in the database instance under
consideration suitably. So, during the last year I did research on finding more expressive
classes of a priori knowledge under which the inference-proofness of fragmentation still
holds provably.
The main novel contribution of this research is that the inference-proofness of the ap-
proach to fragmentation considered still holds if an attacker’s a priori knowledge con-
sists of arbitrary unirelational and typed semantic constraints as long as they belong
to the rather general classes of so-called Equality Generating Dependencies (EGDs) or
Tuple Generating Dependencies (TGDs), which together comprise nearly all semantic
constraints (cf. [1]). This result will be published in [4] and presented at ISC 2011
conference in China in October 2011.
Intuitively expressed, an EGD claims that the presence of some tuples in a relational
instance r implies that certain components of these tuples are equal and a TGD claims
that the presence of some tuples in r implies the existence of certain other tuples in r .
Moreover, a constraint is unirelational if it refers to only one relational schema, and it
is typed if there is an assignment of variables to column positions preventing the claim
for equality of values being in different columns of r [1]. A well known example for a
unirelational and typed EGD is an arbitrary functional dependency and an example for a
unirelational and typed TGD is a join dependency.
As there are other approaches to achieving confidentiality by vertical fragmentation than
the one treated in [4] (see e.g. [10]), an idea for future work might be to analyse the
inference-proofness of these approaches. As these approaches free the client from storing
data locally by resorting to encryption if necessary, the logic-oriented modelling of an
64
attacker’s knowledge has to be adapted suitably to reflect these circumstances. This
research might be done by a student writing his master thesis, who is supervised by me,
because both the development of the logic-oriented modelling of these approaches and
the subsequent formal analysis of the inference-proofness are supposed to be similar to
the ones presented in [4].
Seen from the point of view of inference control, the approach to vertical fragmentation
considered in [4] can also be seen as a mechanism to establish inference control efficiently.
For each user querying the database an alternative instance – which is called materialized
view – is created by splitting the database instance vertically according to the inference-
proof approach to vertical fragmentation considered and making only the “externally
stored“ part resulting from this fragmentation available to the pertinent user. So, this
“externally stored“ part can be treated as an alternative inference-proof database instance
that does not contain any information which might enable the distinguished information
receiver to infer any information considered to be secret.
Regarding the desired efficiency this generation of inference-proof materialized views has
the advantage, that queries can be answered safely without employing costly mechanisms
of (dynamic) inference control based on theorem proving: each query can be answered
directly according to an existing inference-proof instance without the need of any mon-
itoring. Of course, the generation of the desired materialized views might be of high
computational complexity. But as the needed computations can be done beforehand,
these computations can be seen as a kind of preprocessing as long as only queries are
handled and updates do not occur.
Following up this idea of creating inference-proof materialized views, my research for the
next year will deal with inference-proof materialized views created with existing algorithms
for dynamic CQE, which are surveyed in [2]. Processing the identity query asking for a
full relational instance, such an algorithm for dynamic CQE generates an inference-proof
variation of the original instance as its output, which can be used as an inference-proof
materialized view. As a long-term objective a comprehensive solution to the problem of
inference-proof materialized views is intended to be designed. For that purpose it has to
be evaluated which requirements in terms of confidentiality and availability can be ful-
filled by each of the different possibilities to compute inference-proof materialized views.
Moreover, it might be evaluated whether a combined use of some of the approaches
under investigation increases availability without compromising confidentiality.
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In multiagent systems, several agents (i.a., autonomous computing sys-
tems) share information for the purpose of achieving a joint goal, e.g., a
sale contract, arrangement of a meeting etc. Whilst sharing of informa-
tion is a necessary means for the cooperation among the agents it is subject
to obligations or interests of individual agents to hide sensitive information
from others. In our work in project A5 “Exchange and Fusion of Information
under Availability and Confidentiality Requirements in MultiAgent Systems”
of the “Collaborative Research Center SFB 876 - Providing Information by
Resource-Constrained Data Analysis”, we augmented an agent with additional
components for declaring her confidentiality interests and, complementarily,
components for controlling her interaction with other agents and effectively
enforcing her declared interests.
We focus on a scenario of an isolated interaction between two agents, a requesting agent
A and a reacting agent D, outlined by Fig. 1. The exchange of information relies on
a common propositional language Lpl . In this scenario, agent D holds the role of a
defender against agent A in the role of a (potential) attacker who attempts to obtain
confidential information against D’s obligations or interests. Agent D is devised with
the usual desired functionality of an interacting agent: D faces generally incomplete
information (current assertions R ⊂fin Lpl) about her environment, e.g., trading stock
and offers in an e-commerce scenario etc. Moreover, in order to plan how to achieve
her personal and the joint goals and to guide her decisions in the process of planing,
agent D must be capable to draw reasonable conclusions from the available information
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fixed reasoning 7∼
current assertions R
belief Bel( 7∼,R)
concludes
policy conf
view V
Reacting Agent D
– in role of defender
approximation of 7∼
approximation of R
(parts of) D’s belief
concludes
awareness of policy etc.
Requesting Agent A
– in role of attacker
notify success/
failure
update/
revise belief
query belief
answer to query
observable request (message)
observable reaction (message)
internal entailment operations
Figure 1: Interaction between two agents under confidentiality requirements
R. This capability is modeled by a consequence relation (fixed reasoning 7∼⊆ Lpl ×Lpl)
that maps assertions to conclusions. This reasoning can either be based on entailment or
truth-value evaluation in propositional logic, used in classical database systems [2, 3, 5],
or based on ordinal conditional functions (OCF) or other representations, used in non-
monotonic reasoning [1, 4, 7]. Gathering all conclusions from her current assertions, D
forms her belief Bel( 7∼,R) about the environment:
Bel( 7∼,R) := {B ∈ Lpl | con(R) 7∼ B} where con(R) :=

∧
F∈R
F if R 6= ∅,
true otherwise.
For confidentiality preservation, agent D is devised with two additional components,
the policy conf (declaration of confidential information) and the view V (agent A’s
presumable view on D’s fixed reasoning and current assertions), following the proposal
in [4] for BDI agents.
Under the confidentiality aspect, agent A is a curiosity-driven reasoner about D’s belief.
Here, A is capable to conclude parts of D’s belief after observing D’s reactions to A’s
requests and accordingly approximating D’s fixed reasoning and current assertions. In
the following we will review our work in this project with two different instantiations of
the outlined scenario.
In the area of classical database systems [5], agent D operates as a database server
with a single client, agent A. The database R corresponds to a propositional truth-
value assignment which completely describes D’s environment. Agent D’s belief are
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all propositional formulas that evaluate to true with respect to the database R. As
a database client, agent A can request the truth-value of A ∈ Lpl (query) or request
to insert/delete variables in the database (view update). These modifications may not
violate integrity constraints con ⊂fin Lpl that define reasonable states of the database in
the application context and must be evaluated to true. Agent D declares sensitive belief
(here: potential secrets) as two disjoint sets psec(TCP) and psec(CCP) of propositional
formulas collected in the confidentiality policy conf for agent A. Informally, agent A is
prohibited to conclude that D currently believes in a formula B ∈ psec(TCP) (temporary
requirement) and to conclude that D has ever believed in a formula B ∈ psec(CCP),
either previously or currently (continuous requirement). Against these prohibitions, agent
A may exploit all released information (a finite set of valid formulas with respect to the
database R) and tracked effective updates to conclude the validity of sensitive belief in
the current or preceding databases. Here, agent A reasons with propositional entailment
and a syntax-based operator (variable negation [3]) that undoes effective updates. For
enforcing confidentiality, agent D employs protocols that simulate A reasoning at run-
time and refuse A’s request if otherwise A was enabled to conclude sensitive current or
previous belief. To judge the performance of the protocols under an availability policy of
last-minute intervention (“refuse only if necessary”), in [5] we list other desirable properties
of view update transaction protocols (beside confidentiality enforcement). Further, we
show that the presented view update transaction protocol achieves all these properties
while no other protocol can increase availability under the last-minute intervention policy
without lacking one of these properties.
Beyond the classical complete propositional database model, in various application sce-
narios agent D cannot gain complete knowledge about her environment, but faces in-
complete information R ⊂fin Lpl . From the available information R, agent defeasibly
concludes her belief about the environment by the consequence relation 7∼κ defined by an
OCF κ [1,7]. In this scenario, in [6] we focus on the case that agent A requests queries
about D’s belief or requests revisions of D’s belief. Via a belief revision request, agent A
might add a formula A ∈ Lpl to D’s current assertions R. In the light of the additional
information A, agent D might refute or withdraw previous belief. In the confidentiality
policy conf ⊂fin Lpl , agent D declares assertions believing in which agent D aims to hide
from agent A. Opposing D’s confidentiality interest, agent A might desire to conclude
what D certainly believes. For this purpose, agent A uses skeptical entailment (1) based
on the following approximations: a set B+ ⊂fin Lpl × Lpl that describes D’s observed
behavior to draw conclusions, a set B− ⊂fin Lpl × Lpl that describes D’s observed be-
havior not to draw conclusions, and a set C ⊆ Lpl that describes which of the assertions
propositionally entailed by R are visible to A.
skeptical(B+,B−, C) = {B ∈ Lpl | for each consequence relation 7∼′
possible under B+, B− and C : con(C) 7∼′ B}. (1)
Informally, A considers a consequence relation possible iff this relation agrees with her ap-
proximations. In our work, we equipped agent D with procedures to control her reactions
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to queries and revisions by simulating A’s skeptical reasoning at runtime. In particular,
we formally proved that these procedures enforce confidentiality.
In ongoing research, we plan to implement the presented agents and evaluate the feasi-
bility of our approach in comparison to confidentiality preserving agent with answer set
programming developed also in this project. Further, we plan to augment D’s belief
Bel( 7∼,R) with degrees of beliefs where a higher degree expresses more confidence in the
belief [1], based on an idea in [8] that “weakening of some degrees as a means to restrict
access to information is a more cooperative way of communication than denying access
altogether”.
The work on this project is elaborated in the publications [5, 6].
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Ion mobility spectrometry (IMS) devices are developed by B&S Analytics1.
We introduce a new method to reduce the amount of data and extract ap-
propriate features in measurements for an easier handling in further processes
with respect to constrained resources on the used hardware.
Overview
Ion mobility spectrometry (IMS) is a technology to measure the presence and concen-
tration of compounds in the air. Coupling an IMS with a multi-capillary column (MCC)
for pre-separation yields more precise data. We obtain a two dimensional spectrum with
retention time r , drift time d and the electric charge as the measured signal s. Mea-
surements can be visualized as a two-dimensional heatmap, shown in Figure 1. A whole
MCC/IMS measurement consists of 3 to 75 million data points depending on the res-
olution. Regions with a high signal intensity are called peaks. Peaks consist of several
hundred data points. The challenge is to detect the peaks to draw conclusions from the
position and shape of the peaks about the compounds.
Preprocessing
As we can see in the visualization the data is noisy. Therefore the data is pre-separated
before further analysis. A feature that appears in all MCC/IMS measurements is the
reaction-ion peak (RIP), visible as a continious run at drift time d = 17.5ms in Figure
1. For a RIP elimination a baseline correction is appropriate. Every signal in all MCC
chromatograms is reduced by the median of the chromatogram it belongs to. To reduce
1http://www.bs-analytik.de/
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Figure 1: Heatmap of an MCC/IMS measurement. X-axis: drift-time d in ms; Y-axis:
retention-time r in seconds; intensity increase: white - blue - purple - red -
yellow
the noise we use a standard low-pass ﬁlter. Finally we are testing if a Gaussian blur or
Savitzky-Golay ﬁlter yields better results for smoothing the data and if it is necessary to
use further ﬁlters.
Describing Peaks with Models
The idea is to model the peaks with statistical functions for better comparisons [1] and
further computations. A new approach is to ﬁnd an appropriate model of statistical
functions and to estimate the parameters with a statistic method. Because of the func-
tionality of an MCC/IMS the peaks form a skewed curve in the retention time cross
section as well as in the drift time cross section. In this case we chose the inverse gaus-
sian (IG) distribution with parameters µ and λ. We modiﬁed the original IG with an
additional parameter to set the origin o of the distribution.
IG(x ;µ, λ, o) =
(
λ
2pi(x − o)3
) 1
2
· exp
(
−λ((x − o)− µ)
2
2µ2(x − o)
)
The model is deﬁned as a product of an IG in retention time r with an IG in drift time d .
The volume under the curve equals 1. Thus we insert a last parameter for the volume or
accordingly the weight ω in the measurement. The 2D peak model function is deﬁned
as:
M(r, d ;µr , λr , or , µd , λd , od , ω) =
{
ω · IG(r ;µr , λr , or ) · IG(d ;µd , λd , od) if r > or ∧ d > od ,
0 otherwise
.
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EM algorithm
Since peaks can overlap it is not appropriate to assign the data points to a single cluster.
Thus it is more attractive to use the EM algorithm [2], which has the advantage of
soft clustering. The algorithm estimates parameters in statistic models with given data
points. Its an iterative process with two alternating phases: In the expectation E phase
hidden values are estimated. This values discribe the weight of every data point to all
models. The sum of all weights for one data point equals 1. The weight is estimated
by the probability density function of the speciﬁc model. In the maximization M phase
all parameters for all models are optimized with maximum-likelihood-estimators [3]. A
typical approach is to work on a complete MCC/IMS measurement [4]. The adventages
are that the preprocessing ﬁlters work better when the whole dataset is known and
the decomposition of the peaks is more precise. Because our software concentrates
on application areas in mobile devices the resources like storage or battery power are
constrained. Hence it is necessary to build software that uses the hardware carefully. For
this reason keep holding the whole measurement is not beneﬁcial. The idea is to store
just a few IMS spectra during the measurement and operate only in this window and
subsequent discard the raw data after processing.
Therefore the EM algorithm is applied ﬁrst on 1D IMS spectra belonging to one retention
time point. After one EM execution one IMS spectrum for a single retention time is
processed, hence we obtain parameterized 1D models in drift time. Now for all IMS
spectra the EM process will be initiated. During this loop the detected 1D models at
retention time r + 1 will be connected to their coherent models at retention time r . At
the same time we use the estimated parameters of the models at retention time r to
have good start parameters at r + 1. The results are n model chains [1]. After the ﬁrst
processing all model chains will be processed individually in a further EM step. In this
step parameters in drift time as well as in retention time will be estimated for every peak.
We obtain parameterized 2D models of the peaks.
Parameterized peaks have many advantages. Via parameterization the data will be ex-
tremely reduced. Depending on the size of the peaks (the amount of data points discribing
a peak is in the range of a hundred to severeal thousand points) and the resolution of
a measurement the factor of data reduction ranges between 10,000 and 250,000. Fur-
thermore it is better to handle a data model for an alignment or resizing than discrete
data points. Another issue where beneﬁt from parameterization is the ion-theft, visible
in Figure 1 at retention time r = 90s. The peak at drift time d = 34ms steals ions
from the peak at d = 24ms. This problem, which appears during a measurement, is
generated by the function of an IMS. The ionization source which is used in the IMS
does not ionize every molecule in the measured air. Thus we obtain incorrect data. With
a statistical model it is easier to perform an ion reconstruction which is necessary for a
correct 2D model parameter estimation. We developed a software, that already converts
an MCC/IMS measurement ﬁle into a list of parameterized peaks.
75
Prediction of Models
A further issue is the prediction of compounds. Since the calibration and identiﬁcation of
one single metabolite is very costly in terms of time a prediction of the measurement (and
the parameters) of an unregistered metabolite just by considering the chemical structure
could be an alternative. So far three approaches came up. The ﬁrst approach is to
treat the peaks in the MCC chromatogram as poisson or inverse gaussian distributed,
too. But the problem is that we have to assume that every molecule is injected into the
MCC simultaneously. The second approach is to simulate the motion and collision of all
molecules in the MCC. Of course such a simulation is very costly in terms of computa-
tion, but a prediction could be run at a compute server with no resource constrains since
this computation need to be runed just one time with no critical time limits. The last
approach is an abstraction of the full molecul simulation. We assume that the collisions
in an MCC are irrelevant for the measurement. With appropriate mathematical functions
we compute the time a molecule is carried in the mobile phase and sticks in the stationary
phase. We obtain a retention time for every simulated molecule. For a simulation with a
compound that is not already registered a method must be developed that computes cor-
rect parameters for the functions which assign the duration of the mobile and stationary
phases. After a suﬃcient MCC simulation we will concentrate on an IMS simulation.
Open Issues
Next steps are to develop an alignment for peaks. Not only factors like temperature,
velocity of carrier/drift gas or length of MCC/IMS tube change the measurement but also
measurements of the same gas with diﬀerent MCC/IMS devices vary in position and shape
of the peaks. Another issue is the evaluation of feature selection. We want to compare all
existing methods for pre-separation and peak detection. Thus we have to deﬁne criterias
for the quality of the description of a spectrum with peak parameterization.
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High-throughput sequencing machines deliver increasing amounts of data.
Current technology is able to determine, within one run of the sequencing
instrument, the sequence of over 5 billion DNA fragments at a length of
length 100 basepairs per fragment (reads).
For economic reasons, machines will operate at their highest possible ca-
pacity, minimizing the idle times. Since one instrument needs less than 14 days
in order to ﬁnish a run, this constrains the maximum available for an analysis
of that run.
There are many computationally expensive steps in processing the raw
sequencing data until meaningful biological results are obtained. After on-
machine image analysis, the reads need to be mapped to a known genome or
assembled from scratch if no reference genome is known. Depending on the
biological question, the next step would often be to ﬁnd diﬀerences between
the reference and the sequenced fragments. Those diﬀerences can then be
classiﬁed as damaging mutations or harmless variations.
Many steps of that pipeline have already been highly optimized and so that
they are currently not problematic regarding runtime. For analysis of small
RNA fragments (microRNA), an intermediate ﬁltering step is required, in
which those parts of each sequenced DNA fragment are removed that do not
belong to the original RNA molecule that was to be sequenced.
With our tool cutadapt, which we describe in the following, that crucial
part of the analysis pipeline for smallRNA/microRNA sequencing has now
been suﬃciently automated.
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Overview High-throughput sequencing machines deliver huge amounts of data. Cur-
rent sequencing technology is able to determine, within one run of the sequencing instru-
ment, the sequence of over 5 billion DNA fragments at a length of length 100 basepairs
per fragment.
For economic reasons, most machines will operate at their highest possible capacity,
reducing the times at which the machine is idle as much as possible. Since one instrument
needs less than 14 days in order to ﬁnish a run, this constrains the maximum time that
can be used to analyze the data of that run.
There are many steps in processing the raw sequencing data until meaningful biolog-
ical results are obtained. For example, there is the initial image analysis and quality
value computation, which is done within the machines. After that, the DNA fragment
sequences need to be mapped to a known genome or assembled from scratch if no ref-
erence genome is known. Depending on the biological question, the next step would
often be to ﬁnd diﬀerences between the reference and the sequenced fragments. Those
diﬀerences can then be classiﬁed as damaging mutations or harmless variations.
Many steps of that pipeline have already been highly optimized and/or parallelized so
that they are currently not problematic regarding runtime. For analysis of small RNA
fragments (for example, microRNA), an intermediate ﬁltering step is required, in which
those parts of each sequenced DNA fragment are removed that do not belong to the
original RNA molecule that was to be sequenced.
Through our work, that crucial part of the analysis pipeline for smallRNA/microRNA
sequencing has now been suﬃciently automated. The resulting tool  called cutadapt
 is available as an Open Source tool.
As user feedback indicates, the program is also easy to use. We therefore argue that
also the eﬃciency with which the highly constrained resource human work time is used
has improved by providing this tool to the bioinformatics community.
Introduction The lengths of individual nucleotide sequences (reads) output by second-
generation sequencing machines have reached 35, 50, 100 and more. When DNA or
RNA molecules are sequenced that are shorter than this length, especially in small RNA
sequencing experiments, the machine sequences into the adapter ligated to the 3' end of
each molecule during library preparation. Consequently, the reads that are output contain
the sequence of the molecule of interest and also the adapter sequence. An essential ﬁrst
task during analysis of such data therefore is to ﬁnd the reads containing adapters and
to remove the adapters where they occur. Only the relevant part of the read is passed
on to further analysis. In some cases, ﬁnding adapters is a sign of contamination and
the reads containing them must be discarded entirely.
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For both tasks, we suggest to use cutadapt, which is a user-friendly program for the
command-line, supporting a variety of ﬁle formats produced by second-generation se-
quencers. It especially supports color space data as produced by Applied Biosystems'
SOLiD sequencer.
Cutadapt is the only stand-alone tool that can correctly trim color space reads. It supports
FASTQ, FASTA and also SOLiD .csfasta/.qual input ﬁles. It outputs results in FASTA
or FASTQ format. Gzip-compression of input or output ﬁles is automatically detected.
Implementation Cutadapt is mainly written in Python. The alignment algorithm is
implemented in C as a Python extension module. The program was developed on Ubuntu
Linux, but tested on Windows and Mac OS X.
Features The program was initially developed to trim 454 sequencing data collected
by Zeschnigk et al. (2009). As insertions and deletions within homopolymer runs are
common in 454 data, cutadapt supports gapped alignment. For small RNA data analysis
by Schulte et al. (2010), the program was modiﬁed to support trimming of color space
reads. It has also been tested and works well on Illumina data. Cutadapt can search for
multiple adapters in a single run. It can optionally search and remove an adapter multiple
times, which is useful when library preparation led to an adapter being appended multiple
times. It can either trim or discard reads in which an adapter occurs. Reads that are
outside a speciﬁed length range after trimming can also be discarded.
Performance In theory, adapter trimming with cutadapt is dominated by the compu-
tation of alignments, which is O(nk), where n is the total number of the characters in
all reads and k is the sum of the length of the adapters. In practice, other operations
such as reading and parsing the input ﬁles take up more than half of the time.
With 35 bp color space reads and an adapter of length 18, cutadapt trims approximately
1 million reads per minute (0.06 ms per read) on a single core of a 2.66 GHz Intel Core 2
processor.
Color space reads Cutadapt correctly deals with reads given in SOLiD color space.
When an adapter is found, the adapter and the color preceding it must be removed as
that color encodes the transition from the small RNA into the adapter sequence and
could otherwise lead to a spurious mismatch during read mapping.
Documentation Use cases are documented in the README ﬁle within the cutadapt
distribution and also on the web site. Full documentation for all parameters is available
by typing cutadapt help on the command line.
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Algorithm In the following, a character is a nucleotide or a color (encoded by 0-3). The
ﬁrst step in processing a single read is to compute optimal alignments between the read
and all given adapters. Cutadapt computes either regular or slightly modiﬁed semiglobal
alignments. Regular semiglobal alignments, also called end-space free alignments, do not
penalize initial or trailing gaps. This allows the two sequences to shift freely relative to
each other. When the -a parameter is used to provide the sequence of an adapter,
the adapter is assumed to be ligated to the 3' end of the molecule and the behavior
of cutadapt therefore is to remove the adapter and all characters after it. With regular
semiglobal alignments, a short, usually random match that overlaps the beginning of a
read would lead to the removal of the entire read. We therefore require that an adapter
starts at the beginning or within the read. This is achieved by penalizing initial gaps in
the read sequence, which is the only modiﬁcation to regular overlap alignment.
Regular semiglobal alignment is used when the location of the adapter is unknown (as-
sumed when the -b parameter is used). Then, if the adapter is found to overlap the
beginning of the read, all characters before the ﬁrst non-adapter character are removed.
After aligning all adapters to the read, the alignment with the greatest number of char-
acters that match between read and adapter is considered to be the best one. Next,
the error rate e/l is computed, where e is the number of errors and l is the length of
the matching segment between read and adapter. Finally, if the error rate is below the
allowed maximum, the read is trimmed.
Conclusion Cutadapt solves a small, but important task within sequencing pipelines,
especially those for small RNA. It oﬀers an easy-to-use command-line interface. If color
space is to be processed, then cutadapt is the only standalone tool that supports this.
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Introduction 
Ion mobility spectrometry (IMS) is generally used for direct breath analysis with respect to 
biomarker finding and gas trace analysis. Using IMS, ions are formed from the metabolites 
directly in air at ambient pressure, and the drift time within the spectrometer is measured. 
About 10 ml of breath is necessary to carry out a full analysis [1]. An IMS coupled to a MCC 
allows the identification of volatile metabolites occurring in human breath down to the ng/l- 
and pg/l- range of analytes in less than 500 seconds (see Figure 1). 
 
Figure 1: Working principle of an ion mobility spectrometer 
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The main aspect of this work is to create a database large enough to find specific 
metabolites in human breath, whereupon the human breath analysis can be used as medical 
diagnostics. 
Parallel gaschromatographie (GC)-measurements were done to compare and confirm the 
MCC/IMS results. The samples are taken with tenax tubes  with an adsorber inside, where 
the analytes adsorb. These tubes are heated for 10 min and the analytes enter the cryotrap, 
where they are focused. In the next step the cryotrap is heated and the analytes enter the 
column in the GC oven, where a pre separation takes place. After this the molecules are 
ionized by electron ionization and separated by the quadrupole and finally detected. That 
means the separation is carried out according to mass/charge ratio and because of the 
electron ionization you get characteristic fragments. 
 
Processing 
In cooperation with the Max Planck Institute (MPI) we are building an IMS database to use it 
as basis for further studies. 
Medical samples are taken and measured parallel using MCC/IMS and GC/MSD (Gas 
chromatography coupled to mass spectrometry). Several Peaks should be identified and 
verified by comparing the spectra of the IMS and the GC/MSD. The samples for the GC-
measurements were taken using TDS tubes. 
An optimized method for measuring the medical samples using GC/MSD should be created. 
The following chromatogram compares the results of measuring a Fishermen's Friend® (for 
simulation purpose) using MCC/IMS (Figure 2) and GC/MSD (Figure 3). 
The breath measurement with Fishermen's Friend® (FF) (Figure 2) shows certain peaks, 
always found in the human breath and the menthol peaks. These menthol peaks are 
compared to the peaks in the GC measurement below (Figure 3). 
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Figure 2: Heatmap of an MCC/IMS measurement.  
 
Figure 3: Chromatogram of a GC-measurement of Fishermen's Friend® 
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In the GC measurement we want to find several peaks, which we also presume to be present 
in the MCC/IMS to compare them. In this case you find a high number of peaks, which comes 
from various influences, not only from the breath itself. Other factors are the column, the 
tubes and so on; nevertheless the menthol peaks are easily identified, and confirm the 
menthol peaks in the MCC/IMS measurement. 
 
 
Outlook 
More reference measurements will be done to include them into the database. Further 
patient samples will be measured to find metabolites which are correlated to specific 
diseases.  
The first step to find interesting metabolites already correlated to diseases is to look in the 
literature, acquire those substances, measure them with IMS an GC and finally add them to 
the database. 
Another project is the toothpaste study.  The aim of this study is to find out how long we can 
detect the toothpaste in human breath and how to do a correlation between the IMS and 
the GC measurements.  
Various bacteria will be cultured and a model concerning the cell number and the 
metabolites will be established. The headspace from the cultured bacteria will be taken to 
identify the metabolites with IMS and GC and finally correlate the metabolites to infections 
or diseases.  
 
 
 
References 
[1]  K.Rupp, S. Maddula, J.I. Baumbach, Infections, drug delivery and metabolites detectable 
in human exhaled breath, Poster HIPS-Symposium, 2011. 
 
84
Characterizing Diseases based on MCC/IMS 
and GC/MS using Statistical Learning 
Techniques 
Anne-Christin Hauschild 
KIST Europe - Korea Institute of Science and Technology Europe 
Forschungsgesellschaft mbH 
Department Microfluidics and Clinical Diagnostics 
Max Planck Institute for Informatics  
Department Computational Systems Biology 
ac.hauschild@kist-europe.de 
 
It is common knowledge that the human breath contains information 
on the state of health of a person. This information is encoded by a 
combination of molecules produced by the human metabolism. The 
ion mobility spectrometer combined with a multi-capillary column 
(MCC/IMS) is a well known and sensitive technique to detect these 
volatile organic compounds (VOCs) within the human breath.  
The application of statistical learning techniques is necessary to 
identify those metabolites / VOCs that are indicators for certain 
diseases. An outline is given, covering a general workflow starting from 
the data to the final biomarkers. 
 
Introduction 
In this report I will give an outline of the research I am going to do during my PhD studies, 
which started in July 2011. It will handle the tasks of acquisition and analysis of the data, 
produced by the previous mentioned MCC/IMS technique and data coming from a gas 
chromatograph coupled (GC) to a mass spectrometer (MS).  
It is well known, that human exhaled air contains a combination of volatile organic 
compounds carrying potential information on the state of health of the human organism. 
Several metabolites are already known as biomarkers for certain diseases, e.g. aceton is 
related to diabetes and nitric acid to asthma [2]. A drug, for example the anesthetic 
propofol, that is injected into the human blood system, can be detected in the breath of the 
patient [3]. 
In contrast to other methods the MCC/IMS is very sensitive; compounds down to the 
nanogram and picogram per liter range can be detected. Entering the MCC/IMS, the 
molecules are pre-separated by the multi-capillary column, further separated by the ion 
mobility spectrometer and detected by the Faraday plate, leading to a two dimensional set 
of data points.  
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The retention time (rt) within the multi capillary column, the inverse drift time (1/K0) in the 
ion mobility spectrometer and the measured signal (electric charge, h) can be visualized as a 
two dimensional heat map (see Figure 1). 
 
 
Figure 1: MCC/IMS spectrometer. The y axis represents the retention time, resulting of the multi-
capillary column. The x-axis represents the drift time of the ions within the ion mobility 
spectrometer. The color of each point within the chromatogram represents the intensity of the 
signal. 
In parallel to the investigations by the MCC/IMS, some of the samples will also be analyzed 
by the GC/MS. It is a widely-used technique in metabolomics, which quiet cost and time 
intensive compared to the MCC/IMS.  
The GC/MS is also able to detect molecular compounds within the sample, but in contrast to 
the MCC/IMS a huge database of analytes is available to identify the molecule. Therefore 
this technique is included into this project. 
 
Preprocessing 
As previously mentioned, depending on the resolution, a MCC/IMS measurement contains 
up to 75 million entries. Even the analysis of just several hundred of these measurements by 
standard statistical learning techniques, would lead to huge problems in terms of 
performance and space.  
Therefore several strategies have been designed during the last years, which are capable to 
decrease the noise and reduce the amount of features.  
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Bader et al. used lognormal detailing and wavelet transform to smooth and denoise the data 
[1]. The most intuitive way for feature reduction is to define regions within a two 
dimensional heat map that each represent a certain compound detected by the MCC/IMS as 
well as their specific position (retention and drift time) and height (quantity).  
First of all there are software tools like VisualNow provided by B & S Analytik , which enables 
the user to manually select the promising areas. 
Furthermore, there are automatic methods. At the beginning simple methods were used, for 
example: simple grid averaging or merging regions algorithms. A promising new approach is 
currently developed by Dominik Kopczynski, see reference [4] and his paragraph in this 
Techreport, for more details.  
 
Workflow of the Project  
The first step in the project is to establish a workflow to coordinate and combine the 
different information sources (see Figure 2).  
The MCC/IMS and GC/MS data will be processed using the previously mentioned 
(VisualNow, B & S Analytics) and according software packages (AMDIS provided by the 
National Institute of Standards and Technology (NIST) [5] and ChemStation provided by 
Agilent Technologies [7] ) respectively. 
 
 
 
Figure 2: Sketch of the workflow of the project. 
First of all the MCC/IMS data and the GC/MS data will be jointly stored in a database system. 
Assigning this data with the corresponding annotations like diseases or drug concentration, 
statistical learning techniques can be used to identify those metabolites / VOCs that are 
indicators for certain annotations.  
 
 
87
[1] Bader, S. "Identification and Quantification of Peaks in Spectrometric Data", 2008. 
 
[2] Baumbach, J. I., Vautz, W., Ruzsanyi, V. and Freitag, L. "Early detection of lung cancer: 
Metabolic profiling of human breath with ion mobility spectrometers"'Modern 
Biopharmaceuticals', Wiley-VCH Weinheim , 2005, pp. 1343-1358. 
 
[3] Carstens, E., Hirn, A., Quintel, M., Nolte, J., Juenger, M., Perl, T. and Vautz, W. "On-
line determination of serum propofol concentrations by expired air analysis," Int. J. 
Ion Mobility Spectrom. (13:1), 2010, pp. 37-40. 
 
[4] Kopczynski, D. "Datenreduktion und Merkmalsextraktion bei Ionen-Mobilitдts-
Spektrometrie-Messungen", 2010. 
 
[5] " Automated Mass Spectral Deconvolution and Identification System (AMDIS)", 
http://chemdata.nist.gov/mass-spc/amdis/, 2011. 
 
[6] "B & S Analytik",  http://www.bs-analytik.de/, 2011. 
 
[7] "Agilent ChemStation", http://www.chem.agilent.com/en-US/products/software/ 
chromatography/ chemstation/, 2011. 
 
 
88
89
SFB 876   Verfügbarkeit von Information
durch Analyse unter Ressourcenbeschränkung
Subproject B2
Resource optimizing real time analysis of artifactious
image sequences for the detection of nano objects
Peter Marwedel Heinrich Müller Alexander Zybin
90
Methods for Analyzing PAMONO
Biosensor Data (part of project B2)
Dominic Siedhoff
Lehrstuhl für Graphische Systeme
Technische Universität Dortmund
dominic.siedhoff@tu-dortmund.de
A brief summary of the progress made in project B2 is given, covering the
fields of image processing, classification and parameter optimization in the
context of the PAMONO biosensor. The current status as well as planned
work are described. The resulting methodology aims at enabling detection of
viruses and other nano-objects in the data obtained from PAMONO.
1 Introduction
Imaging nano-scale objects, like e.g. viruses, by direct light microscopy is rendered im-
possible by the diffraction barrier, as discovered by Ernst Abbe in 1873: Objects with
sizes below 200nm can not be imaged using this technique. The PAMONO1 biosen-
sor [22,23], which is the practical focus of project B2, does not overcome the diffraction
barrier, like e.g. STED microscopy [9], but enables indirect detection of nano-scale ob-
jects by observing effects they cause on the micrometer scale. These effects are due to
surface plasmon resonance, resulting in a localized, micrometer-scale increase of surface
reflectivity around a nano-scale object attaching to the mobilization layer of the sensor.
Thus viruses in liquid samples can be detected indirectly. In order to do so, the sensor
data must be analyzed. Developing methods for this analysis is the topic of the planned
dissertation. The associated research can be divided into three main aspects:
1. Image processing of the time-series of images generated by the sensor
2. Classification of the observed image content
3. Optimization of the parameterized processing pipeline with respect to detection
quality, speed and consumption of resources.
This report is structured as according to these aspects, presenting the current status in
section 2 and the work plan in section 3.
1Plasmon Assisted Microscopy Of Nano-Objects
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2 Current status
Image Processing: On the image processing side, the current setup uses the compo-
nents described in [12]. They are assembled to a processing pipeline consisting of
(a) background removal (subtraction or division, fixed or sliding average),
(b) denoising based on Haar-wavelet coefficients [14],
(c) per pixel time-series matching to determine virus candidate pixels, and finally
(d) aggregation of adjacent virus candidate pixels to form virus candidate polygons,
using the Marching Squares algorithm [8].
Each step is executed in real-time parallel processing on the GPU. The result is a seg-
mentation of the spatio-temporal PAMONO sensor data, wherein the segments delineate
virus candidate areas at certain points of time and certain positions on the sensor.
Classification: Separating true virus adhesions from erroneous detections is currently
carried out on the polygon level. The classification pipeline detailed and evaluated in [18]
uses polygon form-factors [11] as input features to estimate, whether or not a given
polygon delineates an actual virus. A diverse set of classifiers is trained on manual clas-
sifications created by experts. Evolutionary parameter selection optimizes classification
cross-validation accuracy [10] on the training data in an oﬄine step. The optimized
classifiers are then tested on previously unseen, manually classified examples to evaluate
performance (70/30 stratified split validation [10]). The resulting average accuracies for
different types of nano-particles are shown in Table 1. Averages were taken over different
datasets obtained for 200nm and 280nm polystyrene spheres, as well as HIV virus-like
particles (VLPs). The table shows accuracies attained by a one-class support vector
machine (SVM) [4], and for two-class Naive Bayes (NB) [16], RIPPER rule induction
(RI) [5], C4.5 Decision Trees (DT) [15], k-Nearest-Neighbor matching (kNN) [17] and
support vector machine (SVM) [3]. The observed accuracies prove automated classifi-
cation of PAMONO data through supervised learning a feasible approach.
Table 1: Automatic Classification Accuracies in %
Dataset Avg.
One-Class Two-Class
SVM NB RI DT kNN SVM
280nm 89 85 90 89 89 90 89
200nm 92 89 89 93 95 94 90
HIV-VLP 87 82 87 88 88 88 89
Parameter Optimization: A survey of the literature pointed out existing multiobjective
evolutionary algorithms (MOEAs) [20], such as SPEA2 [21] and NSGA-II [7], to be good
candidates for the final parameter optimization.
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3 Future Work
After the proof of concept presented in section 2, the pipeline is to be enhanced in a
second iteration, developing new or extending upon existing methods for data analysis.
With PAMONO sensor data as one field of application, general methods are to be devel-
oped. Applicability in more general contexts is to be verified by evaluating performance
on e.g. astronomical data [19] and data from other microscopy techniques [9], which
bear sufficient similarity to PAMONO data.
Image Processing: As a first step, a signal model will be developed, encompassing
the data acquisition process and signal degradation. Its benefit is two-fold: Applying
it forward generates synthetic data for validation, applying it backward serves signal
reconstruction and may guide enhancement. A key issue encountered in this context
is the low SNR because the amplitude of the desired signal is approximately 6% of the
background signal. As the background is only approximately constant it introduces a
further source of noise, besides the CCD sensor chip.
Efficient denoising methods are to be designed, which can account for the residual noise
of the background signal, as well as exploit the temporal dimension of the data. To these
ends, wavelet-based techniques are to be investigated for the temporal [6] as well as the
spatial [13] dimensions. With regard to the latter, the small spatial extension of viruses
needs to be accounted for.
A step from processing concrete PAMONO sensor data to general methods for analyzing
noisy, background-polluted time-series data is to be taken.
Classification: In classifying PAMONO data, the set of employed features is to be ex-
tended: Highly discriminative features are to be identified and extracted. With regard to
this, a fusion of virus candidate detection (currently based on time series analysis) and
classification (currently based on polygon form factors) is desired, involving the design
of combined spatio-temporal features as a natural step. In the temporal dimension, dy-
namic time warping [2] is to be explored, as well as amplitude-level features [1], which can
be computed incrementally and are thus well-suited for GPGPU processing. Classifica-
tion results will be validated on manual expert classifications and on the aforementioned
synthetic data.
Parameter Optimization: The existing multiobjective evolutionary algorithms SPEA2
[21] and NSGA-II [7] will be applied to and evaluated on the parameter optimization
problem. The goal is to find an approximation set of feasible solutions which is close to
the theoretical Pareto-front of the problem.
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This report presents the detection of nano-size objects in optical biosensor
data. The novel PAMONO sensor is capable to visualize nano-size objects,
like viruses, with a gray scale camera and only little magniﬁcation. To eﬃ-
ciently process, analyze and classify the biosensor image data a high perfor-
mance approach is used, resulting in real-time diagnosis of virus occurrences
in the sample. Also an estimate of the concentration can be obtained in
real-time, if that concentration is not too high.
The contribution of this work is an optimization of the processing pipeline
used for PAMONO sensor data analysis. The following objectives are opti-
mized: detection-quality, speed and consumption of resources (e:g: energy,
memory). Thus our approach respects the constraints imposed by medi-
cal applicability, as well as the constraints on resource consumption arising in
embedded systems. The parameters to be optimized are descriptive (virus ap-
pearance parameters) and will be hardware-related (design space exploration)
in the future.
The PAMONO sensor (Plasmon assisted Microscopy of Nano-Size Objects) [68] is a
novel sensor which consists of a 50nm thick gold layer, which is mobilized on the upper
side where the specimen are supplied in a liquid. On the bottom side of the gold layer
a prism is attached which deﬂects the laser light from a laser to the gold layer and then
through a magnifying lens into a camera. The PAMONO sensor unit produces a video
stream, which is 1000 500 pixels in size and has a framerate of 30 frames per second.
The image data is dominated by the reﬂected light of the gold layer and is superimposed
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by noise. The wanted signal of the small nano particles attaching to the mobilized gold
layer is very small in amplitude, about 6% of the average signal. As a particle binds to the
gold layer, for example by gene-antigene binding, the reﬂected light is inﬂuenced by the
changed layer thickness resulting in a small increase of intensity at the spatial coordinates
of the binding.
To detect the nano particles a GPGPU approach is used. The detection process consists
of diﬀerent steps. First the input data is preprocessed, for example by removing noise
with wavelet denoising or with fuzzy logic noise reduction. In the second step, the pixels
of interest are identiﬁed. As each particle adhesion produces an increased intensity in a
small area around the adhesion (in a short period of time), each time series is matched to
a variable pattern, resulting in a pre-classiﬁcation of all pixels in space as virus candidates.
Figure 1 shows an example time series of a virus adhesion and an optimized pattern. Each
thread on the GPU matches one of the time series in a highly parallel manner. To match
the time series with a characteristic pattern the time series is pre-processed to ﬁt into
the range of minus one to one. Then the distance between the current time series and
the pattern is calculated. In the third step the single pixels are combined to polygonal
segments, with a parallel marching squares algorithm. Polygons from diﬀerent times are
combined if they belong to one particle adhesion. In a last step the remaining polygons
are classiﬁed as particle or non-particle, based on their form factors [2]. All steps, except
the tracing of the polygons, are done in the temporal dimension, which gives advantages
in parallelization as each pixel position is independent of others. This avoids the need for
synchronization of the threads on the GPU. A detailed analysis of the scaling behavior
of the algorithms can be found in [5].
As it is unclear which patterns, thresholds and form factor values should be used to
seperate the particle class from the non-particle class, a genetic algorithm is used to
optimize the manual parameters. For an introduction to genetic algorithms see [4]. In
the following, the genetic optimization process is explained using the example of the
pattern in the second pipeline step which can be seen in ﬁgure 1. More details of this
step can be found in [3].
The pattern for the matching with the time series is converted into genes by representing
each value of the pattern as a ﬂoating point number. Together these genes build the
chromosome for the genetic algorithm, which is used to generate a population. As it is
unlikely that a random start population holds an individual with genes good enough to
detect a particle, the start population is deﬁned manually with diﬀerent simple patterns
that can result in a good detection. Building on this start population the genetic algorithm
evolves the population and after about 22.000 single runs of the pipeline, the improvement
from one generation to the other is small enough to meet the stop criterion. Accuracy
is used as the ﬁtness function of the genetic algorithm, deﬁned as tp+tn
tp+fn+fp+tn
[1]. The
true positives (tp) count the correct classiﬁed particles, the false negative (fn) count
the not detected particles and the false positives (fp) count the detected artifacts. True
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Figure 1: A scaled input time series (blue) is matched to the pattern (red).
Datasets Precision Recall Accuracy
280 nm 95 % 90 % 86 %
200 nm 87 % 91 % 80 %
VLPs 80 % 86 % 71 %
Table 1: Detection results of diﬀerent datasets, based on true positives, false positives
and false negatives.
negatives (tn) are set to zero, as they are not properly deﬁned in this scenario. To count
these numbers, the genetic algorithm needs to verify the calculated results from one
individual with some ground truth data which is given by manually classiﬁed datasets.
The results from the improved detection quality are shown in table 1, quantifying preci-
sion, recall and accuracy. As can be seen the detection quality depends on the particle
size. This is due to the condition that the signal to noise ratio is worse for smaller parti-
cles. Small particles result in a lower intensity increase and therefore this lower intensity
is closer to the noise level making it diﬃcult to clearly identify the wanted signal.
A method to optimize the parameters of the detection pipeline was presented. An auto-
mated detection of viruses or nano particles in such data can be carried out in real-time,
using GPGPU computing. Despite the early stage of development, the detection results
are promising in terms of accuracy.
Future research in the analysis of PAMONO sensor data aims in an improvement of the
overall detection quality. Therefore the noise level needs to be lowered resulting in a
better diﬀerentiation between the noise and the signal. A 3-D fuzzy logic noise reduction
algorithm is already implemented but not yet evaluated. Also the detection quality should
be improved by more complex detection algorithms. Besides the detection quality speed
and energy consumption need to be improved. In the next step a design space exploration
will be done, exploring which hardware requirements ﬁt the problem best. For this step
the hardware will be fully simulated giving a control over many hardware parameters,
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enabling to use some kind of genetic- or learning-algorithm to ﬁnd the best possible
hardware.
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Latest chip design trends make GPGPU computing extremely interesting
for embedded systems and especially for image processing systems. The
utilization of such chips and the restricted availability of energy make an ap-
propriate hardware/software co-design strategies and multi-objective program
optimizations mandatory for the design of such GPGPU-based systems.
For scientic and industrial HPC (High Performance Computing) applications, utilizing
GPGPU-capable GPUs at the desktop or server level is widely accepted [5]. Even in em-
bedded systems, GPGPU (General Purpose Computing on Graphics Processing Units)
can be used in order to accelerate parallel general purpose applications. The trend towards
GPGPU computing can be noticed by the fact that GPU vendors, such as Nvidia and
ATI, provide developers with dedicated GPGPU frameworks like CUDA [4] and Stream [1]
to create applications for their GPUs. Moreover, initiatives such as OpenCL [2], make
programming of GPUs easier. GPGPU-implemented applications comprise a wide area
including video and image processing, simulation, cryptography or machine-learning [3].
The development of locally available specialized virus detection systems becomes in-
creasingly important in the face of the growth of worldwide spreading virus infections.
Advances in the medical sector enable the utilization of optical microscopy for the de-
tection of viruses. Microscopy-based detection methods can be used for a rapid and
distributed epidemic infection control. A novel technique which can achieve the latter is
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named PAMONO (Plasmon assisted Microscopy of Nano-Size Objects) [10]. It provides
the possibility to selectively detect nano-objects. PAMONO not only enables an in-situ
detection but also a detection in realtime which means that the result of a detection in
progress can be visualized online while inserting the specimen. The processing system
must cope with a certain frame rate. This requires novel and ecient algorithms for the
identication of nano-objects and ecient systems with HPC acceleration techniques for
processing the data [9].
The expected local availability of such biosensors at distributed sites, such as airports or
seaports suggests that the number of concurrently used systems can be large. Due to the
increase of the worldwide energy consumption for computing systems, green computing
gets more and more important and therefore energy awareness should be one of the ob-
jectives when designing such a GPGPU-accelerated system. The major requirements on
such a virus detection system can be summarized as follows:
1. Provide a precise virus detection rate.
2. The system should work in real-time.
3. Take energy-eciency into account.
The usual GPGPU application design process does not take the decision for the most
energy ecient platform  including resource restrictions  into account. Therefore, it
is proposed to consider the parameters and capabilities of the platform and its resource
restrictions in the GPGPU application process. The platform exploration is necessary
to choose the most ecient platform. This means that a platform has to meet the
real-time constraints of the input device and is most energy ecient. Integrating a
GPGPU-equipped graphics card into an embedded system can be protable in order to
reduce the energy consumption of the complete system. The following theses have been
proposed for reducing the energy consumption of an embedded system by integrating an
additional graphics card:
1. The higher the idle time of the GPU is, the less the integration of a graphics card
for GPGPU computations into the system is useful in terms of energy.
2. The communication overhead from the system memory to the graphics card mem-
ory is more important than discussed in literature.
3. Techniques for saving power on a GPU can enable the integration of this GPU for
reducing the energy consumption of the total system.
Overall, the integration of an additional GPGPU-capable graphics cards/processor into
a system is a low-cost way of integrating high-performance computing resources and a
promising way of saving energy by accelerating applications, in particular data parallel
applications. In the face of green computing and the utilization of GPGPU capable chips
in small and mobile systems, it should be mandatory to take the energy consumption as
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an objective during the design process of a GPGPU based system into account. A design
space exploration should exploit load balancing and the parallel processing scalability for a
GPGPU application. These tow parameters have a direct impact on the energy eciency
of the application and must be considered at design time. In future work dynamic voltage
and frequency scaling techniques should be utilized in more accurate ways, to decrease
the overall power consumption of the system. This aims at reducing the idle time of the
graphics card and reducing the energy consumption even more.
The issue of integrating GPGPUs in embedded systems for saving energy was addressed
in [6]. A multi-objective design space exploration towards the optimization of the energy
consumption under the restriction of meeting certain deadlines was addressed in [7,8].
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The application of conventional leveling approaches is limited to large scale
production. This paper presents a PhD project which aims at developing a
methodology for leveling of low volume and high mix production. It uses
clustering techniques to group product types into product families consider-
ing manufacturing similarities. After that, a family-based leveling pattern is
generated which describes a repetitive sequence of capacity slots for each
family.
1 Introduction
Production leveling also referred to as production smoothing or heijunka is an essential
element of the Toyota Production System and lean production respectively. The objec-
tive of production leveling is to balance production volume as well as production mix by
decoupling production orders and customer demand [6]. Thus, unevenness in form of
variation in the production schedule is reduced. This goes along with a decrease in over-
burden and waste. Leveling enables production to meet the customer demand without
holding large volumes of inventory or spare capacities. Concurrently, it can be used to
keep inventories to a controlled standard, diminishes or ideally avoids the bullwhip-effect
in the value stream and shortens lead times. Leveling distributes production volume and
mix to equable short periods. The sequence of these periods describes a kind of manufac-
turing frequency. According to this leveling pattern every product type is manufactured
within a periodic interval. Thus, workload in production and logistic processes is balanced.
Production leveling typically requires limited product diversity combined with a stable and
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predictable demand [4]. Due to that, the application of conventional leveling approaches
(i.e. manufacturing every product type within a periodic interval) is limited to large scale
production. For this scope of application, procedure models with different levels of detail
can be found in literature (c.f. e.g. [10] or [9]). Wuthnow, for example, describes a
systematic procedure to level the production of control units in the automotive industry
and develops different production control methods [12].
Additionally, literature in the field of production leveling focuses on so called level schedul-
ing approaches. These approaches aim at solving the so called production smoothing
problem (PSP) which describes the problem of minimizing the variation of production
rates and workload [3], [13]. In this context two alternative approaches are differentiated
in literature, namely the single-level PSP and the multi-level PSP. The single-level PSP
only considers production rates and workload at one production level (e. g. the assembly
level) [7]. In contrast to that, the multi-level PSP includes production rates and workload
at more than just one production stage [8]. Most of the approaches dealing with the
PSP focus on flow shops (i.e. large scale production) in form of synchronized assembly
lines in the automotive industry [13]. Considering these facts, the research objective
of the PhD project presented in this paper is to develop a methodology for leveling of
low volume and high mix production. In the following chapter the paper focuses on this
methodology and the work conducted in this context. Based on that, future research
work is discussed in chapter three and a conclusion is given in chapter four.
2 Methodology and Conducted Work
The methodology for leveling of low volume and high mix production is based on the
systematic procedure for leveling developed in context of IGF research project 15865/N.
Due to that, it is composed of two essential steps which are described in the following
sections.
In the first step clustering techniques are used to group product types into families ac-
cording to their manufacturing similarity. Utilization of these families for leveling requires
that product types of one family can be manufactured one after another without or with
minimal losses caused by changeover. Because of this, manufacturing oriented grouping
criteria, especially criteria specifying similarities concerning production sequence and re-
quirements are used [2]. For family formation different types of clustering algorithms are
used which deliver different grouping results. These results are compared and validated
using a so called desirability index (c.f. [11]). Up to now, this approach for product family
formation for leveling has been validated with a real data set of about 300 product types.
Based on the formed families production leveling is realized in the second step by creating
a family-oriented leveling pattern. Up to now, this pattern only aims at leveling of work-
load of a single maschine at one production level. Due to that, the methodology in this
form refers to the single-level PSP. The leveling pattern describes a repetitive sequence
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of capacity slots for each family. The sequence of these slots is determined considering
changeover times between the families. The problem of finding such a sequence can be
transferred to the so called traveling salesman problem (TSP). The TSP describes the
problem of creating a shortest salesman tour through a given number of cities [5]. After
that the length of each capacity slot is determined by generating a start pattern which
once contains each family and optimizing this pattern in the next step. In this context
large capacity slots are divided and placed at different positions in the leveling pattern [1].
Both the TSP and the pattern optimization are problems in combinatorial optimization.
Up to now, the methodology includes relatively simple greedy heuristics to solve these
problems. Although these heuristics do not ensure that the best possible solutions are
found, the methodology in its existing form has been validated successfully by using real
data.
3 Further Research Work
Considering the methodology and the conducted work presented in the preceding chapter,
future research work will be necessary regarding product family formation as well as
leveling pattern creation.
In context of product family formation the utilized clustering method has to be analyzed
especially concerning its ability for clustering of large data sets. Concerning that, the
future research work will be related to the research work within Collaborative Research
Center 876. Beyond that, the analysis of customer demands is an important aspect
which has to be implemented in the methodology to generate reliable forecasts as input
data for pattern creation. Due to the fact that these demands represent a form of time
series, the future work on this topic will also be related to the work within Collaborative
Research Center 876. This will especially affect the work in context of project B3 which
aims at analyzing complex time series in form of sensor data.
In context of leveling pattern creation future research work will focus on transferring the
multi-level PSP described in literature to the special application of leveling low volume
and high mix production. After that exact and heuristic solution approaches will be
analyzed and if necessary an adapted solution approach will be developed.
4 Conclusion
Up to now, the application of production leveling is limited to large scale production. The
methodology which will be developed in context of the presented PhD projekt will point
out how leveling can be implemented in low volume and high mix production to reduce
waste in both production and logistic processes. Due to that, the PhD project presented
in this paper focuses on a topic which is highly relevant for industrial application.
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Aiming at data mining on sensor data, it is the preliminary task of project
B3 to enable the process analyzed to record and deliver data in an appropriate
quality and quantity. This techreport outlines the necessary steps to qualify
the process as well as to analyze and select the data-streams relevant.
1 Introduction
Within the Collaborative Research Center 876 project B3 targets the time-constrained
analysis of sensor data recorded in automated interlinked processes. The real-time analy-
sis of recorded data will yield information on the quality of the product currently processed
at every monitored process-station. Firstly, identifying such defects as soon as possible
offers the opportunity to eject the current product from the process-chain, avoiding pro-
duction costs for the defective product at the remaining process-stations, reworking or
rejection costs. In a second step online surveillance and evaluation of process-data al-
lows for adaptations in the process parameters of subsequent process stations that will
correct the effects of preceding faulty production steps and by this prevent the product
from being rendered useless. Especially in production processes in which product quality
cannot be monitored or tested directly at the product itself the described procedure is
the only opportunity that assesses the quality produced [1] [3] [4].
This paper is organized as follows: In chapter two the work conducted during the first nine
month is presented, focussing on installing the required IT-infrastructure and describing
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relevant parameters for the quality analysis. The third chapter discusses future research
work and new research topics influenced by SFB876. Finally, a brief conclusion is given.
2 Conducted Work
The case-study analyzed in project B3 is a rolling mill for high quality long products of a
major German steel producer. The conducted work, which is described in the following,
is based on this case-study. Firstly, the installation of the IT-infrastructure necessary and
secondly the work on determining relevant quality parameters and decision points in the
process chain is presented.
2.1 IT-Infrastructure
In order to enable the entire process chain to collect, record and deliver the data of
interest, the given IT-hardware infrastructure needed to be adapted. As of now, all
relevant processes except for one station are equipped with process monitoring and data
recording systems, which allow for collecting various digital as well as analog signals at a
sampling rate of up to 100Hz. Currently, all process-data is transmitted in real-time to a
centralized server, where it is stored. Based on the analysis to be conducted, the relevant
signal-data is selected and preprocessed. In a last step, the data is converted from the
recording system-specific file format into a csv-file and finally imported into a database
for analysis. The data collected depends on the type of production process it derives
from. In general the prototype process studied in this project consists of three distinct
production technologies: hearth furnaces, rolling mills and separation machines.
Beyond that, relevant data is collected from ultrasonic quality tests. In comparison to the
afore mentioned, reliable quality data becomes available with a delay of two to 14 days,
depending on the product’s heat-treatment. This type of data is complicated to integrate
into the process-data database as it is collected manually which results in incomplete and
sometimes not standardized information. In addition, it is stored in a different data type
requiring a conversion. But as quality data is a prerequisite for training the prediction
models, the conversion and standardization has to be performed regardless of the effort.
Backtracking the data that is recorded in the process-chain in order to link specific data
packages to a physical product posed another challenge to be met. It was solved by
assigning a unique ID to each physical product moving through the process-chain. This
ID-number is included in the techno-string and by this linked to the recorded data.
The data types and IT-infrastructure described so far form the data basis on which data
mining analysis can be conducted. However, as not all data types available at each station
are relevant for quality predictions, a selection of parameters is a prerequisite.
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2.2 Parameter and Decision Point Definition
Beyond enabling the process to record the data required, relevant data has to be selected
and possible decision points within the process chain must be determined. The relevant
data results from critical forming parameters (c.f. [5], [6]). For the first analysis the
following data is recorded:
At the hearth furnace the different zone temperatures [◦C] as well as the time spent
at each zone [s] and the overall cycle time [s] is recorded. Additionally, the computed
temperature at the steel block’s core, top and bottom [◦C] is written into the data base.
At this point it is necessary to point out that due to technological restrictions resulting
from the extreme temperatures in the hearth furnace, the actual material temperature
cannot be measured. Therefore, computed values are recorded. The block-roll and
finishing roll collect data of target and actual roll adjustment [mm], force applied [to],
grooves used, forming temperature [◦C] and rolling velocity [m/s].
Besides the definition of the relevant data for quality properties, identifying possible
decision points in the process chain is a prerequisite for successful and efficient process
control. The first decision point defined and analyzed is located directly after the hearth-
furnace. At this point the recorded heating parameters can be analyzed in order to ensure
a correct heating procedures for each block. Even though this process is believed to be
critical for the entire process, first results show no obvious correlation between heating
procedures and quality properties [7].
3 Further Research Work and Derived Research-Topics
In the upcoming research period, it will be necessary to introduce additional decision
points into the analysis. The one analyzed next is located behind the block-roll. At
this point in the process chain two major impact factors can be analyzed: Firstly, the
surface temperature of the steel block can be verified by the means of a pyrometer
installed in front of the block-roll. The core temperature cannot be measured, but it
directly translates into the process parameters recorded at the block roll. An erroneous
heating process may result in striking results when forming forces are analyzed. Further
decision points for future analysis are at the finishing rolls and at the ultrasonic quality
test facilities. Besides widening the focus step-wise on the entire process-chain, it will
be necessary to work on the database structure to include additional quality-relevant
data and to pre-process incoming data, especially the data gained from ultrasonic quality
test.
From the research work conducted in the collaborative research center so far, several addi-
tional research interests were derived. One of which is to employ data mining techniques
in the field of line balancing and sequencing in the context of mixed-model assembly
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lines [2]. This approach intends to reduce complexity in line balancing by analyzing the
different products and their variants in order to determine master-variants representing a
product family. Based on these product families, line balancing will be conducted to gen-
erate the idle-time minimal line-setup sequence. Within each line-setup the corresponding
tasks may be scheduled according to a least over-work rule. The advantage of this op-
timization procedure is the reduced computational effort for balancing and sequencing
which results from the pre-computation of the product families.
4 Conclusion
In the first nine month of project B3 it was the main task to enable the case-study
process-chain to collect and record the data in a way it can be used in this project.
Nonetheless, first analysis were conducted on the data gained, leading to first insights
on parameter relevance. As lined out above the research work led to new approaches in
balancing and sequencing assembly lines employing data mining techniques.
References
[1] B. Bugayev, Y. Konovalov, Y. Bychkov, and E. Tretyakov. Iron and Steel Production.
Books for Business, 2001.
[2] J. Deuse, F. Bohnen, and B. Konrad. Renaissance der gruppentechnologie. Zeitung
für wirtschaftlichen Fabrikbetrieb, 106(5):337–341, 2011.
[3] P. Figueiredo. Technological learning and competitive performance. Edward Elgar,
2001.
[4] A. Kugi, W. Haas, K. Schlacher, K. Aistleitner, H. Frank, and G. Rigler. Active
compensation of roll eccentricity in rolling mills. IEEE Transaction on Industry Ap-
plications, 36(2):625–632, 2000.
[5] K. Lange, editor. Umformtechnik: Grundlagen, chapter Fließkurven, Fließortkurven
und Formänderungsvermögen, pages 92–138. Springer, 2. edition, 2002.
[6] K. Lange, editor. Umformtechnik: Grundlagen, chapter Plastizitätstheoretische
Grundlagen, pages 139–236. Springer, 2. edition, 2002.
[7] M. Stolpe, K. Morik, B. Konrad, D. Lieber, and J. Deuse. Challenges for data
mining on sensor data of interlinked processes. Next Generation Data Mining Summit
2011: Ubiquitous Knowledge Discovery for Energy Management in Smart Grids and
Intelligent Machine-to-Machine (M2M) Telematics, 2011.
112
Learning from Label Proportions on
Distributed Sensor Data
Marco Stolpe
Department of Computer Science
Artificial Intelligence Group, LS 8
TU Dortmund University
marco.stolpe@tu-dortmund.de
In factories, distributed sensors can monitor the processing of individual
products. The quality, however, can sometimes be assessed only at the end
of the process. Prediction models could be devised that can detect potential
errors earlier, in real-time, based on the current and previous sensor mea-
surements. However, it is sometimes costly to track the errors of individual
products. In such cases, only the proportions of errors for sets of products are
known. Only few algorithms exist yet for this new kind of problem, the learn-
ing from label proportions. We have developed the LLP algorithm, which, on
several standard data sets, shows better prediction performance than state-
of-the-art methods and has a lower training and application time.
1 Introduction
In interlinked production processes, the physical quality of the final product often can
only be assessed at the end of the process. However, based on data on how a product
is processed, the quality of the final product could potentially be predicted before it
reaches the final processing station and quality control, saving resources. Based on sensor
measurements of the current and previous stations, supervised learning methods could
train models that predict the quality of the final product in real-time and detect errors as
early as possible. Moreover, the already distributed nature of sensors could be exploited
by a decentralized analysis, avoiding the expensive transferal of all data to a central
server. However, processes like in the rolling mill of a German steel producer pose several
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challenges to data mining [5]. Contrary to the familiar supervised learning scenario,
labels aren’t given for individual steel blocks, but for charges of blocks. Moreover, not
many decentralized algorithms exist which can learn from observations whose attributes
are vertically partitioned across several network nodes. For the new problem of learning
from label proportions, we have developed the LLP (Learning from Label Proportions)
algorithm [4], which is shortly described in the next section. It follows a discussion on
how parts of the algorithm could be improved and distributed in the future.
2 Learning from Label Proportions
Given is a set X of n unlabeled observations with features X1 × . . . × Xm, drawn i.i.d.
from an unknown probability distribution P (X, Y ). Y is a set of l categorical class labels,
however, these labels are hidden. The set X is partitioned into h groups Gi ⊆ X for
which only the proportions pii j ∈ [0, 1] of labels yj are known. From this information, a
prediction function g : X → Y for individual observations should be learned, such that
the expected loss EP [L(Y, g(X))] is minimized. In the rolling mill case study, the obser-
vations correspond to the sensor measurements describing the processing of individual
steel blocks. The groups correspond to customer orders. For each order, it is known how
many blocks had a particular type of defect (if any).
The pii j can be written as a matrix Π = (pii j). The number of labels which result from
applying g(X) to all observations can be counted for each group, leading to a model-
based label proportion matrix Γg = (γ
g
ij). The deviation of these two matrices can be
measured by the average mean squared error ErrMSE(Π,Γg) = 1hl
∑h
i=1
∑l
j=1(pii j − γgij)2
over all matrix entries.
Let C = C1, . . . , Cn be a partitioning (clustering) of X that minimizes some quality
criterion q(C), as it could result from applying some partitional clustering algorithm.
Under the assumption that the classes form clusters in the original space, the only problem
left is to find out which cluster corresponds to which class. Let ~λC = (λ1, . . . , λk), λi ∈ Y
be a labeling of the clusters Ci . The optimal labeling minimizes the difference between
Γm~λC
and Π, where prediction model m maps each example to its corresponding cluster
and assigns the cluster label λ to it:
min
~λC
ErrMSE(Π,Γm~λC )
Since the number of clusters k is usually small, it is feasible to try out all different
combinations of labelings exhaustively. In addition, also a greedy labeling strategy has
been implemented.
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To account for cases where the classes don’t form clusters in the original space, the input
space could be transformed. For example, with similarity based clustering methods, a
weighting ~w of the features can be respected by using the weighted Euclidean distance
dw(~p, ~q) =
√∑m
i wi(pi − qi)2, p, q ∈ Rm. The vector ~w whose associated clustering
maximizes q ~w and whose labeling minimizes ErrMSE can be considered optimal:
min
~w
ErrMSE(Π,Γm~λ∗C
), ~λ∗C = argmin
~λC∗
ErrMSE(Π,Γm~λC∗
), C∗ = argmax
C
q(C)
The LLP algorithm solves this optimization problem by an evolutionary strategy. For
each weight vector in a current population, X is partitioned by a clustering algorithm
like k-Means with the weighted Euclidean distance. Then, one of the mentioned labeling
strategies is applied to all clusterings and the fitness is evaluated according to the ErrMSE.
The weight vectors then take part in a tournament selection, the values of parent weight
vectors are passed on randomly to some newly generated children and their weight values
are mutated randomly. LLP iterates until convergence or a user specified maximum
number of generations. It can be shown that using k-Means with a bounded number of
iterations, the total running time is only linear in the number of observations. Existing and
new observations can be labeled by assigning the label of the closest cluster centroid.
For several group sizes and parameters, the prediction accuracy of LLP with the centroid
model has been evaluated on eight different UCI data sets and compared to three state-
of-the-art kernel methods for learning from label proportions. The evaluation was done
by a 10-fold cross validation. For training, the observations were sampled uniformly into
groups, the proportions calculated and the individual labels removed. For testing, the
prediction accuracy was assessed on labeled observations. LLP with the centroid model
had a prediction accuracy comparable to the existing methods, while the training took
only linear time. When training additional classifiers like decision trees, random forests,
kNN, Naive Bayes and the SVM with linear and RBF kernels on the observations as labeled
by LLP, the best models achieved the highest average rank over all data sets for several
group sizes, being significant in several cases. Also, none of the existing methods has
all the properties of LLP: a good prediction performance, linear running-time, the ability
to predict multiple classes and accounting for additional labeled examples, if available.
Moreover, LLP is quite general, allowing for the easy incorporation of other input space
transformations, partitional clustering algorithms, labeling strategies and performance
measures.
3 Future Work
The exhaustive labeling strategy perfectly minimizes the ErrMSE, but it sometimes misses
cluster labelings with a high accuracy. It should be tested if the stability of the labeling
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in terms of accuracy can be improved by doing a group-wise cross-validation, where the
ErrMSE of a labeling is tested on a left-out subset of the groups. AOC-KK incorporates
the ErrMSE directly into the optimization problem of kernel k-Means. The stable per-
formance of LLP in comparison to AOC-KK could perhaps be explained by doing the
clustering and labeling in subsequent steps, with the clustering acting as some kind of
regularizer and the number of clusters k controlling the bias/variance trade-off. These
questions should be further investigated, maybe by incorporating the ErrMSE criterion
into the EM clustering algorithm and comparing its behavior and performance to LLP.
The one-class SVM is an unsupervised kernel method which can estimate the support of
a high-dimensional distribution. Support vector clustering (SVC) [1] builds on a trained
one-class SVM model and interprets the contours in the original space as clusters. As
such, it could also be used with LLP. In comparison to k-Means, SVC has the advantage
that the clusters can be arbitrarily shaped and it can also detect noise. Moreover, a global
one-class SVM model across vertically distributed data can be calculated by sampling
(see Das et al. [2]). The question is if and how the subsequent SVC step can also be
distributed. The original SVC algorithm has a running time of O(n2). Lee and Lee [3]
have proven that it suffices to only cluster equilibrium points, whose number is even lower
than the number of support vectors. Thereby, they could improve the accuracy of the
clustering and achieve an almost linear running time of the clustering step. It needs to
be investigated if their method could also help with the distribution of SVC.
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The continuous growth of data available for training classiﬁers requires scal-
able methods for processing and learning from that data. Recently, stream
mining or online algorithms have become a popular approach for learning on
large data sets. This report documents the implementation of our stream-
mining framework to handle data at a large scale. We propose the combina-
tion of online learning algorithms with the parallelization approaches of the
map-and-reduce paradigm.
The objective of the Collaborative Research Center 876 is to investigate methods for
analyzing large data sets under resource constaints. Considering the machine learning
area, most of today's learning methods are batch algorithms that require multiple passes
over the data. Often, this requires a considerable amount of data to be present in main
memory which calls for new approaches handling that data with bounded resources. For
datasets like the complete MNIST handwriting data1, this renders traditional methods
useless. Other data sources like click-stream data, electricity data or (system) log data
generate likewise data volumes that need to be handled.
Streaming- or online-methods try to overcome this problem by providing approximate
solutions using a single pass over the data set. Examples for such online algorithms
have been proposed for various machine learning tasks such as frequent itemset mining
[4, 2, 6, 7], classiﬁcation [3, 8], regression and clustering.
In order to make these methods available in an easy to use way, we designed a ﬂexible
stream mining framework that implements various stream mining algorithms. Moreover,
1Here, we refer to the MNIST extended handwriting dataset, which contains 8 million datapoints of hand
written characters. The data in SVM light format is about 17 GB in size. The dataset is available at
http://leon.bottou.org/papers/loosli-canu-bottou-2006
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we extended this framework to allow for a scaling to multi processor machines by following
the map-and-reduce paradigm, which recently has become a major model for parallel
computing on large sets of processors. By following a stream-oriented approach we seek
to make the algorithms compatible to run on a single multi-processor machine as well as
cluster setups provided by the Hadoop Map-and-Reduce framework2.
1 Objectives and Considerations
Large data sets incur in various data generating processes, which we can divie into two
diﬀerent cases: (a) the setting of a static data set of large volume and (b) the continuous
generation of data by some source. The former resembles the typical case of large sets
that need to be processed with limitted resources, whereas the latter describes the setting
of measurements a typically ﬁxed set of features being generated by some sensor.
To easily incorporate the stream mining framework into the RapidMiner software, we
focused on a close mapping of the data representation to RapidMiner's Example class.
The objectives of the proposed framework are:
 Provide a clean abstraction layer for implementing online learning algorithms
 Implement a runtime environment for online-learning that allows for processing of
large scale data sets or continuous data streams
 Provide mechanisms to empirically evaluate the algorithms with regard to their
error rate and memory usage
 Allow for the integration of the framework into the RapidMiner software.
2 Online Algorithms implemented
The stream framework provides implementations of various online learning algorithms,
which focuses on the case of continuous data streams. Below we outline the list of
available algorithms.
Counting Elements in Continuous Streams
The task of counting the frequencies of elements or determining the top-k most frequent
elements within an inﬁnite continuous data stream is non-trivial, if the memory is limitted
to a constant size.
The online counting algorithms implemented within the stream framework are Lossy-
Counting and Sticky-Sampling [6], Count-Min-Sketch [2] and Space-Saving-TopK [7].
Algorithms for Computing Quantiles on Continuous Streams
A '-quantile is a statistical measure that can be indicative for characterizing data sets.
2Hadoop is an open-source Java implementation of Map-and-Reduce, http://hadoop.apache.org.
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Answering quantile queries on a continuous single-feature data stream precisely requires
a considerable amount of memory, i.e. the frequencies of all encountered values.
Several online approximations for that task have been proposed. The following al-
gorithms have been implemented within the stream framework: Greenwald-Khanna [5],
Window-Sketch Quantiles [1] and Ensemble-Quantiles.
Classiﬁers for Data Streams
For classiﬁcation tasks, the stream framework provides several online learners such as
Naive Bayes, Perceptron, Neural Networks, Very-Fast-Decision-Trees [3], Stochastic Gra-
dient Descent [8]. Based on diﬀerent counting algorithms we also implemented several
Naive Bayes versions for nominal features, such as Naive-Bayes with Lossy-Counting or
Sticky-Sampling.
3 Large Scale Data Processing using Map&Reduce
To speed up the data processing on large scale static data sets the framework provides
a simple abstraction of the map-and-reduce paradigm. This partitions a large data set
into a disjoint set of ﬁnite streams. Algorithms providing models that allow to be merged
can thus easily be parallelized with almost no changes. The map-and-reduce layer of the
streams framework targets to be run on single multi-processor machines as well as being
deployed on a multi-node Hadoop cluster by being compatible to the Hadoop streaming
API. Figure 1 outlines the map-and-reduce paradigm.
Based on this abstraction layer we implemented a multi-threaded approach for training
an SVM using multiple instances of the Stochastic Gradient Descent implementation.
X =
M⋃
i=1
Xi
Data Source
X1
XM
...
m(X1) = w1
m(XM) = wM
... r(w1; : : : ; wM)
Map Reduce
= w
Output
Figure 1: Parallel stream-optimization with Map-and-Reduce to train an SGD classiﬁer
Parallelized Training using Stochastic Gradient Descent
For training an SVM on large datasets, stochastic gradient descent (SGD) has been used
as online optimization strategy. During optimization, the SGD algorithm passes over
the data to adjust the prediction model in terms of the weight w and the intercept b.
This single-threaded approach still requires a considerable training time. To make use of
todays multi-processor architectures, we implemented a parallelized variant of SGD: We
trained several SGD instances on disjoint blocks of the training data and then merged
the resulting models. Each SGD is represented by a weight vector wi and an intercept bi .
This training can be carried out in parallel as the map step. Finally we merge the wi ; bi by
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computing the averages w and bi in the reduce step. Using the map-and-reduce approach
we have been able to improve the training time on the complete 8 million examples to
below 10 minutes. We tested our implementations on a single multi-processor system,
limitting the process memory to 8 GB.
4 Future Work
To incorporate the beneﬁts of the stream framework into the RapidMiner tool, we started
to implement a StreamPlugin that is continuously extended to include operators for all
implemented online algorithms.
The ﬁrst experiments on the parallelized SGD training showed promising results. On-
going work is currently to run evaluations on more datasets and incorporate additional
optimization strategies into the parallel SGD training, such as weighted averages based
on the training error. We also performed data preprocessing of the traﬃc data of SFB876
project B4 using the map-and-reduce approach. As this also is a large scale data set, we
will try to build a prediction model on that using parallelized online learning.
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The number of Machine to Machine (M2M) applications is increasing
rapidly in cellular communication systems. Hence, the evaluation of the im-
pact of M2M applications on common Human to Human (H2H) communi-
cation poses a huge challenge. By means of a Markovian model, which is
parameterized by laboratory measurements and ray tracing simulations, an
estimation of the behavior of Long Term Evolution (LTE) (regarding the
blocking probability) for different traffic environments is proposed. The re-
sults show that particularly many devices with a very small amount of data
influence the utilization of a LTE cell very intensely.
1 Motivation
Orthogonal Frequency-Division Multiple Access (OFDMA)-based cellular communica-
tions networks are typically designed for high data rates. However, new applications in
the area of M2M communications can be found in these systems [2]. One example is
the area of traffic estimation, where devices in cars collect sensor information about the
traffic situation and transmit them to a server. Furthermore, a download of relevant
information from a server, for example the current traffic situation, is needed. In a LTE
cell with a radius of 5 km, up to 750 cars, which drive on a freeway, can be found.
The behavior of M2M communication is different to H2H communication. Often M2M
applications receive or transmit only a small amount of data or need a very low data rate.
Hence, a framework for modeling M2M and H2H users in one cell is needed.
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2 Markovian Model for Performance Evaluation of
Cellular Networks
In order evaluate the behavior of a LTE cell, a tool chain consisting of a laboratory setup
(LTE base station emulator, channel emulator for fast fading and User Equipment (UE),
see [1]), ray tracing simulations and a Markovian model is used (see Fig. 1). Thereby,
a typical urban outdoor scenario (Vehicular A channel model from the ITU) is assumed.
For this scenario, we measured User Datagram Protocol (UDP) data rates for a single
user dependent on the Signal to Noise plus Interference Ratio (SNIR) and the number of
allocated Resource Blocks (RB) for one user. One RB is the smallest unit, which can be
allocated to an LTE user. The distribution of the SNIR for the urban outdoor scenario
is calculated by the ray tracing simulation.
In the next step, the behavior for many users in an LTE cell is modeled by a Markovian
model. Assigning the user request to different classes of resources, each class is mod-
eled by a dimension in the Markovian model. According to the reduction of dimension
of Markovian models [3], a LTE cell with users with different Quality of Service (QoS)
requirements and different SNIRs can be modeled. Thereby, the jth state denotes the
allocation of j resource blocks from the LTE OFMDA signal.
We divide the users by the user requirements (H2H with a data rate of 1 Mbit/s; M2M
with 10 kByte UDP data) and the SNIR. By means of the Markovian model, the blocking
probability and the traffic intensity is evaluated for different user behaviors and transmis-
sion strategies in terms of the assignment of a different number of RBs.
3 Results of the Markovian Model
Markovian model:
Laboratory
measurementsfor
single users
Ray tracing
simulation
- States: LTE RBs
- Dimensions: User requirements
Data rate =
f(SNIR, #RBs)
CDF(SNIR)
Figure 1: Parameterized Markovian model
The UDP data rates
vs. SNIR for 50 RBs
per user and 1 RB
per user for different
Modulation and Coding
Schemes (MCS) can be
seen in Fig. 2. We as-
sume that always the
MCS with the highest
data rate is chosen. For
an SNIR of 20 dB a data
rate of 19.5 Mbit/s for a 64 Quadrature Amplitude Modulation (QAM) with a code rate
R = 1/2 and a velocity of 120 km/h can be achieved. This is a data rate of 0.39 Mbit/s
per allocated RB. If one user allocates only 1 RB the data rate is only 0.28 MBit/s.
The main reason for this effect is the relatively high overhead between Physical (PHY)
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layer and UDP layer for small data rates, because the Media Access Control (MAC)
padding and the Protocol Data Unit (PDU) size in the Radio Link Control (RLC) layer
is dependent on the incoming data rate. Therefore, the relatively overhead (see Fig. 3)
for small data rates (1 RB; 73 % between PHY and UDP) is much higher than for high
data rates (50 RBs; 6 % between PHY and UDP). Hence, we measured the data rate
for all numbers of RBs per user and use these results as input for the Markovian model.
Thereby, we identified that the impact of the SNIR is much stronger than the impact of
the velocity (see. Fig. 2). Therefore, we differentiated the H2H and M2M users only by
the SNIR. The signal receiver quality of the UEs is divided into three parts (1. SNIR ≤
15 dB: represented by 10 dB SNIR. 2. 15 dB < SNIR ≤ 25 dB: represented by 20 dB
SNIR. 3. 25 dB < SNIR: represented by 30 dB SNIR).
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Figure 2: Measurements results for different MCS; Data rate vs. SNIR
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Figure 3: Data data on different layers for values number of RBs; QPSK, MCS = 8
For a video streaming service (H2H) with 1 Mbit/s, 9, 3 or 2 RBs are needed dependent
on the channel quality. The M2M users should download a 10 kByte file with an adjustable
number of RBs. We assumed, that the users are homogeneously distributed in the urban
scenario. The map for the SNIR from the ray tracing simulation is illustrated in Fig. 4a.
The probability for an SNIR lower than 15 dB is 0.47, for an SNIR between 15 dB and
25 dB is 0.33 and for an SNIR higher than 25 dB is 0.20.
In Fig. 4b, the blocking probability of H2H users vs. arrival rate of M2M devices is
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(a) Map for the SNIR in an urban envi-
ronment
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(b) Blocking probability vs. arrival rate of M2M de-
vices for a different number of RBs per user
Figure 4: Ray tracing results and results from the Markovian model
shown for a different number of RBs per user. Hereby, a traffic for the video class of
3 is used. The blocking probability with 1 RB is worse than for 5 or 10 RBs per user
due to the higher overhead. For an arrival rate of the M2M class from 50 Erlang and a
transmission with 10 RBs, the blocking probability for the video class is 10 %. For the
same assumtions, the blocking probability for the video class is 17 % if only 1 RB is used
for the M2M class. Or rather, if the blocking probability should be smaller than 10 %
(for QoS requirements) on average 38 M2M devices can be served per second when they
transmit with 1 RB and on average 48 M2M devices when they transmit with 10 RBs.
This is an enhancement of 26 %.
The Markovian model uses negative exponential distributions for the interarrival time of
the arrival rate and the service rate. As next step, the influence of different distributions
on the LTE performance should be observed. Furthermore, a direct connection between
the ray tracing simulation and the channel emulator is planed. This makes an analysis of
the LTE link in the laboratory with fast fading channels from die ray tracing simulation
possible.
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Traﬃc state reconstruction with
"adaptive smoothing method" from
incomplete traﬃc information
Timo Knaup
Physik von Transport und Verkehr
Universität Duisburg-Essen
knaup@ptt.uni-due.de
The recognition of traﬃc states and the prediction of traﬃc breakdowns
on german highways is actually based on traﬃc data measured with sta-
tionary detectors, e.g. loop detectors. Today there are about 4500 loop
detectors unregularly spreaded over nearly 2250 kilometer highway in North
Rhine-Westphalia. Measurements contain average traﬃc speed (km/h), av-
erage traﬃc ﬂow (veh/min) and proportions for cars and trucks, usually ag-
gregated in one minute intervals. On basis of this data there are methods
to reconstruct traﬃc conditions between the detectors. One is used in the
actual work and is planned to be used for further improvements, especially
the inclusion of ﬂoating-car-data.
1 Traﬃc state reconstruction
There are two possible methods to perform a reconstruction of spatio-temporal traﬃc
patterns between locations of traﬃc measurements, e.g. loop-detectors. First the "adap-
tive smoothing method" presented in this report, second ASDA/FOTO introduced by
Kerner in 1996-1998 [2]. The "adaptive smoothing method" is a twodimensional, spatio-
temporal interpolation algorithm developed by Treiber and Helbing [4]. This method es-
timates a continuous mean velocity V (x; t) as a spatio-temporal function from discrete
velocity points vi = v(xi ; ti), which be on hand at certain points xi at certain times ti .
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It additionally ﬁlters out small-scale ﬂuctuations and takes into account characteristics
of information ﬂow in diﬀerent traﬃc situations. For detailed information, e.g. used
formulae, look at [4] and [3]. The input values are given by stationary loop detectors,
but also Floating-Car-Data can be a source. This is interesting for the B4 project.
Parameter Value
Smoothing width in space coordinate (ﬀ) 600 m
Smoothing width in time coordinate (ﬁ) 60 s
Propagation velocity of pertubations in free traﬃc 70 km/h
Propagation velocity of pertubations in congested traﬃc -15 km/h
Crossover from free to congested traﬃc (Vc) 60 km/h
Transition width between congested and free traﬃc (V ) 20 km/h
Table 1: Parameters used in calculations with the adaptive smoothing method.
Figure 1: Reconstruction of spatio-temporal traﬃc patterns on the A44 at August 1 resp.
August 8, 2010 by using the adaptive smoothing method. Green represents high
whereas red represents low velocities.
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In order to see, how the method works, we consider a 12 kilometer long section of the
german highway A44 with 10 aperiodic spreaded loop detectors. This highway section is
chosen as a test route for simulations and experimental drives in the B4 project. Table
1 shows parameters used in our calculation. They are taken from [3] and should yield
good results.
Figure 1 shows the measured traﬃc data (left side) obtained from loop detectors aggre-
gated over all lanes and the reconstructed traﬃc situation (right side) with the adaptive
smoothing method for two diﬀerent days in November 2010, more precisly November 8
and November 1, 2010. Some speciﬁc traﬃc patterns can be recognized, for example
stop-and-go-waves in the region 0 km to 5 km between about 6:00 am and 9:00 am on
November 8. As you can see the waves propagate against the traﬃc ﬂow as assumed.
As mentioned above it is also possible to use Floating-Car-Data with this algorithm. The
use of this kind of data is one target of the B4 project. Therefore we ﬁgured out, what
kind of data is available and how it can be recorded.
2 Floating-Car-Data
In order to see what and how Floating-Car-Data can be obtained, we made a ﬁrst experi-
mental drive with two cars equipped with diﬀerent data loggers which allow for recording
of live data provided by vehicle internal sensors broadcasted via the vehicle internal CAN
bus [1]. We recorded data from about 60 diﬀerent kind of sensors like velocity, acceler-
ation, status of brake light ten times each second. In both cars, GPS receiver were used
as a second data source. The experimental drive was proceeded at August 10, 2011 in
Figure 2: Experimental drive route.
the morning hours on a highway sections around Dortmund. The detailed route is shown
in ﬁgure 2. Both cars started with a 5 minute time delay at about 7:30h. Because of the
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summer holidays, no congested traﬃc occured on the freeways during the experimental
drive, so both cars were able to travel with their desired velocity. In the "Vehicle speed"
diagram in ﬁgure 3, the drops in velocity show freeway changing, they ﬁt to the peaks in
the "breaking processes" and "Vehicle ac-/deceleration"' diagrams also shown in ﬁgure
3. Further experimental drives are planned with focus on rush-hour traﬃc.
Figure 3: Visualization of the recorded CAN-tool data.
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Mirosopi Tra Simulation for
generation of Virtual Floating Car Data
Daniel Weber
Physik von Transport und Verkehr
Universität Duisburg-Essen
weberptt.uni-due.de
We desribe a mirosopi modelling approah to freeway tra ow.
We use this model to simulate various penetration rates of vehiles provid-
ing Floating-Car-Data and present rst results for travel time measurements
based on these data.
1 Introdution
In reent years Floating-Car-Data (FCD), i.e. ars providing their GPS measured loal-
ization and speed data, has beome an important soure for tra information systems,
providing travel time measurements and tra state estimations. Our goal is to assess
the quality and reliability of suh FCD measurements. We will use mirosopi tra
ow simulations to onstrut various tra senarios in whih virtual FCD vehiles will
serve as probes to gather the relevant data. Modern ars are not only equipped with
GPS reeivers but also possess a wide variety of sensors to detet the state of the ar
as well as its environment [3℄. These Extended Floating-Car-Data (XFCD) pose a huge
opportunity to gather additional tra relevant information, e.g. about weather and road
surfae onditions to improve tra information servies.
2 Mirosopi Tra Flow Model
In mirosopi tra ow models vehiular tra is treated as a system of interating
partiles. The interations of the individual ars lead then to marosopi phenomena
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like tra jams. One of the simplest suh models is the Nagel-Shrekenberg (NaSh)
model [2℄, a disrete stohasti ellular automaton model. Cars move on a lattie of L
sites i ; i 2 f1; 2; :::; Lg whih are either oupied by exatly 1 ar or empty. The length
of a ell orresponds to the spae oupied by a ar in a jam and is set to 7.5 m. The
state of the lattie is desribed by the oupation variables of the ells 
i
, where 
i
= 0
if ell i is empty and 
i
= 1 if it is oupied. The ars are haraterized by their position
on the lattie x
n
(t) and their veloity v
n
(t), whih is limited by a global maximum speed
v
max
. Another important variable is the spatial headway (the distane to the next ar in
front) d
n
.
The time evolution of the system is governed by 4 update rules, whih are applied to all
ars at the same time (parrallel update):
1. Aeleration: v
n
(t + t
1
) = min(v
n
(t); v
max
).
2. Braking: v
n
(t + t
2
) = min(v
n
(t + t
1
); d
n
(t)).
3. Randomization: v
n
(t + 1) =
{
max(v
n
(t + t
2
)  1; 0); w. prob.p:
v
n
(t
2
) w. prob.p   1:
4. Driving: x
n
(t + 1) = x
n
(t) + v
n
(t + 1)
Without the randomization the model beomes totally deterministi, so that ars will
travel with onstant speed and distant headways. The randomization models utuations
in driver behavior. Even freely moving ars may be travelling with speed less than v
max
at some time and some drivers may overreat and redue their speed more than needed
to avoid an aident.
We onsider a variaton of the NaSh-Model where the randomization parameter p is
hosen aording to the speed of the vehile (veloity dependent randomization or slow-
to-start-rule) [1℄:
p
n
(v
n
) =
{
p
0
if v = 0;
p if v > 0
with p
0
> p. The slow-to-start-rule redues the jam outow and thus stabilizes the
jammed phase. This leads to a stronger separation between jammed and free-ow states.
The model is implemented for a lattie with open boundary onditions. Cars are inserted
on the left boundary with probability , move through the lattie aording to the update
rules and leave at the right boundary with probablity . This situation where ars annot
freely leave the lattie orresponds to a bottlenek situation, often enountered in real
tra (e.g. the merging of lanes at a onstrution site). The travel times measured
in the simulation are alulated from the timestamps when the ars enter and leave the
lattie (i.e. the travel time inludes the passage of the bottlenek). For the Monte-Carlo
simulations we used  = 0:5,  = 0:5, p
0
= 0:5 and p = 0:2. The maximum veloity
v
max
was set to 5 ells per time step whih for ells of 7.5 m length orresponds to a
maximum speed of 135 km/h.
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3 Virtual Floating-Car-Data
Figure 1: Deviation of FCD-measured travel time from real travel time for dierent
FCD penetration rates
To extrat virtual oating ar data from the simulation, ars are randomly marked as FCD
ars with probability r when they enter the lattie. For these ars position and veloity
are logged in every time step and an be used for the reonstrution of the trajetory
of the vehiles. We performed Monte-Carlo simulations for average penetration rates of
0:1%, 1% and 5%. The measured travel times were averaged over 5 minutes. As an
be seen in Figures 1 and 2, even in suh a simplied senario an FCD overage below
1% is learly insuient for a reasonable estimation of tra harateristis. On the
other hand the good agreement of travel times for a penetration rate of 5% has to be
taken with some aution. In our simulation, there is only one type of ar, while in reality
the distribution of FCD vehiles is not neessarily the same as the distribution of all
vehiles.
4 Conlusion and Outlook
At the moment we are testing the simulation for road networks and for latties with
defets, where on some setion of the lattie a dierent driving behavior is enfored.
We will then proeed to extend the simulation models to inlude more realisti driving
behavior, tra on multiple lanes and dierent vehile lasses, leading to realisti tra
senarios in whih the use of FCD an be evaluated. More detailed models will also
allow to log additional data to assess the potential use of XFCD. A alibration of these
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Figure 2: Zoom into the rst bin of Figure 1
simulations will be done with data from stati tra sensors, probe drives with GPS
equipped vehiles and data from weather stations along highways.
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Jarid 1c in neuroblastoma
Kathrin Fielitz
Oncology Lab - Children’s Hospital
University Hospital Essen
Kathrin.Fielitz@uk-essen.de
Neuroblastoma is the most common solid extracranial malignancy in child-
hood. Since genetic predisposition is the main cause for this malignancy, we
are seeking to identify genes relevant for neuroblastoma development. This
is done, on exon level for chosen genes and also analyze genes which seem
to cause a poor outcome for the patient, without taking remark to alterna-
tive exon usage. Momentarily the histone demethylase Jarid1c is in focus of
attention. We detected differential location of the protein in different neurob-
lastoma cell lines and an effect of a Jarid 1c knock-down on protein expression
as well as on the cell morphology.
Neuroblastoma is the most common solid extracranial malignancy in childhood [1] and
accounts for 15% of the deaths attributed to malignant conditions in children [2].
Neuroblastoma derives from the neural crest [3], multipotent migratory cell populations
which give rise to tissue like the adrenal medulla, the parasympathetic ganglia or sensory
neurons.
In the adult the major risks for developing a malignancy arise from age, exposition to car-
cinogenic agents and genetic predisposition. Obviously age cannot be a high risk factor
for tumor development in children, as little as exposition to carcinogenic agents. There-
fore, the genetic predisposition should be considered the main cause for malignancies in
childhood.
In spite of the consistently ongoing advancement in developing and improving diagnostic
and therapeutic possibilities, it remains difficult to make a reliable prediction about the
course of the disease or outcome. So far the analysis of the mycn statushas been used
for prognoses, since the amplification of this oncogene is associated with poor outcome
[4]. Yet, mycn amplification is only found in 20% of neuroblastoma, and tumors with a
single copy of the gene can also be aggressive. Therefore one aim of this project is the
identification of further genes relevant to neuroblastoma development – and genes which
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could serve as target structures for medical treatment.
We are trying to analyze the genes determined for differential exon usage, since exon anal-
yses are much more precise than “normal” analyses. In previous experiments Affymetrix
Microarrays, the data from which were used as a foundation for all the following exper-
iments, showed that in patient groups with mycn amplification, an increased usage of
different exons was detectable. So far we hypothesized that mycn conveys expression dif-
ferences through alternative transcript usage, which we want to prove within this project.
We also look at genes, which are expressed independently of the mycn status and which
still lead to a poor outcome for the patient. Momentarily the focus is on the histone
demethylase Jarid 1c. We analyze the expression and the effects of a knock-down through
siRNA (small interfering RNA or silencing RNA), short RNA molecules, which can inter-
fere with gene expression.
Histones are highly basic proteins around which DNA winds, forming nucleosomes an
can be modified, for example through methylation. Lysine methylations exist in three
different states – mono- di and trimethylations. (H3K4me3 means that lysine 4 on his-
tone 3 is trimethylated.) The methylation of histones is associated with transcriptional
activation and DNA damage response [5] [6]. As far as H3K4me3 is considered, it has
been shown to regulate transcription [7]. It has been pointed out that Jarid 1c (SMCX)
is able to demethylate H3K4me2/3 [8]. Jarid 1c was first described as the cause for
X-linked mental retardation in 2005 [9].
In the current experiments we were able to show that the protein expression in neuroblas-
toma cell lines (SHEP, NB 69, IMR 5 and IMR 32) (Fig.1) differs. In SHEP and IMR 32
1.jpg
Figure 1: Expression of Jarid1c (bottom row) and DAPI (top row) in neuroblastoma cell
lines -SHEP (a, e); NB 69 (b, f); IMR 5 (c, g) and IMR 32(d, h). Scale bars
equal 10um
the protein expression is localized predominantly to the nucleus, while in NB 69 and IMR
5 we find the expression more diffusely throughout the cell. The DAPI (4,6-Diamidin-2-
phenylindol) staining serves for locating the nucleus within the cell, as it stains DNA.
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2.jpg
Figure 2: The effect of Jarid1c knock-down in a) the cell morphology 24h after transfec-
tion (top row= SHEP, bottom row= IMR 5); b) protein expression in IMR 5
and c) cell proliferation in IMR 5. nt= non-treated. The graphs show average
values +/- SEM
We were also able to show on protein level that Jarid1c is expressed in all these cell lines
strongly (data not shown). The determination of the RNA expression of Jarid1c is in
progress. Yet we analyzed the effect of siRNA transfection on the morphology of SH-EP
and IMR 5, as well as on the protein expression in these cell lines and the effect of siRNA
on the proliferation (Fig.2). We could very well see that a knock down of Jarid1c through
siSMCX (40nM) lead to massive apoptosis in IMR 5 and to moderate apoptosis in SHEP,
shortly after transfection (Fig. 2a).
It was also obvious, that the protein level in IMR 5 were decreased after knock down of
Jarid 1c (Fig. 2b) and that the proliferation went down significantly, 48h and 72 h after
transfection (Fig. 2c).
Based on our results we can assume that Jarid1c is a neuroblastoma relevant gene. One
hint is given already through its strong expression in neuroblastoma patients with poor
outcome. If we consider the effect of a knock-down of Jarid1c, which leads to a decrease
in the amount of protein in the cell (Fig. 2b), increased apoptosis and decreased rate
of proliferation, this will explain why Jarid1c could contribute so much to tumor devel-
opment. We can conclude that the protein could be important for proliferation and cell
143
survival – when knocked down, the cells proliferate less and die.
Therefore we hope to soon be able to use these and coming results for better under-
standing of neuroblastoma biology. Precisely one of our goals is the ability to predict the
outcome and that way a more appropriate treatment for the children. Hopefully we will
be able to expand the aquired knowledge to different types of cancer as well.
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Neuroblastoma is an embryonal cancer of the sympathetic nervous system
and diagnosed in early childhood. The tumor originates from precursor cells
of the peripheral nervous system and arises in a paraspinal location in the
abdomen or chest. The clinical presentation of this tumor can be very het-
erogeneous. The international Neuroblastoma staging system (INSS) classify
the tumor in five stages according to the clinical presentation and age. This
classification decides on therapy and outcome. In this project new neurob-
lastoma markers and new therapy targets will be identified to enable a better
outcome prediction. Especially transcripts with alternative exon usage are in
focus of this project, because the modification of splicing patterns has been
shown to contribute to various diseases including cancer.
Neuroblastoma are the most common and deadly solid tumors in childhood. They account
for 7-10 % of all cancers. The tumor of the autonomic nervous system derives from the
neural crest tissue and usually arises in a paraspinal location in the abdomen or chest
[1, 2]. This kind of cancer exhibits diverse and often dramatic clinical behavior. To
enable an individual therapy it is essential that the molecular medicine will be consulted
more often. In the last years many genetic features correlating with clinical outcome
could be identified. It is known that the increase in gene copies of MYCN is connected
with an unfavorable course [1]. These persons are classified as high-risk patients and
treated accordingly. The amplifications can be observed in 20 % of the neuroblastoma
but with the other 80 % without MYCN amplification, neuroblastoma can be found,
showing an aggressive behavior as well [3]. To contribute to a better risk assessment this
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Figure 1: Cellcycle; the cycle consists of four phases, G1, S, G2 and M-phase. The
transition between each phase are determined by the synthesis of cyclin and
the activity of specific cdks [12]
project will deal with the identification of neuroblastoma relevant genes and transcripts.
It will be focused on genes with an alternative exon usage especially. The usage of
different exons could be established by alternative splicing. This post transcriptional
mechanism allows the generation of protein diversity. Aberrant mRNA splicing has been
described in many types of human cancer [4, 5, 6]. This change in mRNA can lead
to the synthesis of new protein variants or the unbalanced expression of normal protein
isoforms and this could initiate or sustain tumor growth [7]. Guo et al. 2011 could
show that alternative splicing plays a significant role in high stage neuroblastoma and
they suggested a MYCN-associated splicing regulation pathway [8]. The search of such
genes is based on Affymetrix Exon array (HuEx 1.0 ST) data which give us an expression
profile of the neuroblastoma. Transcripts with different isoforms. In the following steps
the role of these transcripts for the neuroblastoma has to be clarified. One of these
transcripts is cyclin B1 (CCNB1). CCNB1 is a cell cycle regulator. It activates the
cyclin dependent kinase1 (cdk1) and promotes the passage through G2-phase to M-
phase (fig.1). The deregulated expression of this gene is supposed to be involved in
neoplastic transformation. So it could be a very interesting target for cancer therapies.
The microarray shows that neuroblastoma express both a long and a short isoform. The
long isoform is constitutively expressed whereas the short form is cell cycle dependent and
predominantly expressed during G2/M-phase. Previous analyses indicated that the short
isoform is higher expressed in patients with relapse (fig.2). So it can be hypothesized
that the isoforms have different functions in the cell. More over RT-PCRs showed
that various neuroblastoma cell lines (SH-EP, SY5Y, NB69, IMR32 and Wac II) express
different levels of these isoforms and also the ratio between these isoforms is cell line
dependent. Further investigations suggest that the knock down of both but not of the
long isoform by siRNA causes a G2-arrest in SH-EP cells whereas Wac II cells are not
affected by the siRNA. A G2-arrrest means that the cells continue to replicate their DNA
but they do not divide. This experiment must be repeated with other cell lines in the near
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Figure 2: The short isoform of CCNB1 is associated with an unfavorable outcome; 0=
event-free survival, 1=relapse]
future. In recent months I performed some experiments with a cdk1/cyclin B1 inhibitor
(RO-3306) to check the effect on cell cycle and if it depends on the CCBN1 isoform
expression pattern. To investigate the expression of further genes, which are predicted to
express different isoforms, PCRs was and will be performed (these experiments are still in
work). At the moment the expression of two transcripts, neurocan (NCAN) and plexinA4
(PLXNA4), are checked by real-time-PCR. PlexinA4 belongs to a semaphorin receptor
family. They are single pass transmembrane receptors characterized by an intracellular
GTPase activating domain. The results of Kigel et al. suggest that PLXNA4 may
represent a target for the development of novel anti-angiogenic and anti-tumorgenic
drugs [9]. The analyses of our data show that PLXNA4 is associated with favourable
outcome and TrkA, a neutrophin receptor, and anti-correlated with MYCN amplification.
Therefore the impact of TrkA and MYCN on the expression of NCAN and PLXNA4
should be investigated with the help of inducible cell lines (SY5Y-TR-TrkA and SH-EP-
NMYC). Inducible cell lines contain a system which allows the cells to express a particular
protein by the adding of a specific substance for example tetracycline. So a controlled
expression of TrkA and NMYC is possible. The second transcript of interest is NCAN
a brain-specific chondroitin sulfate proteoglycan of the extracellular matrix. In normal
tissue it plays a role in cell-binding neurite outgrowth and adhesion [10]. But its role in
cancer is still unknown. So this could be an interesting target for further experiments.
Another project, which is planned, is the characterisation of Neuroblastoma 4s cells.
Neuroblastoma classified as 4s show dissemination but a paradoxically favorable prognosis
and a high rate of spontaneous tumor progression. Despite excellent prognosis for NB4s
10-25% of these patients nevertheless do not survive as the patient from whom our NB4s
cells were removed [11]. In the next steps the expression pattern of TrkA isoforms of TrkA
positive NB4s cells has to be analysed. Moreover in the next months I will investigate
the expression of transcripts with different isoforms and if TrkA and/or MYCN impact
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on the expression of these. In further experiments I will analyse the role of these isoforms
in the cell. Moreover I will continue the cdk1/CCNB1 inhibitor experiments and analyse
if there is a correlation between the expression pattern of the CCNB1 isoforms and the
effect of the inhibitor.
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We introduce a method to choose an optimal discrimination threshold
in the outcome of a random forest, which is used to classify gamma
and hadron events in the MAGIC experiment. We choose the threshold
to minimize the mean square error (MSE) of the estimation of the true
number of gamma events. Estimating this number is an important step
in the MAGIC analysis chain.
The MAGIC telescope on the canary island of La Palma is an imaging atmospheric
Cherenkov telescope. Its purpose is to detect Cherenkov light [4] from particle
showers in the atmosphere, induced by highly energetic gamma-rays, which have
been sent out by astrophysical sources like active galactic nuclei (AGNs) [5]. The
problem is that not only gamma rays induce such particle showers, but also many
other particles summarized as hadrons, which are 100 to 1000 times more common
than the gamma-rays of interest for the strongest sources [9]. So the gammas have
to be separated from the hadrons via classification.
The initial situation is that we have a training sample of n events, where ng· is the
number of gamma observations and nh· is the number of hadron observations in
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this data set. In addition to the training sample, we have a sample of real data
consisting of N events with Ng· and Nh· defined analogously, but unknown. We de-
note the numbers of observations in the training sample after the classification as
ni j , i , j ∈ {g, h}, where the first index indicates the true class and the second index
the class as which the event was classified. Analogously we define Ni j , i , j ∈ {g, h}
as the corresponding numbers in the real data. Like Ng· and Nh· these values are
unknown in actual application.
In addition to these two datasets in our specific astronomical setting we have ac-
cess to so-called Off-data which is real data consisting only of negatives. We define
Nof fh· as the number of hadron observations in this data set (which is equal to the
total number of events in this data, Nof f ). Classifying this data set like the others
we obtain Nof fhg and N
of f
hh .
The True Positive Rate (TPR), which is also known as Recall or Efficiency, and
the False Positive Rate (FPR) are defined as
TPR =
ngg
ng·
and FPR =
nhg
nh·
.
Obviously, both rates can only take values in the interval [0, 1] and a high value of
TPR and a low value of FPR is desired. These two aims are contradictory.
The aim of the classification in our astronomical application is however not prima-
ryly a good separation of gamma and hadron events, that is a high TPR and a low
FPR. Instead one is interested in estimating the real number of gamma events
Ng· from the number of observations classified as such, N·g. The aim of our work
is thus to minimize the mean sqare error (MSE) of the estimation of the number
of gamma events Ng·. To estimate this number we use
N̂g· =
ng·
ngg
(
N·g − Nof fhg
)
=
1
TPR
(
N·g − Nof fhg
)
. (1)
In the MAGIC analysis chain, the MAGIC analysis and reconstruction software
MARS [3; 6], the classification is usually done by random forests [1; 2]. The out-
put of such classifiers is the fraction of trees which voted for an observation to be
a hadron. This fraction is called hadronness in the MAGIC analysis. A threshold
in the hadronness has to be applied to finally classify the data. As our aim is an
optimal estimation of the number of gamma events Ng·, we choose the threshold
to minimize the MSE of the estimation.
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Figure 1: Boxplots of the estimates in the 500 samples with gamma to hadron ratio
1:500 (left) and with ratio 1:1000 (right). The thick line in the middle of
each box represents the median of the estimates. Between the upper and
lower boundaries of each box lie 50% of the estimates. The true number
is marked by the long horizontal line [8].
It can be shown that under justifiable additional assumptions [8] the MSE of the
estimation of the number of gamma events according to equation (1) becomes
MSE
(
N̂g·|Ng·, Nh·, Nof fh·
)
=
FPR2
TPR2
(
Nh· − Nof fh·
)2
+ Ng·
(
1
TPR
− 1
)
+
FPR − FPR2
TPR2
(
Nh· + Nof fh·
)
.
(2)
We use this equation in an iterative algorithm to alternately estimate Ng· and mini-
mize the MSE over the discrimination threshold until some convergence criterion is
met. We thus receive the threshold with which the number of gamma events can
be estimated with (approximately) the smallest error. This method can be regarded
as an adaption of the thresholding method introduced in [7]. The difference is that
we here use the MSE instead of the in our application unknown misclassification
costs to be minimized. In fact, the MSE can be regarded as some kind of mis-
classification costs, as a single falsely classified observation leads to an increase
in the MSE and the MSE reaches 0 for a perfect classification. In other words,
the MSE implicitely weights every falsely classified observation. The method of
minimizing the MSE thus implicitely handles the problem of unequal and unknown
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misclassification costs. It can be shown that the method also handles the problem
of high class imbalance.
The result of tests with simulated data can be seen in Figure 1. It shows boxplots
of 500 estimations of the number of gamma events for the method of minimizing
the MSE presented here (MSE) and two methods which are currently used in the
MAGIC analysis chain (Recall04/09). It can be seen that the MSE method typically
estimates the true number with a smaller error than the two other [8].
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We investigate the application of regression techniques for periodicity de-
tection in light curves. Light curves occur in astroparticle physics and are
time series with special features like irregular periodic sampling and red noise.
We consider robust instead of least squares (L2) regression to calculate the
periodogram, and ﬁtting a distribution to the periodogram bars instead of
assuming a predeﬁned one to detect valid periods. Two studies are presented
exploring the behavior of our proposed approaches in situations without and
with outliers. This is a brief summary of the work submitted to Statistical
Analysis and Data Mining, preprint available from the author.
Periodicity detection in nonuniformly sampled time series is a common task in various
ﬁelds of study. We focus here on time series arising in astroparticle physics, called light
curves, often with unequally spaced observation times due to bad weather conditions, lack
of allocated telescope time and technical reasons. Moreover, astronomical cycles limit
observability in a periodic manner, for example if a source is only visible in certain months.
Such circumstances lead to periodic sampling. Light curve observations usually suﬀer
from a varying measurement accuracy, which can be estimated for each observation time
ti , i = 1; : : : ; n leading to an estimate si which takes small values for high measurement
accuracy. The resulting measurement errors yw ;i are assumed to be independent normally
distributed. So the present data is of the form (ti ; yi ; si), i = 1; : : : ; n, where yi is the
observed signal. In addition to a period ps inﬂuencing the sampling of the ti , another
period pf may aﬀect the observed signal in form of a periodic ﬂuctuation. Besides, so-
called red noise is expected as another signal component. A time series yr(t) is called
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Model Regression technique
Least squares Robust
1 overlapping steps PDM [16]
2 steps AoV [14]
3 a1 cos(2t) + b1 sin(2jt) LS [13]
4 a0 + a1 cos(2t) + b1 sin(2jt) DCFT [5],SigSpec [12] [1, 8]
5
∑
2
j=0 aj cos(2jt) + bj sin(2jt) F
2 [11]
6
∑
3
j=0 aj cos(2jt) + bj sin(2jt) F
2 [11]
7 periodic splines GCV [10] RCV [10]
Table 1: Characterization of some period ﬁnding methods as combinations of models
and regression techniques. A more comprehensive list can be found in [17].
Underlined methods are performed using weighted regression.
red noise if its power spectrum S(f ) is proportional to f  ,  > 0, i.e. if it follows a
power law [18]. Altogether we assume the following model for a light curve (ti ; yi ; si),
i = 1; : : : ; n:
ti = t
?
(i); t
?
1 ; : : : ; t
?
n
 D(ps); (1)
yi = yf ;i + yw ;i + yr ;i ; yf ;i = g(ti); yw ;i  N (0; ﬀ
2
i
); (2)
where t?(i) denotes the ith ordered observation time, D(ps) is a periodic distribution
depending on a sampling period ps , g(t) = g(t + pf ) is a periodic ﬂuctuation in the
observed signal of period pf and yr ;i is red noise. si is a given estimate of ﬀi . Moreover
one can allow the light curve to include substitutive outliers.
Fourier Analysis, as a standard method to ﬁnd periodicities in an observed signal, cannot
cope with the sampling situation described above, since equally spaced observation times
are needed. A setting-adapted procedure, the so-called Deeming periodogram [4] has
problems with periodically distributed observation times ti and mainly ﬁnds the sampling
period ps (see [6]). Other methods for detecting periodic ﬂuctuations in an irregularly
and periodically observed signal have been developed. Many of them, such as the Lomb-
Scargle Periodogram (LS) [13], Date-Compensated Fourier Transform (DCFT) [5], the
Fast 2 Periodogram (F2) [11] but also methods like Phase Dispersion Minimization
(PDM) [16] and the Analysis of Variance Periodogram (AoV) [14], which are usually
called nonparametric, are based on ﬁtting a periodic function to the light curve, typically
by means of least squares (L2) regression, sometimes using weights s
 2
i
(see Table 1). A
measure related to the coeﬃcient of determination R2, R2 itself or the squared amplitude
of the ﬁtted function, is taken for the periodogram.
A few attempts have been made to use robust regression in this context until now (see
Table 1 and further references in [17]). We investigate if robust regression techniques
are reasonable alternatives to least squares regression. In doing so we compare diﬀerent
periodogram methods, all ﬁtting a model of Table 1 by weighted L2, Least Absolute
Deviation, Huber- or Tukey M-regression [7] using weights s 2
i
and using R2 (or the
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robust version [9], respectively) as periodogram. For yi = yw ;i and L2 regression, R
2
is known to be B
(
m 1
2
; n m
2
)
-distributed, B denoting the beta distribution and m the
degree of the ﬁtted model [15]. As we use not only L2 regression and not only white
noise is assumed, we propose to robustly ﬁt the parameters of the beta distribution using
Cramér-von-Mises-Distance minimization [2] and determine peculiar periods using outlier
detection [3].
In a performance study we apply our periodogram methods to artiﬁcial time series free
of outliers, varying n, D(ps), the amount of white and red noise, the presence or ab-
sence and shape of yf ;i , and pf . We observe that robust methods work similarly well as
L2 methods in case of simple periodic ﬂuctuations like sine-waves or triangular shaped
periodic ﬂuctuations. They detect less false periods in absence of a signal, but rarely ﬁnd
periods when the signal is a periodic peak with long interspaces. Fitting model 1 or 2 (see
Table 1) with Huber M-regression works particularly well. An adaptive beta distribution
leads to similar results as a B
(
m 1
2
; n m
2
)
-distribution. In unclear cases the new approach
leads to more conservative results, i.e. it detects less false positive periods in absence of
a periodic ﬂuctuation, but it occasionally misses an existing periodic ﬂuctuation.
In a second smaller study introducing outliers we observe that using an adaptive beta
distribution seems more suitable than the classical one and works well with least squares
methods. When using robust regression, the true ﬂuctuation period is not peculiar any-
more.
Until now, we studied our methods in a quite stringent framework ﬁxing a lot of constrains
like linking the variance of red noise to that of white noise, letting the true period be one
of the trial periods and assuming the periodogram bars to be independently distributed.
It is an interesting question how well our methods work if the true period lies in between
two trial periods. Will one of them be considered peculiar, or none of them? Moreover,
our study indicates that it could be possible to detect even more diﬀerences between the
diﬀerent models using more disturbed settings, e.g. by increasing the level of noise.
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IceCube is a large scale neutrino detector located at the South Pole. The
one cubic kilometer detector volume consists of the South Pole ice, which
has excellent optical properties [1]. IceCube uses the physical effect, that
neutrinos interacting with a media, produce charged leptons such as muons,
electrons and taus. These leptons propagate through the detector and emit
Cherenkov light, which is detected by high sensitve photon sensors [4].
The complexity to analyse the data is, that leptons coming from the atmo-
sphere produce a similar signal in the detector. The outcome of this is a huge
amount of background which overlaps the neutrino signal. The ratio of signal
to background is about one to a million.
To analyse the data and to find neutrino signals, Monte-Carlo simulations are
essential.
1 Simulations in IceCube
The IceCube Monte-Carlo chain consists of several programs, each of which simulate
a different part of the experiment. These programs can be classified into generators,
propagators and hardware simulations.
Generators create the particles. In IceCube the program CORISKA [5] is used to simulate
atmospheric leptons. To generate the neurinoflux through the earth the program NuGen
is used.
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Propagators take the generated particles and simulate their behaviour while propagting
through the detector. Currently the most important propagtion software is MMC (Muon
Monte Carlo) [2].
Hardware simulations describe the reaction of the different detector components such
as photon sensors when a particle propagates through the detector.
1.1 MMC and its successor PROPOSAL
As mentioned above MMC is currently the main propagation program in the IceCube
Monte-Carlo chain. MMC provides the possibility to propagate leptons and monopols
through any type of media. It has been tested for several years in astroparticle physics
for example in the AMANDA experiment which was the first neutrino detector at the
South Pole. MMC takes the most important energy loss mechanisms into account:
• Ionisation
• Bremsstrahlung
• Electron positron pair production
• Photonuclear interaction
From physical point of view MMC is a good choice for simulating leptons and monopoles.
But several technical problems makes a revision of MMC necessary:
MMC is written in Java. The Problem of this is that apart from MMC the whole
Monte-Carlo chain is writen in C++. Calling java-methods from a C++ program reduces
the speed of simulation significantly.
Another issue is that MMC is nearly unmaintainable cause of missing comments and its
unintuitiv structure. This makes it very hard to implement other physical effects someone
could be interested in.
According to the issues above, we decided to develop a new propagation tool based
on MMC but written in C++. The new propagator is called PROPOSAL
(PRopagation with Optimal Precision and Optimized Speed for All Leptons).
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2 Status and Plans
The first and major step to develop PROPOSAL is translating MMC into C++. This
task is completed.
A very important parameter is the final energy of the propagated particle. In figure 1 the
distribution of the final energy calculated by MMC and PROPOSAL is shown. Within
the statistical errors MMC and PROPOSAL produce the same results.
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Figure 1: Distributions of the final energy of one million muons with an initial energy of
1PeV calculated using PROPOSAL and MMC.
In Figure 2 the different energy loss mechanisms are compared to the calculations of
Groom et al. [3] which are used as reference data.
The next step is to integrate PROPOSAL into the IceCube Monte-Carlo chain. It is
planed to implement PROPOSAL for GPUs. In contrast to Java C++ is very suited to
run on GPUs. This parallelization will speed up the simulation a lot and therefore save
computing time and money.
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Figure 2: PROPOSALs results of energy loss mechanisms compared to reference data [3].
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The current status of the Cherenkov telescope camera FACT [3], which
is the object of the authors studies about data analysis under constraint
conditions, is depicted in this short report. FPGA based highly intgraded
data aquisition systems, such as the one used within FACT, might provide
new ways to reduce the vast amount of data usually taken by this kind of
detectors in an early stage.
1 Introduction
High energy cosmic rays consisting of a variety of particles such as protons, electrons
and high energetic photons impinge the earth's atmosphere and cause so called showers
of secondary particles. These showers of relativisic charged particles emit Cherenkov
radiation, while beeing stopped in the atmosphere. This process lasts nanoseconds, thus
an adequate photodetector is able to detect these blue ﬂashes of light. [4]
2 The FACT camera
We are currently building a Cherenkov camera with a 2GHz sampling rate of the photode-
tector signal in order to increase the ability to distinguish between gamma induced and
proton induced Cherenkov showers, cf. [2] . Because only Cherenkov showers induced by
high energistic primary photons carry information about their origin, while high energistic
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Figure 1: Schematic view of the FACT camera. The crates in the center house pream-
pliﬁers, trigger generators as well as the analog to digital converters.
protons, beeing charged particles, undergo deﬂections in intergalactic magnetic ﬁelds,
thus loosing their original direction.
The FACT camera will be mounted on the refurbished mount of the former HEGRA CT3.
The reﬂector area is about 10m2, which leads to an estimated trigger rate of about
100Hz. The number of pixels is 1440, which is comparable to other Cherenkov cameras.
3 The Data Aquisition
The amount of data produced by a theoretical FACT camera beeing read out at a sam-
pling rate of 2 GHz is about 6TB/s. This amount of data can neither be transmitted
from the camera to any recipient, nor would it be smart to store this vast amount of data.
Apart from the fact, that 1440 ultra fast 2 GHz ADCs would consume a ridiculous amount
of money and power. In order to reduce the amount of data, a highly sophisitcated trig-
ger system was designed for the FACT camera. The typical signature of a Cherenkov
shower is the coincident arrival of photons in a number of adjacent pixels in the camera.
An extensive simulation has shown, that it is not necessary to implement elaborate next
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Figure 2: building blocks of the FACT camera
neighbor triggers, which would create the need for a lot of interconnections between
the otherwise unconnected neighbors. Actually these simulations have shown, that the
sumsignal of a number of neighboring pixels provides good means for ﬁnding coincident
Cherenkov photons, and performs even better than next neighbor triggers towards lower
energies.
4 Data Reduction
The DRS4 based digitizer is capable of storing a number of 1024 analog samples for
each of the camera pixels, which results in a estimated data rate of only 0.3TB/s. A
remarkable feature of the DRS4 chip, is its capability to readout less than the entire
1024 samples. By reducing the number of read out samples, one can further reduce this
amount to about 50MB/s.
While this amount of data can be sent to a nearby data aquisition and storage system,
neither the transmission of this kind of raw data from the usually remote telescope site
to the interested scientist, nor the setup of a computing farm seems feasible. The on
site data aquisition system is also capable of applying certain standard calibration and
analysis steps, ending with the calaculation of the arrival time and number of photons in
each of the camera pixels, further reducing the amount of data to about 3MB/s. Only
now it is possible to form a conclusive picture of the Cherenkov shower containing only
few geometrical characterics of the shower such as, its size, orientation and overall light
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content. The number of characteristics typically is of the order of 20, so the amount of
data is further reduced to about 16 kB/s.
The next step is to clean the data consisting of pictures of Cherenkov showers, which
were induced by all kinds of cosmic rays, from the unwanted pictures of e.g. proton
induced showers. This includes the use of classiﬁcators such as random forests [1],
which are trained on simulated data. Since the qualitiy of classiﬁcation highly depends
on the quality of the simulated data, which depends not only on static telescope features
but also changing ones such as the weather or the angle of the telescope during data
taking, large computing facilities are needed here. So for the ﬁnal step the data is sent
to oﬀ site facilities for further analysis.
5 Outlook
In order tu reduce the amount calibration and cleaning steps, performed by the data
aquisition computers outside the FACT camera, it is to be understood, whether FPGA
based onbaord data calibration, zero suppression or even arrival time calculation are
practicable.
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Observations and detections of Active Galactic Nuclei (AGN) by Cherenkov
telescopes are often triggered by information about high ﬂux states in other
wavelength bands. To overcome this bias, the VHE gamma-ray telescope
MAGIC has conducted dedicated monitoring observations of nearby AGN
since 2005. The goals of these observations are to obtain an unbiased distri-
bution of observed ﬂux states shedding light on the duty cycle of AGN and to
investigate temporal variability and potential spectral changes during periods
of diﬀerent source activity. By testing predictions of theoretical models, like
the correlation between the TeV ﬂux level and its peak frequency predicted
in leptonic emission models, monitoring observations deepen our knowledge
about the emission processes in AGN. For this, a test of spectral steadiness
is of special importance.
1 Blazars
By far, most of the known extragalactic emitters of very high energy (VHE, E ' 100GeV)
gamma-rays are AGN. Among those, the largest subclass is comprised by blazars, being
characterized by the relativistic jet pointing towards the observer [8]. They show non-
thermal continuum emission ranging from radio to VHE gamma-rays. The emission is
typically highly variable in all wavebands and on timescales ranging from minutes [1] to
years [9]. Although theoretical models, generally, can explain the spectral shape of the
observed blazar emission, the question whether electrons or hadrons are causing the high
energetic electromagnetic emission in blazars is far from being settled. The exact spectral
shape of the emission in the high energy and VHE region might shed light on this.
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2 Cherenkov Telescopes
Imaging Atmospheric Cherenkov Telescopes (IACTs) are comprised by large mirrors and
fast low light level detectors. They indirectly detect gamma-ray radiation in the VHE
regime by sampling the visible Cherenkov light emission of the particle showers induced by
gamma-rays hitting the atmosphere, c.f. [12]. Being much more sensitive than satellite
experiments, like e.g. Fermi-LAT1, IACTs suﬀer from their extremely limited ﬁelds of
view, compared to the former. Thus, instead of all-sky surveys IACTs are used for
deep single source exposures, often leading to a dependency on external triggers for
the observation of already known sources. To overcome this dependence, monitoring
observations independent of the source state are performed. Only by these, it is possible
to obtain an unbiased distribution of observed ﬂux states of the observed sources and
to systematically investigate the possibility of changes in the emission spectra depending
on the ﬂux level of the sources and to compare such ﬁndings with the predictions by the
theoretical models.
3 The MAGIC telescopes
The MAGIC Telescopes are the largest IACTs for VHE gamma-ray astronomy, featuring
two times 234m2 mirror area. They are situated at 2200m a.s.l. in the Observatorio del
Roque de los Muchachos on the Canary Island of La Palma. The ﬁrst MAGIC telescope
has been in scientiﬁc operation since 2004. In the meanwhile, the separation of signal
events from the hadronic background events and thus the sensitivity could signiﬁcantly
be improved by means of hardware and software developments [4].To further improve the
analysis, alternatives to the used data mining method (random forest [2]) optimizing the
sensitivity under resource constraints are as well under investigation [6, 7] as algorithms
to minimize the systematic error of these methods [10]. In 2009 the second telescope
started scientiﬁc operation, leading to a sensitivity improvement of a factor of two in the
whole energy range from 50GeV to several TeV, improving at the same time also the
energy resolution [3].
4 Spectral Steadiness Test
Having monitored blazars with MAGIC over several years in an unbiased way [11] obvi-
ously the question arises whether or not these data may be used for common analysis.
As blazars are generally variable in ﬂux and spectral shape of their VHE emission the
steadiness of the source’s behavior must be tested. An example for this is depicted in
1http://fermi.gsfc.nasa.gov
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Figure 1. The ﬁt residuals (top panel), Cook’s Distance [5] (second panel) as well as
histograms of the ﬁt residuals and the χ2 test probabilities of Gaussian ﬁts depending on
the number of histogram bins are shown for a power-law (blue), a power-law+exponential
cut-oﬀ (green) and a curved power-law (red) model ﬁtted to data taken from an AGN
over several years.
Figure 1: Test for spectral steadiness. Data taken during several years are comonly ﬁt
with diﬀerent models (color-coded) and tested for spectral steadiness. Details
can be found in the main text.
.
5 Conclusion and Outlook
In this report it has been shown that for the data sets under investigation all belong to a
set of steady spectra and thus may be used for a common further analysis. Methodically,
this result could further be strengthened with a method computing the Cook’s Distance
not only for single points but for sets of data points belonging to the same dataset or by
the construction of conﬁdence bands via bootstrapping methods.
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To enable a deep and detailed study of physical properties of active galactic
nuclei, observational campaigns with instruments in all wavelength bands have
been performed. With MAGIC, a system of two Cherenkov telescopes, it is
possible to achieve an excellent characterisation of the very high energy part
of the spectrum (E>50 GeV). However, hadronic induced showers represent
a signiﬁcant background for the telescopes, therefore powerful methods of -
hadron separations are needed to fully utilize the data taken with Cherenkov
telescopes. Multivariate classiﬁcation methods are commonly used for that.
To be able to use other classiﬁcation and advanced data mining methods,
a RapidMiner environment is being implemented into standard analysis of
MAGIC data. This will lead to an improvement of sensitivity and more eﬃ-
cient exploitation of data.
1 Introduction
MAGIC (Major Atmospheric Gamma-Ray Imaging Cherenkov Telescopes) is a system
of two 17 m Cherenkov telescopes located at the Canary Island of La Palma built for
observations in very high energy -ray astronomy. With the lowest energy threshold of
all Cherenkov telescopes (50 GeV) and a high sensitivity [6], MAGIC is well aimed for
detailed studies of -sources in energy region between 50 and 300 GeV, particularly for
the study of blazars. Blazars are a subclass of active galactic nuclei which make up a
largest group of extragalactic emitters at GeV/TeV energies. They are highly variable
at nearly all wavelengths and their spectra are dominated by non-thermal emission [13].
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Figure 1: Very high energy lightcurve of Mrk 501 (left) and Mrk 421 (right) [2]
The spectra consist of two distinct broad components: low-energy bump originating
from synchrotron emission of electrons and high-energy bump caused either by Inverse
Compton scattering of synchrotron photons or from accelerated protons and ions. With
the MAGIC telescopes it is possible to resolve the high-energy bump, to achieve an
excellent coverage of the very high energy part of the spectrum and to study blazar
variability in this energy region. Combined with data from other wavelengths, intrinsic
properties of blazars can be studied, such as the structure of blazar emission zone [9]
and their relativistic jets. This has been achieved in a monitoring campaign in 2009 on
two near and bright active galaxies (blazars) Markarian 501 and Markarian 421 [24].
The unprecedented coverage of their spectra was achieved with quasi-daily observations
of instruments from radio to TeV wavelengths. The resulting spectra provided a detailed
insight into the physical properties of the both sources. Additionally, the lightcurves
enabled a quantiﬁcation and characterisation of the blazar variability (see ﬁgure 1 and [2])
.
2 The MAGIC data analysis
One of the most important problems of the data analysis of MAGIC is the discrimination
between the signal and the background. The ratio of signal (recorded -photons) to
hadronic background is 1:1000. Therefore a powerful background rejection method is
needed to eﬀectively use the observational results. The analysis of data largely relies
on Monte Carlo (MC) simulations, which describe the development of the showers in
the atmosphere, the Cherenkov light production, propagation through the atmosphere
and subsequently the detector response. The shower image in the camera is usually
parameterised with the set of Hillas parameters [11], which with some other additional
parameters describe the charge distribution in the image. These parameters are used
for -hadron-separation with a Random Forest (RF) method [5,7], which is trained with
MC simulations and so called OFF data (data, consisting mostly of hadron events, taken
near the source but without it in the ﬁeld of view) and is applied to data to analyse. This
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leads to a parameter called "hadronness", which in practice denotes a probability that
an event is produced by a hadronic shower. The MAGIC data analysis is done inside the
C++ framework called MARS [8], based on a C++ framework ROOT [1].
3 The implementation of RapidMiner into MAGIC data
analysis
For the improvement of -hadron separation, which leads to a better sensitivity, other
data mining methods can be used. This is particularly important in the energy region
between 50 and 300 GeV, where the hadron events are much more diﬃcult to distinguish
from -events, enabling the deep spectral studies of blazar at those energies. A very good
environment is oﬀered by RapidMiner [12], a data mining tool which oﬀers easy handling
of diﬀerent operators (such as sampling or attribute selection) and data mining methods
(RF, neural networks, support vector machines). However, RapidMiner is Java based and
MAGIC data are stored in a ROOT format. Therefore, an essential step in the analysis
procedure is a corresponding ROOT-to-RapidMiner import operator, which is followed
by a training and application of a selected learner on data and a RapidMiner-to-ROOT
export operator. However, an adequately ﬂexible import operator is still being developed
and currently there are two approaches: converting ROOT data into ASCII format or
using SQL database as back end for data storage (if the continuous read-out is needed
e.g. for boosting) [10]. First preliminary results of use of RapidMiner RF show some
improvements in the performance of the -hadron separation.
4 Conclusion and outlook
To enable deep studies of spectra of -emitting objects, such as blazars, it is necessary
to improve -hadron separation. RapidMiner is a powerful data mining tool being im-
plemented into analysis of Cherenkov telescopes data. Important parts of the analysis
procedure are the import operator of MAGIC data in ROOT format into a RapidMiner-
readable format and the export operator from RapidMiner to MARS. First results of
attribute selection and application of RapidMiner Random Forest are promissing. Fur-
ther improvements can be achieved by the use of other features and data mining methods,
such as support vector machines or neural networks.
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IceCube is a cubic kilometre scale neutrino detector located at the geo-
graphic South Pole. Its construction of 86 strings was finished in the austral
summer 2010/2011. IceCube is the most sensitive telescope for high energy
neutrinos.
Because the neutrino flux of single sources might be to low to be measured,
this analysis uses the stacking method with an unbinned likelihood method.
Neutrino energy spectra for different source catalogues will be unfolded with
the use of a new error estimation method using bootstrapping, developed in
the collaborative research center 823. The used data was taken in 2009 when
IceCube consisted of 59 strings.
1 Stacking
The stacking method treats multiple sources as one to increase the measured flux [8].
The sources selected for stacking are collected in different catalogues, each catalogue
representing a different source type. Because the signal events add up faster than the
background events, a stacking analysis is more sensitive to a discovery than a single
source analysis, although one could only claim a discovery for a certain catalogue and
not for an individual source. For this analysis an unbinned likelihood method will be
used [5].
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1.1 Catalogues
In a source catalogue multiple objects are collected which share a common pattern. One
famous example is the Messier catalogue listing astronomical objects which resembled
comets but were not.
Interesting catalogues for this work are catalogues used in previous stacking analyses
e.g.
• Starburst Galaxies [3]
• TeV Milagro sources [2]
• Multiple Fermi catalogues [1]
• Supernova remnants with nearby molecular clouds [6]
• CSS/GPS catalogue [12]
including some updates. As well as new catalogues like massive binary systems based on
the Einstein catalogue [13].
2 Unfolding
The energy reconstruction is obtained with an unfolding algorithm introduced in the
software RUN [4]. The program used for the unfolding is an enhanced version of RUN
written in C++ named TRUEE [11] [10].
Up to three different variables can be used for the unfolding. These variables should have
a good correlation to the target variable, in this case the energy.
A MRMR algorithm [7] implemented in the feature selection extension [14] for RapidMiner
[9] is used to narrow down the available variables to ten. These ten variables were than
further investigated with the available functionalities in TRUEE.
An unfolding result retrieved by unfolding only 500 monte carlo events is shown in Fig-
ure 2. Usual unfolding analyses in IceCube use approx. 40 000 Events and are therefore
able to produce smaller bins and cover a larger energy range. The offset between the
theoretically predicted Bartol flux and the measured data points results from the low
number of events used for the unfolding. Therefore, only the slope is comparable. The
slope from the data fit γ = −3.0 doesn’t rejct the null hypothesis H0 : γ = −3.4 within
a 5σ confidence interval.
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Figure 1: The unfolding result of 500 monte carlo events is presented in black, as well
as the corresponding fit. The distribution is proportional to a power law with a
slope γ = −3.0. The theoretical prediction is shown in red the corresponding
power law fit in blue is proportional to a slope γ = −3.4. The offset results
from the low number of unfolded events.
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This report is a short summary of the study of very high energy (VHE)
γ-radiation from active galactic nuclei (AGN) using the Major Atmospheric
Gamma-ray Imaging Cherenkov (MAGIC) telescopes on the Canary Island,
La Palma. A significant part of this report is devoted to the development and
improvement of analysis tool and analysis of MAGIC data taken on AGNs.
1 High-energy γ-rays and Blazars
High-energy γ-ray above an energy of some GeV cannot reasonable be observed by satel-
lite detectors with their too small detection areas. In this very high energy (VHE) γ-ray
domain, since the late 1980s, ground-based Cherenkov telescopes have proved to be very
successful in energy range between 50GeV and 50TeV, adding significant information
to the understanding of and for modeling galactic and extragalactic γ-ray sources and
emission mechanism [7]. One of these most interesting extragalactic γ-ray sources are
Blazars. Blazars belong to the class of AGN and are characterized by relativistic jets
oriented toward the Earth. They are also characterized through a continuous Spectral
Energy Distribution (SED) with no or weak emission lines and two broad humps (the
first one in the UV to soft X-ray and a the seconde one in the GeV range). Beside this
their flux was found to be variable at all observed frequencies and in time scales ranging
from minutes to years [3].
All these interesting results in the γ-ray physics require a high developed hardware and also
software environment. The analysis software of the MAGIC experiment, which provide
the "high level" results, in particular the flux and the light curve determination, is still
under development and improvement process. One of the most important tasks in the
improvement of the analysis software are the efficient exploitation of data (e. g. running
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Monte-Carlo Simulations on GPUs) and the improvement of the sensitivity with advanced
data mining methods and tool like RapidMiner [5].
2 The MAGIC analysis chain
In general there are three primary goals in every analysis for an Imaging Atmospheric
Cherenkov Technique (IACT) experiment:
1. Verification between γ-like and hadron-like events, using tools like Random Forest
for the so-called γ-hadron separation
2. Determination of the primary γ-ray energy of the γ-like events, which allow to drive
an energy spectrum of a detected γ-ray source like the AGNs
3. Proper determination of the incoming direction of the γ-like events from a γ-
emitter. If the position of the γ-emitter is known and its dimension is a point
source for the telescope, then the direction information can be used for better
γ-hadron separation and a more defined energy determination [4].
Currently, the MAGIC analyzers are using the software package called MARS (MAGIC
Analysis and Reconstruction Software), which is written in C++ language and is based
on the ROOT framework 1. This software package was developed to cover all signal
processing steps and providing robust tools starting from the reading of the uncompressed
raw data and extending to the calculation of light curves and energy spectra of a dedicated
γ-ray source [4].
The main steps of the MARS analysis software are as follows and illustrated in Fig. 1:
• The calibration of FADC information for each pixel into number of photoelectrons
(ph.e.) which includes also the timing information of the signal (Callsito)
• Pixels of each telescope MAGIC I and MAGIC II, which contain noise were removed
by the image cleaning method and the calculation of image parameters using sur-
vived pixels is conducted (Star)
• Merges MAGIC I and MAGIC II Star files into a single stereo files. At the same
time, it also performs some trigonometric calculations to calculate the stereoscopic
parameters (Supertstar)
• The Training of γ-hadron matrices and training of energy estimation matrices is
accomplished. For the first one, a subsample of Monte-Carlo simulated γ-events
is used vs. a subsample of background events from real data. For the energy
estimation only a subsample of Monte-Carlo simulated γ-events is used (Osteria)
1An object oriented data analysis framework, http://root.cern.ch
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• The output of Osteria, calculated γ-hadron and energy estimated matrices, are
applied to a test sample of Monte-Carlo γ-events, to background data and also to
signal data (Melibea)
• The γ-hadron separation cuts are applied to the data and the number of excess
events is calculated. Beside this the effective on-time can be determined from a
dedicated data sample and the effective area from the corresponding Monte-Carlo
simulated γ-sample. Furthermore the spectrum and light curves are determined in
corresponding bins of estimated energy (Fluxlc)
• The energy spectrum in bins of true energy is obtained. Here the energy spectrum
is unfolded taking into account the energy resolution of MAGIC and other analysis
effects (Unfolding)
Figure 1: Analysis chain for data of the MAGIC telescopes starting from Star level [1]
As shown above Monte-Carlo (MC) simulations play an important role at several steps in
the analysis chain. The most disadvantage of these simulations is that the production of
such data is very CPU time consuming and therefore more efficient algorithm and GPU
environment are needed.For the Monte-Carlo simulation of MAGIC telescopes data also
here a chain of programs is used.
3 The MAGIC Monte-Carlo simulation chain
The Monte-Carlo simulation programs for the MAGIC telescopes are divided into three
different steps.
In step 1 the development of γ-ray initiated air shower is simulated
with the software called CORSIKA [2]. Cherenkov photons arriving
on the ground around the telescopes location are stored in binary files
containing all the relevant parameters.
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In step 2 the information about the Cherenkov photons coming from
the simulated air showers (CORSIKA) is passed to the program called
REFLECTOR. Furthermore this program calculates then the reflection
of the surviving photons on the mirror dish to obtain their location and
arrival time on the camera plane.
In step 3, the last step, the program called CAMERA simulates the
behavior of the MAGIC photomultiplier camera, trigger system and also
the data acquisition system. In this program also realistic pulse shapes,
noise levels and gain fluctuations obtain from the real MAGIC data have
been implemented into the simulation chain.
4 Conclusion and Outlook
As mentioned before, further improvements of the MAGIC analysis and Monte-Carlo
chains are possible and can be achieved by the use of other features and data mining
tools, such as GPUs, RapidMiner [5] and TRUEE [6].
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The measurement of the atmospheri neutrino energy spetrum provides
information about the diuse neutrino ux from extragalati soures. A
relative inrease of the spetrum toward higher energies ould be evidene
for neutrino produing hadroni proesses in the osmi high energy aelera-
tors, suh as Ative Galati Nulei or Gamma Ray Bursts. IeCube is a ubi
kilometer large neutrino detetor loated in the glaial ie at the geographi
South Pole. IeCube permits the detetion of neutrinos with energies beyond
10
6
GeV. To obtain the nal neutrino energy spetrum a lassiation algo-
rithm is applied on the IeCube data to selet interesting events, followed by
an unfolding algorithm to estimate neutrino spetrum using the measured at-
tributes. In the urrent work the multivariate method Random Forest is used
to separate neutrino events from the bakground events. For the spetrum
estimation the new unfolding algorithm TRUEE is used, developed within the
Collaborative Researh Center SFB 823.
Neutrinos from interations of osmi rays with the Earth's atmosphere represent a bak-
ground for the extragalati neutrinos. Thus, a preise measurement of the atmospheri
neutrino ux is important for understanding this bakground. Sine the spetral index
of the ux distribution depending on neutrino energy is lower for extragalati neutrinos
(following the spetral behavior of Fermi aelerated osmi rays   2 [5℄) than for at-
mospheri neutrinos (  3:7 [7℄), a ontribution of extragalati neutrinos would ause
an enhanement of the ux in the high energy region of the spetrum.
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The detetion of extragalati neutrinos for understanding of osmi ray prodution in
osmi aelerators is one of the main goals of IeCube [6℄. IeCube is a ubi kilometer
large neutrino detetor loated at the geographi South Pole. It onsists of 5160 digital
optial modules (DOM) arranged along 86 strings in the depth between 1450 and 2450m
in the glaial ie. While traveling through the ie the high energy neutrino-indued muons
produe Cherenkov light whih an be deteted by the DOMs providing diretional and
energy information of the muon trak and thus also of the primary neutrino. Even during
its onstrution, the partially built IeCube was able to take data. In this paper the
atmospheri neutrino sample from the measurement with the IeCube 59 (IC 59) string
onguration is used.
During the measurement not only the relevant neutrino-indued events are deteted.
Despite the big amount of glaial ie above the detetor the bakground events from
atmospheri muons exeed the signal events by several magnitudes. Although the ut on
the zenith distribution redues signiantly the bakground, seleting only events oming
from below the horizon and thus traveling through the Earth, there are still oinident at-
mospheri muon events misreonstruted as upgoing neutrino-indued events. Therefore
the appliation of a multivariate method is neessary to lassify events in the measured
data and selet a high purity sample of the interesting events. We use the Weka-Random
Forest [3℄ inluded in the framework RapidMiner [8℄. For a detailed desription of ap-
pliation of Weka-Random Forest in the IeCube analysis see also the report of Tim
Ruhe.
For the training of the algorithm and the subsequent determination of the detetor re-
sponse matrix in the unfolding analysis the Monte Carlo simulation of the signal neutrino-
indued events and the bakground atmospheri muon events is used. The omplete
event development from the partile generation, interation probabilities, propagation
and signals in detetor are onsidered in the simulation to desribe the events realisti-
ally.
The lassiation of measured data allowed to obtain a sample with the purity of minimum
95%. Thus, the amount of remaining misreonstruted bakground events is neglegible
for the following energy spetrum determination.
The energy of the primary partiles is onvoluted with the interation probability and the
detetor nite resolution and limited aeptane. Therefore the neutrino energy has to be
estimated from energy-orrelated, measured observables. For this purpose a regularized
unfolding algorithm TRUEE [9℄ is developed and applied. TRUEE - Time-dependent
Regularized Unfolding for Eonomis and Engineering problems is written in C++ using
ROOT [4℄ and is based on the Regularized UNfolding (RUN ) algorithm [2℄ [1℄ written in
FORTRAN77. The new software ontains additional user-friendly funtions and is easy
to install and use in ombination with modern software. In the following examples for
the appliation of the main new funtions and the unfolding analysis of the IC 59 data
are introdued.
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The measured observables in the detetor and other alulated harateristi attributes
have dierent dependeny on the neutrino energy. The user has to hoose whih observ-
ables an be taken for the unfolding. In TRUEE three dierent attributes an be used for
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Figure 1: Satter plot and related prole histogram to hek the orrelation between the
event energy and the measured attribute. An optimal orrelation is presented
by a monotonially hanging prole funtion with small unertainties. Here as
an example the IeCube observable number of DOMs is shown.
the unfolding at the same time. TRUEE provides automatially orrelation plots, whih
demonstrate the dependeny of an attribute on the primary energy. By observation of
these satter plots and the orresponding prole plots the user deides whih variables
an be used for the unfolding (see Fig. 1).
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Figure 2: An example of the atmospheri neutrino energy spetrum from 10% of IC 59
data unfolded with TRUEE. Three unfolding results are shown, using dierent
simulated distributions to determine the detetor response. The unertain-
ties are alulated by the software from the ovariane matrix onsidering the
error propagation. The spetrum is weighted by squared energy for a better
illustration.
Further the performane of the unfolding is heked using the new test mode. A fration
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of simulated events is used as data sample. In this ase the unfolding result an be
ompared to the true distribution and settings of the algorithm an be hosen.
An example of the preliminary estimation of the atmospheri neutrino energy spetrum
is shown in Fig. 2 detemined from 10% of the IC 59 data. The presented analysis hain
is an exemplary proedure, that is being optimized for the nal determination of the
neutrino energy spetrum of the full year data. The introdued analysis was presented
at the International Cosmi Ray Conferene 2011 in Beijing [10℄.
Referenes
[1℄ V Blobel. The run manual: regularized unfolding for high-energy physis experi-
ments. OPAL Tehnial Note TN361, May 1996.
[2℄ V Blobel. An unfolding method for high energy physis experiments. arXiv:hep-
ex/0208022v1, Jan 2002.
[3℄ L Breiman. Random forests. Mahine Learning, 45(1):532, 2001.
[4℄ R Brun and F Rademakers. Root - an objet oriented data analysis framework.
Nulear Instruments and Methods in Physis Researh A, 389(1 - 2):81  86, 1997.
[5℄ E Fermi. On the origin of the osmi radiation. Phys. Rev., 75:1169  1174, 1949.
[6℄ F Halzen and S R Klein. Ieube: An instrument for neutrino astronomy.
arXiv:1007.1247v2, 2010.
[7℄ M Honda and et al. Calulation of atmospheri neutrino ux using the interation
model alibrated with atmospheri muon data. Phys. Rev. D, 75(4):26, 2007.
[8℄ I Mierswa, M Wurst, R Klinkenberg, M Sholz, and T Euler. Yale: Rapid prototyping
for omplex data mining tasks. In Lyle Ungar, Mark Craven, Dimitrios Gunopulos,
and Tina Eliassi-Rad, editors, KDD '06: Proeedings of the 12th ACM SIGKDD
international onferene on Knowledge disovery and data mining, pages 935940,
New York, NY, USA, August 2006. ACM.
[9℄ N Milke, M Doert, and W Rhode. Solving time-dependend inverse problems with
truee: Examples in astropartile physis. Paper in prep.
[10℄ N Milke, W Rhode, and T Ruhe. Studies on the unfolding of the atmospheri
neutrino spetrum with ieube 59 using the truee algorithm. IeCube Collaboration
Contributions to the 2011 International Cosmi Ray Conferene.
186
Data Mining for IceCube with
RapidMiner
Tim Ruhe
Experimentelle Physik 5
Technische Universität Dortmund
tim.ruhe@tu-dortmund.de
IceCube is a 1 km3 neutrino telescope located at the geographic South
Pole. The large number of reconstructed attributes as well as the small
signal to background ratio in the search for atmospheric neutrinos makes
IceCube well suited for a detailed study within the scope of machine learning.
In our study a systematic feature selection using the MRMR-algorithm was
carried out. Furthermore, a Random Forest was trained and tested in order
to improve the event selection of the IceCube atmospheric neutrino analysis.
Finally the forest was applied on data. A good agreement between Monte
Carlo expectations and data was observed.
The IceCube neutrino telescope [1] was completed in December 2010 at the geographic
South Pole. There are 5160 Digital Optical Modules (DOMs) mounted on 86 vertical
cables (strings) forming a three dimensional array of photosensors. The spatial distance
between individual strings is 125 m. IceCube strings are buried at depths between 1450 m
and 2450 m corresponding to an instrumented volume of 1 km3. The spacing of individual
DOMs on a string is 17 m [1, 2, 8].
Atmospheric neutrinos are produced in extended air showers where cosmic rays interact
with nuclei of the Earth's atmosphere. Within these interactions mainly pions and kaons
are produced which then subsequently decay into muons and neutrinos [5].
The measurement of the atmospheric neutrino spectrum, however, is hindered by a
dominant background of atmospheric muons. A rejection of atmospheric muons can
be achieved by selecting upward going tracks only since the Earth is opaque to muons.
However, a small fraction of atmospheric muons is still misreconstructed as upward going.
For the starting point of this analysis (the so called Level 3) where many advanced
reconstruction algorithms have already been run and the dominant part of the atmospheric
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Figure 1: Stability estimation for the MRMR Feature Selection depicting the Jaccard and
Kuncheva's index. The stability of the feature selection goes into saturation as the
number of attributes increases. For a number of attributes  20 both stability measures
lie well above 0.9. One should note that both indices reach the maximum of 1.0 if
only one attribute is selected indicating that there is one single best attribute for the
separation of signal and background.
muons has already been removed, we expect Nback  9:69910
6 background events and
Nsig  1:578810
4 signal events in 33.28 days of IceCube in the 59-string conﬁguration.
This corresponds to a signal to background ratio of R = 1:63  10 3. Approximately
2600 reconstructed attributes where available at Level 3.
The low signal to background ratio in combination with the large number of attributes
available at Level 3 makes this task well suited for a detailed study within the scope of
machine learning.
Prior to our studies precuts where applied on vLineF it > 0:19 and Zenith > 88
 in order to
further reject the muonic background. Furthermore, we reduced the number of attributes
entering our ﬁnal attribute selection by hand exluding attributes that were known to be
useless, redundant or a source of a potential bias. This preselection of attributes reduced
the number of attributes entering the ﬁnal selection to 477.
A Maximum Relevance Minimum Redundancy (MRMR) [3,9] algorithm embedded within
the Feature Selection Extension [10] for RapidMiner [7] was used for feature selection.
Simulated events from Corsika [4] were used as background. Simulated events from
the IceCube neutrino generator Nugen were used as signal. The machine learning
environment RapidMiner [7] was used throughout the study.
Figure 1 depicts the stability of MRMR as a function of the number of attributes
considered. The Feature Selection Stability Validation, also included in the Feature
Selection Extension for RapidMiner, was used to estimate the stability.
The Jaccard index is depicted by triangles, whereas squares represent Kuncheva's
index [6].
Figure 1 clearly shows that MRMR can be considered stable on IceCube Monte Carlo
simulations if the considered number of attributes in the selection is nAttr ibutes  20.
Figure 2 shows the output of the Random Forest after a 5-fold cross validation. Within
this cross validation 3:8 105 simulated background and 7 104 simulated signal events
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Figure 2: Random Forest score (signalness) for simulated signal and background events as well as
for data. When the total number of MC events is scaled to match data in the absolute
number of events a data/MC mismatch is observed for signalness > 0:2 (a). When
the total number of MC however, is scaled to match the data for signalness> 0:2 a
mismatch is only observed for small signalness values.
were used. In order to avoid overtraining a sampling was performed prior to each training
of the forest in the cross validation which limited the number of events used for training
to 2:8104 for each class. The number of trees in the forest was chosen to ntrees = 500.
From ﬁgure 2 a data/MC mismatch for a signalness s  0:2 is observed, which would
in turn lead to an underestimation of the remaining muonic background. To achieve a
realistic background estimate the Corsika events are rescaled by a factor of 1.23 such
that they match the distribution of data for s  0:2. This leads to a data/MC mismatch
only in the low signalness region.
Due to the small errorbars on the expected number of signal and background events
for individual cuts the performance of the forest can be considered stable (see table 1).
No indications of overtraining were observed within the cross validation. Note however
that the large errorbars on the number of expected background events are due to small
statistics when cuts in the high signalness regions are applied.
The performance of the forest on data lies within the range expected from the cross
validation. Only for a signalness cut of s = 1:0 one ﬁnds an underﬂuctuation of 96 % of
the expected number of events.
The last two columns of table 1 show the expected purity of the ﬁnal neutrino sample
under the assumption that the number of background events is as expected from the
mean of the cross validation (column 6) and as a worst case scenario (column 7). For
the worst case scenario the purity was computed using the upper limit of the errorbar for
the expected number of background events. One ﬁnds that in both cases a purity well
above 95 % can be achieved for the cuts listed in table 1.
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Cut Est. Back. Ev. Est. Sig.
Ev.
Sum Data Est.
Pur.[%]
Pur. Pess.
[%]
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0.996 60 32 4122 32 4182 45 4134 98.5 97.8
0.998 22 20 3695 44 3717 50 3638 99.4 98.8
1.000 5 11 2932 33 2937 35 2833 99.8 99.4
Table 1: Estimated number of signal and background as well as the estimated purity after an
application of cuts on the signalness. The number of data events yielded for individual
cuts is shown as well.
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The aim of this work is to find efficient MCMC algorithms for data sets
with a very large number of observations by combining ideas from the meth-
ods merge and reduce and meta-analysis. This report contains short descrip-
tions of merge and reduce and meta-analysis as well as the outline of two
approaches to solve the problem.
Project C4 deals with regression analysis for very large datasets. Very large can mean a
very large number of observations n, a very large number of variables p or both. Here we
focus on the case where the number of observations is large while the number of variables
is small to moderate.
We want to analyse data sets with large n using Bayesian regression analysis. Bayesian
statistics have seen a rise in popularity in recent years, mainly due to increased computer
power. Bayesian methods allow to incorporate prior knowledge about some or all of the
parameters in the model. The absence of prior knowledge can also be dealt with. In
addition, Bayesian methods are suitable for modelling complex hierarchical systems.
The aim of Bayesian analyses is to obtain the posterior distribution of the parameters of
interest. This is a computationally demanding task in all but the simplest cases. Usually,
Markov Chain Monte Carlo methods are employed. MCMC methods sample candidate
values from a proposal distribution and accept or reject the candidates with a probability
proportional to the posterior distribution. To calculate this probability the whole data
set is employed. On large data sets the computational cost and the necessary memory
become prohibitive.
We aim to solve this problem using a method called merge and reduce. Merge and reduce
is well-known to Computer Scientists [1]. It has been used for a number of applications
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with very large amounts of data including clustering and classification problems. The
data set is divided into b different blocks. Ideally, b = 2x with x ∈ N. We go through
every block, starting with the first. In most cases the data are deleted immediately after
the model is ready. Two blocks on the same hierarchical level are combined as soon as
possible. This way, the number of models that need to be saved is minimal. Figure 1
illustrates the principle of merge and reduce using 8 blocks as an example.
Data
Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 Block 8
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8
Model 12 Model 34 Model 56 Model 78
Model 1234 Model 5678
Final Model
Figure 1: Illustration of merge and reduce
When using merge and reduce it is crucial to ensure that models do not become more
complex as they are merged – hence the name. This is even more important when dealing
with resource-constrained data analysis and/or very large data sets. Merging the models
is not trivial and depends heavily on the goal of the analysis and the question one is
interested in.
At this point we want to distinguish between two different cases, a “summary value
approach” and a “sample approach”. In both cases we obtain a sample from the posterior
distribution using Markov Chain Monte Carlo-methods. In the first case the posterior
distribution can (at least in principle) be characterised using only a few values such as
the mean, the median, the standard deviation or certain quantiles. It is important to note
that estimating those summary values does not allow conclusions about the probability
density function. We do not know e.g. what kind of distribution the data come from.
However, we do assume a few values suffice to carry out the analysis. For that reason,
we only calculate certain values using the MCMC sample and delete it afterwards.
As a starting point in the “summary value approach” we only consider one variable m (m ∈
{1, . . . , n}). Let X1, . . . , Xn be independent and identically distributed random variables
with expected value µ and variance σ2. Let x1, . . . , xn be the corresponding observed
values. We split the random variables into b blocks X1,1, . . . , X1,n1, . . . , Xb,1, . . . , Xb,nb
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where j = 1, . . . , nj is the size of block j . The blocks do not have to be of the same size.
This split can also take place on the level of the observed values.
Our general idea is similar to ideas in meta-analysis. Meta-analysis is used in statistics
to compare the results from different surveys and combine them to get an overall result.
The classical random-effects and fixed-effects models (confer [2,4]) utilise the observed
variance per study to estimate the overall effect size. In our setting the variance may well
be an interesting summary value, so it may not be possible to follow those approaches.
However, in contrast to typical meta-analysis settings, we can assume that the variance
is the same across all blocks. For that reason it seems plausible that we do not need to
adjust for different variances between different studies.
We have tested summarising each block using the mean, the variance, the lower quartile,
and the upper quartile, whose formulae are given below. The lower and upper quantile
are Q0.25 and Q0.75 respectively.
X¯j =
1
nj
nj∑
i=1
Xj i
S2j =
1
nj − 1
nj∑
i=1
(Xj i − X¯j)
Qp(j) =
{
1
2
(
X(pnj ) +X(pnj+1)
)
, if pnj ∈ N
X(bpnjc+1), if pnj /∈ N
where j = 1, . . . , b. Other summary statistics can be chosen without problems. On the
first layer this approach gives us 4 × b summary values, 4 for each block. To combine
blocks 1 and 2, say, we take the mean value of the respective summary value. This
returns V1,2 = 12(V1 + V2) for any summary value V . On upper layers we combine the
combined summary values in the same way.
This approach returns unbiased estimators for µ and σ2 when every observation is given
the same weight. If the number of observations is not equal in all the blocks, care must
be taken to adjust the weights accordingly. The expected value for the quartiles is not
included here as their probability density function is hard to handle analytically.
To be able to detect deviations from the assumption of independent and identically
distributed random variables we calculate an additional value every time we merge two
blocks. At the first layer we take the sum of the squared differences between each of
the corresponding summary statistics. When dealing with summary statistics that result
from merging two blocks (second and later layers) we also add the two sums of squared
differences. This avoids errors cancelling each other out unnoticed and is in some sense
a replacement for the classical effects-models. We use simulation studies to evaluate
whether a sum of squared differences should be considered “high”. Preliminary results are
very promising. With increasing sample sizes, deviations from the mean are identified
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easily. Higher or lower variances in some blocks are harder to detect, but do not pose a
problem for sample sizes of 1’000 or more. We plan to find “critical values” for the sum
of squared differences, which then can be interpreted similarly to a hypothesis test.
Future work needs to be done in the case of multivariate analyses. [3] contains suggestions
for multivariate meta-analysis. We plan to adapt some of them for our problem.
In the second case – the “sample approach” – it is assumed that the distribution cannot
be characterised by a few summary values only. When this occurs we plan to use a whole
sample from the posterior distribution instead. The first step is still the same: Do an
MCMC run on every block and keep everything after the burn-in period. After the first
two blocks this gives us two samples of size m each. In the second step, we combine the
two samples to a new one, giving us a total sample size of 2m. This is an estimate of
the underlying probability density function f .
It is not acceptable to just stop here as this would increase the complexity of the model
exponentially. For that reason, we reduce the complexity in the third step. We sample
m sample values from the total of 2m without replacement. The probability for every
value to get sampled is according to f . We have to be careful not to unduly reduce the
natural variation in the sample while doing this. Therefore the main idea is to remove
values that are outliers or in other senses unusual.
Contrary to the “summary value approach” we also want to keep a proportion of the
data. The number of observations should be substantially reduced, ideally the number of
kept observations is proportional to the logarithm of the number originally in the block
nj,keep ∝ ln (nj). We plan to sample the observations according to the 2m sample values.
The kept observations will help sampling good sample values in upper layers.
Major further work will concentrate on finding good ways of sampling the sample values
and the observations to be kept in higher layers.
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The aim of this work is to develop algorithms for eﬃcient training of logistic
regression classiﬁers for large datasets. This report contains a description of
the logistic regression model, an overview of techniques and algorithms used
for similar problems in `2 and `1 regression, and ﬁnally a summary of our
current state of research.
Logistic Regression
In classiﬁcation problems, we deduce the most likely class of an object based on its
properties. The simplest classiﬁcation problem only considers two states (cancer  no
cancer, spam  ham) and determines the most likely class for future data based on a set
of objects each with attributes X 2 Rd and predetermined class t 2 f0; 1g. A classiﬁer
consists of two probability functions P (Y = 1jX) and P (Y = 0jX) telling how likely it
is that the class Y of a new object belongs to class 0 or 1. In order to train such a
classiﬁer, we need some kind of assumption on its structure. Logistic regression assumes
that the logarithm of the so-called odds is a linear function of X. The odds of a two-class
probability function are deﬁned as P (Y=1)
P (Y=0)
= P (Y=1)
1 P (Y=1)
or accordingly P (Y=1jX)
1 P (Y=1jX)
. They lie
in between 0 and 1, with a number less than 1 favoring Y = 0 and a number greater
than 1 favoring Y = 1. In the context of logistic regression, we consider the logarithm
of the odds or logits with ln
(
P (Y=1jX)
1 P (Y=1jX)
)
= wTX for certain parameters w 2 Rd . The
logits are point symmetric at (0:5; 0), that is, if ln
(
P (Yi=1jX)
1 P (Yi=1jX)
)
= y for an object i
and ln
(
P (Yj=1jX)
1 P (Yj=1jX)
)
=  y for an object j then P (Yi = 1jX) = 1   P (Yj = 1jX). For
convenience, we write P (Y ) instead of P (Y = 1) from now on. Thus our classiﬁer
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corresponds to the logistic sigmoid function:
P (Y jX) = P (Y jX)
1
1 P (Y jX)
1
1 P (Y jX)
=
P (Y jX)
1 P (Y jX)
1 P (Y jX)+P (Y jX)
1 P (Y jX)
=
P (Y jX)
1 P (Y jX)
1 + P (Y jX)
1 P (Y jX)
=
exp(wTX)
1 + exp(wTX)
:
A good choice of the parameters leads to a small classiﬁcation error. A typical approach
is to ﬁnd parameters w such that the likelihood for the known data set is maximized [1].
The likelihood function of a data set with N elements fX; tg is given by P (tjw) =∏N
n=1 P (Y = tnjXn), that is, it represents the probability for the observed data X given
the assumption that the parameters are chosen to be w. Since we are only considering
two-class logistic regression for now, we may also partition the factors of the likelihood
into two disjoint sets
∏
tn=0
(1   P (Y = 1jXn)) =
∏N
n=1(1   P (Y = 1jXn))1 tn and∏
tn=1
P (Y = 1jXn) =
∏N
n=1 P (Y = 1jXn)tn . Thus, we are able to combine both products
into the mathematically convenient form P (tjw) =∏Nn=1 P (Y jXn)tn  (1  P (Y jXn))1 tn .
Now, instead of maximizing this function, we minimize the negative logarithm of it,
leading to the cross entropy error function:
E(w) :=  ln P (tjw) =  
N∑
n=1
tn  ln (P (Y jXn)) + (1  tn)  ln(1  P (Y jXn))
=  
N∑
n=1
tn  ln
(
exp(wTXn)
1 + exp(wTXn)
)
+ (1  tn)  ln
(
1  exp(w
TXn)
1 + exp(wTXn)
)
=
N∑
n=1
tn  ( wTXn + ln (1 + exp(wTXn)) + (1  tn)  ln(1 + exp(wTXn))
=
N∑
n=1
w
T
Xn  ( tn) + ln(1 + exp(wTXn)) (1)
`2 and `1 Regression
The `p norm of a d-dimensional vector x is deﬁned as jjxjjp = p
√
xp1 + x
p
2 + : : : x
p
d .
The linear `2 regression for an N-sized data set is given an input matrix A 2 RNd ,
a target vector b 2 RN and adjustable parameters x 2 Rd and consists of computing
minx2Rd jjb   Axjj2. When facing large datasets, a possible approach to determine ap-
proximate solutions is via random sign matrices S 2 RNk , where k is the "new", reduced
size of the dataset. Therefore the problem now consists of determining bounds to k such
that jjST(b   Ax0)jj2  jjb   Axjj2. Generally, such algorithms are also given constants
0 < ;  < 1 and bound k such that minx2Rd jjb Axjj2  (1+ )minx2Rd jjST(b Ax)jj2
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with probability at least 1   . A very successful approach described by Sarlós [4] and
Clarkson and Woodruﬀ [2] uses Johnson-Lindenstrauss type embeddings [3], that is, they
project A into a subspace STA with small error. It should be noted that the above def-
inition of the cross entropy error function corresponds to the `1 norm, rather than `2,
though it can be argued that the choice between norms is a modeling question. Nev-
ertheless, similar results have recently been published for `1 regression by Sohler and
Woodruﬀ [5].
Our Approach
The `2 and `1 regression results are heavily dependent on linear algebra, which is not
immediately applicable for logistic regression. Therefore, we linearize the cross entropy
error function for subsequent embeddings. Speciﬁcally, we construct a function G con-
sisting of k linear functions such that for any choice of w we have G(w)  (1 + )E(w)
with k 2 O(
p
 1 ln(1=)).
The only non-linear term in Eq. (1) is f (w) = ln(1 + exp(wTXn)). With l'Hôpital's
rule we have limwTXn!1 f (w)   wTXn = 0 and limwTXn! 1 f (w) = 0. The interval
where ln(1 + exp(wTXn)) is not within -distance of either w
TXn or 0 is ] ln(exp()  
1); ln( 1
exp() 1
)[. Since exp() 1   we can bound the size of the interval by ln( 1
exp() 1
) 
ln(exp()   1) = 2 ln( 1
exp() 1
) = (ln(1=)). The ﬁrst Taylor remainder at x , that is,
the diﬀerence between the ﬁrst Taylor expansion (tangent) at (a; f (a)) and the original
function f (x) = ln(1 + exp(x)) in Lagrange form is given by
R1(x) =
f (1+1)()
(1 + 1)!
(x   a)1+1 = f
00()
2
(x   a)2;
for  in between x and a. If   R1(x), then (x   a) 2 
(
p
) since f 00() = exp()
(1+exp())2

1
4
. We therefore require at most (ln(1=))=
(
p
) = O(
p
 1 ln(1=)) functions to
linearize f for an (1 + ) approximation. We now give a ﬁrst lower bound for k . Since
f 00(x) = f 00( x), f 00(x) is monotonically increasing up for x  0, and   ln(exp(x)  1)
we have
 = R1(x) =
f 00()
2
(x   a)2  exp(()  1)  (x   a)
2
exp()2  2
)
√

exp()  1 
p
2 exp()  (x   a)
)
√



p
2 exp()  (x   a)
) O(exp()) = (x   a)
This amounts to at least (ln(1=))=O(exp()) = 
(ln(1=)) functions necessary for an
for an (1 + ) approximation.
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Open Questions
The immediate question is whether the upper bound for the space required for linearization
is tight for instance by giving better characterizations of . Also, until now we considered
the cross-entropy error function (log likelihood) in our approximations. Though math-
ematically more convenient, any additive approximation for the log likelihood results in
a multiplicative approximation for the likelihood. Whether we can do any better for the
likelihood remains to be seen.
Thereafter, we will focus on more general models such as multiclass logistic regression,
probit regression and Markov random ﬁelds [1] [6].
Furthermore, the parameters of logistic regression are usually determined via the method
of steepest decent [1]. In this general (non-streaming) context, we will explore the
possibilities of calculating approximate solutions with faster methods.
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The aim of our work is to develop algorithms for eﬃcient computation of
Bayesian regression models on large datasets with emphasis on the under-
determined high-dimensional case. In this technical report we describe the
Bayesian regression model, provide an overview of techniques and algorithms
used for similar regression problems and give a description of our approach.
Preliminaries
Let jjAjj =
(∑
i ;j A
2
i j
)1=2
denote the Frobenius norm for any real-valued matrix A. Note
that it coincides with the well-known Euclidean `2-norm in the special case of A being
a vector. Let I denote the identity matrix. Let N (x j;) denote the (multivariate)
Gaussian distribution over the vector x with mean  and covariance matrix .
Bayesian Regression
Suppose we are given n high-dimensional observations xi 2 R
d ; d ﬂ n and their corre-
sponding target values ti . Following [2] we assume that each ti is given by a linear mapping
of xi with additive Gaussian noise, i.e. ti = x
T
i w+, where  is a zero mean Gaussian dis-
tributed value with constant variance ﬀ2 and w 2 Rd denotes a parameter vector. Then
we can express the distribution of ti as p(ti jw; xi ; ﬀ
2) = N (ti jx
T
i w; ﬀ
2). Subsequently
the Likelihood of the observed data, which is assumed to be drawn independently from an
unknown distribution, is given by L(tjX;w; ﬀ2) =
∏n
i=1N (ti jx
T
i w; ﬀ
2) = N (tjXw; ﬀ2I).
Note that the only unknown parameter in this distribution is the parameter vector w .
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The Bayesian treatment of linear regression consists of computing a distribution over
the parameter space rather than a single parameter vector, as it is done in the tra-
ditional maximum likelihood and in similar approaches. Given an initial informative or
uninformative prior distribution pre(w) over the weight vectors, say, for convenience of
presentation, pre(w) = N (w j0; ﬀ
2I), the posterior distribution (after the observations
have been considered) is computed by the following formula:
post(w) =
L(tjX;w; ﬀ2)pre(w)∫
L(tjX; v; ﬀ2)pre(v) dv
:
The evaluation of the integral in the denominator is obviously the computationally chal-
lenging part. In many cases the integral can not even be determined analytically. Markov-
Chain-Monte-Carlo algorithms solve this problem by deﬁning a Markov-Chain over the
parameter space and simulating a random walk which converges to the desired posterior
distribution, such that it enables us to sample points directly from the posterior without
actually computing the integral. The integral itself can be approximated numerically with
these methods [2]. But still a huge number of evaluations of the likelihood function are
needed to perform a proper approximation, which is computationally expensive and not
practically treatable for large-scale data. Ignoring some constant factors (which include
the variance of the underlying distributions) the problem can be simpliﬁed to evaluating
for every w sampled by the algorithm
jjXw   tjj2 + jjw jj2; (1)
i.e. the (simpliﬁed) negative natural logarithm of L(tjX;w; ﬀ2)pre(w), for every w
sampled by the algorithm. Clearly the exact computation needs O(Nnd) time for N
samples due to the matrix-vector product Xw .
Bayesian Regression for Massive Data Sets
There are several works which cope with huge data sets with so called sequential Markov-
Chain-Monte-Carlo algorithms [1, 5]. They load as much data into memory as possible
and compute some samples on the reduced data set. Then they iterate over the remaining
data and keep track of their importance to the whole model. When it is detected that
some weights do not ﬁt any more, a resampling step is done from the whole data seen
so far. Balakrishnan and Madigan avoid reconsidering already seen data and thus make
their algorithm a so called one-pass algorithm [1]. Note that the notion of a massive
data set refers to the presence of many observed data vectors rather than to the case of
very high-dimensional data. To our knowledge, the latter has not been studied so far for
Bayesian regression.
202
Random Linear Embeddings and Streaming Algorithms for Matrix
Multiplication
Johnson and Lindenstrauss [4] have shown that any ﬁnite set of n points from Rd can
be mapped into Rk for some k = O( 2 log(n)), where  > 0 denotes an approximation
parameter, such that the pairwise `2-distances are preserved up to a factor of 1. Thus,
computations which involve the `2-norm of some vectors can be done approximately in a
low-dimensional space with arbitrary precision.
As shown by Sarlós [6] and recently improved by Clarkeson and Woodruﬀ [3], similar
techniques can be used to approximate matrix multiplication in the turnstile streaming
model, where the matrices A and B are given in a data stream of updates to single
entries and each entry can be changed several times and in arbitrary order throughout
the stream. Additionally the update stream may only be read once.
Let A 2 Rrc1; B 2 Rrc2 be given in the previously described model and let c = c1+ c2.
The problem is to compute a matrix C 2 Rc1c2 such that
jjATB   Cjj   jjAjj jjBjj: (2)
They use random sign matrices S 2 f 1; 1grm whose entries are drawn independently
from the Rademacher distribution, i.e. each entry is chosen uniformly from f 1; 1g.
These can be seen as Johnson-Lindenstrauss type of embeddings. It can be shown
that
1
m
E(ATSSTB) =
1
m
ATE(SST )B =
1
m
AT (mI)B = ATB
and appropriate variance bounds imply that choosing C = 1
m
ATSSTB and m = O( 2)
yields the desired approximation bound given by (2) with high (constant) probability [3].
In the streaming context it is a common approach to maintain a sketch of the seen data
of at most polylogarithmic size and do the needed computations on the sketch and output
the result as a solution to the original data. For matrix multiplication the low-dimensional
sketches are ATS 2 Rc1m and STB 2 Rmc2 of total size of O(c 2 log(rc)) bits. These
can be updated in time O( 2) for every single update coming from the stream.
Our Approach
We intend to consider the parameter vectors w sampled by the Markov-Chain-Monte-
Carlo algorithm as a stream of updates to w . Then we can maintain a low-dimensional
sketch STw of the vector and another sketch of X, given by XS which only has to be
computed once as a preprocessing step since X never changes throughout a run of the
algorithm. Instead of evaluating (1) exactly, we compute
jjXSSTw   tjj2 + jjSTw jj2;
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which will give an appropriate approximation to the exact value of (1). Since the dimen-
sions of the sketches are n m and m respectively, only O(nm) time is needed instead
of O(nd), where m = O( 2). Note that in general the sampling of a new parameter
vector can aﬀect every single component which, in our streaming context with single
component updates unfortunately leads to an update time of 
(d) in each round. But
there are classes of Markov-Chain-Monte-Carlo algorithms which change only a few, say
k , of the entries in every round. If we can assume k = O(1) like it can be done in the
case of the well-known component-wise Metropolis-Hastings algorithm [2] or in the case
of Gibbs algorithm [2], then the update time can still be bounded by a constant.
Open Questions
We are exploring the possibility of running Markov-Chain-Monte-Carlo sampling directly
in the low-dimensional space instead of projecting the high-dimensional samples. It seems
that the sampling distribution must be preserved under the projection, in the sense that
the probability to choose a certain vector v from the low-dimensional space is (approxi-
mately) the same as the probability that v is the image of a sampled vector x from the
original, high-dimensional space.
Further we investigate random embeddings for other (families of) distributions than the
strictly Gaussian model described in this report.
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