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RESUMEN
EXISTENCIA DE SOLUCIONES PARA UN MODELO ESPACIAL
ECOLO´GICO DE COMPETENCIA DEPREDADOR PRESA CON
CROSS DIFFUSION
ROCI´O MARILYN CAJA RIVERA
ABRIL - 2012
Orientador: Dr. Rau´l Moises Izaguirre Maguin˜a
T´ıtulo obtenido: Licenciada en Matema´tica
Vincularemos Matema´tica y Ecolog´ıa usando un sistema no lineal parabo´lico
fuertemente acoplado el cual se presenta en dina´micas poblacionales. Aqu´ı demos-
tramos la existencia de soluciones cla´sicas globales cuando la dimensio´n del espacio
es n < 10. Con ciertas condiciones en los coeficientes de las funciones de reaccio´n,
la convergencia de soluciones es establecida por el sistema mediante una funcio´n de
Liapunov.
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ESPACIOS DE HO¨LDER
ESPACIOS DE SOBOLEV
ESTIMATIVAS
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ABSTRACT
EXISTENCE OF SOLUTIONS FOR AN ECOLOGICAL SPATIAL
MODEL OF COMPETENCE PREY PREDATOR WITH CROSS
DIFFUSION
ROCI´O MARILYN CAJA RIVERA
APRIL - 2012
Advisor: Dr. Rau´l Moises Izaguirre Maguin˜a
Degree: Licenciada en Matema´tica
We vinculate Mathematics and Ecology using a nonlinear parabolic strong
coupled system which is presented in population dynamics. Here we demostrate the
existence of classical global solutions when the space dimension is n < 10. Under
certain conditions on the coefficients of the reaction functions, the convergence of
solutions is established for the system with large diffusion by constructing a Liapu-
nov function.
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Ω omega
Rn espacio euclidiano n dimensional
Ω ⊂ Rn Ω subconjunto abierto de Rn
∂Ω frontera suave de Ω
Ω cerradura de omega (compacto)
Lp(Ω) es el espacio de todas las u medibles en Ω y
∫
Ω
|u|p dx <∞, 1 ≤ p <∞
C(Ω) es el espacio de las funciones continuas en Ω
Cc(Ω) es el espacio de las funciones continuas con soporte compacto en Ω
Ck(Ω) es el espacio de las funciones k veces continuamente diferenciables
con soporte compacto en Ω
Ckc (Ω) es el espacio de las funciones en C
k(Ω) ∩ Cc(Ω)
C∞(Ω) es el espacio de las funciones infinitamente diferenciables en Ω
C∞c (Ω) es el espacio de las funciones en C
∞(Ω) ∩ Cc(Ω) = D(Ω)
W 1p (Ω) es el espacio de Sobolev donde u ∈Lp(Ω); ∃gi ∈Lp(Ω) tales que∫
Ω
u ∂ϕ
∂xi
= -
∫
Ω
giϕ ∀ϕ ∈ C∞c (Ω) ∀i = 1, 2, ..., n
W 1,02 (QT ) es el espacio de Hilbert donde W
1,0
2 (QT )=W
1,2
0 (QT ) = H
1
0 (QT )
∇u es llamado el gradiente de u y lo denotamos por ∇u = Du =uxk
QT es llamado el cilindro Ω× (0, T )
ST es la superficie lateral de QT
ΓT es ST ∪ {(x, t) : x ∈ Ω, t = 0}
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Cap´ıtulo 1
Introduccio´n
Ecolog´ıa y Matema´tica han sido vinculados con el modelo de competencia de
Lotka-Volterra. Este se conoce usando ecuaciones diferenciales ordinarias, la pre-
gunta es que´ sucede usando las ecuaciones en derivadas parciales. La respuesta
empezo´ con muchas investigaciones en feno´menos de segregacio´n espacial de espe-
cies interactuantes. Shigesada, Kawasaki y Teramoto [1] propusieron un modelo de
competencia en derivadas parciales en 1979. Ellos analizan en su investigacio´n la
formacio´n de patrones de distribucio´n de dos poblaciones de especies competitivas
en ambientes heteroge´neos. En su formulacio´n matema´tica sustentan una fuerza dis-
persiva no lineal debido a las interferencias mutuas de individuos y una funcio´n de
las posibles consecuencias ambientales, esto se presenta como una versio´n conduc-
tual de la teor´ıa fenomenolo´gica de Morisita en “Densidad Ambiental”Ver [26]. El
ana´lisis Matema´tico de los efectos de estas fuerzas dispersivas dan como resultado
la heterogeinidad del ambiente. Los movimientos de dispersio´n no lineal plantean
una segregacio´n espacial de las poblaciones de dos especies depredador presa y a la
vez competitivas. Adema´s existe la posibilidad que esta segregacio´n espacial actu´e
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a estabilizar la coexistencia de estas dos especies, mitigando la competencia inter-
espec´ıfica. Desde all´ı se han establecido muchos resultados en diversas literaturas;
ver por ejemplo [2,9]. Los efectos de dispersio´n, segregacio´n en dina´mica de pobla-
ciones, ecolog´ıa y evolucio´n son temas de investigacio´n actual que han despertado
curiosidad a muchos investigadores, estos feno´menos presentados estan siendo es-
tudiados desde varios puntos de vista. En los recientes an˜os los sistemas de cross
diffusion esta´n llamando la atencio´n en el campo de las ecuaciones el´ıpticas y pa-
rabo´licas fuertemente acopladas. En esta investigacio´n estudiaremos los sistemas de
cross-diffusion con funciones de reaccio´n tipo depredador presa ya que existen pocos
resultados especialmente en los problemas de steady-state en sistemas el´ıpticos. Ver
[10,11,12,13,14]
Cross-Diffusion es la difusio´n de un tipo de especie debido a la presencia de otra.
Este feno´meno es abundante en la naturaleza; por ejemplo, los sistemas depredador
presa, donde el depredador se difusa hacia regiones donde la presa es ma´s abun-
dante. Por otro lado, la presa trata de evitar a los depredadores escapandose de
ellos. Otra a´rea de aplicacio´n es en epidemias donde individuos susceptibles tratan
de evitar individuos infectados. Otras consideraciones del movimiento dirigido de
los individuos en cada especie resulta de introducir el cross diffusion y los te´rminos
de difusio´n propia en los sistemas depredador presa. En esta investigacio´n presen-
tada, estudiaremos los siguientes sistemas de cross - diffusion, con reacciones tipo
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depredador presa.
ut −∆[(d1 + α11u+ α12v)u] = u(a1 − b1u− c1v) en Ω× [0,∞),
vt −∆[(d2 + α21u+ α22v)v] = v(a2 + b2u− c2v) en Ω× [0,∞),
∂ηu = ∂ηv = 0 en ∂Ω× [0,∞),
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0 en Ω,
(1.0.1)
donde, Ω ⊂ Rn (n ≥ 1 con n ∈ N) es un dominio acotado, ecolo´gicamente es el
habitat o parche donde las especies interactu´an, con frontera suave ∂Ω llamado en
te´rminos ecolo´gicos borde, ∆ =
∑n
i=1
∂2
∂xi2
es el operador laplaciano, este nos indica
el movimiento browniano de los individuos en el habitat Ω, η es el vector normal
unitario de salida en la frontera ∂Ω, ∂η = ∂/∂η, denota la derivada direccional a
lo largo de la normal exterior en la ∂Ω. Las condiciones de frontera homogenea
de Neumann significan que no hay migracio´n atravezando la frontera ∂Ω. Por otro
lado αij son constantes no negativas dadas para i, j = 1, 2. Tenemos que di, bi,
ci(i = 1, 2) y a1 son constantes positivas solamente a2 debe ser no positiva, a1, a2 son
tasas de crecimiento intr´ınseco, b1 y c2 son coeficientes de interaccio´n intraespec´ıfica,
b2 y c1 son coeficientes de interaccio´n interespec´ıfica. En el sistema (1.1.1), u y v
son funciones no negativas las cuales representan las densidades de poblacio´n de
las especies depredador presa, respectivamente, d1 y d2 son las tasas de difusio´n
aleatoria de las dos especies, α11 y α22 son tasas propias de difusio´n de cada una de
las especies, y α12 y α21 son las llamadas tasas de cross - diffusion. Cuando αij = 0
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(i, j = 1, 2), el sistema es el conocido modelo depredador presa de Lotka-Volterra.
Para ma´s detalles en la informacio´n biolo´gica, revisar la siguiente referencia [1, 18].
La existencia local (en tiempo) de soluciones en el sistema (1.0.1) fue establecido
por Amann en una serie de importantes papers [15, 16, 17]. Su resultado puede ser
resumido como sigue:
Teorema 1.0.1. Sean di, bi, ci(i = 1, 2), a1 constantes positivas, α12, α21, α11, α22
constantes no negativas, y a2 < 0. Supongamos que u0, v0 esta´n en W
1
p (Ω) para algu´n
p > n. Entonces (1.0.1) tiene una u´nica solucio´n suave nonegativa. u(x, t), v(x, t)
en
C([0, T ),W 1p (Ω))
⋂
C∞((0, T ), C∞(Ω))
con tiempo T de existencia ma´ximal. Adema´s, si la solucio´n (u, v) satisface la esti-
mativa
sup
0≤t≤T
‖u(., t)‖W 1p (Ω) <∞ y sup
0≤t≤T
‖v(., t)‖W 1p (Ω) <∞,
entonces T =∞.
Sin embargo, poco es conocido acerca de la existencia global de soluciones para
(1.0.1). En 2006, Shim [18] demostro´ la existencia de soluciones globales a (1.0.1) en
dos casos: Caso(A) n = 1, d1 = d2 y α11 = α22 = 0; Caso(B) n = 1, 0 < α21 < 8α11
y 0 < α12 < 8α22.
En [19] el autor considera el caso cuando α11, α12, α22 > 0 y α21 = 0 para el
sistema (1.0.1), y establecio´ la existencia de soluciones con n = 1.
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Vamos a demostrar la existencia de soluciones globales para los siguientes
sistemas (llame´mosle el sistema (1.0.1) para α12 = 0)
ut −∆[(d1 + α11u)u] = u(a1 − b1u− c1v) en Ω× [0,∞),
vt −∆[(d2 + α21u+ α22v)v] = v(a2 + b2u− c2v) en Ω× [0,∞),
∂ηu = ∂ηv = 0 en ∂Ω× [0,∞),
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0 en Ω.
(1.0.2)
Esta tesis maneja ideas de dos papers [6] y [9] que se ocupan de sistemas de
cross-diffusion con reacciones tipo competencia. Debido a la diferencia en las funcio-
nes de reaccio´n. Por lo tanto, con el fin de obtener la estimativa Lp de v, tenemos que
estimar el te´rmino uvp. Tambie´n obtendremos resultados en la estabilidad asinto´ti-
ca de la solucio´n global de (1.0.2) si los coeficientes de difusio´n son suficientemente
grandes por el importante Lema 5.1 de [21]. Resumamos nuestros resultados en los
siguientes teoremas:
Teorema 1.0.2. Con las mismas hipo´tesis del teorema anterior, α12 = 0, α22 > 0.
Supongamos que, u0 ≥ 0, v0 ≥ 0 satisfacen la condicio´n de frontera cero de Neumann
y pertenecen a C2+λ(Ω) para algun λ > 0. Entonces (1.0.2) posee una u´nica solucio´n
no negativa u, v ∈ C2+λ, 2+λ2 (Ω × [0,∞)) en cualquiera de los siguientes casos (i)
α11 = 0 o (ii) α11 > 0 y n < 10.
Teorema 1.0.3. Suponga que todas las condiciones en el Teorema 1.0.2 son satis-
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fechas. Supongamos tambie´n que
−a1b2
b1c2
<
a2
c2
<
a1
c1
, (1.0.3)
4ρu vd1d2 > m
2(vα21)
2. (1.0.4)
Entonces (1.0.2) tiene el u´nico punto positivo de equilibrio (u, v) el cual es de esta-
bilidad asinto´tica global, donde m es la constante positiva en el Lema 1.1.1 (inde-
pendiente de d1, d2), ρ = (b2c1 + 2b1c2)b
−2
2 y
(u, v) =
(a1c2 − a2c1
b1c2 + b2c1
,
a2b1 + a1b2
b1c2 + b2c1
)
.
Esta tesis esta organizada como sigue, en este primer cap´ıtulo presentamos
algunas definiciones ba´sicas, recogemos algunos buenos resultados y demostramos
algunos lemas que son necesarios para los siguientes cap´ıtulos. En el cap´ıtulo 2 anali-
zaremos las Lr estimativas de la solucio´n v de (1.0.2). En el cap´ıtulo 3, daremos una
demostracio´n del teorema principal 1.0.2. En el cap´ıtulo 4 demostraremos el teorema
1.0.3, analizaremos la estabilidad del sistema, y simularemos el comportamiento de
las soluciones para n=1,2 usando el software Mathematica de la Wolfram.
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1.1. Preliminares
1.1.1. Definiciones Ba´sicas
Definicio´n 1. Rn es llamado el espacio eucl´ıdeo n dimensional, donde x = (x1, ...., xn)
es un punto arbitrario en e´l.
Definicio´n 2. QT = Ω× [0, T ) , es el cilindro donde T es un nu´mero positivo fijo.
Es decir QT es el conjunto de puntos (x, t) de Rn+1 donde x ∈ Ω, t ∈[0,T).
Definicio´n 3. Sea p ∈ R, con 1 < p <∞ ; establecemos
Lp(Ω) = {f : Ω 7→ R; f es medible y |f |p ∈ L1(Ω)} con norma
‖f‖Lp = ‖f‖p = [
∫
Ω
|f(x)|p] 1p dx
Definicio´n 4. Sea p = ∞; establecemos
L∞(Ω) = {f : Ω 7→ R; f medible talque |f(x)| ≤ C casi siempre en Ω}
para algun C, con norma
‖f‖L∞(Ω) = ‖f‖∞ = inf{C; |f(x)| ≤ C casi siempre en Ω} = varaimaxΩ|f |
Definicio´n 5. Sea Lp,q(QT ) es el espacio de las funciones medibles en QT con una
norma finita
‖u‖Lp,q(QT ) =
( ∫ T
0
(
∫
Ω
|u(x, t)|pdx) qpdt
)1/q
,
donde p ≥ 1 y q ≥ 1 Lp(QT ) := Lp,p(QT ),
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Definicio´n 6. El espacio de Sobolev W 1p (Ω) se define por :
W 1p (Ω) = {u ∈ Lp(Ω) :∃ g1, g2,...,gn ∈Lp(Ω) tales que
∫
Ω
u ∂ϕ
∂xi
= -
∫
Ω
giϕ
∀ϕ ∈ C∞c (Ω) ∀i = 1, 2, ..., n }
Se pone
H1(Ω) = W 1,2(Ω)
Para u ∈W1p(Ω) tenemos
∂u
∂xi
= gi y ∇u = ( ∂u∂x1 , ∂u∂x2 , ..., ∂u∂xn )
con norma
‖u‖W 1p (Ω) =‖u‖Lp(Ω) +
∑n
i=1 ‖ ∂u∂xi‖Lp(Ω)
Definicio´n 7. Se define el espacio de Banach W 2l,lp (QT ) para l integral (p ≥ 1)
cuyos elementos esta´n en Lp(QT ) con derivada generalizada de la forma D
r
tD
s
x para
cualquier r y s satisfaciendo la desigualdad 2r + s ≤ 2l.
con norma
‖u‖W 2l,lp =
∑2l
j=0
∑
2r+s=j ‖DrtDsxu‖Lp(QT )
Para l = 1 tenemos
Sea u ∈W2,1p (QT ) significa que u,ut,uxi ,uxixj ,esta´n en Lp(QT ) para i, j = 1, 2, .., n
con norma
‖u‖W 2,1p (QT ) := ‖u‖Lp(QT ) + ‖ut‖Lp(QT ) + ‖∇u‖Lp(QT ) + ‖∇2u‖Lp(QT ),
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Definicio´n 8. W 1,02 (QT ) es el espacio de Hilbert con producto escalar
〈u, v〉W 1,02 (QT ) =
∫
QT
(uv + uxkvxk) dxdt
donde
uxk =
∑k
i=1
∂u
∂xi
ei y vxk =
∑k
i=1
∂v
∂xi
ei
Definicio´n 9. V2(QT ) es el espacio de Banach consistiendo de todos los elementos
de W 1,02 (QT ) teniendo una norma finita
‖u‖V2(QT ) := sup
0≤t≤T
‖u(., t)‖L2(Ω) + ‖∇u(x, t)‖L2(QT ).
Definicio´n 10. V 1,02 (QT ) es el espacio de Banach consistiendo de todos los elemen-
tos de V2(QT ) que son continuos en t en la norma L
2(Ω), con norma
‖u‖V2(QT ) := ma´x
0≤t≤T
‖u(x, t)‖L2(Ω) + ‖∇u(x, t)‖L2(QT ).
1.1.2. Principio del Ma´ximo de Hopf
Sea u = u(x) , x = (x1, x2, x3, ...., xn) una funcio´n C
2 , la cual satisface la
desigualdad diferencial.
Lu =
∑
i,j
aij(x)
∂2u
∂xi∂xj
+
∑
i
bi
∂u
∂xi
≥ 0 (1.1.1)
en un dominio abierto Ω donde la matr´ız sime´trica aij = aij(x) es localmente uni-
forme definida positiva en Ω y los coeficiente aij, bi = bi(x) son localmente acotados.
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Si u toma su ma´ximo valor M en Ω entonces u ≡M
1.1.3. Espacios Normados
Definicio´n 11. Sea X un espacio vectorial sobre un cuerpo K, (R o´ C).Una norma
en X es una funcio´n ‖‖ : X 7→ K tal que:
‖x‖ ≥ 0 , para todo x ∈ X
‖x‖ = 0 si y solamente si x = 0
‖λx‖=|λ|‖x‖ para todo x ∈ X,para todo λ ∈ K
‖x+ y‖ ≤ ‖x‖+ ‖y‖ para todo x, y ∈ X
Se dice que (X, ‖‖) es un espacio Normado.
1.1.4. Espacios de Banach
Definicio´n 12. Sea (X, ‖‖) un espacio vectorial normado. Si X es un espacio nor-
mado completo respecto a la norma ‖‖ se dice que es un espacio de Banach.
Un espacio normado es completo si toda sucecio´n de Cauchy es convergente.
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1.1.5. Espacios de Ho¨lder
Definicio´n 13. Sea Ω ⊆Rn abierto. Una funcio´n u : Ω 7→ R es llamada Lipschitz
continua si
|u(x)− u(y)| ≤ C|x− y|
para alguna constante C y todo x, y en Ω.
Definicio´n 14. Sea Ω ⊆Rn abierto. Una funcio´n u : Ω 7→ R es llamada Ho¨lder
continua con exponente γ si
|u(x)− u(y)| ≤ C|x− y|γ
para alguna constante C y todo x, y en Ω.
Definicio´n 15. Si u : Ω 7→ R es acotada y continua con norma
‖u‖C(Ω) := sup
x∈Ω
|u(x)|
para alguna constante C y todo x, y en Ω.
Definicio´n 16. La seminorma γ -e´sima de Ho¨lder de u : Ω 7→ R es
[u]C0,γ(Ω) := sup
x,y∈Ω
x 6=y
{|u(x)− u(y)||x− y|γ }
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y la norma γ -e´sima norma de Ho¨lder es
‖u‖C0,γ(Ω) := ‖u‖C(Ω) + [u]C0,γ(Ω)
Definicio´n 17. El espacio de Ho¨lder
Ck,γ(Ω)
consiste de todas las funciones Ck(Ω) para el cual la norma
‖u‖Ck,γ(Ω) :=
∑
|α|≤k
‖Dαu‖Cγ(Ω) +
∑
|α|=k
[Dαu]C0,γ(Ω)
es finita.
Teorema 1.1.1. El espacio de las funciones Ck,γ(Ω) es un espacio de Banach.
Demostracio´n Ver [24]
Observacio´n: El espacio Ck,γ(Ω) consiste de aquellas funciones u las cuales son k-
veces continuamente diferenciables y cuyas k-e´simas derivadas parciales son acotadas
y Ho¨lder continuas con exponente γ.
Ejemplo : C0,γ(Ω) es un espacio de Banach
En efecto, sea (fn)n∈N una sucecio´n de Cauchy en C0,γ(Ω). La sucecio´n (fn) es
tambie´n de Cauchy por la norma del supremo, luego existe una funcio´n acotada
continua f tal que ‖fn − f‖C0(Ω) 7→ 0 cuando n→∞
Mostraremos que:
sup
x,y∈Ω
x 6=y
{|u(x)− u(y)||x− y|γ } <∞
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Dado  > 0 entonces existe N ∈ N tal que para todo n , m ≥ N
sup
x,y∈Ω
x6=0
{|fn(x)− fm(x)− (fn(y)− fm(y))||x− y|γ } < 
debido a que (fn) es una sucecio´n respecto a la norma ‖.‖C0,γ(Ω). Para cada par
x,y ∈ Ω con x 6= y podemos pasar al l´ımite m 7→ ∞ y obtenemos
{|fn(x)− f(x)− (fn(y)− f(y))||x− y|γ } ≤ 
lo cual implica
{|f(x)− f(y)||x− y|γ } ≤ + {
|fn(x)− fn(y)|
|x− y|γ }
luego f ∈ C0,γ(Ω), y ‖f − fn‖C0,γ(Ω) 7→ 0 cuando n 7→ ∞
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Proposicio´n 1.1.1. (Desigualdad de Young)
Si a,b son nu´meros reales no negativos entonces
ab ≤ a
p
p
+
bq
q
siempre que
1 < p, q <∞ y 1
p
+
1
q
= 1
Demostracio´n: Desde que la funcio´n logar´ıtmica es co´ncava creciente en (0,∞)
tenemos que :
log(ab) =
1
p
logap +
1
q
logbq ≤ log(1
p
ap +
1
q
bq)
entonces
ab ≤ a
p
p
+
bq
q
Proposicio´n 1.1.2. (Desigualdad de Ho¨lder).
Sea 1 ≤ p ≤ ∞ con 1
p
+ 1
q
= 1. Supongamos que f ∈ Lp, g ∈ Lq entonces fg ∈ L1 y∫
|fg| ≤ ‖f‖p‖g‖q
Demostracio´n: La conclusio´n para p = 1 o p = ∞ es obvia veamos para
1 < p <∞.
Usamos la desigualdad de Young
ab ≤ a
p
p
+
bq
q
∀a ≥ 0 ∀b ≥ 0
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luego tenemos
|f(x)g(x)| ≤ 1
p
|f(x)|p + 1
q
|g(x)|q casi siempre x ∈ Ω
fg es medible y su valor absoluto esta´ dominado por funciones integrables luego fg
esta´ en L1 y
∫
|fg| ≤ 1
p
‖f‖pp +
1
q
‖g‖qq
reemplazando f por λf (λ > 0) en la ecuacio´n anterior tenemos∫
|fg| ≤ λ
p−1
p
‖f‖pp +
1
λq
‖g‖qq
elegimos
λ = ‖f‖−1p ‖g‖
q
p
p
reemplazamos en la ecuacio´n anterior y obtenemos∫
|fg| ≤ ‖f‖p‖g‖q
Proposicio´n 1.1.3. (Desigualdad de Minkowski).
Si p ≥ 1 y f ,g ∈ Lp(Ω) entonces
‖f + g‖p ≤ ‖f‖p + ‖g‖p
Demostracio´n Ver [25]
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1.1.6. Espacios de Sobolev
Definicio´n 18. Sea m un entero no negativo y sea p un nu´mero real con 1 ≤ p ≤ ∞.
Definimos el espacio de Sobolev
Wmp (Ω) = {u ∈ Lp(Ω) : ∀α con |α| ≤ m ∃gα ∈ Lp(Ω) talque
∫
Ω
uDαϕ =
(−1)α ∫
Ω
gαϕ ∀ϕ ∈ C∞c (Ω)} (1.1.2)
Denotamos
Dαu = gα
con norma
‖u‖Wmp (Ω) =
∑
0≤|α|≤m ‖Dαu‖Lp(Ω)
Observaciones :
Si p = 2 , usualmente escribimos
Hm(Ω) = Wmp (Ω) m = 0, 1, .....
Hm(Ω) es un espacio de Hilbert. Notar que H0(Ω) = L2(Ω)
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Un multi-´ındice α = (α1, α2, ..., αn) es una n-upla con αi ≥ 0 entero no nega-
tivo;
|α| =
n∑
i=1
αi y D
αϕ =
∂α1+α2+...+αn
∂xα11 ∂x
α2
2
...∂xαnn
Definicio´n 19. Sea (uk)
∞
k=1 , u ∈Wmp (Ω). Decimos que uk converge fuerte a u en
Wmp (Ω) escribimos
uk →u en Wmp (Ω)
l´ımk→∞ ‖uk − u‖ = 0
1.1.7. Lemas Previos
Lema 1.1.1. Sean u, v ∈ C([0, T ),W 1p (Ω))
⋂
C∞((0, T ), C∞(Ω))soluciones de (1.0.2)
en [0, T ). Entonces 0 ≤ u ≤ m y v ≥ 0 en QT , donde m = ma´x{a1b1 , ‖u0‖L∞(Ω)}.
Demostracio´n. Usamos la siguiente propiedad
∇2(fg) = (∇2f)g + 2(∇f).(∇g) + f(∇2g) (1.1.3)
donde ∆f = ∇2f luego en la primera ecuacio´n de (1.0.2) tenemos que
∆[(d1 + α11u)u] = [∆(d1 + α11u)]u+ 2∇(d1 + α11u).∇u+ (d1 + α11u)∆u
= [α11∆u]u+ 2α11∇u · ∇u+ (d1 + α11u)∆u
= d1∆u+ 2α11u∆u+ 2α11∇u · ∇u
(1.1.4)
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luego obtenemos
ut = (d1 + 2α11u)∆u+ 2α11∇u · ∇u+ u(a1 − b1u− c1v), (1.1.5)
luego en la segunda ecuacio´n de (1.0.2) tenemos que
∆[(d2 + α21u+ α22v)v] = [∆(d2 + α21u+ α22v)]v + 2∇(d2 + α21u+ α22v) · ∇v+
(d2 + α21u+ α22v)∆v
= α21[∆u]v + α22[∆v]v + 2α21∇u · ∇v + 2α22∇v · ∇v
(1.1.6)
luego obtenemos
vt = (d2+α21u+2α22v)∆v+2(α21∇u+α22∇v)∇v+v(α21∆u+a2+b2u−c2v). (1.1.7)
Entonces usando el principio del ma´ximo de Hopf para (1.1.5) y (1.1.7) obtenemos
el nonegativo de u y v. Nuevamente, aplicando el principio del ma´ximo Hopf para
(1.1.5) se puede tambie´n mostrar la acotacio´n de u.
Lema 1.1.2. Con las mismas hipo´tesis del Lema 1.1.1 existe una constante positiva
C1(T ) tal que
sup
0≤t≤T
‖u(., t)‖L1(Ω) < C1(T ), sup
0≤t≤T
‖v(., t)‖L1(Ω) < C1(T ),
‖u‖L2(QT ) < C1(T ), ‖v‖L2(QT ) < C1(T ).
Demostracio´n. Tenemos la primera ecuacio´n de (1.0.2)
ut = ∆[(d1 + α11u)u] + u(a1 − b1u− c1v)
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Luego integrando
d
dt
∫
Ω
u dx =
∫
Ω
∆[(d1 + α11u)u] dx+
∫
Ω
u(a1 − b1u− c1v) dx (1.1.8)
En la ecuacio´n (1.1.12) tenemos∫
Ω
∆[(d1 + α11u)u] dx = 0, (1.1.9)
esto desde que usamos una de las fo´rmulas de Green (Ver Ape´ndice)
∫
Ω
∆[(d1 + α11u)u] dx =
∫
∂Ω
∂
∂η
(d1 + α11u)u dS (1.1.10)
En efecto, ∫
Ω
∆[(d1 + α11u)u] dx =
∫
∂Ω
∂
∂η
(d1 + α11u)u dS
=
∫
∂Ω
(
∂
∂η
(d1 + α11u)).u dS +
∫
∂Ω
∂u
∂η
(d1 + α11u) dS
= α11
∫
∂Ω
∂u
∂η
u dS +
∫
∂Ω
∂u
∂η
(d1 + α11u) dS = 0
(1.1.11)
Hemos utilizado las condiciones de frontera de Neumann y la derivada del producto.
Luego tenemos
d
dt
∫
Ω
u dx =
∫
Ω
u(a1 − b1u− c1v) dx
d
dt
∫
Ω
u dx = a1
∫
Ω
u dx− b1
∫
Ω
u2dx− c1
∫
Ω
uvdx
≤ a1
∫
Ω
u dx− b1
∫
Ω
u2dx
≤ a1
∫
Ω
u dx− b1|Ω|
(∫
Ω
u dx
)2
(1.1.12)
donde hemos utilizado la desigualdad de Ho¨lder. Entonces usando el lema de compa-
racio´n (Ver Ape´ndice) tenemos ‖u(., t)‖L1(Ω) ≤M ′1, dondeM ′1 = ma´x{‖u0‖L1(Ω), a1b1 |Ω|}.
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Adema´s,
sup
0≤t≤T
‖u(., t)‖L1(Ω) < C1(T ). (1.1.13)
Desde que
d
dt
∫
Ω
u dx ≤ a1
∫
Ω
u dx− b1
∫
Ω
u2dx. (1.1.14)
Integrando (1.1.14) de 0 a T , tenemos
‖u‖2L2(QT ) ≤
a1
b1
M ′1T +
1
b1
‖u0‖L1(Ω).
‖u‖L2(QT ) ≤ 2
√
a1
b1
M ′1T +
1
b1
‖u0‖L1(Ω)
Entonces,
‖u‖L2(QT ) ≤ C1(T ). (1.1.15)
Ahora, integrando la segunda ecuacio´n en el sistema (1.0.2) sobre el dominio Ω
tenemos
d
dt
∫
Ω
vdx = a2
∫
Ω
vdx+ b2
∫
Ω
uvdx− c2
∫
Ω
v2dx. (1.1.16)
Multiplicando (1.1.12) por b2
c1
y con (1.1.16), tenemos
d
dt
∫
Ω
(b2
c1
u+v
)
dx ≤ a1b2
c1
∫
Ω
u dx+ |a2|
∫
Ω
v dx− b1b2
c1
∫
Ω
u2dx−c2
∫
Ω
v2dx. (1.1.17)
Entonces
mı´n{1, b2
c1
} d
dt
∫
Ω
(
u+ v
)
dx
≤ ma´x{a1b2
c1
, |a2|}
∫
Ω
(u+ v)dx−mı´n{b1b2
c1
, c2}
∫
Ω
(u2 + v2)dx
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≤ ma´x{a1b2
c1
, |a2|}
∫
Ω
(u+ v)dx− 1
2
mı´n{b1b2
c1
, c2}
[ ∫
Ω
(u+ v)dx
]2
.
Por lo tanto, ‖v(., t)‖L1(Ω) ≤M ′2, donde M ′2 = ma´x{A1A2 , ‖u0 + v0‖L1(Ω)},
A1 =
ma´x{a1b2
c1
, |a2|}
mı´n{1, b2
c1
} , A2 =
mı´n{ b1b2
c1
, c2}
2 mı´n{1, b2
c1
} .
Entonces
sup
0≤t≤T
‖v(., t)‖L1(Ω) < C1(T ). (1.1.18)
Integrando (1.1.17) de 0 a T , tenemos
c2
∫
QT
v2 dx dt ≤ a1b2
c1
∫ T
0
M ′1dt+ |a2|
∫ T
0
M ′2dt+
b2
c1
‖u0‖L1(Ω) + ‖v0‖L1(Ω),
lo cual implica ‖v‖L2(QT ) ≤ C1(T ).
Lema 1.1.3. Con las mismas hipo´tesis del Lema 1.1.2. Sea w1 = (d1 + α11u)u.
Entonces existe una constante C2(T ), dependiendo en ‖u0‖W 12 (Ω) y ‖u0‖L∞(Ω) tal que
‖w1‖W 2,12 (QT ) ≤ C2(T ). (1.1.19)
Adema´s, ∇w1 ∈ V2(QT ).
Demostracio´n. Notar que w1 satisface la ecuacio´n
w1t = (d1 + 2α11u)∆w1 + n1 + n2v, (1.1.20)
donde n1 = u(d1 + 2α11u)(a1 − b1u), n2 = −c1(d1 + 2α11u)u depende en u y son
funciones acotadas debido al Lema 1.1.1. Multiplicando la ecuacio´n anterior por
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−∆w1 y usando integracio´n por partes sobre Ω, tenemos
1
2
d
dt
∫
Ω
|∇w1|2dx = −
∫
Ω
(d1 + 2α11u)(∆w1)
2dx−
∫
Ω
(n1 + n2v)∆w1dx. (1.1.21)
Integrando (1.1.21) de 0 a t, obtenemos
1
2
∫
Ω
|∇w1(x, t)|2dx− 1
2
∫
Ω
|∇w1(x, 0)|2dx
= −
∫
Qt
(d1 + 2α11u)(∆w1)
2 dx dt−
∫
Qt
(n1 + n2v)∆w1 dx dt
≤ −d1
∫
Qt
|∆w1|2 dx dt+
∫
Qt
(n1 + n2v) · |∆w1|dx dt .
Por la desigualdad de Young y la desigualdad de Ho¨lder, tenemos
1
2
∫
Ω
|∇w1(x, t)|2dx+ d1
∫
QT
|∆w1|2 dx dt
≤ (‖n1‖L2(QT ) + ‖n2v‖L2(QT )) · ‖∆w1‖L2(QT ) +
1
2
∫
Ω
|∇w1(x, 0)|2dx
≤ m1(1 + ‖v‖L2(QT )) · ‖∆w1‖L2(QT ) +
1
2
∫
Ω
|∇w1(x, 0)|2dx
≤ m1(1 + C1(T )) · ‖∆w1‖L2(QT ) +
1
2
∫
Ω
|∇w1(x, 0)|2dx
≤ d1
2
‖∆w1‖2L2(QT ) +
m21(1 + C1(T ))
2
2d1
+
1
2
∫
Ω
|∇w1(x, 0)|2dx.
Por lo tanto,
sup
0≤t≤T
∫
Ω
|∇w1|2(x, t)dx+ d1
∫
QT
|∆w1|2 dx dt ≤ m2,
donde m2 depende en ‖u0‖W 12 (Ω) y ‖u0‖L∞(Ω). Esto implica∇w1 ∈ V2(QT ). Desde que
w1 ∈ L2(QT ) obtenemos la estimativa de regularidad el´ıptica del siguiente resultado
22
Lema 2.3 Suponga que u ∈C2(Ω) y ∂u
∂ν
|∂Ω = 0, entonces
‖u‖W 2p (Ω) ≤C(Ω)(‖∆u‖Lp(Ω) + ‖u‖Lp(Ω)), ∀p > 1
Demostracio´n : Ver [2, Lema 2.3]
∫
QT
‖(w1)xixj‖2 dx dt ≤ m3 parai, j = 1, . . . , n.
De (1.1.20), desde que n1, n2 y u son acotadas y v ∈ L2(QT ), tenemos w1t ∈ L2(QT ).
Luego, w1 ∈ W 2,12 (QT ).
Sea a(x, t, ξ) continua y (x, ξ)-diferenciable para (x, t, ξ) ∈ QT × R. Suponga
tambie´n que a(x, t, ξ) satisface las siguientes condiciones
(i) Existe d > 0 tal que a(x, t, ξ) ≥ d y aξ(x, t, ξ) ≥ 0 para todo (x, t) ∈ QT y ξ
en R.
(ii) Existe una funcio´n continua M en R tal que a(x, t, ξ) ≤ M(ξ) para todo
(x, t) ∈ QT .
(iii) Para cualquier funcio´n medible acotada g en QT , |∇xa(., ., g(., .))| esta´ en el
espacio L2p(QT ).
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Lema 1.1.4. Suponga que w ∈ W 2,1p (QT )
⋂
C2,1(Ω× [0, T )) es una funcio´n acotada
satisfaciendo
wt ≤ a(x, t, w)∆w + f(x, t) en QT (1.1.22)
con condicio´n de frontera ∂w
∂ν
≤ 0 en ∂QT , donde f ∈ Lp(QT ). Entonces, ∇w esta
en L2p(QT ).
Demostracio´n. Supongamos que w ≥ 0. Reemplazamos a(x, t, ı´nfQT w + ξ) por
a(x, t, ξ), y w − ı´nfQT w por w. Para cualquier 0 < t < T fijo , multiplicamos
(1.1.22) por w|∇w|2(p−1) e integrando el resultado sobre Ω,tenemos∫
Ω
wtw|∇w|2(p−1) dx ≤
∫
Ω
∆w(aw|∇w|2(p−1)) dx+
∫
Ω
fw|∇w|2(p−1) dx
≤
∫
∂Ω
aw|∇w|2(p−1)∂w
∂ν
dx−
∫
Ω
∇w · ∇(aw|∇w|2(p−1)) dx+
∫
Ω
fw|∇w|2(p−1) dx
≤ −
∫
Ω
aw|∇w|2p dx−
∫
Ω
w∇w · ∇(a|∇w|2(p−1)) dx+
∫
Ω
fw|∇w|2(p−1) dx
≤ −d
∫
Ω
w|∇w|2p dx−
∫
Ω
waξ|∇w|2p dx−
∫
Ω
w|∇w|2(p−1)∇w · ax dx
−
∫
Ω
wa∇w · ∇(|∇w|2(p−1)) dx+
∫
Ω
fw|∇w|2(p−1) dx
≤ −d
∫
Ω
w|∇w|2p dx+
∫
Ω
w|∇w|2(p−1)|ax| dx
+ 2(p− 1)
n∑
i,j=1
∫
Ω
wa|∇w|2(p−1)|wxixj | dx+
∫
Ω
w|f ||∇w|2(p−1) dx
(1.1.23)
Desde que w es acotado, podemos encontrar una constante C1 > 0 tal que
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d∫
Ω
w|∇w|2p dx ≤ C1{
∫
Ω
|wt||∇w|2(p−1) dx+
∫
Ω
|∇w|2(p−1)|ax| dx
+
n∑
i,j=1
∫
Ω
|∇w|2(p−1)|wxixj | dx+
∫
Ω
|f ||∇w|2(p−1) dx}.
(1.1.24)
Usando la desigualdad de Young, podemos encontrar una constante C2 > 0 tal que
|wt||∇w|2(p−1) ≤ d
8C1
|∇w|2p+C2|wt|p,
|∇w|2(p−1)|ax| ≤ d
8C1
|∇w|2p+C2|ax|2p,
n∑
i,j=1
|∇w|2(p−1)|wxixj | ≤
d
8C1
|∇w|2p + C2
n∑
i,j=1
|wxixj |p,
|f ||∇w|2(p−1)| ≤ d
8C1
|∇w|2p + C2|f |p
(1.1.25)
Por lo tanto (1.1.24) llega a ser
d
2
∫
Ω
|∇w|2p dx ≤ C1C2{‖wt(., t)‖pLp(Ω) +
n∑
i,j=1
‖wxixj(., t)‖pLp(Ω)
+ ‖f(., t)‖pLp(Ω) + ‖ax(., t, w(., t))‖2pL2p(Ω)}
(1.1.26)
Integrando la desigualdad (1.1.26) con respecto a t de 0 a T obtenemos
∫
QT
|∇w|2p dx dt ≤ C[‖w‖p
W 2,1p (QT )
+ ‖f‖pLp(QT ) + ‖ax(., ., w)‖
2p
L2p(QT )
] (1.1.27)
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donde C > 0 es una constante dependiendo en supQT w y a. De la hipo´tesis del
lema, obtenemos que ∇w esta´ en L 2p(QT )
Lema 1.1.5. Sea q > 1, q˜ = 2 + 4q
n(q+1)
, β˜ en (0, 1) y sea CT > 0 cualquier nu´mero
el cual pueda depender de T . Entonces existe una constante M1 dependiendo en
q, n,Ω, β˜ y CT tal que para cualquier g en C([0, T ),W
1
2 (Ω)) con (
∫
Ω
|g(., t)|β˜dx)1/β˜ ≤
CT para todo t ∈ [0, T ], tenemos la desigualdad
‖g‖Lq˜(QT ) ≤M1
{
1 +
(
sup
0≤t≤T
‖g(., t)‖L2q/q+1(Ω)
)4q/n(q+1)q˜‖∇g‖2/q˜L2(QT )}.
Demostracio´n Ver [6]
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Cap´ıtulo 2
Estimativas
2.1. Lr - Estimativas para v
Lema 2.1.1. Existe una constante C3(T ) tal que ‖∇u‖L4(QT ) ≤ C3(T ).
Demostracio´n. Sea δ = α11/d1, w1 = (1 + δu)u. Por el Lema 1.1.1, u es acotada.
Por lo tanto, w1 es tambie´n acotado. Por el Lema 1.1.3, tenemos w1 ∈ W 2,12 (QT ).
Adema´s, w1 satisface
w1t ≤ d1(1 + 2δu)∆w1 + a1u(1 + 2δu)
=
√
d21 + 4δd1w1∆w1 + a1u(1 + 2δu).
Por el Lema 1.1.4 con p = 2, a(x, t, ξ) =
√
d21 + 4δd1ξ, f(x, t) = a1u(x, t)(1 +
2δu(x, t)), obtenemos el resultado deseado.
Lema 2.1.2. Sea r > 2 y pr =
2r
r−2 dos nu´meros positivos. Suponga que α22 > 0
y suponga tambie´n que existe una constante Mr,T > 0 dependiendo solamente de
r, T,Ω y los coeficientes de (1.0.2) tal que
‖∇u‖Lr(QT ) ≤Mr,T .
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Entonces para cualquier q > 1, existe una constante C(r, q, T ) > 0 tal que
‖v(., t)‖qLq(Ω) + ‖∇(vq/2)‖2L2(Qt) + ‖∇(v(q+1)/2)‖2L2(Qt)
≤ C(r, q, T )(1 + ‖v‖q−1
L
pr(q−1)
2 (Qt)
)
.
(2.1.1)
Demostracio´n. Para cualquier constante q > 1, multiplicando la segunda ecuacio´n
de (1.0.2) por qvq−1 y usando la integracio´n por partes, obtenemos
∂
∂t
∫
Ω
vqdx
= q
∫
Ω
vq−1∇ · [(d2 + α21u+ 2α22v)∇v + α21v∇u]dx+ q
∫
Ω
vq(a2 + b2u− c2v)dx
= −q(q − 1)
∫
Ω
vq−2(d2 + α21u+ 2α22v)|∇v|2dx− α21(q − 1)
∫
Ω
∇(vq) · ∇u dx
+ q
∫
Ω
vq(a2 + b2u− c2v)dx
≤ −q(q − 1)d2
∫
Ω
vq−2|∇v|2dx− 2α22q(q − 1)
∫
Ω
vq−1|∇v|2dx
− α21(q − 1)
∫
Ω
∇(vq) · ∇u dx+ q
∫
Ω
vq(a2 + b2u− c2v)dx
= −4(q − 1)d2
q
∫
Ω
|∇(v q2 )|2dx− 8α22q(q − 1)
(q + 1)2
∫
Ω
|∇(v q+12 )|2dx
− α21(q − 1)
∫
Ω
∇(vq) · ∇u dx+ q
∫
Ω
vq(a2 + b2u− c2v)dx.
Integrando la desigualdad anterior de 0 a t, tenemos∫
Ω
vq(x, t)dx+
4(q − 1)d2
q
∫
Qt
|∇(v q2 )|2dx dt+ 8α22q(q − 1)
(q + 1)2
∫
Qt
|∇(v q+12 )|2 dx dt
≤
∫
Ω
vq(x, 0)dx− α21(q − 1)
∫
Qt
∇(vq) · ∇u dx dt+ q
∫
Qt
vq(a2 + b2u− c2v) dx dt.
(2.1.2)
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Por la desigualdad de Ho¨lder, tenemos
q
∫
Qt
vq(a2 + b2u− c2v) dx dt
= a2q
∫
Qt
vqdxdt− c2q
∫
Qt
vq+1dxdt+ b2q
∫
Qt
uvqdxdt
≤ −c2q‖v‖q+1Lq+1(Qt) + |a2|q|QT |
1
q+1‖v‖qLq+1(Qt) + b2q
∫
Qt
uvqdxdt
≤ −c2q‖v‖q+1Lq+1(Qt) + |a2|q
[
ε‖v‖q+1Lq+1(Qt) + ε−q|QT |
q
q+1
]
+ b2q
∫
Qt
uvqdxdt
≤ B1 + b2q
∫
Qt
uvqdxdt,
(2.1.3)
donde ε = c2|a2| , B1 depende en T, q, |Ω| y los coeficientes de (1.0.2).
Por otro lado, desde que 1
r
+ 1
2
+ 1
pr
= 1, usando la desigualdad de Ho¨lder y la
desigualdad de Poincare´ , tenemos∫
Qt
uvqdxdt =
∫
Qt
u · v q−12 · v q+12 dx dt
≤ ‖v q−12 ‖Lpr (Qt) · ‖v
q+1
2 ‖L2(Qt) · ‖u‖Lr(Qt)
≤ C4m‖v‖(q−1)/2
L
pr(q−1)
2 (Qt)
· ‖∇(v q+12 )‖L2(Qt).
(2.1.4)
La substitucio´n de (2.1.4) en (2.1.3) conduce a
q
∫
Qt
vq(a2 + b2u− c2v)dxdt ≤ B1 + C5‖v‖(q−1)/2
L
pr(q−1)
2 (Qt)
· ‖∇(v q+12 )‖L2(Qt). (2.1.5)
Desde que 1
r
+ 1
2
+ 1
pr
= 1 y ∇u esta en Lr(QT ), usando la desigualdad de Ho¨lder,
tenemos
∣∣− ∫
Qt
∇(vq) · ∇u dx dt∣∣ = 2q
q + 1
∣∣ ∫
Qt
v
q−1
2 · ∇(v (q+1)2 ) · ∇u dx dt∣∣
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≤ 2q
q + 1
‖v q−12 ‖Lpr (Qt) · ‖∇(v
q+1
2 )‖L2(Qt) · ‖∇u‖Lr(Qt)
≤ 2q
q + 1
‖v‖
q−1
2
L
pr(q−1)
2 (Qt)
· ‖∇(v q+12 )‖L2(Qt) · ‖∇u‖Lr(Qt)
≤ 2q
q + 1
Mr,T‖v‖
q−1
2
L
pr(q−1)
2 (Qt)
· ‖∇(v q+12 )‖L2(Qt).
La substitucio´n (2.1.5) y la desigualdad anterior en (2.1.2) conduce a∫
Ω
vq(x, t)dx+
4(q − 1)d2
q
∫
Qt
|∇(v q2 )|2dx dt+ 8α22q(q − 1)
(q + 1)2
∫
Qt
|∇(v q+12 )|2 dx dt
≤ B2 + C6‖v‖
q−1
2
L
pr(q−1)
2 (Qt)
· ‖∇(v q+12 )‖L2(Qt)
≤ B2 + C6
4ε
‖v‖q−1
L
pr(q−1)
2 (Qt)
+ C6ε‖∇(v
q+1
2 )‖2L2(Qt),
(2.1.6)
donde B2 > 0 depende en q, T,Ω coeficientes de (1.0.2) y datos iniciales v0. Para
cualquier ε > 0, de (2.1.6) y mediante la eleccio´n de ε suficientemente pequen˜o
, tal que C6ε <
8α22q(q−1)
(q+1)2
, obtenemos (2.1.1). Esto completa la demostracio´n del
lema.
Para cualquier nu´mero a, denotamos a+ = ma´x{a, 0}.
Proposicio´n 2.1.1. Sea α22 > 0.
(i) Si α11 > 0, entonces existe una constante C7(T ) > 0 tal que
‖v‖V2(QT ) ≤ C7(T ).
Adema´s, para cualquier constante r < 4(n+1)
(n−2)+ , existe una constante positiva CT
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tal que
‖v‖Lr(QT ) ≤ CT .
(ii) If α11 = 0, entonces
‖v‖Lr(QT ) ≤ CT para cualquier r > 1.
Demostracio´n. (i) Fijemos w = v(q+1)/2 asi es que vq = w2q/(q+1) y vq+1 = w2.
Entonces
E ≡ sup
0≤t≤T
∫
Ω
vq(x, t)dx+
∫
QT
|∇(v(q+1)/2)|2 dx dt
= sup
0≤t≤T
∫
Ω
w2q/q+1dx+
∫
QT
|∇w|2 dx dt.
Sea r0 = 4, p0 =
2r0
r0−2 . Por Lema 2.1.1, vemos que ∇u esta en Lr0(QT ). Asi es que,
del Lema 2.1.2, tenemos
E + ‖∇(v q2 )‖2L2(QT ) ≤ C(r0, q, T )
(
1 + ‖w‖
2(q−1)
q+1
L
p0(q−1)
q+1 (QT )
)
, (2.1.7)
donde C(r0, q, T ) > 0 dependiendo solamente de T,Ω, condiciones iniciales u0, v0 y
los coeficientes de (1.0.2). Desde que q > 1, restringimos nuestro q
(np0 − 2n− 4)q ≤ 2n+ np0. (2.1.8)
Entonces, p0(q−1)
q+1
≤ q˜, donde q˜ = 2 + 4q
n(q+1)
. Por lo tanto, por la desigualdad de
Ho¨lder
‖w‖
L
p0(q−1)
q+1 (QT )
≤ C8(q, T )‖w‖Lq˜(QT ), (2.1.9)
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donde C8(q, T ) = |QT |
q+1
p0(q−1)−
1
q˜ . Fijando β˜ = 2/(q + 1) ∈ (0, 1), por Lema 1.1.2
tenemos
‖w(., t)‖
Lβ˜(Ω)
= ‖v(., t)‖
1
β˜
L1(Ω) ≤ (C1(T ))
1
β˜ , ∀t ∈ [0, T ). (2.1.10)
Luego, por Lema 1.1.5 y la definicio´n de E, (2.1.10) conduce a
‖w‖Lp0(q−1)/q+1(QT ) ≤ C8(q, T )‖w‖Lq˜(QT ) ≤ C8(q, T )M1{1 + E2/nq˜E
1
q˜ }. (2.1.11)
Entonces (2.1.7) junto con la anterior desigualdad, podemos encontrar una constante
C9(q, T ) > 0 tal que
E ≤ C9(q, T )(1 + EµEν) (2.1.12)
donde
µ =
4(q − 1)
nq˜(q + 1)
, ν =
2(q − 1)
q˜(q + 1)
.
Desde que
µ+ ν =
2(q − 1)
q˜(q + 1)
[ 2
n
+ 1
]
<
1
q˜
[ 4q
n(q + 2)
+ 2
]
= 1,
Es simple ver que E es acotada en (2.1.12). Luego de (2.1.11) y (2.1.12) obtenemos
w ∈ Lq˜(QT ) que a su vez implica que v ∈ Lr(QT ) con r = q˜(q+1)2 para cualquier q
que satisface (2.1.8). Ahora, de (2.1.8), para n ≤ 2, tenemos
np0 − 2n− 4 = 2(n− 2) ≤ 0, (2.1.13)
entonces (2.1.8) es va´lido para todo q. Asi que para n ≤ 2, v ∈ Lr(QT ) para todo
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r > 1. Ahora, suponga que n > 2, vemos que (2.1.8) es equivalente a
1 < q < q0 :=
2n+ np0
(np0 − 2n− 4) =
3n
n− 2 .
Entonces, tenemos
q˜(q + 1)
2
= q + 1 +
2q
n
≤ r1 := q0 + 1 + 2q0
n
=
4(n+ 1)
n− 2 .
Asi, vemos que v esta´ en Lr(QT ) para toda 1 < r ≤ r1. Desde que (2.1.8) es
verdad para q = 2. Asi cuando q = 2, tenemos que E es finito. Por lo tanto, de
(2.1.7) y (2.1.11),vemos que ‖v‖V2(QT ) es acotada para cualquier n, esto completa la
demostracio´n de la proposicio´n 2.1.1 cuando α11 > 0 y r <
4(n+2)
(n−2)+ .
A seguir, consideremos el caso α11 = 0. Por la desigualdad de Ho¨lder, tenemos
q
∫
Qt
vq(a2 + b2u− c2v) dx dt
= a2q
∫
Qt
vqdxdt− c2q
∫
Qt
vq+1dxdt+ b2q
∫
Qt
uvqdxdt
≤ −c2q‖v‖q+1Lq+1(Qt) + |a2|q|QT |
1
q+1‖v‖qLq+1(Qt)
+ b2q‖v‖qLq+1(Qt) · ‖u‖Lq+1(Qt)
≤ −c2q‖v‖q+1Lq+1(Qt) + |a2|q|QT |
1
q+1‖v‖qLq+1(Qt) + b2qm‖v‖
q
Lq+1(Qt)
≤ −c2q‖v‖q+1Lq+1(Qt) + qε‖v‖
q+1
Lq+1(Qt)
+B3
≤ B3,
(2.1.14)
donde ε = c2 y B3 > 0 el cual depende solamente de T, q, |Ω|, ‖u0‖L∞(Ω) y los
coeficientes de (1.0.2).
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Integramos por partes una vez para obtener del Lema 1.1.1 y del [20, Teorema
9.1, p. 341-342] usando las condiciones de frontera de Neumann en [20, p.351](Ver
Ape´ndice) tenemos
∣∣− ∫
Qt
∇(vq) · ∇u dx dt∣∣
=
∣∣− ∫
Qt
vq∆u dx dt
∣∣
≤ ‖v‖qLq+1(QT ) · ‖∆u‖Lq+1(QT )
≤ C10‖v‖qLq+1(QT )
(
‖u(a1 − b1u− c1v)‖Lq+1(QT ) + ‖u0‖
W
2− 2q+1
q+1 (Ω)
)
≤ C11
(
1 + ‖v‖q+1Lq+1(QT )
)
.
(2.1.15)
La substitucio´n de (2.1.14) y (2.1.15) en (2.1.2) conduce a
sup
0≤t≤T
‖vq(t)‖qLq(Ω) + ‖∇(v(q+1)/2)‖2L2(QT ) ≤ C12
(
1 + ‖v‖q+1Lq+1(QT )
)
. (2.1.16)
Introducimos w = v
q+1
2 , entonces de (2.1.16) obtenemos
E ≡ sup
0≤t≤T
‖w(t)‖
2q
q+1
L
2q
q+1 (Ω)
+ ‖∇w‖2L2(QT ) ≤ C12
(
1 + ‖w‖2L2(QT )
)
. (2.1.17)
Del Lema 1.1.2 tenemos que v ∈ L2(QT ), asi ‖w‖
L
4
q+1 (QT )
≤ C13. Desde que 4q+1 <
2 ≤ q˜. Luego de la desigualdad de Ho¨lder
‖w‖2L2(QT ) ≤ ‖w‖
2(1−λ)
Lq˜(QT )
‖w‖2λ
L
4
q+1 (QT )
≤ C2λ13 ‖w‖2(1−λ)Lq˜(QT ), (2.1.18)
donde λ = (1
2
− 1
q˜
)/( q+1
4
− 1
q˜
). Fijando β˜ = 2/(q+1) ∈ (0, 1), tenemos ‖w(., t)‖
Lβ˜(Ω)
=
‖v(., t)‖
1
β˜
L1(Ω) ≤ C1(T )
1
β˜ para todo t ∈ [0, T ) por Lema 1.1.2. Entonces de (2.1.17),
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(2.1.18) y del Lema 1.1.5 tenemos que
E ≤ C14(1 + Eα) (2.1.19)
donde
α =
2(1− λ)
q˜
( 2
n
+ 1
)
< 1.
En consecuencia (2.1.19) implica
sup
0≤t≤T
‖w(t)‖
2q
q+1
L
2q
q+1 (Ω)
≤ E ≤ C15
para algu´n C15 > 0, sea r = q > 1, asi es que sup0≤t≤T ‖v(t)‖Lr(Ω) ≤ CT y la
demostracio´n concluye.
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Cap´ıtulo 3
Demostracio´n del Teorema Principal
3.1. Demostracio´n del Teorema 1.0.2
El primer paso de la demostracio´n es mostrar que v esta´ en Lr(QT ) para
cualquier r > 1.
Lema 3.1.1. Sea α11 > 0 y supongamos que existen r1 > ma´x{n+22 , 3} y una cons-
tante positiva Cr1,T tal que
‖v‖Lr1 (QT ) ≤ Cr1,T .
Entonces, v esta´ en Lr(QT ) para cualquier r > 1.
Demostracio´n. La demostracio´n es casi ide´ntica a [9, Lema 4.1], (Ver Ape´ndice)
pero para completar repetimos esto aqui. Primero, la ecuacio´n para u puede ser
escrita como
ut = ∇ · [(d1 + 2α11u)∇u] + u(a1 − b1u− c1v), (3.1.1)
donde d1 + 2α11u esta´ acotado en QT por el Lema 1.1.1 y u(a1 − b1u− c1v) esta´ en
Lr1 con r1 >
n+2
2
. Aplicando el resultado de continuidad de la desigualdad de Ho¨lder
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en [20, Teorema 10.1, p. 204] (Ver Ape´ndice) a (3.1.1) tenemos que
u ∈ Cβ,β2 (QT ) para algun β > 0. (3.1.2)
Adema´s,
w1t = (d1 + 2α11u)∆w1 + f1, (3.1.3)
donde w1 = (d1 + α11u)u esta´ como en la demostracio´n del Lema 1.1.3, f1 =
(d1 + 2α11u)u(a1 − b1u − c1v). Desde que u es acotado y por la suposicio´n de este
Lema, vemos que f1 esta´ en L
r1(QT ). De (3.1.2), Lema 1.1.1 y la Proposicio´n 2.1.1,
aplicando [20, Teorema 9.1, pp. 341-342] y de [20, P. 351],(Ver Ape´ndice) tenemos
w1 ∈ W 2,1r1 (QT ). (3.1.4)
Esto implica ∇u = 1
d1+2α11u
∇w1 en Lr1(QT ). Ahora, siguiendo la demostracio´n de
la Proposicio´n 2.1.1 con r1 en vez de r0 y p1 =
2r1
r1−2 en vez de p0, vemos que v esta
en Lr(QT ) para cualquier r > 1 o v esta´ en L
r2(QT ) donde
r2 :=
(n+ 1)r1
n+ 2− r1 .
El u´ltimo caso sucede si y solamente si n+ 2− r1 > 0. Si v esta´ en Lr2(QT ), vemos
que f1 esta en L
r2(QT ). Por lo tanto, aplicando [20, Teorema 9.1, p. 341-342] y [20, p.
351](Ver Ape´ndice), tenemos ∇u en Lr2(QT ). Luego usando el mismo argumento
una y otra vez nos llevara´ a una sucecio´n de nu´meros
rk+1 :=
(n+ 1)rk
n+ 2− rk . (3.1.5)
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luego obtenemos que v esta´ en Lr(QT ) para cualquier r > 1 cuando
n+ 2− rk ≤ 0. (3.1.6)
Desde r1 > 3, de (3.1.5) podemos demostrar por induccio´n que rk > 3, k = 1, 2, . . . .
Entonces, tenemos
rk+1
rk
=
n+ 1
n+ 2− rk ≥
n+ 1
n− 1 > 1. (3.1.7)
Por consiguiente, la sucesio´n rk es estrictamente creciente. Por lo tanto, debe existir
algu´n k tal que (3.1.6) se obtiene. Luego concluimos que v esta´ en Lr(QT ) para
cualquier r > 1, es decir, existe una constante positiva C16 tal que ‖v‖Lr(QT ) ≤ C16,
donde C16 > 0 depende de q, T,Ω y los coeficientes del sistema (1.0.2) pero no en
r.
Por tanto, de la proposicio´n 2.1.1 y del Lema 3.1.1, tenemos el siguiente lema.
Lema 3.1.2. Sea α22 > 0 y supongamos (i) α11 = 0 o (ii) α11 > 0 y n < 10.
Entonces existe M2 tal que
‖v‖Lr(QT ) ≤M2 para cualquier r > 1.
Adema´s, para cualquier r > 1, v esta´ en V2(QT ).
Prueba del Teorema 1.0.2. Damos la demostracio´n solamente para el caso α11 > 0
por que la demostracio´n para α11 = 0 es esencialmente la misma. Por Lema 3.1.2, v
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esta´ acotada en QT . De (3.1.3), tenemos
w1t = (d1 + 2α11u)∆w1 + f1,
donde f1 = (d1+2α11u)u(a1−b1u−c1v) esta´ acotado en QT por el Lema 1.1.1 y Lema
3.1.2, (d1 + 2α11u) ∈ Cβ,β2 (QT ) por (3.1.2). Por [20, Teorema 9.1, p.341-342](Ver
Ape´ndice),tenemos
‖w1‖W 2,1r (QT ) < M3 para
n+ 2
2
< r <
4(n+ 1)
(n− 2)+ .
Luego se desprende de [20, Lema 3.3, p.80](Ver Ape´ndice) que
w1 ∈ C1+β∗,
(1+β∗)
2 (QT ), ∀ 0 < β∗ < 1. (3.1.8)
Desde que u =
−d1+
√
d21+4w1α11
2α11
, se desprende de (3.1.8) que
u ∈ C1+β∗, (1+β
∗)
2 (QT ), ∀ 0 < β∗ < 1. (3.1.9)
Luego, reescribimos la ecuacio´n para v
vt = ∇ · [(d2 + α21u+ 2α22v)∇v + α21v∇u] + f2(x, t),
donde f2(x, t) = v(a2 + b2u − c2v), u, v y ∇u son todas funciones acotadas
debido al lema 1.1.1, Lema 3.1.2 y (3.1.9). Por [20, Teorema 10.1, p.204] (Ver
Ape´ndice), tenemos v∈Cσ,σ2 (QT ) con 0 < σ < 1. Ahora, retornamos a la ecuacio´n
para u y escribimos
ut = (d1 + 2α11u)∆u+ f3(x, t), (3.1.10)
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donde f3(x, t) = 2α11|∇u|2 + u(a1 − b1u − c1v) ∈ Cσ,σ2 (QT ) por (3.1.9) y (3.1).
Entonces la estimativa de Schauder en [20, Teorema 5.3, p.320-321](Ver Ape´ndice)
aplicado a (3.1.10) conducen a
u ∈ C2+σ∗, 2+σ
∗
2 (QT ) con σ
∗ = mı´n{λ, σ}. (3.1.11)
Sea w2 = (d2 + α21u+ α22v)v. Entonces w2 satisface
w2t = (d2 + α21u+ 2α22v)∆w2 + f4(x, t), (3.1.12)
donde f4(x, t) = (d2 + α21u + 2α22v)v(a2 + b2u − c2v) + α21vut ∈ Cσ∗,σ
∗
2 (QT ) por
(3.1.10) y (3.1.11), d2 + α21u + 2α22v ∈ Cσ,σ2 (QT ) por (3.1.9) y (3.1), aplicando la
estimativa Schauder a la ecuacio´n (3.1.12), tenemos
w2 ∈ C2+σ∗, 2+σ
∗
2 (QT ). (3.1.13)
Entonces
v =
−(d2 + α21u) +
√
(d2 + α21u)2 + 4w2α22
2α22
∈ C2+σ∗, 2+σ
∗
2 (QT ). (3.1.14)
Ahora repetimos el procedimiento haciendo uso de (3.1.11) y (3.1.14) en lugar de
(3.1.9) y (3.1), tenemos
u, v ∈ C2+λ, 2+λ2 (QT ). (3.1.15)
Finalmente, las estimativas (3.1.11) y (3.1.14) implican que las hipotesis del Teorema
1.0.1 son satisfechas. Por tanto la solucio´n (u, v) existe globalmente en el tiempo.
La demostracio´n del teorema 1.0.2 esta ahora completa.
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Cap´ıtulo 4
Estabilidad
4.1. Definicio´n de la Estabilidad
En matema´ticas, la teor´ıa de estabilidad estudia la estabilidad de las solucio-
nes de ecuaciones diferenciales y sistemas dina´micos, es decir, examina como difieren
las soluciones bajo pequen˜as modificaciones de las condiciones iniciales.
La estabilidad es muy importante en f´ısica y ciencias aplicadas, ya que en general
en los problemas pra´cticos las condiciones iniciales nunca se conocen con toda pre-
cisio´n, y la predictibilidad requiere que pequen˜as desviaciones iniciales, no generen
comportamientos cualitativamente muy diferentes a corto plazo. Cuando la diferen-
cia entre dos soluciones con valores iniciales cercanos puede acotarse mediante la
diferencia de valores iniciales se dice que la evolucio´n temporal del sistema presenta
estabilidad.
Debido a que toda ecuacio´n diferencial puede reducirse a un sistema de ecuaciones
diferenciales de primer orden equivalente, el estudio de la estabilidad de las solu-
ciones de ecuaciones diferenciales puede reducirse al estudio de la estabilidad de los
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sistemas de ecuaciones diferenciales.
4.2. Estabilidad segu´n Lyapunov
La estabilidad de puntos de equilibrio generalmente se caracteriza en el sen-
tido de Lyapunov, un matema´tico e ingeniero ruso que establecio´ las bases de la
teor´ıa que hoy lleva su nombre. Un punto de equilibrio se dice estable si todas las
soluciones que se inician en las cercan´ıas del punto de equilibrio permanecen en las
cercan´ıas del punto de equilibrio; de otro modo el punto de equilibrio es inestable.
Un punto de equilibrio se dice asinto´ticamente estable si todas las soluciones que se
inician en las cercan´ıas del punto de equilibrio no so´lo permanecen en las cercan´ıas
del punto de equilibrio, sino que adema´s tienden hacia el equilibrio a medida que el
tiempo se aproxima al infinito.
Los teoremas de estabilidad de Lyapunov dan condiciones suficientes para estabi-
lidad de puntos de equilibrio. Existen teoremas conversos que establecen que, al
menos conceptualmente, en los teoremas de Lyapunov muchas de estas condiciones
son tambie´n necesarias.
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4.3. Teorema de Estabilidad segu´n Lyapunov para
un sistema estacionario.
Consideremos el sistema estacionario
x′ = f(x) (4.3.1)
donde f : D 7→ Rn es localmente Lipschitz desde un dominio D ⊂ Rn en Rn.
Supongamos que x0 ∈ D es un punto de equilibrio de (4.3.1), es decir f(x0) = 0.
Por conveniencia se puede asumir que x0 = 0 (esto no nos hace perder la generalidad
ya que podemos definir y = x−x0 y trabajar con la ecuacio´n y′ = g(y) donde g(y):=
f(y + x0), que tiene un equilibrio en el origen.)
Definicio´n 20. El punto de equilibrio x = 0 de (4.3.1)es
estable si para cada  > 0 existe δ = δ() tal que
‖x(0)‖ < δ entonces ‖x(t)‖ < , ∀t ≥ 0
inestable si no es estable
asinto´ticamente estable si es estable y δ puede elegirse tal que
‖x(0)‖ < δ entonces l´ımt→∞ x(t) = 0
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Teorema 4.3.1. (Lyapunov) Sea x = 0 un punto de equilibrio de (4.3.1) y sea D ⊂
Rn un dominio que contiene al origen.Sea V : D 7→ R una funcio´n continuamente
diferenciable tal que
V (0) = 0 y V (x) > 0 en D-{0}
V ′(x) ≤ 0 en D
Entonces x = 0 es estable.Ma´s au´n,si
V ′(x) < 0 en D-{0}
Entonces x = 0 es asinto´ticamente estable.
Demostracio´n: Ver[23]
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4.4. Teorema de Estabilidad segu´n Lyapunov para
un sistema no estacionario.
Consideremos el sistema no estacionario
x′ = f(t, x) (4.4.1)
donde f : [0,∞)×D 7→ Rn es seccionalmente continua en t y localmente Lipschitz
en x en [0,∞)×D, y D ⊂ Rn es un dominio que contiene al origen x = 0.El origen
es un punto de equilibrio de (4.4.1) para t = 0 si
f(t, 0) = 0, ∀t ≥ 0
Un equilibrio en el origen puede ser la traslacio´n de un punto de equilibrio que no
esta´ en cero o, ma´s generalmente, la traslacio´n de una solucio´n no nula del sistema.
Para ver este u´ltimo punto, supongamos que y(τ) es una solucio´n del sistema
dy
dτ
= g(τ, y) (4.4.2)
definida para todo τ ≥ a. El cambio de variables x = y−y(τ); t = τ−a transforma
el sistema en la forma
x′ = g(t+ a, x+ y(t+ a))− y′(t+ a) := f(t, x)
como y′(t+ a)=g(t+ a, y(t+ a)), ∀t ≥ 0
el origen x = 0 es un punto de equilibrio del sistema transformado para t = 0.
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Por lo tanto, examinando la estabilidad del origen como un punto de equilibrio del
sistema transformado, determinamos la estabilidad de la solucio´n y(τ) del sistema
original. Notar que si y(τ) no es constante, el sistema transformado es no estaciona-
rio aunque el sistema original sea estacionario. Por lo tanto, el estudio de estabilidad
de soluciones en el sentido de Lyapunov so´lo puede hacerse mediante el estudio de
la estabilidad de equilibrios de sistemas no estacionarios.
Nos va a interesar definir estabilidad del origen como una propiedad uniforme con
respecto al instante inicial.
Definicio´n 21. (Estabilidad Uniforme) El punto de equilibrio x = 0 de (4.4.1)
es
estable, si para cada  > 0 existe δ =δ(, t0) tal que
‖x(t0)‖ < δ entonces ‖x(t)‖ < , ∀t ≥ t0 (4.4.3)
uniformemente estable, si para cada  > 0 existe δ = δ() independiente de t0
tal que (4.4.3) se satisface.
inestable, si no es estable.
asinto´ticamente estable, si es estable y existe c = c(t0) tal que x(t) 7→ 0 cuando
t 7→ ∞ para todo ‖x(t0)‖ < c
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uniformemente asinto´ticamente estable, si es uniformemente estable y existe
c > 0 independiente de t0 tal que para todo ‖x(t0)‖ < c, x(t) 7→ 0 cuando
t 7→ ∞, uniformemente en t0; es decir, para cada  > 0 existe T = T () tal
que
‖x(t)‖ < , ∀t ≥ t0 + T () ∀‖x(t0)‖ < c
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4.5. Discusio´n de la Estabilidad
En esta seccio´n, discutimos la estabilidad asinto´tica global del punto de equi-
librio positivo (u, v) para (1.0.2), es decir demostrar Teorema 1.0.3.
Demostracio´n del Teorema 1.0.3. Defino la funcio´n de Lyapunov :
H(u, v) =
∫
Ω
[
(u− u¯− u¯ ln u
u¯
) + ρ(v − v¯ − v¯ ln v
v¯
)
]
dx,
donde ρ = (b2c1 + 2b1c2)b
−2
2 . Obviamente, H(u, v) es nonegativa y H(u, v) = 0 si
y solamente si (u, v) = (u, v). Por el Teorema 1.0.2, H(u, v) esta´ bien puesto para
t ≥ 0 si (u, v) es solucio´n positiva para el sistema (1.0.2). La derivada en tiempo de
H(u, v) para el sistema (1.0.2) satisface
dH(u, v)
dt
=
∫
Ω
(u− u¯
u
ut + ρ
v − v¯
v
vt
)
dx
=
∫
Ω
{u− u¯
u
∇ · [(d1 + 2α11u)∇u] + (u− u¯)(a1 − b1u− c1v)
+ ρ
v − v¯
v
∇ · [(d2 + α21u+ 2α22v)∇v + α21v∇u] + ρ(v − v¯)(a2 + b2u− c2v)}dx
= −
∫
Ω
[(d1 + 2α11u)u¯
u2
|∇u|2 + ρα21v¯
v
∇u · ∇v + ρ(d2 + α21u+ 2α22v)v¯
v2
|∇v|2]dx
−
∫
Ω
[b1(u− u¯)2 + (c1 − ρb2)(u− u¯)(v − v¯) + c2ρ(v − v¯)2]dx.
El segundo integrando en la anterior desigualdad es definido positivo por la eleccio´n
de ρ. Mientras tanto el primer integrando es definido semipositivo si
4ρu v(d1 + 2α22u)(d2 + α21u+ 2α22v) > u
2(α21v)
2. (4.5.1)
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Por el Lema 1.1.1 y Teorema 1.0.2, la condicio´n (1.0.4) implica (4.5.1). Por lo tanto,
cuando todas las condiciones en el teorema 1.0.3 se satisfacen, existe una constante
positiva δ dependiendo de b1, b2, c1 y c2 tal que
dH(u, v)
dt
≤ −δ
∫
Ω
[(u− u¯)2 + (v − v¯)2]dx. (4.5.2)
Para obtener la convergencia uniforme de la solucio´n a (1.0.2), recordamos el si-
guiente resultado el cual puede ser encontrado en [21]en chino. Aqu´ı presentaremos
un bosquejo de la demostracio´n encontrada en ese paper chino.
Lema 4.5.1. Sean a y b constantes positivas. Suponga que ϕ, ψ ∈ C1[a,+∞), ψ(t) ≥
0, y ϕ es acotada inferiormente. Si ϕ′(t) ≤ −bψ(t) y ψ′(t) ≤K en[a,+∞),para
alguna constante positiva K entonces l´ımt→∞ ψ(t) = 0.
Demostracio´n. (Por contradiccio´n) Supongamos que existe un 0 > 0 y una sucesio´n
{tj} con tj →∞ cuando n→∞ tal que
a=t0 < t1 < t2 < t3 < t4 < ... < ti < ..., ti − ti−1 > 1
ψ(ti) > 0
Sea α > 0 suficientemente pequen˜o tal que ti−1 < ti − α y αK < 02 . Usando
la desigualdad ψ′(t) ≤ K tenemos que ψ(ti) − ψ(t) ≤K(ti − t) para t ∈[ti − α, ti].
Entonces ψ(ti) ≥ ψ(ti) +K(t− ti) > 0 −Kα > 02 para t ∈[ti − α, ti].
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Utilizando la desigualdad anterior y la condicio´n ϕ′(t) ≤ −bψ(t) tenemos
ϕ(t) ≤ ϕ(a)− b
∫ t
a
ψ(t) dt ≤ ϕ(a)− b
N∑
1
∫ ti
ti−a
ψ(t) dt ≤ ϕ(a)− 0KNα
2
(4.5.3)
para t ≥ tN . Por lo tanto l´ımt→+∞ ϕ(t) = −∞ esto conduce a una contradiccio´n con
el supuesto que ϕ esta´ acotado inferiormente.
Usando integracion por partes, la desigualdad de Ho¨lder, Lema 1.1.1, y el Lema
3.1.2, se puede facilmente verificar que d
dt
∫
Ω
[(u − u¯)2 + (v − v¯)2]dx es acotado por
lo anterior. Luego del lema 4.5.1 y la desigualdad de (4.5.2), tenemos
‖u(·, t)− u‖L∞(Ω) → 0, ‖v(·, t)− v‖L∞(Ω) → 0 (t→∞).
Es decir, (u, v) converge uniformemente a (u, v). Como H(u, v) decrece para t ≥ 0,
es obvio que (u, v) es asinto´tico global estable, y la prueba del teorema 1.0.3 es
completa.
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4.6. Gra´ficos del sistema cross diffusion para n=1
Ejemplo 1

∂u
∂t
− ∂2
∂x2
[(50 + 0u)u] = u(0,3− 0,5u− 0,1v) en ]− 4, 4[×[0, 20[,
∂v
∂t
− ∂2
∂x2
[(100 + 0,2u+ v)v] = v(0,2 + 0,1u− 0,1v) en ]− 4, 4[×[0, 20[,
∂
∂x
u(x, t) = ∂
∂x
v(x, t) = 0 en {−4, 4}
u(x, 0) = 40 ≥ 0, v(x, 0) = 2 ≥ 0 en ]− 4, 4[.
(4.6.1)
Codificamos este sistema con sus respectivas ecuaciones y condiciones del Teorema
1.0.3 en el software Mathematica de la Wolfram.
Primero, ingresamos los datos que verifican las condiciones y obtenemos el punto de
equilibrio para este caso.
Segundo, codificamos las ecuaciones del sistema anterior y las ploteamos para vi-
sualizar el comportamiento de u (densidad de las presas) y v (densidad de los de-
predadores).
Tercero, interpretamos los gra´ficos,se presentan dos depredadores con cuarenta pre-
sas inicialmente, los depredadores tienden a difusarse a la regio´n donde la presa es
ma´s abundante en un intervalo de 35 d´ıas,en el d´ıa 28 las presas se reduciran a una
y los depredadores tienden a crecer.
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Ejemplo 2
∂u
∂t
− ∂2
∂x2
[(50 + 0u)u] = u(0,3− 0,5u− 0,1v) en ]− 4, 4[×[0, 28[,
∂v
∂t
− ∂2
∂x2
[(100 + 0,2u+ v)v] = v(0,2 + 0,1u− 0,1v) en ]− 4, 4[×[0, 28[,
∂
∂x
u(x, t) = ∂
∂x
v(x, t) = 0 en {−4, 4}
u(x, 0) = 3 ≥ 0, v(x, 0) = 8 ≥ 0 en ]− 4, 4[.
(4.6.2)
Codificamos este sistema con sus respectivas ecuaciones y condiciones del Teorema
1.0.3 en el software Mathematica de la Wolfram.
Primero, ingresamos los datos que verifican las condiciones y obtenemos el punto de
equilibrio para este caso.
Segundo, codificamos las ecuaciones del sistema anterior y las ploteamos para vi-
sualizar el comportamiento de u (densidad de las presas) y v (densidad de los de-
predadores).
Tercero, interpretamos los gra´ficos,se presentan ocho depredadores con tres presas
inicialmente, los depredadores tienden a difusarse a la regio´n donde la presa es ma´s
abundante en un intervalo de 28 d´ıas,en el d´ıa 25 tienden desaparecer las presas y
la poblacio´n de depredadores se reducen a 2.
52
4.7. Gra´ficos del sistema cross diffusion para n=2
Ejemplo 3
∂u
∂t
− ∂2
∂x2
[(0,8 + 0,5u)u]− ∂2
∂y2
[(0,8 + 0,5u)u] = u(0,2− 0,4u− 0,1v)
en ]− 3, 3[×]− 3, 3[×[0, 15[,
∂v
∂t
− ∂2
∂x2
[(0,4 + 0,3u+ 0,4v)v]− ∂2
∂x2
[(0,4 + 0,3u+ 0,4v)v] = v(0,2 + 0,1u− 0,1v)
en ]− 3, 3[×]− 3, 3[×[0, 15[,
∂
∂x
u(x, y, t) = ∂
∂x
v(x, y, t) = ∂
∂y
v(x, y, t) = ∂
∂y
u(x, y, t) = 0
en x = −3, x = 3, y = −3, y = 3
u(x, y, 0) = 8, v(x, y, 0) = 2 en ]− 3, 3[×]− 3, 3[.
(4.7.1)
Codificamos este sistema con sus respectivas ecuaciones y condiciones del Teorema
1.0.3 en el software Mathematica de la Wolfram.
Primero, ingresamos los datos que verifican las condiciones y obtenemos el punto de
equilibrio para este caso.
Segundo, codificamos las ecuaciones del sistema anterior y las ploteamos para vi-
sualizar el comportamiento de u (densidad de las presas) y v (densidad de los de-
predadores)en un habitat Ω=]− 3, 3[×]− 3, 3[.
Tercero, interpretamos los gra´ficos,se presentan dos depredadores con ocho presas
inicialmente, los depredadores tienden a difusarse a la regio´n donde la presa es ma´s
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abundante en un intervalo de 24 d´ıas,en el d´ıa 17 la poblacio´n de presas desaparece
y al poco tiempo los depredadores tambien desaparecen, ya que sin alimento no
podran subsistir.
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Codificacio´n del Ejemplo 1
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Gra´ficos del Ejemplo 1
Figura 4.1: Plot[First[u[t, 0], v[t, 0] /. sol], t, 0, 35]
Figura 4.2: Plot3D[Evaluate[{u[t, x], v[t, x]} /. First[sol]], {t, 0, 35}, {x, -4, 4}]
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Codificacio´n del Ejemplo 2
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Gra´ficos del Ejemplo 2
Figura 4.3: Plot[First[{u[t, 0], v[t, 0]} /. sol], {t, 0, 28}]
Figura 4.4: Plot3D[Evaluate[{u[t, x], v[t, x]} /. First[sol]], {t, 0, 28},{x,-4,4}]
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Codificacio´n del Ejemplo 3
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Gra´ficos del Ejemplo 3
Figura 4.5: Plot[First[{u[t, 0, 0], v[t, 0, 0] } /. sol], {t, 0, 24}]
Figura 4.6: Plot3D[First[{u[t, x, 0], v[t, x, 0]} /. sol],{t, 0, 24},{x, -3, 3}]
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Cap´ıtulo 5
Conclusiones
En esta tesis hemos vinculado Ecolog´ıa y Matema´tica estudiando un sistema no
lineal parabo´lico fuertemente acoplado el cual presenta cross diffusion con funciones
de reaccio´n tipo depredador presa.
Este trabajo, muestra la utilidad del resultado del teorema de Amann para
garantizar la existencia u´nica de soluciones del sistema no lineal con cross diffusion.
Posteriormente analizamos las Lr estimativas de la solucio´n v usando los lemas
previos y algunos teoremas de Ladyzenskaja.
Luego demostramos el teorema principal usando la estimativa de Schauder, los
resultados de los teoremas de Ladyzenskaja, y las hipo´tesis del teorema de Amann
para concluir que (u, v) existe globalmente en el tiempo.
Finalmente hemos analizado la estabilidad del sistema usando el metodo de
Lyapunov. Adema´s mostramos el comportamiento de las soluciones para el caso
n=1,2 usando el software Mathematica versio´n 7 de la Wolfram.
Una investigacio´n interesante a futuro sera utilizar el teorema de Amann para
tres o ma´s niveles tro´ficos.
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Ape´ndice A
APE´NDICE
A.1. Fo´rmula de Green
Sea u,v ∈C2(Ω).Entonces
∫
Ω
∆u dx =
∫
∂Ω
∂u
∂η
dS (A.1.1)
A.2. Lema de Comparacio´n
Considere la ecuacio´n diferencial escalar:
u˙ = f(t, u), u(t0) = u0 (A.2.1)
donde f(t, u) es continua en t y localmente lipchitz en u, para todo t ≥ 0 y todo u
∈ J ⊆ R. Sea [to, T ) (T puede ser infinito) ser el intervalo ma´ximal de existencia
de la solucio´n u(t),y suponga u(t) ∈ J para todo t ∈ [to, T ). Sea v(t) una funcio´n
continua cuya derivada lateral por la derecha satisface la desigualdad diferencial por
la derecha D+v(t) satisface la desigualdad diferencial
D+v(t) ≤ f(t, v(t)), v(t0) ≤ u0 (A.2.2)
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con v(t) ∈ J para todo t ∈ [to, T ). Entonces v(t) ≤ u(t) para todo t ∈[to, T ).
La demostracio´n del anterior lema puede ser encontrado en [23, Cap´ıtulo2].
A.3. Lema
Sea y una funcio´n no negativa satisfaciendo
dy
dt
= K0 + Ay −Byq
y(0) = y0
(A.3.1)
donde y0, K0, A, B son constantes positivas, q > 1. Entonces existe una constante
positiva K tal que
y(t) ≤ K (A.3.2)
Demostracio´n Sean A, B constantes fijas positivas y q > 1, nosotros consideramos
el siguiente sistema :
dZ+
dt
= K0 + AZ
+
Z+(0) = y0
(A.3.3)
y el siguiente sistema :
dZ−
dt
= −(K0 + AZ−)
Z−(0) = y0
(A.3.4)
Luego usamos el Lema de comparacio´n en (A.3.2) y (A.3.3). Nuevamente com-
paramos (A.3.2) y (A.3.4) y obtenemos
Z−(t) ≤ y(t) ≤ Z+(t) t ∈ (0,∞) (A.3.5)
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Sea f(y) = K0 + Ay −Byq. f(y)=0 logra su ma´ximo en y = Ymax.
Sea K = max{y0, Ymax}. Obviamente, Z(t) = K es una solucio´n de (A.3.1) por el
principio de comparacio´n nuevamente tenemos
y ≤ K (A.3.6)
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A.4. Teorema 9.1
Sea q > 1. Suponga que todos los coeficientes aij del operador L son funciones
acotadas y continuas en QT ,mientras los coeficientes ai y a tienen normas finitas
‖ai‖(loc)r,QT y ‖a‖
(loc)
s,QT
respectivamente, con
r =

max(q, n+ 2) para q 6= n+ 2
n+ 2 +  para q = n+ 2
s =

max(q, n+2
2
) para q 6= n+2
2
n+2
2
+  para q = n+2
2
y sea  un nu´mero arbitrario pequen˜o positivo. Suponga, adema´s,que las cantidades
‖ai‖(loc)r,Qt,t+r y ‖a‖
(loc)
s,Qt,t+r
tiende a cero para r −→ 0. Sea S ∈ O2. Entonces para
cualquier f ∈ Lq(Qt), φ ∈W2−
2
q
q (Ω) y Φ ∈W2−
1
q
,1− 1
2q
q (ST ) con q 6= 3, satisfaciendo el
caso q > 3
2
la condicio´n de compatibilidad de orden cero
φ|S = Φ|t=0,
en 
L(x, t, ∂
∂x
, ∂
∂t
)u(x, t) = f(x, t)
u|t=0 = ϕ(x), u|ST = Φ(x, t)
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tiene una u´nica solucio´n u ∈W2,1q (QT ).Este satisface la estimativa
‖u‖ ≤ c(‖f‖q,QT + ‖ϕ‖
(2− 2
q
)
q,Ω + ‖Φ‖
(2− 1
q
)
q,ST
+ T−1+
1
2q ‖Φ‖q,ST )
Demostracio´n: Ver [20]
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A.5. Lema 4.1
Supongamos que existe r1 > max{n+22 , 3} y una constante positiva Cr1,T tal
que ‖u‖Lr1 (QT ) ≤Cr1,T entonces, u esta´ en Lr(QT ) para r > 1
Demostracio´n: Ver [9]
A.6. Teorema 10.1
Suponga que u(x, t) es una solucio´n generalizada de V 1,02 (QT ) de la ecuacio´n
Lu ≡ut - Mu = ∂fi∂xi -f ,
donde
Mu = ∂
∂xi
(aij(x, t)uxi + ai(x, t)u)− bi(x, t)uxi − a(x, t)u
discontinua, no diferenciable y no acotada, donde los coeficientes satisfacen la con-
dicio´n de parabolicidad uniforme,
ν
∑n
i=1 ξ
2
i ≤aij(x, t)ξiξj ≤µ
∑n
i=1 ξ
2
i ,
ν, µ son constantes positivas y satisfacen
‖∑ni=1 a2i ;∑ni=1 b2i ;∑ni=1 f 2i ; a; f‖q,r,QT ≤ µ1
donde q,r son nu´meros arbitrarios positivos que satisfacen las condiciones
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
1
r
+ n
2q
= 1− χ1
con
q ∈ [ n
2(1−χ1) ,∞], r ∈ [ 11−χ1 ,∞] para n ≥ 2, 0 < χ1 < 1
q ∈ [1,∞], r ∈ [ 1
1−χ1 ,
2
1−2χ1 ], para n = 1, 0 < χ1 <
1
2
y suponga que varaimaxQT |u| = M . Entonces u ∈Hα,
α
2 (QT ), y su norma |u|αQ′ ,
para cualquier Q
′ ⊂ QT esta´ separado de ΓT por una distancia positiva d, es estima-
do por una constante dependiendo solamente de n, M , ν, µ, µ1, q, r y la distancia
d. El exponente α > 0 es determinado solamente por los nu´meros n, ν, µ, q, r.
Demostracio´n: Ver [20]
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A.7. Lema 3.3
Sea Ω un dominio que satisface la condicio´n de un cono K. Entonces para
cualquier funcio´n u(x, t) de W 2l.lq l integrable tenemos la desigualdad
‖DrtDsx‖Lp(QT ) ≤ c3δ2l−2r−s−(
1
q
− 1
p
)(n+2)∑
2r+s=2l ‖DrtDsxu‖Lq(QT )+c4δ−[2r−s+(
1
q
− 1
p
)(n+2)]‖u‖Lq(QT )
esta es va´lida para las siguientes condiciones p ≥ q, 2l− 2r− s− (1
q
− 1
p
)(n+ 2) ≥ 0.
Adema´s, si 2l−2r−s− (n+2)
q
> 0, entonces para 0 ≤ λ < 2l−2r−s− (n+2)
q
tenemos
otra desigualdad
〈DrtDsx〉(λ)QT ≤ c5δ2l−2r−s−
n+2
q
−λ∑
2r+s=2l ‖DrtDsxu‖Lq(QT ) + c6δ−(2r+s+
n+2
q
+λ)‖u‖Lq(QT )
con las siguientes condiciones, (para 2l − 2r − s − n+2
q
− λ no integrable, esta de-
sigualdad es tambie´n va´lida para λ = 2l − 2r − s− n+2
q
). La constante δ aqu´ı debe
satisfacer la condicio´n
0 < δ < min{d;√T}
y las constantes c3, c4, c5, c6 dependen de l, r, s, n, q y del a´ngulo en el ve´rtice del
cono K.
Demostracio´n: Ver [20]
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A.8. Teorema 5.3
Suponga l > 0 es un nu´mero no integrable, S∈H l+2, los coeficientes del ope-
rador L pertenecen a Hl,
l
2 (QT ), donde bi, b ∈H l+1,
l
2
+ 1
2 (ST ) entonces para cualquier
f ∈H l, l2 (QT ), φ ∈ Hl+2(Ω), Φ ∈Hl+1,
(l+1)
2 (ST ) satisfaciendo las condiciones de com-
patibilidad de orden [( l+1
2
)],del siguiente sistema

L(x, t, ∂
∂x
, ∂
∂t
)u(x, t) = f(x, t),
u|t=0 = ϕ(x),
B(x, t, ∂
∂x
)u|ST ≡
∑n
i=1 bi(x, t)
∂u
∂xi
+ b(x, t)u|ST = Φ(x, t)
este tiene una u´nica solucio´n de la clase H l+2,
l
2
+1(QT ) con
|u|l+2Q ≤ c(|f |(l)Q + |ϕ|(l+2)Ω + |Φ|(l+1)ST )
Demostracio´n: Ver [20]
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