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Chapter 1
Introduction
Whether it is to convert heavy oil into petroleum, enhancing semi-conductor performance, or
to develop biomaterials in medicine: molecular adsorption on surfaces clearly has a major role
in a remarkable number of physical processes, both natural and man-made. Understanding
adsorption helps us to understand our environment and to create better and more advanced
technologies for the future. For instance, adsorption plays a critical role in heterogeneous
catalysis - a process that we heavily rely on for manufacturing ammonia, antifreeze, syn-
thetic rubbers, and plastics amongst many others [1]. The knowledge of adsorption energies
and preferences for different chemicals on surfaces allowed us to develop high-impact 3-way
catalytic converters that have helped to counteract environmental pollution immensely [1].
Amongst the many materials being studied for chemical applications, low dimensional
materials like graphene and hexagonal boron nitride (h-BN) stand out in terms of versatility
and novelty, displaying a range of exotic structural and electronic properties. Properties of
graphene and h-BN manifest themselves in various important applications such as desalination
[2], water purification [3, 4], energy storage [5], energy generation [6–10] and catalysis [11–13].
For almost any concievable application of a material, it is important to understand the
interactions of water on the exposed surfaces. Water is indeed ubiquitous and in the absence
of an ultra high vacuum (UHV), materials inevitably come into contact with water molecules,
which can have a substantial impact. For example, sizeable voltages have been measured
across graphene sheets and nanotubes [6–9] due to the formation of water salinity gradients.
In BN nanotubes, Siria et al. demonstrated that water flowing osmotically through the tube
produces remarkably large electric currents [10]. This was attributed to the possible dissoci-
11
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ation and adsorption of water on the interior of the nanotube which influences the dynamics
inside the nanotube. Such experimental observations are interesting, but are not yet com-
pletely understood on a molecular level. Major gaps in our understanding of these materials
still exist, and it appears that for the full potential of such vdW materials to be realised on
an industrial scale, a great deal of fundamental understanding should be established [14–16].
In this thesis, two important areas are addressed to some degree. First, the adsorption
of water on carbon and boron nitride based low dimensional substrates. Adsorption on these
surfaces is especially intriguing because vdW materials exhibit peculiar long-range correlation
interactions compared to bulk solids or molecules [17], that are challenging to accurately pre-
dict. By seeking accurate theoretical predictions of physisorption interactions, we also assess
the predictive power of various computational methods for molecular adsorption. Second,
there is a great deal more to be understood about how doping in graphene and h-BN materi-
als alters their interaction with molecules. Furthermore, this is motivated by the emergence of
experimental routes to produce hybrid composites of h-BN and graphene [18, 19], with high
levels of control being reported on the nanometre scale. Therefore, it is timely to develop
our understanding of adsorption at doped graphene and h-BN surfaces on a molecular level.
Although theoretical approaches are used in this thesis to gain insights at the molecular level,
it is important to consider the experimental context.
Studying adsorption in the laboratory requires state-of-the-art surface sensitive techniques
that can provide us with information on adsorption configurations, sites, and energies. This is
no trivial task, and many systems at the frontiers of materials design lack reference adsorption
data from experiments. Reference information is particularly important for understanding the
fundamental interactions of adsorbates at surfaces, and to use that knowledge-base to further
technologies. Furthermore, reference values are essential for improving theoretical models
that allow us to predict the properties of materials and to gain atomistic level understanding.
It has been emphasized by Somorjai et al. [20], that combining experiments with theoretical
calculations certainly helps bridge the gaps in our understanding, and paves the way for more
guided research.
Experimentally, adsorption energies have been derived for thousands of materials, usually
from adsorption isotherms, but accurate adsorption energies on clean surfaces are much less
common. Surface science plays the role of providing the all-important surface structures
12
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that are needed to establish adsorption energies for a well-defined system. This entails the
use of ultra-high vacuums for maintaining ultra-clean surfaces and examining them using:
scanning tunnelling microscopy (STM); low energy electron diffraction (LEED); reflection
absorption infra-red spectroscopy (RAIRS); and electron energy loss spectroscopy (EELS).
By establishing the surface structure we learn which surfaces are present and can perform
precise experiments on the faces we are interested in.
Temperature programmed desorption (TPD) is a widely used technique for measuring
the adsorption energy on a clean surface and works by monitoring the desorbed molecules
using a mass spectrometer, as a function of the temperature. TPD spectra tell us about:
i) number of adsorbed species ii) binding energy of species and iii) reaction products. As a
result, TPD is a very useful technique, but it does contain uncertainties. Firstly, it is the
desorption temperature, not the adsorption energy, that is measured. A desorption energy
is inferred from the measured temperature, and the difference between that energy and the
adsorption energy is the activation energy for adsorption. Normally, it is assumed that the
barrier for adsorption is low and therefore the desorption energy is equal to the sum of the
adsorption enthalpy and 1/2RT, where T is the average temperature of the sample. Secondly,
the prefactor related to the rate of desorption is usually assigned an assumed value (related
to the vibrational frequency of the surface-molecule vibration) for use within the Redhead
formula. Recently, Campbell and Sellers [21] have discovered a more reliable way to derive
the prefactor by making use of the direct relation between the prefactor and the entropy of
the transition state of the adsorbed species (derived from statistical mechanics). In this way,
TPD adsorption energies from previous years have been systematically corrected by Campbell
and Sellers [22].
Alternatively, single crystal adsorption calorimetry (SCAC) is an experimental technique
[22, 23] that rather elegantly measures the heat transfer on adsorption of molecules on a
single crystal surface. Without making assumptions about prefactors, or taking differentials
of functions, the direct heat of adsorption is obtained from the temperatures of the samples
and the heat transfer. Until now, this technique has mostly been used for the adsorption
energies of molecules like water and carbon monoxide on metal and metal oxide surfaces
[23, 24]. Unfortunately, the process of obtaining the adsorption energy of a molecule on a
surface involves preparing a clean surface and undertaking a careful calibration of the setup
13
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for each different material being studied. This precise but painstaking approach can amount
to a great deal of time (∼ 1 year).
In contrast to experiments, computational methods are more easily applied to materials
that are clean and defect-free than materials that are not. Thus, computational techniques
can provide key information for pristine systems especially. The main techniques within ab
initio methods are: quantum chemistry, density functional theory (DFT) [25, 26], the random
phase approximation (RPA) and quantum Monte Carlo (QMC). DFT is the most efficient in
theory because total energies of a system, in principle, are calculated directly from the electron
density – a single, three-dimensional function. This is considerably simpler than solving the
Schrödinger equation using many-body wavefunctions as in quantum chemistry and QMC.
Another direct advantage is the ability to apply DFT fairly efficiently to periodic systems (e.g.
crystalline surfaces), which are otherwise very expensive to calculate using quantum chemistry,
the RPA or QMC. However, a well-known and rather important limitation in practical DFT
is the unknown form of the exchange-correlation (xc) functional, and the problems that arise
from it.
The xc functional has been approximated in a variety of ways, including the local density
approximation (LDA), which is the first and simplest; the generalised gradient approxima-
tion (GGA) and also hybrid functionals, which contain a portion of exact exchange based
on Hartree-Fock (HF) theory. However, because xc functionals are approximate, practical
DFT suffers from a number of problems, perhaps most notably the delocalisation error. This
is also referred to as self-interaction error and in general, leads to more diffuse orbitals and
underestimated band gaps. The Hubbard U [27] is a method that attempts to correct the
delocalisation error by including a penalty for the formation of diffuse orbitals. The U pa-
rameter can be chosen to match experimental data or computed from first principles using
the RPA [28].
Even so, DFT has been a powerhouse within ab initio methods over the last decades
[29, 30]. An example of DFT success is its use in high throughput screening of materials.
Whether it is to search for better electrolytes in batteries or to find the most stable crystal
polymorphs for drug molecules, efficient computational high throughput screening allows im-
portant candidate systems to be identified. Greeley et al.made one such discovery by screening
through hundreds of binary surface alloys and predicting that BiPt is a more active catalyst
14
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than traditionally used pure Pt for the hydrogen evolution reaction [31]. Indeed, this was then
verified experimentally, demonstrating how modelling and experiments are complementary.
Nonetheless, there are numerous systems where DFT xc functionals fail to provide ade-
quate description of the true underlying physics. Importantly, none of the aforementioned
xc functionals include long-range correlation, and hence vdW interactions are completely
neglected. Although vdW interactions are typically weak, their role in adsorption is often
considerable. The gecko famously uses weak vdW interactions for adhesion to defeat gravity
and climb walls. Recognising the critical role of vdW interactions in certain systems, a num-
ber of different vdW-functionals and dispersion corrections [32–42] have been developed over
the years to try to account for some of the missing vdW interactions. Several reviews discuss
the performance of different vdW DFT methods [43–47]. Generally however, a vast amount
of disagreement can be found amongst vdW functionals.
A key challenge lies in the ability to capture small energy differences – on the order of a few
meV – that can have drastic effects on the structure of a complex system. For example, water
has several distinct ice polymorphs that have lattice energies within 35 meV/H2O of each other
[48–53]. Likewise for water clusters, most notably the water hexamer, there are several isomers
that have energies within just 5 meV/H2O [52, 54, 55]. Furthermore, in biological applications
there can be numerous shallow energy minima with different conformations. Particularly
for complex organic systems, predicting the exact lowest energy conformation is crucial to
determine the crystal structure of drugs [56, 57], and the mechanisms by which proteins
function [58]. The development of better xc functionals is paramount in enabling practical
DFT to be a reliable and consistent predictive method. For this, we need accurate reference
values for benchmarks, and these we can obtain from high-level (though expensive) methods
such as the RPA, QMC, second order Møller-Plesset (MP2) theory, and coupled cluster with
single, double and perturbative triple excitations (CCSD(T)).
These ab initio methods have had numerous successes including for example, the RPA
prediction of the adsorption site for CO on metal surfaces [59] where GGAs within DFT
fail. It has also been demonstrated that the RPA provides a marked improvement over
DFT predictions of bulk properties, such as lattice constants [60, 61] and bulk moduli [61].
Another example is the QMC adsorption energy of water on LiH crystal [62] - a material that
spontaneously oxidises in moist air, making any experimental measurement extremely difficult.
15
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Accurately calculated reference adsorption energies are informative for experimentalists and
essential to developers of computational methods.
Ideally, the aformentioned reference computational methods produce the same predictions
but this has mostly been demonstrated for interactions between small molecules only. The
main challenge to computing surface adsorption energies has been the modelling of large unit
cells that are more expensive, sometimes prohibitively so, to compute accurately. However,
thanks to the surge in computing power and even more so, great improvements in codes,
surface adsorption problems have become increasingly accessible in recent years [59, 62–71].
Water adsorption on graphene is an exemplary case that has been computed with the RPA,
QMC [63] and CCSD(T) [64]. However, the reported adsorption energies span a range of up
to 40%; likely due to a number of limitations and approximations that have not yet been
quantified. In addition, large unit cells (typically with more than 50 atoms) are needed to
study molecular adsorption on surfaces computationally, for which some of the benchmark
methods become intractable.
In essence, the accurate determination of energies for solids and surfaces with electronic
structure methods is one of the most interesting, challenging, and exciting areas of the physical
sciences right now. Accurate methods are needed to make truly quantitative predictions and
to accurately inform experimentalists. A significant part of this thesis presents work that is
aimed at establishing accurate benchmarks of molecular interactions on substrates composed
of carbon, BN, and mixtures of them. In Chapters 3, 4, 5 and 6, physisorption interactions
of water are the main focus, with a mind to provide accurate reference information from
QMC and insight into the predictive power of various ab initio methods. In Chapter 7
we use conventional DFT methods to study the dissociative adsorption of water and other
industrially relevant molecules such as hydrogen, methane, and methanol, on graphene and h-
BN. In addition, we investigate the trends in the dissociative adsorption energies as a function
of isoelectronic doping in these surfaces. Later in Chapter 8, we demonstrate how alchemical
derivatives can be used to efficiently screen through different doping topologies to identify
favourable dissociative adsorption sites. We conclude the thesis with a brief outlook and
summerise the key findings in this work.
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Theoretical background
The work that is laid out in this thesis is aimed primarily at understanding adsorption inter-
actions at a molecular level and making careful assessments of the tools for doing so. Where
experimental reference data is scarce, this is made possible through the great progress that
has been made in the field of quantum mechanics and computational chemistry. A theoretical
context is given in this chapter, beginning with the Schrödinger equation and drawing on
the relevant theorems, developments, and approximations that have been made since, to find
practical solutions to the many-body wavefunction.
2.1 Quantum mechanics
First, the non-relativistic Hamiltonian (in atomic units) for a system containing Nn nuclei
and Ne electrons is given by,
Hˆ = −1
2
Ne∑
i
∇2i −
1
2
Nn∑
A
1
MA
∇2A −
Ne,Nn∑
i,A
ZA
|ri −RA|
+
Ne∑
i<j
1
|ri − rj | +
Nn∑
A<B
ZAZB
|RA −RB| ,
(2.1)
where indices i, j run over electrons and A,B run over nuclei, such that i 6= j and A 6= B.
M is the mass of the nucleus, Z is its charge, and r and R are the positions of the electrons
and nuclei, respectively. The first two terms on the right-hand side are the expressions for
the kinetic energy of the electrons and nuclei, respectively. The third term is the attractive
17
CHAPTER 2. THEORETICAL BACKGROUND
electrostatic interaction between electrons and nuclei whilst the fourth term describes the
electrostatic interaction between electrons themselves. The final term is the electrostatic
interaction between nuclei.
In wavefunction based methods, the aim is to solve the Schrödinger equation,
Hˆ |Ψ(r,R, t)〉 = i~ ∂
∂t
|Ψ(r,R, t)〉 (2.2)
where Ψ(r,R, t) is the wavefunction defined by the positions of electrons and ions, and time
(t). Equation 2.2 describes the time evolution of a quantum mechanical system. The time
evolution of a system is indeed important for dynamic properties but, in general, the time
dimension is not necessary to evaluate the energy of a system. As such, the solution is often
sought for the time-independent Schödinger equation instead,
HˆΨ(r,R) = EΨ(r,R). (2.3)
This is an eigenvalue equation wherein the eigenvalues correspond to the energies of the
eigenstates of the Hamiltonian. For a given system, the lowest energy arrangement of electrons
and ions forms the ground state wavefunction, Ψ0(r,R). By the Born rule, the probability
density of the particles is ρ(r,R) = Ψ∗(r,R)Ψ(r,R).
Only the simplest of systems can be solved analytically because crucially, electrons are
indistinguishable and interact with each other through the fourth term in Eq. 2.1. This
is a two-body term in the Hamiltonian that makes any eigenfunction not factorisable in
terms of one-body solutions. As such, a many-body solution to the wavefunction is needed
and this poses a challenge computationally in terms of time and memory. A year after
Schrödinger’s equation was revealed in 1926, there emerged two important paths for solving
it: the quantum chemical route starting with Hartree-Fock (HF) theory [72, 73] and separately,
the method of using the electron density, beginning with the Thomas-Fermi model [74, 75].
Quantum chemical methods are described briefly in Section 2.2 and density functional theory
is discussed in Section 2.3. In addition, a powerful method that is used to solve for the many-
body wavefunction, namely quantum Monte Carlo, is described in Section 2.4. First, the
Born-Oppenheimer approximation is an underlying approximation in all of the calculations
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that have been undertaken as part of this work and is discussed in the following section.
2.1.1 Born-Oppenheimer approximation
Reducing the number of degrees of freedom (3Ne + 3Nn) is the first step towards simplifying
the problem. This is done by recognising that electrons are (> 3) orders of magnitude lighter
than nuclei and hence the electrons can be considered to be moving instantaneously with
respect to the motion of nuclei [76]. Thus the nuclear degrees of freedom can be treated
separately such that,
Ψ(r,R) = Ψe(r,R)Ψn(R), (2.4)
where Ψe(r,R) is the electronic wavefunction for which the nuclear coordinates, R, are just
classical parameters. The corresponding electronic Schrödinger equation can be expressed as,
−1
2
Ne∑
i
∇2i +
Ne,Nn∑
i,A
ZA
|ri −RA| +
Ne,Ne∑
i,j
1
|ri − rj |
Ψe(r,R) = Eel(R)Ψe(r,R), (2.5)
where Eel(r) is the electronic energy that constitutes a potential in which nuclei move,
−1
2
Nn∑
A
1
MA
∇2A + Eel(R) +
Nn,Nn∑
A,B
ZAZB
|RA −RB|
Ψn(R) = EnucΨn(R), (2.6)
where Enuc is the nuclear energy for a given electronic potential. In ground state Born-
Oppenheimer dynamics, the nuclei are treated like classical particles moving in an electronic
potential given by the energy of the electrons.
There are important instances where the Born-Oppenheimer approximation is not suitable.
For example when the mass of the nuclei is small, they behave less classically. Such quantum
nuclear effects (as they are often referred to) are more prevalent at low temperatures at which
the kinetic energy is lower and the nuclei are more delocalised, giving rise to proton sharing
and tunelling phenomena [77]. The Born-Oppenheimer approximation can also fail when
calculating certain properties of systems with small energy gaps between the ground state
and the excitated states [78].
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2.2 Quantum chemistry
The electronic wavefunction we have introduced thus far is many-body in nature, i.e. it
consists of Ne interacting electrons and solving the electronic Schrödinger equation would
therefore involve 3Ne variables. Drawing on the principle that electrons occupy discrete
states or orbitals within a system, Hartree proposed an important approximation: to treat
each electron as occupying its own independent spin-orbital whereby the total wavefunction
is given by the product of single-particle, orthogonal orbitals,
Ψ({ri}) ≈ φ1(r1)φ2(r2)...φNe(rNe), (2.7)
where φ1(r1) indicates a single-particle spin orbital occupied by electron 1 with spatial co-
ordinate r1. However, Eq. 2.7 does not obey Pauli’s exclusion principle according to which
the wavefunction must be antisymmetric with respect to the exchange of fermionic parti-
cles. Instead, Slater determinants are used as a viable means of representing a wavefunction
composed of single-particle orbitals,
Ψ({ri}) ≈ 1√
Ne!
∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ2(r1) · · · φNe(r1)
φ1(r2) φ2(r2) · · · φNe(r2)
...
...
. . .
...
φ1(rNe) φ2(rNe) · · · φNe(rNe)
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.8)
The advantage of expressing the HF wavefunction as a Slater determinant is that Pauli’s
exclusion principle is fulfilled. In applying the electronic Schrödinger equation to the HF
wavefunction, the orthogonality of orbitals means that only terms with identical Hartree
products on both sides of an operator are non-zero. As a result, the action of single-particle
operators given by the first two terms in Eq. 2.5, is simply the sum of the expectation values
of the single-particle states,
Ne∑
i
〈φi(ri)| − 1
2
∇2i + V exti |φi(ri)〉 , (2.9)
leaving aside only the two-particle operator that describes the interaction between two elec-
trons. The action of the Coulomb operator with the Slater determinant gives rise to two
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terms,
Ne∑
i,j
〈φi(ri)φj(rj)| 1|ri − rj | |φj(rj)φi(ri)〉 , (2.10)
which is the Coulomb interaction between electrons in single-particle states and is known as
the Hartree term. In addition, because of the antisymmetry of the wavefunction there is an
exchange term,
−
Ne∑
i,j
〈φi(ri)φj(rj)| 1|ri − rj | |φj(ri)φi(rj)〉 . (2.11)
The operators that produce the expectation values in Eqs. 2.9, 2.10, and 2.11, are known
collectively as the Fock operator when acting on a single-particle state.
Let us comment on a few important features of HF theory. First, note that for i = j,
the Hartree and exchange terms are equal and opposite therefore cancelling out. This is
physically understood as electrons interacting with all other electrons but not themselves.
Second, HF theory is a mean field approach because each electron interacts with an average
charge distribution of all other electrons. As a consequence, this theory neglects completely
the interaction that occurs because of the instantaneous correlated motion of electrons. This
is known as dynamic correlation and although it is only a small part of the total energy, it
can have a significant impact on energy differences such as adsorption energies. Moreover,
the HF wavefunction as represented by a single Slater determinant is not always sufficient
to describe the total wavefunction for molecules with near degenerate states or for stretched
bonds. The error arising from such a situation is referred to as static correlation.
We should keep in mind that electronic correlation is still a form of Coulomb interaction
and arises separately here, solely, due to the mean field treatment of the many-body wave-
function. Indeed, whilst HF theory is a useful starting point, its accuracy is severely limited
by the lack of electronic correlation. Various post-HF methods have been introduced since to
address this shortfall.
2.2.1 Post Hartree-Fock methods
The conceptually simplest improvement upon HF theory is to use more than a single Slater
determinant, i.e. using a linear combination of the HF wavefunction and all determinants
corresponding to its excited configurations. Such a procedure is known as full configuration
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interaction (CI) and in the limit of a complete basis set representing the one-electron states,
this theory is exact. That is because every possible electronic configuration is explicit in
the full-CI wavefunction and thus every form of Coulombic interaction is accounted for. Un-
fortunately full-CI scales factorially and in practice it is not feasible to include all possible
excitations or to reach a complete basis representation. Instead, truncation levels are intro-
duced to only include certain orders of excitations such as single, double, triple etc. Whilst
this reduces the scaling of the method to N6−N8, with N being the number of basis functions
representing the electrons, it is no longer size-consistent. In other words, the energy of two
fragments calculated separately does not equate to the energy of the fragments far apart.
More promisingly, a novel method has been developed in recent years to achieve full-CI accu-
racy, known as full-CI quantum Monte Carlo (FCIQMC). With this method, a parallelisable
Monte Carlo algorithm is used to explore Hilbert space and determine the relevant Slater
determinants and their weights in the overall wavefunction [79]. FCIQMC is more efficient
but is still some way from being applied to systems with large numbers of atoms. To date,
FCIQMC has been used to calculate dissociation energies diatomics from the first row of the
periodic table [80] and to calculate the ionization potentials of first row transition metals [81].
Another method known as coupled cluster theory, also accounts for correlation energy by
including determinants of higher excitations,
Ψcc = e
TΨHF = (1 + T +
1
2!
T 2 +
1
3!
T 3 + ...)ΨHF , (2.12)
where Ψcc is the coupled cluster wavefunction and T denotes a series of connected operators
which project out excitations of the Slater determinant, ΨHF . Like CI, the inclusion of more
determinants can quickly make the method intractable, already scaling as N6 when single and
double excitation operators are included. Let us emphasize that the Taylor expansion of an
excitation operator in Eq. 2.12 produces higher order excitations. For example, if T is a single
and double excitation operator, then the T 2 and T 3 terms produce higher order disconnected
quadruples, hextuples and so on. Crucially however, it is a size-extensive method even when
truncated, and is often used for calculating accurate energy differences. Coupled cluster with
single, double and perturbative triple excitations (CCSD(T)) is often used for benchmark
interaction energies. In CCSD(T) the perturbed triple excitations are treated approximately
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through the single and double excitation operators. Helgaker et al. have shown that this
tends to overestimate the effect of triple excitations by roughly the same amount as the
underestimation from not using the quadruple excitation operator, leading to a favourable
error cancellation. Even so, CCSD(T) scales as N7 and without further approximations, it is
typically applied to systems with less than 30 atoms. Shortly we will discuss some increasingly
successful ways to avoid the unfavourable scaling in wavefunction based methods, but first we
must mention another widely used quantum chemical theory.
Better scaling is achieved with Møller-Plesset theory but with less accuracy and without
adhering to the variation principle. This theory is based on Rayleigh-Schrödinger perturbation
theory and when taken to the 2nd order (MP2) scales as N5. MP2 introduces the following
correction to the HF energy,
EMP2 =
1
4
∑
i,j,a,b
[〈φiφj |φaφb〉 − 〈φiφj |φbφa〉]2
i + j − a − b , (2.13)
where φa, φb are unoccupied virtual orbitals and φi, φj are occupied orbitals, and  indicates
the corresponding orbital energies. One can see that MP2 theory introduces correlation from
double excitations only. In fact by Brillouin’s theorem, the effect of single excitations vanishes
within this perturbation method.
One useful approximation that is often made in practice is the correction of a good quality
MP2 energy, i.e. with a complete basis set (CBS) extrapolation, by CCSD(T) with a smaller
and more affordable basis set,
E∆CCSD(T ) = EMP2@CBS + (ECCSD(T ) − EMP2). (2.14)
Here, ECCSD(T ) and EMP2 are energies calculated by the respective methods using the same
basis set size. This general approximation [82] has been found to work well [82–84] because the
difference between MP2 and CCSD(T) energies converges faster than the energies themselves
with respect to basis set size.
In general, CCSD(T) is regarded as the gold standard within computational chemistry
and MP2 is understood to be less robust. Indeed MP2 fails to describe metallic systems
since in these cases the MP2 correlation energy diverges [85]. In addition, MP2 significantly
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overestimates the correlation energy for pi − pi stacked systems such as a benzene dimer in
a sandwich configuration [85]. Hence, despite the gains in the computational efficiency of
quantum chemical methods, MP2 is not always suitable.
Furthermore, for conventional quantum chemical methods, poor scaling enables only
smaller systems with less than ∼ 50 atoms to be computed, and renders them impracti-
cable for most systems of interest in materials science. Significant progress has been made
however in the last 20 years, to circumvent the problems with scaling. Before discussing some
of the developments, let us distinguish between the types of scaling that quantum chemical
methods suffer from:
• Computational time with respect to system size, i.e. number of electrons
• Computational time with respect to N number of basis functions per atom
• Slow reduction of error in energies with respect to basis set size per atom
The steep scaling with the number of electrons is due to terms like the 2-electron 4-index
integral in Eq. 2.13. In methods known as local MP2 (LMP2) [86–88] and local coupled cluster
(LCC) [89–91], the number of 2-electron integrals to be evaluated is significantly reduced by
localising the orbitals and considering only spatially close pairs [92], referred to as domains.
How the size of the domains is chosen depends on the localisation scheme and the system.
By localising the orbitals into domains, an error is introduced in the correlation energy that,
for instance, is not necessarily the same in initial and final states of a reaction. Different
localisation schemes exist [91, 93, 94], and continuous effort has been made to reduce domain
errors [95, 96]. Staggeringly for MP2, the scaling of computational time falls from N5 to
scaling roughly linearly (∼ N) with LMP2. The same linear scaling can be achieved with
LCC methods too.
Localising the orbitals still does not change the number of basis functions needed per
atom, for which the scaling remains poor. Reformulating the electron repulsion integrals in
terms of generalised electron densities instead of individual orbitals allows further savings to
be made [92]. This method is known as density-fitting and approximates the electron densities
using an auxiliary basis set such that 2-electron 4-index integrals are expressed in terms of 2-
electron 3-index integrals instead. Local approximations can be combined with density-fitting
in techniques like DF-LMP2 [86] and DF-LCCSD [97].
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Regarding the slow convergence of energies with basis set size, this is intricately related
to the large number of basis functions needed to describe correlation cusps. Cusps arise from
charged particles approaching each other causing a divergence in the Coulomb interaction.
However, this is offset by the kinetic energy operator resulting in Ψ being linear in rij when
the interlectronic distance approaches zero. It follows that a better description of the cusps
avoids the need for large basis sets. The R12 method does precisely that by augmenting
the space of virtual orbitals in MP2 theory with explicitly correlated terms that depend on
interelectronic distances, see Ref. [98] for a review of R12 methods.
2.3 Density functional theory
The Thomas-Fermi model introduced the concept of obtaining the energy of a system from
the density of electrons as opposed to the wavefunction [74, 75]. It is clear to see that the
density of electrons (ρ(r)), having only 3 degrees of freedom, is much less complex to process
computationally than the wavefunction with 3Ne degrees of freedom. However, the Thomas-
Fermi model is only correct for describing a homogeneous electron gas (HEG) and fails to
describe molecules binding or even the shell structure of atoms.
It was the two Hohenberg-Kohn (HK) theorems [25] which showed that the density of
electrons is indeed an exact and useful construct for solving Schrödinger’s equation. First,
for a system of Ne interacting electrons experiencing an external potential νext, there exists a
unique corresponding ground state ρ0. This one-to-one correspondence between νext and ρ0
is the HK existence theorem. Note that νext is determined by the positions and charges of
nuclei. Hence, if ρ0 is unique for a given configuration of nuclei, it follows that the ground
state wavefunction of the system can be written as a functional of ρ0,
Ψ0 = Ψ[ρ0], (2.15)
and the ground state electronic energy, Eel0 , is therefore,
Eel0 = E
el[ρ0]. (2.16)
Remarkably, the second HK theorem, otherwise known as HK variational theorem, states that
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the density that minimises the energy is the ground-state density. That is, for a density ρ′
that is different to ρ0, i.e. ρ′ 6= ρ0, it follows that:
Eel′[ρ′] ≥ Eel0 [ρ0], (2.17)
and therefore, ρ0 can be found variationally by minimization of the total electronic energy.
From the HK theorems it is given that there is a universal (system independent) functional
of the ground state electronic density, but the form of this functional is unknown. The Kohn-
Sham equations have made DFT practicable by prescribing an exact procedure to express the
unknown functional. Recalling the terms defining the electronic Schrödinger equation in Eq.
2.5, Eel0 can be expressed as,
Eel0 = T
el[ρ0] + E
el−nuc[ρ0] + Eel−el[ρ0], (2.18)
where T el is the kinetic energy of electrons, Eel−nuc is the electrostatic energy between the
electrons and the nuclei, and Eel−el is the interaction energy between electrons. Both the
kinetic energy and electron-electron interaction functionals are not known for interacting
electrons. This dilemma is similar to that which lead to the single-particle approximation in
HF theory and similarly in the Kohn-Sham equations, single-particle operators are utilised.
From the HK theorems, it follows that the Kohn-Sham density of electrons that minimises
the total energy is the same as that of the true ground-state electron density.
For a given density of non-interacting electrons ρs(r), the Kohn-Sham orbitals are defined
as,
ρs(r) =
Ne∑
i
|φi0(r)|2 = ρ0(r), (2.19)
where φi0(r) are single-particle states. The kinetic energy of the reference system of non-
interacting electrons can be written,
T els [ρs] = −
1
2
Ne∑
i
〈φi| ∇2 |φi〉 , (2.20)
where T els is clearly not the same as the kinetic energy of interacting electrons. In combination
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with other terms, the energy functional can be written,
Eel[ρ] = T els [ρ] + E
el−nuc[ρ] + EHartree[ρ] + Exc[ρ], (2.21)
where EHartree[ρ] is the classical Coulomb repulsion between electrons. All remaining non-
classical interaction that arises within a real system of interacting electrons, including cor-
relation and exchange energy, is placed within Exc[ρ]. Up till this point, DFT is exact and
every term in Eq. 2.21 can be calculated from the density of electrons exactly, with the im-
portant exception of Exc[ρ]. In the following section some widely used approximations for the
exchange-correlation (xc) functional are introduced.
2.3.1 Exchange-correlation functionals
Unlike post-HF methods in quantum chemistry, there is no unique systematic way to approx-
imate Exc and indeed, a large number of xc functionals have been developed over the years
with varying degrees of success [99, 100]. A large part of the work undertaken focuses on the
shortfalls of xc functionals and necessitates a brief introduction to those that have been used.
The first suggestion for Exc was made by Kohn and Sham, and based on the homogeneous
electron gas (HEG). A HEG has a positive background charge distribution, with a volume and
number of electrons that approaches infinity, whilst the density of electrons remains constant
for an infinitesimally small volume within. The form of the exchange energy is known exactly
for such a system and the correlation energy can be calculated very accurately from explicitly
correlated methods such as quantum Monte Carlo or the random phase approximation. In the
local density approximation (LDA), we consider an inhomogeneous system of infinitesimally
small volumes of constant density. The xc energy corresponding to a given density is taken
from the HEG with the same density,
ExcLDA[ρ] =
∫
ρ(r)xc(ρ(r))dr, (2.22)
where xc(ρ(r)) is the xc energy per particle in a HEG of density ρ(r). The LDA works better
for metallic systems where the density of electrons is slowly-varying as in a HEG, but is a
rather poor approximation for molecules and insulators in general, where the density changes
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rapidly.
To better approximate the non-homogeneity in realistic systems, the gradient of the density
is introduced in what is known as the generalised gradient approximation (GGA),
ExcGGA[ρ] =
∫
f(ρ(r),∇ρ(r))dr, (2.23)
where f is some xc functional of ρ(r) and its gradient, ∇ρ(r). There are many ways to con-
struct such a functional and typically the exchange and correlation components are expressed
separately. Given that there is no strictly systematic approach to increase the accuracy, some
GGAs have physical constraints implemented and some have variables that are fitted em-
pirically to reference data. Some prominent examples of GGAs include PW911, BLYP2 and
PBE3. Generally, the performance amongst different GGAs is comparable, showing an im-
provement over the LDA for some properties such as the atomisation energies of molecules and
lattice constants. However, the LDA is known to fortuitously predict better surface energies
[101, 102] and also weak interaction energies where GGAs tend to underbind [103].
The LDA and GGAs are the most commonly used approximations in DFT calculations,
and warrant a brief discussion of two salient short-falls therein. Specifically, we address the
inherent delocalisation error and the lack of long-range correlation energy. Both of these have
motivated the development of more sophisticated xc functionals.
First, intrinsic to practically all approximations of the xc functional is the spurious in-
teraction of electrons with themselves. This originates from the mean-field treatment of the
Hartree repulsion between electrons, in the same way as in HF theory. Whereas in HF the-
ory this spurious self-interaction is exactly cancelled by the exchange term, in DFT, the
cancellation is prevented by the absence of the exact exchange functional for an interacting
system. As a result of the increased repulsion, the predicted electronic configuration is more
delocalised, hence it is referred to here as the delocalisation error. Noting the comparison
that has been made with HF theory, it is not surprising that one of the common methods
to alleviate delocalisation is by the inclusion of some exact exchange evaluated using the
Kohn-Sham orbitals. Such functionals are called hybrids and include notable examples such
1PW91 is based on Becke’s B88 exchange functional and Perdew and Wang’s correlation functional.
2BLYP is composed of B88 exchange also and Lee-Yang-Par correlation functional.
3PBE is the Perdew-Burke-Ernzerhof functional that has been derived without any empiricism.
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as PBE0 with 25% exact exchange, B3LYP with 20% exact exchange, and the range sepa-
rated hybrid known as Heyd-Scuseria-Ernzerhof (HSE) functional. The HSE functional and
similar range-separated functionals have a varying amount of exact exchange depending on
the electron-electron distance, in order to improve the computational efficiency. The amount
of exact exchange to include is somewhat of an arbitrary choice and has been shown to be sys-
tem dependent. Furthermore, hybrid functionals are considerably more expensive than GGAs
(or the LDA) because of the evaluation of exchange integrals. In practice hybrid functionals
are used for particular instances such as when accurate band gaps are desired or strongly
correlated systems are modelled.
Second, all of the xc functionals discussed thus far do not account for non-local correlation
energy between electrons. The correlation functionals are local, and only produce non-zero
correlation energy for overlapping electron densities. However in real systems, dynamic cor-
relation interactions can extend to nanometres [104], and certainly far beyond the overlap
of electron densities. Note that long-range correlation is a form of Coulomb interaction that
arises from the instantaneous dipole produced by the fluctuating positions of electrons that
induce a dipole elsewhere. These long-range correlation interactions can be referred to as
van der Waals (vdW) or dispersion interactions. The dispersion interaction is difficult to
approximate within DFT, partly because it is a many-body phenomenum with non-additive
behaviour that we do not know how to express in terms of the density of electrons. Moreover,
it may require very large simulation cells to capture entirely, due to its slow decay (typically
1/r6 for molecules and atoms). A considerable amount of development in DFT xc function-
als has allowed for a much improved description of systems where dispersion interaction is
prevalent and we discuss two general approaches here. For a more comprehensive review see
references [43–47].
In a particularly computationally efficient approach, the energy, typically from a hybrid
functional or GGA, is supplemented with a dispersion correction. Such methods can be
referred to as dispersion corrected xc functionals and the correction is usually of the form,
Edisp = −1
2
∑
A,B
fd,6(rAB)
C6,AB
r6AB
, (2.24)
where Edisp is the dispersion energy correction, fd,6 is a damping function that reduces the
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dispersion correction at short bonding distances, and C6,AB is the dispersion coefficient for an
atom pair A,B. In the D2 method of Grimme, the C6 dispersion coefficients are tabulated ac-
cording to the free atomic species and independent of the chemical environment in the system.
The coordination environment of atoms in the simulation is taken into account in the more
sophisticated D3 correction of Grimme. Moreover a second term is introduced in Eq. 2.24
that accounts for three-body interactions in the D3 method. In a more recent method known
as the Tkatchenko-Scheﬄer (TS) scheme, the C6 coefficients are self consistently determined.
This is done by expressing the atomic C6 coefficient in terms of the effective atomic volume
using a Hirshfeld partitioning of the total electron density of a system. In this way, the C6
coefficients are explicitly dependent on their chemical environment. A further correction to
the TS scheme is self-consistent screening (scs), which approximates the response of a system
to a dynamic electric field arising from polarisable atoms in the sorroundings. Even more so-
phisticated is the many-body dispersion (MBD) correction of Tkatchenko. The MBD method
is based on the RPA correlation energy of quantum harmonic oscillators representing atomic
contributions. Unlike other dispersion corrections, the MBD method is able to approximate
all higher order dispersion interactions as well as long-range screening.
Although dispersion corrections have been shown to alleviate the underestimation of in-
teraction energies by GGAs and hybrid functionals, they are not consistently accurate. The
underlying xc functional and the damping function in Eq. 2.24 can both have a considerable
impact on the predictive power.
Another method for approximating dispersion interactions are the vdW density function-
als (vdW-DF). Unlike dispersion corrections, the vdW-DFs seamlessly integrate two-body
dispersion into the xc energy using the electron density of a system. The xc energy is defined
as,
Exc = E
GGA
x + E
l
c + E
nl
c , (2.25)
where Enlc is the non-local correlation energy and Elc is the local correlation energy. The
non-local correlation energy is evaluated using the electron density,
Enlc =
1
2
∫
ρ(r)Φ(r, r′)ρ(r′)drdr′, (2.26)
where Φ(r, r′) is a correlation kernel that is based on the plasmon-pole model. The original
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vdW-DF of Dion et al. uses the revPBE exchange functional and the LDA for local cor-
relation, but it was found to underestimate the interaction energy between molecules and
correspondingly, overestimate minimum binding distances. During the last decade, several
modifications have been proposed for the exchange functional in Eq. 2.25 whilst maintain-
ing the same correlation functionals. In this thesis, the optB88-vdW, optPBE-vdW, and
optB86b-vdW functionals have been used. Furthermore, the vdW-DF2 and rev-vdW-DF2
have also been used. These are developed with a different non-local correlation functional as
well as a different exchange functional.
Several reviews and perspectives are available comparing different dispersion approxima-
tions in DFT, but generally the performance of xc functionals varies considerably. Indeed
it has been accepted, alhough sometimes overlooked, that the performance of xc function-
als is somewhat system dependent and cannot be expected to hold across different system
sizes or electronic properties. Understanding the scope of xc approximations is therefore very
important in making useful predictions.
Comparing post-HF methods like CCSD(T) and FCIQMC with DFT, there is an unfortu-
nate negative correlation between accuracy and affordability of these methods. An outcome
of this is that there is a vacuum of reference information for large periodic systems. In the
following sections, we introduce two, much less commonly used methods, that can be applied
to periodic systems with relatively large unit cells and maintain high accuracy.
2.3.2 Random phase approximation
In some chapters, results from random phase approximation calculations have been provided
by collaborators. These RPA results form an important part of some of the discussion later
and so it is useful to briefly introduce the method here.
The RPA is a method that can be derived either from perturbation theory or from the
adiabatic-connection fluctuation-dissipation theorem [105–107]. To understand the fluctuation-
dissipation theorem in this context, consider this: “...the frequencies at which charges sponta-
neously fluctuate are the same as those at which they naturally move, or resonate, to adsorb
external electromagnetic waves.” – from Van Der Waals Forces by V. Adrian Parsegian [108].
This connection between the absorption behaviour of a system and the instantaneous fluctu-
ation of electrons is utilised in the RPA (see below).
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By the adiabatic-connection fluctuation-dissipation theorem, a system of non-interacting
electrons is directly connected to a system of fully correlated electrons, and it is in principle
exact. A coupling constant, λ, dictates the electron-electron interaction strength from non-
interacting to fully interacting,
Eel =
∫ 1
0
dλ 〈Ψλ|V el |Ψλ〉 , (2.27)
where Vel is the electron-electron interaction potential and Ψλ is the ground-state wavefunction
of a system with a scaled electron-electron interaction. To remain exact, the electron density
is kept constant at the fully interacting density. This is achieved by varying the local potential
such that for λ = 0 the potential is simply the Kohn-Sham potential and when λ = 1, it is
the external potential.
The total electron-electron interactions can be expressed in terms of the classical electro-
static repulsion (Hartree term), the exchange interaction, and the correlation of electrons. The
Hartree term is already calculated in DFT from the electron density and the Fock exchange
interaction can be calculated for the Kohn-Sham orbitals. Crucially, it is the correlation en-
ergy component that is expressed in the RPA using the adiabatic connection. For this, the
fluctuation-dissipation theorem states that the frequencies at which charges (i.e. electrons)
resonate to absorb light are the same as those at which they spontaneously fluctuate. Thus
the correlation energy can be expressed in terms of imaginary frequencies,
Eel = EHartree[ρ] + Ex[φi]−
∫ 1
0
dλ
∫ ∞
0
dω
2pi
Tr
[
V el(χλ(iω)− χ0(iω))]. (2.28)
The last term on the right hand side is the RPA correlation energy and includes the response
functions of the Kohn-Sham system χ0, and that of a system with a given coupling constant,
χλ.
Calculating χλ is non-trivial. Firstly, the form of the exchange-correlation kernel that is
needed to know the Kohn-Sham response is unknown. Secondly, it would be computationally
expensive if the kernel were known. Thus in the direct RPA method it is simply assumed to be
zero. Direct RPA is still not self-consistent in practice and is therefore massively dependent
on the Kohn-Sham orbitals that we put in. The performance of direct RPA depends on the
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property of interest. For atomization energies, direct RPA is no better than GGAs in DFT
and is therefore not worth the increased computational effort. On the other hand, the RPA
is able to predict the experimentally observed adsorption site of CO molecules on a Pt(111)
surface, where almost all DFT xc functionals have failed [59, 109]. In addition, the RPA
accounts for correlation energy explicitly and can therefore describe vdW interactions with
superior accuracy and consistency compared to DFT xc functionals. Let us note that binding
energies are generally underestimated by direct RPA [60, 110, 111]. It has been shown that the
inclusion of single excitations correction goes some way to alleviate the underbinding [110].
Similarly, the inclusion of the second-order screened exchange (SOSEX) has been shown to
improve the description of electron correlation [105]. For an overview of the RPA see reference
[106].
2.4 Quantum Monte Carlo
Some common computational approaches to solving the Schrödinger equation for a many-
body wavefunction have been presented in Sections 2.2 and 2.3. All of the methods discussed
therein use single-particle operators on the many-body wavefunction and as a result, correla-
tion manifests separately. Quantum Monte Carlo (QMC) encompasses various wavefunction
based approaches that do not resort to single-particle operators and provide a many-body
solution to the Schrödinger equation, using the Monte Carlo technique. The key machinery
of QMC methods is highlighted here, followed by a description of two QMC methods, namely,
variational Monte Carlo (VMC) and diffusion Monte Carlo (DMC).
2.4.1 The Monte Carlo technique
“The question was what are the chances that a Canfield solitaire laid out with 52 cards will come out
successfully? After spending a lot of time trying to estimate them by pure combinatorial calculations,
I wondered whether a more practical method than “abstract thinking” might not be to lay it out say
one hundred times and simply observe and count the number of successful plays.” – Stanisław Ulam,
1946
When multi-dimensional integrals are solved numerically, traditional methods based on
quadrature have errors scaling as n−4/d where n is the number of points sampled and d is
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the dimension. As the dimensions of the integral increases (in our context that is the number
of electrons), the error scaling becomes tedious computationally. In contrast, the error from
Monte Carlo integration is independent of the dimensions of the integral and is always n−1/2.
As Ulam discovered, this means that finding the value of an integral with many dimensions
can be done by stochastically sampling n random points within the volume of the integral
and averaging,
I˜ =
1
n
n∑
i
f(xi), (2.29)
here I˜ is the estimate of the integral with n number of sampled points x. The important
implication is that Schrödinger’s equation can be solved using the Monte Carlo technique
with the same efficiency for any number of electrons, given a multidimensional integral (see
below).
Monte Carlo sampling can be further improved if one has a priori knowledge of the
function’s approximate shape. The shape can be expressed as a probability distribution p(x),
and by randomly sampling this distribution the estimate of the integral is,
I˜ =
1
n
n∑
i
f(xi)
p(xi)
. (2.30)
The closer p(x) matches f(x), the more efficiently f(x) is sampled and hence, the lower
the statistical error becomes. This is known as importance sampling. As it will be seen,
importance sampling is especially useful in QMC methods, where a good estimate of the
electron probability distribution can be taken from DFT or HF calculations.
Sampling of the probability distribution is often done using the Metropolis algorithm:
Random walkers are used to explore a given probability distribution where each walker visits
xi points. First, a transition probability T (x′;x) is defined that must be ergodic. Second,
given an initial point x, a new trial point x′ is generated according to T (x′;x). To satisfy
detailed balance, this trial point x′ is accepted with the probability,
p = min
(
1,
p(x′)T (x′;x)
p(x)T (x;x′)
)
, (2.31)
where after some equilibration time, the points generated are distributed as p(x). In this way,
the walkers mostly explore points where the probability distribution is high - complementing
34 2.4. QUANTUM MONTE CARLO
CHAPTER 2. THEORETICAL BACKGROUND
the importance sampling method.4
The Monte Carlo integration method along with the Metropolis accept/reject scheme and
importance sampling form the core numerical mechanism behind QMC methods. Different
QMC methods exist for evaluating various many-body problems. An important focus of
this work has been to establish accurate reference energies for weak interactions. For this,
variational and diffusion Monte Carlo are especially useful and deserve further discussion in
the following sections.
2.4.2 Variational Monte Carlo
The energy associated with a trial wavefunction ΨT (r) for the exact ground-state wavefunction
can be written as,
EVMC =
∫
Ψ∗T (r)HˆΨT (r)dr∫
Ψ∗T (r)ΨT (r)dr
, (2.32)
where EVMC is an upper bound for the exact ground state energy by the variational principle.
Recalling Eq. 2.30, an expression of the expectation value for the Born-Oppenheimer, all-
electron Hamiltonian in terms of the probability density (i.e. |Ψ(r)|2/ ∫ |Ψ(r)|2dr = Π(r)) is
ideal. Thus we can write,
EVMC =
∫ |ΨT (r)|2 HˆΨT (r)ΨT (r) dr∫ |ΨT (r)|2dr , (2.33)
where HˆΨT (r)ΨT (r) = EL(r), that is the local energy. Note that EL(r) diverges at the nodes of
ΨT (r) and this has important consequences that we shall visit later. The Metropolis algorithm
is used in Eq. 2.33 to generate electron configurations defined by a set of coordinates r with
probability distribution Π(r), for which EL(r) is averaged. The wavefunction can be optimised
to lower the variational energy. In addition, as ΨT is optimised towards Ψ0, the variance in EL
approaches zero. This is known as the zero variance principle and it can be used to minimise
the variance instead of the energy. An advantage of minimising the variance is that the lower
bound (zero) is given. Secondly, one can use the variance of EL(r) to compare the quality of
different trial wavefunctions for a given system.
Although VMC is a straightforward method, its accuracy is strongly dependent on the
functional form of the trial wavefunction and hence the quality of the basis set. Typically
4In the CASINO code that is used for QMC calculations in this work, a two-level sampling algorithm is
used for superior efficiency.
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VMC recovers 70-85% of the correlation energy but better accuracy can be achieved with the
use of more sophisticated starting wavefunctions [112]. Generally, VMC lacks a systematic
way to approach the ground state wavefunction beyond importance sampling. Projector based
Monte Carlo methods have been developed that project out the ground state wavefunction.
Diffusion Monte Carlo (DMC) is the main benchmark projector method used in this work and
is introduced in Section 2.4.3. Before doing so, note that VMC is routinely used to optimise a
wavefunction for use in DMC. As such, let us comment briefly on the form the wavefunction
used in QMC calculations.
Since the accuracy of a VMC calculation is strongly dependent on the input wavefunc-
tion, it is essential to provide a good quality starting point. Generally one produces a trial
wavefunction from DFT or HF calculations, and augments it with a Jastrow factor J [113]
for a Slater-Jastrow type wavefunction,
Ψ(r) = exp[J ]
∑
n
cnD
↑
nD
↓
n, (2.34)
where cn are the determinant coefficients andD
↑
n andD↓n are the Slater determinants of up and
down single particle spin orbitals, respectively. The role of the Jastrow factor is to improve
the description of the correlation energy in the trial wavefunction by introducing electron-
electron interactions explicitly. Given that there is no correlation energy in HF and that xc
functionals are approximations often without long-range correlation, the Jastrow factor makes
a significant improvement to the accuracy of VMC. In the QMC calculations performed in
this thesis, the Jastrow factor takes the form proposed by Drummond et al. [114],
J(ri,RI) =
Ne−1∑
i=1
Ne∑
j=i+1
u(rij) +
Nn∑
I=1
Ne∑
i=1
χI(riI) +
Nn∑
I=1
Ne−1∑
i=1
Ne∑
j=i+1
fI(riI , rjI , rij). (2.35)
In this equation, u(rij) is the isotropic electron-electron term; χI(riI) is the isotropic electron-
nucleus term centred on nuclei; and fI(riI , rjI , rij) is the isotropic electron-electron-nucleus
term centred on nuclei also. Each of these terms are expanded in terms of polynomials with
variable parameters that are optimized in a VMC calculation. An important feature of the
terms in the Jastrow factor above, is that they satisfy Kato cusp conditions [115, 116]. In
other words, when two electrons or an electron and a nucleus are coincident, the correct
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behaviour is produced for the many-body wavefunction5.
The VMC energy can be lowered variationally by varying the Jastrow parameters in what
is referred to as energy minimization. As mentioned earlier, the variance is also a measure of
accuracy and can also be minimized with respect to the Jasrtow parameters. The number of
variational parameters can be increased but it also makes subsequent DMC calculations more
expensive. As such, one typically only increases the number of parameters if it justified by a
marked improvement in the VMC energy or variance.
2.4.3 Diffusion Monte Carlo
In principle DMC provides an exact stochastic solution to Schrödinger’s time-dependent equa-
tion. DMC is only very weakly dependent on the initial trial wavefunction compared to VMC
and provides a more accurate estimation of the energy. As such, VMC is generally used to
optimise the wavefunction for use in DMC.
Recalling the imaginary time-dependent Schrödinger equation (Eq. 2.2), the Hamiltonian
can be expressed in terms of the kinetic and potential energy of the system,
[
− 1
2
∇2r + V (r)
]
Ψ(r, τ) = − ∂
∂τ
Ψ(r, τ), (2.36)
where the first term is the kinetic energy operator for the electrons, the second term is the
potential energy operator encompassing electron-electron and electron-nucleus interactions,
and τ = it. An ensemble of random walkers is used to represent the electron configurations
and therefore the wavefunction. Note that Eq. 2.36 resembles a diffusion equation with a
diffusion constantD = 1/2 with an additional, exponential growth/decay (or branching) term,
V (r) for the random walkers. Reformulating this potential term as a weight (w) corresponding
to each random walker,
− dw
dτ
=
(
V (r(τ))− ET
)
w, (2.37)
it can be incorporated into a complete diffusion equation that can be propagated in imaginary
time. The term ET that has been introduced in Eq. 2.37 is used to adjust the weight of walkers
during a simulation. ET is updated with the best estimate of the ground state energy such
5The Kato cusp conditions arise from the requirement that the divergences in the local kinetic energy and
local potential energy cancel each other at the point of coincidence.
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that population of walkers remains stable. In doing so, the wavefunction is evolved from a
starting trial wavefunction towards the exact ground state wavefunction,
Ψ(r, τ →∞) = c0e(−E0−ET )τΨ0(r). (2.38)
Here, c0 must be a non-zero coefficient, E0 is the ground state energy, and the energy shift
ET acts only as a normalisation constant.
In DMC, the propagation of the random walkers in Eq. 2.36 with time, is done via Green’s
function,
Ψ(r, τ0 + τ) =
∫
G(r← r′ : τ)Ψ(r′, τ0)dr′, (2.39)
where τ0 is the initial imaginary time and the Green’s function equates to,
G(r← r′ : τ) = 〈r| e−τ(Hˆ−ET ) |r′〉 . (2.40)
However, G(r ← r′ : τ) is not known exactly for realistic systems. Instead, by invoking the
Suzuki-Trotter formula, the Green’s function can be approximated in terms of the known
diffusion and branching processes,
G(r← r′ : ∆τ) ≈ Gb(r← r′ : ∆τ)Gd(r← r′ : ∆τ), (2.41)
where Gd(r ← r′ : ∆τ) is the diffusion term, Gb(r ← r′ : ∆τ) is the branching term, and
∆τ is the time-step. In the diffusion term, the kinetic energy allows for walkers to diffuse
randomly simulating new electron configurations. Meanwhile, in the branching term, the
potential energy governs the growth and decay of the walkers. When the potential energy of
an electron configuration is low, the weight of the walkers is large, leading to growth. Decay
occurs when the energy is high, and therefore any excitated states decay until only the ground
state wavefunction remains. Note that the Suzuki-Trotter formula is only accurate for short
time-steps and this approximation therefore introduces a time-step bias.
Two important problems arise for a physical system. First, the potential energy contains
the Coulomb operator which diverges for electrons that are very close to each other or very
close to nuclei. These singularities can lead to significant population explosions and thus
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numerical instabilities. Second, Ψ is not a probability distribution with the same sign every-
where as assumed. As a fermionic system, the wavefunction is anti-symmetric but no such
symmetry has been imposed in DMC. Since bosonic states are almost always lower in en-
ergy than fermionic states; the non-orthogonal bosonic wavefunction is projected out despite
a fermionic trial wavefunction. The most common method of alleviating both of these two
problems is by introducing importance sampling again. Replacing V (r) with EL, any regions
where the electrons are close to singularities are avoided in the limit of zero time-step. That
includes the nodes of the trial wavefunction, which are fixed in place. Once the nodes are
fixed, all regions between nodes can be treated as probability distributions. This is known
as the fixed node approximation and has been employed in all the DMC calculations in this
work. Of course, this approximation means that DMC is no longer exact unless the nodes
of the trial wavefunction are exactly in the ground state postion (which is unlikely). As an
uncontrolled error, this can be catastrophic in energy differences for which the nodal surface
is considerably different amongst the intitial and final states [117]. However it has been shown
that for weak interactions we can expect a favourable error cancellation [118].
2.5 Calculations in practice
The first principles methods (quantum chemistry, DFT, QMC) that have been introduced
require a mathematical representation of the variables such as the single-particle states, to be
computationally solvable. In addition, if simulating a solid state material, periodic boundary
conditions are needed to model the properties of an extended material without using simula-
tion cells with an intractable number of atoms. In this section, basis sets that have been used
for first principles methods in this work are addressed. A more general guide to performing
atomistic computer simulations can also be found in Ref. 119.
The wavefunction in quantum chemical methods and DFT is expressed as a sum of single-
particle orbitals, and we seek a real-space representation of these.
ψi(r) =
P∑
1
ci,pϕp(r), (2.42)
In Eq. 2.42 a single-particle orbital is expressed by a basis set of functions (ϕp(r)) with
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expansion coefficients (ci,p). The expression is exact for P →∞ but in practice the size of the
basis set is chosen according to the convergence of a property of the system. The two most
common types of basis set functions are atom-centred functions and plane-waves.
2.5.1 Localised basis sets
Atom-centred functions are typically chosen to resemble the hydrogenic orbitals (s, p, d ...).
A sum of Gaussian functions are commonly used because various single-particle operators
can be solved analytically for Gaussian functions. On the other hand, several Gaussian
functions are needed per single-particle orbital to better approximate the cusp of the electron
density at the nuclei as well as bonding regions in molecules. Polarisation functions with
higher angular momenta than the occupied states are particularly useful for a more flexible
representation of molecular orbitals. For anions and other diffuse electron densities, additional
diffuse functions can be used to provide a more accurate description. Standard localised basis
sets have been developed by Pople and Dunning, and the latter has been used for quantum
chemical calculations in some chapters. Two important errors need to be addressed when
localised basis sets are used. The first is the impact from using a finite set of functions to
describe the wavefunction. This is normally accounted for by making a complete basis set
(CBS) extrapolation using two or three different sizes of basis sets. Several schemes exist
[120–124] to make CBS extrapolations and Dunning’s correlation consistent basis sets have
been specifically designed to allow for extrapolation [125–127]. The second error stems from
the overestimation of interactions in the region where basis functions of separate fragments
overlap and is referred to as basis set superposition error (BSSE). BSSE can be alleviated by
using a more complete basis set that describes the wavefunction more accurately. Another
widely used scheme for correcting BSSE is Boys and Bernardi’s counterpoise correction [128].
2.5.2 Plane-waves and Bloch’s theorem
Another mathematical representation of the wavefunction is plane-waves. These are periodic
functions and are therefore suitable for representing orbitals - especially in solid state systems
where localised basis sets may not be as efficient. Plane-waves are Fourier representations of
orbitals expressed as eiG·r, where G is a vector of the reciprocal lattice. As such, plane-waves
are computationally favourable because integrals can be evaluated efficiently using fast Fourier
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transforms. Plane-waves also lend themselves to the use of periodic boundary conditions
which is realised using Bloch’s theorem. According to this theorem, the eigenfunctions of a
Hamiltonian can be expressed as the product of a plane-wave function and a function with
the same periodicity as the potential felt by the single-particle states:
ψn,k(r) = un,k(r)e
i(k·r). (2.43)
In Bloch’s theorem, k is a reciprocal vector in the first Brillouin zone and n enumerates the
number of eigenfunctions for each k-point. The function un,k(r) has the same periodicity as
the unit cell, such that un,k(r) = un,k(r+R), where R is translation vector in the Bravais
lattice. By Bloch’s theorem, it is possible to use a primitive unit cell to model a periodic
extended system, and integrating over the whole Brillouin zone to get the exact energy. In
principle, this requires an infinite number of k-points but in practice, it is approximated
through a finite set of k-points that are sampled to converge some properties of interest.
Generally, molecules and solid state insulators do not require a large number of k-points and
are often converged at the Γ-point. In contrast, metals and systems with small band gaps
require more k-points for convergence.
A drawback of plane-wave basis sets is that many plane-waves are required to describe the
highly oscillatory nature of valence electron states in the core region near the nuclei. These
oscillations arise because of the strong ionic potential exerted in the core region, and to main-
tain orthogonality with the core electron states. One method of increasing the computational
efficiency then, is to treat the core electrons differently to the valence electrons. Pseudopoten-
tials are commonly used to mimic the potential felt by valence electrons from the core region
(i.e. core electrons and nucleus) of an atom. Since most chemical interactions involve only
the valence electrons, this is often a good approximation. The separation between core and
valence region is defined by a radial cut-off from the nucleus. In norm conserving pseudopo-
tentials, the rapid oscillations near the nucleus are smoothed out whilst maintaining the real
(all-electron) norm of the orbitals. In ultrasoft pseudopotentials, the norm is not conserved
and an extra charge is added in the core region as a correction. As such, the pseudo-orbitals
in the core region are even smoother and therefore require a lower plane-wave energy cut-off
than norm conserving pseudopotentials.
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Alternatively, the projector-augmented wave (PAW) method can be used, and indeed has
been used for many DFT calculations in this thesis. PAW pseudopotentials are calculated by
computing the pseudo-wavefunction first and using it to calculate the real wavefunction with
an all-electron treatment. The difference between the two wavefunctions is used to correct the
pseudo representation. The PAW pseudopotentials have smaller radial cut-offs than ultrasoft
pseudopotentials, and therefore usually require higher plane-wave cut-off energies for conver-
gence. On the other hand, PAW pseudopotentials allow for all-electron calculations (with
frozen core electrons). Let us finally note that with any plane-wave basis set, the quality
can be systematically improved by increasing the energy cut-off and hence, the number of
plane-waves.
The majority of DFT codes scale cubicly with the number of atoms but it should be
noted that better scaling can be achieved with real-space methods. Indeed, linear scaling
DFT codes that have been developed allow for thousands and even millions of atoms to be
simulated [129, 130]. It should be noted that there are important challenges in achieving
the same accuracy with linear scaling DFT as with conventional DFT codes. Two particular
challenges are the convergence of localised basis sets and second, metals and systems with
near-zero band gaps are still beyond the scope of such codes. See reference [131] for a review
of linear scaling DFT.
The real-space representation of orbitals can be used in linear scaling DFT codes, but it
also aides the efficiency of QMC calculations. More specifically, B-spline representation (or
blips) [132] have been used in the QMC calculations performed as part of this thesis. This is
done by converting the plane-wave representation of a wavefunction from DFT into a localised
form using cubic spline functions.
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Chapter 3
Water and 1,2-azaborine: role of exact
exchange
3.1 Abstract
DFT studies of weakly interacting complexes have recently focused on the importance of
van der Waals dispersion forces whereas, the role of exchange has received far less attention.
Here, by exploiting the subtle binding between water and a boron and nitrogen doped benzene
derivative (1,2-azaborine) we show how exact exchange can alter the binding conformation
within a complex. Benchmark values have been calculated for three orientations of the water
monomer on 1,2-azaborine from explicitly correlated quantum chemical methods, and also dif-
fusion quantum Monte Carlo. For a host of popular DFT exchange-correlation functionals we
show that the lack of exact exchange leads to the wrong lowest energy orientation of water on
1,2-azaborine. As such, a high proportion of exact exchange and the associated improvement
in the electronic structure could be needed for the accurate prediction of physisorption sites
on doped surfaces and in complex organic molecules. Meanwhile to predict correct absolute
interaction energies an accurate description of exchange needs to be augmented by dispersion
inclusive functionals, and certain non-local van der Waals functionals (optB88- and optB86b-
vdW) perform very well for absolute interaction energies. Through a comparison with water
on benzene and borazine (B3N3H6) we show that these results could have implications for the
interaction of water with doped graphene surfaces, and suggest a possible way of tuning the
interaction energy.
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3.2 Introduction
An accurate description of the structures and energies of weakly interacting systems is impor-
tant in materials science and biology, but it is often difficult to obtain reference data either
theoretically or experimentally. Specifically, it is difficult to capture small energy differences
on the order of a few meV. Although, such small energy differences may seem insignificant,
they can have a drastic impact on the final structure. Complex organic molecules, for in-
stance, may form several metastable crystal structures with lattice energies within tens of
meV of each other [56, 57, 133]. Knowing the lowest energy structures are of critical impor-
tance in pharmacy, since different polymorphs will have different physical properties, see for
example, Ref. 134 and references therein.
Thanks to remarkable advances in combining boron, nitrogen and carbon atoms in a cyclic
aromatic arrangement it is now possible to create 2-dimensional sheets with carefully struc-
tured regions of carbon and boron nitride [135–137]. Despite the growing number of studies
for water on h-BN [138–140] and graphene [63, 141–146] there are no direct measurements of
adsorption energies for the water monomer, and the theoretical adsorption energies for these
systems vary significantly across different high accuracy methods [63, 64, 145, 147].
One can use smaller model systems for graphene [145, 147–150] and h-BN, such as benzene
and the inorganic counterpart borazine (B3N3H6), to help understand the interaction with
water. With these small molecules, it is possible to use high accuracy methods to calculate
benchmark interaction energies and binding conformations, [151–155] that would otherwise
be infeasible for the extended surfaces. Given the shortage of reference data across these
systems, there is a strong incentive to deliver accurate benchmark calculations, and for our
purposes, we require a model system that is a hybrid of benzene and borazine. With that
in mind, the weak binding between water and an aromatic molecule known as 1,2-dihydro-
1,2-azaborine (or 1,2-azaborine for short) as a reference system is studied. The 1,2-azaborine
molecule shares many similarities to benzene, with the clear distinction being the asymmetry
of the molecule due to boron and nitrogen substitution (see Fig. 3.1). The mixture of boron,
nitrogen and carbon atoms in this molecule makes it a suitable model for benchmarking in
relation to extended surfaces that are hybrids of graphene and h-BN [156]. Moreover, the
asymmetry makes 1,2-azaborine an ideal system for testing the performance of computational
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methods because each atom in the ring has a distinct chemical environment that serves as a
tag, in contrast to benzene in which carbon atoms are obviously indistinguishable.
Previous work on the water-benzene interaction and other weak interaction systems has
demonstrated that methods without long-range correlation fail to account for dispersion in-
teractions that are important for the interaction energy [63, 64, 154, 157–161]. However,
most studies of such systems have focused on the description of long-range correlation, and
fewer have shown that the underlying exchange approximation can also have an impact on
the binding interaction [162–164]. Here, the water/1,2-azaborine system has been examined
with coupled cluster with single, double and perturbative triple excitations (CCSD(T)), and
a range of DFT exchange-correlation (xc) functionals. Many exchange-correlation functionals
are found to predict the wrong conformation of water on 1,2-azaborine, and this problem is
solved by including a high proportion of exact exchange, highlighting the need for improve-
ments in existing models of exchange [43, 100, 165, 166]. As part of this chapter DMC has
also been tested. It is shown that DMC does well with respect to the CCSD(T) benchmarks,
again achieving subchemical accuracy.
This chapter will start with a brief summary of the employed methods, followed by results
from a set of calculations that allow us to directly compare the performance of different xc
functionals with other explicitly correlated methods. After analysis and discussion of the
various DFT results on the intermediate 1,2-azaborine system, the effect of the boron nitride
doping is investigated, by also studying the interaction of water with the pure systems of
benzene and borazine. We close with a discussion and some general conclusions.
3.3 Methods
3.3.1 Computational Methods
A series of quantum chemical calculations using Dunning’s augmented correlation consistent
basis sets (aug-cc-pVXZ) [125–127] have been undertaken. Second order Møller-Plesset per-
turbation theory (MP2) with up to aug-cc-pV5Z basis sets along with CCSD(T) calculations
at the aug-cc-pVTZ level have been conducted. Due to the unfavorable scaling of CCSD(T),
it is more feasible to conduct MP2 calculations with larger basis sets, deducing the complete
basis set (CBS) limit, and subsequently calculating the ∆CCSD(T) value of absolute inter-
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action energy at the CBS limit. For a description of this procedure along with analysis of
errors, the reader is referred to the recent work of Sherrill and coworkers [167]. Regarding the
CBS limit, various extrapolation schemes have been discussed [120–124] and we have chosen
to use the one proposed by Halkier et al. [121–123] Gaussian03 [168] was used for the HF and
post-HF calculations.
The initial single particle wavefunctions for use in DMC were obtained from DFT plane-
wave (PW) calculations using the PWSCF package [169] and Trail and Needs pseudopotentials
(PPs) were used for all atoms in the system [170, 171], warranting a standard 300 Ry energy
cut-off. Previous work by Ma et al. [154] indicates that weak binding energies are not overly
sensitive to the trial wavefunctions (TWs), having tested a few xc functionals (including
hybrids) and also HF. TWs have been generated using the LDA [172] and also the PBE
[173] xc functional. The resulting wavefunctions were expanded in terms of B-splines [174]
for efficiency. DMC calculations have been performed using the CASINO code [175], and
Slater-Jastrow type TWs have been used, in which the Jastrow factor contains electron-
nucleus, electron-electron, and electron-electron-nucleus terms. We used a combination of
DMC calculations using 16,000 walkers across 160 cores and 64,000 walkers across 640 cores.
Final DMC results have been derived by the weighted averaging of the results and errors.
Time steps of 0.0025, 0.005 and 0.01 a.u. have been tested and the locality approximation
was utilized [176]. We obtained statistical error bars for our interaction energies of ±3 meV,
which corresponds to 1σ.
VASP 5.3.2 [177–180] was used for all the DFT calculations. VASP employs plane-wave
basis sets and uses projector augmented wave (PAW) potentials [181, 182] to model the core
region of atoms. After a series of convergence tests for the plane-wave cut-off energy and unit
cell, we chose to use a 500 eV cut-off energy and a 15 Å length cubic unit cell, along with
Γ-point sampling of reciprocal space.
There is, of course, an almost endless list of xc functionals that could be considered,
and here we benchmark a selection of fairly widely used functionals. The functionals tested
include PBE [173] which is a GGA functional that does not contain long-range correlation. We
have also considered the hybrid xc functionals which contain a proportion of exact exchange:
PBE0 [183, 184] and B3LYP [185–188]. There have been many developments to include
van der Waals (vdW) dispersion in xc functionals, as discussed in the perspective of Klimeš
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and Michaelides [43] and reviewed by Grimme [44], and here we have tested several of these
vdW-inclusive DFT approaches. Specifically, PBE-D2 [189], a semi-empirical functional that
contains Grimme’s D2 correction, and also two correction schemes from Tkatchenko and
Scheﬄer, namely vdW-TS [38] and vdW-TS+SCS [38, 39], referred to here as TS and TSscs,
respectively. Using the TS and TSscs schemes, C6 coefficients and vdW radii are determined
from ground state electron densities [38], whilst TSscs also includes long-range screening
effects [39]. The TS and TSscs corrections will be applied to PBE, PBE0 and B3LYP.The
vdW-DFs considered include the original vdW-DF which we refer to as revPBE-vdW [32],
several optimized vdW functionals (optPBE-vdW [37], optB88-vdW [37], and optB86b-vdW
[36]), and also vdW-DF2 [33].
3.3.2 Water and 1,2-azaborine Setup
The absolute interaction energy, Eint, that we refer to throughout this chapter is defined as,
Eint = E
tot
com − Etotsub − Etotwat (3.1)
where Etotcom is the total energy of the bound complex between water and the substrate (1,2-
azaborine benzene or borazine), and Etotsub and E
tot
wat are the total energies of relaxed substrate
molecule and water, respectively.
In 1,2-azaborine the electronic environment of individual carbon atoms differs due to the
asymmetry introduced through the boron and nitrogen atoms. We use the numbering scheme
shown in Fig. 3.1(a) to make the distinction between the atoms.
We obtained three distinct orientations of water over 1,2-azaborine using PBE-D21 in
order to carry out the benchmarking study, namely C3, C5 and C5C3, also depicted in Fig.
3.1. The nomenclature of the complexes refers to the specific carbon atoms involved in
hydrogen bonding, keeping in line with the numbering scheme in Fig. 3.1(a). The hydrogen
atoms of water point toward carbon-3 and carbon-5 in all three complexes; most likely as a
result of the higher electron charge around these carbon atoms due to the conjugation of the
localized lone pair of electrons from the nitrogen atom. Indeed, Bader analysis shows that
carbon-3 and carbon-5 have a larger atomic volume compared to carbon-2 and carbon-4, as
1A 10 Å long cubic cell was used with standard PBE PAW potentials and a 500 eV cut-off energy. Con-
vergence criteria of 10E-6 eV for the wavefunction optimization and 0.01 eV/Å for the forces were used.
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a result of increased electron charge around them. Some characteristic structural parameters
are listed in Table 3.1 for the three different configurations. Although the PBE-D2 geometries
are not benchmark accuracy, there have been various studies on polymer crystals and layered
materials [190–192], and even for water on graphene [64], indicating that PBE-D2 can provide
reasonable structures for weakly interacting systems.
Figure 3.1: (a) 1,2-azaborine molecule: the carbon atoms are numbered according to their
positions, nitrogen being 1 and boron being 6. The three distinct binding configurations of
water (oxygen in red and hydrogen in white) on 1,2-azaborine are: C3 (b), C5 (c), and C5C3
(d).
Table 3.1: Perpendicular separation distances (in Ångstrom) of the oxygen atom to the plane
of the 1,2-azaborine ring (RO-plane), and hydrogen atoms of water to C3 and C5 (RHW-C3 and
RHW-C5). The shortest C-H distance is reported in each case.
C3 C5 C5C3
RO-plane 3.24 3.22 3.15
RHW-C3 2.44 4.42 2.75
RHW-C5 3.50 2.39 2.51
3.4 Results and Discussion
3.4.1 Stability Trends for water on 1,2-azaborine
We computed benchmark absolute interaction energies for the three water adsorption com-
plexes (C3, C5, and C5C3) using ∆CCSD(T). The results for ∆CCSD(T) have been extrap-
olated to the CBS limit and the computed interaction energies reveal that C3 is the most
stable binding configuration with an interaction energy of −155 meV, followed by C5 (−146
meV) and C5C3 (−143 meV), as listed in Table 3.2.
The interaction energies we computed with DMC are in good agreement with ∆CCSD(T);
within 14 meV depending on the adsorption structure considered and the TW used. This level
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of agreement is in line with several recent studies in which DMC has been compared to coupled
cluster [63, 118, 154, 193]. The small difference between DMC and ∆CCSD(T) interaction
energies could be due to issues such as the use of PPs and the grid multiplicity for B-splines
in DMC, the fixed node approximation in DMC, or the approximations used to obtain the
∆CCSD(T) values (including CBS extrapolation) [167]. Previously, Nolan et al. [194] did a
careful study of using additive corrections to the basis set from MP2 for CCSD(T) for LiH
clusters. It was found to be ∼ 2 meV per formula unit, indicating that only a small error is
introduced by this method.
With regard to the relative stabilities of the complexes, the DMC results suggest the
same trend as ∆CCSD(T): C3 is more stable than C5 and C5 is more stable than C5C3.
Considering the statistical error bars for each DMC interaction energy however, C3 and C5
could be degenerate according to DMC with LDA TWs. Whilst with PBE TWs, C3 is 9
meV more stable than C5, indicating a better trend prediction with the latter. Note the
total energies using LDA TWs are slightly lower than those obtained with PBE TWs 2 and
since DMC is a variational method, we consider the interaction energies with LDA TWs to be
slightly more reliable in this particular system. Therefore, once again, it appears that DMC
is useful for obtaining reliable interaction energies, but there is also an inherent difficulty in
using a stochastic method like DMC, to clearly distinguish between complexes with very small
energy differences.
If we now consider the results obtained from the various DFT xc functionals, we find that
the trend obtained is in stark contrast to the benchmark ∆CCSD(T) results; with GGA and
dispersion inclusive xc functionals showing preference for C5 instead of C3. However, before
discussing this in detail, we analyze the performance of the xc functionals in terms of absolute
interaction energies, and compare to ∆CCSD(T) as illustrated in Fig. 3.2. For the most
stable C3 complex the best agreement with ∆CCSD(T) is given by optB88-vdW, optB86b-
vdW, and optPBE-vdW: remarkably less than 3% errors. The other vdW functionals do not
perform as well, with vdW-DF2 underbinding by 15% and revPBE-vdW underbinding by
25%. As anticipated, PBE is strongly underbinding by almost 35% due to the lack of long-
range correlation, whilst dispersion corrected PBE-D2 overestimates the binding by 20%. The
2The LDA TWs give rise to total energies that are ∼ 20–30 meV lower than total energies obtained from
PBE TWs, whereby the total energies are in the region of ∼ 1500 eV.
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Table 3.2: Absolute interaction energies in (meV) of water on 1,2-azaborine, using the struc-
tures shown in Fig. 3.1. The benchmark values from ∆CCSD(T) are presented in addition to
DFT, HF, MP2 and DMC results. Lowest energies for each method are highlighted in bold.
Methods C3 C5 C5C3
PBE −98 −110 −87
PBE-D2 −188 −196 −195
PBE+TS −168 −174 −169
PBE+TSscs −162 −169 −161
revPBE-vdW −115 −127 −96
optPBE-vdW −159 −170 −148
optB88-vdW −154 −164 −148
optB86b-vdW −157 −167 −150
vdW-DF2 −134 −143 −122
PBE00.25 −105 −110 −92
PBE00.50 −114 −112 −100
PBE00.75 −124 −116 −109
PBE00.25+TS −174 −173 −174
PBE00.25+TSscs −168 −168 −165
PBE00.75+TS −191 −177 −190
PBE00.75+TSscs −181 −168 −178
B3LYP0.20 −65 −73 −46
B3LYP0.40 −95 −97 −78
B3LYP0.60 −125 −121 −110
B3LYP0.20+TSscs −128 −131 −120
B3LYP0.60+TSscs −187 −178 −183
HF −22 −8 +15
MP2/CBS −164 −157 −152
DMC (ΨLDA) −158± 5 −141± 2 −132± 3
DMC (ΨPBE) −143± 3 −134± 3 −129± 3
∆CCSD(T)/CBS −155 −146 −143
TS and TSscs corrections perform significantly better than the D2 correction, with only 10%
and 5% errors, respectively.
One can see from Fig. 3.2 that the percentage error lines across C3, C5, and C5C3 have a
very similar form, but they shift with regard to the reference ∆CCSD(T) binding energy. This
means that for the C5 complex vdW-DF2 is providing the best agreement with ∆CCSD(T)
(2% error) and the optimized vdW functionals are overbinding by 10–15%. Whereas for C5C3,
the xc functionals perform in a similar manner as for C3, with the optimized vdW functionals
performing the best once again (< 5% error). Of PBE and its dispersion corrected forms,
PBE+TSscs performs the best for all three complexes (underbinding by 5-15%). Note that
MP2 consistently overbinds all three structures by ∼ 9%.
Regardless of the absolute interaction energies of PBE, dispersion corrected PBE and the
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Figure 3.2: The percentage difference between ∆CCSD(T) interaction energy and that from
DMC, MP2 and the various DFT xc functionals, of water to 1,2-azaborine. The solid black
lines at zero represent the ∆CCSD(T) reference. Note that DMC results with both LDA
(ΨLDA) and PBE (ΨPBE) TWs are reported and that the HF results are off the chart. The
superscripts for the hybrid PBE0 and B3LYP functionals indicate different proportions of
exact exchange.
non-local vdW functionals, they all fail to predict C3 as the most stable complex. In addition,
the TS and TSscs corrections are not satisfactory as they stabilize the C5C3 complex such
that it becomes degenerate with either C3 or C5. Clearly with a fairly flat potential energy
surface, the difference between C3 and C5 is a considerable challenge for the xc functionals.
According to the benchmark ∆CCSD(T) values, C5 is only 9 meV less stable than C3, making
it difficult to assign the source of error that leads to so many different xc functionals predicting
the wrong trend.
One possible source of error is an inadequate description of exchange and to address
this we initially performed HF calculations. We find that with HF the trend is correctly
predicted with C3 as the most stable configuration, despite the lack of correlation and highly
underestimated interaction energies. The HF results suggest that the lack of exact exchange
is perhaps the main reason for many of the xc functionals predicting C5 instead of C3. For
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further insight, HF symmetry adapted perturbation theory (HF-SAPT) calculations revealed
that it is the exchange-repulsion energy (mostly electrostatic) that puts the binding energy
in favor of C3 and not C5.
Guided by this insight, we computed binding energies using the hybrid PBE0 and B3LYP
functionals with varying amounts of exact exchange. The results are listed in Table 3.2 with
the proportion of exact exchange indicated by the superscripts, along with hybrid functional
results corrected with the TS and TSscs vdW schemes. In addition, Fig. 3.3 shows how the
interaction energies of the C3 and C5 complexes vary with the proportion of exact exchange
with PBE0-like functionals. Using standard PBE00.25 the lowest energy complex is C5, but
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Figure 3.3: The interaction energy of the C3 and C5 complexes are plotted against the pro-
portion of exact exchange in PBE0-style calculations, with zero exact exchange corresponding
to PBE.
as the percentage of exact exchange is increased to 50% and above, C3 becomes the most
stable complex. Similarly with B3LYP, 60% exact exchange is needed in order to switch the
site preference to C3. However PBE00.75 and B3LYP0.60 still underbind by 20% with respect
to ∆CCSD(T), and including the TSscs corrections leads to overbinding by the same amount.
The combination of the hybrid functionals with TS and TSscs corrections tends to decrease
the energy differences between the different configurations. Depending on the particular
combination of exact exchange and TS-like dispersion, both C3 and C5 can be degenerate or
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almost degenerate or even all three structures can be almost degenerate. Overall we learn
from these various calculations that a high proportion of exact exchange improves the relative
energies of the various structures. However, still, in the future a more refined description
of long-range correlation and exchange is needed in order to predict the correct trend and
absolute interaction energies.
A change in the stability trend of weakly interacting complexes due to the amount of
exact exchange is not limited to the systems studied here; Thonhauser et al. [162] observed
a similar distortion in the ordering of conformers in their study of monosubstituted benzene
dimers, which they corrected by using HF exchange. The need for a very high fraction of
exact exchange in xc functionals to give correct predictions warrants further discussion. We
have very carefully looked at the electronic structures obtained from the various functionals
for the different complexes and a thorough inspection of the individual energy contributions
to the absolute interaction energies was particularly informative. By decomposing the inter-
action energies into the kinetic, potential, Hartree, exchange and correlation energies, we have
analyzed the effect of increased exact exchange on the individual energy contributions for C3
and C5. We find that the main distinguishing feature between C3 and C5, is that the kinetic
energy and the repulsive terms (Hartree and exchange energies) change to different extents as
the fraction of exact exchange is increased. Kinetic energy favors C5 but with a high fraction
of exact exchange, the C3 complex is stabilized by less repulsion (Hartree and exchange) than
in C5. This observation is in accord with the HF-SAPT results mentioned earlier.
It is known that exact exchange localizes the electrons and alleviates the surplus delocal-
ization which is otherwise present in standard GGA calculations. The localization of electrons
determines the electron density distribution over a system and therefore determines the inter-
action sites within complexes. In addition to orbital overlap, hydrogen bonding and dispersion
interactions are also both affected by a change in the electron density distribution. The in-
teractions in our water/1,2-azaborine complexes have contributions from hydrogen bonding,
dispersion interactions and weak orbital mixing. We have seen that the delicate balance be-
tween such interactions is sensitive to the relative contributions from individual energy terms,
prompting the need for both exact exchange and a good description of the correlation energy
for the reliable prediction of configurations in weakly interacting systems, such as ours.
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3.4.2 From benzene to borazine
Thus far we have studied the interaction of a water monomer with the intermediate 1,2-
azaborine molecule as a model for boron nitride doped graphene. We have found that an
inadequate description of exchange in xc functionals can alter the binding orientation, despite
reasonable interaction energies being predicted by some of the vdW xc functionals. Here we
establish whether xc functionals without exact exchange can correctly describe the interaction
between the water monomer and the pure counterparts of 1,2-azaborine: benzene and borazine
(B3N3H6). It is also useful, from a materials design perspective, to understand how the boron
nitride doping affects the interaction with water, compared to graphene and h-BN; which
can be mimicked to some extent by benzene and borazine, respectively. Adhering to the
use of model systems allows us to compare interaction energies from DFT and benchmark
CCSD(T) calculations. To this end, we have examined water on benzene and borazine and
we find that in contrast to 1,2-azaborine, these pure systems are much less challenging, with
different functionals able to predict the same orientation as obtained in previous benchmark
calculations [151, 152, 155]. Previous work has shown that water tilts towards a carbon atom
in benzene, and the complex has an absolute interaction energy of −145 meV calculated with
CCSD(T) [151, 152]. Similarly, in the water-borazine complex, water tilts towards a nitrogen
atom and the CCSD(T) interaction energy reported by Wu et al. [155] is −92 meV. In Chapter
5 the ∆CCSD(T) energy with CBS extrapolation is computed for water-borazine to be −119
meV. We have relaxed several starting geometries of the water-benzene and water-borazine
Table 3.3: Absolute interaction energies of water to benzene, 1,2-azaborine, and borazine
using PBE, optB86b-vdW, vdW-DF2 and CCSD(T). The absolute interaction energies with
DFT correspond to optimized structures, and the values for water-1,2-azaborine correspond
to the C3 complex.
Methods H2O/Benzene H2O/1,2-azaborine H2O/Borazine
PBE −108 −109 −85
optB86b-vdW −142 −160 −122
vdW-DF2 −137 −155 −129
CCSD(T) −145a −155b −119c
a CCSD(T) interaction energy by Min et al. with CBS extrapolation [152].
b ∆CCSD(T) interaction energy calculated in Section 3.4.1 for the C3 complex.
c ∆CCSD(T) interaction energy computed in Chapter 5 with CBS extrapolation. Wu et al.
[155] computed CCSD(T) interaction energy without CBS extrapolation to be −92 meV.
complexes with PBE and optB86b-vdW and the absolute interaction energies are shown in
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Table 3.3. For the water-benzene complex, PBE underbinds as previously shown [153], whilst
optB86b-vdW performs very well: only 2% error compared to the benchmark. Moreover with
PBE, there is almost no distinction between water binding to benzene or 1,2-azaborine, but
using the dispersion inclusive optB86b-vdW, the binding on 1,2-azaborine is almost 20 meV
stronger. Similarly using CCSD(T), our benchmark absolute interaction energy of the C3
complex (−155 meV) is 10 meV stronger than the absolute interaction energy of water to
benzene (−145 meV calculated by Min et al. [152]). On borazine the absolute interaction
energy is weaker according to all methods: PBE (−85 meV), optB86b-vdW (−122 meV) and
also with CCSD(T) (−119 meV). In all cases, the water tilts towards nitrogen in the borazine
ring [155] and this tilting, that also occurs on 1,2-azaborine and benzene, is indicative of a weak
hydrogen bond forming in all three complexes. Not only do PBE and optB86b-vdW obtain the
correct binding orientations for water on benzene and borazine, but also optB86b-vdW yields
only a 2–3% error for the water-benzene and C3 complexes. For completeness, we also include
the results obtained with vdW-DF2 in Table 3.3, which are similar to those obtained with
optB86b-vdW. Using vdW-DF2 the error for water-benzene is 5% and for the C3 complex the
binding energy agrees with the benchmark. Even so, the wrong orientation is predicted by
PBE, optB86b-vdW and vdW-DF2 for water binding to 1,2-azaborine as discussed in Section
3.4.1. Therefore, the prediction of binding sites with weak interactions on doped surfaces and
between complex organic molecules could be compromised by an inadequate description of
exchange, whilst being correct in pure systems.
Finally, it is interesting to note that water interacts more strongly with the intermediate
1,2-azaborine molecule than either benzene or borazine. If upon doping graphene with boron
and nitrogen a similar increase in the interaction with water was found then this could provide
a means of tuning the strength of the water substrate interaction to have specific, targeted
wetting properties.
3.5 Discussion and Conclusions
We have calculated three benchmark values of the absolute interaction energy between a water
monomer and 1,2-azaborine using ∆CCSD(T) extrapolated to the CBS limit. The lowest
energy complex according to the explicitly correlated, exact exchange methods (∆CCSD(T),
3.5. DISCUSSION AND CONCLUSIONS 55
CHAPTER 3. WATER AND 1,2-AZABORINE: ROLE OF EXACT EXCHANGE
DMC and MP2) is C3 with an absolute interaction energy of −155 meV from ∆CCSD(T).
The DMC energies are, on average, within 6–8% of ∆CCSD(T). Meanwhile, xc functionals
including PBE, dispersion corrected PBE and an array of vdW-DFs, fail to predict the same
binding configuration as ∆CCSD(T), MP2 or DMC. Instead, these xc functionals indicate
that C5 is the lowest energy complex. Although interatomic many-body dispersion (MBD)
forces have previously been shown to be neglected or wrongly described in DFT xc functionals
[195], HF and HF-SAPT calculations demonstrate that in this case, exact exchange corrects
the trend without including MBD forces; thus we can deduce that MBD is not a source of
error for the stability trend. Previous work has shown that for strongly interacting systems,
like CO on Pt(111), exact exchange improves the alignment of electronic states between the
substrate and the adsorbate and to recover the experimental chemisorption site [196]. Also,
for defects in semiconductors, exact exchange is a crucial factor in finding the correct defect
states (see e.g. ref 197). Here, it is demonstrated that exact exchange and the associated
changes to the electronic structure plays a decisive role in the prediction of the lowest energy
configuration for weakly interacting (asymmetric) complexes. As such, it is imperative that
more emphasis is placed on the accurate treatment of exchange when using DFT to examine
weakly bound complexes and adsorption. The wrong prediction of the configuration for our
relatively small system of water on 1,2-azaborine suggests that the delocalization error is likely
to be even more pervasive for larger systems with more shallow energy minima, such as for
physisorption on doped surfaces and in crystal polymorph prediction.
In terms of the absolute interaction energies, however, the inclusion of dispersion inter-
actions is essential for weakly bound systems, and in the systems studied here this is more
accurately achieved by non-local vdW functionals than dispersion corrected PBE, PBE0 and
B3LYP. By comparing absolute interaction energies, we determined that optB88-vdW and
optB86b-vdW are generally the best performing xc functionals from those tested. Our find-
ings imply that in order to predict the correct binding configuration as well as the energy,
DFT xc functionals must simultaneously contain exact exchange (so as to avoid delocaliza-
tion error) and account for dispersion interactions. However, even with dispersion corrected
hybrid functionals we were not able to obtain a perfect trend or accurate interaction energies;
echoing the need to develop xc functionals that contain a better description as well as balance,
of both exchange and non-local correlation [100].
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Finally, we have found that water binds more strongly to the intermediate system, 1,2-
azaborine than to either benzene or borazine. Should equivalent behavior be observed on
doped graphene surfaces, then this could represent a means of tuning the binding and wetting
of interfacial water to graphene and h-BN. In future work we will focus on exploiting this
possibility.
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Chapter 4
Establishing the adsorption energy of
water on h-BN from DMC
4.1 Abstract
Despite a recent flurry of experimental and simulation studies, an accurate estimate of the
interaction strength of water molecules with hexagonal boron nitride (h-BN) is lacking. Here,
quantumMonte Carlo results are reported for the adsorption of a water monomer on a periodic
h-BN sheet. This yields a water monomer interaction energy of −84 ± 5 meV in a (4 × 4)
unit cell of h-BN. The results are used to evaluate the performance of several widely used
density functional theory (DFT) exchange correlation functionals, and it is found that they
all deviate substantially. Differences in interaction energies between different adsorption sites
are however better reproduced by DFT.
4.2 Introduction
Hexagonal boron nitride (h-BN) has become popular for anyone with an interest in 2-dimensional
materials, due to a number of notable properties such as high thermal conductivity, mechanical
robustness and exceptional resistance to oxidation [198], and not least because it is isostruc-
tural with graphene. Our interest has been piqued by experimental reports of fascinating
behavior of water at h-BN such as superhydrophobicity [199], water cleaning ability [3] or
generation of electric current [10]. These experiments have already prompted a number of
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simulation studies of water on h-BN sheets and nanostructures using both density functional
theory (DFT) and classical molecular dynamics [138, 200–205]. They have been incredibly
informative and have helped to e.g. understand the electrical currents generated in BN nan-
otubes [10].
However, there is one major unknown at the very heart of any water/BN simulation
study: we simply do not know what the interaction strength of a water molecule with h-
BN is. DFT calculations yield a range of values for the water monomer adsorption energy
depending on the exchange-correlation (xc) functional used [138, 200, 201] and force fields
rely on interaction parameters fitted to particular xc functionals or to experimental data such
as contact angles for macroscopic water droplets [202–205]. If fitting to experiment, one needs
to be certain that the experimental conditions are exactly known; recent lessons learned for
water droplets on graphene reveal that contact angle measurements are incredibly sensitive
to surface preparation conditions and levels of cleanliness [141, 143, 144, 206].
The lack of well-defined reference data for water on h-BN is representative of a much
broader problem: there are very few systems for which accurate water monomer adsorption en-
ergies have been established. Mainly this is because even at low temperatures water molecules
cluster into larger aggregates making the determination of monomer adsorption energies with
established surface science techniques such as temperature programmed desorption or single
crystal adsorption calorimetry highly challenging [207–209]. In the absence of experimental
data, simulations play an important role, either via explicitly correlated quantum chemistry
approaches or quantum Monte Carlo (QMC) (see e.g. references 63, 64, 69, 145, 210–212).
Indeed given recent increases in computational capacity and the fact that it can be applied to
periodic systems, QMC has emerged as a powerful technique for obtaining interaction energies
of molecules with surfaces [63, 69] or biomolecules [118, 193, 213].
In this chapter, results for interaction energy curves for water on a periodic h-BN sheet
using fixed node diffusion Monte Carlo (DMC) are reported. From this an estimate of the
water/h-BN interaction strength of about −84± 5 meV at an equilibrium water-surface dis-
tance of ca. 3.4 Å has been obtained. Also, interaction energy curves with a variety of DFT
xc functionals have been computed and these are found to differ significantly from DMC.
Except for LDA, of the functionals considered those that do not account for van der Waals
underbind and those that do, overbind. DFT based predictions of the equilibrium adsorption
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height are much better with several functionals coming within 0.2 Å of DMC. In addition,
based on DMC and DFT calculations of water on h-BN in a second metastable adsorption
structure, we find that many of the xc functionals do reasonably well in predicting the relative
energy difference between the stable and metastable adsorption structures.
4.3 Methods
Two different levels of theory have been used in this chapter, fixed node DMC and DFT. A
standard computational setup has been used for each and so only the key features are discussed
here. QMC calculations were undertaken using the CASINO code [175], with Slater-Jastrow
type trial wavefunctions in which the Jastrow factor contains electron-nucleus, electron-
electron, and electron-electron-nucleus terms. Trail and Needs pseudopotentials [170, 171]
were used for all atoms, in which the 1s electrons of B, N, and O were treated as core. This
set-up for the DMC calculations is similar to the one used in Chapter 3 (and Ref. 213) where
water adsorption was examined on 1,2-azaborine and agreement between DMC and coupled
cluster with single, double and perturbative triple excitations (CCSD(T)) to within 9 meV
was obtained. The initial single particle wavefunctions for use in DMC were obtained from
DFT plane-wave calculations using the PWSCF package [169]. A standard 300 Ry energy
cut-off was applied and for efficiency the resulting wavefunctions were expanded in terms of
B-splines [174] using a grid multiplicity of 2.0. Trial wavefunctions were generated using the
local density approximation (LDA) [172] which has been validated for weak interactions in
previous work [154, 213]. After optimization of the trial wavefunctions in variational Monte
Carlo, 6,553,840 walkers were used across 16,384 cores for each point along the DMC inter-
action energy curves. The locality approximation was utilized [176] with a time step of 0.015
a.u. which was tested against a time step of 0.005 a.u.
VASP 5.3.5 [177–180] was used for the DFT calculations, making use of projector aug-
mented wave (PAW) potentials [181, 182] to model the core regions of atoms (again the 1s
electrons of B, N, and O were treated as core). Following careful tests, a 500 eV plane-wave
cut-off was chosen and a (4×4) unit cell of h-BN with 16 Å between sheets, along with Γ-point
sampling of reciprocal space.1 The proliferation of DFT xc functionals over the last decade
1For example, tests with a higher plane-wave cut-off (600 eV) and denser k-point mesh (5×5×1) performed
for the PBE functional yielded an interaction energy that differed from the reported one by < 3 meV. Similarly
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Figure 4.1: Structures of the two adsorption modes of water on h-BN considered in this study.
(a,c) Top and side view of water above an N site of h-BN. (b,d) Top and side view of water
above a B site of h-BN. Boron is pink, nitrogen is blue, oxygen is red and hydrogen is white.
All calculations have been performed on periodic unit cells, with the periodic unit cell in the
x,y plane indicated by the blue frames in (a) and (b).
[99] means that it is not feasible to consider all xc functionals or even all modern xc functionals
designed to capture weak interactions. Rather we consider a small selection that have been
widely used in adsorption studies. This includes the LDA, the PBE [173] generalised gradi-
ent approximation (GGA), two hybrid functionals (PBE0 [183, 184] and B3LYP [185–188]),
and several van der Waals (vdW) inclusive functionals (PBE+D2 [189], PBE+D3 [34, 35],
DFT+TSscs [38, 39], optB86b-vdW [32, 36, 214] and vdW-DF2 [32, 33]). The DFT+TSscs
correction (from Tkatchenko and Scheﬄer) was applied to three xc functionals (PBE, PBE0
and B3LYP).
Results for interaction energy curves of a water monomer on h-BN in two different ad-
sorption modes (Figure 4.1), obtained from DMC and a range of DFT xc functionals, are
shown in Figure 4.2. The interaction energy between the adsorbate and substrate is plotted
as a function of the perpendicular distance between the oxygen atom of the water molecule
and the h-BN sheet. The absolute interaction energy between water and the substrate were
calculated as follows,
Eint = E
tot
d − Etotfar (4.1)
where Etotd is the total energy of water and h-BN at a given oxygen-surface separation dis-
tance, d, and Etotfar is the total energy of water and h-BN at 8 Å oxygen-surface distance.
This definition allows the same Jastrow factor to be used for all configurations, including the
when the current set-up was tested for water adsorption on the 1,2-azaborine system considered in Ref. 213
against all-electron PBE calculations with an aug-cc-pV5Z basis set we found that the results with the two
approaches differed by only 1 meV; the PBE adsorption energy for that system being 109-110 meV.
4.3. METHODS 61
CHAPTER 4. ESTABLISHING THE ADSORPTION ENERGY OF WATER ON H-BN
FROM DMC
reference structure in DMC. Adsorption structures were obtained from optB86b-vdW opti-
mizations of water on a fixed h-BN sheet. The same structures were chosen for DMC and all
xc functionals because this makes for a cleaner comparison. For many of the xc functionals
interaction energy curves with fully relaxed structures have been computed and the differences
between the relaxed and the fixed structures are < 5 meV, except in the repulsive wall at
short oxygen-surface separations. The first adsorption structure considered has the oxygen
of the water molecule above an N site with one of the OH bonds directed at that N atom
(Figure 4.1(a,c)). This is the most stable adsorption structure according to previous DFT
studies [200]. The second structure has the oxygen atom of the water molecule above a B
site with the plane of the molecule tilted away from the substrate by 128◦ (Figure 4.1(b,d)).
According to DFT calculations this is the most stable structure for water at the B site but
∼ 20 meV less stable than the N site adsorption structure. Water adsorption at the B site is
considered to establish if the DFT site preference for this system is correct [109].
4.4 Results
Let us now focus on the DMC interaction energy curves for water on h-BN. Because of the
enormous computational cost of DMC only a small number of points can be computed for
each energy curve, which limits the resolution of the curves. Nonetheless they are sufficiently
well defined to yield an adsorption energy of −84 ± 5 meV at a height of ∼ 3.4 Å at the N
site and an adsorption energy of −63 ± 5 at a height of ∼ 3.2 Å at the B site. The O atom
sits slightly further away from the substrate at the N site because of the orientation of the
molecule at this site, wherein the H atoms points to the N, forming a weak hydrogen bond
like interaction. The relative energies of the two sites confirms the DFT site preference but
more importantly provides an estimate of the water monomer interaction energy that is free
of any arbitrary choices of DFT xc functional.
Obtaining an accurate estimate of the interaction strength between water and h-BN is
important in its own right, however, it also provides a valuable benchmark which we now
exploit. Here, the DMC derived interaction energy curves are used to evaluate how various
DFT xc functionals perform for this system. Interaction energy curves from several functionals
are included in Figure 4.2 and in some respects these reveal a familiar story. Looking at
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Figure 4.2: (a) Interaction energy curves for water situated above the N site in h-BN as shown
in the inset. (b) Interaction energy curves for water situated above the B site in h-BN as
shown in the inset. The lines connecting the data points are merely there to guide the eye.
the most stable site first, LDA overbinds by predicting an adsorption energy of −183 meV
with the molecule 0.4 Å closer to the surface than DMC. In contrast the GGA and the
hybrid functionals underbind: PBE is ∼ −45 meV, PBE0 is ∼ −40 meV and B3LYP is
∼ −15 meV. The PBE and PBE0 adsorption heights are fairly reliable at 3.40 Å whereas
the shallow B3LYP minimum is located at 3.55 Å. More interesting are the results from
the vdW inclusive functionals since these are in principle designed to accurately describe
weak interaction systems. Surprisingly, all vdW inclusive functionals considered significantly
overbind this adsorption system. Specifically the adsorption energies are in the −140 to −170
meV range, with vdW-DF2 predicting the smallest adsorption energy and optB86b-vdW the
largest. This overbinding also persists at large adsorbate-substrate distances; compare for
example the DMC and vdW-inclusive DFT results at 4−5 Å from the surface. The predicted
height above the surface is in reasonably good agreement with DMC, only around 0.1 Å closer
to the surface for all vdW-inclusive functionals.
Moving to the B site adsorption structure it is found that systematically, with the ex-
ception of PBE+D2, the interaction strength is reduced by ∼ 20 − 30 meV. This is in very
good agreement with the DMC energy difference between these two sites (PBE-D2 predicts
that the B site is ∼ 60 meV less stable than the N site). Thus although none of the xc func-
tionals considered come within 40% of the DMC interaction energy, the change in interaction
energies between adsorption sites are in most cases described fairly accurately. Note that
only two adsorption structures have been considered and considerably more work is needed to
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fully substantiate this conclusion. Moreover, at this stage the poor performance of the vdW
functionals is not entirely understood, and further investigation follows in Chapter 5 using
BN molecules as well as h-BN.
4.5 Conclusion
In summary, DMC interaction energy curves have been obtained for water on a periodic hexag-
onal sheet of BN and used these to evaluate the performance of a number of xc functionals.
The interaction energy obtained is −84±5 meV. This is clearly a small number; corresponding
to the physisorption regime.2 It is, however, about 15 meV larger than the value predicted by
DMC for water on graphene. Interestingly many of the van der Waals inclusive functionals
also predict a similar 15–20 meV increase upon going from graphene to h-BN [69, 200]. This
suggests that although interaction energies are overestimated with these functionals, the rel-
ative interaction energies between the two materials are fairly well described. Finally let us
note that the reference interaction energy calculated here is for a (4 × 4) unit cell of h-BN.
The impact of any long-range correlation that may not be captured by this unit cell size is
studied in the following chapter.
2Zero point energy contributions (computed within the harmonic approximation) weaken the optB86b-vdW
interaction strength by ∼ 30 meV. Since this is the most strongly binding xc functional, others are likely to
show a smaller reduction than this.
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Chapter 5
Further insights from water
adsorption on BN substrates
5.1 Abstract
In the past, agreement between high accuracy ab initio methods has mostly been demonstrated
for small, molecular systems. Much less is known about how methods such as the RPA,
DMC and MP2 compare for extended systems. Here, reference DMC adsorption energies
for water on BN substrates are used as a case study to understand and quantify important
approximations in quantum chemistry and to the RPA. Molecular BN substrates are used
to gauge the performance of the RPA, MP2, CCSD(T), DMC and a selection of widely
used xc functionals. In addition, calculations with a series of h-BN unit cells of up to 98
atoms, are used to establish the contribution from long-range correlation interactions on the
2-dimensional BN surface. These are found to scale as 1/N3/2 with N being the number of
atoms, and result in a 25% increase in the water-surface adsorption energy, giving a corrected
DMC adsorption energy of −104 ± 5 meV. In addition, the many-body dispersion method
emerges as a particularly useful estimation of finite size effects for other expensive, explicitly
correlated methods.
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5.2 Introduction
Great progress in developing algorithms has enabled surface adsorption problems to become
increasingly accessible computationally [59, 62–71]. Water adsorption on graphene is an ex-
emplary case that has been computed with RPA, DMC [63] and CCSD(T) [64]. However the
reported adsorption energies range by up to 40%; likely because the calculations still involved
a number of limitations and approximations which have not been quantified.
Gauging the impact from different approximations is evidently desirable and would al-
low for greater understanding of the necessary corrections to the methods. To this end, we
focus on water interaction with BN substrates which are geometrically analogous to carbon
substrates but have more insulating electronic structures. Like graphene, the 2-dimensional
BN surface gives rise to long range Coulomb interactions that are relevant to adsorption on
low-dimensional systems [104]. In addition, it is especially important to understand how wa-
ter interacts with the surface since water is ubiquitous. Even the gecko which is known for
climbing walls by adhesion from vdW interactions, has been found to lose its grip when its
toepads become wet [215–217].
Here, periodic RPA, DMC and MP2 calculations are used to ascertain the best possible
adsorption energy for water on the h-BN sheet. Importantly, these systems are used to
establish: (i) the size of the single excitations (SE) correction in RPA interaction energies
for both molecular and extended BN substrates; and (ii) the contribution from long-range
correlation for water/h-BN and its convergence with different methods, including the many
body dispersion (MBD) correction [40, 218] in DFT. In what follows, the MBD correction is
found to agree with RPA, indicating that it can be used as an efficient approach for estimating
the contribution from long-range correlation interactions. In addition, a number of DFT
exchange-correlation functionals are benchmarked for this set of water/BN substrates and
shown to vary in performance across the length-scales; with worsening performance as the
substrate size increases.
Details of the calculations and set-up are given first in Section 5.3 followed by results in
Section 5.4. In Section 5.4.1 the interaction energy curves for a water monomer with borazine
(BN analogue of benzene, B3N3H6) and boronene (BN analogue of coronene, B12N12H12) are
reported. In Section 5.4.2 water/h-BN interaction energy curves from RPA and MP2 are given
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(along with previous results from DMC). PBE+MBD is discussed in more detail in Section
5.5 and we close with conclusions in Section 5.6.
5.3 Methods
For this study, DFT, MP2, CCSD(T), the RPA and DMC have been employed. As such,
many electronic structure codes have been employed with various settings that are detailed
here.
First, for consistency, all of the DMC calculations in this chapter use the same settings as
in the previous Chapter 4. As before, the locality approximation was utilized [176] with a time
step of 0.015 a.u. which was tested against a time step of 0.005 a.u for the water/borazine
interaction. In Table 5.1 the interaction energy can be seen to agree within the error bars for
the 0.015 and 0.005 a.u. time steps.
The DFT calculations on the molecular BN systems have been conducted with the same
settings as in Chapter 4: standard PAW potentials with a 500 eV plane-wave cut-off energy and
Γ-point sampling of reciprocal space. A range of xc functionals are assessed in this chapter,
namely: the LDA [172], PBE [173], PBE0 [183, 184], dispersion corrected PBE and PBE0 (D2
[189], D3 [34, 35], TSscs [38, 39], and MBD [40, 218]) and vdW-inclusive functionals (optB86b-
vdW [36, 214], vdW-DF2 [33], and rev-vdW-DF2 [219]). We have also tested the more recently
developed strongly constrained and appropriately normalised (SCAN) functional of Sun et al.
[220]. In addition, M. Rossi calculated interaction energy curves for water/BN substrates
with PBE+MBD and PBE0+MBD using the all-electron FHI-AIMS code [221].
The molecular systems were also calculated with quantum chemical codes (Gaussian
[168], Molpro [222], and NWChem [223]) to obtain the MP2 interaction energy at 3.4 Å
water/substrate distance, with complete basis set extrapolation using Dunning’s aug-cc-
pV(T,Q)Z basis sets. The CCSD(T) interaction energy of water/borazine at 3.4 Å was
calculated using aug-cc-pV(T)Z basis set and by taking the difference with MP2 at this
basis set, the ∆CCSD(T)/CBS interaction energy was estimated. For water/boronene, the
MP2/CBS interaction energy was evaluated in the same way as for borazine. Due to a
memory bottle-neck however only cc-pVDZ basis set was used in the CCSD(T) calculation
of water/boronene at 3.4 Å. As such, an ad hoc ∆CCSD(T)/CBS interaction energy was
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estimated for water/boronene. This was done by taking the difference between MP2 and
CCSD(T) with a cc-pVDZ basis set as the correction to CBS extrapolated MP2 interaction
energy.
For periodic calculations of the molecular water/borazine system, a 15×15×15 Å3 unit cell
was used. With this unit cell, the effect of a dipole correction is negligible (<1 meV) in a PBE
calculation with VASP. For the larger boronene molecule, a 20×20×16 Å3 unit cell was used.
Periodic LMP2 calculations were undertaken by Theodoros Tsatsoulis and Andreas Grüneis
for water on h-BN. After checking convergence, a 500 eV energy cutoff was employed for the
one-particle HF states along with Γ-point sampling of the Brillouin zone. The cutoff energy for
the auxiliary plane-wave basis set required for the evaluation of the two-electron four-orbital
integrals [224] was set to 250 eV. Occupied HF states were converged within the full plane-wave
basis, whereas the virtual orbitals were constructed using Dunning’s contracted aug-cc-pVDZ
and aug-cc-pVTZ [125, 225] pseudized Gaussians in a plane-wave representation, projected to
the HF occupied states [226].
In addition, the RPA calculations reported in this chapter have been provided by Benjamin
Ramberger and Georg Kresse. A developer version of VASP 5.4.2 was used following methods
precribed in Refs. 227–229. PBE orbitals were used for the RPA calculations1, using GW-
optimised PAW potentials and 430 eV plane-wave energy cut-off.
The absolute interaction energy between water and the substrate were calculated as fol-
lows,
Eint = E
tot
d − Etotfar (5.1)
where Etotd is the total energy of water and substrate at a given oxygen-substrate separation
distance, d, and Etotfar is the total energy of water and substrate at 8 Å oxygen-substrate
distance. This definition allows the same Jastrow factor to be used for all configurations,
including the reference structure in DMC2. The one-leg configuration of water with H atom
above a N atom in the substrate is used for each system because this makes for a cleaner
comparison (see Fig. 5.1). The interaction energy between water and substrate is plotted as
a function of the perpendicular distance between the oxygen atom of the water molecule and
1Differently to current default settings in VASP, NOMEGA = 8 was set and PRECFOCK = Normal for
the RPA calculations.
2In the MP2 and RPA calculations for water/h-BN, there is a residual 6 meV interaction at 3.25 Å compared
to taking the interaction energy with respect to a gas-phase water molecule and isolated surface.
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Figure 5.1: (a) Water adsorbed on borazine. (b) Water adsorbed on boronene. (c) Water
adsorbed on 4×4 unit cell of h-BN sheet. White spheres are hydrogen, red spheres are oxygen,
pink spheres are boron, and blue spheres are nitrogen.
the flat substrate.
5.4 Results
In Section 5.4.1, reference interaction energy curves for water on borazine and boronene at the
most favourable adsorption site have been computed, contributing to the body of knowledge
that has been reported previously. It will be shown that excellent agreement is achieved
amongst the benchmark methods when certain corrections are introduced. The importance
of incremental corrections has previously been demonstrated in high accuracy methods for
lithium hydride crystals [62, 92]. We also compare a selection of widely used xc functionals
and demonstrate the non-transferability of their performance for these very similar systems.
After reporting on the molecular systems, in Section 5.4.2 the impact of long-range correlation
interaction in the water/h-BN system is determined from RPA, MP2, and MBD at the most
favourable adsorption site.
5.4.1 Water adsorption on borazine and boronene
Wu et al. have previously computed the interaction energy of water in a two-leg configuration
on borazine with DMC and CCSD(T) [70]. In the two-leg configruation both hydrogen atoms
of the water molecule point towards the substrate, with one hydrogen atom nearer to a boron
atom and the other nearer to a nitrogen atom. Although the configuration that was used is
unlikely to be the lowest in energy, they showed that CCSD(T) and DMC predicted the same
interaction energy curves, with a maximum interaction of ∼ 75 meV at 3.36 Å separation.
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Table 5.1: Reference interaction energies using different methods for water with borazine (at
3.32 Å oxygen height above ring) and boronene (at 3.40 Å oxygen height from the molecule).
Method Water/Borazine Water/Boronene
DMC (0.015 a.u.) −111± 5 −91± 8
DMC(0.005 a.u.) −117± 3
RPAa −92
RPA + GW singlesa −110
MP2/CBS −120 −113
∆CCSD(T)/CBS −119 −101b
∆CCSD/CBS −99 −80b
a This data was kindly computed by collaborators Benjamin Ramberger and Georg Kresse.
b For the water/boronene ∆CCSD(T) result, the difference between MP2 and CCSD(T) us-
ing cc-pvdz basis set (without any diffuse functions) was added as a correction to MP2/CBS
result. The latter is computed from from aug-cc-pvqz and aug-cc-pvtz basis sets.
Using the one-leg configuration of water, shown in Fig. 5.1, the interaction energy minimum
appears at 3.32 Å with DMC. In Table 5.1, reference interaction energies from RPA and
MP2 are also reported for the water/borazine system at this 3.32 Å distance oxygen-ring.
The ∆CCSD(T) and MP2 with CBS extrapolations agree with the DMC interaction energy
within the stochastic error bars that are < 5 meV. It should be noted that without CBS
extrapolation, there is a 20 meV overestimation for the MP2 energy with Dunning’s aug-cc-
pvtz basis set, and it is therefore essential to employ basis set extrapolations. Direct RPA
is instead underestimating the water/borazine interaction by ∼ 20 meV. Direct RPA has
been found to underbind weakly interacting systems in general [110]. This underestimation
can be alleviated by including SE and indeed, for water/borazine this leads to an 18 meV
improvement, bringing the RPA+SE into agreement with DMC, MP2 and ∆CCSD(T).
Boronene is the BN analogue of coronene, and has been used by Wu et al. in an extrapola-
tion scheme to predict the interaction energy of water on h-BN [70]. Similarly in carbonaceous
systems, the interaction of water on graphene has been extrapolated from water-acene inter-
actions [145]. Such schemes require a stringent understanding of the various of components
of the interaction energy and their scaling. We see here that MP2 is slightly overestimat-
ing the DMC interaction energy by ∼ 14 meV. Including higher order excitations through
∆CCSD(T) brings the water/boronene interaction energy into agreement with DMC. This
has important implications for extrapolation schemes, suggesting that the accuracy of MP2
on a small system may be fortuitous and cannot be guaranteed to extend to larger systems.
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Figure 5.2: Interaction energy curves for water situated above the N site in a borazine
molecule. MBD data contributed by Mariana Rossi.
This is also indicated by the ∆CCSD results showing that the contribution from perturbative
triple excitations is a considerable 20 meV for both water/borazine and water/boronene. Yet
unlike MP2, ∆CCSD underestimates the interaction energy by ∼ 10 meV.
Fig. 5.2 shows the interaction energy curve of water with borazine from DMC and with a
range of widely used xc functionals in DFT for comparison. The same can be seen in Fig. 5.3
for water on boronene. Amongst the xc functionals that have been considered here, rev-vdW-
DF2 and vdW-DF2 provide the best agreement with reference interaction energies near the
minimum, predicting interaction energies of −116 meV and −118 meV at 3.32 Å, respectively.
Other dispersion inclusive functionals tend to overbind by 10-20 meV. PBE+D2 overestimates
the interaction considerably more, by 40 meV. Interestingly, the next best performance is given
by the recently developed SCAN functional. SCAN predicts the water/borazine interaction
energy to be −126 meV at a distance of 3.22 Å and it agrees perfectly with DMC at water-
borazine separations above 3.5 Å. This is somewhat surprising in the absence of any dispersion
correction and reflects that accounting for the Ar dimer interaction in the development of this
functional has worked well to approximate the long-range behaviour between small molecules.
From Fig. 5.3 it can be immediately seen that the performance of the all xc functionals
worsens for water/boronene. DMC and other reference methods predict that the interaction
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Figure 5.3: Interaction energy curves for water situated above the N site in boronene molecule.
MBD data contributed by M. Rossi.
of water weakens with boronene compared to borazine by about 10 meV, to −91 ± 8 meV
with DMC. Whereas, the dispersion inclusive functionals estimate a ∼ 10 meV stronger in-
teraction for this system and thus overestimate the over interaction energy at the minimum
by 30-60%. On the other hand, PBE and PBE0 predict the water/boronene interaction to be
approximately half of the water/borazine interaction energy. This is evidently a severe un-
derestimation but it is expected since these xc functionals cannot account for the increase in
long-range correlation interaction that arises from the higher numbers of electrons in boronene.
Once again, SCAN stands out from other functionals as it predicts a 15 meV weaker inter-
action for water/boronene compared to water/borazine - in line with the trends given by
DMC, MP2 and ∆CCSD(T). However, SCAN appears to overestimate the interaction energy
of water/boronene by more than 20 meV despite the absence of any vdW correction. This
behaviour of the SCAN functional suggests that it overbinds weakly interacting systems that
contain a mixture of hydrogen bonding and dispersion. Thus, the implementation of any
vdW-correction to SCAN has to be done cautiously in order to avoid considerable errors.
To briefly summarise the results of this section, DMC, RPA, MP2 and ∆CCSD(T) predict
the same interaction energies for water with borazine, when single excitations are included in
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the RPA. In addition, reference water adsorption energies on borazine and the larger boronene
molecule have shown that xc functionals do not maintain their accuracy across these relatively
similar systems. The challenge arises in the larger system for which the inclusion of vdW
interactions leads to an overestimation of the interaction energy.
5.4.2 Water on h-BN surface and the impact from long-range correlation
In this section, interaction energy curves are shown for water/h-BN from DMC, RPA, RPA+SOSEX
(second-order screened exchange), MP2, and DFT+MBD (see Fig. 5.4). Note that MP2 cal-
culations are performed for the periodic system, with the same unit cell as for the other
methods. RPA, RPA+SOSEX, and MP2 energies have been extrapolated to the complete
basis set limit using pseudized aug-cc-pV(D,T)Z basis sets. For comparison, PBE, PBE0,
vdW-DF2 and SCAN interaction energy curves are also shown. Before addressing the new
insights, let us briefly recall previous work for water adsorption on h-BN from reference meth-
ods. Al-Hamdani et al. computed the interaction energy curve for water at a boron and
nitrogen site in h-BN from DMC and benchmarked a selection of xc functionals [65]. Wu et
al. used non-periodic MP2 to extrapolate from water/molecule interactions to the water/h-
BN interaction for the two-leg orientation of water, and obtained the same energy as their
extrapolated DMC result within ∼ 10 meV error [70]. Later, Wu et al. performed direct RPA
calculations and estimated a 16± 8 meV finite size correction using the two-leg configuration
of water [71]. The finite size correction arises because of the long-range correlation that is
exhibited by this system. Here, we quantify the impact from long-range correlation with MP2,
RPA and the MBD method in DFT but first, we show the effect of SE and SOSEX on RPA
interaction energies.
It can be seen from Fig. 5.4 that RPA interaction energies agree within the stochastic
error of DMC interaction energies - in line with the findings of Wu et al.[71] The interaction
energy of water according to RPA is −68 meV at 3.25 Å. Earlier however, SE were found to
contribute 18 meV towards the interaction energy of water/borazine and similarly here, SE
contribute 20 meV to the interaction energy of water on h-BN when it is 3.25 Å above the
surface. From Fig. 5.4 the SOSEX correction to direct RPA increases the interaction energy
on the order of ∼ 5 meV, especially when water is close to the h-BN surface at <3.5 Å height.
Therefore, the RPA+SE+SOSEX interaction energy of water on h-BN at 3.25 Å is −94 meV.
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Figure 5.4: Interaction energy curves for water situated above the N site in h-BN. RPA
and MP2 data contributed by Theodoros Tsatsoulis and Andreas Grüneis. MBD data from
Mariana Rossi.
This seems to be slightly more than the DMC interaction energy curve indicates but there
is no DMC data at this distance for water on h-BN to properly verify it. Meanwhile, the
interaction energy minimum is −88 meV, also at 3.25 Å, from MP2. It should be noted that
MP2 theory does not contain SE by definition.
Interestingly, MP2, RPA and RPA+SOSEX predict the same asymptotic behaviour when
the water molecule is more than 4.0 Å above the surface and therefore the same long range
behaviour for the (4×4) unit cell of h-BN. Long-range Coulomb type interactions, or otherwise
referred to as long-range correlation energy, can extend to the nanometre scale. Capturing
these interactions requires very large unit cells and to this end, the MP2, RPA, RPA+SE and
PBE+MBD interaction energies for water/h-BN have been computed in increasing supercell
sizes. The results are reported in Table 5.2 and shown in Fig. 5.5. An important trait
emerges: MP2 adsorption energies converge as ∼ 1/N2 whereas adsorption energies from
RPA, RPA+SE and the MBD correction converge as ∼ 1/N3/2, with N being the number of
atoms in the h-BN unit cell. 1/N2 is the analytically expected behaviour for pairwise vdW
dominated contributions but given that the RPA accounts for more correlation than MP2, its
deviation from the 1/N2 behaviour indicates that adsorption on this 2-dimensional surface
is greatly influenced by higher-order correlation interactions. Indeed, MP2 predicts 10 meV
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Table 5.2: Interaction energies in meV for water on h-BN at 3.25 Å with increasing supercell
sizes. N is the number of atoms in the h-BN substrate unit cell. ∆Elrcint is the difference in the
interaction energy due to long-range correlation (lrc) for water with 32 and 98 atoms in the
h-BN unit cell. Contributions are indicated in the headers.
N MP2a RPAb RPA+SEb MBDc
18 (3× 3) -70 -34 -58 -88
32 (4× 4) -103 -64 -84 -125
50 (5× 5) -109 -76 -95 -139
72 (6× 6) -113 -78 -97 -145
98 (7× 7) -113 -84 -103 -148
∆Elrcint -10 -20 -19 -23
a Data from Theodoros Tsatsoulis and Andreas Grüneis
b Data from Benjamin Ramberger and Georg Kresse
c Data from Mariana Rossi
for the contribution from long-range correlation in contrast to the RPA and MBD correction
that estimate ∼ 20 meV (see Table 5.2). The absence of higher order excitations in MP2 thus
limit its ability to predict long-range behaviour in low dimensional systems.
The ∼ 20 meV contribution to the water/h-BN adsorption energy from long-range cor-
relation interactions can be used to improve the DMC adsorption energies that have been
reported until now for a (4× 4) unit cell of h-BN. Thus, the best estimate of the water/h-BN
adsorption energy is −105 ± 6 meV. Importantly, the results signify that the MBD method
can be used to estimate the finite size effect arising from long-range correlation interactions
that are not captured by a given unit cell size in DMC calculations.
Lastly, let us consider the xc functionals for water/h-BN briefly. The MBD correction has
been evaluated for different supercells in Table 5.2 and in combination with PBE0 in Fig.
5.4. In this way the periodic dipole potential is summed over a long distance and all possible
collective charge density fluctuations are converged. Indeed, PBE+MBD captures the same
long-range behaviour as the RPA. To make a direct comparison with the reference interaction
energy curves in the (4×4) unit cell of h-BN, the MBD correction was evaluated at the Γ-point
also. This leads to a ∼25 meV weakening in the interaction energy at 3.2 Å (see light blue
line in Fig. 5.4). Nevertheless, the MBD correction with PBE and PBE0 leads to significant
overestimation of the interaction energy (by 50%) compared to explicitly correlated methods.
In addition, the interaction energy curve predicted by SCAN is included in Fig. 5.4. Our
results suggest that the same level of inaccuracy is exhibited by xc functionals for water/h-BN
as for water/boronene. For a detailed analysis of the performance of a range of other widely
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Figure 5.5: Interaction energy of water/h-BN at 3.25 Å height for different supercells with N
being the number of atoms in the h-BN unit cell. Dotted lines indicate 1/N3/2 fits to RPA,
RPA+SE, and PBE+MBD interaction energies, and 1/N2 for MP2.
used xc functionals on this system, we refer the interested reader to Ref. 65.
5.5 Discussion
Good agreement between RPA based methods, MP2, and DMC has been demonstrated for
water adsorption on molecular and extended BN substrates; and some corresponding approx-
imations have been quantified. Interestingly, PBE+MBD has been found to overestimate the
interaction energies despite reproducing the correct long-range behaviour for water adsorption
on h-BN. To gain further insight into the performance of PBE+MBD, two aspects of this xc
functional are considered here: (i) the delocalisation error that is inherent in such functionals,
and (ii) the correlation energy of MBD compared with RPA.
First, PBE and PBE+MBD interaction energies have been evaluated using the HF charge
densities for the water/boronene system. In HF theory there is no delocalisation (or self-
interaction) error, and as a result the HF charge density tends to be more confined. A 16−19
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meV weakening in the PBE and PBE+MBD interaction energies is found by using HF charge
densities non self-consistently. This brings the PBE+MBD interaction energy closer to the
reference interaction energy, but still overestimating it by ∼ 20 meV. In relation to this, we
note that the difference between PBE and PBE0 (with or without the MBD correction) for
the molecular systems is negligible, as can be seen from Figs. 5.2 and 5.3; and renders the use
of PBE0 (containing 25% exact exchange) somewhat ineffective. However, for water/h-BN
the improvement from using PBE0 over PBE reaches about 10 meV in Fig. 5.4.
Second, the total correlation energy might be overestimated by PBE+MBD which uses
PBE correlation in the short-range and MBD in the long range. As the MBD correction is
derived from RPA correlation for quantum harmonic oscillators, it should produce the same
amount of correlation energy as RPA when there is no contamination from the short-range
correlation energy given by PBE. As a test, we compare the amount of correlation energy from
RPA and PBE+MBD contributing to the interaction energy for water at 5.0 Å separation
from the h-BN surface. At this height, there should be negligible short-range correlation
energy from PBE; and indeed we find that energies agree within 3 meV. The RPA interaction
energy is −14 meV and similarly, PBE+MBD interaction energy is −11 meV. Thus, the MBD
correction appears to be excellent in the long-range and but at short-range, the interface with
PBE appears to be problematic.
5.6 Conclusion
The adsorption energy of water on BN substrates has been determined from DMC, and MP2
and the RPAmethods by our collaborators, along with coupled cluster theory for the molecular
substrates. Various corrections have been quantified and the most significant include: single
excitations to the RPA, perturbative triple excitations in CCSD(T), and the contribution
from long range correlation energy on h-BN surface. Each was found to contribute ∼20
meV to the adsorption energy of water. Moreover, the RPA type methods and the MBD
correction from DFT have shown that water adsorption energy on h-BN scales as ∼ 1/N3/2
but MP2 predicts 1/N2 scaling instead. The findings show that the MBD correction is a
promising method for estimating the long-range correlation contribution even for unusual,
low-dimensional structures. This is particularly useful for more expensive periodic DMC
5.6. CONCLUSION 77
CHAPTER 5. FURTHER INSIGHTS FROM WATER ADSORPTION ON BN
SUBSTRATES
calculations, in which some of the inherent finite size effects can be estimated by the MBD
method in future.
78 5.6. CONCLUSION
Chapter 6
Physisorption inside/outside a carbon
nanotube
6.1 Abstract
The interaction of H2 and water with carbon nanomaterials is relevant to H2 storage, wa-
ter treatment, and water flow. However, reference interaction energies for H2 and water on
carbon nanotubes remain scarce despite the importance of having reliable benchmark data
to accurately inform experimentalists, and to validate and develop computational models.
Benchmark fixed-node diffusion Monte Carlo (DMC) interaction energies are provided in this
chapter for both H2 and water monomers, inside and outside a typical zigzag carbon nanotube.
A selection of exchange-correlation (xc) functionals and force field potentials are compared.
Contrasting predictions are made by two different types of van der Waals functionals. One
class slightly overestimates interaction energies by ∼ 20%, whilst the other severely overes-
timates the interaction of molecules inside the CNT by ∼ 200%. The discrepancy between
these two types of functionals is rationalised using the confinement of water from different nan-
otube diameters. We make suggestions for the most appropriate xc functionals and classical
potential for these systems.
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6.2 Introduction
Carbon nanotubes (CNTs) have been found to facilitate ultra-fast diffusion [230–236], desali-
nation [237, 238], and water treatment [239], and were also considered as viable materials for
storing H2 [240, 241]. Spurred on by such promising applications and open questions, exper-
iments and computer simulations of relevant properties such as water flow, adsorption, and
contact angles, on graphene and across CNTs have proliferated, see e.g. Refs. 238, 242–245.
Yet many obstacles exist in studying these carbon nanomaterials which in some part
has lead to counter intuitive conclusions. For instance, Hummer et al. showed that small
changes in water-carbon interaction energies can lead to a significant change in the water
occupancy inside the hydrophobic carbon channels of nanotubes [246]. Another example
is the debate that surrounded the transparency of graphene for the contact angle of water
[141, 143, 144, 206, 247–250]. This is partly because of the inherent challenges of studying a
clean graphene surface experimentally and having reliable and accurate models in simulations.
Indeed, the majority of studies focusing on either H2 or water on these carbon nano-
materials use classical force fields with Lennard-Jones (LJ) type potentials to model the
intermolecular interactions. However, different methods, either classical or ab initio, predict
different adsoprtion energies and it is not clear which methods give more accurate results. In
addition, only tentative comparisons can be made from the literature since different types of
CNTs and adsorbate configurations have been reported on.
Accurate reference data is therefore paramount for the verification of predicted adsorp-
tion energies and for the appropriate parametrization of force field potentials. Due to the
scarcity of reference information a number of force field studies have relied on experimental
adsorption energies of H2 [251] and the contact angle of water on graphite [252] - a material
which is physically different to either graphene or CNTs. Moreover, Leroy et al. show that
the work of solid-liquid adhesion is a better reference than water contact angles [253], and
thus the ability to reproduce the correct adsorption energy between water and the substrate
is more desirable in a force field. As noted earlier, the most promising and commonly used
methods for computing benchmark adsorption energies include but are not limited to: cou-
pled cluster with single, double, and perturbative triple excitations (CCSD(T)), the random
phase approximation (RPA), and diffusion Monte Carlo (DMC). These methods are explicitly
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correlated and account for exact exchange, thus they are able to capture weak interactions
that contain significant proportion of van der Waals (vdW) forces.
Recent progress has been made by Lei et al. using density fitted local CCSD(T) (DF-
LCCSD(T)) to compute interaction energy curves for a water monomer with non-periodic,
H-capped, segments of CNTs of varying curvature [68]. Force field parameters have also been
proposed based on the results. Meanwhile, it has been noted that long-range charge density
fluctuations on the nanometre scale play a key role in the interactions of low-dimensional
systems like graphene and CNTs [46, 104] and it is therefore important to go beyond localised
segments of such systems.
The goal here is to take another step towards adsorption on the real physical CNT by
providing benchmark information from fixed-node DMC which takes into account the extended
nature of the CNT. We have computed the physisorption energy of both H2 and water,
inside and outside a CNT using DMC. Direct comparison is made with some new and some
widely used exchange-correlation (xc) functionals and force field potentials. We also compare
the interaction energies with a graphene substrate and draw similarities with adsorption on
the exterior of the CNT. We find that a particular class of van der Waals xc functionals
overestimates the interaction energy inside the CNT by up to a factor of 2.
This chapter is organised as follows: the methods are outlined first, followed by results for
interaction energies of water and H2 on graphene and CNT from DMC, xc functionals, and
force field potentials. Implications of the results are discussed in Section 5.5 and we close in
Section 5.6 with some conclusions.
6.3 Methods
VASP 5.4.1 [177–180] was used for the density functional theory (DFT) calculations with
projector augmented wave (PAW) potentials [181, 182]. There are countless xc functionals
available in DFT and it would not be feasible to test all of them, hence only a few widely
used or relatively new xc functionals have been chosen as part of this study. The various
xc functionals tested include LDA [172], PBE [173], dispersion corrected PBE (D2 [189], D3
[34, 35], TSscs [38, 39], and MBD [40, 218]) and vdW-inclusive functionals (original vdW-DF
[32, 254], optPBE-vdW [37], optB88-vdW [37, 255], optB86b-vdW [36, 214], vdW-DF2 [33],
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rev-vdW-DF2). We have also tested the more recently developed strongly constrained and
appropriately normalised (SCAN) functional of Sun et al. [220]. This functional is expected to
outperform PBE for weakly interacting systems because it contains some non-local correlation
from constraints based on the non-bonded interaction of an Ar dimer. Furthermore, the
revised version of the Vydrov and Van Voorhis non-local correlation functional, rVV10 [41, 42],
was included using Quantum Espresso. Hybrid functionals that contain a fraction of exact
exchange have not been employed here: these are much more computationally expensive and
it is expected that the description of correlation energy has a much larger impact on the
physisorption in these systems than exchange energy.
From an electronic perspective, there are two types of CNTs: armchair which is metallic
and zigzag which is semiconducting. The modelled CNT is (10,0) in configuration and belongs
to the class of non-metallic zigzag CNTs. A CNT unit cell containing 80 carbon atoms was
relaxed using an increased 600 eV energy cut-off as prescribed in VASP and PBE, PBE+TSscs,
and vdW-DF2 functionals; the resulting cell parameters differ by 0.7% at most. PBE+TSscs
predicted the nearest C-C bond length to the experimental C-C bond length in graphite (1.421
Å) and hence, the 8.58 Å unit cell length predicted by this functional along the CNT axis
was chosen for all further calculations. 25 Å was used along the other axes which allows for
at least ∼ 17 Å separation between periodic images of the CNT. The interaction energy of
water/CNT was tested against a larger CNT unit cell of 12.8 Å length at the DFT level.
The difference in interaction energies was less than 3 meV indicating that the water is well
separated from its image. Water interaction energies were tested up to 10 × 1 × 1 k-points
and convergence was reached already with just the Γ-point (within 2 meV) and subsequently
used.
Graphene is a semi-metal for which a (5× 5) unit cell was used with a 15 Å long vacuum
between graphene sheets. Following a convergence test on the number of k-points, a 4×4×1
k-point mesh was chosen. After careful convergence tests for water/CNT and water/graphene
interaction energies, a plane-wave energy cut-off of 500 eV was applied for both systems. Hard
PAWs with 700 eV cut-off energy were also used to check convergence and standard PAWs
were converged to less than 0.2 meV for the interaction energy of water on graphene.
The lowest energy geometries of water interacting with CNTs are not entirely consistent
in previous studies which have mainly employed LDA and PBE [256–258]. Here, vdW-DF2
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Figure 6.1: Unit cell of water outside (top panel) and inside (bottom panel) a CNT(10,0).
The unit cell is bounded by blue lines and contains 80 carbon atoms with a CNT diameter of
7.9 Å. Configurations have been obtained from DFT geometry relaxations with the vdW-DF2
functional.
and PBE+TSscs were used to relax several starting configurations of water and H2, inside
and outside the CNT, and on different sites above graphene. The lowest energy orientations
were found to be consistent between PBE+TSscs and vdW-DF2 indicating that the choice of
xc functional does not have a great impact on the adsorbate geometry and vdW-DF2 relaxed
structures were chosen for subsequent DFT, force field and DMC calculations (see Fig. 6.1
and Fig. 6.2). In general, the potential energy surface is fairly smooth for graphene and even
more so for the CNT, and as such, we expect small variations in the interaction energies for
different configurations with other methods.
Force field calculations were performed using LAMMPS [259] with the TIP5P [260] and
SPC/E [261] models of water and LCBOP [262] for the carbon substrates. The often used
Werder potential [252] for carbon-water interaction was tested along with recent carbon-water
LJ type potentials that were fit to coupled cluster data for water on graphene [263] and water
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Figure 6.2: Unit cell of H2 outside (top panel) and inside (bottom panel) a CNT(10,0). The
unit cell is bounded by blue lines and contains 80 carbon atoms with a CNT diameter of 7.9
Å. Configurations have been obtained from DFT geometry relaxations with the vdW-DF2
functional.
84 6.3. METHODS
CHAPTER 6. PHYSISORPTION INSIDE/OUTSIDE A CARBON NANOTUBE
on a H-capped segment of CNT [68].
DMC calculations for CNT systems were performed using the CASINO code [175], with
the same cells and configurations as for the DFT calculations. A plane-wave energy cut-off of
500 Ry was applied to the LDA calculation of the trial wavefunctions in Quantum Espresso
[169] using the Trail and Needs pseudopotentials [170, 171] for all atoms. The resulting
wavefunctions were expanded in terms of B-splines [174] using a grid multiplicity of 1.0. A
Jastrow factor with up to three-body contributions was used to account for correlation and
optimised using variational Monte Carlo. 1-D periodicity was applied along the CNT axis. A
time-step of 0.015 a.u. was used in DMC whilst employing the locality approximation [176]
and 80,000 walkers for each configuration. The DMC calculations were run until a stochastic
error of 10-15 meV was reached, producing a combined error of less than 20 meV in each
interaction energy. A new implementation of CASINO has been used for H2 on graphene,
which allows a larger time-step (0.05 a.u.) to be used. Since H2 is small, a 3× 3 unit cell of
graphene was found to be large enough to avoid any interaction between the periodic images of
H2 molecules. In addition, k-point convergence was reached with 2 k-points at the DFT level.
Trial wavefunctions were produced at each k-point using Quantum Espresso, as prescribed
for the CNT systems. The resulting DMC energies at each k-point were averaged to give a
final interaction energy for H2 on graphene.
The interaction energy of either water or H2 on the carbon substrates is defined as,
Eint = E
tot
ads − Etotfar (6.1)
where Etotads is the total energy of the molecule/substrate system in the interacting configura-
tions shown in Fig. 6.1 and Fig. 6.2 for water and H2, respectively. Etotfar is the total energy
of the molecule/substrate system with the components separated by 12 Å.
6.4 Results
The interaction energy of water and H2 has been computed with DMC, a selection of xc
functionals, and a few different classical water-substrate potential models. Table 6.1 reports
the interaction energies for water on graphene and the CNT from DMC and DFT (see Table 6.2
for H2 adsorption). The reference DMC results are discussed first, followed by the performance
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of the xc functionals for which some striking results lead to further questions and analysis.
Finally some comments on the force field results are presented.
Water physisorbs on the exterior of the CNT with an interaction energy of −80(±19) meV
and on the interior with an interaction energy of −244(±17) meV. The DF-LCCSD(T) water
adsorption energies computed by Lei et al. for a H-capped CNT segment with similar diameter
[68] are within ∼20 meV of the DMC reference energies reported here. The DMC interaction
energy of water with graphene has previously been calculated to be −70(±10) meV [63]. H2
physisorbs more weakly: −13(±19) meV on the exterior of CNT, which means it could be
repulsive within stochastic error, and −99(±19) meV on the interior. The interaction energy
of H2 on graphene from DMC is −24(±11) meV. The H2/CNT interaction is ∼50% weaker
than water on each substrate; likely because of the stronger electrostatic interaction between
the substrate and the permanent dipole of water.
Note that the interaction energies of water on graphene and the exterior of the CNT are
very close in energy (within stochastic error). Similarly, the DMC interaction energy for H2 on
the exterior of the CNT and on graphene is small. The similar interaction energies on graphene
and outside the CNT suggest that the curvature of this relatively small (10,0) nanotube has
at most a modest impact on adsorption on the exterior of the CNT. Experimentally produced
CNTs can have much larger diameters than CNT(10,0) [230], so it is likely that interaction
energies on those surfaces will be close to graphene.
In contrast, the DMC interaction energies inside the nanotube are three times larger than
those obtained outside the nanotube. This relative difference between the interaction outside
and inside of the nanotube will have a large impact on molecules entering a nanotube [246].
As such, it will be another important aspect to consider when assessing the accuracy of various
methods in the following sections, starting with xc functionals.
6.4.1 Performance of xc functionals: Challenge of internal interaction
With the reference DMC information we can assess the performance of a selection of xc func-
tionals listed in Tables 6.1 and 6.2, beginning with the most commonly used functionals, LDA
and PBE. LDA only accounts for short-range correlation and yet it provides the most accu-
rate prediction for water and H2 adsorption inside the CNT, −237 and −96 meV, respectively.
This fortuitous performance of LDA is not consistent, and even when considering similar 2-
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Table 6.1: Interaction energies (in meV/H2O) of water on graphene, outside the CNT, and
inside the CNT.
Method graphene external-CNT internal-CNT
LDA −124 −122 -237
PBE −21 −26 −84
SCAN -84 -78 −203
PBE+D2 −136 −120 −305
PBE+D3 −126 −113 −293
PBE+TSscs −158 −137 −327
PBE+MBD −130 -99 −293
SCAN+D3 −123 −117 −292
vdW-DF −130 −109 −458
optB88-vdW −152 −123 −457
optPBE-vdW −169 −137 −506
optB86b-vdW −154 −122 −459
vdW-DF2 −129 −108 −397
rev-vdW-DF2 −119 -97 −365
rVV10 −144 −124 −382
Werder et al. −59 −180
Lei et al. −122 −362
PHS -70 -251
DMC -70±10* -80±19 -244±17
* DMC interaction energy of water/graphene calculated in a previous study by Ma et al.
[63]
Table 6.2: Interaction energies of H2 on graphene, outside of CNT, and inside of CNT in meV.
graphene external-CNT internal-CNT
LDA −67 −60 -96
PBE −5 -6 −22
SCAN -22 -17 −50
PBE+D2 −59 −48 -117
PBE+D3 −53 −52 −128
PBE+TSscs −72 −60 −138
PBE+MBD −53 −39 -107
SCAN+D3 −43 −38 -100
vdW-DF −77 −59 −230
optB88b-vdW −75 −59 −216
optPBE-vdW −94 −74 −253
optB86b-vdW −79 −58 −221
vdW-DF2 −69 −55 −181
rev-vdW-DF2 −58 −44 −165
rVV10 −65 −52 −151
DMC −24± 11 −13± 19 −99± 19
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dimensional systems like water on hexagonal boron nitride [65], LDA strongly overestimates
the interaction energy and the minimum distance to the surface. We can see from Fig. 6.3
that PBE severely underestimates the interaction energy of water on these low dimensional
carbon substrates wherein dispersion is a significant part of the interaction. For H2 adsorp-
tion PBE still underestimates the interaction energy of the interior configuration but appears
to provide a reasonable interaction energy for H2 outside of the CNT (see Fig. 6.4). The
majority of previous DFT studies on graphene and CNTs have used PBE and LDA to study
water and H2 [256, 258, 264–268]. The reported water-substrate and H2-substrate distances
vary by up to 0.2 Å in the literature and involve CNTs with different diameters and lengths.
Even with these differences in mind, the interaction energies in previous studies are within 30
meV of those reported here for LDA and PBE.
Figure 6.3: Interaction energies of water inside (blue squares) and outside (red circles) the
CNT with different xc functionals and DMC. The DMC reference interaction energies are
indicated by horizontal solid lines with the shaded area corresponding to the stochastic error.
The interaction energy of water on graphene with different xc functionals is also shown using
black triangles. All energies are in meV.
More promising performance is seen for the recently developed SCAN functional which
predicts excellent physisorption energies for water (−84 meV) and H2 (−17 meV) outside
of the CNT. SCAN also predicts a similar physisorption energy of water on graphene to
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Figure 6.4: Interaction energies of H2 inside (blue squares) and outside (red circles) the CNT
with different xc functionals and DMC. The DMC reference interaction energies are indicated
by horizontal solid lines with the shaded area corresponding to the stochastic error. The
interaction energy of H2 on graphene with different xc functionals is also shown using black
triangles. All energies are in meV.
DMC (and RPA) from Ma et al. [63]. However SCAN slightly underestimates the interaction
energies for both molecules inside the CNT due to the absence of longer-range correlation in
the functional that is needed to capture all of the dispersion interaction.
As noted in Chapter 2.3.1, there are two particularly common ways to account for dis-
persion interactions in DFT xc functionals. The first is by adding a dispersion correction
calculated from atomic polarizabilities and includes the D2, D3, TSscs and MBD methods.
The second is based on the original vdW-DF from Dion et al. [32] in which two-body disper-
sion is calculated based on charge densities and is seamlessly incorporated in an xc functional.
Some have been shown to perform very well for weakly bound molecular systems (we refer
the reader to the reviews in Refs. 43, 45–47); though not as well for water adsorption on
graphene [63] and hexagonal boron nitride [65]. For water/CNT and H2/CNT, PBE+MBD
and SCAN+D3 predict the best interaction energies amongst the vdW functionals tested here
for both exterior and interior adsorption. MBD takes into account beyond two-body correla-
tion interactions and is therefore able to capture more effectively the dispersion that is present
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in the DMC reference interaction energies. The D3 correction includes up to three-body cor-
relation interactions and as we can see from Fig. 6.3 and Fig. 6.4 it also performs well. Their
performance is followed closely by the other dispersion corrected PBE functionals.
For exterior adsorption of water and H2 on the CNT, the vdW-DFs perform similarly to
dispersion corrections, over-binding by 20 to 40 meV compared to DMC. The exceptions are
vdW-DF2 and rev-vdW-DF2 which predict water interaction energies of −108 and −97 meV,
respectively. Rather strikingly, vdW-DFs predict significantly more pronounced interaction
energies inside the CNT, with up to 250 meV overestimation by optPBE-vdW. That is twice
the DMC physisorption energy for water inside CNT. In fact we see two regimes emerge for
vdW functionals based on internal interaction energies from Fig. 6.3 and Fig. 6.4. Such a
stark difference in the behaviour of dispersion corrected DFT xc functionals and vdW-DFs is
not often seen in other systems and raises several questions which we address in Section 5.5.
The comparison of external to internal interaction energy is another important aspect,
especially to H2 storage studies and in general for understanding how these molecules adsorb
on CNTs. We provide reference information for water and H2 inside and outside CNT(10,0),
showing that interaction is a factor of three times stronger inside. Some of the xc functionals
predict a similar ratio namely, PBE (3.2), PBE+D2 (2.6), PBE+D3 (2.6), PBE+MBD (3.0)
and SCAN (2.6). The remaining xc functionals not only overestimate interaction energies but
also get this ratio wrong. LDA predicts a factor of two, whilst some vdW-inclusive functionals
predict up to four times larger interaction in the interior of CNT. Thus, this relative proportion
of exterior to interior interaction energy remains a challenge for many of the xc functionals
tested here.
6.4.2 Reliable water-carbon potentials for water/CNT?
Three classical potentials for water-carbon substrate interaction have been tested here, re-
ferred to as: Werder et al. [252], Lei et al. [68], and PHS (Pérez-Hernández and Schmidt)
[263]. The potential by Werder et al. is one of the most commonly used for water/carbon
systems and was designed to reproduce experimental water contact angles on graphite [252].
In this potential only the C-O interaction is defined (CO = 5.848 meV and σCO = 3.19 Å)
and was obtained by tuning CO until the experimental water/graphite contact angle was re-
produced with the SPC/E model of water. It can be seen from Table 6.1, that this interaction
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potential leads to an underestimation in the interaction energy of water especially inside the
CNT by at least 40 meV (20%).
Meanwhile, Lei et al. have suggested a few different water-carbon potentials by manually
fitting interaction parameters to DF-LCCSD(T) interaction energy curves for water with H-
capped segments of CNTs. It is recognised therein that water adsorption inside and outside
the nanotube is not accurately predicted by any single set of parameters. We have chosen
one that includes C-H interaction parameters (CH = 3.835 meV and σCH = 2.85 Å) as well
[68] and is therefore more sensitive to the water force field employed. Using TIP5P for the
water force field as prescribed, there is a three-fold increase of the water interaction energy
from exterior to the interior of CNT, in agreement with DMC reference results. However,
the interaction energy is overestimated especially inside the CNT by ∼40%. It is worth
noting that the orientation of water in the DF-LCCSD(T) calculations is different to the
configuration studied here; with the H atoms of water parallel to the length of the CNT
instead of perpendicular as shown in Fig. 6.1.
Another water-carbon potential is based on CCSD(T) water-graphene adsorption energy
proposed by Pérez-Hernández and Schmidt [263] and the TIP5P model of water. This model
was obtained by reproducing the CCSD(T) interaction energy of water in the up and down
configurations on a 58 carbon atom segment of graphene [64]. Orientation dependence is
therefore built in by defining C-H as well as C-O interactions for water. From Table 6.1 it
can be seen that this potential predicts interaction energies in line with the DMC references
for water on CNT.
The sensitivity of the classical potentials to the form of parametrization is clear from
the varying performance of three potentials considered here. We hope the DMC reference
interaction energies of water and H2 on CNT will be useful for future force field simulations
of these systems.
6.5 Discussion
The benchmark DMC energies reported in this chapter are the first accurate interaction
energies for water and H2 on an extended CNT and are also intended to serve as references
for other methods. Additional insight is given on the DMC results in this section and the
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significant overestimation by vdW-DFs for adsorption inside the CNT is addressed. We first
comment on the appropriateness of the DMC method for these systems in the context of other
benchmark methods, and we make an estimate of finite size effects in the DMC energies. Later,
the conflicting predictions from vdW-DFs and dispersion corrected functionals are discussed
and rationalised using additional information from DFT for larger CNTs.
First, for the CNT(10,0) that is considered here, multi-reference character is unlikely due to
the curvature of the nanotube and the finite band gap which is ∼1 eV from GGAs. Therefore,
a single-determinant approach as used here is sufficient. An important and challenging feature
of CNTs that needs to be accounted for is their extended and delocalised nature. To this end,
DMC and RPA can be efficiently used with periodic boundary conditions and as a result,
they are free of localisation approximations in the charge density and polarizability. On the
contrary, such approximations are inherent in non-periodic calculations using CCSD(T). Using
unit cells with periodic boundary conditions however leads to finite size effects in DMC and
RPA.
The main source of finite size effects relevant to the CNT studied here with DMC is the
long-range nature of Coulomb interactions. Such long-range Coulomb interactions can extend
to the nanometre scale [104] and are prevalent in low-dimensional extended materials with
small band gaps [104, 269]. As such, considerably large unit cells are required to capture these
interactions. Whilst DMC provides a many-body solution, it remains an expensive method
for which large unit cells become increasingly prohibitive. Whereas, the MBD correction is
more computationally feasible and can be used with more k-points to predict the contribution
from long-range Coulomb interactions. We find that the MBD correction to PBE is converged
with a k-point mesh of 2 × 2 × 2. The water interaction energy is found to increase by 12
meV to −111 meV outside the CNT and by 16 meV to −309 meV inside the CNT. For the H2
interaction the MBD correction is 5-8 meV only. Although these corrections are still smaller
than the stochastic errors in the DMC reference values, they should be taken as the finite size
error and therefore, the reference energies are shifted towards stronger interaction.
Second, the DFT results in this chapter indicate that molecular adsorption on CNTs is
more accurately described by dispersion corrected xc functionals as opposed to including vdW
interactions in a seamless, though still approximate, manner. This is a somewhat unexpected
finding because such a clear-cut difference in interaction energies between these two types of
92 6.5. DISCUSSION
CHAPTER 6. PHYSISORPTION INSIDE/OUTSIDE A CARBON NANOTUBE
vdW functionals has not been observed previously. The reader is referred to some notable
reviews, for example Refs. 43, 45, 47, wherein various vdW-DFs and dispersion corrected
functionals have been benchmarked on a number of weakly interacting systems, including the
S22 data set and H2 adsorption on metal surfaces. In addition, many of the assumptions
made in developing these vdW functionals are common to both types, and here we attempt
to tease out the source of the disagreement.
For vdW-inclusive functionals the charge density is immediately brought into question
since the dispersion contribution is calculated using the densities. To address this possibility,
the vdW-DF interaction energy was calculated using the more localised Hartree-Fock density
of the water/CNT configurations. The reduction in the interaction energy for the interior
configuration of water is a mere 11 meV, going from −458 meV to −447 meV. Hence, any
delocalisation error that is present in the vdW-inclusive functionals is not enough to explain
the overestimation seen here that is 100-200 meV.
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Figure 6.5: Non-local correlation contribution to the interaction energy of water outside
(red) and inside (blue) the CNT(10,0) from PBE+D3, PBE+MBD and vdW-DF. Water on
graphene is also shown in black and all energies are in meV.
In Fig. 6.5 the dispersion contribution to the interaction energies of water on graphene
and the CNT are shown for PBE+D3, PBE+MBD and vdW-DF. Evidently, the non-local
correlation in vdW-DF is at least twice as large as the contribution from the dispersion correc-
tions for all the systems. Normally in vdW-DFs the high non-local correlation is deliberately
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offset by a more repulsive exchange interaction at short distances. However for water inside
the CNT, the repulsive exchange interaction is not high enough to alleviate the ∼500 meV
of non-local correlation. So why is this non-local correlation interaction so high? To answer
this, previous work by Dobson et al. [46, 269] and Misquitta et al. [270] identify key assump-
tions in vdW approximations based on 1/r6 behaviour including the implicit assumption of
locality in polarizability. Methods based on these approximations are unable to account for
non-additivity in polarizabilities, which are particularly relevant for extended low-dimensional
systems. Furthermore, this effect is expected to be important for medium-range correlation
interaction in small band gap systems. This medium-range correlation regime refers to atomic
separations larger than bonding distances (a few Ångstroms) and closer than the long-range
limit where the interaction reaches the 1/r6 limit (∼10 Å). As a result there is no guaran-
tee that either dispersion corrections or vdW-inclusive functionals should predict accurate
dispersion interactions for molecules adsorbing in these highly anisotropic systems studied
here.
However, we find that dispersion corrected PBE and SCAN both provide much better
predictions than vdW-inclusive functionals. One possibility for this is the use of damping
functions in these dispersion corrections. The damping function is used to adjust the short-
range behaviour of the dispersion correction with respect to the underlying xc functional
empirically. In doing so, the medium range correlation is affected and by way of fitting, it
is possible that some non-additivity has been absorbed into this function. The importance
of medium-range correlation can be seen by comparing the relaxed interaction energies for
water inside and outside of CNTs with different diameters in Fig. 6.6, and the corresponding
radial distribution functions between oxygen and carbon, gOC(r), in Fig. 6.7. From Fig. 6.6,
water interaction energies outside the CNT show less than 7% deviation between PBE+D3
and vdW-DF. Whereas for water inside the CNT, the interaction energy difference PBE+D3
and vdW-DF increases rapidly from 9% to 30% as the CNT diameter decreases. For the same
systems, Fig. 6.7(a) shows a distinct increase in medium-range oxygen to carbon distances, as
the diameter of the CNT is reduced. Note that the same increase is not seen for water outside
the CNTs in Fig 6.7(b). This suggests that vdW-DF begins to overestimate the dispersion
interactions more than PBE+D3 in the medium-range correlation regime. We expect this to
be the case for all the other vdW-DFs tested in this chapter as well as the rVV10 functional.
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Figure 6.6: Ratio of vdW-DF to PBE+D3 interaction energies for water inside (blue circles)
and outside (red squares) of CNTs with increasing diameters: CNT(10,0), CNT(14,0) and
CNT(20,0). The water/graphene ratio is indicated by the solid green line.
6.6 Conclusions
DMC reference interaction energies have been computed for water and H2 on the outside and
inside of the zigzag CNT(10,0), and also for H2 on graphene. Adsorption of either water or H2
inside this nanotube is about three times larger than outside. Three water-carbon classical
potentials were benchmarked against DMC, including the widely used Werder et al. potential.
Naturally, the results are very sensitive to the parameters and underlying model, but we find
that for water on CNT(10,0) the potential given by Pérez-Hernández and Schmidt predicts
interaction energies in excellent agreement with DMC.
In contrast, a selection of widely used or new xc functionals considered here are unable
to accurately predict the interaction energies for these systems, nor the relative strength of
adsorption of water or H2 outside and inside the CNT. Strikingly, there is a clear distinction
between dispersion corrected xc functionals - which only slightly overestimate the interaction
energies - and vdW-inclusive functionals. The latter strongly over-bind molecules inside the
CNT: up to twice as much. After eliminating delocalisation error and relaxation effects, it
seems that the extended and highly anisotropic nature of these systems causes non-additive
dispersion interactions that cannot be accounted for by assuming any form of locality in the
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Figure 6.7: Radial distribution function of oxygen and carbon within the unit cells of
CNT(10,0), CNT(14,0) and CNT(20,0) in black, red, and blue, respectively: (a) water in-
side the CNTs and (b) water outside the CNTs.
polarizability. This has been suggested by others previously but clearly demonstrated here
for an important physical system. Indeed it is not clear why dispersion corrected functionals
perform better but the damping function is likely involved. Benchmark studies of water on
other low-dimensional materials suggest they too lack consistent accuracy. As such, further
development in vdW-DFs by incorporating anisotropic and non-localised polarizabilities could
go a long way in establishing reliable xc functionals for so-called vdW materials.
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Tuning dissociation at 2D surfaces
7.1 Abstract
Novel uses for 2-dimensional materials like graphene and hexagonal boron nitride (h-BN)
are being frequently discovered especially for membrane and catalysis applications. Still
however, a great deal remains to be understood about the interaction of environmentally
and industrially relevant molecules such as water with these materials. Taking inspiration
from advances in hybridising graphene and h-BN, we explore using density functional theory,
the dissociation of water, hydrogen, methane, and methanol on graphene, h-BN, and their
isoelectronic doped counterparts: BN doped graphene and C doped h-BN. We find that doped
surfaces are considerably more reactive than their pristine counterparts and by comparing
the reactivity of several small molecules we develop a general framework for dissociative
adsorption. From this a particularly attractive consequence of isoelectronic doping emerges:
substrates can be doped to enhance their reactivity specifically towards either polar or non-
polar adsorbates. As such, these substrates are potentially viable candidates for selective
catalysts and membranes, with the implication that a range of tuneable materials can be
designed.
7.2 Introduction
Much of the work on graphene and h-BN is motivated by the sustainability and the availability
of the component elements – an aspect which can be difficult to meet using materials that
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contain transition or noble metals [271]. Already, hydrogenated h-BN is thought to be a
potential photocatalyst as a material that is active under visible light and has a band gap
roughly in line with the reduction and oxidation potentials of water [11]. Similar efforts are
being made to develop graphene into a photocatalyst by modification of its band gap, and
also as a support to other photocatalytic materials [12, 13]; as in the case of CdS particles
dispersed on graphene that have a ∼ 5 times higher quantum efficiency for H2 formation from
water splitting, than unsupported CdS nanoparticles [13].
An important aspect to consider, if using graphene and h-BN based materials as catalysts,
is their degree of selectivity. A high degree of selectivity is an extremely desirable property
for any catalyst and indeed, the rational design of metal-based heterogeneous catalysts is
the focus of intense research (see e.g. Refs. 272–278). However, even in these cases the
metal-based catalysts do not necessarily have very different selectivities, and although they
can be doped or alloyed to vary their reactivity, the effect on reaction energies and barriers
is often a constant shift with respect to different molecules [278–281]. For instance, in the
reaction pathways towards H2 formation discussed by Cortright et al., a metal catalyst is used
throughout, which also catalyses H2 consuming reactions instead [282]. Meanwhile, Guo et
al. have shown that a more complex selective catalyst gives rise to a higher conversion rate of
methane to H2 in their non-oxidative scheme [283].
Here we investigate water and some other environmentally and industrially relevant small
molecules with density functional theory (DFT). The particular focus of this chapter is to
establish the thermodynamics of dissociative adsorption and how this is affected by doping.
From this work we draw a number of conclusions. First, doping strongly affects the dissocia-
tion process, in some situations making dissociation more favourable by several electronvolts.
Second, different surfaces have varying reactivity for the set of molecules considered, with some
substrates significantly enhancing the reactivity of polar molecules and others enhancing the
reactivity of non-polar adsorbates.
Below, we begin by describing our computational setup in Section 7.3 and present our
DFT results for water adsorption in Section 7.4.1, followed by an overview regarding the
relative adsorption of other molecules in Section 7.4.2. In Section 7.5 we discuss the trends
observed in adsorption sites and structures, and propose a general framework for dissociative
adsorption before finally concluding, in Section 7.6.
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7.3 Methods
The dissociative adsorption of a water monomer and other molecules on graphene, h-BN,
and their doped counterparts was calculated using DFT and the VASP 5.3.2 [177–180] with
standard PAW potentials [181, 182] to model the core region of atoms.
7.3.1 System setup
The graphene and h-BN substrates are modelled using (5×5) hexagonal unit cells containing
50 atoms, for which adsorption energies are converged to less than 10 meV with respect to
(7×7) unit cells. After a series of convergence tests for the plane-wave cut-off energy we chose
to use a 400 eV energy cut-off, which gives dissociative adsorption energies converged to within
16 meV of a 600 eV energy cut-off. Γ-point sampling of reciprocal space for the (5× 5) cell
was used but k-point densities up to (9×9×1) were tested. Adsorption energies using Γ-point
sampling are within 50 meV (3%) of the converged adsorption energies for all substrates. Spin
polarisation was applied since hydrogen atom pre-adsorption on the substrates gives rise to
spin polarised states. A 10 Å separation in the z-direction between substrates without a dipole
correction proved to be converged for dissociative adsorption energies of water compared to
using a dipole correction or a 20 Å separation (< 15 meV difference).1
For the dissociative adsorption energies evaluated here (spanning a few eV) we have mostly
used the Perdew-Burke-Ernzerhof (PBE) [173] generalised gradient approximation exchange-
correlation functional. However we have also verified that the key results obtained here are not
particularly sensitive to the choice of exchange-correlation functional, as discussed in Section
7.5.
There are many different ways of isoelectronically doping graphene with BN and vice versa
and as a first step we focus on low concentrations of doping: one pair of BN substituting two
C atoms in a (5× 5) unit cell of graphene which we refer to as boron nitride doped graphene
(BNDG) and likewise, two C atoms substituting a BN pair in a (5 × 5) unit cell of h-BN,
henceforth referred to as 2CBN. Doped substrates are modelled by isoelectronically doping
the pristine sheets and relaxing the unit cells using a plane-wave energy cut-off of 600 eV to
remove any strain introduced by the mixture of B, N and C atoms. Relaxation effects are
1For methanol the separation distance in the z-direction was increased to 20 Å to allow space for the larger
adsorbed fragments.
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Figure 7.1: The clean and doped graphene and h-BN surfaces considered in this chapter. (a)
(5× 5) unit cell of graphene. (b) BN doping in (5× 5) unit cell of graphene which we refer to
as BNDG. (c) (5× 5) unit cell of h-BN. (d) C doping in (5× 5) unit cell of h-BN, referred to
as 2CBN. For clarity only a small portion of the (5× 5) unit cell is shown in (b) and (d). C
is coloured cyan, B is pink, and N is blue.
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small: less than 1% of the relaxed lattice constant of the undoped system.2
When water dissociates on a 2D substrate there are a number of possible adsorption
scenarios. Here, we have focused on four possible outcomes. Schematic illustrations are given
in Fig. 7.2 and in brief they involve: (i) An OH group on the surface and the release of
(half) an H2 molecule, referred to as “OH (1⁄2H2 gas)”; (ii) The adsorption of both OH and
H components of water on the surface, with them both being on one side of the substrate,
namely “cis(OH–H)”. We consider this configuration to be particularly important because 2D
materials tend to be examined by supporting them on other materials, leaving only one side
of the surface exposed; (iii) The adsorption of both OH and H on the surface but this time
on opposite sides of the substrate, referred to here as “trans(OH–H)”. This could arise from
having the substrate suspended in a wet environment or from the H atoms diffusing through
the sheet and there are indications that graphene and h-BN are permeable to protons [285].
However, as it is not clear how likely it is for molecules to dissociate on different sides of
the substrates, we consider this configuration to be less relevant than cis(OH–H); (iv) Lastly,
“OH–H–H” which is again the adsorption of both OH and H, this time on a surface that has
an H atom pre-adsorbed. We tested this particular set-up in light of previous experimental
and simulation work, where this is thought to cause water dissociation [10]. Many adsorption
sites are available for each category and we have calculated only a number of possibilities:
ortho, meta, and para positioning of the adsorbed components with respect to each other,
as well as adsorption of the components far away from each other and the doping site in the
substrate.
The absolute adsorption energy for dissociative adsorption, Eads is defined as,
Eads = E
tot
ads/sub − Etotsub − Etotads (7.1)
where Etotads/sub is the total energy of the adsorption system, E
tot
sub is the total energy of the
relaxed substrate, and Etotads is the energy of the intact molecule in the gas phase. Equation
2We verified the stability of the doped substrates by calculating their cohesive energies and we find good
agreement with other work for similar arrangements of doping atoms [284]. Cohesive energies for the different
substrates have been calculated as Ecoh = Etotsheet −NCEtotC −NBEtotB −NNEtotN where Etotsheet, EtotC , EtotB and
EtotN are the total energies of the sheet and gaseous C, B and N atoms in the unit cell, respectively, and NC ,
NB and NN are the numbers of C, B and N atoms in the unit cell. The doped sheets in this chapter have
cohesive energies between that of graphene and h-BN, and the four substrates range between −7.06 and −7.84
eV/atom.
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7.1 is used for all but one adsorption state, that is OH (1⁄2H2 gas). Here we also take into
account the energy (EtotH2) of the
1⁄2H2 gas molecule that is formed:
Eads = E
tot
ads/sub + 1/2E
tot
H2 − Etotsub − Etotads (7.2)
Within these definitions negative adsorption energies correspond to favourable (exothermic)
adsorption processes. Bond strengths of hydrogen and hydroxyl to the surfaces are calculated
with respect to a gas phase hydrogen atom or hydroxyl group instead of the whole molecule:
Ebond = E
tot
sub + E
tot
ads − Etotads/sub (7.3)
7.4 Results
We begin with the results for the dissociative adsorption of water on the pure substrates,
graphene and h-BN, and on the doped substrates, BNDG and 2CBN. In general, we find that
the dissociation of water is more facile on the doped substrates and is also strongly affected
by the presence of a pre-adsorbed H atom, local electronic induction, and steric effects arising
from rehybridisation of orbitals in the substrate atoms. We use these insights to look at the
adsorption of H2, methane, and methanol on the same surfaces in Section 7.4.2. From our
analysis we see that different substrates favour the dissociation of different molecules, depend-
ing on their polarity, enabling us to make comparisons between the adsorption behaviour of
polar and non-polar molecules and fragments.
7.4.1 Dissociative adsorption of water on graphene, h-BN, BNDG and
2CBN
Fig. 7.2 reports results for the dissociative adsorption of water on the clean and doped
substrates. It can be seen that the energetics of the dissociation process varies significantly
for the various adsorption structures and substrates.
On pristine graphene we find that dissociation is strongly endothermic in agreement with
previous work [149, 286]. In addition the energy of the dissociation process varies by as much
as 2 eV depending on the final adsorption configuration. The lowest adsorption configuration
on pristine graphene is trans(OH–H) (2.19 eV) with OH and H in ortho positions, in agreement
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Figure 7.2: The dissociative adsorption energy of water on graphene, BNDG, 2CBN and h-BN
is shown for different adsorption structures. Red circles indicate the adsorption of OH from
water onto the substrate and the release of hydrogen gas. The black diamonds indicate the
dissociative adsorption of a water molecule into OH and H on the substrate. The blue crosses
correspond to the adsorption energies on a hydrogenated substrate. The categories of water
dissociation on the substrate are illustrated on the right.
with Xu et al.[149] The cis(OH–H) configuration shown in Fig. 7.3 (a) on graphene has a
dissociative adsorption energy of 2.57 eV and is thus ∼ 0.4 eV less stable than trans(OH–
H). Dissociative water adsorption is in general, more thermodynamically favourable on h-BN
than on graphene. For example the cis(OH–H) state on pristine h-BN shown in Fig. 7.3
(d), has Eads of 1.19 eV and is 1.38 eV more favourable than the equivalent structure on
graphene. Nonetheless, given just how thermodynamically unfavourable water dissociation is,
it is unlikely that water monomers will dissociate on pristine graphene and h-BN.
Upon moving to the doped substrates, for which numerous configurations were considered,
we find a significant lowering in the energy to adsorb water. From graphene to BNDG, and
from h-BN to 2CBN, we gain ∼ 1 eV in the adsorption of a water molecule. The cis(OH–H)
state and lowest energy dissociation state for each doped surface is shown in Fig. 7.3. On both
BNDG and 2CBN, B–OH and C–H bonds are formed. Note from Table 7.1 that the B–OH
bond is ∼ 1.3 eV stronger on BNDG than on h-BN (or C–OH on graphene). Hence, a marked
activation of the B atom towards binding OH results from the mixture of N and C atoms
surrounding it and in this way doping leads to a considerable lowering of the dissociative
adsorption energy.
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Figure 7.3: The most stable cis(OH–H) (top panel) and most stable overall dissociative ad-
sorption structures (lower panel) of water on graphene, h-BN, BNDG and 2CBN are shown.
(a) and (e) are water on pristine and hydrogenated graphene, respectively. (b) and (c) show
water adsorbed on BNDG and 2CBN, whilst (f) and (g) show water adsorption on the hydro-
genated counterparts. (d) and (h) are on pristine and hydrogenated h-BN, respectively.
The presence of the pre-adsorbed H atom also significantly improves the thermodynam-
ics of water adsorption by ∼ 1 eV for each substrate. Favourable OH–H–H configurations
are shown in Fig. 7.3 and from Fig. 7.2 it can be seen that water splitting is thermody-
namically favourable on the hydrogenated h-BN (−0.24 eV), BNDG (−0.38 eV) and 2CBN
(−1.12 eV) surfaces. Thus doping and hydrogenating both graphene and h-BN makes the
thermodynamics of water dissociation considerably more favourable. The general conclusion
that pre-adsorbed hydrogen facilitates water dissociation is in agreement with Siria et al.[10]
Interestingly, the overall most favourable states for water dissociation on the doped surfaces
contain a B–N–C construction in the surface where B–OH, N–H, and C–H bonds are formed.
We considered if the increased reactivity at these sites is due to the pre-adsorbed H atom on
a N site destabilising the surface and thus activating it towards water adsorption, but this
is unlikely because the N–H bond is very weak (only 0.07 eV). The B–N–C construction in
the surface of doped substrates is therefore central to making the dissociation energy more
exothermic, and exemplifies the use of isoelectronic doping to tune the dissociative adsorption
energy of water. In all OH–H–H states, the OH and H components of the dissociated water
are arranged in a hydrogen bonded fashion. The hydrogen bond on h-BN at 1.95 Å is shorter
than the hydrogen bond on graphene (2.23 Å) despite the slightly smaller lattice constant of
graphene. The hydrogen bonding distances are indicative of the more polarised binding of
OH and H on h-BN, which culminates in a more negative oxygen atom in the OH group and
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hence a shorter hydrogen bond.
Additional DFT calculations of water dissociation on the protonated (as opposed to hy-
drogenated) substrates were also performed. These reveal that protonation is slightly less
effective than hydrogenation but still increases the tendency of water to dissociate by ∼ 0.8
eV with respect to the non-protonated clean surfaces. Thus either hydrogen pre-adsorption
or acidic conditions (pre-adsorbed protons) could be key elements in the activation of these
sheets towards dissociative water adsorption.
Before moving on to discuss the other adsorbates, two additional features of these adsorp-
tion systems deserve comment. First, adsorption of the dissociated fragments on separate sides
of the sheet (so-called trans adsorption) is favoured in general. Specifically, trans-ortho(OH–
H) adsorption is ∼ 0.4 eV more stable than cis-ortho(OH–H) on graphene. This is consistent
with previous work on graphene [287–291] and demonstrates the stabilisation gained by ad-
hering to a more tetrahedral structure around the sp3 hybridised C atom. Likewise on h-BN
and BNDG, the tetrahedral arrangements of trans(OH–H) and OH–H–H lead to lower disso-
ciative adsorption energies (by about 0.3 eV). Note the 2CBN system is an exception and the
most stable (OH–H) configuration on 2CBN has cis-para positioning, shown in Fig. 7.3(c).
The trans-ortho (OH–H) state on 2CBN is still close in energy and only 0.04 eV less stable
than cis-para3. This can be explained by the difference in partial charges on the B atoms
bonding to OH in each case. Electronegative N atom neighbours make B atoms more positive
and subsequently form a stronger polar bond with OH. In the trans-ortho state, the B atom
is surrounded by only two N atoms and hence, is not as electrophilic as the B atom in the cis-
para state which is bonded to three other N atoms. This example in 2CBN demonstrates that
inductive effects from neighbouring atoms dominate over steric effects. Despite the advantage
of satisfying the sp3 hybridisation in trans adsorption states, it is important to remember that
in practice 2D materials are often suspended or grown over substrates [138, 292–299] (metals
or silicon carbide) where cis configurations are more likely.
Second, inductive effects are also introduced by the adsorbed water fragments. This can
be seen by comparing the co-adsorbed to the separately adsorbed OH and H fragments.
Specifically, OH (1⁄2H2 gas) adsorption on graphene and h-BN only differ by 5 meV and
3The 0.04 eV difference between cis-para and trans-ortho adsorption configurations remained the same
using a denser 6× 6× 1 k-point mesh.
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Table 7.1: Bond strengths (in eV) for H and OH on graphene, h-BN and BNDG sheets with
respect to a gas phase hydrogen atom or OH molecule. Parentheses indicate neighbouring
atoms in the substrate. Negative bond energies correspond to endothermic but metastable
adsorption minima. No minimum was found for OH adsorbed on the N atom.
Bond Bond strength (eV)
Graphene
C–H 0.81
C–OH 0.67
h-BN
N–H −0.77
B–H −0.01
B–OH 0.67
BNDG
B–H 0.98
N–H 0.07
(B)C–H 1.15
(N)C–H 1.04
B–OH 1.96
(B)C–OH 0.84
(N)C–OH 1.03
indeed the C–OH and B–OH bond (as listed in Table 7.1) in graphene and h-BN are almost
identical. In contrast C–H bonds in graphene are significantly stronger than N–H bonds in
h-BN, implying that OH–H on graphene might be more stable, and yet water adsorption
is more exothermic on h-BN. It follows that the binding of hydrogen atoms on the surface
perturbs the local electronic structure and therefore, the bond strength of OH to the surface,
such that the OH–H configuration is considerably more stable on h-BN than on graphene.
It is useful to explain these trends in terms of the physical properties of the surfaces and
we have done this by looking at Bader charges [300, 301], average electrostatic potentials at
each atom, and Kohn-Sham orbitals of the dissociated states.4 Comparison of the adsorption
structures and Bader charges suggests the most stable adsorption states arise from: (i) C–H
in which the C site has the most negative partial charge across the surface; (ii) B–OH in
which the B atom is positive and susceptible to nucleophilic attack; and (iii) N–H in which
the N atom is the most negative and therefore the strongest nucleophile. A careful analysis
reveals that the adsorption of water is affected by a combination of factors involving orbital
overlap and electrostatic interactions. Graphene has weaker electrostatic interactions with
4Of course there are many ways to project charges onto atoms and Bader charges discussed here are simply
used for pinpointing the relevant trends in the materials.
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water than h-BN, but better orbital overlap (evidenced by bond strengths in Table 7.1). In
contrast, hybrids of h-BN and graphene have stronger electrostatic interactions with water
than graphene, and also stronger orbital overlap with water than h-BN. Due to these combined
effects doped graphene and h-BN are more suited for the adsorption of water. Evidently
for a given substrate, electrostatic interactions with a molecule are determining the site of
adsorption (e.g. in 2CBN the cis-para state of water is more stable than the trans-ortho).
To recap, isoelectronic doping has a significant impact on the thermodynamics of water
dissociation of graphene and h-BN. The most thermodynamically favourable adsorption iden-
tified is the OH–H–H configuration on 2CBN with an adsorption energy of −1.12 eV. The
strong adsorption energy on 2CBN can be attributed to: (i) the B–OH bond in which the B
atom is more positive compared to B atoms in the other substrates; and (ii) a stronger C–H
bond at 2CBN as opposed to a B–H bond at h-BN.
7.4.2 Dissociative adsorption of hydrogen, methane, and methanol
With the insight gained from water adsorption, we also calculated the dissociative adsorption
of H2, methane, and methanol. As before, various configurations were calculated for each
system and in Fig. 7.4(a) we report the most favourable dissociation energies found for the
molecules on the same side (cis configurations) of the pure and doped substrates. The change
in zero point energy (ZPE) upon dissociative adsorption for each system is also included in
the energies in Fig. 7.4. ZPEs were calculated using the harmonic approximation and we find
that the change in ZPE increases the dissociative adsorption energies by up to 0.3 eV, which
is certainly not insignificant. In some cases the adsorption energies of the trans states are
more favourable than cis but since it is more feasible for adsorbates to dissociate on the same
side of the substrate, we show results only for cis configurations.
From these calculations with the other adsorbates we learn two key things. First, doping
of the pristine substrates helps the thermodynamics of dissociation for these molecules too.
Second, the details are quite different, with methanol behaving in a similar manner to water
by benefiting most from BN doping in graphene, whereas H2 and methane benefit most from
C doping in h-BN. Figs. 7.4 (b) and (c) illustrate this latter point by showing the gain in
dissociative adsorption energy for each molecule as a result of doping in the pristine substrates.
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Figure 7.4: (a) Dissociative adsorption energies including ZPE contributions of H2, methane,
water, and methanol on graphene, BNDG, 2CBN and h-BN. H2 in blue circles, methane in
green diamonds, water in black triangles, and methanol in red squares. Results are given only
for the most stable adsorption structure for each molecule and substrate with the fragments
adsorbed on the same side of the substrate and without pre-adsorbed hydrogen. (b) Gain in
adsorption energies from doping pristine graphene with BN (in eV) for different molecules,
illustrating a marked increase in the reactivity with polar adsorbates. (c) Gain in adsorption
energies from doping pristine h-BN with 2C (in eV) for different molecules and here the
reactivity with non-polar adsorbates increases more significantly. The insets in (b) and (c)
illustrate the doping.
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The adsorption of methanol varies in a similar way to water across the different substrates
and favours the same adsorption sites (ortho on graphene, BNDG, and h-BN, and para on
2CBN). From Fig. 7.4 we see that water and methanol adsorption energies both become
more favourable by ∼ 1.4 eV as the substrate is changed from graphene to BNDG. Having
established that the C–OH to B–OH change in bond energy is the main contributor to the
difference in adsorption energies for water on graphene and BNDG, we can deduce that the
same is true for methanol. Note that the adsorption of methanol is stronger than that of
water on all substrates by 0.2 − 0.4 eV. On graphene, BNDG, and 2CBN the C–O bond of
methanol is broken preferentially with the CH3 fragment bonding to the substrate at the same
sites as the H from water does. However on h-BN, the O–H bond is broken instead, resulting
in N–H and B–OCH3 bonds with the h-BN substrate.
Meanwhile the non-polar molecules, H2 and methane, also benefit from doping of the
pristine substrates but in particular from C doping in h-BN. This appears to be because the
alkene-like bond between the two C atoms, which is susceptible to alkene addition reactions,
is particularly effective at breaking weakly polarised bonds. Methane and H2 follow exactly
the same trend but H2 is adsorbed around 0.6 eV more strongly overall.
By tracking the lowest adsorption states across the substrates in Fig. 7.4(a), we see that
the preference for H2 and water switch; H2 adsorbs preferably on graphene and water is
preferred on BNDG and pure h-BN. H2 and water have almost the same dissociative adsorp-
tion energies on 2CBN (∼ 0.5 eV). The different adsorption preferences that depend on the
isoelectronic substrate doping is a significant outcome, especially given that these materials
are composed of sustainable and abundant elements, making them desirable candidates for
catalysis.
Finally, as with water adsorption we also examined the effect of hydrogen atom pre-
adsorption on the dissociative adsorption energy of these small molecules. We found in a
similar manner to water that dissociative adsorption becomes more favourable by 0.7 − 1.5
eV on the hydrogenated surfaces, such that H2, water, and methanol have exothermic dis-
sociative adsorption energies on BNDG, 2CBN, and h-BN. Thus, as with water, doping and
hydrogenation significantly improves the energetics of dissociative adsorption on graphene
and h-BN.
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7.5 Discussion and general framework
Some important trends can be observed from the adsorption structures and energies of wa-
ter and the other molecules studied here, which are likely to apply in general to polar and
non-polar adsorbates on BNDG and C doped h-BN systems. Although we have studied wa-
ter adsorption more extensively, the trends also hold for H2, methanol, and methane. To
summarise:
• Isoelectronic doping of graphene with BN increases the reactivity with polar adsorbates
(i.e. water and methanol) by ∼ 1.4 eV but only changes the reactivity with non-polar
adsorbates by ∼ 0.5 eV. Conversely, isoelectronic doping of h-BN with C increases the
reactivity most with H2 and methane, by 1.2− 1.8 eV.
• Hydrogen atom (or proton) pre-adsorption on the substrate significantly improves the
thermodynamics of dissociation for the molecules considered by ∼ 1 eV (∼ 0.8 eV),
resulting in exothermic dissociative adsorption, and suggesting that acidic conditions
aid dissociation on the substrates.
• The most exothermic adsorption sites for polar adsorbates share the B–N–C construc-
tion, in which there is already a H atom pre-adsorbed on a N atom. Meanwhile, non-
polar adsorbates favour C–C sites with localised electrons (as in 2CBN).
• Local electronic inductive effects dominate over steric effects. In other words, para-
positioning of molecule fragments is possible (however ortho is generally favoured) if
the atoms in the substrate have a larger electrostatic potential in the para sites.
• Atoms in the substrate that change to sp3 hybridisation as a result of chemisorption
prefer to be in a more tetrahedral arrangement, e.g. the trans-ortho configuration is
∼ 0.3 eV more stable than cis-ortho.
Some comments related to these trends are appropriate. First, all the numbers given
have been derived from the PBE exchange-correlation functional. It is well known that bond
strengths and adsorption energies vary from one functional to the next [43, 59] and PBE
in particular neglects van der Waals dispersion forces and does not include exact exchange.
Indeed, previous work on similar systems to those considered here, namely the physisorption of
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water on h-BN [65] and on BN doped benzene [213], has shown that vdW interactions can be
important. Here, however, we are concerned with strongly bonded chemisorption structures
of the dissociated fragments of water and the other molecules involving an energy scale of
several electronvolts. Nonetheless we have investigated the dissociative adsorption energies
for all states in Fig. 7.4 using the vdW-inclusive optB86b-vdW functional [32, 36, 214].
We find that the inclusion of vdW interactions makes the thermodynamics of dissociative
adsorption energy more favourable by 0.2 − 0.5 eV. With this functional some adsorption
states are exothermic even in the absence of pre-adsorbed hydrogen. In contrast, when we
look at the thermodynamics of water adsorption with B3LYP [185–188], that accounts for
some exact exchange but not dispersion, dissociative adsorption is less favourable by circa 0.2
to 0.4 eV. It is clear therefore that the thermodynamics of dissociative adsorption is sensitive
to the choice of exchange-correlation functional, with the PBE values presented here resting in
the middle of three functionals considered. Importantly, the relative energies and trends across
the surfaces remains unchanged whether or not dispersion interactions or exact exchange are
accounted for.
Second, when probed experimentally 2D materials like graphene and h-BN are often ad-
sorbed on a support material such as metals or silicon carbide. We have not included sup-
porting materials in this chapter but the electronic properties of graphene and h-BN can be
influenced by the choice of support [138, 292–298]. Metals for instance, can hybridise the
pz-states in graphene and the N atoms in h-BN, and thus alter the reactivity of the surfaces
[292, 294, 295]. It is also known that differences in the lattice constants of the 2D material
and support can lead to an undulating moiré structure in which different regions of the 2D
overlayer interact differently with the substrate [138, 293, 296, 298, 299]. It would be inter-
esting in future work to explore how the presence of a substrate alters the trends observed
here.
Third, we have seen that depending on the type of doping the thermodynamics of disso-
ciation of either polar or non-polar molecules can be enhanced. This would potentially be
exploited in heterogeneous catalysis where it is generally desirable to identify catalysts that
can cleave specific bonds and as a result enhance the selectivity towards a particular reaction
product. In future work it would be interesting to explore this possibility through calculations
of the kinetics of dissociation on the substrates considered here. However, since it is now well
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established that reaction barriers for chemical reactions at surfaces correlate well with the
thermodynamics, it is not unreasonable to suggest that the thermodynamic trends identified
here could lead to interesting catalytic behaviour.
7.6 Conclusion
To conclude, the dissociative adsorption of water, H2, methane, and methanol has been studied
on pristine graphene and h-BN, and on their doped counterparts: BNDG and 2CBN. By
calculating the absolute adsorption energies of numerous configurations using DFT, we have
identified some interesting trends. Most notably, isoelectronic doping of the pristine surfaces
makes the dissociation process more favourable generally by at least 1 eV. Based on electronic
structure analyses, we conclude that the increased reactivity of the surface is because B
atoms (as a doping species) are more susceptible to nucleophilic attack, and in 2CBN the
C–C double bond is more susceptible to alkene addition-like reactions. These changes in the
local electronic structure favour particular adsorption configurations. The OH component
bonds strongly to the doping B atom, whilst H atoms bond preferentially to C compared to
either B or N atoms. Hence, methanol behaves very similarly to water as a polar molecule,
because of the OH group. In the same vein, H2 and methane follow the same trend across
the different surfaces, with both binding preferentially on 2CBN, where there is a high energy
C–C double bond.
The results presented in this chapter also suggest that adsorption is exothermic in the
presence of adsorbed H atoms (or protons) on the surface. Thus, there could be important
implications for the transport properties and chemical reactions of water and other molecules
across doped graphene and h-BN membranes, and conditions (acidic or basic) are likely to be
useful gauges for altering the interaction with molecules. In addition, it is more thermodynam-
ically favourable to adsorb molecules in a trans configuration, with components alternating
above and below the sheet in order to adhere to a tetrahedral arrangement around sp3 hy-
bridised substrate atoms. Although it is some way from the freestanding systems considered
here, this hints that 2D sheets suspended freely in solution could be more suited for dissocia-
tive adsorption of molecules.
Finally, we observe variations in the thermodynamics for the set of molecules considered
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depending on the surface. Again we caution that the calculation of reaction barriers and even
rates is an important next step but these results suggest that one can vary the preference
for H2 dissociative adsorption to that of water or methanol for example, and consequently
alter the course of reaction pathways in either H2 or methanol formation processes. Consider
for example the wasteful dehydration and methanation reactions in Cortright et al.’s reaction
pathways catalysed by a metal for H2 production [282]; wherein H2 is consumed by reacting
with CO2 at low temperatures to produce alkanes and water. This reaction can be avoided if
methanol, methane, and water are split more readily than H2. According to our findings this
might be achievable for methanol and water by doping graphene with BN. Overall, our results
indicate that isoelectronically doped graphene and h-BN could exhibit interesting chemical
and catalytic activities which could potentially be exploited.
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Chapter 8
Using alchemical derivatives for
efficient screening
The design and production of novel 2-dimensional materials has seen great progress in the last
decade, prompting further exploration of the chemistry at such materials. High throughput
screening methods can provide particularly effective ways to explore chemical compound space.
Here, alchemical derivatives are used as a method to screen the dissociative adsorption energy
of water on various BN doped topologies of hydrogenated graphene. The predictions from
alchemical derivatives are assessed by comparison to density functional theory. This screening
method is found to predict dissociative adsorption energies that span a range of −2.8 to −0.5
eV, with a mean absolute error < 0.1 eV. Furthermore, the quality of such a prediction can be
readily assessed by examination of the Kohn-Sham highest occupied molecular orbital in the
initial states. In this way, the root mean square error in the dissociative adsorption energies
of water is reduced by up to an order of magnitude (down to ∼ 0.02 eV) after filtering out
poor predictions. The findings point the way towards a reliable use of first order alchemical
derivatives for efficient screening procedures.
8.1 Introduction
Recognising the enormous number of ways in which elements can be combined is both exciting
and daunting in the search for more efficient, more sustainable, and more elegant materials
for medical, engineering, and catalytic applications. High throughput screening in compu-
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tational chemistry, otherwise known as virtual screening, is paving the way for materials
discovery across academic and industrial research. Greeley et al. exemplified it by computa-
tionally screening through 700 binary surface alloys to find a material with high activity for H2
evolution [31]. The computational screening lead to the discovery and subsequent synthesis
of BiPt which experimentally showed comparable activity to pure Pt. Yet there are various
ways to screen through materials for which the reader is referred to some recent perspectives,
see Refs. 30, 302, 303.
Focusing on 2-dimensional materials, there are countless ways in which elements can be
combined, surfaces doped, and substrates tuned. In Chapter 7 for example, it was shown
that pure graphene is inert to the dissociative adsorption of water whereas, BN doped and
hydrogenated graphene is far more likely to dissociate water. Here we investigate how BN
doping, away from the adsorption site, affects the adsorption energy of water. In a unit cell of
graphene containing 50 atoms, there are already hundreds of ways to arrange a pair of boron
and nitrogen atoms - even after accounting for redundancies by symmetry. It follows that
high-throughput screening is an ideal method to invoke for exploring such a system.
The isoelectronic nature of doping in this study, and the closeness of boron, nitrogen,
and carbon in proton number, can be utilised for efficient screening. Specifically, we can
look to alchemical derivatives within molecular grand-canonical ensemble density functional
theory (DFT). This method relies on exploiting free information in the form of the average
electrostatic potential at each atom from DFT calculations. Such conceptual DFT has been
discussed comprehensively in some works [304–307], but here we give a brief introduction to
the method employed.
Firstly, a system within chemical compound space can be referred to as a discrete chemical
thermodynamic state. In DFT, such a state is defined by the charge density, that is calcu-
lated from the proton distribution Z(r) and the number of electrons Ne. As such, Z(r) and
Ne are the extensive particle variables. In accordance with thermodynamic integration and
perturbation methods, the mutation of a chemical thermodynamic system into another can be
approximated using a Taylor expansion around the initial system, and a switching parameter
λ,
E(λ = 1) = E0 + ∂λE
0∆λ+
1
2
∂2λE
0∆λ2 + . . . , (8.1)
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where λ = 0 corresponds to the initial system, λ = 1 corresponds to the target system
and hence, ∆λ = 1. Importantly, as we see below, the first order term in Eq. 8.1 can be
evaluated from a single DFT calculation of the initial state. In general, the first order term
(∂λE0) includes the variance of the energy with changes in the proton density, the nuclear
positions, and the number of electrons. However, here we consider the isoelectronic doping of
a graphene sheet, with fixed atomic positions. Therefore, terms involving changes in atomic
positions {RI} and Ne can be neglected leaving,
∂λE =
∫
drδZ(r)E∂λZ(r), (8.2)
where the variation of the energy with respect to a small change in proton density is known
as the nuclear chemical potential, µn(r),
∂λE =
∫
drµn(r)Z(r). (8.3)
At a given atomic position then, µn(RI) is the derivative of the energy with respect to the
change in the nuclear charge, Z(RI). This is referred to as the alchemical potential since it
describes the energy change as a result of an alchemical mutation at an atomic site. Thus, in
isoelectronic doping, the derivative of the energy can be expressed as,
∂λE =
∑
I
µn(RI)∂λNI . (8.4)
Here, the first derivative of the energy is equated to the sum of the product of alchemical
potentials at each atom with the change in atomic number. In fact, the nuclear chemical
potential has been previously derived as the electrostatic potential, V¯ESP (r). Furthermore,
the average electrostatic potential at each atom - or alchemical potential - is available at the
end of a self consistent field (SCF) cycle (at least in the VASP code). As a result, we can
compute Eq. 8.4 from the information provided in a single DFT calculation containing all of
the atoms involved in the doping.
Alchemical derivatives have been used in this way to predict various properties such as,
doping in benzene [308], reaction energies [309], eigenvalues of doped benzene [156], covalent
bonds [310], and phases of alkali halide crystals [311]. However, the quality of predictions can
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vary significantly and it is expected that the second order derivative in Eq. 8.1 can improve
the accuracy of predictions. The second order term contains second order pure and mixed
derivatives of the energy of which the alchemical hardness (ηn(r, r′)) is of relevance to this
study,
ηn(r, r
′) = δZ(r)δZ(r′)E = δZ(r′)µn(r). (8.5)
As it can be seen, the alchemical hardness is a kernel that requires computation of the target
system (by r′) as well as the initial system. Such a calculation would render this scheme
inefficient, and alternative relations to this quantity are sought. Drawing insight from the
work of Ayers [312] and Cárdenas et al. [313], the alchemical hardness can be described either
by the variation of the alchemical potential with respect to proton density, or with respect
to electron density [313]. The variation of the alchemical potential with respect to electron
density is a Fukui function [312] and by Janak’s theorem [314], it is the density of the highest
occupied molecular orbital (HOMO), ρHOMO.
In this chapter, the first order alchemical derivative is used to predict the dissociative
adsorption energy of water on BN doped graphene, with doping occuring at different sites in
the substrate. The predicted energies are compared to explicitly calculated energies to reveal
the quality of predictions and to identify any outliers. Moreover, it is shown that outliers can
be identified without additional calculations from the knowledge of the electronic structure of
the initial state. The study begins with a description of the methods and the system setup in
Section 8.2, followed by the results of alchemical predictions in Section 8.3. After identifying
the main trends, further questions about the procedure and implications for water adsorption
are discussed in Section 8.4 before concluding in Section 8.5.
8.2 Methods
As in Chapter 7, the dissociative adsorption of a water monomer on boron nitride doped
graphene (BNDG) was calculated using density functional theory (DFT) and the Vienna Ab-
Initio Simulation Package (VASP) 5.3.2 [177–180]. VASP uses plane-wave basis sets, and
projector augmented wave (PAW) potentials [181, 182] to model the core region of atoms.
Standard PBE PAW potentials were used here with a plane-wave energy cut-off of 500 eV.
The PBE exchange-correlation functional is used throughout. A (7× 7) unit cell of graphene
8.2. METHODS 117
CHAPTER 8. USING ALCHEMICAL DERIVATIVES FOR EFFICIENT SCREENING
is used, with 4 carbon atoms replaced by two boron and two nitrogen atoms. The dissociative
adsorption energy of water is already converged with a (5× 5) unit cell but using a larger cell
provides more pathways for alchemical mutation of atoms. The separation between periodic
images of the substrate in the z-direction is 15 Å. All calculations were performed at the
Γ-point.
8.2.1 System Setup
The adsorption site in the substrate is activated using a pair of BN atoms in the surface
and two adsorbed hydrogen atoms shown in Fig. 8.1, which remain unmoved in all paths
considered. Doping and hydrogenating in this way has been shown previously to make the
surface more reactive towards the dissociative adsorption of water. Dissociative adsorption
energy is defined as,
Eads = E
tot
ads/sub − Etotsub − Etotads (8.6)
where Etotads/sub is the total energy of the adsorption system, E
tot
sub is the total energy of the
substrate (with two hydrogen atoms adsorbed), and Etotads is the energy of the intact water
molecule in the gas phase.
Four schemes of alchemical mutation between carbon, boron, and nitrogen are considered
here, illustrated in Fig. 8.2. BN pair 1 and BN pair 2 both involve the prediction of a BN
pair in place of two carbon atoms across the surface, starting from a BN pair at the edge of a
unit cell. In this way, the prediction involves substituting the BN pair at the edge with two
carbon atoms, and correspondingly, two carbon atoms in the surface with a BN a pair. The
difference between BN pair 1 and 2 is the position of BN at the dissociation site with respect
to the BN pair at the edge of the cell in the initial state; they are distinguishable due to the
two sublattices of graphene. The third scheme, “B wander”, refers to the swapping of a carbon
and boron atom. Similarly “N wander” refers to the swapping of an individual carbon atom
with nitrogen. In each case there are 94 possible paths for this unit cell size, such that a total
of 376 paths have been looked at here. The initial states are always the same and only two
single point DFT calculations are needed per scheme.
Thanks to the geometrical closeness of graphene and hexagonal boron nitride, doping
graphene with BN atoms has a small impact on the structure. The largest change in bond
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Figure 8.1: Top panel: (7 × 7) unit cell of graphene doped with two pairs of BN and two
hydrogen atoms adsorbed. Water is dissociatively adsorbed on oppostide side to hydrogen
atoms. Lower panel: the reference substrate with two hydrogen atoms adsorbed; the adsorp-
tion configuration for BN pair 2 using different sublattice; and a close-up of the dissociative
adsorption. Carbon is in light blue, nitrogen in dark blue, boron in pink, oxygen in red and
hydrogen in grey.
lengths upon relaxation of target systems was seen for boron-carbon bonds, which changed by
up to 0.06 Å1. This makes fixing the geometry in all calculations a reasonable approximation
to begin with.
8.3 Results
For each path the PBE energy of water dissociation has been calculated without relaxing the
positions of atoms and compared with the alchemically predicted dissociation energy. Fig.
8.5 shows a scatter plot, comparing these energies, for BN pair 1 (the other schemes produced
similar results). From the figure it is clear the majority of predictions are good, but there
are some outliers, resulting in an overall poor R2 correlation coefficient of 0.14. For the other
schemes, the R2 coefficients are similarly unimpressive between 0.17-0.49, and in all cases there
are clear outliers. For an effective screening process it would be better to identify outliers a
priori without further computational cost. Here it is demonstrated how that is possible using
1The energy of relaxation gained from this is up to ∼ 0.3 eV.
8.3. RESULTS 119
CHAPTER 8. USING ALCHEMICAL DERIVATIVES FOR EFFICIENT SCREENING
Figure 8.2: Schematics of the alchemical mutations that have been considered: BN pair
swapping with two carbon atoms; boron atom swapping with a carbon atom (B wander); and
a nitrogen atom swapping with carbon (N wander).
the highest occupied molecular orbital (HOMO) in the initial states.
A Bader charge density partition per atom of the HOMO charge density indicates the
prominence of the HOMO at a given atom site. This is indicative of the mesomeric role
of the atoms in the carbon substrate: atoms with some charge density in the HOMO are
mesomerically active, and those without are mesomerically passive. For a given path, the
charge at the sites of mutation in the initial state can be summed to obtain a measure of
the extent of mesomeric activity. This combined charge for each path is shown in Fig. 8.4
against the relative absolute error (RAE) for each path. It can be seen that the majority of
paths have a RAE less than 0.01 whilst those which have substantial errors also have large
HOMO charge associated with them. As a result, the partitioned HOMO charge can be used
to strip off the outliers. Note that the correlation is not direct, there are some paths with
a high associated HOMO charge but small errors. By choosing a threshold RAE of 0.1, the
corresponding charge required to stay below this threshold is ∼0.05 e for the different schemes.
In Fig. 8.5, red squares represent HOMO charge of more than 0.05 e and evidently all the
poor predictions correspond to mesomerically active sites.
The effectiveness of this procedure is more clearly seen in Table 8.1 where the R2, Spear-
man’s rank coefficient (ρ), mean absolute errors (MAE) and root mean square errors (RMSE)
are reported for each scheme. The MAE and RMSE are an order of magnitude larger for
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Figure 8.3: Charge density plot of the Kohn-Sham highest occupied molecular orbital
(HOMO) for the initial states in BN pair 1 scheme. An isovalue of 0.005 eV/Å3 was used for
the figures.
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paths involving mesomerically active sites compared to passive sites. The MAE for mesomer-
ically passive sites is less than 30 meV for the BN pair and B wander schemes, and thus even
lower than the gold standard of accuracy in chemistry (1 kcal mol−1). Interestingly, the errors
are overall larger for N wander (see in Fig. 8.4(b) the comparison with B wander) and the
impact of classifying combined HOMO charges of more than 0.05 e as mesomerically active
is less pronounced in the correlation coefficients R2 and ρ, for N wander. However, the errors
still benefit from an order of magnitude reduction in size. The larger errors for N wander
may seem conflicting with the excellent ρ coefficient for both mesomerically active (0.92) and
passive (0.89) sites. However, it has been shown previously that predictions for right-to-left
transformations in the periodic table are not equivalent to the reverse and entail larger errors
[310]. Encouragingly, the strong correlation is maintained despite the larger shift from the
calculated energies.
Figure 8.4: The relative absolute error and combined HOMO charge is shown for each path.
Top panel includes BN pair 1 and 2, whilst lower panel includes B wander and N wander.
Green lines indicate the threshold values used to distinguish between mesomerically active
and passive sites.
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Figure 8.5: Calculated PBE dissociative adsorption energies of water for paths in the BN pair
1 scheme against the alchemically predicted energies. Black squares correspond to mesomeri-
cally passive sites in the initial state, and red squares correspond to mesomerically active sites
in the initial state.
8.4 Discussion
Partitioning the HOMO charge density for the initial states is shown to be an effective means
of filtering out particularly weak predictions. At least two important questions need to be
addressed with regards to this process and we also draw some chemical insights later in the
discussion.
First, how should the initial threshold value for the HOMO charge density be chosen
without performing further calculations? This is somewhat of an arbitrary choice but some
guidelines can be used. For example, the threshold charge can be chosen by looking at the
distribution of HOMO charges for paths and considering the point at which the combined
charge begins to deviate from the majority of paths. For example in Fig. 8.4, the majority of
combined charges are below 0.15 e. Although this is a higher threshold than what has been
chosen for Table 8.1, it would still correspond to small errors according to Fig. 8.5.
Second, can the filtered mesomerically active paths be salvaged? In the current context
that would be very useful because the highest dissociation energies arise from doping at me-
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Table 8.1: Statistical analysis of data from four schemes and resolved for mesomaerically
active and passive classification using a threshold HOMO charge of 0.05 e. R2 coefficient,
Spearman’s rank correlation coefficient (ρ), mean absolute error (MAE) in eV, and root mean
square error (RMSE) in eV are listed. Inset shows a zoomed-in region for clarity.
R2 ρ MAE (eV) RMSE (eV)
BN pair 1
total 0.14 0.07 0.19
MA 0.13 0.68 0.14 0.30
MP 0.81 0.85 0.02 0.03
BN pair 2
total 0.17 0.06 0.19
MA 0.15 0.71 0.12 0.28
MP 0.89 0.89 0.02 0.02
B wander
total 0.27 0.06 0.16
MA 0.05 0.45 0.18 0.33
MP 0.90 0.91 0.03 0.04
N wander
total 0.49 0.09 0.18
MA 0.53 0.92 0.19 0.34
MP 0.67 0.89 0.06 0.08
somerically active sites (see Fig. 8.5). Two particular solutions can be utilised here. One is
to simply perform DFT calculations for the mesomerically active paths - this is somewhat
unimaginative but straightforward. The second possibility is to go beyond the first order
alchemical derivative, and improve the prediction by including second order terms. Recently
Chang et al. compared three approximations to the second order term namely, the coupled
perturbed (CP) approach, the independent particle approximation (IPA) and the finite differ-
ence method, for the density response to alchemical coupling [310]. The CP approach is shown
therein to be superior to IPA for horizontal isoelectronic transformations in many electron sys-
tems. However, all higher order alchemical derivative terms require additional computational
cost, and hence it could be a matter of implementation of second order derivative approaches
to see if they would be more efficient than to directly calculate the DFT energies for such
paths.
Beyond the implications of efficiently screening isoelectronically doped configurations of
graphene, one can take a closer look at the resulting favourable dissociative adsorption config-
124 8.4. DISCUSSION
CHAPTER 8. USING ALCHEMICAL DERIVATIVES FOR EFFICIENT SCREENING
Figure 8.6: Configurations of dissociative adsorption from alchemical screening.
urations to gain some insight. Fig. 8.6 shows the configuration with the most favourable water
adsorption energies obtained for each scheme, which range from −2.1 to −2.8 eV. Despite dif-
ferent starting sublattices for BN pair 1 and BN pair 2, the same configuration is identified as
the most favourable for water dissociation. In this state, the hydrogen atom of water adsorbs
on a carbon atom between two nitrogen atoms. This is not surprising given that the central
carbon atom becomes more positive as a result of the electronegative nitrogen atoms, and is
stabilised by bonding to a hydrogen atom. This is in agreement with the patterns identified
in the previous chapter. Similar reasoning can explain the configuration found for N wander
wherein, the boron atom is between two nitrogen atoms and thus forms a stronger bond with
the OH fragment of water. More interestingly, the favourable configuration from B wander is
less intuitive (see Fig. 8.6) and highlights the usefulness of screening through various topolog-
ical possibilities. This particular configuration corresponds to an adsorption energy of −2.12
eV.
8.4. DISCUSSION 125
CHAPTER 8. USING ALCHEMICAL DERIVATIVES FOR EFFICIENT SCREENING
8.5 Conclusion
It has been shown that predictions using alchemical derivatives in DFT can be used to explore
the impact of isoelectronic doping in activated graphene on the dissociative adsorption of
water. Doping at different sites around the adsorption site in the substrate leads to a spread of
∼2 eV in the adsorption energy. Importantly, it has been demonstrated that poor predictions
can be filtered a priori by identifying mesomerically active and passive sites using a Bader
analysis of the HOMO in the initial state. In this way, one can efficiently screen through the
majority of configurations with very good accuracy - for instance in this study the MAE is
less than 30 meV in the dissociative adsorption energy of water.
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Chapter 9
Conclusions and Outlook
Let us summarise the findings in this thesis and consider the implications. Chapters 3-6
have focused primarily on establishing accurate benchmark adsorption energies. In Chapter
3, the interaction energy and configuration of a water monomer and BN doped benzene (1,2-
azaborine) was studied using a range of ab initio methods. In particular, ∆CCSD(T) was used
to establish accurate interaction energies for three distinct configurations, with differences in
energy ranging by less than 20 meV. DMC was found to agree well with ∆CCSD(T), whilst
MP2 slightly overbound. Importantly, all of the exact exchange methods predicted the same
energy ordering of the configurations. In contrast, almost all of the DFT xc functionals we
considered, with and without dispersion, predict the wrong order. This study highlights the
importance of the delocalisation error for even small, weakly interacting systems. The wrong
energy ordering of weakly interacting molecular systems, given by a number of widely used
xc functionals, has implications for the crystal structure prediction of organic polymorphs.
Indeed, a very high fraction of exact exchange was required in this study to achieve the correct
ordering. As such, it is difficult to prescribe a standard hybrid functional since the amount
of exact exchange is likely to be system dependent. However, it is worth remembering that
some xc functionals within the vdW-DFs predicted interaction energies in close agreement
with benchmarks, despite the wrong ordering.
With the promising results from DMC in Chapter 3, DMC was used in chapter 4 to
establish the interaction energy of a water molecule on a (4×4) unit cell of h-BN. This can be
considered as a fairly large system for DMC, and certainly for any other benchmark method.
The interaction of water is predicted to be stronger above a nitrogen site in the h-BN surface
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(−84±5 meV), than at a boron site (−63±5 meV). Since the computation of these interaction
energy curves, force field parameters have been fit to our values for the interaction potential
of water with h-BN [71]. Promising results have been obtained via the DMC fitted force
fields, predicting water contact angles in far better agreement with experiment than other
conventional force fields [71]. Thus, demonstrating that benchmark DMC energies can serve
not only as validation for the development of computational methods, but also as a reliable
basis to build a model on.
However, we are reminded in Chapter 5, that even so-called benchmark calculations have
their limitations. Starting with molecular BN substrates and water, interaction energy curves
from DMC, RPA, ∆CCSD(T), and MP2 were compared. Excellent agreement is achieved
amongst the methods, although the RPA underbinds. This is however, alleviated by the
inclusion of single excitations. In addition, a number of dispersion inclusive functionals were
found to predict the interaction energy of water with borazine accurately - similarly to what
was seen in Chapter 3. However, for the larger molecule boronene, the predictions from DFT
xc functionals are disappointing. This is despite the similarity between boronene and borazine
interacting with water. Such a peculiar result demonstrates once again, the inconsistent
performance of xc functionals. This is particularly relevant for studies that use molecules
of increasing size, to extrapolate to an extended surface. In such schemes, it is not given
that one can rely on xc functionals to give accurate predictions. Instead, embedding schemes
that employ different levels of theory such as CCSD(T) alongside DFT could be more reliable
[315–317].
Taking the water/h-BN system further, we investigated the effect of long-range correlation
that is not captured within a given unit cell size. With the help of the RPA and LMP2
results provided by collaborators, much larger unit cells with almost 100 atoms were modelled.
An additional 20 meV is gained in the water/h-BN interaction by considering larger unit
cells. This is clearly a sizeable proportion of the interaction energy predicted initially for a
(4 × 4) unit cell of h-BN. Moreover, the scaling of the interaction energy with system size
is not reproduced by LMP2, due to the lack of higher order excitations within this method.
Interestingly, the MBD correction in DFT calculations does reproduce the correct scaling as
predicted by the RPA. This finding could be very useful for future DMC calculations, where
large unit cells might be too expensive, but we seek a reliable estimate of the finite size effect.
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It is also interesting to note that we see such prominent long-range correlation for h-BN that
is a 2D insulator. It suggests that a semi-metal like graphene requires even larger unit cells
to capture the long-range interactions. Indeed, to accurately inform experimentalists, it is
important to establish the extent of these size effects.
Although long-range correlation has been the focus of many studies on low dimensional
materials, in Chapter 6 we saw that medium-range correlation is also a big challenge. Specifi-
cally, benchmark DMC interaction energies were computed for water and molecular hydrogen,
inside and outside of a zigzag CNT. These are the first reference interaction energies for these
molecules with a periodic CNT. The interaction of molecular hydrogen is found to be approx-
imately half of that of water. A range of xc functionals is found to predict the interaction
energy of either molecule outside of the CNT relatively well. Strikingly, the predictions from
vdW inclusive functionals are particularly bad when the molecules are placed inside the CNT.
In contrast, the vdW corrected xc functionals perform much better. This is somewhat un-
expected as vdW-DFs are thought to be appropriate for vdW dominated interactions. By
examining the interactions with different sized CNTs, the medium-range correlation appears
to be a particular problem for vdW-DFs. This can be partly explained by the development of
these functionals being focused on reproducing interaction energies for small molecules mostly.
As a result, for systems where there is a lot of electron correlation in the medium-range, cur-
rent vdW-DFs might not provide accurate predictions. In vdW corrected functionals, the
medium-range correlation can be expected to depend on the damping function used.
The study of physisorption interactions in this thesis might leave the reader thinking that
xc functionals are a long way from providing us with accurate predictions for vdW materials.
In fact, some xc functionals are found to work exceedingly well depending on the property of
interest and the system. Of course, in performing ab initio simulations we desire a consistent
and reliable method. In the absence of the exact xc functional however, it is likely that we
must always choose our xc functional carefully and consider the application. Fortunately, the
many successful years of applying DFT to various problems can provide us with some insight
when choosing xc functionals. As we look to model more exotic and novel materials however,
reference information from DMC, RPA based methods, and embedded quantum chemical
calculations, become invaluable. Moreover, the rise of machine learning techniques suggests
that accurate reference data could be needed for reliable training sets. With this, we may see
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fast and accurate potentials be designed in the near future.
Finally let us recall the findings in Chapters 7 and 8 on the chemisorption of molecules on
2D surfaces. In Chapter 7, conventional DFT with the PBE xc functional was used to study
the reactivity of graphene and h-BN based substrates. Graphene was doped with BN, and h-
BN was doped with carbon atoms to compare the reactivity on pristine and doped substrates.
This isoelectronic doping in the surfaces was found to make the dissociative adsorption energy
of water more favourable by more than 0.5 eV. In addition, we considered the hydrogenation
or protonation of the surfaces prior to water adsorption. It was found to makes all surfaces
significantly better at dissociatively adsorbing water. In addition to water, we also considered
the adsorption of molecular hydrogen, methane, and methanol. Unlike typical metal catalysts,
these 2D surfaces were found to selectively adsorb these molecules. Specifically, the adsorption
of polar molecules is promoted by BN doping in graphene, and non-polar molecules adsorb
more favourably on C doped h-BN. These simple calculations neglect energy barriers, the
effect of a substrate under the materials, and no solvent is modelled. Nonetheless, they point
towards the use of these 2D materials as selective catalytic substrates.
Considering the role of isoelectronic doping further, the dissociative adsorption energy
of water on BN doped graphene was used in Chapter 8. Here, alchemical derivatives have
been used as part of a screening method to explore the impact of BN doping in the graphene
surface, on the adsorption of water. The predictions from this scheme were compared with
explicit DFT calculations. At most doping sites in the surface, the predictions were very good
(within a few percent of the DFT adsorption energies). More notably, we were able to use
the highest occupied molecular orbital of the initial system as an indicator for the quality of
predictions. This filtering process greatly reduces the number of bad predictions and provides
an effective way to identify potential outliers.
On the whole, graphene and h-BN related materials have been fascinating to model. Var-
ious aspects of these materials have been outside the scope of this thesis, but are nonetheless
very important. These other factors include the intrinsic rippling of 2D materials, the role of
substrates that support these materials, the presence of structural defects, and the effect of
solvents. Whilst the pristine materials may have great potential (that is yet to be industrially
realised), the findings here suggest that the doping and tuning of these 2D materials open up
numerous avenues for some exciting surface chemistry.
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