Abstract-Real-time optimal maneuvering of unmanned ve hicles using feedback control requires efficient computational algorithms. Stability and tracking controls of UAVs have been widely used. However, the optimal control ofUAVs that requires minimizing a cost functional is challenging. The approach in this paper is based on a sparse grid characteristic method. Sparse grids are used to mitigate the curse of dimensionality in solving the HJB equation. At each grid point, the optimal control is computed using the characteristic method based on the Pontryagin Maximum (or Minimum) Principle. The algorithm consists of two parts, the off-line computational algorithm to solve the HJB equation for the design of a feedback control law and the on-line algorithm for real-time receding horizon control using interpolation. The method is applied to a UAV model to test the closed-loop control.
I. INTRODUCTION
Many applications of autonomous systems for military or civilian purposes call for real-time optimal control to operate the system in its designed performance limits. Some examples include minimum time, minimum distance, or minimum fuel trajectories for applications such as combat maneuvering in dogfight, minimum-time pointing of weapon systems, maximizing the payload capacity or cruise range of unmanned vehicles, etc.
An optimal control law can be designed using the solution of the associated Hamilton-Jacobi-Bellman (HJB) equation, which is solved off-line. Then the real-time feedback con trol is computed using polynomial interpolation. It requires minimum on-line computation and the interpolation has no convergence issues. However, finding the solutions of HJB equations suffers the curse of dimensionality, which refers to the phenomenon that the cost of computation for an approximate solution of a HJB partial differential equation (PDE) with a prescribed accuracy depends exponentially on the dimensionality of the considered problem. The curse of dimensionality is a bottleneck that limits the application of optimal feedback control for systems with a dimension d ?: 4.
In [7] [8], sparse grid characteristic methods were devel oped for systems with a moderate dimension. The algorithm was successfully applied to the HJB equation of attitude control in which d = 6. This method combines a causality free algorithm with sparse grids to solve HJB equations. By causality free, we mean that the solution of the HJB equation at a point in space can be computed without using the value of the solution at any other point in the neighborhood. This property is different from many existing numerical algorithms for partial differential equations. In [7] , the HJB equation with six state variables is solved for the optimal attitude control of satellite systems equipped with the control momentum wheels. Different from existing approaches, the sparse grid characteristic method has several advantages, including: (1) the algorithm has perfect parallelism; (2) the grid size is significantly smaller than that of dense grids; (3) there is no spatial error at grid points.
In this paper, we apply a sparse grid characteristic method to a model of a small unmanned aerial vehicle (UAY). The system model has a dimension d = 7 and the HJB equation has four independent state variables and a time variable. If traditional PDE algorithms based on dense grids are used, the computational load would be too high for practical applications. Different from the approaches in [7] and [8] , where the Chebyshev-Gauss-Lobatto (CGL) sparse grid is used, we solve HJB equations using a modified sparse grid and a piecewise linear interpolation. Relative to the CGL grid, the linear interpolation algorithm reduces the compu tation load required by the real-time feedback controller. In addition, the numerical solutions shown in this paper contain discontinuous control input and nonsmooth trajectories. This is a challenge that cannot be resolved using algorithms based on Taylor expansions [1] , [11] , [6] . In the following, we first introduce sparse grids and the associated basis functions for interpolation. Then a causality free algorithm for open-loop control based on the Pontryagin Maximum (or Minimum) Principle (PMP) is introduced. The solution, its gradient, and the associated characteristic curves of the HJB equation is numerically found on a sparse grid. As an example, the method is applied to a rapid tum maneuver with significant speed reduction or acceleration in a short time interval executed by a model of Procerus Unicorn UAY. The performance of both open-loop and closed-loop controls are shown using simulations. The closed-loop control is based on receding horizon control and numerical interpolations.
II. SPARSE GRIDS
A sparse grid is a subset of a dense grid with a significantly reduced size, which can be used for the interpolation in approximating multivariable functions. Introduced in [13] , sparse grids are derived from the Smolyak's construction. Although the original idea was invented more than fifty years ago, some recent work reveals potentials of its applications, [7] , [8] , [2] , [10] , [3] , [4] . In the following, we adopt the notations of sparse grid from [8] . It is well-known that, relative to dense grids, the size of sparse grids increases with the dimension at a much slower rate. Let d represent the dimension of a state space. The size of a sparse grid is in the order of which is in sharp contrast to the size of the corresponding dense grid
The significantly reduced number of gridpoints is achieved with a cost. It has impact on the accuracy. An upper bound of interpolation error using a classic sparse grid satisfies for all functions with bounded mixed derivatives up to the second order. For comparison, the error bound using a dense grid is O(N-2 ). In this tradeoff, the price we pay in accuracy is relative small for problems with a moderate dimension and what we achieve is a significantly reduced size of the grid.
A sparse grid is constructed based upon a hierarchical structure. For a single variable, the set of grid points contains several layers of subsets, denoted by X i . Suppose m i = lx i i, which is the number of points in X i . These subsets should have a telescope structure, i.e. X i -l C X i for i � 1.
For illustration purposes, we exemplify the definition using equally spaced nodes
Let �X i be set of points in X i but not in X i -I . The number of points in the set is denoted by ",m i , i.e.
In [8] , xj (1 :s: j :s: m i ) represent the points in X i . The points in �X i are represented by ",xj, 1 :s: j :s: ",m i , i.e.
In [-1 , l] d , we adopt the following notations Sparse grids can be build using different sequences of grids X i , i � 1, if it has a telescope structure. For instance, a modified sparse grid uses the following X i :
For i > 1, it is identical to (1). In this case, Xl has one point and X 2 has three points. In comparison to Figure 1 , the resulting sparse grids have less points on the boundary and more points in the center. The size of Gsparse is further reduced. The modified sparse grids for q = 6 and q = 8 are shown in Figure 2 . When q = 8, the total number of points is 321. 
III. THE CAUSALITY FREE METHOD BASED ON PMP
Consider a general problem of optimal control defined as follows, i t f L(t,x,u)dt+ h(t j ,x(t j )) (3) t o subject to the control system
where x E �n is the state variable, u E �m is the control variable. For the simplicity of discussion, we assume that the final time t f is fixed. Ideally, if we can solve the following The optimal control and the minimum costs are HJB equation with endpoint condition
In (5), the function H* (t, x, >.. ) is defined using the Hamil tonian, H(t, x, >.. , u),
where>.. E �n represents the costate variable. The function u*(t,x,>.. ) = argminuH(t,x,>.. ,u) (6) minimizes the Hamiltonian. Then, we define
which is the function appears in (5). If we can solve the HJB equation, a feedback control law has an explicit formula, which is a function of time and state
Unfortunately, numerically solving a PDE when d ;::: 4 is extremely difficult, if not impossible. For the UAV problem, achieving an accurate feedback control law may require a dense grid with more than 108 gridpoints, which is too high for numerical computation. Sparse grid has smaller size. However, as shown in the previous section, the distance between adjacent gridpoints varies significantly. Therefore, sparse grid is not a preferred choice for traditional PDE algorithms due to its extremely uneven distribution of points. Most numerical methods for the HJB equation uses dis cretization that is based on spatial causality. The value of the solution function V (t, x) at a gridpoint is computed at an earlier time using the known value of the function at neighboring gridpoints at a later time. This type of methods result in computational error that propagates throughout the region. Most importantly, it requires a dense grid with a big size in the case of UAV control.
In this paper, we take a causality free approach based on PMP [7] . We compute both V(t,x) and V x (t,x) at every gridpoint in a sparse grid. The algorithm is causality free because the computation at one point is independent of the solution at nearby points. In fact, we solve the two-point boundary value problem (BVP) formulated using PMP. The optimal trajectory with an initial condition Xo is a solution of the following BVP 
At any Xo in the sparse grid, Giparse' we compute a solution for the BVP (S) to find the optimal control and the corresponding minimum cost. The computation does not require the value of V (t, x) at any nearby points, i.e. the algorithm is causality free. Numerical algorithms exist in the literature for boundary value problems similar to (S).
In the examples, we adopt an algorithm based on a four point Lobatto IlIa formula. This is a collocation method. It provides a solution that has high order of accuracy (see [9] ).
IV. SY STEM MODEL OF ASMALL UAV
To represent kinematics and dynamics of small tailless foam UAV we adopt the aircraft model developed in [15] Xl = Vcos,cosw, X 2 = Vcos,sinw, X 3 = -Vsin,
This nonlinear model employs seven states and three con trols. Specifically Xl, X2, X3 define the position of UAV in the north-east-down (NED) coordinate frame, V is the speed, , is the flight path angle, is the heading, and cp is the bank angle. The control inputs are g-load factor nz, throttle setting 6 T and bank angle rate u¢. All three controls are bounded where Tmin = O.lkg, Tmax = 1.72kg. The four parameters appearing in the second equation of (10) are defined by the air density p = 1.225kgjm 3 , UAV mass m, maximum thrust Tmax, wing area S, and a drag polar CD = CDO + Al CL + A 2 CZ, where the lift coefficient CL = 2mgj(pV 2 S) (g is the acceleration due to gravity). For the Procerus Unicorn UAV these parameters were identified in Ostler and Bowman 
H( V " , W,¢,U,A)
approach a desired velocity and heading within a short time interval. For this purpose, we solve the two-point BVP (8) using a four-point Lobatto IlIa method in [9] . The UAV's maximum speed is about 22 m/s and the minimum speed is about 11.5 m/s. Figures 3 -4 show a simulation result of an optimal trajectory that reduces speed from 22 rnIs to 12 m/s within about 3 seconds. This trajectory stays in the vertical plane without changing the heading. Note that the throttle control is nonsmooth and the g-Ioad factor control is discontinuous. The optimal control T(t) is nonsmooth and nz( t) is discontinuous.
r: r_/ . Figure 3 . An optimal trajectory to reduce speed from 22 mls to 12 mls where 
V. EXAMPLES OF THE OPEN-Loop OPTIMAL CONTROL
Quickly reducing speed is a useful maneuver in a chal lenging situation, such as dog fight. In control design, the goal is to find an optimal state and control trajectory that In Figures 5-7 , the desired maneuver is to reduce speed from 22 m/s to 16 m/s while making a 90° turn. The desired speed is achieve in about 4 seconds, and the desired heading is achieved in a little over 5 seconds. Similar to the previous simulation the throttle is a nonsmooth function, while the g-Ioad factor and bank angle rate controls are discontinuous.
The throttle is a nonsmooth function and nz and nq, are discontinuous. Figures 8-10 show an optimal trajectory of a 171 ° turn while reducing speed to 16 m/s. The amount of total about of time it takes to achieve the desired state is very close to the previous case of 90° turn.
VI. EXAMPLES OF CLOSED-Loop OPTIMAL CONTROL
For real-time application, a closed-loop controller must be developed. The time it takes for the four-point Lobatto IlIa method to produce short-term maneuvers like the ones in the previous section is too long for a close-loop control. To resolve this problem, it is suggested to split optimal control computation into two parts -the offline part and the online part. For offline computation, we solve the optimal control problem at points in a sparse grid. For online closed-loop control, the optimal control is computed using a simple linear interpolation on the sparse grid and its basis functions in Section II. In the example, we solve the problem of reducing speed to 12 mJs for arbitrary initial speed and path angle in a rectangular region (Figure 11 ). We use a modified sparse grid with a total of N = 705 points. Its size is in sharp contrast to the corresponding dense grid, which has N > 1.6 X 10 4 points. We would like to emphasize that the interpolation is applied to the costates, '\(t), not to the control input u (x, t). Based on the value of the costates, the optimal control is determined using (9) . Because the control input is discontinuous, computing the optimal control using interpolation results in large computational errors and the Gibbs phenomenon. In contrast, our method preserves the characteristics of a bang-bang control.
In the offline computation, the four-point Lobatto IlIa method is applied to the two-point BVP (8) used for online computation. For the closed-loop control, a receding horizon control scheme is used. The time horizon is 4 seconds, which is long enough to achieve stability. The zero order hold controller is updated at 30 Hz. The sensor error is assumed to be random with a uniform distribution in the following range:
ev: ±0.26m/s;el': ±0.9°;e : ±0.9°;eq,: ±0.9° 
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VII. CONCLUSION
A sparse grid characteristic method is applied to a small UAV model. The causality free method makes it possible to solve the HJB equation with four state variables, which is considered very difficult for practical applications using traditional numerical methods of solving PDEs. Both open loop and closed-loop controllers are derived. Maneuvers of quick speed reduction are simulated. The numerical process is convergent and the closed-loop system is stable in the presence of sensor noise. Thanks to the sparse grids, we significantly reduces the online computational load. The computational algorithm for the feedback control preserves the characteristics of the bang-bang optimal control. As a result, the autopilot can achieve optimal performance in addition to stability. Shown in examples, the closed-loop control is able to achieve optimal performance defined by several parameters, such as the initial velocity, the initial path angle, and the final speed. As a topic for future research, more parameters can be integrated into the performance function.
