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During –, the  experiment at the
  has recorded 1:5 fb 1 of deep inelastic scat-
tering events with polarized muon beam and polar-
ized deuterium target. e cross section for single-
inclusive charged hadron production in dependence on
the hadron’s transverse momentum p
T
is extracted. A
P and  simulation is used to obtain the
acceptance correction factors. e double spin asym-
metry Ah;dLL is measured in the region 1GeV/c < pT <
3:5GeV/c, the p
T
dependence of which is connected to
the gluon polarization G.
Kurzfassung
In den Strahlzeiten – hat das -
Experiment am   eine Luminosität von etwa
1:5 fb 1 in tieﬁnelastischer polarisierter Myonstreuung
mit polarisiertem Deuteron-Target aufgezeichnet. Der




gemessen. Zur Bestimmung der Akzeptanzkor-
rektur wurde eine Monte-Carlo-Simulation verwendet,
basierend auf P und . Die Asymmetrie
derWirkungsquerschnittemit Strahl- undTargetpolari-
sation parallel beziehungsweise antiparallel, Ah;dLL, wurde
im Bereich 1GeV/c < p
T
< 3:5GeV/c gemessen. Diese
hängt von der Polarisation derGluonen imNukleon ab.
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Acronyms and Abbreviations
 Analog to Digital Converter
 heavy ion scattering experiment at the 
 American National Standards Institute
 Analog Pipeline readout chip originally designed for micro-strip
gas chambers, used for silicon, andreadout in
and other experiments
 Beam Momentum Station, a set of detectors arranged around a
bending magnet in the beam line which is used for measuring the
beam particle’s momentum
  Advanced STORage manager
  Accumulate, Transfer and Control Hardware
 Distance of Closest Approach
 formerly Conseil Européenne pour la Recherche Nucléaire, now
European Laboratory for Particle Physics, situated in Geneva,
Switzerland
 Central Data Recording
 CHarm Experiment with OmniPurpose setup
 originally just a reference to the fairy tale, but retroﬁtted with
an acronym by Jan Friedrich: Command INterpreter for Data
and Event REduction by Low Level Analysis was the name of a
Transputer-based experiment control and data analysis project at
the Mainz MicrotronMAMI.
 COMpass adaption of the  package




 COmpass Reconstruction and Analysis Library
 Central Processing Unit of a computer
 Command Run ON, a scheduler for recurring system tasks on
Linux (inherited fromUnix)
 Data AcQuisition system
 Detector Control System, in case of  realized using the
 framework
 Deutsches Elektronensynchrotron, Hamburg, Germany
 Dokshitzer, Gribov, Lipatov, Altarelli, Parisi [, , , ]
 DirectMemoryAccess,meaning that computer components other
than the  access the main memory
 Distributed Information Management, a library developed at
, see []
 Deep Inelastic Scattering
 Domain Name Service, the internet service which resolves human
readable computer names into internet protocol numeric addresses
(and more)
 Data Summary Tapes—also Data Summary Tables—stemming
from the historical processing steps where the raw data are recon-
structed to yield tracks, vertexes, and so on, the result of which
takes much less space than the original data and thus is stored on
tapes which “summarize” the raw data
 Electromagnetic CALorimeter
 EuropeanMuon Collaboration
 Encapsulated PostScript, a special form of  which follows a de-
ﬁned pattern to allow embedding into other documents
 Field Programmable Gate Array, for more details see []
 First Level Trigger, usually implemented in hardware using special-
ized detector readout
 GAMma Spectrometer, now used mainly as  of the
 experiment
 detector description and simulation tool developed at 
XII
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 Gas ElectronMultiplier, see []
GSCA GEM and Silicon Control and Acquisition module
 Graphics Interchange Format
 deep inelastic scattering experiment at 
 Hadronic CALorimeter
 HadronElectronRingAccelerator at the laboratory inHam-
burg, Germany
HGSCA GSCA with newHotLink interface
 HadronMuon Collaboration
 International Electrotechnical Commission
 Institute of Electrical and Electronics Engineers
 Joint Picture Group graphics interchange ﬁle format
 Low Energy Antiproton storage Ring
 Light Emitting Diode
 Large Electron–Position collider
 aMonte Carlo program to produce deep inelastic lepton–nucleon
scattering events, part of the  package
 Large Hadron Collider at , Geneva, Switzerland
 Leading Order in an expansion series
 package of Monte Carlo programs developed at Lund University,
Sweden, which features a special model for jet fragmentation
m Mini Data Summary Tapes, a further compression step in the data
analysis chain where basic selection criteria are already applied to
the sample and original hit information is suppressed
 Micromesh Gaseous Structure detectors
 Muon Wall, a sandwich of tracking detectors with a hadron ab-
sorber in between
 Multi-Wire Proportional Chamber
 database engine implementing the  standard
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ACRONYMS ANDABBREVIATIONS
 Next-to-Leading Order in an expansion series
 NewMuon Collaboration
 superconducting spectrometer magnet provided by  which
was used in many experiments in the West Area, including ,
see []
 Physics Analysis Workstation, predecessor of 
 Peripheral Component Interconnect, the standard PC expansion
slot technology since around 
 Portable Document Format or Parton Distribution Function
P Practical Extraction and Report Language, originally designed for
automated text processing
 Positron Electron TandemRing Accelerator, predecessor of 
at 
P  PHysics Analysis Soware Tools, produces and pro-
cesses m ﬁles
 Portable Network Graphics
 PostScript, a stack-based programming language which is used by
printers for page description, basis for the simpliﬁed 
 Prozeßvisualisierungs- und Steuerungssystem (process visualiza-
tion and control system)
P a Monte Carlo program for high p
T
physics in hadronic interac-
tions, part of the  package
 QuantumChromoDynamics
 Quantum ElectroDynamics
 Relativistic Heavy IonCollider at the BrookhavenNational Labo-
ratory, NY, USA
 Ring Imaging CHerenkov detector, used in particle identiﬁcation
 Root Mean Squared, the square root of the variance of a distribu-
tion
 Rene’s Object Oriented Toolkit, successor of 
 RemoteProcedureCall, used in variousprotocols like theNetwork
File System,  and others
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 Semi-Inclusive Deep Inelastic Scattering
 Stanford Linear Accelerator Center, Menlo Park, CA, USA
- Simple Link Interface developed at  for FIFO-like connec-
tion between components of detector readout systems []
 SpinMuon Collaboration
 Super Proton Synchrotron at 
 Structured Query Language, used in relational databases for ma-
nipulating and querying the stored data
 Scalable Vector Graphics
 Trigger Control System
 Time to Digital Converter
 Targa Image File Format
TFFC Track Finding and Fitting in 
µ Micro Data Summary Tapes, extracted from m by applying
analysis speciﬁc event selection cuts and/or using a more compact
storage format by omitting unused information
 incorporated, non-proﬁt organization of vendors and users pro-
viding its members the ability to develop and promote open tech-
nology standards in real-time, modular embedded computing sys-
tems
 VersaModule Eurocard
 eXtended Markup Language, a subset of Standard Generalized
Markup Language





While the properties of the electron are very precisely known, its partners in forming the
atom—neutron and proton—remain subject to investigations. is is owed to the fact
that these particles are not point-like and structureless but consist of a complicated tan-
gle of quarks and gluons, comparable to a ball of wool soakedwith glue, albeit only about
10
 15m in size. During the ’s the method of deep inelastic scattering was invented
to probe the composition of the nucleon, and since then the understanding of the inner
workings of them, driven by the so-called strong force, has been greatly enhanced. Exper-
iments at ,  and  together with neutrino experiments have shown us that
quarks and gluons share the nucleon’s momentum about equally and that the only quark
ﬂavors which show an abundance of quarks over their corresponding anti-quarks are the
so-called up and down types. is is in accordance with a very ﬁgurative model called
the constituent quark model, where nucleons are built from exactly three constituents
which then consequently deﬁne all properties of the nucleon. While easy to explain and
visualize, this model does not incorporate the gluons; this makes it evenmore wondrous
how successful it has been, and still is for certain properties of the nucleon.
Staying in the picture of the glue soaked ball of wool, it is clear that it is not easy to pick
out parts of the nucleon. ere is always the question how much glue sticks to the parts
which we can extract, and this quite literally is one of the main problems when dealing
with the strong force. Our current best model of the strong force—quantum chromody-
namics—is believed to describe all eﬀects, but it is unfortunately impossible to exactly
evaluate mathematically. erefore approximations and simpliﬁcations are introduced,
which allow the formulation of relations like the sum rules presented in chapter . Also
diﬀerent models like chiral perturbation are developed, which are tuned to be easier ac-
cessible mathematically in the low energy regime, where perturbative  calculations
are most diﬃcult. While oen successful in predicting or describing experimental ﬁnd-




When talking about the structure of the nucleon, the question is oen how the integral
properties like mass or charge are split among the constituents. One of these properties
is the so-called spin, angularmomentum intrinsic tomany particles, quantized in units of
Planck’s constant h. It is known since the Stern-Gerlach experiment in  that the spin
of the proton is 1
2
h, allowing the states+ 1
2
h and   1
2
h. is was later veriﬁed also for the
neutron. Each quark carries a spin of 1
2
h, while the gluons have 1h. It is obvious that the
spins of all the quarks and gluons in the nucleon cannot simply be aligned and addup, but
they also cannot be oriented completely at random: in the end the sumneeds to equal 1
2
h.
Tomake it evenmore complicated, also a rotationalmotion of the nucleon’s constituents
around its axis would contribute to the sum. But since the mass and charge had been so
conveniently attributed in the constituent quark model, it came as a surprise when the
 experiment measured the contribution of the quark spins to the total nucleon spin
to be only about one quarter. With the newest  results, this value has now
climbed to , but it is clear that the nucleon’s spin cannot be explained in a simple
quark model.
is insight inspired new experiment proposals like that of  at , which forms
 together with , an experiment aiming at the complementary ﬁeld of
hadron spectroscopy and using similar experimental techniques. e goal of  was
to measure the contribution of the gluons’ spin to the nucleon directly by selecting only
those reactions where not a quark but a gluon is extracted from the nucleon using so-
called open charm production. is requires a very advanced apparatus, because these re-
actions are not only rare but also hard to identify. e previous years of data analysis have
shown that indeed the statistical accuracy reachable by such a measurement is not satis-
factory. Instead it seems preferable to apply a less strict criterion for gluon selection and
account for the accepted impurities aerward. e ansatz used already by the  ex-
periment is to subtract the other spin dependent eﬀects, scale this intermediate result by
the inverse of the fraction of gluon-initiated events andmultiply by the so-called analyz-
ing power, a quantity which is calculable in the framework of quantum chromodynamics.
e fraction of gluon-initiated events is obtained from a Monte-Carlo simulation and
depends on the correct description of reaction type mixing in the Monte Carlo gener-
ator. ese programs in turn are tuned to describe all data suﬃciently well, but they
are not based on a single theoretical model and have little interpretative power. Another
ansatz has recently beenpublished, which combines previous knowledge on the structure
of the nucleon with speculations about the distribution of the gluons’ spin, and utilizes
quantum chromodynamics in a kinematic regime, where it can be reasonably well cal-
culated. is results in predictions of experimentally measurable quantities, namely the
asymmetry between the probability to produce hadrons oﬀ the nucleon when its spin is
aligned with or against the direction of ﬂight of the probe particle. ese predictions are
done for diﬀerent assumed gluon spin distributions, which can then be compared to the




is thesis consists of three parts, of which the ﬁrst comprises this general introduction
and a more detailed presentation of the  experiment, its apparatus and physics
goals. e second part gives insight into the work done by the author in the context of
the experiment, namely the  conﬁguration server, the online ﬁlter and the data
acquisition system. e last part consists of an in-depth introduction to the underlying
theory of deep inelastic scattering and the presentation of the actual analysis together
with the results. e interested reader ﬁnds additional material on statistics relations,
light-cone coordinates and a matching representation of the Dirac algebra, documenta-
tion on the various soware packages developed in the context of the current thesis and
various summary tables in the appendices.
. A FewWords on Notation
Since our alphabet has only  characters some of themare used to denote diﬀerent quan-
tities in diﬀerent contexts. To avoid ambiguities and allow faster reading, several font
shapes distinguish the various meanings:
mathematical constants: , e, i
physical constants: c, e, , h, h, "
0
physical units: cm, GeV, m







Abbreviations and acronyms are set in small capitals to distinguish them from regular
names. All such occurrences are listed on the pages preceding the introductionwith their
expansions.
e traditional units for data sizes are imprecise as their exact numerical meaning de-
pends on the context, e. g. 1MB of computer main memory means actually 
bytes, while 1GB of hard disk memory corresponds to 109 bytes—at least according to
the hard disk manufacturer. erefore in this thesis the following units are used:
1 kiB = 1024B  1:02 kB
1MiB = 1048576B  1:05MB
1GiB = 1073741824B  1:07GB
1TiB = 1099511627776B  1:10TB





 is an acronym forCOMPA S-
  S. Being amerger of the  [] and  [] projects,
 examines a variety of eﬀects in high energy physics. e original proposal is
available in [], but not only the list of physics goals has grown but also new detector
technology has been introduced.  is a ﬁxed target experiment at the  
delivered with either secondary hadron beams ( , K  and p) of up to 290GeV/c or a
tertiary polarized muon beam of 160GeV/c.
e following section introduces the physics program of both parts of the experiment
together with a summary of recent measurements, while the second section concentrates
on the apparatus itself. e analysis environment provided by the  collabora-
tion is the basis of the current thesis and therefore presented in the third section. Parts
of the experiment in which the current author has been involved are described in the fol-
lowing chapters in more detail. ese are the detector conﬁguration database, the data
acquisition system and the online ﬁlter.
.  Physics
 stands in the tradition of two lines of experiments: e deep inelastic scat-
tering experiments ,  and  lead up to the  proposal, and the hadron
spectroscopy experiments , ,  and several experiments at  were to
be followed by . From the two letters of intent it became clear that the demands
on the spectrometer were similar for the next generation experiments of both lines, thus
 encouraged the bundling of eﬀort and the formation of a common collaboration.
erefore the physics program of  consists of two parts—the hadron program
and themuon program—which will be introduced below. Further details concerning the
physics program can be found in the  proposal [].

 T  E
.. Experiments with theMuon Beam
—the European Muon Collaboration—discovered that the structure functions of
the nucleon depend on the choice of target nucleus, which is known as the  eﬀect
[]. —the New Muon Collaboration—followed up on this as the systematic un-
certainties in the measurement were large, owing to the fact that  had not been
designed to measure such an eﬀect; the result [] conﬁrmed the eﬀect, as did measure-
ments at . As of today the  eﬀect is accepted albeit not completely understood.
e second surprise discovered by  is that only a part of the spin of the proton is
carried by quarks []. is precipitated the so-called spin crisis,¹ which generated great
activity among experimental and theoretical physicists, leading amongst others to the
formation of —the Spin Muon Collaboration—which corroborated the  ob-
servation that the polarization of the quarks inside the proton falls signiﬁcantly short
of the theoretical expectations [, ].  continues in the tradition of these
experiments to further our knowledge on the structure of nucleons and hyperons.
... Spin Structure of the Nucleon
One candidate for the explanation of the  spin puzzle is that a sizable fraction of
the nucleon’s spin is carried by gluons. is would become possible if the spin of these
ephemeral constituents was preferentially oriented in parallel to the nucleon’s spin. One
possible way to infer the magnitude of this eﬀect is to ﬁt all existing data points for
nucleon structure functions using the  evolution equations, see e. g. [] which
concludes that the polarization of the gluons in the nucleon is about . As this indi-
rectly obtained quantity has a rather large uncertainty, a direct measurement is desirable.
 employs three ansatzes with the production of open charm, high p
T
hadron
pairs and single high p
T
hadrons as is discussed in detail in section ..
As shown by Jaﬀe and Ji [, ] the quark state inside the nucleon at the twist-two level
is completely speciﬁed by the momentum distributions q(x), the helicity distributions
q(x) and the transverse spin distributions 
T
q(x). A measurement of the latter via the
Collins eﬀect [] has been published in [].
... Lambda Polarization
Complementary information about the spin structure of the nucleon can be gained by
examining the polarization of the strange sea.² Longitudinal polarization transferred
from the virtual photon in deep inelastic scattering, or transverse polarization taken from
transversely polarized nucleons, provide access to the spin density of the strange quarks.
¹e term is not technically correct since the measurement simply found a very naïve assumption to
be incorrect, but it stuck nevertheless.
²Since the nucleon consists only of u and d valence quarks the heavier ﬂavors like s and c only are present
as vacuum ﬂuctuations. ese ﬂuctuations of qq pairs are called sea quarks.

 Physics
Also the spontaneous polarization exhibited in the transverse polarization of0 baryons
produced from unpolarized nucleons are being examined. First results from 
can be found in [, , , ].
.. Experiments with the Hadron Beam
... Hadronic Structure
e electromagnetic polarizabilities of the pion have been measured in  reactions
[, ] as well as with a pion beam utilizing the Primakoﬀ eﬀect [, , ] and
p ! +n []. e Primakoﬀ measurement disagrees with the former, but was re-
cently corroborated by the latter, thus making a new measurement desirable, which is
done using the Primakoﬀmethod. Calculations in the framework of chiral perturbation
theory [] ﬁnd values compatible with the  experiments. In addition,  will
perform a similar measurement on kaons, for which presently no data exist.
Another ﬁeld of interest is the chiral anomaly. It is described by an additional term in
the chiral Lagrangian and enables parity violating transitions between an even and odd
number of mesons in the initial and ﬁnal states. Better experimental data is needed to
test e. g. O(p6) corrections as computed in [] to the process  ! 3.
... Exotics
Mesons and baryons are constructed in the standard model from the quantum numbers
of two or three quarks, respectively. As not all combinations of quantum numbers are
possible in this scheme, particles carrying these combinations—if found—would indi-
cate other types of hadrons, built of more constituents, or even including explicit glu-
onic degrees of freedom. In general, many color neutral objects are expected to exist,
e. g. mesons of the type qq qq, qqg or qq qq, but it is not clear which constellations are
bound states.
... CharmedHadrons
While charmedmesons are the object of intense studies, little is known about the proper-
ties of charmed baryons. For example, of the JP 3
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Even more interesting is the still untackled issue of doubly-charmed baryons. ese lie
within the 3:5–4GeV/c2 mass region and are challenging as they are hard to produce and
diﬃcult to identify.

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Figure 2.1: Side	and	top	view	of	the  spectrometer	with	the	polarized	target	for	the	muon	program
(taken	from [])
. Experimental Setup
Corresponding to the two possible beam types there are two slightly diﬀerent setups for
the  experiment. However, as this thesis only investigates data taken with the
muon beam, the hadron setup is not described here; please refer to [] for more details.
Compared to the proposal [] much has changed. e biggest modiﬁcations concern
the ﬁrst spectrometer magnet, the addition of a  detector and the type of tracking
detectors where honeycomb trackers were replaced by gas electron multipliers; for more
details see the  spectrometer paper [].
.. Design Overview
 is a two-stage forward spectrometer with high precision tracking, electromag-
netic and hadron calorimetry, particle identiﬁcation, very low dead time trigger system
and an exchangeable target setup. ese properties are necessary to eﬃciently recon-
struct particles at small and large angles with respect to the beam axis and interaction
rates of up to 50 kHz in deep inelastic muon scattering as well as production reactions






















p, pi , K+ +
172 Ge
V/c
p, pi , K
+ +
Figure 2.2: Schematic	view	of	the	M2	beam	line. Bending	magnets	are	grouped	and	focusing	magnets	omitted
for	clarity.
momenta up to 20GeV/cwhile the second stage accepts particles within 30mradwith re-
spect to the beamaxis andmomenta above 5GeV/c. Each stage is equippedwith ahadron
calorimeter, the ﬁrst stage also features a  counter for –K separation in the mo-
mentum region between 5–43GeV/c and an electromagnetic calorimeter. e absorbing
detectors of the ﬁrst stage have a central hole that matches the acceptance of the second
stage. In order to cover a large solid angle while achieving good spatial resolution and
rate capability in the vicinity of the beam, the tracking stations are composed of diﬀerent
detector types, with silicon micro-strip or scintillating ﬁber detectors as the innermost
component, or covering an area of 3030 cm2 around the beam and
straw tube trackers, , dri chambers and large area dri chambers extending up to
52:5m2 around the beam. Tracking detectors arranged around absorbers—60 cm iron
in the ﬁrst stage, 2:4m concrete in the second stage of the spectrometer—performmuon
identiﬁcation in the kinematic region covered by the muon trigger system. e readout
is designed to be eﬀectively dead time free, utilizing pipelining, local data storage on the
detector front-ends and asynchronous trigger signaling, in order to cope with high trig-
ger rates limited only by the reachable data transfer speed. e resulting digitized raw
data stream is digested by a large event building network including vast buﬀers for short
term (a few  spills à 16:8 s in computer main memory) as well as medium term (1–2
days on disk arrays) temporary storage, fromwhere the data are continuously transferred
to permanent storage on the  tape libraries.
.. Beam
 uses secondary or tertiary beams, which are generated from the primary beam
of approximately 1:2  1013 protons per cycle delivered to the T production target at
an energy of 400GeV /c. e  follows an injection-acceleration-extraction cycle of
currently 16:8 s. e protons are extracted aer de-bunching during the so-called on-spill
time of about 4:8 s.

 T  E
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Figure 2.4: Reconstructed	beam	momentum. As
the	beam	momentum	station	uses	rather	coarse-
grained 	 tracking, the 	 spectrum 	 shows 	 a 	 partly
quantized	structure.
Aer the T target, which constitutes the beginning of the M beam line depicted in
ﬁgure ., remaining beam protons are partly removed by momentum selection via mag-
nets B–B and collimators. e secondary beam of pions, protons, kaons and their anti-
particles then traverses a decay line of  600m, aer which in case of the muon beam a
hadron absorber (a beryllium block 9:9m in length) ﬁlters out most of the other parti-
cles. e remaining particles then traverse another stage of momentum selection until
ﬁnally reaching the experimental hall. is setup is ﬂexible enough to allow experiments
with polarized muons or charged hadrons of both polarities, the switch between them
taking only a few hours.
e polarized muon beam is produced exploiting the parity violation in the weak decay
of the pion. e anti-muons produced from the decaying positive pion beam are natu-
rally right-handed due to the parity violation of the weak interaction. However, in the




+ couple to zero, since the 

is produced with negative handedness, which together
with its near-masslessness requires it to have negative helicity. is way the + which are
produced in the forward direction are polarized anti-parallel to the direction of ﬂight
in the laboratory system. e polarization increases with decreasing polar angle of the
direction of production of the muon, which translates into a rising beam polarization
at higher momenta in the laboratory frame as shown in ﬁgure .. By selecting positive
hadrons of 177GeV /cmomentum at B–B and transporting muons with a momen-
tum around 160GeV /c via B–B to the hall, a balance between luminosity and polar-
ization is achieved. 1:3  1013 protons impinging on the production target per spill yield
2:3  108 muons in the momentum range of 150GeV–170GeV. Since this range is much
larger than the required precision needed for the beam momentum in the reconstruc-
tion, a beam momentum station consisting of six ﬁne-grained scintillator hodoscopes
arranged around B provides a measurement of this quantity for each individual muon









Figure 2.5: A particle	traveling	through	a	homogeneous	magnetic	ﬁeld	is	bent	on	a	circular	path	with	radius
r. The	relation p = p holds	exactly	while	the	ﬁeld	integral	being	equal	to	the	product	of	longitudinal
dimension	and	ﬁeld	strength	assumes	a	homogeneous	ﬁeld	and	small	bending	angles.
.. Magnets
Amagnetic spectrometermakes use of the Lorentz force to determine the ratio of charge
to momentum of a particle. If ` is the extent of the ﬁeld of strength B, q the charge of
a particle with momentum p = mc, then the radius r of the circular trajectory of the






= qcB ) r = p
qB
(.)
For small angles the deﬂection   `
r
is anti-proportional to themomentum and propor-
tional to the ﬁeld integral.³ e transverse momentum kick experienced by the particle
aer having traversed the magnetic ﬁeld then is (see ﬁgure . for an illustration)
p= p = q`B = 0:3GeV/c  `B
1Tm
(.)
e last step involved the conversion 1Vm = 1
Tm
s , which can be derived by considering
the expressions for the electric and magnetic forces acting upon a charge. Interpreting
pnot as a straight vector but the “turning around” of the particle’s momentum makes
the obtained relation valid also for large angles; if  > 
2
the particle is reﬂected.
e higher the particle’s momentum, the smaller is its deﬂection in the magnetic ﬁeld,
so a better spatial resolution is needed for small angles to retain a certain momentum
³e integrated ﬁeld strength,
R
Bd`, sometimes also referred to as bending power.

 T  E
resolution.  employs two spectrometer magnets whose main ﬁeld component
is directed downward, deﬂecting particles in the samedirection and thereby enlarging the
spatial separationof particleswithdiﬀerentmomenta. is property is usedby the trigger
system which selects events based mainly on geometrical criteria, including momentum
selection and target pointing, see section ...
e ﬁrst spectrometer magnet is located 3:63mdownstream of the target. It is a conven-
tional magnet with a bending power of 1:0Tm and has a gap of 172 cm in height that is
opening downstream. is design provides a bigger acceptance and yields a better mo-
mentum resolution for particles with a big angle to the beam but also raises the problem
of forces between the magnet and its surroundings.
e second spectrometer magnet is also a conventional magnet located 17:83m down-
stream of the target. It can be operated with currents of 2000A to 5000A, with the
standard setting of 4000A providing a ﬁeld integral of 4:4Tm. e gap of  is
4 2 1m3 (depth width height).
.. Detector Types
For beam deﬁnition two types of detectors are used: while 5 7 cm2 silicon micro-strip
detectors with a spatial resolution of around 10 mdeﬁne track position and angle, scin-
tillating ﬁber detectors of 4 4 cm2 measure the time of track traversal to 0:4ns.
e tracking stations throughout the spectrometer are composed of three classes of de-
tectors. e smallest, which are the only ones directly exposed to the unscattered beam
particles, are scintillating ﬁber detectors ranging from 5  5 cm2 to 12  12 cm2 in size.
e medium-sized  or  stations have an active area of 31  31 cm2
and 40 40 cm2 with a circular inactive area in the center so as not to be blinded by the
beam. e spatial resolutions are 70 m and 90 m, respectively, while the time resolu-
tions are 12ns and 9ns. For large area tracking only dri-based detectors are used which
rely upon external track timing information to reconstruct the exact hit position. e
sizes range from 178 120 cm2 for the  over 180 127 cm2 for the dri chambers
and 280  323 cm2 for the straw tube trackers to 500  250 cm2 for the large area dri
chambers with spatial resolutions of 0:2mm for straw tubes and dri chambers, 0:5mm
for the large area dri chambers and 1:6mm for the .
e detectors mentioned up to now represent roughly half of the , readout chan-
nels used in . e biggest contributors are  and , each around ,
 and straw tubes follow with ⁄ each while the rest is about evenly split
among the remaining types. e data volume generated per event is dominated by 
and , which account for half the event size; a breakdown of the individual detector
types is given in table ..
e other half of the readout channels is used in particle identiﬁcation. Here the 
with its , channels is responsible formost of the data volume. e vessel andmirror
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Table 2.1: Fraction	of	data	volume	produced	by	the	different	types	of	detectors. The	values	have	been	ex-
tracted	from	three	representative	runs	of	the	2004	beam	time.
system are adapted to the angular acceptance of the ﬁrst spectrometer, 250mrad in hori-
zontal and 180mrad in vertical direction. e  allows the identiﬁcation of kaons
in the energy range 5–43GeV at a conﬁdence level of 2:5 which is crucial in recon-
structing D0 mesons. Each spectrometer stage is equipped with a hadron calorimeter in





E/GeV5, respectively. e cells of  cover 420300 cm2 with
a hole in the center matching the opening of ,  is built of  modules cover-
ing 440200 cm2. e second stage additionally features an electromagnetic calorimeter
with nearly  cells which covers with its 245  184 cm2 the region relevant for Pri-
makoﬀ studies. Each of the two hadron calorimeters is followed by amuon identiﬁcation
system, commonly calledmuon wall.  consists of  layers of micro dri tube detec-
tors with quadratic cross section, eight before and eight aer the 60 cm iron absorber
while  is built of six double layers of cylindrical stainless steel dri tubes behind the
2:4m thick concrete absorber downstream of .
.. Target
e target for themuon program is polarized by dynamic nuclear polarization
transfer. For the purpose of the explanation let us assume a single deuterium atom inside
a large magnetic ﬁeld. In this environment the spin-spin coupling between electron and
nucleus is broken up, creating six energy levels from the three possible spin states of the
nucleus and the two spin states of the electron, cf. ﬁgure .. ese six states divide nat-
urally into a lower and an upper triplet because the magnetic moment of the electron is
a factor of  greater than the magnetic moment of the deuteron. Let the energy
splitting between neighboring states inside each triplet be E
s
and the energy needed for

 T  E
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an electron spin ﬂip be E
l
. e latter is so large that the relaxation from the upper to the





followed by the electron’s relaxation will change the deuteron’s spin
by one unit against the direction of the magnetic ﬁeld. e opposite can be achieved by




. It is clear that the thermal energy of the system
has to be smaller than E
s
so that polarization can be built up.
At themagnetic ﬁeld of 2:5Tcreatedby the target solenoid, thismeans cooling
the target material using a ³He/⁴He dilution refrigerator to below 100 K. e target
setup is shown in ﬁgure ., for details see []. e target polarization is measured by
 coils mounted on each target cell and the value given has positive sign if the deuteron
spins are polarized in parallel to the magnetic ﬁeld lines. e polarization build up time
is three to four days with a relaxation time> 2000h at nominalmagnetic ﬁeld. However,
in case of a loss of cooling power the polarization is destroyed within minutes.
From the analysis point of view the target consists of two cylindrical cells with a diameter
of 3 cm and a length of 60 cm which contain oppositely polarized ⁶LiD.is design was
already chosen by the  experiment to minimize systematic errors by measuring both
combinations of target and beam spin settings simultaneously. e spin orientations in
the two target cells nevertheless need to be ﬂipped frequently to avoid false asymme-
tries, as discussed in section ... e easiest way is to use the so-called frozen spin
mode, where the microwave irradiation is stopped and the magnetic ﬁeld is—with the
help of a 0:5T transverse dipole magnet—adiabatically turned around. is procedure
takes about half an hour and is done three times per day. e other method is to ex-
change the microwave frequencies transferred into the two target cells, thereby inverting
the connection between solenoid ﬁeld and target spins, referred to in the analysis as a
change of microwave setting. is means building up new polarization in the opposite
direction aer completely destroying the old polarization, thus it can be done only every
few weeks.
During the beam time of , the target material has been replaced by NH₃ (so-called
proton target), which in combination with the ⁶LiD data will allow the extraction of
information about the proton and neutron spin structure individually.
.. Trigger
e trigger system stands at the beginning of the readout chain, deﬁning the point in
time when an event occurred.  uses two trigger levels: the ﬁrst level trigger
() is implemented in hardware and if a physical reaction in the experiment ﬁts a cer-
tain pattern, it initiates the readout of the front-end electronics of the detectors. e 
discards uninteresting reactions and enriches certain wanted processes based on special-
ized detectors. e second level trigger is performed by the online ﬁlter , a
soware which runs on the event building network, see chapter  for more details. Since

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it has the full information about the event at its disposal, the online ﬁlter is able to make
more elaborate decisions than a hardware trigger would be capable of.
e  muon trigger consists of four parts. Deep inelastic scattering at large Q 2
means that muchmore momentum is transferred than energy, leading to large scattering
angles and high energy for the muon in the ﬁnal state. e upper limit in Q 2 accessible
by using a hodoscope based muon trigger is given by the acceptance of the second spec-
trometermagnet and amounts to 60GeV2/c2, the lower limit is given bywhat ismeant by
large when it comes to Q 2, commonly understood as Q 2 > 0:5GeV2/c2. e hodoscope
system selecting muon scattering within these bounds consists of themiddle, ladder and
outer trigger modules, each having two planes, one of which is located downstream of
an absorber, utilizing the great penetration power of muons to identify them while elec-
trons andhadrons are absorbed. e individual hodoscopeplanes consist of  or  slabs
whose signals are fed into a coincidence matrix together with those of the other match-
ing plane, thereby achieving the selection of muons coming from the target at diﬀerent
angles.
For higher Q 2 the muon leaves the target at an angle that is too large to be covered by
hodoscopes, but these reactions always include the production of several hadrons, some
of which leave the target andmay be registered in the hadron calorimeters. erefore, in
addition to requiring a certain amount of hadronic energy deposit in correlationwith the
hodoscope triggers, the signals from the hadron calorimeters are also used as a standalone
trigger.
e third part of themuon trigger is designed to enrich photon–gluon fusion events. e
cross section for this process is anti-proportional to Q 2, thus minimal scattering angles
and high energy loss are the attributes of the most interesting events. e trigger system
for these requirements is the so-called inner trigger, a set of two hodoscope planes situ-
ated very closely to the beam at the very end of the  experiment. e spectrom-
eter magnets with their added bending power of 5:4Tm turn around the momentum of
the scattered muons by about 1:6GeV/c (see section ..) which translates into a spatial
shi at the position of the second plane of the inner trigger of 2 cm at an energy loss of
10GeV or 17 cm at 60GeV. is is the reason why this trigger element is the detector of
 which is farthest⁴ from the target, yielding the largest possible lever arm.
e last part of the muon trigger is the veto system, which inhibits most triggers while
so-called halo muons traverse the spectrometer. e great penetrating power of muons
enables them to enter the hall at distances of tens of centimeters to the beam axis, creat-
ing signals in tracking detectors and hodoscopes which are not related to an interaction
within the target. erefore large hodoscope panels cover the end of the beam line and
smaller scintillator panes are arranged around the beam, permitting only particles not
farther than 2 cm from the beam axis. is veto system introduces dead time⁵ but it is
⁴Neglecting the beam momentum station, which is up to 130m upstream of the target, while ho-
doscope HI is located 52m downstream of the target.
⁵Dead time comprises all times at which interactions may occur but cannot be measured by the exper-
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necessary because otherwise the purity of the hodoscope triggers would be too low and
the event rates too high for the data acquisition system.
More information on the  muon trigger can be found in [, ].
. Analysis Environment
Before physics analysis of the data can take place, the rather complex step of reconstruc-
tion needs to be done: the unprocessed detector information must be condensed into
tracks and vertexes, which are the raw material for the test of any physics hypothesis
against the measured data. is eﬀort needs detailed knowledge of the workings of
all parts of the apparatus, not only to produce a correct result, but also to come close
to the best possible exploitation of the statistics recorded on tape. Because of the im-
portance of this task, the design of the  Reconstruction and Analysis Library
 started shortly aer the  proposal was ﬁnished. By that time object ori-
ented programming techniques became widely available in the form of C++ and it was
foreseeable that the soware development tools would mature fast enough to allow the
use of C++ in such mission critical soware. e downside of the approach was that
established physics analysis libraries like  [] were not available for the new plat-
form, leading to the implementation of e. g. histogramming classes inside  and
the export of the reconstructed information in the  Ntuple format. In parallel to
 soware development, the  package [] has been developed at ,
which is the successor of , implemented in C++. As this project reached a quality
standard which allowed widespread use among physicists, Sergei Gerassimov conceived
P—the P A S T []—which allows convenient
access to the features of the reconstructed events, bundled with common algorithms to
minimize the risk of repeating similar programming errors in many diﬀerent analyses.
P allows the user to concentrate on the analysis of the events of the  data
sample, taking away the tedious job of managing the data ﬂow. At the same time the user
interface is well suited for enabling physicists with former knowledge about Fortran to
eﬃciently use P without having to spend a long time learning new principles.
Traditionally, the product of the reconstruction program are so-called —data sum-
mary tables—fromwhich selections are made for each analysis. Due to the popularity of
P, this role is played by m (mini data summary tables) in , which are
 trees⁶ containing the P events. ese events contain only the reconstructed
information on tracks, vertexes, , calorimeter and so on, and only those events are
stored which have at least one reconstructed vertex. Combined with the compression
employed by the  library this leads to a reduction in data size by a factor  80
relative to the raw data.
iment. e dead time introduced by a veto system is also referred to as trigger dead time to distinguish it
from the  dead time caused by the ﬁnite speed of detector readout.
⁶e successor of the  Ntuple in  is called a “tree” because of the hierarchical—or branch-
like—structure.
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e procedure of creating m ﬁles from the raw data is called production and is done
at the  batch system, where  has a share of about  . First a tuned
version of the reconstruction library has to be created and veriﬁed, then it is linked with
P, which takes the reconstructed information and stores it event by event in 
trees. e tuning of the reconstruction is an iterative process aiming at the best possi-
ble utilization of the detector data. It is necessary to adapt the reconstruction process to
changes in the apparatus, checking the correctness of track reconstruction and vertex-
ing and optimizing the eﬃciency in terms of reconstructed statistics. is process has
ﬁrst been exercised on period PD of , yielding several re-productions of the same
raw data until the quality was satisfactory and it has been repeated for the following two
beam times of  and , each of course based on a better starting point. e re-
productions are indicated in the tables by giving the production slot—anumber between
one and three—and the P major version which has been used to write the m.
Table E. on page  summarizes which versions have been used for the present analysis
and howmuch disk space is necessary to store these data.
e smallest set of data typically handled during analysis is one run. Runs are deﬁned
during data taking to create aggregations of data for which the recording conditions have
been stable. erefore it was decided to group   spills—corresponding roughly
to one hour of data taking—into one run. It should be mentioned that stopping the
old run and starting a new one takes three or four spills which are wasted concern-
ing physics. It turned out that the data quality observed by looking at various detector
pseudo-eﬃciencies and event characteristics varies even during a run on a spill by spill ba-
sis. Spills which lie outside a target corridor for the benchmark quantities are collected in
the so-called bad spill list. As spill and event numbers are retained on them level, the
user of P can decide whether to keep or discard the data contained in these spills.
e bad spill list is maintained by the  data stability team and hosted on the
 oﬀ-line pages [].
e m are the input for physics analysis and are processed using P. For this
purpose one or more so-called UserEvent functions are linked to the P core, which
are then called in turn for each event which is processed. ese functions have full access
to all reconstructed properties of the event plus a collection of oen used algorithms,
e. g. for the calculation of x
F
, etc. Once an event is identiﬁed as being interesting for the
analysis at hand it can be saved again in a tree using the P format or the user can
make use of the full features of  to create his own highly adapted subsample tree.
e reason for not processing the m directly each time a histogram is added is the
pure data size of multiple TiB which means that the disks themselves set a lower bound
on the processing time.
e remainder of this section details the most prominent steps done by the reconstruc-
tion library. A thorough understanding of the tracking and vertexing is necessary when
analyzing single-inclusive hadron production, as most of the event selection criteria rely




Trackingmeans making the association between detector signals and the particles which
created those signals. It involves several steps:
• preparation of hit clusters from the raw detector data,
• a pattern search to ﬁnd track segments,
• bridging of the track segments through magnets and absorbers, and
• the ﬁnal ﬁt yielding optimal track parameters.
eﬁrst step is called clustering and it needs another preparatory step, thedecoding, where
the bits describing the data of each channel are extracted from the raw data stream, cal-
ibration constants are applied, features like timing and amplitude are extracted and ﬁ-
nally a list of hits is created. Part of this step is themapping of frontend IDs and channel
numbers to detector planes and wire numbers, which is the basis for geometrical recon-
struction. e position and orientation of all detector planes is taken from the geome-
try description ﬁle, making the connection between the plane and wire number and the
three-dimensional position of a given hit in the global detector coordinate system (called
Main Reference System). In this system the beam direction deﬁnes the z axis, y points
upwards and x completes the right-handed coordinate system. A wire can be imagined
as a usually very thin rectangle having the height of the active detector area and being
placed at its position inside the detector volume. Hits of neighboring wires are grouped
into clusters if their features match, i. e. if the conﬁdence level for the hypothesis that the
hits were created by the same particle is high enough; this procedure requires detailed
knowledge of the function of each detector type and is thus provided by the detector
experts.
enext step is to search for track segments in regions of the spectrometerwhere charged
particles are expected to travel approximately along straight lines. For this purpose the
apparatus is divided into ﬁve zones—before the target, between target and , between
the two magnets, between  and the second muon wall and aer the second muon
wall. In each zone the detector planes are grouped according to the angle between their
strips and the y axis, where angles are artiﬁcially quantized to integer degrees; each such
group is called a projection. Within each projection a simple search for two-dimensional
track segments is done using a pivot planes algorithm. e name pre-pattern stems from
the fact that certain tracks should leave a certain cluster pattern in the traversed detector
planes. e algorithm successively selects all pairs of planes, computes all combinations
of hits in the two planes and searches all other planes for clusters which would ﬁt within
their errors onto the straight line deﬁned by the pair of pivot clusters. Additional free-
dom is given to clusters coming from regions where themagnetic ﬁeld cannot entirely be
neglected so that no bias is introduced towards higher momenta. e list of track seg-
ments found in each zone is cleaned up by three selection steps: A minimum number of
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clusters and a track inclination smaller than a maximum angle is demanded. en the
remaining track segments are sorted according to the result of a quality function, which
takes into account the number of participating clusters and their 2. In the last step the
list is processed starting with the best rated track segments, discarding track segments
which share too many hits with track segments of higher quality.
e two-dimensional track segment candidates from the diﬀerent projections are com-
bined to track pieces in space using a similar method as described above: From the set
of projections pairs are successively chosen, combining consecutively all track segment
pairs which have been found. is yields lines of intersection in three dimensional space
around which clusters from all projections are searched with the same method as in the
previous step. By adding the third dimension the clusters from the projections are as-
signed coordinates perpendicular to the measuring axis of their detector planes, which
enables the exclusion of clusters which would then lie outside the active region of their
detectors. Except for the limit on the the inclination angle the same procedure is used
for cleaning up the set of three-dimensional track segment candidates as in the two-
dimensional case.
e last step of the pre-pattern is a further cleaning of the set of three-dimensional track
piece candidates, which amongst other things improves the deﬁnition of the track seg-
ments and removes falsely associated clusters. To decrease the computing time involved
a dictionary of all possible tracks is used, which is obtained from Monte-Carlo simula-
tion and translates between two diﬀerent representations of the tracks: a track as a set
of clusters and a track as a vector in the ﬁve-dimensional phase space. e dictionary
is implemented as a look-up table indexed by the ﬁve phase space variables: horizontal
and vertical position, horizontal and vertical angle of dip and inverse momentum times
charge.⁷ Each entry contains the corresponding set of cluster coordinates. is facilitates
a fast calculation of 2 and its partial derivatives for a given phase space vector by inter-
polation, allowing eﬃcient ﬁtting of the track segment parameters for all candidates. If
the resulting 2 exceeds a threshold the relevance of the individual clusters is evaluated. If
their contribution to 2 is too large, they are removed from the track segment candidate
and ﬁtting starts over. Finally, a cut on the number of hits and on the resulting 2 cleans
up the sample.
e third step of tracking—the so-called bridging—tries to build full tracks by sequen-
tially connecting the up- and downstream track segments across all zone borders. In case
of the bridging through themagnets, the up- and downstream parts are ﬁrst extrapolated
to the central plane of themagnet and then checked for compatibility of the track param-
eters. e preselected combinations are ﬁtted globally and sorted by a quality function
which mainly takes into account the 2 of the ﬁt. e sorted list is processed in the di-
rection of decreasing quality and combinations that share an up- or downstream track
piece with a higher quality track combination are removed. e bridging through the
absorbers uses a simpliﬁed version of the abovemethod in which the track combinations
⁷is choice to represent the momentum yields a variable that ﬁts positive, neutral and negative tracks
within a contiguous region of phase space.
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are not ﬁtted, but the quality function acts directly on the sum of squared diﬀerences of
the extrapolated track parameters.
In the last stage of tracking, the optimal track parameters and uncertainty matrices of
the bridged tracks are calculated using a Kalman ﬁlter (see [] and []). is iterative
method successively adds the clusters to the ﬁt and calculates the optimal track param-
eters and 2 for every step. Extrapolation through the apparatus in this stage takes into
account multiple scattering in traversed material. Again, 2 cuts are applied to improve
the quality of the track sample.
.. Vertexing
During vertexing,  tries to ﬁnd the primary and secondary interaction points and
decay vertexes. In order to reconstruct the primary interaction point, ﬁrst the beam and
the scatteredmuon trajectories need to be identiﬁed since they constitute the anchors for
the reconstruction. A track is taken for the scattered muon 0 if it has segments aer the
secondmuon ﬁlter, its charge is positive and its distance to the beam axis at the z position
of the target center is below 2 cm. e corresponding beammuon is the beam track that
approaches the 0 the closest, matches the timing of the 0 better than 1ns and whose
point of closest approach with the 0 is in the region around the actual target volume.
e vertexing is then performed in two steps. During the fast preselection, tracks are
searched which are likely to originate in a common point in space using geometric and
kinematic criteria. e mean value of the coordinates of the pair-wise points of closest
approach is taken as a ﬁrst estimate of the vertex position.
In the second step the optimum track and vertex parameters are calculated using the in-
verse Kalman ﬁlter method with the constraint that all tracks coming from one vertex
share that one point in space. Based on the ﬁt results, 2 is recalculated for each track and
the trackwith the highest value is discarded from the vertex and a new ﬁt calculated until
the highest 2 value is below a certain threshold. For the reconstruction of the primary
vertex the beam and the scattered muon track are not allowed to be removed. e opti-




e  Conﬁguration Server
At the collaborationmeeting in Trieste February  it became obvious that the initial-
ization and conﬁguration of the various parts of the  spectrometer were not in
a state that allowed for a further growth in complexity and ﬂexibility: the missing cen-
tralized infrastructure had born a plethora of more or less powerful but greatly diﬀerent
tools, written mostly by the detector experts for their own use. e incoherent user in-
terfaces made it increasingly diﬃcult for the shi crew to act upon detector failure or to
change the mode of operation of the apparatus.
Especially during the setup and commissioning phase of , the most commonly
needed functionality was the reprogramming of the front-end and readout hardware.
Even in stable running conditions it happens now and again that a detector front-end
card loses its programming and needs to be initialized. Conﬁguration ﬁles are used to
describe this process, but with each detector group having their own conventions and
naming scheme for these ﬁles the shi crew was forced to choose between non-obvious
alternatives.
e solutionwas to introduce a database, recording the current state of the conﬁguration
done by the detector experts but also keeping the history of changes to this conﬁguration.
A simple program—tailored to the needs of the shi crew—controls the transfer of this
information to the hardware, while amore complex daemon¹ called conﬁg_serverhandles
all the details of programming the individual chips.²
e remainder of this chapter describes in detail the technology used and developed for
this project, ﬁrst covering the communication and database aspects and then discussing
the user interface. In-depth information about the storage of information in the database
and the inner workings of the conﬁg_server daemon can be found in section C. and is
useful only to experts and developers.
¹e term “daemon” refers to a program running in the background of a computer, waiting to be acti-
vated by some event and do its work.
²Most of the programmable ICs used in  are so-called s, ﬁeld programmable gate arrays,
see e. g. [] for an introduction and a more speciﬁc view on the /Silicon readout.
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. e Technology
e crucial point of the conﬁguration database system is the communication with the
hardware. ankfully, all  detector systems are connected to data concentra-
tionmodules which in turn use the  standard for power supply and communication.
Each  crate—housing up to  readoutmodules—is equipped with a so-called -
, a general purpose PC mounted on a main board which features the standard 
connectors and the corresponding interface chip. ese PCs run Linux with a kernel
driver for the  interface and are connected to the outside world via conventional eth-
ernet networking. e conﬁguration server daemon runs on these PCs and the means
of communication with the shi crew are provided by the  library, while the data
source is a  database server. e aforementioned components of this system are
introduced in the following subsections.
.. 
e  standard was draed in  by Motorola, Mostek and Signetics and later
adopted by , ,  and . As it can be implemented royalty free it is quite
popular in high energy physics. e name stands for VERSAmoduleEurocard as it is the
marriage of the electrical VERSAbus speciﬁcation with the mechanical Eurocard stan-
dard. e speciﬁcation describes an asynchronous non-multiplexed bus with  or 
data lines and ,  or  address lines with a maximum data rate of 10Mbaud per line.
In case of GSCA only  data lines are used, which allows a maximum transfer rate of
slightly below 20MBs 1. For more details see [].
e data concentrator modules are U (triple-height) Eurocard boards with extra con-
nectors for plugging the receiver (see section.) and the - transceiver (see sec-
tion .) via feed-throughs to the back side of the back plane. e modules are powered
and cooled by standard  crates which are readily available with the extra connections
on the back plane.
e soware side of  is represented by a Linux kernel driver which allows the map-
ping of  address space into the virtual address space of the -. is makes
accessingGSCAregisters transparently possible via simplememory accesses in anypro-
gramming language. A C++ wrapper library around the setting up of the mapping and
the actual memory access has been written to encapsulate the  code in case a modi-
ﬁcation has to be made.
e Linux driver supports multiple mappings at once which is also necessary as the





 stands for D IM and denominates a so-
ware library and utilities developed at , see [] for more information. e key fea-
ture is thename servicewhich associates keyswith values across a computer network.
Each process on a participating computer can publish so-called services, identiﬁed by a
string like ”621/Conﬁguration”, its key. Other processes—called clients—query the name
service—a process running on a speciﬁc PC—for the location of the services they need
to send commands to or retrieve values from. e commands and values are of the simple
variable types of the C language, including C-style strings. Reading values from a service
can be done in three modes:
single-shot Retrieve the value synchronously once.
synchronous Subscribe to the service and get notiﬁcations upon each change of
the value
asynchronous Subscribe to the service and cache all changes to the value locally.
For the purpose of the conﬁguration server, each data concentration module is repre-
sented by a set of services. First there are seven values which can be inquired:
ModuleStatus Integer describing themomentary status of themodule, whether it
is currently being initialized, or the failure or success of a previously
ﬁnished command.
ModuleType ere are several types of data concentration modules (mainly
 and GSCA, but also the  controller and prescaler),
which publish additional services according to their type.
Conﬁguration A string representation of the conﬁguration information as taken
from the database.
ErrorString If the last action requested from the module resulted in errors or
warnings, theModuleStatus is set accordingly and this service gives
detailed information about the reason of the failure.
PortFlags Status of the front-end connection ports of the .
RobSlot Each concentrator module delivers its data stream to a readout
buﬀer card in a Readout Buﬀer Computer. is connection is
given by an optical ﬁber link, which in case of an error needs to
be checked by the  expert. is information is also used for
selecting speciﬁc detectors for readout in the data acquisition.
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Programmed is ﬂags the last known overall status of the module. In case of
the modules, ReadStatus updates this information.
Second there are three commands which can be sent to the module:
Initialize Performs a (partial) initialization of the readout system. In case of
the GSCA modules, a variety of ﬂags controls which parts are
reprogrammed and/or veriﬁed.
Reset In case of the modules, this issues a soware reset
ReadStatus e conﬁguration is veriﬁed by reading back as much of it as the
hardware permits³ and the status values are updated accordingly.
e typical usage pattern is to issue an Initialize command and monitor the ModuleStatus
variable. As soon as a ﬁnal success or failure status is reached, the user is informed.
.. 
As the conﬁguration consists of the set of relations between concentrator modules,
conﬁguration ﬁles, readout buﬀers and  programs, it is natural to use a relational
database as storage back end. e history of changes is modeled using the modiﬁcation
time stamps as connecting elements between the database rows representing the state
before and aer the change. Relational databases usually implement the S
Q L, . ere are several implementations freely available and the au-
thor chose  by personal preference. Other components of the  ,
like the run log-book, also employ this database engine, allowing aggregation of those
diﬀerent uses on a single database server to minimize the maintenance eﬀort needed.
. User Interface
An intuitive and functional user interface is the key to user acceptance, which in turn
is needed to accomplish the goal of the conﬁguration server: a uniﬁed detector setup
procedure for . e typical end user of the system is the shi crew, who is only
interested in keeping the experiment running. erefore the programming of detector
components is done with a simple, easy-to-use command line utility called LOAD. e
workings of LOAD depend of course on the correct database contents, which is provided
by the detector experts via a web front-end. Finally there is the system developer who
needs to investigate closer if something goeswrong, which regarding thecomponent
is done with the dimclient. ese three pieces of soware are installed on all 
online computers and are portrayed in the following subsections.
³Certain hardware registers are write-only and thus cannot be read back, e. g. message buﬀers ﬁlled




emain job of LOAD is to handle the selection ofmodules which shall be programmed,
send the appropriate commands to the conﬁg_server and present the results of the op-
eration to the user. e module selection is intentionally versatile: giving the name of a
Readout Buﬀer or Readout Buﬀer slot selects all connectedmodules, the name of a -
 selects all modules in the same crate, allcatch selects all of type , allgesica se-
lects all of type GSCA, all does everything and last but not least individual source IDs
or ranges thereof may be directly given.
If only one module is selected, the status changes are displayed synchronously, indicat-
ing success or failure of the individual steps during the initialization. Otherwise only the
ﬁnal status together with the accumulated error and warning messages is printed syn-
chronously and a summary is given aer the last module signaled the ending of the pro-
gramming process.
While the  modules are always completely programmed upon initialization, the
GSCA driver oﬀers ﬁne-grained control over which parts of the readout chain are to
be programmed, see the output of LOAD -h for more details.
.. fedb.pl
is web front-end to the conﬁguration database was written by Lars Schmitt. Its pur-
pose is to provide an eﬃcient and reliable interface to the underlying database, ensuring
basic data consistency and that the history of changes is properly recorded. Programming
the database with the appropriate values is the responsibility of the detector experts and
forms the base of the function of thewhole system, namely to allownon-expert shi crew
personnel to re-initialize complicated front-end hardware in case of problems.
.. dimclient
dimclient is a low level debugging tool, which can list services, read values and send com-
mands arbitrarily. e operation mode is given by the ﬁrst argument:
dimclient	list takes a glob pattern (like shell ﬁle name matching) and ﬁnds all
services, commands andswhichmatch thepattern. enames
of the found items are printed together with their data type (int,
ﬂoat, double or string) and in case of a service the current value is
queried and printed.
dimclient	lsfast does the same as the list command but does not query the values of
services; this can result in a substantial time saving.
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dimclient	cmd takes the name (or a glob pattern) of a command and the value
to send, which can be either an integer or a string and sends the
value to all matching commands. It does not wait for anything to
happen in response as generic feedback in response to a command
is not speciﬁed for .
dimclient	monitor subscribes to the named command and prints its value as it is up-
dated. is is useful for certain services of the  modules like
 spill status or spill summary information.
is tool is most useful for querying the conﬁguration string of the modules registered
in , e. g. dimclient	list	640/Conﬁguration to get the current conﬁg_server image of the
conﬁguration for the ﬁrst silicon station. Please note that querying a service does not
trigger a reload of the conﬁguration from the database. For this an Initialize command
must be sent, either directly using dimclient	cmd hsource	IDi/Initialize or via LOAD.
Another use of this program is to execute the Restart command of the conﬁg_server dae-
mon. e  name of this command is pccofeXX/Restart, whereXX is to be substituted
by the  crate number. A restart is necessary only if new modules have been entered
into the database or if the Version_tag is to be changed. e syntax is
dimclient	cmd hpccofeXXi/Restart	[new	Version_tag]
If no Version_tag is given the previous setting is kept. e conﬁg_server starts out with
the Version_tag ”latest”.
. Installation at 
e conﬁg_server daemon is started automatically by a  job via the restarter. is
small program is part of the conﬁg_server distribution and responds to a termination of
the conﬁg_server by starting it anew. is is a safeguard against rare crashes of the dae-
mon, but is also exercised intentionally when a restart of the daemon is necessary in case
of a large database conﬁguration change or the deployment of a new conﬁg_server ver-
sion. e aforementioned  job script, which runs every minute, checks for the
conﬁg_server aswell as the restarterprocesses and restarts both in case an anomaly is found.
All actions of restarter and conﬁg_server are logged to /tmp/conﬁg_server.log on the re-
spective -. In case of trouble, it is advisable to look at the recorded messages for
a clue as to what is the underlying problem.
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Chapter 
e  Data Acquisition System
is section accompanies the experiment data from the detectors to their destination on
tape. e hardware trigger system, which initiates the readout chain based on the con-
ditions described in section .., forms the input to the T C S
(), whose task it is to ensure the orderly transmission of event identiﬁers and time
stamps to the concentrator modules. ese in turn signal the connected detector front-
ends to send out the data which they acquired during the time window corresponding
to the trigger, and ﬁll those data into the common  data format to send them
on to the event building network. Aer assembling the events they are passed to the on-
line ﬁlter soware, which forms the second level of the  trigger system. ose
which remain travel on to the central data recording facilities of . Each of these
steps will be highlighted in the following sections, followed by an overview of the ex-
periment control at  as far as  is concerned. e current author has been
involved in the setup and maintenance of the event building network, the online ﬁlter
and the experiment control.
. Trigger Control System
e most important duty of the  is the distribution of the trigger signal to the de-
tector front-ends. For this purpose a powerful laser system with passive optical splitters
fans out the trigger decision to each of the  concentrator modules. e overall latency
of this signal is below 1:5 s and is mainly due to signal propagation times to and from
the trigger barrack. e laser system is also used to distribute the  reference
clock of 38:88MHz which forms the time base for all  in the experiment. A special
encoding scheme additionally allows the transmission of event labels, reset signals and
trigger speciﬁc conﬁguration information over the same physical medium. e informa-
tion is decoded by the  receiver cards plugged to the back side of or built into the data
concentrator modules (the latter is the case only for HGSCA).
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Besides handling communications, the  watches over the  dead time by generat-
ing the busy signal for the ﬁrst level trigger, which is needed to ensure proper readout
of all detectors. Whilemost detector front-ends operate in a pipelinedmode and thus do
not require a ﬁxed dead time aer each trigger, experience shows that a dead time of 4 s
is needed aer each event to avoid readout errors. More important at  is the
so-called variable dead timewhich accounts for the depth of the front-ends’ pipeline and
their readout data rate by enforcing that no more than three triggers are issued within
75 s.
Some detectors require constant monitoring of their performance. erefore the 
provides facilities to send so-called calibration triggers to each group of detector front-
ends, including an advance signal for initiating speciﬁc calibration actions. In case of
the  this means that a  pulser emits a well-deﬁned ﬂash of light which allows
the online calibration of the photomultiplier ampliﬁcation. e time delay between the
advance signal and the trigger can be conﬁgured as well as the frequency of up to 300Hz
or whether the trigger is enabled during on-spill or oﬀ-spill time or both.
is system has been developed by Boris Grube and Igor Konorov, see [, ] for details.
. Front-End Electronics
e  detector features more than , readout channels which need to be
read out for every event (see [] for a break down by detector types). Of course only a
small fraction contain relevant information, namely those channels which witnessed the
passing of a particle. e step of separating the signal from the noise is done by apply-
ing thresholds—either analog in formof a discriminator or digitally by processing the raw
bits—at the earliest possible stage of data processing. Togetherwith the formatting of the
data for the transport towards the counting room, this is the main job of the front-end
electronics. It is obvious that each detector type needs its own design, acting as uniﬁ-
cation layer between the diﬀerent physical detectors and the next level of the 
data acquisition.
For the operation of the front-end electronics, conﬁguration of the readout channels
(e. g. zero suppression modes, time gates, etc.) as well as calibration data (thresholds,
noise parameters, etc.) are needed. As these data change frequently they are stored in
volatile memory which needs to be programmed each time the electronics are powered
up. For this task to bemanageable by the shi crew a special conﬁguration server soware
has been written, which is presented in chapter .
. Data Concentration
A single optical ﬁber pair as used at the  experiment—using the - pro-
tocol—can transport up to 160MBs 1, which means that much bandwidth would be
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wasted if each detector front-end card had its own connection to the counting room.
Also the front-end cards need to be accessible from the commodity computer network
formonitoring and programming. us, a layer of infrastructure is added, which consists
of  (see section ..) modules called GSCA or , depending on the detec-
tor type. Up to  modules live inside a  crate together with a  PC module
(-), which is mainly responsible for communications and runs the conﬁg_server
daemon. e concentrator modules take in data coming from several front-end cards,
merge the data belonging to the same event, format the event packets for transport, add
the event identiﬁcation received from the  and send them via - connections
to the counting room. In case of the  certain detector types have a low data rate
per front-end port, which is taken into account by aggregating up to four modules into
a single link using an - multiplexer.
. Event Building
All steps leading up to this point are done in hardware to maximize the rate capacity of
the system, but the next step is too complex for this approach. e experiment data arrive
in the counting roomvia  optical - cables, overwhich the information pertaining
to each event is spread out. ese  streams of sub-detector information aremultiplexed
into  streams of complete event information by the   soware package.
e Readout Buﬀer PCs receive the data streams using custom-made  cards which
act as a buﬀer holding a few  spills worth of data between the - receiver cards
and the PC main memory, hence their name spill-buﬀer cards. e readout part of the
  soware controls the ﬂow of data from the spill-buﬀer cards to main mem-
orywith thehelp of a customkernel driver using an interrupt-based transfer scheme.
e received - blocks are checked for errors, assembled from the up to four links
into sub-events and forwarded to the recorder process, who sends each sub-event to the
right Event Builder.
Each event is uniquely identiﬁed by its trigger number and built at one speciﬁc Event
Builder PC, chosen without external communication in a round-robin fashion. Once all
sub-events pertaining to one event are received at the Event Builder, the parts are assem-
bled with a global data header and sent on to the online ﬁlter. Buﬀers at the sending and
receiving sides as well as within the   processes even out most of the short-
term (on the scale of seconds) congestions that appear in such a complex networking
application, but it took great eﬀort to adapt the system parameters to the  en-
vironment, where the event size is about two orders of magnitude smaller than at the
 experiment.
During  there were  Readout Buﬀer and  Event Builder PCs, each featuring two
, 1GiB of main memory and the latter including 640GB disk arrays. For  this
systemhas been upgraded under the author’s responsibility by including  newReadout
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Figure 4.1: Schematic	view	of	the  data	acquisition	system. The	data	ﬂow	is	indicated	by	the
arrows; the	given	numbers	represent	the	setup	as	of	2006. [from []]
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Buﬀer PCs and replacing the Event Builder PCs with new ones having 4GiB of main
memory, faster processors and 1TB disk arrays.
. Online Filter
e original   Event Builder as used at  up to the beam time of
—actually developed as a test beam data acquisition for —could only write
its output data stream directly to a ﬁle on disk. e  scripts described in the next
section thus have an interface which is based solely on the creation of speciﬁc ﬁles and
directories. As  ﬁnished its commissioning phase and grew eﬃcient in produc-
ing data, it became obvious that the demandswould soon exceed the capacities in volume
as well as rate. erefore aer the beam time of  work started on a program which
makes a higher level trigger decision on the data stream before it gets written to disk.
is soware, which is described in detail in chapter , receives the event stream from a
modiﬁed version of the Event Builder, partially decoding and reconstructing the events
and either rejecting or accepting them for write-out to disk.
. Central Data Recording
CentralDataRecordingmeans the hardware and soware providing the permanent stor-
age services of  as well as the soware running on the Event Builder computers,
which ensures the timely and orderly transfer of experiment data from the experiment
hall to said services.
e permanent layer of the  storage concept is realized using tape libraries. is is
advantageous from the point of view of infrastructure and maintenance cost, but it also
implies large latencies for the retrieval and registration of data. erefore a layer of disk
servers grouped in stage pools acts as a cache for data on their way to the tapes or back to
the user. emigration of data between tape and disk storage ismanaged by the
soware, which employs algorithms to choose the least recently or least frequently used
data to evict from the stage poolwhennewdata are put into the systemor requested from
the tapes. All this is transparent to the user, who just links a special library to his own
programs, enabling the pseudo–ﬁle system /castor/cern.ch/. e staging of data from
tape to disk pool is done automatically and oen used data typically are already available
on dedicated experiment pools.
e connection between  and  is handled by a set of scripts running
on the Event Builder machines. As soon as the data of one run are on disk, so-called
bookmark ﬁles signal that these data are ready to be transferred. When the next slot
to accept these data at the computing center is free, the transfer starts automatically. It
is clear that on average the data rate produced by  must match the rate going
to tape, but in case of temporary problems the Event Builder computers have large disk
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arrays which can buﬀer as much data as can be produced in one good day. is is the last
and largest buﬀer in the   system.
Table . gives an overview of the amount of raw data which has been produced by
 in its three physics beam times –. Most of the data of  and
 have passed through the ﬁlter, while in  the ﬁltering was really active (i. e. dis-
carding events) only for a short period of time near the end of the beam time. Before,
it was conﬁgured to only mark the data with the would-be decisions so that extensive
testing and veriﬁcation of the algorithms could take place until the collaboration was
convinced of the stability and correctness of the program.
. Experiment Control
Experiment control at  comprises multiple systems, most notably the
  runControl and the  for controlling operation parameters of the detec-
tors and logging environment conditions, which is implemented using . Addition-
ally every expert group for  components have their soware tools formaintain-
ing their equipment, which can be quite complex as in the case of the polarized target.
e original function of the   runControl is to orderly start and stop data tak-
ing. In view of the great number of PCs and other hardware systems involved, this task is
challenging, especially taking into consideration that error conditionsneed tobehandled
correctly and eﬃciently in order not to waste beam time. In order to keep the mainte-
nance eﬀort at a reasonable level, the core logic is not written in a procedural program-
ming language but in a -developed state machine description language.
Aer adapting the runControl to work with  equipment, it has been expanded
towards a more general experiment control system by including graphical conﬁguration
facilities for trigger selection, calibration trigger conﬁguration, enabling and disabling of
individual detectors, online ﬁlter conﬁguration and several diagnostic tools concerning
trigger and detectors, including a direct way to re-initialize detector front-ends in case
of problems. Uniﬁcation of all these services under a common user interface has signiﬁ-
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Table 4.1: Size	of	the	raw	data	which	are	in. Most	of	the	data	of	2003	and	2004	have	been	processed
by . This	table	does	not	include	the	data	which	have	not	been	recorded	and	for	which	thus





e Online Event Filter
. Motivation
edesign goal ofwas tobuild adead time freehigh rate detector tomakemost
eﬃcient use of the beams provided by the . erefore the trigger system is optimized
for minimum decision making time and not for trigger purity. To cope with the noise
rates of several 106 s 1, vetoes were added, which introduce about  trigger dead time at
the usual readout rate of 104 s 1, lessening the beneﬁt of the nearly dead time free detector
readout. At this point the online ﬁltering of the data stream comes into play, which serves
two main purposes:
• Reduce dead time introduced by vetoes by moving this functionality partly into
the soware domain. is means that the purity of the ﬁrst level trigger is reduced
intentionally to lower the trigger dead time and the added noise events are ﬁltered
out at a later stage, decoupled from the actual sampling of the detectors. However,
this technique also has a limit, because the readout of the detector front-ends takes
a certain amount of time, for example in case of the  this amounts to 21 s
per event.¹ e depth of the readout pipelines limits the length of bursts during
which the maximum sustainable event rate—the inverse of the readout time per
event—can be exceeded, thus a dynamic  dead time is necessary which out-
weighs the trigger dead time at rates greater than approximately 2  104 s 1.
• Allow for generally higher rates by rejecting events which are not interesting for
physics analysis, thus increasing the purity of the trigger system without reducing
its eﬃciency.² Storing uninteresting events on tape reduces the budget allocated
for tape storage that is actually used as intended.
¹is number is being halved for the  run by doubling the readout frequency.
²Of course a cut will always reject a certain fraction of interesting events, but this is designed to be on
the sub percent level, so that its eﬀect on physics analysis is barely measurable
















Figure 5.1: Schematic	view	of	the	integration	of	the  online	ﬁlter	in	the  . The
numbers	given	on	the	right	are	for	the	beam	time	of	2006.
Another positive eﬀect of online decoding is that inconsistencies and missing informa-
tion are detected during data taking, enabling the shi crew to react immediately, thereby
improving the overall data quality.
While the current author has developed the general framework and integration con-
cept, much work was put into this project by iemo Nagel. For all the gory details
about the actual ﬁlter modules—doing the decoding of the detector data and making
the decisions—see his diploma thesis []. e online ﬁlter project has been named
 in reference to the fairy tale, in which one problem posed to the protago-
nist consists in separating the good peas from the spoiled ones.
. Framework
In the absence of a dedicated ﬁlter farm, the online ﬁltering was implemented on the
Event Builder machines as shown in ﬁgure ., where the data are ﬁrst assembled from
the fragments coming from the various sub-detectors. ese dual processor machines
have enough resources le aer event building to allow for a simple analysis of the data
before they are written to disk. Assuming a trigger rate of 104 s 1 and a spill structure of
4:8 s beam alternating with 12 s oﬀ-spill time, the online ﬁlter has to digest about 
events per second. Dividing the work between all  Event Builder PCs gives a rate of
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250 s 1 per machine or an average decision making time of about 4ms per event.
e data stream consists of an inhomogeneous mix of events, some of which take much
more time to process than others, so to decouple the input stream from the ﬁltering pro-
cess a large buﬀer³—called main buﬀer for the remainder of this chapter—is used. is
buﬀer is the center of synchronization for the individual components of the online ﬁlter:
• e input thread reads the   stream from a ﬁle or TCP/IP socket and
ﬁlls the buﬀer, pausing if either the buﬀer runs full—thereby causing back pressure
in the  system—or the input stream has no more events ready at the moment.
e latter should happen near the end of each spill, otherwise the data will not
be digested upon the next spill start and the buﬀer will inevitably ﬁll up over the
course of the following spills until the  system fails. It is a matter of tuning the
online ﬁlter such that it does not consume more  cycles than are available per
full spill cycle.
• e ﬁlter threads wait for events to appear in the buﬀer to process them and mark
them with their decisions. e number of ﬁlter threads is tunable—e. g. to the
number of  in the system—so that the computing capacity of the event builder
machines can be fully utilized. e processing of each event is given by the execu-
tion of a ﬁlter chain, a preconﬁgured series of ﬁlter modules, each responsible for a
self-contained task like decoding the data of one type of detector.
• e output thread in turn waits for processed and marked events to appear in the
buﬀer to move them to the dedicated output buﬀer and append the online ﬁlter
information, or to discard them. e information attached to the individual events
contains the decisions of all ﬁlter modules which have processed the event so that
an oﬀ-line analysis can directly examine the ﬁlter performance. At every end of
spill a special event type is generated by the  system to which detailed statis-
tics about accept/reject ratios, the time used by the online ﬁlter and the complete
online ﬁlter version information is attached. In this way, the statistic is embedded
in the data stream which is written to permanent storage and can also be visual-
ized online using the   monitoring library. e spill by spill stability
of accept ratios for the diﬀerent triggers is an important utility to detect problems
within the whole apparatus during data taking as it immediately points out ﬂuctu-
ations in the general data quality.
• ewatchdog thread ensures that none of the ﬁlter threads get stuck while process-
ing an event for too long. Its conﬁgurable timeout is set such that inﬁnite loops
caused e. g. by incorrect treatment of corrupted data are broken up by killing the
trapped thread, letting the event through unﬁltered and starting a new ﬁlter thread
to continue with the next available event. It should be noted that each occurrence
of this action is recorded as an error visible to the shi crew and analyzed by the
online ﬁlter team as it points to a possible weakness in the online ﬁlter code.
³128MiB during the beam time of 
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.. Data Structures Used for Buﬀering
Eﬃcient streaming demands the reading of contiguous and large chunks of data. ere-
fore the main buﬀer directly holds the unmodiﬁed   stream as a ring buﬀer
and is ﬁlled by always trying to read the largest possible amount of data. During the wrap
around of the ring buﬀer the last partial⁴ event is copied to the beginning of the buﬀer
so that events are always contiguous in memory, an assertion which greatly simpliﬁes
the data handling throughout the other parts of the online ﬁlter soware. is stream
is cataloged event-wise by the input thread, triggering another read operation when the
data from the last read operation are exhausted. e catalog itself is another ring buﬀer
of ﬁxed size elements pointing to the raw event data and holding state information on
the event, including a pointer to the output of the various decoding and decisionmaking
modules whichwill eventually be ﬁlled by the ﬁlter thread. is second ring buﬀer serves
two purposes: to keep the meta information from interfering with the streaming of the
raw data and to allow eﬃcient access to the variably sized events.
e sizes of both buﬀers need to be tuned to the actual variations present in the data rate
to ensure optimal data taking stability using the available memory. In practice, reasons
for a degraded data taking stability are strongly dependent on the subjective perception
of the people in charge, so we started out with a buﬀer size that seemed suﬃcient while
not putting much memory pressure on the event builder machines, gained experience
with it over a few weeks and doubled it to 128MiB as rate induced problems suggested
a bottle neck. With the new hardware available from , the buﬀer has been further
enlarged to 512MiB to make use of the larger main memory. Aerward the remaining
problems were attributed mostly to the front-end electronics or in some cases complete
system failures of  computers. e size of the meta-data ring buﬀer is adapted to the
main buﬀer size by dividing by the average event size, adding a generous factor of  for the
case that a sequence of small events is encountered and allocating the resulting number
of catalog entries.⁵
As it was discovered that themain bottle neck of the original   event building
process was the use of a system call that leads to the write-out of the events in many very
small parts,⁶ it became obvious that not only the input but also the output needs to be
buﬀered. Discussions with the Linux kernel developer community have resulted in the
addition of a 4MiB output buﬀer, which is ﬁlled by the output thread andwritten in one
go once the next event does not ﬁt in any more. is measure alone increases the rate ca-
pability of the  system substantially. A number cannot easily be given as the problem
⁴Since the read operations cannot take into account the size of the obtained events, the probability for
the last read before the buﬀer wrap around to happen exactly at an event boundary is very small.
⁵A catalog entry records its status—free, unﬁltered data, ﬁltered data—together with time stamps for
all transitions between the diﬀerent states plus pointers to the raw and decoded event data. Together with
the ID of the ﬁlter thread processing the associated event this sums up to a size of  bytes per entry.
⁶  v.. uses the writev system call to write the individual data blocks from the readout
buﬀer computers— parts for each event—which is particularly annoying considering the journaling ﬁle
systemused for data recording: the small packets ﬁll up the transactions rather fast, leading to costly journal
commits which stall the disk transfer.

Framework
depends on the complex interplay of the network and disk utilization while receiving ex-
perimentdata, writing it todisk and simultaneously transferring recently recordeddata to
permanent storage. However, data taking instability as measured in the number of 
failures per day decreases signiﬁcantly even if the online ﬁlter is only used for buﬀering.
.. Synchronization
esynchronization is the central part of the online ﬁlter framework as it is the only place
where diﬀerent threads interact. It consists of only about  lines of code which have
been meticulously debugged and a score of nearly 1PiB of data which passed through
this code legitimates the attribute “bug free”. e rationale behind the design is that each
locking operation costs a non-negligible amount of  time,⁷which leads to the conse-
quence that locks are only involvedwhere they cannot be avoided, namely to synchronize
the access of the concurrent ﬁlter threads to the buﬀer data structures. Given this lock-
ing, only three classes of threads need to be considered, for which the framework keeps
three indexes pointing at the next event to be processed. e synchronization is done by
a well deﬁned sequence of transitions between the states of the entries of the meta-data
buﬀer, called blocks in the following:
• e input thread waits for its next block to become ee and for data to become
available on the input data stream. Aer checking that the next event to be cata-
loged ﬁts completely into themain buﬀer and ensuring that it has been transferred
there, the block is ﬁlled with the meta-data for the event and is marked new. A
small complication is given by the fact that there are events, which are not ﬁltered
at all⁸; those are marked direct write-out.
• e ﬁlter thread waits for its next block to become new, runs the ﬁlter chain and
marks it either accept or reject. In case a direct write-out block is encountered, it is
marked direct write-out  and not ﬁltered.
• e output thread waits for its next block to becomemarked either accept, reject or
direct write-out , treats the event accordingly and marks the block ee.
e correctness of this scheme is guaranteed by the atomicity of reads and writes of the
machineword size. No locking is needed because blocks in a certain state are only altered
by one speciﬁc thread, so e. g. waiting for the block to become ee ensures that the input
thread can safely modify it, because no other thread handles ee blocks. e state direct
write-out  ensures that the output thread cannot overtake the ﬁlter threads but is blocked
until they also acknowledged the direct write-out blocks by changing the ﬂag.
⁷e reason is that common locking implementations spin for a short time trying to acquire the lock,
but if that fails they resort to using a system call. Because of the ever growing internal state ofmodern s,
system calls have a rather constant time overhead of about 1 s in spite of the increasing clock frequency.
⁸Only the start of run record, the ﬁrst event in run, calibration events and events with a size greater
than that of the output buﬀer bypass the ﬁltering step.
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In the context of thread synchronization within , waiting means to relin-
quish the  for at least 2ms.⁹ Given a single  system this leads to a batching of the
processing: ﬁrst the input thread catalogs some events, then some events are ﬁltered until
ﬁnally some events are moved to the output buﬀer and possibly written to disk. Consid-
ering the caching of code in modern  this sequence is beneﬁcial to overall system
performance when compared to the situation in which each event is processed as soon as
it arrives. e event buildermachines have two each, so in principle the I/O and the
ﬁltering could run in parallel, but there are also the   and the ¹⁰ processes
to be taken into account.
.. Conﬁguration
Many aspects of  are conﬁgurable, details of the framework behavior as well
as the composition of the ﬁlter chain and the inner workings of the ﬁlter modules them-
selves. is calls for an easily extensible and well structured conﬁguration language. In
order not to invent yet another conﬁguration format, an existing markup language is
used.  merely speciﬁes how conﬁguration items are marked in the ﬁle, how white
space and comments are handled, and so on. Parsing libraries for this format readily ex-
ist and we chose libexpat by personal preference. Editing  documents with a nor-
mal editor can be painful, especially when creating them, thus the build procedure for
 produces a complete options ﬁle with all default values built in. At the
same time, TEX code is generated which documents all the options—if the author of the
code cared to give a description. e whole process depends on a set of  ﬁles, one
for each  subsystem, which are transformed by create_conﬁg into their var-
ious output forms. create_conﬁg is part of the  distribution and has been
written so that all information about  conﬁguration comes from one place
only. is approachmakes it possible for the programmer to understand the structure of
the conﬁguration and enables easy extension of the whole system. SectionC.. gives an
example of this system.
While it is clear that the conﬁguration of the  online ﬁlter is not an everyday
job and hence does not need to be easy for the average physicist, it is desirable to have a
ﬂexible and powerful system at hand for debugging. is is realized by having two com-
mand line switches recognized by : -f loads the speciﬁed  ﬁle, parsing
its contents and overwriting the internal state of the conﬁguration items contained in the
ﬁle, while -F loads a ﬁle which lists the name of an  ﬁle on each line, treating the lines
in order as if the ﬁle names were speciﬁed using -f. is way many small  ﬁles can
be created for various purposes, each changing only a small set of related options. ese
ﬁles can be grouped into oen used functional units. e samemechanism is used when
⁹On a Linux . kernel this means in fact a waiting period of at least 10ms due to the timer interrupt
resolution. Newer Linux kernels have typically a smaller minimum wait period, but the actual frequency
of the timer interrupt is currently a topic of discussion among the developers.
¹⁰C D R, see section ..

Framework
 is running in the   environment on the Event Builder comput-
ers, where the conﬁguration ﬁle list is passed in via the   shared memory. It
is highly recommended to import the default_conﬁg.xml created by create_conﬁg for the spe-
ciﬁc version of  as the basis for all following conﬁguration ﬁles. We deliberately
decided not to compile any default values into the executable to keep the conﬁguration
process consistent and understandable.
.. Setting Up the Filter Chain
During compilation, all possible ﬁlter module types are registered in the framework, but
it depends on the conﬁguration, as to which ones are placed in the ﬁlter chain. For this
purpose the  conﬁguration tree as it is read from the conﬁguration ﬁles may contain
elements which create instances of ﬁlter modules to be inserted into the chain. is is
done by annotating the corresponding  elements with an attribute named instance,
allowing multiple copies of the same module type to be created. ese copies are pre-
conﬁgured with the items found in the ”default” instance for that module type before
parsing the speciﬁc conﬁguration. is modularization allows e. g. the reuse of decoding
algorithms for diﬀerent detectors of the same type. Each module must provide code to
produce a list of resources which are needed by the module and a list of resources pro-
vided—inmost cases these resources depend on information given by the conﬁguration.
is information is used by the framework to automatically determine the order inwhich
the modules have to be executed in the ﬁlter chain.
.. Debugging Features
... Messages
eﬁrstmeasure for debugging a non-trivial piece of soware is debug output. In case of
 a ﬂexible and eﬃcient reporting system was conceived and implemented
from the beginning. An easy to use set of macros provides functions to communicate
errors, warnings and status information as well as low level debugging information via a
uniﬁed interface, where the programmer gives a severity level (see table E. on page )
and speciﬁes the logical part of where themessage originates from. ere is
no need to remove rather verbose debug statements—even from inside tight loops—aer
debugging because when preparing a version destined for production use all debug state-
ments below a certain severity are deactivated during compilation.
ere are two output channels for debug information, each of them fully conﬁgurable
with minimum severities for all logical parts of :
• e operator of the   system—commonly the shi crew running the
experiment— needs to be informed of all problems detected by the online ﬁlter.
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Here the rate ofmessages should be really lownot to overload themessaging system
or theoperator; normal running conditions result in less than ahandful ofmessages
per run. Errors are prominently marked in themessage display on a separate screen
of the run control system.
During development or debugging this stream is written to the terminal where
 is run. Usually the minimum severity is then lowered for some parts
of the program in order to get an immediate debug feedback.
• e other stream goes to a log ﬁle for later inspection and post mortem error analy-
sis. e conﬁguration can either specify a single ﬁle location or a directory to place
the log ﬁles in. In the latter case the ﬁles are numbered up to a conﬁgurable max-
imum, so that e. g. the log ﬁles of the last  runs are kept. e run number is
also embedded in the ﬁle name to ease the ﬁnding of information should questions
arise during the days following the recording of a speciﬁc run.
Usually this message stream is kept more verbose to enable detailed failure analysis
aer an unforeseen behavior.
Both streams can be individually rate limited so that the logging itself does not worsen a
bad situation further by placing extra load on the system in case of excessive errors. All
messages are preﬁxed with the current time to microsecond accuracy, the severity level
and logical part of Cinderella. e messages going to the log ﬁle are also tagged by the
ﬁle name and line number of the code that generated them.
... Event Dumps
If an event has structural errors which make automated decoding impossible, the raw
event data are dumped to a ﬁle¹¹ for later inspection by a detector front-end expert. is
aids the debugging of rare failures of the front-end electronics.
... DynamicMemory Allocation Debugging
Nearly all data structures in  are allocated dynamically. Especially in case
of the data generated by the ﬁlter modules on an event by event basis great care has to be
taken to free the used resources aer the processing of the event is ﬁnished. Otherwise
the memory would ﬁll up quickly, eventually leading to a failure of the  system. De-
bugging errors related to dynamic memory allocation is one of the most diﬃcult tasks a
programmer has to face, because the actual failure typically shows up in a place which is
not intuitively connected to the part of the program which is responsible for the error.
To aid debugging of these errors, the  source code uses self-written wrapper
functions around all library calls which deal withmemory allocation. ese wrappers ei-
ther directly call the underlying library versions or they do some accounting and checking
¹¹e ﬁles are created in a conﬁgurable directory in the same manner as the log ﬁles.

Event Selection Principles
ﬁrst, depending upon whether  has been conﬁgured for production use or
debugging. By introducing the notion of memory allocation sections it is possible to
check that all memory allocated within one section is also released. A second attempt
to release a chunk of memory—which would normally simply crash the program—is de-
tected and prevented. In case a problem is found, the oﬀending code is indicated giving
the source ﬁle name and line number together with the name of the variable in question.
... Crash Handling
In case of a memory allocation failure or a bad memory access—commonly called a seg-
mentation violation—the program is aborted. As this event is undoubtedly uninten-
tional, it is important to facilitate the analysis of what went wrong. e problem with
such an error condition is that potentially any data structure could have been damaged
so that the possibilities for an automatic assessment are limited.  identiﬁes
the code location and the chain of function calls leading up to that point in a so-called
back-trace which is printed to the log ﬁle before exiting the program. is functional-
ity is also included in the production version because it does not cost performance and
enables post mortem analysis in case of a failure in production use.
. Event Selection Principles
In view of the short time of only 4ms which are available per event for arriving at a
decision, simple but eﬀective algorithms are needed. erefore tracking particles in a
magnetic ﬁeld is not possible, which further restricts the possibilities because all particle
identiﬁcation depends on reconstructed trajectories. Even for regions in which parti-
cles can be assumed to travel along straight lines a full-ﬂedged track ﬁt would be too
time-consuming, so the algorithms need to be formulated in terms of correlations and
hit patterns in speciﬁc detectors.
e requirements and possibilities diﬀer between the muon and hadron programs of
 and are mainly given by the target setup. In case of the muon program the
main objective is to partially replace hardware veto systems with second level triggering
to reduce the ﬁrst level trigger dead time. e veto system is described in section ..,
its purpose being to inhibit the trigger when so-called halo muons are entering the spec-
trometer oﬀ the beam axis, thus not scattering oﬀ the target nucleons but elsewhere and
creating background hits in tracking detectors as well as hodoscopes. is negative iden-
tiﬁcation is complemented in the online ﬁlter by requiring a minimum number of hits
correlated in time in the scintillating ﬁber and silicon micro-strip detectors upstream of
the polarized target and in the beam momentum station. To eﬃciently ﬁnd these corre-
lations along the time axis between hits of varying time resolution the conditional coin-
cidence algorithm¹² has been developed which is described in [].
¹²Having n hits and requiring m to be correlated in time has a complexity of the order of nm when
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For the hadron run an estimator of the charged particle multiplicity exiting from the
target has been implemented by reusing the conditional coincidence code, but not for
cutting at a certain threshold but for determining the number of hits per detector plane
within the three siliconmicro-strip stationdownstreamof the target. Aer applicationof
a truncated mean algorithm, the resulting distribution has sharp peaks for integer num-
bers of hits per plane, which are used as a good approximation for the number of particles
leaving the target within the acceptance of the silicon detectors. is allowed the imple-
mentation of a trigger on diﬀractive events by requesting a multiplicity above two.
. Calibration
For any reconstruction of detector data, the calibration information for the detector
must be available. As these calibrations are mostly generated oﬀ-line a few days aer
the data have been taken, a fast re-calibration has to be implemented in the online ﬁl-
ter, which can then correct for day/night shis and calibration movements. e starting
values for the calibration are read from the oﬃcial calibration database and then reﬁned
during each run.
Because of the limited scope of the online ﬁlter, only detectors with  readout are
used besides the silicon micro-strip counters. e latter require a rather complex tim-
ing reconstruction from consecutive signal amplitude samples which is diﬃcult to tune
by hand and up to now no automatic calibration algorithm has been conceived. ank-
fully even the longer-term deviations are below the timing resolution so that this is not a
problem.
For the beam momentum station and the scintillating ﬁber detectors, the oﬀset in 
counts between the signal registration at the front-end and the measured trigger time
need to be calibrated regularly, as these detectors have a time resolution below 0:3ns
which is smaller than observed day–night eﬀects. e oﬀsets aremeasured by histogram-
ming—for all hits recorded during a data taking period—the time diﬀerence between
the hit time and the event trigger time, and determining by a ﬁt the position of the peak
created by in-time hits over the background of uncorrelated signals. Being limited in
statistics, the full calibration procedure, which treats each wire independently, cannot
be applied for the calibration reﬁnement, thus detector planes are calibrated as a whole.
e rationale behind this is that e. g. the timing movements introduced by temperature
changes in the 130m long cables of the beam momentum stations aﬀect always all wires
of a plane in the sameway. What is not covered by this, is the case when e. g. a photomul-
tiplier base has to be replaced for ⁄ of a scintillating ﬁber plane, but this should anyway
only happen during amachine development break and thus a completely new calibration
is needed for the whole detector.
comparing all hits with one another, while the conditional coincidence relies on sorting of time intervals
and has a complexity of n log n.

Technology
It has turned out that it is necessary to calibrate the timing oﬀsets relative to each trig-
ger. Also, the triggers have diﬀerent time resolutions ranging from 650 ps for the inner
trigger to 3:5ns for the calorimetric trigger. To gather enough statistics for a calibra-
tion of all relevant detector planes relative to all triggers, a full run of – spills is
needed. isdictates that the timinghistograms gatheredby the individual
instances on the Event Buildermachines are transferred to a central auto-calibration dae-
mon called calibrator, summed up and ﬁtted. e results are stored in a special table of
the oﬃcial calibration database from where  reads them during startup. As
the ﬁtting of a few hundred histograms takes longer than the pause between two runs,
 usually uses the results of the next-to-last run. e algorithmwhich deter-
mines the exact reﬁnements to be used selects the latest data which satisfy certain quality
criteria, which are given by the statistics in the respective histogram and the 2 of the
ﬁt. is is a safeguard against non-converging ﬁts, should they have escaped detection
in the calibrator. In case no conforming reﬁnement data can be found, the shi crew is
instructed to record a dedicated reﬁnement run, for which a special conﬁguration item
named “ﬁlter-calibration” is available in the   runControl, see section ..
. Technology
e Online Filter is implemented purely in C to get maximum performance. While
it might be argued that C++ is in principle not slower than C, it is a fact that C++
requires more care when it comes to avoiding unnecessary copies of objects etc. e
Linux kernel—being one of the biggest and most successful open source projects—has
inspired key design features of ,most notably the abstraction ofmodular in-
terfaces via structures containing function pointers. is technique allows the best part
ofC++—namely run-time polymorphism—tobe implemented inCwithout adding the
complexity overhead of fully object oriented design.
e ﬁlter is linked with the   monitoring library to be able to access the
runControl sharedmemory segments formonitoring and controlling purposes. It receives
the data stream via a TCP/IP socket, which is a very fast way of communication between
two processes. is method was preferred over shared memory or Unix domain sockets
because it can easily be used to move the ﬁltering task to a dedicated ﬁlter farm.
. Results and Outlook
During the beam time of   has been used for regular data taking at
. During the muon periods its goal was to enrich events which have a recon-
structible beam track, which it did by discarding  of all events while keeping .
of the desired ones. For the hadron pilot run at the end of the beam time, the track mul-
tiplicity cut was used to clean the diﬀractive trigger, discarding  of the events and
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enabling the retirement of a prescaler with factor  for this trigger. e cut has been cho-
sen in a very conservativeway, but the loss ratio ofwanted events has yet to be determined
by physics analysis. While a ﬁlter conﬁguration for the Primakoﬀ trigger had also been
developed, it was not activated because the trigger rates from the hardware trigger could
just about be handled without further ﬁltering.
For the future of  the extension of this soware is of highest priority, especially
for the planned hadron run in  which will bring a sizable increase in trigger and
data rate. Sophisticated calorimetric triggers as well as tracking around the target may be




Since its beginnings in  at the Stanford Linear Accelerator Center () the ﬁeld
of deep inelastic scattering has received much attention from the experimental as well
as from the theoretical side. ere are several good text books on the subject, e. g. [].
erefore this chapter—aer a short general introduction—only summarizes some of
the more important aspects of deep inelastic scattering in conjunction with polarized
structure functions, while a closer review is given of the recent calculations by B. Jäger et
al [] which initiated the analysis presented in the following chapter.
. Introduction
It is well established that the spatial resolution achievable with conventional¹ wave op-
tics is inversely proportional to the wave length of the light. e concept of quantum
mechanics reveals a wave-like character within all possible forms of matter, thus transfer-
ring the wave concept to particle physics. De Broglie’s law connects the wavelength of










erefore, good resolution requires the probe to have high momentum. e further ap-
plication of this knowledge leads to the technique of deep inelastic scattering, which
means probing the internal structure of the nucleon with light of very short wave length:
a momentum of 0:197GeV/c corresponds to a wave length of 6:3 fm. e only source
of such short wave length radiation which can be exploited experimentally are photons
emitted by charged particles traveling nearly at the speed of light. It should be noted that
eq. (.) is not invariant under changes of reference system and thus depends on whether
the particle’s momentum is evaluated e. g. in the laboratory frame or a frame in which
¹Conventional in this context means that no phase information is measured.
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the particle is at rest. us, this direct interpretation is limited to a certain choice of ref-
erence frame, in case of deep inelastic scattering this is the so-called Breit frame, which
is introduced in section .. In calculations, the concept of resolution is realized by in-
troducing so-called scales, like the factorization scale detailed in the following. Features
below the scale are described by distribution functions, while features above the scale are
resolved by the ab initio evaluation of the underlying quantum ﬁeld theory, the so-called
hard scattering matrix element.
Figure . shows the simplest picture of deep inelastic scattering. An incoming lepton
emits a virtual photon of given energy  and virtuality Q 2, which is absorbed by a quark
in the nucleon. Assuming large momentum transfer, the struck quark can be treated as
independent from the rest of the nucleon. In conjunction with the conﬁnement exhib-
ited by the strong interaction,² this leads to the production of additional hadrons, which
is referred to by the term inelastic. e addition deep alludes to the fact that a consider-
able amount of energy is converted intomass while creating the additional hadrons from
the remnants of the nucleon and the scattered quark. In other words, in deep inelastic
scattering the lepton does not scatter oﬀ the nucleon as a whole, but interacts only with
a so-called parton inside the nucleon.
is picture is of course simpliﬁed to enable the calculation. Nature always follows up
on all possibilities, so in case we do not nail it down to one speciﬁc process we have to
calculate all of them and sum them up correctly. Considering a microscopic process like
deep inelastic scattering we can only ﬁx the initial state by choosing target and beam,
and we can preferentially select a class of ﬁnal states by setting up a speciﬁc trigger in the
experiment.³ Internal complications like the ones shown in ﬁgure . contribute to the
²Conﬁnement means that single quarks cannot exist as free particles; they always couple with other
quarks and gluons to form hadrons.
³e issue of external bremsstrahlung will be ignored here; see section .. for further discussion.
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total cross section, but thankfully —which describes everything directly involving
photons—inherently gives a rather strong ordering of contributions: each coupling of a
photon to a charged particle corresponds to a factor 1
137
in the probability for that dia-
gram, thus diagrams with many such couplings can in most cases be neglected relative to
the ones with less couplings. is ordering enables the formulation of the cross section
as a perturbation series, which is the ﬁrst prerequisite for calculating scattering cross sec-
tions. e single photon exchange picture used in deep inelastic scattering corresponds
to the Born approximation or ﬁrst order in this series.
e second useful simpliﬁcation is the factorization of the process into two parts: the
generation of a parton from the nucleon and the hard scattering between the parton and
the virtual photon. While the latter can be calculated using the approximations of per-
turbative quantum ﬁeld theory, the former is described by distribution functions, which
are determined by experiment. Such a function contains information on the probability
to ﬁnd a parton with certain characteristics (e. g. a quark of ﬂavour up with spin down)
carrying a fraction x
B
of the total nucleon momentum⁴ when probing the nucleon at
a scale Q 2. Factorization is based on the assumption of an energy scale—the so-called
hard scale—which separates the hard scattering process from the description of the nu-
cleon content, thus the features of the low-energy structure function and the high-energy
scattering do not interfere and the structure functions are universal with respect to the
scattering process; this scale is a measure for the resolution with which the nucleon is
probed. It turned out as a big surprise that forQ 2 & 1GeV2/c2 the distribution functions
are nearly independent of Q 2, a phenomenon called scaling. is means that, to leading
order, deep inelastic scattering is dominated by the scattering oﬀ point-like charged par-
ticles, which can be identiﬁed with the quarks postulated in reference [].
e necessity for experimental measurement does not mean that nothing can be calcu-
lated when it comes to distribution functions. e qualitative behavior near the kine-
matic edges—i. e. in case the parton carries only a very small or very large part of the total
nucleonmomentum—can be deduced by requiring that the theory is renormalizable and
the wave functions possess certain mathematical properties like analyticity, see []. But
most importantly, the nucleon is composed of strongly interacting particles, which leads
to relations between the distribution functions for diﬀerent partons and their evolution
withQ 2, the famous equations [, , , ]. is set of coupled integral-diﬀerential
equations enables the comparison of measurements performed at diﬀerent values of Q 2
and x
B
and is a key ingredient for constructing an overall picture of the structure of the
nucleon.
At present, the distribution functions for the light quark ﬂavors u, d and s, as well as
their anti-particles, are reasonably well established, as are the spin distributions of u and
d quarks. In the simple parton model, all contributions would sum up to the total nu-
cleon, but it turned out that only half of the nucleon momentum is carried by quarks.
In case of the spin the problem is even more severe, as only about a third is explained
⁴is implies that we envisage the nucleon in a so-called inﬁnite momentumame, which is introduced
in the following section.
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by summing up the quark contributions []. While the missing momentum has been
attributed to the gluons following their discovery at  [], the quantitative com-
position of the nucleon spin is still an open question. Possible explanations are either a
substantial polarization of the gluons or orbital angular momentum—pictorial equiva-
lent to imagining some part of the nucleon as a kind of spinning top. It is this question,
which drives themain part of the muonprogram, and also the present analysis.
. Deep Inelastic Scattering
e kinematic variables commonly used when treating this topic are
p = (E;p) and p0 = (E0;p0) with p2 = p02 = m2; (.)
the four-momenta of the incoming and outgoing lepton of massm. In a ﬁxed target ex-
periment, the initial nucleon momentum is P = (M; 0) in the laboratory frame. An-
other reference frame, which is used frequently in theoretical calculations, is the Breit
frame, where the lepton momentum aer the scattering process is the reverse of its ini-
tialmomentum. While this frame is beneﬁcial for abstract considerations, the laboratory
frame ismore convenient when describing the experimental aspects and thus will be used
throughout this thesis unless otherwise noted. Since only the single photon exchange is
considered, we can immediately determine the virtual photon’s momentum as
q = p  p0 = (;q) (.)
while Q 2 =  q2 > 0 is the virtuality of the photon.⁵ e momentum of the hadronic




e criterion for deep inelastic scattering isW > 2GeV/c2, so that the region of elastic














In case of elastic scattering x
B
= 1, so it is a measure of the (in-)elasticity of the scattering
process. In a reference frame where the nucleon travels with inﬁnite momentum, this
variable can be interpreted as the momentum fraction carried by the struck parton. is
frame is chosen so that transverse momenta and intrinsic masses can be neglected. Other
oen used variables are the relative energy transfer from the lepton to the photon











In case of semi-inclusive deep inelastic scattering, also the relative energy of the produced









where h is the four-momentum of the produced hadron. With these deﬁnitions we can
approach the cross sectionof deep inelastic scattering. Assuming single photon exchange,











e factors e2 and q 2 stem from the virtual photon coupling and propagation, respec-
tively, while j and J

are the electromagnetic currents of the lepton andnucleon towhich
the photon couples. Xdenotes the unobserved hadronic ﬁnal state. e probabilityP to
ﬁnd a given ﬁnal state in the detector is proportional to the squared absolute value of the
matrix element, averaging over the spin states in the initial state and summing over the
spin states in the ﬁnal state. In inclusive deep inelastic scattering the hadronic ﬁnal state
















is representation makes it obvious how the problem is factorized into two sub-
problems: LS

is the part of the leptonic tensor that is symmetric with respect to an in-
















p  p0] (.)
andW
S
is the symmetric hadronic tensor. Assuming pure  scattering,⁶ Lorentz and





































⁶is excludes weak interaction contributions which arise from Z0 exchange.
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2. Contracting the Lorentz indices in eq. (.) and computing the kinematic factors in































with the solid angle element d
 = d cos # d, where the scattered lepton’s direction is
changed by the polar angle # in azimuthal direction  with respect to the incoming lep-











then be measured varying x
B
, Q 2 and the scattering angle # in the experiment. While the
acceptance in x
B
and Q 2 of the experiment is oen ﬁxed by the design of the trigger sys-
tem, in the early  experiments the scattering angle has been selected by moving the
detector around the target.
. Polarized Deep Inelastic Scattering
e tensors given in equations (.) and (.) are symmetric, because the spins have
been averaged over. If the spin projections are treated individually, an additional term is










where  is the totally anti-symmetric Levi-Civita tensor⁷ and s is the lepton spin vector.
To produce a non-zero eﬀect in the contraction with the hadronic tensor, the latter has
to be equipped with an anti-symmetric part, too. e symmetries already mentioned in































e two new structure functions g
1









































































⁷is tensor is deﬁned as 
0123
= 1 and each exchange of indices changes the sign.
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It is obvious that g
2
can be neglected in the case of longitudinal spin settings since E M
and the scattering angles are typically small. But g
2
is accessible if the target spin were
aligned perpendicular to the beam in the scattering plane as can be seen from eq. (.).
Here 
 !* describes the case where the projection of the spin on the outgoing lepton di-
rection is negative.
Since the absolute normalization of the cross section is diﬃcult experimentally—we
would have to know exactly the number of beam particles crossing the target volume
and equally exactly the number of polarized nucleons in the target—it is convenient to




















(neglecting contribution of g
2
) (.)
is separation of the spin states corresponds to a measurement with  polarization
of beam aswell as target particles. In a real experiment several factors dilute themeasured
asymmetry as discussed in section ... Measuring the asymmetrymeans normalizing to
the unpolarized cross section in the experiment, which substantially simpliﬁes the extrac-
tion of g
1
compared to the direct subtraction of the absolute polarized cross sections.
Since the polarization transfer from the incoming lepton to the exchanged virtual pho-
ton depends on the kinematic variables, an asymmetry Ak; which assumes photon
polarization is also used, including the depolarization factor D which describes the po-
larization transfer from the incoming lepton to the virtual photon:
Ak = DAk; (.)
A crude approximation is D  y, while the full expression


























 with  = 2MxB
Q
(.)
involves the ratio of the absorption cross sections for longitudinal and transverse photons
on the nucleon, R = L

T
. is quantity has been measured e. g. at  [].
. Interpretation of the Distribution Functions
While the mathematical properties of the structure functions allow calculations to be
done, which then interact with the progress of experimental measurement of the deep
inelastic scattering cross sections, the meaning of the formal structure of the nucleon is
not self-evident. erefore, an appealingmodel was searched and proposed by Feynman:
the parton model []. In that model, the nucleon consists of non-interacting partons,























moving collinearly with inﬁnite momentum; transverse momenta of the quarks inside
the nucleon are neglected. e formal basis for this model is the operator product ex-
pansion developed by Wilson []. e idea is that the structure functions are related
via the optical theorem to forward scattering amplitudes, which connect the nucleon
wave function at diﬀerent points along the light cone:
f(x
B







hN(PS)j (0)  (n)jN(PS)i (.)
where n is a vector along the light-cone (see section A.), Q 2 stands for the scale up to
which the nucleon structure is evaluated—see below—and   is the current connected
with the respective structure function as shown in table .. ese bi-local transition
operators can be treated using the operator product expansion formalism to expand them
into a series of terms ordered in powers of M
Q
, where the constant term is called leading
twist—or twist-—and the following are disregarded in the partonmodel because of the
assumption Q 2  M2, i. e. only the terms are kept which exhibit scaling and thus do
not vanish for Q 2 ! 1. Using a representation of the Dirac matrices adapted to light-
cone coordinates, which is given in sectionA., it can easily be seen that the leading twist
contributions to the structure functions are simply number densities of partonswhile the
higher twist terms describe parton correlations andhave no simple interpretation as such.
is leads to the usual parton model identiﬁcation of sums of the parton distribution













































































mean the diﬀerence of quark densities with spin anti-parallel and parallel
to the spin of the nucleon. e subscript T signiﬁes that the nucleon spin is oriented at
right angles to the beam, contrary to the situation, where the nucleon spin is aligned
with or against the beam direction; the latter has been the typical experiment setup up
to now. e presence of Q 2 marks the implicit inclusion of so-called scaling violations,

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Figure 6.3: Scaling	and	its	violation	as	measured	at	the 1	experiment	at . The	curves	and	data	points
for	the	different	values	of x
B
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which originate from the factorization of the cross section at a certain scale: the hard
process can only resolve the structure of the nucleon up to that scale, therefore probing
the nucleon at a higher scale gives access to additional structure and yields a diﬀerent
result. ese scaling violations are rather small, as is depicted in ﬁgure ..
As for most of the  data Q 2 is very small, a word on this scale parameter is in
order. e interpretation ofQ 2 as the resolution of the virtual photon is only valid in the
so-called Breit frame, where the energy transfer vanishes. In this frame the momentum
of the photon is q = (0;Q) so that the spatial resolution—an inherently non-Lorentz
invariant quantity—would be h
Q
. However, for theoretical calculationsQ 2 only denomi-
nates the scale of the process; this role can be played by any hard quantity which is invari-
ant under the transformation between the laboratory frame and the Breit-Frame. us,




plays the role of Q 2, while e. g. in the case of high p
T





and Q 2 could be used. e ex-
act value of the scale should have no impact on the extracted physics results, since the
choice of the scale is not ﬁxed by a physical principle. But in practice a so-called scale
dependence is observed, which usually reduces when including higher orders of the per-
turbation series in the calculation. It is customary to vary the scale by a factor of two
in both directions and quote the resulting variance as scale uncertainty on the extracted
quantity.
. Sum Rules and the Spin Puzzle
e initial state of the scattering process in theory and experiment is—apart from the
 eﬀectmentioned in section ..—always thewhole nucleonwith its quantumnum-
bers as they are known e. g. from the Stern-Gerlach experiment. ese quantities cannot
depend on the parameters of the scattering process used to probe the nucleon structure.
On the other hand the constituents of the nucleon also have well-deﬁned quantumnum-
bers. In the quark parton model the quantum numbers of the nucleon are given by the
ﬁrst moments of parton structure functions.
Structure functions are number densities of quarks and anti-quarks with respect to cer-
tain properties, e. g. the number of quarks is given by
n
u













































Sum Rules and the Spin Puzzle
where f(n) is the nmoment of f. e numbers given are the canonical quark numbers
which satisfy themeasured quantumnumbers for the proton. While this sum rule is very
intuitive, its experimental test is very challenging, as instead of the measurable structure
functions the quark parton densities enter directly. e ﬁrst sum rule to give new insight























which is derived assuming that the u and d quarks in the nucleon are purely produced
by gluon radiation, which is assumed to ﬂuctuate into uu and dd pairs with equal proba-
bility. e  experiment at  has established in [] that this sum rule is signiﬁ-
cantly violated, leading to the conclusion that the u and d distributions are not identical,
the integral of u   d being of the order of 0:15.
As for the spin structure of the nucleon, themost fundamental sum rule is that of Bjorken
[], which is based solely on current algebra and the universality of quarks with respect
to the strong and weak interactions. Neglecting the contributions from the heavy quark














































e connectionwith theweak axial-vector coupling constant g
A
comes from the fact that
the proton and neutron states are connected by the weak interaction as exhibited e. g. by
the -decay of the neutron. is is also visible when expanding the sum rule in the quark
partonmodel as deﬁned in eq. (.). e correction terms in eq. (.) are caused by the
higher order contributionswhich are neglected in the quark partonmodel. is sum rule
has been conﬁrmed experimentally by the  experiments E/E and the 
experiments  and .
One drawback of the Bjorken sum rule is that it involves separate measurements on the
proton and neutron, making it diﬃcult to control the systematic uncertainties associated
with comparing data taken with diﬀerent targets. Decomposing the ﬁrst moment of gp
1
in the quark parton model gives
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B
; Q 2) (.)
We now express the ﬁrst moment of gp
1
in the axial-vector currents of the proton
q
3


























using the Gell-Mann matrices 
i


















Ellis and Jaﬀe [] evaluate this under the assumption that the contribution from the s




























e  corrections to this sum rule have been derived in [] up to the order 3
S
. For
the neutron only the isovector part q
3
changes sign, so taking the diﬀerence of the ﬁrst
moments of proton and neutron gives the Bjorken sum rule again. Using the current
value g
A
= 1:270  0:003 [] and assuming that q
8
is known from hyperon decay
measurements⁸ to be 0:58  0:02, the expected value is gp
1
(0)
(10GeV2) = 0:175  0:003,
however, the  experiment has measured a substantially lower value, which has been
improved in accuracy by the E/E experiments and  []. e value extracted





(10GeV2) = 0:12 0:01 (.)
⁸e assumption is that ﬂavor SU(3) can be used to describe the decays of strange baryons. It is known





which is clearly in violation of eq. (.). is ﬁnding has been labeled spin puzzle, and
it is not yet clear which of the assumptions made by Ellis and Jaﬀe are wrong. e most




, which in the quark
parton model would mean that the strange quark content of the proton is polarized.
Working up to order 
S





























Using the values given above we can extractq
0
= 0:01 0:01 as the contribution of
the quarks to the spin of the nucleon at a scale of 10GeV2. is value is surprisingly small
compared to the naïve expectation of —in the style of the constituent quarkmodel—or
., which would be the parton model expectation for s = 0. However, the identiﬁca-
tion ofq
0
and depends on the quark partonmodel, which does not allow for gluons
to contribute to the quantumnumbers of the proton. Altarelli andRoss [] come to the












2 ! 1 is canceled by the evolution of same, so that this result is fundamentally dif-
ferent from the simple quark parton model. Current  ﬁts in next-to-leading order
by the  collaboration indicate that  = 0:30  0:02 at Q 2 = 4GeV2, with
a contribution of jGj  0:2  0:3 from the gluons. is result makes an independent
measurement of the gluon polarization even more desirable. erefore the remainder of
this chapter is devoted to the three ansatzes currently pursued by  to this end.
. Parton Type Separation
emethod of inclusive deep inelastic scattering as discussed so far implicitly sums over
the contributions stemming from diﬀerent types of partons, which within the standard
model are the six quark ﬂavors and the gluons. Of course, the question of which parton
type contributes how much has soon been tackled with various complementary exper-
iments. While deep inelastic neutrino reactions can distinguish between u- and d-type
quark ﬂavors and their anti-particles, semi-inclusive deep inelastic scattering has been
used to tag valence, strangeness and charm content. e general semi-inclusive deep in-
elastic scattering graph is shown in ﬁgure ., where the central blob hides the perturba-
tive calculation of the hard scattering process of partons a and b into the parton c, which
fragments into the observed ﬁnal state hadron, plus the unobserved hadronic rest. Fig-
ure . depicts the ideal reaction for extracting information on the gluon polarization










Figure 6.4: General 	Feynman	graph	representing
single-inclusive	deep	inelastic	scattering. The	par-








within the nucleon, oen called photon–gluon fusion. Since the photon and gluon do
not couple directly—the photon lacks strong charge in the same way as the gluon has
no electromagnetic charge—a quark line is the only possible direct connection. If the
available energy would be high enough, two hadron jets would be produced back-to-
back from the two quarks, but as the center of mass energy at  amounts only top
s = 17:3GeV, these two jets consist in most cases only of a handful of particles.
As stated earlier, nature tends to complicate things by superimposing all possible pro-
cesses where we do not discriminate by measurement, leading to a dilution of the asym-
metrymeasured in photon gluon fusion by the unrelated ormuch smaller asymmetries of
all the other processes producing the same event signature. ere are three ways to over-
come this diﬃculty: the purity ansatz presented in the next section, which was success-
fully used by the  experiment, the open charm channel introduced in section ..,
and the complete calculation of all contributing processes in next-to-leading order which
was recently done by the group of A. Schäfer in Regensburg and is presented in sec-
tion ...
.. Purity Analysis of  Asymmetries
As the name implies, this method describes the measured experimental asymmetry as
a sum of the diluted photon–gluon fusion asymmetry—see ﬁgure .—and impurities
created by other graphs. e ratio of the contribution from the diﬀerent graphs is taken
from a  [] Monte Carlo simulation, while the analyzing power—the asymme-
try created by inserting  gluon polarization into the photon gluon fusion graph—is
calculated perturbatively. e most prominent background process is the   pro-
cess depicted in ﬁgure . on page , the asymmetry of which has been measured by the

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 collaboration [], among others. In case of low Q 2, additional asymmetric
background processes become important, most notably the resolved photon contribu-
tions which are discussed in more detail in section ...
e perturbative calculation of the analyzing power requires a factorization scale to sepa-
rate the non-perturbative low energy distribution function from the hard scattering pro-
cess. In the absence of large Q 2, a high transverse momentum of the outgoing quarks
can be used, since the average transverse momentum present in the nucleon is known
to be of the order of only a few hundred MeV (the parton model does not incorporate
the concept of intrinsic transverse momentum at all). Since the transverse momentum
is invariant under the transformation from the Breit frame to the laboratory frame, the
correspondingwavelength can also be interpreted as the resolution of the probe; a higher
transverse momentum ensures higher locality of the scattering process.
e intrinsic transversemomentumof course attenuates gradually, leaving some freedom
for optimization of the cuts to enrich the photon–gluon fusion in the sample. It has
been found that the working point is given when hadron pairs are selected having p
T
>





> 2:5GeV2/c2. e result of this analysis has been
published in [].
.. Open Charm Production
 was especially designed to detect D0 mesons in deep inelastic scattering, ow-
ing to the assumption that the intrinsic charm content of the nucleon can safely be ne-
glected, so the detection of charmed mesons in the ﬁnal state can, at leading order, only
be attributed to the photon gluon fusion graph .. Another picture is that charm loops
inside the nucleon must be short-lived as prescribed by the uncertainty principle, thus
the charm quarks are strongly correlated with their gluon parent; here the charm mass
ensures locality and deﬁnes the resolution of the scattering process, so that no large Q 2
cut is required in the analysis. While being considered the golden channel for measuring
the gluon polarization due to its lack of leading order background processes, it is exper-
imentally extremely challenging, not least because of the small production cross section.
is is reﬂected in the rather limited statistics obtained in theD0 sample. Tagging theD0
mesons coming fromtheD  andD+ decays using theproduced slowpions enhances the
signal to background ratio dramatically and provides an addition to the golden channel.
e estimation of the statistical uncertainty onG/G achievablewith the ﬁnal 
data sample using a deuteron target is 0:28.
.. Calculation of  Asymmetries in Next-to-Leading Order
Another ansatz is to calculate the asymmetries arising from all possible single-inclusive
deep inelastic scattering processes for the actual experiment kinematics, in several sce-
narios for the gluon polarization, and to compare the obtained results with the mea-

 D I S
surement. Single-inclusive means that only exactly one hadron emerging from the hard
scattering process is considered, in contrast to semi-inclusive, which can mean anything
between exclusive (complete hadronic ﬁnal state) and inclusive (only scattered lepton).
Calculations have shown that next-to-leading order corrections are sizable at interme-
diate values of p
T
and are diﬀerent for the polarized and the unpolarized cross sec-
tion. us, a full next-to-leading order calculation of single-inclusive scattering in the
 kinematics was done by B. Jäger, M. Stratmann andW. Vogelsang in []. In
the following the key points of the paper are summarized.
e general single-inclusive deep inelastic scattering graph . contains four blobs: the
hashed blobs denote the non-perturbative parts of the cross section, namely the structure



















0) which describes the formation of the observed
hadron h from the outgoing parton c, while the ﬁlled blob hides the sum of all possible
hard scattering matrix elements d
ab!cX(S; xa; xb;Ph/zc; f; f0 ; r); in the polarized case
these four quantities are designated with a . e 
X
are the scales introduced for cal-
culative reasons as discussed in section .. e hard scattering matrix element is fully
calculated in perturbative  up to next-to-leading order in 
S
(Q 2), the nucleon struc-
ture—apart from the gluon polarization—is suﬃciently well known and the distribution
functions have been measured at , ,  and . e structure of the pho-
ton consists of a “direct” part, for which parton a simply is the photon, and a “resolved”
part, where quantum ﬂuctuations lead to quark and gluon content. At large momen-
tum fractions x
a
, the perturbatively calculable “point-like” contribution dominates the
photon structure, but at small x
a
the polarized photon structure is presently unknown.
erefore maximal and minimal saturation of the positivity constraint on the parton






). Eﬀects of  radiation in
the initial or ﬁnal states are not included, see section .. for a discussion. e complete

































e structure functions have been marked up with the relevant factorization scales 
f
for the parton content of photon and nucleon and 
f
0 for the fragmentation into the
hadron h. is means that momenta below this scale are treated non-perturbatively by
attributing the eﬀects to the respective structure functions, while momenta above this
scale enter the perturbative calculation of the hard scattering process. As usual there is
also a renormalization scale 
r
for the hard process. In the calculation, the three scales











ing cross sections in  and next-to-leading order are shown in ﬁgure .. While in the
polarized case—especially at higher values of p
T
—the scale dependence is substantially

































































reaction d ! 00X for  (#max = 70mrad)
and  (#max = 180mrad)	target	magnets.
The	lower	panel	shows	ratios	of	next-to-leading
order	to  results	(K-factors). Taken	from [].
Figure 6.7: Polarized	and	unpolarized	cross	sec-





. All  re-
sults	are	scaled	by	0.01. Taken	from [].

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indicate	the	estimated	statistical	uncertainty	for L = 1 fb 1 with  kinematics. The	right	plot
assumes	the	new  target	magnet, which	has	not	been	used	for	the	data	taking	periods	of	2002	to
2004. Taken	from [].
other indicator for estimating the applicability of a certain order in a perturbation series
is the correction by the next order expressed as a factor relative to the lower order, the
so-called K-factor shown in the lower panel of ﬁgure .. Also here, the polarized se-
ries converges nicely for p
T
> 2GeV/c, while in the unpolarized case the inclusion of
the next-to-leading order seems to double the cross section. e rise of the K-factors for
p
T
< 2GeV/c is interpreted as the break-down of the perturbation series.
Summarizing the interpretative power of the calculation, from all theoretical indicators
the polarized cross section seems to be well calculable, while the unpolarized one might
still be underestimated in , as the authors remark in []. erefore, the predicted
asymmetries contain a scaling uncertainty, leading to large systematic uncertainties for a
potential extraction of G if the measured asymmetries are large.
All calculations have been done for the  kinematic boundaries, using the range
0:2 < y< 0:9 and restricting the angle between the produced hadron momenta and the
beam axis to # < 70mrad as an approximation to the emittance of the target dipole mag-





































with a cut at Q 2max = 0:5GeV




production of neutral pions is shown in ﬁgure .. As an outlook for the coming years
it shows also how the asymmetries would change in view of the anticipated 
target solenoid, which increases the angular acceptance from #max = 70mrad to #max =
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Figure 6.9: Double-spin	asymmetry Ah;dLL—single-inclusive	production	of	charged	hadrons	(p, , K)—at
next-to-leading	order	for	different	gluon	polarizations	in	the	nucleon, and	minimal	and	maximal	saturation
of	the	polarized	photon	densities, dashed	and	solid	lines, respectively	(see	text). The	error	bars	indicate
the	estimated	statistical	uncertainty	obtained	with	a	luminosity	of L = 1 fb 1 with  kinematics.
Taken	from [].
45, the sensitivity toG seems to be diluted slightly. is is attributed to the increasing
importance of resolved photon processes at larger angles.
emost interesting plot concerning analysis is shown inﬁgure . anddepicts
the single-spin asymmetry Ah;dLL for the single-inclusive production of charged hadrons.
Neutral pion fragmentation functions are known to a higher precision, but before the
installation of  in ,  could not eﬃciently reconstruct these particles;
instead it has excellent reconstruction features for charged particle tracks. e denom-
ination “single-inclusive hadrons” is not to be confused with “leading hadrons”, as the
calculation via integration over the fragmentation function cannot incorporate the con-
cept of a leading particle. is means that in the analysis one cannot select one speciﬁc
hadron produced in a high p
T
event but instead all hadrons connected to the produc-
tion vertexmust be counted. erefore, each eventmay contributemultiple entries to all
produced histograms.











1:75 0:01129 0:00035 0:00653 0:00047 1:728 0:135
2:25 0:03739 0:00035 0:02240 0:00047 1:670 0:038
2:75 0:10335 0:00035 0:06112 0:00047 1:691 0:014
average 1:689 0:013
ratio of cross sections 2:852 0:075
Table 6.2: Ratio	of	estimated statistical	uncertainties on	single-inclusive	spin	asymmetries	for	production	of
neutral	pions	or	charged	hadrons, respectively. The	uncertainties	have	been	extracted	from	ﬁgures 6.8 and
6.9, using	the  source	code, in	which	the	graphical	representation	of	the	error	bars	is	stored	with	a
precision	of 0:25 pt, wherefore	a	quantization	error	is	incurred	as	quoted	above. Thus, the	uncertainties
given	for	the	asymmetry	errors	are	not	Gaussian, but	represent	ranges. Nevertheless, the	standard	weight
of 1/2 has	been	used	when	averaging, and	Gaussian	error	propagation	has	been	employed	to	estimate	the
uncertainty	on	the	ratio	of	cross	sections, which	is	given	by	the	square	of	the	ratio	of	statistical	uncertainties.
... Estimation of Unpolarized Cross Section for ChargedHadrons
While the published calculations only include an unpolarized cross section for the pro-
duction of neutral pions,⁹ statistical uncertainties on the experimental asymmetries are









us, the cross section for single-inclusive production of charged hadrons can be esti-
mated by scaling the one for neutral pions with the squared ratio of estimated statistical
uncertainties obtained for both cases. eprocedure incurs an additional error caused by
the ﬁnite resolution with which the error bars are represented in the article. e result is
summarized in table .. A p
T
dependence of the ratio between charged hadrons and 0
is not seen, therefore a factor of 2:850:08will be assumed independent of the transverse
momentum.
e naïve expectation for this factor would be somewhat larger than two, since the dif-
ference between 0 and charged pions should be small, thus charged pions contribute
double the cross section, while the contribution of kaons and protons should be smaller
because of their higher masses.
⁹e authors felt that especially the fragmentation functions for kaons and protons are not well con-
strained by the  data, which dominates their extraction. An improved global analysis, including pp







As described in the previous chapter, the goal of the current analysis is to extract hadron
production asymmetries from the  data, and compare them to the calculations
presented in section ... However, it is not clear a priori that the calculations ﬁt to the
observations, unless they are successfully tested in a regime where they are expected to
be correct. e biggest unknowns entering the asymmetries are the polarized structure
functions of the nucleon and the photon, which thankfully do not have a signiﬁcant
inﬂuence on the unpolarized cross sections. erefore it would be very surprising to ﬁnd
discrepancies between the prediction andmeasurement unless there is a deeper problem
in the calculation. e analysis thus ﬁrst turns to the unpolarized cross section before
going on to extract the production asymmetry.
is chapter describes all details of the analysis performed and the obtained results, start-
ing at them level. One important part of the analysis process is data handling, which
is detailed in the ﬁrst section. e second section introduces the diﬀerent experimental
methods and algorithmsused in asymmetry extraction, followedby the descriptionof the
data sample in section three. e unpolarized single-inclusive hadron production cross
section is presented in section four, leading up to the measured production asymmetry
in the second-to-last section, followed by a discussion of the result.
. Analysis Tool-Chain
Due to the rare nature of the events fromwhich the high p
T
asymmetries are extracted, it
is necessary to process all available data to get a meaningful value. During debugging of
the procedures and algorithms this has to be repeated frequently, which wouldmean the
processing of 8:1TiB¹ of m ﬁles each time. erefore the data are distilled in three
steps, each time reducing the data size by orders of magnitude while retaining as much
information as possible.
¹e total size of the m for all longitudinal data of the data taking periods of –, for






e ﬁrst step is done using the P analysis package. A custommade UserEvent func-
tion selects events using very general criteria and writes a custom tree (µ) con-
taining hadron candidates. Since only the kinematic parameters are saved which might
be interesting in later steps, and this only for the selected events, these µs are about a
factor smaller than thems. For the exact criteria see section.., however the pur-
pose of the selection can be summarized by the following qualities of the chosen events:
• the event contains exactly one primary vertex with incoming and outgoing muon
• the beam muon’s extrapolated trajectory crossed the whole length of both target
cells
• there is at least one track associated to the vertex which has p
T
> 1GeV/c
e ﬁrst condition ensures that all hadron candidates, which will be investigated later,
must have originated in this vertex. is is necessary since —being a ﬁxed tar-
get experiment with very small scattering angles—sometimes attaches charged tracks to
more than one vertex because the allows this, see section .. for details. e second
condition means that both target cells are exposed to the same beam luminosity, which
is essential for the asymmetry extraction methods described in section .. e third is a
cut which is required later in any case and reduces the statistics by more than one order
of magnitude, thereby enabling much faster processing of the µs.
.. Multidimensional HadronHistogram
To get a clean hadron sample, cuts have to be imposed on more than a dozen diﬀerent
quantities. On the other hand it is necessary to compare diﬀerent cut sets for tuning,
cross checking and error estimation. Processing all µs also takes a few hours, so a fur-
ther step of data distillation is made: taking into account previous experience and adding
some educated guesses, several potentially interesting cuts on the various quantities can
be foreseen, which are interdependent in any imaginable way. is leads to the necessity
to save this complete cut super-set as a multidimensional histogram. e axes represent
expressions of the variables stored in the µ on which cuts are imposed, and the bin-
ning gives the values on which cuts shall be possible when analyzing the histogram.
As an example, the angle #beam between the incoming muon direction and the outgoing
hadronmomentum is restricted in the theoretical calculation to70mrad, but considering
the larger target magnet available from  on, also a cut at 180mrad has been studied.
In addition it was interesting to look at the asymmetries without any such cut. is leaves
the #beam axis with a binning [0; 0:07; 0:18; /2]. A histogram axis can also contain logical
conditions like E > 0:6pc and arbitrarily complex combinations thereof. Variables
of the µ tree which are not part of the histogram axes are not subject to cuts.

Analysis Tool-Chain
Like in a normal  histogram, the data are organized by bins, each being identiﬁed
by its consecutively numbered position along the axes. us, each bin is represented by a
tuple of integer coordinates.
To retain a high performance access to the data while making the histogram bigger in
dimensions and total number of bins, the contents is stored in a relational database. e
advantage of this approach is that such systems are readily available and have been ex-
tensively tested for correctness, in contrast to a private attempt at a better solution to
the problem of fast searching in large data sets;  was chosen by personal prefer-
ence. Relational databases store data in tables between which arbitrary M : N relations
can be formulated using the SQ L (). e central part
of the high p
T
database is the table named data, which holds for each bin of the multi-
dimensional histogram the number of entries and the sums of weights etc. needed for
asymmetry and uncertainty calculation. is table is indexed² using a key which consists
of
prod_id Every time the basic data (µs) or the cut super-set changes, a
new production ID is allocated to group together the histograms
associatedwith that data set. e IDs are stored in the table named
production together with a comment.
run_nb To allow for changes in the run grouping (e. g. to compare con-
secutive and global conﬁgurations) the histograms of the runs are
kept separate instead ofmerging them right away. e table named
run_groups contains the relation between diﬀerent run groupings
and run numbers.
bins_id All histograms of a speciﬁc production (as per prod_id) have the
same binning, thus the coordinate tuples of the ﬁlled bins are
stored in the table bins_id, which is indexed using a unique inte-
ger number for each tuple. is integer is used for accessing the
data table instead of the coordinate tuple because an integer is eas-
ier to handle and faster to ﬁnd than an object representing many
diﬀerent coordinates (e. g. concatenated numbers in a string).
For the ﬁnal production a -dimensional histogramwith  bins has been usedwhich
resulted in a compression of data volume relative to the µ size of about a factor
,.³ During analysis,  dimensions with up to . million bins were necessary, reduc-
ing the compression ratio to about . Processing this data set takes about one minute,
²An index is a supplementary data structure automatically maintained by the database server, which
allows eﬃcient access to individual rows of the table, usually scaling logarithmically with the number of
rows. ere may be diﬀerent keys for selecting rows, each of which needs a separate index. Accessing a
table without an appropriate index causes a so-called scan, which scales linearly with the number of rows.
³On average  bins were populated per run, together with a storage size of 80B resulting in 11 kiB





while the ﬂexibility to change the algorithm for asymmetry extraction is retained as well
as some freedom to choose diﬀerent cuts from the same cut super-set. Debugging the
algorithms has taken a considerable amount of time, for which this additional layer of
data concentration has been very beneﬁcial. e conﬁguration data necessary to use and
populate the database are also stored there. is way the administration soware only
has to integrate one library and the expressive power of  can be utilized also on these
data.
e registration of the data with the database is performed by the custom program
analyze, which reads µs run by run, checks if there are already data from that run
in the database, reads the histogram binning from the database, ﬁlls the histogram and
writes the occupied bins into the database.
.. Hierarchical Result Tree
Once the data are in the database, they can be combined in any conceivableway, choosing
diﬀerent sub-samples, methods of asymmetry extraction, run groupings, and so on. is
combination is done in the last step. e cut set (so-called conﬁguration) is read from
the database, all bins matching this cut set are selected and then for each run grouping
(also read from the database) all bins for upstream and downstream cell are separately
summed up. e resulting number of hadrons, sum of weights, etc. are then fed into the
diﬀerent algorithms described in section . and yield one measurement per run group
and algorithm. ese measurements are inserted into a tree of values, organized by cut
set, asymmetry extraction method, p
T
bin, microwave setting, period and run group. At
each node in this tree the average and uncertainty of all measurements below this node
can be retrieved, allowing a simple way to compare e. g. diﬀerent settings or eﬀects of
microwave reversal.
Since this tree is relatively small it can be saved as a text ﬁle in human readable form. is
is very convenient for cross checks with diﬀerent people as text modiﬁcation tools like
Pprovide easyways to accommodate any exchange format. Another advantage is that
the text ﬁle can be copied easily to a notebook computer to enable the quick creation of
diﬀerent collections of results or the browsing of the results down to the run group level.
e management and the display of data from the hierarchical result tree is done by the
Histo histogram manager class. Having started out simply as a histogram container and
creation factory, this library has been extended to produce the asymmetry plots shown
in section .. For more details about Histo see section C..
.. Internal Cross Checks
e procedure described in this section allows a rather ﬂexible and fast analysis of the
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Table 7.1: Connection	between	polarization	value	signs	and	spin	directions	or	rather	polarized	cross	sections.
erefore a short-cut has been implemented to compare the result to amuch simpler one-
step analysis for a given cut set. In practice this means that the cuts have been hard-coded
into the P user function and a printout has been added. e careful comparison
of the output of this direct counting to the summation aer going through the database
shows no inconsistencies—all hadron counts are exactly equal.
. Asymmetry Extraction
In the case of , asymmetries are easier to measure than absolute cross sections,
owing to the special design of the apparatus. is section details the methodology and
the input quantities for asymmetry extraction.
.. Polarization Signs and Spin Orientation
As explained in section .., for positive target polarization the deuteron spins are pref-
erentially aligned with the magnetic ﬁeld lines of the target solenoid. e ﬁeld lines are
parallel to the beam axis if the current in the coil is negative and anti-parallel in case of
a positive current. is, together with the polarization of the beam in the upstream di-
rection (see section ..), yields the connection between the various signs and the cross
section shown in table .. Keep in mind that the table has to be applied to each target
cell separately and that the name of themicrowave setting (’+’ or ’ ’) is derived from the
polarization of the upstream target cell.
.. Eﬀect of the Deuteron D-Wave Component
e wave function of the deuteron, containing a proton and a neutron and usually in-
terchanged mesons to describe the interaction, has a total orbital angular momentum of
1h. is can be constructed from the aligned spins of the two nucleons using either a
S-wave or a D-wave, while a P-wave is not possible due to symmetry considerations. As
the decomposition of the two contributions is not directly observable, the probabilities
for the two states are extracted usingmodels. An evaluation of diﬀerentmodels comes to








e deuterons in the target material are aligned to the target solenoid magnetic ﬁeld in
three possible conﬁgurations:






















































Here, on the le hand side the state vectors denote j j;m
j
i, while on the right hand side
they contain j`;m
s
i. emeasured target polarization depends only on the total angular
momentum and its projection, whereN+ is the number of deuterons in the j1;+1i state,
N





+ + N0 + N 
(.)
e polarization of the spins of the deuterons is given by the decomposition of this ex-
pression in terms of the wave functions given above, counting positive all contributions
















































In the following, Ptarget stands for this corrected value of the target polarization.
.. Measured Asymmetries
eexperiment counts the events (or hadrons)with certain characteristics, while the the-
oretical calculation yields cross sections—to be multiplied with the luminosity so that
again numbers of events are obtained. But there is also another diﬀerence, namely that
the calculations are done for speciﬁc spin conﬁgurations, corresponding to  polar-
ization for beam and target. us, a number of factors enter the relation between the
measured count rate asymmetry and the asymmetry related to the physical process:










where f is the dilution factor accounting for the presence of unpolarizable material in
the target,⁴ D is the depolarization factor which describes the polarization transfer from
the incoming lepton to the virtual photon, and Pbeam and Ptarget are the beam and tar-
get polarizations, respectively; as is explained later, the target polarization is not used
in event weighting, therefore the two variants shown above are in that context oen
labeled fDPbeam or fPbeam methods, respectively. In the le case A


phys is the so-called
virtual photon asymmetry, as the inclusion of the depolarization factor extrapolates to
completely polarized photon ﬂux. While comfortable for the calculation of the hard
scattering process, this cannot be measured in deep inelastic scattering, where photons
always receive only a part of the already incomplete polarization of the lepton beam. e
next-to-leading order theoretical calculations presented in section.. therefore include
an appropriate description of the partial photon polarization, making the inclusion ofD
unnecessary.
.. Mechanisms to Avoid False Asymmetries





























the ﬂux, acceptance and number of
nucleons in the upstream target cell, and 
0
is the unpolarized cross section. If we were











then any diﬀerence in the ﬂux, acceptance or number of nucleons between the two target
cells would generate an asymmetry which is not produced by the polarized cross sections
but only by the experimental setup. erefore several measures are taken to alleviate this
eﬀect.
First, a cut is done in the analysis, such that only events are used for which the extrapo-





; the systematic eﬀect of slightly less unscattered muons in the down-
stream cell because of the geometrical setup⁵ is small enough to be neglected, but in any
⁴is factor describes which fraction of the target nucleons is polarizable. e naïve expecta-
tion—picturing ⁶LiD as a bound state of an  particle and a deuteron—would be ., but in fact this de-
pends slightly on kinematics and thus h fi = 0:38.
⁵Using the statistics for the next-to-last cut on table ., subtracting one third for the hodoscope and
transverse target cuts analog table ., correcting for an acceptance/eﬃciency of about  [], and ap-





case it is cured together with the acceptance eﬀects in the method of asymmetry extrac-
tion.
Second, the diﬀerence in acceptance andnumber of target nucleons is averaged out by in-
verting the target cell polarizations three times per day. e idea is that nothing changes
but the association between 
 !) , 
 !( and the two target cells so that the asymmetry in-
duced by the experimental setup enters with diﬀerent sign in the two sub-samples and
hence cancels in the calculation of the physics asymmetry. It is obvious that the cancella-
tion is only perfect if the statistics gathered with the two spin conﬁgurations are exactly
equal and the false asymmetry also stays exactly the same throughout the time of the
measurement. As the fast spin rotation can only be done by inverting the target solenoid
ﬁeld, this is not true. For one, the interaction between the target solenoid and the ﬁrst
spectrometer magnet is quite strong and leads to an up/downmovement of the target by
several 100 mat the downstream end. Another problem is that the spectrometer perfor-
mance depends slightly on external conditions like temperature and air pressure—think
signal delays in cables and signal gain in detectors employing gas ampliﬁcation—which
is still not perfectly canceled by doing three reversals per day.
is leads to the third measure, the development of bad spill list and run groups. is
task is done by the Data Stability Group of , which publishes the oﬃcial lists
to be used in analysis. e procedure is to look at various characteristics of the data to de-
termine certain benchmark performance estimators. e smallest practical unit for these
tests is one  spill, containing on the order of . to . events.⁶ Spills which
lie outside the usual bands for one of the benchmarks are ﬂagged “bad” and excluded
from analysis. But the position of the bands also changes due to modiﬁcations to the
spectrometer, so groups of adjacent runs which share the same benchmark values are an-
alyzed together to extract an asymmetry, as within each group it is reasonable to assume
that the acceptance for the upstream and downstream target cells did not change. For the
beam times of –,  run groups have been created, yielding the same amount
of asymmetries. But this approach is still not perfect, as the inverted target solenoid ﬁeld’s
inﬂuence on the charged particle trajectories between the target and the ﬁrst spectrom-
eter magnet does not cancel here.
us, a fourth measure is taken to overcome this obstacle, which is the inversion of the
microwave setting, changing the connection between target solenoid current direction
and target spin orientation. As this requires the destruction of the polarization as de-
scribed in section .. this is only done every few weeks. During the beam time, modi-
ﬁcations to the spectrometer are kept to a minimum to make the asymmetries obtained
within a few weeks comparable, so that the inverted microwave setting can be used as
a check for systematic uncertainties remaining aer the ﬁrst three steps. If the statistics
recorded with both settings are equal, these remaining false asymmetries should cancel
the  kinematics. e cross section for hard –e scattering should be of the same order, consider-
ing that the leading order matrix element is the same, apart from the charge. erefore, the probability for
a hard interaction inside a single target cell, given a target density of 1:7  1025 cm 2, is smaller than 10 4.
⁶e luminosity delivered per spill by the  improved over the years, as well as the rate capability of
the  system, leading to the installation of additional triggers and the reduction of vetoes.

Asymmetry Extraction
completely unless any modiﬁcation was done to the apparatus which introduced a false
asymmetry again.
.. Weighting
According to the recollection of J. Pretz [], the method of individual event weighting




is proportional to the physics asymmetry Aphys by some kinematic factor  as








whereN = u+d is thenumber of events in thedata sample, andu and d are the contrasting
sub-samples, in our case events where themuon and nucleon spins were oriented parallel
and anti-parallel, respectively. However, this method does not fully exploit the statistical
possibilities as it gives the same weight to events for which  is big as for events where
it is small, while it is clear that the latter ones contain less information on the physics
asymmetry than the former ones.
Let us consider the extraction of asymmetries in very small bins of  where hibin i = i.
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is calculated with an uncertainty of the same magnitude, while the asymmetries
calculated from the d sub-sample have the opposite sign. e uncertainty obtained using

















Using the relation hx2i = hxi2 + 2
x
derived in appendix B, it can be seen that this uncer-































Mean   0.3371
RMS    0.03027
beamfDP









Mean   0.1631
RMS    0.07297
Figure 7.1: Distribution	of	possible	weights	for	use	in	the	asymmetry	extraction	algorithms.
It should be noted that weighting has so far only been considered using the optimal
weight, which is given by the factor between the measured and the physics asymmetries.
In, either themuon–nucleon asymmetry or the virtual photon–nucleon asym-
metry are measured, diﬀering by the inclusion of the depolarization factor D. Figure .
shows the distribution of the two corresponding choices for the weight together with
their mean and standard deviation. Inserting these values into eq. (.) yields a possible
gain in statistical uncertainty of  for the fDPbeam case—which is therefore used in the
purity analysis introduced in section ..—but only . gain for the fPbeam case.
Ptarget is not included in the weight because in  substantial false asymmetries have
been observed with the fDPtarget weighting, which disappeared when using only fD. e
reason is that if the weight contains quantities which show a long-term trend in time, the
ﬁeld reversal will not lead to a perfect cancellation of the apparatus asymmetry. erefore
the target polarization—measured every few minutes—is not evaluated event-by-event,
but is averaged over the time interval covered by one asymmetry measurement and ap-
plied as a constant factor to the obtained asymmetry in the end.
Another consideration when using weighting is that the theoretical calculations so far
have been done without employing this technique. In principle the weighting procedure
should not introduce a bias in the extracted physics asymmetry,⁷ but for a minuscule
gain in statistical uncertainty the risk should not be taken that an assumption made in
the derivation of the method is not well enough fulﬁlled. us, the asymmetries presented
in section . are extracted without utilizing event weighting.
.. OrderMethod
is section only summarizes the keys points, for all the details see []. e application
of weighting to the  case is based upon the assumption that
⁷Of course, the weight must not be correlated with the quantity which is being averaged. In our case,
the A
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where  is the incident muon ﬂux, a
u
is the acceptance function for the upstream target
cell, n
u
the number of target nucleons, 
0
the unpolarized cross-section, w = fPbeam with
f being the dilution factor and Pbeam the beam polarization, and Pu is the polarization
of the material in the upstream target cell.  and 
0






r  1+ wAphys(rPu   Pd)
r+ 1+ wAphys(rPu + Pd)
(.)
because we make sure to use only events for which the extrapolated beam track would





describes the asymmetry introduced by the ap-
paratus, which neither has the same acceptance for events happening in the upstream or
downstream cells, nor are the two cells identically ﬁlled. To cancel this asymmetry, the
target polarization is inverted by adiabatically turning around the magnetic ﬁeld as de-
scribed in section ... is gives a set of equations analog to eq. (.)–(.), but with
primed quantities. Under the assumption that the spectrometer is not changed between
the two settings, this only exchanges the association of u and d to the two target cells




, analog for a0
d
). Assuming that the diﬀerence in target polariza-
tion obtained in the two cells is small enough, it follows that the apparatus asymmetry














































e uncertainty of the measurement of the target polarization—amounting to —is
not included in the expression for Aphys, as its eﬀect is accounted for in the systematic
error.
 is the apparatus asymmetry, which of course is not known a priori. It could be obtained
byMonte-Carlo simulation, but an estimate of it is also available by using the unweighted








In case  is small, it is a small correction, which needs to be known only to  in or-
der not to spoil the statistical accuracy. When applying weighting to this formalism,
the assumption that hwi does not change between the two target spin conﬁgurations is
needed, wherefore the target polarization—changing systematically between polariza-
tion attempts—is not included in the weight. With the assumption that the acceptance
function can be taken as a constant across all bins in w the ﬁnal extraction formula for













































































ese equationswill be referred to throughout this thesis as  order weightedmethodwith
global acceptance factor ( order global). In view of sizable apparatus asymmetries of the
order of  = 0:1 as are observed at ,⁸ it is preferable to redeﬁne the counting
rate asymmetry to
 =
(1  )u  (1+ )d




is changes the picture so that even if  is not small, it needs to be known only to .
e resulting formula for asymmetry extraction will be called  order weighted method











































































Both sets of extraction formulas rely upon an approximately homogeneous acceptance
function in the covered phase space. e biggest expected dependency of the acceptance
function is on the p
T
of the outgoing hadrons, as they are produced under the biggest
angles and potentially suﬀer from the limited opening angle of the target magnet. How-
ever, as the data are binned in p
T
, the acceptance should be reasonably constant inside
each bin.
⁸Keep inmind that the statistical accuracy is of the order of A 0:001 for the lowest bins in p
T
, which




e assumptions about the apparatus asymmetry made in the previous section are not
needed when employing the so-called ⁿ order method described in [], which owes
its name to the fact that it expands eq. (.) for the two target spin conﬁgurations into











i  1 (.)
which means that the apparatus—including the position of the illuminated target vol-






















































































































e contribution from the uncertainties on hi
w
is very small, amounting only to an in-
crease of the total statistical uncertainty of . in the highest bin in p
T
and being negli-
gible in the bins with reasonable statistics.
. eData Sample
e basis of the sample is formed by all muon data taken with longitudinal target polar-






















vertex z-position uncertainty [cm]





















used see table E. on page . All kinematic plots and cut summary tables are obtained
using the full statistics of , unless noted otherwise.
.. RawMaterial
As explained in section . data taking is organized in periods, where within one period
the general data characteristics should not change. us, there are periods of longitudi-
nal mode and periods of transverse mode, denoting the arrangement of the target po-
larization relative to the beam direction. Table E. on page  gives an overview of the
distribution of the statistics between these periods. Please note that the statistics for the
four longitudinal spin conﬁgurations are equalized at the level of .
.. m Cuts
e ﬁrst step in the analysis chain is to select the interesting events from the m. In
this case this means making sure that a muon has interacted inside the polarized target
volume and created one or more additional particles. Furthermore there must not be
any other such signature inside the same event, as then there would be a possibility for
the additional particles to be associated with the wrong process. Apart from these vertex
cuts and the p
T
> 1GeV cut only few cuts are done at the m level to retain maximal
ﬂexibility at the µ level.
First, only events are considered, which have a best primary vertex as indicated by P.
is vertex has to contain a beam particle and at least two outgoing particles, one of
which has been ﬂagged as scattered muon. Aer these cuts—given by the 
reconstruction as detailed in section .—a series of cuts on the reconstructed vertex pa-
rameters is applied, which is illustrated in ﬁgure .. ese cuts do not take into account
the transverse coordinates of the vertex as the exact angle between the target cells and
the beam axis and the size and shape of the ﬁlled target volume are not known precisely
a priori. erefore, the transverse target cuts are a matter of tuning as will be discussed































Figure 7.3: The	left	plot	shows	the	distribution	of	the	relative	energy	transfer y; the	area	selected	by	the	cut


























































vertex z position e two target cells are arranged along the experimental z axis as the
two intervals [ 100 cm; 40 cm] and [ 30 cm; +30 cm]. Due to the small angles of the
outgoing tracks caused by the ﬁxed target nature of the  experiment the vertex
position resolution along the beam direction is limited. erefore a possible misalign-
ment of a few mm cannot be measured and the design values have to be trusted.
vertex z uncertainty range As already mentioned the uncertainty of the vertex z posi-











] lies within the same target cell. Figure . shows how this cut takes away
vertices close to the ends of the target cells. While the cut on the z position alone does












togetherwith the previous cut guarantees that the vertex is associated to the correct target
cell better than on the 2 level. Another reason for this cut is to get rid of pseudo-vertices
created bymultiple scattering of pile-upmuons in the targetwhichhappen tohave picked
up other tracks. As the outgoing tracks have to be extrapolated back into the target for
vertexing the eﬀect of this cut is much larger in the upstream cell.

2 cut e vertex parameters are the result of a ﬁt to a number of track parameter sets.
Wemake a 3 cut on the 2 of this ﬁt to increase the probability that the reconstructed
vertex is built up of the right tracks. e eﬀect of this cut is small and evenly distributed
as it should be.
nootherPV If another primary vertexhas been found in the event there is a chance that
the hadrons which are later reconstructed are associated with wrong kinematic variables
because they have been attached to the wrong vertex. erefore only events with exactly
one primary vertex are considered.
0:1 < y< 0:9 While strongly suppressed by the high muon mass, radiative eﬀects can
become sizable near the boundaries of the allowed kinematic region. erefore the cuts
shown in ﬁgure . are employed. Keep in mind that the ydistribution changes in shape
aer the application of the high p
T
cut described below.
beam momentum As discussed in section .., the beam polarization is determined
using a parameterization which was obtained by a simulation of the beam line. is pa-
rameterization is valid in the range [140GeV; 180GeV], so the beam momentum is re-
stricted to that range.

eData Sample
cut number ratio reduction
all events  . .
primary vertex (PV)  . .
PV has beam  . .
PV has scattered muon  . .
PV has at least  particles  . .
PV z position inside target  . .
PV z 
z
inside target  . .

z
< 10 cm  . .

2 cut  . .
not two PVs  . .
y cut  . .
beammomentum  . .
at least one hadron with p
T




cut In the following only interested high p
T
particles are of interest, which





is the transversemomentumof the outgoing particle
with respect to the virtual photon direction in the laboratory frame, which is the same
as in the center of mass system of photon and nucleon. For the purpose of this cut a list
is made of all tracks attached to the vertex, which is then ordered according to the p
T
of
the tracks. e event is selected if the ﬁrst track has p
T
> 1GeV and all list members
fulﬁlling this criterion are then individually written—in the same order—to the µ. It
is important to note that the µ does not contain events but high p
T
tracks as records.
edistribution of transversemomenta and the eﬀect on theQ 2 distribution of requiring
at least one high p
T
hadron in the event is shown in ﬁgures . and ..
With this the list of cuts applied is complete at the level where the whole event infor-
mation is available. is does not mean that no other event characteristics are subject to
cuts, but those cuts are done at a later stage where the event structure has been broken
up.
Table . lists the size of the µs resulting from these cuts together with the number of
entries. is is the sourcematerial for the hadron cuts described in the following section.
.. µ Cuts
em cuts deal with properties that are diﬃcult to retain at the µ level, or which
would signiﬁcantly increase their data volume; quantities like the event or hadron kine-
matics are represented compactly and of manifold use for systematic studies etc., so cut-






























Figure 7.6: Position	of	the	trigger	hodoscopes	in	the	plane	perpendicular	to	the	beam	direction. The	color
scale	indicates	the	muon	rate	per 16 cm2 as	expected	from	a	Monte-Carlo	simulation	in	a	plane	directly




















































that	track. The	left	plot	shows	the	distribution	for	all µ entries	while	the	right	one	depicts	the	situation
after	application	of	the	hodoscope	cut.
is the gain in ﬂexibility for the following analysis: the µ for the complete periodW
of  is 117MiB in size and can easily be processed on a notebook computer.
e ﬁrst cuts deﬁne the deep inelastic scattering event. e counting of single-inclusive
hadrons is very sensitive to wrongly reconstructed event kinematics and there is no
physics condition which could restrict the ﬁnal state. erefore all information given by
the spectrometer is exploited to identify the scattered muon as such. First it is checked
that the reconstructed muon track corresponds to the scattered muon that actually has
created the event trigger. e hodoscope cut, illustrated in ﬁgure ., requires the alleged
muon track to have hits in both hodoscope stations belonging to the trigger subsystem
which detected the event. In case more than one trigger ﬁred—being quite common as
the hodoscopes partly overlap—it is suﬃcient that the condition is fulﬁlled for at least
one of the sub-triggers, whereas for eventswhichwere detected solely by the purely calori-
metric trigger no cut is applied. e latter condition accounts for the presence of muon
tracks which end around 16m and 30m downstream of the target. Figure . shows the
spatial coverage of the diﬀerent hodoscope trigger systems. Not shown is the beam hole
of the muon ﬁlter of 40 40 cm2, which means that for hodoscopes partly covering this
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Figure 7.8: Effect	of	the	combined	hodoscope	and	radiation	length	cuts	on	the y and Q 2 distributions.
upstream downstream
year x[cm] y[cm] x[cm] y[cm]
  0:2 0:1  0:3  0:15
 0 0  0:1  0:25
 0  0:1 0  0:3
Table 7.3: Parameters	of	the	position	of	the	target	volume	(taken	from [] and	private	communication).
The	numbers	given	are	offsets	of	the	center	of	the	upstream	end	(z =  100 cm)	and	downstream	end
(z = 30 cm)	with	respect	to	the	beam	axis. While	the	real	target	holder	probably	is	tilted	with	respect	to	the
beam	axis, for	the	sake	of	simplicity	it	is	treated	as	being	sheared	transverse	to	the	beam	axis	in	the	analysis;
the	imprecision	incurred	is	surely	smaller	than	the	uncertainty	on	the	parameters.
ible in the right plot of ﬁgure ., where around z = 48m tracks are seen which have
crossed down to zero radiation lengths. As there is no large excess of events in this region,
these particles are probably muons, albeit unidentiﬁed; using the  standard cut
for muon identiﬁcation of  radiation lengths would remove . of the ﬁnal sample.
e eﬀect of the scattered muon cuts is demonstrated in ﬁgure ..
enext cut deﬁnes the polarized target volume. For this, the vertexmust lie inside a cylin-
drical volume which is sheared from the experimental z-axis by 1mrad to be centered
around the axis of the target holder. is volume is capped from the top to describe
the ﬁlling level of target material inside the holder. e parameters of the volume are
rmax = 14mm and ymax = 10mm while the details of the shearing depend on the beam
time—see table . for details.
e last event characteristics cuts select the photo-production regime Q 2 < 0:5GeV2, re-
stricts y > 0:2 and selects hadrons with production angle # < 70mrad with respect to
the beam axis, to be compatible with the theoretical ansatz presented in section ...
e previous cuts ensure a proper selection of the deep inelastic scattering reaction, leav-
ing hadron candidates in the data sample. e next task is to ensure that the hadrons
are properly reconstructed. e ﬁrst cut is to reject tracks which are identiﬁed as muons
by having traveled through more than  radiation lengths of material. e next cut
concerns the last measured point of the hadron candidate track, which must be situated

































Figure 7.9: Correlation	of	the	kinematic	variables y
versus z after	muon	identiﬁcation	cuts, target	cut
and	photo-production	cut. The	hadron	energy	in
the	laboratory	frame	is	given	by yzEbeam.





cut rejects the so-called fringe-ﬁeld tracks, because their momentum is determined by
the small bending of the trajectory in the outer regions of the magnetic ﬁeld.
e next two cuts restrict the kinematic variables z and x
F
to their physical regions and
select the current fragmentation x
F
> 0. e additional cut z > 0:1 restricts the sample
to the region where the fragmentation functions can safely be applied, but it should be
noted that the measured z would only match the fragmentation variable in the  deep
inelastic scattering case, where the struck quark’s momentum can be assumed to be given
by themomentum of the virtual photon. At higher order, the fragmenting quark has less
energy than the virtual photon, as other partons are created, so the true z is higher than
the calculated one.
e ﬁnal cut uses the hadron calorimeter to positively identify two hadrons whose ex-
trapolated tracks hit the active volume of  or . Unfortunately, the m
of data taken before  do not contain track parameters at the last measured point.
erefore, the uncertainty introduced by the extrapolation from shortly downstream of
the target to the very end of the spectrometer is of the order of one centimeter. e size
of the calorimeter cells has been enlarged in the analysis accordingly. Tracks which do
not point into a hadron calorimeter are accepted unconditionally, while the others are
required to have deposited at least  of the energy corresponding to their track mo-
mentum.
e summary of all cuts applied at the µ level is given in table .. e ﬁnal distribu-
tions of the kinematic variables Q 2, y, z and p
T
are shown in ﬁgure ..
.. Elastic –e Scattering
etarget obviously contains asmany electrons as it contains protons, so a fraction of the
recorded data are eventswhere the + scattered elastically oﬀ an e . ese events are easily
identiﬁed, as the outgoing particle multiplicity is two and—to ﬁrst order—the electron

eData Sample
upstream cell downstream cell
cut number ratio red. number ratio red.
all tracks (p
T
> 2)  .  .
hodoscope cut  . .  . .
radial target cut  . .  . .
Q
2 < 0:5GeV2  . .  . .
y> 0:2  . .  . .
# < 0:07  . .  . .
PID is not muon  . .  . .
track aer SM  . .  . .
0 < x
F
< 1  . .  . .
0:1 < z < 1  . .  . .
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should have a momentum which is essentially given by the virtual photon momentum.








In , we calculate the very similar x
B
, which only diﬀers in the choice of massm
e
of the











=  3:264. Figure . gives an overview of the low p
T
region for events which
have only one additional track attached to the primary vertex. ere clearly is a dis-
tinct peak for p
T
! 0 around x
B
= 0:0005, which disappears when going to slightly
higher transverse momenta as shown in ﬁgure .. To further investigate this peak the
histogram entries have to be re-weighted. Each bin in p
T
corresponds to a circular ring
area which is to a good approximation proportional to p
T





distribution into the track density in dependence of p
T
. It has been
found that semi-inclusive deep inelastic scattering data can only be described by giving
the partons in the nucleon a certain intrinsic transverse momentum k? which is of the
order of 400 1000MeV, so even for the   process we expect a smeared out track
density at small p
T
, and more so for higher order processes. is is demonstrated in ﬁg-
ure .. e right plot gives the track densities for the interesting region of x
B
and diﬀer-
ent multiplicities and it shows that the distribution becomes increasingly ﬂat for higher
multiplicities. e le plot shows that the +e  peak also diminishes when going away
from the elastic x
B
region. e fact that it does not vanish completely is due to radiative
eﬀects which allow the hit electron to be oﬀ themass shell before or aer the interaction,
thereby shiing the reconstructed inclusive kinematic variables.
. eUnpolarized Cross Section
e value obtained in theoretical calculations oen is a matrix element for the process
under consideration. Together with kinematic factors and integrated over the relevant
region of phase space it yields the cross section—usually denoted —which is the equiv-
alent area the beam particle has to hit in order to initiate the reaction. e fact thatmany
beam particles are given the chance for interaction and that alsomany target particles are
available is expressed in the luminosity L , which is the number of target particles per unit
area multiplied by the number of incident beam particles. If the detection probability of








within each kinematic bin i. us, in addition to the event count, the luminosity and
the detection probability need to be known for an extraction of the cross section from
the experiment data. Following the presentation of each of these components, radiative






e  target during the  run consisted of 337:2mol of ⁶LiD and 72:8mol
of other material, mostly ⁴He []. e area density of nucleons has been evaluated to
= 3:5  1025nucleons
cm2
(.)
e number of muons delivered to the experiment is counted for each spill using a ded-
icated scintillator hodoscope in front of the target. ree eﬀects have to be taken into
account when using these data:
• e scintillator itself and its readout electronics are not completely dead time free.
If two particles cross it less than  4ns apart the second one will not be counted
(see [] for more information on the counting modules). e spread of beam
rates measured during the period W has been (95 4)  106/ spill, yielding an
average rate of  in 47ns. e scintillator is read out in six segments out ofwhich the
central two each get about  of the ﬂux or  in 156ns. e Poisson distribution
yields a probability of . for the occurrence of two or more events in 4ns for
these central hodoscope parts.
• e data acquisition of the  experiment is also not dead time free. If two
triggers happen less than 5 s apart or more than  () triggers occur within 75 s
(250 s), triggers are lost. During – the  dead time was 5. Note
that the trigger dead time introduced by the veto systems is taken into account by
the Monte Carlo simulation in section .. and thus not included here.
• e hodoscope counts muons traveling roughly in the direction of the target, it
does not ensure that only thosemuons are countedwhich traverse thewhole length
of both target cells. Given the distribution of beam particle trajectories in space,
this eﬀect can be described using a geometric factor, which has been determined
to be 0:58 (see [] and references therein).
• e scintillator readout has a certain noise level, which is accounted for by apply-
ing thresholds to the signals usingdiscriminatormodules. In case of increasednoise
during certain periods of data taking, the obtained luminosity would be artiﬁcially
increased, leading to a smaller reconstructed absolute cross section. While no sys-
tematic studies have been performed concerning this problem, it is generally be-
lieved that an eﬀect of the order of  cannot be excluded.
us, a factor of 0:997 0:95 0:58 = 0:55 needs to be applied to the raw counts produced
by the hodoscopes. e extracted and corrected values are available in [] for each run.
It is customary to express the luminosity as an inverse cross section, e. g. 1 pb 1 is
10
36 cm 2, giving an expectation value of  count for a process with a cross section of

eUnpolarized Cross Section
period runs luminosity luminosity
(incl. bad spills)
W  93:3 pb 1 102:1 pb 1
W  55:3 pb 1 67:2 pb 1
W  60:1 pb 1 67:2 pb 1
W  34:2 pb 1 38:5 pb 1
W  33:0 pb 1 43:4 pb 1
W  35:3 pb 1 39:7 pb 1
W  54:1 pb 1 63:0 pb 1
W  55:1 pb 1 60:3 pb 1
W  78:6 pb 1 86:9 pb 1
W  88:5 pb 1 97:7 pb 1
W  101:0 pb 1 103:3 pb 1
W  53:2 pb 1 57:2 pb 1
W  33:4 pb 1 42:1 pb 1
total  775:1 pb 1 868:6 pb 1
Table 7.5: Integrated	luminosity	for	the	data	taking	periods	of	2004	which	have	been	used	for	the	extraction
of	the	cross	sections.
1 pb. With this convention, the luminosity is summarized for the relevant data taking
periods of the  run in table ., resulting in a total of 775:1 pb 1.
.. Acceptance Correction
e so-called acceptance correction describes the process needed in order tomake exper-
iment results comparable to theoretical calculations. It accounts for a number of eﬀects
which distort the measurement, the most important being the limited range of particle
energies and trajectories accepted by the detector—hence the name. Even if a particle
moves within the detector’s acceptance it might not be detected due to ineﬃciencies in
individual detectors or the reconstruction process. A further eﬀect is called bin migra-
tion, which means that due to inaccuracies and limited detector resolution some of the
particle’s reconstructed characteristicsmay fall into diﬀerent kinematic bins than the true
ones, leading to an ineﬃciency in the original bin and a pollution in the neighboring one.
It would be most convenient to extract the magnitude of these distortions by comparing
a precisely known cross section to the measured count rates in all kinematic bins, since
this would also provide an absolute normalization for the experiment luminosity. But
the corrections are not independent of the process under consideration. e vertexing
eﬃciencydependson thenumberof outgoingparticles aswell as their angles, thedetector
eﬃciencies depend on hitmultiplicities, and so on. Especially the binmigration depends
on the steepness of the slope of the cross section between bins. us, it is required to





are to be corrected. As this usually excludes the well-known benchmark cross sections, a
diﬀerent solution needs to be found.
e canonical approach for this problem is to use a Monte Carlo simulation to illumi-
nate the detector with particle tracks similar in composition to the real experiment data,
model detector response and reconstruction and obtain the losses and inaccuracies from
the comparison between the simulated and reconstructed events. In the end the needed
quantity is the cumulative eﬀect of acceptance, eﬃciency and bin migration in each bin
of the diﬀerential cross section, expressed in the ratio of simulated over reconstructed
event counts. is factor then needs to be applied to the real reconstructed event counts,
it is the inverse of 
i
in eq. (.).
e ﬁrst part of the Monte Carlo soware chain is the event generator. e program
of choice for the  muon program is either  or P, depending on
the momentum transfer Q 2 in the deep inelastic scattering process. e domain of large
Q
2 is covered by  while the region Q 2 < 1GeV2/c2 is simulated with P.
is program has a very rich set of conﬁguration parameters to allow the simulation of
a wide range of kinematics and processes. We use it in a special mode where the beam
particle—the virtual photon—is taken from an incoming muon and scatters oﬀ partons
taken from the target nucleon. is process is well described by the code, owing to long
years of ﬁne tuning of the cross sections to experimental results from the deep inelastic
scattering community. However, only unpolarized processes can be simulated, so a study
of asymmetry extraction is currently not possible with this program. It should also be
mentioned that the program does give information about which hard scattering process
exactly was simulated in each event, be it photon gluon fusion or  compton scat-
tering, but P is based purely on empirical data of previous experiments, not on a
uniﬁedmodel. erefore caremust be takenwhen interpreting this internal information.
In a second step the generated events are fed into a detector simulation package named
, which is a  adaption of the successful  package []. e
main purpose of this program is to simulate the interaction of the produced particles
with the material present in the detector and generate artiﬁcial detector responses based
on the known characteristics of the sensitive areas of tracking detectors, calorimeters and
so on. Energy loss mechanisms like bremsstrahlung and random small angle deﬂection
by multiple scattering are implemented as well as particle decay, but also detector occu-
pancy by uncorrelated background events—so-called pile-up—and beam halo tracks are
modeled. As a ﬁrst use of the generated artiﬁcial detector response the data are used to
simulate the decision process of the  trigger system.
It would be nice if the output of the second step would be artiﬁcial experiment data in
exactly the same format as the real data, so that the unmodiﬁed reconstruction code could
be used. But in addition to historical reasons and the question, where in the artiﬁcial
data the underlying Monte Carlo truth should be stored, it is practical to use a diﬀerent
transport format. e simulation of the individual detector’s response is closely related
to the reconstruction code for that detector, since both are based on the detailed detector






































simulation and reconstruction close together in the reconstruction package, where then
the last step of the simulation—called digitization—happens.
TwoMonteCarlo samples have been generated, each containing about million events.
e generator allows cuts on the hard scattering kinematics to be done at a very early stage
of the simulation, speeding up the processing when only a part of the physically allowed
phase space is to be populated. In this case, a cut has been placed on Q 2 < 0:6GeV2/c2,
allowing some room for event smearing which slightly changes the kinematics aer the
generation of the hard cross section. Aer the simulation of each event, a user-supplied
selection routine is called for further cuts. Here, at least one hadronwith a transversemo-
mentum of 0:7GeV/c has been required for the ﬁrst sample. e simulated luminosity⁹
of this sample is 30:7 pb 1, which is much smaller than the recorded experiment lumi-
nosity. Because of the extremely steep slope of the cross section in p
T
, statistical errors
from the Monte Carlo sample would become signiﬁcant in the extracted cross section
uncertainties for large p
T
, therefore the second sample has the p
T
cut raised to 1:7GeV/c,
leading to a simulated luminosity of 3798 pb 1. Using this sample for p
T
> 2GeV/c
ensures, that even at the highest p
T
the statistics of the Monte Carlo sample are not
dominating the uncertainty on the results. e safety distance of 0:3GeV/c between the
generator cuts and the used regions is again due to event smearing; however, from ﬁg-
ure . it can be seen that there still is an eﬀect seen in the ﬁrst bin of the second sample
(2GeV/c < p
T
< 2:1GeV/c), where the generator cut reaches into the region used in the
analysis, thereby artiﬁcially reducing theMonte Carlo events and increasing the value of
the ratio to the measured cross section by about –.
e last step is to process the simulated data with the same reconstruction algorithms
that are used for real data and apply the same analysis procedures for event selection, his-
togramming and so on. Figure . shows the comparison of the simulated andmeasured
cross sections, diﬀerential in p
T
. e absolute normalization of the Monte Carlo cross
section has been scaled by a factor of  in this comparison for two reasons. First, the ratio
⁹P writes the integral of the simulated cross section to the standard output, together with the
number of events generated, disregarding the decision of the user-supplied selection routine. e ratio of
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of measured over simulated cross section is remarkably constant between 1:5GeV/c and
3GeV/c, only the normalization is oﬀ. us, for better visual comparison of the slopes,
the scaling brings the two curves closer together. Second, P employs only lead-
ing order matrix elements with partial incorporation of  eﬀects via so-called parton
showers ( bremsstrahlung). e diﬀerence in cross section observed in the theoret-
ical calculations presented in section .. between leading and next-to-leading order is
very close to a factor of , as can be seen in theK-factors in ﬁgure .. is could of course
be coincidence, but it makes the comparison very interesting this way.
e structure in ﬁgure . below 1:5GeV/c does not come as a surprise, considering
that for photo-production the only hard scale in the process becomes rather small in
this region. e  calculations are by their authors believed to break down if p
T
is
much below 2GeV/c, and the leading order description in P should not behave
better in this respect. Figure . shows the distributions of the kinematic variables for
p
T
> 1GeV/c, which because of the steeply falling slope is dominated by hadrons with
p
T
< 2GeV/c. It can be seen that themismatch in p
T
goes togetherwith anoverall change
in event kinematics, or put more simply, that the shape of the cross section is not well de-
scribed. erefore, the region of the ﬁrstMonteCarlo sample—p
T
< 2GeV/c—will not
be further discussed concerning the extraction of the acceptance correction.
e deviation in ﬁgure . above 3GeV/c could be caused by radiative eﬀects, see sec-
tion .. for a discussion. e increasing discrepancy with higher p
T
would in this sce-
nario correspond to a radiative “background”, diluting the true high p
T
events since po-
larization eﬀects are expected to vanish for p
T
! 0. erefore, the asymmetries extracted
later at p
T
> 3:5GeV/c need to be carefully interpreted.
e comparison of the single-inclusive deep inelastic scattering kinematics in ﬁgure .
shows, that for p
T
> 2GeV/c the data are described within 10  20 by the Monte
Carlo simulation, apart from the general factor of  in the absolute normalization. Of
course, the plots are dominated by the smaller p
T
, values below 2:5GeV/c accounting for
more than  of the sample. us, ﬁgure . contains the same comparison for p
T
>
3GeV/c. Apart from the relative abundance of data discussed in the previous paragraph,
the distribution of the event kinematics is still well described.
Given that the Monte Carlo sample is compatible with the high p
T
sample in all kine-
matic respects, the last component needed for the acceptance correction is the compar-
ison between simulated and reconstructed hadron counts in each bin. e cuts on the
reconstructed side have beendetailed in the previous sections and are derived fromexper-
imental necessities and the desire to match simulation and real data. On the simulation
side the sample should contain the generated cross sectionwithin the cuts done also in the
theoretical calculations. e latter are 0:2 < y < 1 ^ # < 70mrad^Q 2 < 0:5(GeV/c)2.
e ratio obtained between reconstructed and simulated Monte Carlo events should
then be a good approximation of the ratio needed in the extrapolation from the observed
hadron counts to the theory cross section, irrespective of the diﬀerences in the underlying
model for theory andMonte Carlo generator.































































































Figure 7.22: Ratio	between	measured	cross	section	and  predictions. The	gray	band	corresponds	to	the
scale	dependence	shown	in	ﬁgure 6.7, the	points	to	the	choice	of	all	scales	equaling p
T
. All	theory	curves
have	been	scaled	by	the	factor 2:85 derived	in	section 6.6.3.1.

eUnpolarized Cross Section
wards better reconstruction eﬃciency for larger values of p
T
is consistent with the ob-
servation that vertex ﬁnding and ﬁtting works better the larger the angles between par-
ticipating tracks are. As the virtual photon direction is mostly collinear with the beam
muon’s momentum, a larger transverse momentum of the hadron with respect to the
virtual photon implies larger angles between the hadron and the incoming muon. e
overall eﬃciency of around 30  40 is also consistent with the expectation for a spec-
trometer like .
While the extraction of the acceptance correction is justiﬁed only in the region p
T
>
2GeV/c, the smoothness of the curve obtained and the expected general trend suggest
that even at lower p
T
, the extracted values are not completely oﬀ. It seems unreasonable
to assume that the acceptance correction for p
T
= 1  2GeV/c is wrong by more than
, given that the discrepancy between the generated and measured cross sections is
mostly an underestimation by  (cf. ﬁgure .). erefore, the region below 2GeV/c
is included in the result plots, albeit separated by a dashed line.
.. Radiative Eﬀects
As is known from classical electrodynamics, accelerated charge radiates electromagnetic
waves. In the deep inelastic scattering process under consideration, themuon loses a sub-
stantial part of its very high energy in a very short time. Likewise, the produced hadron
is formed from the nucleon at rest and quickly accelerated nearly to the speed of light
in the laboratory frame. erefore, momentum and energy loss by radiation need to
be considered when evaluating the matrix element. e eﬀects are twofold: the ampli-
tude for the process is changed by allowing low energy radiation in addition to the non-
radiating graph, and the kinematics of the radiating particles are changed for a fraction
of the events, in which the emitted radiation has sizable energy.
e ﬁrst eﬀect can probably be expressed as a small correction, which should be indepen-
dent of the lepton and quark helicities involved and therefore cancel in the asymmetries.
However, a photon emitted by the muon before the scattering process would invert the
eﬀective beam polarization for this event, leading to a dilution of the asymmetry. It has
been investigated which fraction of the  events are aﬀected by radiative eﬀects, with-
out distinguishing pre- and post-reaction radiation, and the number was found to be of
the order of  []. e model used was a P Monte Carlo simulation coupled
with a code which evaluates the relevant radiative graphs with the simulated kinematics
to obtain a radiation probability.
e second eﬀect has greater potential to distort the reconstructed cross section.
Bremsstrahlung emitted by the muon before or aer the scattering would change the
reconstructed event kinematics from the real ones governing the hard scattering process.
is could cause some of the abundant low p
T
hadrons to be reconstructed with large
p
T
, owing to a wrongly reconstructed direction of the virtual photon.  radiation of







the longitudinal momentum, the energy loss by radiation would probably bias the trans-
versemomentum change towards smaller values. It is unclear, however, how big coherent
bremsstrahlung eﬀects between themuon and the hadron are, as their relative phases de-
pend on the details of hadron formation. us, it would be desirable to calculate the








j2, and estimate the range of the




j < Icoherent < I + Ih.
.. Result
Figure . shows the resultingmeasured cross section aer acceptance correction in com-
parison with the uncorrected values and with the theoretical calculations. e scale on
the ordinate is absolute as it includes the evaluated  luminosity. Using the fac-
tor between neutral pion and charged hadron cross sections obtained in section ...,
the theory curve is scaled and compared to the measured cross section in ﬁgure ., in-
cluding the scale dependence as a colored band. In the region p
T
> 2GeV/c, the ratio
between experiment and theory is approximately constant for the lower edge of the scale
band as well as the central curve, while the upper edge exhibits a slightly negative trend.
Interestingly, there is no evidence for a relative excess of measured over calculated cross
section at the highest p
T
, analog to the one seen in the comparison between data and
Monte Carlo in ﬁgure . on page . Whether this diﬀerence between the  calcu-
lations and the P simulation is due to true higher order eﬀects, or caused by the
diﬀerent description of the virtual photon spectrum, is unclear. But it should be noted,
that none of the two explicitly include radiative eﬀects.
In summary, the slope of the cross section iswell described by the calculations, with rather








for	the	process pp ! X []. Similar	calculations	for	the	case	of	photopro-
duction	are	not	yet	available	but	certainly	desirable.”
A tendency towards an underestimation of measured cross sections by  calculations
has been observed in several other cases, generally increasing at lower center of mass en-
ergies, see [] and references therein. e resummation has been shown to bridge the
gap between theory and experiment to a large degree. Since it is basically an exponentia-
tion of so gluon radiation, it should not depend on the polarization of the quarks, and
eﬀects of changing the relative weights of the contributing sub-processes in the hard scat-
tering are expected to be small []. us, despite a shortfall in predicted cross section,
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Figure 7.23: Muon–nucleon	asymmetry Ah;dLL in	bins	of pT using	different	extraction	methods. The	error	bars
are	only	statistical. The	pulls	for	the	individual	asymmetry	measurements	pertaining	to	each	data	point	are
shown	in	ﬁgures D.1–D.3 on	pages 146f.
erefore, I conclude that themeasured single-inclusive cross section is well described by
the  calculations, so that a comparison of the extracted asymmetries to the predic-
tion for diﬀerent G should be tried in order to add to our knowledge about the gluon
polarization.
. Asymmetries
Using the analysis techniques outlined in theprevious sections, themuon–nucleon asym-
metry Ah;dLL shown in ﬁgure . is extracted. Because of the too small dispersion of fPbeam
shown in ﬁgure . on page , no weighting has been employed, as discussed in sec-
tion ... e three algorithms for asymmetry extraction yield nearly identical results,
which serves as an internal cross check, keeping in mind that the  and ⁿ order meth-
ods diﬀer substantially in the formulas used. At the highest p
T
, the ⁿ order method
performs marginally better, owing to its slightly better use of the available statistics. e
diﬀerence in asymmetry observed between the  and ⁿ order methods in the highest
p
T
bin is signiﬁcant, taking into account that the same data are used and therefore the
slight diﬀerence in statistical uncertainty only allows ﬂuctuations of A= 0:006 accord-
ing to section B.. Other analyses have noticed a tendency towards numerical instability































also be the cause of the observed diﬀerence in this case, however, the pulls distribution
(ﬁgure D. on page ) does not indicate an anomaly.
e cut on the production angle # of the hadron with respect to the incident muon mo-
mentum nearly halves the statistics. e cut at # < 70mrad had been introduced in
the calculation as a rough model for the  spectrometer acceptance, given by
the downstream opening of the target solenoid magnet, but ﬁgure . shows our data
to reach much further in that parameter. e calculations for the new target magnet,
which has an opening angle of 180mrad and is in use since , have revealed that
this improved acceptance does not necessarily increase the signiﬁcance of the obtained
asymmetries as the change in covered phase space also changes the weight of the polar-
ized gluon contribution—in this case in an unfavorable way. Nevertheless, the asym-
metry obtained by omitting the # cut is shown in ﬁgure .. While the individual data
points are statistically compatible with the ones from the standard cut set (in the bin
1:5GeV/c < p
T
< 2GeV/c the diﬀerence amounts to 2:8), it does seem that there is a
trend towards smaller absolute values, similar to a dilution of the asymmetry: the 2 of
the data with respect to a constant asymmetry of zero is 10:5 with and 5:7 without the
cut on #.
. Systematic Studies
eability to invert the target polarizationwithout changing the experimental setup and
themagnetic ﬁelds provides away to investigate false asymmetrieswhich are not canceled
by the extractionmethod. emost obvious source of such asymmetries is the change in
magnetic ﬁelds in the target region when doing a fast polarization ﬂip, leading to diﬀer-
ences in charged particle tracking downstream of the target. Another eﬀect is the move-
ment of the target itself, which amounts to several hundredmicrometers. In general every
eﬀect that is caused only by the change in target solenoid ﬁeld direction causes a repro-
ducible false asymmetry. By inverting the association between magnetic ﬁeld and target
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Figure 7.25: Muon–nucleon	asymmetry Ah;dLL without	cut	on	the	hadron	production	angle # with	respect	to
the	incoming	muon	direction. The	pulls	for	the	individual	asymmetries	pertaining	to	each	data	point	are
shown	in	ﬁgure D.4 on	page 149.
asymmetries cancel in the unweighted average of the asymmetries measured before and
aer the reversal.
However, not all systematic eﬀects are only coupled to the change in solenoid sign, and
also for reasons of optimum exploitation of the available statistics not the arithmetic but
the weighted mean is used to combine the measured asymmetries, making the cancella-
tion of the reproducible false asymmetries imperfect (cf. eq. (.)). e following sec-
tion discusses the quantitative consequences of these points and gives an estimate on the
resulting systematic error. Section .. attends to studies done using diﬀerent cut sets,
which contribute another part of the systematic error. All these investigations are not
suited to quantify a possible universal oﬀset in the asymmetry extraction, which is con-
sidered in section ...
.. Statistical Estimate of the Systematic Error
e basis for this study are the individual run group asymmetry values and their statis-
tical uncertainties grouped by beam time and microwave setting. Let A+ be the overall
asymmetry obtained with the positive microwave setting during one beam time and A 
its counterpart aer microwave reversal. Considering only eﬀects due to the solenoid
ﬁeld inversion, these two can be expressed in terms of the true asymmetry Aphys and the










metries	extracted	for	the	bin 1GeV/c < p
T
< 1:5GeV/c.
A+ = Aphys + Arep A  = Aphys   Arep =) Arep = 1
2
(A+   A ) (.)
e reproducible false asymmetry would cancel completely in the arithmetic average of
A+ and A , but because the statistics recorded within those two samples are not equal it









andmust be treated as a systematic error, albeit a very small one for the three beam times
under consideration. With the reproducible false asymmetry measured, the individual
data points in the A+ sample can be corrected by subtracting Arep, those pertaining to A 
by adding it. If no uncorrelated systematic eﬀects remain, the ensemble of all modiﬁed
individual asymmetry values should exhibit statistical ﬂuctuations according to their un-
certainties. But experience dictates that no experiment can be run at exactly stable con-
ditions over many weeks and every time some characteristics of the spectrometer change
non-uniformly during a run group, the extracted asymmetry will be aﬀected. ese small
per–run group eﬀects add to the ﬂuctuations, an eﬀect which can be quantiﬁed by cal-
culating the 2 of a constant ﬁt to the individual data points. Assuming a Gaussian dis-
tribution for these eﬀects is not too far fetched—at least bigger false asymmetries should
be more rare as we always strive for stability. Besides, a Gaussian distribution is the only
model which is easy to calculate and interpret. e details of the algorithm are presented
in sectionB., its essence is to ﬁnd theGaussianwidth of the uncorrelated false asymme-
tries such that the 2 becomes compatible with the assumption of the constant ﬁt on the
1 level. Please note that this involves adding systematic and statistical errors in quadra-
ture, not scaling the statistical uncertainties with a common factor.
Application of this method to the three beam times leads to the values shown in tables
E.–E. on pages ﬀ. e tables show for each p
T
bin and year the reproducible false
asymmetry Arep with its contribution to the systematic error (Asyst)rep, the 1 interval for
the size of random false asymmetries together with the signiﬁcance of the eﬀect found,
the contribution to the systematic error based on the 1 upper bound on , and ﬁnally
the sum inquadrature for each year, both excluding and including themultiplicationwith
the year’s weight as given in table .. Within each bin of p
T
, the contributions from the
three years are added in quadrature, resulting in the total systematic error.

Systematic Studies
ⁿ order  order (global)  order (ind.) without # cut
Asyst Astat Asyst Astat Asyst Astat Asyst Astat
1 < p
T
< 1:5 0:0014 0:0019 0:0014 0:0019 0:0014 0:0019 0:0013 0:0016
1:5 < p
T
< 2 0:0038 0:0065 0:0038 0:0065 0:0038 0:0065 0:0030 0:0050
2 < p
T
< 2:5 0:0122 0:0199 0:0122 0:0198 0:0121 0:0199 0:0046 0:0147
2:5 < p
T
< 3 0:0275 0:0562 0:0265 0:0561 0:0249 0:0565 0:0199 0:0398
3 < p
T
< 3:5 0:1115 0:1613 0:0858 0:1631 0:0799 0:1675 0:0657 0:1020
Table 7.7: Summary	of	systematic	errors	obtained	by	the	statistical	approach	described	in	section 7.6.1. For
more	details	refer	to	tables E.5–E.8 on	pages 164ff. The	statistical	uncertainties	are	shown	for	comparison.
Apart from the lowest p
T
bin, the signiﬁcance of random false asymmetries as assessed
with this method is in all but one case below 1, and even the worst case only has 3:1.
e calculated systematic errors are in all cases smaller than the statistical ones, typically
around half the size. Due to the statistical nature of the approach, this is the expected
outcome in case of no systematic eﬀects. erefore the conclusion is that the obtained
estimates can be regarded as upper bounds on the systematic error.
is method is complemented by the so-called pulls method, where each individual
value’s distance from the central value is divided by its uncertainty and the obtained
quantity is entered into a histogram. e expectation in case of purely stochastic ﬂuc-
tuations around the central value and correctly determined uncertainties is that the pulls
should be distributed following a Gaussian function centered at zero with a width of
one. e histograms for the pulls of all presented data points are shown in appendix D.
e histograms are ﬁtted with a normalizedGaussian function, ﬁnding in all cases mean,
width and constant factor compatible with ,  and , respectively. e latter is be-
cause the number of bins has been adjusted to  of the number of entries for each
histogram (rounded down). It has been checked that the  of the distribution is com-
patible with the width of the Gaussian ﬁt, and that the 2 probability does not indicate a
bad ﬁt. Interestingly, the distributions are closer to Gaussian than statistically expected,
which manifests in that the 2 is in nearly all cases smaller than the number of degrees
of freedom. As a conclusion, the pulls do not indicate any statistical irregularities in the
asymmetry extraction.
.. Diﬀerent Cut Sets
False asymmetries, caused e. g. by irregular behavior of the apparatus under a solenoid
ﬁeld reversal, canmanifest in speciﬁc sub-samples. erefore, by varying cuts or splitting
the sample in ideally equivalent parts, such eﬀects can be detected. For this purpose, a
tighter deﬁnition of the target volume has been studied as well as dividing the spectrom-
eter in halves along the x or ydirection. e ﬁrst p
T
bin has been chosen, because there
the statistical resolution is best for detecting possibly small eﬀects. e outcome of these
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above. For	an	in	depth	discussion	see	section 7.6.2. The	pulls	for	the	individual	asymmetries	pertaining	to
each	data	point	are	shown	in	ﬁgure D.13 on	page 158.
... Target Cuts
e deﬁnition of the exact target volume is challenging since there is no way to directly
measure the position of the target cage inside the microwave cavity. Because of the ne-
cessity to minimize the amount of material used in holding the target, the mechanical
construction is not stable enough to ensure a positioning accuracy on the sub-millimeter
level, which would be desirable regarding the small transverse dimensions of the target
cells. erefore, in an eﬀort of the  oﬀ-line group, the density of reconstructed
vertexes has been used to discriminate between the helium, the target cage frame and the
target material inside the closed microwave cavity. During this investigation it became
clear that not only the target has been mounted in diﬀerent positions each year but also
that the cage is not completely ﬁlled with ⁶LiD. Hence aer shearing the design target
volume to match the measured positions, also 3mm at the top of the target have to be
cut oﬀ. However, the values of the geometrical correction parameters are not only lim-
ited in precision due to limited statistics, but also due to systematic eﬀects e. g. in vertex
reconstruction. is is why instead of a radius of 15mm only 14mm are used and the
vertical cut for the target ﬁlling level is lowered from 12mm above the axis to 10mm.
It has been argued that even these conservative values are not far enough away from the
real boundaries to ensure a homogeneous ﬁlling of the abstract analysis target volume

Systematic Studies
with real ⁶LiD in all conditions, so another set called tight target has been introducedwith
a radial cut at 12mm and a vertical cut at 8mm. e eﬀect of this tightening is displayed
in ﬁgure .. e relative increase in uncertainty incurred by the cut is , allowing for
ﬂuctuations of up to  of the systematic uncertainty for the smaller sample (1 conﬁ-
dence level), according to sectionB.. eobserved changes in asymmetry amount to up
to 3, but are quite well balanced, decreasing the reproducible false asymmetry—i. e. the
diﬀerence between the asymmetries for the twomicrowave settings within each year—in
 and while increasing it in . e net eﬀect for the complete data set, how-
ever, amounts only to 0:6 and thus is not signiﬁcant.
... Subdividing the Spectrometer
e  spectrometer is nearly symmetric around the beam axis for positive par-
ticles traveling at a momentum of 160GeV/c, owing to the necessity of allowing the un-
scattered beam particles to travel through as little material as possible and avoiding to
blind the detectors near the beam, thus introducing a “beam hole”. Given the vertical
magnetic ﬁeld of the two spectrometer magnets, this symmetry is broken for slower par-
ticles in the le–right sense, but mostly retained in the up–down sense. For negative
particles, the le–right symmetry is violated from the beginning, since their trajectories
are bent in the opposite direction from the beam, making them leave the region of high-
precision tracking earlier than their positive counterparts. is is reﬂected in a slightly
lower reconstruction eﬃciency for negative particles, as can be seen from the slightly
larger statistical uncertainties on the asymmetries shown in ﬁgure .. e purpose of
those two plots is to investigate false asymmetries by checking whether the acceptance
canceling in the asymmetry extraction works even in the case of a signiﬁcantly distorted
apparatus symmetry.
Keeping in mind that the asymmetries from opposing halves of the spectrometer are un-
correlated, the only conspicuous diﬀerence in case of the positive hadrons (upper plot)
is seen between upper and lower half in the year  with microwave setting “minus”.
Without this 2:3 eﬀect, the diﬀerence between upper and lower half for the whole sam-
ple would be nearly zero, but even including it produces only a 1:2 diﬀerence.
In the case of negative hadrons, the lower plot shows a richer structure. e magnetic
interference of target solenoid and ﬁrst spectrometermagnet produces an additional ver-
tical magnetic ﬁeld component, which either adds to or detracts from the ﬁeld integral
seen by the particles, depending on whether they travel downwards or upwards—along
the bent ﬁeld lines or with a small angle to them. Since the negative hadrons are already
suﬀering from lower reconstruction eﬃciency in the outer spectrometer region on the
Salève side, this diﬀerence leads to systematic acceptance changes which are correlated
with the solenoidﬁelddirection. As discussed in section.., this leads to a reproducible
false asymmetry, which cancels in the average of both microwave setting. is is nicely
demonstrated here, where the net diﬀerence between upper and lower half of the spec-
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Figure 7.27: Studying	spectrometer	effects	by	dividing	the	acceptance	in	halves	along	the x or y axes. The
produced	hadrons	are	classiﬁed	by	their	azimuthal	angle	around	the	beam	direction. Left	means	positive x
(Jura side), right	means	negative x (Salève side), up	means	positive y and	down	negative y. The	upper	plot
shows	the	resulting	asymmetries	for	positive	hadrons, the	lower	plot	for	negative	hadrons. The	pulls	for	all
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85%. The	contributions	proportional	to Aphys have	been	determined	by	the  off-line	group.
Regarding the le–right division for negative hadrons, the individual diﬀerences are
mostly of the order of 1, with the exception of the “plus” microwave setting during the
year , where an eﬀect of 1:9 is seen. However, since in almost all cases the asym-
metry obtained from the right half of the spectrometer is smaller than that from the le
half, the overall diﬀerence between le and right amounts to 2:3. is is the largest
eﬀect seen, but given its little signiﬁcance it might still be a statistical ﬂuctuation (the
probability for  measurements lying on one side of the underlying value is still ).
.. A Possible General Oﬀset
emethods used for quantifying possible systematic eﬀects all rely upon the same algo-
rithms for asymmetry extraction and provide only internal consistency checks. A truly
general oﬀset in measured asymmetries would go undetected. However, there is no rea-
son to believe a priori that the asymmetry for p
T
< 1:5GeV/c should be large, given
e. g. the theory calculations which predict a very small asymmetry between  0:01 and
0:02, independent of the chosen G. erefore it can be concluded, that a general oﬀset





Concerning systematic errors, diﬀerent conventions are in use. Following [], the con-





Aphys (Asyst)indep (Asyst)prop Asyst
1 < p
T
< 1:5 0:0019 0:0019 0:0067 0:0002 0:0067
1:5 < p
T
< 2  0:0177 0:0065 0:0067 0:0015 0:0069
2 < p
T
< 2:5  0:0033 0:0199 0:0067 0:0003 0:0067
2:5 < p
T
< 3 0:0195 0:0562 0:0067 0:0017 0:0069
3 < p
T
< 3:5 0:2255 0:1613 0:0067 0:0195 0:0207
Table 7.9: Evaluation	of	the	systematic	uncertainties	summarized	in	table 7.8 to	the	asymmetries	extracted
using	the	standard	cut	set	and	the	2ⁿ order	method.
quote a systematic uncertainty. On the other hand, the  collaboration prefers
to publish upper bounds on the systematic uncertainty, estimated using statistical tech-
niques. In case of no observed systematic eﬀects, this leads to systematic errors which are
roughly half the size of the statistical uncertainties, a connection that is quite unintuitive.
Usually, the statistical uncertainty is decreased by taking more data, but the systematic
uncertainty is given by the experiment and analysis method and should stay constant,
unless the apparatus or the measurement technique can be further reﬁned.
Adhering to the experiment policy, it is preferable to use the most precise sub-sample
for the determination of systematic uncertainties concerning the asymmetry extraction.
Because of the steep drop in statistics for higher p
T
, this eﬀectively reﬂects that no sys-
tematic eﬀects are seen where the statistical uncertainties are huge. e contributions
to the statistically estimated part of the systematic uncertainty are given by the upper
bounds calculated in section .. and the absolute size of movements of the data points
by the diﬀerent cut sets examined in section ... In the latter case, the diﬀerence A
obtained between data sets is calculated with error propagation, quotingA+ (A) so
that the values consistently correspond to a conﬁdence level of . e contributions
from section ... have been scaled by their relative weight in themeasurement, as they
aﬀect only a sub-sample, e. g. negative hadrons.
Another source of systematic uncertainty comes from the dilution factor f and the cali-
bration of polarization measurements for beam and target. ese uncertainties amount
to  each, as determined by the  oﬀ-line group, and translate directly into a
 uncertainty in the asymmetry for each of the three parameters.
e contributions to the systematic error are summarized in table . and their eﬀect is
evaluated for the measured asymmetries in table ..
. Discussion
e comparison between the extracted asymmetries from ﬁgure . and the next-to-
leading order predictions in ﬁgure . is shown in ﬁgure .. Taking into account the
systematic uncertainty displayed as a red band, the data are compatible with the stan-
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Figure 7.29: Reduced 2 calculated	for	the	four	theory	curves	in	ﬁgure 7.28 with	respect	to	the	three	(left)	or
four	(right)	largest-p
T
data	points. The	number	of	degrees	of	freedom	is	two	or	three, respectively, accounting





1:65GeV/c would favor a slightly higher gluon polarization, assuming that one can at
least qualitatively interpolate between the four graphs. A substantially negative gluon
polarization seems to be disfavored. is is corroborated by the le plot of ﬁgure .,
where theconﬁdence interval forG/G is approximately0:10:7 andG/G <  0:2
can be excluded on the  conﬁdence level.
All of this discussion depends on whether the calculation of asymmetries can be trusted,
while the unpolarized cross section comes out four times smaller than measured. If the
“all-order resummations of large logarithms,” hinted at in [], are found to bring the
unpolarized cross section to the measured magnitude, it is not completely clear whether
the polarized cross section also is increased by the same factor. If not, that would change
the prediction for the asymmetries and would probably lead to a diﬀerent interpretation
of the data.
e gluon polarization is not the only unknown in the  calculations, even less is
known about the polarized structure of the photon. is is expressed in ﬁgure . in
the dashed and solid lines, corresponding to two extreme scenarios for the photon .
While the diﬀerence obtained is very small at larger p
T
, it dominates the gluon contri-
bution at p
T
< 1:5GeV/c, where the statistical precision of the measurement is best.
erefore, given reliable calculations for this kinematic range,  would be in the
position to constrain the polarized photon . However, the current theoretical re-
sults seem not yet to be mature enough, as indicated by the large scale dependence and
K-factors shown in section ...
If new calculations can reproduce the measured unpolarized cross section and improve
their reliability at lower p
T
, it will be most interesting to perform a real ﬁt of the gluon
polarization and of the polarized photon . Unfortunately, the computational cost
will probably be too high, so that discrete 2 distributions might have to suﬃce, as have




In the course of this thesis, three core soware packages for the  experiment
have been implemented and deployed. First was the conﬁg_server in the year ,
responsible for programming the front-end electronics reading out most of the de-
tectors and conﬁguring the trigger control system . Second was the online ﬁlter
, enabling  to record higher trigger rates by increasing the purity
of the ﬁrst level trigger decisions before the data are written to disk; this work has been
done together withiemoNagel, who took over responsibility for this project in .
e third was the data acquisition system, for which I took over responsibility in fall of
 from Lars Schmitt, who had just begun a major system upgrade with completely
new hardware and soware. Aer ﬁnishing the setup, the system has been maintained
throughout the beam time of  and—together with Damien Neyret—.
In the beam times of –,  has recorded about 1:5 fb 1 of deep inelas-
tic scattering with polarized deuteron target and polarized muon beam, allowing for un-
precedented precision measurements of the spin structure of the nucleon. is thesis
presents the ﬁrst measurement of the polarized cross section for single-inclusive produc-
tion of charged hadrons in deep inelastic lepton scattering, complementing earlier results
from  concerning the production of jets [] or neutral pions [] in pp collisions
at
p
s = 200GeV. emeasured unpolarized cross sectionmatches the shape of a predic-
tion []—obtained from calculations in next-to-leading order perturbative—very
well, but the absolute normalization is found to be four times as high as predicted. A pos-
sible explanation for this discrepancy is given by the authors, who believe that at relatively
low center of mass energy, the contributions to the matrix element beyond the next-to-
leading order contain sizable large logarithms arising from so gluon bremsstrahlung.
ese should be summed up in all orders in order to obtain a physically meaningful re-
sult, a process which has been done for pp scattering, but not yet for deep inelastic lepton
scattering. It is expected, that the resummation is independent of spin polarizations, thus
it is not unreasonable to assume that they will not severely aﬀect the calculated double
spin asymmetries.
e measured double spin asymmetry is found to be small, compatible with positive

 C
gluon polarization within the model of the calculations. Evaluation of 2 for the four
theory curves corresponding to diﬀerent gluon polarizations yield a preference for a large
positive gluon polarization. It should be noted that this statement depends on theGRSV
model for the polarized gluon distribution functions and is based on the limited range
in x
g
covered by the  spectrometer. is range itself cannot easily be quanti-
ﬁed, as the momentum fraction carried by the gluon cannot be directly measured and
needs to be extracted using a model; it even depends on the polarized gluon distribution
functions which we are trying to measure.
To further our knowledge on the composition of the nucleon spin, a joint eﬀort of dif-
ferent experiments, operating in diﬀerent kinematic regions, is needed, contributing the
data for a global analysis. is encompasses ﬁxed target muon scattering experiments
with their high luminosity and well understood beam structure as well as polarized
hadron colliders with their direct access to the gluon and to the parton kinematics, and
will also require the extended x
B
range oﬀered by a polarized electron–proton collider





When dealing with fast particles it comes in handy to choose light-cone coordinates, in




(x0  x3) ~x1;2 = x1;2 ~g =
0BB@
0 1 0 0
1 0 0 0
0 0  1 0
0 0 0  1
1CCA (A.)
x  y = ~x+ ~y  + ~x  ~y+   ~x1 ~y1   ~x2 ~y2 (A.)
Real photons moving in z direction then have ~p =

E; 0; 0; 0

. ~x+ takes over the role of
x
0 as evolution variable and quantization happens at equal ~x+ instead of at equal time. It
























































































A F  F
e projection operators show that the upper components of the resulting spinors are
the “good”, light-like components while the lower ones correspond to the violation of





eGell-Mannmatrices are the usual choice of generators for the SU(3) symmetry group.
eparticular representationmakes it obvious that SU(3) includes pair-wise SU(2) of the































































is appendix is just a convenience collectionof statistical relationswhich I have to derive
formyself from time to time. So, not to have to do it each time again, I decided to devote































= hx2i   hxi2 (B.)





















































B. Error of an Asymmetry
Given an asymmetry A= u d
u+d
extracted from u+d = N events, the asymmetry according










































Given a set of values x
i
with corresponding uncertainties x
i
, which are to be averaged,

































































































35 != 0 (B.)
is must be true for all x
i






is constant. As obviously the con-










B. Allowed Fluctuation when Adding Data
When comparing data points which result from correlated samples it is useful to have a
simple criterion at hand whether the variation between the results can be attributed to

Allowed Fluctuation when Adding Data














statistical ﬂuctuations or not. e most common case is that sample z
i
is a superset of
sample x
i
, where themissing elements are denoted y
i
and each of the individual measure-




be the weight associated to the
expectation value hxi, the latter of which will be called x in the following for brevity, and



















is that thediﬀerencebetween the expectation values xand yis smaller than a certain
multiple of the standard deviation for that diﬀerence:










e condition needs to be expressed in x and z and their uncertainties, which simpliﬁes



















< CL  x (B.)
Usually in a plot you see the change in uncertainty and the movement of the data point
relative to the previous position. If the uncertainty gets smaller by , then the relative

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degrees 1 2 3 4
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Table B.2: 2 intervals	corresponding	to	the	central	interval	of	the 2 probability	distribution	for	a	given
conﬁdence	level.




= 3:3, so that the point may move
up to  of the original uncertainty for a conﬁdence level of  (CL = 1). is is
summarized for diﬀerent settings in table B.. In the case " 1 the formula simpliﬁes top
" for the relative allowed movement at the 1 conﬁdence level.
B. Testing the Signiﬁcance of Systematic Eﬀects
Whendata are naturally grouped inunitswhich should yield a bias-freemeasurement of a
common quantity, the question arises whether the statistical errors alone account for the
observed variations or if uncorrelated systematics add to them. If the measured quantity
is not known a priori, as it would be e. g. in the case of deliberately canceling the physics
asymmetry using inverted microwave settings, the weighted average of all data can be
used as a best estimate. Like when ﬁtting a constant value to the data points, a 2 can be
calculated. If the statistical errors correctlymodel the ﬂuctuations then the 2 probability
P(2; n)—with n being the number of degrees of freedom—should at 1 conﬁdence lie
within the interval [15:7; 84:3]. is can be exploited to obtain statistical limits on
the magnitude of uncorrelated systematic eﬀects.
Let 
i
be the statistical errors of themeasurements x
i














is the modiﬁed 2. Using e. g. a binary search  can then be tuned so that P equals the

Testing the Signiﬁcance of Systematic Eﬀects
borders of the chosen conﬁdence interval¹, leading to an equivalent conﬁdence interval
for the size of the uncorrelated systematic error. Table B. shows the 2 intervals resulting
for certain numbers of degrees of freedom and conﬁdence levels.





be the weights of the individual data points. eGaussian uncertainty on











¹Unless 2(0) already lies within the requested conﬁdence interval, which would mean that the lower






Like conﬁg_server, LOAD and dimclient use the  name service to ﬁnd the modules
which are to be talked to. As these commands are equently executed on control room
computers and other soware on these computers also employs , but using a diﬀerent
name server, it is not the environment variable DIM_DNS_NODE which is considered but
DIM_DNS_NODE_CS. e shell startup scripts of the common online account set things up
correctly, but if a user wants to use these commands om his own account he will have to bear
this in mind.
e heart of the  conﬁguration server system is the conﬁg_server daemon,
which runs on the -s. First, the main program checks its location given
by the DB_CLIENT and DB_SERVER environment variables, which deﬁne the
VME_host_name to be looked up and the  server host to connect to. e 
library also needs the environment variableDIM_DNS_NODE set. As outlined in sec-
tion ..  provides a special name service at which the conﬁg_server needs to register
the Restart and Reexec commands. Aer doing so and creating the twomappings for
-bit and -bit data access, the database is queried to ﬁnd all modules attached to this
- and the corresponding module objects are instantiated. ere are two ways
to ﬁnd out the correct module type: if the Type column is NULL, the source ID range
of – is associated with normal GSCA modules, the rest with . Other-
wise the Type information from the database determines which class to instantiate where
all types but  are handled by the GSCAmodule since they share the basic pro-
gramming sequence.
Each module class is derived from the general Module, which deﬁnes general module be-
havior: it creates the seven standard  services listed in section .. plus the three
standard commands, it provides the database entry in a special class, which is refreshed
from the  server on each call to Initialize and it deﬁnes convenient error reporting
classes which can be thrown via the exception mechanism to be saved in the ErrorString

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 service. It also keeps a textual representation of the last read database contents in the
Conﬁguration  service. e  services are registered in a service map which allows
easy creation and update of services by simple C++ assignment.
e commands registered by theModule class start a separate thread for eachmodule
being initialized so that diﬀerent devices can be programmed in parallel. In case of the
s connected toGSCAmodules this parallel execution saves a lot of time since every
byte of the  program is transferred via an I²C transfer which takes thousands of 
cycles to complete; these cycles would be wasted in a single-threaded environment. It is
ensured that the same module initialization code does not run twice at the same time
by utilizing a mutex; whether the command arriving later is queued or refused can be
conﬁgured.
e modules only have to provide three methods: Initialize, ReadStatus and Reset,
which are called when the corresponding  command is received. For LOAD
to work correctly, all three methods must correctly set the ﬁnal ModuleStatus 
service to reﬂect the failure or success of the operation. ese status codes are
deﬁned in cs_types.h, where the ﬁnal status can be MS_READY , MS_ERROR,
MS_WARNING orMS_ERROR_WARNINGwith the obviousmeanings. e interme-
diate status codes MS_INITIALIZE, MS_RESET , MS_READSTATUS, MS_DBXS,
MS_ERROR_CONT and MS_WARNING_CONT are purely informational. LOAD
uses these to display a progress indication in case a single GSCA-type module is be-
ing programmed. is is possible since each write to a  service causes a value up-
date—whether the value actually changed is immaterial—activating a call-back which
had been registered by LOAD for this purpose. But beware, these notiﬁcations are not
guaranteed to be delivered! If two updates happen too close in time the ﬁrst one may be
discarded.
In the following the GSCAmodule is described in more detail. e module is
written and maintained by Fritz-Herbert Heinsius.
C.. eGSCAModule
e GSCA module translates the Reset and ReadStatus commands to Initialize inter-
nally, sincemost of the executed code is the same. All hardware accesses are programmed
in a write and a read form—for veriﬁcation where it makes sense and is possible for the
hardware—and it depends on the init_mode bit mask which are executed. If the com-
mand was ReadStatus, only veriﬁcation is done, while in case of Initialize writing and sub-
sequent veriﬁcation is done. is uncovered many hardware problems while debugging
the programming procedures. All three commands take an integer parameter which de-
scribes the subset of possible programming steps to be taken. Since it is usually only
necessary to reset and program the  chips when facing data errors, it would be in-
eﬃcient to always reset the whole hardware chain. erefore the Reset command only
load the pedestals and thresholds into the s and resets and programs the s. For










Figure C.1: Representation	of	the	modiﬁcation	history	of	a	table	in	the	front-end	database. The	arrows	show
how	to	go	backwards	in	history.
step. Further information on the available programming steps is available in the output
of LOAD -h.
Each GSCA module keeps a hardware_mutex to guard against concurrent execution
of the Reset, ReadStatus and Initialize commands. is is necessary since the generic code
only protects each command from itself.
C.. Database Layout
As detailed earlier one of the main motivations to introduce a front-end conﬁgura-
tion database was to make modiﬁcations traceable. us, the database must be able
to store the history of changes done to an equipment. For this purpose each ta-
ble—with the exception of the web page related tables METATABLE, STARTTABLE and
VERSION_TAGS—contains the two columns:
Version_tag stores the symbolic version tag if the entry is the current one in
any of the deﬁned versions. e default version selected by the
conﬁg_server is latest, but there are also calibration, testing, inactive
and disabled, which can be selected by giving it as the argument
to a dimclient	cmd hpccofeXXi/Restart command. e references to
Readout Buﬀer slots, module programs,  programs and front-
end programs can be annotatedwith a diﬀerent version by append-

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ing a colon and the desired version tag. is is used so that not
everything has to be duplicated when e. g. in fact only some ports
shall be disabled in the testing conﬁguration.
Modiﬁcation_date is a column of type TIMESTAMP which records all changes to the
column. In principle there should be no changes apart from retir-
ing it when creating a new version. In this case, which is trans-
parently handled for each time a user makes a change via the
fedb.pl web interface, the old modiﬁcation date is copied to the
Version_tag columnandModiﬁcation_date is set to the current time,
which is also the modiﬁcation date of the new entry.
Figure C. illustrates how the algorithm stores the modiﬁcation history of all items in
the database. Given below are the descriptions of the tables used in the database devdb
in alphabetical order. As the module is written andmaintained by Fritz-Herbert
Heinsius alone,  speciﬁc ﬁelds are not described here.
FRONTEND is is the biggest table in the database, where all front-end cards
are registered. e meaning of some of its entries depends on the
detector type to which they are associated. In case of the GSCA
readout chain the rows of this table correspond to single  chips
or each of the two sides of an  card. In the following all en-
tries which have a diﬀerent meaning for  and GSCA are
marked with an asterisk:
Detector Descriptive name of the detector module the front-
end card is connected to.
*Geographic_ID Numeric identiﬁcation of the front-end on the con-
centrator module. In case of GSCA this is the I²C
address of the  chip or / for the lower/upper
side of the  card.
TBname e canonical name of the detector plane to which
this front-end is connected.
Format_ID Numeric distinction between diﬀerent hardware ver-
sions of the front-end.
State Overall activation status of the front-end. It will not
be accessed unless this ﬂag is non-zero.
*Calibration_Info In case of GSCA  entries this holds the name
of the pedestal ﬁlewhich is to be loaded into the zero-
suppression chip.
*Conﬁguration In case of GSCA a string describing either the 
or  register settings to be applied or tested.

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FRONTEND_program e name of the corresponding entry of table
FRONTEND_PROGRAM, which describes the so-
ware to be downloaded to the front-end card. is
is NULL in case of the  entries.
MODULE_source_ID is links the front-end card to the concentrator
module. Its partner column lives in tableMODULE.
Port e port on the concentrator module to which this
front-end is connected.
*FRONTEND_serial_number unused in GSCA case
*CableName unused in GSCA case
*Number_of_TDC unused in GSCA case
*Frontend_disabled unused in GSCA case
*Gate_Window unused in GSCA case
*Gate_latency unused in GSCA case
Version_tag see beginning of section
Modiﬁcation_date see beginning of section
FRONTEND_PROGRAM Most front-end cards have a reconﬁgurable logic in form
of an  chip. ese chips lose their programming if the voltage
drops—even for a short time—below a certain threshold, so they
need to be reprogrammed frequently. ese programs are available
on the network ﬁle system in the experiment hall and this table is
there to describe and locate them.
FRONTEND_program Name of the program as referred to from the
FRONTEND table.
Description Shortmention of features of this speciﬁc programﬁle
version.
FRONTEND_setup_ﬁle File name on the network.
Version_tag see beginning of section
Modiﬁcation_date see beginning of section
MACROS All text ﬁelds in the other tables feature macro expansion of the
form $macro_name. Macros may expand to contain other macros,
but expansion is stopped at a nesting level of  to avoid endless
loops.
Name Name by which the macros is to be invoked.
Expansion Expansion text, which may contain further macros.
Version_tag see beginning of section

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Modiﬁcation_date see beginning of section
METATABLE is table is only used for the fedb.pl web front-end. It contains a
description of the editable items, possible values and sorting crite-
ria.
tablename Name of the table this entry applies to.
colname Name of the column in that table.
type Data type, which can be c for strings, i for decimals
and x for hexadecimals.
dropdown If non-empty this is either a comma-separated list
(starting with list), the word print which means read-
only or a  statement yielding a list of values to
choose from.
prio e display of columns is ordered by this value.
orderby edisplayed rows are ordered by the columnswhich
have a non-NULL value here. Higher numbers mean
lower sorting priority.
MODULE Being the main entry point for the conﬁg_server, this table repre-
sents parameters of the concentrator modules as well as their con-
nections to front-end cards,  crates and Readout Buﬀers.
MODULE_source_ID e unique characteristic of the module.
State Global activation state of this module. If set to zero
the module will not be programmed.
VME_host_name  name of the -, which also uniquely
identiﬁes the  crate housing the module.
VME_base_address Start address of the module’s conﬁguration space in
on the  bus.
VME_slot Mechanical slot number inside the crate.
Detector Name(s) of the detector(s) which are read out using
this module.
MODULE_program Reference to the programming entry in table
MODULE_PROGRAM.
TCS_program Reference to the programming entry for the con-
nected  receiver card in table TCS_PROGRAM.
ROB_slot e name of the Readout Buﬀercomputer and the
- card number in the range –.

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Type Module type. Initially there were only  and
GSCA, which could be distinguished by their base
address ranges, but then came the  controller
and prescaler, which are also programmed using
the conﬁg_server, andHGSCAmodules, which
have integrated  receivers.
MODULE_serial_number unused in GSCA case
Conﬁguration unused in GSCA case
CableName unused in GSCA case
Slink_format_ID unused in GSCA case
Slink_mode unused in GSCA case
Trigger_mode unused in GSCA case
Version_tag see beginning of section
Modiﬁcation_date see beginning of section
MODULE_TYPES is table only lists the diﬀerent concentrator module types.
Type enumber as it should be entered into theMODULE
table.
Description Name of the module type.
SPILLBUFFER e data concentrator modules are connected to Readout Buﬀer
slots, which are listed in this table.
ROB_slot e name of the port as it is entered into the
MODULE table. is is the  name of the
computer with the card number appended like
pccorb12_2.
CableName unused in GSCA case
Type - comes in three variants which can transport
100MBs 1, 128MBs 1 and 160MBs 1 respectively.
Version_tag see beginning of section
Modiﬁcation_date see beginning of section
STARTTABLE is table is used only by the fedb.plweb front-end to describe the
possible item selections the user can make.
tablename Name of the table to select entries from.
dropdown  subexpressionwhich is select’ed from the table to
generate the list of items.

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description e descriptive type of items that are generated by
this rule. is is printed next to the generated drop
down menu on the web page.
query e full  query to be used when generating the
list of items. e string XXXwill be substituted by the
selected Version_tag.
TCS_PROGRAM e  receiver module which is plugged to the back of the data
concentrator modules also needs to be programmed as it is also
based on an . is table is very much comparable with the
FRONTEND_PROGRAM table.
TCS_program Name of the program as referred to from the
MODULE table.
Description Shortmention of features of this speciﬁc programﬁle
version.
TCS_setup_ﬁle File name on the network.
Version_tag see beginning of section
Modiﬁcation_date see beginning of section
VERSION_TAGS is single-column table lists the known version tags and is used to
create a drop downmenu on theweb page for version tag selection.
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C.. Tools
Several small utilities have emerged along the way of creating , the most
important of which are listed here:
C... calibrator
e auto-calibration system outlined in section . is based on the central calibrator dae-
mon to gather the statistics of one run andperform the ﬁts necessary for auto-calibration.
It runs on an online computer which usually is not working to full capacity so that the





is is the Swiss Army Knife for   streams. It is linked with libshift so that it
can read ﬁles transparently from the Event Builders or from and it can write the
output to a ﬁle—possibly also a libshift path—or to a network port, allowing the eﬃcient
long distance transfer of data. e most useful part, however, is that it can ﬁlter the data
by triggermask or spill number and that it can even accept only the data from speciﬁc de-
tectors. e latter can be used to create excerpts for testing of —leaving out
all source IDswhich are not decoded anyway—or for detector studieswheremany events
are needed and the information from other detectors costs only transfer and processing
time.
C... eob_monitor
e  libraries provide online monitoring facilities, to which clients can con-
nect. Normally the Event Builder monitoring buﬀers are ﬁlled by the eventBuilder pro-
cess, but in case  is running it takes over to allow the monitoring of the
ﬁltered data stream, especially the ﬁlter summary information attached to each end-of-
burst event. erefore the eob_monitor connects to all running  instances
and uses the ﬁltering capabilities of the monitoring library to receive all end-of-burst
records. Aer adding up the statistics the obtained accept ratios are written to a 
database which is in turn displayed on the shi crew’s monitoring display. is way the
spill-by-spill stability of data taking conditions for the individual triggers can be directly
observed by the shi crew.
C... hist_draw
e histograms created for calibration are also saved to disk for later inspection should
something have gone wrong. Since  is written in C it cannot directly link
to  to create these histograms, but that would also be exaggerated since the core
functionality—counting in bins—can easily be implemented in . hist_draw
reads the  speciﬁc histogram ﬁles and displays them or saves them in the
 format for further processing.
C.. Conﬁguration System
is section is meant as a starting point for someone wanting to create a new
 ﬁlter module. e existing prescaler module is used as an example as it







The main activation ﬂag for this ﬁlter. If it is set to zero,
the ﬁlter will not be executed.
</Active>
<RunTriggers type=”CT_ARRAY_UINT” unit=”trigger number”
location=”yes_triggers”>
<default>0</default>
Triggers for which the ﬁlter should be executed.
</RunTriggers>
<DontRunTriggers type=”CT_ARRAY_UINT” unit=”trigger number”
location=”no_triggers”>
Triggers for which the ﬁlter may not be executed.
</DontRunTriggers>
<HotTriggers type=”CT_ARRAY_UINT” unit=”trigger number”
location=”hot_triggers”>
<default>0</default>
Triggers for which the ﬁlter module is run ”hot” and ﬁlter decision are
really enforced. For triggers that are not speciﬁed as ”hot”, the ﬁlter








e  build system scans the source tree for all ﬁles ending in _conﬁg.xml,
generating the various output ﬁles from them. First of all, the declaration of the
struct prescaler_conf_s is generated, which is used by the module code to access the con-





* The main activation ﬂag for this ﬁlter. If it is set to zero,

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* Triggers for which the ﬁlter should be executed.
**/
unsigned int ** yes_triggers;
/**
* Triggers for which the ﬁlter may not be executed.
**/
unsigned int ** no_triggers;
/**
* Triggers for which the ﬁlter module is run ”hot” and ﬁlter decision are
* really enforced. For triggers that are not speciﬁed as ”hot”, the ﬁlter
* module is run in tagging-only mode.
**/
unsigned int ** hot_triggers;
/**





typedef struct prescaler_conf_s prescaler_conf_t;
#endif
You can see how conﬁguration items marked CT_UINT are translated to unsigned int and
CT_ARRAY_UINT to and array of pointers to unsigned integer. It is necessary to use the dou-
ble indirect representation to be able to signal the end of the array while still allowing all
possible values for unsigned int to be given in the conﬁguration ﬁle. e second generated
ﬁle is the default conﬁguration for the prescaler module. e values are taken from the
<default> tags in the prescaler_conﬁg.xml ﬁle:
<Prescaler instance=”default”>
<!-- type: CT_UINT unit: boolean -->
<Active>1</Active>













<!-- type: CT_UINT unit: - -->
<Factor>10</Factor>
</Prescaler>
Multiple <default> tags can be given to create multiple entries in array items. e third
output is the TEX source which shows the conﬁguration tree:
\begin{tree}{Prescaler}{-}{-}
Sorry, no description yet.
\begin{tree}{Active}{CT_UINT}{boolean}
The main activation ﬂag for this ﬁlter. If it is set to zero,
the ﬁlter will not be executed.
\end{tree}
\begin{tree}{RunTriggers}{CT_ARRAY_UINT}{trigger number}
Triggers for which the ﬁlter should be executed.
\end{tree}
\begin{tree}{DontRunTriggers}{CT_ARRAY_UINT}{trigger number}
Triggers for which the ﬁlter may not be executed.
\end{tree}
\begin{tree}{HotTriggers}{CT_ARRAY_UINT}{trigger number}
Triggers for which the ﬁlter module is run ”hot” and ﬁlter decision are
really enforced. For triggers that are not speciﬁed as ”hot”, the ﬁlter
module is run in tagging-only mode.
\end{tree}
\begin{tree}{Factor}{CT_UINT}{-}




In addition to these user-visible output ﬁles, also internal glue is needed so that the con-
ﬁguration subsystem knows how to ﬁll the values obtained from the  ﬁles into their
corresponding C structures. src/conﬁg/conﬁg_ylate.inc provides the oﬀsets of the data
destination relative to the beginning of the conﬁguration structure in question:
/**************************************************
* The main activation ﬂag for this ﬁlter. If it is set to zero,

Histo















* Triggers for which the ﬁlter module is run ”hot” and ﬁlter decision are
* really enforced. For triggers that are not speciﬁed as ”hot”, the ﬁlter










For the module name to be associated with the size of the corresponding con-
ﬁguration structure, a list is currently maintained by hand near the beginning of
src/conﬁg/conﬁguration.c, into which a new module would have to be entered before it
can be conﬁgured.
C. Histo
eorigin of the  package lies in histogramming large data sets, which implies that
this functionality is made available with very low programming overhead for the user.
ere are two shortcomings in the approach:




• If a great number of histograms need to be customized (think axis titles, colors, and
so on), this has to be explicitly stated for each single one.
While being part of the initial problem, C++ also entails themeans to solve it. A custom
container class has been written, whichmanages histograms and creates them as they are
used, based on user-deﬁned templates which are matched to the histogram title. It also
manages the hierarchical result tree mentioned in section .., including the routines
to create pretty plots with labeled graphs for the comparison of asymmetries (which are
discussed in their own section C..).
C.. User Interface
e user simply creates a Histo object with the default constructor. is object is al-
ready preconﬁgured so that simple histograms can be ﬁlled right away. e repertoire
encompasses the  histogram types TH1D, TH2D and TH3D—including their siblings
for other numerical data types—and TProﬁle. Additionally the same ﬁlling methods can
be used to gradually construct graphs (TGraphAsymmErrors). In the following a * denotes
one of these ﬁve possible target types, which are then abbreviated as 1, 2, 3, P and G re-
spectively.
C... Filling
Filling is done with the Fill*methods, which take a diﬀerent number of arguments for the
diﬀerent objects to be ﬁlled, see table C.. Histograms of other numerical data types are
ﬁlled with the same methods, always passing the values as double.
FillG is special in several aspects. Let us ﬁrst look at the err* arguments:
• if none of them is present, all errors are set to 
• if only err and err are present, they are taken to be symmetric x and y errors re-
spectively









e argument list documented in table C. is used to add a point at a given position.
However, oen it is necessary to simply advance the x position by a constant amount
and add a point there. is is accomplished by substituting the x argument by a string
label argument. When drawing the graph this point will be labeled with the given string.

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Fill1 string name, SetDefault1 string pattern,
double x int bins_x, double x_low, double x_high,
Create1_ty, Finish1_ty, Draw_ty,
char* draw_optiony, Types typey
Fill2 string name, SetDefault2 string pattern,
double x, int bins_x, double x_low, double x_high,
double y int bins_y, double y_low, double y_high,
Create2_ty, Finish2_ty, Draw_ty,
char* draw_optiony, Types typey
Fill3 string name, SetDefault3 string pattern,
double x, int bins_x, double x_low, double x_high,
double y, int bins_y, double y_low, double y_high,
double z int bins_z, double z_low, double z_high,
Create3_ty, Finish3_ty, Draw_ty,
char* draw_optiony, Types typey
FillP string name, SetDefaultP string pattern,
double x, int bins_x, double x_low, double x_high,
double y double y_low, double y_high,
CreateP_ty, FinishP_ty, Draw_ty,
char* draw_optiony
FillG string name, SetDefaultG string pattern,
double xz, y CreateG_ty, FinishG_ty, Draw_ty
double errz, errz char* draw_optiony
double errz, errz
Table C.1: Arguments	of	the Fill* and SetDefault* methods. Optional	arguments	are	marked	with y. For	the
arguments	marked	with z see	the	detailed	explanation	in	the	text.
C... Defaults
Default settings can be added for -dimensional, -dimensional, -dimensional and pro-
ﬁle histograms or graphs via the SetDefault* methods. ese default settings are stored
in a list for each histogram type, which is traversed each time a histogram is created. As
soon as amatch is found between the requested histogram title and the globbing pattern¹
these settings are applied to the newly created histogram. It is important to note that his-
tograms need not be created beforehand, since they are automatically created when they
are ﬁrst ﬁlled with the Fill* methods. If special actions need to be taken for certain his-
tograms, the creation can also be explicitly requested by using the GetHist* methods.
To allow greatest possible freedom in the customization done by the user, the SetDefault*
methods take lists of functions which are called with a pointer to the object which is to
be manipulated. More speciﬁcally, the functions need to ﬁt the declaration
void func(<type>* obj);
where func is the name chosen arbitrarily by the user and <type> is the histogram type
for CreateX_t and FinishX_t or TVirtualPad for Draw_t. If only a single function pointer
(this includes NULL for “none”) is needed, then it can be given directly as an argument to




the SetDefault* method, otherwise a list has to be explicitly created using the constructor
which takes a variable argument list like this:
Create1_t( func, func, …, NULL)
It is important to terminate the list with a NULL pointer. e CreateX_t list is executed di-
rectly aer histogram creation, the FinishX_t list execution is initiated by the user with the
method Histo::FinishAll and the Draw_t functions run aer the histogram has been drawn
on the canvas².
For common tasks Histo provides readily usable static methods:
SumW Calls the SumW2 method of the  histogram, which enables
more statistics book-keeping and has other side eﬀects, see [] for
details.
BinLogM Resets the binning of the Histogram along the M axis, so that the
number of bins stays the same, but the bin edges are equidistant
when the axis plotted in log scale. is has been used e. g. to pro-
duce the plots showing the Q 2 distribution.
SetLogx Sets the pad coordinates to be logarithmic along axis xbefore draw-
ing the histogram. is function goes in the Draw_t lists.
AxisFromTitle Sets the axis title(s) from the histogram name. Multiple dimen-
sions are separated using the string vs (notice the spaces surround-
ing it). An N-dimensional histogram type takes only the ﬁrst N
parts of the title, beginning by the last axis, which is the z-axis for
three-dimensional histograms.
To keep the SetDefault* calls short all arguments aer the necessary bin counts and his-
togram edges are optional. e default values for the arguments are empty for the lists
and draw_option, except for the draw_option of a graph, which is ”ap”.
C... Object Ownership
If you feel that you are not completely comfortable with the  concept of object
ownership, please read the corresponding chapter in the User’s Guide [].
By default, all histograms and graphs create by the Histo object are disowned, which
means that they don’t belong to a speciﬁc  directory. is has the advantage
that the user has direct control over when and how the objects are destroyed, in con-
trast to the situation where the lifetime of the  directory—e. g. a ﬁle—determines
the lifetime of the objects it contains. ere are two methods, DisownHistograms and
²e type of the argument is TVirtualPad* because the macro gPad is used internally
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DontDisownHistograms, which change this behavior, but they don’t work retrospectively,
so if you need to change the owner of a histogram aer its creation, you have to do it by
hand (calling SetDirectory(0) for the object in question).
C... Placing Histograms in Directories
Every time a histogram or graph is created, the current  directory gDirectory is
changed temporarily to the internally saved directory. Upon creation of the Histo object
the internal directory is initialized with the current gDirectory, but the user can change
this with the following methods:
• SetFile accepts either a TFile* or the name and optionally an open mode for a TFile
which is to be created by the Histo object.
• SetDirectory simply sets the internal directory to the supplied TDirectory*.
If a ﬁle was previously set using SetFile, this ﬁle is closed when executing one of the above
methods. An important usage of the internally saved directory is that themethodWriteAll
writes all objects to this directory unless a diﬀerent directory is speciﬁed as the ﬁrst pa-
rameter. e destructor of the Histo class callsWriteAll automatically if a writable TFilewas
registered using the SetFile methods.
C... Printing
Aer ﬁlling the histogram they usually are displayed and/or saved in a graphical format
for later use. is can of course—via the GetHist* methods—manually and selectively be
doneby the user. An alternative is to use the generalmethods ofHistowhichoperate on all
registered objects at once. Histo::DrawAll takes a bit mask which decides whether to create
a postscript output ﬁle, display the histograms on screen or both. If the ﬁrst parameter is
a string it is interpreted as the name of a directory into which the histograms ﬁle is to be
saved.
C.. Tools
Over time expose to  leads to the creation of certain scripts like for the beautiﬁca-
tion of plots and the handling of histograms and trees from diﬀerent ﬁles. Two of these
scripts have been polished and extended into standalone programs, namelymyCreateEPS




e purpose of this program is the extraction of plots from  ﬁles and subsequent
storage of the resulting TCanvas in a format of the user’s liking—as long as  knows
how to write this format. While I have not personally tried all these, the web page
claims that all of the following are supported: , , , , , , , ,
, C++  macro,  binary,  . Given this broad choice of output
formats, the inputs may seem restrictive: Either a the  histogram is taken directly
from a binary  ﬁle or it is generated using the TTree::Draw function from a 
tree out of a binary  ﬁle. e strong point is that histograms may be combined
into one plot, either by drawing them onto the same canvas, or by dividing them by other
histogramsﬁrst, ormultiplying themby an arbitrary function. In addition arbitrary func-
tions can be drawn onto the canvas.
Besides the control over the design of the plots, which is necessary to keep up a certain
style throughout a document, also tasks like labeling the axes or generating a legend are
rather easy with this tool compared to having towrite the same style control and position
calculations every time a new plot is needed. e general syntax of the command is
CreateEPS -f hinputi -o houtputi -h hspeci [-g hspeci]	[-l hspeci]	[-q]	[-v]
All of the options may be givenmore than once, but for -g and -l only the last occurrence
is used. While -v as usual increases the verbosity level, -q lowers it, but as soon as the latter
is encountered the message output concerning errors or the creation of new ﬁles is
irrevocably suppressed. e hspeci is a comma-separated list of tokens which either have
an equals sign and are interpreted as key-value pairs or they don’t, in which case the value
is taken to be “true”. e commamay be doubled to produce a literal comma as part of a
token. e hspecis given for the -h and -l options are processed sequentially, producing
one histogram per -h or the (optional) legend with -l. While processing a hspecimissing
values are searched in the global -g hspeci. Histograms and trees are searched by their
complete  path inside the ﬁles given with -f, the search stopping at the ﬁrst match
found.
For the exact tokenswithin the hspecis please consult the source code, especially themain
loop near the end of the ﬁle, as the knowledge and needs concerning beautiful plots al-
ways grow and new features are added steadily.
C... MergeHist
is handy tool replaces the hadd coming with the  distribution. It oﬀers ﬁne-
grained control over which items are merged, it consumes considerably less memory
when merging large numbers of ﬁles and it merges histograms as it ﬁnds them and does
not restrict itself to the set found incidentally in the ﬁrst named input ﬁle. If trees are
to be merged, they are written each into its own ﬁle, as  has a built-in mechanism

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which creates new ﬁles should the tree grow larger than 1:9GB³. To allow sensible man-
agement of the merged tree they are kept separate. e command line syntax is
MergeHist	[-f]	[-h]	[-T [htreesi]] houtputi hinputi…
where -f enables the overwriting of the output ﬁle in case of its previous existence, -h
prevents the merging of histograms and -T enables the merging of trees, either uncon-
ditionally or only the comma-separated list of full tree paths inside the respective input
ﬁles.
C.. Hierarchical Result Tree
As mentioned in section .. the analyze program generates a hierarchical result tree
from the database contents, which can then be explored using the visualization part of
that program. Actually the work is done by the Histo class, which provides not only the
infrastructure for the storage of hierarchically organized measurement results, but also
has a powerful plot generation engine to allow intuitive views of the results to be created.
C... Filling the Tree
First the tree has to be ﬁlled, which is done using the Histo::FillR method. e ﬁrst argu-
ment is the path to the node in the tree which is to be ﬁlled, the path separator being the
colon. Paths are represented using the Histo::path_t class, which can be constructed from
ordinary strings and concatenated. An example path used in the high p
T
analysis is
Histo::path_t(”Joerg2w”) + ”1 < p_T < 1.5” + ”minus:02P2A” + ”12”
e second and third arguments to FillR are the value and theGaussian error of same. e
fourth and last argument is the Histo::ValueExtra, additional information attached to this
data point. In case of the high p
T
analysis this might be hDi, but in principle it can be any
list of doubles plus an optional name. An example construction could be
Histo::ValueExtra(”group12”) + 5 + 7
which would save the values  and  together with the annotation group12.
It is important to note that when ﬁlling the tree the values get added to all nodes which
are traversed until ﬁnding the one which was speciﬁed, thus adding up—and correctly
averaging—the values higher up in the tree in the nodes closer to the root. By taking the
most elementarymeasurements, e. g. the asymmetry from a single run group, as the leaves
³is limit is conﬁgurable using the static method TTree::SetMaxTreeSize.
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of the tree, period-wise or microwave-wise summary becomes very easy. Just make sure
to order the path the way you would like to average your values; if you need more than
one way, don’t panic: simply save the values twice and create distinct nodes for the two
subtrees below the root.
C... Using the Tree
Aer ﬁlling the tree, Histo::MakeResultCanvas is used to extract information. It takes
a Histo::ResultList to specify the nodes which are to be used from the tree plus a
Histo::Options object which carries the style parameter and other options. e result list is
constructed from triples of Histo::path_t, TStyle* and string, specifying the path to nodes
in the tree (each path element being a globbing pattern), the style to be used for drawing
the resulting graph and the label for this set of points, which will be put into the legend,
should one be requested via the options. For the rich set of possible options please refer
to the source code.
A second possibility is to produce a pulls plot, in which case the result list is replaced
by a single Histo::path_t which again acts as a globbing pattern for each path component
to select the set of measurements. e options determine whether the pulls are to be






1 < p_T < 1.5
Entries 
 171
Mean   -0.02437
RMS     1.123
 / ndf 2χ
 38.87 / 65
Prob   0.9958
Constant  1.92± 25.15 
Mean      0.08616± -0.02537 
Sigma    
 0.061± 1.124 







1.5 < p_T < 2
Entries 
 171
Mean   -0.04127
RMS     1.036
 / ndf 2χ
 36.27 / 65
Prob   0.9985
Constant  1.92± 25.15 
Mean      0.07937± -0.04171 
Sigma    
 0.056± 1.036 








2 < p_T < 2.5
Entries 
 171
Mean   -0.004168
RMS     1.038
 / ndf 2χ
 40.05 / 65
Prob   0.9937
Constant  1.92± 25.15 
Mean      0.0790065± -0.0004302 
Sigma    
 0.056± 1.031 









2.5 < p_T < 3
Entries  170
Mean   0.008632
RMS    0.9901
 / ndf 2χ
 37.19 / 65
Prob   0.9978
Constant  1.9±    25 
Mean      0.07619± 0.01125 
Sigma    
 0.054± 0.991 








3 < p_T < 3.5
Entries  119
Mean   -0.003474
RMS     1.045
 / ndf 2χ
 19.07 / 44
Prob   0.9996
Constant  2.32± 25.32 
Mean      0.096756± -0.003576 
Sigma    
 0.069± 1.051 








Figure D.1: Pulls	for	the	asymmetry	extracted	using	the	2ⁿ order	method. The	corresponding	data	points	are
shown	in	ﬁgure 7.23 on	page 103.

1 < p_T < 1.5
Entries 
 171
Mean   -0.02464
RMS     1.125
 / ndf 2χ
  44.6 / 65
Prob   0.975
Constant  1.92± 25.15 
Mean      0.08639± -0.02451 
Sigma    
 0.061± 1.127 








1.5 < p_T < 2
Entries 
 171
Mean   -0.04098
RMS     1.037
 / ndf 2χ
 36.27 / 65
Prob   0.9985
Constant  1.92± 25.15 
Mean      0.07937± -0.04171 
Sigma    
 0.056± 1.036 








2 < p_T < 2.5
Entries 
 171
Mean   -0.004858
RMS     1.037
 / ndf 2χ
 40.36 / 65
Prob   0.993
Constant  1.92± 25.15 
Mean      0.07891± -0.00215 
Sigma    
 0.06±  1.03 









2.5 < p_T < 3
Entries  170
Mean   0.00719
RMS    0.9838
 / ndf 2χ
 43.05 / 65
Prob   0.9837
Constant  1.9±    25 
Mean      0.075426± 0.006921 
Sigma    
 0.0534± 0.9811 








3 < p_T < 3.5
Entries  119
Mean   0.01021
RMS     0.956
 / ndf 2χ
  16.6 / 44
Prob   0.9999
Constant  2.32± 25.32 
Mean      0.08787± 0.01788 
Sigma    
 0.0623± 0.9546 







Figure D.2: Pulls	for	the	asymmetry	extracted	using	the	1 order	method	with	global	correction	factor	for	the
apparatus	asymmetry. The	corresponding	data	points	are	shown	in	ﬁgure 7.23 on	page 103.

D F
1 < p_T < 1.5
Entries 
 171
Mean   -0.02457
RMS     1.123
 / ndf 2χ
 39.17 / 65
Prob   0.9954
Constant  1.92± 25.15 
Mean      0.08616± -0.02623 
Sigma    
 0.061± 1.124 








1.5 < p_T < 2
Entries 
 171
Mean   -0.04103
RMS     1.036
 / ndf 2χ
 36.27 / 65
Prob   0.9985
Constant  1.92± 25.15 
Mean      0.07937± -0.04171 
Sigma    
 0.056± 1.036 








2 < p_T < 2.5
Entries 
 171
Mean   -0.004728
RMS     1.035
 / ndf 2χ
 39.15 / 65
Prob   0.9954
Constant  1.92± 25.15 
Mean      0.07887± -0.00301 
Sigma    
 0.056± 1.029 









2.5 < p_T < 3
Entries  170
Mean   0.007697
RMS    0.9731
 / ndf 2χ
 37.79 / 65
Prob   0.9972
Constant  1.9±    25 
Mean      0.074885± 0.009516 
Sigma    
 0.053± 0.974 








3 < p_T < 3.5
Entries  119
Mean   0.008343
RMS    0.9369
 / ndf 2χ
 15.61 / 44
Prob  
     1
Constant  2.32± 25.32 
Mean      0.08622± 0.01073 
Sigma    
 0.0611± 0.9366 









Figure D.3: Pulls	for	the	asymmetry	extracted	using	the	1 order	method	with	individual	sub-sample	cor-
rection	factors	for	the	apparatus	asymmetry. The	corresponding	data	points	are	shown	in	ﬁgure 7.23 on
page 103.

1 < p_T < 1.5
Entries 
 171
Mean   -0.02437
RMS     1.123
 / ndf 2χ
 38.87 / 65
Prob   0.9958
Constant  1.92± 25.15 
Mean      0.08616± -0.02537 
Sigma    
 0.061± 1.124 







1.5 < p_T < 2
Entries 
 171
Mean   -0.04127
RMS     1.036
 / ndf 2χ
 36.27 / 65
Prob   0.9985
Constant  1.92± 25.15 
Mean      0.07937± -0.04171 
Sigma    
 0.056± 1.036 








2 < p_T < 2.5
Entries 
 171
Mean   -0.004168
RMS     1.038
 / ndf 2χ
 40.05 / 65
Prob   0.9937
Constant  1.92± 25.15 
Mean      0.0790065± -0.0004302 
Sigma    
 0.056± 1.031 









2.5 < p_T < 3
Entries  170
Mean   0.008632
RMS    0.9901
 / ndf 2χ
 37.19 / 65
Prob   0.9978
Constant  1.9±    25 
Mean      0.07619± 0.01125 
Sigma    
 0.054± 0.991 








3 < p_T < 3.5
Entries  119
Mean   -0.003474
RMS     1.045
 / ndf 2χ
 19.07 / 44
Prob   0.9996
Constant  2.32± 25.32 
Mean      0.096756± -0.003576 
Sigma    
 0.069± 1.051 








Figure D.4: Pulls	for	the	asymmetry	extracted	without # cut	using	the	2ⁿ order	method. The	corresponding
data	points	are	shown	in	ﬁgure 7.25 on	page 105.

D F
year 2002, microwave "minus"
Entries  16
Mean   -0.01704
RMS     1.131
 / ndf 2χ  0.00565 / 3
Prob   0.9999
Constant  6.68± 26.67 
Mean      5.703e-03± -1.713e-16 
Sigma    
 0.231± 1.074 








year 2002, microwave "plus"
Entries 
 22
Mean   0.01081
RMS     1.156
 / ndf 2χ
 0.3598 / 5
Prob   0.9964
Constant  5.9±  27.5 
Mean      2.400e-01± 1.515e-13 
Sigma    
 0.180± 1.053 










year 2003, microwave "minus"
Entries  25
Mean   0.01243
RMS    0.8595
 / ndf 2χ
 1.661 / 7
Prob   0.9762
Constant  5.0±    25 
Mean      0.1816± 0.0613 
Sigma    
 0.1349± 0.8515 






year 2003, microwave "plus"
Entries  28
Mean   -0.05121
RMS     1.305
 / ndf 2χ
 14.77 / 8
Prob   0.06374
Constant  4.82± 25.46 
Mean      0.2409878± -0.0001637 
Sigma    
 0.175± 1.235 






year 2004, microwave "minus"
Entries  48
Mean   -0.0695
RMS    0.9367
 / ndf 2χ
 12.79 / 16
Prob   0.688
Constant  3.65± 25.26 
Mean      0.13039± -0.07679 
Sigma    
 0.0937± 0.8857 







year 2004, microwave "plus"
Entries  32
Mean   -0.01684
RMS     1.009
 / ndf 2χ
 2.803 / 9
Prob   0.9716
Constant  4.72± 26.67 
Mean      0.18550± -0.02628 
Sigma    
 0.135± 1.013 










Mean   -0.03008
RMS     1.073
 / ndf 2χ
 34.19 / 65
Prob   0.9994
Constant  1.92± 25.15 
Mean      0.08212± -0.02795 
Sigma    
 0.058± 1.071 









and	the	2ⁿ order	method. The	corresponding	data	points	are	shown	in	ﬁgure 7.27 on	page 110.

year 2002, microwave "minus"
Entries  16
Mean   0.0143
RMS     1.039
 / ndf 2χ
 0.6301 / 3
Prob   0.8895
Constant  6.68± 26.67 
Mean      0.2554± 0.1114 
Sigma    
 0.2082± 0.8833 










year 2002, microwave "plus"
Entries 
 22
Mean   0.02573
RMS     0.759
 / ndf 2χ
 0.601 / 5
Prob   0.988
Constant  5.9±  27.5 
Mean      0.15437± 0.06215 
Sigma    
 0.1298± 0.6196 







year 2003, microwave "minus"
Entries  25
Mean   -0.007853
RMS    0.9291
 / ndf 2χ
 1.333 / 7
Prob   0.9875
Constant  5.0±    25 
Mean      0.19828± 0.05994 
Sigma    
 0.1472± 0.9381 






year 2003, microwave "plus"
Entries  28
Mean   -0.016
RMS      1.26
 / ndf 2χ
 11.31 / 8
Prob   0.1848
Constant  4.82± 25.46 
Mean      0.25218± -0.03224 
Sigma    
 0.184± 1.294 









year 2004, microwave "minus"
Entries  48
Mean   -0.03004
RMS     1.034
 / ndf 2χ
 4.886 / 16
Prob   0.9963
Constant  3.65± 25.26 
Mean      0.15018± -0.04389 
Sigma    
 0.108± 1.024 






year 2004, microwave "plus"
Entries  32
Mean   0.001104
RMS    0.9057
 / ndf 2χ
 2.806 / 9
Prob   0.9715
Constant  4.72± 26.67 
Mean      0.17394± -0.02634 
Sigma    
 0.1271± 0.9462 









Mean   -0.003908
RMS     1.052
 / ndf 2χ
 38.02 / 65
Prob   0.997
Constant  1.92± 25.15 
Mean      0.08078± -0.00043 
Sigma    
 0.057± 1.054 









and	the	2ⁿ order	method. The	corresponding	data	points	are	shown	in	ﬁgure 7.27 on	page 110.

D F
year 2002, microwave "minus"
Entries  16
Mean   -0.004769
RMS    0.9097
 / ndf 2χ
 2.981 / 3
Prob   0.3946
Constant  6.68± 26.67 
Mean      0.2558± 0.1906 
Sigma    
 0.2008± 0.8828 






year 2002, microwave "plus"
Entries  22
Mean   0.01283
RMS    0.8705
 / ndf 2χ
 0.6449 / 5
Prob   0.9859
Constant  5.9±  27.5 
Mean      0.2096± -0.1123 
Sigma    
 0.1591± 0.9023 






year 2003, microwave "minus"
Entries  25
Mean   -0.009553
RMS    0.9734
 / ndf 2χ
 3.663 / 7
Prob   0.8177
Constant  5.0±    25 
Mean      0.20691± -0.02019 
Sigma    
 0.1526± 0.9827 






year 2003, microwave "plus"
Entries  28
Mean   -0.05411
RMS     1.268
 / ndf 2χ
 2.757 / 8
Prob   0.9487
Constant  4.82± 25.46 
Mean      0.23871± -0.03286 
Sigma    
 0.174± 1.223 









year 2004, microwave "minus"
Entries  48
Mean   -0.04791
RMS    0.9701
 / ndf 2χ
 12.13 / 16
Prob   0.7351
Constant  3.65± 25.26 
Mean      0.14307± -0.05488 
Sigma    
 0.1025± 0.9743 







year 2004, microwave "plus"
Entries  32
Mean   0.009378
RMS   
  1.171
 / ndf 2χ
 3.992 / 9
Prob   0.9119
Constant  4.72± 26.67 
Mean      0.0013829± -0.0001995 
Sigma    
 0.152± 1.154 










Mean   -0.01528
RMS     1.064
 / ndf 2χ
 44.98 / 65
Prob   0.9724
Constant  1.92± 25.15 
Mean      0.08154± -0.01763 
Sigma    
 0.058± 1.064 








Figure D.7: Pulls	for	the	asymmetry	extracted	in	the	left	(Jura, positive x)	half	of	the	spectrometer	using	the
2ⁿ order	method. The	corresponding	data	points	are	shown	in	ﬁgure 7.27 on	page 110.

year 2002, microwave "minus"
Entries  16
Mean   0.001546
RMS    0.9433
 / ndf 2χ  0.00565 / 3
Prob   0.9999
Constant  6.68± 26.67 
Mean      5.703e-03± -1.713e-16 
Sigma    
 0.231± 1.074 








year 2002, microwave "plus"
Entries  22
Mean   0.02085
RMS     1.047
 / ndf 2χ
 3.367 / 5
Prob   0.6436
Constant  5.9±  27.5 
Mean      0.2247± 0.1117 
Sigma    
 0.1692± 0.9777 







year 2003, microwave "minus"
Entries  25
Mean   0.00999
RMS    0.8353
 / ndf 2χ
 0.8464 / 7
Prob   0.9969
Constant  5.0±    25 
Mean      0.19858± 0.06072 
Sigma    
 0.1468± 0.9396 






year 2003, microwave "plus"
Entries  28
Mean   -0.01881
RMS     1.068
 / ndf 2χ
 4.657 / 8
Prob   0.7935
Constant  4.82± 25.45 
Mean      0.19382± -0.03267 
Sigma    
 0.142± 0.982 







year 2004, microwave "minus"
Entries  48
Mean   -0.05022
RMS    0.9266
 / ndf 2χ
 4.518 / 16
Prob   0.9977
Constant  3.65± 25.26 
Mean      0.13555± -0.06581 
Sigma    
 0.0972± 0.9218 






year 2004, microwave "plus"
Entries  32
Mean   -0.02694
RMS     1.108
 / ndf 2χ
 2.868 / 9
Prob   0.9693
Constant  4.72± 26.67 
Mean      0.20995± -0.02605 
Sigma    
 0.152± 1.153 









Mean   -0.02083
RMS     1.028
 / ndf 2χ
 32.51 / 65
Prob   0.9997
Constant  1.92± 25.15 
Mean      0.07864± -0.02537 
Sigma    
 0.056± 1.026 







Figure D.8: Pulls	for	the	asymmetry	extracted	in	the	right	(Salève, negative x)	half	of	the	spectrometer	using




year 2002, microwave "minus"
Entries  16
Mean   -0.004943
RMS    0.9151
 / ndf 2χ
 0.1651 / 3
Prob   0.983
Constant  6.68± 26.67 
Mean      0.2979± 0.1023 
Sigma    
 0.23±  1.07 









year 2002, microwave "plus"
Entries 
 22
Mean   0.009797
RMS     1.101
 / ndf 2χ
 2.091 / 5
Prob   0.8365
Constant  5.9±  27.5 
Mean      0.23969± -0.05759 
Sigma    
 0.180± 1.051 






year 2003, microwave "minus"
Entries  25
Mean   -0.02575
RMS     1.366
 / ndf 2χ
 1.898 / 7
Prob   0.9653
Constant  5.0±    25 
Mean      0.2749± -0.1004 
Sigma    
 0.202± 1.327 








year 2003, microwave "plus"
Entries  28
Mean   -0.04184
RMS    0.9657
 / ndf 2χ
 1.077 / 8
Prob   0.9977
Constant  4.82± 25.45 
Mean      0.1913± -0.1628 
Sigma    
 0.1402± 0.9684 






year 2004, microwave "minus"
Entries  48
Mean   0.08092
RMS    0.9895
 / ndf 2χ
 4.962 / 16
Prob   0.9959
Constant  3.65± 25.26 
Mean      0.14339± 0.06576 
Sigma    
 0.1027± 0.9765 






year 2004, microwave "plus"
Entries  32
Mean   -0.04072
RMS       1.3
 / ndf 2χ
 7.726 / 9
Prob   0.562
Constant  4.72± 26.67 
Mean      0.2345± -0.1042 
Sigma    
 0.170± 1.292 









Mean   0.002588
RMS   
   1.17
 / ndf 2χ
 61.86 / 65
Prob   0.5876
Constant  1.92± 25.15 
Mean      0.089515± 0.003011 
Sigma    
 0.063± 1.168 








hadrons	and	the	2ⁿ order	method. The	corresponding	data	points	are	shown	in	ﬁgure 7.27 on	page 110.

year 2002, microwave "minus"
Entries  16
Mean   -0.007083
RMS   
  1.172
 / ndf 2χ  0.00565 / 3
Prob   0.9999
Constant  6.68± 26.67 
Mean      5.703e-03± -1.713e-16 
Sigma    
 0.231± 1.074 








year 2002, microwave "plus"
Entries 
 22
Mean   -0.03752
RMS    0.8832
 / ndf 2χ
 0.1998 / 5
Prob   0.9991
Constant  5.9±  27.5 
Mean      0.21054± 0.05615 
Sigma    
 0.1599± 0.9072 






year 2003, microwave "minus"
Entries  25
Mean   -0.02022
RMS     1.137
 / ndf 2χ
 3.518 / 7
Prob   0.8333
Constant  5.0±    25 
Mean      0.26277± -0.06029 
Sigma    
 0.192± 1.267 









year 2003, microwave "plus"
Entries  28
Mean   -0.03132
RMS     1.126
 / ndf 2χ
 6.166 / 8
Prob   0.6286
Constant  4.82± 25.45 
Mean      0.21971± -0.03223 
Sigma    
 0.160± 1.122 







year 2004, microwave "minus"
Entries  48
Mean   -0.003127
RMS     1.069
 / ndf 2χ
 7.168 / 16
Prob   0.9699
Constant  3.65± 25.26 
Mean      0.15586± -0.02197 
Sigma    
 0.111± 1.063 






year 2004, microwave "plus"
Entries  32
Mean   -0.002384
RMS     1.009
 / ndf 2χ
  6.89 / 9
Prob   0.6485
Constant  4.72± 26.67 
Mean      0.20667± 0.02607 
Sigma    
 0.150± 1.135 









Mean   -0.01727
RMS     1.096
 / ndf 2χ
 36.16 / 65
Prob   0.9986
Constant  1.92± 25.15 
Mean      0.08409± -0.01849 
Sigma    
 0.060± 1.097 










hadrons	and	the	2ⁿ order	method. The	corresponding	data	points	are	shown	in	ﬁgure 7.27 on	page 110.

D F
year 2002, microwave "minus"
Entries  16
Mean   0.001131
RMS     1.011
 / ndf 2χ
 2.854 / 3
Prob   0.4146
Constant  6.68± 26.67 
Mean      0.2971± 0.1114 
Sigma    
 0.231± 1.066 










year 2002, microwave "plus"
Entries 
 22
Mean   0.01512
RMS     1.009
 / ndf 2χ  0.8912 / 5
Prob   0.9709
Constant  5.9±  27.5 
Mean      0.2259091± 0.0008471 
Sigma    
 0.1704± 0.9834 






year 2003, microwave "minus"
Entries  25
Mean   -0.03592
RMS     1.215
 / ndf 2χ
 1.654 / 7
Prob   0.9765
Constant  5.0±    25 
Mean      0.2622± -0.1002 
Sigma    
 0.192± 1.264 









year 2003, microwave "plus"
Entries  28
Mean   0.02344
RMS     1.057
 / ndf 2χ
 1.892 / 8
Prob   0.9841
Constant  4.82± 25.45 
Mean      0.20440± 0.03252 
Sigma    
 0.149± 1.039 






year 2004, microwave "minus"
Entries  48
Mean   0.04921
RMS    0.9394
 / ndf 2χ
 4.873 / 16
Prob   0.9963
Constant  3.65± 25.26 
Mean      0.13520± 0.05484 
Sigma    
 0.0970± 0.9194 






year 2004, microwave "plus"
Entries  32
Mean   -0.007945
RMS     1.012
 / ndf 2χ
 1.915 / 9
Prob   0.9927
Constant  4.72± 26.67 
Mean      0.19981± -0.02607 
Sigma    
 0.145± 1.095 









Mean   0.01121
RMS      1.04
 / ndf 2χ
 40.06 / 65
Prob   0.9937
Constant  1.92± 25.15 
Mean      0.07964± 0.00473 
Sigma    
 0.056± 1.039 







Figure D.11: Pulls	for	the	asymmetry	extracted	in	the	left	(Jura, positive x)	half	of	the	spectrometer	using	the
2ⁿ order	method. The	corresponding	data	points	are	shown	in	ﬁgure 7.27 on	page 110.

year 2002, microwave "minus"
Entries  16
Mean   -0.01164
RMS     1.082
 / ndf 2χ
 4.669 / 3
Prob   0.1977
Constant  6.68± 26.67 
Mean      0.299019± -0.008822 
Sigma    
 0.231± 1.074 






year 2002, microwave "plus"
Entries  22
Mean   -0.03913
RMS     0.885
 / ndf 2χ
 1.033 / 5
Prob   0.9599
Constant  5.9±  27.5 
Mean      0.209± -0.115 
Sigma    
 0.1595± 0.9009 






year 2003, microwave "minus"
Entries  25
Mean   -0.01599
RMS     1.048
 / ndf 2χ
 1.709 / 7
Prob   0.9742
Constant  5.0±    25 
Mean      0.21480± -0.02007 
Sigma    
 0.158± 1.023 






year 2003, microwave "plus"
Entries  28
Mean   -0.08346
RMS    0.8281
 / ndf 2χ
 0.2599 / 8
Prob       1
Constant  4.82± 25.45 
Mean      0.1665± -0.0651 
Sigma    
 0.1235± 0.8326 







year 2004, microwave "minus"
Entries  48
Mean   0.03246
RMS    0.9799
 / ndf 2χ
 31.34 / 16
Prob   0.01217
Constant  3.65± 25.26 
Mean      0.14658± 0.03287 
Sigma    
 0.1049± 0.9988 










year 2004, microwave "plus"
Entries  32
Mean   -0.03508
RMS     1.065
 / ndf 2χ
 4.296 / 9
Prob   0.8909
Constant  4.72± 26.67 
Mean      0.19973± -0.05211 
Sigma    
 0.145± 1.095 










Mean   -0.02343
RMS    0.9941
 / ndf 2χ
 37.51 / 65
Prob   0.9975
Constant  1.92± 25.15 
Mean      0.07619± -0.01591 
Sigma    
 0.0539± 0.9939 









Figure D.12: Pulls	for	the	asymmetry	extracted	in	the	right	(Salève, negative x)	half	of	the	spectrometer	using




year 2002, microwave "minus"
Entries  16
Mean   0.001269
RMS     1.228
 / ndf 2χ
   1.1 / 3
Prob   0.7771
Constant  6.68± 26.67 
Mean      0.33465± -0.00224 
Sigma    
 0.256± 1.225 









year 2002, microwave "plus"
Entries 
 22
Mean   0.006238
RMS     1.139
 / ndf 2χ  1.158 / 5
Prob   0.9489
Constant  5.9±  27.5 
Mean      2.662e-01± -9.693e-14 
Sigma    
 0.20±  1.18 









year 2003, microwave "minus"
Entries  25
Mean   -0.01427
RMS    0.8726
 / ndf 2χ
 3.735 / 7
Prob   0.8098
Constant  5.0±    25 
Mean      0.1882± -0.1392 
Sigma    
 0.1403± 0.8859 







year 2003, microwave "plus"
Entries  28
Mean   -0.01968
RMS     1.158
 / ndf 2χ
 8.344 / 8
Prob   0.4006
Constant  4.82± 25.46 
Mean      0.23406± -0.03264 
Sigma    
 0.170± 1.199 










year 2004, microwave "minus"
Entries  48
Mean   -0.005669
RMS   
      1
 / ndf 2χ
 5.337 / 16
Prob   0.9938
Constant  3.65± 25.26 
Mean      0.14580± -0.01102 
Sigma    
 0.1044± 0.9933 








year 2004, microwave "plus"
Entries  32
Mean   -0.02009
RMS     1.095
 / ndf 2χ
 4.242 / 9
Prob   0.8948
Constant  4.72± 26.67 
Mean      0.19969± -0.05197 
Sigma    
 0.145± 1.095 













Mean   -0.01272
RMS     1.097
 / ndf 2χ
 23.45 / 65
Prob  
     1
Constant  1.92± 25.15 
Mean      0.08385± -0.02107 
Sigma    
 0.059± 1.094 







Figure D.13: Pulls	for	the	asymmetry	extracted	with	tighter	target	cuts	using	the	2ⁿ order	method. The







FATAL A fatal condition which makes further
execution of any code impossible. Not re-
coverable.
CRITICAL Normal program execution is impossible,
emergency mode is enabled. Call the ex-
pert and take immediate measures.
ERROR A subsystem failed, but the program
remains functional with reduced eﬃ-
ciency. Immediate intervention is recom-
mended.
WARNING A subsystem had to be restarted or an er-
ror condition was imminent but could
be avoided using non-standard measures.
An expert should be informed if this hap-
pens repeatedly.
NOTICE Normal but signiﬁcant condition. No ac-
tion required.
INFO Purely informational, do not care if you
are not an expert.
DEBUG Debugging information for general de-
bugging. Interesting mode changes are
shown.
DEBUG Detailed debugging informationwhich is
used for debugging a speciﬁc subsystem.
DEBUG Very detailed information, including a
signiﬁcant amount of rawdata. Only use-
ful in very speciﬁc cases.
Table E.1: Description	of	the	message	priorities	used	in . The	level	structure	is	inspired	by	the
Apache	project.

year period slot size




































year period entries size compressed size
 PC  201MiB 130MiB
PA  403MiB 261MiB
PD  236MiB 153MiB
PE  321MiB 208MiB
PF  158MiB 102MiB
PG  269MiB 174MiB
total  1588MiB 1028MiB
 PA  190MiB 120MiB
PB  179MiB 115MiB
PC  218MiB 142MiB
PD  208MiB 135MiB
PE  357MiB 232MiB
PF  308MiB 200MiB
PI  299MiB 195MiB
PJ  459MiB 299MiB
total  2216MiB 1438MiB
 W  502MiB 325MiB
W  282MiB 184MiB
W  320MiB 208MiB
W  186MiB 120MiB
W  184MiB 119MiB
W  192MiB 125MiB
W  272MiB 177MiB
W  278MiB 181MiB
W  431MiB 279MiB
W  466MiB 304MiB
W  514MiB 333MiB
W  270MiB 176MiB
W  174MiB 113MiB
total  4069MiB 2645MiB
total  7873MiB 5111MiB





year period runs ﬁles spills sol. + sol.   sol. + sol.  
 PC    — —  
PA    — —  
PD      — —
PE      — —
PF      — —
PG       
total       
 PA      — —
PB      — —
PC      — —
PD      — —
PE    — —  
PF    — —  
PI      — —
PJ    — —  
total       
 W      — —
W      — —
W    — —  
W    — —  
W    — —  
W    — —  
W    — —  
W    — —  
W    — —  
W      — —
W      — —
W    — —  
W    — —  
total       
total       
Table E.4: Overview	of	the	statistics	within	the	different	data	taking	periods. m ﬁles	are	split	into	chunks













  0:00313 0:00052 [0:011; 0:026], 2:0 0:00437 0:00440 0:00078
 0:00414 0:00011 [0:011; 0:024], 2:2 0:00339 0:00339 0:00097





 0:02744 0:00451 [0:000; 0:054], 0:3 0:00898 0:01005 0:00175
  0:00982 0:00032 [0:000; 0:038], 0:1 0:00537 0:00538 0:00153





 0:05385 0:00810 [0:000; 0:178], 0:3 0:02937 0:03047 0:00503
 0:00618 0:00023 [0:000; 0:126], 0:2 0:01810 0:01810 0:00514





  0:04827 0:00730 [0:000; 0:521], 0:3 0:08753 0:08783 0:01300
 0:00304 0:00004 [0:000; 0:382], 0:3 0:05566 0:05566 0:01597





  0:23800 0:02576 [0:000; 0:531], 0:0 0:12876 0:13131 0:01337
  0:16817 0:00265 [0:000; 1:107], 0:5 0:19721 0:19723 0:05596
  0:22465 0:03141 [0:270; 1:096], 1:2 0:15220 0:15541 0:09548
0:11148
Table E.5: Summary	of	the	systematic	errors	for	the	standard	cut	set	and	2ⁿ order	asymmetry	extraction
method	without	weighting.





  0:00314 0:00052 [0:011; 0:026], 2:0 0:00437 0:00440 0:00078
 0:00417 0:00011 [0:011; 0:024], 2:3 0:00341 0:00341 0:00097





 0:02750 0:00456 [0:000; 0:054], 0:3 0:00900 0:01010 0:00176
  0:00971 0:00031 [0:000; 0:038], 0:1 0:00539 0:00540 0:00153





 0:05406 0:00815 [0:000; 0:179], 0:3 0:02953 0:03064 0:00508
 0:00579 0:00020 [0:000; 0:126], 0:2 0:01814 0:01814 0:00515





  0:05560 0:00844 [0:000; 0:523], 0:3 0:08768 0:08809 0:01310
 0:00321 0:00003 [0:000; 0:365], 0:3 0:05315 0:05315 0:01518





  0:05519 0:00055 [0:000; 0:000], 0:0 0:00000 0:00055 0:00006
  0:09314 0:00329 [0:000; 0:848], 0:1 0:14866 0:14870 0:04247
  0:22545 0:02477 [0:000; 0:857], 0:3 0:11891 0:12147 0:07457
0:08582








  0:00314 0:00052 [0:011; 0:026], 2:0 0:00436 0:00439 0:00078
 0:00418 0:00011 [0:011; 0:024], 2:2 0:00340 0:00340 0:00097





 0:02746 0:00456 [0:000; 0:054], 0:3 0:00896 0:01005 0:00175
  0:00969 0:00030 [0:000; 0:037], 0:1 0:00537 0:00537 0:00153





 0:05350 0:00812 [0:000; 0:176], 0:3 0:02911 0:03022 0:00499
 0:00603 0:00021 [0:000; 0:125], 0:2 0:01792 0:01792 0:00508





  0:04552 0:00685 [0:000; 0:485], 0:2 0:08158 0:08187 0:01210
 0:00244 0:00003 [0:000; 0:352], 0:2 0:05127 0:05127 0:01467





  0:08294 0:00330 [0:000; 0:000], 0:0 0:00000 0:00330 0:00033
  0:10433 0:00212 [0:000; 0:771], 0:1 0:13643 0:13644 0:03879
  0:20759 0:02629 [0:000; 0:790], 0:2 0:11027 0:11336 0:06987
0:07992
Table E.7: Summary	of	the	systematic	errors	for	the	standard	cut	set	and	1 order	asymmetry	extraction
method	with	individual	correction	factors.





  0:00730 0:00124 [0:007; 0:021], 1:6 0:00344 0:00365 0:00064
 0:00307 0:00009 [0:011; 0:021], 3:1 0:00297 0:00297 0:00084





 0:02281 0:00387 [0:000; 0:048], 0:4 0:00790 0:00879 0:00150
  0:00672 0:00025 [0:000; 0:039], 0:4 0:00562 0:00562 0:00158





 0:02086 0:00340 [0:000; 0:123], 0:2 0:02035 0:02063 0:00339
 0:00922 0:00040 [0:000; 0:077], 0:1 0:01112 0:01113 0:00312





  0:11598 0:01603 [0:000; 0:301], 0:1 0:05010 0:05260 0:00817
 0:05547 0:00043 [0:000; 0:338], 0:7 0:04903 0:04903 0:01366





  0:33589 0:06022 [0:518; 1:299], 1:9 0:22865 0:23645 0:03717
  0:06140 0:00073 [0:000; 0:851], 0:7 0:13386 0:13386 0:03757
  0:11471 0:01685 [0:000; 0:523], 0:3 0:06726 0:06934 0:03898
0:06567
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e concept of the  conﬁguration server was developed byme in collaboration
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for the   event format decoding, handling of   event types, trig-
ger time and silicon raw data decoding. iemo Nagel and myself have conceived the
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me.
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analyze . . . . . . . . . . . . . . . . . . . . . . . . , 
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measured . . . . . . . . . . . . . . . . . . . . . . 
bad spill list . . . . . . . . . . . . . . . . . . . . . , 
beam telescope . . . . . . . . . . . . . . . . . . . . . 
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