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     The process of a stationary range formation in the wind-wave spectrum is investigated 
numerically. The evolution equation for the two-dimensional wind-wave spectrum is numerically 
solved by using an exact calculation of the Hasselmann’s kinetic integral with exploring several 
parametrizations for the wave-pumping and wave-dissipation mechanisms. The following results 
are established. First, there is no any inertial interval in the spectral frequency band of real wind 
waves. Therefore, there is no reason for the Kolmogorov-type spectra formation in this case. 
Second, the ratio between the input and dissipation mechanisms is responsible for a stationary 
range formation in the wind-wave spectrum. Third, this ratio enables us to establish all known 
forms for a stationary range of the spectrum, if proper mathematical representations for the input 
and dissipation mechanisms are chosen. 
 
 
1. Introduction. Surface wave spectral forms 
The point of understanding mechanism of a stationary range (or equilibrium range) 
formation in the frequency spectrum for wind waves (shortly - "the tail" of spectrum) is one of 
traditional problem in the wind-wave physics. Its importance is stipulated by the fact that a shape 
of the spectrum tail is provided by a balance between evolution mechanisms for wind waves. 
Therefore, robust measurements of the spectrum-tail shape and theoretical interpretation of its 
formation provide us a criteria for understanding evolution mechanisms of wind-waves and 
formation of their spectrum is correct or not. 
 The beginning of studying this issue was initiated by Phillips (1958) nearly 60 years ago, 
which was based on a simple consideration of dimensions. Phillips has proposed the so-called 
“equilibrium range” of the frequency spectrum for wind waves, )(S  , in the form  
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52   g)(S F    .        (1) 
Here, )(S   is the energy spectrum for a water-surface elevation, given in units L2T; ω is the 
circular frequency (rad/s), g is the acceleration due to gravity, and F  is the so-called "Phillips’ 
constant". Form (1) was proposed to be valid at the tail of spectrum, i.e. far from the peak 
frequency: at least for ω > 2ωp (Hasselmann et al. 1973; Liu 1989), where ωp is the peak 
frequency corresponding to the peak of spectrum S(ω). Derivation of formula (1) needs no 
assumption about mathematical representations for the wind-wave evolution mechanisms. 
The justification of form (1) is based only on the formal assumption that the shape of 
equilibrium and intensity-saturated part of the wind-wave spectrum does not depend on the wind 
speed, U, causing the waves. Due to this, sometimes spectrum (1) is called as “the saturation 
spectrum”, to separate it from “the equilibrium spectrum” depending on a wind value. In fact, the 
equilibrium and saturation ranges are the parts of a stationary tail in the wind-wave spectrum 
(Phillips 1985; Donelan et al. 1985; Resio et al. 2004; Tamura et al. 2014; among others). For 
this reason, in this paper we prefer to use the generalized term: “the stationary range” of 
spectrum, do not separating terms of the equilibrium and saturation spectrum, often used in 
literature (e.g., Tamura et al, 2014). 
Spectral shape (1) has been repeatedly confirmed in numerous field observations (for 
example, Pierson & Moskowitz 1964; Hasselmann et al. 1973; Babanin & Soloviev 1998; 
Tamura et al. 2014). Usually, it is observed for a spatially homogeneous and constant wind of 
various values. Herewith, it was established that a magnitude of F  depends on the wave-
formation conditions (for example, Hasselmann et al. 1973; Babanin & Soloviev 1998). But this 
fact is not principal for our consideration. 
In the 60s of the 20
th
 century, other theoretical models dealing with the wind-wave spectrum 
tail were appeared. First of all, Kitaigorodskii (1962) has proposed an equilibrium range in the 
form 
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Here, the intensity of spectrum tail depends on the wind speed at a standard horizon, e.g., U10 (or 
on the friction velocity, *u , related to U10 by ratio, 10
21 UСu /d*   , where dС  is the empirical drag 
coefficient). Kitaigorodskii (1962) has found form (2) by means of dimensional consideration. 
Herewith, he has assumed that the rear part of wind-wave spectrum is formed due to the 
Kolmogorov’s flux of energy, ε, toward to the higher frequencies. However, it was only a 
hypothesis. Later, making several suggestions aimed to justify his hypothesis, Kitaigorodskii 
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(1983) has estimated the specially defined energy flux, ε, and found that 310 )U( . Thus, form 
(2) was transformed to the representation  
 431   /)(S   ,       (3) 
corresponding to form (2) as the  certain   Kolmogorov-type spectrum.  
To separate form (2) from the Phillip’s form (1), the former was called as “the equilibrium 
spectrum”, taking in mind that the equilibrium is given by some kind balance between the wind-
wave evolution mechanisms, for which the nonlinear one plays the crucial role in the spectrum-
shape formation. 
 In parallel, Zakharov & Filonenko (1966) derived analytically nearly the same form, 
4)( ZS  ,         (4) 
as the exact stationary solution of the four-wave kinetic equation of the kind  
 ),(SIt/),(S NL      ,      (5) 
where  SINL  is the conservative four-wave kinetic integral, in the k-space having the kind 
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derived for the first time in (Hasselmann 1962). Here,  Mk,k1,k2,k3  is the four-wave interacting 
matrix,  F3(Sk, Sk1, Sk2, Sk3) is the special cubic form of the four wave spectra, Ski (i=0,1,2,3, the 
zero subindex is omitted in (5a)), and δ is the Dirac’s delta-function. As the form of kinetic integral 
 SINL  is well-known (e.g., Hasselmann 1962; Zakharov & Zaslavskii, 1982; Komen et al. 1994; 
The WISE Group 2007; van Vledder 2006), here we restrict ourselves by the symbolic writing of 
the integral. The explicit form of  SINL  will not be needed farther. 
Stating that two-dimensional spectrum ),( S  has the power-like form, nS  ),( ,  on 
the whole frequency band, from 0 to ∞, and spread isotropically over the angle, θ,  Zakharov & 
Filonenko (1966) have found that spectrum )(ZS  of form (4) does put kinetic integral to zero: 
 ),( ZNL SI =0. The authors identified form (4) as the Kolmogorov’s spectrum of the constant 
energy-flux, ε , to the higher frequencies, provided by the energy-source, In, and energy-sink, 
Dis, located at the zero and infinity points on the frequency band, respectively. Thereby, in 
addition to the Kitaigorodskii’s approach, Zakharov & Filonenko have specified the mechanism 
determining the flux ε, namely: the four-wave nonlinear interactions in waves. This specification 
was explicitly formulated by Zakharov & Zaslavskii (1982) just in  form (3), conforming the 
Kitagorodskii’s hypothesis. Moreover, developing an analytical approach to solving kinetic 
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equation (5), Zakharov & Zaslavskii (1982) have found another kind of the stationary 
Kolmogorov-type solution of the form 
   31131 //)(S   ,        (6) 
corresponding to the constant wave-action flux,  , towards to the lower frequencies. By the way, 
the same result was established in (Kitaigorodskii 1983) by means of dimensional consideration.  
 For the first time, the experimental confirmation of the wind-wave spectrum of form (2) 
was appeared in the tank experiments of Toba (1972), who has represented the found spectrum 
in the form 
 4  gu)(S *Т   ,       (7) 
where Т  is the dimensionless constant. Despite of similarity between forms (2) and (7), the 
spectrum of form (7) is called as “the Toba’s spectrum", and Т  does “the Toba’s constant”. The 
features of this spectrum were studied by a lot of authors cited, for example, in (Babanin & 
Soloviev 1998; Resio et al. 2004; Tamura et al. 2014). They are out of our consideration. 
After that, the Phillips’ spectrum was revised in favor of the Kitaigorodskii-Zakharov-
Toba’s results in a huge series of theoretical works including (Kitaigorodskii et al. 1975; 
Kitaigorodskii 1983; Zakharov & Zaslavskii 1982; Phillips 1985; among others).  
Since late 80s of the 20
th
 century, all the mentioned forms of the stationary part of the wind-
wave spectra were observed experimentally (see references in Komen et al. 1994; The WISE 
Group 2007; Resio et al. 2004; Tamura et al. 2014; and cited therein). Regarding to the analysis 
of observations, the field measurements data of JONSWAP (Hasselmann et al. 1973) were also 
revised (Kahma & Calkoen 1992) in favor of forms (2) and (7). In addition to this, there were 
executed several rigorous analysis of wave measurements in open water reservoirs (see, Donelan 
et al. 1985; Liu 1989; Resio et al. 2004; Tamura et al. 2014, among numerous others), 
confirming the existence of forms (1), (2) and (7) in field waves. On the other hand, some special 
studies of the stationary part of spectrum for the natural wind waves (Liu 1989; Rodrigues & 
Soares 1999; Young 1998) have shown that a decay law of the spectrum tail can vary within very 
wide limits: from 3  to 7 .  
All of these observed spectral shapes need their own treatment. 
 
2. Treatments of the spectral forms and their analysis 
At present, spectral forms (2, 4, 7), obtained in experiments, are interpreted as the 
Kolmogorov-type spectra caused by the nonlinear interactions in waves (Phillips 1985; Donelan 
et al. 1985; Kahma & Calkoen 1992; Resio et al. 2004; Tamura et al. 2014; among others). The 
justification for these treatments is based on the mentioned theoretical results by Kitaigorodskii, 
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and Zakharov with coauthors. In this regard, the recent experimental work by Tamura et al. 
(2014) is the most instructive, in which the both spectral shapes of forms (2) and (1) were 
obtained. Working in the wave-vectors k-space, they have found that “the saturation spectrum, 
B(k) =k
3
S(k), is linearly increased with U10 at the range 1<k<5 rad/m, when wind speed was less 
than 10 m/s; and  B(k) is tended to be saturated under higher winds. In the intermediate range (5 
< k < 10) , B(k) showed a weak dependence on U10 over the entire wind speed range” (citation 
from Tamura et al, 2014). 
Developing methods for interpreting observations, Tamura et al, (2014) have performed a 
number of simulations describing a stationary-part formation in the wind-wave spectrum, )(S k , 
given in the wave-vector k-space. To this aim, they have used the new version of numerical 
model WAVEWATCH (WW), initially proposed by Tolman & Chalikov (1996), what allows 
them to test the influence of input and dissipation functions, In(k,S) and Dis(k,S), together with 
the exact calculation of kinetic integral ),( SINL k , installed into the model. All these terms were 
represented in the k-space.  
As a result of modeling, they have obtained the tail of spectrum consisting of two parts: one 
of form (1) and the other of form (2). Carrying out some, rather original estimates of the 
evolution terms )S,(INL k , In(k,S) and Dis(k,S), integrated though various ranges of wave-vector 
k, Tamura et al. (2014) have made the conclusion that the nonlinear mechanism is prevailing in 
the spectral range of form (2). Therefore, referring to Resio et al. (2004), the authors concluded 
that the observed spectral form (2) is the Kolmogorov’s spectrum of the energy-flux upward in 
the wave numbers. However, Tamura et al. (2014) did not explicitly show an existence of any 
inertial interval in the range of spectral form (2), and did not show any separation between 
source and sink terms in the wave-number domain. 
Regarding to spectral form (1), it is traditionally interpreted by all the mentioned authors as 
the Phillips’ spectrum provided by the hydrodynamic instability and total dissipation of the wave 
energy exceeding its saturation level (see remark on the terminology in the introduction). We 
note, however, that in numerical simulations of wind waves, such a part of the spectrum is 
usually prescribed in advance (Tolman at al. 2014), since it is difficult to achieve numerically a 
complete balance of evolution terms )S,(INL k , In(k,S) and Dis(k,S) at the tail of spectrum, in 
practical models of wind waves. Therefore, to provide the necessary law of spectrum decay by 
numerical wind-wave models, some implicit measures of smoothing are used, prescribing the tail 
of spectrum or introducing the so-called "limiters" (The WAMDI group 1988; Tolman at al 
2014). Choosing one or another limiter, one can get the desired prescribed form of spectrum. 
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As to the spectrum of form (2), for a convincing proof of the Kolmogorov’s spectrum 
existence under natural conditions, an explicit demonstration of the inertial-interval existence for 
natural wind-waves is necessary, at least. No such evidence was presented in all the works 
mentioned above. Though, it is well known that a presence of the inertial interval is one of the 
postulates of the Kolmogorov's theory, which ensures a possibility to have a constant energy (or 
action) flux through the spectrum (see, for example, Monin & Yaglom 1971). Otherwise, it is 
necessary to seek for another explanation on the observed spectral shape of form (2). 
Some alternative interpretation of spectral shapes (2) and (4) is available at present. It is 
based on the fact that spectra of form (4) can be a simple consequence of the impact on the liquid 
surface by the random fluctuations of air pressure, P(t), having the white-noise spectrum, 
const)(SP   (Polnikov & Uma 2014). In the latter paper, basing on the Euler’s equations for a 
wavy fluid surface, it was shown that the wave spectrum could have form (4) even in the linear 
approximation (if the nonlinear and dissipation terms are neglected). 
At the same time, there are clear numerical proofs of theoretical possibility for existing  
spectral forms (4) and (6) as the Kolmogorov’s spectra. Indeed, the direct numerical solutions of 
the generalized kinetic equation of the form 
  ),(Dis),(In),(SIt/),(S NL   ,     (8) 
which was performed for the first time by the leading author (Polnikov 1994, for isotropic 
spectrum; Polnikov 2001, for anisotropic one), have shown that the Kolmogorov’s spectra of 
forms (4) and (6) are actually realized due to the four-wave nonlinear interactions in waves. 
Later, the similar results were obtained by other authors (for example, see, Badulin et al. 2005). 
However, this fact requires a presence of energy source In (ω,θ) and sink Dis (ω,θ), spaced apart 
each from other in the frequency band. It means an explicit presence of the inertial interval in the 
frequency band, in which the nonlinear term,  SINL , "works" alone, as required by the theory 
(Monin & Yaglom, 1971). Though, under the natural conditions, when energy input In(ω) and 
wave dissipation Dis(ω) are distributed over the entire frequency band, 0 < ω < ∞, where a wave 
spectrum S(ω) exists, there is not any explicit proof of the inertial interval existence, as it was 
already noted. 
For the representations of In(ω) and Dis(ω), known from the literature, the verification of  
possibility for the inertial-interval existence can be easily carried out numerically. For example,  
in the case of source and sink functions In(ω) and Dis(ω) taken from the numerical wave model 
WAM (The WAMDI group 1988), Polnikov & Uma (2014) have shown, for one particular time 
moment of wind-wave evolution, that the inertial interval is absent in real wind waves. In the 
same paper, it was also shown that the traditional representation spectra in forms 4 )(S  
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and 311/)(S  , given on a limited frequency band, do not turn kinetic integral  SINL  to 
zero. These facts once again make it arguable a using the Kolmogorov’s model for interpretation 
spectral forms (4) and (6) in real wind waves. Therefore, in the case of real wind waves, this 
point requires its further clarification. 
In addition to that, there are several special studies in which they have shown that a decay 
law of the spectrum-tail can vary within very wide limits: from 3  to 7 , in the stationary 
range of natural wind-waves spectra (for example, Liu 1989; Rodrigues & Soares 1999, Young 
1998). These results also have not a clear theoretical explanation in terms of nonlinear 
interactions, proposed in papers by Zakharov and coauthors mentioned above. 
In this regard, it is worthwhile to dwell on the recent paper by Zakharov & Badulin (2011), 
where they have tried to prove that the spectrum tail should be predominantly formed by the 
nonlinear mechanism. Their theoretical justification is based on the statement that the nonlinear 
term,  SINL , standing in the r.h.s. of Eq. (8), should suppress the impact of the other terms, In(S) 
and Dis(S), in the tail range of wind-wave spectrum. To justify this, they proposed to be share 
nonlinear term  SINL  on two parts. In the one-dimensional representation, )(1 NLI , it is written 
as: 
 )(1 NLI Nl(ω)= Nl
+
(ω)+ Nl-(ω)  .     (9) 
Here, Nl
+
 is the positive part, and Nl
-
 is the negative part of the total nonlinear term, Nl(ω). 
Then, attracting their own exact calculations of terms Nl
+(ω) and Nl-(ω) and several known 
parametrizations for In(ω) and Dis(ω), Zakharov & Badulin (2011) have shown that in the 
frequency range ω > ωp , for all used wind-wave spectra shapes, the following ratios take place: 
 Nl
+
(ω) >> In(ω)  and |Nl–(ω)| >> |Dis(ω)|  .    (10) 
In their opinion, ratios (10) prove the fact of existence of inertial interval in real wind waves, 
providing the basis for the Kolmogorov-type spectra formation in this case. 
However, the approach proposed by Zakharov & Badulin (2011), in our opinion, is incorrect 
from both the mathematical and the physical point of view. First, the algebraically similar terms, 
Nl
+(ω) and Nl-(ω), each of which is  cubic in spectrum S, in contrary, must be summed before 
their comparison with other terms in the r.h.s. of Eq. (8). Second, it is physically incorrect to 
share a single mechanism on two ones. There are no independent mechanisms described by 
Nl
+(ω) and Nl-(ω). It is the mathematical representation of nonlinear term Nl(ω), only.  
Although integral  SINL  can be represented mathematically as a sum of two terms with the 
opposite signs, in reality it is a single mechanism. Thus, only the total value of nonlinear term, 
Nl(ω), must be compared with the total sum of the residual terms in the r.h.s. of equation (8), 
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 B(S) = )S(Dis)S(In  .         (11) 
Later, B(S) is called as the balance function. This quantity, in fact, describes the combined 
"source-sink-mechanism” balancing the wave energy. This mechanism relates the wind-waves 
system to the "external" air-water system. It exists on the background of the "internal" evolution 
mechanism, the conservative four-wave nonlinear interactions. (By the way, these source and 
sink mechanisms are physically independent, and exist in parallel). 
Note that in the most cases, the point of applicability of the Kolmogorov’s model to a wind-
wave spectrum was being studied, mainly, by analytical methods (Kitaigorodskii 1983; 
Zakharov & Filonenko 1966; Phillips 1985; Zakharov & Zaslavsky 1982), attracting certain 
simplifications, approximations, and hypotheses, but avoiding the point of proving the inertial-
interval presence. In the rare cases of using numerical methods (Zakharov & Badulin 2011; 
Tamura at el. 2014), these authors also did avoid the issue of proving an existence of the inertial 
interval in the case of real wind-wave spectra, did not trying to reproduce the form of the 
“external” balance function, B(ω) = In(ω)-Dis(ω). It seems that such an approach is due to a less 
justification of parameterizations for In(ω) and Dis(ω) in comparison with the exact term, Nl(ω).  
However, at present, the numerical simulation of wind waves has already reached a level 
when its accuracy approaches to the one of direct buoy-measurements of waves (The WISE 
Group 2007; Samiksha et al. 2015), and even exceeds the direct satellite measurements of wave 
heights (Chen-Zhang et al. 2016; Kubryakov et al.,2016). This means that understanding the 
physics of all the mechanisms for wind-wave evolution has reached a significant progress, 
including several justified analytical parameterizations for functions In(S) and Dis(S). In addition 
to this, there are several exact algorithms for calculating kinetic integral  SINL  and solving 
equation (8) (for example, Masuda 1980, Polnikov 1989, 1990; Resio & Perrie 1991;  Komatsu 
& Masuda 1996; van Vledder 2006). This allows executing a direct numerical simulation of the 
wind-waves spectrum evolution and clarifying both the point of the inertial-interval existence 
and the question about mechanisms which are responsible for a formation the tail of wind-wave 
spectrum. By this way, one can also clarify the point of correctness of sharing integral  SINL  on 
two terms. To do this, it is sufficient to perform numerical solution for Eq. (8), using the exact 
calculation of  SINL  and exploring several mathematical representations for the source and sink 
functions, In(S) and Dis(S), known from the practice of numerical simulation of waves.  
The present work is devoted to solution of the mentioned physical issues by means of 
numerical experiments. 
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3. The essence of the problem 
The problem to be solved is the following. As it is well known,  the evolution of the two-
dimensional energy spectrum of wind waves, S(ω, θ; t, x, y), is described by the generalized 
kinetic equation having, in the simplest case,  the form (Komen et al. 1994) 
)U,S(Dis)S(Nl)U,S(InF
y
S
C
x
S
C
t
S
dt
dS
gygx 






.     (12) 
In Eq. (12), the l.h.s. means the full derivative of the spectrum with respect to time, and the r.h.s. 
is the so-called source(better, forcing) function F (hereinafter - SF). The l.h.s. of (12) is 
responsible for the mathematical part of numerical model for wind waves. It should  be 
complemented by the boundary and initial conditions, and the input wind-field, U(t, x, y). The SF 
contains a physical content of the model. It includes three basic mechanisms of evolution: (a) the 
mechanism of wave-energy exchange with the wind (“input” or “pumping” function), In(S,U); 
(b) the conservative mechanism of nonlinear interactions between waves ("nonlinearity"), Nl(S); 
(c) the mechanism of wave-energy losses ("dissipation"), Dis(S,U). 
Each of these SF-terms, principally, should be derived from the basic equations of the wind-
wave dynamics (Komen et al. 1994; The WISE group 2007; Polnikov 2010). However, even in 
the simplest case of ideal fluid, these dynamics equations (e.g., the Euler’s equations) are not 
amenable to an analytical transform to Eq. (12). Nevertheless, by using a number of simplifying 
assumptions, methods of Fourier expansions, and perturbation theory on a small parameter, one 
can obtain expected analytical forms for SF-terms. Though, the final exact forms for SF-terms 
cannot be analytically obtained, and they are to be semi-empirically specified. The only 
exception is the nonlinear term, Nl(S) (Hasselmann 1962), repeatedly mentioned above. Finally, 
the intermediate theoretical results for terms In and Dis provided, for example, by the Miles’ 
model for the input-term (Miles 1957), or by the models for the dissipation-term (Hasselmann 
1974; Polnikov 2012), require a search for adequate analytical approximations, and subsequent 
tuning and verification of them (Komen et al. 1994; The WISE group 2007). 
The dominance of nonlinear mechanism in a wind-wave evolution has been pointed by 
numerous researchers (Hasselmann et al. 1973; Komen et al. 1984; Young & van Vledder 1993; 
Badulin et al. 2005; Zakharov & Badulin 2011; among others). Though, the actual role of Nl-
term cannot be assessed theoretically without consideration the roles of other evolution 
mechanisms. This point should be solved by numerical simulations, realized with physically 
correct and numerically justified parameterizations of source terms and solution of equation (12). 
Our experience in exact calculations of Nl-term(Polnikov 1989; Polnikov & Uma 2014), and 
in the wave modeling and SF-terms verification (for example, Polnikov & Innocentini 2008; 
Samiksha et al. 2015), does urge us to doubt that the nonlinear mechanism is the only one, which 
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is responsible for the equilibrium-tail formation in the spectrum of real wind waves. It seems that 
a final decision of this point may be found by numerical simulations, only. 
As noted above, at present there are a huge number of verified parametrizations for In and 
Dis (Komen et al. 1994; The WISE Group 2007, among others), which allow us to solve the 
mentioned problem numerically by means of varying expressions for In and Dis. Herewith, the 
nonlinear mechanism, Nl(S), should be setup by its exact numerical representation, to be in 
accordance with the statements  of paper (Zakharov & Badulin, 2011). By this way, first of all, 
one could check, if the inertial interval takes place on the frequency band in the case of real input 
and dissipation terms. Second, by numerical calculations it is easy to clarify an impact of all the 
evolution mechanisms on the formation a decay law of wind-wave spectrum. The proper criteria 
is very simple: if any variations of the frequency dependences for In(ω) and Dis(ω) have no 
influence on the shape of spectrum tail, then the spectrum tail is fully formed by the Nl-
mechanism, and vice versa. If an increase or decrease of the frequency dependence of functions  
In (ω) or Dis (ω) leads to a noticeable changing  a value of falling-law parameter n in the 
spectral form  
n)(S  ,           (13) 
then the Nl-mechanism is not the only one, which is essential in formation the shape of spectrum 
tail.  
In such numerical experiments, the physical justification of representations for In(ω) and 
Dis(ω) is not so important. Therefore, any kind of known forms for them could be used. The 
only important point is that the nonlinear term must be taken in the exact representation. 
The essence of this work is to clarify all the mentioned points numerically.  
 
4. The method of research and formulation of the numerical task 
4.1. The evolution mechanisms representations 
 4.1.1 Nonlinear term.  
To solve the task posed, we should, first, to demonstrate effectiveness of the Nl-term 
calculation and kinetic equation solution, and second, to specify analytical representations for the 
other SF-terms to be used. We begin with term Nl(S), as the most certain one, which is well-
studied analytically (Zakharov & Filonenko 1996; Zakharov & Zaslavskii, 1982) and 
numerically (Masuda 1980; Polnikov 1989; Badulin et al, 2005; van Vledder 2006, among 
others). Here we use the algorithms derived in  Polnikov (1989, 1990). 
Effectiveness of our Nl-term calculation and kinetic equation solution is shown in the plots 
for a certain case of numerical solution of the pure nonlinear kinetic equation (5) (figures 1a,b).  
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 a)              b) 
FIGURE 1. a) Evolution of spectrum S(ω,t), as an exact numerical solution of kinetic Eq. (5). 
Initial shape of S(ω,θ) is the Pierson-Moskovitz spectrum with ωp=2rad/s and the angular distribution cos
2(θ). 
b) Change of nonlinear transfer Nl(ω,t) corresponding to an exact numerical solution of kinetic Eq. (5). 
Line 0 corresponds to time t = 0, line 1 to t = 1.8*10^3 s,  line 2 to t = 3.1*10^4 s,line 3 to t = 3.8*10^5 s.  
The line 
4  is shown below in a). Line 3a in b) is line 3 multiplied by 30. 
 
According to the well-recognized features of such solution, the shape of spectrum S(ω,θ) (and 
the shape of S(ω), consequently) becomes self-consistent, not depending of the initial form of 
spectrum ),( S  (Polnikov 1990; Komatsu & Masuda 1996; Badulin et al, 2005). For future 
consideration, it is essential to note the following two important features of the solution: (a) the 
falling law for the tail of 1D-spectrum S(ω) becomes very close to law “ 4 ”, and (b) the 1D 
nonlinear transfer Nl(ω) becomes very small (retaining the negative value) in the range ω > 2ωp. 
To show this more clearly, special line 3a is plotted in figure 1b. 
These features are in good accordance with the theory (Zakharov & Filonenko 1966), 
despite of the fact that spectrum ),,( tS   is not stationary, anisotropic in angular, and 
permanently shifting to the lower frequencies. We do not dwell here on these details more, left it 
to a separate consideration, including an analysis of the 2D-spectrum shape. But we keep 
features (a) and (b) in mind, to compare them with their analogues in the case of the generalized 
kinetic-equation solution. 
Regarding to the choice of representations for terms In and Dis, there is a considerable 
arbitrariness of it, due to the lack of exact theories, as mentioned above. We start from the 
simplest representations for terms In and Dis, used in the widely-spread European model WAM 
(The WANDI group 1988; Komen et al 1994). Then, we use a little more complicated forms for 
In and Dis terms, used in the Chinese model MASNUM (Yuan et al. 1991: Yang at al. 2005), 
widely tested and effectively used even in surface wave-circulation coupling practice (Qiao et al. 
2004). And finally we use more complicated representations for In and Dis terms,   proposed in 
(Polnikov 2005). They have been successfully verified in numerical simulations in the shells of 
models WAM and WW  for numerous real wind-wave fields (for example, Polnikov & 
Innocentini 2008; Samiksha et al. 2015).  
12 
 
It seems that these examples for In and Dis terms are sufficient to make certain conclusions 
about the questions posed above. 
 
4.1.2. WAM’s  In and Dis terms 
Following to the technical note (Tolman 2014), we restrict ourselves with the simplest 
version: WAM-cycle3.  In this case, the basic forms for In and Dis, named as InW and DisW, 
written in the ),(  -variables and in terms of the energy spectrum, ),(S  , are as follows 
),(S)cos(
g
u
,maxC)S,,,u(In u
*
w
a
in*W 



 











 1
28
0 ,   (14) 
where a  and w  is the density of the air and water, respectively; *u   is the friction velocity; and 
),()/()/(),,( 22*  SCSuDis PMdisW    ,   (15) 
where the bar over variables means the specially defined averaging over the spectrum, and α is 
the second power of wave steepness (for details, see The WAMDI group 1988; Tolman 2014). 
The default fitting constants are as follows: inC  = 0.25,  disC = 2.36·10
-5
, and PM  = 3.02 ·10
-3
.   
Everywhere, transition from the wind velocity at the standard horizon, U10, to the friction 
velocity, *u , is carried out by the simplest formula  
*u = U10 / 28  ,           (16) 
widely used for testing simulations (Komen et al. 1994). With no limits of generality, the value  
U10 is taken to be equal to 10 m/s, and the wind direction, u , is assumed to be equal to 0. 
The evolution equation (5)  is solved with these InW and DisW representations and with some 
of their modifications related to increasing frequency-dependence of function InW or DisW (see 
below). 
 
4.1.3. MASNUM’s  In and Dis terms 
The MASNUM’s source function is written in the k-space representation. For the simplest 
case of deep water without current, it has the typical form as the r.h.s. of  (12). In the ),(  - 
space, the input term, InM , has the kind  
),(),,,( *  SSuIn MMM         (17a)  
where 
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

 





  .    (17b) Here, H[.]  
is the Heaviside function, 
w
a


 =1.25* 10
-3
, and βM is the same as in the WAM model (14). The 
Dis-term, DisM, is also very similar to formula (15), but with some modifications 
),()]/(*)1(exp[*)/()/(),,( 22
2/12
1*  SddSuDis PMPMM    (18) 
with fitting constants:  d1 = 1.32·10
-4
,  d2 = 2.61, and ε = 0.6. Regarding to MASNUM, the 
evolution equation (5)  is solved with these InM and DisM, only. 
 
4.1.4. Polnikov’s In and Dis terms 
In this case, we use the well-known, linear in spectrum S representation for In-term (Miles 
1957), which can be written as 
In= Cin(ω,, U)ωS(ω,)  .      (19а) 
The theoretically undefined increment of growth rate, (ω,,U), is given by the semi-empirical 
approach (Polnikov 2005), based on paper (Yan, 1987): 

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














 00031.0)cos(000055.000544.004.0,max),,( *
2
*
uL
g
u
g
u
b 

 U . (19b) 
With fitting constants inC = 2π*0.5 and Lb = 5·10
-6
 (according to Samiksha et al. 2015), the 
expression for function In(ω,S,U) given by formulas (19a, b)  is considered as the "basic" one, 
In
b
.  
Farther, we shall need of variations  for function In(ω,S,U), associated with a change of its 
frequency dependence. In our numerical experiments, these variations will differ from basic 
expression In
b 
by the factor of dimensionless frequency, g/u* (see below).  
As to the initial dissipation function, Dis(ω,S,U), we prefer to use the quadratic in spectrum 
S representation, which was theoretically justified in (Polnikov 2012) from the first principles. In 
the detailed semi-phenomenological form, it reads 
      ),(S
g
),,(М),,T(),,(cC),S,,(Dis
6
updis 

 2
2
UU  .   (20a) 
Here the function  
    ),,(,max),,( UU  disМ        (20b) 
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contains the direct wind dependence for Dis(ω,S,U), where function ),,( U  is given by Eq. 
(19b). The fitting factor, ),,(c p , describing the dissipation intensity near peak frequency 
p ,  is given by the formula, 
  )/.(,max),,(c pp  301032   .     (20c) 
The angular dependent factor, ),,T( u  is given by the rations 
  ),(T)(TT),,T( uu   0   ,     (20d) 
where we use the following specification: 
 10 T  ,   )/()(T p 4  ,  and   )-cos(,max)/)((sin),(T uuu   112
2 . (20e) 
All these parameters have their own physical meanings (for details, see Polnikov 2012), though 
details of representations (20a, b, c, d, e) are not significant here. With fitting constants disC = 
(2π)2*0.4 and dis = 5·10
-5
 (according to Samiksha et al. 2015), the expression for Dis(ω,S,U) 
given by formulas (20a, b, c, d, e)  is considered as the "basic" one, Dis
b
.  
Farther variations of function Dis(ω,S,U), associated with a change of its frequency 
dependence Dis(ω), will differ from basic expression Dis
b 
by changing factors ),,T( u  and 
),,( UМ  (see below). All variations of Dis(ω,S,U) are related to an increasing or decreasing a 
power for its frequency dependence. 
 
4.2. Algorithm of executing the simulation task 
The main goal of our calculations is to investigate numerically the role of each evolution 
mechanisms, Nl, In and Dis, in formation of the wind-wave spectrum tail, by estimating their 
effect on the value of the decay-law parameter, n, given in (13). Variations of functions In and 
Dis concern only their mathematical representation, without any relation to their physical 
content. This approach is widely used in numerical experiments (Komen et al. 1994; Polnikov 
2005). Here, it is important only to show that the different frequency representations for 
functions In(ω) and Dis(ω) may lead to different forms of a stationary part in the wind-wave 
spectrum. This expected result is of fundamental importance for understanding the physics of 
formation a stationary part of the wind-wave spectrum. 
There are several steps in executing the task. 
Step 0, initialization. The initial shape of spectrum S(ω,θ) is given in the form of typical 
JONSWAP representation (Komen et al, 1994) 
)()(),(
]2/)1/[( 22
u
p
PMJ SS 



  ,    (21a) 
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where 
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4
52






 


 pPM gS       (21b) 
is the Pierson-Moskowitz’s (PM) frequency spectrum, generalized to an arbitrary value of p . 
All other parameters and notations in (21a, b) are standard ones (Komen et al. 1994).   
In this study we use  the JONSWAP spectrum, SJ, and the angular distribution, Ψ(θ), taken 
in form of cos
2
)( u  . Initial peak frequency is ωp (0) = 2 rad/s. As far as the initial spectral 
shape has practically no effect on the spectral shape for a long-term solution of the kinetic 
equation (Komen et al. 1994; Polnikov 1990), it is not necessary to vary the initial conditions.  
The simple form of generalized evolution equation, (8), is solved at one point, as the spatial 
evolution of spectrum is not principal in this task. The solution of equation (8) is performed in 
dimensional units, following to the author's algorithm (Polnikov 1990), based on the explicit 
numerical scheme of the first-order of accuracy. Kinetic integral Nl(ω,θ) is calculated exactly 
with the algorithm of paper (Polnikov 1989). 
All numerical calculations are executed in the ),(  -domain defined by the boundaries: 
[0.64 ≤ ω ≤ 7.04 rad/s;  -180o ≤ θ ≤ 180o],      (22a) 
with the exponential frequency-grid defined by rations 
1
1
 ii q     for  1 = 0.64 rad/s , q = 1.05,  and  1 ≤ i ≤ I = 50,   (22b) 
and the equidistant set of 36 angles with resolution of Δθ = 10 degrees. As it was checked during 
testing calculations for NL-term (see above subsection 4.1.1) , the used resolution in the ),(  -
domain is fairly good, to get reliable numerical results. 
Step 1. First, equation (8) is solved numerically for the certain versions of In and Dis terms 
on the evolution-time scales of the order of 10
4
-10
5
 values of the initial peak-period, τр=2π/ωр . 
Step 2. Then, in the tail-range of frequencies, ω >2ωр , the spectral decay-parameter n is 
determined by means of the least squares method, supposing the power-like spectrum shape (13). 
Step 3. After that, functions In and Dis are changed as shown in table 1, and steps 1 and 2 of 
this algorithm are again carried out.  
Step 4. Finally, the impact of mathematical representations of functions In and Dis on  
parameter n is determined and summarized in table.1. 
Step 5. In parallel, the time-history of one-dimensional nonlinear transfer, Nl(ω; t), and the 
time-history of the balance between pumping and dissipation, В(ω;t)=[In(ω;t)-Dis(ω;t)], are 
established. This allows to check the ratio between Nl(ω; t) and В(ω;t) at the tail of  spectrum, 
and to check a presence of the inertial interval. 
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5. Results and analysis 
5.1. Results 
The cases considered are shown in table 1. Runs 1-3 are related to WAM’s  In and Dis terns 
and their modifications, run 4 to MASNUM’s terms, and runs 5-11 to Polnikov’s terms. Here we 
remind, that the factor of dimensionless frequency, g/u* , is used to increase the frequency 
dependence of a proper term. The meanings of the other changes  will be pointed below. 
 
Table 1. 
Parameters of simulations and final values of the stationary spectrum-tail parameter n 
 
# run Form of Dis-term Form of  In-term n (±3%) 
1 Dis
W
 In
W
 4.7 
2 g/u10 * Dis
W
 In
W
 6.6 
3 Dis
W
 g/u10 *  In
W
 3.5 
4 Dis
M
 In
M
 5.2 
5 Dis
b
 In
b
 5.2 
6 Dis
b
 In
b
 /6 5.4 
7 1),(T u  
p
)(TT


 3020   
In
b
 5.8 
8 Dis
b
 /6 In
b
 4.1 
9 Dis
b
 g/u10 * * In
b
 4.3 
10 Dis
b
 /6 g/u10 * * In
b
 3.7 
11 1),,T( u  
),,(М U =0.003 
In
b
 3.1 
 
 
Quantitative results of simulations are presented in the last column of table 1. From these 
results it is seen the following. 
For the WAM’s terms, first of all (run 1), it should be noted a good correspondence of the 
falling law to the observations mentioned in the introduction, which means a good tuning the 
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parameterizations used in WAM. Herewith, it is seen that a simple increasing the frequency 
dependence of Dis-term (run 2) leads to an increasing the falling law parameter n. In opposite, an 
increasing the frequency dependence of In-term (run 3), leads to a decreasing the falling law 
parameter.  
Results for the MASNUM’s terms (run 4) are similar to the results for modified WAM’s 
terms (run 2), because the Dis-term in MASNUM is a little more intensive with respect to 
WAM, whilst the In-term is more or less similar to the one used in WAM.  
The results for the Polnikov’s terms (runs 5-11), confirms the previous ones: increasing the 
influence of Dis-term, leads to increasing n (runs 6, 7); increasing the influence of In-term (runs 
8-11) leads to a decreasing the falling-law parameter.  Though, this case has much more details, 
therefore, it will be considered below in more details separately, for the reason of a more 
complicated mechanics of the tail formation in such representation of Dis-term. 
 
5.2 Analysis 
Results for runs 1-4 are shown in figures (2a, b, c; 3a, b; and 4), and for runs 5-11 does in 
figures (5a ,b, c, 6a, b, c, and 7a, b, c). In any case, we can see establishing the stationary 
(equilibrium) shape of spectrum, Seq(ω). From these figures we can draw several inferences. 
First, as seen, in the real wind-wave situation (runs 1, 4, 5), there is no any inertial interval 
in the frequency band (figures 2c, 5c). Thus, there is no possibility to explain any part of the 
equilibrium range of real wind-wave spectra of form (2) by the Kolmogorov’s model. 
Nevertheless, in figures 2a, 3a and 4 (line 3), one can distinguish a small range at the 
beginning of the falling spectrum (ωp < ω < 2ωp ), where  the spectrum slope is smaller than one 
in the other part of tail (ω > 2ωp). In our mind, this is a simple consequence of small values for 
the source function balance in this frequency range. In the range ωp < ω < 2ωp , this balance has 
the kind  
Nl(Seq(ω)) + B(Seq(ω)) ≈ 0  (for ω < 2ωр) .    (23) 
This corresponds to the necessary condition of existing the stationary tail of the spectrum. In 
table 1, we show estimations for value n , made in the last frequency range, ω > 2ωp.  
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 a) 
 b)       c) 
 
FIGURE 2. Run 1(WAM).  a) Evolution of spectrum S(ω,t); b) Nl(ω,t); c) B(ω,t). 
Line 0 corresponds to time  t=0, line 1 to t=3.5*10^3,  line 2 to t=3.8*10^4,line 3 to t=1.1*10^5. 
.In c), at the end of band, Nl(ω) and B(ω) + Nl(ω) are shown for the stationary range. 
 
 
 a)  b) 
 
FIGURE 3. Run 2(WAM). a) Evolution of spectrum S(ω,t) ; b) B(ω,t). 
Line 0 corresponds to time  t=0, line 1 to t=7.7*10^3,  line 2 to t=1.8*10^4, line 3 to t=1.4*10^5. 
In b), at the end of band, Nl(ω) and B(ω) + Nl(ω) are shown for the stationary range. 
 
 The real zero balance , 
Nl(Seq(ω)) + B(Seq(ω)) = 0  ,     (24) 
is shown for runs 1 and 2 separately in figures 2c and 3b,  at the end of frequency band. It is 
done by adding the lines for Nl(ω) and the sum [B(ω) + Nl(ω)] (for MASNUM it is not shown, 
as it is very similar to 3b). From these results we can conclude that, according to (24), in the case 
of In and Dis terms, linear is spectrum S, accepted in the WAM and MASNUM models, one 
cannot pre-calculate the shape of Seq(ω) in advance. Moreover, according to (24),  in the case of 
linear in spectrum S dependences for In and Dis terms,  the final shape of Seq(ω) is not obligatory 
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to be of  power-like form (13), in a wide range of frequency band beyond of ωp . This inference 
is fully confirmed in figures 2a, 3a and 4.  
Note that in such a case, when one cannot pre-calculate the expected shape of Seq(ω), there 
is no way to ensure that Seq(ω) should be of power-like type. In practice, they could distinguish 
two ranges of spectral slope. This numerical result could explain the experimental and numerical 
results of (Tamura et al. 2014). 
 
 
 
FIGURE 4. Run 4(MASNUM). Evolution of spectrum S(ω,t) ; b) B(ω,t). 
Line 0 corresponds to time  t=0, line 1 to t=4.3*10^3,  line 2 to t=9.3*10^3, line 3 to t=2.6*10^4. 
 
5.3. Results and analysis in the case of quadratic Dis-term. 
In the basic run 5, the stationary range of spectra has a decay law corresponding to n = 5.2. 
This value is very close to n = 5, what was theoretically proposed in (Polnikov 2012) during 
construction of basic function Dis
b
. Moreover, the stationary shape of spectra is very close to the 
typical JONSWAP spectrum (figure 5a), what confirms a quality of the basic parameterizations 
for In
b
 and Dis
b
 terms. As above, no inertial interval is seen in fig 5c. 
In run 6, the decreasing influence of In-term leads to the increase of power n for the 
stationary tail of wave spectrum (figure 6a), despite of presence the same exact Nl-term in the 
r.h.s. of equation (8). This situation is enforced in run 7, when the frequency dependence of Dis-
tern is exaggerated (not shown). Just in this case, the falling law is very close to form “ω-6 ”, 
what is in a full accordance with the zero value for balance function B(S). 
In all these runs (5, 6, 7), as it is seen in figures 5c, 6c), the zero balance  given by the ratio 
[ )()( eqeq SDisSIn  ]|tail =0,         (25) 
takes place at the tail range, ω > 2ωp. Thus, in the case of quadratic Dis-term, it is balance (25) 
between input and dissipation terms is responsible for the formation of spectral shape in the 
stationary range of wind-wave spectra, Seq(ω), when they have the falling parameter n≥5 .  
20 
 
Herewith, according to the general stationary spectrum condition, (24), in this cases, the 
value of Nl(Seq(ω)) is also very small (as seen in figures 5b, 6b) in the whole stationary range, 
Nl(Seq(ω)) ≈ 0.  But it does not mean the existence of Zakharov’s solution (4) (Zakharov & 
Filonenko, 1966), as  Nl-term does not play any role in formation of Seq(ω), and Seq(ω) is defined 
by the ratio (25), only. 
On opposite, in run 8, when the influence of Dis-term is decreased, the stationary range has 
the falling law n = 4.1. It is very similar to the pure nonlinear evolution mentioned in subsection 
4.1. But in this case, the physics of spectrum-equilibrium is absolutely different, as far as the 
value Nl(Seq(ω)) is not equal to 0 (see figures 7b, c, and explanation below).  
The similar, slow falling laws of the stationary spectrum range are established for runs 9-11. 
In all these cases (runs 8-11), when the falling-law parameters for Seq(ω) are n < 5, it occurs that 
the Nl-term plays a very important role, providing the exact balance for the total source function, 
given by ratio (24). But herewith, Nl-term is not zero (see figures 7b, c), and its role differs 
radically from the statements made in Zakharov & Badulin (2011). In these cases, Nl-term does 
not suppress other terms, but  supports them, ensuring for making  balance (24). 
= 
   a) 
 
 b)    c) 
FIGURE 5. Run 5(Polnikov’ terms).  a) Evolution of spectrum S(ω,t) ; b)   Nl(ω,t);  c) B(ω,t)  . 
Line 0 corresponds to time  t=0, line 1 to t=3.1*10^3,  line 2 to t=2.4*10^4, line 3 to t=0.8*10^5. 
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 a) 
 
 b)      c) 
FIGURE 6. Run 6.  a) Evolution of spectrum S(ω,t) ; b)   Nl(ω,t);  c) B(ω,t)  . 
Line 0 corresponds to time  t=0, line 1 to t=1.1*10^4,  line 2 to t=3.6*10^4, line 3 to t=1.1*10^5. 
In b) and c), line 0 is reduced by factor 100 for comparability. 
 
 a) 
 b)    c) 
FIGURE 7. Run 8.  a) Evolution of spectrum S(ω,t) ; b)   Nl(ω,t);  c) B(ω,t). 
Line 0 corresponds to time  t=0, line 1 to t=1.3*10^3,  line 2 to t=3.7*10^3, line 3 to t=5.1*10^4. 
In c), at the end of band, Nl(ω) and B(ω)+ Nl(ω) are shown for the stationary range. 
 
Main inferences for the case of nonlinear in S representation of Dis-term are as follows. 
Results found show that the variations of intensity and frequency dependences for functions 
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In(ω,S) and Dis(ω,S) have a strong direct impact on formation the stationary spectrum-tail, 
despite of existing exact nonlinear-term Nl(ω,θ) in the source function. Consequently, the 
assumption of Zakharov & Badulin (2011) about adequacy of shearing the term Nl(ω) on a sum 
of large positive and negative parts (9), which supposedly suppress the influence of terms In(ω) 
and Dis(ω), is not confirmed by the exact calculations. On contrary, it is the mechanisms of 
pumping and dissipation of waves determine a formation of the wind-wave spectrum tail.  
Herewith, the role of the nonlinear term is different for different shapes of Seq(ω). If the 
value of falling law parameter, n, for stationary tail Seq(ω) is below 5, then the shape of Seq(ω) is 
defined by the whole balance of source function, (24). In this case, Nl-term is not zero, and plays 
the role of stabilizing mechanism providing balance (24).  This fact is due to positive values of 
Nl-term (at the tail range) for the slow falling spectra (figures 5c, 6c). But if n ≥ 5 for stationary 
spectrum Seq(ω),  the shape of latter is defined by balance (25), and Nl-term does not play any 
role on formation of Seq(ω). In this case, values of  Nl-term are too small (figures 5b, 6b) to play 
any role in the equilibrium range formation for wind-wave spectra.  
These results are  absolutely new numerical findings, which have an important physical  
meaning in understanding the mechanics of the stationary range formation in the wind wave 
spectra. 
 To finish the case of fast falling spectra and the choice of Dis(S) nonlinear in S, we note that 
in this case one could estimate in advance the shape of equilibrium spectrum Seq(ω) from ratio 
(25). In such a case, one may write analytical representations of terms In and Dis in the forms 
    In(u*,ω,θ,S) =α(u*,ω, θ)S(ω, θ),   and   Dis(u*,ω, θ, S)=γ (u*,ω, θ)S
2
( ω, θ).       (26) 
Then, from balance condition (25), one immediately obtains (in the tail range, ω > 2ωр) an 
expected shape of the equilibrium spectrum of the form 
Seq(u*,ω) ≈ α(u*,ω)/γ (u*,ω)    (for ω > 2ωр) .        (27) 
The numerical results presented above for runs 5-7 confirm fully the said.  
 
6. Conclusions and final remarks 
The main conclusions are as follows. 
6.1. On the basis of exact solutions of Eq (8) for several known representations of the input 
and dissipation mechanisms for wind waves, In(u*,ω,θ,S) and Dis(u*,ω,θ,S) (WAM: The 
WAMDI group 1988; MASNUM: Yang & Yin, 2010; and Polnikov 2005;  Samiksha et al. 
2015), one can state that the inertial interval does never realize in real wind waves. Therefore, in 
real wind waves, the Kolmogorov’s spectrum model cannot be applied for interpretation of the 
spectrum-tail formation. 
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6.2. The ratio between functions In(u*,ω,θ,S) and Dis(u*,ω,θ,S) determines the stationary 
(equilibrium)  range in the wind-wave spectrum, Seq(u*,ω), which follows from the zero-balance 
for the total source function, (24).  
Though, mechanics of the tail formation is different for different mathematical 
representation for functions In(S) and Dis(S), and different falling laws of the equilibrium 
spectrum. For the falling laws of Seq(ω) with n < 5, and for representations of  In(S) and Dis(S) as 
linear functions in spectrum S, the shape of equilibrium spectrum Seq(u*ω) is always governed by 
the balance for full source function (24). In such a case, the nonlinear mechanism plays a crucial 
role to ensuring the ratio (24); though, one cannot pre-calculate the shape of Seq(u*,ω).  When n ≥ 
5 for the shape of Seq(ω), and nonlinear versions of representations Dis(u*,ω,θ,S), equilibrium 
range Seq(u*,ω) is determined by more simple ratio (25). In such a case, one can pre-calculate the 
expected shape of Seq(u*,ω) by ratios (26, 27); herewith, the nonlinear mechanism plays no role 
in formation the shape of Seq(u*,ω) . 
The said means that, in any case, the shape of Seq(u*,ω) is always determined by 
representations of functions In(u*,ω,θ,S) and Dis(u*,ω,θ,S), whilst the role of NL-term is 
subsidiary.  
6.3. The variety of decay laws for the equilibrium tail of spectrum, Seq(u*,ω), can be 
explained by a variety of real mechanisms for dissipation of wind waves. As far as the wave-
formation conditions realized in the nature are very different, real dependences In(u*,ω,θ,S) and 
Dis(u*,ω,θ,S)  may also differ from their numerical representations usually used in numerical 
wind-wave models. Therefore, according to formulas (24-27), in the nature, the decay parameter, 
n, may vary significantly for wind-wave spectra observed under different natural conditions. 
This ensures validity of the said  interpretation for all the above empirical results, including both 
the variance of n established in (Liu 1989; Rodrigues & Soares 1999; Young 1998) and the 
results of Tamura et al. (2014), do not attracting the Kolmogorov’s model. 
6.4. In addition to the said, formulas (24-27) make it possible to answer the question:  why 
the spectra of form (2) are often observed in small reservoirs (laboratory tanks, lakes, etc.), in 
contrast to oceanic areas. Apparently, this is due to the small fetches (and times) of the spectra 
evolution in these cases. Under such conditions, the dissipative processes can have a special 
dynamics, which is determined by specific mechanisms of the hydrodynamic instability, 
governing the processes of dissipation. In small reservoirs, this can lead to establishing 
dissipative processes that differ from those for global water areas. 
For example, a small intensity of wave-breaking can lead to a weakening the frequency 
dependence of dissipation, Dis(ω), and its intensity (similar to our run 8).  As shown in run 8, 
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this leads the weaker law of spectrum decay, often observed in laboratory tanks or lakes. It is 
also possible that at low evolution times, the decay law of wind-wave spectrum with n = 4 is 
realized only under the influence of pressure pulsations with the "white noise" spectrum. Such a 
model was analytically considered (neglecting dissipation and nonlinearity) in (Polnikov & Uma 
2014).  
As seen, all the observed equilibrium spectral shapes Seq(u*,ω) can be explained basing on 
the concept of equation (24) and presentation for the wind-pumping and wave-dissipation 
mechanisms, without attracting the Kolmogorov’s model. 6.5. In the absence of the inertial 
interval, the role of nonlinear mechanism is reduced mainly to a downshifting the peak 
frequency. But for slow falling equilibrium spectra, Nl-term does play a crucial role of 
mechanism compensating the input-dissipation misbalance ( B(ω;t) ≠ 0) at the equilibrium range 
of wave spectrum. For the linear representations of In(S) and Dis(S), it is the only possibility the 
get a stable spectrum shape.  
Regarding Kolmogorov-type spectra, we can conclude that they are quite realistic, but only 
under the abstract (academician) conditions, when a fairly wide inertial interval is artificially 
established in the frequency band, as it was shown in a lot of numerical experiments (Polnikov 
1994, 2001, Badulin et al. 2005; among others). 
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