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Abstract. The Curie-Weiss model is an exactly soluble model of ferromagnetism
that allows one to study in detail the thermodynamic functions, in particular their
properties in the neighbourhood of the critical temperature. In this model every
magnetic moment interacts with every other magnetic moment. Because of its
simplicity and because of the correctness of at least of some of its predictions, the Curie-
Weiss model occupies an important place in the statistical mechanics literature and its
application to information theory. It is frequently presented as an introduction to the
Ising model or to spin glass models, and usually only general features of the Curie-Weiss
model are presented. We discuss here properties of this model in a rather detailed way.
We present the exact, approximate and numerical results for this particular model. The
exact expression for the limiting magnetic field is derived.
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1. Introduction
A phase transition is the transformation of a thermodynamic system from one phase or
state to another. During a phase transition of a given medium certain properties change,
often discontinuously, as a result of some external conditions, such as temperature,
pressure or the magnetic field. For example, a liquid may become gas upon heating to
the boiling point, resulting in an abrupt change in volume.
In the case of a ferromagnet one should predict the dependence of such quantities
as the free and internal energy, entropy, heat capacity and magnetic susceptibility on
temperature T and magnetic induction B. Generally, this is very complicated task.
Ma [1] stressed the distinction between the direct approach to the problem of phase
transitions and the approach exploiting symmetries of the problem. Here we shall
illustrate the former approach. This means calculations of physical properties of interest
in terms of parameters given in a particular model, i.e. solving a model. The calculations
may be done analytically or numerically; exactly or approximately.
One of the simplest classical systems exhibiting phase transition has been
introduced by Pierre Curie and then by Pierre Weiss in their development of simplified
theory of ferromagnetism [2, 3]. Recently it is called the mean field theory. The Curie-
Weiss considered a set of magnetic moments interacting with their nearest neighbours.
They replaced the actual interactions experienced by each magnetic moment with the
mean interaction given by the mean magnetization. With growing number of nearest
neighbours the mean field theory becomes a better approximation. One can enlarge
the number of nearest neighbours considering magnetic moments in spaces of higher
dimensions (cf. ref.[4]). Mark Kac considered a model where every magnetic moment
interacts with every other magnetic moment, and called it Curie-Weiss (CW) model [2].
Gould and Tobochnik called this model the fully connected Ising model [5].
Although the Curie-Weiss model leads to the same results as the mean field
theory for the behaviour of the system in vicinity of critical temperature, generally
the thermodynamic functions calculated in the frame of these models are different.
We shall focus on the Curie-Weiss model of a magnet. The Curie-Weiss model
is an exactly soluble model of ferromagnetism that allows one to study in detail the
behaviour of thermodynamic functions. Since not all predictions of this model agree
with experiments, other models must be considered. However, because of its simplicity
and because of the correctness of at least some of its predictions, the classical Curie-
Weiss model occupies a central place in the statistical mechanics literature. It is
frequently presented as an introduction to the Ising model or to spin glass models
[3],[6]−[12]. However, in these references only general features of the Curie-Weiss model
are discussed. This is why we shall discuss here properties of this model in a rather
detailed way. We present the exact, approximate and numerical results for this particular
model.
We hope that this paper will be of use to such readers as graduate and postgraduate
students as well as beginning research workers. We expect also that teachers might find
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our paper interesting enough to incorporate it in their course thereby introduce the
students to the example richer than the mean field theory.
2. The Curie-Weiss model
Let us call the set of integers from 1 to N a lattice, and its element i a site. We assign
a variable si (the Ising spin) to each site. The Ising spin is characterized by the binary
value: +1 if microscopic magnetic moment is pointing up or −1 if it is pointed down.
Particles with the Ising spins interact via Hamiltonian
Hint = − J
N
∑
1≤i<j≤N
sisj. (1)
The constant J is positive. The interaction energy of all pairs of spins of the Curie-
Weiss magnet is the same and their interaction depends on N . The normalization by
1/N makes Hint a quantity of the order N, i.e. an extensive quantity. The underlying
assumption of an infinite-range interaction is clearly unphysical. The Hamiltonian (1)
does not depend on dimension of the space which Curie-Weiss magnet is occupying.
The magnetic moment of a particle is proportional to the spin µi = µsi, where
µ is the magnetic moment. In an applied magnetic field with the magnetic induction
vector B particles with magnetic moments being parallel or antiparallel to B, acquire
the energy
Hf = −µB
N∑
i=1
si . (2)
The complete Hamiltonian consists of two terms
H = − J
N
∑
1≤i<j≤N
sisj − µB
N∑
i=1
si . (3)
The Hamiltonian (3) does not change if we reverse signs of all spins si → −si (i =
1, 2, . . . , N) and the direction of the induction vector B→ −B
H (s1, . . . , sn;B) = H (−s1, . . . ,−sn;−B) . (4)
Denote a particular configuration (s1, s2, . . . , sN) by {s}. To each configuration {s}
there corresponds an energy E ({s}) = H ({s}).
The nature of phase transitions of magnetic systems is well understood. At
temperature 0K magnetic systems, in particular the CW magnet, are in a lowest energy
state with all spins being parallel. Thus, their magnetization M is finite and our
magnet is ferromagnetic. As temperature is increased from zero the thermal noise
randomizes spins. A fraction of them become antiparallel. This disorder grows with
raising temperature and a diminishing fraction of them points at the initial direction.
At temperature Tc – the critical temperature, and beyond, magnetization vanishes and
the material becomes paramagnetic. For T above Tc, there must be macroscopically large
regions in which a net fraction of spins are aligned up. However, their magnetization
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mutually compensates – they cannot make a finite fraction of all regions agree. For T
just below Tc the compensation is not complete and the small, but finite, fraction points
in the same direction.
For left-hand vicinity of Tc thermodynamic functions depend on the dimensionless
parameter t = (T − Tc) /Tc and consists of terms regular in t and singular in it. The
singular terms depend on powers of |t|−1. These powers are called the critical indexes
(or critical exponents) and are defined for B = 0 and t→ 0. The specific heat c per one
particle and the magnetization and the magnetic susceptibility χT for the paramagnetic
phase are characterized respectively by critical indexes α, β and γ
c ∼ |t|−α , m ∼ |t|−β , χT ∼ |t|−γ . (5)
As we shall show these critical indexes characterizing the critical behaviour of both
phases are the same. We shall calculate these sets of critical indexes, as well as the
dependence of the internal energy and entropy on |t|, for ferromagnetic and paramagnetic
phases of the Curie-Weiss magnet.
In the presence of the magnetic field the dependence of magnetization on the
magnetic field at |t| = 0 is characterized by the critical index δ
m ∼ B1/δ . (6)
In the following, in place of temperature we will use θ = kBT , kB being the Boltzmann
constant.
3. Calculation of free energy
Since s2i = 1 the Hamiltonian (1) can be written as
Hint = − J
2N
(
N∑
i=1
si
)2
+
J
2
. (7)
The partition function is defined as usual as [13]
ZN =
∑
{s}
e−E({s})/θ . (8)
The summation is performed over all 2N configurations {s}. Note that a different
method calculating spin configurations can be used [5].
Introduce two dimensionless quantities K = J/θ and h = µB/θ. Then, the
partition function (8) can be written as
ZN (θ) =
∑
{s}
exp

 K
2N
(
N∑
i=1
si
)2
− K
2
+ h
N∑
i=1
si

 =
= e−
K
2
∑
{s}
exp


(√
K
2N
N∑
i=1
si
)2
+ h
N∑
i=1
si

 . (9)
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Thermodynamic functions can be obtained via the Helmholtz free energy FN (θ, B)
[13]
FN (θ, B) = −θ lnZN (θ, B) . (10)
The derivative of FN (θ, B) (10) with respect to B gives
∂FN (θ, B)
∂B
= −µ
〈
N∑
i=1
si
〉
= −µ
N∑
i=1
〈si〉, (11)
where 〈si〉means the mean value of si calculated with the canonical distribution function
[13].
The minus derivative of free energy (11) defines magnetization M of a magnet [13],
thus
M = µ
N∑
i=1
〈si〉. (12)
The second derivative of FN (θ, B) with respect to B is positive [14]
∂2FN (θ, B)
∂B2
=
µ2
θ


〈(
N∑
i=1
si
)(
N∑
j=1
sj
)〉
−
〈
N∑
i=1
si
〉2
 > 0. (13)
Since [∂2F (θ, B) /∂B2]θ defines the magnetic susceptibility χT (cf. Eq. (35)), we
conclude that the magnetic susceptibility is positive. Therefore, the change of induction
δB increases the magnet energy by δB ·χ·δB > 0. The CW magnet fulfills the condition
of thermodynamic (macroscopic) condition of stability [12].
A simple evaluation of the partition function (9) is precluded only by square of
magnetization in the exponential. One can get rid of this square using the Gaussian
linearization of the form
ea
2
=
1√
2π
+∞∫
−∞
dξe−ξ
2/2+
√
2aξ
. (14)
In the present case a =
√
K/ (2N)
N∑
i=1
si. Now, the partition function factors with
respect to individual summations over the state si
ZN =
e−
K
2√
2π
+1∑
s1=−1
+1∑
s2=−1
. . .
+1∑
sN=−1
+∞∫
−∞
dξe−ξ
2/2e
√
K/N s1 ξ+hs1e
√
K/N s2ξ+hs2 . . . e
√
K/N sNξ+hsN =
=
2Ne−K√
2π
+∞∫
−∞
dξe−ξ
2/2
[
cosh
(√
K/N ξ + h
)]N
. (15)
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Performing the change of variable
√
K/Nξ = Ky we get
ZN = 2
N
(
KN
2π
)1/2
e−
K
2
+∞∫
−∞
dyΦK,y (y) , (16)
where
ΦK,h (y) = e
−Ky2/2 cosh (Ky + h) . (17)
In addition to y the function ΦK,h (y) depends on two dimensionless parameters K and
h, i.e. on θ and B.
Free energy per one particle is proportional to (lnZN) /N . Since we are interested
in analyzing the system in the large size limit
lim
N→∞
lnZN
N
= lim
N→∞
ln
(
Z
1/N
N
)
= ln
(
lim
N→∞
Z
1/N
N
)
.
Using ZN (16) we obtain free energy per particle f (θ, B)
− f (θ, B)
θ
= lim
N→∞
1
N
ln
(
e−
K
2
√
KN/2π
)
+ ln 2 +
+ ln lim
N→∞


+∞∫
−∞
dy [ΦK,h (y)]
N


1/N
. (18)
In order to obtain the explicit form of the function f (θ, B) we use the Laplace
theorem [15]. Theorem. Let functions ϕ (y) i ψ (y) will be continuous and positive in a
range c ≤ x ≤ d, then
lim
n→∞


d∫
c
ϕ (x) [ψ (x)]n


1/n
= max
c≤x≤d
ψ (x) . (19)
For ϕ (y) = 1 and ψ (y) = ΦK,h in the limit N →∞ this theorem yields
− f (θ, B)
θ
= ln max
−∞≤y≤∞
ΦK,h (y) + ln 2 . (20)
Let us introduce a function of y related to free energy
fθ,h (y) = −θ [ln 2 + lnΦθ,h (y)] . (21)
According to Eq. (20) to find the dependence of free energy on thermodynamic variables
θ and B one should find extreme points of fK,h (y). For these points (dfK,y (y) /dy)θ,B =
0. Calculating the derivative of ΦK,h (y) (17) we find(
∂f
∂y
)
θ,B
= − θK
ΦK,h (y)
[tanh (Ky + h)− y] ΦK,h (y) =
= −θc [tanh (Ky + h)− y] .
Thus, the variable y obeys the equation
y = tanh (Ky + h) . (22)
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For various values of θ (K) and B (h) solutions of this equation provide the function
y = y (θ, B) of state variables. Therefore, the function Φ (θ, B) = max
−∞≤y≤∞
ΦK,h (y) is
a composite function of θ and B, namely ΦK,y (y (θ, B)) and also depends implicitly on
these two state variables. Now Eq. (20) can be rewritten in the form
f (θ, B) = −θ ln 2− θ ln Φ (θ, B) ,
or
f (θ, B) = −θ ln 2− θ ln
{
e−Ky
2(θ,B)/2 cosh [Ky (θ, B) + h]
}
. (23)
Using two familiar identities [16] d tanhx/dx = cosh−2 x and
cosh2 x =
(
1− tanh2 x)−1 = (1− y2)−1 , (24)
we calculate the second partial derivative of f with respect to y(
∂2f
∂y2
)
θ,h
∣∣∣∣∣
y=y(θ,B)
= −θK {K [1− y2 (θ, B)]− 1} . (25)
In the Appendix we show that there exist solutions of Eq. (22) for which this derivative
is positive, hence for them free energy is minimal.
For the reversed magnetic field the solution of Eq. (22) is −y
− y = tanh [K (−y − h)] . (26)
Therefore, free energy f (θ, B) (20) is an even function of B (and h)
− f (θ,−B)
θ
= ln 2 + ln
{
e−K(−y(θ,B))
2/2 cosh [−K (−y (θ, B))− h]
}
=
= −f (θ, B)
θ
. (27)
These properties of free energy and solutions of Eq. (22) are the reason why in the
following we will always have in mind the positive value of B.
Calculating derivatives (∂y/∂h)θ and (∂
2f/∂y2)K,h one may show that the product
of (∂y/∂h)θ and (∂
2fK,h (y) /∂y
2)K,h is positive because(
∂y
∂h
)
θ
(
∂2fK,h (y)
∂y2
)
K,h
=
θK
cosh2 (Ky + h)
. (28)
Introduce here Kc = 1 – the critical value of the parameter K. From the definition
of K it is seen that the critical value of θ is θc = J .
4. Free energy of CW magnet in the absence of the magnetic field
Suppose that B = 0 (h = 0). If we plot g (y) = y and q (y) = tanh (Ky) as functions of
y, the points of intersection determine solutions of Eq. (22). Referring to Fig. 1 (left
panel), we have to make distinction between cases. If θ > θc (θ > J) the slope of of
the function q (y) at the origin K = J/θ = θc/θ < 1 is smaller than the slope of linear
function g (y) = y, which is 1, thus these graphs intersect only at the origin. It is easy
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to check that for this solution the second derivative of free energy (20) is positive (cf.
Appendix). Therefore, the extreme indeed is a minimum (cf. Fig. 2).
On the other hand when θ < θc (θ < J), the initial slope of tanh(Ky) is larger
than that of linear function, but since values of tanh function cannot take values outside
the interval (−1,+1), the two functions have to intersect in two additional, symmetric
nonzero points ±y (θ) (Fig. 1). In this case in the Appendix we show that the second
derivative of free energy is negative at the origin y = 0, which means that there is
a maximum at y = 0 (cf. Fig. 2). This derivative is positive at y = ±y (θ). Free
energy f (θ) attains minimal value at y = ±y (θ), hence these solutions correspond to
the thermodynamically stable states.
-1
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 0.5
 1
-2 -1.5 -1 -0.5  0  0.5  1  1.5  2g(y
), q
(y)
y
g(y)=y
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), q
(y)
y
g(y)=y
Q(y)=tgh(Ky+h) θ < θcQ(y)=tgh(Ky+h) θ > θc
Figure 1. Graphical solution of Eq. (22). The full line represents the function
g(y) = y. The dashed lines: θ < θc (K=1.5), the dotted lines: θ ≥ θc (K=0.9). Left
panel: h = 0 (B = 0). Right panel: h = 0.1.
The parameter K and temperature θ can be expressed in terms of t = (θ/θc − 1),
namely
K =
θc
θ
=
1
1 + t
, θ = (1 + t) θc . (29)
5. Magnetization and magnetic susceptibility of Curie-Weiss magnet
Consider the CW magnet when the magnetic field B is brought back. Magnetization
per particle, m, is a partial derivative of free energy f (θ, B) after B
m (θ, h) = −
[
∂f (θ, h)
∂B
]
θ
= µ
[
∂ ln Φ (θ, h)
∂h
]
θ
=
= µ
∂ ln ΦK,h (y)
∂h
∣∣∣∣
y=y(θ,B)
+ µ
∂ ln ΦK,h (y)
∂y
∣∣∣∣
y=y(θ,B)
∂y (θ, B)
∂h
. (30)
Since ΦK,h (y) attains an extremum at y (θ, B), the second term on right hand side of
(30) vanishes. The contribution of the first term yields the equation of state
m = µ tanh
(
K
µ
m+ h
)
, (31)
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which has a closed analytic form. According to Eq. (22), the study of y is equivalent to
the study of of magnetization m.
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Figure 2. Dependence of function fK,h (y) (20) on y for paramagnetic (θ ≥ θc) and
ferromagnetic (θ < θc) phases in the magnetic field (h > 0) and when the magnetic
field is absent (h = 0).
Consider the solutions of Eq. (22) for B > 0. When θ < θc the plots of functions
g (y) = y and Q (y) = tanh (Ky + h) intersect in three non-symmetric and non-zero
points (cf. right panel of Fig. 1). For h 6= 0 Eq. (22) has two solutions if |h| ≤ ht,
where ht is some limiting value of h. This problem is discussed in Sects. 6 and 8.
Only for positive value of y = y (θ, B) free energy f attains the global minimum. To
one of negative values there corresponds a local minimum, to the remaining a maximum
(cf. Fig. 2). The negative values of y (θ, B) (as well as m (θ, B)) do not correspond
to stable states and should be omitted. One should notice that negative values of y
for positive h are not compatible with the symmetry (26) of the state equation. When
θ ≥ θc the graphs of g (y) and Q (y) intersect at one point y (θ, B) > 0. For this value
of y (θ, B) free energy has global minimum (cf. Fig. 2).
Consider Eq. (22) for small values of |t| and h = 0. We can expand tanh (Ky) into
Taylor’s series. Using Eq. (29) we obtain
y ≃
√
3
(K − 1)1/2
K3/2
∼ |t|1/2. (32)
Curie-Weiss magnet – a simple model of phase transition 10
Hence, in agreement with Fig. 3, we conclude that
m ∼ |t|1/2 . (33)
When positive B → 0 then y (θ, h) → y (θ) of Fig 3. Thus, we note the existence
of spontaneous magnetization m (θ) = µy (θ)
m
(
θ, h = 0+
)
= { 0 θc ≤ θ,m0 θc > θ. (34)
Even after turning off the magnetic field, below critical temperature the system
remains magnetized, depending on the sign of B before its removal. The dependence of
y for B = 0 on θ is singular. It is seen in Fig. 3 that at the point θ = θc tangents of
two branches of the curve are different. We note that the point θ = θc is the boundary
between the region of existence and nonexistence of magnetization, i.e. it is a critical
point. We conclude that magnetization m is the order parameter.
In the presence of even an arbitrarily weak (0 ≤ h≪ 1), the magnetic field
magnetization m does not vanish below and above critical point (cf. Fig. 3 the
right panel). The external magnetic field lowers the symmetry of the paramagnetic
phase. From the point of view of magnetization the difference between paramagnetic
and ferromagnetic phases vanishes and the critical point ceases to exist.
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y
θ
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Figure 3. Dependence of y on temperature. Left panel: h = 0. Right panel: h > 0.
Consider the magnetic susceptibility
χT (θ, B) =
[
∂m (θ, B)
∂B
]
θ
. (35)
According to the definition (35) and Eq. (30) the susceptibility is related to the second
derivative of free energy with respect to induction
χT (θ, B) = −
[
∂2f (θ, B)
∂B2
]
θ
. (36)
Differentiating both sides of Eq. (31) with respect to B and solving the obtained
equation, we obtain the general expression for the susceptibility
χT (θ, B) =
µ2
θ
[1− y2 (θ, B)]
1−K [1− y2 (θ, B)] . (37)
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Using Eq. (25) the susceptibility can be written as
χT (θ, B) = µ
2K
1− y2 (θ, B)(
∂2fK,h(y)
∂y2
)
θ,h
∣∣∣∣
y=y(θ,B)
. (38)
Since for a stable state the second derivative (∂2fK,h (y) /∂y
2)θ,h
∣∣∣
y=y(θ,B)
is nonnegative
and 0 ≤ |y| ≤ 1, the susceptibility is nonnegative too. Notice that we succeed in linking
together the macroscopic (13) and microscopic (37) stability conditions.
For the paramagnetic phase (θ ≥ θc (t ≥ 0)) y = 0, and in the vicinity of the critical
temperature we obtain
χT =
µ2
θc (1 + t)
(1 + t)
t
≃ µ
2
θc
t−1. (39)
This means that the critical index γ = 1.
The function artanhy obeys the equation
artanhy = Ky + h . (40)
We shall study solutions of Eq. (40) in vicinity of the critical temperature. For small y
one can expand artanhy into Taylor’s series [16]. For θ < θc (t < 0) Eq. (40) reduces to
y3 − 3 |t|
1− |t|y − 3h = 0. (41)
In the ferromagnetic phase and in the absence of the magnetic field, the order
parameter does not vanish
y2 =
3 |t|
1− |t| (t < 0) . (42)
When B = 0 from Eq. (42) it follows that for ferromagnetic phase in vicinity of
critical temperature m ∼√3 |t|. Thus the critical index of magnetization is β = 1/2.
Consider the susceptibility (37) in ferromagnetic phase in the vicinity of the critical
temperature. Using the expressions (29) and (42) for the ferromagnetic phase we obtain
lim
B→0
χT (θ, B) ∼ µ
2
θc
|t|−1 , (43)
and according to the definition (5) for both phases the critical index of magnetization
is γ = 1. We shall note that in the case of ferromagnetic phase one should use the
relation (41). We conclude that for both phases the magnetic susceptibility of Curie-
Weiss magnet is divergent at the critical temperature. This singular behaviour is shown
in Fig. 4.
At the critical point t = 0, hence from Eq. (41) it folows that y = 3
√
3 h1/3.
Therefore, according the definition (6), the critical index for the critical isotherm δ = 3.
Continuous phase transitions occur when a new state of reduced symmetry develops
continuously from the disordered (high temperature) phase. The ordered phase of
CW magnet has lower symmetry than the symmetry (4) of the Hamiltonian, thus the
symmetry is spontaneously broken. There exist two equivalent symmetry related states
Curie-Weiss magnet – a simple model of phase transition 12
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Figure 4. Dependence of the susceptibility on temperature. Left panel: h = 0. Right
panel h > 0.
of CW magnet with magnetization +m i −m respectively, with equal free energies.
These states are macroscopically different, so thermal fluctuations will not bring them
into contact in the thermodynamic limit. To describe the ordered state we introduced
magnetization – the macroscopic order parameter that describes the character and
strength of the broken symmetry.
6. Approximate theory – the analysis of roots of the cubic equation for
magnetization
Now we shall study the roots of the cubic equation (41) for the ferromagnetic phase.
Since free energy is an even function of B we assume that h > 0. We shall study the so
called the incomplete cubic equation
y3 + 3 (−p) y + 2q = 0 , (44)
where p = |t| / (1− |t|) , q = −3h/2.
It is worthwhile to recall that assumptions proposed by Landau for an
incompressible magnet result in free energy depending only on even powers of
magnetization [4, 12, 17]
f (m, T ) = f0 (T ) + α (T )m
2 +
1
2
β (T )m4.
This form of free energy also leads to a cubic equation for magnetization.
Introduce a characteristic value of the parameter h
ht =
2
3
|t| 32 , (|t| ≪ 1). (45)
The function Λapp (y) = y
2 − 3py has two extreme points at y = ± |t|1/2. For these
values of y the parameter h is equal to ±ht. Such method of finding the limiting value
of magnetic field was used by Landau and Lifshits [19].
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Roots of Eq. (44) depend on the sign of the discriminant[16] D = (q2 − p3)
D =
(
3
2
h
)2
−
( |t|
1 + |t|
)3
=
(
3
2
)2 (
h2 − h2t
)
. (46)
If D < 0 inequalities −ht < h < ht hold. If D > 0, then h > ht or h < −ht.
If D < 0 all tree roots are real
y
(<)
1 (t, h) = u< (t, h) + v< (t, h) ,
y
(<)
2 (t, h) = ε2u< (t, h) + ε1v< (t, h) ,
y
(<)
3 (t, h) = ε1u< (t, h) + ε2v< (t, h) ,
(47)
where
u< (t, h) =
3
√
−q + i
√
|D|, v< (t, h) = [u< (t, h)]∗ ,
ε1 =
(
−1 + i
√
3
)
/2, ε2 = ε
∗
1 .
(48)
Using relations (48) we can show that
y
(<)
1 (t, h) = 2Re u< (t, h) ,(
y(<)σ
)∗
(t, h) = y(<)σ (t, h) (σ = 2, 3) .
If D > 0 (i.e. h2 > h2t ) only one root is real
y> (t, h) = u> (t, h) + v> (t, h) , (49)
where
u> (t, h) =
3
√
3h
2
+
√
D, v> (t, h) =
3
√
3h
2
−
√
D. (50)
The two remaining two roots are complex.
If we combine Eqs. (45)-(50) we obtain the functions u< (t, u), v< (t, u) and u> (t, u),
v> (t, u) in the useful form
u> (t, h) = (3/2)
1/3 3
√
h+
√
h2 − h2t , v> (t, h) = (3/2)1/3 3
√
h−
√
h2 − h2t ,
u< (t, h) = (3/2)
1/3 3
√
h+ i
√
h2t − h2, v< (t, h) = (3/2)1/3 3
√
h− i
√
h2t − h2 .
(51)
Consider functions u> (t, h) and v> (t, h) for negative h
u> (t,−h) = 3
√−1 3
√
h−
√
h2 − h2t = 3
√−1 v> (t, h) ,
v> (t,−h) = 3
√−1 3
√
h +
√
h2 − h2t = 3
√−1 u> (t, h) .
Similar relations hold also for u< and v<. Among three root of unity ε1, ε2 and ε3 = −1
only the latter root yields proper symmetry relation (26)
y
(σ)
j (t,−h) = −y(σ)j (t, h) (σ = >,<; j = 1, 2, 3) . (52)
In Fig. 5 we have plotted the dependence of roots (47) and (50) on the magnetic
field h. For positive values of y
(1)
< and −ht < h < 0, as well as for negative values
of y
(3)
< and 0 < h < ht, the signs of h and these two roots do not agree. The
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symmetry (26) of equation of state is broken. On the line BB’ (corresponding to the
root y
(2)
< ) the derivative (∂y (θ, h) /∂h)θ < 0 is negative. From Eq. (28) it follows that
(∂2fθ,h (y) /∂y
2)θ,h is negative too. In this interval of values of h free energy has maxima,
therefore CW magnet is not in stable states. We conclude that for the root y
(2)
< (t, h)
free energy attains maximal values.
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Figure 5. Plot of dependence of roots of Eq. (44) on h for ht = 0.4. For |h| > ht the
curve represents the function y> (t, h). In the interval −ht < h < ht the plot consists
of y
(m)
< (t, h) (m = 1, 2, 3)
For 0 < h < ht the root y
(1)
< is positive. The remaining two roots are negative and∣∣∣y(3)< ∣∣∣ < y(1)< . Further y(2)< → y(3)< when h→ h−t ≡ ht − ε; (0 < ε << 1) and
lim
h→h−t
(
∂y
(2)
< (θ, h)
∂h
)
θ
= −∞.
From Eq. (28) it follows that
lim
h→ht−
(
∂2fθ,h (y)
∂y2
)
θ,h
= 0.
This means that for h = ±ht one should consider the third derivative of free energy
with respect to y.
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In the interval −ht < h < ht the derivative of the root y(3)< is positive, therefore the
derivative (∂2fθ,h (y) /∂y
2)θ,h
∣∣∣
y=y
(3)
<
is also positive. This means that in this interval free
energy has a (local) minimum. Free energy exhibits the global minimum for the root
y
(1)
< for ht > h > 0. This behaviour of free energy and of solutions of cubic equation is
shown in Fig. 5.
For h > ht and h < −ht free energy has the global maximum for the real root
y> (t, h) (cf. Fig. 5).
Note that as a result of approximation yielding Eq. (41) values of |y| may exceed
the limiting value 1. This means that we shall restrict ourselves to small values of |t|
and ht.
We shall point out that value ht (45) of parameter h define such value Bt of magnetic
induction B, for which the value of induced magnetization mind ∼ χT ·Bt (Bt = θcht/µ
with ht given by Eq. (39)), is in accordance with Eq. (42).
If h ≪ ht (|t| 6= 0) the magnetic field B is week and does not influence the
thermodynamic quantities characterizing the system. If h≫ ht the field B is strong. If
t = 0 (T = Tc) all magnetic fields are strong. As we have shown, if t ∼ 0 and field is
strong, m ∼ h1/3.
The parameter ht (45) divides the positive h-semiaxis into two parts. For 0 < h ≤ ht
there exists three roots of Eq. (44) and to one of them there corresponds a global
minimum of the free energy. Foe h > ht there exists one root corresponding to a
minimum of free energy.
7. Properties of the internal energy, entropy and specific heat of the
Curie-Weiss magnet
To find the internal energy U we shall use the familiar thermodynamic identity[13]
U = −θ2 ∂
∂θ
(
F
θ
)
= Nθ2
∂
∂θ
(
−f
θ
)
B
.
For the internal energy per one spin this formula gives
u = −θ2 ∂
∂θ
[−Ky2/2 + ln cosh (Ky + h)] .
As a result of simple calculations we obtain
u (θ, B) = −J
2
y2 (θ, B)− µBy. (53)
The first term of this equation is the interaction energy per one spin, whereas the
second term is the energy of a spin in the magnetic field. When θ = 0, y = 1, hence
u = −J/2 − Bµ. When B = 0, in the paramagnetic phase y = 0 and u = 0. When
B = 0 in the ferromagnetic phase in vicinity of θc one has K ∼ (1− |t|)−1 and
y ≈ ±
√
3 |t| / (1− |t|), (54)
thus, u ∼ |t|1. As we can see from Fig. 6, in the absence of the magnetic field the
behaviour of internal energy is singular at K = 1. The curve representing the function
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u (θ, h = 0) consist of two branches. At θ = θc their derivatives are different. When the
magnetic field is turned in this singularity is washed out (Fig. 6 right panel).
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Figure 6. Dependence of the internal energy on temperature. Left panel: h = 0.
Right panel h > 0.
Consider entropy
S = −NkB
(
∂f (θ, B)
∂θ
)
B
. (55)
Calculating the derivative we obtain for entropy per particle the familiar thermodynamic
identity [13]
s (θ, B) =
kB
θ
[−f (θ, B) + u (θ, B)] . (56)
For low temperatures
f (θ, B) ∼ u (θ, B)
θ
.
Therefore, even when the magnetic is turned in, at θ = 0 entropy vanishes. The spins
are completely ordered and entropy acquires the lowest value. Since in the absence of the
magnetic field the internal energy is singular atKc, entropy is also singular at the critical
point. When B = 0 in the paramagnetic phase (θ ≥ θc) y = 0, and the internal energy
vanishes. From the definition (20) it follows that −kBf (θ ≥ θc, B = 0) /θ = kB ln 2, and
s = kBln2 ≃ 0.7× kB. Spins in the paramagnetic phase are completely disordered and
entropy reaches its greatest value. The dependence of entropy on temperature is shown
in Fig. 7.
If B = 0 in the paramagnetic phase y = 0, hence u (θ > θc, h = 0) = 0. In the
ferromagnetic phase and in vicinity of θc according Eq. (32) u ∼ |t|1. For θ = θc the
internal energy vanishes u = 0. This means that the internal energy is the continuous
function of temperature u(θ−c ) = u(θ
+
c ) = 0, with θ
±
c = θc ± ǫ, and 0 < ǫ≪ 1.
Entropy s also is a continuous function of temperature. To show this property in
the case of ferromagnetic phase and vicinity of θc we use Eqs. (23) and (32) and Tylor’s
series for ln [tanh (Ky)]. We get
s ≈ kB (ln 2− 3 |t| /2) .
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Figure 7. Dependence of entropy on temperature. Left panel: h = 0. Right panel:
h > 0.
We see that, as one may expect, that entropy of the ferromagnetic phase is smaller than
entropy of paramagnetic phase and for |t| = 0 attains its maximal value.
The behaviour of heat capacity in vicinity of the critical temperature is more
complex. To calculate heat capacity per one particle one can use one of two
thermodynamic relations, namely [13]
c (θ, B) = kB
(
∂u (θ, B)
∂θ
)
B
, (57)
or
c (θ, B) = θ
(
∂s (θ, B)
∂θ
)
B
. (58)
It is an easy task to show that these identities yield the same result. We shall consider
Eq. (57). From Eq (53) it follows that heat capacity c (θ, B) depends on derivative
(∂y/∂θ)B
c = −kBθ (Ky + h)
(
∂y
∂θ
)
B
.
Differentiating both sides of Eq. (22) with respect to y, solving the obtained equation
for (∂y (θ, B) /∂θ)B and applying the identity (24), we obtain an analytic expression for
this derivative(
∂y
∂θ
)
B
= −1
θ
(Ky + h)
cosh2 (Ky + h)−K .
With the help of the above relation we obtain the final form of expression for heat
capacity per one particle
c = kB
(1− y2) (Ky + h)2
(1−K) +Ky2 . (59)
When B = 0 in the paramagnetic phase (θ ≥ θc) magnetization m vanishes, i.e.
y = 0. Hence, c = 0. Since lim
θ→0
y = 1 in this limit c also vanishes.
Consider heat capacity in ferromagnetic phase in the vicinity of the critical
temperature. Using expressions (29) and (54) we obtain
c
kB
≈ 3
2
(1− |t|) . (60)
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Heat capacity is discontinuous at θc
c
(
θ−c , B = 0
)− c (θ+c , B = 0) = 3kB/2. (61)
The zero field heat capacity is singular at the critical temperature, whereas in the
magnetic field it exhibits a peak at the transition point (cf. Fig. 8).
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8. The magnetic limiting field
Until now we described the phase transition using the approximate expression for
artanh y. Now we shall give up this approximation, which means that we shall rely
on numerical calculations. Such approach will shed light on the approximation used in
Sect. 6. To the best of our knowledge, ours is the first systematic study of limiting
magnetic field of the Curie-Weiss model.
Let us rewrite Eq. (40) in the form
artanh y −Ky = h. (62)
The function Λ (y) = (artanh y −Ky) has two extreme points at y = ± |t|1/2. For
these values of y the limiting value of the parameter h is equal to
ht = ±
[
−artanh
(√
|t|
)
+
√|t|
1− |t|
]
, (0 ≤ T ≤ Tc) .
For |t| ≪ 1 with the accuracy to terms proportional to |t|3/2 the limiting value of
h is equal to h
(app)
t (45) (cf. Fig. 10).
For a given value of |t| we numerically solve Eq. (62) for various values of h. We
plot y = yt (h) in Fig. 9. The obtained plot resembles the plot obtained for roots of
Eq. (44). However, the critical values of the parameter ht are smaller than ht given by
Eq. (45), which we shall call h
(app)
t . Besides, unlike for the approximate theory, values
of ynum are confined in the interval [-1,1].
In Fig. 10 we compare values of h
(app)
t and ht. It is seen that for small values of |t|
both plots differ a little. With growing |t| difference is more pronounced.
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Figure 9. Dependence of yt (h) on the magnetic field h. Dashed line represents the
dependence of roots of Eq. (44) on the magnetic field. The full line is plot of solution
of Eq. (62).
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parameter t. The full line – result numerical calculation, the dashed line represents
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9. Appendix
We shall show that there exist solutions y (θ, B) of Eq. (40) for which the second
derivative of function fK,h (y) (Eq. (21)) with respect to y calculated at y = y (θ, B)(
∂2fθ,h (y)
∂y2
)
θ,h
∣∣∣∣∣
y=y(θ,B)
= −θK {K [1− y2 (θ, B)]− 1} (63)
is positive.
Consider temperatures higher than θc.
(i) For B = 0 in the paramagnetic phase K ≤ 1 and magnetization vanishes. In this
case y = 0, therefore, the second derivative (63) [−θK (K − 1)] > 0 is positive.
(ii) If B > 0 magnetization is positive, hence 1 > y > 0. The double inequality
0 < K [1− y2 (θ, B)] < 1 holds. Therefore, K [1− y2 (θ, B)] − 1 < 0. Hence, the
the second derivative (63) is positive. The same arguments are valid for the negative
value of induction (B < 0 and y < 0).
In the case of θ < θc the parameter K is greater than unity. As we know (cf. Sect.
4), if B = 0, Eq. (22) has three solutions, namely y = 0 and y = ±y (θ) ≡ ±y0.
(i) For y = 0 the derivative (63) is negative(
∂2fθ,h (y)
∂y2
)
θ,h
∣∣∣∣∣
y=0
= θK (1−K) < 0. (64)
This means that in the ferromagnetic phase the solution y = 0 corresponds to
a maximum of free energy.
(ii) In the case of two remaining solutions the second derivative reads(
∂2fK,h (y)
∂y2
)
θ,h
∣∣∣∣∣
y=±y0
= −θK [K (1− y20)− 1] . (65)
We shall express the parameter K by y0. Using Eq. (40) we can write
K =
artanhy0
y0
.
With the help of this relation we find(
∂2fK,h (y)
∂y2
)
θ,h
∣∣∣∣∣
y=±y0
= −θK
[
artanhy0
y0
(
1− y20
)− 1] . (66)
For small y0 we can use the approximate expression artanhy0 ≈ y0 + y30/3. This
yields the inequality
(1− y20) artanhy0
y0
≈ (1 + y20/3) (1− y20) < (1− y40) < 1,
and the second derivative of free energy is positive. In the ferromagnetic phase, in
vicinity of critical temperature, for solutions ±y0 free energy reaches a minimum.
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The function
ϕ (y0) =
artanhy0
y0
(
1− y20
)
is monotonically decreasing in the interval (0, 1] and 0 ≤ ϕ (y0) < 1.
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Figure 11. Plot of fK,h (y) (solid line), dfK,h (y) /dy (dotted line) and d
2fK,h (y) /dy
2
(chain line). To zeros of dfK,h (y) /dy there correspond extremums of fK,h (y). Two of
them are minimums because
d2fK,h(y)
dy2
> 0.
Using the logarithmic representation [18] artanhy0 =
1
2
ln
(
y0+1
y0−1
)
and the limiting
value [18] limx→0 x ln x = 0 we can show that
lim
y0→1−
artanhy0
y0
(
1− y20
)
= 0,
hence, for low temperatures the right hand side of Eq. (66) is positive. The plot
of function (66) is shown in Fig. 11. We conclude that in the ferromagnetic phase
minimums of free energy occur for y = ±y0.
(iii) Assume that B > 0 (h > 0) and θ < θc (K > 1). In this case, according to
Sect. 5, Eq. (22) has three solutions y
(<)
1 (t, h) > 0, y
(<)
2 (t, h) < 0, y
(<)
3 (t, h) < 0.
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Proceeding as before we express K by y
(<)
1 and h
K =
artanhy
(<)
1 − h
y
(<)
1
. (67)
Now, Eq. (63) takes the form(
∂2fK,h (y)
∂y2
)
θ,B
∣∣∣∣∣
y=y
(<)
1
= −θK
{
artanhy
(<)
1 − h
y
(<)
1
[
1−
(
y
(<)
1
)2]
− 1
}
.(68)
Since 0 < y
(<)
1 ≤ 1, the inequality
[
1−
(
y
(<)
1
)2]
< 1 holds. Thus, the additional
term of Eq. (68) is non-positive
− h
y
(<)
1
[
1−
(
y
(<)
1
)2]
≤ 0,
and, even in this case, the second derivative of free energy is positive.
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