In this paper we describe a method to learn parameters which govern pedestrian motion by observing video data. Our learning framework is based on variational mode learning and allows us to efficiently optimize a continuous pedestrian cost model. We show that this model can be trained on automatic tracking results, and provides realistic and accurate pedestrian motions.
Introduction
Systems for predicting pedestrian movement are becoming increasingly important in a variety of research areas. They are used in virtual environments for generating realistic crowd movement [13] . In simulators, they can be used to evaluate structures for crowd flow or evacuation [9, 3] . More recently, they have been used to detect anomalous events [10] .
In this paper, we present a system for predicting pedestrian movements that can be trained by observing human movements in a natural environment. Our system is unique in that a pedestrian's movements are formulated as a series of continuous optimizations. This formulation overcomes significant issues with previous attempts at learning behavioral models from video such as [2, 8] . Specifically, our model does not require the discretization of the space of possible locations, like [2] and is able to learn more complicated models with more parameters than the models from [8] . Section 3 discusses the benefits of our proposed approach in more detail.
This model can both produce qualitatively accurate simulations of pedestrian movement, such as the simulations shown in Figure 1 , and provide predictions of pedestrian movement that are quantitatively more accurate than standard methods for predicting movement. Section 7 describes these results in more detail.
An overview of our model is given in Section 4 and the details of our learning method are given in Sections 5 and 6. We evaluate our method both quantitatively and qualitatively in Section 7. Figure 1 . This work focuses on learning a model of pedestrian movement from real-world pedestrian tracks taken from video data. This image shows an example of a two pedestrians' paths, shown in black, and the system's predicted paths for those pedestrians, shown in red. The system accurately models the deflections in the pedestrians' paths due to other pedestrians.
Modeling Pedestrian Behavior
Before describing our model and learning procedure in detail, this section will briefly review previously proposed models of pedestrian movement. We refer the reader to [13] for a more comprehensive review of different approaches.
One of the first pedestrian modeling methods to describe how a people path with regard to their surroundings was the social force model (SFM), proposed by Helbing and Molnár [4] . At its core, the SFM operates on the assumption that the scene, the person's preferences, and other pedestrians exert forces on a person, which help to determine his or her path. This model allows a large scale view of large crowds of people to be modeled by describing the characteristics of individual people using a combination of relatively simple forces. This basic model has been extended to more accurately describe various kinds of crowds [9, 3] . The social force model, and its relatives, take an agent-based approach to crowd movement. In contrast, other models describe large crowds as a fluid which obeys certain physical properties and gives no explicit regard to the tendencies of the parts which make up the whole [6] . These methods are popular for simulation and stability detection in extremely large crowds. Also, there is a sort of hybrid approach to these two methods of describing crowd behavior, often called the continuum approach. This approach was introduced by Hughes [5] and was further developed by Treuille et. al. [13] . The continuum approach takes a similar form as the SFM, however it calculates the forces with respect to the environment (pedestrian density of a specific region, velocity of the average person at that location, discomfort experienced by being at such location) and then assumes that pedestrians will move according to both these shared forces, and the forces guiding them towards their goal. In this sense the continuum model is also similar to the floor fields of [1] .
We wish to note the difference between the models proposed here and work on modeling pedestrian tracks, such as [11] . The primary difference is that work like [11] models the tracks that people are likely to take without explaining why they take that track. These models can predict where a pedestrian is likely to be in a given scene, but do not explain why he or she is there. Instead, the models considered in this paper describe the pedestrian's underlying motivations to predict how and why the pedestrian moves.
Learning Pedestrian Models
Models of pedestrian movement are typically handspecified. Relatively little work has focused on the problem of using real-world data to produce accurate models. Here we review the two major attempts at learning a pedestrian movement model.
Discrete Choice Model
In [2] , Antonini et al. model pedestrian behavior as a series of discrete choices. In this model, both time and space are discretized. At each time instant, the pedestrian chooses the next location from a set of possible discrete locations. This choice is made using a multi-class linear classifier. This leads to a straightforward formulation of the learning problem, however discretizing the possible destinations introduces issues. The most pressing issue is the difficult balance between making the grid too coarse, which affects the accuracy of the prediction, and making the grid too fine, which enhances accuracy but requires substantially more computation. Their work proposes an adaptive spacial discretization approach to overcome the difficulties associated with a fixed grid, but this increases the complexity of implementation.
Learning Social Force Models
The second approach, described in [8] , uses a classic social force model, similar to that proposed in [3] . The goal of their work is to find parameters of the model such that the simulated movements match tracks in video. This is accomplished using an unspecified evolutionary algorithm to optimize two parameters in the model. In their work, the learning algorithm is not described, so it is unclear how well the learning will scale up to models with many parameters.
Model Overview
Our model is similar in aspects to the previous two approaches, but its unique formulation overcomes issues in both approaches. Similar to the work of [2] , our model is built on pedestrians choosing the next location at each discrete time step. However, in our model, that decision is made by optimizing a function that is continuous in space. This eliminates the need for complicated discretization schemes.
Our approach is similar to [8] , in that we also learn the parameters of a continuous model. A key difference in our approach lies in how the model is specified. Here, we pose the pedestrian's movement as an energy minimization problem. This enables us to build on previous work on learning parameters for energy functions, such as [12] .
Posing the pedestrian's movement as a series of continuous optimizations makes it possible to differentiate the predicted paths with respect to the parameters of the model. This enables us to use standard gradient-based optimization algorithms to optimize the model parameters. The availability of robust learning algorithms enables us to use more complicated models. The models described in this paper use 17 parameters.
Pedestrian Model
We pose the problem of predicting a pedestrian's path as a series of energy minimization steps. The pedestrian's path is modeled as a set of discrete steps. While the path is discretized in time, it is not discretized in space. An energy, or cost, is assigned to each possible (continuous) location that the pedestrian might move to. At the next discrete time step, the pedestrian moves to the location that minimizes this energy. We denote this cost as E(x t ) where x t is a 2D vector containing the pedestrian's location at time t.
We assume that the path a pedestrian takes is influenced by the following four general motivations. An energy function will describe each of these motivations. The motivations are 1. A desire to not move too far in a short amount of time. We refer to this at the limited movement term and the energy function expressing this motivation will be denoted as E LM (x t ).
A desire to remain at a constant speed and di-
rection. This motivation will be represented by E CV (x t ), where CV stands for "constant velocity".
A desire to reach one's destination, represented by
. A desire to avoid other pedestrians in the scene, expressed by E AV (x t )
The complete energy E(x) is a weighted combination of these components. If the weight of each component is expressed within the components (see the following subsections), then the complete energy can be written as:
(1) The following sections describe each of the energy components listed above. During training, our learning algorithm optimizes a vector of parameters, θ. These weights are expressed within each of the energy functions. Section 6 and the following sections will describe how these parameters can be found by training on object tracking data.
Movement Cost
The movement cost, or cost for moving too far in too short a time, prevents a pedestrian from jumping to a location that is too far away. This cost penalizes all movement, however it balances with other energies to allow reasonable speeds of movement while significantly penalizing physically impossible speeds.
The term w(θ 1 ) is the weight assigned to this component. In practice, we use an exponential function to compute w(θ) for all of the components, making w(θ 1 ) = exp(θ 1 ). We use the exponential function to ensure that all weights are positive.
Constant Velocity
In our model, a pedestrian also seeks to maintain a constant velocity and direction. This is expressed as an energy function over possible values of x t+1 , which is the location of the next step. This function is constructed as a smoothed approximation of the radius between x t+1 and the point that the pedestrian would have reached if maintaining a constant velocity. This point is computed by extrapolating from the previous two steps in the pedestrian's path. The term, which smooths the function to prevent discontinuity in the derivative at its minimum, is set to 10 −4 .
Destination
We hypothesize that pedestrians have some destination in mind and they eventually are observed reaching that destination. We do not have a strong final destination in our scene so we assume the point where the person exits the scene to be their destination. In applications such as video analysis, destinations may be known and therefore could be used. In real-time tracking applications the destination of the individuals will likely not be known and this force may be left out of the cost calculation.
Similar to the constant velocity component, described above, we use a smoothed approximation to the radius:
The point d is the destination found from the track. In Section 7.1 we will show how this model can be used without a destination cost to accurately predict a pedestrian's path several time steps ahead. 
Avoidance
The previous energies modeled where a pedestrian would like to walk, but it is also important that the model be able to predict areas that the pedestrian would like to avoid. Avoidance is incorporated into the model with a repulsive energy function that goes to zero as one moves away from the center of the function.
The complete avoidance energy is the sum of avoidance terms at different locations and of different sizes. Figure 3 shows the shape of each individual avoidance term. The kth avoidance term in the avoidance energy, E AV , is a repulsive function, which will be denoted R(·). This repulsive function is centered at location p, with size parameter σ, has the form
The scalars x x and x y are the x and y components of x, with a similar notation for p. The angles φ 1 . . . φ N φ are uniformly spaced between 0 and 2π. The scalar γ is fixed for all avoidance terms. It affects the sharpness of the fall-off. In practice, we use the value γ = 20. The combination of these avoidance functions creates a sort of avoidance field which is visualized in Figure 2 .
The value of this function at a point x can be thought of as the smooth approximation of the minimum value at x of a set of rotated exponential functions. We use this function for the avoidance energy rather than a more typical function, like a Gaussian, because this function make it possible to learn the model parameters. As will be discussed in Section 5.1.2, it is possible to use Jensen's inequality to compute a convex upper bound on this function. This enables us to use the Variational Mode Learning strategy from [12] to learn the model parameters.
Constructing the Avoidance Component from Terms
If the there are N o obstacles, o 1 . . . o No , at time t, an avoidance term is created for each obstacle. This avoidance term itself is the sum of multiple copies of the repulsive function described above. A pedestrian may not avoid just the current location of another individual, but also the location of the individual in the near future. To account for this, repulsive functions are placed at the individual's current location and his predicted location 2, 4, 6, 8, 10, and 12 steps in the future. These predicted avoidance locations, denoted as p 1 , p 2 , . . . are found by assuming that the individual maintains constant velocity.
In addition, it is unknown how far away an individual must be before affecting a pedestrian's path. Therefore, we place repulsive functions with different values of σ at each predicted location of the individual. Thus, if there are N p predicted locations for each individual and N σ different size parameters, the avoidance energy due to a single individual will consist of N p × N σ repulsive functions.
To control the number of parameters in the model, we assign weights to each predicted position, θ 4i , and each size parameter θ 5j . These two weights are combined to produce the weight of each repulsive function in the avoidance energy. In practice, we multiply the weight due to size by the weight due to predicted position. Combining these weights, the avoidance energy due to a single individual can be expressed as
If multiple individuals are present in the scene, then the avoidance energy is the sum of the each individuals avoidance energy. In the experiments in this paper N p is 7 and N σ is 7, resulting in a total of 17 parameters.
Optimization for Generating Pedestrian Tracks
In our model, a pedestrian's track is generated by optimizing the pedestrian's energy function E(·) to choose the next location. In this section, we describe how this optimization is performed. As Section 6 will explain, this optimization is structured to make it possible to compute the derivatives of the predicted path with respect to the model parameters. This makes it possible to minimize a loss function measuring the difference between the predicted pedestrian paths and ground-truth paths.
The optimization procedure uses a modified version of Newton's method, without the backtracking line search, to minimize E(·). Traditionally, Newton's method can be viewed as fitting a second-order Taylor approximation to E(·) at a point, then moving in the direction of the minimum of the approximation. In our implementation, instead of approximating the function directly, a tight, convex upper bound on E(·) is approximated insted. The following subsections describe how these upper-bounds are computed.
Utilizing upper-bounds is necessary because the avoidance penalties described in Section 4.4 make E(·) non-convex. Thus, the optimization steps will fail if a point is encountered where the Hessian matrix at that point has negative eigenvalues 1 . Using a convex upper bound on E(·) ensures that this will not happen. While convergence is not guaranteed without the line-search, in our experiments we have not encountered any situations where the optimization does not converge.
Below, the optimization steps are described algorithmically. The variables x t and x t−1 denote the current and previous locations of the pedestrian. N I is the number of optimization iterations. The result of the optimization is the pedestrian's next step, denoted x t+1 . In the course of computing the next steps, a number of intermediate locations are computed. These intermediate locations are denoted using the variable z. Using these variables, the optimization consists of the following steps:
Initialize z 0 ← x t ; 
Upper-bounds for E Dest and E CV
Both E Dest and E CV have the form √ r 2 + where r 2 is some scalar distance. In the case of E Dest , it is the distance to the destination, while for E CV , it is the distance to the point that pedestrian would move to if trav-eling with a constant velocity. For these two energies, we upper bound √ r 2 + at a point r 0 with the function
Upper Bounds for E AV
The upper bounds for the avoidance terms, described in Section 4.4, can be found using Jensen's Inequality:
where each term r i has the same definition as in Section 4.4 and r i is the value of r i computed at the point x where the upper bound is being computed. The term K denotes constant terms. These terms can be ignored as our goal is to minimize this upper bound.
Learning Model Parameters
Our goal is to choose the parameters θ that make the predicted pedestrian tracks match tracks observed in video as closely as possible. To accomplish this, we define a loss function L(x * , t) that measures the difference between a predicted track x * and the ground truth track t. Here we use a smoothed version of the L 1 difference between the ground-truth track and the predicted track:
where x t and t t are locations at time t in the overall track, and N s is the number of samples in the track. Because the loss depends on x * , the loss can be minimized with gradient-based optimization methods if the derivatives of x * can be computed with respect to the parameters θ. The optimization strategy described in Section 5 is designed to make these computations possible.
Computing the gradient of the loss is possible because an intermediate value during the optimization, z j is related to the previous value, z j−1 , by multiplication with an inverse matrix. Thus, the Jacobian matrix ∂zj ∂zj−1 relating z j and z j−1 can be found. Using this Jacobian, combined with ∂zj−1 ∂θ , it is then possible to compute ∂zj ∂θ . These basic steps can be repeated until the derivative of each step x t with respect to the parameters θ has been computed. With these derivatives, it is trivial to compute the derivative of the loss with respect to θ.
As in Variational Mode Learning, because each optimization step is differentiable, the gradient of the result of the optimization can be computed by repeated application of the chain rule, similar to back-propagation in neural networks.
For clarity, the following section shows how these derivatives can be calculated for the model parameters. The algorithm for computing the derivative of the loss function with respect to the parameters θ is: Initialize x 0 to the initial point on the track; appear because of the inertial and constant velocity components of the energy function. These components involve the location of previous steps in the pedestrian track.
Deriving Derivatives for E Dest
Space does not allow for a full derivation of all of the derivatives, so only the derivation of terms for E Dest will be shown here. We refer the reader to [12] for more information about deriving the derivatives.
The Newton step in the optimization procedure described in Section 5 can be thought of as minimizing a second-order approximation ofÊ(·), the upper bound on E(·). In this section, the solution to this second order approximation will be denoted as z j = A −1 h, where z j is one of the intermediate steps in the optimization.
Because E(·) is the sum of the individual component functions, such as E Dest , the second-order approximation of E(·) is the sum of the second order approximations of the individual energy components. Thus A is actually the sum of matrices, with one matrix for each of the energy components. The vector h is likewise a sum.
The contribution ofÊ Dest to A can be found by noting that the upper bound on the destination component,Ê Dest , is itself quadratic. It can be expressed in the form
(10) where d is the destination of the pedestrian, a = ( ||z j−1 − d|| 2 + ) −1 , and the term e θ3 is the weight assigned to this component of the energy function. The exponential is used to ensure that all weights are positive.
Differentiation of this quadratic system makes it possible to compute the contribution to A and h, which will be as denoted A Dest and h Dest , as A Dest = e θ3 a 0 0 a h Dest = e θ3 a 0 0 a d (11) As the second-order approximationÊ(·) is the sum of components from the different motivations, the derivative ∂zj ∂zj−1 is the sum of terms corresponding to each of these components. We denote the contribution of the destination component E Dest (·) as
where a = a a using a as defined above and diag(z j −d) is a diagonal matrix with the vector (z j −d) placed along the diagonal. The derivation of this contribution can be found in the Appendix. The derivative ∂zj ∂w ∂w ∂θ can be computed in a similar fashion:
Evaluation
To evaluate this model of pedestrian movement, we gathered a dataset of 92 pedestrian tracks. In our study we used individuals moving through hallways as our training and testing data. For this experiment groundtruthing the pedestrian tracks was done manually to eliminate errors that may be caused by automatic tracking methods, though the experiments in Section 7.1 will use tracks generated by an unsupervised algorithm. The location given to each person was his or her location on the ground plane, or simply where he or she was standing at each point in time.
Using a simple homography we mapped the image coordinates to real world coordinates and all learning/prediction was done in the real world coordinate system. A point on the top of the head such as used by [8] would be easier to track, however these points would not be moving on the same plane, as different people are different heights causing errors in the mapping between coordinate systems.
One third of the tracks were used for training and two-thirds were used for testing. In our first experiment, we used the model to predict each pedestrian's path, given the individual's initial position, velocity, and the locations of the obstacles. Figure 4 shows predicted and actual tracks of different individuals. The model accurately predicts the deflection of pedestrians from obstacles. Figure 6 shows the primary failure mode of the model. A few of the tracks in our dataset include meetings between people, or groups of people walking together. Often when this happens, prediction suffers because the model is expecting pedestrians to be repelled by other pedestrians' locations, rather than be attracted to them. This fact may be able to be used to classify the tracks in which meetings occur. Similar work in detection of anomalous events using social models has shown promise in this area [10] .
Predicting Position from Noisy Tracking
When tracks are lost in many tracking applications, they are assumed to continue in their previously known direction. Here, we show how our model can be used to predict a pedestrian's future position in the case where the position cannot be obtained from image data.
Because the system will not be working from whole tracks, the destination is not known, and for these experiments the corresponding θ 3 parameter is held to −∞, thus w(θ 3 ) = 0. The model is trained to independently predict, at every time step, the next single step as accurately as possible. This model was trained using tracks automatically generated by the algorithm described in [7] .
We compared the predictions from our model against predictions formed using only the assumption that the pedestrian maintains their last known trajectory. In these predictions, the pedestrian follows a straight-line defined by the previous two steps. We also experimented with splines fit to the previous path, but found that the straight-line prediction performed better. Table 1 . Length denotes the number of time steps the model must predict; Baseline Model is a model which assumes pedestrians will continue in their current trajectory; Our Model denotes a model trained as described by this paper without the Destination cost; Improvement is the percentage decrease in error from the baseline model to our model. The units of the distances for both models are in an arbitrary coordinate system where 24 units corresponds to approximately 1.5 ft. Table 1 shows the total error of the various methods over several time lengths. The error in the estimates of future position are significantly reduced by using the pedestrian model, which has avoidance terms in addition to the constant velocity assumption. Notice that our model offers greater improvement, the farther ahead that the prediction must be made.
Quantitative results on manually labeled tracks also showed significant improvements of 10% over the baseline.
Avoidance Field
As discussed in Section 4.4, multiple values for the σ parameter are each given their own weight, essentially learning the size of the radius of influence that one pedestrian exerts on another in the scene. Similarly, multiple avoidance locations are also used to aid in the accuracy of the model. The combination of these avoidance terms creates a sort of field, which is visualized in Figure 2 . Figure 6 . An example of the limitation of the current model. In this case, the pedestrian is walking as part of a group. Because group interaction is not currently modeled, the model incorrectly treats the group's members as obstacles. Most of the system's large errors in prediction come from group behavior. Extending this model to consider group interactions is an area of future research.
After training, the θ 4 weights showed that the pedestrians will prefer to avoid the predicted future location of a person even more then they will avoid the actual person. Figure 5 shows the corresponding weights of the avoidance terms.
Conclusion
We have presented a method for automatically learning parameters for pedestrian models from real world observations. We have used automatically detected tracks to train a model which describes pedestrian movements. We have shown how this model can improve existing detection and tracking methods. We have shown how to pose the problem as an energy minimization problem and shown how training can produce accurate results which can be used in a variety of tasks.
