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1. Introduction
Let Σ be a finite alphabet, and Σ∗ the set of all finite words over Σ . For a given word x ∈ ΣN, a factor of length n in x
is a word y = y1y2 . . . yn ∈ Σn, for which there exists an i ≥ 0 such that xi+j = yj for 1 ≤ j ≤ n. The function of subword
complexity, f (n), counts the number of factors of length n in x. The subword complexity functions are studied from various
viewpoints. For instance, an interesting open question is which functions from N to N are subword complexity functions.
(See [10] for a survey of known results regarding this question.) The function f provides the most basic and classical version
of the subword complexity of an infiniteword, but other complexity functions for finite and infinitewords have been defined
and studied, for instance, by S. Ferenczi and Z. Kása [11].
A non-erasing substitution overΣ is a function ξ : Σ → Σ∗, which associates with each letter α ∈ Σ a word ξ (α) ∈ Σ∗
of length |ξ (α)| > 0. One use of substitutions is in the definition of grammars. Simple grammars, such as regular grammars,
may be used to define regular languages, which are also the languages recognized by finite automata.
A substitution ξ is uniform if all the words ξ (α), α ∈ Σ , are of the same length |ξ (α)| ≥ 2. Any substitution ξ induces
a map from Σ∗ to Σ∗ by putting ξ (w) = ξ (w1) ξ (w2) . . . ξ (wn) for w = w1w2 . . . wn, and likewise defines a map from
ΣN to ΣN, also denoted by ξ . Let α ∈ Σ , and assume that ξ (α) begins with α and |ξ (α)| > 1. Then for each k the word
ξ k+1 (α) begins with ξ k (α). Let x = ξ∞ (α) ∈ ΣN be the limit of (ξ k (α))∞k=1. Clearly, x is a fixed point of ξ , also known as a
D0L word (cf. [5–9,14]).
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Example. Define ξ over Σ = {0, 1} by 0 → 01 and 1 → 10. Then x = ξ∞ (0) = 0110100110010110 . . . , which is the
well-known Thue–Morse sequence (cf. [15,19,20]). One can show that xi = 1 if and only if the number of 1’s in the base 2
expansion of i− 1 is odd.
The subword complexity of D0Lwords was studied by J. Cassaigne [20], who also considered the number of so-called special
and bi-special factors. The factors of a D0Lwordwere studied, for instance, by A. Frid [14], who considered also the frequency
of these factors. The subword complexity of a D0L word has also been studied, among others, by A. Ehrenfeucht and G.
Rozenberg [5–9], B. Mossé [16] and T. Tapsoba [18]. For a survey of the area we refer to J.-P. Allouche [1].
The growth rate of the subword complexity function of a D0L word is at most quadratic. J.-J. Pansiot [17] showed that
the function is in one of the families, Θ
(
n2
)
, Θ (n log n), Θ (n log log n), Θ (n), or Θ (1), depending on the class of the
substitution. In this paper we deal with uniform substitutions, and therefore the subword complexity of the D0L words
presented in this paper is of linear growth.
In this paper, we study the case where the alphabet Σ is a finite group G, and the substitution is related to the
multiplication in the group. These substitutions generalize the symmetric morphisms, whose fixed point and complexity
have been studied by A. Frid [12]. On the other hand, these substitutions give rise to marked uniform D0L words, whose
subword complexity was also studied by A. Frid [13]. For example, the substitution generating the Thue–Morse sequence is
a group substitution.
We find that some of the properties of the subword complexity, f (n), of a group substitution ξ are closely related to the
algebraic structure of G. The main quantities we deal with are the limits
lim inf
n→∞
f (n)
n
, lim sup
n→∞
f (n)
n
.
These limits define equivalence relations on the family of substitutions we study. Namely, two substitutions ξ1 and ξ2 are
equivalent if their subword complexity functions f1 (n) and f2 (n) satisfy
lim inf
n→∞
f1 (n)
n
= lim inf
n→∞
f2 (n)
n
.
(Similarly, we may consider equality of the lim sup, or both partial limits.) These limits turn out to possess surprising
properties. For example, there are possible values of lim infn→∞ f (n) /n and lim supn→∞ f (n) /n which are obtained for
cyclic groups only.
In the study of group substitutions and their subword complexity, we use another family of substitutions,whose subword
complexity functions are easily computed, and closely related with the subword complexity of the corresponding group
substitutions. As mentioned above, the Thue–Morse sequence is a D0L word of a group substitution, and for that case the
relation of the two substitutions is similar to that presented and used by R. Astudillo in [4].
In Section 2, we present the substitutions we deal with, and present their most basic properties. Then, in Section 3 we
state our three main results: One is dedicated to the connection between the two types of substitutions we deal with,
another provides an easy algorithm for calculating the limits we deal with, and the last presents a special family of group
substitutions. These results are proved in turn in Sections 4–6.
2. Definitions and basic properties
2.1. Group substitutions
Let G be a finite group of order g , and let e be the identity element in G. A group substitution of G is a substitution, ξ , of G
of the form
α→ (αa1) (αa2) . . . (αat) , α ∈ G,
where a1 = e, t ≥ 2, and a1, a2, . . . , at ∈ G. Letw = w1w2 . . . be the fixed point of themap induced by ξ onGN, withw1 = e.
Let f be the subword complexity of w. Obviously, the word w consists only of elements of the subgroup 〈a1, a2, . . . , at〉,
generated by a1, a2, . . . , at . Hence, without loss of generality, we may assume that G = 〈a1, a2, . . . , at〉. This assumption
yields
Proposition 2.1. f (1) = g.
Example 2.2. Suppose G = Z5, t = 5, and (ai)5i=1 = (0, 1, 2, 3, 4). Then the substitution ξ is given by
ξ (α) = (α + 0) (α + 1) (α + 2) (α + 3) (α + 4) , α ∈ Z5.
It is easy to see that eachwi is the sum modulo 5 of the digits in the base 5 expansion of i− 1:
w = 01234123402340134012401231234 . . . .
The definition of ξ implies that the sequence (zi)∞i=0, where zi = wi+1 for i ≥ 0, is strongly t-multiplicative, namely it implies
the following proposition.
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Proposition 2.3. Consider the sequence (zi)∞i=0, where zi = wi+1 for i ≥ 0. Then for each a ≥ 0 and b ∈ [0, t − 1] we have
zat+b = zazb.
Interesting examples of strongly multiplicative sequences arise from some sequences of binomial coefficients. For example,
let p be an odd prime, and consider the sequence of all middle binomial coefficients
(2n
n
)
which are relatively prime to p (cf.
[3]). From Lucas’s Theorem it follows easily that
(2n
n
)
is relatively prime to p if and only if the base p expansion of n contains
no digits larger than (p− 1) /2. Moreover, this sequence, taken modulo p, with 0 entries deleted, is strongly (p+ 1) /2-
multiplicative.
Example 2.4. Suppose that G = F∗7 is the multiplicative group of F7, t = 4, and (ai)4i=1 = (1, 2, 6, 6). The substitution ξ is
given by
ξ (α) = (α · 1) (α · 2) (α · 6) (α · 6) , α ∈ G.
The sequence
(2n
n
)
mod 7, with 0’s removed, is the fixed point of ξ .
A similar observation can be made for the whole Pascal’s triangle. Naturally, here we need to deal with 2-dimensional
substitutions. For example, Pascal’s triangle modulo 3 is obtained by the substitution
0→
0 0 0
0 0 0
0 0 0
, 1→
1 0 0
1 1 0
1 2 1
, 2→
2 0 0
2 2 0
2 1 2
.
We refer to J.-P Allouche and V. Berthé [2], and the references therein, for more details.
2.2. An auxiliary family of substitutions
In order to study group substitutions, another family of substitutions is introduced; the connection between the families
will be explained in the next section. LetΣ be an arbitrary alphabet. An auxiliary substitution is a substitution, τ , of the form
β → b1b2 . . . bt−1ϕ (β) , β ∈ Σ, (2.1)
where t ≥ 2 is an integer, ϕ : Σ → Σ a bijection, and b1, b2, . . . , bt−1 elements of Σ (not necessarily distinct). Let
y = y1y2 . . . be the fixed point of the mapping ofΣN, induced by this substitution. Obviously, y1 = b1. Let h be the subword
complexity of y. Since the empty word is the only word of length 0, we have h (0) = 1.
The following proposition is straightforward.
Proposition 2.5. Let n ∈ N. Then:
yn =
{
bnmod t , t - n,
ϕ
(
yn/t
)
, t|n.
Example 2.6. Suppose thatΣ = Z5, t = 5, (bi)4i=1 = (1, 1, 1, 1), and ϕ (β) = β + 1. Then the substitution τ is given by
τ (β) = 1111 (β + 1) , β ∈ Z5,
and the word y is
y = 1111 y5 1111 y10 1111 y15 1111 y20 1111 . . . ,
where the elements y5n are found by writing 5n = 5km for k,m ∈ N such that 5 - m, and then y5n = k+ ym = k+ 1.
Definition 2.7. Let (αi)m−1i=1 be a sequence of lengthm− 1 overΣ .
(1) For d ≥ 1, the sequence is d-periodic if αi+c = αi for 1 ≤ i ≤ m− 1− c.
(2) The cyclicity of (αi)m−1i=1 is the smallest divisor c ofm for which the sequence is c-periodic.
Note that the cyclicity of the empty sequence is 1. From now on, we denote by c the cyclicity of (bi)t−1i=1 . In case c < t , let
s ∈ N ∪ {0,∞} be the largest (finite or infinite) number for which the word (ϕ−1 (bc))s is a factor of y.
Example 2.8. The cyclicity of the sequence (bi)t−1i=1 , presented in Example 2.6, is 1. Moreover, ϕ−1 (b1) = 0, and, as we are
already familiar with the word y in this case, we have s = 1 (as s ≤ 1, and on the other hand y54 = 0, which yields s ≥ 1).
The following two propositions present some basic properties of τ , and are used in the formulation of the main theorems in
the next section.
Proposition 2.9. The following conditions are equivalent:
(1) c = 1 and ϕ (b1) = b1,
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(2) y = b1b1b1 . . .,
(3) h (n) = 1 for each n.
Themore general case, where the conditions of the former proposition are not satisfied, is more complex.We distinguish
between the subcase c = t and the subcase c < t . The latter of these subcases is the most complex, and we present a
property of s in this subcase in the following proposition.
Proposition 2.10. Suppose that either c 6= 1 or ϕ (b1) 6= b1, and c < t. Then 1 ≤ s ≤ 2c − 1. If s ≥ c, then s = 2c − 1, the
cyclicity of (bi)c−1i=1 is 1, and b1 = ϕ−1 (bc).
These propositions are most vital for Theorem 3.3, and are proved in Section 5.
3. Main results
3.1. The connection between the two substitution families
We start by connecting the substitutions ξ and τ defined in Section 2, whichwill help us studying the former. PutΣ = G,
bi = a−1i ai+1 for 1 ≤ i ≤ t − 1, and ϕ (α) = a−1t α. The resulting substitution τ is closely related to ξ . The relations between
the wordsw and y, as well as the relations between the functions f and h, are presented in the following theorem.
Theorem 3.1. (1) For each i ∈ N we have yi = w−1i wi+1.
(2) f (n) = gh (n− 1) for each n ≥ 2.
The theorem is proved in Section 4. Here is an example of its consequences.
Example 3.2. The substitution τ presented in Example 2.6 is obtained from the substitution ξ presented in Example 2.2
by the construction above. Therefore the theorem implies that the words w and y satisfy yi = wi+1 − wi. Moreover,
f (n) = 5h (n− 1) for n ≥ 2.
3.2. Calculation of the limits
As stated in the previous subsection, it is worth studying the substitution τ as well. Thus, consider the substitution τ and
the function h, defined in Section 2.2. Proposition 2.9 gives a simple sufficient condition for the function h to be constant.
The following result implies that, if this condition is not satisfied, then h is non-constant. Moreover, in this case the limits
lim infn→∞ h (n) /n and lim supn→∞ h (n) /n do not vanish, and their calculation may be accomplished algorithmically. This
process involves the use of the quantities c and s, defined in Section 2.2. Proposition 2.10 shows that, if the condition of
Proposition 2.9 is not satisfied and c < t , then 1 ≤ s ≤ 2c − 1. Hence, we may treat s as an integer. Using these variables,
we define an integer N and a set A of rationals as follows:
(1) If c = t , let N = t − 1 and A = {h (m) /m : 1 ≤ m ≤ t − 1}.
(2) If c < t , let N = (s+ 1) t − c and
A =
{
h (m)
m
− t − c
mt
: 1 ≤ m ≤ s
}
∪
{
ch (s)+ (t − c) h (s+ 1)
(s+ 1) t − c
}
∪
{
h (m)
m
: s+ 1 ≤ m ≤ 2c
}
.
Theorem 3.3. If either c 6= 1 or ϕ (b1) 6= b1, then
lim sup
n→∞
h (n)
n
= max A = max
dN/te≤m≤N
h (m)
m
,
lim inf
n→∞
h (n)
n
= min A = mindN/te≤m≤N
h (m)
m
.
The theorem shows that, if h is non-constant, then the limits are determined by the elements h (m), 1 ≤ m ≤ t − 1, and
the integers c and s. The theorem is proved in Section 5. The following example shows how it can simplify the calculation
of the limits for both functions h and f .
Example 3.4. Consider the substitution τ presented in Example 2.6. In Example 2.8 we found that for τ we have c = 1 and
s = 1. Obviously, h (1) = 5, and we easily calculate that h (2) = 9. Therefore, in this case we have A = {21/5, 41/9, 9/2},
and hence the theorem states that
lim inf
n→∞
h (n)
n
= 21
5
, lim sup
n→∞
h (n)
n
= 41
9
.
Due to the connection between ξ and τ (see Example 3.2) we may also easily calculate the limits for the function f :
lim inf
n→∞
f (n)
n
= 5 · 21
5
= 21, lim sup
n→∞
f (n)
n
= 5 · 41
9
= 205
9
.
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3.3. A special family of group substitutions
Now return to the substitution ξ . The limits lim infn→∞ f (n) /n and lim supn→∞ f (n) /n define equivalence relations on
the set{
(G, σ ) : G− finite group, σ ∈ G∗, 1 < |σ | <∞, σ (1) = e} .
In general, the classes corresponding to these two equivalence relations are distinct. The following theorem presents, for
the case t = g , an important class, common to both relations.
Theorem 3.5. Suppose t = g. The following conditions are equivalent:
(1) lim infn→∞ f (n)n = g2 − g + 1.
(2) lim supn→∞
f (n)
n = g2 − g(g−1)2g−1 .
(3) G is cyclic, and for some d|g, with d 6= 1, and a generator α of G, we have (ai)gi=1 =
(
α · βd,i
)g
i=1, where
βd,i ≡ (i− 1) · (g/d)+ b(i− 1) /dc (mod g).
The theorem is proved in Section 6. Note that the substitution generating the Thue–Morse sequence satisfies the
conditions of the theorem, as does the substitution presented in Example 2.2. Now we give a more general example of
the consequences of the theorem.
Example 3.6. Let g = 21. The only pairs (G, σ ), with G of order 21 and σ of length 21, which generate a substitution ξ and
a function f that satisfies
lim inf
n→∞
f (n)
n
= 212 − 21+ 1 = 421,
are when G = C21 and the sequence σ is one of the three sequences
(0, α, 2α, 3α, . . . , 20α) ,
(0, 3α, 6α, 9α, 12α, 15a, 18α, α, 4α, 7α, 10α, 13α, 16α, 19α, 2α, 5α, 8α, 11α, 14α, 17α, 20α) ,
(0, 7α, 14α, α, 8α, 15α, 2α, 9a, 16α, 3α, 10α, 17α, 4α, 11α, 18α, 5α, 12α, 19α, 6α, 13α, 20α) ,
for some generator α of G. Moreover, these are the only pairs for which
lim sup
n→∞
f (n)
n
= 212 − 21 · 20
41
= 17661
41
.
4. Proof of Theorem 3.1
In this section we prove Theorem 3.1. Throughout this section we suppose thatΣ = G, bi = a−1i ai+1 for 1 ≤ i ≤ t − 1,
and ϕ (α) = a−1t α. We study here the derived substitution τ . At first, let us note some of the properties ofw.
Lemma 4.1. For each i ∈ N we have yi = w−1i wi+1.
Proof. For each i ∈ [1, t − 1] we have bi = a−1i ai+1, and hence yi = w−1i wi+1. Now suppose that for some k ≥ 1 we
have yn = w−1n wn+1 for each n ∈
[
tk−1, tk − 1], and let n ∈ [tk, tk+1 − 1]. If t - n, then write n = mt + i for appropriate
m ≥ 0 and i ∈ [1, t − 1]. Proposition 2.5 yields that yn = bi. On the other hand, wn = wm · ai and wn+1 = wm · ai+1.
Thus, w−1n wn+1 = a−1i ai+1, and therefore yn = w−1n wn+1. If t|n, Proposition 2.5 yields that yn = ϕ
(
yn/t
) = a−1t yn/t . On
the other hand, wn = wn/tat and wn+1 = wn/t+1a1. As a1 = e, it follows that w−1n wn+1 = a−1t wn/twn/t+1. Obviously
n/t ∈ [tk−1, tk − 1], and hencew−1n/twn/t+1 = yn/t . We may combine all these equivalences, to deduce that yn = w−1n wn+1.
Therefore, yn = w−1n wn+1 in all cases, which completes the induction. Thus, yi = w−1i wi+1 for each i ∈ N, which completes
the proof. 
Lemma 4.2. Let k, n,m be positive integers. If m ≤ tk, thenwtk(n−1)+m = wn · wm.
Proof. Let n − 1 = (isis−1 . . . i0)t be the base t expansion of n − 1. Obviously, wn = ail+1 · ail−1+1 · . . . · ai0+1. Similarly,
writingm− 1 = (jl′ jl′−1 . . . j0)t , we havewm = ajl′+1 · ajl′−1+1 . . . · aj0+1. Sincem ≤ tk, we have l′ < k, and hence:
tk (n− 1)+m− 1 = (isis−1 . . . i000 . . . 0js′ js′−1 . . . j0)t ,
where the number of 0’s between the i0th and the jl′ th places is k− s′ − 1. Thus,
wtk(n−1)+m = ail+1ail−1+1 . . . ai0+1a1a1 . . . a1ajl′+1ajl′−1+1 . . . aj0+1,
which yieldswtk(n−1)+m = wn · wm, as a1 = e. 
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Since for every α ∈ G there exists an n ≥ 1 such thatwn = α, we derive the following consequence.
Corollary 4.3. If x1x2 . . . xn ∈ Gn is a factor ofw, then for every α ∈ G the word (αx1) (αx2) . . . (αxn) is a factor ofw as well.
Proof of Theorem 3.1. In Lemma 4.1 we proved that yi = w−1i wi+1 for each i ∈ N.
Let n ≥ 2. Let X be the set of factors of length n inw for which the first letter is e, and let Y be the set of factors of length
n− 1 in y. Define F : X → Y by
F (x1x2 . . . xn) =
(
x−11 x2
) (
x−12 x3
) (
x−13 x4
)
. . .
(
x−1n−1xn
)
x1x2 . . . xn ∈ X .
Let z = ym+1 . . . ym+n−1 be a factor in y of length n−1. From Lemma 4.1 we deduce that ym+i = w−1m+iwm+i+1, 1 ≤ i ≤ n−1,
and Corollary 4.3 yields that x = (w−1m+1wm+i)ni=1 is a factor inw as well. Obviously, x ∈ X and F (x) = z, which yields that F
is surjective. On the other hand, let (xi)ni=1 ∈ X be such that F (x1x2 . . . xn) = z. Since x1 = e and xi =
∏i−1
j=1 ym+j for i ∈ [2, n],
the word (xi)ni=1 is unique. Thus, F is also injective, and therefore |X | = |Y |. By Corollary 4.3 we have f (n) = g · |X |, and
obviously |Y | = h (n− 1). Therefore f (n) = g · h (n− 1), which completes the proof. 
5. Proof of Theorem 3.3
5.1. Proof of Propositions 2.9 and 2.10
Proof of Proposition 2.9. Conditions 2 and 3 are obviously equivalent. If y = b1b1b1 . . . , then Proposition 2.5 yields that
bi = b1, 1 ≤ i ≤ t − 1, and ϕ (b1) = b1. Thus, condition 2 yields condition 1 as well. Now, note that, if c = 1, then the
substitution reduces to
α→ bt−11 ϕ (α) , α ∈ Σ .
If, in addition,ϕ (b1) = b1, then the substitutionmaps b1 to bt1, and hence y = b1b1b1 . . . . Thus, condition 1 implies condition
2, which completes the proof. 
Proof of Proposition 2.10. Denoteβ = ϕ−1 (bc). Sinceϕ is a bijection, for some n ≥ 1wehave ytnc = ϕn (bc) = ϕ−1 (bc) =
β , which yields s ≥ 1. On the other hand, since c < t , each n ∈ N, for which c - n, satisfies yn = bnmod c . If s ≥ c , then there
exists some m ≥ 1 such that ym+j = β for j ∈ [1, c]. Therefore, bi = β for each i ∈ [1, c − 1], and there exists some k ≥ 1
for which ykc = β . Thus, the cyclicity of (bi)c−1i=1 = βc−1 is 1, which yields that y = βc−1ycβc−1y2cβc−1y3c . . . . Moreover,
β2c−1 = βc−1ykcβc−1 is a subword of y as well. Thus, if s ≥ c then s ≥ 2c − 1.
On the other hand, by the same means, if s ≥ 2c then for some m ≥ 1 we have ymc = y(m+1)c = β . Therefore,
Proposition 2.5 yields that for some k ∈ [1, t/c − 1], we have bkc = β . Since (bi)t−1i=1 is c-periodic, it yields that bjc = β
for 1 ≤ j ≤ t/c − 1. Thus, (bi)t−1i=1 = β t−1, and hence c = 1. Since s ≥ 2c ≥ 2, this implies the existence of some n ≥ 1, for
which both t - n and yn = β . Since t - n and (bi)t−1i=1 = bt−11 , Proposition 2.5 yields that b1 = β . Thus, b1 = β = ϕ−1 (b1)
and c = 1, which contradicts the assumption of the proposition. Therefore, s ≤ 2c − 1, which completes the proof. 
5.2. Notations and elementary properties
For n ∈ N and i ∈ [0, t − 1], let B(n)i be the set of factors of length n, appearing in y starting at a location congruent to
i+ 1 modulo t:
B(n)i =
{
x1x2 . . . xn ∈ Σn : ∃m ≥ 0, xj = ymt+i+j ∀j (1 ≤ j ≤ n)
}
. (5.1)
The empty word is also a factor of y, and hence B(0)i = {λ} for 0 ≤ i ≤ t− 1. Thus, every factor of length n belongs to at least
one B(n)i . In particular, h (n) =
∣∣∣⋃t−1i=0 B(n)i ∣∣∣. Note that B(n)i 6= ∅ for each n ∈ N and i, 0 ≤ i ≤ t − 1.
Lemma 5.1.
∣∣∣B(n)i ∣∣∣ = h (b(n+ i) /tc) for every n ∈ N, i ∈ [0, t − 1].
Proof. Note that for every n and iwe have
∣∣∣B(n)i ∣∣∣ = ∣∣∣B(n+i)0 ∣∣∣. On the other hand, if we put n+ i = kt+ j for appropriate k ≥ 0
and j ∈ [0, t − 1], the last j letters are the same for all words in B(n+i)0 . Therefore,
∣∣∣B(n)i ∣∣∣ = ∣∣∣B(kt)0 ∣∣∣, where k = b(n+ i) /tc.
Thus, it suffices to prove the required equality for i = 0 and n = kt , i.e., to prove that
∣∣∣B(kt)0 ∣∣∣ = h (k) for every k ≥ 0. For k = 0
we have
∣∣∣B(0)0 ∣∣∣ = 1 as well as h (0) = 1. Now, let k ≥ 1, and let S be the set of factors of length k in y. Let x1x2 . . . xkt ∈ B(kt)0 ,
and put F (x1x2 . . . xkt) =
(
ϕ−1
(
xjt
))k
j=1. Obviously, the word x1 . . . xkt is defined only by the values of xjt , 1 ≤ j ≤ k. Since
x1x2 . . . xkt ∈ B(kt)0 , there exists an m ≥ 0 such that xi = ymt+i for each i ∈ [1, kt]. Since y is fixed under the substitution
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τ , ym+j = ϕ−1
(
xjt
)
for each j ∈ [1, k], and therefore F (x1x2 . . . xkt) is a factor in y. Thus, F takes B(kt)0 into S, and since ϕ is
injective and the words x1 . . . xkt ∈ B(kt)0 are defined only by the values of xjt , 1 ≤ j ≤ k, we deduce that F is injective as well.
On the other hand, for every factor ym+1ym+2 . . . ym+k of length k in y, we have x1x2 . . . xkt ∈ B(kt)0 , where xj = ymt+j for each
j ∈ [1, kt], and also
F (x1x2 . . . xkt) = ym+1ym+2 . . . ym+k.
Thus, F is also surjective, and therefore
∣∣∣B(kt)0 ∣∣∣ = |S| = h (k). 
Corollary 5.2. Let n = kt + j for some k ≥ 0 and j ∈ [1, t]. Then
h (n) ≤ (t − j) h (k)+ j · h (k+ 1) , (5.2)
with equality if and only if the sets B(n)i , 0 ≤ i ≤ t − 1, are pairwise disjoint.
Proof. Obviously, for j of the integers i ∈ [0, t − 1] we have b(kt + j+ i) /tc = k + 1, while for the other t − j we have
b(kt + j+ i) /tc = k. Thus, by Lemma 5.1, the cardinality of j of the sets B(n)i , 0 ≤ i ≤ t − 1, is h (k+ 1), and that of the
other t − j is h (k). The set of factors of length n is⋃t−1i=0 B(n)i , which implies the corollary. 
5.3. First method of calculation, and the case c = t
Corollary 5.2 provides a very useful tool for the calculation of the limits. We use it in the following lemma.
Lemma 5.3. Suppose that, for some fixed N ≥ 1, the sets B(N)i , 0 ≤ i ≤ t − 1, are pairwise disjoint. Then:
lim sup
n→∞
h (n)
n
= max
dN/te≤m≤N
h (m)
m
= max
dN/te≤m<∞
h (m)
m
, (5.3)
lim inf
n→∞
h (n)
n
= mindN/te≤m≤N
h (m)
m
= min
1≤m<∞
h (m)
m
. (5.4)
Remark 5.4. On the right-hand side of (5.4) we are able to take the minimum over all values of m, unlike as in (5.3), due
to (5.2).
Proof. Takem1,m2 ∈ {dN/te , dN/te + 1, . . . ,N} such that:
h (m1)
m1
= max
dN/te≤m≤N
h (m)
m
,
h (m2)
m2
= mindN/te≤m≤N
h (m)
m
.
For k ≥ 1 we havem1tk ≥ N . Since the sets B(N)i , 0 ≤ i ≤ t − 1, are pairwise disjoint, so are the sets B(m1t
k)
i , 0 ≤ i ≤ t − 1.
Therefore, Corollary 5.2 yields h
(
m1tk
) = tkh (m1) for every k ≥ 1. Hence
lim sup
n→∞
h (n)
n
≥ lim sup
k→∞
h
(
m1tk
)
m1tk
= h (m1)
m1
= max
dN/te≤m≤N
h (m)
m
.
Similarly
lim inf
n→∞
h (n)
n
≤ lim inf
k→∞
h
(
m2tk
)
m2tk
= h (m2)
m2
= mindN/te≤m≤N
h (m)
m
.
On the other hand, since the sets B(n)i , 0 ≤ i ≤ t − 1, are pairwise disjoint for each n ≥ N , (5.2) becomes an
equality for each n ≥ N . Put N = kt + m for appropriate k ≥ 0 and m ∈ [0, t − 1]. For any j ∈ [m, t] we have
f (kt + j) = (t − j) f (k) + j · f (k+ 1), and hence f (kt + j) = f (N) + (j−m) (f (k+ 1)− f (k)). It follows easily that
the finite sequence (f (kt + j) / (kt + j))tj=m is either non-decreasing or non-increasing, and in particular for j ∈ [m, t] we
have
min
{
h (N)
N
,
h (kt + t)
kt + t
}
≤ h (kt + j)
kt + j ≤ max
{
h (N)
N
,
h (kt + t)
kt + t
}
. (5.5)
Since h (kt + t) = th (k+ 1), we have h (kt + t) / (kt + t) = h (k+ 1) / (k+ 1). Therefore (5.5) yields
mindN/te≤m≤N
f (m)
m
≤ f (n)
n
≤ max
dN/te≤m≤N
f (m)
m
, dN/te ≤ n ≤ t · dN/te . (5.6)
Now suppose that, for a given i ≥ 0, the inequalities in (5.6) are satisfied for n ∈ [t i dN/te , t i+1 dN/te]. Let n ∈[
t i+1 dN/te , t i+2 dN/te], and take k ≥ 0 and j ∈ [1, t] such that n = kt + j. (5.6) is satisfied for n = t i+1 dN/te, and
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hence from now on we suppose that n ≥ t i+1 dN/te + 1. Obviously, we have t i dN/te ≤ k ≤ t i+1 dN/te − 1 and n ≥ N .
Therefore, using Corollary 5.2 we deduce
f (kt + j)
kt + j =
(t − j) k
kt + j ·
f (k)
k
+ j (k+ 1)
kt + j ·
f (k+ 1)
k+ 1 .
Since
(t − j) k
kt + j +
j (k+ 1)
kt + j = 1,
and both of the numbers on the left-hand side are non-negative, we have
min
{
f (k)
k
,
f (k+ 1)
k+ 1
}
≤ f (kt + j)
kt + j ≤ max
{
f (k)
k
,
f (k+ 1)
k+ 1
}
.
Since k ∈ [t i dN/te , t i+1 dN/te − 1], inequality (5.6) is satisfied with k and with k + 1 in place of n. Thus, it holds for
n = kt + j as well. Therefore, (5.6) is satisfied for any n ∈ [t i+1 dN/te , t i+2 dN/te]. Thus, the induction is complete, and we
conclude that (5.6) is satisfied for any n ≥ dN/te. Consequently
lim sup
n→∞
f (n)
n
≤ max
dN/te≤m<∞
f (m)
m
= max
dN/te≤m≤N
f (m)
m
,
lim inf
n→∞
f (n)
n
≥ mindN/te≤m<∞
f (m)
m
= mindN/te≤m≤N
f (m)
m
.
It remains to show that for each n ∈ [1, dN/te] we have f (n) /n ≥ f (m) /m for some m ≥ dN/te. Obviously, for
every n ≥ 1 there is some k ≥ 1 such that tkn ≥ dN/te. By Corollary 5.2 we have f (tkn) ≤ tkf (n), and therefore
f
(
tkn
)
/tkn ≤ f (n) /n, which completes the proof. 
Our next result presents a simple sufficient condition which ensures that the sets B(t)i , 0 ≤ i ≤ t − 1, are pairwise disjoint.
This condition involves the constant c defined in Section 2.2.
Lemma 5.5. If B(t)i ∩ B(t)i′ 6= ∅ for some 0 ≤ i, i′ ≤ t − 1, then c|i′ − i. In particular, if c = t, then the sets B(t)i , 0 ≤ i ≤ t − 1,
are pairwise disjoint.
Proof. Suppose that B(t)i ∩ B(t)i′ 6= ∅ for some i, i′, i < i′. Let z ∈ B(t)i ∩ B(t)i′ . Since z ∈ B(t)i , there exists an m ≥ 0 such that
zj = ymt+i+j for 1 ≤ j ≤ t . Therefore, Proposition 2.5 yields that for every j ∈ [1, t], with j 6= t − i, we have zj = b(j+i)mod t .
Similarly, by z ∈ B(t)i′ , we have zj = b(j+i′)mod t for every j ∈ [1, t] such that j 6= t− i′. Thus, bj = z(j−i)mod t = b(j+i′−i)mod t for
every j ∈ [1, t − 1], such that j 6= t − (i′ − i). Therefore, for d = gcd (t, i′ − i)we have bj = bj+d for each j ∈ [1, t − d− 1].
Obviously d < t and d|t , and hence the sequence (b)t−1i=1 is d-periodic. Therefore c|d, which yields c < t , and since d|i′ − i,
we have c|i′ − i as well. 
This implies that, if c = t , then the sets B(t)i , 0 ≤ i ≤ t − 1, are pairwise disjoint. Therefore f (t) = tf (1), which yields
f (t) /t = f (1) /1, and implies
Corollary 5.6. If c = t, then:
lim sup
n→∞
f (n)
n
= max
1≤m≤t−1
f (m)
m
,
lim inf
n→∞
f (n)
n
= min
1≤m≤t−1
f (m)
m
.
5.4. Recurrences for the case c < t
Throughout this subsection, we suppose that c < t , and relate to the constant s, defined in Section 2.2. Since
Proposition 2.9 imply that the word y is constant in case c = 1 and ϕ (b1) = bc , from now on in this subsection we assume
that either c 6= 1 or ϕ (b1) 6= bc . Define the words zn,i = zn,i1 . . . zn,in , for n ≥ 2c and i ∈ [0, t − 1], by:
zn,ij = b(i+j)mod c 1 ≤ j ≤ n.
Note that (i+ j) mod c is taken in the range [1, c], and not [0, c − 1]. These words admit the following simple property.
Lemma 5.7. Let n ≥ 2c and i, i′ ∈ [0, t − 1]. Then zn,i = zn,i′ if and only if i ≡ i′ (mod c). Moreover,
B(n)i ∩
{
zn,k : 0 ≤ k ≤ t − 1} ⊆ {zn,i} . (5.7)
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Proof. First, suppose that i ≡ i′ (mod c). Then j+ i ≡ j+ i′ (mod c) for 1 ≤ j ≤ n, and hence zn,ij = zn,i
′
j . Thus z
n,i = zn,i′ .
On the other hand, suppose zn,i = zn,i′ . Since n ≥ c , zn,i = zn,i′ yields that for each j ∈ [1, c] we have bj = br for
r = j + (i− i′) mod c (where r is taken to belong to r ∈ [1, c]). Therefore, for each j ∈ [1, c − d], we have bj = bj+d for
d = gcd (c, i− i′). Since the sequence (bi)t−1i=1 is c-periodic and d|c , this implies that bj = bj+d for 1 ≤ j ≤ t − d , and hence
it follows that the cyclicity of (bi)t−1i=1 is at most d. Therefore d ≥ c , and since d|c we have d = c . Thus, c|i − i′, which is
equivalent to i ≡ i′ (mod c).
Next, suppose that zn,k ∈ B(n)i for a given k ∈ [0, t − 1]. Then there exists a q ≥ 0 such that zn,kj = yqt+i+j for 1 ≤ j ≤ n. Let
r ∈ [1, c]. Since c|t , c < t , and n ≥ 2c , there exists anm ∈ [1, n] such that t - m+ i and r ≡ m+ i (mod c). Proposition 2.5
and the periodicity of
(
bj
)t−1
j=1 yield z
n,k
r = bm for m = i + r mod c , where m ∈ [1, c]. Thus, zn,kr = zn,ir for 1 ≤ r ≤ c. The
definitions of zn,k and zn,i yield that the sequences
(
zn,kj
)n
j=1
and
(
zn,ij
)n
j=1
are c-periodic, and hence zn,kj = zn,ij for 1 ≤ j ≤ n.
Therefore zn,k = zn,i, which completes the proof. 
Lemma 5.8. Let n ≥ c and i ∈ [0, t − 1]. Then zn,i ∈ B(n)i if and only if b(n+ i) /tc ≤ s.
Proof. First, suppose that zn,i ∈ B(n)i . This yields the existence of an m ≥ 0 such that zn,ij = ytm+i+j for 1 ≤ j ≤ n.
Therefore, ytm+kt = zn,ikt−i = bc for each k ∈ [1, b(n+ i) /tc]. Thus, ym+k = ϕ−1 (bc) for k ∈ [1, b(n+ i) /tc], and thereforeb(n+ i) /tc ≤ s.
On the other hand, suppose that b(n+ i) /tc ≤ s. By the definition of s, there exists anm ≥ 0 such that ym+k = ϕ−1 (bc)
for k ∈ [1, b(n+ i) /tc]. Let the word x = x1 . . . xn be defined by xj = ymt+i+j for 1 ≤ j ≤ n. Proposition 2.5 and the
periodicity of
(
bj
)t−1
j=1 yield xj = zn,ij for each j ∈ [1, n] such that t - j + i. Let j ∈ [1, n] be such that t|j + i, say j + i = kt .
Obviously, zn,ij = bc , and also xj = ymt+j+i = ymt+kt . Since j ≤ n, we have kt ≤ n+ i, and hence k ≤ b(n+ i) /tc. Therefore,
ym+k = ϕ−1 (bc), so that xj = ymt+kt = ϕ (ym+k) = bc . This yields xj = zn,ij also for those 1 ≤ j ≤ n such that t|j + i.
Consequently zn,i = x, which is a factor of y, and hence zn,i ∈ B(n)i . Thus, if b(n+ i) /tc ≤ s, then zn,i ∈ B(n)i , which completes
the proof. 
Lemma 5.9. Let n ≥ 2c and i, i′ ∈ [0, t − 1] be such that i 6= i′. If B(n)i ∩ B(n)i′ 6= ∅, then B(n)i ∩ B(n)i′ =
{
zn,i
}
and i ≡ i′ (mod c).
Proof. Suppose that B(n)i ∩ B(n)i′ 6= ∅, and take x = x1 . . . xn ∈ B(n)i ∩ B(n)i′ . Let r =
(
i′ − i) mod c , and suppose that r 6= 0.
Since x ∈ B(n)i , there exists anm ≥ 0 such that xj = ymt+i+j for 1 ≤ j ≤ n. Proposition 2.5 and the periodicity of
(
bj
)t−1
j=1 yield
xj = zn,ij for each j ∈ [1, n] such that t - j + i. Similarly, as x ∈ B(t)i′ , we deduce that xj = zn,i
′
j for each j ∈ [1, n] such that
t - j+ i′. Since n ≥ 2c and r 6= 0, for each k ∈ [1, c] there exists a j ∈ [1, n] such that t - j+ i, j+ i′ and k = (j+ i) mod c.
Therefore, bk = zn,ij = xj and b(k+r)mod c = zn,i
′
j = xj. Thus, bk = b(k+r)mod c for 1 ≤ k ≤ c , and hence the sequence
(bk)ck=1 is gcd (r, c)-periodic. Thus, the periodicity of
(
bj
)t−1
j=1 yields that this sequence is also gcd (r, c)-periodic, which is a
contradiction as gcd {r, c} < c. Therefore r = 0, and hence i ≡ i′ (mod c).
Since i 6= i′, for each j ∈ [1, n] either t - j + i or t - j + i′. Therefore, Proposition 2.5 and the periodicity of (bj)t−1j=1 yield
that for each j ∈ [1, n] either xj = zn,ij or xj = zn,i
′
j . Since i ≡ i′ (mod c), Lemma 5.7 yields zn,i = zn,i′ , and hence xj = zn,ij
for each j ∈ [1, n]. Thus, B(n)i ∩ B(n)i′ =
{
zn,i
}
, which completes the proof. 
Lemmas 5.7–5.9 imply the following corollary.
Corollary 5.10. The sets B(n)i , 0 ≤ i ≤ t − 1, are pairwise disjoint if and only if n ≥ (s+ 1) t − c.
The numbers h (n), 2c ≤ n ≤ (s+ 1) t − c , may be found using a recursive formula, given in the following lemma.
Lemma 5.11. Let n ∈ [2c, (s+ 1) t − c]. Write n = kt + j for appropriate k ≥ 0 and j ∈ [0, t − 1]. Then
h (kt + j) =
{
(t − j) h (k)+ j · h (k+ 1)+ c − t, 0 ≤ k ≤ s− 1,
(t − j) h (k)+ j · h (k+ 1)+ c − t + j, k = s. (5.8)
Proof. Let C (n)i = B(n)i \
{
zn,i
}
, 0 ≤ i ≤ t − 1. Lemma 5.9 ensures that these sets are pairwise disjoint. First suppose that
0 ≤ k ≤ s − 1, which gives 2c ≤ n ≤ st − 1. Lemma 5.7 implies that zn,i′ /∈ C (n)i for 0 ≤ i′ ≤ t − 1. Since n ≤ st − 1,
Lemma 5.8 yields that zn,i ∈ B(n)i , 0 ≤ i ≤ t − 1, and hence
t−1⋃
i=0
B(n)i =
(
t−1⋃
i=0
C (n)i
)
∪ {zn,i : 0 ≤ i ≤ t − 1} , (5.9)
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where the two sets on the right-hand side are disjoint. Lemma 5.1 yields
∣∣∣B(n)i ∣∣∣ = h (b(n+ i) /tc), and since zn,i ∈ B(n)i
we have
∣∣∣C (n)i ∣∣∣ = h (b(n+ i) /tc) − 1. Therefore, ∣∣∣C (n)i ∣∣∣ = h (k) − 1 for i ∈ [0, t − j− 1], and ∣∣∣C (n)i ∣∣∣ = h (k+ 1) − 1 for
i ∈ [t − j ≤, t − 1]. Since the sets C (n)i , 0 ≤ i ≤ t − 1, are pairwise disjoint, we have∣∣∣∣∣t−1⋃
i=0
C (n)i
∣∣∣∣∣ = (t − j) h (k)+ j · h (k+ 1)− t.
Lemma 5.7 implies that for i, i′ ∈ [0, t − 1] we have zn,i = zn,i′ if and only if i ≡ i′ (mod c), and therefore∣∣{zn,i : 0 ≤ i ≤ t − 1}∣∣ = c. Thus, the fact that the union of the right-hand side of (5.9) is disjoint yields that
h (kt + j) = (t − j) h (k)+ j · h (k+ 1)− t + c,
which proves the first case in (5.8).
Now let k = s, so that st ≤ n ≤ (s+ 1) t − c. Lemma 5.8 implies that zn,i ∈ B(n)i if and only if n + i ≤ st + t − 1. Since
n = kt + j and k = s, we deduce that zn,i ∈ B(n)i if and only if j+ i ≤ t − 1. Thus, zn,i ∈ B(n)i for i ∈ [0, t − j− 1]. Therefore,∣∣∣C (n)i ∣∣∣ = h (k) − 1 for i ∈ [0, t − j− 1], and ∣∣∣C (n)i ∣∣∣ = h (k+ 1) for i ∈ [t − j, t − 1]. Since the sets C (n)i , 0 ≤ i ≤ t − 1, are
pairwise disjoint, we have∣∣∣∣∣t−1⋃
i=0
C (n)i
∣∣∣∣∣ = (t − j) h (k)+ j · h (k+ 1)− t + j.
On the other hand, n ≤ (s+ 1) t − c , and hence j ≤ t − c. Therefore, zn,i ∈ B(n)i for 0 ≤ i ≤ c − 1. Similarly to the previous
case,
∣∣{zn,i : 0 ≤ i ≤ t − 1}∣∣ = ∣∣{zn,i : 0 ≤ i ≤ c − 1}∣∣ = c , and therefore
h (kt + j) = (t − j) h (k)+ j · h (k+ 1)− t + j+ c,
which proves the second case of (5.8). 
5.5. Proof of Theorem 3.3
For c = t , Corollary 5.6 simply yields the equality in the theorem. Hence, from now on, we deal with the case c < t . Since
we suppose that either c 6= 1 or ϕ (b1) 6= b1, Proposition 5.1 ensures that 1 ≤ s ≤ 2c − 1, and Corollary 5.10 implies that
for N = (s+ 1) t − c the sets BNi , 0 ≤ i ≤ t − 1, are pairwise disjoint. Thus, Lemma 5.5 yields
lim sup
n→∞
h (n)
n
= max
{
h (m)
m
:
⌈
N
t
⌉
≤ m ≤ N
}
,
lim inf
n→∞
h (n)
n
= min
{
h (m)
m
:
⌈
N
t
⌉
≤ m ≤ N
}
.
Moreover, Corollary 5.2 gives h (N) = ch (s)+ (t − c) h (s+ 1) . Therefore,
ch (s)+ (t − c) h (s+ 1)
(s+ 1) t − c =
h (N)
N
∈
{
h (m)
m
:
⌈
N
t
⌉
≤ m ≤ N
}
.
Obviously, dN/te = s+ 1, so that{
h (m)
m
: s+ 1 ≤ m ≤ 2c
}
⊆
{
h (m)
m
:
⌈
N
t
⌉
≤ m ≤ N
}
.
Lemma 5.11 yields h (tm) = th (m) − t + c , and hence h (tm) /tm = h (m) /m − (t − c) /tm for 1 ≤ m ≤ s. On the other
hand, dN/te ≤ tm ≤ N for 1 ≤ m ≤ s, and therefore{
h (m)
m
− t − c
mt
: 1 ≤ m ≤ s
}
⊆
{
h (m)
m
:
⌈
N
t
⌉
≤ m ≤ N
}
.
Thus,
A ⊆
{
h (m)
m
:
⌈
N
t
⌉
≤ m ≤ N
}
,
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which yields
max A ≤ max
{
h (m)
m
:
⌈
N
t
⌉
≤ m ≤ N
}
,
min A ≥ min
{
h (m)
m
:
⌈
N
t
⌉
≤ m ≤ N
}
.
To complete the proof, it remains to prove that min A ≤ h (m) /m ≤ max A for dN/te ≤ m ≤ N . Let m ∈ [dN/te , 2c].
Since dN/te = s+1, we have h (m) /m ∈ A, and thereforemin A ≤ h (m) /m ≤ max A. Next, letm ∈ [2c, t], and Lemma 5.11
yields h (m) = mh (1) + c − m. Hence h (m) /m = h (1) − 1 + c/m. In particular, h (2c) /2c = h (1) − 1/2, and therefore
h (2c) /2c ≥ h (m) /m ≥ h (1)− 1+ c/t . Since h (2c) /2c, h (1)− 1+ c/t ∈ A, we have min A ≤ h (m) /m ≤ max A.
Letm ∈ [t, st − 1], and put k = bm/tc and j = m−kt . Obviously, 1 ≤ k ≤ s−1 and 1 ≤ j ≤ t . Lemma5.11 yields h (m) =
(t − j) h (k)+j·h (k+ 1)−t+c . By Lemma5.11we also deduce that h (kt) = th (k)−t+c and h (kt + t) = th (k+ 1)−t+c.
Therefore, h (m) = h (kt) + j (h (k+ 1)− h (k)), and on the other hand h (kt + t) = h (kt) + t (h (k+ 1)− h (k)). Thus,
since 1 ≤ j ≤ t , it follows that
min
{
h (kt)
kt
,
h (kt + t)
kt + t
}
≤ h (m)
m
≤ max
{
h (kt)
kt
,
h (kt + t)
kt + t
}
.
Lemma 5.11 also implies the equalities
h (kt)
kt
= h (k)
k
− (t − c)
tk
,
h (kt + t)
kt + t =
h (k+ 1)
k+ 1 −
(t − c)
t (k+ 1) .
Therefore, h (kt) /kt, h (kt + t) / (kt + t) ∈ A, which yields min A ≤ h (m) /m ≤ max A.
The final case is form ∈ [st, (s+ 1) t − c]. Put j = m− st , and obviously 0 ≤ m ≤ t − c . Lemma 5.11 yields
h (m) = (t − j) h (s)+ j · h (s+ 1)− t + j+ c,
and h (st) = th (s) − t + c. Consequently, h (m) = h (st) + j (h (s+ 1)− h (s)+ 1). On the other hand, h (N) =
c · h (s) + (t − c) h (s+ 1), and therefore h (N) = h (st) + (t − c) (h (s+ 1)− h (s)+ 1). Thus, since 0 ≤ j ≤ t − c , it
follows that
min
{
h (st)
st
,
h (N)
N
}
≤ h (m)
m
≤ max
{
h (s)
s
,
h (N)
N
}
.
On the other hand, it also follows that h (st) /st, h (N) /N ∈ A, which yields min A ≤ h (m) /m ≤ max A. This completes the
proof that min A ≤ h (m) /m ≤ max A for eachm ∈ [dN/te ,N].
6. Proof of Theorem 3.5
6.1. Preview and definitions to be used in this section
Throughout this sectionwe suppose that t = g and study the substitution ξ defined in Section 2.1. As Theorem 3.1 states,
there is a close relation between the substitutions ξ and τ . Therefore, throughout this section, we study the substitution τ
obtained by taking Σ = G, bi = a−1i ai+1 for 1 ≤ i ≤ t − 1, and ϕ (α) = a−1t α. To this end we also use Theorem 3.3, and
hence take A as the set defined in Section 3.2. Theorem 3.1 states that the study of τ will let us derive results on ξ and G.
Note that, as t = g , the first two equalities stated in Theorem 3.5 are equivalent to the equalities
lim inf
n→∞
h (n)
n
= g − 1+ 1
g
, (6.1)
lim sup
n→∞
h (n)
n
= g − g − 1
2g − 1 , (6.2)
respectively. Therefore, in this section we will be concerned with the equalities (6.1) and (6.2).
6.2. A study of τ
In this subsection we study the substitution τ , and therefore treat the sets B(n)i for n ∈ N and 0 ≤ i ≤ t − 1 as defined in
(5.1). We start with a lemma which follows in a straightforward manner from the bijectivity of ϕ.
Lemma 6.1. Let α ∈ Σ be a letter which appears in y. There exists an m ≥ 1 such that α = ytm.
Now we find bounds on the function h.
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Lemma 6.2. h (n+ 1)− h (n) ≥ h (1)− 1 for 1 ≤ n ≤ t − 1.
Proof. Let Xn, 1 ≤ n ≤ t , be the set of factors of length n in y. Let n ∈ [1, t − 1], and define F : Xn+1 → Xn by
F (x1x2 . . . xn+1) = x1x2 . . . xn. Obviously, F is well defined and surjective. Moreover, F
(
B(n+1)i
)
= B(n)i for 0 ≤ i ≤ t − 1.
Lemma 5.1 yields
∣∣∣B(n)t−n−1∣∣∣ = 1, and hence ∣∣∣Xn − B(n)t−n−1∣∣∣ = h (n) − 1. Since F (B(n+1)t−n−1) = B(n)t−n−1 and F (Xn+1) = Xn, it
follows that
∣∣∣Xn+1 − B(n+1)t−n−1∣∣∣ ≥ h (n) − 1. Thus, as ∣∣∣B(n+1)t−n−1∣∣∣ = h (1), we deduce that |Xn+1| − h (1) ≥ h (n) − 1, namely
h (n+ 1)− h (1) ≥ h (n)− 1, which completes the proof. 
An immediate consequence is:
Corollary 6.3. h (n) ≥ nh (1)− n+ 1 for 1 ≤ n ≤ t.
The corollary provides a lower bound, which cannot be improved in general, as seen in the following lemma.
Lemma 6.4. If c = 1, then h (n) = nh (1)− n+ 1 for 1 ≤ n ≤ t.
Proof. Suppose that c = 1, and hence bi = b1 for 1 ≤ i ≤ t − 1. Obviously the required equality holds for n = 1. Let an
n ∈ [2, t]. Lemma 5.1 yields
∣∣∣B(n)i ∣∣∣ = h (1) for t − n ≤ i ≤ t − 1. On the other hand, B(n)i = {bn1} for 0 ≤ i ≤ t − n− 1. By
Lemma 6.1 there exists an m ≥ 1 such that ytm = b1. Let the words zi = zi,1 . . . zi,n, 1 ≤ i ≤ n, be defined by zi,j = ytm−i+j,
1 ≤ j ≤ n. Obviously, zi ∈ Bnt−i for 1 ≤ i ≤ n. Moreover, since bj = b1 for 1 ≤ j ≤ t − 1, we have zi,j = b1 for 1 ≤ i, j ≤ n
with i 6= j. Since ytm = b1, we also have zi,j = b1 in case i = j. Thus, zi = bn1 for 1 ≤ i ≤ n. Therefore
{
bn1
} ⊆ ⋂t−1i=0 B(n)i , and
hence ∣∣∣∣∣t−1⋃
i=0
B(n)i
∣∣∣∣∣ ≤ t−1∑
i=0
∣∣∣B(n)i ∣∣∣− t + 1 = nh (1)− n+ 1.
Consequently h (n) ≤ nh (1)− n+ 1, and hence Corollary 6.3 yields h (n) = nh (1)− n+ 1. 
Lemma 6.5. If 1 < c < t and the cyclicity of (bi)c−1i=1 is 1, then:
h (n) =
{
nh (1)− n+ 1, 1 ≤ n ≤ c,
nh (1)− c + 1, c ≤ n ≤ 2c − 1,
and h (2c) = 2ch (1)− c.
Proof. Define C (n)i =
⋃t/c−1
j=0 B
(n)
jc+i for n ≥ 1 and i ∈ [0, c − 1]. Suppose that 1 < c < t and the cyclicity of (bi)c−1i=1 is 1. If
c - j then bj = b1, while otherwise bj = bc . Therefore, c > 1 yields b1 6= bc , as otherwise b1 . . . bt−1 = bt−11 , which implies
c = 1 and contradicts c > 1. Since bj = b1 for c - j, for a given word x1 . . . xn ∈ Cni we have xj = b1 for each j ∈ [1, n]
such that c - j+ i. Therefore, if there is no j ∈ [1, n] such that c|j+ i, then Cni =
{
bn1
}
. On the other hand, if there is exactly
one j ∈ [1, n] such that c|j + i, then Lemma 6.1 yields that B(n)jc+i ⊆ B(n)t−c+i for each j ∈ [0, t/c − 1], as well as bn1 ∈ B(n)t−c+i.
Therefore, bn1 ∈ C (n)i and Lemma 5.1 gives
∣∣∣C (n)i ∣∣∣ = ∣∣∣B(n)t−c+i∣∣∣ = h (1).
Let 1 ≤ n ≤ c. By the calculations above, C (n)i =
{
bn1
}
for 0 ≤ i ≤ c− n− 1, and for c− n ≤ i ≤ c we have
∣∣∣C (n)i ∣∣∣ = h (1)
and bn1 ∈ C (n)i . Thus,
∣∣∣⋃c−1i=0 C (n)i ∣∣∣ ≤ nh (1) − n + 1, and hence h (n) ≤ nh (1) − n + 1. On the other hand, Corollary 6.3
provides h (n) ≥ nh (1)− n+ 1, and therefore h (n) = nh (1)− n+ 1.
Now, let c ≤ n ≤ 2c − 1. By the calculations above, for 0 ≤ i ≤ 2c − n − 1 we have
∣∣∣C (n)i ∣∣∣ = h (1) and bn1 ∈ C (n)i .
Moreover, since bc 6= b1 it follows that C (n)i ∩ C (n)i′ =
{
bn1
}
for every i, i′ ∈ [0, 2c − n− 1] such that i 6= i′. Therefore∣∣∣⋃2c−n−1i=0 Cni ∣∣∣ = (2c − n) h (1) − 2c + n + 1. Now let 2c − n ≤ i ≤ c − 1. Lemma 5.1 states that ∣∣∣B(n)t−c+i∣∣∣ = h (1) and∣∣∣B(n)t−2c+i∣∣∣ = h (1). Since bj = b1 for c - j and bj = bc otherwise, Lemma 6.1 yields
B(n)t−c+i ∩ B(n)t−2c+i = {x1 . . . xn} , xj =
{
b1, j 6= i, c + i,
bc, j = i, c + i,
and we also have B(n)jc+i = B(n)t−c+i ∩ B(n)t−2c+i for each j ∈ [0, t/c − 3]. Thus,
∣∣∣C (n)i ∣∣∣ = 2h (1)− 1. Since b1 6= bc , Proposition 2.5
implies that the sets C (n)i , 2c − n ≤ i ≤ c − 1, are pairwise disjoint, and therefore
∣∣∣⋃c−1i=2c−n C (n)i ∣∣∣ = (n− c) (2h (1)− 1).
By the same token, the sets
⋃2c−n−1
i=0 C
(n)
i and
⋃c−1
i=2c−n C
(n)
i are disjoint. Thus,
∣∣∣⋃c−1i=0 C (n)i ∣∣∣ = nh (1) − c + 1, and hence
h (n) = nh (1)− c + 1.
Note that the calculation of
∣∣∣⋃c−1i=2c−n C (n)i ∣∣∣ holds also for the case n = 2c. Thus h (2c) = ∣∣∣⋃c−1i=0 C (2c)i ∣∣∣ = 2ch (1)− c . 
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6.3. The equivalence of (6.1) and (6.2)
In this subsection we prove that as stated by Theorem 3.5, the equalities (6.1) and (6.2) are equivalent.
Lemma 6.6. Suppose c = 1. Then (6.1) and (6.2) are equivalent, and are satisfied if and only if h (1) = g.
Proof. Proposition 2.9 states that, if ϕ−1 (b1) = b1, then h (n) = 1 for every n. The equalities (6.1), (6.2), and h (1) = g
require that h (n) 6= 1, and therefore we may assume that ϕ−1 (b1) 6= b1. Since c = 1, Proposition 2.10 yields s = 1, so that
A =
{
h (1)− 1+ 1
g
,
gh (2)− h (2)− h (1)
2g − 1 ,
h (2)
2
}
.
By Lemma 6.4 we have h (2) = 2h (1)− 1, and hence
min A = h (1)− 1+ 1/g, max A = h (1)− g − 1
2g − 1 .
By Theorem 3.1:
lim inf
n→∞
h (n)
n
= h (1)− 1+ 1
g
, lim sup
n→∞
h (n)
n
= h (1)− g − 1
2g − 1 .
Thus, (6.1) and (6.2) are equivalent, and are satisfied if and only if h (1) = g . 
Now we turn to the case where c > 1.
Lemma 6.7. Suppose that 1 < c < g, h (1) = g, the cyclicity of (bi)c−1i=1 is 1, and b1 = ϕ−1 (bc). Then both (6.1) and (6.2) hold.
Proof. Since the cyclicity of (bi)c−1i=1 is 1 and b1 = ϕ−1 (bc), we have bi = ϕ−1 (bc) for each i ∈ [1, g − 1] such that c - i.
Lemma 6.1 implies the existence of an n ≥ 1 such that ynt = ϕ−1 (bc). Thus, Proposition 2.5 yields that ynt−c+j = ϕ−1 (bc)
for 1 ≤ j ≤ 2c − 1. Therefore s ≥ 2c − 1, and hence by Proposition 2.10 it follows that s = 2c − 1. Thus,
A =
{
h (m)
m
− g − c
mg
: 1 ≤ m ≤ 2c − 1
}
∪
{
c · h (2c − 1)+ (g − c) h (2c)
2cg − c ,
h (2c)
2c
}
.
Lemma 6.5 gives
h (n) =
{
ng − n+ 1, 1 ≤ n ≤ c,
ng − c + 1, c ≤ n ≤ 2c − 1,
and h (2c) = 2cg − c. Consequently
min A = g − 1+ 1/g, max A = g − g − 1
2g − 1 ,
and hence, by Theorem 3.3, equalities (6.1) and (6.2) hold. 
The previous lemma provides sufficient conditions for (6.1) and (6.2) to be satisfied. It turns out that, in case c > 1, these
conditions are necessary as well. To prove this, we start with (6.1).
Lemma 6.8. Suppose that c > 1. If (6.1) is satisfied, then c < g, h (1) = g, the cyclicity of (bi)c−1i=1 is 1, and b1 = ϕ−1 (bc).
Proof. Suppose that (6.1) is satisfied. Theorem 3.3 yields h (1) ≥ lim infn→∞ h (n) /n, and hence h (1) ≥ g − 1+ 1/g . Since
h (1) is an integer and h (1) ≤ g , this implies h (1) = g . From Theorem 3.3 we deduce that
min A = lim inf
n→∞
h (n)
n
= g − 1+ 1
g
.
Now, if c = g , then all elements of A have a denominator at most g − 1, which contradicts the equality above, and therefore
c < g . Since c < g , the only numbers in Awhose denominator is divisible by g are h (m) /m− (g − c) /mg for 1 ≤ m ≤ s.
Corollary 6.3 states h (m) ≥ mg −m+ 1 for 1 ≤ m ≤ s, and hence
h (m)
m
− g − c
mg
≥ g − 1+ c
mg
.
Thus, c/mg ≤ 1/g for somem ∈ [1, s], and therefore s ≥ c. By Proposition 2.10, the cyclicity of (bi)c−1i=1 is 1 and ϕ (b1) = bc ,
which completes the proof. 
Now we deal with (6.2).
Lemma 6.9. Suppose that c > 1. If (6.2) is satisfied, then c < g, h (1) = g, the cyclicity of (bi)c−1i=1 is 1, and b1 = ϕ−1 (bc).
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Proof. Suppose that (6.2) is satisfied. By Theorem 3.3 we deduce that
max A = lim sup
n→∞
h (n)
n
= g − g − 1
2g − 1 .
As in the proof of Lemma 6.8, we deduce that c < g . Since 1 < c < g , the only number in A whose denominator may be
2g − 1 is
ch (s)+ (g − c) h (s+ 1)
(s+ 1) g − c .
Hence 2g − 1| (s+ 1) g − c , and on the other hand Proposition 2.10 gives 1 ≤ s ≤ 2c − 1. Therefore, since c ≤ g/2, we
infer that s = 2c − 1. Due to Proposition 2.10, the cyclicity of (bi)c−1i=1 is 1, ϕ (b1) = bc , and
ch (2c − 1)+ (g − c) h (2c)
2cg − c = g −
g − 1
2g − 1 . (6.3)
Therefore, Lemma 6.5 yields h (2c − 1) = (2c − 1) h (1)− c + 1 and h (2c) = 2ch (1)− c. Thus,
ch (2c − 1)+ (g − c) h (2c)
2cg − c = h (1)−
g − 1
2g − 1 . (6.4)
Equalities (6.3) and (6.4) imply h (1) = g , which completes the proof. 
Lemmas 6.7–6.9 yield
Corollary 6.10. Suppose that c > 1. Then (6.1) and (6.2) are equivalent, and are satisfied if and only if c < g, h (1) = g, the
cyclicity of (bi)c−1i=1 is 1, and b1 = ϕ−1 (bc).
This corollary, together with Lemma 6.6, implies
Corollary 6.11. Equalities (6.1) and (6.2) are equivalent.
6.4. The equivalence of the third condition of Theorem 3.5
In the previous subsection we proved that the first two conditions of Theorem 3.5 are equivalent. Now, we turn to show
that the third condition of Theorem 3.5 follows from the conditions upon the sequence (bi)
g−1
i=1 , we found in the previous
subsection.
Lemma 6.12. Suppose that (6.1) and (6.2) hold. Then G is cyclic and ac+1 is a generator of G. If, moreover, c > 1, then
b1 =
(
b−11 bc
)g/c
.
Proof. Suppose that (6.1) and (6.2) hold. First, suppose that c = 1. By Lemma 6.6 we have h (1) = g , and therefore all
elements of G appear in y. Since c = 1, we have bi = b1 for 1 ≤ i ≤ g − 1, and hence ag = bg−11 . Since ϕ (α) = a−1g α, it
follows that ϕ (α) = b−g+11 α. Since y is a fixed point of τ and its first g − 1 letters are all b1, each letter in y belongs to the
subgroup generated by b1. Thus, G = 〈b1〉, and hence G is cyclic. Moreover, a2 = b1, and therefore a2 is a generator of G.
Now, suppose that c > 1. Corollary 6.10 states that c < g , h (1) = g , the cyclicity of (bi)c−1i=1 is 1, and b1 = ϕ−1 (bc).
Again, since h (1) = g , all elements of G appear in y. Since the cyclicity of (bi)c−1i=1 is 1,
bi =
{
b1, c - i,
bc, c|i. (6.5)
Therefore ag =
(
bc−11 bc
)g/c · b−1c , and ϕ (α) = bc (bc−11 bc)−g/c · α. Since ϕ (b1) = bc , we have b1 = (bc−11 bc)g/c . Since the
order of G is g , we have
(
bc−11 bc
)g = e. Therefore bc1 = e, and hence bc−11 = b−11 . This implies that b1 = (b−11 bc)g/c , which
gives bc = b1 · b−11 bc =
(
b−11 bc
)g/c+1
. Thus, bi is a power of b−11 bc for each 1 ≤ i ≤ g − 1. Consequently ag−1 is also a power
of b−11 bc , so that there exists a k ∈ [0, g − 1] such that ag−1 =
(
b−11 bc
)k
. Hence ϕ (α) = (b−11 bc)−k · α. Since y is a fixed
point of τ and each of its g − 1 initial letters is a power of b−11 bc , each letter in y is a power of b−11 bc . Thus, G =
〈
b−11 bc
〉
, G is
cyclic, and b−11 bc is a generator of G. Note that ac+1 = bc−11 bc . Since b1 is an element of order c , we have ac+1 = b−11 bc , and
therefore ac+1 is a generator of G. 
Lemma 6.13. Suppose that G is cyclic. If (6.1) and (6.2) hold, then an = αβd,n for each n ∈ [1, g], where α = ac+1 and
d =
{
g, c = 1,
c, c 6= 1.
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Proof. Corollary 6.10 implies that c < g , and Lemma 6.12 shows that ac+1 is a generator of G. First, suppose that c = 1. We
have ac+1 = b1, and bi = b1 for each i ∈ [1, g − 1]. Therefore an = bn−11 for 1 ≤ n ≤ g , and hence an = αβd,n .
Now, suppose that c > 1. By Corollary 6.10, the cyclicity of (bi)c−1i=1 is 1, and hence equality (6.5) holds for each
i ∈ [1, g − 1]. Therefore, as an = ∏n−1i=1 bi for a given n ∈ [1, g] and G is abelian, it follows that an = bn−11 · (b−11 bc)b(n−1)/cc.
Lemma 6.12 gives b1 =
(
b−11 bc
)g/c
, and as in Lemma 6.12 we deduce that ac+1 = b−11 bc . Therefore
an =
(
b−11 bc
)(n−1)g/c · (b−11 bc)b(n−1)/cc = aβd,nc+1.
Thus, an = αβd,i , which completes the proof. 
This lemma, together with Lemma 6.12, implies that equalities (6.1) and (6.2) yield the third condition of Theorem 3.5. To
complete the proof of the theorem, it remains to prove the other direction.
Lemma 6.14. Suppose that G is cyclic, and an = αβd,n for each n ∈ [1, g], where α is a generator of G, d|g, and d 6= 1. Then (6.1)
and (6.2) hold.
Proof. Suppose that d = g . Then an = α(n−1) for n ∈ [1, g], and therefore bi = α for i ∈ [1, g − 1], which yields that c = 1.
Moreover, ag = αg−1, and since the order of G is g , we deduce that ag = α−1, which is also a generator of G. Theorem 3.1
implies that
{(
α−1
)m · b1 : m ≥ 1} is a subset of the set of letters appearing in y, and since α−1 is also a generator of G we
deduce that h (1) = g . Thus, Lemma 6.6 implies that equalities (6.1) and (6.2) hold.
Now suppose that d 6= g . Since an = αβd,n for n ∈ [1, g]:
bi =
{
α(g/d), d - i,
α(g/d) · α, d|i. (6.6)
Thus, c = d, and, as d 6= 1, we have c > 1. Moreover, (6.6) yields that the cyclicity of (bi)c−1i=1 is 1. Note that βd,g = −1, and
hence ag = α−1. As for the case c = 1, it implies that h (1) = g . Moreover, from Theorem 3.1, it follows that ϕ (x) = α · x,
and hence ϕ (b1) = α · b1 = b1 · α, where the second equality follows from the commutativity of G. Thus, ϕ (b1) = bc ,
the cyclicity of the sequence (bi)c−1i=1 is 1, and h (1) = g . Consequently Corollary 6.10 implies that equalities (6.1) and (6.2)
hold. 
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