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RECENT ADVANCES IN IMAGE AND VIDEO RETRIEVAL
Interactive retrieval of video using pre-computed
shot-shot similarities
L. Boldareva and D. Hiemstra
Abstract: A probabilistic framework for content-based interactive video retrieval is described.
The developed indexing of video fragments originates from the probability of the user’s positive
judgment about key-frames of video shots. Initial estimates of the probabilities are obtained from
low-level feature representation. Only statistically significant estimates are picked out, the rest are
replaced by an appropriate constant allowing efficient access at search time without loss of search
quality and leading to improvement in most experiments. With time, these probability estimates are
updated from the relevance judgment of users performing searches, resulting in further substantial
increases in mean average precision.
1 Introduction
With the rapid development of digital media, content-based
multimedia retrieval has become an active research area.
Having started its history in text documents, information
retrieval quickly became much needed for other media such
as still images and video.
The pioneering image retrieval systems used experience
from the text retrieval domain, successfully adopting the
vector space model [1 – 3]. Probabilistic approaches
suggested for retrieval [4, 5] gained less popularity with
some notable exceptions [6–8]. One of the reasons for this
lies in the difficulty of translating lower-level features that
index the visual content into probability values. Often,
content based retrieval systems rely on active participation
of the searcher in the retrieval process, known as ‘relevance
feedback’ [9]. Relevance feedback is a broad term
sheltering various models of learning the user’s information
needs from the two-way communication where the searcher
plays an active role. The early implementations of
interactive visual retrieval systems are QBIC [1], MARS
[3], MindReader [2], Viper [10], PicHunter [6]. More
recently, machine learning methods have been applied
successfully to visual information retrieval, e.g. self-
organising maps [11] and support vector machines [12, 13].
One fundamental problem that needs to be solved in
visual information retrieval, is the semantic gap—a
mismatch between the human perception of visually rich
documents and their representation in the storage. This has
been an active research topic for decades [14–17]. We
believe that simple tools based on low-level feature
representations, and matching functions on them, are
unlikely to bridge the semantic gap in the near future,
without additional functionality like relevance feedback and
long-term learning of image representations.
Another difficult problem in multimedia retrieval is
the efficiency of search algorithms. High dimensionality
of the search space hinders effective indexing of it,
introducing the problem of ‘dimensionality curse’ [18]:
with many dimensions, that feature vectors usually are, it is
hard to implement a similarity matching algorithm that is
substantially faster than a linear scan over the data [19]. This
puts a possible interaction away. The system has to rely on
dimensionality-reduction indexing techniques (e.g. [20]) or
other smart approaches to access objects most similar to the
given examples [21]. Still, the performance of such systems
comes nowhere near to the performance of text retrieval
systems. At the time of writing this paper, http://images.
google.com provides access to almost 1200 million images
using text search techniques, orders of magnitudes more
than any content-based approach could possibly manage.
The only viable solution may be processing as much of
available information in advance as possible.
In this article we propose a framework for content-based
indexing and retrieval, that
. can use any available technique for feature extraction and
similarity matching, and allows easy combination of
different sources of information;
. allows efficient interaction with the user, and is capable of
learning from that interaction.
Therefore the proposed framework is spared both of the two
problems stated above.
We give a statistical interpretation to the data-driven
similarity between elements of the video key-frames
collection that fits into a probabilistic framework for
efficient interactive retrieval. This framework accommo-
dates both short-term learning within one retrieval session
and long-term learning from relevance feedback gathered in
multiple retrieval sessions.
In the following Section a general Bayesian framework
for interactive retrieval is introduced, and subsequently, two
important components of it are discussed—the data
representation and the user feedback. Section 5 discusses
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long-term learning from previous searches based on user’s
relevance judgements. Experiments have been carried out to
verify the benefits of the proposed methods and compare to
other techniques. Data from the TREC Video retrieval
workshop [22] serves as a testbed. The experimental set-up
and results are reported in Section 7, after an overview of
related work given in Section 6.
2 Interactive retrieval in Bayesian terms
Let I be a collection of information objects x, e.g. key-
frames for video shots, among which there is what the user
is looking for, the search target denoted here by T. During
the search process, the system presents the user with
intermediate retrieval results. The user can indicate which of
the objects are relevant to his=her information need—those
are positive examples. If an object is not relevant to the
query, the user may indicate so, thus providing the system
with negative examples. Given the feedback information,
the retrieval system produces a new set of objects to be
assessed by the user. There may be several loops of
relevance feedback during one search session.
The probabilistic framework is introduced as follows.
Consider disjoint random events of the user feedback
regarding the relevance of an object x. Let dx be the
corresponding indicator function taking the value one if the
user marks the candidate object x as relevant and zero
otherwise. Note that the present framework can be
generalised for multiple choices of feedback, e.g. by
introducing a third event of explicit negative judgement.
We want to use the concepts ‘relevant’ and ‘non-relevant’
without having to refer to lower-level features. Instead, the
objects in the collection are related to each other according
to the most likely user opinion about their relationship. For
two objects x and y, the following conditional probability
reflects their ‘measure of closeness’: Pðdx ¼ 1jT ¼ yÞ; the
probability of object x being marked by the user as relevant
given that y is referred to as the target for the search. When
unambiguous, the shorthand notation PðdxjTÞ denotes the
probability of a certain user action concerning the object x.
2.1 Estimating probability of relevance
The goal is to predict, or identify, the set of objects relevant
to the user’s in formation need, based on his=her request
accompanied by feedback and the existing data represen-
tation. In a Bayesian framework [5, 6] the problem is
restated as estimation of the probability of relevance P(T )
given a user’s relevance judgements fdx1 ; . . . ; dxng on the set
of candidate objects fx1; . . . ; xng and the data indexing. We
write it down in the following iterative form, with the
assumption that the user actions fdx1 ; . . . ; dxng are con-
ditionally independent given the target T.
PnewðTÞ ¼ PðT jdx1 ; . . . ; dxnÞ ¼
PoldðTÞQns1 Pðdxs jTÞ
Pðdx1 ; . . . ; dxnÞ
ð1Þ
The conditional independence assumption used here states
that the user’s judgement about the relevance of a certain
item is not affected by the relevance of other displayed
items.
PnewðTÞ becomes PoldðTÞ for the next iteration;
fðdx1 ; . . . ; dxnÞg are provided by the user. Pðdxs jTÞ rep-
resents conditional dependency between elements x and T.
According to (1), in order to retrieve the meet likely
relevant answers T, one needs to know all dxs and Pðdxs jTÞ:
They are the subjects of the following two Sections.
3 Association-based data representation
If we were to use a graphic model, the collection of objects
and the corresponding conditional probabilities PðdxjTÞ
could be visualised as a directed graph with nodes x 2 I ;
and weighted arcs connecting them. Each object x is
described by its associations with a number of other objects.
The strength of the association is the weight of the arc,
PðdxjTÞ: The whole structure is called here ‘association
matrix’ denoted by M.
Preferably for each item there needs to be only a few
associations, which refer to high-level semantics and agree
with the observed users’ acts of relevance feedback. We arrive
at these associations as follows. Starting at the point when we
do not have knowledge about human perception of similarities
between objects, the initial associations are derived from a
similarity measure on lower-level features, such as colours,
textures, shapes. Typically such similarity measures take
values in the range of (non-negative) real numbers and thus
cannot be directly used as an initial estimate for PðdxjTÞ:
As a first step, the pair-wise similarities are transformed by
fitting a probability distribution on it. Since a prioriwe cannot
prefer some objects from the collection to others in the sense of
the distribution of estimates of PðdxjTÞ; the underlying pair-
wise similarities of the whole collection are assumed to
conform to the normal distribution. This gives equal emphasis
of the alike similarities and spreads the observations evenly on
the interval [0, 1] according to their probability of occurrence
and not to the magnitude of the similarity measure. As a result
it reduces the influence of outliers and preserves the scale of
the similarities between objects, i.e. ‘improves the discrimi-
nation capabilities of the similarity measure’ [23]. The result
of this step is a square table with all possible pair-wisp
estimates of conditional probabilities, also containing errors
induced by the mismatch between data-driven similarity
measures and human perception.
The value of Pðdx ¼ 0jTÞ  1  Pðdx ¼ 1jTÞ computed
in this way can be interpreted as a P-value, the probability
that a variable assumes a value greater than or equal to the
observed one strictly by chance. That is, the P-value is the
probability that the computed similarity between two
objects purely by chance does not exceed the ‘true’ one,
therefore x will not be found relevant to T by the user. As a
second step, we specify some a; the upper bound for the
P-value, so that only statistically significant pair-wise
similarities and their corresponding PðdxjTÞ are taken into
account. Probability estimates for not significant similarities
are replaced by an appropriate constant further denoted by
p: That means, while updating P(T ) for each object in (1),
the condition probabilities PðdxjTÞ is substituted by p if its
estimate is below 1  a: Here 1  a serves as a cut-off
threshold for the right tail of the distribution of pair-wise
similarities. Similarly, a threshold for the left tail of the
distribution will differentiate between significant and non-
significant estimates of dissimilarity. The corresponding
threshold for the dissimilarity-based estimates for the rest of
the article is set to zero, because judging non-relevance
from low-level features is less practical. An object x that has
a significant Pðdx ¼ 1jT ¼ yÞ is called a neighbour of y.
Our idea is that the estimates left out contain more noise
than useful information and removing them will not harm
retrieval quality, while improving efficiency.
The data representation in the form of association matrix
as described here has the following advantages:
. different sources of information on the (estimated)
relevance of objects are on the same scale and can be
efficiently combined;
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. the relevance information obtained from the searchers can
be used to improve conditional probability estimates in the
association matrix.
4 Input provided by the user
Another factor that plays a role in an interactive retrieval
session is the input from the user. One question is how to
interpret user actions. Another, related, question is how to
select candidate objects to be presented to the user.
4.1 Interpretation of user feedback
During a search session, the current probability of an object
to satisfy the user’s information need P(T ) is updated
according to (1). Every object can be marked rele-
vant=non-relevant to the user’s information need (or not
marked at all), and these events are disjoint. If the user is not
supposed to ignore the objects presented for relevance
assessment, the objects that are not marked by the user as
relevant take part in the probability update as if they are
explicitly rejected by the user, and for their neighbours,
Pðdx ¼ 0jTÞ  1  Pðdx ¼ 1jTÞ is used in (1) to update
P(T ).
Deploying explicit negative relevance judgements is
less obvious, however. Different from giving positive
examples, explaining non-relevance is harder for the user
[24, Section 3]. Excessive amounts of negative feedback may
have negative effect on retrieval [10]. Therefore associations
to the neighbours of the negative examples are not considered
and p is used in the update of their P(T ) in (1). This scenario
roughly corresponds to a nearest neighbour search, effec-
tively eliminating seen non-marked examples from further
consideration. Here p plays the role of a smoothing constant.
When it equals zero, the search space is limited to the
neighbours of all positive examples.
4.2 New display for the next iteration
After updating P(T ), a new set of objects should be
presented to the user for relevance judgement. Selection of
candidate objects (display update) is an important part of the
search process, since it determines what the system will
learn from the interaction. Each iteration should bring the
user closer to his=her target object. ‘Closer to the target’
may have various interpretations, such as: the posterior
probability P(T ) of the desired information object tends to
1; or the target object(s) approach the top of the ranked list.
In this article we describe experiments performed with the
following three display update strategies.
4.2.1 Best-target: Following the probability rank-
ing principle [5], P(T ) is considered as a score that the
element receives during a retrieval session. The next display
set consists of (new) objects that have largest values of
P(T ). This ‘best-target’ strategy is plausible for a user
unfamiliar with content-based retrieval (thus, the majority
of potential users). The screen often contains objects that are
the neighbours of good examples provided by the user. The
user is able to observe the immediate result of his=her
action. This display update strategy does not intend to
explore new objects that, in the selected similarity measure,
differ from the relevant ones already seen.
4.2.2 Non-deterministic strategies: In order to
diversify the set of displayed elements, we introduce non-
deterministic strategies as extensions to the ‘best-target’
one. First, we consider weighted selection of display
candidates, or promotional sampling: the chance to be
displayed for an object is proportional to its probability of
relevance. When the distribution of P(T ) is peaked,
proportional sampling converges to the ‘best-target’
method.
Second, instead of selecting the candidates with the
highest score, the sample-of-best strategy makes the
selection among those objects of which the probability of
relevance increased since several previous iterations. This
includes mainly neighbours of the relevant examples.
Occasionally, elements with low but consistently growing
P(T ) may be selected for display, giving the user a chance
to see potentially relevant objects that may be very
different from what he=she has already seen. Ideally, the
number of elements of which P(T ) increases should shrink
on to the group of objects that satisfy the user’s
information need.
5 Learning from past retrieval sessions
As stated before, there may be more than one association
matrix to be used in the retrieval process. As we later show
in experiments, a combination of information sources may
result in better retrieval quality. Still, it is more promising to
improve the existing feature estimates stored in the index.
At the end of a successful retrieval session the system is
in possession of the list of objects displayed to the user
fx1; x2; . . . xmg and the corresponding relevance judgements
fdx1 ; dx2 ; . . . dxmg: This information can be used for improv-
ing the corresponding estimates of the probabilities
Pðdx1 jTÞ;Pðdx2 jTÞ; . . .Pðdxm jTÞ:
The event of selecting x by the user as relevant=non-
relevant should result in an improved estimate of the
corresponding probability PðdxjTÞ: To update the involved
estimates, we use the maximum likelihood (ML) principle,
which boils down to counting events. Let PðdxjTÞ be
updated after observing one feedback action on x while
seeking T. The following equation corresponds to fre-
quency-based update for the case when d represents binary
choice:
PnewðdxjTÞ ¼
k  PoldðdxjTÞ þ i
kþ 1
i ¼ 1 for positive feedback
0 otherwise
 ð2Þ
Here k is the number of observations prior to the current
retrieval session. In the beginning, when there are no
observations, it denotes the weight of the feature-based
estimate of PðdxjTÞ: Every new observation adds a unit to
the denominator, and in the case of positive judgement, a
unit is also added to the numerator.
Such a method of updating estimates of PðdjTÞ enhances
subsequent retrieval sessions. It requires an extensive
interaction history, which can be achieved in, for instance,
the World Wide Web environment where the number of
potential users is large.
6 Related work
Maron and Kuhns in [25] talked about indexing library
documents with respect to the actions taken by the searcher.
The set of possible user actions includes among others (a)
providing index terms for an information request, including
specification of fields of interest, and (b) marking a
document relevant, given the indexing terms. They suggest
that this index can be refined based on the judgements of
searchers. We used this work as a source of inspiration
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adapting it to the case when objects in the collection are
atomic elements that can serve as descriptions for other
members of the collection.
For modelling the interaction between the user and the
system, we adapted a Bayesian framework similar to that
of the PicHunter retrieval system [6]. The image relevance
is determined based on the judgements of the user and
(a model for) conditional dependencies between the
elements. There is a large body of work dedicated to
learning from relevance feedback in content-based retrie-
val, by far not restricted by probabilistic models. The main
learning objective is to separate the answers to the query
from the rest of the collection. This can be achieved in
many ways: e.g. through (variations of) feature space
transformation [2, 3, 26, 27], or through partitioning the
data set [12, 13, 28]. The Bayesian framework turns out to
be very suitable for modelling learning from the inter-
action, as it accommodates both short-term and long-term
learning capabilities.
When using a large collection, to achieve a near-real
time system response, it is not unusual that as much data as
possible is processed beforehand. For example, using pre-
computed sets of nearest neighbours in (several) feature
spaces has proved to speed up database performance during
information search and browsing [29]. Strategies to
combine relevance information from different sources are
also studied in that work. We envision the proposed data
organisation as a directed graph, but this is not unique.
Stemming from a different paradigm, in [30] the collection
of images is represented as a graph where images represent
vertices connected to a small number of other vertices.
Those are determined as nearest neighbours in numerous
weighted combinations of available feature spaces.
The optimal weights in a given query context is determined
by the positive examples selected by the user when
browsing. By quantifying in advance the feature vectors
into tree-structured self-organising maps [11], relevance
for images is determined by their distance on the map to
the user-judged examples. Later in time, the relevance
judgements make up for a separate self-organising map
that is used along the feature-based maps. In [31] it is
proposed to represent images with a vector of relevance
judgements collected from past retrieval sessions. By
applying latent semantic indexing technique, a set of
closely associated images is determined and used during
retrieval. This is very similar in spirit to our approach
described here.
7 Experiments and evaluation
7.1 Video collection, data pre-processing and
experiment set-up
The experimental evaluation is performed in the frame-
work of 2003 TREC Video retrieval evaluation workshop
(Some of the experiments performed with the collection of
TREC Video-02 are presented in [32]) [22]. The video
materials are CNN, ABC and C-SPAN news programs
recorded between 1998 and 2001. The videos are
segmented into shots, and from each shot a representative
key-frame is extracted. The key-frames and shot bound-
aries are part of the data set, in addition to speech
transcripts from a large-vocabulary automatic speech
recognition system [33]. In total the test collection contains
about 60 hours of recordings. Video shots represented by
key-frames are the objects the system deals with. There are
24 search tasks, or topics, based on real user requests. Each
search task consists of a short text description and, in most
cases, few image and=or video examples of the user’s
information need.
7.1.1 Matrix initialisation: The experiments
reported here are carried out with the following association
matrices:
1. Mt: Similarity between shots is computed using language
models built on the text from the speech transcripts. The
language model used in the experiments is described in [8].
2. Similarity between shots is based on their visual
properties, namely:
(a) Mc: Weighted L1 distance on three colour moments
(mean, variance and skewness) in hue, saturation, value
colour space of the whole image. Implemented according
to [15].
(b) Mb: ‘Bag of blocks’ likelihood as described in [34].
Similarity between two key-frames (g, f ) is computed as
likelihood that samples taken from g could serve as a
model to explain f. A draw of 100 blocks of 8  8 pixels
represents the key-frame.
3. Mtþb: Run-time combination of the association matrices
based on textual and visual features. The combined
relevance score for an object is computed as sum of the
scores it achieves when using each of the matrices. The
combination uses the assumption that the distribution of
text-based pair-wise similarities is independent of the
visual-based one. By counting neighbours in each of the
two matrices to combine, we find that this assumption
cannot be rejected for the text-based association matrix Mt
with either of Mc and Mb:
The threshold ð1  aÞ is set such that on average 1.2–1.4%
of possible values need to be stored. The value of p is set to
0.15 for all experiments which appears to be close to the
optimum.
7.1.2 Set-up for traditional feedback
method: In addition to comparison within the TREC
evaluation framework, we implemented the MARS rel-
evance feedback algorithm as described in [3]. The feature
space is the one used for computation of Mc; that is, three
colour moments for each of hue, saturation, value channels
and L1 norm as the distance measure. The vector components
are normalised, as described in the paper, so that they have
equal emphasis on the resulting similarity. The initial
weights for the vector components are set uniform, to be
consequently updated by the intra-weight update algorithm.
A random draw of six key-frames (the number of answers to
the 24 topics varied from 6 to 665) from the collection served
as six image queries for each topic. The results in the graphs
are averaged over these six queries.
We perform an empirical study on performance differ-
ences caused by the prior distribution of the probability of
relevance. In order to provide for a number of experiments a
better than arbitrary estimate of the prior probability, the
text from search topics serves as a text query to match
against the speech transcripts. Such a scenario is quite
specific to video collections, where the speech is aligned
with the image and can be seen as a surrogate annotation. In
an unannotated still image collection, a text query is of little
use, in addition to in the case when the text query has no
match. For these situations the prior probability of relevance
is determined by the image queries that we used in the
MARS setup.
A retrieval session starts with browsing a display set of 12
key-frames generated by the text or an image query.
The key-frames are ranked by their probability of relevance.
A standard TREC evaluation metric, mean average
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precision (MAP), is used as a measure of user’s satisfaction
(see [35, Appendix]). A Wilcoxon signed rank test [36]
determines whether the performance figures between two
methods differ significantly.
7.2 Automated experiments
In the series of experiments referred to as ‘automated’, the
user input is replaced with relevance judgements of the
TREC assessors who play the role of a ‘generic user’.
The experiments are carried out on a subset of the collection
selected such that half of the key-frames are relevant to at
least one of the 24 topics. This yields a set of 4096 shots of
the 2003 collection. In this way we could test the proposed
probabilistic framework, and find the best set-up to be used
in the experiments with real users. A selection of automated
experiments has been repeated on the whole 2003 TREC
Video test data set containing about 32 000 key-frames. The
results are consistent; note that mean average precision
number is lower when all key-frames are used, owing to the
lower proportion of relevant shots.
7.2.1 Effect of truncation on the association
matrix: Mean average precision curves for Mt are
shown in Fig. 1. Two situations, when using one of the six
images as a query, and when querying with words from the
TREC topics descriptions, are shown. Keeping only
significant PðdxjTÞ leads to the increase of mean average
precision compared to using all pairs of conditional
probabilities, both with visual- and text-based matrices.
This evidence confirms the choice of the a-value to
determine significant pair-wise similarities (Section 3).
Comparing to a vector space model: Figure 2 shows
search progress with the colour moments-based visual
feature. Clearly, learning the optimal weights for the vector
components does not perform better than the learning within
the Bayesian framework. It is interesting to note, that on
average, the set of optimal weights found by the algorithm
after 20 iterations, emphasises the same vector components
that have larger weights in [15], which we used in the
implementation. It is worth mentioning that the vector-
based model cannot straightforward take advantage of an
initial text query.
7.2.2 Display update strategies: The ‘best-tar-
get’ display update with an ad hoc tuned value of p offers
great improvement over iterations, both with the text and
visual queries. By making sure that the user does not see the
same object twice, the danger of getting stuck in an isolated
island of nearest neighbours.
Proportional sampling does not differ substantially from
the ‘best-target’ strategy. When the probability of relevance
distribution becomes peaked, so that few elements share
most of the probability mass, the system tends to select the
next display set among those few elements. Because they
also occupy the top of the ranked list, the display turns out to
be quite similar to that of the ‘best-target’ strategy (on
average they share 68% of displayed objects when using
text query, and 43% with image query). Consequently, there
is no significant difference in mean average precision.
The ‘sample-of-best’ strategy in practice does not
perform better than the deterministic ‘best-target’ method
(see Fig. 3). This does not support the consideration that
sampling among the promising candidates with increasing
P(T ) can potentially give a better collection representation.
7.2.3 Combination of different modal-
ities: Figure 4 shows mean average precision curves as
a result of combining the scores from different matrices.
From the graphs one can conclude that combining different
sources of information improves the retrieval quality, in
terms of mean average precision, by several percentage
points. The combination of two matrices both based on
visual appearance of the key-frames, namely Mb and Mc;
does not have such effect and at best results in mean average
precision that not exceeding the one that performs better.
This is an expected result, since the score based on the
colour statistics does not bring in new information
compared to the Bag-of-Blocks likelihood score, that
already has the color information in it.
7.3 Live experiments
In the live experiments, the search tasks have been
performed on the 2003 TREC Video collection by real
users. All of them are students from the University of
Twente aged between 19 and 26. Each search task took at
most 15 minutes. None of the users were familiar with the
search system or were related to the development of it.
Fig. 1 All pairs and truncated conditional probabilities for Mt
a Image query
b Text query
Fig. 2 All pairs and truncated conditional probabilities using
Mb; and MARS relevance feedback model [3]
Image queries used
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A large proportion of the users’ positive feedback turns out
to be relevant according to the ground truth (see ‘Agree-
ment’ in Table 1), thus the described automated experiments
can indeed serve as an approximation to real life (see [37]
for an analysis of agreement between the TREC assessors).
The set-up for live search sessions is similar to the
automated experiments, using ‘best-target’ display update
strategy, Mb as the access index. Words from the
descriptions of search tasks served as the text query.
The users retrieved key-frames (images), and not the
corresponding videos. The resulting mean average precision
at the end of the ‘best-target’ experiment is 0.245
(see Table 1), which is seventh best mean average precision
for that year. For this run, 78% of the shots selected by the
user were relevant according to TREC. At the same time,
48% of all relevant shots that have been displayed, were not
marked as such. The users tend to miss some relevant key-
frames from the display sets that contained many of those.
Partially, the relevant items are missed owing to the fact that
the user observed still frames, and not the video shots
themselves. Therefore the key-frames of the relevant shots
that do not show the required object or scene have not been
marked as relevant. This issue can be resolved by enabling
video display in the interface.
In the other experiment that showed the user screens
sampled uniformly (mean average precision 0.026), the
proportion of missed shots is much lower (31%), in addition
to the lower agreement with TREC committee (55%). This
is an indication that the users are inclined to mark a larger
proportion of the displayed key-frames as relevant when
little of those are on the screen, i.e. the independence
assumption used in (1) apparently does not hold.
7.4 Learning from live experiments
We use the feedback data collected from six live retrieval
sessions to conduct a preliminary experiment with training
the association matrix from user feedback. To be able to
use a controlled environment, these experiments are
automated. However, the training data itself comes from
real user sessions and contains user erroneous responses
regarding the ground truth provided by TREC, mentioned
in Section 7.3. The estimates of conditional probabilities
for the key-frames that have been displayed to the users in
the search sessions are updated using a ML method
described in Section 5, equation (2). The key-frames
marked as relevant serve as ‘targets’ in the training. After
the training, the automated experiment is repeated using
the same set-up, but with the new, updated association
matrix, in this case Mb: As shown in Fig. 5, mean average
precision is substantially increased, and the improvement
is statistically significant. The most increase in mean
average precision is observed at the beginning of the
Fig. 4 Combinations of different information sources
a Image query
b Text query
Table 1: TRECVID experiments with real users
System type MAP
Agreement
with NIST Missed relevant
Best-target 0.245 78:74% 48:98%
Uniform sampling 0.026 55:00% 31:25%
Fig. 5 Automated experiments before and after training on real
user feedback, using complete 2003 TREC Video test collection
Fig. 3 Display update strategies for Mb matrix, with the text
query
Proportional sampling is not plotted
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search, so that the user sees the desired objects earlier.
The difference in mean average precision is not only due
to more favourable re-arrangement of the relevant shots
(mean average precision is sensitive to having relevant
shots on top of the ranked list). In the experiments with
the trained association matrix more relevant objects have
been ‘displayed’ to the user (shown in the Figure).
8 Discussion and open questions
We found that the proposed image feature normalisation
and smoothing by replacing similarities below a certain
threshold with a constant, in the investigated visual-based
and text-based feature spaces, results in higher mean
average precision compared to the method that uses all
pairwise similarity values. To perform the normalisation
and truncation of the association matrix, we used
statistics of a particular collection we wanted to search
in. On a collection of video frames, our probabilistic
model that uses colour moments for indexing, performs
slightly better than a vector-space model using the same
feature set, although we are aware of the limited nature
of this comparison. The advantage of the proposed
framework is that it can deploy any available technique
of image understanding, to create an initial association
matrix.
Truncation of the matrix enables efficient combination of
different similarity measures, such as visual information
from key-frames and transcripts of the speech occurring in
video shots. Combination of independent sources of
information has a positive effect on the retrieval. We used
equal weights when adding up the scores, but there should
possibly be better weighting schemes—this needs to be
investigated.
So far we did not observe any improvement when
attempting to efficiently diversify the set of displayed
objects as compared to the common strategy of showing the
meet relevant candidates. Although, from the point of view
of optimal learning, the ‘best-target’ is not the best choice, it
is hard to compete with when real-life data is used in the
collection.
Keeping only the significant values allows an interactive
retrieval system to ensure fast response time, which is a
necessary condition for an interactive retrieval system. This
in turn will provide vast amount of training data. Learning
from the history of relevance judgements in retrieval
sessions with the real users substantially improves the
successive searches. The improvement is observed not only
due to higher ranking of the previous positive examples, but
also due to a larger number of relevant key-frames that are
displayed to the user. More advanced learning techniques
are needed to update the conditional probability estimates
between the unseen objects.
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