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logarithmic-Hardy inequalities
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Abstract
For N ≥ 3 and p ∈ (1, N), we look for g ∈ L1loc(RN ) that satisfies the following
weighted logarithmic Sobolev inequality:∫
RN
g|u|p log |u|p dx ≤ γ log
(
Cγ
∫
RN
|∇u|p dx
)
,
for all u ∈ D1,p0 (RN ) with
∫
RN
g|u|p = 1, for some γ,Cγ > 0. For each r ∈ (p, NpN−p ],
we identify a Banach function space Hp,r(RN ) such that the above inequality holds
for g ∈ Hp,r(RN ). For γ > rr−p , we also find a class of g for which the best constant
Cγ in the above inequality is attained in D1,p0 (RN ). Further, for a closed set E with
Assouad dimension = d < N and a ∈ (− (N−d)(p−1)
p
,
(N−p)(N−d)
Np
), we establish the
following logarithmic Hardy inequality∫
RN
|u|p
|δE |p(a+1)
log
(
δ
N−p−pa
E |u|p
)
dx ≤ N
p
log
(
C
∫
RN
|∇u|p
|δpaE |
dx
)
,
for all u ∈ C∞c (RN ) with
∫
RN
|u|p
|δE |p(a+1)
= 1, for some C > 0, where δE(x) is the
distance between x and E. The second order extension of the logarithmic Hardy
inequality is also obtained.
Mathematics Subject Classification (2010): 35A23, 46E35, 54F45
Keywords: Logarithmic Hardy inequality, logarithmic Sobolev inequality, Hardy-Sobolev
inequality, Lorentz-Sobolev inequality, Assouad dimension.
1 Introduction
For N ≥ 3 and p ∈ (1, N), the Sobolev inequalities states that[∫
RN
|u|p∗ dx
] 1
p∗
≤ C
[∫
RN
|∇u|p dx
] 1
p
, ∀u ∈W1,p0 (RN) , (1.1)
∗corresponding author
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where p∗ = Np
N−p . Since p
∗ → p as N → ∞, the gain in the integrability of u disappears
as N →∞. Though the Lorentz-Sobolev inequality [40]:∫ ∞
0
s
p
p∗
−1|u∗(s)|p ds ≤ C
∫
RN
|∇u|p dx, ∀u ∈W1,p0 (RN) (1.2)
improves (1.1), it has the same disadvantage. In the study of quantum fields and hy-
percontractivity semi-groups, we often deal with an infinite dimensional space instead of
RN . Thus, it is natural to look for an inequality that is dimension independent and plays
the role of Sobolev inequality. One such inequality is the Gross’s logarithmic Sobolev
inequality [23]:∫
RN
|u|2 log |u|2 dµ ≤ log
(
C
∫
RN
|∇u|2 dµ
)
, ∀u ∈ C∞c (RN) , (1.3)
where µ is a probability measure given by dµ(x) = (2π)−
N
2 e−
|x|2
2 dx and
∫
RN
|u|2dµ = 1.
This shows that H10(R
N , dµ) is embedded into the Orlicz space L2(LogL)(RN , dµ) and the
gain in the integrability of u does not depend on N . An equivalent inequality involving
Lebesgue measure is obtained in [45, 46], namely∫
RN
|u|2 log |u|2 dx ≤ N
2
log
(
C
∫
RN
|∇u|2 dx
)
, ∀u ∈ H10(RN) (1.4)
with
∫
RN
|u|2 = 1. Unlike (1.3), the integrability of u in (1.4) (with respect to Lebesgue
measure) is not dimension independent. This form of logarithmic Sobolev inequal-
ity arises in study of heat-diffusion semigroup, see [46]. In [15], using the Gagliardo-
Nirenberg inequalities, authors deduced the Lp analogue of (1.4)∫
RN
|u|p log |u|p dx ≤ N
p
log
(
C
∫
RN
|∇u|p dx
)
, ∀u ∈W1,p0 (RN) (1.5)
with
∫
RN
|u|p = 1, for some C > 0. The logarithmic Sobolev inequalities play an im-
portant role in the study of finite spin system [24], non-linear McKean–Vlasov type
PDE [31]. For various other extensions and applications of these inequalities, we refer
to [1, 10, 13, 25, 32].
In this article, we are interested to find a weighted logarithmic Sobolev inequality. To
be precise we look for a general class of weight functions g ∈ L1loc(RN) so that∫
RN
g|u|p log |u|p dx ≤ γ log
(
Cγ
∫
RN
|∇u|p dx
)
, ∀u ∈ D1,p0 (RN) (1.6)
with
∫
RN
g|u|p = 1 holds for some γ, Cγ > 0, where D1,p0 (RN) is the Beppo-Levi space
defined as the completion of C∞c (R
N) with respect to the norm
[∫
RN
|∇u|p] 1p . Indeed, the
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above inequality gives the logarithmic Sobolev type inequalities involving the measure
gdx which is neither the Lebesgue measure nor a probability measure. There are weighted
logarithmic Sobolev inequalities where the weights are coupled with the gradient term in
the right hand side of (1.3), see [36,37]. However, to the best of our knowledge the study
of weighted logarithmic Sobolev inequality of the form (1.6) has not been done yet. In
this article, we identify a Banach function space for g so that the weighted logarithmic
Sobolev inequality (1.6) holds. In order to do so, we first look for a class of weights
g ∈ L1loc(RN ) for which the following weighted Hardy-Sobolev inequality holds:[∫
RN
|g||u|r dx
] 1
r
≤ C
[∫
RN
|∇u|p dx
] 1
p
, ∀u ∈ D1,p0 (RN) . (1.7)
Such weighted Hardy-Sobolev inequality has been discussed in [3,5,6,44]. A similar study
has been done for the Hardy-Rellich inequalities too, see [7, 39]. In this context, using
the notion of p-capacity [34], Maz′ya has provided a necessary and sufficient condition on
g so that (1.7) holds. Let us recall that, for F⊂⊂RN , the p-capacity of F with respect
to RN is defined as
Capp(F ) = inf
{∫
RN
|∇u|p : u ∈ N (F )
}
,
where N (F ) = {u ∈ D1,p0 (RN) : u ≥ 1 on F}. Now, for 1 < p ≤ r ≤ p∗ we define
‖g‖p,r = sup
F⊂⊂RN


∫
F
|g|
[Capp(F )]
r
p

 ,
Hp,r(RN) =
{
g ∈ L1loc(RN) : ‖g‖p,r <∞
}
.
In [34], Maz′ya has shown that (1.7) holds for r ∈ [p, p∗] if and only if g ∈ Hp,r(RN).
In fact, Hp,r(RN) is a Banach function space equipped with the norm ‖.‖p,r. We also
provide some examples of classical functions spaces in Hp,r(RN) (Remark 2.12). Now one
may anticipate (1.6) for g ∈ Hp,r(RN). Indeed, we have the following result.
Theorem 1.1. Let N ≥ 3, p ∈ (1, N) and r ∈ (p, p∗]. If g ∈ Hp,r(RN), then∫
RN
g|u|p log |u|p dx ≤ r
r − p log
(
CH‖g‖
p
r
p,r
∫
RN
|∇u|p dx
)
, (1.8)
for all u ∈ D1,p0 (RN) with
∫
RN
g|u|p = 1, where CH = pp(p− 1)(1−p).
Therefore, (1.6) holds for γ ≥ r
r−p . Let CB(g, γ) be the best constant in (1.6). Then,
1
CB(g, γ)
= inf
{ ∫
RN
|∇u|p
e
1
γ (
∫
RN
|g||u|p log |u|p)
: u ∈ D1,p0 (RN),
∫
RN
|g||u|p = 1
}
.
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It is clear that CB(g, γ) ≤ CH‖g‖p,r for g ∈ Hp,r, γ ≥ rr−p . It is natural to look for a class
of weights g and values of γ for which CB(g, γ) is attained in D1,p0 (RN). In this context,
we define the following closed sub-space
Fp,r(RN) = C∞c (RN) in Hp,r(RN) .
Now we state our result.
Theorem 1.2. Let N ≥ 3, p ∈ (1, N) and r ∈ (p, p∗]. If g ∈ Hp,r(RN) ∩ Fp,p(RN) and
γ > r
r−p , then CB(g, γ) is attained in D1,p0 (RN).
Next, we recall the classical Hardy inequality [35, 42]∫
RN
|u|p
|x|p dx ≤
(
p
N − p
)p ∫
RN
|∇u|p dx , ∀u ∈ C∞c (RN ) . (1.9)
Many improvements and generalizations of Hardy inequality are available in literature,
for instance see [2, 20, 43, 44]. We refer to [26] for a comprehensive review on this topic.
A variant of (1.9) involving the distance from the boundary of the domain instead of
a distance to a point singularity has been studied extensively, see [4, 14, 22, 38, 41]. If
Ω is open, convex with a smooth boundary ∂Ω, then the following variant of Hardy
inequality [33] ∫
Ω
|u|p
|δ∂Ω(x)|p dx ≤
(
p
p− 1
)p ∫
Ω
|∇u|p dx , ∀u ∈ C∞c (Ω) , (1.10)
holds for p ∈ (1,∞), where δA(x) denotes the distance of x from a closed set A. Later,
the convexity assumptions are relaxed in [9,28]. Further, recently in [17,27] authors have
considered the distance from a general closed set E in RN instead of ∂Ω. Under certain
conditions on the ‘Assouad dimension’ of E (see Section 2.1 for the precise definition),
they obtained the following global Hardy inequality:∫
RN
|u|p
|δE(x)|p dx ≤ C
∫
RN
|∇u|p dx, ∀u ∈ C∞c (RN) , (1.11)
for 1 < p < ∞. Notice that, for E = {0} and E = ∂Ω, (1.11) corresponds to (1.9) and
(1.10) respectively. In [16] authors obtained the following logarithmic Hardy inequality:∫
RN
|u|2
|x|2 log
(|x|N−2|u|2) dx ≤ N
2
log
(
C
∫
RN
|∇u|2 dx
)
, (1.12)
for all u ∈ C∞c (RN) with
∫
RN
|u|2
|x|2 = 1. Notice that, the integrals in (1.12) are scale
invariant which distinguishes them from logarithmic Sobolev inequalities (1.5). The Caf-
farelli–Kohn–Nirenberg type inequality [12] played a key role in [16] to achieve (1.12). In
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a recent work [17] authors proved a variant of Caffarelli–Kohn–Nirenberg type inequal-
ities involving δE under certain restriction on Assouad dimension of E. This facilitates
us to achieve the logarithmic Hardy inequality involving δE as stated in the following
theorem.
Theorem 1.3. Let N ≥ 3, p ∈ (1, N) and E be a closed set in RN with Assouad dimension
= d < N . Then, for a ∈ (− (N−d)(p−1)
p
, (N−p)(N−d)
Np
), there exists C > 0 such that
∫
RN
|u|p
|δE |p(a+1) log
(
δN−p−paE |u|p
)
dx ≤ N
p
log
(
C
∫
RN
|∇u|p
|δpaE |
dx
)
, (1.13)
for all u ∈ C∞c (RN ) with
∫
RN
|u|p
|δE|p(a+1) = 1.
Notice that, (1.12) follows from (1.13) by taking E = {0}, p = 2 and a = 0. We also
have the following extension of (1.13).
Theorem 1.4. Let N ≥ 3, p ∈ (1, N
2
) and E be a closed set in RN with Assouad dimension
= d < N(N−2p)
(N−p) . Then, for each a ∈ (1 − (N−d)(p−1)p , (N−p)(N−d)Np ) there exists C > 0 such
that ∫
RN
|u|p
|δE |p(a+1) log
(
δN−p−paE |u|p
)
dx ≤ N
p
log
(
C
∫
RN
|∇2u|p
|δ(a−1)pE |
dx
)
, (1.14)
for all u ∈ C∞c (RN ) with
∫
RN
|u|p
|δE|p(a+1) = 1, where |∇
2u|2 =∑Ni,j=1( ∂2u∂xi∂xj )2.
So far we have discussed about logarithmic version of Sobolev inequality and Hardy
inequalities. In the same spirit, we establish a logarithmic version of Lorentz-Sobolev
inequality as stated below.
Theorem 1.5. Let N ≥ 3 and p ∈ (1, N). Then, for all u ∈ D1,p0 (RN) with ‖u‖Lp∗,p = 1,
there exists C > 0 such that∫ ∞
0
s
p
p∗
−1|u|p log(s1− pN |u|p) ds ≤ N
p
log
(
C
∫
RN
|∇u|p dx
)
, .
The rest of this article is organised as follows. In Section 2, we recall the notion of
Assouad dimension of a set in RN and we briefly discuss the Banach function spaces
Hp,r(RN), Fp,r(RN) and some known results which are essential for this article. We
prove Theorem 1.1, Theorem 1.2 in Section 3. Section 4 is devoted to prove Theorem
1.3, Theorem 1.4 and some important remarks on these theorems. Further, we prove the
Theorem 1.5 in Section 5.
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2 Preliminaries
In this section, we recall the notion of Assouad dimension of a set in RN and briefly
discuss some of its properties. Further, we state some of the known results which are
essential for this manuscript.
2.1 Assouad dimension
For a general subset E of RN , η(E, r) denotes the minimal number of open balls of radius
r with centers in E that are needed to cover the set E. The Assouad dimension is denoted
by dimA(E) and is defined as follows.
dimA(E) = inf
{
λ ≥ 0 : there exists Cλ > 0 so that η(E ∩BR(x), r) ≤ Cλ
( r
R
)−λ
,
∀x ∈ E, 0 < r < R < diam(E)
}
.
In the case when diam(E) = 0, we remove the restriction R < diam(E) from above
definition. By this convention one can see that, if E = {x0} for some x0 ∈ RN then
dimA(E) = 0. We refer to [30] for a historical background of Assouad dimension and its
basic properties. More recent results on this can be found in [21]. Here, we enlist some
of its basic properties in the following proposition, for a proof see [30].
Proposition 2.1. Let (X, d) be a metric space. Then the following statements are true:
(i) X has finite Assouad dimension if and only if it is a doubling space, i.e. there exists
a finite constant C > 0 such that every ball of radius r can be covered by no more
than C balls of radius r
2
.
(ii) If Y ⊂ X , then dimA(Y ) ≤ dimA(X). Equality holds if Y = X.
(iii) dimH(X) ≤ dimA(X), where dimH denotes the Hausdroff dimension of X.
(iv) Let E ⊂ RN . Then dimA(E) < N if and only if E is porous in RN i.e. there is a
constant α(0, 1) such that for every x ∈ E and all 0 < r < diam(E) there exists a
point y ∈ RN such that Bαr(y) ⊂ Br(x) \ E.
Remark 2.2. Notice that, for x ∈ ∂B1 and r ∈ (0, 2) we can find y ∈ Br(x) such that
B r
4
(y) ⊆ Br(x) \ ∂B1. Hence, by the definition of porousity, it follows that the boundary
of unit ball is porous in RN . Hence, dimA(∂B1) < N. Similarly, it can be seen that
RN−1 × {0} is porous in RN . Hence, dimA(RN−1 × {0}) < N.
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2.2 Lorentz spaces
The Lorentz spaces are refinements of the usual Lebesgue spaces and introduced by
Lorentz in [29]. For more details on Lorentz spaces and related results, we refer to the
book [18].
Given a measurable function f : RN 7→ R and s > 0, we define Ef (s) = {x : |f(x)| >
s} and the distribution function αf of f is defined as
αf(s) :=
∣∣Ef (s)∣∣, for s > 0,
where |A| denotes the Lebesgue measure of a set A ⊆ RN .We define the one dimensional
decreasing rearrangement f ∗ of f as below:
f ∗(t) :=
{
ess sup f, t = 0
inf{s > 0 : αf (s) < t}, t > 0.
For (p, q) ∈ [1,∞)× [1,∞] we consider the following quantity:
‖f‖Lp,q :=
∥∥∥t 1p− 1q f ∗(t)∥∥∥
Lq((0,∞))
=


(∫ ∞
0
[
t
1
p
− 1
q f ∗(t)
]q
dt
) 1
q
; 1 ≤ q <∞,
sup
t>0
t
1
pf ∗(t); q =∞.
The Lorentz space Lp,q(RN ) is defined as
Lp,q(RN) :=
{
f : RN 7→ R measurable, ‖f‖Lp,q <∞
}
.
‖f‖Lp,q is a complete quasi-norm on Lp,q(Ω).We recall some properties of Lorentz spaces.
Proposition 2.3. (i) Inclusion in primary index: Let p, q, r, s ∈ [1,∞] and r < p.
Then Lp,q(RN) →֒ Lr,sloc(RN).
(ii) Inclusion in secondary index: Let p, q, r ∈ [1,∞] and q ≤ r. Then Lp,q →֒
Lp,r(RN).
(iii) Holder’s Inequality: For (f, g) ∈ L(p1, q1)×L(p2, q2) and (p, q) ∈ (1,∞)× [1,∞]
such that 1
p
= 1
p1
+ 1
p2
, 1
q
≤ 1
q1
+ 1
q2
, then
‖fg‖Lp,q ≤ C‖f‖Lp1,q1‖g‖Lp2,q2 ,
where C depends only on p.
Proof. See [18] for the proofs.
Next we state the Lorentz-Sobolev inequality obtained in [40].
Theorem 2.4. Let N ≥ 3 and p ∈ (1, N). Then D1,p0 (RN) →֒ Lp∗,p(RN) i.e. there exists
C > 0 such that∫ ∞
0
[
s
1
p∗
− 1
pu∗(s)
]p
ds ≤ C
∫
RN
|∇u|p dx , ∀u ∈ D1,p0 (RN) .
7
2.3 Brezis-Lieb lemma
Let J : R 7→ R be a continuous function with J(0) = 0 such that, for every ǫ > 0 there
exist two continuous, non-negative functions φε, ψε satisfying
|J(a+ b)− J(a)| ≤ ǫφε(a) + ψε(b) , ∀a, b ∈ R . (2.1)
Now we state a lemma proved by Brezis and Lieb in [11].
Lemma 2.5. Let J : R 7→ R satisfies (2.1) and fn = f + gn be a sequence of measurable
functions on Ω to R such that
(i) gn → 0 a.e.,
(ii) J(f) ∈ L1(Ω),
(iii)
∫
Ω
φε(gn(x)) dµ(x) ≤ C <∞, for some C > 0 independent of n, ǫ,
(iv)
∫
Ω
ψε(f(x)) dµ(x) <∞, for all ǫ > 0.
Then
lim
n→∞
∫
Ω
|J(f + gn)− J(gn)− J(f)| dµ = 0 .
Example 2.6. (A). If J is convex on R, then J satisfies (2.1). In particular, if J(t) = |t|p;
p ∈ (1,∞), then (2.1) is valid with φε(t) = |t|p and ψε(t) = Cε|t|p for sufficiently large
Cε, see [11].
(B). Let J(t) = tp log t, for t ≥ 0. Then J is continuous and J(0) = 0. Further, for
a, b ≥ 0, using mean value theorem we obtain
|J(a+ b)− J(a)| ≤ (a + b) [(a + b)p−1 + p(a+ b)p−1 log(a+ b)]
≤
{
(a+ b)p , if a+ b ≤ 1 ,
(p+ 1)(a+ b)p
∗
, if a+ b ≥ 1 .
Thus, it follows from previous example that J satisfies (2.1).
2.4 Some inequalities
We recall some inequalities here that are essential for the development of this article.
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2.4.1 A logarithmic Hardy inequality
The following inequality is obtained in [16] which is one of the main motivations for this
article.
Theorem 2.7. Let N ≥ 3. Then, for a < (N−2
2
) there exists C > 0 such that
∫
RN
|u|2
|x|2(a+1) log[|x|
N−2−2a|u|2] ≤ N
2
log
(
C
∫
RN
|∇u|2
|x|2a
)
, (2.2)
for all u ∈ C∞c (RN ) with
∫
RN
|u|2
|x|2(a+1) = 1.
2.4.2 Caffarelli-Kohn-Nirenberg type inequalities involving distance func-
tion
A variant of C-K-N inequality involving distance function is obtained in [17] that is stated
in the following lemma.
Lemma 2.8. Let N ≥ 3 and 1 < p ≤ q ≤ p∗. Further, for a closed set E in RN and
β ∈ R assume
dimA(E) <
q
p
(N − p+ β) and dimA(E) < N − β
p− 1 .
Then, there exists C > 0 such that
[∫
RN
|u|q
δ
N− q
p
(N−p+β)
E
] 1
q
≤ C
[∫
RN
|∇u|pδβE
] 1
p
, u ∈ C∞c (RN) .
Proof. For a proof we refer to Remark 6.2 of [17].
2.4.3 Maz′ya’s Condition
Maz′ya’s provide a necessary and sufficient condition (Theorem 8.5 of [34]) on g so that
(1.7) holds. This condition helps us to identify a class of weights for which weighted
Hardy-Sobolev type inequalities holds.
Lemma 2.9. Let 1 < p ≤ r ≤ p∗. Then g ∈ Hp,r(RN) if and only if
[∫
RN
|g||u|r
] p
r
≤ CH‖g‖
p
r
p,r
[∫
RN
|∇u|p
]
, ∀u ∈ C∞c (RN) , (2.3)
where CH = p
p(p− 1)(1−p).
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2.5 The function spaces Hp,r(RN) and Fp,r(RN)
Definition 2.10. A normed linear space (X, ‖.‖X) of measurable functions is called a
Banach function space if the following conditions are satisfied:
(i) ‖f‖X = ‖|f |‖X , for all f ∈ X ,
(ii) if (fn) is a non-negative sequence of function in X , increases to f , then ‖fn‖X
increases to ‖f‖X ,
(iii) if E ⊆ Ω with |E| <∞, then χE ∈ X ,
(iv) for all E ⊆ Ω with |E| <∞, there exist CE > 0 such that
∫
E
|f | ≤ CE‖f‖X .
The norm ‖.‖X is called a Banach function norm on X.
For r ∈ [p, p∗], it can be easily verified that Hp,r(RN ) =
{
g ∈ L1loc(RN) : ‖g‖p,r <∞
}
is a Banach function space with respect to the norm
‖g‖p,r = sup
F⊂⊂RN


∫
F
|g|
[Capp(F )]
r
p

 .
We also define Fp,r(RN ) = C∞c (RN ) in Hp,r(RN).
The forthcoming proposition ensures that the spaces considered in Theorem 1.1 and
Theorem 1.2 contain certain Lebesgue spaces.
Proposition 2.11. Let p ∈ (1, N) and r ∈ [p, p∗]. Then
(i) L
p∗
p∗−r (RN) ⊆ Hp,r(RN ) ,
(ii) L1 ∩ L p
∗
p∗−r (RN) ⊆ Hp,r(RN) ∩ Fp,p(RN).
Proof. (i). Let g ∈ L p
∗
p∗−r (RN) for some r ∈ (p, p∗]. Notice that, for F⊂⊂RN ,
∫
F
|g|
[Capp(F )]
r
p
≤ ‖g‖
L
p∗
p∗−r
[
|F | rp∗
[Capp(F )]
r
p
]
.
Since |F | ≤ C[Capp(F )]
N
N−p ( Theorem 4.15, [19]), it follows that
‖g‖p,r = sup
F⊂⊂RN
∫
F
|g|
[Capp(F )]
r
p
≤ C‖g‖
L
p∗
p∗−r
<∞ ,
i.e. g ∈ Hp,r(RN). Hence, L
p∗
p∗−r (RN) ⊆ Hp,r(RN).
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(ii). Let g ∈ L1 ∩ L p
∗
p∗−r (RN). Then part (i) implies g ∈ Hp,r(RN). For r = p, it follows
from Proposition 17 of [6] that g ∈ Fp,p(RN). For r > p we will use Theorem 31 of [6]
to show that g ∈ Fp,p(RN). Since 1 < Np < p
∗
p∗−r , we have g ∈ L
N
p (RN ) and hence,
g ∈ Hp,p(RN). Now, for any x ∈ RN and t > 0,
∫
Bt(x)
|g|
Capp(Bt(x))
≤
(∫
RN
|g| p
∗
p∗−r
)p∗−r
p∗ (
ωN t
N
) r
p∗
NωN
(
N−1
p−1
)p−1
tN−p
≤ Ct( rp−1)(N−p) .
Thus,
lim
t→0
[
sup
F⊂⊂RN
∫
F∩Bt(x) |g|
Capp(Bt(x))
]
= 0 . (2.4)
Similarly, one can obtain
∫
F∩Bt(0)c |g|
Capp(F )
≤


∫
Bt(0)c
|g| , if Capp(F ) ≥ 1[∫
Bt(0)c
|g| p
∗
p∗−r
] p∗−r
p∗
, if Capp(F ) < 1 .
This infers
lim
t→∞
[
sup
F⊂⊂RN
∫
F∩Bt(x) |g|
Capp(Bt(x))
]
= 0 . (2.5)
Since (2.4), (2.5) hold and g ∈ Hp,p(RN), it follows from Theorem 31 of [6] that g ∈
Fp,p(RN). Therefore, L1 ∩ L
p∗
p∗−r (RN) ⊆ Hp,r(RN) ∩ Fp,p(RN).
Remark 2.12. Indeed, L
p∗
p∗−r
,∞(RN) ⊆ Hp,r(RN); r ∈ [p, p∗]. For instance, let g ∈
L
p∗
p∗−r
,∞(RN ). Then, using part (iii) of Proposition 2.3 we obtain∫
RN
|g||u|r ≤ ‖g‖
L
p∗
p∗−r
,∞
‖|u|r‖
L
p∗
r ,1
= ‖g‖
L
p∗
p∗−r
,∞
‖u‖r
Lp
∗,r , ∀u ∈ D1,p0 (RN) .
Theorem 2.4 and part (ii) of Proposition 2.3 ensure that D1,p0 (RN) →֒ Lp∗,p(RN) →֒
Lp
∗,r(RN)). Thus, the above inequality gives
∫
RN
|g||u|r ≤ C‖g‖ p∗
p∗−r
,∞
[∫
RN
|∇u|p
] r
p
, ∀u ∈ D1,p0 (RN) .
Hence, g ∈ Hp,r(RN) (by Lemma 2.9).
Now we define an associate space of Hp,p(RN) as follows. Let
‖u‖′p,p = sup
{∫
RN
|g||u|p : g ∈ Hp,p(RN) and ‖g‖p,p ≤ 1
}
.
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Then we define
Ep,p(RN) = {u : RN 7→ R : u is measurable, ‖u‖′p,p <∞} .
Indeed, Ep,p(RN) is a Banach function space. Next we state the following embedding
proved in Theorem 20 of [6].
Proposition 2.13. Let N ≥ 3 and p ∈ (1, N). Then D1,p0 (RN ) →֒ Ep,p(RN) i.e. there
exists C > 0 such that
‖u‖′p,p ≤ C
[∫
RN
|∇u|p
] 1
p
, ∀u ∈ D1,p0 (RN) .
3 Weighted logarithmic Sobolev inequality
In this section, we prove Theorem 1.1 and Theorem 1.2. We provide some example of
functions and make some remarks related to these theorems.
Proof of Theorem 1.1: Let g ∈ Hp,r(RN) for some r ∈ (p, p∗]. For q ∈ [p, r), take
k = p r−q
r−p . Now, using Holder’s inequality we estimate the following integral:∫
RN
|g||u|q dx =
∫
RN
|g| kp |u|k|g| p−kp |u|q−k dx
≤
[∫
RN
|g||u|p dx
] k
p
[∫
RN
|g||u| p(q−k)p−k dx
] p−k
p
=
[∫
RN
|g||u|p dx
] r−q
r−p
[∫
RN
|g||u|r dx
] q−p
r−p
, ∀u ∈ D1,p0 (RN) .
For small t > 0, take q = p+ t in the above inequality to obtain
∫
RN
|g||u|p+t dx ≤
[∫
RN
|g|u|p dx
] r−(p+t)
r−p
[∫
RN
|g||u|r dx
] (p+t)−p
r−p
.
Notice that, for t = 0 equality holds. Thus∫
RN
1
t
[|g||u|p+t− |g||u|p] dx ≤ 1
t
[
A
r−(p+t)
r−p
1 B
(p+t)−p
r−p
1 − A
r−p
r−p
1 B
p−p
r−p
1
]
, (3.1)
where A1 =
∫
RN
|g||u|p dx and B1 =
∫
RN
|g||u|r dx. Furthermore,
lim
t→0
1
t
[
A
r−(p+t)
r−p
1 B
(p+t)−p
r−p
1 − A
r−p
r−p
1 B
p−p
r−p
1
]
=
(
1
r − p
)
A1 log
(
B1
A1
)
,
lim
t→0
|g|[ |u|p+t − |u|p
t
]
=
(
1
p
)
|g||u|p log (|u|p) .
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By taking limit t→ 0 in (3.1) and using Fatou’s lemma we obtain∫
RN
|g||u|p log (|u|p) dx ≤
(
p
r − p
)
A1 log
(
B1
A1
)
(3.2)
=
r
r − pA1 log
(
B
p
r
1
A1
)
+A1 logA1 .
This gives,
∫
RN
g|u|p log
( |u|p∫
RN
g|u|p
)
dx ≤ r
r − p
(∫
RN
g|u|p dx
)
log


[∫
RN
|g||u|r dx
] p
r
∫
RN
|g||u|p dx

 . (3.3)
Since g ∈ Hp,r(RN), it follows from Lemma 2.9 that
[∫
RN
|g||u|r dx
]p
r
≤ CH‖g‖
p
r
p,r
∫
RN
|∇u|p dx . (3.4)
From (3.3) and (3.4) we get∫
RN
g|u|p log(|u|p) dx ≤ r
r − p log
(
CH‖g‖
p
r
p,r
∫
RN
|∇u|p dx
)
, (3.5)
where
∫
RN
g|u|p = 1. This proves the Theorem (1.1).
Example 3.1. (A). For r ∈ [p, p∗], consider the function
g1(x) =
1
|x|N− rp (N−p) in R
N .
It can be verified that g1 ∈ L
p∗
p∗−r
,∞(RN ). Hence, g1 ∈ Hp,r(RN) (by Remark 2.12).
Observe that g1 /∈ L
p∗
p∗−r (RN).
(B). For r ∈ [p, p∗], let g2(z) = 1
|x|N(
p∗−r
p∗ )
for z = (x, y) ∈ R2 × RN−2. By Theorem 2.1
of [8] we have
[∫
RN
g2|u|r dz
] 1
r
≤ C
[∫
RN
|∇u|p dz
] 1
p
, ∀u ∈ D1,p0 (RN ) .
Hence, g2 ∈ Hp,r(RN) (by Lemma 2.9).
Remark 3.2. L
p∗
p∗−r
,∞(RN) ( Hp,r(RN) for r ∈ [p, p∗]. By Remark 2.12 we have
L
p∗
p∗−r
,∞(RN ) ⊆ Hp,r(RN). Now, consider the function g2 ∈ Hp,r(RN) in the above
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example. We show that g2 /∈ L
p∗
p∗−r
,∞(RN). On the contrary, if g2 ∈ L
p∗
p∗−r
,∞(RN), then
part (i) of Proposition 2.3 implies g2 ∈ L
p∗δ
p∗−r
loc (R
N ), ∀δ ∈ [p∗−r
p∗
, 1). In that case, choosing
δ > max{ 2
N
, p
∗−r
p∗
} we obtain
∫
[−1,1]N
g
p∗δ
p∗−r
2 dz =
∫
[−1,1]N
1
|x|Nδ dz = 2
N−2
∫
[−1,1]2
1
|x|Nδ dx =∞ .
This is a contradiction. Hence, L
p∗
p∗−r
,∞(RN) ( Hp,r(RN).
Recall that, for r ∈ (p, p∗] and γ ≥ r
r−p , the best constant in (1.6) is given by
1
CB(g, γ)
= inf
{ ∫
RN
|∇u|p
e
1
γ (
∫
RN
|g||u|p log |u|p)
: u ∈ D1,p0 (RN),
∫
RN
|g||u|p = 1
}
.
In order to prove the Theorem 1.2, we first prove that the map G(u) :=
∫
RN
|g||u|p on
D1,p0 (RN) is compact if g ∈ Fp,p(RN).
Lemma 3.3. Let g ∈ Fp,p(RN) and un ⇀ u in D1,p0 (RN). Then
lim
n→∞
∫
RN
|g||un − u|p dx = 0 .
Proof. Let ǫ > 0 be arbitrary. Then there exists gε ∈ C∞c (RN) such that ‖g− gε‖p,p < ǫ.
Now ∫
RN
|g||un − u|p dx ≤
∫
RN
|g − gε||un − u|p dx+
∫
RN
|gε||un − u|p dx . (3.6)
Further, using Proposition 2.13 we obtain
∫
RN
|g − gε||un − u|p dx ≤ ‖g − gε‖p,p‖un − u‖′p,p ≤ Cǫ
[∫
RN
|∇(un − u)|
] 1
p
.
Since un ⇀ u in D1,p0 (RN ), it follows that
∫
RN
|∇(un − u)|p is uniformly bounded and∫
RN
|gε||un − u|p dx→ 0 as n→∞ . Thus, (3.6) gives
lim
n→∞
∫
RN
|g||un − u|p dx ≤ C1ǫ .
As ǫ > 0 is arbitrary, we prove the lemma.
Proof of Theorem 1.2: Let g ∈ Hp,r(RN)∩Fp,p(RN) for some r ∈ (p, p∗] and γ > rr−p .
Let un ∈ D1,p0 (RN) be a minimising sequence of 1CB(g,γ) i.e.
1
CB(g, γ)
= lim
n→∞
[ ∫
RN
|∇un|p
e
1
γ (
∫
RN
|g||un|p log |un|p)
]
. (3.7)
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with
∫
RN
|g||un|p = 1. We claim that un is bounded in D1,p0 (RN). By construction of un
we have ∫
RN
|∇un|p ≤
(1 + 1
n
)
CB(g, γ)
[
e
1
γ (
∫
RN
|g||un|p log |un|p)
]
. (3.8)
It follows from (3.5) that∫
RN
|g||un|p log |un|p dx ≤ r
r − p log
(
C
∫
RN
|∇un|p
)
.
As a consequence, (3.8) gives
∫
RN
|∇un|p ≤ 2C1
CB(g)
[∫
RN
|∇un|p
] r
γ(r−p)
.
Since r
γ(r−p) < 1, un is bounded in D1,p0 (RN ). Hence, un ⇀ u in D1,p0 (RN ) upto a sub-
sequence. Certainly, we have
∫
RN
|∇u|p ≤ limn→∞
∫
RN
|∇un|p. Further, Lemma 2.5 infers
that
lim
n→∞
∫
RN
|g||un|p log |un|p =
∫
RN
|g||u|p log |u|p + lim
n→∞
∫
RN
|g||un − u|p log |un − u|p .
Using this equality in (3.7) we obtain
1
CB(g, γ)
≥
[ ∫
RN
|∇u|p
e
1
γ (
∫
RN
|g||u|p log |u|p)
] [
1
e
1
γ (limn→∞
∫
RN
|g||un−u|p log |un−u|p)
]
. (3.9)
Lemma 3.3 ensures that
∫
RN
|g||u|p = 1 and hence,
1
CB(g, γ)
≥ 1
CB(g, γ)
[
1
e
1
γ (limn→∞
∫
RN
|g||un−u|p log |un−u|p)
]
.
This gives
lim
n→∞
∫
RN
|g||un − u|p log |un − u|p dx ≥ 0 .
On the other hand, it follows from (3.2)∫
RN
|g||un − u|p log |un − u|p dx ≤
[
p
r − p
] [
An log
(∫
RN
|g||un − u|r
)
− An log (An)
]
,
where An =
∫
RN
|g||un−u|p dx. Notice that An → 0 as n→∞ (by Lemma 3.3). Further,
since un is bounded in D1,p0 (RN), it follows that
∫
RN
|g||un − u|r is uniformly bounded.
Thus, the above inequality yields
lim
n→∞
∫
RN
|g||un − u|p log |un − u|p dx ≤ 0 .
15
Therefore, lim
n→∞
∫
RN
|g||un − u|p log |un − u|p dx = 0. Consequently, (3.9) implies
1
CB(g, γ)
≥
[ ∫
RN
|∇u|p
e
1
γ
(
∫
RN
|g||u|p log |u|p)
]
.
We also have
∫
RN
|g||u|p = 1. Hence, u is a minimiser of 1
CB(g,γ)
.
Example 3.4. Let p > 2. For r ∈ [p, p∗], consider
g˜2(z) =


1
|x|N(
p∗−r
p∗ )
, if z ∈ [−1, 1]N
0 , otherwise
where z = (x, y) ∈ R2 × RN−2. We show that g˜2 ∈ Hp,r(RN ) ∩ Fp,p(RN). By part (B)
of Example 3.1, g˜2 ∈ Hp,r(RN). To show g˜2 ∈ Fp,p(RN), we will use Theorem 31 of [6].
Since support of g˜2 is bounded, it can be easily seen that∫
RN
g˜2|u|p dz ≤ C
∫
RN
|∇u|p dz, ∀u ∈ D1,p0 (RN) .
Hence, g˜2 ∈ Hp,p(RN) (by Lemma 2.9). Now, for any z ∈ RN , let Qt(z) be the cube of
length 2t and centered at z. Then Bt(z) ⊆ Qt(z) ⊆ B√Nt(z). Since Capp(Bt(z)) =
NωN
N−1
p−1
p−1
tN−p (Theorem 4.15, [19]), we have NωN N−1p−1
p−1
tN−p ≤ Capp(Qt(z)) ≤
NωN
N−1
p−1
p−1
(
√
Nt)N−p. Using this, for any z ∈ [−1, 1]N and t > 0, we obtain∫
Qt(z)
g˜2
Capp(Qt(z))
≤ C(N, p)
[
tN−2
∫
[−1,1]2 g˜2
tN−p
]
.
Since p > 2, the above inequality infers
lim
t→0
[
sup
F⊂⊂RN
∫
F∩Qt(z) g˜2
Capp(Qt(z))
]
= 0, ∀z ∈ [−1, 1]N . (3.10)
As g˜2 vanishes outside [−1, 1]N , (3.10) holds for all z ∈ RN . For the same reason
lim
t→∞
[
sup
F⊂⊂RN
∫
F∩Qt(0)c g˜2
Capp(Qt(0)
c)
]
= 0 . (3.11)
Since (3.10), (3.11) hold and g˜2 ∈ Hp,p(RN), it follows from Theorem 31 of [6] that
g˜2 ∈ Fp,p(RN).
Remark 3.5. L1 ∩ L p
∗
p∗−r (RN) ( Hp,r(RN) ∩ Fp,p(RN). By part (ii) of Proposition 2.11,
we have L1 ∩ L p
∗
p∗−r (RN) ⊆ Hp,r(RN ) ∩ Fp,p(RN). The above example shows that g˜2 ∈
Hp,r(RN) ∩ Fp,p(RN). But, following the similar computations as part (B) in Example
3.1 one can easily verify that g˜2 /∈ L
p∗
p∗−r (RN).
16
4 Logarithmic Hardy inequalities
In this section, we prove Theorem 1.3. The underlying idea is same as the proof of
Theorem 1.1. However, we give the proof for the sake of completeness. We also prove
Theorem 1.4 in this section.
Proof of Theorem 1.3: For q ∈ [p, p∗), take k = p p∗−q
p∗−p . Clearly, k ∈ (0, p] and
k = N − (N−p)q
p
. Using Holder’s inequality we estimate the following integral:∫
RN
|u|q
δ
N− q
p
(N−p−pa)
E
dx =
∫
RN
|u|k
δ
k(a+1)
E
|u|q−k
δ
N−k(a+1)− q
p
(N−p−pa)
E
dx
≤
[∫
RN
|u|p
δ
p(a+1)
E
dx
] k
p
[∫
RN
|u| p(q−k)p−k
δ
[ p
p−k
][N−k(a+1)− q
p
(N−p−pa)]
E
dx
] p−k
p
=
[∫
RN
|u|p
δ
p(a+1)
E
dx
] p∗−q
p∗−p

∫
RN
|u|p∗
δ
N− p∗
p
[N−p−pa]
E
dx


q−p
p∗−p
,
for all u ∈ C∞c (RN). For small t > 0, we take q = p+ t in the above inequality to obtain
∫
RN
|u|p+t
δ
N− p+t
p
(N−p−pa)
E
dx ≤
[∫
RN
|u|p
δ
p(a+1)
E
dx
] p∗−(p+t)
p∗−p

∫
RN
|u|p∗
δ
N− p∗
p
[N−p−pa]
E
dx


(p+t)−p
p∗−p
.
Notice that, for t = 0 equality occurs. Thus, we obtain
∫
RN
1
t

 |u|p+t
δ
N− p+t
p
(N−p−pa)
E
− |u|
p
δ
N− p
p
(N−p−pa)
E

 ≤ 1
t
[
A
p∗−(p+t)
p∗−p
1 B
(p+t)−p
p∗−p
1 − A
p∗−p
p∗−p
1 B
p−p
p∗−p
1
]
, (4.1)
where A1 =
∫
RN
|u|p
δ
p(a+1)
E
dx and B1 =
∫
RN
|u|p∗
δ
N− p∗
p
[N−p−pa]
E
dx. Furthermore,
lim
t→0
1
t
[
A
p∗−(p+t)
p∗−p
1 B
(p+t)−p
p∗−p
1 − A
p∗−p
p∗−p
1 B
p−p
p∗−p
1
]
=
(
1
p∗ − p
)
A1 log
(
B1
A1
)
,
lim
t→0
1
t

 |u|p+t
δ
N− p+t
p
(N−p−pa)
E
− |u|
p
δ
N− p
p
(N−p−pa)
E

 = (1
p
) |u|p
δ
p(a+1)
E
log
(
δN−p−apE |u|p
)
.
Hence, by taking limit t→ 0 in (4.1) and using Fatou’s lemma, we get∫
RN
|u|p
δ
p(a+1)
E
log
(
δN−p−apE |u|p
)
dx ≤
(
p
p∗ − p
)
A1 log
(
B1
A1
)
=
p∗
p∗ − pA1 log
(
B
p
p∗
1
A1
)
+A1 logA1 .
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This yields
∫
RN
|u|p
δ
p(a+1)
E
log

δN−p−apE |u|p∫
RN
|u|p
δ
p(a+1)
E

 ≤ p∗
p∗ − p
[∫
RN
|u|p
δ
p(a+1)
E
]
log



∫
RN
|u|p∗
δ
N− p∗
p
[N−p−pa]
E


p
p∗
∫
RN
|u|p
δ
p(a+1)
E


.
Now, since a ∈ (− (N−d)(p−1)
p
, (N−p)(N−d)
Np
), we have
dimA(E) = d <
p∗
p
(N − p− pa) and dimA(E) = d < N + pa
p− 1 .
Hence, it follows from Lemma 2.8 that

∫
RN
|u|p∗
δ
N− p∗
p
[N−p−pa]
E
dx


1
p∗
≤ C
[∫
RN
|∇u|p
δpaE
dx
] 1
p
.
Consequently,
∫
RN
|u|p
δ
p(a+1)
E
log

δN−p−apE |u|p∫
RN
|u|p
δ
p(a+1)
E

 dx ≤ N
p
[∫
RN
|u|p
δ
p(a+1)
E
dx
]
log

C
∫
RN
|∇u|p
δ
pa
E
dx∫
RN
|u|p
δ
p(a+1)
E
dx

 .
By taking
∫
RN
|u|p
δ
p(a+1)
E
= 1 we obtain (1.13).
Remark 4.1. In particular, if we take a = 0 in the above proof, then we obtain∫
RN
|u|p
|δE(x)|p log[|δE(x)|
N−p|u|p] dx ≤ N
p
log
(
C
∫
RN
|∇u|p dx
)
, (4.2)
for all u ∈ C∞c (RN) with
∫
RN
|u|p
δpE
= 1. Further, if we take E = {0} and p = 2, then (4.2)
coincides with (1.12).
Remark 4.2. It follows from Remark 2.2, that dimA(∂B1) < N . By taking a = 0 in
Theorem 1.3 we obtain an analogue of (4.2) on unit ball, namely∫
B1
|u|p
|δ∂B1(x)|p
log[|δ∂B1(x)|N−p|u|p] ≤
N
p
log
(
C
∫
B1
|∇u|p
)
,
for all u ∈ C∞c (B1) with
∫
B1
|u|p
|δ∂B1(x)|p
= 1.
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Remark 2.2 also shows that dimA(R
N−1 × {0}) < N . Thus, in a similar manner we get
the following analogue of (4.2) in the half space∫
RN+
|u|p
|xN |p log[|xN |
N−p|u|p] ≤ N
p
log
(
C
∫
RN+
|∇u|p
)
,
for all u ∈ C∞c (RN+ ) with
∫
RN+
|u|p
|xN |p = 1.
Next we proceed to prove Theorem 1.4 which is a second order generalisation of
Theorem 1.3.
Proof of Theorem 1.4: For N ≥ 3 and p ∈ (1, N
2
), let E be a closed set in RN with
dimA(E) = d <
N(N−2p)
N−p and a ∈ (1− (N−d)(p−1)p , (N−p)(N−d)Np ). Then, proceeding as in the
proof of Theorem 1.3, we obtain∫
RN
|u|p
|δE(x)|p(a+1) log[|δE(x)|
N−p−pa|u|p] dx ≤ N
p
log
(
C
∫
RN
|∇u|p
δE(x)ap
dx
)
, (4.3)
for all u ∈ C∞c (RN) with
∫
RN
|u|p
δ
p(a+1)
E
= 1. Now, since a ∈ (1 − (N−d)(p−1)
p
, (N−p)(N−d)
Np
),
one can see that
d = dimA(E) < N − p+ (1− a)p and d = dimA(E) < N − (1− a)p
p− 1 .
Hence, Lemma 2.8 gives∫
RN
|∇u|p
δapE
=
∫
RN
|∇u|p
δ
N− p
p
[N−p−(a−1)p]
E
≤ C
∫
RN
|∇2u|p
δ
(a−1)p
E
,
where |∇2u| =
(∑N
i,j=1 | ∂
2u
∂xi∂xj
|2
) 1
2
. Consequently, we have (1.14).
Remark 4.3. In particular, for a = 1, (1.14) corresponds to∫
RN
|u|p
|δE(x)|2p log[|δE(x)|
N−2p|u|p] dx ≤ N
p
log
(
C
∫
RN
|∇2u|p dx
)
,
for all u ∈ C∞c (RN) with
∫
RN
|u|p
δ2pE
= 1, provided dimA(E) <
N(N−2p)
N−p . Further, if E = {0}
in the above inequality then∫
RN
|u|p
|x|2p log[|x|
N−2p|u|p] dx ≤ N
p
log
(
C
∫
RN
|∇2u|p dx
)
, (4.4)
for all u ∈ C∞c (RN) with
∫
RN
|u|p
|x|2p = 1. Notice that, this is a second order generalization
of (1.12). Recall that, for p = 2,∫
RN
|∇2u|2 ≈
∫
RN
|∆u|2, ∀u ∈ C∞c (RN) .
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Therefore, (4.4) yields∫
RN
|u|2
|x|4 log[|x|
N−4|u|2] dx ≤ N
2
log
(
C
∫
RN
|∆u|2 dx
)
,
for all u ∈ C∞c (RN) with
∫
RN
|u|2
|x|4 = 1.
5 Logarithmic Lorentz-Sobolev inequality
In this section, we prove Theorem 1.5. The main underlying idea is adapted from the
proof of Theorem 1.1.
Proof of Theorem 1.5: Let q ∈ [p, p∗), we take k = p p∗−q
p∗−p . One can see that[
N
p
− q
p
[N
p
− 1]− k
p
]
= 0 and p(q−k)
p−k = p
∗. Then, using Holder’s inequality we estimate
∫ ∞
0
s[
p
p∗
−1][Np −
q
p
(N
p
−1)]|u∗(s)|q ds =
∫ ∞
0
s
k
p [
p
p∗
−1]|u∗(s)|ks[ pp∗−1][Np − qp (Np −1)− kp ]|u∗(s)|q−k
≤
[∫ ∞
0
s[
p
p∗
−1]|u∗(s)|p ds
] k
p
[∫ ∞
0
|u∗(s)|p∗ ds
]p−k
p
,
for any u ∈ D1,p0 (RN). Since
∫ ∞
0
|u∗(s)|p∗ ds =
∫
RN
|u|p∗ dx, the above inequality yields
∫ ∞
0
s[
p
p∗
−1][Np −
q
p
(N
p
−1)]|u∗(s)|q ds ≤
[∫ ∞
0
s[
p
p∗
−1]|u∗(s)|p ds
]k
p
[∫
RN
|u|p∗ dx
] p−k
p
.
Now, following the same arguments as in the proof of Theorem 1.1 we get∫ ∞
0
s[
p
p∗
−1]|u|p log(s1− pN |u|p) ds ≤ N
p
log
(
C
∫
RN
|∇u|p dx
)
,
for all u ∈ D1,p0 (RN) with ‖u‖Lp∗,p = 1.
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