INTRODUCTION
Powerful optimization algorithms are needed to efficiently and successfully tackle the mathematical complexity of many real-world engineering problems. Particularly, in the new era of 'Smart Grids', the computational burden for solving problems related to real-time optimal decision making and temporal optimal operational planning is challenging. The lack of parameter information often prevents an analytical formulation of such problems, or necessitates rough approximations for using classical optimization algorithms. This is a common challenge in different types of engineering problems, e.g. optimal scheduling of distritubuted energy sources [1] . In view of this, metaheuristics, and especially evolutionary algorithms, constitute attractive solution alternatives.
Mean-variance mapping optimization (MVMO) is among emerging and promising new types of evolutionary algorithms with the ability to successfully deal with different types of complex optimization problems [2] . The evolutionary mechanism of MVMO performs within a search space normalized in the range [0, 1] , and can be configured to evolve a set of solutions (population based approach) or a single solution (single parent-offspring approach) [3] . Besides, MVMO uses an archive that tracks and records the best (i.e. in terms of fitness achieved so far) evolved solutions in each function evaluation (i.e. calculation of objective function and constraints). A mapping function is applied to control the search priority from exploration to exploitation [4] .
MVMO has been used to solve computationally expensive problems proposed in the competitions CEC2014 [5] , CEC2015 [6] , and CEC2016 [7] , showing an outstanding performance in terms of convergence rate and quality of solutions found within the allowed number of function evaluations. This success has motivated further developments to adapt MVMO for smart applications in power systems, such as online optimal reactive power management of offshore wind power plants [8] , [9] , online optimal reconfiguration of distribution systems [10] , and identification of model parameters for real-time digital simulation [11] .
This paper introduces a new definition of the mapping function, which enhances the ability of the algorithm to adaptively switch the emphasis between exploration (global search) and exploitation (local search), thus lowering the likelihood of premature convergence and stagnation in local optima. Also, a new rule is introduced to judiciously call an embedded local search strategy without reducing significantly the computational budget (i.e. number of function evaluations) available for the evolutionary mechanism of MVMO. Motivated by the success achieved in CEC2016, it has been decided to configure MVMO as a single parent-offspring approach.
As was done in [12] to differentiate from previous variants of MVMO, the acronym MVMO-SHM is used in this paper. The 'S' in the acronym stands for single parent-offspring approach, H means hybrid and refers to the fact that the algorithmic framework of MVMO has an embedded local search strategy, and M denotes the use of a new mapping function. The performance of MVMO-SHM is tested by using the 15 benchmark problems defined for the IEEE-CEC 2018 competition on bound constrained single-objective computationally expensive numerical optimization [7] .
The reminder of the paper is structured as follows: The theoretical background behind MVMO-SHM is presented in Section II. Section III describes the experimental setup and provides a discussion on numerical results of the study. Concluding remarks are summarized in Section IV.
II. THE MVMO-SHM SEACRH PROCEDURE
The calculation steps involved in MVMO-SHM are schematically represented in the flowchart shown in Fig. 1 is generated based on the best solution achieved so far , the statistical success of previous solutions (recorded in a solution archive that is updated throughout the iterations), and a mapping function that guides the evolution of selected optimization variables based on the mean and variance computed from their values recorded in the solution archive. MVMO-SHM stops once a predefined termination criterion (e.g. achieving a maximum number of allowed fitness evaluations) is met.
A. Deciding when to launch local search
MVMO-SHM decides throughout the iterations between performing fitness evaluation and continuing with the next steps of its evolutionary mechanism, or launching a local search strategy to intensify the search within the region of the search space around the best solution found so far xbest. It is worth clarifying that, for the purpose of the IEEE-CEC 2018 competition on bound constrained single-objective computationally expensive numerical optimization, the value of fitness corresponds with an error value as will be explained later in Section III.A. Unlike the previous variant of MVMO used to solve the test bed of the IEEE-CEC 2016 competition [12] , the launch of local search is now defined by considering the following aspects: -Local search is started if i>iLocal, where i is the number of fitness evaluations performed so far, and iLocal defines the percentage from the total number of allowed fitness evaluations from which local search is considered. This allows MVMO-SHM to ensure that its pure evolutionary mechanism focuses on search exploration at the beginning of the optimization process. At a later stage of the process, MVMO-SHM can decide whether or not to launch local search to intensify the search.
-For the first local search run, xbest is used without applying the mapping function to allow the evolution of selected optimization variables. For the following and subsequent local runs, the mapping function is applied to selected variables of xbest before starting local search.
-If the best fitness value achieved so far fbest is greater than a threshold fth, (e.g. 1E+03), the Interior-Point method is used for local search. Otherwise, the Active-Set algorithm of Matlab is used. 
B. Recording successful solutions in an archive
As shown in Fig. 2 , MVMO-SHM stores and sorts the nsolbest solutions found so far based on their fitness values. As a result, the most attractive solutions found by MVMO-SHM across the whole search space are kept. In this way, the archive constitutes a data base that is continuously updated, which on the one hand allows the definition of the starting point for the generation of a new solution, by taking the first ranked solution xbest as the parent solution, and on the second hand allows computing the mean and variance for each optimization variable, which are inputs to the mapping function used to generate new values for selected optimization variables (elements) of xbest. The size of the archive is defined in the initialization stage of MVMO-SHM, and is kept fixed throughout the optimization search process. All through the iterations, after each execution of either fitness evaluation or local search, the archive is updated only if a new (child) generated solution has a better fitness value than the fitness values associated to the solutions stored in the archive. This entails that the last ranked solution will be removed, and the ranking and sorting of the solutions in the archive will be updated to account for the fitness value of the new successful solution. For instance, if the fitness of the new generated solution is better than the fitness of the first ranked solution xbest, then the new generated solution will become xbest (is placed in the first position), whereas the last ranked solution is removed from the archive and the other remaining solutions will be downgraded w.r.t. their positions in the archive.
Furthermore, the archive computes and stores the mean i x , shape factor i s , and d-factor i d associated with each optimization variable (cf. columns associated to each optimization variable in Fig. 2 ). These parameters are recalculated only if there is an update of the archive in a given iteration. In addition, in this new version of MVMO-SHM, to avoid unnecessary computing effort, the mean and the shape are calculated only if the distance between the values of the optimization variables in the archive is larger than the tolerance defined in (1).
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where k represents the relative fitness evaluation counter (i.e. actual number of fitness evaluations performed so far divided by the maximum allowed number of fitness evaluations). i x , i s , and i d are inputs of the mapping function, so they play a crucial role in MVMO-SHM to shift the search focus from global search in the initial stage of the optimization process towards more local search in the final stage of the optimization process.
After performing several optimization trials with the test bed of the IEEE-CEC 2018 competition, it has been decided to set the initial mean value of each optimization variable, ini x , to 0.5. This means that ini x is exactly in the middle of the search space. Other options like defining random initial mean values, or user defined mean values can be used as an alternative option. Interested readers are kindly invited to try other alternatives when applying MVMO-SHM to the test bed of the IEEE-CEC 2018 competition or any other engineering problem.
C. Generation of a new solution: new mapping function
The first ranked solution xbest in the solution archive in the current iteration is chosen as parent solution to generate a new Basically, m out of D elements of are replaced by new values generated based on the mapping function. The strategies for determining m and the random-sequential selection of m variables among all D variables, which were proposed in [12] , are also used in this paper.
In the original version of MVMO, the new value
computed by applying the formula of the classical mapping function as defined in (2) .
Also, in the original version of MVMO,
x constitutes a randomly chosen number that is sampled from a uniform continuous distribution in the interval [0, 1]. However, for the test bed of the IEEE-CEC 2018 competition, it has been decided, after performing sensitivity analysis with few optimization trials (to solve all problems of the test bed), to sample In (2) , the term h corresponds with the mathematical definition of the mapping function, which is expressed in (3). 
As shown in (4), the terms hx, h1 and h0 of (2) stand for the outputs of h, when considering
= , 0 x = , and 1 x = , respectively.
Recalling Fig. 2 
where k denotes the relative fitness evaluation counter (i.e. actual number of fitness evaluations performed so far divided by the maximum allowed number of fitness evaluations). The values 4 and 1.65 in (6) were determined by performing sensitivity analysis w.r.t. the obtained error values of the problems of the IEEE-CEC 2018 competition. The suitability of these parameters for other types of optimization problems can be evaluated in a similar fashion, and is out of the scope of the study presented in this paper.
It is worth recalling that ini x is set to 0.5 in the first iteration of MVMO-SHM. Besides, i s is set to 0. Next, throughout the iteration, i x and i s are recalculated after any update of the solution archive.
For the IEEE-CEC 2018 competition, a (new) mapping function, defined in (6) , is proposed and used in MVMO-SHM: 
In [12] From (2) and (8), it is worth highlighting that the shape of the mapping function is influenced by i x and i s . Indeed, these parameters constitute statistical measures of the success so far achieved during the search performed by MVMO-SHM. In this way, these parameters allow automatically switching the search diversity between exploration and exploitation. From (2) and (8), note also that the new generated value of i x will always be within the interval [0, 1], which means that search boundaries of i x will never be violated throughout the iterations.
For sake of illustration, the classical and the proposed mapping function are illustratively compared in Fig. 3 a) and b) for different mean and shape factors. Note that by using the new mapping function (denoted in the figure as Mapping #2) the mean value is always reached at 0.5 at the x-axis. Hence, there is equal probability of generating a new value of i x that is smaller or greater than i x . By contrast, this does not happen if the classical mapping function (denoted in the figure as Mapping #1). Note also in the figure that the slope of the new mapping function is higher than that of the classical mapping function around the mean value. This entails that a better global search capability can be achieved with the new mapping function (i.e. less risk of stagnation around i x ). Table I overviews the list of IEEE-CEC 2018 expensive optimization test problems. The mathematical formulation and properties of these problems can be found in [7] . The rules of the competition state that the problems are treated as black-box problems, and also that a single set of parameters shall be defined for the contestant algorithm to solve all problems in 10D and 30D.
A. CEC2018 test bed
Statistical tests on convergence performance and quality of final solution provided by MVMO-SHM were carried out under the following considerations:
• Problem dimension D = 10, 30.
• Search range: [ ] D 100,100 − .
• Maximum number of function evaluations ( MaxFEs ): 50*D.
• Repetitions of the optimization: 20 runs.
• Uniform random initialization within the search space. The random seed is based on time, which is done using the command rand('state', sum(100*clock)) in Matlab environment.
• The objective function is defined as the error value i i OF=TF ( ) -F *, x where i F * is the theoretical global optimum of the i-th benchmark function TF indicated in Table I . The values of OF smaller than 1E-03 are taken as zero.
• The optimization is terminated upon completion of the maximum number of function evaluations. In the Appendix, the statistical attributes of the error value OF (i.e. best, worst, mean, median, and standard deviation values) calculated after 20 runs are summarized. Since the function evaluation budget is pretty much limited, the main task for MVMO-SHM is to perform global search. Local search is launched close to the final stage of MVMO-SHM by following the procedure indicated in Section II.A. The following conclusions are drawn from Table II and Table III: • Unimodal functions: MVMO-SHM has a satisfactory performance and allowed to find near to zero error values for OF in all runs for both 10D and 30D (in the order of 1E-01 and 1E-04). This is mainly attributed to the evolutionary mechanism of MVMO-SHM. Local search strategy supported MVMO-SHM to effectively narrow the ridge property of TF1 and the sensitive direction property of TF2.
• Simple multimodal functions: MVMO-SHM was able to find near to zero error values for OF in all runs for TF5, TF6, and T7 (in the order of 1E-01) in both, 10D and 30D. For TF3, TF8, and TF9, the errors are between 1E+00 and 1E+01. This is an important enhancement w.r.t. the results obtained in the CEC2016 competition [12] . The new mapping function and strategy used to launch local search in MVMO-SHM can successfully tackle the complexities of these functions.
• Hybrid functions: MVMO-SHM was able to find errors between 1E+00 and 1E+02 in both, 10D and 30D. An optimal tuning of the parameters of MVMO-SHM is expected to further enhance its performance.
• Composition functions: MVMO-SHM was able to find errors between 1E+01 and 1E+02 in both, 10D and 30D. An optimal tuning of the parameters of MVMO-SHM is expected to further enhance its performance.
Two score measures, which are indicated in [7] , were calculated in Matlab according to (9) and (10), respectively. The score measures were calculated for 10 repetitions of the application of MVMO-SHM to solve the IEEE-CEC 2018 expensive optimization test problems, for both, 10D and 30D. The calculated scores for each repetition are shown in Table  IV . According to [6] , the total score (Score 2 for 10D + Score 2 for 30D) obtained by MVMO (reported in [12] ) in the CEC2016 Competition on Expensive Optimization was 3.062550E+06. Note from Table IV , that MVMO-SHM leads to a significant reduction, cf. total score (Score 2 for 10D + Score 2 for 30D), which can be in the order of 1E+04. 
where Dim can be 10D or 30D.
The measures of computational complexity, defined in [7] , are shown in Table V 
