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MSC-based inference relies on the distribution of gene 45 trees as the signal for inference, and it is likely that the 46 MSC induces a distribution that differs from that arising 47 from gene duplication and loss (GDL). An obvious way 48 to handle data sets where ILS and gene duplication/loss 49 could have simultaneously acted on gene families is to 50 employ models of gene evolution that go beyond the 51 MSC in order to incorporate GDL as well. Indeed, 52 such models are beginning to emerge (Boussau et al., 53 2013; Rasmussen and Kellis, 2012) . However, the more 54 complex the models of gene family evolution, the more 55 computationally prohibitive statistical inference under 56 these models becomes (Du and Nakhleh, 2018) , rendering 57 their applicability infeasible except for very small data 58 sets in terms of the number of species and gene families. 59 Given that much progress in terms of accuracy and 60 computational efficiency has been made on MSC-based 61 species tree inference methods, we ask in this paper the 62 following question: Is MSC-based species tree inference 63 robust to the presence of paralogs in the data? If the 64 answer to this question is positive, then the reach of 65 MSC-based inference methods is significantly extended 66 and the exclusion of loci from phylogenomic data sets 67 is deemed unnecessary, thus providing more signal for 68 such data. The latter two methods make no direct use 23 of the MSC, but have been shown to be statistically 24 consistent under the MSC. Therefore, their accuracy 25 on data with paralogs reflects the suitability of these 26 methods, rather than the MSC itself, for analyzing such 27 data. 28 As these methods assume only orthologs are used for 29 each locus-and to facilitate their use on data with 30 paralogs-we either treat multiple copies of a gene 31 in the same genome as multiple alleles from different 32 individuals, or randomly sample a single copy per 33 genome. Of course, the former violates the mathematical 34 assumptions of the MSC, and the latter does not 35 guarantee that the single-copy genes are orthologs (in 36 fact, some would not be with very high probability). Our 37 results show that inferences made by all methods are 38 very accurate, and are mostly identical to the accuracy 39 of their inferences when using only genes that are present 40 in exactly one copy in each of the species. Particularly 41 striking is the finding that these methods infer very 42 accurate species trees when all gene tree incongruence is 43 due to GDL, and ILS is not a factor. We find that gene 44 tree estimation error affects the methods' performances 45 at a similar, or even higher, level than ILS. 46 
METHODS

Species tree inference methods
48
For species tree inference, we use three methods that 
55
• ASTRAL-III (Zhang et al., 2018) , Version 5.6.3. 56 • NJ st (Liu and Yu, 2011) . 57 While the maximum likelihood method of Yu et al. 58 (2014) as implemented by the InferNetwork ML function 59 in PhyloNet (Wen et al., 2018) is relevant here, it is 60 much more computationally demanding than maximum 61 pseudo-likelihood, and we chose not to run it. 62 Given a collection of trees corresponding to gene 63 families (one tree per gene family), we generated three 64 types of input to each of the methods:
65
• ONLY: The input consists of trees of only gene 66 families that are present in exactly one copy in each 67 of the species.
68
• ONE: The input consists of trees of all gene 69 families, but where a single copy per species 70 per gene family is selected at random and the 71 remaining copies are removed. If a gene family has 72 no copies at all for some species, then the resulting 73 tree of that gene family also has no copies for that 74 species.
75
• ALL: The input consists of trees of all gene families, 76 but where all copies of a gene in a species are 77 treated as multiple alleles from different individuals 78 within the species. Similar to ONE, if a gene family 79 has no copies at all for some species, then the 80 resulting tree of that gene family also has no copies 81 for that species.
82
ONLY corresponds to the practice that is followed in 83 almost all phylogenomic studies, as it reduces, though 84 not necessarily completely eliminate, the potential of 85 hidden paralogy-a term that was introduced by Daubin 86 and Gouy (2001); Gribaldo and Philippe (2002) to 87 denote cases where single-copy paralogs within a gene 88 family are mistaken for orthologs. Unless GDL is not 89 involved, ONE is almost always guaranteed to have 90 hidden paralogs in the input. By construction, ALL 91 has all orthologs and paralogs in the input, but all are 92 effectively labeled as orthologs, with the (wrong) implied 93 assumption that multiple individuals are sampled per 94 species.
95
Simulation setup
96
For model species trees, we used the trees on 16 97 fungi species and 12 fly species reported in (Rasmussen 98 and Kellis, 2012) and shown in Fig. 1 For the fungal simulated data sets, we used four 11 different duplication and loss rates (assuming duplication 12 and loss rates are equal): 0 (to investigate the 13 performance when ILS, but not GDL, acted on the 14 gene families), 1×10 −10 , 2×10 −10 , and 5×10 −10 per 15 generation where 1×10 −10 is similar to the duplication 16 rate of 7.32×10 −11 and loss rate of 8.59×10 −11 used 17 by Rasmussen and Kellis (2011). We used two effective 18 population sizes of 10 7 and 5×10 7 , where the former 19 was also used by Rasmussen and Kellis (2012) as the 20 true population size. We assumed 0.9 year per generation 21 as in (Rasmussen and Kellis, 2012) To generate gene trees while allowing for ILS and 41 GDL, we used SimPhy (Mallo et al., 2015) with the 42 parameters specified above (assuming all species are 43 diploid). SimPhy uses the three-tree model developed in 44 (Rasmussen and Kellis, 2012) to simulate data. In this 45 model, a locus tree is simulated within the branches of 46 the species tree. All incongruence between the locus tree 47 and the species tree is due to GDL. Then, a gene tree 48 is simulated within the branches of the locus tree, where 49 all incongruence between the locus tree and the gene tree 50 is due to ILS. The resulting gene tree differs from the 51 species tree due to a combination of ILS and GDL. Using 52 the locus trees as input to an inference method amounts 53 to using data where all incongruence is solely due to GDL 54 (but not ILS). Setting the rates of GDL to 0.0 amounts 55 to generating gene trees where all incongruence is solely 56 due to ILS. 10,000 gene families (each containing a locus 57 tree and its corresponding gene tree) were simulated in 58 this fashion as one data set for each combination of GDL 59 rate and population size. Ten such data sets, each with 60 10,000 gene families, were generated.
61
To study the effect of using data sets of varying sizes, 62 for each of the 10 data sets, we randomly sampled 10, 63 50, 100, and 250 gene families from the 10,000 gene 64 families under the ALL, ONE, and ONLY scenarios. In 65 case the number of available gene families that fits ONLY 66 is smaller than the desired size, that number of gene 67 families is used (e.g., when only 6 gene family trees are 68 available when data sets of size 10 are desired, the 6 69 trees are used as input). Finally, for each data set of 70 trees (true gene trees or true locus trees, that is, trees 71 without estimation error) of a given size, we fed the data 72 set as input to InferNetwork MPL, ASTRAL, and NJ st 73 and computed the Robinson-Foulds distance (Robinson 74 and Foulds, 1981) , normalized by the number of internal 75 branches in the (unrooted) species tree to obtain a value 76 between 0 and 1, between the true and inferred species 77 trees.
78
To study the effect of error in the gene tree estimates, 79 we simulated the evolution of sequences of length 500 80 on all gene trees under the HKY model, using Seq-gen 81 (Rambaut and Grassly, 1997). We then inferred gene 82 trees from the simulated sequence data using IQTREE 83 (Nguyen et al., 2014) . InferNetwork MPL assumes that 84 the input gene trees are rooted. In this study, we rooted 85 the gene tree estimates by minimizing deep coalescences 86 (Maddison, 1997; Than and Nakhleh, 2009) ; that is, we 87 rooted each gene tree in a way that minimizes the number 88 of extra lineages when reconciled with the true species 89 tree. Furthermore, to study the effect of error in the locus 90 tree estimates, we treated the true locus tree as a gene 91 tree and simulated the evolution of sequences of length 92 500 on all locus trees under the HKY model, using Seq-93 gen, and inferred locus trees from the simulated sequence 94 data using IQTREE. It is important to note that in 95 practice only gene trees, but not locus trees, are inferable, 96 as the locus tree is an artifact of the three-tree model 97 (Rasmussen and Kellis, 2012) and not a biological entity. 98 However, conducting analysis using inferred locus trees 99 "YanEtAl" -2020/3/24 -20:13 -page 4 -#4 i
gives a picture of the performance when all incongruence 1 is due to GDL and gene tree error only. the ALL, ONE and ONLY settings. We then estimated 10 the species trees using ASTRAL, NJ st , and maximum 11 pseudo-likelihood with these gene trees as input.
12
We again rooted each gene tree in the empricial data having 51 copies for the 16-taxon data sets, and 58 33 copies for the 12-taxon data sets. We then counted the 34 average (over the 10 data sets per setting) number of 35 gene families for each setting that have exactly one copy 36 per species. The results are shown in Table 1 . The table   TABLE 1 .
The average number of gene families that fit the ONLY setting out of the 10,000 gene families for 10 data sets. shows that as the GDL rates increase, the number of 38 single-copy gene families decreases.
16-taxon data 12-taxon data
39
We then set out to assess the extent of incongruence Zero extra lineages mean there is no incongruence 48 between the two trees, and the higher the value, the more 49 incongruence there is. In particular, no incongruence 50 means that all gene copies from the same species are 51 monophyletic in the locus tree, and when restricted to 52 a single arbitrary copy per species, the locus tree and 53 species tree have identical topologies. Fig. S1(c-d) show data on the number 55 of extra lineages in the 16-taxon and 12-taxon data 56 sets, respectively, under the various settings of effective 57 population sizes and duplication and loss rates. It is 58 important to note that all incongruence in this case 59 is exclusively due to GDL (ILS is not a factor in the 60 results in these two panels). The panels do not have 61 results for the GDL rate of 0x, because in such cases 62 there is no incongruence at all between the locus tree 63 and the species tree, and thus there are zero extra 64 lineages. The results show that, unsurprisingly, there is 65 much more incongruence for the ALL scenario than the 66 ONE scenario. For the ONLY scenario, there is very 67 little incongruence in the data, and such incongruence 68 is relatively more noticeable in the 12-taxon data set, as 69 all nonzero levels of GDL rates have nonzero number 70 of extra lineages. In constrast, for the 16-taxon data 71 set only the largest GDL rate causes incongruence 72 between locus tree and species tree. In both data sets, 73 the incongruence indicates the phenomenon of hidden 74 paralogy: single-copy genes are paralogs, and their gene 75 trees therefore do not always agree with the species tree 76 in terms of topology.
77
Finally, we computed the number of extra lineages 78 when reconciling the true gene trees with the true locus 79 trees. Here, incongruence is exclusively due to ILS. 80 Fig. 2 (e-f) and Fig. S1 (e-f) show data on the number 81 of extra lineages in the 16-taxon and 12-taxon data 82 sets, respectively, under the various settings of effective 83 population sizes and duplication and loss rates. When 84 the gene tree topology is identical to the locus tree 85 topology, the number of extra lineages is 0, and the larger 86 the number of extra lineages, the more ILS in the data. 87 The figure shows that, as expected, the amount of ILS 88 is larger for larger population sizes. Furthermore, there 89 is much more ILS in the 16-taxon data set than in the 90 12-taxon data set. One other trend to observe is that, on 91 average, the amount of incongruence due to ILS increases 92 with the increase in the GDL rate. This is a reflection 93 of the fact that for higher GDL rates, the locus trees 94 are larger (more leaves and internal branches) and this 95 naturally results in more ILS.
96
Results on Simulated Data
97
We are now in position to describe the inference 98 results. We show figures for the 16-taxon data sets in 99 the main text, while figures for the 12-taxon data sets 100 Figs. S8 to S11 are all in the Supplementary Materials. 101 The results for the 12-taxon data sets are consistently 102 better in terms of accuracy, so we chose to focus here on 103 the less-optimal results. 
5
Characteristics of the simulated data under different settings of the duplication/loss rates and effective population sizes using all 10 replicates. The duplication/loss rates are denoted by the rate multiplier (0x, 1x, 2x and 5x), where 1x is the rate used by (Rasmussen and Kellis, 2011, 2012; Zhang and Wu, 2017) . (a-b) Distribution of the total number of gene copies in individual gene families in the 16-taxon and 12-taxon data sets, respectively. (c-d) Scatter plots of XL(Species tree, Locus tree), the number of extra lineages when reconciling the true locus trees with the true species tree, for the 16-taxon and 12-taxon data sets, respectively. (e-f) Scatter plots of XL(Locus tree, Gene tree), the number of extra lineages when reconciling the true gene trees with the true locus tree, for the 16-taxon and 12-taxon data sets, respectively.
We first ran the three inference methods ASTRAL, 1 InferNetwork MPL, and NJ st , on the true gene trees 2 for all three input scenarios: ALL, ONE, and ONLY.
3
In this case, gene tree estimation error is not a cause 4 of gene tree incongruence. Instead, all incongruence is 5 due to a combination of ILS and GDL. Results on the 6 full 16-taxon tree are shown in Fig. 3 and Fig. S4 . Note 7 that in all cases, using input data with GDL levels of 0 8 amounts to inferring a species tree from gene trees whose 9 incongruence is solely due to ILS.
10
There are several observations based on the results.
11
First, the accuracy of the inferred 16-taxon trees is 12 much lower in general than that of the inferred 12-13 taxon trees. In particular, for the 12-taxon data sets, 14 the species trees are perfectly estimated in almost all 15 cases (Fig. S3 ), whereas the species tree estimation 16 error is high, especially for the larger population sizes, 17 for the 16-taxon data sets. As shown in Fig. 2 and   18 Fig. S1, both data sets have similar gene family sizes, 19 but differ significantly in terms of the amount of ILS in 20 the data, with the 12-taxon data sets having very little 21 ILS. Therefore, the straightforward explanation for the 22 observed differences in the RF distances between the 16-23 and 12-taxon data sets is the higher level of ILS in the 24 former. Given that the level of incongruence due to GDL 25 is similar between the 16-taxon and 12-taxon data sets 26 (Fig. 2(c-d) and Fig. S1(c-d) ), these results point to the 27 larger role that ILS plays in the methods' performances 28 than GDL does.
29
Second, in the case of the 16-taxon data, the 30 performance of all three methods improves as the number 31 of gene families used as input to the method increases. 32 Note also that the largest dataset used here consists 33 of only 250 gene trees, which is much smaller than 34 the number available in most phylogenomic data sets. 35 While there is very little difference observed in the 36 performance among the three methods on the 16-taxon 37 data, ASTRAL and NJ st are more similar to each other 38 in terms of performance than either of them is to 39 inference under maximum pseudo-likelihood. This makes 40 sense as both ASTRAL and NJ st are summary methods 41 that make inference based on statistics derived from the 42 "YanEtAl" -2020/3/24 -20:13 -page 6 -#6 i
The normalized RF distances between the true species tree and the ones inferred by ASTRAL, InferNetwork MPL, and NJst from true gene trees of the 16-taxon simulated yeast gene families under population size 5.0×10 7 and different GDL rates. The duplication/loss rates are denoted by the rate multiplier (0x, 1x, 2x and 5x), where 1x is the rate used by (Rasmussen and Kellis, 2011, 2012; Zhang and Wu, 2017) . Each row corresponds to a combination of population size and GDL rates. The X axis in each panel represents the number of gene families used and the Y axis represents the normalized RF distance.
input gene trees, whereas maximum pseudo-likelihood 1 uses calculations based on the multispecies coalescent to infer species trees. By the three-tree model, this 23 amounts to feeding these methods "gene trees" whose 24 incongruence is solely due to GDL; that is, ILS plays 25 no role in incongruence here. It is important to point 26 out here that locus trees are mathematical constructs of 27 the three-tree model; in practice, inferring a locus tree is 28 not possible, unless the data has no ILS. We conducted 29 this experiment to study the performance of methods words, when these three methods-which have been 36 developed based on the multispecies coalescent directly 37 (InferNetwork MPL) or "inspired" by it (ASTRAL and 38 NJ st )-are applied to data that have no ILS but do have 39 paralogs in them, they have almost perfect accuracy in 40 terms of the species tree topology they infer, under the 41 conditions of our simulations. Combined with the results 42 summarized in Fig. 3 and Fig. S4 , these results show, 43 perhaps surprisingly, that methods developed to handle 44 ILS but not GDL do much better in handling GDL than 45 they do in handling ILS.
46
In practice, gene trees are unknown and inferred from 47 the sequence data. To simulate more realistic data, 48 we inferred gene trees and locus trees from simulated 49 sequence data and fed these tree estimates as input to 50 the three methods. In this case, gene tree error is a 51 factor in the observed incongruences. Fig. S2 shows the 52 extent of error of in the estimated gene and locus trees 53 for the 16-taxon data. The gene tree estimation error is 54 measured by the normalized RF distance between the 55 true gene tree and the reconstructed gene tree. For the 56 12-taxon data set, the average gene tree estimation error 57 ranges from 0.581 to 0.623, whereas the average locus 58 tree estimation error is slightly lower, ranging from 0.57 59 to 0.612 (Fig. S3 ). For the 16-taxon data set, the average 60 gene tree estimation error ranges between 0.101 to 0.106 61 while the average locus tree estimation error ranges from 62 0.0792 to 0.0848. In other words, there is much less gene 63 tree estimation error in the 16-taxon data sets than in 64 the 12-taxon data sets.
65
Results of species tree inference using the full 16-66 taxon data set based on estimated gene trees are shown 67 in Fig. 5 and Fig. S6 and based on the locus tree 68 estimates are shown in Fig. 6 and Fig. S7 . These results 69 should be contrasted with Fig. 3, Fig. S4, Fig. 4 The normalized RF distances between the true species tree and the ones inferred by ASTRAL, InferNetwork MPL, and NJst from true locus trees of the 16-taxon simulated yeast gene families under population size 5.0×10 7 and different GDL rates. The duplication/loss rates are denoted by the rate multiplier (0x, 1x, 2x and 5x), where 1x is the rate used by (Rasmussen and Kellis, 2011, 2012; Zhang and Wu, 2017) . Each row corresponds to a combination of population size and GDL rates. The X axis in each panel represents the number of gene families used and the Y axis represents the normalized RF distance.
FIGURE 5. The normalized RF distances between the true species tree and the ones inferred by ASTRAL, InferNetwork MPL, and NJst from estimated gene trees of the 16-taxon simulated yeast gene families under population size 5.0×10 7 and different GDL rates. The duplication/loss rates are denoted by the rate multiplier (0x, 1x, 2x and 5x) , where 1x is the rate used by (Rasmussen and Kellis, 2011, 2012; Zhang and Wu, 2017) . Each row corresponds to a combination of population size and GDL rates. The X axis in each panel represents the number of gene families used and the Y axis represents the normalized RF distance. Fig. S5 , respectively, to understand the effect of gene tree 1 estimation error on the accuracy of the three species tree 2 inference methods.
3
In the case of inferences using gene tree estimates 4 where ILS, GDL, and gene tree estimation error are 5 involved, the error rates of all three species tree inference 6 methods went up, as expected, due to gene tree error 7 ( Fig. 5 and Fig. S6 ), but only slightly. The accuracy 8 of the species trees improves as the number of gene 9 families increases. As we discussed above, the error in 10 gene tree estimates in the 16-taxon data sets is very low.
11
Since gene tree estimation error in the 12-taxon data 12 sets is much higher (higher substitution rates resulting 13 in noisier sequence data), we now observe a larger impact 14 on this error on the performance of methods on the 15 12-taxon data sets. While the methods had an almost 16 perfect accuracy on true gene trees, species tree estimates 17 now have as high as 50% error when 10 gene family trees 18 are used, and close to 25% error when 250 gene family 19 trees are used (Fig. S10) . These results illustrate the big 20 impact gene tree estimation error has on these methods. 21 In the case of the 12-taxon data sets, the impact of gene 22 (Yu et al., 2011a, b) ). This further highlights the 22 challenge with identifying the root of gene trees when 23 GDL occurs.
24
All of these results combined point to a very small 25 impact of GDL on the performance of the three studied 26 species tree inference methods, regardless of how the 27 paralogs are handled. Across all data sets it was evident 28 that gene tree estimation error has noticeable impact on 29 the methods' performances.
30
Results on Biological Data
31
We ran the three methods, InferNetwork MPL, 32 ASTRAL, and NJ st , on two biological data sets. Again, 33 each data set consists of only 250 gene trees, although 34 many more trees are available for each.
35
For the 16 fungi genome empirical data set, NJ st 36 inferred an identical tree to that of Fig. 1(a) under 37 all three input scenarios. Assuming this tree is the 38 "true" tree, NJ st has performed remarkably well. For the 39 other two methods, for all three sampling schemes, the 40 inferred tree differs from the tree shown in Fig. 1(a) . 41 In particular, the positions of Kluyveromyces waltii and 42 Kluyveromyces latics have been switched, as have the 43 positions of Candida glabrata and Saccharomyces castellii 44 (Fig. 7(a) ).
45
For the 12 fly genome empirical data set, 46 ASTRAL(ONLY) inferred the exact same tree as 47 the species tree shown in Fig. 1(b) . The trees inferred 48 by ASTRAL(ALL) and ASTRAL(ONE) differed from 49 the true tree of Fig. 1(b) in terms of the placement of 50 Drosophila melanogaster, as shown in Fig. 7(b) and Fig. 51 7(c), respectively. InferNetwork MPL and NJ st inferred 52 an identical tree to that of Fig. 1(b) under all three 53 input scenarios.
54
DISCUSSION
55
As phylogenomic data sets grow, our ability to use 56 them within the bounds of current analysis paradigms 57 shrinks. One of the main problems is the decreasing 58 number of gene families that are single-copy as the 59 number of sampled species increases (Emms and Kelly, 60 2018). Because most current phylogenetic methods 61 assume that only single-copy orthologs are being used, 62 this restriction means that such methods cannot be used 63 for data sets with even several dozen taxa without severe 64 downsampling or other ad hoc solutions (e.g., (Thomas 65 et al., 2020)). Here, we set out to ask whether MSC-based 66 phylogenomic methods can be applied to data containing 1 both orthologs and paralogs. In the cases where both ILS and GDL acted on 11 gene families, the performance of the three methods 12 was hardly affected. These results imply that running 13 these methods on data with paralogs-either by treating 14 them as alleles from different individuals or by sampling 15 a single copy at random-is a safe practice when the 16 desired outcome is the species tree topology. This is 17 especially important for data sets with a large number 18 of species or high GDL rates.
19
When the methods were run on the locus tree data, 20 where ILS did not play a role and the data consisted 21 of many gene families with multiple copies, the methods 22 obtained very accurate species trees. This was true even 23 when the data consisted of only 10 gene family trees. This 24 further demonstrates that GDL has very little effect on 25 the performance of the three methods.
26
While at first it may be surprising that these especially for the maximum pseudo-likelihood inference.
38
InferNetwork MPL makes direct use of the MSC, whose 39 assumptions are clearly violated in all data sets except 40 when the GDL rates are set to 0, whereas ASTRAL 41 and NJ st are summary methods that make no direct 42 use of the MSC. Consequently, one would have expected 43 that InferNetwork MPL would be very sensitive to the 44 presence of paralogs in the data, while ASTRAL and 45 NJ st less so. However, we did not observe any such 46 behavior of the methods.
47
In practice, gene trees are estimated from sequence 48 data and can be erroneous. Error in the gene tree 49 estimates, rather than ILS, could explain much of 50 the heterogeneity observed in phylogenomic analyses, 51 especially at deeper nodes in a species tree (Scornavacca 52 and Galtier, 2017). We showed the gene tree 53 estimation error can indeed impact species tree inference 54 significantly, and the level of its impact is similar to that 55 of ILS, if not larger.
56
In analyses of two biological data sets where a species 57 tree has been inferred using hundreds or thousands of 58 loci, we found high accuracy of methods using paralogs 59 with only 250 gene trees. All methods accurately inferred 60 the published fly species tree, except for ASTRAL(ALL) 61 and ASTRAL(ONE), which only differed in terms of 62 placing one species. For the yeast species tree, NJ st 63 inferred the published species tree, while maximum 64 pseudo-likelihood and ASTRAL inferred trees that 65 differed from the true one in only two groupings of taxa 66 (around two very short branches in the species tree).
67
All these results point to a clear message: Under the 68 conditions of our simulations and on the two biological 69 data sets we used, running MSC-based or MSC-inspired 70 species tree inference on gene trees with paralogs yields 71 very accurate results. This conclusion is powerful for 72 at least two reasons. First, it implies that orthology 73 assignment and paralogy removal are not necessary 74 for running MSC-based species tree inference; simply 75 treating all copies as different individuals or randomly 76 selecting a single copy would yield very accurate species 77 tree topologies. Second, in many practical cases, too few 78 single-copy gene families are available to ensure good 1 performance of species tree inference from those data 2 alone. In these cases, our results suggest a ready source 3 of more phylogenetic signal. Summary methods that do 4 not explicitly use the MSC model (i.e., ASTRAL and 5 NJ st ) are expected to be more robust in the presence of 6 GDL than methods that explicitly use the model. Step (2), optimize the branch lengths of the species 32 tree.
33
For Steps (1) and (2), one option is to infer a species 34 tree based on ALL, and repeat the random sampling of In this paper we set out to study how MSC-based 56 species tree inference would perform on data with 57 paralogs. The motivation for exploring this question was 58 two-fold. First, as MSC-based species tree inference has 59 become commonplace and as practitioners are almost 60 never certain that their data contain no paralogs, it 61 is important to understand the effect of such hidden 62 paralogy on the quality of the inference. Second, as larger 63 phylogenomic data sets become available, insistence on 64 single-copy genes would mean throwing away most of 65 the data and potentially keeping a number of loci that is 66 severely inadequate for the data requirement for MSC-67 based inference methods to perform well. We investigated 68 the question through a combination of simulations and 69 biological data analyses. Our results show that MSC-70 based inference is robust to the presence of paralogs in 71 the data, at least under the simulation conditions and on 72 the empirical data sets we investigated.
73
Our results highlight the issue that MSC-based 74 inference could result in very accurate species trees even 75 when ILS is not a factor or not the only factor. This 76 finding implies that orthology detection and restricting 77 data to single-copy genes as a requirement for employing 78 MSC-based inference can be mostly eliminated, thus 79 making use of as much of the data as possible. In 80 particular, for very large data sets (in terms of the 81 number of species), eliminating all but single-copy 82 genes might leave too few loci for the species tree 83 to be inferred accurately. Our findings show that this 84 data exclusion could be an unnecessary practice. It is 85 important to note however, that our results do not apply 86 to concatenated analyses, and in such cases the presence 87 of paralogs may indeed have a large, negative effect 88 (Brown and Thomson, 2016) . Species tree inference from 89 a concatenation of the sequences with gene families is 90 challenging in the presence of paralogs for at least two 91 reasons. First, when gene families have different numbers 92 of copies across species, the concatenated alignment will 93 have very large gaps. Second, correct orthology detection 94 is still required, so that orthologous gene copies are 95 placed in correct correspondence across the multiple 96 genomes in the concatenated alignment. This issue is 97 very important to examine so as to avoid aligning 98 non-orthologous sequences in the concatenated data set. 99 In our simulations, we generated gene families under 100 a neutral model and with GDL rates that were the same 101 across all families. It is well known that the functional 102 implications of gene duplication and the ways in which 103 they are fixed and maintained in the genome result in 104 much more complex scenarios than those captured in our 105 simulations (Hahn, 2009; Innan and Kondrashov, 2010) . 106 However, analyses of the two biological data sets yield 107 results with very similar trends to those observed in our 108 simulations. Furthermore, the assumptions underlying 109 the MSC model are also undoubtedly violated in most 110 empirical data sets. Another direction for future research 111 entails characterizing the conditions under which species 112 "YanEtAl" -2020/3/24 -20:13 -page 11 -#11 Zhu, J., Yu, Y., and Nakhleh, L. 2016.
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