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Abstract—A sensor node that is sending measurement up-
dates regarding some physical phenomenon to a destination is
considered. The sensor relies on energy harvested from nature
to transmit its updates, and is equipped with a finite B-sized
battery to save its harvested energy. Energy recharges the battery
incrementally in units, according to a Poisson process, and one
update consumes one energy unit to reach the destination. The
setting is online, where the energy arrival times are revealed
causally after the energy is harvested. The goal is to update
the destination in a timely manner, namely, such that the long
term average age of information is minimized, subject to energy
causality constraints. The age of information at a given time is
defined as the time spent since the latest update has reached the
destination. It is shown that the optimal update policy follows a
renewal structure, where the inter-update times are independent,
and the time durations between any two consecutive events of
submitting an update and having k units of energy remaining
in the battery are independent and identically distributed for a
given k ≤ B − 1. The optimal renewal policy for the case of
B = 2 energy units is explicitly characterized, and it is shown
that it has an energy-dependent threshold structure, where the
sensor updates only if the age grows above a certain threshold
that is a function of the amount of energy in its battery.
I. INTRODUCTION
An energy harvesting sensor monitors some physical phe-
nomenon and sends measurement updates about it to a destina-
tion. Updates are to be sent such that the long term average age
of information is minimized. The age of information is the time
spent since the freshest update has reached the destination. The
sensor relies on energy harvested from nature to measure and
send its updates, and is equipped with a finite B-sized battery
to save its incoming energy. We characterize optimal online
policies for this problem, where the sensor has only causal
knowledge of the energy harvesting process.
In this work, we connect results from the energy harvesting
communication literature and the age of information mini-
mization literature by using the age of information metric as
a means to assess the performance of a single-user energy
harvesting communication channel. The energy harvesting
communication literature is broadly categorized into offline
and online settings, depending on whether the energy arrival
times/amounts are known prior to the start of communication.
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Offline energy management works consider, e.g., single-user
channels [1]–[4]; multiuser channels [5]–[9]; and multi hop
and relay channels [10]–[14]. Recent online works include
the near-optimal results for single-user and multiuser channels
[15]–[18], systems with processing costs [19], and systems
with general utilities [20].
Age of information minimization is generally studied in a
queuing-theoretic framework, including a single source setting
[21]; multiple sources [22]; variations of the single source
setting such as randomly (out of order) arriving updates
[23], update management and control [24], and nonlinear age
metrics [25], [26]; multi hop networks [27]; broadcasting, mul-
ticasting, and multi streaming [28]–[30]; coding over erasures
[31]; and caching systems [32].
Assessing the performance of energy harvesting commu-
nication systems by the age of information metric has re-
cently gained some attention [33]–[40]. Except for [36], an
underlying assumption in these works is that energy expen-
diture is normalized, i.e., it takes one energy unit to send
an update to the destination. References [33], [34] study a
system with an infinite-sized battery, with [33] considering
online scheduling with random service times (time for the
update to take effect), and [34] considering offline and online
scheduling with zero service times. The offline policy in
[34] is extended to fixed non-zero service times in [35] for
single and multi hop settings, and to energy-controlled service
times in [36]. The online policy in [34] is found by dynamic
programming in a discrete-time setting, and was shown to be
of a threshold structure, where an update is sent only if the
age of information is higher than a certain threshold. Motivated
by the results in the infinite battery case, [37] then analyzes
the performance of threshold policies under a finite-sized
battery and varying channel assumptions, yet with no claim of
optimality. Reference [38] proves the optimality of threshold
policies when the battery size is equal to one unit using
tools from renewal theory; it also provides an asymptotically
optimal update policy when the battery size grows infinitely
large. In our recent work [39], we extend the results of [38]
and formally prove the optimality of threshold policies for
any finite-sized battery in an online setting where the battery
is randomly fully recharged over time, i.e., whenever energy
is harvested, it completely fills up the battery. An interesting
result is recently reported in [40], where status updates send
information, other than that related to measurements, in an
energy harvesting single-user channel.
In this work, we complement our results in [39] and
study age-optimal online policies for an energy harvesting
sensor with a finite battery with random incremental battery
recharges; that is, energy is harvested in units as in [37], [38],
as opposed to full chunks as in [39]. We extend the unit
battery results of [38] and show that for a finite battery of
size B, the optimal status update policy that minimizes the
long term average age of information is a renewal policy:
the times in between the two consecutive events where the
sensor sends an update and has k energy units remaining
in its battery, for some 0 ≤ k ≤ B − 1, are independent
and identically distributed (i.i.d.). Further, we show that inter-
update times are independent. Based on these results, we
explicitly solve the case of B = 2 energy units, and formally
prove, using optimization tools, that the optimal policy is
an energy-dependent threshold policy: the sensor submits an
update only if the instantaneous age of information is above
a certain threshold that depends on the energy in its battery.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a sensor node that collects measurements from
a physical phenomenon and sends updates to a destination
over time. The sensor relies on energy harvested from nature to
acquire and send its updates, and is equipped with a battery of
finite size B to save its incoming energy. The sensor consumes
one unit of energy to measure and send out an update to the
destination. We assume that updates are sent over an error-
free link with negligible transmission times as in [34], [37]–
[39]. Energy arrives (is harvested) one unit at a time, at times
{t1, t2, . . . } according to a Poisson process of rate 1. Our
setting is online in which energy arrival times are revealed
causally over time; only the arrival rate is known a priori.
Let si denote the time at which the sensor acquires (and
transmits) the ith measurement update, and let E(t) denote
the amount of energy remaining in the battery at time t. We
then have the following energy causality constraint [1]
E
(
s−i
)
≥ 1, ∀i (1)
We assume that we begin with an empty battery at time 0, and
that the battery evolves as follows over time
E
(
s−i
)
= min
{
E
(
s−i−1
)
− 1 +A (xi) , B
}
(2)
where xi , si−si−1, and A(xi) denotes the amount of energy
harvested in [si−1, si). Note that A(xi) is a Poisson random
variable with parameter xi. We denote by F , the set of feasible
transmission times {si} described by (1) and (2) in addition
to an empty battery at time 0, i.e., E(0) = 0.
The goal is to choose an online feasible transmission policy
{si} (or equivalently {xi}) such that the long term average
of the age of information experienced at the destination is
minimized. The age of information is defined as the time
elapsed since the latest update has reached the destination.
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Fig. 1. Example of the age evolution versus time with n(t) = 3.
The age at time t is formally defined as
a(t) , t− u(t) (3)
where u(t) is the time stamp of the latest update received
before time t. Let n(t) denote the total number of updates sent
by time t. We are interested in minimizing the area under the
age curve, see Fig. 1 for a possible sample path with n(t) = 3.
At time t, this area is given by
r(t) ,
1
2
n(t)∑
i=1
x2i +
1
2
(
t− sn(t)
)2
(4)
and therefore the goal is to characterize the following quantity
r¯ , min
x∈F
lim sup
T→∞
1
T
E [r(T )] (5)
where E(·) is the expectation operator. In the next section, we
characterize the structure of the optimal policy.
III. OPTIMAL SOLUTION STRUCTURE:
RENEWAL TYPE POLICIES
In this section, we show that the optimal update policy
that solves problem (5) has a renewal structure. Namely, we
show that it is optimal to transmit updates in such a way that
the inter-update delays are independent over time; and that
the time durations in between the two consecutive events of
transmitting an update and having k ≤ B − 1 units of energy
left in the battery are i.i.d., i.e. these events occur at times that
constitute a renewal process. We first introduce some notation.
Let the pair (E(t), a(t)) represent the state of the system at
time t. Fix k ∈ {0, 1, . . . , B−1}, and consider the state (k, 0),
which means that the sensor has just submitted an update and
has k units of energy remaining in its battery. Let li denote
the time at which the system visits (k, 0) for the ith time.
We use the term epoch to denote the time in between two
consecutive visits to (k, 0). Observe that there can possibly be
an infinite number of updates occurring in an epoch, depending
on the energy arrival pattern and the update time decisions. For
instance, in the ith epoch, which starts at li−1, one energy unit
may arrive at some time li−1+ τ1,i, at which the system goes
to state (k+1, τ1,i), and then the sensor updates afterwards to
get the system state back to (k, 0) again. Another possibility
(if k ≥ 1) is that the sensor first updates at some time li−1 +
xk,i, at which the system goes to state (k − 1, 0), and then
two consecutive energy units arrive at times li−1 + τ1,i and
li−1+τ1,i+τ2,i, respectively, at which the system goes to state
(k+1, τ1,i+τ2,i), and then the sensor updates afterwards to get
the system state back to (k, 0) again. Depending on how many
energy arrivals occur in the ith epoch, how far apart from each
other they are, and the status update times, one can determine
the length of the ith epoch and how many updates it has.
Observe that the update policy in the ith epoch may depend on
the history of events (energy arrivals and transmission updates)
that occurred in previous epochs, which we denote by Hi−1.
Our main result in this section shows that this is not the case,
under some mild technical conditions, and that epoch lengths
should be i.i.d. We first have the following definition.
Definition 1 (Uniformly Bounded Policy) An online policy
whose inter-update times, as a function of the energy arrival
times, have a bounded second moment.
We focus on uniformly bounded policies as per Definition 1.
Such policies were also considered in [38] in the analysis of
the B = 1 case. We now have the following theorem; the
proof is in Appendix A.
Theorem 1 In the optimal solution of problem (5), any
uniformly bounded policy is a renewal policy. That is, the
sequence {li} denoting the times at which the system visits
state (k, 0) forms a renewal process.
Based on Theorem 1, the following corollary now follows.
Corollary 1 In the optimal solution of problem (5), the inter-
update times are independent.
Proof: Observe that whenever an update occurs the system
enters state (j, 0) for some j ≤ B− 1. The system then starts
a new epoch with respect to state (j, 0). Since the choice
of k energy units in Theorem 1 is arbitrary, the results of
the theorem now tell us that the update policy in that epoch,
and therefore its length, is independent of the past history, in
particular the past inter-update lengths. 
In the next section, we show how to use the results of
Theorem 1 and Corollary 1 to provide an explicit solution
for the case of B = 2 energy units.
IV. THE CASE B = 2
Based on Corollary 1, we now introduce the following
notation regarding the update policy in a given epoch. Starting
from state (0, 0) at time l0, the sensor has to wait for the first
energy arrival in the epoch, which occurs after some time τ1,
and at which the system state becomes (1, τ1). Since the sensor
now has energy, it schedules its next update at l0 + y1(τ1),
for some function y1(·) to be optimally characterized. Now if
another energy arrival occurs at time l0 + τ1 + τ2, with τ2 >
y1(τ1) − τ1, the sensor transmits the update as scheduled at
l0+y1(τ1) and the system state returns to (0, 0) again. On the
other hand, if this second energy arrival occurs relatively early,
i.e., τ2 ≤ y1(τ1) − τ1, the system state becomes (2, τ1 + τ2)
at l0 + τ1 + τ2, and the sensor reschedules its update to be at
y¯2(τ1, τ2)
τ2
y1(τ1)
l0
age
timeτ1
age
timel0 τ1 τ2
Fig. 2. Age of information versus time under the two possible ways of
updating starting from state (0, 0) at time l0. On the left, the second energy
arrival occurs late, and hence we have one energy arrival followed by one
update, returning to state (0, 0) again at l0+y1(τ1). On the right, the second
energy arrival occurs early, and hence we have two energy arrivals followed
by one update, entering state (1, 0) at l0 + y¯2(τ1, τ2). The yellow boxes
represent energy units in the battery.
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Fig. 3. Age of information versus time under the two possible ways of
updating starting from state (1, 0) at time l1. On the left, the first energy
arrival occurs late, and hence the sensor updates and enters state (0, 0) at
l1 + x1. On the right, the first energy arrival occurs early, and hence we
have one energy arrival followed by an update, returning to state (1, 0) at
l1 + y2(τ1). The yellow boxes represent energy units in the battery.
l0 + y¯2(τ1, τ2) instead of l0 + y1(τ1). Note that it is not clear
so far whether y¯2(τ1, τ2) depends only on the age τ1+ τ2; we
leave it as a general function of the pair (τ1, τ2) for now. The
above two cases are illustrated in Fig. 2.
Once the sensor has two energy units in its battery, it will
eventually send an update making the system state become
(1, 0) at some time l1. The sensor then schedules its next
update at l1 + x1, for some x1 to be optimally characterized.
If the first energy arrival after l1 occurs at time l1 + τ1 with
τ1 > x1, the sensor transmits the update at l+x1 as scheduled,
whence the state becomes (0, 0). Note that by energy causality,
x1 cannot depend on τ1, and since it also does not depend on
the past history before l1 (by Corollary 1), it is therefore a
constant. On the other hand, if the first energy arrival occurs
relatively early, i.e., τ1 ≤ x1, the state becomes (2, τ1) at l1+
τ1, and the sensor reschedules the update to be at l1 + y2(τ1)
instead of l1 + x1. Note that it is not clear so far whether
y2(·) and y¯2(·, ·) are identical, since the former depends on
only one random variable, as opposed to depending on two
random variables in the latter; we optimally characterize both
functions later on in the analysis. The above two cases are
illustrated in Fig. 3.
In summary, the optimal update policy for the case B = 2
in a given epoch is completely characterized by the constant
x1, and the functions y1(·), y2(·), and y¯2(·, ·). Since these
represent the possible inter-update delays, we conclude by
Corollary 1 that they do not depend on each other. We denote
τ1 τ2
y1(τ1)
age
time
Fig. 4. First possible way to return to state (0, 0).
by R (x1, y1, y2, y¯2) and L (x1, y1, y2, y¯2) the area under the
age curve in the epoch and its length, respectively, as a
function of the policy (x1, y1, y2, y¯2). By Theorem 1 (and
Corollary 1), one can use the strong law of large numbers
of renewal processes [41] to reduce problem (5) to be an
optimization over a single epoch as follows
min
x1,y1,y2,y¯2
E [R (x1, y1, y2, y¯2)]
E [L (x1, y1, y2, y¯2)]
s.t. x1 ≥ 0
y1(τ) ≥ τ, ∀τ
y2(τ) ≥ τ, ∀τ
y¯2(τ1, τ2) ≥ τ1 + τ2, ∀τ1, τ2 (6)
where the expectation is on the energy arrival patterns in the
epoch. Note that the constraints on the functions y1, y2, and
y¯2, represent the energy causality constraints. Next, in order to
evaluate the expectations in the objective function, one needs
to study the different patterns that can occur in a single epoch.
We do so in the following subsection.
A. Renewal State Analysis
Consider the state (0, 0) as the renewal state1, and without
loss of generality assume that we start at time 0. Let us now
state the possible ways of returning to that state. Note that
the sensor has to wait for at least one energy arrival to update
since it starts with no energy at state (0, 0).
• The first way to return to (0, 0) is to receive an energy
arrival after τ1 time units, and then update at y1(τ1). This
could happen if and only if the following energy arrival,
occurring at τ2 time units after the first arrival, arrives
after y1(τ1)− τ1. See Fig. 4.
• The second way is to receive another energy arrival after
the first one, before using the first energy unit to update.
Then, submit the first update at y¯2(τ1, τ2), which makes
the state become (1, 0), and then submit another update
after x1 time units. This could happen if and only if the
following energy arrival, occurring at τ3 time units after
the first update, is such that τ3 > x1. See Fig. 5.
• The third way is exactly as the second way, but with
τ3 ≤ x1, and hence the system goes to state (2, τ3) with
1From Theorem 1, we know that both states (0, 0) and (1, 0) are renewal
states. While we choose to perform our analysis using state (0, 0), we note
that one can reach the same results if state (1, 0) is chosen instead.
age
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Fig. 5. Second possible way to return to state (0, 0).
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Fig. 6. Third possible way to return to state (0, 0).
the third energy arrival. Then, the sensor updates after
y2(τ3) time units from the first update (as opposed to x1
in the second way), which makes the state become (1, 0),
and then finally submit a third update after x1 time units.
As before, this could happen if and only if the following
energy arrival, occurring at τ4 time units after the second
update, is such that τ4 > x1. See Fig. 6.
• In general, the mth way, m ≥ 3, begins exactly as in the
second way by submitting the first update at y¯2(τ1, τ2).
Then, the second phase of the third way, namely, going
from state (1, 0) to (2, τ3) to (1, 0) again, keeps repeating
form−2 times. By the end of these repetitions the system
will be in state (1, 0). This is finally followed by the mth
(and last) update after x1 time units. See Fig. 7.
Based on the above, one can write the area under the age
curve, R, in a single epoch as in equation (7) at the top
of the next page2. There, 1A = 1 if event A is true, and
is 0 otherwise. Taking expectations and simplifying (mainly
through using the fact that τi’s are i.i.d.), we get
E [R] =
(
1
2
x21 + e
x1
∫ x1
0
1
2
y2(τ)
2e−τdτ
)
×
(
1−
∫ ∞
0
e−y1(τ)dτ
)
+
∫ ∞
0
1
2
y1(τ)
2e−y1(τ)dτ
+
∫ ∞
τ1=0
∫ y1(τ1)−τ1
τ2=0
1
2
y¯2(τ1, τ2)
2e−τ1e−τ2dτ1dτ2
(9)
2From now onwards, we drop the dependency on the tuple (x1, y1, y2, y¯2)
from R and L for convenience.
τ1 τ2
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age
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Fig. 7. General mth possible way to return to state (0, 0), m ≥ 3.
R =
1
2
y1(τ1)
2
1τ2>y1(τ1)−τ1 +
(
1
2
y¯2(τ1, τ2)
2 +
1
2
x21
)
1τ2≤y1(τ1)−τ11τ3>x1
+
(
1
2
y¯2(τ1, τ2)
2 +
1
2
y2(τ3)
2 +
1
2
x21
)
1τ2≤y1(τ1)−τ11τ3≤x11τ4>x1
+
(
1
2
y¯2(τ1, τ2)
2 +
1
2
y2(τ3)
2 +
1
2
y2(τ4)
2 +
1
2
x21
)
1τ2≤y1(τ1)−τ11τ3≤x11τ4≤x11τ5>x1
+ . . . (7)
L =y1(τ1)1τ2>y1(τ1)−τ1 + (y¯2(τ1, τ2) + x1)1τ2≤y1(τ1)−τ11τ3>x1
+ (y¯2(τ1, τ2) + y2(τ3) + x1)1τ2≤y1(τ1)−τ11τ3≤x11τ4>x1
+ (y¯2(τ1, τ2) + y2(τ3) + y2(τ4) + x1)1τ2≤y1(τ1)−τ11τ3≤x11τ4≤x11τ5>x1
+ . . . (8)
Equation (9) is justified in Appendix B. Similarly, the epoch
length L is given by (8) at the top of this page, and its
expectation is given by
E [L] =
(
x1 + e
x1
∫ x1
0
y2(τ)e
−τdτ
)
×
(
1−
∫ ∞
0
e−y1(τ)dτ
)
+
∫ ∞
0
y1(τ)e
−y1(τ)dτ
+
∫ ∞
τ1=0
∫ y1(τ1)−τ1
τ2=0
y¯2(τ1, τ2)e
−τ1e−τ2dτ1dτ2 (10)
We use the above results to characterize the structure of the
optimal policy for problem (6) in the next subsection.
B. Optimal Solution for Problem (6): Threshold Policies
We define the following parameterized problem to charac-
terize the optimal solution of problem (6)
p2(λ) , min
x1,y1,y2,y¯2
E [R]− λE [L]
s.t. x1 ≥ 0
y1(τ) ≥ τ, ∀τ
y2(τ) ≥ τ, ∀τ
y¯2(τ1, τ2) ≥ τ1 + τ2, ∀τ1, τ2 (11)
where the subscript 2 in p2(λ) denotes the B = 2 case that
we consider here. This approach has also been used in [42].
We now have the following lemma.
Lemma 1 p2(λ) is decreasing in λ, and the optimal solution
of problem (6) is given by λ∗ that solves p2(λ
∗) = 0.
Proof: Let λ1 > 0, and let the solution of problem (11)
be given by
(
x
(1)
1 , y
(1)
1 , y
(1)
2 , y¯
(1)
2
)
for λ = λ1, with the
corresponding average area under the age curve in the epoch
and the average epoch length given by E
[
R(1)
]
and E
[
L(1)
]
,
respectively. Now for some λ2 > λ1, one can write
p2(λ1) = E
[
R(1)
]
− λ1E
[
L(1)
]
> E
[
R(1)
]
− λ2E
[
L(1)
]
≥ p2(λ2). (12)
where the last inequality follows since
(
x
(1)
1 , y
(1)
1 , y
(1)
2 , y¯
(1)
2
)
is also feasible in problem (11) for λ = λ2.
Next, note that both problems (11) and (6) have the same
feasible set. In addition, if p2(λ) = 0, then the objective
function of (6) satisfies E [R] /E [L] = λ. Hence, the objective
function of (6) is minimized by minimizing λ ≥ 0 such that
p2(λ) = 0. Finally, by the first part of lemma, there can only
be one such λ, which we denote λ∗. 
By Lemma 1, one can simply use a bisection method to
find λ∗ that solves p2(λ
∗) = 0. This λ∗ certainly exists since
p2(0) > 0 and limλ→∞ p2(λ) = −∞. We focus on problem
(11) in the rest of this subsection, for which we introduce the
following Lagrangian [43]
L =E [R]− λE [L]− η1x1 −
∫ ∞
0
γ1(τ) (y1(τ)− τ) dτ
−
∫ ∞
0
γ2(τ) (y2(τ) − τ) dτ
−
∫ ∞
0
∫ ∞
0
γ¯2(τ1, τ2) (y¯2(τ1, τ2)− τ1 − τ2) dτ1dτ2
(13)
where η1, γ1(·), γ2(·), γ¯2(·, ·) are Lagrange multipliers. Us-
ing (9) and (10), we take the (functional) derivative of the
Lagrangian with respect to y¯2(t1, t2) and equate it to 0 to get
y¯2(t1, t2) = λ+
γ¯2(t1, t2)
e−(t1+t2)
(14)
Now if t1+t2 < λ, then y¯2(t1, t2) has to be larger than t1+t2,
for if it were equal, the right hand side of the above equation
would be larger than the left hand side. By complementary
slackness [43], we conclude that in this case γ¯2(t1, t2) = 0,
and hence y¯2(t1, t2) = λ. On the other hand, if t1 + t2 ≥ λ,
then y¯2(t1, t2) has to be equal to t1 + t2, for if it were larger,
then by complementary slackness γ¯2(t1, t2) = 0 and the right
hand side of the above equation would be smaller than the left
hand side. In conclusion, we have
y¯2(t1, t2) =
{
λ, t1 + t2 < λ
t1 + t2, t1 + t2 ≥ λ
(15)
The above result says that starting from state (0, 0) the
sensor has to wait at least for λ time units before submitting
an update, provided that it received two consecutive energy
units (without using the first one to send an update) in that
epoch. If these two energy arrivals occur relatively early, i.e.,
t1+ t2 < λ, then the sensor updates exactly after λ time units
from the beginning of the epoch. Otherwise, if t1 + t2 ≥ λ,
then the sensor updates instantly after receiving the second
energy unit. We coin this type of policies λ-threshold policy,
where the sensor can only update if the age grows above a
certain threshold λ. Such policies were first introduced in the
solution of the case of B = 1 energy unit in [38], and have
also appeared in the random full battery recharges analysis in
[39]. We also note from the result in (15) that y¯2(t1, t2) only
depends on the age at the second energy arrival, t1 + t2.
Next, we take the derivative of the Lagrangian with respect
to y2(t) and equate to 0 to get
y2(t) = λ+
γ2(t)
qex1e−t
(16)
where q , 1 −
∫∞
0 e
−y1(τ)dτ . Note that q ∈ [0, 1] since
y1(τ) ≥ τ . Following the same arguments as in the y¯2 case,
we get that
y2(t) =
{
λ, t < λ
t, t ≥ λ
(17)
That is, y2 is also a λ-threshold policy, and y¯2(t1, t2) =
y2(t1 + t2). This settles the earlier question we posed at the
beginning of this section of whether receiving two energy
arrivals starting from state (0, 0) would lead to a different
policy than receiving one energy arrival starting from state
(1, 0); the optimal policy when the sensor has a full battery is
only a function of the age at the time of receiving the second
energy unit in the battery. Next, we take the derivative of the
Lagrangian with respect to x1 and equate to 0 to get
x1 =λ+ e
x1
∫ x1
0
(
λy2(τ)−
1
2
y2(τ)
2
)
e−τdτ
+ λy2
(
x−1
)
−
1
2
y2
(
x−1
)2
+
η1
q
(18)
We now make an assumption that x1 > λ, and verify that as-
sumption below. Based on that, y2
(
x−1
)
= x1 from (17). One
can also use (17) to evaluate the integral in the above equation
in terms of λ and x1. After some algebraic manipulations, we
get that for x1 > 0, η1 = 0 by complementary slackness, and
the following holds
x1 = log
(
1
e−λ − 12λ
2
)
(19)
where log is the natural logarithm. It is direct to see from (19)
that x1 > λ as assumed above.
Finally, we take the derivative of the Lagrangian with
respect to y1(t) and equate to 0 to get
y1(t) =λ+ e
x1
∫ x1
0
(
λy2(τ) −
1
2
y2(τ)
2
)
e−τdτ + λx1 −
1
2
x21
+
1
2
y1(t)
2 −
1
2
y¯2
(
t, (y1(t)− t)
−
)2
− λy1(t) + λy¯2
(
t, (y1(t)− t)
−
)
+
γ1(t)
e−y1(t)
(20)
We now make another assumption that y1(t) > λ, ∀t, and
verify it below. Based on this assumption, we conclude by
(15) that y¯2
(
t, (y1(t)− t)
−
)
= y1(t). We substitute this in
(20), and use (18) to get
y1(t) = x1 +
γ1(t)
e−y1(t)
(21)
which verifies that y1(t) > λ, ∀t, since x1 > λ. Similar to the
arguments used in deriving (15) and (17), we conclude from
(21) that y1 is an x1-threshold policy given by
y1(t) =
{
x1, t < x1
t, t ≥ x1
(22)
Similar to the discussion regarding the equivalence of y¯2 and
y2, we conclude from (22) that starting from state (0, 0) and
receiving one energy unit is equivalent to starting from state
(1, 0) and receiving no energy units; in both cases, the sensor
has the same threshold x1 after which it can update. Using
(15), (17), (19), and (22) we get that
p2(λ) =
1
2
λ2 + (λ+ 1)e−λ + λ
−
(
e−λ −
1
2
λ2 + 1
)
log
(
1
e−λ − 12λ
2
)
(23)
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Fig. 8. Comparison of the optimal policy for B = 2 to other policies:
uniform updating, and energy-aware adaptive updating of [38].
It now remains to find λ∗. Towards that, we first note that
we have an upper bound on λ∗ given by 0.9012, the solution
of the B = 1 case derived in [38]. We also have a lower bound
of 0.5, which is the optimal solution in the case of having an
infinite battery, also derived in [38]. Using bisection, we find
that the optimal solution at which p2(λ
∗) = 0 is given by
λ∗ ≈ 0.72, with the corresponding x∗1 ≈ 1.48. Observe that
the fact that x∗1 is larger than λ
∗ implies the intuitive behavior
that the sensor is less eager to send an update if it has only
one energy unit, compared to when it has a full battery of two
energy units.
C. Comparison to Other Policies
We now compare the optimal result derived above with
other schemes and system models in the literature. We first
compare it to the energy-aware adaptive status update policy
introduced and analyzed in [38]. In there, the sensor schedules
its next update based on the amount of energy in its battery;
if the energy is less than B/2, it schedules the next update
after 1/(1 − β) time units, for some constant β < 1; if the
energy is larger than B/2, it schedules the next update after
1/(1 + β) time units; and if the energy is exactly equal to
B/2, it schedules the next update after 1 time unit. Then,
if the sensor has no energy at its scheduled update time, it
stays silent, and reschedules its following update accordingly
after 1/(1−β) time units. We note that for β = 0, this energy-
aware status update policy transforms into a best effort uniform
update policy, which is the optimal solution for the infinite
battery case [38]. We also note that the constant β is chosen
in [38] such that the policy is asymptotically optimal in the
battery size. Specifically, it is chosen equal to z logB/B for
some positive integer z that controls the policy’s asymptotic
behavior. We compare our optimal policy to the energy-aware
policy above for z = 2, z = 1, and z = 0 (uniform update
policy) in Fig. 8. We see that it outperforms all of them.
Finally, we compare the optimal policy to our recent results
on an altered system model of the same problem [39]. There,
the battery is fully recharged randomly over time, i.e., energy
arrives in chunks of B energy units, as opposed to the incre-
mental unit recharges considered in this work. We consider
two situations of this random battery recharges to compare
with. The first is when the Poisson arrival process is of unit
rate, and the second is when it is of rate 1/2. The second
case corresponds to an average recharge rate of B/2 = 1
energy unit per unit time, as considered in this work. From
[39], the optimal long term average age for the first situation
is given by r∗1 = 0.59. While the analysis in [39] is done for a
Poisson arrival process of unit rate, it can be directly extended
to account for that of rate 1/2; this gives the optimal long term
average age for the second situation by r∗2 = 1.18, which is
double r∗1 , since the average recharge rate is reduced to half.
We conclude from this that while it is clearly better to have
the battery recharged by 2 energy units, as opposed to only 1,
every one time unit on average (r∗1 < λ
∗), it is worse to be
recharged by 2 energy units every 2 time units on average, as
opposed to 1 energy unit per unit time (r∗2 > λ
∗), although the
recharge rate is the same. The latter conclusion for the second
situation is due to the fact that the system with 1 energy unit
recharge per unit time considered in this work gives more
flexibility to the sensor on when to update compared to the
system with 2 energy units recharge every 2 time units. This
flexibility allows the sensor to submit updates more uniformly
over time, which achieves better age by convexity of the square
function that governs the areas of the triangles constituting the
total area under the age curve to be minimized.
V. CONCLUSION AND FUTURE DIRECTIONS
We have characterized optimal online policies for energy
harvesting sensors with B-sized batteries that minimize the
long term average age of information, subject to energy
causality constraints. We have considered a noiseless channel
where a transmission update consumes one energy unit and
arrives instantaneously at the receiver. Under a Poisson energy
arrival process with unit rate, energy units arrive at the sensor’s
battery in an incremental fashion, i.e., one energy unit per
arrival. We first have shown that the optimal status update
policy has a renewal structure. Specifically, the times between
the two consecutive events of submitting an update and having
k energy units remaining in the battery afterwards, 0 ≤ k ≤
B−1, are i.i.d. Then, we have thoroughly studied the specific
scenario of B = 2 energy units and further shown that the
optimal renewal policy has an energy-dependent threshold
structure: the sensor submits an update only if the age of
information surpasses a certain threshold which is a function
of the energy available in its battery.
From the analysis of the B = 2 case, it is amenable to
show that threshold policies are also optimal for any B ≥
3. One main difficulty in showing that is the combinatorial
nature of how the different B random variables that govern the
energy arrivals in between inter-updates are related. Similar
to the approaches in [15]–[20], it is therefore of interest to
study near-optimal renewal-type policies that provably perform
within a constant gap from the optimal solution of problem
(5) in future works.
APPENDIX
A. Proof of Theorem 1
We prove this by showing that any given status update
policy that is uniformly bounded according to Definition 1 is
outperformed by a renewal policy as defined in the theorem.
Let us consider the ith epoch (time between two consecutive
visits to state (k, 0)); we introduce the following notation
regarding the energy arrivals occurring in it. Let τ1,i denote
the time until the first energy arrival after the epoch starts, and
let there be j1 status updates after that energy arrival before
a second energy arrival occurs. If j1 ≥ 1, then let τ2,i denote
the time until the first energy arrival after the j1th update.
Otherwise, if j1 = 0, then let τ2,i denote the inter-arrival time
between the first and the second energy arrivals in the epoch.
Similarly, let there be j2 status updates after the second energy
arrival before a third energy arrival occurs. If j2 ≥ 1, then let
τ3,i denote the time until the first energy arrival after the j2th
update. Otherwise, if j2 = 0, then let τ3,i denote the inter-
arrival time between the second and the third energy arrivals
in the epoch. We continue defining τj,i’s, j = 1, 2, . . . , until
the epoch ends by retuning back to state (k, 0) again. Finally,
in the event that the jth energy arrival in the epoch makes the
battery full, then we wait until the first status update occurs
after that event and denote by τj+1,i the time until the first
energy arrival after that update, i.e., we do not account for
energy arrivals that cause battery overflows.
As noted before Theorem 1, there can possibly be an infinite
number of updates before the system returns back to state
(k, 0), depending on the energy arrival pattern and the update
time decisions. For a given status update policy, one can
enumerate all such patterns. For instance, following the above
notation, the first pattern could be when the system goes from
state (k, 0) to state (k+1, τ1,i) and then to state (k, 0) again;
the second pattern could be when the system goes through
the following sequence of states: (k, 0)− (k + 1, τ1,i)− (k +
2, τ1,i+τ2,i)−(k+1, 0)−(k, 0); and so on. Let the vector τm,i
contain all the τj,i’s in the mth pattern. Note that this vector’s
length varies with the pattern. For instance, we have τ1,i = τ1,i
and τ2,i = [τ1,i, τ2,i] for the above two pattern examples,
respectively. For a given status update policy, one can also
compute the probability of occurrence of the mth pattern in
the ith epoch, denoted by pm,i, with
∑∞
m=1 pm,i = 1. Let
us also denote by Rm,i the area under the age curve in that
epoch, given that it went through the mth pattern.
Next, for a fixed history Hi−1 and a pattern m, let us group
all the status updating sample paths that have the same τm,i
and perform a statistical averaging over all of them to get
the following average age in the ith epoch given that it went
through the mth pattern
Rˆm,i (γm,Hi−1) , E [Rm,i|τm,i = γm,Hi−1] (24)
Now for a given time T , let NT denote the number of epochs
that have already started by time T . Then, we have
E [Rm,i · 1i≤NT ]
= EHi−1
[
Eτm,i
[
Rˆm,i (γm,Hi−1)
]
· 1i≤NT
∣∣∣Hi−1] (25)
where equality follows since 1i≤NT is independent of τm,i
given Hi−1. Similarly, let xk,m,i denote the length of the
ith epoch under the mth pattern, and define its (conditional)
average as
xˆk,m,i (γm,Hi−1) , E [xk,m,i|τm,i = γm,Hi−1] (26)
Finally, we denote by Ri and xk,i the area under the age
curve in the ith epoch and its length, respectively, irrespective
of which pattern it went through.
Next, note that by (4), the following holds
1
T
∞∑
i=1
Ri1i≤NT−1 ≤
r(T )
T
≤
1
T
∞∑
i=1
Ri1i≤NT (31)
Following similar analysis as in [38, Appendix C-1], one can
show that
lim
T→∞
E [RNT ]
T
= 0 (32)
for any uniformly bounded policy as in Definition 1. Hence,
the expected values of the upper and lower bounds in (31)
are equal as T → ∞. Hence, in the sequel, we derive a
lower bound on 1
T
E [
∑∞
i=1 Ri1i≤NT ] and use the above note
to conclude that it is also a lower bound on
E[r(T )]
T
as T →∞.
Towards that end, note that E [
∑∞
i=1 xk,i1i≤NT ] ≥ T . Then,
we have
1
T
E
[
∞∑
i=1
Ri1i≤NT
]
≥
E [
∑∞
i=1Ri1i≤NT ]
E [
∑∞
i=1 xk,i1i≤NT ]
(33)
We now proceed by lower bounding the right hand side
of the above equation through a series of equations at the
top of the next page. In there, (27) follows from (25) and
the monotone convergence theorem, together with the fact
that E [Ri] =
∑∞
m=1 pm,iE [Rm,i]; R
∗ (Hi−1) is the mini-
mum value of
∑
∞
m=1
pm,iEτm,i [Rˆm,i(γm,Hi−1)]∑
∞
m=1 pm,iEτm,i [xˆk,m,i(γm,Hi−1)]
; and Rmin is
the minimum value of R∗ (Hi−1) over all possible epochs
and their corresponding histories, i.e., the minimum over all
i and Hi−1. This, together with the fact that E [xk,i] =∑∞
m=1 pm,iE [xk,m,i], gives the last inequality.
Observe that a policy achievingR∗ (Hi−1) is a policy which
is a function of the possible energy arrival patterns in the
ith epoch τm,i’s only, since the history Hi−1 is fixed. Since
the energy arrival process is Poisson with rate 1, it follows
that the random vector τm,i consists of i.i.d. exponential
random variables with parameter 1, and that {τm,i} are also
independent across epochs. Therefore, if we repeat the policy
that achieves Rmin over all epochs, we get a renewal policy
where the epoch lengths are also i.i.d., and {li} forms a
renewal process. This completes the proof.
E [
∑∞
i=1 Ri1i≤NT ]
E [
∑∞
i=1 xk,i1i≤NT ]
=
∑∞
i=1 EHi−1
[∑∞
m=1 pm,iEτm,i
[
Rˆm,i (γm,Hi−1)
]
· 1i≤NT
∣∣∣Hi−1]
E [
∑∞
i=1 xk,i1i≤NT ]
(27)
=
∑∞
i=1 EHi−1
[∑∞
m=1 pm,iEτm,i [xˆk,m,i (γm,Hi−1)] ·
∑
∞
m=1
pm,iEτm,i [Rˆm,i(γm,Hi−1)]∑
∞
m=1
pm,iEτm,i [xˆk,m,i(γm,Hi−1)]
· 1i≤NT
∣∣∣Hi−1
]
E [
∑∞
i=1 xk,i1i≤NT ]
(28)
≥
∑∞
i=1 EHi−1
[∑∞
m=1 pm,iEτi [xˆk,m,i (γ,Hi−1)] ·R
∗ (Hi−1) · 1i≤NT
∣∣∣Hi−1]
E [
∑∞
i=1 xk,i1i≤NT ]
(29)
≥ Rmin (30)
B. Justification of (9)
First, we have
E
[
1
2
y1(τ1)
2
1τ2>y1(τ1)−τ1
]
=
∫ ∞
τ1=0
∫ ∞
τ2=y1(τ1)−τ1
1
2
y1(τ1)
2e−τ1e−τ2dτ2dτ1
=
∫ ∞
τ1=0
1
2
y1(τ1)
2e−τ1e−(y1(τ1)−τ1)dτ1
=
∫ ∞
τ1=0
1
2
y1(τ1)
2e−y1(τ1)dτ1 (34)
Next, let us define
α , E
[(
1
2
y¯2(τ1, τ2)
2 +
1
2
x21
)
1τ2≤y1(τ1)−τ1
]
(35)
Since τm is independent of τ1 and τ2 for m ≥ 3, and they are
all i.i.d., we have that the term α gets multiplied by
∑∞
i=1(1−
e−x1)i−1e−x1 = 1 when we compute E[R]. Note that
E
[
1τ2≤y1(τ1)−τ1
]
= 1− P [τ2 > y1(τ1)− τ1]
= 1−
∫ ∞
τ1=0
∫ ∞
τ2=y1(τ1)−τ1
e−τ1e−τ2dτ2dτ1
= 1−
∫ ∞
τ1=0
e−τ1e−(y1(τ1)−τ1)dτ1
= 1−
∫ ∞
τ1=0
e−y1(τ1)dτ1 (36)
and hence the term α can be expanded to
α =
1
2
x21
(
1−
∫ ∞
τ1=0
e−y1(τ1)dτ1
)
+
∫ ∞
τ1=0
∫ y1(τ1)−τ1
τ2=0
1
2
y¯2(τ1, τ2)
2e−τ1e−τ2dτ1dτ2 (37)
Next, let us define
βm ,
∫ x1
0
1
2
y2(τm)
2e−τmdτm, m ≥ 3 (38)
Now observe that, again by the fact that τi’s are i.i.d., the
terms βm’s appear as follows when we take E[R]
β3E
[
1τ2≤y1(τ1)−τ1
]
+
∞∑
m=4
βmE
[
1τ2≤y1(τ1)−τ1
] m∏
i=3
E [1τi≤x1 ]
= β3E
[
1τ2≤y1(τ1)−τ1
] ∞∑
i=0
(
1− e−x1
)i
= ex1β3
(
1−
∫ ∞
τ1=0
e−y1(τ1)dτ1
)
(39)
where the second equality follows since βm is the same for
all m. Equations (34), (37), and (39) yield E[R] in (9).
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