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Abstract
The 2D hexagonal superstructures of h-BN on Rh(111) and graphene on
Ru(0001) were prepared. By Dynamic Force Microscopy(DFM) as well as
spectroscopy methods, these superstructures, which are due to specific lat-
tice mismatches between the overlayer and atomic lattice were highly reso-
luted partly using bimodal DFM and verifying former investigations done by
scanning tunneling microscopy and photo electron spectroscopy. On both
samples, a contrast inversion of the superstructure was observed, so that
the former elevations appeared depressed. Further, 2D force spectroscopy
maps for the first time pointed out that a probably elastic deformation of
the elevated sites of the superstructure is the reason for the observed con-
trast switching. Additionally, Kelvin Probe Force Microscopy measurements
(KPFM) were complemented by 2D KPFM maps. The results showed, that
the substrate bonded sites of the 2D monolayers are areas of lower work
function, which is supported by former PES measurements as well as cal-
culations. Finally the influence of a elastic deformation or rather contrast
inversion on the workfunction was determined, showing an increasing of work
function for the elevated sites pushed towards the transition metal substrate.
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Chapter 1
Motivation and Outline
Since the first fire was controlled by the mankind, a lot of periods have
passed, and inventions and discoveries were made. The industrialization
came up by the power of steam and steel. New technologies arised using
the new discovered semi-metallic behaviour. Transistors and computers,
as we know them today, were invented leading to a second industrial rev-
olution towards a connected world and even influenced and changed our
everyday social life. The next step might already be done by opening the
door towards the small nano world by the great invention of a new type of
microscopes by Binnig, Rohrer, Quate, and Gerber probably leading
to the next technological revolution [1, 2]. The manipulation of xenon atoms
on a nickel surface by Eigler et al. showed that the manipulation of single
atoms on the nanometer scale is possible [3]. The detection and investi-
gation of forces and energies on surfaces between molecules or atoms was
now also enabled and leading to the imaging and visualization of the exact
internal structure of a single pentacene molecule by Gross et al. [4]. With
these probing methods, also materials of lower dimensions could be observed
for the first time in history. The most famous representative graphene, a
two-dimensional hexagonal carbon layer, is of highest interest for nowadays
science and engineering. Its lower dimensionality changes its physical be-
haviour and material properties [5, 6, 7] compared to its three dimensional
counterpart, graphite. New ways of device engineering are opened as for
electromechanical resonators [8], near-field terrahertz probes and detectors
[9] or graphene-based capacitors [10]. Embedded in another 2D hexago-
nal layered material, the hexagonal boron nitride, graphene quantum dots
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were investigated [11]. The hexagonal boron nitride (h-BN), a carbon-like
structure of boron and nitrogen, is an insulating material, which has almost
the same lattice structure compared to graphene. Apart from its electron-
ical properties, it is equally temperature stable as graphene and also has
a high heat conductivity. Due to this behaviour it is also named as the
“white graphene”. This material, grown for example on rhodium (111), is a
promissing basic material for the functionalization of surfaces as well as reg-
ular arrangement of special atomic clusters [12, 13] and molecules [14, 15].
The investigation of this highly interesting hexagonal 2D materials, which
are forming superstructures on transition metals, by the use of Dynamic
Force Microscopy (DFM) as well as Spectroscopy (DFS) is the main goal of
the work presented in this thesis. Therefore, first of all the different forces
acting between a surface and a probing tip are described in the theoreti-
cal chapter 2. Their detection by the use of an Atomic Force Microscope
(AFM) at room temperature is then elucidated in chapter 3, where funda-
mental methods as well as newer scanning methods are described. Chapter
4 and 5 are summarizing the experimental setup and the preparation of the
probes and samples used. The last two chapters 6 and 7 are presenting
the results of the AFM experiments done on superstructures of h-BN on
rhodium (111) as well as on graphene on ruthenium (0001) which are veri-
fying former results but also shape a new view on the mechanical behaviour
of these materials.
Chapter 2
Forces
From the old greeks Aristoteles and Archimedes to Galileo Galilei
and Isaac Newton to the actual modern physics, the history of the under-
standing of forces and their exact mathematical description is still going on.
In the parlance force means in principle that an “influence” on something or
someone is causing a change of its actual state. If we are “forcing” someone,
we are changing the normal behaviour or nature. In classical physics the
changed actual state means a state of motion. Galileo Galilei showed
experimentally, that all particles or bodies are keeping their state of mo-
tion until a force is changing their direction and/or velocity. Before, it was
generally assumed that a force is needed for a constant body movement.
This simple assumption was a result of an everyday observation: a moving
body becomes slower without a pushing force. Of course, this description
is completely ignoring the braking forces like friction (see Fig. 2.1), which
is slowing down a moving object if the friction is bigger than the accelerat-
ing force or is exactly compensating the acceleration resulting in a constant
velocity of the moving object. In “Philosophiæ Naturalis Principia Math-
ematica” Isaac Newton (“forced” by an apple) took Galileo’s idea and
defined the force as being proportional to the change of a mass’ velocity in
time (acceleration) or in short: ~F = m ·~a, where ~F is the force vector, d~vdt = ~a
the change of the velocity vector in time andm the mass of the moving body.
Nowadays, our knowledge is expanded to a model of four fundamental inter-
action forces which are: gravitational-, weak-, electromagnetic- and strong
interaction. However, in this work and the following chapters and sections
it will be focused only on the electromagnetic interaction forces which are
13
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Figure 2.1: Illustration of a moving car. In order to move a car with a
constant acceleration, the force ~FCar has to be be bigger than the opposing
frictional force ~FFrict which is caused for example by the interaction of the
wheels with the ground as well as by the opposing wind. Is the absolute
value of ~FCar smaller than the absolute value of the friction force ~FFrict, the
car will be braked, or will not change its velocity if FCar = FFrict. So, the
total force can be described by: ~FTotal = ~FCar + ~FFrict.
containing the short range chemical forces as well as the long range van der
Waals- and electrostatic forces. Although the magnetic forces are included
in the eletromagnetic interaction they are not part of this work and will not
be discussed further.
2.1 van der Waals Forces
The idealization of physical systems was always a standard procedure for
simplifying the mathematical description of experimental observations. A
good example is the ideal gas equation:
pV = RT, (2.1)
where p is the pressure caused by the ideal gas in the volume V with the
temperature T . R = NkB is the gas constant with kB as the Boltzmann
constant. The ideal gas equation is based on the predictions of Robert
Boyle, Edme´ Mariotte as well as Joseph Gay-Lussac. Although this
gas law is still in use and gives mostly a good approximation of the relation
of pressure, volume and temperature it is not reflecting the reality. It is
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Figure 2.2: A Gecko showing his attraction to surfaces [16].
ignoring the fact, that all atoms and molecules in a gas are in interaction
with each other and can not explain the effect of adhesion and cohesion. Sir
J.E. Lennard-Jones described it ones like this: “There are in nature, as in
politics, two opposing forces. One of these aims at a peaceful consolidation
and the other at a more active and probably more spectacular disruptive
process. In nature it is cohesion between atoms which tends to produce
condensation and solidification, and temperature which tends to produce
dissociation...Temperature is a manifestation of kinetic energy and cohesion
of potential energy...” [17]. So there are forces, which are causing an attrac-
tion of atoms, molecules or particles. In 1873 the dutch scientist Johannes
Diderik van der Waals presented a way to describe this fundamental
property of matter by:
(p+
a
V 2
)(V − b) = RT. (2.2)
In comparison to the ideal gas law (eq.2.1) the van der Waals equation of
state (eq. 2.2) contains two important innovations : the term (V − b) is
taking into account the finite size of the elements in the real gas b by its
substraction from the volume V and a
V 2
is an element specific additive to
the pressure due to the attractive intermolecular or interatomic force: the
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van der Waals force (vdW force) [18]. If a = b = 0, equation 2.2 becomes
equal to the ideal gas equation. The attractive vdW force is for example
responsible for the non-covalent binding between atoms and molecules like
in water or is also the reason why a gecko can walk overhead (see Fig. 2.2).
But how can the vdW force be described? van der Waals forces have their
origin in dipole-dipole interactions or better by dipole fluctuations or induced
dipoles by changed electric fields. For a mathematical description, a small
approach has to be done using the experience of the past concerning the
form of known potentials like gravitation or Coulomb interaction. Both are
potentials of the form:
Φ(r) = −C
rn
, (2.3)
where r is the distance between two objects (planets, charges, etc.), C a
constant which is characteristical for the observed objects and the exponent
n coresponds to the strength of the interaction (e.g. n=1 for the gravitation).
In relation to this, the vdW interaction energy between two atoms was found
to be [18]:
ΦvdW (r) = −C
r6
. (2.4)
Due to the work of Fritz Wolfgang London and Michael Polanyi
the potential of a single atom at a distance r to the flat surface [19, 18] is
expressed by:
ΦvdW (r) = −ρpiC6r3 . (2.5)
In this equation the density of atoms in the surface ρ is included as well as
their vdW interaction. For a more macroscopic system like a sphere above
the same flat surface, the equation 2.5 has to be integrated over the distance
r between the atomic layers of the sphere and the flat surface. Fig. 2.3 [18]
is a graphic illustrating a sphere above a flat surface. For the calculation of
the vdW potential and force it is useful to find a infinitesimal volume. Here
the sphere is divided into circular sections with an surface of pix2 = pi(2R−r)
and a height of dr. In this way a total number of atoms in the sphere with
a distance (D+r) from the surface is ρpi(2R − r)rdr. By the use of eq. 2.5,
it can be integrated as follows:
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Figure 2.3: Illustration of the integration method for a sphere close to a
wall/surface like it is done by J.N. Israelachvili [18].
ΦvdW (r) = −ρ
2pi2C
6
∫ 2R
0
(2R− r)r
(D + r)3
dr. (2.6)
Assuming that D << R and z ≈ D, with the substitution p = D+ r we get:
ΦvdW (r) = −ρ
2pi2C
6
∫ ∞
0
(2R)r
(D + r)3
dr ⇒ Φ(p) = 2Rρ
2pi2C
6
∫
(p−D)
p3
dp
(2.7)
⇔ ΦvdW (p) = 2Rρ
2pi2C
6
[
−1
p
]
+
[
D
2p2
]
. (2.8)
Substituting back to r and with the boundaries ∞ and 0 the vdW potential
between the sphere and the flat surface is:
ΦvdW (r) =
2Rρ2pi2C
6
[
− 1
D + r
]∞
0
+
[
D
2(D + r)2
]∞
0
(2.9)
⇔ ΦvdW (D) = Rρ
2pi2C
6D
. (2.10)
In general the force is defined as:
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F (r) = −dΦ(r)
dr
, (2.11)
which leads to the following expression for the van der Waals force in de-
pendence of the sphere-surface distance D:
FvdW (D) = −Rρ
2pi2C
6D2
= −RAH
6D2
. (2.12)
AH = ρ1ρ2pi2C is called the Hamaker constant, named after H.C.
Hamaker. AH is depending of the material and is normally in the range
of 10−19J [19, 18]. The computed term for the van der Waals potential and
force are only taking into account an attractive force as shown in the plot of
figure 2.4. But in reality, by a closer approach to the surface, also repulsive
forces have to be considered. Together with the attractive forces, they are
responsible for a stable equilibrium of atoms for example in a crystal lattice.
Therefore equations 2.11 and 2.12 are only valid for larger distances.
Figure 2.4: Plot of the van der Waals forces, the long- and short range forces
expressed by the Lennard-Jones equation as well as the sum of both.
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2.2 Chemical Forces
The short range chemical forces can be summarized as the forces acting
inter-atomically or -molecularly respectively. This attractive (big atom
separation) or repulsive (small atom separation) force is called cohesion.
Lennard-Jones needed an equation for the atomic interaction potential of
inert gas (Lennard-Jones potential), which resulted in:
ΦLJ(r) = 4
[(σ
r
)12 − (σ
r
)6]
, (2.13)
where ΦLJ(r) is the attractive or rather repulsive potential between two
atoms in dependence of their distance r. σ represents the collision distance
of the gas atoms and  is a quantitiy of their attractive energy. These values
were determinated in the gas state and the exponents 6 and 12 in equation
2.13 were simply fitting well for the description of the potential between
Neon, Argon, Krypton and Xenon atoms: a potential which is attractive at
long distances but which becomes repulsive for small ones [20]. Using the
definition of the force in eq. 2.11 leads to an expression for the force between
two gas atoms due to the interaction potential ΦLJ(r):
FLJ(r) =
24
σ
[(
2σ
r
)13
−
(σ
r
)7]
. (2.14)
Adding this term for Lennard-Jones forces to the vdW forces, as mentioned
in the last subchapter, the real force behaviour of atoms brought together is
described and results in the red curve of Fig. 2.4. The partly empiric formula
for the atom-atom interaction FLJ is only one possibility for a mathematical
expression of atomic interaction potentials and forces respectively. For solv-
ing the Schro¨dinger-equation in the case of the potential of a two-atomic
molecule in 1929 Philip M. Morse [21] proposed to use:
ΦM (r) = D
(
e−2a(r−r0) − 2e−a(r−r0)
)
, (2.15)
with r as the intramolecular or atomic distance, r0 as the relaxation
distance of the molecule-atoms (distance of lowest potential energy), a
constant a which is characteristic for the molecule and D as an energy
minimum for r = r0 (binding energy).
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So in principle Morse chose this formula because it fullfilled 4 re-
quirements [20] for the experimentally observed behaviour of multi atomic
systems:
1. Asymptotical convergence to a “finite value” for r →∞
2. Only one minimum at r = r0
3. Becoming ∞ at r = 0
4. Being in accordance to allowed energy levels of the system.
By the use of equation 2.11 an expression for the force can be found:
FM (r) = 2aD
(
e−2a(r−r0) − e−a(r−r0)
)
. (2.16)
If analogue to the expression from Lennard-Jones the term of equation
2.16 for Morse forces is added to the one for the vdW forces, also the inter-
action in the short as well as long range regime is described, but in contrast
to the Lennard-Jones force, chemical bondings in simple molecules are de-
cribed, as well.
2.3 Electrostatic Forces
Electrostatic forces are caused by charge differences and the resulting po-
tential difference (voltage). The easiest example for such a system is a plate
capacitor. But this force is not only a macroscopic effect. It is also important
for the interaction between ions or ions and electron charged surfaces. The
electrostatic force complies with the coulomb law, named after the french
physicist Charles Augustin de Coulomb. Due to the electric field E1
of a charge Q1 at a distance r:
E1(r) =
Q1
4pi0rr2
. (2.17)
Coulombs’ law for the force between two charges Q1 and Q2 is defined as:
FC(r) = Q2E1 =
Q1Q2
4pi0rr2
. (2.18)
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0 is the dielectric contant and r the material dependend permittivity. For
the electric energy due to the electric potential difference ∆Φel between e.g.
two capacitor plates and with its capacity C(z) which is in dependence of
the distance between the capacitor plates one obtains:
Wel =
1
2
C(z)∆Φ2el. (2.19)
Out of this a capacitive force can be defined by:
FCap = −12
∂C(z)
∂z
∆Φ2el. (2.20)
This force is acting on every charge Q = C∆Φel in a capacitive system.
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Chapter 3
Atomic Force Microscopy
Figure 3.1: AFM tip above a surface.
Since the invention of the Scanning Tunneling Microscope (STM) by Bin-
nig, Rohrer and Gerber [2, 22] observations of surfaces on the nanoscale
became possible. Based on the tunneling effect, the STM is limited to con-
ductive and semi-conductive samples by imaging their electronic density of
states. This limitation and the need for an easy method to observe forces
on the nanoscale (or even less) lead to the invention of the Atomic Force
Microscope (AFM) by Binnig, Quate and Gerber [1]. While the first
AFM was in principle a STM on a metallic cantilever with a front-end tip,
the detection of the cantilever bending due to the forces acting between
tip and sample were changed later to an optical readout using a laser and
23
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photodiode detection system (beam deflection AFM)[23]. But also other
approaches were made in order to realize an AFM: the tuning fork AFM
[24, 25] and the so-called kolibri sensor AFM [26], which both are mainly
used to be operated at very low temperatures (≤ 5 K).
In this section an overview over scanning methods using a beam deflection
AFM will be given. Then, in the subsequent chapter “Experimental Setup”
the microscope itself will be described more detailed.
3.1 Dynamic Force Microscopy
Figure 3.2: Schematic drawing of a beam deflection AFM.
In dynamic force microscopy (DFM) an atomically sharp edged tip at the
end of a cantilever bar, mostly made out of silicon, is approached to a
sample without contact to the surface (non-contact regime). Therefore,
a tip-sample seperation of even less than 0.5 nm can be reached. During
this, the cantilever is excited mechanically in resonance by a shaking-piezo
using one of the eigenmodes of the cantilever. A detailed view is given in
Fig. 3.2 in chapter 4. In basic use, the first eigenfrequency is in the range
of 100− 200 kHz. Using a four quadrant deflection detector and a phase-
locked-loop controller (PLL), the amplitude, the phase and the frequency
3.1. DYNAMIC FORCE MICROSCOPY 25
shift of the oscillation are detected. The changes of these signals are used
as error signals for the control of the shaking- and the z-piezo by the PLL
feedback, tuning the excitation as well as the tip-sample distance. In general,
in the field of the nc-afm or dynamic force microscopy (DFM) methods two
modes of operation are used, which are amplitude and frequency modulation,
and which will be discussed more detailed in the next two sections.
3.1.1 AM-AFM
In the amplitude modulation mode (AM-AFM), the amplitude of the can-
tilever oscillation is used as controlling signal [27]. Driven by a constant ex-
citation amplitude Aexc, the cantilever is oscillated at a constant frequency
fexc which can be chosen slightly higher than its free resonance frequency f0.
By this, far away from the surface, the amplitude of the cantilever behaves
under terms of the following equation [27]:
A =
A0(f1stf )√
1 +Q2( ff1st −
f1st
f )
2
. (3.1)
f1st is the resonance frequency of the cantilever, f the measured oscillation
frequency with ∆f +f1st = f , A0 the free amplitude at resonance, A the tip
vibration amplitude and Q the quality factor of the cantilever. Figure 3.3
illustrates the behaviour of the amplitude vs. frequency shift ∆f for different
values of Q. When the tip comes closer to the sample surface, the oscillation
frequency f is shifting due to the acting forces in the tip-sample system.
Consequently, the amplitude A decreases which can be used as an input
signal for distance controlling. The shift in the frequency and the reaction
in a decreasing amplitude has a time delay τ ≈ 2Qf1st , the disadvantage of the
AM method. The quality factor Q is a quantity for the signal-to-noise ratio
of a cantilever (figure3.3) and a higher Q means a higher sensitivity which
is obvious by taking the minimal detectable force gradient into account [28]:
∂Fmin
∂z
=
1
A
√
2kkBTB
2pif1stQ
. (3.2)
Here, k is the spring constant and B the bandwith of the detector. As it
can be seen, a higher sensitivity, meaning a lower ∂Fmin∂z , can be reached by
either high resonance frequencies or a high qualtiy factor. Since a high Q
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Figure 3.3: Left: Plot of the amplitude versus frequency shift for different
quality factors based on equation 3.1. On a shift in the frequency a drop in
the amplitude follows. Also, the higher the Q factor the higher the signal
and the lower the noise. Right: Plot of the frequencey shift and the force
versus the tip-sample distance z.
means also a bigger time delay τ , the controlling system of the amplitude
modulation technique, needs always to wait a time constant τ between two
measurement points in order to react on the topography signal.
3.1.2 FM-AFM
While the amplitude modulated mode has its drawback in speed, in the
frequency modulated atomic force microscopy (FM-AFM) invented by Al-
brecht et al. [28] this is not the case. The FM mode is the true non-
contact mode because the tip stays always in the attractive regime of the
force-distance curve (see Fig. 3.3) above the surface and does not get into
contact like it is possible in the AM mode. For the frequency modulated
method the cantilever is oscillating always at the resonance frequency f1st
but with a difference in the phase φ = 2pift between resonance and exci-
tation frequency of 90◦. To realize this, a PLL (phase-locked-loop) is used.
Locking on the phase, the time-resolved frequency, between excitation- and
oscillation frequency the PLL controls the excitation amplitude Aexc in that
way that the oscillation amplitude A is kept constant, when the force inter-
action between tip and sample is changing the oscillation frequency of the
cantilever. The advantage of this mode is that in contrast to the AM-mode
the time delay of the eigenfrequency and so also for the distance controler
does not dependend on the Q-factor. It is simply defined by τ = 1f1st and
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so, due to the possibility to use cantilevers with high Q and higher signal-
to-noise ratio, much smaller force gradients can be detected, which makes
the FM-mode much more sensitive than the AM-mode. Figure 3.2 shows
an example of a schematic setup for the FM-mode with which the first true
atomic contrast was achieved [29].
3.1.3 Frequency Shift and Forces in NC-AFM
So what is then the relationship between the frequency shift of a cantilever
oscillation and the forces between a cantilever tip and the sample like shown
above in Fig. 3.3? For this we have to consider the laws of the elasticity
theory for a damped harmonic oscillator. In FM mode, which is mainly
used for the experiments shown in the later chapters, the damping of the
oscillator, meaning its frictional force, is compensated by the excitation or
driving force of the cantilever. Therefore, the equation of motion can simply
be written as:
meff z¨ = −kz + F (z), (3.3)
where meff is the effective mass and k the spring contant of the the can-
tilever. The vertical tip position z is defined as z = z0+Asin(ωt). This way
to describe z is used for big amplitudes. In that case, the tip-sample inter-
action only has an effect on the harmonic cantilever oscillation in its lowest
turning point. Therefore, the force acting on the tip is also oscillated by
sin(ωt). The outcome of substituting z in equation 3.3 and a multiplication
with sin(ωt) is:
−meffAω2sin2(ωt) = −kAsin2(ωt)−kz0sin(ωt)+sin(ωt) F (z0+Asin(ωt)).
(3.4)
The integration of equation 3.4 over one oscillation cycle T = 2piω results
then in:
−
∫ 2pi
ω
0
meffAω
2 sin2(ωt)dt =
∫ 2pi
ω
0
[−kA sin2(ωt)− kz0 sin(ωt)
+sin(ωt) F (z0 +Asin(ωt))] dt,
(3.5)
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which can be written as follows:
piA
(
k
ω
− ωmeff
)
=
∫ 2pi
ω
0
sin(ωt) F (z0 +Asin(ωt))dt. (3.6)
Because the undisturbed resonance frequency is defined as ω0 =
√
k
meff
eq. 3.6 is changing to:
Ak
(
1
ω
− ω
ω20
)
=
1
pi
∫ 2pi
ω
0
sin(ωt) F (z0 +Asin(ωt))dt. (3.7)
Assuming that the frequency shift ∆f is much smaller than the resonance
frequency ω0 so that 1ω ≈ 1ω0 with ω = ω0 − ∆ω, and by using ω = 2pif ,
equation 3.7 can be simplified to [30]:
Ak
∆f1st
f21st
=
1
pi
∫ 2pi
ω
0
sin(ωt) F (z0 +Asin(ωt))dt, (3.8)
which leads to a more generalized form for n oscillation cycles:
Ak
∆f1st
f1st
=
1
2pin
∫ 2pin
0
cos(θ) F [z(t)]dθ, (3.9)
with θ = 2ωt as the phase. Using equation 3.8 in a equivalent form, the
integral on the right was determined by Guggisberg et al. assuming a
smaller tip radius compared to the tip-sample distance at closest approach
of the cantilever oscillation [31]. Hence, the relations of the cantilever
frequency shifts to the different forces, which were discussed already in
chapter 2, was determined as follows [31]:
Frequency shift due to van der Waals force:
∆fvdW
f1st
kA = − AHR
6s¯
√
2s¯A
. (3.10)
AH is the Hamaker constant (q.v. chapter 2), R the tip radius and A the
oscillation amplitude.
Frequency shift due to chemical force:
∆fchem
f1st
kA = − U0√
piAλ
√
2 exp
(
−s− s0
λ
)
. (3.11)
Frequency shift due to electrostatical force:
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∆fel
f1st
kA = −pi0R(Ubias − UCPD)
2
√
2s¯A
. (3.12)
3.1.4 Energy Dissipation in NC-AFM
When a free oscillating cantilever with an amplitude A and a free excitation
amplitude Aexc0 is approached to a surface it is damped by the forces acting
between the atoms of tip and sample. Therefore, a change in frequency shift
but also in the amplitude is detectable. This results in a change of Aexc0 into
a dissipated excitation amplitude Aexc, because the amplitude PI-controller
is programmed to keep the oscillation amplitude constant by increasing the
excitation. How fast and sensitive the detection of the parameters like ampli-
tude and frequency shift is, is beside the PI-gain parameters also depending
on the quality factor Q of the cantilever (see Fig. 3.3). The higher the Q the
lower the smallest detectable force gradient (equation 3.2) and the lower the
dissipation like it can be described by the following equation for the total
energy loss per oscillation cycle:
Ets = E0
[
Aexc
Aexc,0
− f
f1st
]
≈ pikA
2
Q
[
Aexc
Aexc,0
− 1
]
. (3.13)
Here, the assumption ∆f << f1st is made which results in ff1st ≈ 1. E0
represents the intrinsic loss of energy per oscillation cycle, k the cantilever
spring constant and Q is the quality factor of the free oscillating cantilever.
Additionally recorded, the excitation Aexc gives extra informations about
dissipative processes occuring between tip and sample like deformations of
the surface or the probe [32] due to the van der Waals interactions [33].
Tip-sample interaction forces are not the only possibility of causing a
damping of the cantilever oscillation. A phase shift which is set by the
phase controller of the phase-locked-loop and which is differing from −90◦
between the oscillation and excitation results in a higher excitation (see
Fig. 3.2). Further source of dissipation is an uncompensated electrostatic
force which induces image charges in tip or sample as well as a displacement
currents resulting in a joule-dissipation whose strength is depending on the
local conductivitiy [34].
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3.2 Dynamic Force Spectroscopy
The problem in dynamic force microscopy can be explained by a closer look
to equation 3.9 in the last section. For a conversion of the detected frequency
shift ∆f in DFM into force the integral to be used is only valid within the
bounderies of 0 and 2pi. Therefore, the strength of influence of longrange
forces on the tip-sample system is needed in order to calculate the total
force bewteen probe and sample out of the measured frequency shift. The
only possibility to achieve such a conversion with a DFM is using dynamic
force spectroscopy (DFS) and detecting the frequency shift or rather the
force versus tip-sample distance. An inversion of equation 3.9 has to be
done to get the final force values. While some mathematical approaches
for the integral inversion are only performed for cases of very small or very
large oscillation amplitudes [28, 35], a good ansatz is given by J. Sader and
S. Jarvis et al. which is valid for arbritary amplitudes [36]:
F (z) = 2k
∫ ∞
z
[(
1 +
A1/2
8
√
pi(u− z)
)
∆Ω(u)− A
3/2√
2(u− z)
dΩ(u)
du
]
du,
(3.14)
where ∆Ω(z) = ∆ω(z)/ω. u − z is the covered tip distance. Also, the
potential between tip and sample can be calculated out of equation 3.14
resulting in:
U(z) = 2k
∫ ∞
z
[
(u− z) + A
1/2
4
√
u− z
pi
+
A3/2√
2(u− z)
]
Ω(u)du. (3.15)
Using this algorithm, not only single force-distance curves can be made.
Taking curves along a single line or even over a whole sample area leads
to 2D or rather 3D spectroscopy fields of the investigated surface in real
space. They show the evolution of the interaction force in dependence of
the tip-sample distance [37, 38, 39]. In order to reduce high thermal drift
between single spectroscopy curves, 2D and 3D fields are mainly done at
low temperatures using liquid nitrogen (77 K) or even liquid helium (4 K).
Combining the force field spectroscopy with the so-called atom tracking
(AT) [40, 41] the drift between single spectroscopy curves can be minimized
by tracking the position of an atom or defect as an reference point for the
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spectroscopy paths [42, 43]. This technique enables to perform spectroscopy
field mapping with a high data density even at room temperature and is
used in the chapters 6 and 7 for the investigation of the surface stability and
interaction forces as well as work function differences of h-BN and graphene.
3.3 Bimodal Dynamic Force Microscopy
In the last sections it was shown, that atomic scale contrast arises from short-
range forces which are caused by covalent or ionic bonding [44, 45]. When
using a monomodal DFM setup with amplitudes in the range of 10 nm, the
frequency shift due to the usually stronger long-range forces is caused by the
macroscopic tip shape as well as the electrostatic potential. By optimizing
the tip geometry towards sharper tips, the influence of this background force
or rather its disturbance of the short-range force detection can be reduced.
Another approach, which increases the signal-to-noise ratio and the sensi-
tivity to short-range interaction forces is simply the usage of amplitudes
<< 1 nm which are in the range of the decay length of the short range inter-
action. Probes for stable and small amplitude operation also need to have
a high stiffness [46] which was for example realized in tuning-fork sensors
[25]. Anyhow, the disadvantage of this sensor is its relative low Q-factor of
Q ≈ 2000. A good alternative to such sensors is the utilization of a higher
flexural cantilever mode in a beam deflection AFM, like the second one with a
resonance frequency of f2nd ≈ 1 MHz and a spring constant of k2nd ≈ 1500 Nm
being higher than that of the first mode. An additional profit of this method
is a higher Q value (Q ≈ 5000− 15000) [47, 48, 49, 50, 43].
By using the 2nd flexural mode, the sensitivity towards short-range interac-
tions is enhanced due to the use of smaller amplitudes. Therefore, imaging
at larger tip-sample distances compared to measurements using the 1st flex-
ural mode is possible. For a higher resolution the tip-sample distance has
to be decreased. For smallest tip-sample distance at the lowest turning
point of the tip oscillation path the formation and breaking of atomic-scale
junctions may prevent stable operation. While imaging under these condi-
tions remains challenging, recently 1D spectroscopy curves without jumps
have been measured down to very small tip-sample but using arelatively big
amplitude of ≈ 0.4 nm [51, 52]. The instabilities can be prevented, if the
cantilever is excited simultaneously at the first and second flexural mode
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(f1st + f2nd) by employing a second PLL (phase locked loop). By this, the
first flexural mode is used to stabilize the scan with A1st ≈ 10 nm, and the
second for the detection of the short-range forces with A1st ≈ 100 nm, domi-
nating at a tip-sample separation approximately corresponding to the lowest
turning point of the oscillation of the 1st mode. A connection scheme for
the bimodal detection with two PLLs is given in Fig. 4.8 of section 4.3.
The interpretation of a force detection by the second resonance frequency
(f2nd) is given by equation 3.9 in this chapter which is also valid for the ith
resonance mode at ni oscillation cycles [50, 51]:
Aiki
∆fi
fi
=
1
2pini
∫ 2pini
0
cos(θi) F [z(t)]dθi. (3.16)
ki is the effective stiffness of the ith mode like theoretically shown by
Melcher et al. [53]. For the bimodal case with the two incommen-
surate frequencies f1st and f2nd, the motion of the tip is described by
z(t) = z0 + A1stcos(θ1) + A2ndcos(θ2) whereas
∆fi
fi
<< 1. In the case that
A1st >> A2nd, ∆f1st becomes almost the same as for the monomodal case.
The expansion A2ndcos(θ2) still contributes to ∆f2nd but averages to zero
for first orders. Together with the assumption that the oscillation cycles
limit by n2 →∞ so that an integration of θ2 over sequenced f1st oscillation
cycles is equal to a dense sampling over one single cycle (n = 1), equation
3.16 can be simplified to:
k2
∆f2nd
f2nd
≈ − 1
4pi
∫ 2pi
0
F ′[z0 +A1stcos(θ1)]dθ1. (3.17)
The short-range force contribution of F ′ = dF/dz to ∆f2nd is much stronger
than to ∆f1st because the force gradient F ′ has a faster variation compared
to that of F itself. Excluding the first cantilever oscillation leads to the fol-
lowing correlation between force gradient and second resonance shift ∆f2nd:
k2
∆f2nd
f2nd
≈ −F ′(z0), (3.18)
with k2 ≈ 40N/m [50]. A general time-averaged force gradient can be
defined as:
− F¯ ′ ≡ ki∆fi
fi
. (3.19)
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This theoretical prediction has been proved by experimental data recorded
in [50]. In the raw data from a bimodal measurement on a KBr crystal
∆f1st is converted to force using the Sader-Jarvis algorithm [36]. Derivation
of the force (F ′ = dF/dz) leads to the force gradient. This is compared to
the simultanous recorded ∆f2nd raw data resulting in Fig. 3.4.
Figure 3.4: Prove of the time averaged force gradient [50]. ∆f1st(z) and
∆f2nd(z) measured on KBr. (a) shows the first (black) and second frequency
shift (blue) versus distance. The red dots are calculated out of the force
gradient in (b), which itself is calculated out of ∆f1st(z) in (a) [36], proving
the correctness of equation 3.19. A1st = 17.8 nm and A2nd = 25 pm.
As can be seen in the Fig. 3.4, the red dotted line fits almost perfectly to the
∆f2nd(z) raw data from the measurement proving the accuracy of equation
3.19.
Not only the vertical modes can be used for microscopical measurements.
The cantilever can also be excited laterally using the first torsional mode
with a high sensitivity to lateral forces [54, 55, 56, 57, 43] like it is shown in
Fig. 3.5. The torsional detection by normal cantilevers, using frequencies of
about 1.5 MHz has to be run together with a vertical oscillation in bimodal
mode, in order to control the tip sample distance. Nevertheless, for the
interpretation of the torsional mode, the same ansatz as used for the second
flexural mode above can be utilized. With A1st >> λ > ATR, where λ is the
decay length of the lateral short-range interaction, it follows for the torsional
mode analogue to equation 3.17:
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kTR
∆fTR
fTR
= − 1
4pi
∫ 2pi
0
F ′X [z0 +A1stcos(θ1)]dθ1, (3.20)
where F ′X is the lateral interaction force gradient in th X direction.
Figure 3.5: Scheme of the tip-sample interaction in bimodal DFM using
torsional mode and the first flexural mode for tip-sample distance control
[43]. The colored line are presenting the trajectories of the bimodal tip
oscillation in forward and backward direction.
Using the algorithm by Du¨rig et al. [35], the lateral force gradient can
be extracted from the torsional frequency shift ∆fTR as a function of the
tip-sample distance:
F ′X =
4kTR
A1stfTR
∫ ∞
z
√
A31st
2(t− z)
d∆fTR(t)
dt
dt. (3.21)
With torsional modes, amplitudes of ≈ 40 pm and spring constants of about
2000 Nm can be reached resulting in a high signal-to-noise ratio.
3.4 Kelvin Probe Force Microscopy (KPFM)
The work function of materials is a material specific energy needed to bring
an electron from the solid state body across the surface (the Fermi edge EF )
to the vacuum level Evac. The reasons for such an energy are of multiple
nature. The surfaces of crystals have additional electron states which can
be occupied by electrons (surface states). The surface charges are normally
neutralized by the charges within a few atomic layers in the inner body, the
so-called dipole layer. Its thickness depends on the amount of free charge
carriers, so that the dipole layer is small for metals while its thickness is
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increased for insulators, and influences the band bending of the conduc-
tion bands. Therefore, a disturbance of the electric field and by this also
of the potential energy distribution by the surface charge separation due
to the mentioned dipole layer is existing. On the other hand interactions
(exchange and correlation interactions) of the valence electrons among each
other as well as with the inner electrons of the atoms are also contributing
to the work function [58].
In this chapter, a method for measuring the work function based on the
Kelvin principle compbined with an AFM shall be presented and discussed.
Other methods used to determine the work function like Photon Electron
Spectroscopy (PES) will not be discussed, as they are not used for measur-
ments done for this work.
3.4.1 The Kelvin Principle
The Kelvin principle is based on the work of (and also named after) Sir
William Thomson, who was also known as Lord Kelvin. He used a
plain capacitor made out of two metallic plates [59]. The variation of the
distance of the plates by an oscillation ω within the electric field between
the capacitor plates is resulting in a change of the capacitance ∆C, which
induces a time dependent current ICPD(t). This current is defined as follows
[60]:
ICPD(t) = Uω∆Ccos(ωt). (3.22)
The voltage U = UDC − UCPD can now be nullified by the variation of
UDC until the electric field between the plates is compensated which leads
to ICPD(t) = 0. The now determined CPD (UCPD) leads, as long as the
work function of one capacitor is already known, to the work function of the
unknown plate by the use of [61]:
UCPD =
Φ1
q
− Φ2
q
≡ ∆φ
q
, (3.23)
where Φ1 and Φ2 are the work functions of the capacitor plates and q is the
charge of the charge carriers (for electrons: q = −e).
The AFM is build to detect forces. When combining the AFM with the
Kelvin method for work function detections, so-called Kelvin Probe Force
Microscopy (KPFM), the electrostatic force between tip and sample is de-
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Figure 3.6: Definition of the CPD as well as of its measurement scheme.
tected, which can be approximated as a very small capacitor. This approach
is more suitable than the detection of currents. Figure 3.6 shows a scheme
of the detection method. If tip and sample are not connected (Fig. 3.6(a)),
the vacuum energy levels (Evac) of tip and sample are equalized, but their
Fermi energies (EF ) are different by the value of UCPD. Here, EF of the
sample is higher which results in a smaller work function ΦSample of the
sample. If now tip and sample are electrically connected, a charge transfer
from the sample to the tip leads to equilibrated Fermi-energy levels, whereas
the vacuum energy level of the sample is lowered by UCPD. This results in
an electrostatic Force FES . This force depends on the capacity gradient of
the capacitor plates (tip and sample) and can be described by equation 2.20
shown in chapter 2.3. Similar to the experiment done by Lord Kelvin, the
distance between tip and sample varies due to an oscillation of the tip above
the surface with the frequency ω by applying an AC voltage UAC . Due to
this, FES can be expressed by 3 separate components:
FES = FCap = −12
∂C(z)
∂z
∆Φ2el = FDC + Fω + F2ω, (3.24)
where ∆Φel = U0+UACsin(ωt) is the potential difference (voltage) between
the capacitor plates and U0 = UDC − UCPD. FDC is the part of the force,
which is related to an variable DC voltage UDC , whereas Fω and F2ω are
related to the AC voltage UAC . Taking this all into account, together with
3.23 the three different force components can then be written as:
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FDC = −∂C
∂z
(
1
2
(
UDC − ∆Φ
q
)2
+
1
4
U2AC
)
, (3.25)
Fω = −∂C
∂z
(
UDC − ∆Φ
q
)
UACsin(ωt), (3.26)
F2ω =
∂C
∂z
1
4
U2ACcos(2ωt). (3.27)
If now the DC voltage UDC is applied between tip and sample so that UDC =
UCPD as shown in 3.6(c), Fω becomes zero, so that the total electrostatic
force between tip and sample is reduced only to FDC and F2ω. So, the
oscillation of the cantilever with ω is stopped and only a statically bended
cantilever due to FDC is left. In addition, the F2ω part can be used for
capacitive spectroscopy as well as microscopy, like it is done by Abraham
et al. in 1991 [62]. Equation 3.27 is mainly valid for a complete metallic
capacitive system. This is limiting the measurable systems, so that for
example for semiconducting samples a different definition of Fω is needed,
which was developed by Hudlet et al. [63]. They presented a way to
express Fω in dependence of the surface charge Qs of the semiconducting
sample, the dielectric constant 0 and the effective capacitance Ceff of the
tip sample system in ambient conditions [61]. The result was:
Fω =
Qs
0
CeffUACsinωt. (3.28)
For the determination of the sample work function Φsample it is important
which part of the tip-sample capacitor is grounded and which is biased.
A different sign has to be considered, depending if electrons or holes are
needed to equalize the vacuum energy levels. By connecting tip and sample
(Fig. 3.7(a)), the electrons are moving until equilibrium is reached. The
fermi energy EF is lowered. If the sample is biased like in Fig. 3.7(b) and
the tip is grounded, a negative potential is applied, so that electrons are
lifting EF again. This case can be described as follows:
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Figure 3.7: Illustration of the KPFM principle. Shift of the Fermi and
vacuum energy levels due to a (a) connection of tip and sample, (b) a biased
sample, and (c) a biased tip.
Φtip − Φsample = ∆Φ (3.29)
⇔ Φtip −∆Φ = Φsample with ∆Φ = qUCPD and q = −e (3.30)
⇒ Φtip + eUCPD = Φsample. (3.31)
If the sample is grounded (Fig. 3.7(c)) and the tip biased, holes are needed,
which means q = +e. Equation 3.31 then changes to:
Φtip − eUBias = Φsample. (3.32)
Equations 3.31 and 3.32 can only be used for the determination of the abso-
lute work function out of UCPD if the tip work function Φtip was calibrated
before, equivalent to the method described above. Therefore, a metallic
sample is needed, whose work function is already known.
The measurement of the UCPD signal in KPFM can be done in two different
ways with different sensitivity and signal-to-noise ratio. These two modes,
frequency modulated (FM) and amplitude modulated (AM) KPFM, which
will be presented in the next two sections, are mainly based on the same
theory, shown above. Therefore, for a determination of work functions by
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these two different detection modes, equations 3.31 and 3.32 are also valid.
3.4.2 Amplitude Modulated KPFM
The advantage of KPFM is the simultaneous detection of the sample
topography and its work function with nanometer resolution or even less by
the detection of the local contact potential difference (LCPD) which takes
polarization effects into account [64, 65].
One detection mode in KPFM is the Amplitude Modulated Kelvin Probe
Force Microscopy mode (AM-KPFM). In addition to the first resonance fre-
quency f1st the second resonance f2nd is excited electrically by applying an
alternating voltage UAC with ≈1 MHz and an absolute value of 0.1− 0.5 V
in order to detect the electrostatic force Fel. By this, its force component
Fω can be minimized to zero by adjusting UDC [66]. A separation of
the signals for topography and work function detection in AM-KPFM by
using different resonance frequencies leads to a smaller bandwidth for the
detecting lock-in amplifiers. This is increasing the signal-to-noise ratio,
although the sensitivity of the second resonance due to a smaller Q-factor
is lower than the Q of the first resonance. Nevertheless, using even higher
frequencies for KPFM than f2nd for an increased detection sensitivity is
limited by the bandwith of the detector photo diode. However, effects of
capacitive cross coupling can have an influence on the detection and can
couple into the topography due to an uncompensated potential between
tip and sample. Therefore, capacitive coupling has to be determined and
minimized as shown in chapter 4.2.
3.4.3 Frequency Modulated KPFM
The second method used for measuring the contact potential difference, is
the Frequency Modulated Kelvin Probe Force Microscopy (FM-KPFM). In
this mode, the first resonance f1st is additionally modulated by UAC with
a frequency of ≈1 kHz and an absolute value of 1− 2 V. Like in the AM-
KPFM mode, the demodulation of the signal is done by a Lock-In ampli-
fier [67]. Also here, atomic contrast is achieved [68]. Contrary to the AM
method, in FM-KPFM the force is not detected directly. Instead, the force
gradient is measured which has a high spatial resolution. It can be expressed
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by
∂Fω
∂z
= −∂
2C
∂z2
(UDC − UCPD)UACsin(ωt). (3.33)
Because the first resonance for the detection is used, a higher bandwidth
has to be chosen which is almost in the range of the AC modulation fre-
quency. But a higher bandwidth is also related to a lower signal-to-noise
ratio. Also, in comparison to AM-KPFM, higher absolute modulation am-
plitudes have to be chosen, which can also influence the topography signal
of semiconductors by band bending [69].
Chapter 4
Experimental Setup
The premise for high quality microscopical measurements with atomical res-
olution is in a sense to have almost “nothing” on the surface, which means
an ultra highly vacuumized environment. A pressure < 10−10 mbar is the
perfect condition not to contaminate the samples or the probes which leads
to a longer measurement times and reduces scanning instabilities. Such a
pressure is equivalent to a mean free path l of > 100000 km. This means an
atom in the ultra high vacuum (UHV) has to fly in average approximately
100000 km until it hits another atom. Therefore, the probability to hit the
walls of the vacuum chamber is much higher than that to hit another atom.
The mean free path is defined by:
l =
1√
2σn
(4.1)
whereas n = dNdV =
p
kBT
is the particle density in the volume V at pressure
p and temperature T as defined by the ideal gas law in equation 2.1, and
σ = pi(2r)2 is the scattering cross-section of the interacting atoms with r as
the atomic radius [70]. By this the free path length can be expressed as
l =
kBT√
2pi(2r)2p
. (4.2)
In order to reach and keep such low pressures inside a vacuum chamber,
a combination of different pumps is used. A rotary vane pump provides a
back pressure of approximately 10−2 mbar which is more than enough to
run turbo molecular pumps. These kinetic pumps can pump the chamber
down to a final pressure of ≈ 1× 10−10 mbar which is depending on their
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pumping speed (ltr./sec.), the type of gas as well as the pump cross-section.
Are lower pressures needed or has lighter gas to be pumped (hydrogen,
helium, etc.) so-called adsorption pumps working by titanium sublimation
or ion gettering are used to help to decrease the pressure to values lower
than ≈ 1× 10−10 mbar. The other advantage of these pumps is, that they
do not cause vibrations because they do not contain movable parts. By this,
the mechanical noise level is decreased drastically.
Figure 4.1: Overview of the UHV chamber. Microscope chamber (red):
(1) AFM, (2) feedthrough and signal box. Analyzing chamber (blue):
(3) Ti-sublimation pump and below the ion-getter pump, (4) LEED, (5)
XPS. Preparation chamber (green): (6) manipulator with e-beam heating
stage, (7) Knudsen-cell, (8) Ti-sublimation pump and below the ion-getter
pump, (9) ion sputter gun, (10) quartz crystal micro balance (QMB), (11)
quadrupol mass spectrometer (QMS).
Figure 4.1 gives an overview over the UHV system which can be divided
mainly into three parts: the preparation chamber (green), the analyzing
chamber (blue) and the part with the microscope itself (red). It is not
separated from the analyzing chamber by a valve like between analyzing
and preparation chamber. The single parts are listed in the caption of
the figure 4.1. A part, which is not visible here, is the load lock situated
beside the preparation chamber. It is used to introduce samples as well as
probes. The transfer between load lock and preparation chamber as well as
preparation- and analyzing chamber is done by mag-probe manipulators. In
both chamber parts heating stages are attached. The preparation chamber
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has an e-beam / resistive heater which reaches temperatures up to 1100 ◦C.
The heater in the analyzing chamber is a normal resistive heater which
reaches temperatures up to 300 ◦C. At the preparation chamber different
sample preparations can be done. Apart from heating and sputtering using
different gases (argon, nitrogen, etc.) there is the possibilty of evaporating
molecules to the sample with a knudsen cell with a calibrated molecular flow
by a quartz crystal micro balance. In the analyzing chamber, furthermore a
LEED and XPS system are attached.
4.1 The Microscope
The heart of the UHV chamber is the microscope. It persists of a framework
in which a platform is suspended by four springs. Additionally, an eddy cur-
rent or rather hysteresis damping system is attached for a better decoupling
from mechanical noise.
Figure 4.2: The room temperature AFM used for the measurements in this
work. It is a further development of [71]. Red: the coarse motor with the
(x, y, z)-piezo scanner and the sample holder. Blue: Part with the photode-
tector, the mirrors and the light fiber. Yellow: Cantilever holder, preampli-
fier with switch for STM and tip-bias mode. The red line marks the path
of the laser beam. The fins surrounding the platform are part of an eddy
current or rather hysteresis damping.
The AFM is imaged in detail in Fig. 4.2 and 3 sections are highlighted by
different colours. The blue section contains the parts needed for the optical
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readout. Hereby, a gold coated glass fiber, introduced from outside into the
UHV chamber, is transmitting the LED light through an integrated optic
to mirror A, placed exactly below the fiber output and not being visible
in Fig. 4.2. Mirror A, which can be moved by a computer controlled piezo
drive is reflecting the light beam onto the end of the cantilever following
the red line in Fig. 4.2. It is then reflected back over mirror B to the
four-quadrant photodetector with a bandwidth of 3 MHz, which is directly
attached to the preamplifier. This is mounted in the yellow section including
a switch for changing to STM (with a switchable resistor for 10 MΩ and
100 MΩ) and tip-bias mode. Additionally, in this section the shaking piezo
is mounted, on which the cantilever holder is attached. The red part includes
all parts related to the sample. The sample holder, surrounded by a copper
shielding, is mounted on the Z-piezo tube, which is essential for the scanning
process. It is directly steered by the Z-controler of the used Specs Nanonis
control system 1 for controlling the tip-sample distance and is also moving
the sample in X- and Y-direction during the scanning process. An extra
wiring connects the tip to the bias line. The biggest part in the red section
is the slider, which simply bears on 3 piezo motors for a coarse movement
in horizontal directions as well as small in-plane rotations.
Figure 4.3: Instrumentation scheme for a dynamic force microscope operated
in the FM mode using beam deflection.
The cantilever oscillation, situated in the blue part, is detected by a beam
detection system [23]. The oscillation signals collected by the photodiode (A-
1NANONIS, SPECS Zurich GmbH, www.specs-zurich.com
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B; C-D) and transmitted over the preamplifier to the outside are processed
by a Specs-Nanonis AFM readout and processing circuit. Latest is described
in Fig. 4.3. In the normal nc-AFM mode, a Specs-Nanonis OC4 PLL (Phase
Locked Loop) is used to lock on the first resonance frequency f1st which to-
gether with its amplitude A1st is kept constant by a feedback loop that is
controlling the excitation of the cantilever with the shaking piezo. Is the tip
approached to the sample, the resonance frequency is changing due to the
interaction forces between tip and sample. This results in a shift of the phase
as well as in a higher damping of the amplitude. This information from the
PI-controller for the amplitude and phase shifter are used to determine the
exact excitation to keep the oscillation constant. The PLL also determines
the difference between actual resonance frequency and frequency shift set-
point. This ∆f signal is used as the error signal for another PI-Controller
which is steering the tube piezo in z direction. The so controlled tip-sample
distance together with the actual x-y position on the sample is put out as
the topography signal.
4.2 KPFM Setup
For determination of the work function the Kelvin principle is used as de-
scribed in chapter 3.4.1. For a realization of this method, a system setup as
shown in Fig. 4.4 is used, which is an extension of the nc-AFM setup shown
in Fig. 4.3. The cantilever is excited at the second resonance by an AC
voltage UAC which is applied between tip and sample. The total oscillation
of the cantilever is filtered by a highpass filter and the rest signal is then
demodulated by a PLL that is used as an Lock-In (feedback off). The real
part of the signal is then forwarded to the Kelvin controller, which is tuning
a DC voltage UDC = UCPD also applied between tip and sample so that the
Fω component in accordance to equation 3.27 is reduced to 0.
Before the described setup can be used, the Lock-In (PLL without feed-
back) has to be setted up which is explained by Fig. 4.5. The phase φ of the
demodulated signal vector ~R = x+ iy = R exp(iφ) is turned to 0 which min-
imizes the imaginary part of ~R also to 0. Thus, ~R becomes equal to R = x.
The real value x, which contains the complete signal information, is then
forwarded to the Kelvin controller, which minimizes x and subsequently also
Fω to 0 by applying a voltage UDC to the bias line.
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Figure 4.4: Instrumentation scheme for a dynamic force microscope used
together with amplitude modulated KPFM.
Compensation of Capacitive Coupling
As mentioned by several groups, amplitude modulated Kelvin force mi-
croscopy, using the second resonance of the cantilever, can be influenced
by capacitive crosstalk between the electrostatic excitation input and the
deflection output signal of the four-quadrant photodetector (photodiode)
[72, 69]. This cross talk is leading to an uncompensated electrostatic force
between tip and sample, which can falsify the CPD or rather LCPD sig-
nal detected by the Kelvin setup. One possibility to reduce this capacitive
coupling is to shield the signal lines inside the UHV chamber as well as
using different feedthroughs for signal and bias lines [73, 69]. As shown by
Diesinger et al. an additional active compensation of the cross talk by an
external applied AC current reduces the crosstalk down to the noise level
[74]. This AC current needs to have the same frequency as the electrostatic
cantilever excitation and its phase and amplitude are fitted to the capacitive
crosstalk measured between the four quadrant photodiode and the demod-
ulator of the PLL. Figure 4.6 shows the power density spectra (PSD) of the
2nd frequency with half-logarithmic scale as it is detected by the photodiode
with the light for beam deflection being switched off and the tip kept close
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Figure 4.5: Illustration of how to operate AM-KPFM.
to the surface of a NaCl crystal. The black curve shows a clear crosstalk
peak while it is vanished by switching on the compensation like for the red
curve.
Figure 4.6: Example of a power density spectra of the capacitive coupling
due to the electronic oscillation of the second resonance for AM-KPFM.
Black: without cross talk compensation; red: with compensation.
In order to compensate the capacitive coupling the instrumentation
scheme in Fig. 4.7 has to be used. A similar setup was already presented
in [74]. For this, the tip has to be approached towards the sample and the
tip-sample distance controller has to be switched off as well as the PLL feed-
back and the light from the Super-Lum LED for the beam deflection. With
an external frequency generator, using the same time base like the PLL in
order to avoid beat frequency, an AC voltage is applied. Phase and ampli-
tude of this counter oscillation to the cross talk have to be adjusted so that
48 CHAPTER 4. EXPERIMENTAL SETUP
the peak in the PSD is reduced to the noise level as it is shown in Fig. 4.6.
Here we additionally used an attenuator of 60 dB, to be able to apply very
small oscillation amplitudes for the compensative signal which is then added
to the deflection signal coming directly from the photodiode.
Figure 4.7: Instrumentation scheme for a dynamic force microscope with
amplitude modulated KPFM and compensated capacitive coupling (CC).
It has also to be mentioned, that the effect of the capacitive coupling is
smaller on metallic surfaces than on insulating ones due to the smaller DC
and AC voltages needed for the compensation of the electrostatic forces as
well as the CPD/LCPD of the sample. Therefore, the shown amplitude for
the cross talk for a NaCl sample as shown in Fig. 4.6 is not representative
in strength for a metallic surface.
4.3 Bimodal DFM Setup
In chapter 3.3 a way to icrease the sensitivity to vertical and lateral short-
range interaction forces was presented as bimodal dynamic force microscopy.
For the realization of this detection mode, the cantilever has to be excited
at two incommensurate frequencies feedbacked over two simultanous operat-
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ing Specs-Nanonis PLLs (OC4). One PLL, which is exciting the cantilever
at the first flexural mode, is used for controling the tip-sample distance
and recording the topographic informations like it is usual for the normal
monomodal detection in nc-AFM. The second PLL, clocked internally at
the same time-base signal, is exciting the second or torsional mode of the
cantilever and is recording the frequency shift via a feedback-loop. Figure
4.8 shows an instrumentation scheme of the bimodal detection mode. Alter-
natively to the first flexural mode, the second resonance frequency can be
used for controling the tip-sample distance which makes the use of higher
amplitudes for the 2nd resonance necessary (≈ 0.1 nm).
Figure 4.8: Instrumentation scheme for a beam deflection dynamic force
microscope with bimodal excitation and readout.
4.4 2D Spectroscopy
As described in chapter 3.2 dynamic force field spectroscopy is a powerful
tool to investigate the evolution of forces between tip and sample surface.
For this thesis, the technique is used in order to record 2D force fields
which will be presented in the upcoming chapters. Similar to the procedure
used in [42], the atom tracking function [41, 40] of the Nanonis control
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system was utlizied within our LABVIEW 2 spectroscopy program for
accomplishing DFS measurements. This reduces the thermal drift and
enables to acquire high quality force fields with an AFM operating at room
temperature.
Figure 4.9: Illustration of the force field spectroscopy mapping procedure by
the example of h-BN on Rh(111). While the atom tracking function tracks
on a brighter defect (red circle) at the wire site, the spectroscopy path is
followed, taking spectroscopy curves at 101 (for the h-BN) and 128 (for the
graphene) positions. Every curve contains 512 points.
Figure 4.9 illustrates the procedure for mapping 2D spectroscopy fields by
the example of the h-BN on Rh(111) superstructure. A set of adjacent
single spectroscopy curves ∆f(z) is acquired proceeding along a predefined
spectroscopy path. Between every two curves ∆f(z), the tip is tracked above
a certain atom or defect chosen close to the path and being a reference for
readjusting the (x, y, z)- position of the tip during the whole measurement.
For the h-BN on Rh(111) this line contains 101 points while for the graphene
on Ru(0001) 128 points are used. At each of this points single spectroscopy
curves with 512 points resolution are taken. Before and after every 2D
spectroscopy field, site-independent long range ∆f(z) curves are taken and
connected to the site-dependent 2D data set at every spectroscopy curve.
This procedure enables to calculate the force in dependence of the tip-sample
distance by the Sader-Jarvis algorithm [36] as shown in chapter 3.2. For
a later separation of the short range forces, by the procedure shown by
Guggisberg et al. [31], the electrostatic force has to be eliminated by
CPD compensation with a constant bias voltage applied between tip and
sample.
2National Instruments, www.ni.com/labview
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4.5 Multipassing Scan
A problem of comparing DFM images acquired at different setpoints (∆f)
is the thermal drift as well as creep between subsequent measurements.By
using the multipassing technique included in the Nanonis scan software, this
problem can be minimized. Figure 4.10 illustrates this function. Contrary
to a normal scan process, where after every completed measured image the
setpoint is changed, the multipassing function allows to change the setpoint
after every line. So, after one line is scanned in forward and backward
direction, the first used setpoint is changed to the next defined setpoint
scanning the same line again. This procedure is repeated until the last
defined setpoint is reached. After that, the next line is scanned starting
again with the first setpoint.
Figure 4.10: Illustration of the multipassing function implemented in the
Specs-Nanonis scanning software.
By this way of data recording, the drift is minimized as well as the piezo
creep which is reduced to the one occuring between the change from forward
to backward scan direction.
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Chapter 5
Preparation
5.1 Tip Preparation
In AFM, besides a sensitive and low-noise electronics a limiting factor for a
high resulution detection is the probe, which is scanning above the surface.
The probes, which are used for realizing non-contact AFM experiments,
consist of a stiff cantilever bar (k = 20− 60 N/m) with a conical tip at the
end. The tips are edged out of a highly n-doped silcon chip with electrical
properties preventing charging. Due to the metallic character, they allow
also STM measurements as well as KPFM measurements. The tip radius
has to be as small as possible, in order to ensure atomic resolution. The
nominal tip size of the probes used in our experiments is below 10 nm. The
cantilever’s first resonance frequency f1st varies around 170 kHz. Typical
cantilever dimensions of the cantilevers in use, purchased from Nanosensors
1 are listed in table 5.1.
As shown in chapter 3 the advantage of the FM-AFM detection
technique, used for the experiments in this work, is the utilization of high
quality factors of the cantilevers. The way of fixing a cantilever chip on a
cantilever holder influences the quality of the mechanical and if applicable
electrical contact between both, and is crucial for achieving a high quality
factor. Especially for bimodal dynamic force microscopy experiments, for
which also the second flexural mode of the cantilever is used, the quality
of the mechanical contact is strongly influencing the Q-value of the second
resonance. Mainly, two different ways of fixing a cantilever on the holder
1NANOSENSORS, www.nanosensors.com
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thickness t 7± 1 µm
width w 38± 8 µm
length l 225± 10 µm
tip height h 10− 15 µm
res. freq. f1st 150− 180 kHz
Q-factor Q1st 20000− 32000
spring const. k1st 20− 30 Nm
res. freq. f2nd 0.98− 1.05 MHz
Q-factor. Q2nd 2000− 15000
spring const. k2nd ≈ 1500 N/m
Table 5.1: Dimensions of the Nanosensors PPP - NCL Cantilevers.
Figure 5.1: Foto of a cantilever glued with 4-point-glue-technique. The
glueing points are colored yellow.
are used. One is using a metallic spring or cramp for fastening, which is
probably the most fastest and reproducible way. The other method is based
on glueing the cantilever chip on the holder. Although the reproducibility
and the preparation speed of the cramping method is higher, the glueing
method has its advantage in the flexibility of the cantilever types which can
be used with the same cantilever holder. Also, the position of the probe
chip on the holder can be varied and optimized easily in order to improve
the Q-value which is the main reason why we are using the glueing method.
Nevertheless, during the countless AFM measurements and experiments,
many cantilevers had to be prepared. By this, the way of glueing cantilevers
was improved, resulting in a four-point-glue technique shown in Fig. 5.1.
The glueing points are made using the electrical conductive Epotek H20S
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2 glue, and are acting like springs pressing the cantilever down on the
holder which is increasing the mechanical contact. The high amount of glue
relative to the cantilever mass acts probably also like an additional weight
which is reducing the loss of the cantilever excitation energy due to the
oscillation of the chip. So, for the first resonance, a Q-value of up to 32000
and for the second resonance of up to 15000 are often achieved.
After glueing the cantilevers, the glue has to be dried which is done in an
external oven at ≈ 120 ◦C for ≈ 30 min. After introducing the tip into the
vacuum chamber, the probe as well as the holder has to be outgased, to
avoid contaminations by water or leftovers of solvents in the glue. Contam-
inants on the tip of the cantilever after the first steps of preparation can
easily be removed by 1− 2 min of argon-ion sputtering with an accelaration
energy of 680 eV and an argon gas pressure of 3× 10−6 mbar. Additionally
coated tips should not be sputtered because the coating will be removed, so
that the amount of glue should be reduced to a minimum.
5.2 Sample Preparation
For this work, single monolayers of hexagonal atomic structures on transition
metals were created by chemical vapor deposition (CVD). The used metal-
lic substrates of single crystals of rhodium (111) and ruthenium (0001) are
known to be highly reactive and to have a strong catalytic activity. There-
fore, before the substrate is exposed to borazine or ethylene which are the
precursors for the formation of the hexagonal single layer systems, described
here, the surface has to be cleaned thoroughly. This is done by several cycles
of alternating Ar+-sputtering, O2-dozing at high temperatures, and subse-
quent annealing. The purity of the surface is then checked by AFM measure-
ments. After the cleaning procedure, the hot metallic subrate is exposed to
the precursor material (borazine or ethylene). Like that the hydrogen bonds
of the precursors are cracked, a monolayer structure is formed and H2 gas
is desorbed. After the growth of one monolayer h-BN as well as graphene,
the growth is saturated which can be explained by the reduced catalytic ac-
tivity of the covered transition metals [75]. A non-optimal preparation can
result in a non-regular grown diffraction pattern which is shown in Fig. 5.3
2Epoxy Technology, Inc., www.epotek.com
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Figure 5.2: Image of the preparation chamber highliting the important parts
for the preparation of h-BN and graphene.
using the example of graphene grown on ruthenium. The parameters for the
preparation of h-BN and graphene layers are of course different from each
other and are described more detailed within the next two subchapters.
5.2.1 hexagonal Boron Nitride on Rhodium (111)
For the preparation of the h-BN nanomesh on a Rh(111) crystal as well
as on a Rh(111) thin film sample, borazine (H6N3B3) is used which is an
inorganic molecule consisting of three alternating untis of HB and HN ar-
ranged in a hexagonal ring (see Fig. 5.4 (a)). Keeping it in the liquid state at
around 0− 5 ◦C in a crucible within a Peltier cooled device attached at the
prepapration chamber (Fig. 5.2) helps increasing its lifetime 3. Before the
exposure of borazine on the Rh(111) surface, the borazine has to be cleaned
from impurities and dirt. This is done by unmounting the peltier cooling
device and freezing the borazine crucible by dipping it into liquid nitrogen.
The liquid borazine then becomes solid. Increasing the temperature for ex-
ample by the body heat starts outgasing the impurities out of the borazine.
Then, the borazine has to be frozen again in order to pump the impure gas
concentrated on top of the borazine. For this the valve to the pumping line
3private communication Th. Brugger, Univ. Zurich
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Figure 5.3: Non-regular grown graphene superstructure on Ru(0001) due to
wrong preparation parameters or surface impurities.
Figure 5.4: Schematic drawing of (a) borazin and (b) a sheet of hexagonal -
boron nitride.
has to be opened slowly. This procedure should be repeated about 3 times
in order to be sure to have highly pure borazine for evaporation.
Prior to the nanomesh formation, an atomically clean rhodium surface
has to be prepared by alternating cyclces of 30 min Ar-ion sputtering
on the substrate at room temperature and with an argon pressure of
p = 3× 10−6 mbar, 30 min of annealing at 750 ◦C, 10 min of O2-dozing with
a pressure of p = 4× 10−8 mbar at a sample temperature of 450 ◦C, and
another annealing cycle for 30 min at 750 ◦C. For the formation of the h-
BN nanomesh, the rhodium substrate was kept at 790 ◦C during borazine
exposure. For the preparation of our samples an exposure time of 3 min at
a pressure of 3× 10−7 mbar corresponding to 40.5 Langmuir was used.
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5.2.2 Graphene on Ruthenium (0001)
Figure 5.5: Schematic drawing of (a) ethylene and (b) a sheet of graphene.
Similar to the h-BN nanomesh on Rh(111), the preparation of a graphene
monolayer on Ru(0001) [76] needs a thorough cleaning of the substrate,
first. This was achieved by several cycles of 20 min Ar-ion sputtering at
p = 3× 10−6 mbar and annealing at T = 1100 ◦C for t = 40 min followed by
an additional oxygen dozing (p = 4× 10−8 mbar, T = 1000 ◦C, t = 40 min)
and a final annealing at T = 1100 ◦C for again t = 40 min. After this proce-
dure the ruthenium is ready for the exposure to ethylene gas (see Fig. 5.5 (a))
from the small 5 liter gas can attached to a needle valve at the preparation
chamber as shown in Fig. 5.2. With a sample temperature of T = 1000 ◦C,
an ethylene gas pressure of p = 1× 10−7 mbar and a exposure time of 10 min
corresponding to 40 L a graphene monolayer is formed (see Fig. 5.5 (b)).
After stopping the exposure, the sample was again flashed by heating to
1100 ◦C for 1 min and then cooled down to room temperature by switching
off the heater.
Chapter 6
Hexagonal Boron Nitride on
Rh(111)
A great challenge in nanotechnology is the functionalization of surfaces and
the creation of regular patterns with a long-range order for visionary elec-
tronic devices. A promising template for this purpose is the so-called hexago-
nal boron nitride (h-BN) nanomesh, a two-dimensional graphene like sp2 hy-
bridized monolayer, found to grow on Rh(111) [77], Ru(0001) [14] as well as
on other substrates [78, 79, 80, 81]. With a periodicity of 3.2 nm it is grown
as a large regular mesh of two different sites: holes and wires. The holes
of the nanomesh have an inner diameter of ≈ 2 nm and are perfect for the
purpose of forming large regular arrays with trapped molecules [14, 15, 82].
Even when using very low coverages the investigations of molecules on other
substrates like NaCl or KBr can still be influenced by interactions with their
next neighbours [83, 84] making the use of low temperature setups neces-
sary [4]. Here, the h-BN nanomesh can open the door for investigations
of decoupled, single molecules, which are separated from each other on the
nanometer scale. Regular magnetic structures formed by nano particles like
cobalt clusters are already realized on this material [12, 13] being a proper
step towards the development of for instance new data storage devices with
a large storage density.
In this chapter, high resolution DFM and DFS measurements of the h-BN
are presented showing a highly regular superstructure as well as its atomic
corrugation. In contrast to the conductive 2D graphene shown in the next
chapter, h-BN is an insulating two-dimensional layer with a bandgap of
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5 eV. The nanomesh super structure formed after performing the process
presented in chapter 5.2 is due to a lattice mismatch of (13 × 13) B-N
units to (12 × 12) rhodium atoms [77, 85, 86, 87]. Anyhow, sometimes the
contrast observed during measurements appeared inverted. The occurance
and origin of this contrast inversion as well as its influence on KPFM
work function determinations will be discussed by analyzing the first 2D
spectroscopy fields ever performed above this surface. Furthermore, Kelvin
probe force microscopy images as well as 2D KPFM spectroscopy maps,
combining the 2D DFS mapping with the KPFM method, are shown in
order to determine the site dependent work function but also to discuss the
influence of the topographical inversion on the work function.
Figure 6.1: Left: Overview of the h-BN on Rh(111) sample. Right: Cropped
area. 4 differently oriented domains were observed, which are coloured differ-
ently [88]. The h-BN growth is starting at several points forming hexagonal
cells which then grow together to complete a monolayer. Scan parameters:
f1st =153 kHz, A1st =5 nm, ∆f1st =−8.5 Hz, UBias =−32 mV.
Figure 6.1 shows a DFM topography image of the h-BN nanomesh on
Rh(111). The hole- (dark) and the wire sites (bright) are clearly visible. A
few adsorbates appear as bright spots on the completely covered area. Only
within small domains of approximately 10− 50 nm, the observed superstruc-
ture grows with a regular orientation, whereas also the mesh size seems to
vary. Dong et al. in [89] reported in more detail about the formation of
the nanomesh and observed that the growth of h-BN on rhodium (111) dur-
ing the CVD process starts simultaneously at many different positions on
the metal surface and forming small patches or island-like domains of boron
nitride which are growing together. The border lines of initially separated
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domains are featuring a misalignment. In the right image in Fig. 6.1, dif-
ferent domains are marked by their different rotation. Mainly four different
rotational domains were found which are completing the single monolayer.
Due to the lack of atomic resolution measurements showing the rhodium
substrate and the h-BN overlayer simultaneously, so far no conclusion about
the exact orientations of the h-BN domains with respect to the underlying
substrate for figure Fig. 6.1 can be drawn. However, Dong et al. [89] stated
that the probability that any two islands with exactly the same orientation
are matching is as low as 1/144 due to the underlying 12 × 12 Rh(111)
unit cell. In consequence, the islands can be stretched and skewed on the
one hand leading to different mesh sizes but probably also to our observed
rotational domains in Fig. 6.1 on the other hand.
Figure 6.2: High resolution measurement of the h-BN. The corrugation
of the nanomesh superstructure is inverted compared to the theoretical
model [86, 87] but its atomic structure is clearly visible. Scan param-
eters: f1st =156 kHz, A1st =6 nm, ∆f1st =−180 Hz, f2nd =973 kHz,
UAC =500 mV, UCPD =−150 to − 30 mV.
Figure 6.2 presents a highly resolved measurement of the h-BN superstruc-
ture on Rh(111) showing for the first time atomic resolution achieved by
nc-AFM. The CPD was compensated by simultaneously performing KPFM
and was in a range of −30 to − 150 mV. The observed contrast is inverted
compared to that presented in Fig. 6.1, which is expected from literature
[86, 87]. A detailed investigation of this inversion will be presented in the
next section of this chapter. The periodicity of the superstructure is de-
termined after performing a Fourier filter transformation (FFT) with the
analysis software WSxM [90] and is measured to be (2.8± 0.4) nm. The
lattice constant of the atomic structure is 0.24± 0.04 nm. The relative big
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errors for both periodicities are caused by piezo creep mainly dominant in
the fast scan direction. Taking this into account, the determined values are
still in good agreement with those determined in other experimental stud-
ies or theoretical calculations, which are 3− 3.2 nm for the superstructure
and 0.25− 0.27 pm for the atomic periodicity [14, 12, 77, 82, 91, 75, 87, 92]
where the last value corresponds to the hexagonal atomic lattice distance of
the h-BN.
6.1 Contrast Inversion
Frequently, a contrast change in the recorded topography channel is ob-
served, so that the prior superstructure of a depressed hole site and an
elevated wire site is apparently inverted. The former holes then appear as
elevations while the wires are lowered. This inversion of the contrast was
also observed in scanning tunneling microscopy experiments where it was re-
lated to the bias voltage between tip and sample at a constant current, which
corresponds to two different tunneling states for hole or wire [14, 12]. This
results from a sigma band splitting due to different binding energies between
boron, nitrogen and rhodium for every site. Due to the different quantities
detected, the contrast inversion observed in AFM is not necessarily equal to
the one observed in STM. While AFM is sensitive to the detection of short-
and long-range forces acting between tip and sample, in STM the tunneling
current, which strongly depends on the overlap of density of states of the
tip-sample system, is measured. Fig. 6.3 shows the topography of the h-BN
above an area of 50× 50 nm2. This image was scanned from bottom to top.
For a continuous compensation of the electrostatic forces, KPFM is used
showing a variation of the CPD of UCPD = 108− 1400 mV. The lower part
of the image shows the “normal” contrast until a spontaneous contrast in-
version occurs. Thereafter, the contrast becomes sharper, showing the hole
sites as elevations and the wires lowered. Closer to the upper end of the
image, the contrast changes back to the “normal” one, probably induced by
the adsorbate which is imaged as a bright spot at the top of Fig. 6.3. After
passing the adsorbate the contrast switches again.
In order to investigate the event of the contrast inversion, the area indicated
by the red rectangle in Fig. 6.3 was magnified (Fig. 6.4). There, the point
of contrast inversion in forward (a) and backward (b) fast scan direction is
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Figure 6.3: Topography image showing three contrast inversion events,
the first one being marked by the red rectangle. Scan parameters:
f1st =155 kHz, A1st =6 nm, ∆f1st =−75 Hz, f2nd =962 kHz, UAC =500 mV,
UCPD =108− 1400 mV.
shown in more detail. The topography (left) and dissipated energy (right)
images have a size of 9.8× 4.9 nm2. For the topography image in forward
direction the position in which the contrast inversion occured is indicated
by the circle. The line sections in Fig. 6.4(c) are taken exactly along the
scan line of the contrast change. The position of the flipping is tagged
by a vertical line. At that position, the topography signal was reduced by
approximately 30 pm. In the dissipation channel, very close to the noise level
of the measurement a slight increase of ≈ 20 meV/cycle is observed. In the
top region of Fig. 6.3 the tip condition changes again while the tip is scanned
above an undefined cluster on the surface. After some lines, the contrast
inverted back again, showing the reversibility of the tip apex condition.
For the understanding of the inversion process as observed in Fig. 6.3 and 6.4
mainly two observations have to be taken into account. The adsorbate in
the upper part of Fig. 6.3 is leading to an increased tip-sample distance due
to the z-controller feedback of the AFM. On the other hand, such a distance
dependent contrast inversion can be excluded by the interpretation of the
dissipation- and the topography images in Fig. 6.4, which show only a slight
tip modification at the point of inversion. Contrast inversions in the topogra-
phy in nc-AFM were already observed and explained for different substrates
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Figure 6.4: Enhanced images with a size of 9.8× 4.9 nm2 of the topography
(left) and dissipation (right) in forward (a) and backward (b) direction taken
from Fig. 6.3. Close to the center of the measurement shown in (a) the
contrast change occurred as is indicated by the red circle. On the right line
sections containing a profile of each channel, exactly matching the line of
the tip change, are plotted.
indicating a major role of the long range electrostatic forces [93, 94, 95]. In
the case of the rutile TiO2 surface for example, various different contrasts
were found and the origin of an inversion process was theoretically described
by a change of the tip polarity strongly influencing the detected force field
in nc-AFM [96]. In the case of h-BN, such small tip apex modifications with
a change of the tip polarity are one possible explanation approach for the
inversion.
Nevertheless, if the contrast change is mainly influenced by a variation of the
tip-sample distance it has to be controllable during the measurements. In
Fig. 6.5 a multipass measurement for 4 different distances is presented. For
the measurement with this method, which was described in detail in chap-
ter 4.5, four different frequency shift setpoints (∆f = −4 to − 8 Hz) were
chosen which are corresponding to four steps in the evolution of normal
and inverted contrast. Due to the fact that the drift between the images is
minimized to less than the range of the piezo creep differences in the fast
scanning direction, the four images can be directly compared to each other.
At ∆f = −4 Hz the superstructure is imaged with its normal hole-wire con-
trast. With decreasing ∆f setpoint and accordingly a decreasing tip-sample
distance, the elevations start to appear indented or rather begin to invert.
At ∆f = −6.1 Hz the holes are still visible but the wire sites are starting
to appear lower than the hollow sites. Finally at ∆f = −8 Hz the wires are
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Figure 6.5: Four topographic images of h-BN on Rh(111) (14 nm×14 nm)
recorded with the multipassing technique at different frequency shifts
∆f = −4 Hz,−5.8 Hz,−6.1 Hz and −8 Hz respectively. For a continous
compensation of the electrostatic force, KPFM was used. Parameters:
A = 10 nm, UCPD = −386± 45 mV, UAC = 500 mV.
imaged as depressions while the former holes changed to elevations.
Fig. 6.6 shows the evolution of the contrast inversion in a line section done
across a hollow site. The lowest parts of the holes visible in the curves are
aligned to z = 0 nm. Obviously, the shapes of the curves around the center of
the holes are matching perfectly. Interestingly, the red curve (∆f = −8 Hz)
shows that the wire site is the only area which is changing. While for the
black curve the contrast is still “normal”, for the green and blue curve a
slight evolution towards the inverted is visible at the left peak located at
approximately 1 nm. The change in distance for the wire site is roughly
≈ 110 pm. Overall, Fig. 6.5 and 6.6 are leading to the assumption that a
distance dependent tip-sample interaction is the main factor of inversion.
Furthermore, the possibility of a mechanical deformation induced by the tip
should be considered as an explanation approach.
For a further study of the inversion mechanism, dynamic force spectroscopy
measurements were carried out. Figure 6.7 shows 2D spectroscopy maps
which are done by the procedure described in chapter 4.4. Inset curves
for every 2D map, which are averaged over 3 curves per different site, are
made to guide through the spectroscopy maps. The black curves corre-
spond to the hollow- and the red curves to the wire sites. A constant bias
of UBias =−500 mV is applied between tip and sample for compensating
the electrostatic forces. Figure 6.7(a) presents a spectra of the total force
66 CHAPTER 6. HEXAGONAL BORON NITRIDE ON RH(111)
Figure 6.6: Detailed view of the contrast inversion of h-BN on Rh(111)
recorded by the multipassing technique presented in Fig. 6.5. The cross
sections in (a) taken along the fast scan direction show the development of
the multipassing measurement for the hole and wire site marked in (b) by a
blue line. The lowest parts of the holes visible in the curves are aligned to
z = 0 nm. The height variation of the wire site with respect to the hole site is
can be given in relative units: the total change between normal (∆f = −4 Hz)
and the inverted contrast (∆f = −8 Hz) is ≈ 110 pm.
F between tip and sample. For the extraction of the force from the ∆f
raw data, the Sader-Jarvis algorithm [36] was used, which was introduced
in chapter 3.2. For the determination of the short range interaction force
the influence of the long range force is removed by the method suggested by
Guggisberg et al. [31]. In Figure 6.7(a) it can be observed that, while the
tip approaches towards the sample surface, the attractive force between tip
and hollow sites is increasing up to −0.28 nN. The center of the hollow site
seems to be an area of constant attraction: F stays attractive within a dZ
range of about 0.25 nm and a width of dX ≈ 2 nm. In contrast, the interac-
tion force between tip and wire sites constantly remains more repulsive than
that for the holes (F ≈ −0.12 to − 0.15 nm) at their centers.
The extracted short range forces Fshort shown in Fig. 6.7(b) show almost
the same behavior than found in Figure 6.7(a). While the force between tip
and hole sites is attractive up to Fshort ≈ −0.1 nN, the interaction between
tip and wire sites becomes repulsive after 0.5 nm. By a closer approach of
the tip towards the sample surface, the short range force becomes repulsive
at Zrel ≈ 0.15 nm. A way to explain this behavior is, as already mentioned
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Figure 6.7: 2D spectroscopy data plots done above the h-BN/Rh(111)
nanomesh: (a) Total force, (b) intermediate force (total force minus long-
range force) and (c) dissipation. The insets of (a),(b) and (c) are site-
dependent (hole, wire) 1D spectroscopy curves, extracted out of the 2D
data. The inset curves are respectively averaged over 4 curves for each site.
Parameters: f1st =157 kHz, A1st =10 nm, UBias =−500 mV.
before, to assume an elastic deformation of the wire sites. This idea is
supported by the dissipation map in Figure 6.7(c). While at the hole sites
the dissipation is constantly increasing up to ≈ 0.1 eV/cylce, at the wire
site the dissipation is about 0.02 eV/cycle lower than on the hole site, being
almost the same like the joule dissipative background. The latter arises due
to the fact that the CPD compensation of the electrostatic force is done
at only one single point above the surface not differing between the two
different contrast sites. If the tip-sample distance is changed, the actual
compensation voltage slightly differs from the CPD. Interestingly, if the
wire sites are deforming, the according dissipation should increase due to
an energy loss. However, if an elastic deformation is presumed this result
is not striking. Because the dissipation is the average energy loss over one
cantilever oscillation cycle, the energy loss by indenting the wire site by the
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approaching tip is returned when the tip is retracted. Finally, in Fig. 6.7(d)
the relative height difference between holes and wires is determined. The
shift in z between the force-distance curves of the two sites is a measure for
their height difference. Like that and also by extracting the heigth variation
from Fig.6.6 a relative height of approximately 0.08− 0.1 nm is determined,
which is with ≈ 0.05 nm almost double the value determined for example by
STM [77].
6.2 KPFM
The advantage of KPFM compared to other methods like PES is the ca-
pability to resolute local variations in the contact potential (LCPD) of the
tip-sample system on a small nanometer scale [96, 97, 98, 99]. The work
function of layered materials like h-BN or graphene on Rh(111) or Ru(0001),
which have differently bonded sites due to the formation of a superstructure,
is varying with the distance of the 2D overlayer towards the substrate atoms
[100]. Therefore, KPFM is a suitable method for the investigation of the
properties of the 2D hexagonal superstructures presented in this thesis.
In Fig. 6.8 (a) and (b) the h-BN topography as well as the corresponding
LCPD map are presented. Comparing Fig. 6.6 with the cross section of the
topography (red line) in Fig. 6.8(c) as well as with the theoretical predicted
structure [86, 87], it can be concluded, that the topography in Fig. 6.8(a)
is inverted. Furthermore, the shape of the structure is slightly distorted,
which can be explained by the influence of an asymmetric tip. From the
LCPD map in Fig. 6.8(b) and the corresponding blue line in Fig. 6.8(c) the
surface potential of the wire sites can be determined as ≈ −360± 5 mV
and that of the hollow site as ≈ −375 mV ± 5. In former investigations
by Chen et al. two electronic states for holes and wires were found: σα
and σβ [101]. This electronic structure corresponds to different local work
functions which was revealed by PES on adsorbed Xenon atoms at hole
and wire regions of the nanomesh [82]. There, a work function difference of
310 meV was measured, while we determined ≈ 15 mV. So, by Fig. 6.8(b)
and (c) it can be identified that the the hollow sites, more strongly bond
to the rhodium substrate, have a lower work function, while the weakly
bonded wire sites seem to correspond to a relatively high work function.
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Figure 6.8: AM-KPFM measurement of h-BN on Rh(111) showing (a) an
inverted topography and (b) the LCPD of the superstructure. (c) shows the
cross sections made in (a) and (b). The holes are areas of lower workfuntion.
∆f = −8.5 Hz, A = 10 nm, UAC = 500 mV.
Figure 6.9 contains spectroscopy maps of the frequency shift and the LCPD
versus the tip-sample distance. In the frequency shift map (left image) the
transition of long- and short range regime of interactions between tip and
the surface is evident, giving rise to two different contrasts. While at tip-
sample separations down to 0.4 nm the long-range forces remain dominant,
at smaller separations the short-range interaction regime is reached, leading
to an inverted contrast in the topography. In Fig. 6.9(b) the simultaneously
measured LCPD map with contour isolines of the frequency shift plotted
into the same image, is shown. Comparing the deviation of the frequency
shift and the LCPD map, a site dependend contact potential difference is
observed. Far away from the surface, a LCPD of −440± 10 mV is found.
Above the wire sites, this value increases to −455± 10 mV while for holes
it even develops to −470± 10 mV. Assuming that the inversion is caused
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Figure 6.9: 2D AM-KPFM spectroscopy field for the h-BN layer: (a) Fre-
quency shift map, (b)CPD map (sample is biased). Parameters: A = 10 nm,
UAC = 500 mV.
Site ΦKPFM ΦPES [15, 82]
(i) above surface 3.76± 0.01 eV -
(ii) wire 3.75± 0.01 eV ≈ 4.49 eV*
(iii) hole 3.73± 0.01 eV 4.18 eV
(iv) inverted wire 3.77± 0.01 eV -
Table 6.1: Comparison of the local work functions determined by the KPFM
measurements (Fig. 6.9) with the results from PES experiments of [15, 82]
with ΦRh111 = 5.52 eV for the bare Rh(111) substrate [80] and a calibrated
tip with Φtip = 4.2± 0.1 eV. (* Using the result ∆ΦhBN ≈ 310meV between
hole and wire site from [82], whereas holes are areas of lower work function
with ΦPES ≈ 4.18eV [15]).
by a deformation, meaning that the wires are indented and pressed towards
the substrate surface due to a tip-sample interaction, in close proximity to
the rhodium −435± 15 mV for the LCPD is found.
In table 6.1 these results are converted into work functions by the use of
equation 3.31. The work function variation between holes and wires deter-
mined from the 2D KPFM spectroscopy measurement with ≈ 20 meV cor-
responds well with that one determined from Fig. 6.8. In contrast, by PES
experiments a work function difference of 310 meV was stated [15, 82]. The
discrepancy of the absolute values of the work function differences between
PES and KPFM experiments, is explainable by the so-called averaging effect
[102, 72, 103, 104, 105]. Due to the lateral interaction of the oscillating tip
and cantilever with the long range electrostatic forces, so that the size of
the cantilever contributes to the LCPD signal [106], the contact potential
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difference is averaged. So, the difference between the two sites are detected
to be smaller and the discrepancy to PES methods is reeasonable. Nev-
ertheless, the local differences of the work function determined by KPFM
are confirming other results of PES experiments that indentify the holes
as areas of lower work function. The work function for the inverted wires
ΦKPFM = 3.77± 0.01 eV is increased compared to the normal ones due to
the decreased distance between the nanomesh atoms and the Rh(111) sur-
face at the wire areas after the inversion occured.
6.3 Summary
In this chapter, DFM measurements of the 2D hexagonal superstructure of
h-BN on Rh(111), caused by a lattice mismatch of Rhodium and h-BN [77],
have been presented. The structure can be divided into wire- and hole sites,
whereas the holes are areas which are bonded to the Rh(111) substrate, while
the wires are repulsed. During the preparation process of depositing bo-
razine, the precursor for h-BN on Rh(111), small islands of h-BN are formed,
which are growing together to complete a single monolayer. Like this, dif-
ferent translational domains are shaped [89] featuring a misalignment. The
so caused stretching and skewing of the islands is leading to a variation in
the mesh size and probably also to 4 different rotational domains, which
were observed here. From the first high quality nc-AFM measurements ever
performed on this nanomesh the periodicities of both the superstructure
((2.8± 0.4) nm) and the atomic lattice (0.24± 0.04 nm) were determined,
which are in agreement with the literature [14, 12, 82, 91, 75, 87, 92]. A
contrast inversion was observed, at which the holes are imaged as eleva-
tions while the wires are depressed. A similar observation was made by
STM, where a bias dependend contrast due to different states of different
bonded sites was stated [14, 12]. On the other hand, the observed inversion
could be brought into relation with small tip apex modifications as well as
a tip-sample distance dependence. Latest seems to be connected with an
elastic deformation of the wire sites. This assumption was investigated by
multipassing measurements as well as 2D force spectroscopy maps, show-
ing the evolution of the inversion. Additionally, out of the 2D spectras as
well as the topography a determination of the height difference between the
hole- and wire sites in nc-AFM was possible. The result of approximately
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0.08− 0.1 nm is with ≈ 0.05 nm almost double the value determined for ex-
ample by STM [77]. Finally, KPFM measurements as well as 2D maps were
in agreement with the results of former PES experiments [15, 82]. By both
methods the holes were determined as an area of lower work function. The
influence of the inversion on the work function was investigated. An indent-
ing of the wire site leads to an increase of the work function, which probably
can be explained by increasing the interaction of rhodium and h-BN states.
Chapter 7
Graphene on Ru(0001)
Carbon is one of the most frequently used basic materials on earth. It is the
basis of all terrestric life and of humans technological improvements during
all centuries. Under conditions which perfectly occur in red stars, it was orig-
inally formed by the fusion process of three helium or α-particles [107, 108].
Diamond and Graphite are the best known materials formed by pure car-
bon and are best examples that the way the carbon is arranged, strongly
influences the mechanical and electronical material properties. More re-
cently found carbon structures are fullerenes, nanotubes and graphene as
the latest. Not only the Nobel Prize in physics of 2010 shows how big the
scientific interest in these kind of material is. Extracted from the graphite
bulk material by micromechanical cleavage [108], this twodimensional car-
bon structure has extraordinary characteristics like a linear band structure,
giving electrons as massless Dirac fermions a bosonic behavior, an anomalous
quantum Hall effect [5, 7], and a constant amplitude of the electron wave
function in tunneling [109]. Interestingly, the rippling of graphene layers
for example influences the electronic properties leading to decreased carrier
mobility and many more [110, 111, 112]. Consequences of such rippling can
perfectly be investigated on graphene superstructures grown on transition
metals like ruthenium or rhodium.
Here, graphene on Ru(0001) is studied by means of Dynamic Force
Microscopy and -Spectroscopy as well as Kelvin Probe Force Microscopy.
This sample system is completely different from h-BN on Rh(111) but
also forms a superstructure due to a mismatch between the overlayer-
and substrate atoms. It was found, that analogue to the h-BN system, a
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contrast inversion can occur that is also controllable by variations of the
tip-sample distance. Twodimensional force spectroscopy fields verified this
behaviour and it became apparent, that the change in contrast seems to be
related to mechanical changes of the pattern, so that an elastic nature of
the graphene superstructure can be estimated. Such a behaviour can open
new possibilities for nano-mechanical devices like for example graphene
based resonators or detectors [110, 111, 112, 113, 8].
Figure 7.1: Overview of a grown monolayer of graphene on Ru(0001) with
a regular superstructure. The big white spots, which are visible below the
graphene are related to implanted impurities of argon in the ruthenium
crystal due to the sputtering process. Scan parameters: ∆f = −10.4 Hz,
A = 10 nm, UDC = −908 mV.
After the preparation process a sp2-hybridized graphene monolayer is grown
epitaxially on the Ru(0001) substrate as discussed in chapter 5.2.2. Fig-
ure 7.1 shows this regular graphene layer. As mentioned already for Fig. 5.3,
the white spots appearing below the graphene layer are related to argon im-
plantations due to the sputter cycles during the preparation process. Simi-
lar samples were already the subject of intense investigations in a series of
studies performed by LEED, STM, ARUPS as well as by various theoretical
techniques [76, 114, 115]. These studies concluded that the lattice mismatch
between graphene and the ruthenium substrate leads to the formation of a
hexagonal dislocation pattern. The unit cell of this superstructure consists
of areas which are firmly attached to the substrate (so called valley sites)
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and areas which appear partially detached from the substrate (hill sites)
[116, 117].
The exact mismatch between C- and Ru-atoms was controversly discussed:
More early investigations presented a model of matching (12×12) graphene
unit cells matching to (11 × 11) atomic ruthenium unit cells [118]. This
result was supplemented by LEED as well as STM experiments, modifying
the model to (11×11) graphene unit cells sitting on (10×10) ruthenium cells
[76]. Recent Surface X-Ray Diffraction (SXRD) experiments are predicting
an even bigger cell size of (25 × 25) graphene cells matched on (23 × 23)
ruthenium unit cells for the mismatch. [116, 119].
Figure 7.2: Image and cross section of the hexagonal graphene super-
structure with a periodicity of 3.0± 0.1 nm and a corrugation height of
≈ 0.1 nm. Scan parameters: f1st =171 kHz, A1st =7 nm, ∆f1st =−8 Hz,
UBias =−573 mV.
The non-contact atomic force microscopy measurement in Fig. 7.2 gives a
closer look on the single layer graphene. The bright spots correspond to
the ≈ 2 nm broad hills of the superstructure. Their periodicity, estimated
from FFT filtering, is 3.0± 0.1 nm, which is in a good agreement to former
investigations by STM and LEED that determined the hill site periodicity
to ≈ 3 nm [114, 120, 121, 76, 118, 122]. The height of the graphene cor-
rugation according to our AFM measurement was estimated to ≈ 0.1 nm,
which is in good agreement with the former results. Experimental data
done with SXRD as well as STM for example presented a height variation of
0.07− 0.11 nm between the hill- and valley sites [118, 116, 76]. In the STM
case, this height was also found to be bias dependent [123, 76]. Furhtermore,
in a theoretical work based on Density functional theory (DFT) calculations
done by Stradi et al. [124] the corrugation height was calculated to about
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0.12 nm. They pointed out the importance of van der Waals corrections
for the DFT computing and could correct former results determining the
corrugation height to ≈ 0.16 nm [117, 125, 100], so that experimental and
theoretical values are now in good agreement.
Bimodal DFM Measurements
Figure 7.3: DFM images using the bimodal setup. (a) Topographic signal
recorded by the use of the second cantilever resonance f2nd. (b) Frequency
shift ∆fTR of the simultanously recorded torsional mode. The blue and red
lines are cross sections at which the red line corresponds to (c) showing the
periodicity of the superstructure and the blue line to (d) with the corrugation
of the carbon rings. Scan parameters: f2nd =1.05 MHz, A2nd ≈600 pm,
∆f2nd =−143 Hz, fTR =1.5 MHz, ATR ≈300 pm, UBias =−890 mV.
In chapter 3.3 bimodal DFM was introduced. As mentioned before, the
advantage of this mode is the higher sensitivity towards short range forces
and the low influence of long range forces due to the use of small can-
tilever amplitudes (<< 1 nm peak-to-peak). With the monomodal DFM
mode, using only the first resonance, it was not possible to resolve single
C-atoms or C-rings within the superstructure like it was possible for STM
on graphene [126, 120, 76] or rather for the h-BN shown in the last chap-
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ter. Thus, in Fig. 7.3 the results of bimodal DFM measurements above
the graphene superstructure are shown. While the second flexural can-
tilever mode f2nd = 1.05 MHz was used for controlling the tip-sample dis-
tance (Fig. 7.3(a)), the torsional resonance frequency fTR = 1.5 MHz was
excited by a second PLL, detecting the lateral force interaction by the fre-
quency shift (Fig. 7.3(b)). Fig. 7.3(a) shows the topography channel using
f2nd. It can be seen, that the area, which should appear as hills are de-
pressed. This observation can also be made in Fig. 7.3(b). There the su-
perstructure is clearly visible and has got a triangular shape which is often
observed in STM as well [114, 120, 118, 122, 76, 126]. Also, in the AFM
measurement of Fig. 7.2 a slightly triangular shape of the superstructure
pattern is visible. From the line profile in Fig. 7.3(c) the pattern periodicity
is measured by FFT filtering to 3.0± 0.2 nm similar to the measurements
presented previously in this chapter. Additionally, the distance between
twoatomic rows (lattice constant) can be estimated from a line profile (for-
ward and backward channel) in Fig. 7.3(d) to a ≈ 0.27± 0.05 nm. The cor-
responding C-C interatomic distance is acc = a√3 = 0.16 nm. These values
are in good agreement with the results of Vazquez de Parga et al. who
determined an atomic lattice constant of a ≈ 0.246 nm [76]. Martoccia
et al. [116], who showed a (25 × 25) superstructure, could reproduce the
triangular structure of the hill areas by their calulations, which is in good
agreement with the torsional measurements presented above. Additionally,
they observed that a lateral motion of the graphene of up to ≈ 25± 3 pm
occurs which distorts the graphene bond length only slightly by 10 pm, so
that a clockwise chiral structure is found. By this, they pointed out, that
the largest motion of the graphene chirality happens at the flanks of the
hills. Now, the results of the torsional measurement of Fig. 7.3(b) can be
simplified by a direct comparison with their findings in [116]: The different
strength of twisting probably leads to differences in the lateral forces of the
graphene lattice, which can be visualized by the torsional mode. So, the
flanks of the hills are causing a high torsional frequency shift, while the cen-
ters are imaged as darker areas, which is probably mainly influenced by the
second flexural mode. Additionally and in accordance to [116], in Fig. 7.3(b)
a chiral shape is visible at the flanks of the hill, which seems to verify the
theoretical chirality calculated in [119].
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7.1 Contrast Inversion
As already mentioned in the last chapter, it was demonstrated that during
the scanning of the h-BN nanomesh a contrast inversion can occur. As ex-
plained, for the origin of this inversion the idea of an elastic deformation of
the wire site on h-BN was pointed out, leaving the fundamental question,
if that inversion can really be explained by a mechanical and topographi-
cal change of the structure due to the tip-sample interaction forces or not.
If so, this contrast change has to occur also on different superstructured
2D layer materials like the here investigated graphene monolayer on ruthe-
nium. On the other hand, in former STM and STS investigations, like in
the boron nitride case, a controllable bias-related contrast inversion was ob-
served [120, 114]. This was attributed to the different electronic states of
graphene determined by the superstructure.
Figure 7.4: Accidentally occuring contrast inversion of the graphene su-
perstructure on the ruthenium substrate. The former hills are changing to
depressions in the lower part of the image corresponding to the inverted
contrast. The contrast changes from one line to another (marked by blue
arrow) like it could already be observed for h-BN, shown in the last chapter.
The cross section is done across the inversion line. Its profile is shown on
the right. The green part represents the ”normal” hill-valley contrast and
the red coloured part the inverted contrast with the hills changed to depres-
sions. The dots are marking positions in the left image. Scan parameters:
f1st =172.8 kHz, A1st =10 nm, ∆f1st =−8 Hz, UBias =−347 mV.
Figure 7.4 features an accidental inversion event of the graphene/Ru(0001)
sample in DFM which is marked by a blue arrow. Obviously, in the topog-
raphy signal, which is recorded from top to bottom, the contrast of the hill
site changes from elevations to depressions. The cross section, done across
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the line of inversion, leads to a deeper insight. The green part of the profile
shown in the graph of Fig. 7.4 corresponds to the “normal” hill-valley con-
trast and the red part is correlated to the inverted contrast. The dots are
marking the two extremas of the hill site. The profile points out that only
the center part on top of the hill seems to be modified by the inversion while
the areas left and right as well as the valley sites stay more or less constant.
In the part of the line profile corresponding to the inverted contrast (red), a
shoulder is visible just beside each depressed hill. So, it looks as if the center
of the hills are simply flipped downwards by the tip-sample interaction.
Figure 7.5: Four topographic images (20 nm×20 nm) recorded with the mul-
tipassing technique at different frequency shifts ∆f = −7 Hz,−9 Hz,−10 Hz
and −11 Hz respectively. For a continous compensation of the electrostatic
force, KPFM was used. Parameters: A = 8 nm, UCPD = −487to− 537 mV,
UAC = 200 mV.
Figure 7.5 shows four topographical images of the graphene layer acquired
with the monomodal DFM mode and utilization of the Multipassing tech-
nique described in 4.5, making a direct comparison possible. The frequency
setpoints of the frequency shift ∆f are changing from −7 Hz to −11 Hz.
Obviously, the superstructure is considerably modified by decreasing the
tip-surface distance corresponding to an increasing frequency shift. The hill
protrusions seem to be compressed by the tip so that in the end they appear
as depressions (nanopits). Further details can be inferred from the cross
sections in Fig. 7.6. Due to the characteristics of the force-distance curves,
the four profiles normally are offset. Thus, for a direct comparison they had
to be rearranged equivalent to chapter 6. From Fig. 7.4 it can be assumed,
that the valley site stays constant during the inversion process. Hence, the
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data points of the valley site of the four cross sections in Fig. 7.6(a) are fitted
linear and adjusted to z = 0. The inner diameters of the formed nanopits
when the tip is approached with a setpoint of ∆f = −11 Hz is about 2 nm.
With respect to the valley site, an upper limit for the total compression of
the hills is given by approximately 120 pm.
Figure 7.6: Detailed view of the contrast inversion recorded with the mul-
tipassing technique presented in Fig. 7.5 in chapter 4.5. The cross sections
in (a) taken along the fast scan direction show the development of the hill
and valley site marked by the blue lines in (b). The valley site of every
curve is adjusted to z = 0 by linear fitting of the valley site and aligning the
curve shapes. Therefore, with respect to the valley site, only the relative
height variation of the hill site can be determined. The total change between
normal (∆f = −7 Hz) and inverted contrast (∆f = −11 Hz) is ≈ 120 pm.
In Fig. 7.7 2D spectroscopy data is presented. Fig. 7.7(a) shows the to-
tal force F acting between tip and sample along a straight line crossing the
centers of the hills. This force was calculated out of the ∆f signal using the
Sader-Jarvis method [36] described in chapter 3.2. The inset curves corre-
spond to averaged values over three hill- (black) and valley- sites (red) in the
presented force map. In the 2D data as well as in the red curve it is shown,
that while the tip-sample force on the valley sites is continously increasing
up to −0.5 nN, the hills (black curve) are behaving differently. After an
increase up to −0.3 nN, the force F is again reduced on the top of them. A
better insight can be gained by subtracting the long range van der Waals
forces [31]. The resulting Fig. 7.7(b) represents in this case an“intermediate”
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tip-surface force Finterm (again the inset curves in this figure are averaged).
These forces are zero far away from the surface. When the tip approaches
the surface on the top of a hill site, an attractive force Finterm turns up and
reaches a maximum value of −0.15 nN at a tip-surface distance d ≈ 0.2 nm.
After that, the attraction decreases till Finterm ≈ −0.08 nN at the minimum
distance which could be applied without crashing the tip (d ≈ 0.1 nm). On
the valley sites, the attraction always increases up to −0.3 nN. These re-
sults strongly suggest that the graphene hills are elastically bent by the tip
pressure.
Figure 7.7: 2D spectroscopy data plots of the graphene/Ru(0001): (a) Total
force, (b) intermediate force (total force minus long-range force) and (c)
dissipation. The inset of (a),(b) and (c) are site-dependent (hill, valley) 1D
spectroscopy curves, extracted from the 2D data. The curves are averaged
over 4 single curves for every site. Parameters: A = 7 nm, Ubias = −819 mV.
A check of the dissipation signal in Fig. 7.7(c), which is also recorded
during the spectroscopy, supports this assumption. Although, the dissipa-
tion signal shows a Joule dissipative behaviour, it can be seen, that the
dissipation is increasing continously at the valley sites while it seems to sat-
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urate on the hills, and keeps almost constant. This can be simply attributed
to the fact that the energy spent to deform the elastic hills is returned to
the tip within each oscillation cycle.
The spectroscopic data also enables for a more precise determination of the
height difference between hill and valley due to the compensated drift by the
AT function. Figure 7.7(d) shows the graphs of the intermediate force of (b)
in more detail. The shift between hill and valley curve is equivalent to the
height of the hills, so that with respect to the valley sites, the undeformed
hills (black curve) show a height of about 93 pm, which is in good accordance
to former experiments and calculations 80± 15 pm [118, 116].
7.2 KPFM
As for the h-BN nanomesh described in the last chapter, the determination
of the work function is essential for the understanding of the structure. This
material property is important in order to investigate and use the potential
of graphene.
In Fig. 7.8 the topography- (a) and LCPD signal (b) of a KPFM measure-
ment are presented. The signal-to-noise-ratio in Fig. 7.8(b) is typical for
our experimental setup. Consistently with the measurements shown pre-
viously in this chapter, we find a periodicity of 3.4 nm. The LCPD signal
presented in Fig. 7.8 (b) as well as in the cross section of (c) reveals contact
potential variations of the superstructure of about −445 to − 465 mV. It is
noticeable that the LCPD maxima of the hills shown in (b) and (c) appear
shifted and slightly smeared out compared to the graphene pattern in (a).
By merging Fig. 7.8 (a) and (b) to (d) and in combination with (c) the
lateral offset between the LCPD extremas and the graphene superstructure
becomes obvious. The same behaviour was found in the backward signal as
well (not shown here). Therefore, it is hardly possible to determine if the
maximas in work function are corresponding to either hill or valley site of
the graphene pattern. The origin of such a shift can for example be related
to an asymmetric tip whereas one part is dominant for electrostatics while
another one is mapping the topography. Nevertheless, it can be concluded
that the determined difference in work function between hills and valleys is
in the range of ∆Φ = −20 meV. This value is more than 10 times smaller
than that determined by photon electron experiments [15] as well as DFT
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Figure 7.8: AM-KPFM measurement of graphene on Ru(0001) showing (a)
te topography signal and (b) the LCPD of the superstructure. (c) shows the
line profiles of the cross sections marked in (a) and (b). In (d) the images of
(a) and (b) are merged for a better visualisation of the LCPD. ∆f = −37 Hz,
A = 10.4 nm, UAC = 500 mV.
calculations [100], which is caused by the averaging effect in AM-KPFM as
already discussed in case of the h-BN nanomesh in the KPFM section of
chapter 6.
A better understanding of the site dependent LCPD of the graphene
monolayer on Ru(0001) can be achieved from the twodimensional spec-
troscopy map presented in Fig. 7.9. In (a) a 2D map of the raw data of
the frequency shift and in (b) a 2D LCPD map are shown. The contrast
inversion, already described before, is clearly visible in the frequency shift.
While it is first increasing continously above the valley sites, at a distance
of 0.1 nm corresponding to ≈ −12.5 Hz the ∆f signal turns and starts to
become more repulsive than for the valley sites (< −15 Hz).
At a first glance a similar behaviour is observed in the LCPD map, in which
also the corrugation corresponding to the graphene layer is visible. Towards
the hills at Z ≈ 0.2 nm the LCPD signal increases to about −550± 10 mV
but decreases again rapidly after Z ≈ 10 nm in vertical direction towards the
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Figure 7.9: 2D spectroscopy map above the graphene layer: (a) Fre-
quency shift map, (b) LCPD map by AM-KPFM. Parameters: A = 8 nm,
UAC = 100 mV.
surface to approximately −520± 10 V. Although the valleys LCPD jumps
up to approx. −550± 12 mV at this site a continous increase of the contact
potential with ULCPD ≈ −570± 12 mV can be observed. On the one hand,
this strongly reveals to two different work function values for the less bonded
hills and the ruthenium strongly bonded valley sites and on the other hand,
it shows a change in the work funtion which propably is coinciding with the
contrast inversion observed in the topography.
Site ΦKPFM ΦDFT [100]
(i) above surface 3.68± 0.01 eV 3.77 eV
(ii) hill 3.64± 0.01 eV 3.72 eV
(iii) valley 3.62± 0.01 eV 3.52 eV
(iv) inverted hills / close to ruthenium 3.66± 0.01 eV 4.52 eV
Table 7.1: Comparison of work function results of the KPFM measurements
(Fig. 7.9) with the results from DFT calculations presented in figure 2d of
[100] using ΦRu0001 = 5.52 eV for bare Ru(0001) [80].
Assuming the same work function value for our n-doped silicon cantilever
tip of ΦTip ≈ 4.2± 0.1 eV done on graphite which is used in the last chap-
ter 6, and a measured LCPD value for the hill site of Uhill = 560± 10 mV,
a work function of Φhill = 3.64± 0.01 eV can be determined out of equa-
tion 3.31. Doing the same for the valley site leads to a work function of
Φvalley = 3.62± 0.01 eV. In table 7.1 the values determined from the mea-
surements are compared to the ones of the DFT calculations presented in
figure 2d of [100]. As it can be seen, the values for the overall workfunction
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for a monolayer graphene on Ru(0001) determined by the measurements and
computations, are almost in the same range, whereas the experimental find-
ing for the relative work function difference between hill and valley sites for
example is ten times smaller (∆ΦKPFM ≈ 20 meV) than in the calculations
(∆ΦDFT ≈ 200 meV). This is consistent with the result observed in Fig. 7.8
and can like in the case of h-BN be explained by the averaging effect of the
cantilever as mentioned in the last chapter. Finally, it can be concluded that
in the DFT calculations as well as in this KPFM measurements the hill sites
occur as an area of higher work function compared to the valley sites with
their pi-bonding character. Some nanometers above the surface the work
function is found to be bigger than directly at the hill and wire sites. The
influence of the contrast inversion due to mechanical deformations of the
hills is hardly comparable to other experiments done by PES or the referred
calculations. Parallel to the ruthenium surface, between higher and lower
C-atoms, the work function is computed by Wang et al. to be ≈ 0.7 eV
higher compared to the substrate bound graphene at the valley site [100].
Therefore, an increase of the work function could be possible by a deforma-
tion. So the states of the hills are brought together with the ones from the
ruthenium surface which could enable an higher interaction of the carbon
atoms of the graphene with the ruthenium atoms. Unless calculations are
done which are taking a possible deformation of the hill sites into account,
for the moment it can only be referred to this KPFM measurements done
in this work which show an increase of the hill site work funtion.
7.3 Summary
In chapter 7 a 2D hexagonal superstructure of graphene formed on Ru(0001)
is investigated, prepared by CVD of ethylene on a Ru(0001) sample [123].
By performing high resolution DFM measurements the periodicity of the
hill and valley site 3.0± 0.1 nm was determined, being in accordance to
former results of STM experiments [114, 120, 121, 76, 118, 122]. Using the
bimodal DFM technique described in chapter 3.3 with the second vertical
(tip-sample distance control) and the first torsional resonances, even the
atomic lattice could be resolved showing a periodicity of a ≈ 0.27± 0.05 nm,
equivalent to the results of Vazquez de Parga et al. [76]. Additionally,
by this method, a clockwise chiral structure was observed, which was also
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computed by Martoccia et al. [116]. They stated, that the largest motion
(≈ 25± 3 pm) of the graphene chirality happens at the flanks of the hills.
Probably, the different strength of twisting could lead to differences in the
lateral forces of the graphene lattice. If so, they could be visualized by the
torsional mode. Analogue to the h-BN case, a contrast inversion was shown,
also observed in in STM experiments and explained by a controllable bias-
relation [120, 114]. After the inversion process, the former elevations (hill
site) are imaged as depressions, appearing lower than the valley sites. By
multipassing scanning it was pointed out, that the hills are the only parts
which are changing their corrugation to depressions (nanopits). Further
investigations by 2D force spectroscopy figured out, that, as observed for
the h-BN in the previous chapter, probably, an elastic deformation has to
be taken into account. Additionally, the height variation determination
between hill- and valley sites out of the force spectroscopy odata presented
a value of 93 pm, which is in good accordance to former experiments and
calculations 80± 15 pm [118, 116]. Finally spectrocopic maps as well as
microscopic measurments with KPFM were done, pointing out the hills as
areas of lower workfunction which was also observed before in calculations
as well as PES experiments [100, 15]. The influence of the contrast inversion
showed that the work function of the depressed hills becomes higher. If
an indenting by the tip is assumed, this could be related to an overlap
graphene and ruthenium states. Such a distance depence of the workfunction
in graphene was already discussed before by Wang et al. [100].
Chapter 8
Comparative Conclusion and
Outlook
This thesis is mainly focussed on dynamic force spectroscopy investigations
of 2D hexagonal superstructures of h-BN and graphene on transition metals
like Rh(111) and Ru(0001). Although both systems are different from the
chemical and electrical point of view, they have a lot in common. Both,
graphene as well as h-BN are shaping a sp2-hybridized superstructure due
to a lattice mismatch with their substrates. While the h-BN superstructure
contains a repulsed, elevated wire site and surface bonded holes, the hill
site of the graphene structure appears higher than the substrate bonded
valley site. The single holes and hills have both a diameter of ≈ 2 nm. Also
their superstructure periodicity as well as atomic lattice constant are almost
identical, which was shown here by the first high resolution monomodal
and bimodal DFM measurements on these samples. From the electrical
point of view both materials are dissimilar. In contrast to the graphene
with its high conductivity, the h-BN is an insulator, which makes it an
perfect counterpart of the graphene. On the basis of the partly similar and
partly different properties of these materials, a comparative investigation
by multiple DFM methods was done in this work. For both structures,
a contrast inversion was observed and discussed. The repulsed and not
substrate bonded sites, the hills in case of the graphene and the wires for
the h-BN, showed a topographical switching, which could be controllably
imaged. Furthermore, 2D spectroscopy measurements pointed out that the
contrast inversion is probably related to a tip induced elastic deformation
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of the hills or rather the wires. Additionally, 2D spectroscopy maps and
topographic images with KFPM identified the holes of the h-BN and valleys
of graphene as areas of lower work function which is due to their stronger
interaction with the metallic substrate. These results verify former PES
experiments by Brugger et al. as well as calculations done by Wang
et al.. Futhermore, an influence of the inversion on the workfunction was
found. By this, h-BN and graphene show the same behaviour. Assuming
the elastic indention of the wire sites on the h-BN and the hill sites on
the graphene respectively, seems to lead to such an increase of the work
function, which is probably related by the overlap of metal- and overlayer
states. In order to investigate the assumption of an elastic deformation
of these superstructures more deeply, further experiments and theoretical
calculations are needed. For example, friction or more precisely contact
resonance measurements could be used to determine the stiffness of the
elastic areas. If such a mechanical behaviour would be verified, this could
be a great step for the development of for example new kinds of resonators
or detectors.
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