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Abstract 
Salomaa, A., Simple reductions between DOL language and sequence equivalence problems, Discrete 
Applied Mathematics 41 (1993) 27 I-274. 
We show by a simple argument how any algorithm for solving the DOL language equivalence problem 
can be used to solve the DOL sequence equivalence problem, and vice versa. 
1. Background 
Developmental systems and languages, commonly known as L systems and lan- 
guages, were originally of great interest (see, for instance, [4]) in the theory of for- 
mal languages and in theoretical biology but have recently turned out to be also 
most useful in computer graphics [ 1,3]. The theory of L systems contains many 
simply formulated problems in the basic combinatorics of words, some of which 
resisted for a long time, or still resist, all attempts of solution. The purpose of this 
note is to contribute to one of them. 
By definition, a DOL system is a triple G = (.Z,g, u,), where Z is an alphabet, 
g : Z*+.Z* is a morphism and u. is a word over 2, called the axiom. The DOL 
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system generates a sequence of words, S(G), obtained by iterating the morphism: 
u0, Ul = duo), u2 = g@1> = g2w,. .. f 
The generated language L(G) consists of all words in the sequence. Let H= (Z, h, 0,) 
be another DOL system with the same alphabet C. The language (respectively se- 
quence) equivalence problem for DOL systems, abbreviated LE-DOL (respectively 
SE-DOL) consists of deciding of an arbitrary pair (G,H) of DOL systems whether 
or not L(G) = L(H) (respectively S(G) = S(H)). It is well known that both problems 
are decidable. (See [4] for the history.) The problems are not the same even from 
the point of view of decidability: examples are known of two systems generating the 
same language in quite a different sequence. Even before the decidability was 
established, it was known, [2], how any algorithm for solving LE-DOL can be 
transformed into an algorithm for solving SE-DOL, and vice versa. We present 
below transformations essentially simpler than those in [2] and also in [4]. The ideas 
might be useful also in other considerations dealing with morphisms on free monoids. 
2. From LE-DOL to SE-DOL 
We show how to use any algorithm for solving LE-DOL to solve SE-DOL. Given 
a pair (G,H) of DOL systems, we construct two new DOL systems 
G, = (ZU {a},g,,auo) and H, = (ZU {a},h,,auo), 
where a is a new letter for which g,(a) = h,(a) = a2; otherwise, the values of g, and 
h, coincide with those of g and h. Clearly, S(G,) and S(H,) consist of the words 
a2’u, and a2’vi, i=O 1 , , . . . , 
and thus S(G) = S(H) iff L(G,) = L(H,). 
3. From SE-DOL to LE-DOL 
For the reverse transformation we assume without loss of generality that the 
languages L(G) and L(H) are infinite. Their finiteness is easily decidable, and so is 
their equality if one of them is finite. 
The tools we need are decompositions of DOL systems and Parikh vectors. Given 
a DOL system G and integers m>O and pr 1 (“initial mess” and “period”), we 
define the DOL system 
G(P, m) = (Z gp, g”(uo)). 
Clearly, the sequence of G(p, m) is obtained from S(G) by omitting the initial mess 
and taking every pth word after that. For words w and w’ over Z, the notation 
wlp w’ (respectively WC, w’) means that the Parikh vectors satisfy w(w)5 I 
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(respectively w(w)< I,v(w’)). We need the following simple properties. We use the 
notation wi to refer to words in one of the two DOL sequences (Ui and u;) we are 
considering. 
(i) There are words such that w;<~ Wj. This follows by Konig’s lemma; it can 
also be seen by a direct argument about DOL systems. 
(ii) We cannot have both i<j and Wj’p Wi. (Consequently, the sequence con- 
tains no two words with the same Parikh vector.) Otherwise, the language would 
be finite. 
(iii) Whenever w;<~ wj, then w;+~<~ w)+~ for all n. 
(iv) Assume that x, and yi, i>O, are DOL sequences over an alphabet with n let- 
ters such that I+v(x;) = t,~(y;), O<i<n. Then I+v(x,) = w(yi), for all i. This is a basic 
property of growth functions [4]. 
We now give an algorithm for deciding whether or not L(G)=L(H). The algo- 
rithm uses a parameter m (the length of the initial mess). Initially we set m = 0. 
Step 1. Find the smallest integer q, > m for which there exists an integer p such 
that 
%-P <p %I, 
lrpsql-m. 
Let p, be the smallest among such integers p. Determine in the same way integers 
q2 and p2 for the system H(l,m). (Step 1 is possible by property (i).) 
Step 2. If the two finite languages 
{ui j msi<q,} and {vi 1 m%i<q,} 
are different, stop with the conclusion L(G) # L(H). 
Step 3. Knowing that q1 =q2, we apply our algorithm for SE-DOL. Check 
whether or not pI =pz and there is a permutation TC defined on the set of indices 
(071, . . . . pi-l} such that 
S(G(pl,ql +D = S(ff(~~,q~ + 7-G.W for all j=O, . . ..pl - 1. 
If “yes”, stop with the conclusion L(G) = L(H). If “no”, take q1 as the new value 
of m and go back to Step 1. 
We now establish the correctness and termination of the algorithm. 
Correctness. We show first that the conclusion in Step 2 is correct. We claim that, 
when entering Step 2, we have {Ui 1 i< m> = {Ui 1 i< m>. This holds vacuously for 
m = 0, from which the claim follows inductively. If some word w belongs to, say, 
the first and not to the second language and still L(G) =L(H), then w = u, for some 
i?q2. (We cannot have i<m because then w would occur twice in the sequence Ui.) 
By property (iii), for some jr m, uJ <p w. By the choice of q1 and property (ii), 
uj $ L(G). 
Also the conclusion in Step 3 is correct. When entering Step 3, we know that 
{ui 1 Osi<q,} = {II; I Osi<q,}. 
214 A. Salomaa 
The test performed in Step 3 shows that also 
{U; 1 irq,} = (II; 1 izq1). 
Termination. If L(G)#L(H), a word belonging to only one of the languages is 
eventually detected in Step 2 because the parameter m becomes arbitrarily large. 
Assuming that L(G) =L(H), we show that the equality is detected during some visit 
to Step 3. It follows by property (iii) that neither pi nor p2 is increased during suc- 
cessive visits to Step 1. Thus, we only have to show that the procedure cannot loop 
by producing always the same pair (p1,p2). If n is the cardinality of the alphabet, 
there cannot be n + 2 consecutive such visits to Step 1. 
Assume the contrary: the same pair (p1,p2) is defined at n + 2 consecutive visits. 
We must have p1 =p2. Otherwise, the larger of the two numbers has to be decreased 
at the next visit to Step 1, because of property (iii) and the fact that Step 2 was passed 
after the preceding visit. The same argument shows that p1 must assume the max- 
imal value q, -m. If m is the initial mess at the first of the n +2 visits, the se- 
quences S(G) and S(H) contain n + 1 segments of length p,, beginning with U, and 
V m, such that each segment in S(H) is a permutation of the corresponding segment 
in S(G). Moreover, it is always the same permutation because otherwise, by proper- 
ty (iii), the value of p, will be decreased at the next visit to Step 1. This implies, by 
property (iv), that for some permutation 71 and all j =0, . . . ,pl - 1, the sequences 
S(G(p,, m +j)) and W~(P,, m + dj)N 
are Parikh equivalent. Since termination did not occur in Step 3, there is aj such 
that the two sequences are not equivalent. Thus, for some UEL(G) and UEL(H), 
we have v(u) = w(u) but U#U. Since L(G)=L(H), we have also oeL(G). Hence, 
S(G) has two words with the same Parikh vector, which contradicts property (ii). 
We note, finally, that we have given also a new algorithm for deciding whether 
or not G and H are “Parikh language equivalent”, that is, generate the same set 
of Parikh vectors. 
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