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Abstract -- Islanding detection is a critical protection issue, as
conventional protection schemes such as vector surge (VS) and
rate of change of frequency (ROCOF) relays do not guarantee
islanding detection for all network conditions. Integration of
multiple distributed generation (DG) units of different sizes and
technologies into distribution grids makes this issue even more
critical. This paper presents a comprehensive analysis of the
effectiveness of a new method for islanding detection in DG
networks. The proposed method, which is based on multiple
features and support vector machine (SVM) classification, has
the potential to overcome the limitations of conventional
protection schemes. The multifeature-based SVM technique
utilizes a set of features generated from numerous set of offline
dynamic events simulated under different network
contingencies, operating conditions and power imbalance levels.
Parameters (such as voltage, frequency and rotor angle)
showing distinguishable variation during the formation of
islanding are selected as features for classification of the events.
Features associated with different islanding and non-islanding
events are used to train the SVM. The trained SVM is tested on
a typical distribution network containing multiple DG units.
Simulation results indicate that the proposed method can work
effectively with high degree of accuracy under different network
contingencies and critical levels of power imbalance that may
exist during islanding.
Index Terms--Distributed generation, distribution systems,
islanding detection, power imbalance, support vector machine.

I.

INTRODUCTION

Power generation at distribution level using distributed
generation (DG) has gained widespread attention due to its
ability to improve reliability and security of distribution
systems. However, DG energized distribution networks can
give rise to a number of problems when it is disconnected
unintentionally from the power grids due to large
disturbances. This can introduce power quality, safety and
operational problems [2]. When the mains supply fails, a
distribution network with DG can become isolated from the
mains and form an island. In order to avoid this hazardous
condition, the DG system has to be disconnected (or switched
off) as soon as islanding occurs; according to IEEE 15472003, the disconnection time should be less than 2 seconds.
A special protection system known as islanding detection
relay is used to detect islanding. Normally, this relay is

operated by different methods such as active, passive, or
communication based methods [3]. Passive methods have
low cost but it display poor performance when power
imbalance in the islanded network is very small, resulting to
a large non-detection zone [1]. However, with the
introduction of intelligent based approaches, passive
islanding detection has gained special interest over the past
few years, considering cost, accuracy, computational time
and reliability. Several papers on intelligent based approach
have already been published in recent years [2-7].
This paper presents a passive islanding detection method
using a multiple-feature-based SVM classification technique.
The proposed method uses five features extracted from five
network parameters: frequency, voltage, rotor angle, rate-ofchange-of-voltage and rate-of-change-of-frequency at DG
connection point. The effectiveness of the proposed method
is tested with a large number of credible islanding and nonislanding events. The method is further scrutinized by
carrying out training and testing with the data extracted at
different monitoring systems, with changes in network
topology and also with critical islanding cases. Test results
are presented for cases where traditional relays fail to detect
islanding.
The remainder of the paper is organized as follows.
Section II presents the behavior of network parameters under
islanding situation. Section III describes the extraction of
features, theory of SVM and proposed methodology to detect
islanding. Generation of different islanding and nonislanding events on a test network are given in section IV.
Analysis of simulated features and performance of the
proposed method with the change of network topology are
presented in section V. Section VI concludes the paper.
II.

CHARACTERIZATION OF NETWORK PARAMETERS DURING
ISLANDING

Fig. 1 shows the single line diagram of a simple
distribution network energized with a synchronous generator
(SG) based DG. Opening of circuit breaker (CB) due to
disturbance in power grid side results in islanding and
eventually SG becomes the only source to feed the load
locally. Hence, dynamic behavior of DG influences the

change of network parameters such as voltage (V), rate-ofchange-of-voltage (dV/dt), frequency (f), rate-of-change-offrequency (df/dt) and rotor angle (δ).

Fig. 1. Single line diagram of a simple distribution system [8]

Mathematical formulations are carried out to show the
behavior of five parameters under islanding condition. The
dynamic behavior of the synchronous generator can be
determined by using the machine swing equation as presented
below [8]:
2 H d 2
(1)
 P
 0 dt 2
where H is the generator inertia constant, ω0 is the
synchronous speed, and δ is the rotor angle with respect to
synchronously rotating reference frame. Assuming the
network is operating at steady-state prior to islanding (dδ/dt =
0), integrating (1) yields

where δ0 is the rotor angle at steady state prior to islanding.
The rotor angle δ is measured with respect to synchronously
rotating reference frame and it varies with time during the
transient period of islanding. The variation of the rotor angle
during the transient is given by

d
dt

 Pf 0 t
2H

Formulation of five parameters such as δ, f, df/dt, V and
dV/dt are presented in equations (2), (5), (6), (8) and (9)
respectively.
Response characteristic of these five
parameters is carried out by simulating the network of Fig. 1
in SIMULINK. Under islanding situation, behavior of five
parameters (using network simulation and theoretical
formula) is presented in Fig. 2, considering a deficit of active
power imbalance of 50% between load and generation within
islanded network.
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The rotor speed  r can be represented as

r  0 

From (8), rate-of-change-of-voltage (dV/dt) can be obtained
as below:
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According to [9], islanding condition with reactive power
imbalance is analogous to an incident when a pure reactive
load is applied to the generator operating under no-load
condition for which the voltage behavior can be presented as:
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Therefore, the rate-of-change-of-frequency is
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where Xe is the reactive load, Vt is the generator terminal
voltage in pu. In (7), direct axis transient and subtransient
time constant have been presented as τ0 and τ1 respectively.
And direct axis synchronous, transient, subtransient
reactances have been presented as (|Z|), (|Z'|), and (|Z"|)
respectively. Time domain analysis for 1 second duration is
carried out where islanding occurs at 0.5 second. For this
event, the terminal voltage, Vt can be rewritten in the
following form:
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Fig. 2. Behavior of five parameters: (a) V, (b) dV/dt, (c) f, (d) df/dt, and (e) δ
under islanding condition (event inception at 0.5 second) using theoretical
formula (solid line) and simulation (dash line).

III. MULTIPLE-FEATURE-BASED SVM METHOD
A.

Feature Extraction
The proposed method is developed on the basis of
classification of network features associated with different
credible events (islanding and non-islanding). As discussed
in section II, five parameters show significant variation
during the transient of islanding. Therefore, in the proposed
method, five features are extracted from five parameters. As
presented in [2], several features are extracted by taking the
average value of 8 cycles of different network variables such
as voltage, frequency etc. Similarly, in this paper, standard
deviation of 10 cycles of each of the five network parameters
such as voltage, frequency, rate-of-change-of-frequency,
rate-of-change-of-voltage, and rotor angle have been
considered to extract the features needed for classification. In
other words, a typical window width of 10 cycles of
observation period has been considered to extract the
features. Effect of window width on the features, has also
been analyzed by varying the window width from 3 cycles to
10 cycles considering the similar approach as presented in
[14]. Moreover, in time scale, 10 cycles represent 0.2 second
for 50 Hz and 0.167 second for 60 Hz power system
frequency. And, for the proposed method, this time-delay is
required to trigger the islanding events. However, this timedelay is short enough in comparison to the IEEE 1547-2003
standard which states that DG should be disconnected within
2 seconds of inception of islanding. Therefore, 10 cycles of
observation period is typically selected for this study. The
features are presented in Table I.

Description of features

xv

Standard deviation of normalized V (voltage)

xf

Standard deviation of normalized f (frequency)

x

Standard deviation of normalized δ (rotor angle)

x v

Standard deviation of dV/dt (rate-of-change-of-voltage)

x f

Standard deviation of df/dt (rate-of-change-of-frequency)

Test data belongs to class-2(islanding class) if
w T  ( x n )  b   1 or, w T  ( x n )  b  0

For linearly separable input data, SVM finds the
hyperplane with the maximum Euclidean distance to the
closest training samples, whereas for non-separable training
sets, the amount of training error is measured by introducing
a slack variable ξ. Mathematically, to achieve such
hyperplane, w and b of (10) are needed to be derived in such
a way that unseen data is classified correctly and the margin
of separation between the two classes is maximized as well.
This whole problem can be presented as a quadratic
programming (QP) optimization problem [11]:
minimize
2

N
w
 C n
2
n 1

(11)

subject to the constraints





yn w T  ( x n )  b  1   n
n  0

for n  1, 2, ..... N
for n  1, 2, ..... N

(12)

L(w, b, ξ, α, β)


B.

SVM Classifier
Support vector machines (SVMs), introduced by Vapnik
and co-workers [10], are arguably one of the most successful
classification methods. They have been employed in different
applications for classification, feature extraction, clustering,
and regression.
Our present analysis is based on binary classification of
islanding and non-islanding data using SVMs. This method
builds a hyperplane for separation of data into two classes in
a high-dimensional feature space. A class decision function
associated with a hyperplane is the weighted sum of training
data set and bias,

y( x )  w T  ( x n )  b

w T  ( xn )  b 1

where  n is measuring the distance between the margin and
the samples lying on the wrong side of the margin. The
parameter C in (11) is a regularization parameter; it sets the
relative importance of  n versus 1st term of (11). Lagrange
multipliers  n  0 and  n  0 are introduced to solve the
constrained QP problem presented in (11) and (12). The
Lagrange functional can be expressed as:

TABLE I
EXTRACTED FEATURES USED FOR CLASSIFICATION
Features

where w represents the weight vector normal to hyperplane,
‘b’ is the bias and xn represents a real valued d dimensional
feature vector x n  d  . According to the classification of
SVM, new test data is assigned to a class, islanding or nonislanding, by the sign of decision function as presented
below: Testing data belongs to class-1(non-islanding class) if

(10)
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The minimization problem of (13) can be solved by
introducing the dual formulation:
maximize
L(α) =

N


n 1

n 

1 N N
  n m yn ym xnT xm (14)
2 n 1 m 1

subject to the constraints
N


n 1

n

yn  0 and C   n  0 for n 1, 2, ....N (15)

The solution of the dual problem of (14) and (15) yields w of
the form:

N

w    n yn x n
n 1

The number of variables in (14) and (15) are equal to the
number of training data and the vector w has an expansion in
terms of a subset of the training data where the Lagrange
multipliers  n are non-zero. Those training data will also
satisfy the Karush–Kuhn–Tucker (KKT) condition

n yn wT xn  b1 n  0 for n 1, 2, ....N

(17)

According to (17), the training vectors corresponding to
non-zero Lagrange multipliers are needed to describe the
hyperplane. These training vectors are referred to as Support
Vectors (SVs). The decision function y(x) is determined by
only using SVs and the other training data are not considered
since those represent the interior points which are farther
away from hyperplane in comparison to SVs. Thus, the final
decision function can be given by

y( x) 



n  0

n

(18)

yn xnT x  b

where x is the input test vector, xnT x is the inner product of
data points, b is the bias term and the condition  n  0 allows
only the SVs of the data set.
SVMs can also perform nonlinear classification tasks. To
do this, a mapping function is introduced to translate a ddimensional data vector into an m-dimensional feature space
(m > d). This mapping function or kernel function provides a
hyperplane which separate the classes in high dimensional
feature space. In dual formulation of quadratic optimization
problem, instead of using dot product of training data points
in high dimensional feature space, the kernel trick is used.
The kernel function defines the inner product of training data
points in high dimensional feature space,

k ( xi , x j )   T ( xi ) T ( x j )

(19)

In this paper, the common kernel functions such as linear
and polynomial kernels are used and these are defined as
follows:

k ( xi , x j )  xi x j (Linear kernel function)

k ( xi , x j )  xi x j  1
For p  2 (Polynomial kernel function)
p

The new classification function using kernel function is
defined as follows:

y( x ) 

 y k ( x , x )  b

i i
SVs or i  0

DR  TP/(TP  FN) and FA  FP/(FP  TN)

(16)

i

j

(20)

The testing data points are classified with these binary class
trained model. The performance of model is assessed using
the detection rate (DR) related to islanding detection and
false alarm (FA) related to nuisance tripping [17]:

where TP = True Positive, TN = True Negative, FP = False
Positive and FN = False Negative.
DR and FA are typically used to show the performance of
classifiers while dealing with classification problems. In this
study, the binary classification problems, which include
islanding class and non-islanding class, are encountered. DR
indicates the ratio of successfully detected islanding events to
the total number of islanding events whereas FA indicates the
ratio of misclassification of non-islanding events to the total
number of non-islanding events. In other words, DR indicates
the accuracy of the proposed approach in islanding detection
whereas FA specifies the rate of nuisance tripping of DG
during non-islanding conditions.
Proposed Methodology
The proposed method can be described in two stages. The
first stage involves the training of Support Vector Machine
(SVM) with different features obtained under several
islanding and non-islanding situations. In the second stage,
the trained SVM is applied to detect islanding in real-time.

C.

 Training of SVM:
The training process is summarized as follows:
1) 10 cycles of voltage (V), frequency (f) and rotor
angle (δ) are extracted at the target DG location,
right after inception of events (islanding and nonislanding).
2) 5 features are obtained by following the process
presented in sub-section A of section III. These
features are kept in a feature matrix as mentioned
below:

F (n)  x1 x 2 x3 ......
 xv (1) x f (1) x (1) xv (1)
 xv (2) x f (2) x (2) xv (2)
 x (3) x (3) x (3) x (3)
f

v
...v... .....
...
...
.......

 xv (n) x f (n) x (n) xv (n)

xn  
xf (1) 
xf (2)  (21)
xf (3) 
....... 
xf (n)
T

3) Each training sample xn corresponds to 5 features
describing a particular signature which belongs to
one of two classes i.e. yn = –1 for islanding or yn =
+1 for non-islanding.
4) Equation (20) is considered as the decision
boundary hyperplane. Applying supervised learning
algorithm, 3-fold cross-validation and grid search
are carried out to obtain the optimum value of C and
p (for polynomial kernel). And with the optimum
kernel parameters, SVM is trained. Then, the trained
SVM is applied for testing in real-time.
 Islanding detection in real-time with trained SVM:
The detection process is summarized below.

1) Voltage (V), frequency (f) and rotor angle (δ) are
extracted in real-time at the target DG location.
2) 5 features such as standard deviation of V, f, δ, dV/dt
and df/dt are extracted in real-time within a window
length of 10 cycles.
3) Feature vector X (i ) is formed as below:

X (i )  { xv , x f , x , x v , x f }
where i represents the position of starting point of
observation period of 10 cycles,
4) X (i ) is classified with trained SVM and result is
obtained as Y (i )   1 for islanding or Y (i )   1 for
non-islanding.
5) If Y (i )   1 , then islanding is detected, and trip
signal is sent; if Y (i )   1 then step (1) to step (5) are
repeated from the next cycle by increasing i by 1 i.e.
i i 1 .
The step by step procedure of real-time islanding
detection is shown in the flowchart presented in Fig. 3.
Fig. 3 shows the detailed procedure of islanding detection
on real-time with trained SVM. However, in this study, the
applicability of the proposed method is examined by the
classification results of the trained SVM with numerous offline dynamic events (islanding and non-islanding). Therefore,
in the remaining sections, a test network is simulated to
generate a large set of credible events and the results of
classification are explored.

The simulated system is a radial distribution network with
base-power of 24 MVA. It is comprised of a 132-kV, 50-Hz,
subtransmission system with a short-circuit level of 1000
MVA (normal EPS loading), represented by a Thévenin
equivalent (marked as Sub in the figure), which feeds a 33kV distribution system through a 132/33-kV transformer. In
this system, there are four 6-MVA synchronous generator
(SG) connected to bus 5, 7, 9 and 11 respectively and these
are connected to the network through 33/0.69 kV
transformer. The lines are modeled as π section line. The
synchronous generator is represented by a sixth-order threephase model in the d-q rotor reference frame and it is
equipped with an AVR represented by the IEEE—Type 1
model, which can be configured to control either terminal
voltage or reactive power. In this paper, AVR is operated to
control terminal voltage only. The mechanical torque was
considered as a constant value throughout the simulation,
since the simulation interval is very short (e.g. 1 sec).
Moreover, DGs usually control active power [12], thus it is
reasonable to consider constant mechanical torque.
Parameters of the synchronous generators, transformers and
distribution lines are presented in the Table VI of Appendix.

Fig. 4. Single line diagram of a test distribution network under study

The test system is simulated at 2 kHz sampling frequency
and the relays are placed at transformer connection points of
SG1, SG2, SG3 and SG4 respectively, to monitor voltage
signal during islanding and non-islanding conditions.
B.

Fig. 3. Flow chart for islanding detection of distributed generation on realtime basis

IV. CASE STUDY
Test Network
A test distribution network shown in Fig. 4 has been
simulated to extract the necessary features required for
classification.

A.

Generation of Events
Islanding can introduce power quality, safety and
operational problems [2]. In this study, the network events
that results to the isolation of the DG energized distribution
network from the supply of the upstream network or grid
system are considered as islanding scenarios. Normal events
that may exist in practical power systems due to capacitor
switching, load switching, etc., for which DG energized
network is not isolated, are considered as non-islanding
scenarios. Typically, the situations that could be present
during islanding and non-islanding conditions are as follows
[2], [15]:
 Tripping of main circuit breaker (CB) that could
island the distribution network at the presence of








different range of active power imbalance in the
islanded segment.
Tripping of main circuit breaker (CB) that could
island the distribution network at the presence of
different range of reactive power imbalance in the
islanded segment.
Switching of load, capacitor bank connected to the
distribution network.
Loss of any branch in the distribution network, apart
from distribution line connected to the target DG.
Balanced three phase fault in a distribution line,
apart from distribution line connected to the target
DG.
Tripping of other DGs apart from the target one.

TABLE II
SAMPLE LIST OF THE EVENTS UNDER ISLANDING AND NON-ISLANDING
CONDITIONS
Event
name

Event description

Islanding

Tripping of CB (at 0.5 sec) under
normal (ZS = j0.024 pu), a typical
maximum (ZS = j0.012 pu) and a
typical minimum EPS loading (ZS
= j0.06 pu) [16]along with the
presence of the followings:
1) Three types of load: constant
impedance, constant current and
constant power [13].
2) Active power imbalance from
0% to 99.9% and reactive power
imbalance from 0% to 50% in the
islanded network [13].

Nonislanding

Under normal (ZS = j0.024 pu), a
typical maximum (ZS = j0.012 pu)
and a typical minimum EPS
loading (ZS = j0.06 pu) and at the
presence of three types of load
(constant impedance, constant
current and constant power),
several non-islanding events are
generated by considering the
following actions [15]:
1) Switching of capacitor,
inductive load and non-linear
load at different time within 10
cycles of observation period.
2) Balanced three phase fault with
fault clearing time from 0.05 sec
to 0.1 sec within the observation
period.
3) Disconnection of other DGs
apart from the monitoring one.

Monitoring
end

No. of
Events

DG-1/SG1

366

DG-2/SG2

366

DG-3/SG3

366

DG-4/SG4

366

DG-1/SG1

324

DG-2/SG2

324

DG-3/SG3

324

set of islanding events. As presented in [13], active and/or
reactive power imbalance in the islanded segment, acts as a
significant factor in the detection of islanding, especially
when Vector Surge or Frequency relays are applied.
Therefore, in this study, all these scenarios are taken into
account while generating the islanding events. The detailed
procedure of varying the active and reactive power imbalance
is discussed in Appendix.
V.

ANALYSIS OF SIMULATION RESULTS AND PERFORMANCE
OF SVM BASED METHOD

A. Pattern of Features under Islanding and Non-islanding
condition
As presented in section IV-B, a total of 2760 events
(including 1464 islanding and 1296 non-islanding) are
generated and 5 features for each events are extracted. These
features correspond to the events: islanding and nonislanding, and therefore, prior to applying classification task,
pattern of features are explored in this sub-section.
In [8], the effectiveness of the conventional Vector Surge
(VS) relay, was investigated, and the non detection zone
(NDZ) associated with power imbalance factor of the
islanded network was discussed. According to [8], for a
particular relay setting of 10° and detection time (200 ms), a
minimum of 43.86% active power imbalance is needed for a
VS relay to detect islanding in the test network energized
with Synchronous Generator (Inertia constant H = 1.5).
Hence, in order to highlight the problematic islanding cases
of low power imbalance, islanding events with power
imbalance of less than 43.86% are considered as critical
islanding cases whereas power imbalance of greater than
43.86% are considered as non-critical islanding cases. In Fig.
5, minimum, maximum and mean value of features under
critical islanding (total 1020 events), non-critical islanding
(total 444 events) and non-islanding cases (total 1296 events)
are shown separately.
From Fig. 5 (a), it is observed that considering two
features x f and x , minimum value of non-critical
islanding events is higher than the maximum value of nonislanding events. Therefore, using these two features x f and

x , non-critical islanding cases can be separated from nonDG-4/SG4

324

Several islanding and non-islanding events are generated
by conducting repeated simulation on the test network of Fig.
4. Total 1 second time domain simulation is carried out for
each events and observation period of 10 cycles (i.e. 0.2 sec
duration for fundamental frequency of 50 Hz) is considered
from 0.5 sec to 0.7 sec. A list of generated islanding and nonislanding events are presented in Table II. Variations of
active and reactive power are considered to generate a large

islanding cases quite easily. But, the minimum value of
critical islanding features falls inside the range of the value of
non-islanding features as shown in Fig. 5 (a), Fig. 5 (b) and
Fig. 5 (c). Thus, classification becomes challenging for the
critical islanding events and non-islanding events. Hence, it
is evident that classification will give poor results if only one
or two features are taken into account. Therefore, use of
multiple features has been proposed in this paper.
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TABLE III
OVERALL PERFORMANCE OF SVM BASED ISLANDING DETECTION
Kernel
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Fig. 5. Variation of features under critical islanding, non-critical islanding
and non-islanding cases represented by minimum, maximum and average
value of features: (a) xf, and xδ (b) xv, and xρf, (c) xρv.

B. Classification Results of Multifeature-Based SVM
Method
(1) Overall Performance of Proposed Method:
According to (21), the feature matrix of 2760 events
(including 1464 islanding and 1296 non-islanding) are
generated under different operating conditions as presented
in section IV. 400 islanding and 400 non-islanding events are
used for training purpose and the remaining events are used
for testing purpose. 3-fold cross validation is carried out to
determine the values of parameter C (regularization
parameter) and p (polynomial kernel parameter) that results
in minimum classification error. Therefore, all data passes
through the training and testing stages. Number of SVs
(Support Vectors) is also obtained from (14)-(15)
incorporating different kernel functions; and with these SVs,
an optimal hyperplane is derived. Thus, the trained SVM is
achieved and it is tested with the data of 1960 events
(including 1064 islanding and 896 non-islanding) to
investigate the performance of SVM classifier. The results of
classification are presented in Table III.

No. of events
NonIslanding
islanding
1064
896

No.
of
SVs
29

Parameter
Value
C = 1000
C = 1000
and p = 2
C = 1000
and p = 3

DR
(%)

FA
(%)

99.53

0

23

1064

896

99.06

0.22

9

1064

896

99.62

4.13

Table III shows the results of SVM based classification
using linear and polynomial kernels. Linear kernel shows
99.53% detection rate (DR) with 0% false alarm (FA),
whereas using polynomial kernel (with p = 3), DR of 99.62%
is achieved at the cost of 4.13% FA.
In this approach, the proposed trained SVM tool is
scrutinized with many testing data that can be present during
different network conditions including contingencies. In fact,
the proposed SVM is trained with less number of training
data in comparison to the number of testing data. The
proposed approach is assessed under numerous possible
testing stages which include critical islanding cases with low
power imbalance, and non-islanding cases such as capacitor
switching, load switching etc.
(2) Performance under Most Critical Islanding cases:
To investigate the performance of the proposed method
under most critical islanding cases, the features of 756
islanding events with active power imbalance (ΔP) of 0.5%,
1%, 2%, 3%, 4%, 5% and 6% are generated separately. Then,
for each ΔP level, detection rate is obtained using linear
kernel SVM. The test results are shown in Fig. 6.
100
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Fig. 6. Detection rate (DR) of SVM (Linear kernel) based islanding
detection under most critical islanding cases as a function of ΔP.

Detection rate (DR) of Fig. 6 is obtained by testing 108
islanding and 896 (see Table III) non-islanding data with
trained SVM (linear kernel) at each ΔP level. From Fig. 6
and the test results, it is observed that SVM based method
can detect most critical islanding cases (ΔP ≤ 6%) with high
degree of accuracy and with less than 0.2% false alarm.
(3) Performance of Proposed Method with Training and
Test data Extracted from different Monitoring Ends:
To investigate the performance of the proposed method
under different monitoring ends, SVM is trained with the
features obtained from the voltage signal available from one
monitoring system (located at a point close to SG1 of Fig. 4)

and it is tested with the features extracted at other monitoring
systems located at other places, such as the locations close to
SG2, SG3 and SG4. Thus, 366 islanding and 324 nonislanding events (see Table II) are used for training purpose
and the remaining events are used for test purpose. The test
results are presented in Table IV.
TABLE IV
PERFORMANCE OF SVM BASED ISLANDING DETECTION (TRAINING AND
TEST AT DIFFERENT MONITORING ENDS)
Kernel
Linear
Polyno
mial

Parameter
Value
C = 1000
C = 1000
and p = 2
C = 1000
and p = 3

No.
of
SVs
24

No. of events
NonIslanding
islanding
1098
972

DR
(%)

FA
(%)

99.54

0

16

1098

972

99.09

0.31

7

1098

972

99.64

6.69

From the test results of Table IV, it can be concluded that
both linear and polynomial kernels show almost similar
performance when training and testing are carried out at
different monitoring ends. However, from the simulation
results, it is revealed that SVM classifier using linear kernel
shows 99.54% detection rate (DR) with 0% false alarm (FA),
whereas polynomial kernel (with p = 2) shows DR of 99.09%
at the cost of 0.31% false alarm.
(4) Performance of Proposed Method under Trivial Change
in Network Topology:
A slight change in network topology is introduced by
eliminating a branch connected through DL-5 as shown in
Fig. 4. As a result of this disconnection, the distribution
network will now have only three DG units (SG1, SG3 and
SG4) to feed the local load under islanding condition. Under
these circumstances, A total of 720 events (including 360
islanding and 360 non-islanding) are generated under
different operating conditions discussed in section IV. SVM
is trained with the features obtained at three monitoring
stations close to three DG units. The trained SVM is tested
with 2760 events (including 1464 islanding and 1296 nonislanding) generated from the test network of Fig. 4. The test
results are shown in Table V.
TABLE V
PERFORMANCE OF SVM BASED ISLANDING DETECTION UNDER MINOR
CHANGE IN NETWORK TOPOLOGY
Kernel
Linear
Polyno
mial

Parameter
Value
C = 1000
C = 1000
and p = 2
C = 1000
and p = 3

No.
of
SVs
35

No. of events
NonIslanding
islanding
1464
1296

DR
(%)

FA
(%)

99.79

0.15

13

1464

1296

82.1

0

7

1464

1296

99.86

4.4

Considering the data generated under the above change in
network topology, the test results of SVM based method
using linear and polynomial kernels are presented in Table V.

For this scenario, higher order polynomial kernel (p = 3)
shows better performance than lower order polynomial kernel
(p = 2) in terms of detection rate (DR). However, polynomial
kernel of order 3 shows higher false alarm (FA) than lower
order (p = 2) polynomial kernel. Hence, a trade-off between
DR and FA needs to be considered while selecting the order
of polynomial kernel. On the other hand, linear kernel shows
99.79% DR at the cost of only 0.15% false alarm.
(5) Issues related to Proposed SVM based Method:
The decision boundary of the proposed SVM based
classification technique is established throughout the
simulation results of a test network with multiple DGs. The
main criteria that define the decision boundary are based on
the number of training cases covering as many different nonislanding and islanding events as possible including the
different network contingencies and power imbalance levels.
Therefore, if significant changes are made in the network or
in the circuit topology, decision boundary needs to be reestablished by new simulations and with new training sets.
However, throughout the simulation results, overall
performance of the proposed method shows satisfactory
results even under most critical islanding cases of low power
imbalance. To scrutinize this method, training and testing are
carried out at different monitoring end and under minor
change of network topology. With properly tuned kernel
parameters, test results give detection rate of 98% and above,
with less than 2% false alarm and thereby show the
acceptability of this method. But, to avoid the probable false
operation of the proposed method under significant change in
network topology, it is suggested to conduct the training of
SVM at each monitoring end separately using as many
different islanding and non-islanding cases as possible.
VI. CONCLUSION
This paper has presented the effectiveness of a multiplefeature-based SVM method for islanding detection of
distributed generation. 10 cycles of post islanding and nonislanding parameters (voltage, frequency and rotor angle)
generated from several credible events are considered to
extract five features required to train the SVM. The training
of SVM is carried out in off-line and then the trained SVM is
applied to detect islanding.
Patterns of features have been analyzed for several nonislanding and islanding cases under different range of power
imbalance level and the most critical islanding cases are
identified. Overall performance of the proposed method
indicates that, with properly tuned kernel parameters, the
method can detect islanding with the detection rate of 98%
and above, at the cost of less than 2% false alarm. Moreover,
the decision boundary is also established with Support Vector
(SVs) less than 10% of the training data. Performance of
SVM using linear kernel is analyzed for most critical
islanding cases which, shows the applicability of the
proposed method. The method is further scrutinized by
carrying out training and testing on the data extracted at

different monitoring systems and also with a minor change in
network topology. The results indicate that the proposed
method can detect islanding with high degree of accuracy
under different network contingencies as well as with a
minimum power imbalance level.
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