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With major initiatives promoting renewable energy, effective and robust integration of intermittent
renewable generation into the grid becomes an important issue. The problem is challenging in view of
renewable uncertainty, possible transmission congestions, and unexpected transmission and generator
outages (contingencies). To overcome the above difficulties, this dissertation focuses on two critical
operation processes in wholesale electricity markets: unit commitment (UC) and economic dispatch (ED).
Three novel Markovian and interval approaches for UC problems and one new contingency filtering
approach for the ED problem have been developed:
1.

A pure Markovian approach for stochastic UC without transmission constraints. A stochastic UC
problem has been innovatively formulated based on renewable states instead of scenarios. The
advantage of this formulation is that the state at a time instant summarizes the information of all
previous instants in a probabilistic sense for reduced complexity.

2.

A hybrid Markovian and interval approach for transmission-constrained UC. To avoid the complexity
of explicitly considering a large number of combinations of distributed renewable states, interval
optimization has been synergistically integrated with the Markovian approach. Constraints are
innovatively formulated to guarantee solution feasibility for all possible combinations of states without
much complexity and over-conservativeness.

3.

An interval optimization approach for contingency-constrained UC. A large number of transmission
contingencies are innovatively described by treating corresponding generation shift factors (GSFs) as
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uncertain parameters varying within intervals. To ensure solution robustness, bounds of GSFs and
renewables in different types of constraints are captured based on interval optimization.
4. A contingency filtering approach for corrective security-constrained ED. Our approach, consisting
of the decomposition and coordination method, and enhancements by novel warm-start of
subproblem models and by parallel computing, is scalable for corrective security-constrained ED
problems. Instead of always removing conflicting contingencies as in existing papers, our approach
offers system operators an important option to keep them for increased reliability, enabled by
identifying multiple conflicting contingencies simultaneously.
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Chapter 1

1 Introduction

1.1 Motivations
Renewable energy can help reduce the dependence on fossil fuels and greenhouse gas emissions, and the
global wind industry has been growing rapidly. In 2012, nearly 45 GW of wind capacity was brought online,
and the global wind capacity was increased by 19% to almost 283 GW [1]. The U.S. Department of Energy
sets the target to increase wind energy’s contribution to 20% of electricity by 2030 [2]. President Obama’s
goal is to generate 80% of US electricity by 2035 from clean energy sources, including wind, solar, nuclear,
clean coal and natural gas [3]. Nevertheless, the intermittent nature of wind and solar brings major
challenges in meeting system demand. For example, it is not uncommon to see in Spain that a drop of wind
generation within just a few hours is equivalent to the shutdown of four nuclear units, and this has presented
major challenges to system operators [4]. Another example is the calling for an emergency electric
curtailment plan by the Electric Reliability Council of Texas in February 2008 caused by a sudden drop of
wind [5]. To ensure grid-wide reliability, substantial reserves from conventional generation are usually
required. Such large reserves, however, are the dark secret behind intermittent renewable generation as they
induce significant costs. The issues would become more severe as the level of renewable penetration
increases.

1

A critical operational process for renewable integration is unit commitment (UC) in which the
Independent System Operator (ISO) determines the most cost-effective set of online/offline decisions for
conventional generators (units) one day ahead or hours ahead to meet the forecasted demand while
satisfying unit-level and transmission constraints. UC with high penetrations of renewable generation,
however, is challenging because of the uncertain nature of renewable generation and possible congestions
in transmission lines. It is difficult for existing approaches, including the deterministic approach [6], [7],
stochastic programming [8]-[14], robust optimization [15]-[17] and interval optimization [14], [18], to
balance modeling accuracy, simulation costs, solution feasibility and computational efficiency.
Moreover, an important practical requirement for system reliability is that UC solutions have to be
feasible under contingencies. A contingency is caused by a sudden failure of a generator or a transmission
line. The North American Electric Reliability Corporation’s “N-1” criterion requires that no such single
failure should lead to system infeasibility [19]. The resulting contingency-constrained unit commitment
(CCUC) satisfying the “N – 1” criterion is extremely complex, and the issue is now compounded by the
drastic increase in renewable generation. Contingencies and sudden renewable generation changes can
happen together to push a system further away from its nominal operating point, leading to system
infeasibility. Consequently, an integrated consideration of contingencies and intermittent renewable
generation is thus critical and urgent. This issue, however, has mostly been overlooked, perhaps because of
problem complexity or because of solution conservativeness.
The “N – 1” criterion is also considered in economic dispatch (ED), a central operational process for
real-time wholesale electricity markets. ED is conducted every five minutes to decide how much MW of
power each online unit should produce to minimize the total generation cost. The version of ED considering
the “N – 1” criterion and corrective actions that can be taken after contingencies is known as corrective
security-constrained economic dispatch (SCED) [20]. The problem is difficult because of a large number
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of contingencies and the strict time limit for real-time operations. The existence of conflicting contingencies
further complicates the problem [21], [22].

1.2 Major Contributions
To overcome the above difficulties, this dissertation develops three novel Markovian and interval
approaches for UC problems and one new contingency filtering approach for the ED problem:
1. A pure Markovian approach for stochastic UC without transmission constraints. A stochastic UC
problem has been innovatively formulated based on renewable states instead of scenarios. The
advantage of this formulation is that the state at a time instant summarizes the information of all
previous instants in a probabilistic sense for reduced complexity.
2. A hybrid Markovian and interval approach for transmission-constrained UC. To avoid the
complexity of explicitly considering a large number of combinations of distributed renewable
states, interval optimization has been synergistically integrated with the Markovian approach.
Constraints are innovatively formulated to guarantee solution feasibility for all possible
combinations of states without much complexity and over-conservativeness.
3. An interval optimization approach for CCUC. The novel idea lies in using intervals to describe
transmission contingencies based on generation shift factors (GSFs), as opposed to analyzing
contingencies one at a time. To ensure solution robustness under contingencies and uncertain
renewable realizations, bounds of GSFs and renewable generation in different types of constraints
are captured based on interval optimization.
4. A contingency filtering approach for corrective SCED. Our approach, consisting of the
decomposition and coordination method, and enhancements by novel warm-start of subproblem
models and by parallel computing, is scalable for corrective SCED problems. Instead of always
removing conflicting contingencies as in existing papers, our approach offers system operators an
3

important option to keep them for increased reliability, enabled by identifying multiple conflicting
contingencies simultaneously.

1.3 Organization of this Thesis
The rest of this thesis is organized as follows. Chapter 2 introduces the pure Markovian approach for
stochastic UC without transmission constraints. Chapter 3 presents the hybrid Markovian and interval
approach for transmission-constrained UC. Chapter 4 discusses the interval optimization approach for
CCUC. Chapter 5 reports the contingency filtering approach for corrective SCED.
For the rest of this dissertation, wind generation is used as an example of intermittent renewables.
Solar generation can be modeled and solved in ways similar to those for wind generation. The reason is that
even though wind and solar have different diurnal patterns – peak wind generation usually occurs in the
morning and evening while that of solar usually occurs in the middle of a day [23], they share the similar
uncertain nature.
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Chapter 2

2 Grid Integration of Intermittent Wind Generation: A Markovian
Approach

Although the unique characteristics of intermittent wind generation have been acknowledged and drastic
impacts of sudden wind drops have been experienced, no effective integration approach has been
developed. In this chapter, without considering transmission capacity constraints for simplicity, aggregated
wind generation is modeled as a discrete Markov process with state transition matrices established based
on historical data. Wind generation is then integrated into system demand with multiple net demand levels
at each hour. To accommodate the uncertain net demand, a stochastic unit commitment problem is
formulated based on states instead of scenarios. The objective is to minimize the total commitment cost of
conventional generators and their total expected dispatch cost while satisfying all possible net demand
levels. The advantage of this formulation is that the state at a time instant summarizes the information of
all previous instants in a probabilistic sense for reduced complexity. With state transition probabilities
given, state probabilities calculated before optimization, and the objective function and constraints
formulated in a linear manner, the problem is effectively solved by using branch-and-cut. Numerical testing
shows that the new Markovian approach is effective and robust through the examined cases, resembling the
sudden wind drop in Texas in February 2008.

6

2.1 Introduction
With major initiatives promoting wind generation, effective and robust integration of wind into the grid
becomes a critical issue. Wind generation cannot be dispatched as conventional generation because of its
intermittent and uncertain nature. Sudden drops in wind generation may have drastic impacts on system
security if the system ramping capability of dispatchable resources is not large enough to respond. One
example is the event on February 26, 2008 in which the Electric Reliability Council of Texas (ERCOT)
called for an Emergency Electric Curtailment Plan (EECP) because of worsening imbalance between
generation and load. One of the major reasons behind was a large 3.5-hour ramp-down in wind generation
from 2,000 MW to 360 MW. Even though the curtailment plan resolved the imbalance issue, there was a
decline in system frequency from 60 Hz to 59.85 Hz [1]. Although the intermittent and volatile
characteristics of wind generation have been acknowledged and the drastic impacts of sudden drops in wind
generation have been experienced, no effective integration approach has yet been developed to address
these issues.
In this chapter, a Markov-based stochastic unit commitment model is presented based on states instead
of scenarios to integrate intermittent and uncertain wind generation in the day-ahead unit commitment
process. With state transition probabilities given, state probabilities calculated before optimization, and the
objective function and constraints formulated in a linear manner, the problem can be effectively solved by
using the branch-and-cut method. The approach developed here can be applied to reliability assessment
commitment performed in real-time. In Section 2.2, the deterministic approach, stochastic programming
approach, and robust optimization approach are reviewed. For the deterministic approach, the uncertainty
of wind generation is not explicitly captured, so solutions are not robust against realizations of wind
generation. On the other hand, the stochastic programming approach explicitly models uncertainty by
considering the possible scenarios and the probability information. Scenario reduction techniques are
commonly used to reduce the number of scenarios for computational efficiency. However, it is difficult to
7

balance the computational effort and the ability to manage low-probability high-impact events by selecting
an appropriate number of representative scenarios. The robust optimization approach models uncertainty
by using a deterministic uncertainty set, rather than the probability information as is used in the stochastic
programming approach. The robust optimization approach considers the worst-case realization, and it is
difficult to choose an appropriate uncertainty set that balances the tradeoff between low-probability highimpact events and the resulting costs.
To overcome the above difficulties, discrete Markov processes are used in Section 2.3 to model
intermittent and uncertain wind generation, with state transition matrices established based on historical
data. In Section 2.4, discretized wind generation is aggregated into system demand, which itself is assumed
to be deterministic for simplicity. The net system demand for each hour thus has many possible states, each
corresponding to one wind generation level. The stochastic unit commitment problem is to minimize the
total expected cost by selecting a single set of unit commitment decisions over a given period (e.g., 24
hours), and multiple sets of economic dispatch decisions, one per net system demand level at each hour.
Constraints considered include generator capacities, ramp rates, minimum up/down times, and system
demand constraints. For simplicity, transmission capacity constraints, demand bids and ancillary services
are not considered. Since the performance of the branch-and-cut method depends heavily on problem
linearity, the objective function, constraints and the state transitions are formulated in a linear manner. The
advantage of the proposed Markovian formulation is that the state at a time instant summarizes the
information of all previous instants in a probabilistic sense, resulting in reduced complexity of the overall
problem.
In Section 2.5, the problem is solved by using the branch-and-cut method. Although commercial
packages such as CPLEX [2] or GUROBI [3] do not provide infrastructure to explicitly describe stochastic
processes, with state transition probabilities given, state probabilities calculated before optimization, and
the objective function and constraints formulated in a linear manner, the problem can be effectively solved.
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For reliability assessment commitment performed in real-time, wind generation may maintain an increasing
(or a decreasing) trend over several consecutive timeframes. With this trend, the stochastic process
representing wind generation is driven by a colored noise, and pre-whitening can be performed [4]. In
Section 2.6, two examples are provided. In Example 1, a simple two-unit three-hour problem is used to
illustrate the differences between the Markovian approach and the standard stochastic programming
approach. In Example 2, a problem with 309 units based on ISO-New England data is tested to demonstrate
the computational efficiency, the effectiveness to accommodate high levels of wind penetration, and the
ability to capture low-probability high-impact events.
The preliminary results for a simplified unit commitment model were presented in [5]. In this chapter,
testing using an ISO-NE’s data set is added, and the comparison with the deterministic approach and the
stochastic programming approach is made through Monte Carlo simulation. The ability to capture lowprobability events, resembling the sudden wind drop happened in Texas in February 2008, is also
demonstrated. In addition, the overall presentation has been significantly improved.

2.2 Literature Review
Most of the practical applications, either in day-ahead or real-time market, adopt the deterministic
approach. In this approach, intermittent and uncertain wind generation is represented by its mean value
without explicitly considering uncertainties. The problem is then solved by existing methods, e.g.,
Lagrangian relaxation to exploit the separability of a formulation [6], [7], or branch-and-cut to solve linear
mixed-integer formulations [8]-[10]. Since uncertainties are not explicitly considered, the solutions of
deterministic models are not robust against realizations of wind generation. On the research side, stochastic
programming has recently been explored by many to address the intermittent and uncertain nature of wind
generation based on representative scenarios in unit commitment problems [11]-[17]. Generally, a large
number of scenarios are generated based on distributions of wind generation [11], [12] or wind speed [15],
[16] over a day. The number of scenarios could be prohibitively large. For example, a distribution with
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seven discretized values per hour over a time horizon of 24 hours will result in 724 (=1.9×1020) scenarios
if all possible inter-hour transitions are considered [11]. Scenario reduction techniques are therefore
commonly used to eliminate scenarios with very low probability, or to aggregate “close” scenarios based
on probability metrics [18]-[20]. The reduced set of scenarios is then used in the unit commitment process.
To mimic the operation of the day-ahead market, the scenario-based stochastic unit commitment model
looks for a single set of unit commitment decisions to satisfy all scenarios, while generation levels of
committed units are scenario dependent to satisfy individual net demand levels. In addition, individual unit
constraints should be satisfied for all scenarios. The objective of the stochastic unit commitment problem
is to minimize the expected total cost. The scenario-based stochastic unit commitment problem is nondeterministic polynomial-time hard (NP-hard) [17], i.e., it is not proved to be solvable within polynomial
time and is at least as hard as NP-complete problems [21]. Thus, decomposition methods are often used for
near-optimal solutions. For example, Benders’ decomposition is used to decompose the problem into one
master problem and multiple subproblems for each scenario [12], [17]. Subproblems are linear and can be
solved by using branch-and-cut. The number of scenarios is a critical consideration. If too few scenarios
are selected, low-probability but high-impact events, such as the sudden wind drop happened to ERCOT
on the February 26, 2008, may not be captured, and this may lead to severe consequences. If too many
scenarios are included, the computational effort will be prohibitive. In a recent study, it took 35 minutes to
solve the modified IEEE 118-bus system with 54 thermal units, three wind farms, and 186 branches with
100 scenarios using CPLEX 12.1 on an Intel Core i7 2.67-GHz personal computer [17]. The stochastic
programming approach thus has limited success and questionable scalability.
Robust optimization seeks the optimal solution feasible for any realization in a given uncertainty set
without requiring a specific probabilistic description. This is equivalent to find the optimal solution for the
worst-case realization [22], [23]. Robust optimization was investigated to address demand uncertainty in
[24] and uncertainties on both demand and supply sides in power grids in [25], [26]. A two-stage robust
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adaptive model for the security constrained unit commitment problem with uncertain net injections was
discussed in [27]. In their paper, the first stage is to find optimal unit commitment decisions feasible for
any realizations in the given uncertainty set of net injections, while the second stage is to find the worstcase dispatch under the fixed unit commitment decisions obtained from the first stage. This problem is
solved by using a Benders’ decomposition type cutting plane algorithm. A real world system operated by
ISO New England was tested. In [28], wind generation uncertainties and pumped-storage units to partially
absorb the uncertainties were considered in robust unit commitment, and the problem was solved by using
Benders’ decomposition. For the robust optimization approach, it is difficult to choose an appropriate
uncertainty set that balances the tradeoff between low-probability high-impact events and the resulting
costs.

2.3 Formulation of Wind Generation
In this section, to overcome the above difficulties, discrete Markov processes are used to model intermittent
and uncertain wind generation, with state transition matrices established based on historical data.
In the formulation, since transmission capacity constraints are ignored, wind generation from all wind
farms can be aggregated, and the resulting generation is assumed to be a discrete Markov process [29], [30].
In this Markov process, the capacity of wind generation is evenly divided into N intervals. The mean of
each interval is represented by a state, and the states are arranged in the ascending order of the means. The
state transition matrix, of which the elements are state transition probabilities, can be established based on
historical data. The (m, n)th element is the ratio of the number of observed transitions from state m to state
n to the number of occurrences of state m [31]:

 mn 

observed transitions from state m to n
.
occurrences of state m
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(2.1)

The average hourly wind generation for the year 2000 of the Lake Benton wind farm was analyzed in [29],
and it was shown that the generation had a weak diurnal pattern but with noticeable changes from winter to
non-winter. Furthermore, wind generation in New England over the years 2004, 2005, and 2006 had the
highest values in winter seasons [31]. Therefore, a winter wind transition matrix is developed using data
from winter seasons, and a non-winter wind transition matrix is constructed from non-winter seasons. The
advantage of formulating aggregated wind generation as discrete Markov processes is that according to the
Markov property, the state at a time instant summarizes the information of all previous instants in a
probabilistic sense, resulting in reduced complexity of the stochastic unit commitment problem to be
formulated in Section 2.4.
For example, National Renewable Energy Laboratory’s Eastern Wind Dataset from April to
September 2006 [32] is used to establish the summer wind transition matrix for an aggregation of 113
onshore and 666 offshore wind farms in New England with a total capacity of 24 GW. With wind generation
discretized into ten equally divided states, the non-winter wind transition matrix is obtained in Table 2.1.
This transition matrix is block diagonal, indicating that the probabilities for sudden increases or decreases
of wind generation are generally very small. The block diagonal characteristic is common for aggregated
wind farms over large regions. The analysis from [33] shows that the reduction of wind power forecasting
error is mainly determined by the size of the region, e.g., for the size of a typical large utility (~370 km in
diameter), less than 50 sites are sufficient to obtain 63% of the error of single sites. If the wind generation
is more volatile, there will be more nonzero transition rates in the off-diagonal positions. Our approach can
still incorporate the transition matrix with more nonzero off-diagonal elements, since the approach is not
based on the block diagonal characteristic. Also, the number of states N (= 10 in Table 2.1) should be
determined as a balance between modeling accuracy and computational efficiency when solving the unit
commitment problem. A detailed state transition matrix, which is derived from the same data set but with
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a larger number of states, is used to produce random scenarios for simulating the real-time dispatch process
to evaluate the performance of the new approach in Section 2.6.
Table 2.1. Non-winter Wind Transition Matrix for New England
State

1

2

3

4

5

6

7

8

9

10

1

0.785

0.215

0

0

0

0

0

0

0

0

2

0.115

0.711

0.168

0.006

0

0

0

0

0

0

3

0

0.167

0.652

0.169

0.012

0

0

0

0

0

4

0

0.005

0.204

0.604

0.176

0.012

0

0

0

0

5

0

0

0.016

0.204

0.599

0.174

0.007

0

0

0

6

0

0

0

0.002

0.210

0.631

0.148

0.008

0

0

7

0

0

0

0

0.007

0.187

0.679

0.126

0

0

8

0

0

0

0

0

0

0.205

0.700

0.095

0

9

0

0

0

0

0

0

0

0.184

0.776

0.041

10

0

0

0

0

0

0

0

0

0.171

0.829

It should be noted that more refined state transition matrices can be established as needed, e.g., based
on monthly patterns, and incorporated in our approach. Also, to describe daily wind generation probabilities
more accurately, day-ahead wind power forecasts can be considered. However, this is beyond the scope of
this thesis. Also, although battery storage technology can help reduce the uncertainty of wind generation,
large-scale battery storage remains expensive [34], and no practical solution to completely eliminate the
uncertainty of wind generation is expected [35].

2.4 Unit Commitment Problem Formulation
Since wind generation cannot be dispatched as conventional generation, it is integrated into system demand
following [11]-[16] in subsection 2.4.1. In subsection 2.4.2, the Markovian stochastic unit commitment
problem is formulated based on states instead of scenarios, considering generator capacities, ramp rates,
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minimum up/down time, and system demand. For simplicity, demand bids and ancillary services (e.g.,
regulation and reserves) are not considered. The objective function, constraints and state transitions are
formulated in a linear manner so that branch-and-cut can be effectively used.

2.4.1 Integration of Wind Generation into System Demand
It is known that day-ahead load forecasting is much more accurate than wind forecasting. For example, the
Mean Absolute Error (MAE) of day-ahead load forecasts is 1% to 3% of the load, while the MAE of the
state-of-the-art day-ahead wind forecasts is 15% to 20% of wind generation [31]. Therefore, for simplicity,
the uncertainty of load forecasting is ignored. The resulting net system demand is the forecasted system
demand minus the aggregated wind generation, and is a discrete Markov process with N states at each hour.
For this Markov process, state transitions are illustrated in Fig. 2.1.

Possible demand level
N
…
n
…
m
…
2
1

PnD(t)
mn
PmD(t-1)

1

2 … t-1 t … T Hour

Fig. 2.1. Net system demand state transition.

The range of power levels at the same net system demand state can vary at different hours, given that
the forecasted system demand is time varying. For convenience, the order of net demand states is reversed
from that of wind generation states. The probability that the net system demand is at state n at time t, denoted
as φn(t), is the sum of probabilities at time t-1 weighted by different transitions:
N

 n (t )    mn m (t  1) .

(2.2)

m 1
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The probabilities of net demand levels for future time instants can thereby be derived based on the initial
wind generation state and the transition matrix obtained in Section 2.3.

2.4.2 The Markovian Stochastic Unit Commitment Problem Formulation
The stochastic unit commitment problem is to minimize the total expected cost by selecting a single set of
unit commitment decisions over a 24-hour period and multiple sets of economic dispatch decisions
depending on net system demand levels. Building on our previous formulation [5], [6], consider a dayahead energy market with I conventional units indexed by i (1  i  I) over T (=24) operational hours
indexed by t (1  t  T). Unit i submits a multi-block bid that includes bid block price Ci,b ($/MWh) for
block b (1 b  B) with size pi,bmax (MW), no-load cost SiNL ($/hr), startup cost Si ($/Start), and minimal and
maximal generation levels pimin (MW) and pimax (MW), respectively. The bid block price is monotonically
increasing. For unit i, the ramp rate is denoted as i (MW/h), the minimum-up time  i (h), and the
minimum-down time  i (h). The net system demand at state n of hour t is PnD(t) (MW) with probability

n(t). As for decision variables, the startup decision is denoted by a binary decision variable ui(t), with “1”
representing the starting up of the unit and “0” otherwise. The commitment status is denoted by a binary
variable xi(t), with “1” meaning online and “0” offline. The generation level is denoted by pi,n(t) (MW)
when the net system demand is at state n at time t, with pi,b,n(t) (MW) representing the generation of block
b. As a Markov decision problem, the dispatch decision at time t depends on the state at time t only.
Constraints include individual unit constraints (startup, generator capacities, ramp rates, and minimum
up/down times) and system demand constraints as presented below.
Startup constraints. The binary startup variable ui(t) equals 1 if and only if the unit is turned on from offline
at hour t, i.e.,

ui (t )  xi (t )  xi (t  1), i, t .

(2.3)
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Generation limits for each block. The generation level for each block of unit i cannot exceed the block size,
i.e.,

0  pi ,b,n (t )  pi ,b max , i, b, n, t .

(2.4)

The sum of generation levels for all the blocks is equal to the generation level of this unit, i.e.,
B

 pi ,b,n (t )  pi ,n (t ), i, n, t .

(2.5)

b 1

Generator capacities. The generation level of a unit is limited by its minimum and maximum values if the
unit is committed. Otherwise, the generation level should be zero, i.e.,

xi (t ) pi min  pi ,n (t )  xi (t ) pi max , i, n, t .

(2.6)

Ramp rates. If unit i is online at both t-1 and t hours, then the change of generation levels of the unit cannot
exceed its ramp rate. Since the net system demand can be at different states at these two hours, ramp rates
should be satisfied for all possible state transitions, i.e.,



pi ,m (t  1)  i  pi ,n (t )  pi ,m (t  1)  i , i, n, t , m  m |  mn  0, if xi (t  1)  1 and xi (t )  1.


(2.7)
Upon starting up or at shutting down, the generation level cannot exceed its pimin plus 30-minute ramp rate.
i.e.,

pi ,n (t )  pi min 

i
, i, n, t ,
2

if xi (t  1)  0 and xi (t )  1,

or if xi (t )  1 and xi (t  1)  0 .

(2.8)
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The above constraints (2.7) and (2.8) contain logical conditions, and are transformed into linear constraints
(2.9) and (2.10) by following [8]:
1) Ramp-up constraints:
 

pi ,n (t )  pi ,m (t  1)   i xi (t  1)   pi min  i xi (t )  xi (t  1) , i, n, t , m  m |  mn  0 . (2.9)
2 


Upon starting up, (2.9) becomes (2.8); when the unit is kept online, (2.9) becomes (2.7); and (2.9) is
redundant otherwise.
2) Ramp-down constraints:

 

pi ,m (t  1)  pi ,n (t )   i xi (t )   pi min  i xi (t  1)  xi (t ) , i, n, t , m  m |  mn  0 .
2 

(2.10)
Minimum Up/Down Time. Unit i must be kept online until its minimum up time is reached, or be kept offline
until the minimum down time is reached. A linear formulation from [8] (Equations (21)-(26)) is used.
System demand constraints. Net system demand needs to be satisfied at every hour for each state of which
the probability is nonzero, i.e.,
I





D
 pi ,n (t )  Pn (t ), t , n  n |  n (t )  0 .

i 1

(2.11)

If net demand cannot be satisfied, penalties will be added based on convex piecewise linear penalty
functions for load shedding or over generation/wind curtailment.
Objecive Function. The objective is to minimize the total expected cost, which consists of dispatch cost,
no-load cost and startup cost, i.e.,
T
I
N B
NL

J   
    n (t )Ci ,b pi ,b,n (t )  xi (t ) S i  u i (t ) S i  .
t 1 i 1 n 1b 1

17

(2.12)

The above stochastic unit commitment problem (2.3)-( 2.6), (2.9), (2.10), minimum up/down time,
(2.11), (2.12) is a linear mixed-integer optimization problem with binary decision variables {ui(t)} and
{xi(t)} and continuous variables {pi,b,n(t)}, with uncertainty described by the net demand levels {PnD(t)},
state probabilities {n(t)}, and transition probabilities {mn }.

2.5 Solution Methodology
The above problem is solved by using the branch-and-cut method in subsection 2.5.1. Monte Carlo
simulation is used to evaluate the solution quality as presented in subsection 2.5.2. To effectively simulate
rare events, importance sampling is used as presented in subsection 2.5.3. Our Markovian approach is then
compared with the deterministic approach as well as the stochastic programming approach as presented in
subsection 2.5.4.

2.5.1 Solving the Markovian Problem by Using Branch-and-cut
The branch-and-cut method combines the branch and bound algorithm and the cutting-plane method. After
relaxing integrality constraints, branch-and-cut starts with cuts trying to obtain the convex hull of feasible
solutions of the original problem. After the convex hull is obtained, the linear programming simplex method
then efficiently optimizes the relaxed problem over the convex hull and obtains an optimal solution, which
is also the optimal solution to the original problem. Since obtaining the convex hull itself is NP-hard for
NP-hard problems, branching operations may be needed to decompose the problem as in the branch and
bound algorithm.
The branch-and-cut method is efficient in solving deterministic linear mixed-integer problems, and
has been widely used by ISOs, utility companies and semiconductor manufacturers. Also, the existence of
commercial packages such as CPLEX [2] or GUROBI [3] reduces the time to code and the time to debug.
However, these packages do not provide infrastructure to explicitly describe stochastic processes. For our
formulation, note that state probabilities are included in the objective function (2.12) as weights, and system
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demand constraints (2.11) only have to hold for those states with nonzero probabilities. Also, ramp rate
constraints (2.9) and (2.10) only have to hold for those transitions with nonzero probabilities. With state
transition probabilities given, state probabilities calculated before optimization based on (2.2), and the
objective and constraints formulated in a linear manner, the overall problem is a linear mixed-integer
problem and can be effectively solved by using branch-and-cut.

2.5.2 Monte Carlo Simulation
After the problem is solved, the optimization cost can be calculated according to (2.12). The cost for a
particular scenario can also be evaluated by solving the dispatch problem with commitment decisions fixed
by optimization. Monte Carlo simulation runs can be conducted to obtain the simulation cost, which is the
ensemble average of simulated costs. In the process, a scenario can be produced by sampling from the
detailed transition matrix sequentially from Hour 1 to Hour T. The dispatch problem uses the deterministic
counterpart of (2.4)-(2.6) and (2.9)-(2.12) following [14], [27] for simplicity instead of solving dispatch
problems sequentially for each hour as in the real-time dispatch process, and is a linear programming
problem with dispatch decisions as decision variables. Since the simulation is based on scenarios and the
optimization is based on states, there are discrepancies between the simulation cost and the optimization
cost. Moreover, since a simplified state transition matrix is used in optimization as presented in Section 2.3,
the simulation cost for scenarios obtained from the detailed transition matrix could be further different from
the optimization cost.

2.5.3 Simulating Rare Events by Using Importance Sampling
If there are low-probability events captured by the state transition matrix, a very large number of scenarios
will be needed in the Monte Carlo simulation for the results to be meaningful. To increase simulation
efficiency, Importance Sampling [36], [37] is used to make rare events occur more frequently. This
technique modifies the transition probability distributions, and then adjusts the cost of each scenario. More
specifically, let j be the index of scenarios ranging from 1 to J. For scenario j, let cost(j) be the cost, pori(j)
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the scenario probability calculated as the product of a sequence of original state transition probabilities,
pnew(j) the scenario probability calculated based on the new transition matrix with importance sampling.
The expected cost based on the original transition matrix, E[cost], is:
E[cost] 

p ( j) .
1 J
 cost( j ) ori
j

1
J
pnew ( j )

(2.13)

Similarly, the original variance of costs, var[cost], is:
2


 p ( j) 
1
1 J
var[cost]    cost( j )   cost( j )  ori  .
 pnew ( j ) 
J j 1
J j 1



J

(2.14)

and the standard deviation is the square root of the variance.

2.5.4 Comparison of Different Approaches
Our Markovian approach is compared with the deterministic approach as well as the stochastic
programming approach. The deterministic formulation can be viewed as a special case of the Markovian
formulation with only one state at each time instant, and can be efficiently solved by using branch-and-cut
[8]-[10]. As shown in the first two columns in Table 2.2, the numbers of decision variables and constraints
of the Markovian formulation are not drastically larger than those of the deterministic formulation. More
importantly, the Markovian formulation does not change the fundamental linear mixed-integer
programming problem structure of the deterministic formulation. According to Section 3 of [10], the
branch-and-cut method is efficient to solve deterministic unit commitment problems of different sizes. The
Markovian formulation can therefore be effectively solved by using the branch-and-cut method as will be
demonstrated in the next section.
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Table 2.2. Comparison of the Markovian Formulation, the Deterministic Formulation and the Stochastic
Programming Formulation
Deterministic

Markovian

Stochastic programming

Generation levels

I×T

I×T×N

I×T×J

Demand constraints

T

T×N

T×J

Ramp Constraints

2×I×T

2×I×[N+(T-1)×N2]

2×I×T×J

For the stochastic programming formulation, there are J = NT total number of possible scenarios, and
the numbers of decision variables and constraints are shown in the third column of Table 2.2. When J is
reduced by using scenario reduction techniques, say to N for easy comparison, the numbers of decision
variables and system demand constraints are equal to those of the Markovian formulation. However, since
only a limited number of scenarios are considered in making unit commitment decisions, high penalties
may incur during simulation, and the simulation cost may not be significantly lower than that of the
Markovian formulation as will be shown in Case 3 of Example 2 in the next section.
It is interesting to note that with J reduced to N, the number of ramp constraints for the stochastic
programming formulation is smaller than that of the Markovian formulation, since ramp rate constraints
are enforced differently. For the stochastic programming formulation, since state transition from hour t-1
to t is fixed for each scenario, a unit should satisfy only two ramp constraints, and the total number of
constraints is 2×I×T×J. For the Markovian formulation, from each state, N possible transitions can occur
from hour t - 1 to t, and the total number of constraints is about 2×I×T×N2. With more ramp rate constraints
considered, the Makovian approach is more conservative, and can result in higher optimization cost than
that of the stochastic programming approach.
In above, wind generation in the day-ahead unit commitment process is modeled as a Markov process
driven by a white noise. For the reliability assessment commitment process performed in real-time,
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however, wind generation may maintain an increasing (or a decreasing) trend over several consecutive
timeframes. With this trend, the stochastic process representing wind generation is driven by a colored
noise. Nevertheless, the colored noise can be pre-whitened and treated as the output of a pre-whitening
system driven by a white noise. This augmented state is a Markov process [4], and the method presented
above can be applied without major conceptual difficulties.

2.6 Numerical Results
The Markovian approach has been implemented by using the commercial solver CPLEX 12.4 [2] and run
on a PC laptop with an Intel Core(TM) i7-2820QM 2.30GHz CPU and 8GB memory. The deterministic
formulation is a special case of the Markovian formulation with only one state at each time instant. The
stochastic programming approach with a small number of scenarios has also been directly implemented as
a linear mixed-integer programming problem by using CPLEX for comparison purposes.
Two examples are provided. In Example 1, a simple two-unit three-hour problem is used to
demonstrate the differences between the Markovian approach and the stochastic programming approach in
terms of optimization costs, simulation costs, and impacts from different numbers of ramp rate constraints.
In Example 2, a problem with 309 units over 24 hours of ISO-New England is tested to demonstrate the
computational efficiency, the robustness with respect to the number of states, the impact of the number of
nonzero elements in the state transition matrix, the effectiveness to accommodate different levels of wind
penetration, and the ability of capturing low-probability high-impact events of the Markovian approach.

2.6.1 Example 1
Consider a two-unit three-hour problem without minimum up/down time for simplicity. The parameters of
the two units are provided in Table 2.3.
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Table 2.3. Unit Parameters for Example 1
Unit

pimin (MW)

pimax (MW)

Ramp rate

ci ($/MWh)

Si ($)

Initial

1

0

80

10

65

50

On/40

2

0

80

160

30

8000

Off

Assume that the three possible net demand levels are 70, 100 and 130 for all the three hours with the
following state transition matrix for both optimization and simulation:

 11  12  13  80% 20%
0 

 

   21  22  23   10% 80% 10%  .

 32  33   0 20% 80%
 31
 


(2.15)

The probabilities of net system demand at 70, 100 and 130 at Hour 1 are given as 0.1, 0.8, and 0.1,
respectively. The probabilities of demand levels at Hours 2 and 3 can be calculated from (2). The stopping
criterion is the relative mixed integer programming (MIP) gap 0.01%.
The results of the new approach are summarized in Table 2.4. The optimization cost is $21,200. Both
units are online, since a single unit’s capacity alone is not sufficient for demand levels 100 and 130. One
thousand Monte Carlo simulation runs are conducted. The simulation cost is $19,892, which is less than
the optimization cost. This is because the simulation process is simplified as discussed in subsection 2.5.2.
The stochastic programming approach considers all 17 possible scenarios (= 33 minus 10 scenarios
with zero probability). Even though the commitment decisions obtained by using the stochastic
programming approach turn out to be the same as those obtained by using the Markovian approach, cheaper
dispatch decisions are obtained under several scenarios, e.g., Scenario 10 as shown in Table 2.5, with less
ramp rate constraints binding than the Markovian approach. Consequently, the optimization cost, $19,943,
is smaller than that of the Markovian approach as discussed in the third paragraph of subsection 2.5.4. The
simulation cost turns out to be the same as that of the Markovian approach.
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Table 2.4. Results for Example 1 by Using the Markovian Approach
Optimization cost

$21,200

Net demand

u1

CPU time

u2

x1

0.52s

x2

p1

p2

30

40

40

60

130

50

80

70

30

40

40

60

130

50

80

70

30

40

40

60

50

80

70
Hour 1

Hour 2

Hour 3

100

0

100

0

100

0

1

0

0

1

1

1

1

1

1

130

Table 2.5. Dispatch Decisions in Scenario 10 for Example 1 by Using Stochastic Programming

Scenario

10

Net demand

Hour 1

100

Hour 2

100

Hour 3

100

p1

p2

30

70

20

80

20

80

2.6.2 Example 2
Consider ISO-New England’s 24-hour problem with 309 units. The bid information of units and forecasted
system demand values over 24 hours are taken from a summer day of ISO-NE’s day-ahead energy market.
All wind farms in New England are lumped together into one aggregated wind farm, and the total wind
capacity is scaled to the corresponding values from [31] for different levels of wind penetration. Three cases
are tested. The nominal case uses the 10-state transition matrix of Table 2.1 with the initial wind generation
at State 5 (0.4 to 0.5 of the wind capacity) for optimization, and a detailed 50-state transition matrix based
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on the same data set with the initial wind generation at State 25 (0.48 to 0.50 of the wind capacity) for
simulation. It also considers 5% wind penetration with wind generation capacity 2.3 GW without rare
events. For all the cases, if net system demand cannot be satisfied, penalties will be incurred for load
shedding and over generation based on convex piecewise linear penalty functions as shown in Table 2.6
without considering wind curtailment for simplicity. The stopping criterion in optimization is the relative
MIP gap 0.01% for Cases 1 and 3, and 0.2% for Case 2.
Table 2.6. Penalty Curves for Load Shedding and Over Generation for Example 2

Load shedding

0~1,000MWh

After 1,000MWh

Penalty

$1,000/MWh

$85,000/MWh

Over generation

0~100MWh

100~1,100MWh

After 1,100MWh

Penalty

$0/MWh

$1,000/MWh

$85,000/MWh

Case 1. The robustness with respect to the number of discretized states and the impact of the number of
nonzero elements in the state transition matrix on the computational efficiency are tested. To demonstrate
the robustness with respect to the number of discretized states in our approach, 10 states and 20 states are
tested. In simulation, 1,000 Monte Carlo runs are conducted based on the 50-state detailed transition matrix.
The results are summarized in Table 2.7. It can be seen that the CPU time for solving the 20-state
problem is longer than that of 10-state problem. Welch’s t-test verifies the hypothesis that simulation costs
of using 10 and 20 states are the same at the 0.05 level of significance, and F-test verifies that standard
deviations are the same at the 0.05 level of significance. Thus 10 states are used in Cases 2 and 3.
To test the impact of the number of nonzero elements in the state transition matrix on the
computational efficiency, one hypothetical case with a 10-state transition matrix where each element equals
to 0.1 is tested. The state probabilities are calculated based on the hypothetical state transition matrix. The
CPU time turns out to be 7 minutes and 18 seconds and is longer than the corresponding CPU time in Table
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7 by using the block diagonal matrix. The main reason is that more ramp rate constraints are considered
with more nonzero elements in the transition matrix.
Table 2.7. Results for Case 1

Optimization

10 states

20 states

CPU time

1min4s

6min2s

Cost (k$)

11,838

11,854

Cost (k$)

11,803

11,802

STD (k$)

513

520

Simulation

Case 2. Different levels of wind penetration, 9%-24% from [31], are tested beyond the nominal 5%. The
same transition matrix is used for different penetration for simplicity. The system demand is increased from
that of Case 1 to avoid negative net demand and is the same for all penetration levels.
The results are summarized in Table 2.8. When the wind penetration level increases, the CPU time
increases, since more ramp rate constraints (2.9) and (2.10) become (2.7), making the convex hull more
difficult to obtain, as explained below. For the tested dataset, ramp constraints of units with small dispatch
range (pimax - pimin) are mostly eliminated during preprocessing before optimization, since the dispatch range
is even smaller than the ramp rate (i). Oppositely, ramp constraints of units with large dispatch range are
often included in optimization. After eliminating obviously redundant ramp constraints, the number of
possible ramp constraints (2.9) and (2.10) considered in optimization is the same 34,608 among different
penetration levels, since the same transition matrix is used. When penetration level increases, units with
ramp constraints considered are committed for more hours, so more ramp constraints (2.9) and (2.10)
become (2.7), as shown in the fifth row of Table 2.8. Since constraints (2.7) are time-coupling and couple
different states in two consecutive hours, more constraints (2.7) will make the convex hull more difficult to
obtain. According to CPLEX log files, the stopping criterion is reached immediately after cuts are added
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for 5%, 9% and 14% penetrations. However, for 20% and 24% penetrations, branching is needed after
adding cuts.
Table 2.8. Results for Case 2
Penetration

5%

9%

14%

20%

24%

Wind Capacity (GW)

2.3

4.17

6.6

9

11

CPU

1min02s

1min11s

2min41s

7min30s

38min19s

Total (k$)

15,251

13,923

12,690

12,918

16,397

Constraints (7)

14,066

14,066

14,140

16,918

23,212

Total (k$)

15,188

13,803

12,473

12,276

15,909

STD

729

1,006

1,308

2,050

11,759

UCED

15,182

13,803

12,458

12,185

14,496

Penalty

6

0

15

91

1,413

Optimization

Simulation

The simulation cost and the standard deviation of costs are also shown in Table 2.8, including the
breakdown into the expected unit commitment and economic dispatch (UCED) cost and the expected
penalty costs (all in $103). It can be seen that the Markovian approach is effective to accommodate up to
20% penetration of wind generation efficiently, since UCED costs decrease and penalty costs do not
increase much. However, UCED costs and penalty costs increase drastically from 20% to 24% of
penetration with more expensive UCED decisions and more load shedding or over generation. Also, with
increasing wind penetration, the standard deviations of total costs increase.
Case 3. The Markovian approach is compared with the stochastic programming approach and the
deterministic approach in terms of cost efficiency. Special attention is paid to the ability of capturing lowprobability high-impact events, resembling the sudden wind drop in Texas in February 2008. For the
Markovian approach, the initial wind state is State 9 (0.8 to 0.9 of the wind capacity) to make sudden wind
drops more likely to happen in the experiment. For the stochastic programming approach, wind generation
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at each hour is assumed to follow a normal distribution with mean and standard deviation established based
on the corresponding detailed 50-state transition matrix. Three thousand scenarios are produced. Scenario
reduction is performed by using GAMS/SCENRED [18], [19]. The problem is solved with the reduced 10
scenarios as well as with 20 scenarios. For the deterministic approach, the net system demand uses the
average demand plus 10% at each hour to secure more online generation capacity.
Results without considering rare events are summarized in Table 2.9. It can be seen from the CPU
time that the Markovian approach is more computationally efficient than the stochastic programming
approach with 20 scenarios. The optimization cost of our approach is higher than those of the stochastic
programming approach with 10 and 20 scenarios as explained before. However, the simulation cost as well
as the number of simulated scenarios with penalties of our approach is smaller than those of the stochastic
programming approach. This demonstrates that 10 states can capture more information of wind generation
than 10 or 20 scenarios. The simulation cost of the deterministic approach is much higher than others,
indicating that the additional 10% online generation capacity is not as useful as stochastic models.
Table 2.9. Results for Case 3 without Rate Events
SP
Markovian

Deterministic
10 scenarios

20 scenarios

CPU time

2min29s

1min57s

6min1s

4s

Total (k$)

10,856

10,475

10,504

13,206

Penalty Scenarios

3

178

175

997

Total (k$)

10,593

10,795

10,795

12,659

STD (k$)

354

1,813

1,928

459

Optimization

Simulation

Considering rare events. Rare events can be captured in the transition matrix. Consider a hypothetical case
where the transition probability from State 50 to State 1 of the detailed transition matrix is adjusted from 0
to 0.00001. The transition probability from State 50 to State 50 is correspondingly reduced by 0.00001. In
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optimization, the transition probability from State 10 to State 1 in Table 2.1 is adjusted to 0.00001. In
simulation, importance sampling is used as discussed in subsection 2.5.3.
The results are summarized in Table 2.10. The simulation cost, the standard deviation, and the number
of simulated scenarios with penalties of the Markovian approach are smaller than those of other approaches,
demonstrating that the solutions of the Markovian approach are more robust than those of other approaches.
The reason is that for the stochastic programming approach, the scenarios with high-impact rare events are
likely to be eliminated during the scenario reduction procedure. Also, it is difficult to specifically include
such high-impact scenarios since which scenarios will cause harmful impacts cannot be identified before
unit commitment decisions are made. In contrast, for the Markovian approach, multiple rare events can be
captured in the state transition matrix with only one nonzero element in an off-diagonal position, and the
adjusted transition matrix can be directly used in the unit commitment process.
Table 2.10. Results for Case 3 with Rate Events
SP
Markovian

Deterministic
10 scenarios

20 scenarios

CPU

1min57s

1min57s

6min1s

4s

Total (k$)

10,857

10,475

10,504

13,206

Penalty
Scenarios

80

253

250

997

Total (k$)

10,474

10,676

10,676

12,523

STD (k$)

477

6,449

5,080

491

Optimization

Simulation

2.7 Conclusion
In this chapter, the aggregated wind generation is modeled as discrete Markov processes with state
transition matrices established based on historical data. A stochastic unit commitment problem is
formulated based on states instead of scenarios. With state transition probabilities given, state probabilities
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calculated before optimization, and the objective function and constraints formulated in a linear manner,
the linearly formulated problem can be effectively solved by using the branch-and-cut method. Numerical
results demonstrate that the Markovian approach is computationally efficient, effective under 20% of wind
penetration, and is able to capture low-probability high-impact events. The approach thus represents a new
and effective way to address stochastic problems without scenario analysis.
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Chapter 3

3 Grid Integration of Distributed Wind Generation: Hybrid
Markovian and Interval Unit Commitment

Grid integration of wind generation is challenging in view of wind uncertainties and possible transmission
congestions. Without considering transmission, a stochastic unit commitment problem was solved in our
previous work by modeling aggregated wind as a Markov chain instead of scenarios for reduced
complexity. With congestion, wind generation at different locations cannot be aggregated and is modeled
as a Markov chain per wind node, and the resulting global states are a large number of combinations of
nodal states. To avoid explicitly considering all such global states, interval optimization is synergistically
integrated with the Markovian approach in this chapter. The key is to divide the generation level of a
conventional unit into a Markovian component that depends on the local state, and an interval component
that manages extreme non-local states. With appropriate transformations, the problem is converted to a
linear form and is solved by using branch-and-cut. Numerical results demonstrate that the overconservativeness of pure interval optimization is much alleviated, and the new approach is effective in
terms of computational efficiency, simulation cost, and solution feasibility. In addition, solar generation
shares a similar uncertain nature as wind generation, and can thus be modeled and solved similarly.
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3.1 Introduction
Wind energy can help reduce the dependence on fossil fuels and greenhouse gas emissions, and the global
wind industry has been growing rapidly. In 2012, nearly 45 GW of wind capacity was brought online, and
the global wind capacity was increased by 19% to almost 283 GW [2]. The U.S. Department of Energy sets
the target to increase wind energy’s contribution to 20% of electricity by 2030 [3]. Wind integration
involves wind turbine technologies, power electronics, power systems, and market design issues. Related
fundamentals of power systems include long-term planning, improved forecasting, operational processes
and tools, and smart grid technologies [4].
A critical operational process is day-ahead unit commitment (UC) in which the Independent System
Operator (ISO) commits conventional units to meet the forecasted demand of the following day while
satisfying individual unit and transmission constraints. UC with high levels of wind generation, however,
is challenging in light of the fact that wind generation is uncertain by nature and transmission congestions
are possible. A straight-forward way to address uncertainty in this process is the deterministic approach that
meets the expected system demand and adjusts reserve levels based on hourly standard deviations of wind
generation [5], [6]. Since wind uncertainties are not explicitly captured, solutions may be infeasible for
certain wind generation realizations [7].
Besides the deterministic approach, several other approaches have been presented in the literature,
including stochastic programming, robust optimization, and interval optimization. Stochastic programming
optimizes the expected cost over the probability distribution of uncertainties, with wind uncertainties
commonly modeled by representative scenarios [8]-[15]. A scenario contains a trajectory of realizations
over all hours in the time horizon, and the number of scenarios increases exponentially with the number of
hours. It is difficult to select an appropriate number of scenarios to balance modeling accuracy, solution
feasibility, and computational efficiency. Robust optimization finds the optimal solution of the worst-case
realization in a given uncertainty set to ensure solution feasibility against all possible realizations, and may
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lead to conservative solutions [7], [16], [17]. In addition, the two-stage robust model in [7] is nonlinear and
computationally challenging. Interval optimization is another approach for linear problems with
uncertainties modeled by intervals [14], [18]. The approach captures bounds of uncertain wind generation
in system demand and transmission capacity constraints. Other realizations within these bounds will be
guaranteed to be feasible. The effective use of interval arithmetic makes this approach computationally
efficient. However, its results remain conservative. The literature is reviewed in Section II.
To overcome the difficulties of existing approaches, a pure Markovian approach was developed in our
previous work to solve the day-ahead stochastic UC problem without transmission constraints [19]. Wind
generation from all wind farms was aggregated and modeled as a Markov chain with state transition
matrices established based on historical data. The UC problem was then formulated as a stochastic
optimization problem based on states instead of scenarios. A state represents the wind generation value at
a particular hour and captures past information probabilistically. Because the number of states increases
linearly with the number of hours, the complexity of the problem is significantly reduced when compared
to scenario-based formulations. With state transitions linearly formulated, the problem was effectively
solved by using the branch-and-cut method [20], [21].
In this chapter, the pure Markovian approach in [19] is extended to consider transmission constraints.
Since possible congestions imply that wind generation at different locations needs to be treated separately,
wind generation is modeled as a Markov chain for each wind node1. There are multiple Markov chains in a
transmission network. These chains are assumed independent for simplicity. The resulting global states are
a large number of combinations of local/nodal states. Dispatch decisions of pure Markov-based
optimization [19] should explicitly depend on the global states. To reduce this complexity, an approach that

1

The Markovian model was validated in [22] for day-ahead and real-time wind generation series.
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synergistically incorporates both Markov-based optimization and interval optimization is developed. The
new hybrid Markovian and interval approach has the following three main contributions:
1. To make use of information from local states without considering all possible global states, the
generation level (dispatch decision) of a conventional unit is divided into two components: the
Markovian component that depends on the local state and the interval component that manages
extreme non-local states.
2. Constraints are innovatively formulated to guarantee solution feasibility for all possible realizations
without much complexity. Especially, the effective use of local wind states alleviates the overconservativeness of interval optimization in transmission capacity and ramp rate constraints.
3. By analyzing the monotonicity of Markovian nodal injections, the problem is transformed into a
linear form and is efficiently solved by using branch-and-cut.
Section 3.3 models distributed wind generation, presents pure Markov-based optimization, formulates
the new hybrid Markovian and interval approach, and discusses two methods to reduce the wind uncertainty
by considering wind power forecasts or incorporating spatial correlations of wind farms. Section 3.4
develops the solution methodology, and compares the complexity and conservativeness of the new
approach with those of pure Markov-based optimization and pure interval optimization. Section 3.5 tests a
simple problem, the IEEE 30-bus system, and the IEEE 118-bus system. Numerical results demonstrate
that our approach alleviates the over-conservativeness of interval optimization and is effective in terms of
computational efficiency, simulation cost, and solution feasibility.
Although the problem solved in this chapter is day-ahead UC, the new formulation is general and can
model real-time UC as well. In addition, solar generation can be modeled and solved in ways similar to
those for wind generation. The reason is that even though wind and solar have different diurnal patterns –
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peak wind generation usually occurs in the morning and evening while that of solar usually occurs in the
middle of a day [23], they share the similar uncertain nature.

3.2 Literature Review
This section reviews stochastic programming, robust optimization, pure interval optimization, and hybrid
approaches.
Stochastic programming optimizes the expected cost over the probability distribution of uncertainties,
with wind uncertainties commonly modeled by using representative scenarios [8]-[15]. A single set of UC
decisions are determined to satisfy all the selected scenarios, together with multiple sets of dispatch
decisions, one for each scenario. The objective is to minimize the commitment cost and the expected
dispatch cost. Decomposition methods, such as Benders’ decomposition [9], [14] or Lagrangian relaxation
[13], [15], are used to solve stochastic UC problems.
Typically, wind generation or wind speed at each hour is assumed to follow a distribution to generate
scenarios. Each scenario represents a sequence of realizations of uncertainties over the optimization horizon
(e.g., 24 hours). As a result, the number of scenarios can be extremely large even when dealing with discrete
probability distributions. Therefore, scenario reduction techniques are commonly used to eliminate very
low-probability scenarios, to aggregate “close” scenarios [24], [25], or to measure the impact of each
scenario on the objective function [26]. The reduced number of scenarios are then considered in the
stochastic UC problem. In general, it is difficult to select an appropriate number of scenarios to balance
modeling accuracy, solution feasibility, and computational efficiency. To refine the number of scenarios
while retaining high-impact rare events, eleven criteria (e.g., the minimum possible wind output throughout
the day) are discussed to select scenarios [13]. These criteria, however, are heuristic in nature based on
daily patterns of wind, so important rare events of abnormal days may not be captured. Additionally, it is
not clear how to extend this method to networks with multi-area wind production and transmission
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constraints [15]. The alternative selection method presented in [15] ignores rare events with questionable
validity.
Robust optimization seeks an optimal solution feasible for all possible realizations within a pre-determined
uncertainty set. With uncertainties modeled by the uncertainty set without probabilistic information, it
optimizes against the worst-case realization to ensure feasibility of all possible realizations [7], [16], [17].
The worst-case design avoids the combinatorial complexity caused by nodal uncertainties when all possible
realizations are considered. The robust UC model in [7] has two stages. The first stage is to determine the
optimal UC decisions feasible for all possible realizations by using Benders decomposition; and the second
is to select ED decisions against the worst-case realization given UC decisions of the first stage by using
outer approximation. Numerical experiments demonstrate that this approach is insensitive to different
underlying probability distributions of wind generation. However, optimization of the worst-case
realization leads to a conservative solution, which is a common concern of the robust optimization
approach. In addition, the two-stage robust model in [7] is nonlinear and computationally challenging.
Pure interval optimization is another approach for linear problems with uncertainties modeled by closed
intervals [14], [18]. Interval arithmetic captures bounds of uncertain wind generation in system demand and
transmission capacity constraints, and a set of UC decisions are required to be feasible for all these bounds
[18].
Wind generation for node i at hour t is denoted as 𝑝̃𝑖𝑊 (𝑡) (MW), and is assumed to be within an interval
𝑊

[𝑝𝑖𝑊 (𝑡), 𝑝𝑖 (𝑡)]. System demand constraints require that total wind generation plus total conventional
generation equal system demand for each hour. Based on [18, Eq. (20)], the lower bound of total wind
generation happens at the minimum realization m (when the outputs of all wind farms are at their lower
limits), while the upper bound occurs at the maximum realization M. UC decisions of conventional units
are required to meet these bounds in system demand constraints, so that any other realizations within these
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bounds will be satisfied. For example, two wind farms are in a transmission network. Wind farm 1 can
generate from 10 to 40 MW, wind farm 2 can generate from 20 to 50 MW, and system demand is 200 MW.
The total wind generation is from 30 to 90 MW, and the resulting net system demand (= system demand –
wind generation) is from 110 to 170 MW. If a set of UC decisions can meet the minimum net system
demand at 110 MW and the maximum net system demand at 170 MW, then it will be able to meet any net
system demand within them. Such minimum and maximum system demand constraints are:
L
  pi ,k ,m (t )   pi (t )   p i (t ), t .
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where pi,k,m(t) is the dispatch decision of conventional unit k at node i (or uniti,k) at time t under the minimum
wind realization, pi,k,M(t) under the maximum wind realization, and piL(t) is the demand at node i at time t.
Transmission capacity constraints imply that the power flow through line l at time t, denoted as fl(t),
cannot exceed its transmission capacity flmax, i.e.,

 f l max  f l (t )  f l max , l , t .

(3.3)

In DC power flow, a line flow is a linear combination of nodal injections weighted by generation shift
factors (GSFs). When the dispatch decision of uniti, k is pi,k(t), the power flow is:
f l (t )   ali   pi ,k (t )  ~
piW (t )  piL (t ) , l , t ,
i
k


(3.4)

where ali is the GSF representing the sensitivity of fl(t) with respect to the nodal injection (= nodal
generation – nodal demand) from node i. Similar to system demand constraints (3.1) and (3.2), the bounds
of wind uncertainties through each line are captured based on [18, Eq. (16) and (19)]:
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i
max
i
piW (t )  piL (t ) , l , t ,
  al  pi ,k (t )    f l  min  al ~

i 
k

i





i
max
i
piW (t )  piL (t ) , l , t.
  al  pi ,k (t )   f l  max  al ~

i 
k

i

(3.5)

(3.6)

A difference is that GSFs can be positive or negative. Nevertheless, since only inputs are contained on the
right-hand-sides of (3.5) and (3.6), interval arithmetic can be used to compute these bounds before
optimization. As long as one feasible solution can be found within bounds, all transmission capacity
constraints through line l at time t will be feasible. Since system demand constraints have to be satisfied at
the same time, two sets of dispatch decisions {pi,k,m(t)} and {pi,k,M(t)} are considered in (3.5) and (3.6).
Ramp rate constraints imply the change of generation level cannot exceed the unit’s ramp rate between
two consecutive hours. These constraints [18, Eq. (21) and (22)] are required to be feasible for the
transitions of wind outputs between any pairs among the minimum, maximum and the expected realization
that is considered in the objective function. The objective function in [27] uses the cost of the worst-case
realization as that considered in robust optimization. The resulting optimization solutions may be
conservative. Alternatively, the expected cost of all realizations could be considered. Due to the lack of
probabilistic information, the cost of the expected realization is considered for simplicity as the objective
function in [18, Eq. (1)]. In this case, the impacts of extreme realizations are not explicitly captured. The
effective use of interval arithmetic makes this approach computationally efficient. However, results are still
conservative. For the rest of this chapter, pure interval optimization refers to that in [18].
In addition to the approaches reviewed above, there are also hybrid stochastic and robust/interval
approaches. A hybrid stochastic and robust approach [28] considers dispatch decisions and constraints from
both stochastic programming and robust optimization at the same time, and the objective function is a
weighted sum of the costs from both approaches. This approach provides more robust UC decisions than
stochastic programming and a lower simulation cost than robust optimization. Its robust optimization part
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remains nonlinear. A hybrid stochastic/interval approach [29] considers decision variables, constraints and
the cost from stochastic programming at the first few hours, and then switch to pure interval optimization
at the remaining hours. This approach provides a lower simulation cost than stochastic programming or
pure interval optimization. Its pure interval optimization part remains conservative.

3.3 Problem Formulation
Subsection 3.3.1 models distributed wind generation as a Markov chain per wind node, and describes the
UC problem. Subsection 3.3.2 presents pure Markov-based optimization with a few main formulas, and
discusses its complexity. To reduce this complexity, subsection 3.3.3 formulates the new hybrid Markovian
and interval approach. Subsection 3.3.4 discusses two methods to reduce the wind uncertainty by
considering wind power forecasts or by incorporating spatial correlations of wind farms.

3.3.1 Wind Model and the UC Problem
1) Markovian model of nodal wind generation and global state
When transmission constraints are considered, wind generation at different locations cannot be aggregated
and must be treated separately. For simplicity, wind generation at different network nodes is assumed to be
modeled as independent Markov chains. Let i denote a node in the network with I being the total number
of nodes. Based on [19], wind generation at node i is discretized into Ni states. These states are arranged in
the ascending order of wind generation values. The transition probability from state ni’ to state ni is based
on historical data:

 n 'n 
i

i

observed transitions from state ni ' to ni
.
occurrences of state ni '

(3.7)

𝑊
Denote wind generation of state ni at time t as 𝑝𝑖,𝑛
(𝑡) (MW). Its probability, denoted as 𝜑𝑛𝑖 (𝑡), can
𝑖

be computed by using probabilities of previous states and transition probabilities,
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Ni

 n (t )    n 'n n ' (t  1) .
i

ni '1

i

i

(3.8)

i

A global state at time t, denoted as g, is a combination of wind generation states at all nodes, i.e.,

g  n1 , n2 , , nI  .
T

(3.9)

Its probability at time t is denoted as φg(t) and can be computed as the product of probabilities of all nodal
states. Given that each node has up to N possible states at time t, the number of possible global states can
be NI, which is extremely large for practical problems.
2) The UC problem setup
Building on [19] and [30], let Ki units at node i be indexed by (i, k) (1  k  Ki) and L transmission lines be
indexed by l (1  l  L) in a day-ahead energy market over 24 (T) hours indexed by t (1  t  T). Unit k at
node i has an increasing convex piecewise linear generation cost function Ci,k(pi,k(t)) ($) for multiple
generation blocks, a start-up cost Si,k ($/Start), a no-load cost Si,kNL ($), minimum and maximum generation
levels pi,kmin (MW) and pi,kmax (MW), respectively, a ramp rate Ri,k (MW/hour), and minimum up and down
times (hour). The demand is assumed to be given and is denoted by piL(t) (MW) for node i at hour t. Line l
has a transmission capacity flmax (MW). The stochastic UC problem is to minimize the total cost by selecting
a single set of UC decisions and multiple sets of dispatch decisions of conventional generators over a 24hour horizon. For the conventional uniti,k, the UC decision at time t is denoted by the binary variable xi,k(t),
with “1” representing online and “0” offline. The start-up decision is denoted by the binary decision variable
ui,k(t), with “1” representing start-up and “0” otherwise. Different sets of dispatch decisions will be made
in pure Markov-based optimization to be presented in subsection 3.3.2 and in the hybrid Markovian and
interval approach in subsection 3.3.3.

42

3.3.2 Pure Markov-based Optimization and Its Complexity
Dispatch decisions of the pure Markovian approach [19], denoted as pi,k,g(t) for uniti,k at time t at global
state g, explicitly depend on the global states. The objective is to minimize the commitment cost plus the
expected dispatch cost, i.e.,







T I Ki  M
.
min       g (t )Ci ,k  pi ,k , g (t )   ui ,k (t ) S i ,k  xi ,k (t ) S iNL
,k .
t 1 i 1 k 1 g  m

(3.10)

where m represents the minimum global state where all wind farms are at their minimum possible state, and
M the maximum global state. System demand constraints (3.11) and transmission capacity constraints
(3.12) are satisfied for all possible global states.
  pi ,k , g (t )   pi , g (t )   pi , g (t ), t , g .

(3.11)

 f l max  f l , g (t )  f l max , l , t , g .

(3.12)

W

i

k

i

L

i

In the above equation, fl,g(t) denotes the power flow though line l at time t at global state g and is represented
based on GSFs as in (3.13),


f l , g (t )   ali    pi ,k , g (t )  piW, g (t )  piL, g (t ) , l , t , g .
i 
k


(3.13)

Individual unit constraints related to dispatch decisions include generator capacity constraints and
ramp rate constraints. Generator capacity constraints are satisfied for possible global states. Ramp rate
constraints are satisfied for possible state transitions from hour t-1 to hour t, i.e.,

pi ,k , g ' (t  1)  Ri ,k  pi ,k , g (t )  pi ,k , g ' (t  1)  Ri ,k , ( g ' , g )  {( g ' , g ) |  g ' (t )  0,  g ' g  0},

(3.14)

where g’ denotes the global state at hour t-1. Since its dispatch decisions explicitly depend on a large number
of possible global states, the pure Markov-based approach is very complex and thus not practical.
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3.3.3 Hybrid Markovian and Interval UC Formulation
To reduce the dimension of the pure Markov-based stochastic UC problem, a synergistic combination of
Markov-based optimization and interval optimization is developed.
1) Local and non-local states, and dispatch decisions
To avoid making dispatch decisions explicitly dependent on all possible realizations, our key idea is to
divide the generation level (dispatch decision) of conventional uniti,k at time t into two components:
𝑀
𝐼
𝑝𝑖,𝑘,𝑛
(𝑡) denotes the Markovian generation depending on local wind state ni, and 𝑝𝑖,𝑘,𝑛
̅ 𝑖 (𝑡) denotes the
𝑖

interval generation depending on extreme non-local states 𝑛̅i. For node i, its local state is the nodal wind
state ni. Its minimum possible local state is represented as min 𝑛𝑖 , and its maximum as max 𝑛𝑖 . Note that
min 𝑛𝑖 may not be 1 at time t, since state 1 at node i may have zero probability. Its extreme non-local states
𝑛̅𝑖 are the minimum non-local state mi and the maximum non-local state Mi, i.e., 𝑛̅𝑖 ∈ {𝑚𝑖 , 𝑀𝑖 } . The
minimum non-local state is a combination of possible minimum states of other nodes, i.e.,

mi  min n1 , , min ni 1 , min ni 1 , min nI  .
T

(3.15)

The maximum non-local state Mi is a combination of maximum possible states of other nodes, i.e.,

M i  max n1 , , max ni 1 , max ni 1 , max nI  .
T

(3.16)

In simulation where only one global state is realized at an hour in each scenario, one level of conventional
generation will be obtained. This generation level will be within the ranges delineated by sums of
corresponding Markovian generation and interval generation levels.
In addition, the dispatch decisions corresponding to the expected realization E (where all wind farms
are at their expected outputs), denoted as pi,k,E(t), will also be considered in the objective function to be
discussed later. The constraints for the expected realization can be easily included as one set of deterministic
constraints with the same set of commitment decisions {xi,k(t)} and one set of dispatch decisions {pi,k,E(t)}.
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These constraints are not presented for conciseness. Constraints corresponding to the Markovian and
interval dispatch decisions are formulated as follows.
2) Nodal level analysis
As a result of dividing the generation level, each nodal or unit-level constraint considers these two
components. In particular, we have
Generator capacity constraints. If the unit is committed, its generation level is within the minimum and
maximum values; otherwise, its generation level should be zero.
M
I
max
xi ,k (t ) pimin
, k  p i , k , ni (t )  p i , k , ni (t )  x i , k (t ) p i , k , i , k , t , ni  Ωi (t ), ni .

(3.17)

where 𝑖 (𝑡) is the set of possible wind states at node i at hour t (𝑖 (𝑡) ≡ {𝑛𝑖 |𝜑𝑛𝑖 (𝑡) > 0}). For the rest of
the chapter, the expression, ni  i(t), is omitted.
Nodal injections. The nodal injection at node i is wind generation plus conventional generation minus
demand, i.e.,





Pi ,ni ,ni (t )  piW,ni (t )   piM,k ,ni (t )  piI,k ,ni (t )  piL (t ), i, t , ni , ni .

(3.18)

k

3) System demand constraints.
Based on (3.1) and (3.2) [18, Eq. (20)] as reviewed in the pure interval optimization part of Section 3.2,
as long as the minimum and maximum global states are satisfied, all other realizations will satisfy system
demand at time t. In the minimum global state m, we have
I
L
W
M
 pi ,k ,mi (t )    pi (t )  pi ,min ni   pi ,k ,min ni (t ) , t .
i k
i 
k


Similarly, system demand constraints at the maximum global state M are:
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(3.19)

I
L
W
M
 pi ,M i (t )    pi (t )  pi ,max ni   pi ,k ,max ni (t ) , t .
i k
i 
k


(3.20)

4) Transmission capacity constraints
DC power flow is used since it is sufficient for the UC purpose, and a line flow is a linear combination of
nodal injections weighted by GSFs. Since GSFs can be positive or negative, the selection of extreme flow
levels is more complicated than system demand. Therefore, the terms in the nodal injection in Error!
Reference source not found.(3.18) are regrouped to a Markovian nodal injection consisting of those
related to local states:

Pi ,Mni (t )  piW,ni (t )   piM,k ,ni (t )  piL (t ), i, t , ni ,

(3.21)

k

and an interval nodal injection related to non-local states:

Pi ,Ini (t )   piI,k ,ni (t ), i, t , ni .

(3.22)

k

For line l at time t, the flow has two parts corresponding to the two components of nodal injections from
(3.21) and (3.22).
Wind uncertainties are contained in Markovian nodal injections, and bounds of Markovian flow levels
are selected based on signs of GSFs and corresponding extreme Markovian nodal injections, i.e.,
i
M
i
M
M
i
M
 [al  min Pi ,ni (t )]  i [al  max Pi ,ni (t )]  f l ,n1 ,,nI (t )   [al  Pi ,ni (t )]

i:ali  0

i:al  0

ni

ni

i

  [ali  max Pi ,Mni (t )]   [ali  min Pi ,Mni (t )], l , t .
i
i
i:al  0

ni

i:al  0

ni

(3.23)

The min/max operations to select extreme Markovian nodal injections are nonlinear and will be transformed
to linear forms in subsection 3.4.1.
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The two sets of interval nodal injections from (3.19) and (3.20) can be directly translated to two
interval flow levels, i.e.,
f l ,Im (t )   [ali  Pi ,Imi (t )], l , t .

(3.24)

f l ,IM (t )  [ali  Pi ,IM i (t )], l , t .

(3.25)

i

i

These two interval flow levels are required to satisfy the two bounds of Markovian flow levels in
transmission capacity constraints as formulated in (3.26) and (3.37), so that other realizations will satisfy
transmission capacity constraints.
f l ,Ig (t )   f l max (t )   [a li  min Pi ,Mni (t )]   [a li  max Pi ,Mni (t )], l , t , g  {m, M } ,
i
i

(3.26)

f l ,Ig (t )  f l max (t )   [a li  max Pi ,Mni (t )]   [a li  min Pi ,Mni (t )], l , t , g {m, M } .
i
i

(3.27)

ni

i:al  0

i:al  0

ni

ni

i:al  0

i:al  0

ni

Constraints (3.26) and (3.27) are different from those in pure interval optimization (3.5) and (3.6) [18, Eq.
(16) and (19)]. Pure interval optimization selects extreme combinations of wind generation (uncertain
parameters), while Eq. (3.23) selects extreme combinations of Markovian nodal injections, which involve
wind generation, the Markovian generation (decision variables) and nodal demand.
It is interesting to note that the bounds of Markovian flows in (3.23) are correlated with bounds of
system demand, since nodal wind generation appears in both types of bounds. Thus, not all bounds will
happen at the same realization, and interval generation feasible for all bounds are conservative.
Nevertheless, Markovian generation in (3.21) can accommodate local uncertainties that appear in flows in
(3.23), and Example 1 in Section 3.5 will illustrate that the conservativeness in transmission of pure interval
optimization is much alleviated.
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An issue that also exists in pure interval optimization is that results are sensitive to the selection of the
slack bus, and the reason will be explained in Appendix 3.A. To alleviate this sensitivity, the distributed
slack bus [31], which distributes the impacts of the slack bus into multiple buses, is adopted.
5) Ramp rate constraints.
If uniti,k is online at hours t-1 and t, then for all possible state transitions and the two extreme non-local
states, the change of generation level cannot exceed the unit’s ramp rate, i.e.,
piM,k ,ni ' (t  1)  piI,k ,ni ' (t  1)  Ri ,k  piM,k ,ni (t )  piI,k ,ni (t )  piM,k ,ni ' (t  1)  piI,k ,ni ' (t  1)  Ri ,k ,  i,  k , t ,

(ni ' , ni )  {(ni ' , ni ) |  ni ' (t )  0,  ni 'ni  0}, ni  {mi , M i }, ni ' {mi , M i },

(3.28)

where 𝑛̅i’ denotes the non-local state of node i at hour t-1. The changes in wind generation at possible state
transitions (except for transitions between extreme states) are smaller than those between the min and max
realizations in pure interval optimization. Thus, the conservativeness in ramp rate constraints of pure
interval optimization is also alleviated. In addition, generation limits at start-up and shut-down hours [32,
Eq. (11)] are also considered and merged with (3.28), based on [19, Eq. (9) and (10)].
6) Commitment constraints of individual units
Start-up constraints. The start-up decision is coupled with commitment decisions:

ui,k (t )  xi ,k (t )  xi ,k (t  1), i, k , t .

(3.29)

Minimum up/down Time. The unit must remain online or offline for its minimum up or down time,
respectively. The convex hull formulas in [33, Eq. (3) and (5)] are employed.
7) The objective function.
The goal of the optimization problem is to minimize the commitment cost plus the expected dispatch cost
of all possible realizations rather than that of the worst-case realization to reduce conservativeness. Since
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𝑀
𝐼
(𝑡) + 𝑝𝑖,𝑘,𝑛
the generation cost function 𝐶𝑖,𝑘 (𝑝𝑖,𝑘,𝑛
̅ 𝑖 (𝑡)) is piecewise linear, the cost cannot be separated
𝑖

into a Markovian generation cost and an interval generation cost. Given that only two extreme realizations
are considered in interval generation, their costs may not reflect the costs of other possible realizations. To
approximate the expected cost without much complexity, the cost of the expected realization E is included
in addition to the costs of the few extreme realizations. The resulting objective function is to minimize the
total weighted generation cost, plus the commitment cost, i.e.,









T I Ki  Ni
min      wni ,mi (t )Ci ,k piM,k ,ni (t )  piI,k ,mi (t )  wni ,M i (t )Ci ,k piM,k ,ni (t )  piI,k ,M i (t )
t 1 i 1 k 1ni 1



 wE (t )Ci ,k  pi ,k , E (t )  ui ,k (t ) S i ,k  xi ,k (t ) S iNL
,k .


(3.30)

where 𝑤𝑛𝑖,𝑚𝑖 (𝑡) is the weight of the conventional generation when local state is at ni and non-local at mi at
time t, 𝑤𝑛𝑖,𝑀𝑖 (𝑡) when non-local at Mi, and wE(t) the expected realization. The weights among realizations
are not directly selected based on corresponding probabilities. The reason is that the expected realization
corresponds to no particular state and probability. Since the cost of the expected realization represents the
expected cost of the vast majority of realizations, its weight should be larger than those of others. The
weights 𝑤𝑛𝑖,𝑚𝑖 (𝑡) and 𝑤𝑛𝑖,𝑀𝑖 (𝑡) can further consider local probabilities. The sum of all weights at time t
equals one.
The above stochastic UC problem (3.17)-(3.22), (3.24)-(3.30), and minimum up/down time constraints
is a nonlinear mixed-integer optimization problem with binary decision variables {ui,k(t)} and {xi,k(t)}, and
𝑀
𝐼
continuous variables {𝑝𝑖,𝑘,𝑛
(𝑡)}, {𝑝𝑖,𝑘,𝑛
̅ 𝑖 (𝑡)} and {pi,k,E(t)}. The nonlinearity lies in the min/max operations
𝑖

of selecting extreme Markovian nodal injections in (3.26) and (3.27).
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3.3.4 Discussion on Reducing the Wind Uncertainty
Two methods to reduce the wind uncertainty by considering wind power forecasts or by incorporating
spatial correlations of wind farms are discussed. Testing them, however, is out of the scope of this thesis.
Considering wind power forecasts. With historical data only, solutions may be conservative due to the
large uncertainty of day-ahead wind generation. Wind power forecasts consider weather conditions, terrain
characteristics, and historical forecast errors to reduce the uncertainty [34]. Our previous work [35]
converted wind power forecasts into state probabilities, instead of only using historical data based on (3.8),
to fit in the Markovian approach. Considering wind power forecasts is expected to reduce the
conservativeness of solutions.
Incorporating spatial correlations of wind farms. The outputs of nearby wind farms are likely to be
correlated. Although the outputs of the wind farms are assumed to be independent for simplicity in
subsection 3.3.1, incorporating the spatial correlations can help reduce the uncertainty and thus reduce the
conservativeness of solutions. A method is to aggregate the generation of nearby wind farms through
aggregating buses that are connected by transmission lines with sufficient capacities. In this way, their
correlations are contained in the aggregated wind generation to smooth out the uncertainty of each wind
farm. An issue is to identify if transmission lines have sufficient capacities in the presence of wind
uncertainty. For deterministic transmission-constrained UC problems, necessary and sufficient conditions
for a transmission capacity constraint to be redundant were derived by solving an MILP problem that
maximizes or minimizes the flow through that line [36]. To significantly simplify the process, an analytical
sufficient condition was obtained from an LP problem after dropping transmission constraints of other lines
and integrality constraints associated with UC decisions, and was able to quickly identify most of the
redundant constraints [36]. This identification method can be extended to UC with uncertain wind
generation by using interval models. Buses connected by lines with sufficient capacities can then be
aggregated through network reduction based on GSF matrix reduction [37], and corresponding wind
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generation can be aggregated. Transmission capacities of lines in the reduced network can be calculated
based on QR-factorization of the reduced GSF matrix [38]. States of the aggregated wind generation will
be considered with corresponding state probabilities and state transition matrices. Local and extreme nonlocal states will be based on states of aggregated wind generation at different areas.

3.4 Solution Methodology
The above problem is transformed into a linear form and is solved by using branch-and-cut in Section 3.4.1.
Its complexity and conservativeness are analyzed, and are compared with those of pure Markov-based
optimization and pure interval optimization in Section 3.4.2.

3.4.1 Transformation of the Min/Max Operations
To transform the min/max operations in (3.23), (3.26) and (3.27) into linear forms, the conjecture below
describes the monotonicity of Markovian nodal injections with respect to nodal wind states. Based on this
monotonicity, extreme Markovian nodal injections are selected based on indices of nodal wind states
without optimization. Consider two possible local states at node i time t: state ni, and state ni – 1 which has
less wind generation than state ni.
The Monotonicity Conjecture: The local state with lower wind generation provides less or equal Markovian
nodal injection at the optimum, i.e.,
Pi ,Mni 1 (t )  Pi ,Mni (t ), i, t , ni , (ni  1)  {ni  1 |  ni 1 (t )  0}.

(3.31)

Generalized monotonicity analysis [39] will be used to support this conjecture in Appendix 3.B. Based
on the above conjecture, the minimum (maximum) Markovian nodal injection happens at the minimum
(maximum) local wind generation state at the optimum, i.e.,

min Pi ,Mni (t )  Pi ,Mmin ni (t ), i, t ,

(3.32)

ni
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max Pi ,Mni (t )  Pi ,Mmax ni (t ), i, t .

(3.33)

ni

The overall problem is thus linear after including (3.31) as constraints and substituting the min/max
operations with corresponding states of nodal injections as (3.32) and (3.33). Moreover, with state transition
matrices given and state probabilities pre-computed as discussed in [19], the linearized problem can be
effectively solved by using branch-and-cut.

3.4.2 Comparison of Approaches
Complexity. The complexity of the new approach is compared with those of pure Markov-based
optimization and pure interval optimization in terms of the number of dispatch decisions and flow levels,
because the same number of UC decisions are made. Considering I wind farms located at different buses
and N states for each wind farm at each hour, Table 3.1 summarizes the comparison.
Table 3.1. Comparison of the Complexity of the Three Approaches

No. of dispatch decisions per unit per hour

No. of flow levels per line per hour

Pure Markov-based

NI

NI

Pure Interval

2+1

2+1

Markovian and Interval

N+2+1

2+2+1

The pure Markov-based formulation is very complicated as discussed in subsection 3.3.2. The pure
interval formulation is much simpler, since each unit/line at each hour has only three dispatch/flow levels
corresponding to the two extreme realizations and the expected realization. Although the Markovian and
interval formulation has N more dispatch decisions and two more flow levels than the pure interval
formulation, the complexity is significantly reduced when compared to the pure Markov-based formulation.
Furthermore, the complexity of the new formulation does not increase as the number of distributed wind
farms increases.
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Conservativeness. Pure Markov-based optimization makes use of information provided by global states
and state transitions. Its UC formulation is not conservative. Pure interval optimization pre-computes
bounds of wind uncertainty in transmission constraints without making use of local flexibility, and
considers all extreme state transitions in ramp rate constraints. As a result, pure interval optimization is
over-conservative.
In the hybrid Markovian and interval approach, the Markovian generation makes use of information
provided by local states and their transitions. The interval generation does not depend on all possible nonlocal states but extreme ones. This makes our approach more conservative than pure Markov-based
optimization in transmission capacity and ramp rate constraints, and leads to more conservative UC
decisions. This set of UC decisions will result in a higher simulation cost. However, our approach is still
less conservative than pure interval optimization.

3.5 Numerical Results
Testing is conducted using CPLEX 12.5.1.0 [21] on a PC laptop with an Intel Core(TM) i7-2820QM
2.30GHz CPU and 8GB memory. Three examples of different-size problems are provided. In Example 1,
a simple problem is used to demonstrate that our approach is less conservative than pure interval
optimization, and to illustrate dispatch decisions of our approach. In Example 2, the IEEE 30-bus system is
tested to demonstrate modeling accuracy and solution feasibility of our approach at different levels of wind
penetration by comparing with the deterministic approach and pure interval optimization [18]. In Example
3, the IEEE 118-bus system is tested to demonstrate the computational efficiency of our approach. In
Examples 2 and 3 where infeasibility is possible, wind curtailment and load shedding are considered. Wind
curtailment is assumed to depend on local wind states for simplicity and to incur no cost. Load shedding is
modeled in a manner similar to conventional generation with Markovian and interval components with a
penalty of $5,000/MWh. The stopping criterion for all approaches in Examples 2 and 3 is a relative mixedinteger programming gap tolerance of 0.1%.
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3.5.1 Example 1
Consider a 3-bus 1-hour problem with two wind farms as shown in Fig. 3.1. This figure also shows the
values and probabilities of the wind generation states, and the capacity and reactance values of the
transmission lines. Table 3.2 provides the parameters of the two conventional units. For the single hour
problem, time-coupling constraints such as ramp rate and minimum up/down time constraints are ignored,
and the time index t is dropped.

Fig. 3.1. The three-bus transmission network for Example 1

Table 3.2. Unit Parameters for Example 1

Unit

pi,kmin (MW)

pi,kmax (MW)

ci,k ($/MWh)

Unit2,1

10

35

30

Unit3,1

5

10

65

To compare the conservativeness in transmission of the different approaches, we use the minimum
transmission capacity required on the line connecting Nodes 1 and 3, f1-3max, to provide feasible solutions
as the criterion for illustrative purposes. For pure interval optimization, the required transmission capacity
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is 16.667 MW. For our approach, the required transmission capacity is 14 MW. Thus, our approach is less
conservative in transmission.
𝑊
For Wind Farm 1, its output 𝑝1,𝑛
has two nodal states: 10 MW when n1 = 1, and 30 MW when n1 =
1

2. With another two possible nodal states at Wind Farm 2, there are four possible global states [n1, n2]T: [1,
1]T, [1, 2]T, [2, 1]T, and [2, 2]T. To illustrate the Markovian generation and interval generation of
conventional units, results of our approach when f1-2max = 14 MW are provided in Tables 3.3. Since Unit2, 1
is located at the same node as Wind Farm 2, its Markovian generation depends on the local state n2. Unit3,
1

is not located with any local wind farm, so it does not have Markovian generation (or it equals 0). The

non-local state of Unit2, 1 and that of Unit3, 1 are the same n1 in this small system.
Table 3.3. Optimization Results for Example 1 Using the Markovian and Interval approach

Optimization cost

$1,230.5

CPU time

0.05s

Unit

pi,k,1M

pi,k,2M

pi,k,miI

pi,k,MiI

pi,kE

xi,k

Unit2,1

20

10

15

0

30

1

Unit3,1

\

\

10

5

5

1

To illustrate how conventional generation realizes, simulation is conducted by fixing UC decisions at
the optimal solution and solving the deterministic dispatch problem for each global state. Results are
summarized in Table 3.4. Each unit’s generation level under each global state turns out to be within the
ranges delineated by sums of corresponding Markovian generation and interval generation levels.
Table 3.4. Simulation Results for Example 1

g = [n1, n2]T

p2,1,g

p3,1,g

(1, 1)T

(1, 2)T

35

30

10

5

(2, 1)T

(2, 2)T

20

10

5

5
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3.5.2 Example 2
The IEEE 30-bus system is tested over a 24-hour horizon with parameters adjusted as in [1]. There is a
wind farm located at Node 1 with a capacity of 42.5 MW. An additional wind farm with a capacity of 28.3
MW is added to Node 2. Two different levels of wind penetration are tested.
In each case, our approach is compared with the deterministic approach and pure interval optimization.
For our approach, 10 states are used for each wind farm based on [19], and the expected realization is
calculated based on 50-state transition matrices. Based on the discussion after (3.30), the weights in the
objective function, wE(t), 𝑤𝑛𝑖,𝑚𝑖 (𝑡), and 𝑤𝑛𝑖,𝑀𝑖 (𝑡), are set to be 0.8, 0.1𝑛 (𝑡), and 0.1𝑛 (𝑡), respectively.
𝑖

𝑖

For pure interval optimization [18], extreme states from 10-state matrices and the expected realization from
50-state matrices are used for fair comparison. For the same purpose, the costs of the minimum and
maximum realizations are also considered in the objective function, both with the same weight 0.1. The
deterministic approach sets the spinning reserve levels at 3.5 standard deviations of hourly wind generation
based on [5]. To evaluate the UC decisions obtained by different approaches, 10,000 Monte Carlo
simulation runs are performed with scenarios sampled based on the 50-state transition matrices. In the
simulations, UC decisions are fixed at the optimal solution, and the deterministic dispatch problem is solved
repeatedly for the sampled scenarios following [7], [11]. The simulation cost is the average cost of all
sampled scenarios. Modeling accuracy of each approach is measured by the absolute percentage error
(APE):

APE 

optimization cos t  simulation cos t
simulation cos t

 100 %.

(3.34)

The standard deviation (STD) of costs of sampled scenarios reflects the variation of costs.
Case 1. State transition matrices of the two wind farms are established based on measured hourly
generation data of two wind sites from April to September in 2006 (the non-winter season) from National
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Renewable Energy Laboratory’s Eastern Wind Dataset [40], one site per wind farm. The wind penetration
level, calculated as the total expected wind generation divided by the total demand without considering
wind curtailment and load shedding, is 13.9%.
Results are summarized in Table 3.5. It takes more time for our approach to reach the stopping criterion
than the other two approaches. Optimization costs of the three approaches are very similar. However, the
deterministic approach has the highest simulation cost and incurs the highest penalty cost of load shedding.
This indicates that even with reserve, the deterministic approach cannot guarantee solution feasibility
against all possible realizations. Both pure interval optimization and our approach are accurate in sense of
their small APEs.
Table 3.5. Results for Case 1 of Example 2

Approach

Optimization

Deter.

Interval

Ours

CPU time

2s

5s

1min4s

Cost (k$)

326.416

326.963

323.409

Penalty (k$)

0

0

0.553

87.642

72.616

72.201

Cost (k$)

360.733

325.103

323.689

APE

9.513%

0.572%

0.087%

STD (k$)

56.669

15.082

14.998

Penalty (k$)

30.621

0

0.010

UC cost (k$)

Simulation

Case 2. To create 40% wind penetration, capacities of the two wind farms are scaled with demand
unchanged. The results are summarized in Table 3.6. Our approach only spends about twice as much time
as pure interval optimization. Our approach has a simulation cost 5.23% lower than that of pure interval
optimization without incurring much penalty, indicating that our approach is less conservative. In addition,
our approach is the most accurate, as it has the smallest APE.
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Table 3.6. Results for Case 2 of Example 2

Approach

Optimization

Deter.

Interval

Ours

CPU time

2s

53s

1min53s

Cost (k$)

248.659

280.672

253.403

Penalty (k$)

0

0.466

0.008

89.461

67.715

65.216

Cost (k$)

314.889

263.264

250.172

APE

21.033%

6.612%

1.292%

STD (k$)

74.456

33.771

35.126

Penalty (k$)

40.823

0

0.003

UC cost (k$)

Simulation

3.5.3 Example 3
The IEEE 118-bus system [41] is tested. There are three wind farms, 54 conventional generators, 186
transmission lines, and 91 load centers with peak system demand 3733.07 MW. The wind farms use the
capacities in [41], and their state transition matrices are based on measured hourly data of three wind sites
from April to September in 2006 from [40]. The hourly system demand values in percent of peak system
demand are calculated based on corresponding factors for summer weekdays of IEEE Reliability Test
System [42]. The wind penetration level is 7.2%. The quadratic cost curves of conventional generators are
approximated by piecewise linear cost curves with three blocks.
The results of our approach are summarized in Table 3.7. The CPU time is 49 seconds, demonstrating
that our approach is computational efficient. Based on the statistics provided by CPLEX, there are 150,308
constraints, 2,592 binary variables, and 52,489 continuous variables (including additional decision
variables for the three-block piecewise linear costs) in optimization. The main reason why the CPU time of
solving this system by using the Markovian and interval approach is even less than those in Example 2 may
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be that the wind penetration level is lower. With relatively smaller ranges of uncertainty, it is easier to find
feasible solutions.
The APE of our approach is 0.253%, demonstrating its modeling accuracy. Under this relatively low
level of wind penetration, no load is shed and no wind is curtailed in any of the 10,000 simulation runs.
Table 3.7. Results for Example 3

CPU time

49s

Cost (k$)

909.860

Penalty load shedding (k$)

0.036

Curtailed wind (MWh)

0

Optimization

UC cost (k$)

Simulation

12.690

Cost (k$)

907.567

APE

0.253%

STD (k$)

24.188

Penalty load shedding (k$)

0

Curtailed wind (MWh)

0

3.6 Conclusion
This chapter develops a synergistic combination of Markov-based optimization and interval optimization
to solve the transmission-constrained UC problem with uncertain wind generation. Ideas from interval
optimization are used to capture bounds of constraints to ensure solution feasibility, while Markov-based
optimization uses information of local states for reduced conservativeness. Numerical results demonstrate
that the new approach is effective in terms of computational efficiency, simulation cost, and solution
feasibility. This work opens a new and effective way to address stochastic problems without scenario
analysis and to avoid over-conservativeness. In addition, solar generation shares a similar uncertain nature
as wind generation, and can thus be modeled and solved similarly.
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Appendix 3.A
This appendix discusses the sensitivity of results with respect to the selection of the slack bus. DC power
flows can be represented by using voltage phase angles with nodal power balance constraints (that require
the nodal injection to equal the sum of out flows from this node) or by using GSFs with system demand
constraints (that require system-level power balance) [30]. In the deterministic approach, there is no
difference between them. The reason is that when computing GSFs, one row and one column corresponding
to the slack bus are taken out, assuming that system demand is satisfied. In this case, although GSF values
change when the slack bus changes, power flow levels do not change. However, if the system-level power
balance assumption for GSFs is not strictly satisfied as in pure interval optimization, power flow levels will
change when the slack bus changes.
In pure interval optimization, on the one hand, power flow equations based on voltage phase angles
cannot be used because of the following complexity. These power flow equations go hand-in-hand with
nodal power balance constraints. Each nodal power balance constraint is an interval equality and will result
in two constraints based on [27], similar to system demand constraints (3.1) and (3.2). When there are I
nodes in a network, there will be 2I possible combinations of these constraints to be considered at each
hour. On the other hand, power flow equations with GSFs can be used to bypass this complexity, since
power flows (from uncertain wind generation) can be directly substituted by a weighted sum of nodal
injections. In this case, GSFs have to be computed. However, the system-level power balance assumption
for GSFs is not strictly satisfied since only bounds of system demand are considered. Consequently, when
slack bus changes, GSF values change, and power flow levels change. Results are therefore sensitive to the
selection of the slack bus. Results of the Markovian and interval approach have the same sensitivity issue.
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Appendix 3.B
This appendix is to support the Monotonicity Conjecture (3.31). Since the monotonicity is on nodal
injections or dispatch decisions, we focus on the corresponding dispatch problem with UC decisions fixed.
The deterministic dispatch problem, which considers a special case where the probability distribution at
each hour is a singleton, will first be analyzed based on generalized monotonicity analysis [39]. When wind
generation decreases, the corresponding nodal injection will decrease or remain the same. The result will
then be extended to the Markovian and interval dispatch problem.
For the deterministic dispatch problem, the procedure is similar to Example 4.1.2 in [39]. Lagrangian
relaxation is first used to relax all constraints, namely system demand, transmission capacity, generator
capacity, and ramp rate constraints. The KKT conditions [43] are used to establish a set of equalities among
variables and parameters at the optimum. By taking total derivatives on both sides of the KKT conditions
based on [39, Eq. (2)], the directional derivative of the nodal injection will be contained in another set of
equations. After solving all the above equations together, an explicit form of the directional derivative can
be obtained. With the change direction of parameters imposed along the direction of wind generation, the
monotonicity of the nodal injection can be observed.
Solving for this directional derivative is difficult and requires symbolic solvers. Symbolic solvers,
such as Maple [44] and Symbolic Math Toolbox in MATLAB [45], do not support a general form of
equations with an arbitrary size. Therefore, problems with known sizes have to be solved case by case.
Moreover, the memory requirement and CPU time increase drastically as the problem size increases.
Nevertheless, we solve a small case with two buses, two lines, two hours, and linear generation cost
functions by using Symbolic Math Toolbox [45] in MATLAB R2013b. Due to computational limits, we
first impose the change direction of parameters, v, along the direction of wind generation at Node 1 at Hour
2, i.e., the element in v corresponding to this wind generation, 𝑣𝑝1𝑊 (2), is considered and other elements are
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set to zero. Then we solve for the directional derivative of the corresponding nodal injection, 𝑤𝑃1 (2) , and
the result is that
wP1 ( 2 )  v pW ( 2 ) or 0 .

(3.35)

1

This result demonstrates that the nodal injection will decrease or remain the same when wind generation
decreases. The result of this small case is believed to hold in general, since all types of constraints are
considered.
The above result is then extended to the Markovian and interval dispatch problem. The monotonicity
can be easily applied to two deterministic cases, where the only difference is that wind generation at node
i at hour t in Case 1 is less than that in Case 2. Obviously, the corresponding nodal injection in Case 1 will
be less than or equal to that in Case 2. For the pure Markov-based dispatch problem, wind generation values
at states ni – 1 and ni fit into the situation of these two deterministic cases. Therefore, the nodal injection at
state ni – 1 will be less than or equal to that at state ni. As for the Markovian and interval dispatch problem,
since the interval nodal injection depends on extreme non-local states, it will not be changed by local states.
Therefore, the Markovian nodal injection at state ni – 1 will be less than or equal to that at state ni.
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Chapter 4

4 Transmission Contingency-Constrained Unit Commitment with
High Penetration of Renewables via Interval Optimization
Reliability is an overriding concern for power systems that involve different types of uncertainty including
contingencies and intermittent renewables. Contingency-constrained unit commitment (CCUC) satisfying
the “N – 1 rule” is extremely complex, and the complexity is now compounded by the drastic increase in
renewables. This chapter develops a novel interval optimization approach for CCUC with N – 1
transmission contingencies and renewable generation. A large number of transmission contingencies are
innovatively described by treating corresponding generation shift factors (GSFs) as uncertain parameters
varying within intervals. To ensure solution robustness, bounds of GSFs and renewables in different types
of constraints are captured based on interval optimization. The resulting model is a mixed-integer linear
programming (MILP) problem. To alleviate its conservativeness and to further reduce the problem size,
ranges of GSFs are shrunk through identifying and removing redundant transmission constraints. To solve
large-scale problems, Surrogate Lagrangian Relaxation (SLR) and branch-and-cut (B&C) are used to
simultaneously exploit separability and linearity. Numerical results demonstrate that the new approach is
effective in terms of computational efficiency, solution robustness, and simulation costs.
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4.1 Nomenclature
Indices and sets
Index of transmission contingencies, 0  c  L. c = 0, if the system is under the base case

c

where no line is tripped; c = l ≠ 0, if line l is tripped
i

Index of nodes, 1  i  I

(i, k)

Index of conventional units at node i, 1  k  Ki

l or l’

Index of transmission lines, 1  l  L, 1  l’  L

r or r’

Index of the maximal (M), minimal (m), and expected (E) net demand realizations

t or t’

Index of time periods (hours), 1  t  T (24), 1  t’  T (24)

Φp, Φn

Sets of remaining interval transmission constraints in positive and negative directions,
respectively

Parameters, variables, and functions
𝑖
𝑎𝑙,𝑐

Generation shift factor (GSF) of line l from node i under contingency c
𝑖

[𝑎𝑙𝑖 , 𝑎𝑙 ]

Interval of GSFs of line l from node i

Ci,k(pi,k(t))

Increasing convex piecewise linear generation cost function ($)

Di(t)

Nodal demand at node i at time t (MW)

̃𝑖 (𝑡)
𝐷

Net nodal demand ( nodal demand – wind generation) at node i at time t (MW)

̂𝑖 (𝑡)
𝐷

Expected value of the net nodal demand at node i at time t (MW)

[𝐷𝑖 (𝑡), 𝐷𝑖 (𝑡)] Interval of the net nodal demand at node i at time t (MW)
flmax
𝐸

𝑓𝑙 (𝑡), 𝑓𝑙𝐸 (𝑡)

Transmission capacity of line l (MW)
Revised transmission capacities of line l considering the expected net demand realization
at time t for positive and negative directions, respectively (MW)

𝑓𝑙 (𝑡), 𝑓𝑙 (𝑡)

Revised transmission capacities of line l considering uncertain net demand at time t for
positive and negative directions, respectively (MW)

pi,k(t)

Generation level of unit (i, k) at time t (MW)

𝑟
𝑝𝑖,𝑘
(𝑡)

Generation level of unit (i, k) at time t under net demand realization r (MW)

𝑚𝑖𝑛
𝑚𝑎𝑥
𝑝𝑖,𝑘
, 𝑝𝑖,𝑘

Minimum and maximum generation limits of unit (i, k), respectively (MW)

qi,k(t)

Spinning reserve of unit (i, k) at time t (MW)

Si,k

Start-up cost of unit (i, k) ($/Start),
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𝑁𝐿
𝑆𝑖,𝑘

No-load cost of unit (i, k) ($/hour)

𝑈
𝐷
𝑇𝑖,𝑘
, 𝑇𝑖,𝑘

Minimum up and down times of unit (i, k), respectively (hours)

ui,k(t)

Binary start-up decision for unit (i, k) at time t

̃𝑖 (𝑡)
𝑊

Wind generation at node i at time t (MW)

̂𝑖 (𝑡)
𝑊

Expected value of wind generation at node i at time t (MW)

[𝑊𝑖 (𝑡), 𝑊𝑖 (𝑡)] Interval of wind generation at node i at time t (MW)
xi,k(t)

Binary UC decision for unit (i, k) at time t

𝛼 𝑟 (𝑡)

Weight of net demand realization r at time t

Δi,k

Ramp rate of unit (i, k) (MW/hour)

λ (t)

Lagrangian multiplier of the system demand constraint at time t under net demand

r

realization r ($/MWh)
μlr(t), νlr(t)

Lagrangian multipliers of interval transmission constraints for positive and negative
directions, respectively, at time t under net demand realization r ($/MWh)

𝜎𝑖 (𝑡)

Standard deviation of wind generation at node i at time t (MW)

4.2 Introduction
Reliability is an overriding concern for power systems, and power engineers have been striving hard to
keep the lights on under different kinds of uncertainty. One major source of uncertainty is contingencies,
which are unpredicted outages of components (generators or transmission lines). To avoid cascading
failures and even blackouts, the North American Electric Reliability Corporation established, among other
reliability rules, the “N – 1 rule”: for a system with N components, no single outage will cause violations
on other components [2]. This rule has been embedded in unit commitment (UC), a critical operational
process that determines the most economic set of online/offline decisions for all units one day ahead or
hours ahead, resulting in “contingency-constrained unit commitment” (CCUC). Under the current practice,
generator contingencies are typically managed by pre-defined reserve requirements [3]. Transmission
contingencies are managed by preventive economic dispatch (ED), where ED decisions are made before
contingencies are realized [3], [4]. One set of such ED decisions is guarded against the base case (under
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which no contingency happens) and transmission contingencies by corresponding transmission constraints
in the deterministic N – 1 model. To avoid the complexity of directly including transmission constraints
under all transmission contingencies, the “Simultaneous Feasibility Test” (SFT) is usually used [4]. The
SFT determines whether a violation occurs in each post-contingency state at each hour and adds a constraint
for each such violation to the next CCUC iteration. Iterations continue between CCUC and 24 SFTs (for
24 hours) until a solution with no violation is reached. Depending on the number of contingencies, this
iterative process can be computationally burdensome. As a result, current practice terminates the process
after a specified number of iterations and may lead to suboptimal solutions.2
Aside from contingencies, power systems now face new challenges associated with the uncertainty of
intermittent renewables such as wind and solar [8]. Since contingencies and unexpected renewable output
can occur simultaneously and cause constraint violations, a joint consideration of both factors is important.
However, the resulting combinatorial complexity has limited research in this area to [9], [10] and [11]. In
[9], “N – k” generator contingencies and wind uncertainty were jointly considered in UC via chanceconstrained optimization. Unfortunately, transmission constraints and transmission contingencies were
ignored. Authors in [10] considered transmission contingencies, generator contingencies, and wind
uncertainty through stochastic programming, which minimizes the expected cost over the probability
distribution of uncertainty represented by scenarios. A scenario was a combination of a contingency and a
trajectory of wind realizations over 24 hours. As a result, the number of scenarios equals the product of the
number of wind trajectories and the number of contingencies. After ignoring low-probability events,
remaining scenarios were selected based on likelihoods proportional to their impacts on the expected cost.
However, it is difficult to ensure computational efficiency while capturing low-probability but high-impact

2

Another model to manage transmission contingencies (and can be used for generator contingencies) in
CCUC is corrective ED. It is out of the scope of this paper, and interested readers can refer to [5]-[7].
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events. In [11], “N – 1” transmission and generator contingencies and spatially correlated nodal demand
uncertainty were jointly considered for a single period through robust optimization. Although the problem
was solved by using Benders decomposition and a binary expansion approach, the extension to a multiperiod model would increase the computational burden significantly. Though the deterministic N – 1 model
with the SFT is used as the current practice to manage N – 1 transmission contingencies, there is no
publication using it for the joint consideration of contingencies and renewables to the best of our
knowledge.3
To overcome the aforementioned complexity difficulties, this chapter develops a novel interval
optimization approach for the CCUC problem with preventive ED considering “N – 1” transmission
contingencies and renewables. Section 4.3 formulates the interval CCUC problem. Instead of being
analyzed one at a time, a large number of transmission contingencies are innovatively described by treating
corresponding GSFs as uncertain parameters varying within intervals. In particular, under each transmission
contingency, the line flow is the sum of net nodal injections weighted by corresponding GSFs. The ranges
of GSFs varying among contingencies are then covered by intervals. 4 In this way, for each transmission
line, we can use one single interval-based transmission constraint to represent the set of transmission
constraints under all contingencies. Renewable generation is modeled by intervals and is jointly considered
in the interval CCUC model in a consistent framework. To ensure solution robustness (i.e., solution
feasibility under contingencies and renewable realizations), bounds of GSFs and renewable generation in
different types of constraints are captured based on interval optimization [13], [14]. Since the boundary
conditions of transmission contingencies and renewables are considered, there are only a few combinations.

3

Readers interested in papers focusing on uncertain renewables without contingencies in UC can refer
to the Literature Review section of [12].
4
Although computing a large number of GSFs under transmission contingencies can be time-consuming
for real-world systems, this can be implemented offline with results stored.
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The interval model is reformulated as a mixed-integer linear programming (MILP) problem. Its
conservativeness is reduced through improved interval computation.
To further reduce conservativeness and the problem size, Section 4.4 shrinks ranges of GSFs by a preprocessing step that identifies and removes redundant transmission constraints, prior to the interval model
of transmission contingencies. Such an identification method for deterministic transmission-constrained
UC [15] is extended to consider uncertain renewables via interval modeling. To efficiently solve large-scale
MILP problems, Section 4.5 develops a solution methodology using Surrogate Lagrangian Relaxation
(SLR) [16] and branch-and-cut (B&C) [17].
Section 4.6 tests the new approach using a simple six-bus problem, a modified IEEE Reliability Test
System, and a modified IEEE 118-bus system. Optimization and simulation results demonstrate that our
approach is computationally efficient and robust against transmission contingencies and renewable
realizations. It also has a lower simulation cost (i.e., the expected total cost from simulation runs) than the
deterministic approach.
Our approach differs from those in [12], [14], and [18]-[21] where interval optimization [13] was used
to consider uncertain renewable generation or demand in UC without contingencies. While uncertain
renewable generation varying within continuous ranges can be directly modeled by intervals, contingencies
are often viewed as discrete events and therefore have not been looked at from an interval perspective
before.
In the rest of this chapter, wind generation will be used as a representative renewable resource.
Although solar generation has a different diurnal pattern from wind generation, both can be modeled as
intervals.
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4.3 Interval CCUC Formulation
Subsection 4.3.1 describes the CCUC problem and its deterministic model, subsection 4.3.2 formulates the
interval optimization model considering transmission contingencies and the expected net demand, Section
4.3.3 incorporates uncertain net demand in the model, and Section 4.3.4 reduces its conservativeness
through improved interval computation.

4.3.1 The CCUC Problem and the Deterministic Model
The CCUC problem is to minimize the total production cost by selecting one set of UC decisions for
conventional units over the 24-hour horizon. For easy understanding of the derivation of the interval CCUC
model and the redundant constraint identification method to be presented in Section 4.4, we start with a
deterministic model, and reserves are not included in the formulation without loss of generality. The
deterministic model manages transmission contingencies by multiple sets of transmission constraints and
represents wind generation at each node (and the resulting net nodal demand) by its expected value. Based
on [2], [22] and [23], this model can be formulated as:
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i
k


(4.3)

E
max
xi ,k (t ) pimin
,k  pi , k (t )  xi ,k (t ) pi ,k , i, k , t ,

(4.4)
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The objective function (4.1) minimizes the total UC and ED cost. System demand constraints - total
conventional generation equals total expected net demand - are represented by (4.2). Transmission
constraints under the base case and all “N – 1” transmission contingencies are represented by (4.3).
Generator capacity and ramp rate constraints are given by (4.4) and (4.5), respectively. Commitment-related
constraints include start-up constraints (4.6), minimum up time constraints (4.7), and minimum down time
constraints (4.8) (deviations of (4.7) and (4.8) are in [23]).

4.3.2 Interval CCUC Formulation with Expected Net Demand
Interval optimization uses closed intervals to model uncertainties. When these intervals are captured in the
constraint set, the resulting solution will be feasible for every possible uncertainty realization within them
(see [13], [14]). For the CCUC problem studied here, uncertainties are present in transmission contingencies
and renewable generation.
We first analyze transmission contingencies without considering wind generation uncertainties. In
𝑖
(4.3), transmission contingencies are reflected by multiple sets of GSFs (i.e., contingency-specific 𝑎𝑙,𝑐
). As

each contingency is treated as a discrete event, there are L cases for line l at hour t. The total number of
constraints for each direction in (4.3) is T × L2.
To reduce the complexity, our novel idea is to treat GSFs as uncertain parameters varying within
intervals as in Fig. 4.1.
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Fig. 4.1. Illustration of the interval contingency model. Time index t is ignored, and Pi is the net nodal
injection from node i.

The intervals of GSFs that capture all N – 1 transmission contingencies are determined as follows.
GSFs are precalculated for all the contingencies. Then, for line l node i, the lower and upper bounds of
GSFs are selected across all contingencies in (4.9) and (4.10), respectively:

a l  min {ali,c }, l , i,
i

(4.9)

c l

i

a l  max{ali,c }, l , i.

(4.10)

c l

𝑖

These bounds establish an interval [𝑎𝑙𝑖 , 𝑎𝑙 ].
The positive direction (right inequality) of (4.3) becomes:
i
i
i
i
E
max
[a l , a l ]    pi ,k (t )   f l  [a l , a l ]  Dˆ i (t ), l , t.
i
i
k


(4.11)

Compared to (4.3), the major advantage of (4.11) is that only one constraint is needed to capture
transmission contingencies for line l at hour t. The total number of (4.11) is only T × L, and the reduced
number of constraints is T × (L2 – L).
To convert (4.11) into linear constraints, interval optimization is applied. Based on interval inequality
[13], as long as the upper bound of the left-hand side (LHS) of (4.11) is less than or equal to the lower
bound of the right-hand side (RHS), the transmission capacity will be satisfied under all contingencies.
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These bounds can be obtained based on interval arithmetic [24]. The bounds of the LHS are obtained as in
𝐸
(4.12), because 𝑝𝑖,𝑘
(𝑡) is non-negative.
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(4.12)
As for the RHS, although the expected net nodal demand for each node i at each time t can be positive
or negative, it is constant and is treated as the coefficient of the GSF intervals. The resulting interval can be
obtained based on the sign of the expected net nodal demand to select corresponding bounds of GSFs, i.e.,
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The lower bound of the RHS can thus be obtained:
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(4.14)
Thus, (4.11) is reformulated as linear constraints:
i
i
E
max
i
 a l   pi ,k (t )   f l   a l Dˆ i (t )   al Dˆ i (t ), l , t.
ˆ
ˆ
i
k
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i:Di ( t )0

(4.15)

In the same way, we have for the negative direction:
i
i
E
max
i
 a l   pi ,k (t )    f l   al Dˆ i (t )   a l Dˆ i (t ), l , t.
i
k

i:Dˆ i ( t )0
i:Dˆ i ( t )0

(4.16)

Other constraints (4.2) and (4.4)-(4.8) and the objective function (4.1) are not affected by transmission
contingencies, and are thus unchanged. The new interval optimization model, including (4.1), (4.2), (4.4)(4.8), (4.15), and (4.16), significantly reduces the problem size and still guarantees that all “N – 1”
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contingencies are feasible. The new model can be conservative because it ignores the dependency of GSFs
on contingency (i.e., the upper or lower bounds of GSFs selected by interval arithmetic may not happen
under the same contingency). This conservativeness will be reduced in subsection 4.3.4 and Section 4.4.
Note that the above interval optimization model relies on power flow equations based on GSFs to
convert transmission contingencies into continuous intervals of GSFs. Other types of power flow equations,
including the ones based on voltage phase angles, do not provide such intervals and therefore cannot be
used to model transmission contingencies via interval optimization.

4.3.3 Interval CCUC Formulation with Uncertain Net Demand
This section presents how to incorporate uncertain renewables in the interval CCUC framework. Renewable
generation is continuous and can thus be modeled by intervals in a consistent framework. To ensure solution
robustness without much complexity, the boundary conditions of transmission contingencies and
renewables are considered. The resulting conservativeness will be reduced in subsection 4.3.4.
Within the interval optimization framework, nodal wind generation is assumed to be within an interval.
Wind generation at different nodes is further assumed independent of each other for simplicity [4.14]. The
̃𝑖 (𝑡) (MW), is thus within an interval [𝐷𝑖 (𝑡), 𝐷𝑖 (𝑡)] with an
resulting net nodal demand, denoted as 𝐷
̂𝑖 (𝑡).
expected value 𝐷
1) Transmission constraints.
Substitute the expected net nodal demand with the uncertain net nodal demand in (4.3) and rearrange the
positive direction (right inequality):
i
max
i ~
 al ,c   pi ,k (t )   f l   al ,c Di (t ), l , c  l , t.
i
i
k


Similar to (4.11), the interval representation of (4.17) is:
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(4.17)
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(4.18)

Its LHS is similar to that in (4.11), while its RHS involves the multiplication of two intervals. The lower
bound of the RHS can be obtained based on traditional interval arithmetic [24]:
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The corresponding boundary condition of (4.18) can also be expressed as linear constraints:
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k


(4.20)

The impacts of both transmission contingencies and uncertain net nodal demands on power flows are
captured in (4.20) simultaneously without the combinatorial complexity. Constraints (4.20) are linear with
respect to decision variables {pi,k(t)} because the bounds of GSFs and net nodal demands are input
parameters, and the minimization operation can be conducted before the optimization. However, the
computation of the lower bound of the RHS involves two levels of interval operations: interval
multiplication (between GSF and renewable intervals) and interval addition, and may cause
conservativeness through unwanted expansion of the resulting intervals. Likewise, the constraints for the
negative direction are:
i
i
i
i
i
max
 a l   pi ,k (t )    f l   max{a l D i (t ), a l D i (t ), a l D i (t ), a l D i (t )}, l , t.
i
i
k


(4.21)

2) System demand constraints.
Transmission contingencies do not affect system demand, so system demand constraints [14, Eq. (20)] can
be directly adopted. Since net demands at different nodes are assumed independent, we have:
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  pi ,k (t )   [ D i (t ), D i (t )]  D i (t ),  D i (t ), t.
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(4.22)

The above equation demonstrates that the boundary conditions of net system demand happen at the
minimum realization m where all net nodal demands are at their minima, and at the maximum realization
M where all net nodal demands at their maxima. To guarantee that generation and demand are met for any
possible net nodal demand realizations, these boundary conditions are required to be satisfied:

  pi ,k (t )   D i (t ), t ,

(4.23)

  pi ,k (t )   D i (t ), t.

(4.24)
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Constraints (4.23) and (4.24) imply that, under the optimal UC solution, there exist two sets of ED decisions
𝑚
𝑀
(𝑡)} and {𝑝𝑖,𝑘
(𝑡)} that can meet m and M, respectively.
{𝑝𝑖,𝑘

Because both system demand and transmission constraints have to be satisfied at the same time in the
𝑚
𝑀
CCUC problem, these two sets of ED decisions {𝑝𝑖,𝑘
(𝑡)} and {𝑝𝑖,𝑘
(𝑡)} are also considered in LHSs of

(4.20) and (4.21) based on [14].
For the same reason, generator capacity constraints (4.4) become:
r
max
xi ,k (t ) pimin
,k  pi ,k (t )  xi ,k (t ) pi ,k , i, k , t , r  m, M .

(4.25)

3) Ramp rate constraints.
The ramp rate of each unit is required to be satisfied for any self- or cross-transition between minimum (m)
and maximum (M) net demand realizations in two consecutive hours, i.e.,
  i ,k  pir,k (t )  pir,'k (t  1)   i ,k , i, k , t , r  m, M , r '  m, M .
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(4.26)

As pointed out in [12] and [21], (4.26) may be conservative since the cross-transitions between m and
M realizations may not happen. This conservativeness can be reduced by improved ramp requirements
based on the maximum possible inter-hour net demand increase and decrease [21]. In that way, the temporal
correlation of the net demand (or renewable generation) can be somehow incorporated. Nevertheless, this
extension is out of the scope of this chapter, and (4.26) is still used here. In addition, the start-up and shutdown generation limits [22, eq. (11)] are considered and merged with (4.26) linearly.
4) The objective function.
The goal of the optimization problem is to minimize the UC cost plus the expected ED cost of all possible
wind realizations. However, the above interval constraints only contain ED decisions corresponding to the
minimal and maximal realizations to reduce complexity [14]. Costs of these two extreme realizations may
not reflect the costs of other possible ones. Based on [12], a weighted ED cost of minimal (m), maximal
(M), and expected (E) realizations is used to approximate the expected ED cost with the resulting objective
function:
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E
m
m
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M
min    ui ,k (t ) Si ,k  xi ,k (t ) SiNL
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t 1 i 1 k 1


(4.27)
The constraints for the expected realization can be easily included as in subsection 4.3.2. Weights αE(t),
αm(t), and αM(t) sum up to one at each hour. They affect the optimization cost (the total cost of (4.27) at the
optimal solution) and the simulation cost but do not affect solution robustness to uncertainty. These weights
can be selected based on the system operator’s preference similar to [25] since they reflect the emphases
on the minimal, maximal, or expected net demand realizations. Because the majority of net nodal demand
realizations are likely to happen near E, a guideline is that αE(t) should be larger than the other weights. It
is interesting to note that our objective function is a generalization of those in interval UC papers that
minimize the cost of the expected realization [14], [18], [21].
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The complete interval CCUC model is (4.2), (4.4)-( 4.8), (4.15), (4.16), (4.20), (4.21), and (4.23)-(
𝑚
4.27) with one set of binary variables {xi,k(t)} and {ui,k(t)}, and three sets of continuous variables {𝑝𝑖,𝑘
(𝑡)},
𝑀
𝐸
(𝑡)}, and {𝑝𝑖,𝑘
(𝑡)}. The above interval CCUC model is an MILP problem. Note that generator
{𝑝𝑖,𝑘

contingencies can be managed by pre-defined reserve requirements based on the current practice [3]
through extending our model in a straightforward way.

4.3.4 Improved Interval Computation
To reduce the conservativeness of the interval CCUC model, this section focuses on improving the
computing of RHS intervals in (4.15), (4.16), (4.20), and (4.21). Section 4.4 will further alleviate the overall
conservatives through shrinking the input intervals of GSFs.
Given that there are a finite number of transmission contingencies and GSF values are constant under
each contingency, our idea is to pre-compute the RHS over net nodal demands under each contingency, and
then select their minimum over all contingencies. For the expected realization without wind uncertainty,
instead of using (4.14), the lower bound of the RHS of (4.11) is computed as:
i
i
f l max  [a l , a l ]  Dˆ i (t )  f l max  min   ali,c Dˆ i (t )   f l E (t ).
c l  i
i


(4.28)

𝐸

In the above, 𝑓𝑙 (𝑡) is the tightest lower bound of the RHS, and can be understood as a revised transmission
capacity (for the positive direction) considering transmission contingencies and expected net demand. This
lower bound can still be pre-computed before optimization. Thus, (4.15) is substituted by interval
transmission constraints:
i
E
E
 al   pi ,k (t )   f l (t ), l , t.
i
k


(4.29)

In the same way, (4.16) is substituted by
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(4.3016)

When uncertain wind generation is considered, as net nodal demands are assumed independent,
interval addition [24] is applied to compute the lower bound of the RHS of (4.17) (less a constant
transmission capacity flmax) under each contingency,
~ 
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The minimum among all contingencies is then selected,
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(4.32)

In the above, 𝑓𝑙 (𝑡) is the tightest lower bound of the RHS, and can be understood as a revised
transmission capacity (for the positive direction) considering transmission contingencies and uncertain net
𝑚
𝑀
demand. Constraints (4.20) (with ED decisions {𝑝𝑖,𝑘
(𝑡)} and {𝑝𝑖,𝑘
(𝑡)} on the LHS) are substituted by
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(4.33)

Likewise, Constraints (4.18) are substituted by
i
r
 a l   pi ,k (t )   f l (t ), l , t , r  m, M ,
i
k


(4.34)

where 𝑓𝑙 (𝑡) can be pre-computed similar to (4.31) and (4.32). With (4.33) and (4.34), interval multiplication
between GSF and renewable intervals is avoided, and the conservativeness of considering both
contingencies and renewable at the same time is reduced.
Note that UC solutions and the resulting simulation cost are sensitive to the selection of the slack bus.
Because GSFs depend on the choice of the slack bus, when the slack bus changes, GSFs change, and the
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derived intervals may also change. Consequently, the UC solutions and the simulation cost may also
change. In this chapter, a distributed slack bus is used to “average out” this dependence [26].
With improved interval computation, the interval CCUC formulation becomes (4.2), (4.4)-(4.8),
(4.23)-(4.27), (4.29), (4.30), (4.33), and (4.34). There is still conservativeness at the LHSs of interval
transmission constraints (4.29), (4.30), (4.33), and (4.34), and when considering them of different
transmission lines together, because of the dependency issue of GSFs.

4.4 Alleviation of Conservativeness
To further alleviate the conservativeness and to further reduce the problem size, this section first identifies
and removes redundant transmission constraints in the original CCUC model (4.1)-(4.8) but with uncertain
renewables considered. The results of this pre-processing are then used to shrink GSF intervals considered
in (4.29), (4.30), (4.33), and (4.34).
A redundant constraint identification method was developed for deterministic UC problems in [15].
An analytical estimate of the worst-case power flow along each line was obtained. If it was within the
transmission capacity, the corresponding transmission constraint would be redundant, meaning that it could
be removed without affecting the optimal solution.
In this section, this identification method is extended to account for uncertain wind generation. In this
̃𝑖 (𝑡) cannot be treated as part of net demand. The reason is that the
process, uncertain wind generation 𝑊
worst-case power flow along a line may be caused by the minimum or maximum wind realization, or other
realizations within them, depending on signs of GSFs. Because the redundant constraint identification
method is to find the worst-case power flow, wind generation can be modeled as intervals and be treated as
conventional generation. The worst-case flow from generation in the positive direction can be estimated by
solving the following MILP problem (the negative direction is similar):
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The objective function (4.35) is to maximize (minimize for the negative direction) the flow of line l
under contingency c at time t. Since time-coupling ramp rate and commitment-related constraints are
∗
ignored, the optimal objective value 𝑓𝑙,𝑐
(𝑡) is an upper bound of the actual worst-case flow.

A sufficient condition for its corresponding transmission constraint to be redundant in the CCUC
problem (4.1)-(4.8) (with uncertain renewables considered) is for the maximum power flow to be less than
or equal to its capacity:

f l*,c (t )   ali,c Di (t )  f l max .

(4.40)

i

To avoid the computational burden of solving these MILP problems for each line, each hour, and each
contingency, an analytical sufficient condition is obtained after dropping other transmission constraints
(4.37) and integrality constraints associated with UC decisions in (4.38), following the development of [15,
Theorem 5]. Since these conditions are independent for different lines, hours, and transmission
contingencies, they can be checked in parallel.
After the identification, removing redundant transmission constraints (4.3) does not affect results of
the original CCUC model (4.1)-(4.8). However, the remaining interval transmission constraints become
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𝑖

less conservative. More specifically, the GSF intervals [𝑎𝑙𝑖 , 𝑎𝑙 ] shrink because fewer contingencies are
considered. As a result, the feasibility region of decisions is larger than that of the interval CCUC problem
with all of the transmission contingencies considered. The removal of redundant transmission constraints
can therefore lead to a less conservative interval CCUC problem. In addition, this conservativeness
alleviation technique is a pre-processing step that only shrinks GSF intervals but does not change the
interval CCUC formulation as summarized at the end of subsection 4.3.4.
Another possible way to further reduce the conservativeness is to somehow consider the spatial
correlation of renewable generation through affine arithmetic [27], [28] in our approach. In affine
arithmetic, the interval of renewable generation at each node will be decomposed into sub-intervals
associated with different sources of uncertainties based on correlations. Interval addition in (4.31) will then
be carried out based on these sub-intervals, thereby avoiding unnecessary expansion of the resulting
intervals. Affine arithmetic has been shown to provide better bounds than the standard interval arithmetic
[27]. The testing with spatial correlation, however, is out of the scope of this dissertation.

4.5 Solution Methodology
The computational process used to solve the interval CCUC problem consists of the following three steps:
1. Remove redundant transmission constraints from the original CCUC problem using the technique
described in Section 4.4.
2. Formulate the interval CCUC problem (4.2), (4.4)-(4.8), (4.23)-(4.27), (4.29), (4.30), (4.33), and
(4.34) as in Section 4.3 with the remaining contingencies.
3. Apply SLR [16] and B&C methods to solve the interval CCUC problem as an MILP problem.
This section focuses on Step 3.
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The interval CCUC problem is formulated as an MILP problem, which is generally non-deterministic
polynomial-time hard (NP-hard). Although the B&C method [17] exploits linearity, it ignores potentially
beneficial problem separability so computational challenges may still arise when problems are large in
scale. The purpose of our solution methodology is to find a high-quality feasible solution in a short amount
of time. Therefore, the problem is decomposed into multiple unit-level subproblems that are solved by
B&C. Subproblem solutions are coordinated by applying SLR [16], which has provable convergence
without requiring the relaxed problem to be fully optimized and without requiring knowledge of the optimal
dual value. Moreover, after solving the dual problem, feasible solutions for the original problem can be
recovered using heuristics which is the best that can be expected for even the state-of-the-art branch-andcut method in CPLEX or Gurobi. This section only includes a few necessary equations to clarify the solution
methodology as an application of SLR, but does not claim SLR itself as an original contribution of this
chapter.
In the above interval CCUC formulation (the primal problem), units are coupled by system demand
and interval transmission constraints. After relaxing these constraints, the problem becomes (constraints for
the expected realization E are not included for conciseness of presentation):
T
I Ki
 m
r
r
m
min    [ui ,k (t ) S i ,k  xi ,k (t ) S iNL
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k

Unit-level constraints: (4.6)-(4.8), (4.25), and (4.26).
This relaxed problem can be decomposed into unit-level subproblems. For unit k, its subproblem is
T
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Unit-level constraints: (4.6)-(4.8), (4.25), and (4.26) for unit k.

These subproblems are MILP problems that can be proven not NP-hard, and can be efficiently solved by
using B&C. The optimal Lagrangian of subproblem k, for given dual variables, is denoted by Lk*(λr(t), μlr(t),
νlr(t)).
To coordinate subproblem solutions, the Lagrangian is maximized in an upper-level dual problem:
 I Ki L* (r (t ),  r (t ), r (t ))  T m (t )( D (t ))  M (t )( D (t ))

 i
 i
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l
l

t 1 
i
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 lr (t ) f l (t ).

( l ,t ) n r{m , M }


  l (t ) f l (t )  

( l ,t ) p r{m , M }

r

(17)

To efficiently solve the dual problem, SLR is used to update multiplier values. Since SLR does not
require solving all subproblems to update multipliers for separable problems, at each iteration, one group
of subproblems is solved and the optimal multipliers are updated based on [16].
After solving the dual problem, feasible solutions for the primal problem can be recovered using
heuristics. One possible way solves a smaller CCUC problem by fixing online UC decisions for relatively
cheap units (based on full load average costs) and offline UC decisions for expensive ones.
The combined SLR and B&C method is illustrated in Fig. 4.2.
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Initialize multipliers
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subproblems
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satisfied?

Update multipliers

No
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Search for feasible
solutions
Fig. 4.2. Flowchart of the combined SLR and B&C method.

4.6 Numerical Results
Three problems are tested to demonstrate properties of the interval CCUC approach. In Example 1, a simple
six-bus problem is tested to demonstrate solution robustness of the interval CCUC model against
transmission contingencies and examine its conservativeness. In Example 2, a modified IEEE Reliability
Test System with six wind farms is tested to compare the new approach with a deterministic approach. The
benefits of redundant constraint removal are also exhibited. In Example 3, a modified IEEE 118-bus system
with ten wind farms is tested to demonstrate the computational efficiency of SLR. Examples 1 and 2 are
tested on a PC laptop with an Intel i7-2820QM 2.30GHz CPU (4 cores and 8 threads) and 8GB memory,
while Example 3 on a PC laptop with an Intel i7-6920HQ 2.90GHz CPU (4 cores and 8 threads) and 32GB
memory. Optimization and simulation of all examples are conducted using CPLEX 12.5.1.0 with OPL.5

5

Testing data and results are available at http://www.engr.uconn.edu/msl/J1_IEEE.htm.
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4.6.1 Example 1
The six-bus test problem from [7] is solved for a one-hour period. Uncertain renewable generation is not
considered, and the quadratic cost function of each generator is approximated by a single bid block and a
no-load cost.
Case 1. To illustrate the interval CCUC model, intervals of GSFs of Line 1 at six buses are plotted in Fig.
4.3.

GSF value
1.000

lower

upper

0.800
0.600
0.400
0.200
Bus number

0.000
1

2

3

4

5

6

-0.200
-0.400
Fig. 4.3. GSF intervals of Line 1 at six buses of Case 1 in Example 1.

These GSF intervals, consisting of lower and upper bounds, are used to capture the base case and 8
contingency cases in transmission constraints in the interval CCUC model.
The interval CCUC model is solved using pure B&C without redundant constraint identification. Since
the interval CCUC model is a simplified model, simulation is conducted to evaluate its UC solution. In
simulation, the optimal UC solution is used as input and the N – 1 contingency-constrained ED problem is
solved. As a benchmark, the original CCUC model (4.1)-(4.8) is also tested. The original CCUC model
does not need additional simulation, since N – 1 contingency-constrained ED is included within the model,
and its optimization and simulation costs are thus the same.
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To examine the impact of transmission limits on costs, the problem is solved with f3max increasing from
18 MW to 90 MW in 2MW increments. Optimization and simulation costs are summarized in Fig. 4.4.

Fig. 4.4. Optimization and simulation results of Case 1 in Example 1.

Both models are infeasible when f3max is 18 MW. The original model becomes feasible when f3max is
20 MW, and the interval model does when f3max is 22 MW. When both models are feasible, the optimization
cost of the interval model is higher than or equal to that of the original model, since the interval model can
be more conservative. The largest percentage difference between these two costs is 0.17%.
The simulation process of the interval model is feasible as long as its optimization process is feasible,
indicating that its solution is robust against contingencies. Moreover, its optimization cost is at least its
corresponding simulation cost (i.e., the optimal UC cost plus the simulated ED cost), showing that the
former can serve as the upper bound of the latter when only contingencies are considered. The simulation
cost of the interval model equals that of the original model where their UC solutions turn out to be the same,
except when f3max is 64 or 66 MW. This demonstrates that the conservativeness of the interval model is not
high in this case.
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Case 2. To demonstrate the sensitivity of our interval CCUC model to the selection of the slack bus,
optimization is performed with different slack buses, and simulation is then conducted with UC solutions
from optimization. Transmission capacity f3max is fixed at 60 MW. Results are summarized in Table 4.1 (the
time index t is omitted since only one period is considered in this example).
Table 4.1. Optimization and Simulation Results of Case 2 in Example 1

Slack

Opti. ($)

x1,1

x3,1

x5,1

Simu. ($)

1

968.28

1

1

0

963.50

2

969.66

1

1

0

963.50

3

961.50

1

0

0

961.50

4

967.15

1

1

0

963.50

5

961.50

1

0

0

961.50

6

961.50

1

0

0

961.50

7

961.50

1

0

0

961.50

8

961.50

1

0

0

961.50

Dist.

961.50

1

0

0

961.50

The optimization cost changes when the slack bus changes, and it appears that when the distributed
slack bus is selected, the optimization cost is the lowest. The reason is that the power flow from demand,
i
 a l ,c Dˆ i (t ) , at the RHSs of (4.29) (obtained in (4.28)) and (4.30) is always zero with the distributed slack
i

bus. The resulting interval of the power flow from demand, min   a li,c Dˆ i (t ) , max   a li,c Dˆ i (t )  , is the
c l  i


 c l  i
narrowest as a point 0. This demonstrates that the distributed slack bus is the least conservative among
different slack bus choices.
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UC decisions and the resulting simulation cost also change when the slack bus changes, but are less
sensitive to the selection of the slack bus than the optimization cost. The simulation cost is also the lowest
when the distributed slack bus is selected, since this selection is the least conservative.

4.6.2 Example 2
Consider the IEEE RTS as modified in [1]. There are 38 transmission lines with reactance values, normal
capacities, and long-term emergency (LTE) capacities for transmission contingencies [29]. To avoid
islanding or infeasibility when the line from Bus 7 to Bus 8 is tripped, the line between those buses is
replaced by two parallel lines, each with a reactance of 0.123 p.u., a normal capacity of 175 MW, and an
LTE capacity of 208 MW. There are 24 conventional units, two must-run nuclear units, and six base-load
hydroelectric units.
Six 110MW wind farms are added to the model. Wind generation of each wind farm in each hour
(normalized by capacity) is assumed to follow a normal distribution truncated at two standard deviations
and the physical limits [0, 1]. Its expected values for 24 hours are based on the day-ahead forecasts of a
wind site on August 1, 2006 from [30]. Its standard deviation, denoted as σi(t) for node i at hour t, is assumed
to depend on the corresponding expected value [31]:

 i (t )  0.02  0.2Wˆi (t ), i, t.

(4.44)

Case 1. Our approach is compared with the deterministic approach. Demand data from Tuesday of Week
28, a Summer Weekday, is used [29]. The wind penetration (≡ total expected wind generation / total demand
× 100%) is 18.9%.
The analytical sufficient condition is checked in serial using MATLAB R2014a and uses the CPU
time of 2.25 seconds. The original number of transmission constraints is 219,024 [= 392 × 24 × 2 (positive
and negative directions) × 3 (m, M, and E realizations)]. The number of interval transmission constraints
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after the removal of the redundant constraints is 705, demonstrating a significant reduction of the model
size.
The interval CCUC model is solved using pure B&C with and without the redundant constraint
identification. In optimization, the weights in (4.27) are αE(t) = 0.8 and αm(t) = αM(t) = 0.1.
For benchmarking, the deterministic approach (4.1)-( 4.8) is also tested. To provide a fair comparison
with our interval optimization approach, uncertain wind generation is managed by spinning reserves [32].
The system spinning reserve requirements are set as the sum of two standard deviations over all wind farms,
i.e.,
  qi ,k (t )   2 i (t ), t.
i

k

(4.45)

i

The spinning reserve of each unit plus its generation level should be within its capacity, i.e.,
E
max
xi ,k (t ) pimin
,k  pi ,k (t )  qi ,k (t )  xi ,k (t ) pi ,k , i, k , t.

(4.46)

The optimization for each approach is terminated at a relative MIP gap 0.01%.
To evaluate the solution of each approach, 1,000 Monte Carlo simulation runs are conducted. 1,000
wind scenarios are sampled from truncated normal distributions, i.e., one scenario for each run. In each run,
UC decisions are fixed at the solution obtained from optimization, and a 24-hour deterministic N – 1
contingency-constrained ED problem is solved. Each such ED problem considers all possible N – 1
transmission contingencies in transmission constraints similar to (4.3) based on the “N – 1 rule.” To address
possible infeasibility issues, wind generation can be curtailed at a penalty cost of $150/MWh,6 while load

6

This penalty cost provides priority for wind generation to be dispatched. The bid floor of wind
generation at the California ISO is -$150/MWh [33], i.e., 1MWh of wind generation is can at most reduce
$150 from the total cost. Correspondingly, 1MWh of wind curtailment is penalized at $150.
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can be shed at a penalty cost of $5,000/MWh. Note that wind curtailment or load shedding is not allowed
for all approaches in optimization to demonstrate the solution robustness of our approach (i.e., as long as
there is one feasible UC solution obtained from optimization, it will be feasible against all N – 1
transmission contingencies and possible wind realizations). If the problem becomes infeasible in other
systems, load shedding and wind curtailment can be considered similar to conventional generation (wind
curtailment as negative generation) as decision variables in our interval optimization approach with penalty
costs.
Table 4.2. Optimization and Simulation Results of Example 2

Approach

Deter.

Inter. w/o iden.

Inter. w/ iden.

Total cost (k$)

236.03

298.18

246.87

CPU time (s)

5.88

21.98

4.01

E(Total cost) (k$)

254.26

275.36

245.84

STD(Total cost) (k$)

1.91

1.38

1.47

99.7% confidence interval of
E(Total cost) (k$)

[254.08, 254.44]

[275.23, 275.49]

[245.70, 245.98]

E(Load shed penalty) (k$)

0.20

0

0

E(Wind curtailed penalty) (k$)

0

0

0

# of runs incurring penalties

32

0

0

Optimization

Simulation

Results are summarized in Table 4.2. With the redundant constraint identification, the optimization
cost of the interval CCUC model decreases from $298.18k to $246.87k, and the simulation cost decreases
by 12.01% from $275.36k to $245.84k. This demonstrates that the model and the resulting UC solution are
less conservative, after redundant constraints are removed.
Although our approach with the identification still has a higher optimization cost than the $236.03k
from the deterministic approach, our approach has a 3.42% lower simulation cost. The interval approach
avoids wind curtailment and load shedding in all simulation runs, demonstrating its solution robustness.
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The deterministic approach, on the other hand, requires load shedding in 32 out of 1,000 scenarios. This
indicates that the deterministic approach, even with spinning reserves, cannot guarantee solution robust
against all possible wind realizations.
Case 2. Different choices of weights in the objective function (4.22) of the interval CCUC model are tested
with the redundant constraint identification. Demand data from Tuesday of Week 31, a Summer Weekday,
are used [29]. The wind penetration is 21.4%.
The weight αE(t) is changed from 0 to 1 at a step of 0.1. Since the truncated normal distributions
assumed for wind generation are symmetric, αm(t) and αM(t) are chosen to be the same for simplicity. For
example, when αE(t) = 0.8, αm(t) = αM(t) = 0.1. Optimization and simulation results are summarized in Fig.
4.5.

cost (k$)

Opti. cost

Simu. cost

192
191

190
189
188
187
αE(t)

186
0

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

1

Fig. 4.5. Sensitivity of optimization and simulation costs with respect to αE(t).

The optimization cost decreases as αE(t) increases, indicating that the larger αE(t) moves the
optimization cost closer to E realization, and M realization (more expensive with higher net demand) affects
the cost more than m. The simulation cost also decreases but more slowly, and does not change when αE(t)
is from 0 to 0.3, or from 0.4 to 0.7. This is because the UC solutions do not change in these ranges, although
the optimal cost changes due to the weight variations in the objective function. This demonstrates that UC
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solutions are not very sensitive to these weights. To reflect the modeling accuracy, the absolute percentage
error (APE) between optimization and simulation costs is calculated. The highest APE is 1.81% when αE(t)
= 0, while the lowest APE turns out to be 0.00% when αE(t) = 0.8. The APE is below 1% when αE(t) is from
0.5 to 1.
In addition, two extreme cases are also tested. When αm(t) = 1 (and other weights are zero), the
optimization cost is $156.14k, the simulation cost $189.27, and the APE 17.50%. When αm(t) = 1, the
optimization cost is $225.53k, the simulation cost $189.57k, and the APE 18.97%. The above results
demonstrate that considering E realization in the objective function (4.13) with a relatively high weight
provides an accurate approximation of the expected cost of all wind realizations. Moreover, no matter how
these weights change, UC solutions are always feasible against possible renewable realizations and
contingencies, since the ranges of uncertainty are captured in constraints.

4.6.3 Example 3
The IEEE 118-bus system with ten additional wind farms is solved. In this model, there are 54 conventional
units, 186 transmission lines, and 91 demand centers with a peak system demand of 3733.07 MW [34].
Each additional wind farm has a capacity of 100 MW, and the treatment of its generation is the same as in
Example 2. The wind penetration is 17.0%. To avoid islanding or infeasibility, nine lines are added and
capacities of four lines are increased, similar to [7]. The LTE capacity of each line is assumed to be 1.2
times its normal capacity.
Similar to Case 1 of Example 2, our interval CCUC model with the redundant constraint identification
is compared with the deterministic model (4.1)-(4.8), (4.45) and (4.46). Both models are solved by using
the pure B&C method, with a relative MIP gap 0.5% as the stopping criterion. 1,000 Monte Carlo simulation
runs are then conducted to evaluate the solution of each model. The results are summarized in the first two
columns of Table 4.3.
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Table 4.3. Optimization and Simulation Results of Example 37

Optimizatio
n

Simulation

Model

Deter.

Inter. w/ iden.

Method

Pure B&C

Pure B&C

SLR+B&C

Total cost (k$)

797.48

834.26

834.88

CPU time

2min14s

58s

56s

CPU time/iteration

-

-

2.80s

CPU time/group

-

-

0.47s

E(Total cost) (k$)

827.03

821.68

819.46

STD(Total cost) (k$)

8.06

2.40

2.39

99.7% confidence interval of
E(Total cost) (k$)

[826.26, 827.79]

[821.45, 821.91]

[819.23, 819.69]

E(Load shed penalty) (k$)

0

0

0

E(Wind curtailed penalty) (k$)

13.49

0

0

# of runs incurring penalties

974

0

0

The deterministic model takes 2 minutes and 14 seconds to solve by using pure B&C, while our
interval CCUC model takes 58 seconds. This implies that the new model with redundant constraint
identification is more computationally efficient than the deterministic model. Moreover, the deterministic
approach incurs wind curtailment in 974 out of 1,000 scenarios. The interval model, in contrast, avoids
wind curtailment and load shedding in all simulation runs. This further demonstrates the solution robustness
of our interval model, in addition to results in Case 1 of Example 2.

7

The time required for generating models and updating multipliers is much longer than the CPU time of
solving subproblems for SLR+B&C. This issue can be addressed by using more advanced optimization
languages such as Julia instead of OPL.
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Furthermore, our model is also solved by using the combined SLR and B&C method. In the combined
method, the 54 units are grouped into six 9-unit groups and each group of subproblems are solved together.
Similar to traditional Lagrangian relaxation, we count an SLR iteration here as solving all subproblems
(even though Lagrangian multipliers are updated six times). After termination, a near-optimal feasible UC
solution is recovered. Results are summarized in the third column of Table 4.3.
SLR+B&C finishes 20 iterations for the dual problem with the CPU time of 56 seconds. The total cost
of the obtained feasible solution from SLR+B&C is $834.88k, very close to $834.26k of pure B&C. The
simulation costs of both methods are also very close.
Fig. 4.6 further illustrates the computational performance of both methods for solving the CCUC
model with redundant constraint identification. The pure B&C method obtains its first feasible solution of
$916.83k at a 9.3% MIP gap after 31 seconds. However, it takes 58 seconds to reach the solution within
the 0.5% MIP gap as in Table 4.3, and takes 2 minutes and 18 seconds to obtain a solution of $833.72k at
a 0.1% MIP gap. In contrast, the SLR+B&C method finishes 12 iterations for the dual problem after 34
seconds and obtains a feasible solution of $837.57k, only 0.46% higher than the $833.72k solution of B&C.
This demonstrates that SLR+B&C is able to find a high-quality feasible solution in a shorter CPU time.
cost (k$)

B&C Bound
B&C Feasible
SLR+B&C Bound
SLR+B&C Feasible

930
910
890
870
850
830

CPU time (s)

810
0
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40

60

80

100

120

140

Fig. 4.6. Comparison between pure B&C and the SLR+B&C method for solving the interval CCUC model
with the redundant constraint identification.
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4.7 Conclusion
This chapter develops a novel interval optimization approach to manage both transmission contingencies
and uncertain renewable generation in CCUC. Transmission contingencies are modeled by intervals for the
first time, and its conservativeness is reduced. The resulting MILP problem is decomposed into unit-level
subproblems so that SLR and B&C can be efficiently applied. The underlying idea of converting discrete
events into continuous intervals can be used in other problems to capture multiple cases by one case.
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Chapter 5

5 Scalable Corrective Security-constrained Economic Dispatch
Considering Conflicting Contingencies
Reliability is an overriding factor in power system operations. Corrective security-constrained economic
dispatch (SCED) satisfying the “N – 1” criterion is difficult because of a large number of contingencies and
the strict time limit for real-time operations. The existence of conflicting contingencies further complicates
the problem. To overcome these difficulties, this chapter develops a new iterative contingency filtering
approach to manage “N – 1” transmission and generator contingencies via decomposition and coordination.
Instead of always removing conflicting contingencies as in existing papers, we offer system operators an
important option to keep them for increased reliability, enabled by identifying multiple conflicting
contingencies simultaneously. To satisfy the strict time requirements in real-time operations, the
computational performance of our approach is significantly enhanced by novel warm-start of subproblem
models and by parallel computing. Numerical results demonstrate that our new approach is computationally
efficient and scalable, and increases the system reliability. In particular, the Polish 2383-bus system with
all transmission contingencies is solved within two minutes.
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5.1 Introduction
Reliability is an overriding factor in power system operations. Power engineers make great efforts to “keep
the lights on” under normal operation conditions and contingencies. A contingency is an unexpected outage
of a component (a transmission line or a generator). To protect power systems against cascading failures
and even blackouts, the North American Electric Reliability Corporation (NERC) set, among other
reliability standards, the “N – 1” criterion: in a system that has N components, no single contingency will
lead to violations of other components [1]. In real-time wholesale electricity markets, this criterion is
considered in economic dispatch (ED), a central operational process. ED is conducted every five minutes
to decide how much MW of power each online generator (or unit) should produce to minimize the total
generation cost. The version of ED considering the “N – 1” criterion is known as “security-constrained
economic dispatch” (SCED).

5.1.1 Motivations of Corrective SCED
There are two categories of SCED models: preventive and corrective. Preventive SCED is currently
practiced to manage transmission contingencies, and requires one set of ED decisions feasible against the
base case (under which no contingency happens) and all “N – 1” transmission contingencies [2]. Such a
model restricts ED decisions to remain unchanged from the base-case values after a contingency occurs.
This restriction brings three drawbacks. First, the mathematical models of preventive SCED are more
conservative than those of corrective SCED. Second, preventive SCED does not have the capability to
model the adjustment of post-contingency flows, which are required to be within corresponding Long-Time
Emergency (LTE) ratings within 15 minutes after a contingency [3], [4]. Consequently, post-contingency
flows currently rely on operators’ manual adjustments [4]. Third, preventive SCED cannot model “N – 1”
generator contingencies since the output of the tripped generator needs to be picked up by corrective actions
of others. Currently, generator contingencies are managed by pre-defined reserve requirements based on
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capacities of certain generators [1]. Since these requirements do not explicitly consider each generator
contingency, results can be infeasible for certain contingencies.
To make results less conservative and to explicitly model post-contingency flows and generator
contingencies, the corrective SCED model was introduced by [5]. In corrective SCED, corrective actions
can be taken after each contingency happens so post-contingency ED decisions can deviate from base-case
ED decisions. The deviation for each unit should be within the maximal allowed variation. As a result,
multiple sets of ED decisions are made, one set per contingency. The total cost of corrective ED will be
lower than that of preventive ED since preventive ED is a special case of corrective ED where the maximal
allowed variation is zero. Moreover, post-contingency flows and generator contingencies are explicitly
modeled. However, corrective SCED involves large numbers of post-contingency ED decisions and
constraints, and has traditionally been very hard to solve within the timeframe of the real-time market.
Furthermore, different types of infeasible contingencies, especially conflicting ones, often exist in practical
systems and further complicate the solution process [6], [7]. It is thus important to identify, differentiate,
and manage them.

5.1.2 Literature Review
To solve the corrective SCED problem, there are three typical approaches: the direct approach, contingency
filtering, and Benders decomposition. The direct approach considers all possible contingencies and solves
the corrective SCED problem as a large linear programming (LP) problem or a large nonlinear
programming problem depending on whether the DC or AC power flow model is assumed. Since there are
large numbers of decision variables and constraints corresponding to contingencies, the direct approach can
easily lead to computer memory problems and long solution times [8]. In addition, although a pre-screening
step can be developed to identify some of the infeasible contingencies, that step can take considerable time
and is blind to those contingencies that are conflicting with each other [7].
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To reduce the problem size, contingency filtering methods (often considering AC power flow) started
with solving the base-case model, and then iteratively added selected active contingencies to revise the
solution [6], [9], [10]. The base-case and selected active contingencies were solved in a master problem,
while candidate contingencies were checked or ranked in subproblems. Because most contingencies were
not active at the optimum, candidate ones were selected by ranking all contingencies based on the severity
index (the 2-norm of weighted constraint violations) [9], the rescheduling index (the minimum of the
maximal controllable redispatch value) [6], or by using the non-dominated contingency technique
(comparing constraint violations) [10]. Infeasible contingencies were first discussed in [6] where only
transmission contingencies were considered. All islanding contingencies, identified in a primary
contingency filtering step, were directly removed. Conflicting contingencies were identified and removed
one at a time by relaxing the redispatch constraints with penalty terms. Removing conflicting contingencies
and all islanding ones may decrease system reliability as will be discussed in subsection5.2.2. The authors
of [6] also developed a decomposed parallel interior point method to accelerate the solution process, and
tested parallel computing by using from 3 to 8 processes.
Alternatively, Benders decomposition was used to divide the corrective SCED problem into a basecase master problem and multiple contingency subproblems [5], [7], [11]. For a given ED solution,
“violated cuts” were derived from subproblems and were added to the master problem to revise solutions.
In [5] and [11], AC power flow was considered, and the generalized Benders decomposition was used.
However, convergence was not guaranteed. In the recent work [7], DC power flow was considered, and
multi-stage redispatch was modeled for transmission contingencies. All infeasible contingencies were
removed. Performance enhancements in [7] included reducing the amount of subproblems in iterations,
solving subproblems by using the barrier method without crossover, including difficult contingencies
within the master problem, and using parallel computing. The overall approach was able to solve the Polish
2383-bus system with all transmission contingencies within 10 minutes, using GAMS on a server that had
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two 3.46 G X5690 Xeon chips with 12 Cores, and 288 GB Memory. A faster approach is still desired to
satisfy the strict time requirements in real-time operations.

5.1.3 Contributions and Organization of this Chapter
To overcome the above difficulties and to improve the system reliability, economic efficiency, and
computational performance, this chapter develops a new contingency filtering approach for the real-time
corrective SCED problem. There are three main contributions:
1) Our overall approach, consisting of the decomposition and coordination method, and enhancements
by novel warm-start of subproblem models and by parallel computing, is scalable for corrective
SCED problems.
2) Instead of always removing conflicting contingencies as in existing papers, we offer system operators
an important option to keep them for increased reliability, enabled by identifying multiple conflicting
contingencies simultaneously.
3) Our approach is able to solve the Polish 2383-bus system with all transmission contingencies within
two minutes, demonstrating its computational efficiency for practical use in real-time operations.
Section 5.2 formulates the problem considering “N - 1” transmission and generator contingencies. DC
power flow is used following [7], because it is very difficult to solve the corrective SCED problem with
AC power flow for practical problems in real-time. There is a tradeoff between modeling corrective actions
and considering AC power flow. The overall model is a large LP problem. Based on the formulation,
infeasible contingencies are analyzed. Section 5.3 develops the new contingency filtering approach. The
problem is decomposed into a master SCED problem and multiple contingency subproblems. In the solution
process, infeasible contingencies, especially conflicting ones, are identified and managed. The method that
identified and removed conflicting contingencies one at a time in [6] is improved to identify multiple
conflicting ones simultaneously.
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Section 5.4 significantly enhances the computational performance by novel warm-start of subproblem
models and by parallel computing. Section 5.5 tests our new approach using the IEEE Reliability Test
System (RTS) and a Polish 2383-bus system. Optimization and simulation results demonstrate that our
approach is computationally efficient and scalable, and increases the system reliability.

5.2 Problem Formulation
Subsection 5.2.1 formulates the problem considering “N – 1” transmission and generator contingencies,
and subsection 5.2.2 analyzes infeasible contingencies.

5.2.1 Real-time Corrective SCED Formulation
The problem is to minimize the total base-case ED cost by selecting one set of base-case ED decisions and
multiple sets of post-contingency ED decisions for online units. A single time period is considered based
on the current practice of the majority of ISOs (e.g., ISO New England [12] and PJM [13]).
Building on [5], consider a transmission network with L lines indexed by l (1  l  L), I nodes indexed
by i (1  i  I), and K online units indexed by k (1  k  K). Let Φ(i) be the set of units at node i. Let c be
the index of contingencies. When c = 0, the system is under the base case; when c = 1, …, L, the system is
under a transmission contingency where line c is tripped; when c = L + 1, …, L + K, the system is under a
generator contingency where unit (c – L) is tripped.
Unit k has an increasing continuous piecewise linear generation cost function Ck(∙) ($) with multiple
generation blocks, minimum and maximum generation levels pkmin (MW) and pkmax (MW), respectively, a
ramp rate Ri (MW/minute), and the maximal allowed variation under contingency c denoted by Δk,c (MW).
Transmission line l has reactance Xl (Ω), and its line rating under contingency c is fl,cmax (MW).
As for decision variables, the dispatch decision of unit k under contingency c is denoted by pk,c (MW).
The voltage phase angle at node i under contingency c is denoted by θi,c. Given that generator contingencies
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are explicitly considered in our model, reserves are not included. Constraints and the objective function are
presented as follows.
1) Transmission constraints:
The power flow along line l under contingency c, modeled by DC power flow with voltage phase angles,
should be within the corresponding line rating for the positive and negative directions, i.e.,

 f l ,max
 fl,c 
c

 (l ), c    (l ), c
Xl

 f l ,max
c , l , c  0, 1,  , l  1, l  1, ..., L  K ,

(5.1)

where α(l) and β(l) are the from and to nodes of line l, respectively. Transmission capacity fl,0max is the
normal rating under the base case (c = 0), and is the Long-Time Emergency rating under the contingency
case (c ≠ 0) [3], [4]. When l is tripped (c = l), its power flow is zero, i.e.,
f l , l  0, l.

(5.2)

2) Generator capacity constraints:
The dispatch level of unit k under contingency c should be within its minimum and maximum generation
limits, i.e.,
p kmin  p k ,c  p kmax , k , c  0, 1, , L  k  1, L  k  1, ..., L  K ,

(5.3)

When unit k is tripped (c = L + k), its dispatch level is zero:

pk , Lk  0, k.

(5.4)

3) Nodal flow balance constraints:
The net nodal injection (i.e., generation minus demand) at node i equals the total outflow minus the total
inflow. The base-case constraints are:
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 pk ,0  Di   f l , 0   f l , 0 , i.
l :  ( l ) i

k ( i )

l :  ( l ) i

(5.5)

Under transmission contingency c, the power flow at line c is not included, i.e.,

 p k ,c  Di 

k ( i )



l :  ( l ) i , l  c

f l, c 



l :  ( l ) i , l  c

f l , c , i, c  1, ..., L.

(5.6)

Similarly, under generator contingency c, the generation of unit (c – L) is not included, i.e.,



k ( i ): k  c  L

pk ,c  Di  

l :  ( l ) i

f l, c  

l :  ( l ) i

f l , c , i, c  L  1, ..., L  K .

(5.7)

4) Post-contingency redispatch constraints:
Under contingency c, the deviation between the post-contingency dispatch decision and the base-case one
for each unit should be within the maximal allowed variation, i.e.,
pk , 0   k , c  pk , c  pk , 0   k , c ,
k , c  1, , L  k 1, L  k  1,...,L  K ,

(5.8)

where the maximal allowed variation is the ramp rate multiplied by the corresponding time allowed for
corrective actions tc (minute), i.e.,
 k ,c  Rk t c , k , c  1, , L  k  1, L  k  1, ..., L  K .

(5.9)

Under a transmission contingency, tc = 15 (minute) [3], [4]; under a generator contingency, tc = 10 (minute)
[14], [15]8.

8

NERC requires the area control error to be recovered within 15 minutes after a generator contingency
[14], and ISO New England uses 10-minute reserves to provide a buffer for this requirement [15].
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5) Objective function:
The objective is to minimize the total base-case ED cost based on [5]-[11], i.e.,

min  C k ( p k , 0 ).

(5.10)

k

The above corrective SCED model is a large LP problem that has a large number of contingency
dispatch decisions with corresponding constraints. These decisions are loosely coupled with the base case
through (5.8). Given that constraints (5.6) exclude the power flow at the tripped line, constraints (5.2) are
redundant. Likewise, constraints (5.4) are redundant given (5.7). In addition, (5.9) can be computed before
optimization. The SCED model only needs to include (5.1), (5.3), (5.5) - (5.8), and (5.10).

5.2.2 Infeasible Contingencies
In practical problems, there does not always exist a feasible solution that satisfies all contingencies. Some
of them may incur infeasibility, and load shedding may be necessary. However, even under these infeasible
cases, system operators still want to “keep the lights on” as much as possible. As a result, it is important to
understand the causes of infeasible contingencies (in this section), and to identify and manage them in the
solution process (in the next section).
Enlighted by [6] and [7], we categorize infeasible contingencies that are possible to exist in our SCED
model into two types. A Type 1 contingency violates contingency-level constraints (5.1), (5.3), (5.6), or
(5.7) at this contingency (c ≠ 0), is thus “uncorrectable” from the base case. Type 1 contingencies should
be removed from the problem [6], [7]. Furthermore, islanding contingencies are not necessarily infeasible.
If the tripping of a transmission line islands a load bus, this contingency is Type 1 [7]. Under other islanding
contingencies, it may still be possible to balance both the main grid and the island. This possibility should
be considered.
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A Type 2 contingency conflicts with either the base case or with other contingencies. There may be
insufficient ramp rates to make enough adjustment between the base case and a contingency as modeled in
(5.8). Multiple contingencies conflict with each other when each one of them is feasible with the base case,
but there are not enough rate rates to adjust the base-case ED decisions to satisfy all of them at the same
time. Existing methods [6], [7] remove Type 2 contingencies, which is questionable because system
operators may still want to keep them, so that the base-case ED decisions are pre-positioned to an operating
point where the total violation is minimized for increased reliability.

5.3 Solution Methodology
To solve the above problem, subsection 5.3.1 presents key points and the flow control of our new
contingency filtering approach. Our approach decomposes the problem into a linear master SCED problem
in subsection 5.3.2 and multiple linear contingency subproblems in subsection 5.3.3.

5.3.1 Key Points and the Flow Control of our Approach
Inspired by [6] and [10], our approach starts with the base-case model, and then solves subproblems to
detect active contingencies to be added to the master problem to revise its solution iteratively. In the process,
Type 1 contingences are identified and removed in subproblems, and feasible islanding contingencies are
managed. As for Type 2 contingencies, instead of always removing them as in existing papers [6], [7], our
approach is able to switch the mode on how to handle them based on the operator’s option. They can be
kept in the master problem for increased reliability; or can be removed for reduced base-case costs. 9
Moreover, the method in [6] is improved to identify simultaneously multiple Type 2 contingencies, which

9

Quantification of the risk of each option will involve probabilities that are not modeled by the standard
corrective SCED formulation [5], and is out of the scope of this paper.
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is a necessary feature when keeping them. The reason is that if only one Type 2 contingency can be
identified before another one is removed, the second one cannot be identified when the first one is kept.
The flowchart of our algorithm is provided in Fig. 5.1, where sets of contingencies are defined as:
SC

Set of candidate contingencies

SA

Set of (possibly) active contingencies

S1

Set of Type 1 contingencies

S2

Set of Type 2 contingencies

Fig. 5.1. Flowchart of our contingency filtering approach.

The main steps of the solution process are as follows:
1. Initialize a full SC that contains all “N – 1” contingencies, and empty SA, S1, and S2.
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2. Solve the master SCED problem with all active contingencies in SA, including corresponding ED
decisions and constraints. Obtain an operating point that is delineated by the set of base-case decisions
at the nth iteration {pk,0n}.
3. Check for violated contingencies in the master problem. Once detected, add such contingencies to S2.
Otherwise, directly go to Step 5.
4. Proceed to Step 4a or 4b, depending on the option selected by the operator.
4a: If keeping Type 2 contingencies, go to Step 5;
4b: If removing Type 2 contingencies, remove them from SA and go back to Step 2.
5. Screen all contingencies in SC to minimize violations by solving contingency subproblems. If there are
infeasibilities, add infeasible contingencies in S1 and remove them from SC.
6. Check for violations. If yes, add violated contingencies in SA and remove them from SC, and then go
back to Step 2. Otherwise, terminate the algorithm as it converges.

5.3.2 The Master SCED Problem
In the decomposition, we want to formulate the master problem and subproblems linearly so that they can
be solved by existing LP solvers. The master problem is formulated as:


min  C k ( p k ,0 )   y c ,
cS A
k


(5.11)

yc  M  s kU,c  s kD,c .



(5.12)

p k ,c  s kU,c  p kn,0   k ,c , c  S A , k  c  L, s kU,c  0,

(5.13)

where
k c  L

s.t.
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p kn,0   k ,c  s kD,c  p k ,c , c  S A , k  c  L, s kD,c  0,

(5.14)

Constraints (5.1), (5.3), and (5.5) – (5.7) for c ∈ {0} ∪ SA.
Constraints (5.13) are relaxed versions of right inequalities (ramp-up) of redispatch constraints (5.8),
with non-negative slack variables sk,cU. Symmetrically, constraints (5.14) are relaxed versions of left
inequalities (ramp-down) of (5.8), with non-negative slack variables sk,cD. These slack variables are
penalized by a penalty factor M (as in (5.12)) in the objective function (5.11) to minimize the violation. The
value of M should be large (e.g., $5,000MWh); otherwise, feasible active contingencies may tend to
“violate” the relaxed redispatch constraints (5.13) and (5.14), and will be thus misidentified as Type 2
contingencies.
Because penalty terms yc have resolutions on each contingency (with index c), we are able to identify
multiple Type 2 contingencies that appear in the master problem simultaneously. Among multiple
contingencies conflicting with each other, those affect the objective value in (5.11) more than others will
be identified through optimization.
Since the master problem is an LP problem with a few possibly active contingencies, we need to
identify possibly active (and Type 1) ones in subproblems, without ranking contingencies and selecting topranked ones.

5.3.3 Contingency subproblems
Subproblems are formulated to check for violations in contingencies to identify possibly active ones. The
subproblem of transmission contingency c given {pk,0n} is:





vc  min  s kU,c  s kD,c ,

(5.15)

p k ,c  s kU,c  p kn,0   k ,c , k , s kU,c  0,

(5.16)

k

s.t.
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p kn,0   k ,c  s kD,c  p k ,c , k , s kD,c  0,

(5.17)

Constraints (5.1), (5.3), and (5.6) for contingency c.
A positive optimal objective value, vc*, indicates that contingency c is active. When vc* = 0, contingency c
is feasible and inactive. If the subproblem is infeasible, contingency c is Type 1.
Similarly, the subproblem of generator contingency c is:



(5.18)

p k ,c  s kU,c  p kn,0   k ,c , k  c  L, s kU,c  0,

(5.19)

p kn,0   k ,c  s kD,c  p k ,c , k  c  L, s kD,c  0,

(5.20)

k c  L

s.t.



vc  min  s kU,c  s kD,c ,

Constraints (5.1), (5.3) and (5.7) for contingency c.
The coordination between the master problem and subproblems are through the iterative process as in
Fig. 5.1. Only a minimum amount of information needs to be communicated. From the master problem to
a subproblem, the base-case ED decisions are passed. From a subproblem to the master, the solution status
and the objective value are passed.
It can be observed that feasibilities of subproblems do not depend on values of pk,0n, so all Type 1
contingencies can be identified and removed at the 1st iteration. Moreover, since all active contingencies
identified in subproblems are included in SA and the master problem, the algorithm converges fast (within
2 to 3 iterations for examples tested in Section 5.5).
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5.4 Performance Enhancements
To enhance the performance of our approach, subsection 5.4.1 significantly reduces the overhead through
our new warm-start of subproblem models, and subsection 5.4.2 discusses parallel computing
implementations.

5.4.1 Warm-start of subproblem models
The overhead issue can be a “performance killer” when deploying optimization methods to practical use.
For the corrective SCED problem, the overhead mainly occurs when creating models for all subproblems
in software. There may be thousands of subproblems to be solved at each iteration. The overhead time of
generating a new LP model for each subproblem may be comparable to or even more than the CPU time of
solving it. However, this issue has not been discussed in existing papers related to the corrective SCED
problem to the best of our knowledge.
To overcome this issue, we explore the flow control of our contingency filtering approach and
structures of subproblem models, and develop new warm-start of subproblem models. This method creates,
over all iterations, only two subproblem models (for the first transmission contingency and the first
generator contingency), and then reuses created models and makes the fewest number of modifications
from one subproblem to another.
The contingency screening procedure (in Step 5) of our approach in serial computing is detailed as in
Fig. 5.2, and the parallel computing correspondence will be presented in subection IV-B. The procedure
starts with subproblem 1 in the SC, and then checks subproblem 2, and so forth. When using a language that
support functions to modify created optimization models (e.g., CPLEX C++ API [16], AIMMS [17], and
Gurobi C++ API [18]), we only have to create a model for subproblem 1 and can then modify this model
to represent subproblem 2, and so forth.
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Fig. 5.2. Contingency screening procedure of our contingency filtering approach in serial computing.

To make the fewest modifications from one subproblem to another, we analyze structures of two
subproblems corresponding to transmission contingencies c and c’. Software does not have to treat decision
variables corresponding to these two contingencies differently, and the objective functions and most of the
corresponding constraints are essentially the same between c and c’. The only places that differentiate c and
c’ are transmission constraints (5.1) and nodal flow balance constraints (5.6) as illustrated in Fig 5.3.

Fig. 5.3. Warm-start between two subproblems of transmission contingencies.

Under contingency c, the power flow at the tripped line fc,c is excluded from these constraints. A similar
exclusion holds for contingency c’. Based on this observation, our method only removes two transmission
constraints (for positive and negative directions) corresponding to line c’ and then includes two
corresponding to line c. Similarly, at most four nodal flow balance constraints are modified. This process
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can start in the first iteration and continue for the remaining ones. As a result, we only need to create one
model for all transmission contingency subproblems.
The numbers of operations of our warm-start are compared to those from creating models for all
subproblems10 in Table 5.1.
Table 5.1 Comparison between Our Warm-Start of Subproblem Models and Creating All Subproblem
Models in Serial Computing

Constraints

Creating all models
# of constraints created

Our new warm start method
# of constraints created

# of constraints modified

(5.1)

2(L – 1) × L

2(L – 1)

4 × (L – 1)

(5.3)

2K × L

2K

0

(5.6)

I×L

I

4 × (L – 1)

(5.8)

2K × L

2K

0

The total number of operations to create and modify constraints is significantly reduced. Our warm-start of
subproblem models is similar for generator contingencies and is not presented for conciseness.

5.4.2 Parallel Computing
Even after the reduction of overhead, it can still be time-consuming to solve a large number of contingency
subproblems. Solving them in parallel can reduce the time.
Commercial solvers, such as CPLEX and Gurobi, directly provide the functionality of multithreaded
parallelization [16], [18], where an optimization problem is solved in parallel on multiple threads of a local

10

All models have to be created in languages that do not support modifications of created models, such
as OPL [16].
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computer. When applied to the corrective SCED problem, multithreaded parallelization solves each
subproblem on multiple threads, while different subproblems are still solved in serial (illustrated in Fig.
5.2).
A different parallelization scheme solves multiple subproblems on different threads in parallel. To
implement this parallelization, we adopt the “remote object for distributed parallel optimization” [19]
(referred as the “remote object” for the rest of the chapter) provided by CPLEX. One master process is used
to solve the master SCED problem and control the algorithm flow, and multiple worker processes are used
to solve subproblems. Multithreaded parallelization can also be applied within the remote object, so each
subproblem is solved in multiple threads at a lower level, and multiple subproblems are parallelized at an
upper level.
Supported communication protocols between the master and each worker include Secure Shell (SSH),
Message Passing Interface (MPI), and Transmission Control Protocol/Internet Protocol (TCP/IP). As
discussed in Section 5.3, our approach only communicates a minimum amount of information between the
master process and workers.
The new warm start method can also be applied in such a parallelization scheme. The contingency
screening procedure is illustrated in Fig. 5.4, assuming W workers. For each worker, the new warm start
method of subproblem models is applied (see Table 5.2). The new warm start method still significantly
reduces the overhead in the usual situation where W is much smaller than L. For example, when there are
thousands of contingencies, there may be 100 cores available for parallel computing.
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Fig. 5.4. Contingency screening procedure of our contingency filtering approach in parallel computing.

Table 5.2. Comparison between Our Warm-Start of Subproblem Models and Creating All Subproblem
Models in Parallel Computing

Constraints

Creating all subproblem models
# of constraints created

Our novel warm-start
# of constraints created

# of constraints modified

(5.1)

2(L – 1) × L

2(L – 1) × W

4 × (L – W)

(5.3)

2K × L

2K× W

0

(5.6)

I×L

I×W

4 × (L – W)

(5.8)

2K × L

2K× W

0

5.5 Numerical Results
Two problems are tested to demonstrate properties of our contingency filtering approach. In Example 1,
the IEEE RTS with three areas is tested to illustrate that our approach is able to manage feasible islanding
contingencies. In Example 2, the Polish 2383-bus system is tested to validate that the option to keep Type
2 contingencies offered by our approach can increase the system reliability. It also demonstrates the
computational efficiency of our approach with enhancements developed in Section 5.4. Example 1, and
Cases 1 and 2 of Example 2 are tested on a laptop with an Intel i7-6920HQ 2.90GHz CPU (4 cores and 8
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threads), 32GB memory, and Windows 10, where CPLEX 12.6.1 is called by using OPL. In Case 3 of
Example 2, the Storrs HPC cluster [20] is utilized with CPLEX 12.6.1 called by its C++ API. 11

5.5.1 Example 1
The IEEE RTS with three areas [21] is tested. There are 120 transmission lines, 72 conventional units, and
192 resulting “N – 1” contingencies. The penalty factor M is set at $5,000/MWh in our approach. For
benchmarking, the direct approach is tested by solving the full-size LP problem.
It turns out that there is no active or infeasible contingency. The total costs of two approaches are the
same, $74,441. The direct approach takes 5.26 seconds of wall clock time, while our approach converges
at the 1st iteration in 4.09 seconds.
To better illustrate our approach, ramp rates of all units are reduced to 7.7% of their original values to
make some of the contingencies active. In this case, both approaches have the same cost $78,229. The direct
approach takes 8.41 seconds of wall clock time and identifies three active contingencies: 144, 168, and 192,
corresponding to Units 24, 48, and 72, respectively. Our approach takes 8.80 seconds and converges in two
iterations. The set of active contingencies, SA, is empty at the 1st iteration. At the 2nd iteration, SA contains
two transmission contingencies (49 and 87) and 17 generator contingencies (140-144, 157, 158, 164-168,
and 188-192). The three true active ones, 144, 168, and 192, are included in SA.
One important finding of this case is that Contingencies 49 and 87 have islanding issues. However,
they are feasible and should be kept in the contingency filtering process. If this is not the case, the basecase solution could be positioned such that unnecessary infeasibilities would occur under these two

11

Testing data and results are available at http://www.engr.uconn.edu/msl/J1_IEEE.htm.
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contingencies. This illustrates that our approach can increase the reliability by managing feasible islanding
contingencies.

5.5.2 Example 2
The Polish 2383-bus system at winter peak [22] is tested. There are 327 units and 2896 transmission lines.
Case 1. Options between keeping and removing Type 2 contingencies in our approach are compared.
Contingencies 2801-2900 are tested, including 96 transmission contingencies and four generator
contingencies.
In our approach, the barrier method without crossover, as the fastest LP algorithm provided by CPLEX
according to our testing results and consistent with [7], is used to solve the master problem and
subproblems. The threshold of the total violation in Step 6 to terminate our approach is 0.001 MW.
After optimization, simulation is conducted to evaluate the consequences of keeping or removing Type
2 contingencies within the algorithm. In this simulation process, base-case ED decisions are fixed at the
solution corresponding to each option and one more contingency screening procedure is conducted to solve
subproblems of all contingencies that are not Type 1. Results are summarized in Table 5.3.
Table 5.3. Optimization and Simulation Results of Case 1 in Example 3

Optimization

Keep Type 2

Remove Type 2

Wall clock time (s)

35

36

Total cost (k$)

4,244.24

1,855.99

Penalty cost (k$)

2,326.11

0

1,918.12

1,855.99

Total cost (k$)

4,244.24

6,917.39

Penalty cost (k$)

2,326.11

5,061.40

Base-case ED cost (k$)
Simulation
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In optimization, our approach with the option of keeping Type 2 contingencies takes 35 seconds to
converge in two iterations. SA is {2898, 2899, 2900}, S1 contains 15 transmission contingencies, and S2 is
{2900}. Our approach with Type 2 contingencies removed takes 36 seconds to converge in three iterations,
among which the 2nd iteration is a small one that only solves the master problem and removes Contingency
2900, as illustrated by the smaller loop in Fig 5.1. The total cost when keeping Type 2 contingencies is
much higher than that when removing them. This outcome is caused by Contingency 2900, which has a
high penalty cost and raises the base-case ED cost. The benefit of removing Type 2 contingencies is that
the base-case ED cost is reduced.
In the simulation, keeping Type 2 contingencies incurs a lower penalty cost (and resulting total cost)
than removing them. This validates that keeping Type 2 contingencies can increase the system reliability
when contingency happens. There is a tradeoff between reliability and the base-case cost when making an
option on how to treat Type 2 contingencies. Based on experience, when a Type 2 contingency is likely to
happen or has high impacts, the operator tends to keep it. Otherwise, the operator tends to remove it.
Case 2. The ability of our approach to identify multiple Type 2 contingencies simultaneously is illustrated.
The same contingencies are tested as in the previous case, while ramp rates of all units are reduced by half
to create more conflicting contingencies.
Our approach converges in two iterations at 36 seconds when keeping Type 2 contingencies, and
converges in three iterations at 37 seconds when removing them. At the 2nd iteration with either option, two
Type 2 contingencies, 2899 and 2900, are identified at the same time.
Case 3. Performance enhancements of our approach as developed in Section 5.4 are tested. All 2896
transmission contingencies are considered in this case.
The direct approach is tested by using OPL for benchmarking. The pre-screening step as in [7] is used
to identify and remove Type 1 contingencies and some of Type 2 contingencies that are conflicting with
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the base case. The SCED problem considering the base case and the remaining contingencies are then
solved as a large LP problem.
The optimal objective value is $1,859.85k. The pre-screening step takes 26 minutes and 30 seconds,
and identifies 539 Type 1 contingencies. The large LP problem has a peak memory usage of 22 GB, and
takes the wall clock time of 17 minutes, where the CPU time is 9 minutes and 32 seconds, and the overhead
time 7 minutes and 28 seconds. The pre-screening step is time-consuming, and since there is no
decomposition, it is impossible to apply performance enhancements such as warm-start of subproblem
models and the remote object to the direct approach.
Our approach is tested in four configurations with their specifications and computational performance
summarized in Table 5.4. There is no Type 2 contingency, so there is no difference between whether Type
2 ones are kept or removed for all configurations.
Table 5.4. Computational Performance on Laptop of Case 3 in Example II

Configuration

a

b

c

d

Language

OPL

C++

C++

C++

Subproblem models

Creating all

Creating all

Warm-start

Warm-start

Parallelization

Multi-threaded

Multi-threaded

Multi-threaded

Remote object

Wall clock time

40min08s

2h11min30s

8min34s

3min20s

CPU time

5min30s

18min17s

8min25s

3min03s12

Overhead time

34min38s

1h53min13s

9s

17s

Overhead/CPU time ratio

629.70%

619.23%

1.78%

9.29%

Speedup ratio of wall clock time

3.28

1

15.35

39.45

12

This CPU time is the sum of the CPU time of the slowest subproblem in each group.
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Configuration a is the same as previous testing. Configurations b, c and d are implemented in C++; c
and d adopt the warm start of subproblems; d exploits the remote object with one thread as the master
process, seven as worker processes, and communication via SSH.
For all configurations, the algorithm converges in three iterations. The optimal objective value and the
number of Type 1 contingencies are the same as corresponding ones obtained by the direct approach. There
are 8 active contingencies in SA: 474, 544, 1075, and 1798 are identified in the 1st iteration, and 20, 396,
474, and 1798 in the 2nd iteration.
The overhead/CPU time ratio of Configurations a and b are more than 600%, indicating that creating
models for all subproblems is a big burden for the entire solution process. In contrast, by using our warmstart of subproblem models, Configuration c only has 9 seconds of overhead, which is 1.78% of the CPU
time and is negligible in the wall clock time. This leads to a speedup ratio of 15.35 and demonstrates the
benefit of our new warm start method.
When the remote object is used for parallelization, the speedup ratio is increased to 39.45,
demonstrating that the remote object is more efficient than multi-threaded parallelization for this case.
Meanwhile, the overhead time is longer than that of Configuration c, since seven subproblems are created
for workers in Configuration d.
To further accelerate the solution process, 24 cores (2.60GHz CPU, one thread per core) at one
compute node with 128 GB memory and the Linux operating system in the Storrs HPC Cluster [20] is
utilized. Results are summarized in Table 5.5, where Configuration d uses one core as the master process,
23 as worker processes, and communication via MPI. Configuration a is not tested, because the graphical
interface to use OPL is not allowed in our HPC system.
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Table 5.5. Computational Performance on HPC of Case 3 in Example 2

Configuration

b

c

d

Wall clock time

21min42s

7min53s

1min51s

CPU time

16min07s

7min52s

1min45s

Overhead time

5min35s

1s

6s

Overhead/CPU time ratio

34.64%

0.21%

5.71%

Speedup ratio of wall clock time

1

2.75

11.73

Although the overhead times at the HPC environment are shorter than corresponding ones at the PC
environment, our warm-start can still significantly reduce the overhead time from Configuration b to c. In
c, the one second overhead time is only 0.21% of the related CPU time. Furthermore, Configuration d
exploiting the remote object can solve the problem in one minute and 51 seconds. This performance
demonstrates the computational efficiency of our approach for practical use in real-time operations.
Our approach is able to solve the above cases of the IEEE RTS and the Polish 2383-bus system within
2 to 3 iterations in short amounts of time, demonstrating its scalability.

5.6 Conclusion
This chapter develops a new contingency filtering approach to manage “N – 1” transmission and generator
contingencies in real-time corrective SCED via decomposition and coordination. Our approach provides
system operators an important option to keep conflicting contingencies for increased reliability, or remove
them for reduced base-case costs. The performance is enhanced by new warm-start of subproblem models
and by parallel computing. Our approach solves the Polish 2383-bus system with all transmission
contingencies within two minutes, demonstrating its computational efficiency for practical use in real-time
operations.
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