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AbstractmThe two-parameter Burr type X distribution is proposed to be the underlying model, 
and prediction bounds for future lifetimes are obtained using the Bayesian approach. Prediction 
intervals are derived for unobserved lifetimes in the same sample (one-sample prediction) and in a 
future sample from the same population (two-sample prediction) based on type-II censored samples. 
A numerical example is given to illustrate the procedures, and the accuracy of prediction intervals is 
investigated via Monte Carlo simulation. © 2002 Elsevier Science Ltd. All rights reserved. 
KeywordswBurr X model, Type-2 censoring, Bayesian prediction, One- and two-sample tech- 
niques, Numerical computations. 
1. INTRODUCTION 
In many practical problems of statistics, one wishes to use the results of previous data to predict a 
future observation from the same population. One way to do this is to construct an interval which 
will contain the future observation with a specified probability. This interval is called a prediction 
interval. Prediction has been applied in medicine, engineering, business, and other areas as 
well. Hahn and Meeker [1] have recently discussed the usefulness of constructing prediction 
intervals. Bayesian prediction bounds for future observations based on certain distributions 
have been discussed by several authors. Bayesian prediction bounds for future observations 
from the exponential distribution are considered by Dunsmore [2], Lingappaiah [3], Evans and 
Nigm [4], and A1-Hussaini and Jaheen [5]. Bayesian prediction bounds for future lifetimes under 
the WeibuU model have been derived by Evans and Nigm [6,7]. Bayesian prediction bounds 
for observables having the Burr type XII distribution were obtained by Nigm [8], AI-Hussaini 
and Jaheen [9,10], and Ali Mousa and Jaheen [11,12]. Prediction was reviewed by Patel [13], 
Nagaraja [14], Kaminsky and Nelson [15], and Al-nussaini [16], and for details on the history of 
statistical prediction, analysis, and applications, ee, for example, [17,18]. 
The one-parameter Burr type X (denoted by BurrX(0)) distribution was first introduced in the 
literature as one of the Burr systems of distributions by Burr [19] and has been used as a lifetime 
model by many authors. The cumulative distribution function (cdf) of the BurrX(0) distribution 
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is given by 
F(x;0) (1 e-Z2) 0 ---- - , x > 0 .  (1 )  
For the BurrX(0) distribution, Sartawi and Abu-Salih [20] obtained Bayesian prediction bounds 
for order statistics in the one- and two-sample cases. Jaheen [21] obtained Bayesian prediction 
bounds for the future maximum and minimum from the BurrX(0) model. Also, Jaheen [22] 
considered the Burr type X as a lifetime model and obtained Bayes and empirical Bayes estimates 
of the reliability and failure rate functions of the model. Ahmad et al. [23] considered estimation 
of R = P(Y  < X)  when X and Y are independent one-parameter Burr type X random variables. 
They obtained the maximum likelihood, Bayes, and empirical Bayes estimates of R. Also, two 
characterizations of the Burr type X model are presented. Surles and Padgett [24] studied some 
properties of the BurrX(0) distribution and introduced a significance test for R -- P(Y  < X)  
based on the maximum likelihood estimator of R. They obtained highest posterior density interval 
for R. Motivated by data for strength of carbon fibers and carbon fibrous composite specimens, 
Surles and Padgett [25] added a scale parameter to the one-parameter Burr type X distribution 
to form a two-parameter family. The probability density function (pdf) and distribution function 
for the two-parameter Burr type X distribution as given by Surles and Padgett [25] (denoted by 
BurrX(0, ~)) are given, respectively, by 
f (x;O,a) = 20Xe-(X/~)~[~(a;x)]e-1, x > O, 0 > O, a > O, 
(2) 
F(x; O, a) = [y(a; x)] e, 
where 
~?(a; x) -- 1 - e -(x/a)2. (3) 
In this paper, prediction bounds for future lifetimes having the two-parameter Burr type X 
distribution are obtained from a Bayesian approach based on the type II censored samples. 
One- and two-sample techniques are considered. A numerical example is given to illustrate the 
procedures, and the accuracy of prediction intervals is investigated via Monte Carlo simulation. 
2. BAYES IAN ONE-SAMPLE PREDICT ION 
Suppose that X1 < )(2 < -." < Xr is a type-2 censored sample of size r obtained from a life test 
on n items whose lifetimes have the BurrX(0, a) model. Prediction is needed for the remaining 
(n - r) lifetimes, Xr+l < Xr+2 < "-" < X, .  The likelihood function (LF) may be written as 
n! . . . - r  -o r  
- - x r ) j  e , (4)  L (0 ,a ;x )  (n - r ) !  
where x = (xl, x2, . . . ,  xr) and 
T - T(a; x) ~-~ In ~(a; x~) and u(a; x) 
xie-(xda)2 
= - =,:111 • (5)  
i=1 = 
For the remaining (n -  r) components, let Y, = X~+, denote the lifetime of the s th component 
to fail, 1 < s < n - r. For some given parameter ),, the conditional pdf of Y, can be written 
(see [26]) as 
f l (y ,  ] A) = Dl(S)[ f (y ,  I A) - F(xr I A)] ' -1 
(6) 
x [1 - f (y,  I A ) ] 'a - r - ' [  1 - F(x~ I A)]-(n-r)f(Ys I ;9, 
where (nsr) DI(S) = s 
and xr is the lifetime of the r th component that failed. 
(7) 
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Substituting (2) in (6), we obtain for the BurrX(0, a) model 
fl(y, I O, a) = Dl(S) 20y'e-(y°/a)2 [1-~]°(a;xr)] -(n-r) u 
s-1 n - r - ,  
× ~ ~, ~sb~[n(~;~rllS°[n(~;y~)l °('+ -5)-1, 
5=0 k=O 
where 
(8) 
n- r  ~: 0 ~0°° 
A -1 = r(r + al) ~ c~ v(a; x)[Qs(xr)] -(r+~') da, 
= 
v(a; x) = aa2-r-lu(a; x)e -a~2' 
Qe(xr) = T + 81 - gln~(a; Xr). 
Following Dunsmore [2] and Aitchison and Dunsmore [17], the Bayes predictive density function 
of Y, is given by /+  
h(y, Ix) =/^ f(y, I A)q(A]x)dA, (13) 
where f(y8 ] )~) is the conditional pdf of Ys given the parameter A and q(A ] x) is the posterior 
density of ~ given the data. Using (8), (11), and (13), we have 
hl(Ys Ix) = fl(Ys I O, a)q(O, a lx)dOda 
(:X zs-ln--r--sZ asbk ~°°~ °°ySe-(u'/a)'Or+alv(a;x)a~(a;yS) " 
J=0 k=O 
X exp [--8 {Q5 (Xr) -- (S + k - j) In ~(a; Ys)}] dO da (14) 
s--1 n-r-s f¢~ y,e_(y,/a)2 
= A" E ~ ~sb~ J0 ~,(o;y,) ,(~;x) 
5=0 k=0 
X [Qj(xr)-  (s+k-j)lnTl(a;y,)] -(r+a'+l) da, y, > x~, 
where A* is the normalizing constant satisfying fo  hi(y, Ix)dy, = 1. 
Bayesian prediction bounds are obtained by evaluating the Bayes predictive survival function 
Pr[Y, > v Ix], for given v. It follows from (14) that 
, - -1 n- - r - - ,  
f oo hi(y, I X) dy, j="--*O k=O 
Pr[Y, > v Ix] = f:~ hl(y, I x )dy ,  = , -1  n - r - ,  (15) 
5=0 k=O 
where 
aj = (-1) j ( s - l / j  and bk=( -1)k In - r - s  )k  " (9) 
To obtain the joint posterior density of 8 and a, we use the gamma-gamma bivariate prior density 
suggested by Cancho et al. [27], which is given by 
g(O, o') oc Oa'-la a2-1exp[-(Of~l d-o'~2)], O > 0, a > 0, (10) 
where, for i = 1, 2, a~ > 0 and Bi > 0. 
It follows from (4) and (10) that the joint posterior density of 8 and a is given by 
q(O, o I x) = AOr+al-laa2-r-lu(a; x)e -afh [1 - ~/e(a; Xr)] n-r e -e(r+/3'), (11) 
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where 
5j;k : ajba 
s+k- j '  
Qj;~(o;.) = v(~; x) {Qj(x~)} -(~+~l) 
An equal-tail OOt% Bayesian prediction interval for Y8 - X~+8 is given by 
da. 
(16)  
Pr[L(x) < Y8 < U(x)] = T, (iT) 
where L(x) and U(x) are the lower and upper limits which satisfy 
Pr[Y8 > L(x) [ x] - (1 + r) 
2 ' 
Pr[Y8 > U(x) I x] = (1 - T) 
2 
(18) 
It is clear that for all possible values of s, numerical methods are required to solve the equations 
in (18). The "ZSPOW" routine from the IMSL [28] is used to solve the nonlinear equations 
resulting from (18). 
In the following, we consider the prediction of Xr+8 when s takes its two extreme values s = 1 
and s = n - r. 
Spec ia l  Cases 
CASE 1. For s = 1, we obtain Bayesian prediction bounds for the next failure time after the 
first r failure times are observed. Setting time s = 1, (15) reduces to 
n--r--1 
~o;kOo;k(a; ul) 
er[Xr+l > vl Ix] = k=O 
- -  n - - r -1  
k=O 
(19) 
where 
and 
(--1)k (n -  r - l )  
5o;k = k +---T' k ' 
~0 c~ . . . .  (r+~l) Qo;k(a; vl) = v(a; x) {Qo(x~)} 
- ~ da, 
(20) 
Qo(xr) = T + ~1. (21) 
CASE 2. For s = n - r, Bayesian prediction bounds are obtained for the last failure time, or the 
total elapsed time required to complete the test, in the sample. Setting s = n - r, (15) reduces 
to 
n- - r - -1  
Pr[Xn > us Ix] = j=0 (22) 
- -  n - - r - -1  
%;oQ3;o(o; ~1 
j=O 
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where (-1) j (n-; -  1) 
6j;0 - n- - r - j  
C qj,o(~; ~,2) = v(~; x) {q~(~)/-(~÷~') (23) 
Qj(xr) da. 
3.  BAYES IAN TWO-SAMPLE PREDICT ION 
Suppose that X1 < X2 < ... < Xr is a type-2 censored sample of size r obtained from a 
life test on n items whose lifetimes have the BurrX(0,a) model and let Z1, Z2,..., Zm be an 
independent random sample of future lifetimes from the same population. Our aim is to make 
Bayesian prediction about the s th, 1 < s < m, ordered lifetime in a future sample of size m, Zs. 
For given A, the pdf of Zs (see [26]) can be written as 
f2(Zs I "~) = n2(s)[1 - F(zs I A)lm-S[F(zs I "~)]s-lf(zs I ,~), (24) 
where 
D2(s) = s ( : ) .  (25) 
Substituting (2) in (24), we obtain for the BurrX(8, a) model 
y~(z, 10,o) = D2(s)28z~-(~'/: )2 
m--$ 
dj exp[8(s + j)In ~(a; zs)], (26) 
a~?(a; zs) j=0 
where 
d j=( -1 ) j (m;s ) .  (27) 
The Bayes predictive density function of Zs can be obtained by substituting (11) and (26) in (13), 
and written as 
m-~ ,~-," Loo v(a;x)e_(Z,/~)~ 
h2(zs I x) = 2SD2(s)(r + ~l)zs E E cedj a~l(a; %) 
j=o t=o 
x [Qe(xr) - (s + j) In r/(a; z,)] -(r+"'+l) da, 
(28) 
Q~:j(a; #)= [Q,(xr)] -(r+a') [1-{1-(s-l-j)lnrl(a;P)Q,(xr) J'~-(r+a')]J' (31) 
and Qt(zr) is as given by (12). 
An equal-tail 100v% Bayesian prediction interval for Zs, s = 1, 2,..., m can be computed by 
equating (30) to (1 + r) /2 and (1 - v)/2, for the lower and upper limits, respectively, and solving 
the resulting equations numerically. 
where 
where n--t" L~ 
B-1 -- E c~ v(a; x)[Qj(xr)l -(r+al) da. (29) 
l=O 0 
Bayesian prediction bounds for Zs are obtained by evaluating Pr[Zs >_ # [ x], for some given #. 
It follows from (28) that 
C Pr[Zs > ~ I x] = h2(zs I x) dzs 
(30) 
m--8  n-r foo * . 
ctdj v(a; x)Qe: j (a, #) da, 
Jo j=O l=O 
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Special  Cases 
In life testing and reliability theory, the sth-order statistic in a sample of size m represents he 
life length of a (m - s + 1) out of m system which is an important echnical structure. All m 
components start working simultaneously and the system works if at least (m-s  + 1) components 
function, and the system fails if s or more components fail. Therefore, we consider the following 
two cases. 
CASE 1. For s = 1 in (30), the predictive survival function of Z1 (the first lifetime in a future 
sample of size m) reduces to 
1~--7" ~0OO ,~-1  ~"  c td j  . , . 
Pr[Zl _> #1 Ix] = Bm ~_, v(a, x)Ot:¢(a, p l )da,  
where 
Q;:j (a; ~) = [Qe(xr)]-(r+al) 
CASE 2. The predictive survival function 
can be obtained by setting s = m in (30), 
(32) 
Qt(xr) • (33) 
of Zm (the last lifetime in a future sample of size m) 
yielding 
n-r ~0oo 
Pr[Zm _> #2 ] x] = B Z ct v(a; x)Q~:0(a; #2) da, (34) 
t=0 
where 
Q~:o(a;#2)=[Qt(xr)] -('+31) 1-  1 Qt(xr) • (35) 
Iterative numerical methods are required to find the lower and upper 100r% prediction bounds 
for both Z1 and Zm. 
4. NUMERICAL  COMPUTATIONS 
In the following, a numerical example is given to illustrate the results of Section 2, and the 
accuracy of prediction intervals derived in Section 3 is investigated via Monte Carlo simulation. 
4.1. Example  
1. For given values (31 = 5.0, f~l = 2.0, 32 = 4.0, 82 = 1.0), generate (8 = 1.495, a = 5.915) 
from the gamma-gamma prior density (10). The IMSL [28] is used in the generation of 
the gamma random variates. 
2. Based on the generated values 0 and a, a random sample of size n - 20 is generated from 
the BurrX(0 = 1.495, a = 5.915) distribution with pdf given by (2). It is assumed that the 
first r -- 15 ordered observations are available and that they are given, in ordered form, 
as follows: 
0.0827, 0.1355, 0.2112, 0.2470, 0.2624, 0.3113, 0.3255, 0.4006, 0.4418, 
0.4646, 0.4844, 0.4958, 0.5244, 0.5530, 0.5594. 
3. Using these data in equation (19) with r = 0.95 and using the "ZSPOW" routine from 
the IMSL [28], the lower and upper 95% Bayesian prediction bounds for the next failure 
time XlS are 0.2835 and 0.7014, respectively. Also, using the same set of data considered 
above, the lower and upper 95% Bayesian prediction bounds for the last failure time X20 
are obtained from equation (22) and given, respectively, by 0.6207 and 1.3251. 
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4.2. Monte  Car lo  S imulat ion  
The behavior of the Bayes prediction bounds derived in Section 3 is investigated via Monte 
Carlo simulations. 
1. For given values of (a l  = 4.0,/31 = 2.0) and (c~2 = 3.5,/32 = 1.2), 1000 pairs of samples 
(X1, X2 , . . . ,  Xr)  and (Z1, Z2 , . . . ,  Zm) of different sizes r and m were generated from the 
BurrX(0, a) distr ibution with pdf (2). 
2. For each pair of samples, the 1007-% Bayesian prediction interval for Z1 and Zm was 
computed by solving numerically equations (32) and (34), respectively. The lengths of the 
intervals and the number of intervals containing Z1 and Zm were obtained. 
3. The average interval engths from the 1000 pairs of samples were computed and the pro- 
port ions of intervals containing Z1 (and Zm) were obtained as estimates of the mean 
interval engths (or average width AW) and coverage probabil it ies (CP), respectively. 
4. Steps 1-3 were performed for 7- = 0.95 and 0.99. 
5. CONCLUDING REMARKS 
In this paper, Bayesian prediction bounds are obtained for future observations from the two- 
parameter Burr type X distribution. It has been noticed, from Tables 1 and 2, that  the prediction 
intervals are affected by increasing n, and in this case the coverage probabil it ies are quite close to 
the confidence levels 95% and 99%, and therefore the intervals tend to perform very well in terms 
of simulated coverage probabilities. The average interval width tends to decrease as n increases, 
and then the prediction intervals become better as n gets larger. 
Table 1. Simulation results for T = 0.95. 
n~r m 
10 
15,10 
13 
15 
25,20 
2o 
25 
40,30 
35 
Zl 
CP 
Z2 
CP AW AW 
0.5341 0.9392 0.7458 0.9324 
0.5325 0.9434 0.7425 0.9387 
0.5289 0.9447 0.7413 0.9399 
0.5256 0.9462 0.7402 0.9425 
0.5201 0.9488 0.7385 0.9443 
0.5187 0.9497 0.7339 0.9463 
AW: Average width 
CP: Coverage probability 
Table 2. Simulation results for T = 0.99. 
n, r  m 
10 
15,10 
13 
15 
25,20 
20 
25 
40,30 
35 
Zl 
CP 
Z2 
CP AW AW 
0.5435 0.9513 0.8236 0.9579 
0.5401 0.9534 0.8102 0.9613 
0.5395 0.9587 0.8095 0.9694 
0.5360 0.9663 0.7941 0.9701 
0.5284 0.9697 0.7867 0.9725 
0.5098 0.9798 0.7792 0.9857 
Different values of the prior parameters ~1,/31, ~2, and/32 rather than those appearing in the 
tables have been considered but did not change the previous conclusion. If the prior parameters 
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are unknown, the empir ical  Bayes approach may be used to est imate such parameters  (see, for 
example,  [29]). 
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