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Abstract In spite of the high accuracy of the exist-
ing optical mark reading (OMR) systems and devices,
a few restrictions remain existent. In this work, we aim
to reduce the restrictions of multiple choice questions
(MCQ) within tests. We use an image registration tech-
nique to extract the answer boxes from answer sheets.
Unlike other systems that rely on simple image pro-
cessing steps to recognize the extracted answer boxes,
we address the problem from another perspective by
training a machine learning classifier to recognize the
class of each answer box (i.e., confirmed, crossed out,
or blank answer). This gives us the ability to deal with
a variety of shading and mark patterns, and distinguish
between chosen (i.e., confirmed) and canceled answers
(i.e., crossed out). All existing machine learning tech-
niques require a large number of examples in order to
train a model for classification, therefore we present a
dataset including six real MCQ assessments with dif-
ferent answer sheet templates. We evaluate two strate-
gies of classification: a straight-forward approach and a
two-stage classifier approach. We test two handcrafted
feature methods and a convolutional neural network. In
the end, we present an easy-to-use graphical user inter-
face of the proposed system. Compared with existing
OMR systems, the proposed system has the least con-
straints and achieves a high accuracy. We believe that
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the presented work will further direct the development
of OMR systems towards reducing the restrictions of
the MCQ tests.
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CNN · BoVW · Dataset of Exams.
1 Introduction
Multiple choice question (MCQ) tests are considered a
straight-forward form of written assessment. It is the
easiest way to grade, especially for large numbers of
students. It can contain a large number of questions
that enable covering most of the subject’s content. De-
spite the flexibility of other alternatives of assessment
techniques, such as modified essay questions, the MCQ
is still deemed the most reliable technique to avoid any
misinterpretation of answers [1, 2]. Thus, many auto-
mated MCQ grading systems, also known as optical
mark reading (OMR), have been presented. Accord-
ingly, various methods have been proposed for auto-
mated generation of MCQs [3,4].
The automated MCQ assessment systems can be
summarized in four main steps. First, is obtaining the
answer sheet in a digital form, usually done by scan-
ners. Recently, some techniques use digital cameras in-
stead to reduce the cost of the grading systems. Sec-
ond, is the extraction of student ID and answer boxes.
Eliminating this problem, to the best of our knowl-
edge, could be done by using a specific template with
the existing systems, called the optical answer sheet or
scantron sheet. Third, is the recognition of the student
ID which is done using either specific patterns [5, 6] or
OCR techniques [7]. Recognizing the student ID is out-
side the scope of this paper, however many OCR tech-
niques have been presented in the literature, starting
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from relying on simple image processing techniques [8]
to more sophisticated techniques, such as convolutional
neural network (CNN) solutions [9, 10]. Fourth, is the
recognition of students’ responses which is usually per-
formed using simple image processing techniques with
the assumption of getting a single dark answer box for
each question —assuming there are no crossed out an-
swers [6,11,12]. This highlights some of the restrictions
of the existing MCQ tests. As a result, there are a set
of instructions that must be followed by both the stu-
dent and the examiner in order to use the machine-read
answer sheet.
Fixed templates are a common limitation, as most
optical mark recognition devices and systems require a
particular form to detect and extract the answer boxes.
And so, students tend to struggle with the tiny fonts
that are usually used in those templates, in addition
to the difficulty of finding the associated answer box
for each question. Finally, most of the grading systems
consider any filled answer box as a confirmed answer,
regardless of whether this answer box is crossed out or
not [6,11,13–16]. This results in students having to en-
sure that their canceled answers are completely erased
to avoid wrong grade reductions.
A few systems adopted a more sophisticated thresh-
olding process giving students the ability to cancel their
answers by considering cross signs as confirmed an-
swers and the completely filled boxes as crossed out
answers [5]. However, they are still restricted with a
particular mark pattern.
Our main focus in this work is on increasing the
flexibility of dealing with crossed out and confirmed
answers with different shades and patterns. To that
end, the problem is addressed from another perspec-
tive to reduce this constraint of the MCQ tests. We
use machine learning (ML) techniques to handle the
recognition process. We treat the issue of answer box
recognition as a classification problem to successfully
distinguish between a crossed out answer and a con-
firmed answer. Hence, we train a ML classifier to learn
the different features among three classes: confirmed,
crossed out, and empty (i.e., blank) answers.
In efforts to get rid of the fixed template issue, we
use a simple strategy. First, we assume that all answer
boxes, also referred to as regions of interest (ROIs), are
given for the model answer sheet only – this process
can be easily determined manually, since it is only for a
single sheet, or by employing an object detection model
to extract the ROIs. Then, we use an image registration
method to detect answer boxes from all student answer
sheets. Although the ROI extraction process is not ac-
curate as the predetermined template used by other
systems, the trained classification models can recognize
the answer boxes with a high accuracy rate.
This use of ML classification techniques appears to
be largely unexplored in the context of MCQ assess-
ment systems. This is justified, however, as all ML-
based classification techniques require a large number of
training samples in order to classify the data belonging
to different classes. At this point, we collect a dataset of
six real MCQ-based assessments with 10,980 confirmed
answers, 202 crossed out answers, and 22,367 empty an-
swer boxes. This data was used to train two handcrafted
feature classifiers and one deep CNN. Fig. 1 shows the
insufficiency of using the simple thresholding process
to recognize the three classes of answer boxes. Com-
pared with other OMR systems, the proposed system
is deemed reliable with a higher flexibility than existing
systems.
Contribution:
The main contributions of our work are: (i) a new dataset
that could help to revisit the OMR problem again aim-
ing to reduce restrictions of the current OMR systems,
and (ii) showing that by treating the problem as a clas-
sification problem, we achieve good accuracies without
need to a precise extraction of answer boxes’ coordi-
nates, as required by other OMR systems. In addition,
we show that by benefiting from the ML techniques, we
can handle the case of crossed out answers.
The rest of the paper is organized as follows: Section
2 briefly reviews some related research methods and
systems. In Section 3, we study four of the present mo-
bile applications for the MCQ test assessment. Section
4 outlines the methodology. Then, we present the pro-
posed dataset of real MCQ tests in Section 5, followed
by the experimental results in Section 6. The paper is
concluded in Section 7.
2 Related Work
The OMR is the main block for many applications, such
as the paper-based ballot systems [19–23]. In this sec-
tion, we briefly review the existing MCQ grading sys-
tems that are related to our work.
Many traditional OMR devices, with linked scanner
devices, are used to grade MCQ tests. Predetermined
locations of answer boxes are scanned and based on the
reflectivity of these answer boxes, the automatic grad-
ing is performed [13, 24, 25]. Regular image scanners
are used in OMR software applications [26]. Recently,
low-cost systems relying on web-cams [7] or digital mo-
bile cameras [27] were presented. Interestingly, when
the used approaches for answer box recognition were
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Fig. 1: The t-distributed stochastic neighbor embedding (t-SNE) visualization [17] of 200 random samples of
confirmed, crossed out, and empty answer boxes (grayscale) of our proposed dataset. As shown, the distribution
of the crossed out answers overlaps the distribution of confirmed and empty answer boxes which leads to low
classification accuracy using a simple threshold operation. By considering any answer box as a confirmed answer,
if the number of black pixels of the binary version of the given ROI was greater than T = 0.5, we got 30.83%
accuracy. The binarization process is performed based on the optimal threshold proposed by Otsu [18].
reviewed, it was discovered that the recognition process
was typically performed using simple image processing
operations.
The early OMR system [11] relied on the histogram
of binary image pixels to recognize the answer boxes.
Hussmann and Deng [13] developed a high-speed OMR
hardware which can deal with three different mark shapes
(circle, oval, and rectangle). Since the thresholding tech-
nique has a low computational cost, a simple threshold
operation in a single-chip field programmable gate array
had been implemented to recognize the predetermined
answer boxes. The same simple strategy was followed by
Deng et al. [14] who used a thresholding process based
on the black pixels in the binary image after a set of
pre-processing steps. Nguyen et al. [12] presented a low-
cost system based on a digital camera instead of scan-
ners in the image acquisition process. Accordingly, they
have applied skew adjustment and normalization steps
to locate the answer boxes. Eventually, the decision is
made based on the number of black pixels. Spadaccini
et al. [5] presented a new term, called squareness, to the
thresholding operation, which is the absolute difference
between the number of black pixels in the columns and
rows. This helps deal with crossed out answer boxes by
recognizing the cross signs as confirmed answers and
completely black boxes as canceled answers.
J. A. Fisteus et al. [7] proposed a system called Eye-
grade which is based on web-cams. The Eyegrade en-
tails a two-stage thresholding method to recognize the
answer boxes. This allows the system to handle the can-
celed answers by following the same strategy proposed
in [5]; where the student has to completely fill the can-
celed answer boxes.
Sanguansat [26] proposed a more complex recogni-
tion technique, using adaptive thresholding to improve
the robustness through dealing with different mark pat-
terns. However, the accuracy is insufficient (85.72%)
for a specific pattern. D. Chai [6] presented a semi-
template-free MCQ test assessment system. The sys-
tem uses a fixed sheet structure that has specific areas
for answer boxes, instructions, and student IDs to facil-
itate the process of detecting the important data while
grading. Eventually, the decision is made based on the
number of black pixels in the answer box. Also, there
are a set of mobile applications that are available to
grade MCQ tests automatically.
3 Accuracy of Existing Mobile Applications
In order to understand the main drawbacks of the exist-
ing mobile applications, we have examined four MCQ
grading mobile applications 1. We have applied two dif-
ferent tests for each mobile application. The first test
was the simplest one; there were 20 different answer
sheets graded with adherence according to the mark-
ing instructions given by each application. The second
one was more complicated using crossed out answers,
and different shading and pattern styles of confirmed
answers. Each one of them gives a different accuracy
under different lighting conditions and camera resolu-
tions.
The average accuracy obtained in the first test is
87.7%; while, the average accuracy of the last test was
70.2%. Moreover, all of the mobile applications men-
tioned above need a fixed template to be able to grade
and do not deal with crossed out answers. As far as
we know, the technique used by these applications has
1 (1) MCTest Corrector. (2) ZipGrade. (3) MCScanner. (4)
Exam Reader (ER).
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Fig. 2: The alignment process of answer sheet image (b) with reference image (a). The difference between both
images is shown in (c) and the overlap visualization is shown in (d). After applying the registration process, the
registered image (e) is aligned with the reference image; that leads to small differences between images as shown
in (f) and (g).
Classification strategy (A)
Classification strategy (B)
Classifier #1 Classifier #2empty?
Yes
No
Classifier
Grading
Fig. 3: Overview of the examined classification strategies. Classification strategy (A) is the straight-forward way
to classify the three different classes. The second strategy (B) divides the process into two stages. The first one
is performed by classifier number 1 to distinguish between confirmed and blank answers. If the answer box is
classified as confirmed, the second classifier double checks the answer box as either a confirmed or a crossed out
answer.
Higher Flexibility in MCQ Tests Using Image Classification Techniques 5
not been published. Hence, we could not mention the
technical details of the recognition process.
4 Methodology
The proposed system assumes that the ROIs for each
question in the model answer have been given. For each
answer sheet, the proposed system extracts the ROIs in
a semi-automated manner. Then, the class of each ROI
is classified as a confirmed, a crossed out, or an empty
answer box. For each question, we seek to find the con-
firmed answer. If two confirmed answers are found, the
mark will be zero for this question. Crossed out answers
are ignored, except in the case that they are found with-
out other confirmed answers in a given question, see
Algorithm 1.
Algorithm 1 The proposed grading algorithm
1: procedure grade(answer sheet, metadata, classifica-
tion strategy)
2: I← answer sheet
3: M← metadata
4: G← 0
5: s← classification strategy . Strategy: 1 or 2
6: j ← 1
7: while j <= numberOfQuestions(metadata) do
8: answers← 0
9: ROIs← extractROI(I,M, j)
10: i← 1
11: while i <= length(ROIs) do
12: c(i)← classify(ROIs(i), s).
13: check1← c(i) == 2
14: check2← answers == 0
15: check3← c(i) == 1
16: if (check1 AND check2) OR check3 then
17: answer ← i
18: if check3 then
19: answers← answers + 1
20: i← i + 1
21: if answers <= 1 then
22: if correct(answer,M, j) == true then
23: G = G + getGrade(M, j)
24: j ← j + 1
return G
4.1 Extracting ROIs
The answer sheets are aligned with the model answer
document to avoid any misalignments in the scanning
process. Firstly, the answer sheet image is converted to
a monochrome image. The speeded up robust features
(SURF) [28] are extracted and matched with the pre-
extracted SURF of the reference image, namely model
answer image, using the fast matching technique pre-
sented by Muja et al. [29]. The M-estimator sample
consensus (MSAC) algorithm [30] is used to estimate
the invertible geometric transform matrix T from the
matched pair of SURF. The ROIs’ corner points of the
given answer sheet are transformed to the model answer
sheet using the transformation matrix given by
T =
(
R dT
z 1
)
(1)
where R is the (3× 3) rotation matrix, d is the (1× 3)
translation vector, and z is a (1× 3) zero vector.
Linear interpolation is used instead of the cubic inter-
polation to speed up the process of applying T to the
answer sheet image. Fig. 2 shows how the alignment op-
eration fixes the accidental shifting during the scanning
process.
4.2 Classification Strategies
We proposed two different classification strategies in
order to distinguish among confirmed, crossed out, and
empty (blank) answer boxes. As shown in Algorithm
2, the first strategy is a straight-forward one. Where
the output of the pre-trained classifier is one of the
three aforementioned classes (i.e., three-classes classi-
fier). In the second strategy, we aim to reduce the con-
flict between the crossed out and the confirmed classes.
In other words, the classification problem becomes eas-
ier, if we classify between two classes, namely confirmed
and empty. That being, we can reduce the classifica-
tion error by splitting the problem into two stages. The
first stage is to classify between filled and empty answer
boxes. At this stage, the crossed out answer boxes are
to be classified as either confirmed or empty answer.
Consequently, we apply a second stage of classification
to distinguish between confirmed and crossed out an-
swers. See Fig. 3.
4.3 Classification Methods
In the literature, many generic classifiers have been pre-
sented. The issue with the image classification is how
to extract robust features that can feed a generic clas-
sifier in order to classify images based on their content.
We test three image classifiers. The first one is based
on extracting handcrafted features and feeding them to
a simple classifier. For simplicity, we adopt the naive
Bayes classifier (NBC) [31] which is a simple generic
classifier, used to check whether simple solutions are
sufficient to our problem. Next, we adopt a more sophis-
ticated approach for image feature extraction and rep-
resentation, which is the bag of visual words (BoVW)
model [32]. The third model is one of the popular deep
neural network architectures proposed by Krizhevsky et
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Table 1: Summary of the MCQ tests in the proposed dataset
ExamID
Exam0 Exam1 Exam2 Exam3 Exam4 Exam5 Total
Number of answer sheets 40 99 103 60 62 371 735
Pages per answer sheet 3 1 1 1 1 1
Number of confirmed answers 519 979 1,041 599 551 7,291 10,980
Number of crossed out answers 16 24 17 11 42 92 202
Number of empty answers 1,034 1,967 2,032 1,190 1,267 14,877 22,367
Total number of pages 120 99 103 60 62 371 815
Dataset
Testing set
Confirmed Crossed out Empty
Training set
Classification
NBC BoVW CNN
Training Testing Training Testing Training Testing
SURF 
feature vectorHoG-based
feature vector
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Crossed out
Crossed out
Crossed out
Clustering
Using K-means
Feature histogram
(test image)
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conv layers
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Feature histograms
(training images)
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Fig. 4: Summary of the image classification models used in the answer recognition process. The complexity level
increases from left to right in the shown figure.
al. [33]. Fig. 4 summarizes the three image classification
models examined in this work.
4.3.1 Naive Bayes Classifier
The NBC is based on a naive but effective assump-
tion, which involves that each feature in the feature
vector is independent, i.e., uncorrelated with other fea-
tures that represent the same input. To customize this
generic classifier to our problem, a feature vector was
extracted to represent each class, namely confirmed an-
swer, crossed out answer, and empty answer boxes. We
use the gradient of the ROI, that is given by
g = |∂f
∂x
|+ |∂f
∂y
|, (2)
where f is the given ROI image. The feature vector
v ∈ RD is (1× 12) vector, i.e., D = 12, which contains
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Algorithm 2 The proposed classification strategies
1: procedure classify(ROI, classification strategy)
2: I← ROI
3: s← classification strategy
4: model← load classification model(s)
5: modelNumber = 1
6: class← evaluate(I,model, s,modelNum)
7: if NOT (class == 3) AND s == 2 then
8: modelNumber = 2
9: class← evaluate(I,model, s,modelNum)
return class
the maximum, median, and mean of g. The remaining
values are based on the histogram of oriented gradi-
ents (HoG) [34]. In order to get a fixed length HoG
feature vector, each given ROI image is resized to a
fixed size (227× 227 pixels). Then, the image is divided
into uniform blocks, each one is encoded using 8 bins
to eventually get a (1×23328) HoG feature vector.
To reduce the complexity and the computational
time, we extract 9 features from the HoG feature vector
which are the mean of: the gradient of the HoG feature
vector, the gradient of first bin in all blocks, the gra-
dient of second bin in all blocks, ... etc. The intuitive
meaning of the feature vector v is that the empty box
is expected to have no changes except the changes in
the border of the answer box. On the other hand, the
crossed out and confirmed answer boxes are expected to
have a higher amount of changes in the intensity. The
HoG feature vector presents the orientations of gradient
in the ROI. This may help distinguish between crossed
out and confirmed answer boxes; where, the crossed out
answers are expected to have a higher orientation of
gradient. Fig. 5 exhibits the idea behind the feature
vector.
The probability of each class given the feature vector
of the input image is calculated by
P (C|v) = P (v|C)p(C)
P (v)
, (3)
where P (C|v) is the probability of class C given the
input vector v. The probability of class C given the
input vector v can be represented as
P (C|v) =
∏D
i=1 P (Fi|C)p(C)∑
c′
∏D
i=1 P (Fi|C = c′)p(C = c′)
. (4)
As shown, we assume that v, in line with the naive
Bayes assumption, consists of a set of independent fea-
tures Fi, i ∈ {1, ..., D}. The likelihood P (v|C) is given
by the Gaussian distribution; where each feature is rep-
resented by a Gaussian distribution with its own mean
and variance. The maximum likelihood estimation is
used to calculate the mean and variance for each fea-
ture. The prior P (C) is represented by a multinoulli dis-
tribution. As shown in Table 1, the number of crossed
out answers is very small compared to the other classes.
Hence, we change it to be 5% instead of the real cate-
gorical distribution 0.6%.
4.3.2 Bag of Visual Words
Although the BoVW model may use the NBC or sup-
port vector machine (SVM) [35] at the last stage of the
image classification process, it is based on more complex
feature representation method. Instead of extracting a
simple feature vector, the BoVW model is based on ex-
tracting affine invariant features, i.e., features that are
robust against affine transformations (rotation, trans-
lation, scaling and shearing). The Harris-Affine detec-
tor [36] is used to extract affine invariant features. These
features are described using a feature descriptor – in
our case, we have used the SURF descriptor. However,
comparing each feature descriptor with all training de-
scriptors leads to a high computational cost. Thus, clus-
tering is performed using the K-means algorithm [37].
Each cluster center represents a visual word. As a conse-
quence, a pool of visual words (also called vocabulary)
is created in the training stage. Then, each image is
presented as a bag of visual words, i.e., histogram of
visual words in the given image. Finally, a classifier is
used to learn the decision boundaries among classes.
In our experiments, we have used a multi-SVM clas-
sifier. In the testing stage, the same process is repeated,
but the extracted visual features are approximated to
the existing visual words that have been generated in
the training stage. Fig. 4 shows the training and test-
ing steps of the BoVW model. As shown, the SURF
features are extracted from the answer boxes. These
feature vectors are clustered to generate the vocabu-
lary of visual words. For each input answer box, in both
training and testing stages, a histogram of visual words
is generated to feed the SVM classifier. It should note
that the vocabulary is generated only using the training
data.
4.3.3 CNN
Ordinary neural networks consist of multiple layers of
a set of neurons, each of which applies a linear-function
followed by a non-linear function to the input vector
x ∈ RD, where D is the dimensionality of the input
vector x. The function is given by
(f ◦ g)(x). (5)
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There are two main components shown in the previous
equation which are: (1) the non-linear activation func-
tion f(.) and (2) the linear-function g(.) = wTx + b.
The latest applies a simple linear-transformation to the
given x using the weight vector w ∈ RD and a bias
term b. The learnable parameters (i.e., w, b) are esti-
mated after the training process, using gradient-based
optimization techniques [38]. The CNN is designed to
deal with images; certain image-based properties (e.g.,
convolution operations) are involved in the process to
get more precise results. In 2012, the computer vision
community paid more attention to CNNs after the no-
ticeable improvement obtained by the AlexNet archi-
tecture proposed by Krizhevsky et al. [33]. Since then,
different CNN architectures have been presented (e.g.,
VGG [39], ResNet [40]) that obtain more accuracy us-
ing either a deeper network [39] or a more sophisticated
forward function [40]. In our problem, however, we be-
lieve that the AlexNet is sufficient in terms of accuracy
and performance —AlexNet is considered as one of the
simplest CNN models in terms of the number of oper-
ations and the inference time [41]. Table 2 shows the
details of the network layers.
Instead of starting to train from scratch, we have
fine-tuned a pre-trained AlexNet model using learning
rate λ = 0.0001 for the pre-trained layers and λ = 0.002
for the last fully connected layer. We have used stochas-
tic gradient descent with momentum [42] to update the
learn-able parameter in the training stage for 40 epochs.
4.4 Graphical User Interface
We designed an easy-to-use graphical user interface (GUI)
of the proposed system as shown in Fig. 8. First, the
user identifies the model answer sheet followed by man-
ual determination of the metadata (e.g., all possible
answer boxes). The GUI gives the user the ability to
choose the classification strategy and the classifier. Fi-
nally, the user has to determine the directory where the
images of the answer sheets are located in. The system
automatically grades all answer sheets and generates a
report that contains the grade of each corresponding
image file. The report can be rendered in three dif-
ferent formats: (1) XML format (.XML), (2) comma-
separated values (.CSV), and (3) Microsoft Excel work-
book (.XLSX). In CSV, we represent the image names
as a sequence of numbers. Each answer sheet is rep-
resented by the image file name. The source code and
the trained models are available in the following link:
https://goo.gl/XxLWRi.
Table 2: The architecture of the CNN model used in
this work.
Layer Description
input
227 × 227 × 3 images with zero-center normal-
ization
conv1
96 11× 11× 3 convolutions with stride = 4 and
no padding
relu1 ReLU activation layer
norm1
Cross channel normalization with 5 channels
per element
pool1
3 × 3 max pooling with stride = 2 and no
padding
conv2
256 5× 5× 48 convolutions with stride = 1 and
padding = 2
relu2 ReLU activation layer
norm2
Cross channel normalization with 5 channels
per element
pool2
3 × 3 max pooling with stride = 2 and no
padding
conv3
384 3×3×256 convolutions with stride = 1 and
padding = 1
relu3 ReLU activation layer
conv4
384 3×3×192 convolutions with stride = 1 and
padding = 1
relu4 ReLU activation layer
conv5
256 3×3×192 convolutions with stride = 1 and
padding = 1
relu5 ReLU activation layer
pool5
3 × 3 max pooling with stride = 2 and no
padding
fc6 4096 fully connected layer
relu6 ReLU activation layer
drop6 50% dropout layer
fc7 4096 fully connected layer
relu7 ReLU activation layer
drop7 50% dropout layer
fc 3 fully connected layer
softmax Softmax layer
5 Dataset
The dataset comprises six real MCQ assessments.
For each exam, a model answer sheet is supported. The
MCQ exams have different answer sheet templates that
are shown in Fig. 6. The students were informed that
the assessment process will be done manually with a
space of tolerance with the faint marks and crossed out
marks. This provides us a set of different styles of con-
firmed and crossed out answers as shown in Fig. 7. Table
1 illustrates the details of all the exams. The documents
had been scanned using a HP Scanjet Enterprise Flow
N9120 Flatbed Scanner. The scanned documents had
been saved in XML paper specification (XPS) file for-
mat, thereafter the XPS documents were converted to
PNG images. The dataset is available in the following
link: https://goo.gl/q9AgHC.
The metadata of each exam was created manually
by 7 volunteers. The ROIs of answer boxes were deter-
mined in a semi-automated way by specifying the an-
swer boxes on the attached model answer sheet. Then
the scanned answer sheets were aligned to the reference
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(a) (b) (c)
Fig. 5: The gradient and histogram of oriented gradients of confirmed answer (a), crossed out answer (b), and
empty answer box (c). In (a-c), the true color images are the original ROIs. The second images are the gradient
of the corresponding images. The third images are the histogram of oriented gradients.
Exam0 Exam1 Exam2 Exam3 Exam4 Exam5
Fig. 6: Samples of answer sheets in the proposed dataset.
image (i.e., the image of the model answer sheet) to
avoid any misalignments during the scanning process.
The volunteers determined the type of each extracted
ROI (i.e., answer box) whether it is confirmed, crossed
out (canceled), or empty (blank) answer. There is an
additional information reported for each exam, such as
the correct answer, the student ID location, number of
pages, the page number of the current PNG image, and
the grade of each answer sheet.
5.1 Formating
As mentioned earlier, the dataset comes in two formats:
XPS documents (13 XPS files) and PNG images. Each
PNG image is a scanned image of an individual page
of each answer sheet. The filename contains the exam
number, the number of the answer sheet, and the page
number. For example, exam0 13 2 refers to page num-
ber 2 of answer sheet number 13 of exam0. The meta-
data describes each answer sheet by a set of variables
for which the details are shown in Table 3.
6 Experimental Results
In order to evaluate the accuracy of the image clas-
sification methods and the presented semi-automated
assessment system, a set of experiments was carried
out using the proposed dataset. We used Matlab 9.2
for the implementation of the presented methods The
experiments were done on an Intel® coreTM i-7 6700
@ 3.40GHz machine with 16 GB RAM and NVIDIA®
Quadro K620 graphics card. The experimental results
show that the proposed system can handle crossed out
answers, and different mark patterns and templates ef-
ficiently.
6.1 Classification Results
We have used 5-fold cross-validation to report the clas-
sification accuracy obtained by the examined image clas-
sification techniques. To increase the number of training
crossed out samples, we have applied a set of trans-
formations to each crossed out image. The transfor-
mations are: (1) translation by p ∈ {1, 2, 3, 4} pixels
from left, right, bottom, and top, (2) rotation by r ∈
{−3◦,−2◦, .., 2◦, 3◦}, and (3) flipping the image verti-
cally and horizontally. This process increases the num-
ber of crossed out images in each fold from 40 to 680
images. Thus, we have 2,720 images for training and
680 for testing. In the BoVW, we have used 200 clus-
ters to generate the pool of visual words. In both the
NBC and CNN, we have resized all ROIs to (227× 227
pixels) before training and testing stage. Table 4 shows
the average accuracy obtained by each of the three dis-
cussed methods.
The baseline model refers to training an SVM clas-
sifier using a simple feature vector representing the an-
swer box. The feature vector consists of the mean inten-
sity of the answer box for each color channel (i.e., the
mean of the green color channel, the mean of the red
color channel, and the mean of the blue color channel).
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(a) (b)
Fig. 7: Samples of (a) confirmed and (b) crossed out answers in the proposed dataset.
Table 3: Description of the provided metadata of the proposed dataset.
Variable Description
imageName The filename of the associated image. The formatting composes of the exam ID, answer
sheet number, and page number.
studentId ID number associated with each student.
studentIdRect The ROI of the student ID in the answer sheet.
questionWeight The weight of each question, used for grading purposes.
totalNumberOfQuestions The total number of questions in the MCQ exam associated with the current image file.
numberOfQuestionsPerPage The number of questions in the current page.
examNumberOfPages The number of pages of the current MCQ exam.
isThereAStudentId Logical variable that refers whether the student ID is supported or not.
examId An integer that takes values from 0 to 5 indicating the examId. For example, when
examId = 0 means the associated image file is the answer sheet of exam0.
pageNumber The current page number.
answerType An integer that refers to the type of the corresponding ROI of the answer: 1 refers to a
confirmed answer, 2 refers to a crossed out (cancelled) answer, and 3 refers to an empty
(blank) answer box.
questionAnswer The correct answer of each question.
questionChoices The available choices for each question.
questionRect The ROIs of the answer boxes visible in the current page.
As shown, the best classification accuracy is achieved
by the CNN-based solution. Where, the CNN-based
classifier obtains 92.66% accuracy using 3 classes. In
the binary classification, the BoVW obtained the best
accuracy (100%) in confirmed and empty classes. CNN
achieves the best accuracy for classifying between (con-
firmed and crossed out), and (crossed out and empty)
answer boxes (91.41% and 98.35%, respectively).
As a matter of fact, the conflict comes from the
similarity between confirmed and crossed out answers;
as shown in the binary classification results, it is the
lower accuracy obtained when the classifier is trained
to distinguish between confirmed and crossed out an-
swer boxes. In spite of the lowest results obtained by
the NBC, it gets 91% accuracy to recognize the con-
firmed answers in the traditional binary classification
of confirmed and blank answers. For more results using
different evaluation metrics, please see Table 5.
6.2 Grading Accuracy
To evaluate the grading accuracy of the proposed sys-
tem, we have used the straight-forward and the two-
stage classification methods. In the two-stage classifi-
cation method, all permutations of the three classifiers,
discussed earlier, have been examined. For each classi-
fication method, we have used the trained model that
achieves the best score through the 5-fold cross vali-
dation. For each answer sheet, the ROIs are extracted
and classified as described in Algorithms 1 and 2. Two
different evaluation criteria were used. The first one is
question-based, where the reported accuracy is given by
accuracy =
questions corrected properly
total number of questions
. (6)
The second criterion is answer sheet-based approach.
The accuracy is calculated by
accuracy =
answer sheets corrected properly
total number of answer sheets
. (7)
As shown, the second criterion is more strict. For ex-
ample, if only one question is incorrectly graded, the
entire answer sheet is not counted in the numerator of
Equation 7. Eventually, we reported the average accu-
racy of the question-based and the answer sheet-based
evaluation criteria.
For comparisons, we have applied the recognition
methods presented by Deng et al. [14] and Sanguansat
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Fig. 8: Screenshots of the graphical user interface of the proposed system. First, the user uploads the model answer
image and determines the metadata of it (e.g., number of questions, ROIs of answer boxes, and marks per question).
Then, the user determines the directory of the images of the answer sheets. Eventually, the system automatically
grades them and reports the results in one of three different formats: XML format (.XML), comma-separated
values (.CSV), and Microsoft Excel workbook (.XLSX). Each record is presented as two columns: the image file
name and the grade.
[26] to the proposed dataset. According to Table 6, the
end-to-end CNN classifier, namely the 3 classes classi-
fier, attains the best accuracy in both evaluation crite-
ria by achieving 99.78% and 97.69% for the first and sec-
ond evaluation criteria, respectively. However, the two-
stage classification strategy improves the accuracy ob-
tained by the BoVW, where the BoVW-based straight-
forward classifier obtains 92.3% and 68.6% for question-
based and answer sheet-based assessment criteria, re-
spectively. That is improved by +6.7% and +24.87%,
respectively, using the two-stage classification strategy.
It is clear that the NBC attains the worst results ei-
ther in the straight-forward or two-stage classification
strategies. That, however, is improved by involving ei-
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Table 4: Average classification accuracy obtained us-
ing 5-fold cross-validation. The target classes are: (a)
confirmed, crossed out, and empty, (b) confirmed and
empty, (c) confirmed and crossed out, and (d) crossed
out and empty.
Classifiers
Classes
(a) (b) (c) (d)
Baseline 0.604 0.825 0.503 0.5
NBC 0.293 0.91 0.478 0.797
BoVW 0.909 1 0.891 0.97
CNN 0.927 0.999 0.9141 0.984
Table 5: Precision, recall, and F score for the bag of
visual words (BoVW) and the CNN models.
confirmed crossed out
Method Precision Recall F score Precision Recall F score
BoVW 0.91 0.914 0.912 0.911 0.844 0.876
CNN 0.829 0.999 0.906 0.998 0.79 0.88
Table 6: Grading accuracy of the proposed system. SF
refers to straight-forward classification strategy. The
term 2S refers to the two-stage classifier. The order of
each classification method, in the case of (2S), indicates
the order of the classifier methods used in the two-stage
classifier. For example BoVW-NBC (2S), means that
the first classifier (confirmed and empty classifier) is the
BoVW and the second classifier (confirmed and crossed
out) is the NBC.
Method
Accuracy
Question-based Answer sheet-based
H. Deng et al. [14] 0.43 0.05
P. Sanguansat [26] 0.32 0.08
BoVW (SF) 0.9230 0.6860
CNN (SF) 0.9978 0.9769
NBC (SF) 0.7801 0.0803
NBC-NBC (2S) 0.7384 0.0422
NBC-BoVW (2S) 0.9190 0.5778
NBC-CNN (2S) 0.8965 0.4612
BoVW-BoVW (2S) 0.9926 0.9347
BoVW-NBC (2S) 0.9889 0.9007
BoVW-CNN (2S) 0.9502 0.9551
CNN-CNN (2S) 0.9978 0.9769
CNN-NBC (2S) 0.9896 0.8980
CNN-BoVW (2S) 0.9939 0.9402
ther the BoVW or CNN classifiers in the two-stage clas-
sification process. It is obvious that the simple thresh-
olding process, performed in most of the existing sys-
tems, is insufficient to deal with our dataset because
of the variations in the mark patterns, and the crossed
out answer boxes.
6.3 Generalization
Our trained models, the CNN and the BoVW, give
promising classification accuracies between the three
different types of answer boxes, and consequently, the
achieved grading accuracies outperform the results ob-
tained by the simple threshold-based methods. In spite
of the good results obtained, we are interested in testing
the generalization of our models – how well it performs
on data that has been collected using different devices
or has different shapes of answer boxes.
Essentially, the BoVW model is based on affine in-
variant features which are robust against the affine trans-
formations. These feature vectors represent different
patches from the answer box (i.e., the salient image
blocks). Thus, the feature vector is supposed to be ro-
bust against changing the answer boxes’ shapes.
For our trained CNN model, we have applied a dropout
layer with 50% drop-out rate after each fully connected
layer, as described in Table 2. That means we use only
50% of the fully connected layers’ capacities aiming to
prevent overfitting.
It is clear that classifying confirmed answers and the
empty answers (i.e., filled vs. unfilled) is an easy task.
The difficulty comes when we try to distinguish between
crossed out and the confirmed answers, because there is
similarity between their patterns. For that reason, there
is a potential overfitting associated with the complex
models, (e.g., the CNN model).
In order to test the generalization of the trained
models, we have collected a new set of answer boxes
that has been obtained using a different scanner. Our
new set has been scanned using Fuji ScanSnap IX500
– a different scanner than what we used to scan our
dataset (see Sec. 5). Specifically, by using two different
acquisition devices, the new set is sampled from a new
distribution than the distribution of the training set
[43]. Furthermore, the answer box shapes are oval boxes
instead of the rectangular answer boxes that were used
in the original dataset. The total numbers of confirmed,
crossed out, and empty answer boxes are 300, 148, and
298, respectively. We have used this new set to test
the trained models on our dataset (presented in Sec.
5). Fig. 9 shows samples of the answer boxes that have
been used to train the models and another samples of
the answer boxes from the new set.
The results of the cross-dataset evaluation are shown
in Table 7. As shown, the BoVW and CNN models out-
perform the baseline model. However, the achieved ac-
curacies dropped down significantly for the end-to-end
model indicating that the trained model is not gener-
alizing well for other datasets with other answer boxs’
shapes. The best results are obtained using the two-
stage classifier (93.3% accuracy) where the BoVW is
used to classify the empty and confirmed answer boxes,
and the CNN is used to classify between the confirmed
and the crossed out answer boxes.
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Table 7: The classification accuracies of the cross-dataset evaluation. We used a new dataset to test the gener-
alization of our trained models. The new dataset contains different answer boxes’ shapes and has been scanned
using a different scanner. The order of each classification method, in the case of (2S), indicates the order of the
classifier methods used in the two-stage classifier. For example BoVW-CNN (2S), means that the first classifier
(confirmed and empty classifier) is the BoVW and the second classifier (confirmed and crossed out) is the CNN.
Methods
BoVW (SF) CNN (SF) BoVW (2S) CNN (2S) CNN-BoVW (2S) BoVW-CNN (2S) Baseline model
Accuracy 0.743 0.631 0.711 0.699 0.573 0.933 0.488
Table 8: Precision, recall, and F score of the cross-dataset evaluation. The order of each classification method, in
the case of (2S), indicates the order of the classifier methods used in the two-stage classifier. For example BoVW-
CNN (2S), means that the first classifier (confirmed and empty classifier) is the BoVW and the second classifier
(confirmed and crossed out) is the CNN.
Methods
BoVW (SF) CNN (SF) BoVW (2S) CNN (2S) CNN-BoVW (2S) BoVW-CNN (2S) Baseline model
Confirmed
Precision 1 0.5 1 0.593 0.340 0.863 0.5
Recall 0.36 1 0.28 1 0.28 0.99 0.013
F score 0.529 0.667 0.438 0.744 0.307 0.922 0.03
Crossed out
Precision 0.446 0.658 0.41 0.849 0.392 1 0.674
Recall 1 0.649 1 0.682 1 0.682 0.419
F score 0.617 0.653 0.582 0.757 0.563 0.811 0.517
Table 9: The classification accuracies of the cross-dataset evaluation captured using mobile phone cameras. The
new dataset contains different answer boxes’ shapes and has been captured using two different mobile phone
cameras. The order of each classification method, in the case of (2S), indicates the order of the classifier methods
used in the two-stage classifier. For example BoVW-CNN (2S), means that the first classifier (confirmed and empty
classifier) is the BoVW and the second classifier (confirmed and crossed out) is the CNN.
Methods
BoVW (SF) CNN (SF) BoVW (2S) CNN (2S) CNN-BoVW (2S) BoVW-CNN (2S) Baseline model
Accuracy 0.717 0.602 0.708 0.655 0.551 0.909 0.417
Table 10: Average CPU execution time of the image classification methods. The term SF refers to straight-forward
classification strategy. The term 2S refers to the two-stage classifier. The order of each classification method, in
the case of (2S), indicates the order of the classifier methods used in the two-stage classifier.
Method
Average execution time on CPU (ms)
Answer box Question (3 options)
BoVW (SF) 21.7 65.1
CNN (SF) 526.7 1580.1
NBC (SF) 3.6 10.8
NBC-Naive (2S) 4.5 13.5
NBC-BoVW (2S) 10.4 31.2
NBC-CNN (2S) 161.9 485.7
BoVW-BoVW (2S) 29.8 89.4
BoVW-NBC (2S) 23.9 71.7
BoVW-CNN (2S) 181.3 543.9
CNN-CNN (2S) 686.5 2059.5
CNN-NBC (2S) 529.2 1587.6
CNN-BoVW (2S) 535.2 1605.6
The comparison between the precision, recall and
the F score achieved by the two-stage classifier (i.e.,
BoVW-CNN) against the values obtained by the end-
to-end CNN model and the 3-classes BoVW model is
shown in Table 8. The results obtained using the cross-
dataset evaluation – namely, the testing dataset is dif-
ferent from what we have used to train the models
in terms of scanning device and shapes of the answer
boxes, show that by dividing the problem into two stages,
we could benefit from the best of each model. The CNN
model is considered the best model to distinguish be-
tween the crossed out and confirmed answers; while the
BoVW is more effective to classify confirmed and empty
answers, because it is less sensitive to overfitting.
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Confirmed Confirmed
Crossed out Crossed out
EmptyEmpty
(a) Training dataset (b) Testing dataset
Fig. 9: Samples of the data used for the cross-dataset evaluation. (a) Samples of the answer boxes used to train
the classifiers from our proposed dataset in Sec. 5. (b) Samples of the answer boxes used for testing.
6.4 Testing on Mobile Phone Images
For the sake of completeness, we have examined the
trained models on the same new set (introduced in Sec.
6.3), but the answer sheets were captured by two dif-
ferent mobile phone cameras.
We used the same mobile phone models used in our
experiments in Sec. 3 under similar lighting conditions.
The obtained accuracy of each model is shown in Ta-
ble 9. As shown, the two-stage classifier BoVW-CNN
achieves the best results (90.9%).
6.5 Time Analysis
One important issue of using CNN solutions is the com-
putation complexity. Undoubtedly, the GPU-accelerated
CNN architecture reduces the time required to learn the
big number of CNN’s parameters.
In order to get a fair comparison, we used the CPU-
based implementation of the CNN architecture [33] to
compare the time required by all image classification
methods discussed in this work. Note that the GPU-
based CNN implementation runs ˜ 20 times faster than
the CPU version presented below.
From the performance aspects, the CNN is consid-
ered the slowest step in the two-stage classifiers. The
straight-forward classification using a CNN is consid-
ered the slowest straight-forward classifier. The NBC,
in both straight-forward and two-stage classifiers, re-
quires the shortest time. Table 10 shows more details
of the time analysis of the image classification methods
discussed in this paper. As shown, there is a direct cor-
relation between the complexity level of the image clas-
sification methods (see Fig. 4) and the inference time.
7 Conclusions and Future Work
In this work, we have proposed a semi-automated OMR
system that aims to reduce the restrictions in MCQ
tests. The recognition of answer boxes is considered a
crucial step in any OMR system, nonetheless, the ex-
isting systems use simple image processing techniques
that lead to a set of restrictions in the MCQ tests. In
this work, however, we have shown that by using a more
sophisticated ML-based approach, high accurate OMR
systems can be developed without restrictions on the
marking of the answer boxes, e.g., crossing out wrong
answers. We have examined three image classification
methods: (1) NBC, (2) BoVW, and (3) CNN, in two dif-
ferent classification strategies to get the best potential
result. In order to train each model, we have proposed a
new dataset including 735 answer sheets collected from
six different MCQ assessments. We have shown that
by splitting the problem into two binary classification
problems, the accuracy of the BoVW and NBC is im-
proved. We have found that the end-to-end CNN solu-
tion is considered the best by correcting 99.39% of the
questions properly. In terms of generalization, however,
we have found that the two-stage strategy for classifi-
cation can generalize better than the end-to-end CNN
solution achieving 93.3% and 90.9% accuracy rates in
the cross-dataset evaluation using another scanner de-
vice and mobile phone cameras, respectively. Also, the
cross-dataset evaluation includes different answer box
shapes.
Although ML-based classifiers attain good accuracy
in dealing with crossed out answer boxes, an effective
procedure for error detection and correction is still needed.
Future work would be to provide a mechanism to locate
and correct the errors quickly and easily to ensure 100%
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accuracy of the final reported result. Other directions
include examining recurrent neural network (RNN) to
provide an end-to-end process to recognize the selected
answer among available options for each question.
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