Abstract. Radially symmetric solutions appear naturally in the study of hyperbolic conservation laws. Despite their seemingly simple one-dimensional structure this class of solutions is poorly understood. For example, it is not known whether focusing gas dynamical shocks may, or even must, blow up in amplitude. The stability properties of such flows are also mostly unknown.
Introduction
This article is concerned with several issues for the simplest type of solutions to multi-dimensional (multi-d) conservation laws: solutions with radial (spherical or cylindrical) symmetry. These describe quasi one-dimensional (1-d) waves whose amplitude and speed typically grow or decay according to whether they move towards or away from the origin. While the 1-d theory for hyperbolic conservation is by now fairly well-developed in the near equilibrium regime [6, 7, 26] , far less is known for systems in several space dimensions. Thus it is natural to consider special types of solutions, and in particular the solutions provided by imposing radial symmetry on the initial data. These solutions are essentially 1-d away from the origin in that only time and one spatial variable is needed to describe them.
Symmetric solutions also arise naturally in a variety of situations in connection with theory, computations, and applications. Our main motivation is provided by the phenomenon of converging shock waves in gas dynamics. Such shocks are of obvious physical interest and they provide a natural test case for numerical codes. Furthermore, without at least a basic understanding of possible qualitative features in symmetric solutions, we cannot really say much of general validity in several space dimensions. For example, consider the question of whether radially symmetric solutions to the compressible Euler system, e.g. an imploding shock, can blow up in amplitude (cf. [17] ). It is noteworthy that even this seemingly modest issue remains unresolved.
In this article we are interested in several aspects of symmetric solutions. In Section 2 we outline a setup for studying linearized stability of multi-d shocks. This framework is general enough to cover a variety of, possibly time dependent, waves with non-planar geometry in physical space. Section 3 reviews the construction of stationary solutions to the Euler system (gas dynamics) in annular regions [20, 21] . We then apply the analysis of Section 2 to the case of cylindrical, stationary Euler shocks in Section 4 and determine criteria for linear stability. Next we provide in Section 5 a review of the problem of converging gas dynamical shocks, and in particular what is known as the strong shock approximation. Finally, in view of the considerable analytical issues for symmetric solutions to systems of equations, we consider in Section 6 a class of scalar, nonlinear toy models which are simple enough to allow for direct calculations. We present several examples of explicit solutions, describe some of their qualitative properties, and use these to discuss the relevance of the scalar model for more physical problems.
Spectral stability: General setup
Let x = (x 0 , x 1 , ..., x d ) ∈ Ω ⊆ R 1+d and consider the system of multi-dimensional balance laws of the form (2.1)
where F 0 , . . . , F d , G : R 1+d × R n → R n . We will often find it desirable to explicitly identify two coordinates that play a special role in the analysis, a time coordinate x 0 and a distinguished space coordinate x d so that x 0 = t,x = (x 1 , ..., x d−1 ), and write
where Ω ⊆ R d−1 and ω d ⊆ R. Our main objective is to study stability of discontinuous (shock) solutions of (2.1) in cases with non-trivial geometry in physical space, and we are particularly interested in the compressible Euler equations. The system (2.1) is inhomogeneous and both the fluxes F j and the source G may depend explicitly on the independent variable x. While we begin our discussion as general as possible, the assumptions later imposed on the fluxes F j and source G in 2.5 are specifically designed in order to allow us to construct stability functions in a manner very similar to that of [16] . In particular, we consider gas dynamical shocks with geometric structures. In these cases the choice of coordinate system naturally leads to explicit coordinate dependencies in the equations. For example, cylindrically (or spherically) symmetric solutions of the Euler equations fits the model (2.1) with x 0 = t, x 1 = θ, x 2 = z, x 3 = r (or x 1 = φ for spherical) and suitable F j = F j (x, u) and G = G(x, u) (see Section 4.1 for details). Another case where explicit x-dependence occurs in the source term is in the reactive compressible Euler equations (ZND model) for planar detonation fronts [24] . In this case the equations again take the form of (2.1) with x 0 = t, (x 1 , x 2 , x 3 ) = rectangular Cartesian coordinates, and with suitable F j = F j (u) and G = G(x, u).
Remark 2.1. Explicit coordinate dependencies in fluxes and sources for general classes of systems (including compressible gas flow) was also considered by Metivier & Zumbrun [54] in their treatment of non-characteristic boundary value problems.
We assume that we are given a solutionŪ (x), which is referred to as the reference solution, of (2.1). In the first part of the paper we admit dependencies on all of the coordinates x 0 , . . . , x d inŪ , in the fluxes F j , and in the source G. One goal is to formulate a framework applicable to several different situations, such as various geometries, non-stationary sources and moving shocks, etc. However, given the lack of concrete examples of the latter, the main application is to linearized (hydrodynamic) stability in cases where the reference solutionŪ contains a stationary shock with geometric structure. In particular, we will treat the case of cylindrical geometry in detail.
While the equations resulting from linearization about a smooth reference solution may be hard to solve, the linearization procedure itself is standard in this case, [42] . However, linearizing about a discontinuous reference solutionŪ is more subtle as one needs to take into account that the shock location of the reference solutions also perturbs. Several authors have considered this problem and its standard formulation as a free boundary transmission problem where the perturbed shock location is part of the solution.
Below we apply this approach and consider two different linearization procedures. The first procedure provides the linearization of (2.1) along the whole reference solutionŪ . The resulting system is a variable coefficient, linear free boundary transmission problem, and it is typically very challenging to analyze. This method of linearization could be relevant in studying stability of accelerating shocks (e.g. converging or diverging shocks with symmetry). We record the general form of the resulting linearized system.
The second linearization focusses on the behavior in the immediate vicinity of a discontinuity and seeks a stability function (Lopatinski determinant) whose zeros, or lack thereof, encode stability information for the structure (solution+shock surface). In the case of spectral stability the stability function provides the relevant information needed to prove short-time existence of slightly perturbed shocks. The approach is essentially that of Majda [46, 47] and is an essentially local stability analysis near the front. We illustrate the procedure by explicitly computing the Lopatinski determinant for stationary gas-dynamical shocks with cylindrical symmetry. This example provides a case where the rather involved calculations can be reduced to that for a planar shock [5, 16, 23, 45] . Both linearization procedures were applied to the reactive Euler equations in [16] .
2.1.
Reference solutions containing a discontinuity. We now consider weak solutions of (2.1). We assume that the reference solutionŪ (x) to (2.1) for x ∈ [0, T ] × Ω contains a single shock. We further assume that the shock surface S of the unperturbed reference solutionŪ (x) is given as the graph of a function over one of the coordinates: there exists aφ ∈ C ∞ such that S is given by
At this point we do not impose further restrictions on the structure ofŪ,φ. For example, on either side ofS the solutionŪ may depend on all coordinates x 0 , x 1 , . . . x d , andφ can depend on all but the last coordinate x d . The jump location x d =φ(t,x) is related to the jump across it by the Rankine-Hugoniot condition,
with [·] denoting jump across x d =φ(t,x). Hence, the reference solution (Ū,φ) satisfies (2.1) and (2.4) in Ω.
Remark 2.2. We stress that we do not consider boundary conditions for the reference solutionŪ in this article. A natural approach to the issue of boundary conditions for hyperbolic system is that of Gisclon & Serre [25, 63] (in 1-d) and Grenier-Gues [28] , see also [54] : the prescribed conditions are required to be obtained in the limit of suitable viscous approximations as the viscosity tends to zero. In concrete cases it may be that the natural boundary conditions are readily described more directly. E.g., in Section 3 we construct solutions to the Euler system that describe stationary gas flow in an annular region {a ≤ r ≤ b}. In this case it is natural to prescribe the initial density and velocity of the gas flowing into the domain.
In linearizing about the solutionŪ (x) we need to take into account that a perturbed solution will have a shock surface which is a perturbation ofS. It is not immediately clear how to linearize aboutŪ in this case. One way to do this (cf. [16, 22, 23, 45, 46, 53] ) is to first perform coordinate changes, for both the perturbed and the unperturbed solutions, that fixes and "flattens" the two shock surfaces to a common one. Then, treating the solution of the PDE together with the shock location as unknowns, we linearize both the system of PDEs and the RankineHugoniot conditions about the given profile and the given shock location. The details are as follows.
Shock attached coordinates.
We begin by assuming that U is any solution of (2.1) which suffers a jump discontinuity across the shock surface x d = φ(t,x). (We will later apply this to the unperturbed pairŪ ,φ described above).
such that the shock location in the z-coordinates is given by z d ≡ 0. The unknown vector in these new coordinates will be denoted by V , i.e.,
The domain on which the problem is posed also perturbs:
It seems necessary to introduce such "shock attached" coordinates in order to have a well-formulated linearization procedure. Specifically, if we try to work in the original x-coordinates we are faced with the problem that the solution we linearize about,Ū (x) say, and the perturbed solution U (x) = U (x) + εW (x) say, will have discontinuities at different points; this becomes a problem when analyzing terms like [24] p. 234 for a discussion, and also Erpenbeck [22, 23] , Zumbrun & Serre [73] .)
Note that we do not introduce new fluxes and a new source at this point, e.g. by setting u) . This suppresses the explicit dependence of the fluxes and of the source on the front location, which is part of the unknown. This dependence needs to be taken into account in the linearization. Now, the reference solution in the new coordinatesV is given by
To obtain the original nonlinear system (2.1) and its Rankine-Hugoniot relation in the new coordinates we first substitute V (z) for U (x), i.e.
where
The Rankine-Hugoniot conditions (2.8)(b) provide a transmission condition between the value of V (t,z, 0+) and V (t,z, 0−) along the shock surface {z d = 0}.
In these transformed coordinates, we can now linearize. As described above, we will consider two linearizations. The first is a linearization about the full reference solutionV so that V =V + εW , which leads to a variable coefficient linear problem for the perturbation W . The second is a linearization about the statesV (t,z, 0±) on either side of the the shock {z d = 0}, which we call linearization about the shock.
Linearization along full reference solution.
We now return to the situation described at the beginning of section 2.1 where we assume that a reference solutionŪ (x),φ(t,x) of (2.1) and (2.4) is given. We make the ansatz (2.13) , and
Performing the differentiations, evaluating at ε = 0, rearranging, and introducing the notationsā
we obtain the linearized equations
(2.14)
Hence we arrive at the linearized problem (2.17)
Notice again that we do not impose boundary conditions for this stability problem, cf. Remark 2.2. A complete treatment of side conditions at this level of generality is beyond the scope of this presentation. However, we observe that for a shorttime analysis we may avoid the issue by prescribing perturbations whose support is bounded away from the boundary: 
The variable coefficient linear problem (2.17) is involved and seems intractable in full generality without imposing further conditions. A particular case was treated in [16] where a stability function D ZND was derived for the reactive Euler equations posed on all of R d . In that case a precise knowledge about the reference solution makes it possible to define a "hybrid" Evans/Lopatinski determinant. We hope to pursue this line of work for (2.17), including consideration of boundary conditions, in a future work.
Linearization at the front.
In this section we consider a more restricted stability analysis of solutions with a shock by focusing attention to the behavior near the shock. This is the setting considered by Majda [45] [46] [47] who demonstrated that short-time nonlinear stability of possibly curved fronts is governed by the constant coefficient problem obtained by the linearization of (2.1) about the states on either side of the jump discontinuity. For comprehensive accounts see [8, 53, 72] .
The case of the reactive Euler equations was treated in [16] where it was shown that the relevant Lopatinski determinant can be calculated explicitly for a gas with a given equation of state. Under the assumption that no unstable zeros exists one can then establish short-time existence of slightly perturbed fronts.
We proceed to define the stability problem obtained by linearizing about the shock. We will then apply this to the case of stationary gas-dynamical shocks with cylindrical symmetry in Section 4. Such shocks were constructed in [11, 20, 21] and we include a review below in Section 3. To clarify the structure of the argument we identify three structural assumptions that hold for both cylindrical and spherical shocks.
Structural assumptions.
The structural assumptions we will impose on (2.1) are restrictive and specifically tailored to the case of stationary cylindrical and spherical shocks. This will allow us to construct a stability function in much the same way as in the standard, planar case. The following assumptions are made at the level of the original system (2.1):
Finally, the source term G(x, U ) is assumed to be independent of x 0 .
In anticipating the application of the theory to spherical and cylindrical shocks, we denote the normal coordinate by z d = r, so that z = (t,z, r) and r denotes the distance to the shock. With these assumptions and notations the nonlinear system (2.9) reads
which is to hold in r ≷ 0, with
and where each A j , for j = 1, . . . , d − 1, does not depend explicitly on z j . The Rankine-Hugoniot condition (2.10) takes the form
with the jumps evaluated across r = 0. Finally we make the following assumptions on the unperturbed profile:
(A3) The original, unperturbed solutionŪ is stationary, depends only on x d , and contains a single shock front located on a surface with x d = const., in other words
We note that assumptions (A1)-(A3) apply to the case of stationary gas-dynamical shocks with either cylindrical or spherical symmetry. The unperturbed profile in the new coordinates is denoted byV , i.e. 
Dropping the lower order term (i.e. setting G ≡ 0) then using assumptions (A1)-(A3) the nonlinear system (2.19) becomes
where we consider (2.25) for r ≷ 0 and with A d given by (2.20) . Next define the step function V(r) by
whereV was defined in (2.22) . That is, V is just the values ofŪ on either side of the shock defined byφ(t,x, r) =r = cont. By assumption (A3) it follows that the pair (V, φ) = (V(r),r) provides a piecewise constant weak solution of (2.25) & (2.21).
Linearization about V(r).
To compute the linearization of (2.25) and (2.21) about (V,r) we let W = W (t,z, r) and ψ = ψ(t,z) denote perturbations of the profile V and the (new) shock location at r = 0, respectively. Setting
, and
yield the linearized equations: (2.27)
The linearized Rankine-Hugoniot conditions, which hold on {r = 0} are: (2.28)
As a consequence of the dependence of the fluxes F j (j = 1, . . . , d − 1) on r, z the system (2.27) has variable coefficients in general. To obtain a constant coefficient system that is relevant for short time existence of slightly perturbed fronts one first "freezes" the coefficients in (2.27) at the shock by evaluating the coefficients at the values of the reference solutionV (r) on either side of the shock surface {r = 0}:
where we have set
At this point we may let r vary on all R. The two systems in (2.29) have no explicit r-dependence and their solutions are to be linked through the RankineHugoniot relations (2.28). Of course, the coefficients A j may still depend explicitly on the tangential coordinates z. If so, then a further freezing of these is required to calculate the Lopatinski determinant at each point of the front. This determinant monitors the spectral stability properties of the resulting constant coefficient system and its non-vanishing, at each point of the front, is a necessary condition for short time existence of the perturbed solution.
As an example of this procedure we shall below calculate the Lopatinski determinant for stationary gas-dynamical shocks with cylindrical symmetry. The calculations in this case are simplified by the fact that theĀ j do not depend on z, i.e. (2.29) is already a constant coefficient system. In the next section we construct these cylindrical shocks which will then serve as reference solutionsŪ for the stability analysis carried out in section 4.
Remark 2.3. In the setup above we have assumed that the original system (2.1) is written in coordinates that are adapted to the geometry of the underlying shock. This is natural to do both for the construction of reference solutions and for the "full" linearization in Section 2.3. On the other hand, this is not necessarily so for linearization at the shock (i.e. about V(r)). This latter procedure is "coarser" and essentially insensitive to the local geometry of the underlying shock; e.g. no information about curvature is taken explicitly into account. For this one could alternatively formulate (2.1) in standard rectangular coordinates. In fact, it may be that the change to adapted coordinates complicates the spectral analysis. For example, using spherical coordinates in the case of shocks with spherical symmetry gives a system (2.29) in which the coefficients depend explicitly and nonlinearly on the transversal coordinates. The usual exponential normal modes applied in the spectral stability analysis do not work in this case and alternative modes should be used.
Stationary Euler shocks in annular domains
In this section we review a direct construction of stationary and symmetric Euler shocks. For concreteness we consider barotropic flow with spherical symmetry in three space dimensions. Thus, the pressure is a function of density alone and the velocity field is at all times directed along e r = x |x| . Solutions with cylindrical symmetry (possibly with swirl) are easily incorporated and do not yield qualitatively different results.
Consider the domain between two concentric spheres or cylinders located at radii r = a and r = b, where a < b, and let a compressible fluid be injected with a prescribed constant density ρ a and constant radial velocity u a at the inner boundary r = a. Depending on the outflow conditions at the outer boundary a shock may build up and remain stationary at a fixed intermediate location. We are interested in a detailed description of such stationary shocks, as well as their stability.
The Euler system for barotropic flow in several space dimensions is given by:
and u(t, x) = u(t, r) e r , where r = |x|, yields the radially symmetric form of the isentropic Euler system:
which for stationary solutions reduces to the ODE system:
The associated Rankine-Hugoniot conditions are ([·] denoting jumps across a discontinuity) (3.7)
[ρu] = 0 ,
For the pressure we make the following assumptions: (A1) The function ρ → P (ρ) is a twice differentiable on (0, +∞) with
These assumptions are satisfied in isentropic flow of a polytropic ideal gas:
In what follows we refer to solutions with prescribed Dirichlet data for ρ and u at the inner (outer) boundary r = a (r = b) as inner (outer) solutions.
Inner solutions.
We now consider the case with given Dirichlet data ρ a > 0, u a = 0 at the inner boundary r = a, and we seek stationary (and for now smooth) solution in the region r ≥ a. From (3.5) we have
for r ≥ a, where
To analyze the ODE (3.6) we introduce
As Π(ρ a , ρ a ) = 0 we obtain
Eliminating u(r) and defining the function
, we see that ρ = ρ(r) is given implicitly by the algebraic equation
r 4 , which we analyze by using the conditions (A1)-(A3). With ρ a and u a fixed, and
. An analysis now shows that there are unique ρ-values 0 < ρ * < ρ 0 such that
The graph of φ thus looks like in Figure 1 .
By construction, we have φ(ρ a ) < φ(ρ * ). We observe that ρ * and ρ 0 depend on a, ρ a , u a , and that ρ * is implicitly given by
For given a, ρ a , and u a there are thus two possibilities: ρ * < ρ a or ρ * > ρ a . From (φ (ρ a ) < 0) if and only if the flow is supersonic (subsonic) at r = a. In Equation (3.15) the right-hand side is a strictly decreasing function of r, such that the two cases may be described as follows (c
• dr < 0. In either case the solution is defined for all r ≥ a.
In the subsonic case (A2) implies that the sound speed along the profile, c(ρ(r)), is an increasing function of r. On the other hand, since Π(ρ, ρ a ) is increasing with respect to ρ, it follows from (3.13) that |u(r)| is a strictly decreasing function of r in this case. Thus: if the flow is subsonic at r = a, then the same is true for all r ≥ a. Similarly, if the flow is supersonic at r = a, then the same is true for all r ≥ a.
Proposition 3.1. (Existence of spherically symmetric stationary inner solutions)
Consider the stationary barotropic Euler equations with spherical symmetry (3.5)-(3.6) in the exterior of a sphere with radius a > 0, and with prescribed Dirichlet data ρ a > 0, u a = 0 at r = a. Assume that the pressure P satisfies the assumptions (A1)-(A3) and that the data are non-sonic (i.e. u 2 a = P (ρ a )). Then (3.5)-(3.6) have a unique smooth solution defined for all r ≥ a. The resulting flow is strictly subsonic/supersonic for all r ≥ a if and only if it is strictly subsonic/supersonic at the inner boundary r = a.
Outer solutions.
Next consider the situation where we prescribe Dirichlet data ρ b > 0, u b = 0 at the outer boundary r = b. Again we seek a smooth, stationary solution to the Euler system (3.5)-(3.6). A calculation shows that, with the same notation as above, the density profile ρ(r) is now given by
Referring to Figure 1 we see that outer solutions are not defined for all r < b: there is an inner radius r 
Shock solutions.
We next use the smooth Euler profiles constructed above to build stationary shock solutions. We restrict attention to inner solutions in Section 3.1 and assume that we are given non-sonic Dirichlet data ρ a > 0, u a = c(a) at the inner boundary r = a (c(a) 2 = P (ρ a )). Next we fix any radius b > a together with an intermediate radiusr ∈ (a, b). According to Proposition 3.1 we can solve (3.5)-(3.6) for r ∈ (a,r) with the given values at r = a as initial data. This provides the values ρ(r−), u(r−). The values ρ(r+), u(r+) at the immediate outside of the shock are determined from the Rankine-Hugoniot conditions (see below). In turn, these are used as initial data for (3.5)-(3.6) in the outer region r ∈ (r, b). We thus obtain a stationary solution of the Euler system defined for all r ∈ [a, b] and with a single discontinuity at any intermediate location.
We proceed to verify that the standard selection criterion of fluid particles crossing a discontinuity experiencing compression, uniquely determinesρ = ρ(r+),û = u(r+) fromρ = ρ(r−),ū = u(r−) via the Rankine-Hugoniot relations. Defining
Now, F (ρ) = P (ρ) and G (ρ) = ρū ρ 2 , and it follows that the flow atr− is radially supersonic if and only if G (ρ) > F (ρ). In this case the Rankine-Hugoniot conditions have a unique nontrivial solutionρ >ρ. On the other hand, the flow at r− is radially subsonic if and only if G (ρ) < F (ρ), and in this case the RankineHugoniot conditions have a unique nontrivial solutionρ <ρ. We note that the convexity assumption (A2) is used in this argument.
Finally, according to (3.11) we haveū ≷ 0 if and only if u a ≷ 0. As the sonicity is conserved as we move away from the origin, we see that if the flow is supersonic at the inner boundary r = a, then the flow there must be into the domain. Similarly, if the flow is subsonic at the inner boundary r = a, then the flow there must be out of the domain. We thus have:
. (Stationary symmetric shocks built from inner solutions)
Consider barotropic Euler flow with spherical symmetry in the between two concentric spheres with radii a < b, and with prescribed density ρ a > 0 and velocity u a = 0 at r = a. Assume that flow at r = a is non-sonic and that the pressure satisfies the assumptions (A1)-(A3). Given any radiusr ∈ (a, b) .
Then there is a unique weak admissible solution with a single shock located at r if and only if, either, the flow is radially supersonic at r = a and directed into the domain, or the flow is radially subsonic at r = a and directed out of the domain. In the former case the flow is supersonic in (a,r) and subsonic in (r, b), while the opposite holds in the latter case.
Remark 3.4. In [20] , [21] it is shown how to perform the same constructions for cylindrical symmetric flow (i.e. all flow variables depend on time and r = x 2 1 + x 2 2 only). Flows with cylindrical symmetry also allow for swirl, i.e. non-zero tangential velocity, a feature that does not introduce significant qualitative differences in the inviscid analysis. Finally, under standard convexity conditions the same constructions can be extended to the full Euler system of non-barotropic flow, see [21] . We mention that the works [20, 21] also treat the problem of realizing symmetric, inviscid Euler shock as singular perturbation limits of the more accurate Navier-Stokes system. The Euler shocks then serve as the leading order approximations in a suitable WKB approximation scheme.
Remark 3.5. The special case of smooth, inviscid flow without swirl of an ideal polytropic gas in a cone was analyzed in [17] , pp. 377-380. Chen and Glimm [11, 12] , in their work on flow in the exterior of a sphere, performed a detailed local analysis of stationary shocks for isentropic symmetric flow. In these works the shock solutions serve as building blocks in a Godunov type scheme.
Spectral stability of stationary cylindrical shocks
We now use the general setup in Section 2.4 to perform a normal mode or "spectral" stability analysis of cylindrical shocks (constructed in the same manner as in Section 3). The resulting stability function detects exponentially growing solutions to the linearized system. If such exist then the underlying shock is called (violently) unstable. As noted above the linearized and frozen system (2.29), together with the linearized Rankine-Hugoniot relations (2.28), are particularly simple in the cylindrical case and formally equivalent to the case of a planar shock. We can therefore make use of the earlier calculations [16, 45, 72] to give a complete characterization of strong stability, neutral stability and strong instability in terms of physical quantities.
In the standard case of a shock that is planar in physical space (i.e. the unperturbed shock surface is described by x d = 0, where x d is the dth rectangular Cartesian coordinate), the ansatz for the normal mode analysis is
wherex denotes the transverse coordinates along the shock. Due to the special form of the Euler system in cylindrical coordinates it turns out that essentially the same modes can be used in this case, cf. Remark 2.3.
Full 3-d compressible Euler in cylindrical coordinates.
To apply the former setup we let (r, θ, z) denote the standard cylindrical coordinates such that x = (t,x, x d ) with
are the independent variables in (2.
2 , where e denotes specific internal energy. The Euler system for compressible gas flow then takes the form (see [58] )
where the fluxes are given by
The exact choice for state variable U is not important at this point; it will be chosen so as to facilitate the later calculations. Note that we have written . We observe that apart from this 1/r factor (and the geometric source term G), the system is formally identical with the Euler system in rectangular coordinates.
Lopatinski determinant for cylindrical gas dynamical shocks.
We now consider a given cylindrically symmetric stationary shock located at r =r. The profile V(r) in (2.26) consists of the two states immediately on the inside and outside of the shock surface, and these are related through the Rankine-Hugoniot condition. We then consider the system (2.29), together with the linearized Rankine-Hugoniot relations (2.28) corresponding to (4.3). In this case
and the linearized equations (2.29) and the Rankine-Hugoniot conditions (2.28) become, respectively:
Here the A j are the Jacobians of the F j with respect to the variable U . As beforē 
Substituting we obtain the spectral ODE
while the Rankine-Hugoniot condition takes the form
Defining the rescaled frequencyη θ byη
we obtain the ODE (4.9)Ŵ (r) = G(λ,η θ , η z ;r)Ŵ (r) .
where the dependence onr is only through the rescaled frequencyη θ . The RankineHugoniot condition becomes,
where the jumps are evaluated across r = 0. An inspection of (4.9) and (4.10) reveals that they are formally identical to the corresponding expressions one obtains in rectangular coordinates for gas dynamical shocks that are planar in physical space. (I.e., by renaming u r → u x , u θ → u y , η θ → ηx we obtain the same equations as for a planar shock propagating along the x-axis). We proceed to utilize this correspondence to derive stability criteria for cylindrical shocks by first reviewing the stability criteria for planar shocks.
Lopatinski determinant for planar gas dynamical shocks.
To fix notation and to record the relevant results from earlier analyses we include a brief review how the Lopatinski determinant is calculated for planar shock gas dynamical shocks.
The Lopatinski determinant Δ(ζ) for a planar shock (in physical space and connecting two constant states) is an analytic function of the perturbation frequency ζ = (λ, η) ∈ C + × R d−1 . It has the property that it vanishes at ζ if and only if there are solutions to the spectral ODEs (obtained by linearizing about the unperturbed shock wave on either side of the shock surface) that decay at ±∞ and at the same time are related through the Rankine-Hugoniot condition across the shock. A root ζ with real part of λ positive is an unstable root that corresponds to an exponentially time growing mode. Without going into the details of its derivation we record the relevant expressions for a general system of the form
If U = F 0 (W ) for some choice of (non-conserved) variables W we write C := D W F 0 (W ), and
For a Lax-shock of the last characteristic family the Lopatinski determinant is then defined as
• − is a left eigenvector (row vector) corresponding to the unique eigenvalue of
with positive real part; • − and C − are evaluated at the left (behind) the shock; • J (ζ) is the jump vector across the shock:
In the case of a planar (possibly oblique) stationary gas dynamical shock one can explicitly calculate the Lopatinski determinant [16, 22, 23, 32, 45, 72] . We consider a setup where the normal of the shock is along the x d -coordinate axis (x denoting rectangular coordinates in physical space). Particles cross from right to left and we employ the following notation:
• the particle velocity is u = (ũ,
is the perturbation frequency in the tangential direction; • unmarked quantities are evaluated at the back (i.e. to the left in the figure) of the shock, i.e. after having crossed the shock; • Γ is the Gruneisen coefficient: Γ = τ p S /T , where τ is specific volume, p = p(τ, S) is pressure, and T is temperature; A tedious but elementary calculation shows that the Lopatinski determinant is a real-homogeneous function of the two variables
It has an irrelevant root for (λ, η) = (0, 0) while for
it is given (up to a non-zero multiplicative factor) by
A further winding number analysis 1 demonstrates that Δ S3 + has:
(I) a single root (λ, η) with Re λ > 0 if and only if
(strong instability) (II) at least one root (λ, η) with Re λ = 0, but no root with Reλ > 0, if and only if
(weak stability) (III) no root with Re λ > 0 if and only if
(strong stability) .
Remark 4.1. The analysis in [72] was carried out for normal shocks, i.e.ũ = 0. The calculation in the case with tangential velocities is entirely analogous and yields (4.11)-(4.12). Notice that the real part of ω is unaffected by the tangential velocitỹ u and has the same sign as real part of λ.
Spectral analysis of cylindrical shocks.
We can now use the fact that the fluxes F t , F r , F θ , and F z in the Euler equations written in cylindrical coordinates (4.3) are formally the same as for the Euler system written in rectangular coordinates. As noted earlier it follows that the system (4.9)-(4.10) is formally identical to the linearized ODE and Rankine-Hugoniot relation one obtains for a shock that is planar in physical space. The definition and analysis of the Lopatinski determinant for a cylindrical shock is thus reduced to the case outlined above, and the conclusions are recorded in (I)-(III) above.
We note that the radiusr of the cylindrical shock surface does not appear explicitly in the various stability criteria (I)-(III). However, for a specific equation of state the values of the physical quantities M , α, Γ do depend on the radius of the shockr. Finally, we observe another difference with the planar case. While Δ is real-homogeneous, the presence of an unstable root does not imply a ray of unstable roots in (λ, η)-space since η θ is restricted to take integer values.
Review of non-stationary, symmetric Euler solutions
As a continuation of the discussion in Section 3 on stationary solutions, we include a review of the much harder, and mostly open, problem of construction and analysis of non-stationary symmetric solutions to the compressible Euler system. We are ultimately interested in results on global-in-time existence of weak solutions with radial symmetry. However, only a few rigorous results are available for such flows. Indeed, we currently lack a good understanding of even basic flow patterns such as that of a single imploding shock. The same is true if we restrict attention to times strictly before collapse; e.g., it is unknown whether such solution necessarily will, or can, blow up in amplitude. Further comments on this basic problem are given below.
What makes the analysis of symmetric solutions for the Euler system challenging is the geometric effect in dimensions two or higher, as reflected in the singular Let's mention two other classes of special solutions that arise naturally in several dimensions besides radially symmetric solutions. A closely related model is that of flow in ducts with varying cross-section. In this case there are similar (but nonsingular) source terms present; we refer to [10, 13, 43, 44] , and references therein. Another important class of solutions is provided by multi-d Riemann problems. In particular, 2-d Riemann problems, where the data are assumed to be constant on sectors in the (x 1 , x 2 )-plane, have been extensively studied. We refer to Zheng [71] for a thorough discussion of this line of work. If the Riemann data prescribe the same constant state in all of space (e.g. constant density and constant radial speed without swirl in the case of isentropic flow), then the resulting flow falls into the setup we consider here. In particular, if the initial velocity is directed toward the origin then the resulting flow consists of an immediately reflected shock which leaves the gas at rest in its wake. If the velocity is directed outward then a rarefaction wave results, possibly leaving an expanding region of vacuum in its wake; see [71] for details. These flows provide two rare examples of globally defined weak solutions for the isentropic Euler system.
Returning to general spherical symmetric flows it appears that the only work which covers the Cauchy problem with general, symmetric data, and defined in all of space, i.e. including the origin, is the work [41] by LeFloch & Westdickenberg. This works treats symmetric, isentropic flow and establishes, by the method of compensated compactness, global existence of a weak solution for any data with finite mass and energy. As remarked by these authors it does not seem to be known whether such solutions can blow up in L ∞ or not. More is known for the exterior problem of flow outside of a fixed ball, {r > 1}, say, with boundary conditions u r=1 ≡ 0. This problem was first solved in the isothermal case (γ = 1) by Makino & Mizohata & Ukai [48, 49] . Later Makino & Takeno [50] constructed local-in-time solutions for exterior, isentropic flow with γ ∈ (1, 5 3 ]. Global-in-time existence for these flows, with arbitrary L ∞ data, was first established by Chen & Glimm [11, 12] ; these solutions are used in [41] . The same type of results apply to various types of 1-d problems with geometric source terms, see e.g. [35] .
To the best of our knowledge there are currently no similar results available for global-in-time solutions to the full Euler system, neither for the full-space problem nor for the exterior problem 2 .
Special solutions.
The analytical obstructions against construction of general, symmetric solutions have led to a considerable literature on special symmetric solutions. This approach proceeds by positing a certain form of the solution, possibly deduced from group-theoretic considerations 3 and, to begin with, without regard to particular initial or boundary data. The solution candidates typically involve similarity variables and separation of variables. Upon substitution into the Euler system a simpler system of equations is obtained, hopefully making it possible to obtain existence of particular solutions. An important issue is to determine what physical flows, together with their associated initial and boundary conditions, can be accommodated in this manner.
A case in point is the progressing wave solutions considered by Guderley [17, 29] , for the full Euler system. For this we consider an ideal, polytropic gas (p = (γ−1)ρe, with internal energy e proportional to temperature), and write the Euler equations in the form
where ρ, u, p denote density, velocity, pressure, and m = 0, 1, 2 correspond to planar, cylindrical, and spherical symmetric flow, respectively. Defining the variables
we posit the following form of the flow variables
where α = 1/λ and c denotes the sound speed, such that C 2 = γP Ω . The parameters λ, κ are to be determined together with the functions Ω, U , P . Substituting into (5.1)-(5.3) we obtain a system of ODEs:
for certain rational functions Δ, A, B, and E (see Section 160 in [17] ). Furthermore, Equations (5.4) and (5.5) provide an autonomous ODE for C in terms of U .
It turns out that several types of flows may be realized as solutions of this ODE system, see [17, 59, 62, 69] for further details. In particular [59] contains a comprehensive discussion as well as an updated bibliography. We will revisit this setup in connection with the question of converging (imploding) shock waves.
A different approach was taken by McVittie [52] who sought solutions to the spherically symmetric Euler system in which density, velocity, and pressure are expressed by a common "potential" ϕ(t, r) according to
Here ∇ 2 denotes the Laplace operator, P is an arbitrary function of time, and I = A third approach is that by Keller [34] who considered the equation of motion for the fluid particles r = y(t, h), h denoting the Lagrangian mass-coordinate. Assuming that the solutions may be written in product form y(t, h) = f (h)j(t) one obtains two second order ODEs for h and j. Keller uses these particular solutions to provide different types of inviscid flows 4 . Somewhat surprisingly it turns out (see discussion in Section 5.2 of [59] ) that there is a close relationship between the solutions found by Keller and those of McVittie.
Single shock problems.
We now specialize further and consider solutions to the (barotropic or full) Euler system with a single converging (focusing or imploding) or diverging shock.
This problem was studied extensively by several groups during and after WWII in Germany, UK, USA, and USSR. In particular the works of von Neumann [68] , Guderley [29] and Taylor [66] (presented in e.g. [17, 69] ) have continued to generate much activity. (For the extensive literature from the USSR, mostly in Russian, we refer to [62, 65] .) Much of this work concerns various approximate models (weak or strong shock regimes), and is often accompanied by numerical results. The problem of converging shocks continues to attract attention; for a partial list of more recent works, see [3, 14, 30, 37, 38, 57, 64, 67, 70] .
Consider a spherical shock moving toward the origin where the gas on the inside of the shock surface is in a quiescent state (zero velocity and constant density and pressure). Let us briefly describe a possible physical setup resulting in such a pattern. We can presumably generate such shocks by setting up a "Riemann problem" where at initial time the quiescent inner state is separated from a (not necessarily quiescent) fluid by a spherical membrane of radiusr. At time t = 0 the membrane is "removed". The initial state immediately on the outside of the membrane may be chosen so as to correspond to a single, converging shock: the Rankine-Hugoniot conditions are met and the material is denser on the outside. The initial state of the fluid for r >r is assumed to be such that (at least until collapse) it results in smooth flow everywhere on the outside of the contracting shock. A parcel of fluid in the quiescent fluid on the inside of the shock remains at rest with its initial density and pressure until the imploding shock passes across it. Under typical conditions we expect the shock to accelerate and strengthen as it approaches the center: the closer a fluid parcel is to the origin the more violent change it will suffer as the shock passes. This convergence problem, which is already hard to solve, 5 yields the even more complicated problem of describing the shock which (presumably) is reflected off of the center. The reflected shock moves outward through the non-stationary and converging wake of the incoming shock.
Guderley [29] seems to be the first to have obtained definite results for this implosion problem. His approach was to build approximate solutions from the special similarity solutions of the radially symmetric Euler equations (described in Section 5.1). The approximation in question is that of strong shocks, where the upstream pressure is assumed negligible. This simplifies the Rankine-Hugoniot jump conditions across the shock and leads to a tractable system of equations and yields solutions in which the pressure and velocity do blow up in the immediate wake of incoming shock. A comprehensive study of this approach, including numerical results, appears in [37] . We mention that very little seems to be known about the stability of converging shocks, see [38] for a discussion and partial results.
We conclude with the following quote from [17] which seems equally relevant today as when it was first written 60 years ago: "Is this pattern of shock reflection an accidental possibility or is it typical in the sense that every process of shock reflection would involve a flow which behaves similarly in the neighborhood? The answer does not seem certain at present."
A scalar model for collapsing shocks
Given the difficulties encountered in analyzing converging shocks for the multid compressible Euler system it is natural to consider simplified models. In this section we consider a (radical) simplification in the form of scalar toy model. We may obtain the model from the radially symmetric isentropic Euler system (3.3)-(3.4): either set ρ = u in the continuity equation (3.3) (and disregard (3.4) ), or set the density to be constant in the momentum equation (3.4) (and disregard (3.3) ). Either way we obtain the equation
which we generalize to
where f : R → R is a given, smooth function. While more general solutions could be sought for (6.1) we are here only concerned with radially symmetric solutions, i.e. (with standard abuse of notation) u(t, x) = u(t, |x|). With the radial coordinate r = |x| (6.1) becomes
for r > 0 and m = n − 1.
We will assume throughout that n ≥ 2 such that m ≥ 1. This type of equations and related scalar models have been studied by several authors. Whitham considered the equation 
was studied by Schonbeck [61] who established solutions to the initial-boundary value problem in the first quadrant with Dirichlet boundary conditions. The special case f (u) = u 2 2 , φ(u) = u was considered in [19] . Finally, LeFloch & Nedelec [40] and LeFloch [39] used a generalization of Lax' formula to study the initial-boundary value problem for weighted equations of the form
The weight function W (r) is required to be positive and could be any power W (r) = r α , α ∈ R. This last model thus covers the equation in (6.2) for convex f . We comment further on these results below in connection with a weak formulation of (6.1). This scalar model is simple enough that we can compute solutions explicitly by the method of characteristics. As we shall see, due to the presence of the singular vector field e r , the model (6.1) captures the phenomena of imploding shocks and amplitude blowup due to focusing at the origin. However, this being a scalar model, it does not capture reflection of waves at the origin and is therefore of limited interest as a model for physical waves. Nevertheless, in this section we will discuss this model in some detail. We review some explicit solutions, give examples of blowup behavior, and consider a rescaling procedure that allows us to solve the Cauchy problem for a class of generalized Burgers equations. Finally we shall observe that the absence of reflection in our model motivates a reconsideration of the weak formulation for (6.1). An appropriate solution concept, and its relation to the works of Schonbek [61] , LeFloch & Nedelec [40] , and LeFloch [39] , is discussed in Section 6.3.
Basic properties and explicit solutions.
We start with the characteristics: given a smooth solution u(t, r) of (6.3) we let R(t) solve (6.6)
and we set U (t) = U (t; R 0 ) := u(t, R(t)). From (6.3) we thus have the characteristic equations Ṙ = f (U )
which implies that R m f (U ) ≡ const. along a characteristic. Next we observe that the stationary solutionsū(r) of (6.2) are given by
In particular, as m ≥ 1, the only constant solutions are the roots of f . Recalling the discussion of stationary Euler shocks in Section 3 we observe that, depending on the properties of f , a stationary solutionū(r) may or may not be defined for all r > 0. E.g., for the 3-d Burgers equation (n = 3, f (u) = u 2 2 ) the stationary solutions areū(r) = C r (C constant), all of which are defined for all r > 0. On the other hand, every non-constant stationary solution of (6.3) with f (u) = sin u is only defined strictly away from r = 0. Finally, with f (u) = u 2 − 1 we have a situation where some stationary solutions are defined for all r > 0, while others are not (precisely, the ones where the constant in (6.7) is non-negative and negative, respectively).
For later reference we note that the Rankine-Hugoniot relation for a solution of (6.3) with a discontinuity located along r = X(t) is
where [·] denotes the jump across r = X(t).
We also note that the equation ( 
The substitution
transforms the ODE into 1 2 ψ 2 + ξψ = 0, such that ψ is given by ψ = −ξ ± ξ 2 + C. Here C is required to be a non-negative constants so as to accommodate initial data for u, which corresponds to ξ = 0. The special choice C = 0 gives a (singular and unbounded) rarefaction solution
For C > 0 we transform back and take into account the constant data prescribed for u, to get u(t, r) =ū 1 + 
are natural candidates for unique entropy solutions in the two cases, respectively. Assigning (somewhat arbitrarily) the value 0 at the origin to u 0,1 and u 0,2 , one may think of these as defining an infinitely strong down-jump and an infinitely strong up-jump, respectively, at r = 0. The Burgers' equation has a convex flux and we would thus expect a shock solution in the former case, and a rarefaction solution in the latter case. Indeed, (6.16) is a stationary "shock" connecting 0 to −∞ at r = 0, while (6.17) (where we have utilized the singular solution in Example 6.1) consists of a rarefaction invading a stationary solution. C and with infinite speed. Furthermore, the solution of the initial value problem for times t < t * consists simply of the shock at X(t), invading the trivial 0-state while "revealing" in its wake more and more of the stationary solution −C/r. This is presumably the simplest possible example of a converging shock whose amplitude blows up at time of collapse.
We observe that this method of constructing converging shocks does not have a counterpart in gas dynamics. Indeed, as observed above in Section 3, there are no (nontrivial) stationary and radially symmetric solutions of the Euler system defined on a full ball about the origin. Nonetheless, let's consider a simple case where we can see explicitly how an analogue of the strong shock approximation for gas dynamics works for the scalar toy-model. As in the earlier examples it is clear that the only reasonable, "good" solution is given by a single shock, located at X(t) (to be determined), connecting the states
2(t+α) and − C X(t) . The shock location is therefore given by the Rankine-Hugoniot conditionẊ = 1 2
A calculation shows that
We note that the shock is initially expanding or contracting according to whether X 2 0 ≷ 2αC. In either case the shock will eventually converge towards the origin, and hit the origin with infinite speed at timẽ
C is the unperturbed time of collapse determined above. We conclude that the time of collapse differs by arbitrary. It also fits a more general procedure given by Joseph & Sachdev in [33] . Stationary solutions of (6.25) correspond to stationary solutions of (6.21): w(t, R) ≡ C (constant) corresponds to the stationary solutions recorded in (6.14). More generally, and with the tenet [36] that L ∞ (dR) provides a "good" space for the scalar conservation law (6.25), we see that the corresponding space for (6.21) is L ∞ (r m p dr). It thus appears that an appropriate space in this case consists of all function that remain bounded when weighted with the inverse of the stationary blowup solutions to the equation. Remark 6.6. We note that both the dimension of the underlying space as well as the nonlinearity of the flux are needed to specify this function space.
When p is an even integer we can use the correspondence u(t, r) ↔ w(t, R), together with odd reflection about the origin in R-coordinates, to produce a natural candidate for the solution of the initial value problem for (6.21) on R + . For a given function w(t, R) defined for R > 0, we define the odd extension by
Then, arguing formally and using the assumption p ∈ 2N, we have thatw is a solution of (6.25) on all of R boundary conditions at r = 0. (For the general theory of boundary conditions for (non-singular) scalar, inviscid conservation laws we refer to [4, 27, 51, 55, 63] .) This is an issue for two reasons: first, the equation is singular at this point, and second, it is not immediately clear which data one should prescribe in order to obtain a "good" solution of the original, multi-d equation (6.1).
The first issue has been addressed by various authors. In Schonbek's treatment [61] of equation (6.4) (in the case that uφ(u) ≥ 0 for |u| large enough) the solution is obtained through vanishing viscosity and regularization of the singular source term. The solution of the approximate problems are required to satisfy homogeneous Dirichlet condition at r = 0. The boundary behavior of the limiting solution is not specified in this approach.
LeFloch [39] and LeFloch & Nedelec [40] used a different technique in their analysis of (6.5) by exploiting the convexity of f to derive a generalization of Lax' formula to mixed problems. In [39] the generalized Lax formula is first given for 1-d (i.e., m = 0) quarter plane problems. (This has been further extended by Ancona & Marson in [2] ). The boundary data are prescribed as in [4] and provides an alternative, in 1-d, to construction via vanishing viscosity. Then, applying this to the re-scaled form (6.25) = 0. The class of boundary data for u are those obtained by prescribing bounded boundary data for the re-scaled variable w in (6.25) (for p = 2). In particular, the trace of r m 2 u(t, r) is bounded as r ↓ 0 for these solutions. This approach is developed further in LeFloch & Nedelec [40] to treat the more general case (6.5), for which one prescribes boundary data for W (r)u(t, r). Now, we are ultimately searching for solutions u(t, x) of (6.1) that are defined on R + ×R n . Due to the singularity at the origin, it is not immediately clear in what sense the function u(t, x) := u(t, |x|), where the right-hand is constructed as in the examples above or as in [39, 40] , provides a weak solution to (6.1) on R + × R n . Evidently, the boundary data one imposes on the solution u(t, r) to (6.3) at r = 0 (through its rescaling r m 2 u(t, r)) will affect the outcome. This raises the question of what the "natural" boundary condition for u(t, r) at r = 0 should be when it is required that u(t, x) := u(t, |x|) is a weak solution of the original equation (6.1).
We thus need to consider the weak form for (6.1). A reasonable formulation may be derived by multiplying (6.1) with a Lipschitz continuous test function φ : [0, ∞) × R n → R with compact support, adding suitable terms, and integrating by parts with respect to t to obtain (formally) (6.27)
where a 0-subscript denotes evaluation at t = 0. To evaluate at least formally the singular integral on the right-hand side, we may assume φ to be radially symmetric and use that div x φf (u) e r = r −m r m φf (u) r . This yields, , , t) ) dt , (6.28) where ω n denotes the area of the unit ball in R n . Alternatively, write
where B is the ball of radius about the origin, and apply the Divergence Theorem; the result is the same. Simple examples show that the "flux-trace integral" on the right-hand side of (6.28) may be non-zero: for the stationary solutions Since these unbounded solutions are bona fide solutions that we want to cover with an existence theory, we are motivated to make the following definition.
Definition 6.8. Weak formulation of scalar model equation By a radially symmetric weak solution of equation (6.1) with initial data u 0 (x) we mean a function u = u(t, x) which depends on x only through |x| and satisfies:
(a) the map t → u(t, ·) is a continuous map from R Remark 6.9. We conjecture that under suitable restrictions on the flux f it is possible to formulate a relevant notion of entropy solutionsà la Kružkov, and to establish existence and uniqueness of these.
The formulation (6.29) shows that a weak solution to (6.1) may be thought of as made up of two parts: one "standard" weak solution defined on R n \ {0}, and a singular part consisting of a Dirac distribution at the origin. The standard part is presumably obtainable from the radial version (6.3) by assigning appropriate boundary conditions at r = 0, while the time-varying mass M (t) of the Dirac distribution at r = 0 should reflect "u-mass" accumulating there -the amount of accumulated mass being part of the solution to be found. Granted that we seek "conservative" solutions one should require that M (t) + ω n ∞ 0 u(t, r)r m dr remains constant in time.
A natural approach to an existence theory for (6.1) is to realize the solution in all of R n as a limit of solutions to exterior problems defined on R n \ B . This is the approach followed in [41] for isentropic gas flow where reflecting boundary conditions are imposed at ∂B by setting the velocity to be zero there. However, it is not clear what the corresponding conditions should be in the case of the scalar equation (6.1). Considering once more the model case (6.15) , and taking for granted that we search for conservative solutions, it seems reasonable in this case to solve the exterior problems with homogeneous Dirichlet conditions at r = according to the method of Bardos & LeRoux & Nedelec [4] . Then, whatever u-mass is accumulated at the origin in the limit ε ↓ 0 should be recorded and compensated for by adding the missing mass as a Dirac distribution at r = 0.
The issue of appropriate boundary conditions for the approximate exterior problems, and an ensuing existence theory for (6.1), will be taken up elsewhere.
