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16 ON SUBGROUP CONJUGACY SEPARABILITY OF
HYPERBOLIC QVH-GROUPS
OLEG BOGOPOLSKI AND KAI-UWE BUX
Abstract. A group G is called subgroup conjugacy separable (abbreviated as
SCS) if any two finitely generated and non-conjugate subgroups of G remain
non-conjugate in some finite quotient of G. An into-conjugacy version of SCS
is abbreviated by SICS. We prove that if G is a hyperbolic group, H1 is a qua-
siconvex subgroup of G, and H2 is a subgroup of G which is elementwise con-
jugate into H1, then there exists a finite index subgroup of H2 which is conju-
gate into H1. As corollary, we deduce that fundamental groups of closed hyper-
bolic 3-manifolds and torsion-free small cancellation groups with finite C′(1/6) or
C′(1/4) − T (4) presentations are hereditarily quasiconvex-SCS and hereditarily
quasiconvex-SICS, and that surface groups are SCS and SICS. We also show that
the word “quasiconvex” cannot be deleted for at least small cancellation groups.
1. Introduction
A group G is called subgroup conjugacy separable (SCS) if the following condition
holds:
For any two finitely generated subgroups H1 and H2 that are not conjugate in
G, there is a homomorphism of G onto a finite quotient G such that the images of
H1 and H2 are not conjugate in G.
This property logically continues the following series of well known properties of
groups: residual finiteness, conjugacy separability (CS), and subgroup separability
(LERF). Note that SCS-groups are residually finite, but there are residually finite,
and even conjugacy separable groups, which are not SCS-groups. The SCS-property
is relatively new and not much is known about, which groups enjoy this property.
In [16], Grunewald and Segal proved that all virtually polycyclic groups are SCS
(see also Theorem 7 in Chapter 4 of [39]). In the preprint [6], Bogopolski and
Grunewald proved that free groups and some virtually free groups are SCS. In
the preprint [2], Bogopolski and Bux proved that the fundamental groups of closed
orientable surfaces are SCS. Chagas and Zalesskii [9] generalized this to limit groups.
To formulate our results, we need the following definitions:
1991 Mathematics Subject Classification. Primary 20E26, 20F65. Secondary 20F67, 20F38.
† This research was partially supported by SFB 701, “Spectral Structures and Topological
Methods in Mathematics”, at Bielefeld University.
1
2 OLEG BOGOPOLSKI AND KAI-UWE BUX
(1) For two subgroups A and B of a group C, we say that A is conjugate into B
if Ac 6 B for some element c ∈ C. Here Ac = c−1Ac.
A group G is called subgroup into conjugacy separable (SICS) if the fol-
lowing condition holds:
For any two finitely generated subgroups H1 and H2 such that H2 is not
conjugate into H1 in G, there is a homomorphism from G onto a finite
quotient G such that the image of H2 is not conjugate into the image of H1
in G.
(2) The class of groups possessing local retractions is defined in Definition 2.4.
This class was introduced by Long and Ride [23, Introduction] and is denoted
by LR. Results of Hall [19] and Scott [38] imply that free groups and closed
surface groups lie in the class LR. Wilton [42, Theorem B] proved that limit
groups lie in the class LR.
(3) For hyperbolic groups the notion ‘a quasiconvex subgroup’ is well defined,
i.e., it does not depend on the choice of generating sets. It is well known
that quasiconvex subgroups of hyperbolic groups are finitely generated. We
say that a hyperbolic group G is quasiconvex-SICS (quasiconvex-SCS) if it
satisfies the above definitions of SICS (SCS) with replacing the words finitely
generated by quasiconvex.
(4) Let P be a property of a group. We say that G is hereditarily P if all finite
index subgroups of G have the property P.
Our main theorem is the following:
Theorem A. (see Theorem 7.11) Let G be a hyperbolic group, let H1 be a qua-
siconvex subgroup of G, and let H2 be an arbitrary subgroup of G. Suppose that H2
is elementwise conjugate into H1. Then there exists a finite index subgroup of H2
which is conjugate into H1.
We deduce from this two corollaries:
Corollary B. (see Corollary 6.3) Let G be a torsion-free hyperbolic group with
the property LR. If G is hereditarily CS, then G is hereditarily SICS and SCS.
Our argument does not allow to leave out the word heridetarily.
The following corollary is about hyperbolic groups in the class QVH, see Defi-
nition 5.2. This class was introduced by Wise [44, Definition 11.5] in the process
of solution of the virtual Haken conjecture (see the surveys of Bestvina [5] and
Friedl [10]).
Corollary C. (see Corollary 6.4) Every torsion-free hyperbolic groups from the
class QVH is hereditarily quasiconvex-SICS and hereditarily quasiconvex-SCS.
In particular, the following groups possess these properties:
(1) Fundamental groups of closed hyperbolic 3-manifolds.
(2) Torsion-free groups with finite C ′(1/6) or C ′(1/4) − T (4) presentations.
(3) Surface groups.
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Remark. (1) An alternative proof of a variant of Corollary C is given by Chagas
and Zalesskii in [9, Theorem 1.2].
(2) As mentioned above, every quasiconvex subgroup of a hyperbolic group is
finitely generated. The converse is true for all surface groups, but is not true for
some small cancellation groups; and it is not true for all fundamental groups of closed
hyperbolic 3-manifolds (see Remark 2.3). Thus, surface groups are hereditarily SICS
and hereditarily SCS; this was already proved in [2] by another method.
Theorem D (2) below shows that not all torsion-free groups with finite C ′(1/6)
presentations are SICS/SCS. We do not know whether fundamental groups of hy-
perbolic 3-manifolds are SICS/SCS.
The following theorem shows that, in general, CS does not imply SICS and SCS,
and that SCS does not imply SICS.
Theorem D. (see Proposition 8.2 and Corollary 8.7)
(1) There exists a finitely generated torsion free nilpotent group which is SCS,
but not SICS.
(2) There exists a torsion-free group with finite C ′(1/6) presentation that is
hereditarily CS, but is not SICS and is not SCS.
The structure of the paper is the following. In Section 2 we give an information
on quasi-convex subgroups and retracts. Since our strategy is to deduce SCS from
SICS, we study in Section 3, in which cases this is possible. In particular, we show
that SCS follows from SICS in the class of LR-groups, and that qusiconvex-SCS
follows from qusiconvex-SICS in the class of hyperbolic groups.
In most applications we work with groups from the class LR. Therefore we study
in Section 4, when SICS can be carried to a finite index overgroup. In Section 5 we
summarize definitions and results on QVH-groups. In Section 6, we deduce Corol-
laries B and C from a corollary to Theorem A. Theorem A is proven in Section 7.
In Section 8, we discuss algorithmic problems concerning SICS and SCS. We
deduce Theorem D from undecidability of some of these problems and with the
help of constructions of Segal and Rips.
2. Quasiconvex subgroups and retracts
Definition 2.1. (1) Let ǫ > 0. A subset Y of a geodesic metric space X is called
ǫ-quasiconvex if every geodesic with ends in X lies in the ǫ-neighborhood of X.
A subset Y ⊆ X is called quasiconvex, if Y is ǫ-quasi-convex for some ǫ > 0.
(2) A subgroup H of a hyperbolic group G is called quasiconvex if H is a quasi-
convex subset in the Cayley graph Γ(G,Y ) with respect to some (and then any)
finite generating set Y of G (see Remark 2.2).
(3) Let λ > 1 and ǫ > 0. Let (Z1, d1) and (Z2, d2) be two metric spaces. A map
f : Z1 → Z2 is called a (λ, ǫ)-quasi-isometric embedding if for every x, y ∈ Z1 holds
1
λ
· d2(f(x), f(y))− ǫ 6 d1(x, y) 6 λ · d2(f(x), f(y)) + ǫ
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A map f : Z1 → Z2 is called a quasi-isometric embedding if it is a (λ, ǫ)-quasi-
isometric embedding for some λ > 1 and ǫ > 0.
Remark 2.2. Groups can be considered as metric spaces with respect to a chosen
generating set. In the category of finitely generated groups, the notion ‘a quasicon-
vex subgroup’ is not well defined (it may happen that a f.g. subgroup H of a f.g.
group G is quasiconvex with respect to some finite generating set of G and is not
quasiconvex with respect to another). However, the notion ‘a quasi-isometric map’
in this category is well defined.
If we restrict to hyperbolic groups G, then both notions are well defined and
closely related: A subgroup H of a hyperbolic group G is quasiconvex if and only
if H is finitely generated and the natural embedding H →֒ G is a quasi-isometric
embedding. Moreover, quasiconvex subgroups of hyperboloic groups are hyperbolic.
Remark 2.3. (i) Every finitely generated subgroup of a surface group is quasi-
convex by [12, Corolary 3.8].
(ii) By the Rips construction [36], there exists a torsion-free group G with a
finite C ′(1/6)-presentation that contains a finitely generated but not finitely
presented subgroup H. This H is not quasiconvex since every quasiconvex
subgroup of a hyperbolic group must be finitely presented.
(iii) For every closed hyperbolic 3-manifold M , the fundamental group π1(M)
contains a finitely generated but not a quasiconvex subgroup. Indeed, the
virtual fibering conjecture, proved in [1, Theorem 9.2], says that M admits
a finite-sheeted cover M˜ → M such that M˜ fibers over the circle, where
the fiber is a closed compact surface S. Hence, there exists a short exact
sequence
1→ π1(S)→ π1(M˜)→ Z→ 1.
In particular, π1(S) is a normal subgroup of infinite index in π1(M˜). But
every infinite quasiconvex subgroup in a hyperbolic group has finite index
in its normalizer (see [26, Theorem 2]). Thus, π1(S) is not quasiconvex in
π1(M˜ ), and hence in π1(M).
Definition 2.4. A subgroupH of a group G is called a retract of G if there exists an
epimorphism f : G → H with f|H = id. The epimorphism f is called a retraction.
Equivalently, H is retract of G if G = K⋊H for some subgroupK of G. A subgroup
H of G is called a virtual retract of G if H is a retract of a finite index subgroup
of G. According to Long and Ride [23, Introduction], a group G has property LR
(it admits local retractions) if every finitely generated subgroup H 6 G is a virtual
retract of G. We call such groups LR-groups.
Retracts have useful properties and applications.
Lemma 2.5. Retracts in finitely generated groups are quasi-isometrically embedded
into the ambient group. Retracts in hyperbolic groups are quasiconvex.
Proof. Let f : G → H be a retraction of groups. Suppose that Y is a finite
generating set of G containing a finite generating set X of H. Let dY and dX be the
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corresponding word metrics on G and H. Set M = max
y∈Y
dX(f(y)). To show that
the natural embedding H →֒ G is a quasi-isometric embedding, it suffices to show
that for every h ∈ H holds
dY (h) 6 dX(h) 6 M · dY (h).
The first inequality holds since X ⊆ Y . The second one follows from the fact that
if h = y1 . . . yn with factors from Y ∪ Y
−1 and n = dY (h), then h = f(y1) . . . f(yn).
The last statement of this lemma follows from the last paragraph of Remark 2.2. ✷
Lemma 2.6. Let G be a group with the unique root property. Then retracts of G
are closed under taking of roots. In particular, retracts of torsion-free hyperbolic
groups are closed under taking of roots.
Proof. Let f : G → H be a retraction. Suppose that g ∈ G is such that gn ∈ H
for some n ∈ N. Then f(g)n = f(gn) = gn. Since G has the unique root property,
we have g = f(g) ∈ H.
The last statement follows from the fact that torsion-free hyperbolic groups have
the unique root property. The latter follows from the fact that nontrivial elements of
torsion-free hyperbilic groups have cyclic centralizers (see [7, Chapter III.Γ, Corol-
lary 3.10 (2)]). ✷
3. When SICS implies SCS
We say that an automorphism α : G→ G of the group G expands (or contracts)
a subugroup H 6 G if H < Hα (or H > Hα, respectively) is a strict inclusion. We
call an automorphism α : G → G expanding (or contracting) if there is a finitely
generated subgroup H 6 G that is expanded (or contracted) by α.
Lemma 3.1. Let H1 and H2 be two finitely generated subgroups of a group G.
Assume that G does not admit expanding inner automorphisms. If H2 conjugates
into H1 and H1 conjugates into H2, then H1 and H2 are conjugate. More precisely,
for any two elements g, h ∈ G with Hg2 6 H1 and H
h
1 6 H2 one already has equality:
Hg2 = H1 and H
h
1 = H2.
Proof. We have H1 6 H
h−1
2 6 H
g−1h−1
1 . Put f := g
−1h−1 and consider the
associated inner automorphism. Since it is not expanding, the inclusion H1 6 H
f
1
is not strict. Hence H1 = H
f
1 that implies H
h
1 = H2 and H
g
2 = H1. ✷
Proposition 3.2. Suppose that a group G does not admit expanding inner auto-
morphisms and is SICS, then it is SCS.
Proof. Let H1 and H2 be two non-conjugate finitely generated subgroups of G.
By Lemma 3.1, H1 is not conjugate into H2 or H2 is not conjugate into H1. Both
cases are symmetric and we assume that H2 is not conjugate into H1. Since G is
SICS, there exists a homomorphism from G onto a finite group G such that the
image of H2 is not conjugate into the image of H1 in G. In particular, the image of
H2 is not conjugate to the image of H1 in G. Hence, G is SCS. ✷
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Lemma 3.3. LR-groups do not admit expanding inner automorphisms.
Proof. Suppose the contrary, that is, there exists an LR-group G, a finitely
generated subgroup H of G, and an element g ∈ G such that H is strictly contained
in Hg. By definition of an LR-group, there exists a subgroup G0 of finite index in
G containing H and a retraction f : G0 → H. Then g
n ∈ G0 for some n ∈ N. Since
Hg
−1
< H 6 G0, we have H
g−n 6 G0. Moreover, H
g−n is strictly contained in H.
For each h ∈ H, we have
hg
−n
= f(hg
−n
) = f(h)f(g
−n) = hf(g
−n).
Thus, restricted toH, conjugation by g−n is an inner automorphism of H, namely
conjugation by f(g−n). Hence Hg
−n
= H and conjugation by g cannot expand H.
✷
Corollary 3.4. If an LR-group is SICS, then it is SCS.
Remark 3.5. Suppose that G is a hyperbolic group andH is an infinite quasiconvex
subgroup of G. Mihalik and Towle show in [26], more precisely in item (2) of their
main theorem (formulated only in the abstract), that no inner automorphism of G
can contract (nor expand) H. Since finite subgroups cannot be expanded either, we
deduce the following corollary.
Corollary 3.6. If a hyperbolic group is quasiconvex-SICS, then it is quasiconvex-
SCS.
4. Passing to finite index overgroups
For a compact formulation of further results, we need the following terminology:
Let H1 and H2 be finitely generated subgroups of G. We say that H1 is con-sepa-
rated from H2 within G if there is a finite index subgroup D 6 G containing H1
such that H2 is not conjugate into D. We call D a witness of con-separation. Note
that being con-separated is not a symmetric relation. We call H1 con-separated in
G if H1 is con-separated from any finitely generated subgroup H2 6 G that is not
already conjugate into H1.
Lemma 4.1. Let H1,H2 be subgroups of a group G. Then the following conditions
are equivalent:
(1) H1 is con-separated from H2 within G;
(2) There exists a homomorphism from G onto a finite group G such that the
image of H2 is not conjugate into the image of H1.
Proof. (1)⇒ (2): Let D be the witness of con-separation for H1 from H2. Then
D contains a finite index subgroup N which is normal in G. Obviously, the image
of H2 in G/N is not conjugate into the image of H1.
(2) ⇒ (1): If ϕ : G → G is the homomorphism from (2), then D := H1 · kerϕ is
the witness of con-separation for H1 from H2. ✷
The following lemma enables to push the con-separability within a finite index
subgroup to the con-separability within the whole group.
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Lemma 4.2. Let G1 be a finite index subgroup of G, and let H1 6 G1 and H2 6 G
be finitely generated. Let g1, . . . , gk be a set of representatives for the left cosets
G/G1. If H1 is con-separated from H
gi
2 in G1 for each i such that H
gi
2 is a subgroup
of G1, then H1 is con-separated from H2 in G. In particular, if H1 is con-separated
in G1 it is also con-separated in G.
Proof. If Hgi2 is contained in G1, let Di 6 G1 be a witness that H1 is con-
separated from Hgi2 within G1. Otherwise, put Di := G1. Note that in either case,
Hgi2 is not conjugate into Di by a conjugating element of G1.
We claim thatH1 is con-separated fromH2 withinG with witnessD := D1∩· · ·∩Dk.
For contradiction, assume Hg2 6 D for some g ∈ G. We write g = gih for some
h ∈ G1. Then H
gih
2 6 D 6 Di whence H
gi
2 would be conjugate into Di by a
conjugating element of G1. This is a contradiction. ✷
Definition 4.3. A subgroup H of G is called conjugacy distinguished in G if for
every element g ∈ G that is not conjugate into H, there exists a homomorphism
f : G→ G with finite G such that f(g) is not conjugate into f(H).
Remark 4.4. The following definition is equivalent to Definition 4.3:
A subgroup H of G is called conjugacy distinguished in G if for every element
g ∈ G that is not conjugate into H, there exists a subgroup D of finite index in G
such that D contains H and g is not conjugate into D.
The following lemma can be proved analogously if we replace the subgroup
H2 6 G by an element h2 ∈ G and the words “con-separated” by “conjugacy
distinguished”.
Lemma 4.5. Let G1 be a finite index subgroup of G, and let H1 6 G1. If H1 is
conjugacy distinguished in G1, then it is conjugacy distinguished in G.
5. The class QVH introduced by D.T. Wise
This section aims to help the reader to keep track in a variety of new definitions
and results that appeared in the course of the Wise and Agol proof of the virtually
Haken conjecture. We recommend short surveys of Bestvina [5] and Friedl [10],
and the long preprint of Wise [44] for interested reader. A substantial role in this
subject play cube complexes, see [7] for instance. In 1995, Sageev [37] introduced
nonpositively curved cube complexes. In 2008, Haglund and Wise [18] introduced
special cube complexes. The definition of a special cube complex is rather technical,
therefore we skip it here and concentrate on group-theoretical aspects.
Definition 5.1. A group G is said to be virtually (compact) special if it contains
a finite index subgroup H such that H = π1(X) for some (compact) special cube
complex X.
Definition 5.2. [44, Definition 11.5] Let QVH (the letters abbreviate the words
quasiconvex, virtual, and hierarchy) denote the smallest class of groups that satisfies
the following axioms.
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(1) 1 ∈ QVH.
(2) If G = A ∗B C and A,C ∈ QVH and B is finitely generated and embeds by
a quasi-isometric embedding into G, then G is QVH.
(3) If G = A∗B and A ∈ QVH and B is finitely generated and embeds by a
quasi-isometric embedding into G, then G is in QVH.
(4) If G contains a finite index subgroup H with H ∈ QVH, then G ∈ QVH.
Remark 5.3. By [22, Section 6, Theorems 4 and 6], if G ∈ QVH is hyperbolic, then
the groups at each step of the hierarchic construction related to G are quasiconvex
in G, and hence hyperbolic. Therefore the class of hyperbolicQVH-groups coincides
with the class of QVH-groups defined by Agol in [1, Definition 2.6].
Theorem 5.4. (see [44, Theorem 13.3], [1, Theorem A.42]) A hyperbolic group is
in QVH if and only if it is virtually compact special.
We remark that in [44, Theorem 13.3], the word “compact” is left out. However,
the proof given there, using [44, Theorem 13.1] and induction along the hierarchy,
yields the result as stated above.
There is a geometric source for virtually compact special groups:
Theorem 5.5. (see [1, Theorem 1.1]) Let G be a hyperbolic group acting properly
and cocompactly on a CAT(0) cube complex X. Then G has a finite index subgroup
F acting specially on X.
We observe that such G is virtually compact special provided that, additionally,
G is virtually torsion-free: the finite index subgroup F from Theorem 5.5 acts freely
and specially on X; thus the quotient F \X ist non-positively curved, and so it is
special by [18, Lemma 9.12].
We summarize some known facts on virtually compact special groups in the
following lemma.
Lemma 5.6. The following groups are virtually compact special:
(1) Hyperbolic groups in the class QVH.
(See Theorem 5.4.)
(2) Fundamental groups of closed hyperbolic 3-manifolds.
(This is a combination of results of several authors. See the survey of
Friedl [10, Theorem 7.13, Figure 6, and around]; see the whole [10, Sec-
tion 7] for other classes of 3-manifold groups.)
(3) Hyperbolic Coxeter groups.
(Niblo and Reeves showed in [32, Theorem 1] that any finitely generated
Coxeter group G acts properly on a CAT(0) cube complex X. Moreover,
this action is cocompact if G is a hyperbolic Coxeter group [32, Theorem 5].
Haglund and Wise proved in [17, Theorem 1.2] that any finitely generated
Coxeter group G has a finite index torsion-free subgroup F such that F \X
is special.)
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(4) Virtually torsion-free groups with finite C ′(1/6) or C ′(1/4) − T (4) presen-
tations.
(Indeed, in [43, Theorem 1.2] Wise showed that such groups act properly and
cocompactly on CAT(0) cube complexes. Then apply Theorem 5.5 and the
observation after it.)
(5) One-relator torsion groups.
(By Newman’ spelling theorem (see [24, Chapter IV, Theorem 5.5]) such
groups have Dehn’s presentation, and hence they are hyperbolic; they lie in
the class QVH by [44, Corollary 18.2]).
(6) Surface groups.
(These groups evidently lie in the class QVH.)
Note, that if a hyperbolic group is residually finite, then it is virtually torsion
free since it has only finitely many conjugacy classes of torsion elements. In this
case the words ‘virtually torsion free’ in (4) can be omitted.
We will use the following theorems.
Theorem 5.7. [30, Theorem 1.1] Let G be a hyperbolic group in the class QVH.
Then G is hereditarily conjugacy separable.
Theorem 5.8. [5, Proposition 4.1(1)] Let G be a hyperbolic group in the class QVH.
Then every quasiconvex subgroup H in G is a virtual retract of G.
6. Corollaries
In this section we deduce Corollaries 6.2 and 6.3 from Theorem 7.11. The follow-
ing lemma is a variant of Lemma 6 from [35]. We will give its proof for completeness.
Lemma 6.1. (see [35, Lemma 6]) Let G be a conjugacy separable group and let H
be a retract of G. Then H is conjugacy distinguished.
Proof. Let f : G → H be a retraction and let K = ker(f). Then G = K ⋊ H.
Let Gi, i ∈ I, be all finite index normal subgroups of G. We set Ki = Gi ∩K. We
prove that if g ∈ G is not conjugate into H, than g is not conjugate into some finite
index subgroup of G containing H, see Remark 4.4.
Suppose the contrary. Then g is conjugate into KiH for every i ∈ I (since KiH
has finite index in G = KH), i.e., gxi = kihi for some xi ∈ G, ki ∈ Ki and hi ∈ H.
This implies f(gxi) = f(hi) = hi, hence g
xi = kif(g)
f(xi). Then gxi and f(g)f(xi)
have the same images in G/Ki, and hence in G/Gi. In particular, g is conjugate
to f(g) modulo each Gi. Since G is conjugacy separable, g is conjugate to f(g).
Hence, g is conjugate into H, a contradiction. ✷
Lemma 6.2. Let G be a conjugacy separable torsion-free hyperbolic group. If H1
is a retract of G, then H1 is con-separated from every subgroup of G that is not
already conjugate into H1.
Proof of Lemma 6.2 from Corollary 7.13. Let H2 be an arbitrary subgroup of
G that is not conjugate into H1. By Corollary 7.13, there is therefore an element
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h ∈ H2 that already is not conjugate into H1. By assumption, G is conjugacy
separable. By Lemma 6.1, the group H1 is conjugacy distinguished in G. Thus,
there is a finite quotient of G witnessing that h is not conjugate into H1. This
quotient then also witnesses that H2 is not conjugate into H1. ✷
The following corollary is the “heredity” version of Lemma 6.2.
Corollary 6.3. Let G be a torsion-free hyperbolic group with the property LR. If G
is hereditarily CS, then G is hereditarily SICS and SCS.
Proof. The property LR is inherited by subgroups. Therefore and by Corol-
lary 3.4, it suffices to prove that G is SICS.
We have to show that every finitely generated subgroup H1 6 G is con-separated
in G. By assumption, H1 is a retract of a finite index subgroup L 6 G. By
Lemma 4.2, it suffices to show that H1 is con-separated in L from every subgroup
of L. Since L is conjugacy separable, we are in the situation of Lemma 6.2 and the
claim follows. ✷
Corollary 6.4. Every torsion-free hyperbolic groups from the class QVH is heredi-
tarily quasiconvex-SICS and hereditarily quasiconvex-SCS. In particular, the follow-
ing groups possess these properties:
(1) Fundamental groups of closed hyperbolic 3-manifolds.
(2) Torsion-free groups with finite C ′(1/6) or C ′(1/4) − T (4) presentations.
(3) Surface groups.
Proof. The first statement follows from Lemma 6.2, since the assumptions of this
lemma are fulfilled by Theorems 5.7 and 5.8. The groups in (1)-(3) belong to the
considered class. ✷
7. Hyperbolic groups and SICS
The main result in this section is Theorem 7.11. We use the following result of
B.H. Neumann.
Theorem 7.1. [31, Lemma 4.1] Suppose that (Hi)i∈I is a finite family of subgroups
of a group G and (xi)i∈I is a finite family of elements of G with the property G =
∪
i∈I
Hixi. Then there exists i ∈ I such that Hi has a finite index in G.
The notion of a hyperbolic group derives from the notion of a hyperbolic space.
There are several equivalent definitions. We use:
Definition 7.2. (see [7]) Let (X , d) be a geodesic metric space. To shorten nota-
tion, we use |AB| for d(A,B). Any geodesic segment between A,B is denoted by
[A,B]. More generally, any geodesic n-gon with vertices A1, A2, . . . , An is denoted
by [A1, A2, . . . , An].
Let A,B,C ∈ X . The Gromov inner product of B,C with respect A is
(B,C)A =
1
2
(
|AB|+ |AC| − |BC|
)
.
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Let δ > 0. A geodesic triangle [A1, A2, A3] in X is called δ-thin if for any vertex
Ai and any two points P ∈ [Ai, Aj ], Q ∈ [Ai, Ak], where {i, j, k} = {1, 2, 3} the
following implication is satisfied:
|AiP | = |AiQ| 6 (Aj , Ak)Ai =⇒ |PQ| 6 δ.
A geodesic metric space X is called δ-hyperbolic if every geodesic triangle in X is
δ-thin.
As said above, there are several definition. They all agree on what is considered
a hyperbolic space. However, they differ with respect to the hyperbolicity constant.
A feature common to all definitions of δ-hyperbolicity is that a δ-hyperbolic space
is δ′-hyperbolic for each δ′ > δ. Since there are only finitely many such definitions
used in the literature, we choose a δ such that our space is δ-hyperbolic in any sense
used. This trick allows us to quote results from various sources without worrying
which definition is employed. The alternative would be to convert hyperbolicity
constants, which we consider more confusing.
Directly from this definition it follows that each side of a δ-thin triangle is con-
tained in the δ-neighborhood of the union of the other two sides. This can be turned
into one of the competing definitions.
We use the following two lemmas about the closeness of a polygonal line in the
δ-hyperbolic space to a geodesic segment connecting the endpoints of this line.
Lemma 7.3. [34, Lemma 21] Let c > 14δ and c1 > 12(c + δ), and suppose that
a geodesic n-gon [A1, . . . , An] in a δ-hyperbolic metric space satisfies the conditions
|Ai−1Ai| > c1 for i = 2, . . . , n and (Ai−2, Ai)Ai−1 < c for i = 3, . . . , n. Then
the polygonal line ρ = [A1, A2] ∪ [A2, A3] ∪ · · · ∪ [An−1, An] is contained in the
2c-neighborhood of the side [An, A1], and the side [An, A1] is contained in the 14δ-
neighborhood of ρ.
Lemma 7.4. Let [A,B,C,D] be a geodesic rectangle in a δ-hyperbolic metric space.
Then the following statements are satisfied.
(1) The polygonal line [A,B]∪[B,C]∪[C,D] is contained in the 2∆-neighborhood
of [A,D], where ∆ = max{|AB|, |CD|} + δ.
(2) Suppose such that |BC| > |AB|+ |CD|+2δ. Let [B1, C1] be the subsegment
of [B,C] such that |BB1| = |AB|+ δ and |C1C| = |CD|+ δ. Then [B1, C1]
is contained in the 2δ-neighborhood of [A,D].
Proof. First we prove (2); see Fig. 1. Let X ∈ [B1, C1]. Since |BX| > |BB1| =
|BA| + δ, there exists Y ∈ [A,C] with |XY | 6 δ. Since |CY | > |CX| − |XY | >
|CC1| − δ = |CD|, there exists Z ∈ [A,D] with |Y Z| 6 δ. Then |XZ| 6 2δ.
To prove the statement (1), we note that
• [A,B] ∪ [B,B1] is contained in the 2∆-neighborhood of A,
• [D,C] ∪ [C,C1] is contained in the 2∆-neighborhood of D,
12 OLEG BOGOPOLSKI AND KAI-UWE BUX
• [B1, C1] is contained un the 2δ-neighborhood of [A,D] by (2). ✷
B1 C1X
Y
ZA D
B C
Figure 1.
We will often use the following lemma.
Lemma 7.5. (see [7, Chapter III.H, Theorem 1.7]) For all δ > 0, λ > 1, ǫ > 0
there exists a constant R = R(δ, λ, ǫ) with the following property:
If X is a δ-hyperbolic space, ρ is a (λ, ǫ)-quasi-geodesic in X and [p, q] is a geodesic
segment joining the endpoints of ρ, then the Hausdorff distance between [p, q] and
the image of ρ is less than R.
The length of an element g ∈ G with respect to S, denoted |g|, is the minimal
nonnegative integer number k such that g = x1 . . . xk, where x1, . . . , xk ∈ S ∪ S
−1.
The Cayley graph Γ(G,S) is endowed by the metric, for which every edge has
length 1.
A finitely generated group G is called δ-hyperbolic with respect to a finite gen-
erating set S if the Cayley graph Γ(G,S) is a δ-hyperbolic metric space. It is well
known that changing the finite generating set leads to changing the hyperbolicity
constant δ (see [7]). Thus, the notion a hyperbolic group is well defined.
Definition 7.6. Let G be a group with a fixed finite generating set S. For elements
u, v ∈ G and a real number c > 0, we write uv = u ·
c
v if 12(|u| + |v| − |uv|) < c.
In other words, the Gromov inner product (u−1, v)1 is smaller than c. Also we write
uvw = u ·
c
v ·
c
w if uv = u ·
c
v and vw = v ·
c
w.
Lemma 7.7. [3, Lemma 2.22] Let G be a δ-hyperbolic group with respect to a finite
generating set. Let a, b ∈ G, b 6= 1. For every integer k > 0 and every z ∈ G, there
exists x ∈ G and 0 6 l 6 k such that z−1abkz = x−1 ·
c
bk−labl ·
c
x, where c = c(a, b)
does not depend on z and k.
Recall that a group is called elementary if it contains a cyclic subgroup of finite
index. For every hyperbolic group G and every element g ∈ G of infinite order,
there exists a unique maximal elementary subgroup containing g, which is denoted
by E(g), see [15, 33]. Note that E(g) coincides with the commensurator of the cyclic
group 〈g〉 that coincides with the stabilizer of the unordered pair of endpoints of
the quasi-geodesic i→ gi, i ∈ Z.
Lemma 7.8. Let G be a hyperbolic group with a fixed finite generating set S. Sup-
pose that b ∈ G is an element of infinite order and a ∈ G \ E(b). Then there exist
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real numbers λ > 1 and ǫ > 0 such that for all nonnegative integers k, l the curve
bkabl is a (λ, ǫ)-quasigeodesic.
Proof. Let Γ be the Cayley graph of G with respect to S and let ∂Γ be the
boundary of Γ. We consider a bi-infinite curve γ in Γ with the label . . . bbb·a·bbb . . . .
We write γ = β1αβ2, where the labels of β1, α, and β2 are . . . bbb, a, and bbb . . . ,
respectively. Since b has infinite order, the curves β1 and β2 are quasi-geodesics
with one end on ∂Γ.
Suppose that γ(−∞) 6= γ(∞). By Lemma 3.2 from [7, Chapter III.H], there
exists a geodesic line c : R → Γ with c(−∞) = γ(−∞) and c(∞) = γ(∞). We
split c into two rays c = c1c2. Since the ray c2 and the quasi-geodesic β2 have
the same end on the boundary, they are uniformly close (see Lemma 3.3 from [7,
Chapter III.H]). Analogously, c1 and β1 are uniformly close. Therefore, c and γ are
uniformly close. This implies that γ is a quasi-geodesic.
Now suppose that γ(−∞) = γ(∞). Then the rays β−11 and β2 have the same
end on the boundary. Let A and B be their initial points in Γ. Since β1 and β2
are uniformly close, there exists a constant K > 0 such that d(Ab−t, Bbt) 6 K for
all t ∈ N. Therefore there exist distinct t1, t2 ∈ N such that (Ab
−t1)−1(Bbt1) =
(Ab−t2)−1(Bbt2). Note that a = A−1B. Setting s := t1 − t2, we deduce that
a−1bsa = b−s. By Theorem [11, Chapter 8, Theorem 37], a subgroup of a hyperbolic
group is ether virtually cyclic, or contains a nonabelian free group. Therefore 〈a, b〉
is virtually cyclic, hence a ∈ E(x), a contradiction. ✷
Corollary 7.9. Let G be a δ-hyperbolic group with respect to a finite generating
set S. Suppose that b ∈ G has infinite order and a ∈ G \ E(b). Then there exist
increasing linear functions f : R+ → R and h : R+ → R+ with the following
property:
if ρ is the curve in Γ with the label x−1 ·
c
bkabl ·
c
x, where x ∈ G, c > 14δ, and
k, l > 0, k + l > f(c), and [P,Q] is a geodesic segment joining the endpoints of ρ,
then ρ is contained in the h(c)-neighborhood of [P,Q].
Proof. We set
f(t) :=
12(t+ δ)λ − |a|+ λǫ+ 1
|b|
, h(t) = R(δ, λ, ǫ) + 24t+ 26δ,
where λ, ǫ are from Lemma 7.8 and R(δ, λ, ǫ) is from Lemma 7.5. Let k, l > 0 and
k + l > f(c).
We write ρ = ρ1ρ2ρ3, where the labels of ρ1, ρ2, ρ3 are x
−1, bkabl, x, respectively.
Consider the polygonal line ρ′ = ρ1ρ
′
2ρ3, where ρ
′
2 is a geodesic connecting the end-
points of ρ2 (see Fig. 2). By Lemma 7.5, ρ2 lies in the R = R(δ, λ, ǫ)-neighborhood
of ρ′2. Thus, it suffices to prove that ρ
′ lies in the (24c+26δ)-neighborhood of [P,Q].
Since ρ2 is a (λ, ǫ)-quasi-geodesic, we have
l(ρ′2) = |b
kabl| >
(k + l)|b|+ |a|
λ
− ǫ >
(f(c))|b| + |a|
λ
− ǫ > 12(c + δ).
If |x| > 12(c + δ), then ρ′ satisfies the assumptions of Lemma 7.3; hence ρ′ is
contained in the 2δ-neighborhood of [P,Q].
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If |x| 6 12(c+ δ), then by Lemma 7.4(1), ρ′ is contained in the 2∆-neighborhood
of [P,Q], where 2∆ = 2(|x| + δ) 6 24c + 26δ. ✷
x−1 x
b bb ba
P Q
ρ′
2
ρ1 ρ3
Figure 2.
Lemma 7.10. Let G be a δ-hyperbolic group with respect to a finite generating
set S. Let H be a quasiconvex subgroup of G. For every u, v, b ∈ G, where b has
infinite order, there exist numbers s = s(b), r = r(b) (independent of u, v), and
n0 = n0(b, |u|+ |v|) from N such that n0 is increasing in the second variable and the
following holds:
If ubnv ∈ H for some n > n0, then there exists g ∈ G with |g| 6 r such that
(1) g−1bs1g ∈ H for some 0 < s1 6 s,
(2) bs0v ∈ gH for some 0 6 s0 < s1.
Proof. We choose minimal words representing u, b, v in the alphabet S and denote
them by the same symbols. First we define some constants which we will use later.
• Let [bi, bi+1] be the geodesic segment in Γ(G,S) labelled by b. The curve
∪
i∈Z
[bi, bi+1]
is a (λ, ǫ)-quasi-geodesic, where λ, ǫ depend only on b.
• Let R = R(δ, λ, ǫ) be the constant defined in Lemma 7.5 and ǫ1 be the
quasiconvexity constant of H. We set r(b) = R+ |b|+ 2δ + ǫ1.
• Let ∆ > 2δ be an arbitrary real number. We set n∆ to be the minimal
integer such that the following inequality is satisfied:
n∆|b|
λ
− ǫ > 3(|u| + |v|+∆).
Below we will choose an appropriate ∆ and set n0 := n∆. Until this moment ∆ is
as above. Let n > n∆. We define the following curves in the Cayley graph Γ(G,S):
– the geodesic α from 1 to u with the label u,
– the curve β from u to ubn with the label bn,
– the geodesic γ from ubn to ubnv with the label v.
Let β′ be a geodesic from u to ubn and β′′ be a geodesic from 1 to ubnv (see
Fig. 3). Since β is a (λ, ǫ)-quasigeodesic, we have
l(β′) >
l(β)
λ
− ǫ =
n|b|
λ
− ǫ > 3(|u|+ |v|+∆). (7.1)
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By Lemma 7.4(2), applied to the geodesic rectangle with the sides α, β′, γ, and
β′′, the middle third of β′ is contained in the 2δ-neighborhood of β′′. Therefore, for
each point B in the middle third of β′, there exists a point C in β′′ with |BC| 6 2δ.
Since the geodesic β′ lies in the R-neighborhood of the quasigeodesic β, there exists
A = ubt in β such that |AB| 6 R + |b|. Since the geodesic β′′ lies in the ǫ1-
neighborhood of H, there exists D ∈ H such that |CD| 6 ǫ1. Thus
|AD| 6 R+ |b|+ 2δ + ǫ1 = r(b).
u v
b b
1 h = ubnv
A
B
C
D
A′
B′
C ′
D′
H
Figure 3.
By (7.1), the length of the middle third of β′ is larger than ∆. If we take
∆ > 1 + N , where N is the number of words in the alphabet S± with length
up to r(b), then the labels of geodesics [A,D] will repeat when B moves along a
segment of length ∆ in the middle third of β′. We take ∆ := 2(R+ |b|+ 1)(2 +N)
to guarantee that there exists a repetition label([A,D]) = label([A′,D′]) with the
additional property
2(R + |b|) < |BB′| < ∆− 2(R+ |b|).
This implies 0 < |AA′| < ∆.
Thus, there exist two points A = ubt and A′ = ubt
′
on β, and two points D,D′
in H, and a constant s = s(b) such that 0 < t′ − t < s and the geodesics [A,D]
and [A′,D′] represent the same element g ∈ G with |g| 6 r(b). The label of the
corresponding path DAA′D′ is g−1bs1g, where s1 = t
′ − t. Since D,D′ ∈ H, we
have property (1).
Then D = ubtg ∈ H. Write n − t = ks1 + s0 for some integers k and s0 with
0 6 s0 < s1. Then
ubnv = ubtg · (g−1bs1g)k · g−1bs0v.
Since the elements ubnv, ubtg, and g−1bs1g lie in H, we have g−1bs0v ∈ H, and
property (2) follows. This shows, that we can take n0 := n∆. ✷
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Theorem 7.11. Let G be a hyperbolic group, let H1 be a quasiconvex subgroup of G,
and let H2 be an arbitrary subgroup of G. Suppose that H2 is elementwise conjugate
into H1. Then there exists a finite index subgroup of H2 which is conjugate into H1.
Proof. We fix a finite generating set S of G. Let ǫ1 be the quasiconvexity constant
for H1. If all elements of H2 have finite order, then H2 is finite (see [11, Section 8,
Theorem 37]), and the statement is trivially valid. Therefore we suppose that H2
contains an element b of infinite order. Let a be an arbitrary element in H2 \E(b).
Then for every k ∈ N, there exists zk ∈ G such that z
−1
k ab
kzk ∈ H1. By Lemma 7.7,
there exist xk ∈ G and 0 6 l 6 k such that
x−1k ·c
bk−labl ·
c
xk ∈ H1
for some c = c(a, b). We denote this element by hk and consider the curve γk
starting at 1 and ending at hk, and having the label x
−1
k b
k−lablxk (see Fig. 3).
By Corollary 7.9, if k > f(c), then each point of γk is at distance at most h(c) from
the geodesic [1, hk], and hence at distance at most h(c) + ǫ1 from H1.
xk xk
b bb b
a
u
v
1 hk
H1
Figure 4.
We take k > f(c). Then k − l or l is at least k/2. Without loss of generality, we
assume that l > k/2. Since each point of γk is at distance at most h(c) + ǫ1 from
H1, there exist u, v ∈ G such that
ublv ∈ H1 and |u|, |v| 6 h(c) + ǫ1, and v
−1xk ∈ H1
(see Fig. 4). Increasing k, we may assume that l is sufficiently large, i.e.,
l > n0(b, 2(h(c) + ε1)).
By Lemma 7.10, there exists g ∈ G with |g| 6 r(b) such that
(1) g−1bs1g ∈ H1 for some 0 < s1 6 s(b),
(2) bs0v ∈ gH1 for some 0 6 s0 < s1.
From this and v−1xk ∈ H1, we deduce
(3) bs0xk = gh
′
k for some h
′
k ∈ H1.
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We have
H1 ∋ x
−1
k b
k−lablxk = (h
′−1
k g
−1bs0) · (bk−labl) · (b−s0gh′k).
Therefore
g−1bk−l+s0abl−s0g ∈ H1.
Using (1), we get g−1bpabqg ∈ H1 for some p, q with 0 6 p, q 6 s(b). Thus,
a ∈ b−pgH1g
−1bp · b−(q+p).
Since a is an arbitrary element in H2 \ E(b) and |g| 6 r(b), we have
H2 ⊆
⋃
(t,z)∈M
(z−1H1z · b
−t) ∪ E(b),
where M = {(t, z) ∈ Z ×G | 0 6 t 6 2s(b), |z| 6 s(b) · |b|+ r(b)}. Since b ∈ H2, we
have
H2 =
⋃
(t,z)∈M
((z−1H1z ∩H2) · b
−t) ∪ (E(b) ∩H2).
Since the set M is finite, we deduce from Theorem 7.1 that either E(b) ∩H2 is of
finite index in H2, or there exists (t, z) ∈M such that z
−1H1z∩H2 is of finite index
in H2. In the first case, 〈b〉 has finite index in H2 and we are done. In the second
case, a finite index subgroup of H2 is conjugate into H1. ✷
Corollary 7.12. Let G be a hyperbolic group, let H1 be a quasiconvex subgroup that
is closed under taking of roots, and let H2 be an arbitrary subgroup of G. Suppose
that H2 is elementwise conjugate into H1. Then H2 is conjugate into H1.
Proof. By Theorem 7.11, there is an element z ∈ G and a subgroup A of a finite
index n in H2 such that z
−1Az 6 H1. Then z
−1Hn!2 z 6 H1. Since H1 is closed
under taking of roots, we have z−1H2z 6 H1. ✷
Corollary 7.13. Let G be a torsion-free hyperbolic group, let H1 be a retract of G,
and let H2 be an arbitrary subgroup of G. Suppose that H2 is elementwise conjugate
into H1. Then H2 is conjugate into H1.
Proof. The group G, as every torsion-free hyperbolic group, has the unique root
property. By Lemma 2.6, H1 is closed under taking of roots, and by Lemma 2.5,
H1 is quasiconvex. Corollary 7.12 completes the proof. ✷
8. Appendix: Some algorithmic problems related to SCS and SICS
We say that G has the cyclic-SICS property if G satisfies the definition of SICS
where H1 runs over all cyclic subgroups of G.
In parallel with the properties SCS, SICS, and cyclic-SICS, we discuss the fol-
lowing algorithmic problems, which are variants of the classical conjugacy problem.
Subgroup conjugacy problem (P1). Given a finitely presented group G and
two finitely generated subgroups H1 and H2 of G, decide whether there exists g ∈ G
such that Hg1 = H2.
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Subgroup into-conjugacy problem (P2). Given a finitely presented group G
and two finitely generated subgroups H1 and H2 of G, decide whether there exists
g ∈ G such that Hg1 6 H2.
Cyclic-subgroup into-conjugacy problem (P3). This is the special case of
the previous problem where H1 is cyclic.
Clearly, the decidability of the word problem for G is a necessary condition for
the decidability of each of these problems for G. Therefore all these problems are
undecidable in the class of finitely presented groups.
Proposition 8.1. (a) The subgroup conjugacy problem is decidable for SCS groups.
(b) The subgroup into-conjugacy problem is decidable for SICS groups.
(c) The cyclic-subgroup into-conjugacy problem is decidable for cyclic-SICS groups.
Proof. We prove only (b). The statements (a) and (c) can be proved, analogously.
Let G be a SICS-group given by a finite presentation 〈X | R〉. We may assume that
G = F (X)/〈〈R〉〉, where F (X) is the free group with basis X and 〈〈R〉〉 is the normal
closure of R in F (X). Let H1 and H2 be two subgroups of G given by the words
u1, . . . , un and v1, . . . , vm in the alphabet X, respectively.
The algorithm uses two parallel processes. The first process computes all possible
finite images of G and decides, whether the image of H1 is conjugate into the image
of H2. We stop this process with the answer NO if the current image of H1 is not
conjugate into the current image of H2. Now, we turn to the second process. Since
G is finitely presented, the set
{(ug1, . . . , u
g
n)| g ∈ F (X)}
⋂
H˜2 × · · · × H˜2︸ ︷︷ ︸
n times
with H˜2 := 〈v1, . . . , vm〉 · 〈〈R〉〉 is recursively enumerable. So, we start a process
enumerating it; but once an element is found, we have a witness that H1 is conjugate
into H2. So in this event, we stop with the answer YES. Clearly, since G is SICS,
one of these processes eventually stops. ✷
Corollary 8.2. There exists a finitely generated torsion free nilpotent group which
is SCS, but not cyclic-SICS.
Proof. Theorem C1 in [40] says that there exist a finitely generated torsion free
nilpotent group G and a subgroup H of G such that there is no algorithm to decide,
whether a given element g ∈ G is conjugate into H. Thus, by the statement (c) of
Proposition 8.1, G is not cyclic-SICS. On the other hand, G is SCS, since by [16]
all polycyclic-by-finite groups are SCS. ✷
The following corollary follows from Corollary 6.4, Proposition 8.1, and the fact
that every finitely generated subgroup of a surface group is quasi-convex.
Corollary 8.3. The algorithmic problems (P1) and (P2) are decidable for funda-
mental groups of compact surfaces.
The algorithm in the proof of Proposition 8.1 does not give an estimate of running
time, so it is not useful in practice. If G is a finitely generated free group, then there
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are polynomial algorithms for (P1) and (P2). We would like to thank Bettina Eick
for questions leading to Proposition 8.4.
Proposition 8.4. There is a polynomial time algorithm to solve problem (P2) in
a finitely generated free group.
Proof. We regard the free group Fn = 〈x1, . . . , xn〉 as the fundamental group of a
rose Rn with n petals. We orient the edges and label them with letters x1, . . . , xn.
The subgroup H2 6 Fn corresponds to a graph Γ2 that is a covering space of Rn.
The subgroupH2 can be identified with the fundamental group of Γ2, which involves
choosing a vertex v as a base point of Γ2. Changing the base vertex corresponds
to passing to a conjugate of H2. The edges of Γ2 inherit a label and an orientation
from the rose Rn. The identification of H2 with the fundamental group of Γ2 is by
reading off the word corresponding to a loop from edge labels and orientations. A
reduced word w ∈ Fn belongs to the subgroup H2 if and only if it describes a loop
in Γ2 based at v.
Because H2 is finitely generated, Γ2 has a finite minimal core: the minimal
core of Γ2 is the subgraph consisting of those edges that belong to a cycle in Γ2.
Equivalently, the minimal core is the smallest deformation retract of Γ2. We remark
that the core of Γ2 can be efficiently constructed from a finite generating set of H2
using Stallings folds. See [41] for an algorithm that is particularly fast, i.e., almost
linear in the total length of the generators. We note that the number of edges
(and also the number of vertices) in the core is bounded by the total length of the
generators for H2.
The graph Γ2 consists of its core and tree components hanging off the core. From
the definition of the minimal core the following is immediate:
Any non-trivial cyclicly reduced closed path in Γ2 is contained in its
core. Put differently: if reading a cyclicly reduced non-trivial word
in Γ2 starting at a vertex v takes us back to the vertex v, then the
vertex v belongs to the core of Γ2.
Let w1, w2, . . . , wr be reduced words generating H1. By passing to a conjugate
of H1, we can assume that at least one generator, say w1 is a non-trivial cyclicly
reduced word. This transformation of the problem is computationally cheap.
Now, H1 is conjugate to a subgroup of H2 if and only if there is a vertex v ∈ Γ2
such that all wi read closed loops based at v. By the preceding observation, such a
vertex v has to belong to the core of Γ2. It follows that testing for such conjugacy
amounts to checking each wi against each vertex v in the core of Γ2.
As stated so far, the test requires constructing a path in Γ2. However, one can
restrict attention to the finite core. A reduced word describes an edge path without
backtracking; and if such a path leaves the core (and thus enters a tree component)
it can never return to the core. Thus, we can stop checking wi against v as soon as
the constructed path leaves the core of Γ2. ⊔⊓
Remark 8.5. Lemma 3.1 shows that a polynomial time algorithm to solve (P1) in
a finitely generated free group is obtained simply by running the previous algorithm
for (P2) twice to test whether H1 conjugates into H2 and H2 conjugates into H1.
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Questions. (1) Does there exist a polynomial algorithm which, given a limit
group G and two finitely generated subgroups H1,H2 of G, decides whether H1 is
conjugate into H2?
(2) Let G = G1 ∗Z G2 be a finitely generated amalgamated product over the
infinite cyclic group Z. Suppose that G1 and G2 are SICS, and that Z is malnormal
in G. Does the group G possess the property SICS?
Remark 8.6. (1) Recall that an embedding of groups i : A →֒ B is called malnormal
if for each b ∈ B the inequality i(A)b ∩ i(A) 6= 1 implies b ∈ i(A). We observe that
if one of the algorithmic problem (P1), (P2), or (P3) is undecidable for A and
there exists a malnormal embedding of A into B, then this problem is undecidable
for B too.
(2) Let Fs be the free group with basis {x1, . . . , xs}. We claim that for each
Fn×Fm with n,m > 2 the problem (P3) is undecidable. This can be proved by using
Mihailova’s construction, see [25] or [24]. Indeed, let H = 〈x1, . . . , xs | r1, . . . , rt〉 be
a finitely presented group, and let LH be the subgroup in Fs ×Fs generated by the
pairs
(xi, xi), i = 1, . . . , s,
(1, rj), j = 1, . . . , t.
By [24, Lemma 4.2 in Chapter IV], a pair (u, v) from Fs ×Fs lies in LH if and only
if u = v in H. Hence, the cyclic subgroup 〈(u, 1)〉 is conjugate into LH if and only
if u = 1 in H. Therefore, if H is a group with unsolvable word problem, then there
is no algorithm to decide whether a cyclic subgroup of Fs × Fs is conjugate into
LH . Hence (P3) is undecidable for Fs × Fs. Since for every n,m > 2, there exists
a malnormal embedding i : Fs × Fs →֒ Fn × Fm, this problem is also undecidable
for Fn × Fm.
(3) We claim that for each Fn × Fm with n,m > 2 the problem (P1) is un-
decidable. Using malnormal embeddings, it suffices to consider the case F6 × F6.
For this group the generation problem is undecidable, see [27] or [24, Theorem 4.4
in Chapter IV]. This means that it is undecidable whether a finite list of elements
generates F6 × F6. The following observation completes the proof: if G is a group
for which the problem (P1) is decidable, then the generation problem for G is also
decidable.
(4) From (2) and (3), and using Proposition 8.1, we get that the groups Fn×Fm
with n,m > 2 are not cyclic-SICS and not SCS. (An alternative proof that F2×F2
is not SCS can be found in [9].) The latter stands in contrast to the fact that these
groups are conjugacy separable. We do not know, whether Z× F2 SCS or not.
Proposition 8.7. There exists a torsion-free group with finite C ′(1/6) presentation
that is hereditarily conjugacy separable, but is not SICS and is not SCS.
Proof. We will use the Rips construction [36] and the following easy observation.
Suppose that N is a finitely generated normal subgroup of a group G. If the problem
(Pi) is undecidable for G/N , then it is undecidable for G.
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Given any finitely presented group Q, Rips constructs a group G with a finite
C ′(1/6)-presentation and a finitely generated normal subgroup N of G such that
G/N ∼= Q. We take Q = F2 × F2 in this construction. By Remark 8.6(2)-(3), the
problems (P2) and (P1) are undecidable for Q, hence they are undecidable for G.
By Proposition 8.1, G is not SICS and is not SCS.
The group G is hereditarily conjugacy separable by Theorem 5.7 combined with
Lemma 5.6(4). In the construction of Rips, one can additionally provide that every
defining relation of G is not a proper power. Then G is torsion-free by the result of
Greendlinger [14] saying that any group with a finite C ′(1/6)-presentation, where
each relator is not a proper power, is torsion-free. ✷
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