Domain adaptation tasks have raised much attention in recent years, especially, the task of cross-domain sentiment classification, and remarkable success has been achieved on specific domains with large amounts of labeled data. However, annotating enough data in each domain is still expensive and timeconsuming, which will produce difficulty in the application of domain adaptation. In this paper, we proposed a Capsule network method with Identifying Transferable Knowledge (CITK) as common knowledge for cross-domain sentiment classification. CITK model uses capsule network to encode the intrinsic spatial part-whole relationship constituting domain invariant knowledge, which bridges the knowledge gap between the source and target domains. In addition, we use Bidirectional Encoder Representations from Transformers (BERT) to convert sentences to equal length, which is called pre-training, in order to obtain more complete semantic embedded representation, so that Significant Consistent Polarity (SCP) words can be more accurate. Extensive experiments are conducted to evaluate the effectiveness of the proposed CITK model on a real world data set of four domains. Experimental results demonstrate that CITK can significantly outperform the state-of-the-art methods for the cross-domain sentiment classification task.
I. INTRODUCTION
Sentiment classification is an important task in natural language processing (NLP) and is essential to understand user opinions in social networks or product reviews. This task aims to predict the overall sentiment polarity (e.g., positive or negative) of a data document. Usually, people make comments on social media platforms, product review sites, blogs, etc. Nevertheless, polarity orientation (positive or negative) of a word to express an opinion often differs in different domains. For example, a phrase like ''take too long'' is positive in the electronic domain, but negative in the restaurant domain. With the increasing number of domains, annotating data becomes a labor-intensive activity. For these reasons, we need a cross-domain sentiment analysis technology to accurately The associate editor coordinating the review of this manuscript and approving it for publication was Ali Kashif Bashir . predict the dataset of the unlabeled target domain via training and learning in the labeled source domain.
Over the past decades, cross-domain sentiment analysis has been grown from an academic endeavor to an essential analysis tool. One of the most common and important problems with the cross-domain sentiment classification is domain adaptation. It aims to map the data features of different domains (such as two different data sets) to the same feature space, so that data from other fields can be used to enhance training in the target field [1] , [2] , the key of which lies in how to minimize the distribution difference between domains and effectively solve the change of data distribution between source domain and target domain. Existing approaches could be divided into two categories based on the knowledge and information they use: lexicon-based methods [3] - [5] and corpus-based methods [6] - [8] . The former depends on the number of negative words and positive VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ words in the text and the latter is a machine learning algorithm to train a classifier to predict the unlabeled target domain. In this paper, we combined these two methods mentioned above. We used lexicon-based method to extract Significant Consistent Polarity (SCP) words to lay a good foundation for the construction of identifying transferable knowledge; meanwhile we also used the corpus-based method to obtain the confidence (or probability) with the capsule network.
To solve the problem of domain adaptation, a lot of scholars research from the perspective of pivots [4] , [9] . Pivots are those words and features from both source and target domain which represent the same sentiment [6] . A classic method for learning the features of a variety of domains is the Structural Correspondence Learning (SCL) algorithm proposed by [3] , which utilizes a great deal of pivots prediction tasks to infer the correlation between the pivots and the non-pivots. Essentially, the non-pivot features are correlated with similar pivot features in the SCL algorithm so in order to adapt the source domain to the target domain. Another appealing method is Pan et al. [4] proposed the Spectral Feature Alignment (SFA) algorithm as a linear method, which uses knowledge of domain-independent words to align words from a series of domains into a unified cluster of specific domains, further to build a bridge between the source and target domains. However, these methods need to manually select the pivots based on the mutual information between features and domains. In addition, SFA highly depends on the manual pivot selection, where it may not capture the pivot exactly.
With the remarkable development of deep neural network in the field of NLP, deep neural network models are explored to automatically learn a good features representation in sentiment classification. Such as Convolutional Neural Network (CNN), recurrent neural networks (RNN), Capsule network (Caps net) and their expansion networks [10] - [12] . Glorot et al. [13] provided a Stacked Denoising Autoencoders (SDA) to learn uniform abstractive feature representations between source and target domains. Followed by the SDA method, the variations of the model have been emerged [14] , [15] , which further improve the performance of cross-domain classification. Unlike previous approaches, Ganin et al. [16] proposed the Domain-Adversarial Neural Network(DANN) to solve the domain adaptation of feed-forward neural networks, which allows large-scale training based on large amount of annotated data in the source domain and large amount of unannotated data in the target domain, and the alignment of DANN is accomplished through standard backpropagation training. In order to improve the interpretability of deep models, Li et al. [43] proposed an Adversarial Memory Network (AMN), which can automatically capture the pivots using an attention mechanism, but this method may lead to inaccurate classification results when there is little overlap pivots between two domains. To improve it, a Hierarchical Attention Transfer Network (HATN) proposed by Li et al. [17] and CCHAN (the cloze task network and the Convolutional hierarchical attention networks conduct joint learning) proposed by Manshu and Xuemin [8] came back later. Nevertheless, the training process of these models is complicated, and noise is easily generated when extracting the features of pivot or non-pivot, which leads to the reduction of generalization ability.
Inspired by [18] , proper and accurate identification of the source domain for a specific target domain is the foundation for achieving more accurate sentiment analysis results. To solve these problems, we proposed a method in this paper to embed SCP words as common knowledge into the capsule network to further solve the problem of cross-domain sentiment classification. It improves the accuracy of capturing pivot and the generalization ability. SCP words based on chisquare test and cosine-similarity between context vector of words is originally introduced by Sharma et al. [19] . The use of capsule in our CITK model for cross-domain sentiment classification is inspired by Zhang et al. [11] , which provides a novel Capsule network for sentiment analysis in Domain Adaptation scenario with semantic Rules (Capsule DAR) to solve cross-domain sentiment classification.
Our contributions are summarized as follows: 1) This is the first work to embed the Identifying Transferable Knowledge (SCP words) into the capsule network to solve cross-domain sentiment classification. Our method can more accurately extract the pivot words of the two domains and lay a solid foundation for the subsequent classification task. 2) We leverage BERT to convert the sentence to equal length word embeddings before getting into the convolutional layer. Due to the length of the input sentence in the text is uncertain, we need to set a maximum length to ensure that the length of the output is consistent, and we use BERT to pre-train and encode word vectors to get a more complete semantic embedded representation. 3) We use the CORAL loss to minimize the differences between the source domain and target domain correlations in our model. 4) We have conducted empirical experiments to test the performance of CITK. Experimental results show that CITK can achieve state-of-the-art performance on cross-domain sentiment classification tasks. The rest of this paper is organized as follows: Section II presents the related work. Section III fully describes our methodology. Section IV elaborates the evaluation datasets and the implementation detail experiment. Section V shows the experimental results and analysis. Section VI gives the visualization. The conclusions and future work come in section VII.
II. RELATED WORK A. CROSS-DOMAIN SENTIMENT CLASSIFICATION
In the coming information age, the web has been becoming an important platform, on which people publish and obtain their information. Cross-domain sentiment technology has become a hot research topic both in industry area and academic area [20] - [24] . Regarding to the common knowledge for cross-domain classification, the most important endeavors are Structure Correspondence Learning (SCL) [3] and Structured Feature Alignment (SFA) [4] . Among them, the model of SCL could predict the presence of pivot features in the target domain data by training linear predictors. SFA achieves cross-domain classification by using some domain-independent words as a bridge to construct a bipartite graph to model the co-occurrence relationship between domain-specific words and domainindependent words. Many previous researches have made progress in building classifiers from the perspective of pivots and non-pivots. Later, with the arrival of deep learning [11] , [16] - [19] , the deep neural network models have also made great contributions. Zhang et al. [11] proposed a capsule DAR method for sentiment classification, which not only defines and encodes the internal spatial part-whole relationship that constitutes the viewpoint invariant knowledge, but also integrates semantic knowledge into the capsule network. Manshu and Bing [25] proposed a Hierarchical Attention Network with Prior knowledge information (HANP) method for cross-domain sentiment classification, which can pay more attention to important words and sentences. Although the above methods have made a great breakthrough, as complicated model and poor generalization ability, the problem of domain adaptation is not well solved. So we proposed a CITK model for cross-domain sentiment classification to improve visualization and classification accuracy.
B. BERT
BERT (Bidirectional Encoder Representations from Transformers) is a new pre-training language model proposed by Google, which advances the state-of-the-art for eleven NLP tasks [26] . A key factor of success in BERT is that transformer plays a significant role. The pre-trained BERT model has been trained by massive unsupervised text data to obtain more completely semantic word embedding representation. In this paper, we make full use of Bert's characteristics and applied them to CITK model.
C. CAPSULE NETWORK
The capsule network originally appeared in Hinton et al. [27] . A capsule is a group of neurons whose activity vector represents the instantiation parameters of a specific type of entity such as an object or an object part. In [28] , the capsule network was originally used on images domain: the activities of the neurons within an active capsule represent the various properties of a particular entity that is present in the image. These properties can include many different types of instantiation parameter such as pose (position, size, orientation), deformation, velocity, albedo, hue, texture, etc. Hinton et al. used the length of the activity vector to represent the probability that the entity exists and its orientation to represent the instantiation parameters [28] . After then Hinton et al. presented a novel iterative routing algorithm between capsule layers using EM, which outperforms the original capsule network on the experimental datasets [29] . Yang and Zhao et al. [30] - [32] have done a lot of effective work on the application of capsule network in text classification and play a great role in promoting the development of text classification. Specifically, Yang et al. investigated the transferring capability of capsule networks for text classification in transfer learning scenarios in [30] . And in [31] , Zhao et al. propose three strategies to stabilize the dynamic routing process to alleviate the disturbance of some noise capsules which may contain ''background'' information or have not been successfully trained. Towards Scalable and Reliable Capsule Networks for Challenging NLP Applications are proposed in [32] . In a word, capsule networks are getting a lot of attention both their great performance gains on image analysis and text classification or sentiment analysis [11] , [28] - [34] . Major advantages of capsule networks are as follows: The working principle is closer to human brain. In the capsule networks, the same entity will be perceived by different capsules at different locations, while similar entity will be perceived by the same capsule at the same location, so the location of the entity can be identified. The capsule networks improve the traditional neuron scalar output to the vector output of the capsule, and the expression content is richer and the parallel computation is realized. However, our approach leverages capsule network with embedding common knowledge differs from [11] . Our results show that the use of SCP words as common knowledge embeds to capsule network could lead to a more accurate cross-domain classification.
III. OUR METHODOLOGY
Our model is shown in Figure. 1, which is mainly constituted by embedding layer (extraction of identifying transferable knowledge) and the capsule network. In the rest of this section, we first give the method of SCP features extraction in section III.A. Then we elaborate the framework overview in section III.B. Finally, we introduce the training process of our proposed model in briefly in section III.C.
A. EXTRACTION OF SCP FEATURES
In the initial stage of the whole task, before entering the model, the first step we should do is to convert the source domain and target domain sentences into the form of word vector. The pre-training model used here is BERT, which first converts all sentence sequences in two domains to equal length, and then obtains semantically precise word-embedded representations. It mainly summarized as two points: 1) We take the maximum length of the sentence as the fixed value and leverage BERT to convert the sentence to equal length word embeddings before getting into the convolutional layer. Sometimes, although the input sequence length set is too small for the model to give an error, it will truncate the input, resulting in the loss of input information and the inability to accurately predict the sentiment polarity. 2) In order to get a more complete semantic embedded representation, we used BERT to encode word vectors. BERT as a pre-trained model, no matter in spatial dimension or semantic feature, the embedded vector of pre-trained model is more abundant and accurate. On the basis of preparation for preliminary work, our method needs to extract meaningful and consistent polar words in two aspects of identifying transferable knowledge and improving classification accuracy as much as possible.
Firstly, putting forward and briefly using the chi-square test to the labeled source domain for extracting significant words, which is a popularly statistical test to identify significance and polarity of a word in an annotated corpus [35] - [38] . The formula of the chi-square test is:
where c w p and c w n represent respectively the count of a word w both in the positive and negative documents. u w is the theoretical inferred value or the null hypothesis. In such case where a word results in a p-value smaller than the critical p-value (0.05), we reject the null-hypothesis. Assume w is a member of a specific class. Hence, it is a significant word for classification [36] . Next, we compared the number of c w p and c w n to determine the sentiment polarity of the significant word.
Secondly, we presume that a word which is significant in the source domain as per χ 2 test and occurs with a frequency greater than a certain threshold (θ ) in the target domain is also significant in the target domain [35] .
Equation (2) formulates the significance test in the unlabeled target domain. Here, function significant s (w) assures the significance of the word w in the labeled source domain and count t gives the normalized count of the w in target domain.
The mainly work of next step is to study semantic correlation. Based on the fact that a positive word occurs more frequently in the context of other positive words, while a negative word occurs in context of other negative words [37] , and the contextual information of a word we explored that is captured well by its context vector to assign polarity to words in the target domain [38] . The decision method given in Equation 3 defines the polarity assignment to the unknown polarity words of the target domain. If a word gives a higher cosine-similarity with the PosPivot than the NegPivot, the decision method assigns the positive polarity to the word w, else negative polarity to the word w. The formula is shown in 3.
cos (conVec (w) , conVec(PosPivot)) > cos (conVec (w) , conVec (NegPivot)) ⇒ w→ positive
That is, the significant polar words extracted in the above two domains constitute our SCP words as identifying transferable knowledge for cross-domain sentiment classification to improve the performance of the convolution filter.
B. FRAMEWORK OVERVIEW OF CITK
CITK is mainly constituted by embedding layer and the capsule network. The identifying transferable knowledge we have elaborated, next we describe each layer of our framework in detail. Where the capsule trained with textual features could perform sentiment prediction, which contains a convolutional layer for capturing features of sentences, an Incaps and an Outcaps layer followed by a Classcaps layer.
1) EMBEDDING LAYER
The embedding layer in our model is the first layer. Given the input sentence x, we first use BERT to convert the input sentence to equal length sentences to solve the problem of the length is uncertain. And we set a maximum length to m. Next, we convert the i-th word into a low dimensional vector representation e i via embedding layer and denote the sentence as e ∈ R (c+m)×d , where d represents the dimension and m denotes the maximum length. For example, the longest sentence length is 291, so it is appropriate to set the maximum sequence length of the model to 300. As for the part of common knowledge, we denote the sentence as c, set c to the top 80 SCP features and padding in the rest with zeros. So take the source domain as an example, the dimension of the concatenated sentences do not change, and the length becomes m+c. That is, the sentence after concatenation could be represented as follows:
where ⊕ is the concatenation operator. The second layer is the convolutional layer which receives input from two parts, one is the word vectors of the whole sentence input from the source domain, and the other is the SCP features extracted from the source and target domains. For cross-domain sentiment analysis, it is vital to learn the SCP features. Suppose the vector W ∈R n×d is the filter of the convolution, where n is the width of the filter. We can obtain new features through the slide over the input sentence of the filter. Of course, multiple filters can yield multiple sets of features. A feature z i is learned from word sequence e i:i+n−1 by:
where b is the bias vector, and the is the convolutional operator. σ denotes a non-linear hyperbolic tangent function. The final obtained features can be expressed as:
Here, the filter weights and bias terms of each filter are shared among all locations in the input, preserving spatial locality.
2) INCAPS LAYER AND OUTCAPS LAYER
The capsule network is composed of a group of neurons, each of which represents each attribute feature in the text. These attributes can be different instantiation parameters, such as the location of a word or phrase and the syntax of a sentence. So that the whole hierarchical structure of sentences was constructed via capsule network to achieve sentiment prediction more accurately. Incaps is the first capsule layer, which is constructed by the data transformation from the Conv layer. The output of the Incaps layer generates the input of the Outcaps layer through a dynamic routing algorithm. The core work of the dynamic routing algorithm is to find the optimal weight value, namely the coupling coefficient, and find the close relationship between the j-th capsule and the i-th capsule. The advantage of the capsule network is further demonstrated, which can identify the correlation between the parts and the whole. The length of capsules can represent the confidence of the presence of the corresponding features. In order to represent the probability of the existence of the entity in the capsule network better, we perform the nonlinear squashing function on the advanced capsule network, which not only ensures the same direction but also compresses the value of the length between [0,1).
where the c ij is coupling coefficient that are determined by the iterative dynamic routing process.
squash v j = s j
where v j is the output vector of capsule j and s j is its total input. The dynamic routing method in Algorithm 1.
Algorithm 1 Dynamic
Routing for all capsule i in layer l and j in l+1:
for all capsule i in layer l and j in l+1
Classcaps is the last layer of the capsule network, which is still derived from dynamic routing algorithm in Outcaps. The number of the capsules in this layer is dependent on the category of the sentiment classification task, where the length of the capsule represents the confidence of the existence of each class.
C. OBJECTIVE FUNCTION
Our final objective function consists of two parts: One is classification loss, the other is a deep CORAL (CORrelation ALignment) loss [39] . Sun et al. [40] firstly presented the concept of CORAL, which aligns the second-order statistics of the source and target distributions with a linear transformation. Even though it is ''frustratingly easy'', it works well VOLUME 7, 2019 for unsupervised domain adaptation. In this paper, we use its extended model deep (CORAL) to learn a nonlinear transformation that aligns correlations of layer activations.We use the margin loss as classification loss, next we use the deep CORAL loss to minimizing the difference between the source and target domains. Firstly, the hinge loss is to maximize the active probability of correct sentiment for the capsule network. The objective of the hinge loss:
where C s p is the Outcaps layer of our capsule index by p. T p is an indicator such that T p = 1 if the capsule p is active, and otherwise T p = 0.
Secondly, we leverage CORAL loss applied to the last layer to reduce the gap between the source and the target domains. Inspired by [39] , CORAL is an effective approach to measure the distance of the source domain and the target domain. In this paper, we use X sl = x sl i N sl i=1 , x sl ∈ R d to denote the collection of the labeled documents in the source domain with available and use X tu = x tu i N tu i=1 , x tu ∈ R d to denote the collection of the unlabeled documents in the target domain. The number of source and target samples are N sl and N tu respectively. Where x sl ∈ X sl and x tu ∈ X tu . Suppose that M s and M t indicate the feature covariance matrices. We define the CORAL loss as the distance between the second-order statistics (covariances) of the source and the target features:
where · 2 F denotes the squared matrix Frobenius norm. The covariance matrices of the source and target data are computed by:
where 1 is a column vector with all elements equal to 1, N sl denotes the number of source domain training instances and N tu represents the number of unlabeled target domain data instances. Note that, T denotes matrix transposition. In a word, the objective function for cross-domain sentiment classification is:
Then, we leverage Adam optimization algorithm to update the parameters of our model. The model (CITK) we proposed mainly includes two modules: 1. Extracting identifying transferable knowledge as common knowledge for the cross-domain sentiment classification. 2. We take advantage of a capsule network to identify the relationship of the part and the whole. Our goal is to build a bridge connecting with capsule network using identifying transferable knowledge for improving the performance of cross-domain sentiment classification.
IV. EXPERIMENT
In this paper, we conduct abundant experiments to verify the effectiveness of our proposed CITK model for cross-domain sentiment classification.
A. DATASET
Cross-domain sentiment classification has been widely studied in the NLP community. The major experiments were performed on the benchmark made of reviews of Amazon products gathered by Blitzer et al. [9] . This dataset contains Amazon product reviews from four different domains: Books (B), DVD (D), Electronics (E), and Kitchen (K) appliances from Amazon.com. In this paper, we are only concerned with whether or not a review is positive (higher than 3 stars) or negative (lower than 3 stars). From this data, following the common settings in previous cross-domain sentiment classification studies [41] , we constructed 12 crossdomain binary classification tasks. Data in each domain is divided into three parts: train (60%), validation (20%), and test (20%).The SCP words are extracted from the training data. Each domain adaptation task consist of 2000 labeled source examples (1000 positive and 1000 negative). Furthermore, a large-scale unlabeled dataset is provided. Table 1 shows the statistics of the dataset.
B. IMPLEMENTATION DETAIL
In the phase of extracting polar words in the target domain, we use the context cosine similarity method. We have used the new pre-trained language model BERT-base, the dimension of embedding vectors is 768. No matter in spatial dimension or semantic feature, the embedded vector of pre-trained model is more abundant and accurate. No matter in spatial dimension or semantic feature, the embedded vector of pre-trained model is more abundant and accurate. As for the adjustment of hyper-parameter, we set the kernel of the filters of the convolutional layer as {1, 2, 3, 4, 5} respectively and set to the number of filters as 100. For other weight parameters, we initialize the parameters by random sampling in uniform distribution (−0.01, 0.01). We select the number of the iterations for routing by agreement between1-5. In this paper, we selected the ADAM (Adaptive Moment Estimation) optimization algorithm proposed by Kingma et al. [42] with higher computational efficiency and lower memory requirements. The specific parameters are set as follows: alpha = 0.001, beta1 = 0.9, beta2 = 0.999, epsilon = 10e-8. We perform early stopping on the validation set during the training process.
C. COMPARED METHODS
In order to sufficient estimate the effectiveness of our model, CITK model we proposed is systematically compared with:
1) Capsule DAR [11] : This method exploits capsule network to encode the intrinsic spatial part-whole relationship constituting domain invariant knowledge that bridges knowledge gap between the source and the target domains. And incorporate the semantic rules into the capsule network. Except for different optimization algorithms, the Settings of hyper-parameters are basically the same as our model.
2) SCL-MI [9] : It is a structural correspondence learning (SCL) for studying distributed pivot feature representations from both the source domain and the target domain. Following [10] , the number of pivot features are chosen from the range of 500 and 1000, and we set the SVD size as one of the value in (500, 100, 150).
3) DANN [16] : It applies a generative adversarial network (GAN) framework. The main idea behind DANN is to enjoin the network hidden layer to learn a representation which is predictive of the source example labels, but uninformative about the domain of the input (source or target). 4) mSDA [16] : This is a Marginalized Stacked Denoising Autoencoders (mSDA) method proposed by Chen et al. mSDA is an unsupervised algorithm that learns a new robust feature representation of the training samples. And each example is now encoded in a vector of 30000 dimensions. DANN is an extension of mSDA. 5) DACNN [43] : It is a variant of DANN, which uses convolutional neural network to replace the full connect neural networks.
6) AE-SCL-LR [44] : The model combines the benefits of auto-encoder and structure correspondence learning for cross-domain sentiment classification. The settings of specific parameters are as follows: learning rate is set to 0.1, the decay weight is set to 7) PBLM [45] : It utilizes a DNNs framework (CNN and LSTM) for cross-domain sentiment classification based on the pivot features. Especially, the kernel of the size of convolutional layer is 3 for CNN.
V. RESULTS AND ANALYSIS
We mainly give experimental results and analysis from the following six aspects: 1) Comparison of pre-trained models (Section V.A):
In this experiment, the validity of BERT method in this paper is obtained by comparing the accuracy of the two pre-trained models. 2) F-score for SCP words (as identifying transferable knowledge) (Section V.B): In this experiment, the accuracy of extracting SCP words is verified through the index of F-score, which further explains the necessity of embedding transferable knowledge.
3) The number of optimal dynamic routing iterations (Section V.C): In this experiment, we search the optimal iteration times of dynamic routing algorithm in the capsule network, and give full play to the advantages of the capsule network. 4) The correlation between the accuracy and the loss (Section V.D): In this experiment, the relationship between loss function and accuracy is found through the curve to verify whether it is in line with the actual needs. Figure 2 shows the comparison BERT and word2vec over 12 domains adaptation tasks. We can first observe that the used pre-trained model BERT outperforms the compared method word2vec over all of the 12 tasks. Therefore, BERT is selected as the pre-training model in this paper, which is very beneficial to the subsequent classification work. 
B. F-SCORE FOR SCP WORDS COMPARED TO THE SCL AND COMMON UNIGRAM IN SOURCE-TARGET DOMAIN PAIRS
As for the extracting of features, we compare the method of SCP with Structured Correspondence Learning (SCL) and common unigram via F-score. The results are shown as follows: Our method is obviously superior to the other two approaches, in the next place, SCL performs than common unigrams as per t − Test. This also indicates that it is appropriate for us to extract SCP feature words as the embedding part of shared knowledge in the whole model, while laying a foundation for the subsequent accuracy of cross-domain sentiment classification from the first step.
C. THE OPTIMAL NUMBER OF ITERATIONS FOR THE DYNAMIC ROUTING ALGORITHM
The dynamic routing algorithm is responsible for realizing the core functions of capsule network. The number of routing iterations is one of the most important hyperparameters of CITK, which is unique to the capsule network, and has a big influence on the performance and run time of our model. We still select three source-target domains pairs (B-E, E-D, K-B) in the above experiments and to find the optimal iteration number iterate on a scale of 1-15. The experimental results in Figure 4 show that we can achieve the best results with the number of iterations between 1 to 5 in three source-target domain pairs (B-E, E-D, K-B). Overfitting occurs after 5 iterations, which is not conducive to the improvement of classification accuracy of the proposed model. Therefore, we select the number of iterations for dynamic routing between 1 and 5.
D. COMPARISON THE LOSS AND THE ACCURACY
In the Figure 5 , the abscissa is the training epoch, and the ordinate is the indicator of accuracy and training loss. We select 3 source-target domains pairs (B-E, E-D, K-B) to observe the relationship between their classification accuracy and loss function through images. With the increase of training epoch, the predicted output is more and more close to the real sample 1, and the loss function L is gradually smaller. The closer the predicted output is to 0, the greater L is. That is, when the loss function becomes the smaller, our classification accuracy becomes the higher, and finally tends to a stable value. The function is positively correlated, which is exactly what is needed. This also verifies the adequacy of our method for cross-domain adaptation. Table 2 reports the classification accuracies of different methods on the twelve transfer pairs about Amazon reviews datasets. Our method mainly compares the state-of-the-art method of Capsule DAR. As for other approaches compared, we obtain the classification results from [11] .
E. ACCURACY OF CROSS-DOMAIN SENTIMENT ANALYSIS
In our experiments, we use classification accuracy as our evaluation measure. As we can be seen from Table 2 , our classification accuracy is 89.7% and the proposed model CITK achieves outperforms the compared approaches (include baseline methods) effect in most cases, except B-D pair in source-target domain pairs. The pair of B-D does not get the state-of-the-art result probably because of the limited size of the training sets. In B -D pair, the source domain and target domain data exists serious imbalance, that is, from table 1 we can see that the amount of data extended in the DVD domain is five times that in the book domain, and B -D in the experiment is hard to accurately capture pivots features (Identifying transferable knowledge) of two domains. Furthermore, some redundant data may generate noise in the process of experiment, which may also affect the accuracy of experimental results. It is necessary we further in-depth analysis in subsequent studies. Through K-E transfer pair and E-K transfer pair in the Table 2 , the classification accuracy of kitchen domain and electronic domain is 94.6% and 92.6% respectively, ranking the first and the second in all the transfer pairs. On the one hand, by observing Table 1 , the data sets of these two domains are basically similar in size of dataset, which can also prove our hypothesis about the above B-D transfer pair. On the other hand, we can also preliminarily conclude that the kitchen domain and the electronic domain have the best compatibility between the twelve domain pairs. VOLUME 7, 2019 
F. ABLATION STUDY
In order to investigate the impact of capsule network of our method, we mainly perform the ablation test of the proposed CITK in terms of capsule network (denoted as w/o capsule). Note that, as for the model without capsule network, we remove the capsule network from CITK, and a CNN version of our model is applied, which combines pivots extracted by identifying transferable knowledge. As illustrated in Table 3 , we can observe that the factor of capsule network contributes great relatively improvement to CITK.
VI. VISUALIZATION OF PIVOT FEATURES FROM SOURCE AND TARGET DOMAINS
In order to validate CITK model is able to capture the important pivot features in a document, we further perform a visualization of the source domain (Electronics) and target domain (Kitchen) in Table 4 , which shows that capturing identifying transferable knowledge is crucial to the accuracy of subsequent cross-domain sentiment classification and the importance of the capturing each primary capsule for text categories. In Table 5 , we use three positive and three negative examples in these two domains (E-K) respectively, and highlight the pivot features of positive and negative examples in red and blue respectively.
VII. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel capsule network with identifying transferable knowledge (CITK) for the cross-domain sentiment classification task. We first extract significant and consistent polar words in two domains as identifying transferable knowledge to improve the accuracy of classification as much as possible. Then we embed the common knowledge into capsule network for better sentiment classification. Experiments on 12 source-target domain pairs show that our method achieved competitive results with previous methods specially developed for cross-domain sentiment classification.
In the future, we plan to further explore the problem of cross-domain sentiment analysis of complex sentence patterns (such as the identification of negative words and related words). We will endeavor to find better domain adaptation techniques to produce better and more accurate cross-domain sentiment analysis results.
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