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A CANONICAL NEIGHBORHOOD THEOREM FOR THE MEAN
CURVATURE FLOW IN HIGHER CODIMENSION
KEATON NAFF
Abstract
In dimensions n ≥ 5, we prove a canonical neighborhood theorem for the mean curvature flow of
compact n-dimensional submanifolds in RN satisfying a pinching condition |A|2 < c|H |2 and |H | > 0 for
c = min{ 1
n−2
, 3(n+1)
2n(n+2)
}.
1. Introduction
In this paper, we continue our study of singularity formation of the mean curvature flow in higher
codimension for initial data that satisfies a curvature pinching condition. We assume that n ≥ 5,
N > n, and define cn := min{ 1n−2 , 3(n+1)2n(n+2)}. We consider compact solutions of the mean curvature flow,
F :M × [0, T )→ RN , for which the initial immersion satisfies |A|2 < c|H |2 and |H | > 0. This condition
is preserved by the mean curvature flow when c ≤ 4
3n
. Andrews and Baker [1] first studied this type
of pinching in higher codimension where, for c ≤ 1
n−1
, they proved a suitable extension of Huisken’s
classical result [19] on the flow of closed convex hypersurfaces into spheres. Recently, Nguyen in [25]
proved cylindrical and derivative estimates when c ≤ 1
n−2
, thereby suitably extending two of the very
important a priori estimates in the impactful works of Huisken and Sinestari [20, 21] on the flow of closed,
two-convex hypersurfaces. Following the work of Nguyen, in recent papers [23, 24], we have shown, for
c ≤ 1
n−2
, that the only blow-up models at the first singular time of the mean curvature flow are the
codimension one shrinking round spheres, shrinking round cylinders, and translating bowl solitons. This
suitably extends the classification result of Brendle and Choi [9].
The purpose of this paper to upgrade our description of the infinitesimal scale at spacetime points
of infinite curvature to a description of small scales near spacetime points of high curvature. Since
Perelman’s work [27] on the Ricci flow in three dimensions, such results are nowadays known as canonical
neighborhood theorems. In the mean curvature flow, Huiksen and Sinestrari essentially proved a canonical
neighborhood theorem through their Neck Detection Lemma and Neck Continuation Theorem (Lemma
7.4 and Theorem 8.2 respectively in [21]). The first of these two results has been extended to higher
codimension by Nguyen in [25]. It is an interesting problem to prove a version of the Neck Continuation
Theorem in higher codimension. Huisken and Sinestrari’s proof of this theorem makes significant use of
convexity, which is absent in higher codimension, so some new ideas will be needed. At the same time
as this work was completed, Nguyen has published a preprint where he has addressed this problem [26].
We have a different approach here and prove the following theorem, which is much closer in spirit to
Perelman’s result.
Theorem 1.1. Suppose F0 : M → RN is an immersion of a closed manifold of dimension n ≥ 5
satisfying |H | > 0 and |A|2 < cn|H |2, where cn := min{ 1n−2 , 3(n+1)2n(n+2)}. There exist constants ε˜ and
K˜, depending only upon the dimension and F0, with the following property. Let F : M × [0, T ) → RN
denote the solution of the mean curvature flow with initial immersion given by F0. Given ε0 ∈ (0, ε˜)
and K0 ∈ (K˜,∞), there exists a positive number rˆ := rˆ(n, F0, ε0,K0) > 0 with the following property.
If (p0, t0) is a spacetime point such that Q0 := |H |(p0, t0) ≥ rˆ−1, then the solution is ε0-close in the
intrinsic parabolic neighborhood Bg(t0)(p0, Q
−1
0 K0)× [t0 −K20Q−20 , t0] to an ancient model solution.
In fact, one can show that the constants ε˜ and K˜ depend only upon the dimension. Here, an ancient
model solution is an n-dimensional ancient, nonflat, complete, codimension one (i.e. lying in an (n+ 1)-
plane) solution of the mean curvature flow in RN that is uniformly two-convex and noncollapsed. The
notion “ε0-close” roughly means that our flow is close to a model flow after a suitable reparametrization.
A detailed definition is given in the next section.
To prove this theorem, we will follow the original strategy of Perelman [27]. In particular, we will
adapt a variation of Perelman’s proof given by Brendle in [8] to our setting. In Section 2, we establish
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definitions and results we will use in the proof of the main theorem. In Section 3, we give the proof of the
canonical neighborhood theorem. In the Appendix, we discuss a local compactness property for solutions
of the mean curvature flow that is needed for the contradiction argument used to prove the main theorem.
Acknowledgements I would like to thank my advisor, Simon Brendle, for many inspiring discussions
and for his direction in this work.
2. Preliminaries
Henceforth, we will let H denote the scalar mean curvature and ~H denote mean curvature vector. In
higher codimension, this means H = | ~H |. Since we assume H > 0, we may define a (0,2)-tensor
h = 〈A,H−1 ~H〉, where A is the full vector-valued version of second fundamental form. In codimension
one, h is just the usual scalar-valued version of the second fundamental form. We will adopt the notations
P (p, t, r, θ) := Bg(t)(p, r)× [t− θ, t] and
Pˆ (p, t, r, θ) := P (p, t,H(p, t)−1r,H(p, t)−2θ),
as in [21], to denote intrinsic parabolic neighborhoods.
We will use the following definitions for ε-necks and ε-caps.
Definition 2.1. Let ε > 0 be a small positive constant and F : M → RN an isometric immersion of
a complete Riemannian manifold. Let g¯ denote the standard metric on the round cylinder Sn−1 × R of
radius 1 (or, equivalently, of constant scalar curvature (n− 1)(n− 2)).
• An ε-neck is a compact region N ⊂ M for which there exists a diffeomorphism φ : Sn−1 ×
[−ε−1, ε−1]→ N , a positive constant r > 0, and an isometric embedding F¯ : Sn−1× [−ε−1, ε−1]→
R
N (with respect to g¯) such that the immersion r−1(F ◦φ) is ε-close in C[1/ε] on Sn−1× [−ε−1, ε−1]
to the embedding F¯ with respect to the metric g¯. The constant r is called the radius of the neck
N . For any z ∈ [−ε−1, ε−1], we call φ(Sn−1 × {z}) ⊂ N a cross-sectional sphere of the neck.
• We say a point p0 ∈M lies at the center of an ε-neck if p0 lies on the central cross-sectional sphere,
φ(Sn−1 × {0}), of a neck of radius n−1
H(p0)
.
• An ε-cap is a compact region D ⊂ M diffeomorphic to a closed n-dimensional ball Bn with the
property that ∂D is the central cross-sectional sphere of an ε-neck.
Recently, there has been significant progress in the classification of ancient solutions of the mean
curvature flow that are two-convex and noncollapsed. There has also been great progress in classifying
ancient solutions of the Ricci flow in three dimensions. In large part, this is due to the development of
symmetry improvement theorems (see [9, 10, 5, 6]) achieved by a careful spectral analysis of the linearized
flow operators. In the mean curvature flow, by the aforementioned results or Brendle and Choi and the
works of Angenent, Daskalopoulos, and Sesum [2, 3], an n-dimensional, ancient, uniformly two-convex,
noncollapsed and nonflat solution of the mean curvature flow in Rn+1 is either a family of shrinking
round spheres, a family of shrinking round cylinders, a translating bowl soliton, or an ancient oval. Only
the first three can arise as blow-up limits before the first singular time. It is still an open problem to
determine whether an ancient oval can occur as a singularity model at subsequent singular times. In any
case, for the canonical neighborhood theorem, it is important to include the ancient ovals in our class of
model solutions since it is possible for regions of high curvature to be modeled on domains within ancient
ovals. A similar phenomenon occurs in the Ricci flow in three dimensions. To the author’s knowledge,
Perelman [28] gave the first construction of the ancient oval for the Ricci flow in three dimensions and
White [29] gave the analogous construction for the mean curvature flow.
In the Ricci flow, Perelman did not use an explicit classification of model solutions to prove his
canonical neighborhood theorem. We do not need an explicit classification either. So that our results do
not depend upon a classification, we opt to use the following definition for ancient model solutions.
Definition 2.2. An ancient model solution is an n-dimensional ancient, nonflat, complete, connected,
codimension one solution of the mean curvature flow in RN that is uniformly two-convex and noncollapsed.
Note that since the model flow is contained in an (n + 1)-dimensional plane, here noncollapsing is
meant with respect to this plane.
By Theorem 1.11 in Haslhofer-Kleiner [18], any ancient, noncollapsed, mean-convex solution of the
mean curvature flow is automatically weakly convex. Moreover, by Theorem 1.8 in [18], given a noncol-
lapsing constant α > 0, there exists constants γ1 := γ1(n, α) and γ2 := γ2(n, α) with the property that
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any ancient, α-noncollapsed, mean-convex solution of the mean curvature flow satisfies the pointwise
derivative estimates |∇A| ≤ γ1|H |2 and |∇2A| ≤ γ2|H |3. In [24], we proved two structure theorems for
weakly convex, uniformly two-convex, ancient solutions satisfying the derivative estimates |∇A| ≤ γ1|H |2
and |∇2A| ≤ γ2|H |3. Our work also shows that these two derivative estimates together with convexity
and uniform two-convexity imply noncollapsing (a sort of converse to the Haslhofer-Kleiner result). The
following proposition is a straightforward corollary of the Theorem 3.3 and Theorem 4.3 in [24].
Proposition 2.3. Given ε > 0 and α > 0, there exist positive constants C1 := C1(n, α, ε) and
C2 := C2(n, α, ε) with the following property. Assume F¯ : M¯ × (−∞, T ) → RN is an ancient model
solution which is α-noncollapsed. Then for each space-time point (p0, t0), there exists a closed neighbor-
hood B ⊂ M¯ containing p0 such that Bg(t0)(p0, C−11 H(p0, t0)−1) ⊂ B ⊂ Bg(t0)(p0, C1H(p0, t0)−1) and
C−12 H(p0, t0) ≤ H(p, t0) ≤ C2H(p0, t0) for every p ∈ B. Moreover, the neighborhood B is either an
ε-neck, an ε-cap, or a closed manifold diffeomorphic to Sn.
The dependence of the constants C1 and C2 upon α can be removed if one uses an explicit classification
of ancient model solutions. In our context, the initial immersion F0 determines the scale-invariant
derivative estimate bounds γ1, γ2 satisfied by the singularity models (by [25]), which in turn determines
the noncollapsing constant α satisfied by the singularity model (by [24]).
There are a few reasonable topologies one could use to say a given solution is ε0-close to a model
solution on a parabolic neighborhood. Based on the compactness result in the Appendix, we will use the
following. Fix a small constant ε0 > 0 and a large constant K0 <∞. Suppose F :M × [0, T )→ RN is a
solution of the mean curvature and (p0, t0) is a spacetime point. Set Q0 := H(p0, t0). Suppose that F is
defined in the intrinsic parabolic neighborhood Pˆ (p0, t0,K0, K0). Consider the rescaled solution
F˜ (p, t) := Q0F (p, t0 +Q
−2
0 (t− t0)).
After rescaling, we have g˜(t0) = Q
2
0g(t0), H˜(p0, t0) = 1, and the solution F˜ is defined in the intrinsic
parabolic neighborhood P (p0, t0,K0,K0).
Definition 2.4. Let F : M × [0, T ) → RN be an n-dimension solution to the mean curvature flow
and (p0, t0) a spacetime point satisfying H(p0, t0) = 1. Suppose F is defined in the parabolic neigh-
borhood P (p0, t0,K0,K0) (i.e. ∂M , if it exists, satisfies dg(t0)(p0, ∂M) > K0H(p0, t0)
−1 and [t0 −
K0H(p0, t0)
−2, t0] ⊂ [0, T )). We will say the solution F is ε0-close in P (p0, t0, K0,K0) to an ancient
model solution if the following holds. We can find
• an ancient model solution F¯ : M¯ × (−∞, t0]→ RN ;
• a point p¯0 ∈ M¯ with H(p¯0, t0) = 1;
• a smooth relatively compact domain V such that Bg¯(t0)(p¯0, K0) ⊂ V ⊂ M¯ ;
• and a diffeomorphism Φ : V → Φ(V ) ⊂M such that Φ(p¯0) = p0 and Bg(t0)(p0,K0) ⊂ Φ(V ) ⊂M .
Moreover, for each t ∈ [t0−K0, t0], the immersions F (·, t)◦Φ and F¯ (·, t) are ε0-close in C[1/ε0] on V with
respect to the metric g¯ := g¯(t0). Specifically, we think of F (·, t) ◦ Φ and F¯ (·, t) as RN -valued functions
on V and we require
sup
V×[t0−K0,t0]
[1/ε0]∑
m=0
∣∣∇¯m(F (·, t) ◦ Φ− F¯ (·, t))∣∣2
g¯
< ε0,
where ∇¯ denotes the Levi-Civita connection of g¯ on M¯ .
Of course, the definition applies to the rescaled solution if H(p0, t0) 6= 1. Note that it follows from
the evolution equation of F that if 2ℓ +m ≤ [1/ε0], then the derivatives of the form ∂∂t
ℓ∇¯m(F (·, t) ◦ Φ)
are O(ε0)-close to the corresponding derivatives of the model solution.
In the final step of the proof of the canonical neighborhood theorem, we will need to make use of the
follow distance distortion estimate. The lemma is analogous to Lemma 8.3 in Perelman’s work [27]. By
our pinching estimate, the product Hh is comparable to Ric and this lets us follow Perelman’s proof of
the estimate for the Ricci flow.
Lemma 2.5. Suppose F : M × (t1, t2) → Rn+1 is a complete, n-dimensional solution of the mean
curvature flow satisfying |h|2 ≤ β2H2 for some 0 < β < 1. Suppose we have a bounded H(·, t) ≤ Λ(t) for
each t ∈ (t1, t2). Then for any p, q ∈M , we have
0 ≤ − d
dt
dg(t)(p, q) ≤ C(n, β)Λ(t).
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Proof. Recall that the evolution of the metric is given by ∂
∂t
gij = −2Hhij . We fix a time t0 and restrict
our attention to (M, g(t0)). Set ℓ := dg(t0)(p, q), and let γ : [0, ℓ]→ M be a minimal, unit-speed geodesic
between p and q. Set X(s) = γ′(s). Then the derivative of the distance is given by
d
dt
dg(t)(p, q)
∣∣∣
t=t0
= −
∫ ℓ
0
Hh(X,X) ds.
From the identity above, together with Hh(X,X) ≤ βH2 ≤ Λ(t0)2, we first derive the crude estimate
0 ≤ − d
dt
dg(t)(p, q)
∣∣∣
t=t0
≤ Λ(t0)2ℓ.
Recall by the Gauss equation that Hh(X,X) = Ric(X,X) + h2(X,X). On the one hand, using that
h(X,X) ≤ βH < H , this gives Ric(X,X) ≤ Hh(X,X) < Λ(t0)2. On the other hand, since the maximum
eigenvalue λn of h satisfies λn ≤ βH , it follows that h2(X,X) ≤ βHh(X,X). Hence Hh(X,X) ≤
1
1−β
Ric(X,X), and we have
0 ≤ − d
dt
dg(t)(p, q)
∣∣∣
t=t0
≤ 1
1− β
∫ ℓ
0
Ric(X,X) ds.
Having established the inequality above and the upper bound Ric(X,X) ≤ Λ(t0)2, we now proceed as
Perelman does in [27]. Since γ is a minimal geodesic, for any vector field V (s) defined along γ and
orthogonal to X, the second variation formula for the energy of γ gives
0 ≤
∫ ℓ
0
|∇XV |2 −R(X,V,X, V ) ds.
Let 0 < 2r0 ≤ ℓ. Let e1(s), . . . , en(s) be a parallel orthonormal frame along γ with en(s) = X(s). Define
a function
f(s) =


s
r0
s ∈ [0, r0]
1 s ∈ [r0, ℓ− r0]
ℓ−s
r0
s ∈ [ℓ− r0, ℓ]
.
Plugging Vi(s) = f(s)ei(s) for i = 1, . . . , n− 1 into the second variation formula and summing implies
0 ≤
∫ r0
0
n− 1
r20
− s
2
r20
Ric(X,X) ds−
∫ ℓ−r0
r0
Ric(X,X) ds+
∫ ℓ
ℓ−r0
n− 1
r20
− (ℓ− s)
2
r20
Ric(X,X) ds.
Rearranging and using our upper bound for Ric, we get
∫ ℓ
0
Ric(X,X) ds ≤ 2(n− 1)r−10 +
∫ r0
0
(1− s
2
r20
)Ric(X,X) ds+
∫ ℓ
ℓ−r0
(1− (ℓ− s)
2
r20
)Ric(X,X) ds
≤ 2(n− 1)r−10 + 2Λ(t0)2
∫ r0
0
(1− s
2
r20
) ds
= 2(n− 1)r−10 +
4
3
Λ(t0)
2r0.
Therefore, for any 0 < r0 ≤ ℓ2 , we have
0 ≤ − d
dt
dg(t)(p, q)
∣∣∣
t=t0
≤ 1
1− β
(
2(n− 1)r−10 +
4
3
nΛ(t0)
2r0
)
.
If Λ(t0)
−1 ≤ ℓ
2
, then taking r0 = Λ(t0)
−1 gives the desired conclusion. If Λ(t0)
−1 > ℓ
2
, then ℓ < 2Λ(t0)
−1
and our crude estimate established earlier suffices. This completes the proof.
We will use the lemma above in conjunction with Hamilton’s Harnack inequality for the mean cur-
vature flow.
Theorem 2.6 (R. Hamilton [15]). Assume F :M× (0, T )→ Rn+1 is a complete, weakly convex solution
of the mean curvature flow with bounded second fundamental form. Then, for t > 0 and any tangent
vector v,
∂
∂t
H + 2〈∇H,v〉+ h(v, v) + 1
2t
H ≥ 0.
In particular, the quantity
√
tH(p, t) is nondecreasing at each point p ∈M along the flow.
4
3. Canonical Neighborhood Theorem
In this section, we give a proof of the main theorem.
Theorem 3.1. Suppose F0 : M → RN is an immersion of a closed manifold of dimension n ≥ 5
satisfying |H | > 0 and |A|2 < cn|H |2, where cn = min{ 1n−2 , 3(n+1)2n(n+2)}. There exist constants ε˜ and
K˜, depending only upon the dimension and F0, with the following property. Let F : M × [0, T ) → RN
denote the solution of the mean curvature flow with initial immersion given by F0. Given ε0 ∈ (0, ε˜)
and K0 ∈ (K˜,∞), there exists a positive number rˆ > 0, depending upon, n, F0, ε0, and K0, with the
following property. If (p0, t0) is a spacetime point such that H(p0, t0) ≥ rˆ−1, then the solution is ε0-close
in Pˆ (p0, t0,K0,K0) to an ancient model solution.
Proof. Our proof closely follows the proof of Theorem 7.2 in [8], which is an adaptation of Perelman’s
work. We will argue by contradiction and induction on scales, as introduced by Perelman. The theorem
is stated only for ε0 sufficiently small and K0 sufficiently large depending upon the dimension and F0.
Recall that the initial immersion F0 determines a noncollapsing constant α > 0 for singularity models.
We begin by fixing some ε > 0 small and letting C1 = C1(n, F0, ε) and C2 = C2(n, F0, ε) be the constants
in Proposition 2.3. We will assume through the proof that ε is sufficiently small depending upon certain
universal constants that arise in the proof. We let C(n) denote an arbitrary constant depending upon
the dimension, which may change from line to line. We will prove the theorem assuming ε0 is much
smaller than ε and K0 ≥ 16C1. Note that if we the classification of model solutions, then C1 and C2
depend only upon n and ε and hence ε˜ and K˜ will depend only upon n.
The trace of the Gauss equation gives scal = H2 − |A|2. Together with the pinching assumption
1
n
H2 ≤ |A|2 ≤ cnH2, this implies that (1 − cn)H2 ≤ scal ≤ (1 − 1n )H2. Hence bounds for extrinsic
curvature give bounds for the intrinsic curvature and vice versa.
Now, if the assertion of the theorem is false, then there exists a sequence of spacetime points (pj , tj)
with the following properties:
(i) Qj := H(pj, tj) ≥ j.
(ii) The solution is not ε0-close in the parabolic neighborhood Pˆ (pj , tj , K0,K0) to any ancient model
solution.
After point-picking process, we can further assume that the spacetime points (pj, tj) have the additional
property:
(iii) If t ≤ tj and (p, t) satisfies Q˜ := H(p, t) ≥ 4Qj , then the solution is ε0-close in the parabolic
neighborhood Pˆ (p, t,K0,K0) to an ancient model solution.
Clearly, if j ≥ j0(F0) is sufficiently large, then the requirement Q˜ = H(p, t) ≥ 2j, must imply t ≥ T2
since M × [0, T
2
] is smooth and has bounded curvature. Consequently, t − K0Q˜−2 ≥ T2 − K0 14j2 ≥ T4
if j ≥ max{j0,
√
K0T}. Restricting our attention to such j ensures Pˆ (p, t,K0, K0) ⊂ M × [0, T ). Since
the curvature of M × [0, tj ] is bounded and points (p, t) with t ≤ tj with H(p, t) ≥ 4Qj must have
t ≥ T
4
, property (iii) must hold (for each j) after replacing (pj , tj) finitely many times. Under these three
assumptions, we will show that, after dilating the solution F around the point (pj , tj) by the factor Qj ,
a subsequence of the rescaled solutions converges to an ancient model solution.
Step 1: We begin by recalling the derivative and cylindrical estimates established by Nguyen in [25].
We can find a := a(F0) > 0 so that the estimate |A|2 + a ≤ cnH2 holds initially. This inequality
is preserved along the flow and hence H2 ≥ a
cn
holds for all t ∈ [0, T ). Together with the derivative
estimates established in Theorems 3.1 and 3.2 in [25], this implies we can find a large positive constant
η ≥ 100, depending only upon n and the initial immersion F0, such that the pointwise derivative estimates
|∇A| ≤ ηH2 and |∇2A| ≤ ηH3 hold for all t ∈ [0, T ). Using Kato’s inequality and the evolution equation
for ~H , we can choose η so that |∇H | ≤ ηH2 and | ∂
∂t
H | ≤ ηH3 hold for t ∈ [0, T ).
In addition, Theorem 4.1 in [25] gives a cylindrical pinching estimate for our solution, i.e. for every
δ > 0, there exists a constant Cδ such that |A|2 ≤
(
1
n−1
+ δ)H2 + Cδ.
Step 2: In this step, we use the derivative estimates of the previous step to establish short range
curvature estimates. We then obtain higher order pointwise derivative estimates for the second funda-
mental form. Suppose t˜ ≤ tj and p˜ ∈ M . Assume H(p˜, t˜ ) = r−10 . The estimates of the previous step
imply |∇H−1| ≤ η and | ∂
∂t
H−2| ≤ η. Suppose (p, t) is a spacetime point satisfying dg(t˜)(p, p˜) ≤ 14η r0 and
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0 ≤ t˜− t ≤ 1
4η
r20 . Integrating the spacial derivative estimate over small distances gives
∣∣∣ 1
H(p˜, t˜ )
− 1
H(p, t˜ )
∣∣∣ ≤ η dg(t˜)(p, p˜) ≤ 14r0.
Integrating the time derivative estimate over small time intervals gives∣∣∣ 1
H(p, t˜ )2
− 1
H(p, t )2
∣∣∣ ≤ η |t˜− t| ≤ 1
4
r20.
Combining these estimates with the assumption H(p˜, t˜ ) = r−10 shows that
1
4
r−10 ≤ H(p, t) ≤ 4r−10 for all
(p, t) in the parabolic neighborhood P (p˜, t˜, r0
4η
,
r20
4η
) = Pˆ (p˜, t˜, 1
4η
, 1
4η
). Now standard interior estimates for
the mean curvature flow imply that
|∇kA|(p˜, t˜ ) ≤ C(k, n, η)H(p˜, t˜)k+1.
Step 3: Next, we establish uniform bounds for Q−1j H at bounded distance from pj at time tj . This
long-range curvature estimate is the longest step in the proof. For all ρ > 0, let
M(ρ) := lim sup
j→∞
sup
p∈Bg(tj )
(pj ,Q
−1
j
ρ)
Q−1j H(p, tj).
Note M(ρ) is monotone increasing. Our goal is to show M(ρ) < ∞ for all ρ > 0. By the previous step
(setting (p˜, t˜ ) = (pj , tj) and r0 = Q
−1
j ), we have M(ρ) ≤ 4 for 0 < ρ < 14η . Define
ρ∗ := sup{ρ ≥ 0 : M(ρ) <∞}.
Evidently, ρ∗ ≥ 1
4η
. Suppose, for sake of contradiction, that ρ∗ <∞. We argue in several sub-steps.
Step 3.1. We begin by extracting a local geometric limit. By definition of ρ∗, for every 0 < ρ < ρ∗,
we have uniform bounds Q−1j H ≤ C(ρ) on Bg(tj)(pj , Q−1j ρ). The higher order derivative estimates in
Step 2 imply uniform bounds Q−k−1j |∇kA| ≤ C(k, n, η)Q−k−1j Hk−1 ≤ C(k, n, η, ρ) on Bg(tj)(pj , Q−1j ρ)
for each 0 < ρ < ρ∗. For each j, define an immersion F˜j : Bg(tj)(pj , Q
−1
j ρ
∗)→ RN by
F˜j(p) = Qj
(
F (p, tj)− F (pj, tj)
)
.
Let g˜j = Q
2
jg(tj) denote the rescaled metric. Then Bg(tj)(pj , Q
−1
j ρ
∗) = Bg˜j (pj, ρ
∗). So F˜j : (M, g˜j , pj)→
(RN , gflat, 0) is a sequence of pointed isometric immersions and, for all 0 < ρ < ρ
∗ and for each j, we have
uniform estimates for the second fundamental form of F˜j and its derivatives on Bg˜j (pj , ρ). By Proposition
4.2 in the Appendix, we can pass to a local limit. After passing to a subsequence, the sequence of
immersions F˜j : (Bg˜j (pj , ρ
∗), g˜j , pj) → (RN , gflat, 0) converges on compact subsets to a locally defined
pointed isometric immersion F∞ : (B∞, g∞, p∞)→ (RN , gflat, 0), where B∞ = Bg∞(p∞, ρ∗) is a geodesic
ball in the metric in g∞. In particular, dg∞(p∞, ∂B∞) ≥ ρ∗. The planarity estimate in [23] implies
F∞(B∞) is contained in an affine (n + 1)-dimensional subspace, so we may write F∞ : B∞ → Rn+1.
Since the limit is codimension one, the cylindrical estimate, |A∞|2 ≤ 1n−1H2∞, implies the limit is weakly
convex. The derivative estimates, in particular |∇H∞| ≤ ηH2∞, are scale-invariant and pass to the limit
as well.
By assumption M(ρ∗) =∞. Thus, we can find a sequence of points qj ∈ Bg(tj)(pj , Q−1j ρ∗) such that
Q−1j H(qj , tj)→∞ and ρj := Qjdg(tj)(pj , qj)→ ρ∗.
For each j, let γj : [0, Q
−1
j ρj ] → Bg(tj)(pj , ρ∗Q−1j ) be a unit-speed length-minimizing g(tj)-geodesic be-
tween the points pj and qj . The geodesics s 7→ γj(Q−1j s) for s ∈ [0, ρj ] converge locally to a unit-speed
geodesic γ∞ : [0, ρ
∗)→ B∞ missing its terminal point.
Step 3.2 The pointwise derivative estimate, |∇H∞| ≤ ηH2∞, implies
H∞(γ∞(s)) = lim
j→∞
Q−1j H(γj(Q
−1
j s), tj) ≥ (2η(ρ∗ − s))−1 ≥ 16
for s ∈ [ρ∗− 1
32η
, ρ∗). Indeed, suppose for some s˜ ∈ [ρ∗− 1
32η
, ρ∗), we have H∞(γ∞(s˜)) < (2η(ρ
∗− s˜))−1.
Arguing as in Step 2, we find that
H∞(γ∞(s)) ≤ H∞(γ∞(s˜))
1− η(s− s¯)H∞(γ∞(s˜)) ≤ (η(ρ
∗ − s˜))−1 <∞.
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for s ∈ (s˜, ρ∗). In particular, lims→ρ∗ H∞(γ∞(s)) <∞, which contradicts limj→∞Q−1j H(qj , tj)→∞.
Step 3.3. Next, we show that for all s sufficiently close to ρ∗, the point γ∞(s) lies at the center of a
neck. Let
s∗ := max
{ 32C1η
32C1η + 1
ρ∗, ρ∗ − 1
32η
}
.
Consider s˜ ∈ [s∗, ρ∗) so that 32C1η(ρ∗ − s˜) ≤ s˜. Let q˜j := γj(Q−1j s˜). By Step 3.2, H(q˜j , tj) ≥ 4Qj if j
is sufficiently large. By property (iii), we can find a neighborhood Uj ⊃ Bg(tj)(q˜j , 12K0H(q˜j , tj)−1) of q˜j
on which the immersion F (·, tj) is ε0-close to a time slice F¯ (·, t) of an embedding of a model solution in
a corresponding neighborhood. Under the assumptions K0 ≥ 16C1 and ε0 ≪ ε (by a sufficiently large
factor depending only on the dimension) Definition 2.1, Definition 2.4, and Proposition 2.3 imply the
point q˜j has a closed neighborhood Ωj ⊂ Uj with the properties:
• Ωj is either a 2ε-neck, a 2ε-cap, or a closed manifold diffeomorphic to Sn.
• Bg(tj)(q˜j , (2C1)−1H(q˜j , tj)−1) ⊂ Ωj ⊂ Bg(tj)(q˜j , 2C1H(q˜j , tj)−1).
• In Ωj , the mean curvature satisfies (2C2)−1H(q˜j , tj) ≤ H ≤ 2C2H(q˜j , tj).
Let us show Ωj must be a 2ε-neck. Since M(s˜) < ∞, the ratio H(qj , tj)/H(q˜j , tj) → ∞ as j → ∞.
Therefore, H(qj , tj) ≥ 4C2H(q˜j , tj) if j is sufficiently large and it follows from the third item above, that
qj 6∈ Ωj . The estimate in Step 3.2 gives 8C1H(γ∞(s˜))−1 ≤ 16C1η(ρ∗− s˜) < s˜, by definition of s∗. Hence
4C1H(q˜j , tj)
−1 ≤ Q−1j s˜ = dg(tj)(pj , q˜j) if j is sufficiently large and it follows from the second item above
that pj 6∈ Ωj . These considerations evidently imply Ωj is not a closed manifold diffeomorphic to Sn. If
Ωj is a 2ε-cap, then the geodesic γj enters and exits the cap. However, by definition, the boundary of
a 2ε-cap is a central cross-sectional sphere of a 2ε-neck. If ε is sufficiently small depending upon the
dimension, this contradicts the fact that γj is minimizing.
In summary, for each s ∈ [s∗, ρ∗), the point γj(Q−1j s) has a canonical neighborhood which is a 2ε-neck
for j sufficiently large (depending upon s). Note that this implies
Q−1j H(γj(Q
−1
j s), tj) ≥ (C(n)ε(ρ∗ − s))−1,
and hence
H∞(γ∞(s)) ≥ (C(n)ε(ρ∗ − s))−1.
Moreover, on each 2ε-neck, we have the better gradient estimate |∇H | ≤ C(n)εH2. Passing to the limit
for each such s ∈ (s∗, ρ∗), we conclude the point γ∞(s) lies at the center of a C(n)ε-neck in (B∞, g∞).
Step 3.4. For the last two parts of Step 3, we follow the argument of Brendle in [7]. By Step 3.3,
every point γ∞(s), for s ∈ [s∗, ρ∗), lies at the center of an C(n)ε-neck. In this context, a C(n)ε-neck is
an extrinsic notion given by Definition 2.1, but the definition implies each point lies at the center of an
intrinsic C(n)ε-neck in the sense used by Perelman in [28]. Let U ⊂ B∞ denote the connected region
obtained by taking the union over all of the C(n)ε-necks centered at the points γ∞(s) for s ∈ [s∗, ρ∗).
The work of Hamilton [17] shows that each of these C(n)ε-necks admits a canonical foliation by
constant mean curvature spheres (at least away from the boundary of the neck). The foliations of
overlapping necks must agree and can be joined together. Consequently, the domain U admits a foliation
by a one-parameter family of CMC spheres, which we denote by Σu. We can arrange the parameter u so
that the CMC spheres are defined for u ∈ (0, u∗] and so that the spheres move outwards as u increases.
This means that as u→ 0, the spheres Σu move away from the point p∞ and towards the end of the horn.
We let v : Σu → R denote the lapse function of the foliation. If P : Sn−1 × (0, u∗] → U is a (normal)
parameterization of the foliation, then v = |∂P
∂u
|g∞ . We can express the leaves of the foliation as the level
sets of the projection π : U → (0, u∗]. In this case, v = |∇π|−1g∞ . By a reparametrization, we may assume
the average of v over Σu is 1. Note that supΣu |v−1| ≤ C(n)ε. Finally, let ν = −v−1 ∂P∂u = −v∇π denote
the inward-pointing unit normal to the foliation.
For each s ∈ [s∗, ρ∗), the point γ∞(s) contained in a CMC sphere Σu(s) where u(s) := π(γ∞(s)). Since
γ∞ is the limit of a sequence of length minimizing geodesics γj on 2ε-necks, we must have 1− C(n)ε ≤
g∞(ν(γ∞), γ
′
∞) ≤ 1. This implies
d
ds
u = g∞(∇π, γ′∞) = −v−1g∞(ν, γ′∞),
which gives |u′(s) + 1| ≤ C(n)ε and 1−C(n)ε ≤ u(s)
ρ∗−s
≤ 1+C(n)ε. Because each CMC sphere Σu must
be close to a round sphere on a C(n)ε-neck, we have the estimates
sup
q∈Σu(s)
scalg∞(q) ≤ (1 + C(n)ε) inf
q∈Σu(s)
scalg∞(q)
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and
1
C(n)
(
sup
q∈Σu
scalg∞(q)
)−n−1
2 ≤ areag∞(Σu) ≤ C(n)
(
inf
q∈Σu
scalg∞(q)
)−n−1
2 .
Recall that the cylindrical estimate |A∞|2 ≤ 1n−1H2∞ implies the square of the mean curvature H2∞
and the scalar curvature scalg∞ are comparable. In particular, from Step 3.3 we obtain
(ρ∗ − s)2scalg∞(γ∞(s)) ≥ C(n)−1ε−2 > 0.
Since u(s) and ρ∗ − s are comparable, we get
u2 inf
q∈Σu
scalg∞(q) ≥
1
C(n)ε2
> 0.
This implies
areag∞(Σu)
un−1
≤ C(n)εn−1 <∞.
In particular, this implies that areag∞(Σu)→ 0 as u→ 0.
We will now consider the extrinsic geometry of each of the leaves Σu as hypersurfaces within (B∞, g∞).
Let H and A denote the scalar mean curvature and second fundamental form of Σu with respect to g∞
(not to be mistaken for H∞ and A∞). For each u, the mean curvature H = H(u) is constant. As we are
on a C(n)ε-neck, the ratio
(
supq∈Σu scalg∞(q)
)− 1
2H(u) is close to zero. Using the first variation formula
for the mean curvature and the fact that (B∞, g∞) has nonnegative Ricci curvature, we obtain
−H′(u) = ∆Σuv + (|A|2 +Ricg∞(ν, ν))v ≥ ∆Σuv +
1
n− 1H(u)
2v.
Taking the average over Σu on both sides gives
−H′(u) ≥ 1
n− 1H(u)
2.
This inequality implies that either H(u) ≤ 0 for all u, or H(u) is eventually positive and satisfies
H(u) ≤ n− 1
u
.
The former cannot occur since
d
du
areag∞(Σu) = H(u)
∫
Σu
v = H(u) areag∞(Σu),
and we know areag∞ (Σu)→ 0 as u→ 0. Consequently,
d
du
(
u1−nareag∞ (Σu)
)
= u1−nareag∞(Σu)
(H(u)− n− 1
u
) ≤ 0.
Now because the function u 7→ u1−nareag∞ (Σu) is monotone decreasing, clearly
lim inf
u→0
areag∞(Σu)
un−1
> 0.
This implies
lim sup
u→0
(
u2 sup
q∈Σu
scalg∞(q)
)
<∞.
To summarize, u(s)2scalg∞(γ∞(s)), and hence u(s)H∞(γ∞(s)), are bounded above and below as s→ ρ∗.
Moreover, the ratio u1−nareag∞(Σu) is bounded and monotone, and therefore converges to a finite
nonzero constant as u→ 0. In other words, the geometry of our local limit is asymptotically conical in
U as u→ 0. For later use, let us choose a positive constant Hˆ such that
u sup
q∈Σu
H∞(q) ≤ Hˆ.
Step 3.5: Now we can find a suitable sequence of rescalings of our original flow which converge to
a local flow for which the final time slice is a metric cone. This will contradict the strong maximum
principle. Here are the details. Choose a sequence of sℓ ∈ [s∗, ρ∗) with sℓ → ρ∗. Then uℓ := u(sℓ) → 0.
Let xˆℓ = γ∞(sℓ) ∈ Σuℓ . After passing to a subsequence, we can assume u−1ℓ (ρ∗ − sℓ) converges to a
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constant ρˆ, which is close to 1. For j sufficiently large, let xℓ,j = γj(Q
−1
j sℓ) ∈ Bg(tj)(pj , Q−1j ρ∗) so that
xℓ,j → xˆℓ as j →∞. Define Rℓ,j := uℓQ−1j .
Now consider the rescaled metrics gˆℓ,j = R
−2
ℓ,j g(tj) = u
−2
ℓ g˜j (where recall g˜j = Q
2
jg(tj)) on the metric
balls
Bˆℓ,j := Bgˆℓ,j
(
xℓ,j,
(ρ∗ − sℓ)
2uℓ
)
= Bg˜j
(
xℓ,j ,
ρ∗ − sℓ
2
)
⊂ Bg˜j (pj , ρ∗).
By our work in Step 3.1, (Bˆℓ,j , gˆℓ,j) converges locally smoothly to
(
Bg∞
(
xˆℓ,
ρ∗−sℓ
2
)
, u−2ℓ g∞
)
for each
fixed ℓ as we let j →∞. By our work in Step 3.3, every point x ∈ Bˆℓ,j lies at the center of a C(n)ε-neck
and therefore on a canonical CMC sphere. So Bˆℓ,j is contained a tube which is canonically foliated by
CMC spheres. Because the foliation by CMC spheres is uniquely determined by the metrics (via the
inverse function theorem) and because the metrics g˜j = Q
2
jg(tj) converge locally smoothly to g∞, each
CMC sphere contained in Bˆℓ,j converges to a unique CMC sphere in Bg∞
(
xˆℓ,
ρ∗−sℓ
2
)
as we let j → ∞.
It follows from comparability of u(s) and ρ∗− s that Bg∞
(
xˆℓ,
ρ∗−sℓ
2
) ⊂ ⋃u∈( 1
3
uℓ,
5
3
uℓ)
Σu and conversely,
if 2
3
uℓ < u <
4
3
uℓ, then Σu ⊂ Bg∞
(
xˆℓ,
ρ∗−sℓ
2
)
. Let Σˆ
(ℓ,j)
uˆ denote the one-parameter family of CMC
spheres that foliate Bℓ,j . After a translation, choice of sign, and suitable reparametrization (so that the
lapse function vˆ(ℓ,j) has average 1 on each CMC sphere) the foliation is defined at least for uˆ ∈ ( 1
3
, 5
3
)
with Σˆ
(ℓ,j)
uˆ ⊂ Bˆℓ,j if uˆ ∈ ( 23 , 43 ) and Bˆℓ,j ⊂
⋃
uˆ∈( 1
3
, 5
3
) Σ
(ℓ,j)
uˆ . In particular, these choices determined the
parameter uˆ and, consequently, Σˆ
(ℓ,j)
uˆ converges to Σu, where u = uℓuˆ, as j →∞ for uˆ ∈ ( 13 , 53 ). By first
sending j →∞ and then sending ℓ→∞, we have
areagˆℓ,j (Σˆ
(ℓ,j)
u )
uˆn−1
→
area
u−2
ℓ
g∞
(Σ(uℓuˆ))
uˆn−1
=
areag∞(Σ(uℓuˆ))
(uℓuˆ)n−1
→ constant.
Set τ = − 1
288ηHˆ2
. Finally, consider the sequence of flows Fˆℓ,j : Bˆℓ,j × (τ, 0]→ RN defined by
Fˆℓ,j(p, t) = R
−1
ℓ,j
(
F (p, tj +R
2
ℓ,jt)− F (xℓ, tj)
)
.
For each p ∈ Bˆℓ,j , we can find uˆ ∈ ( 13 , 53 ) with p ∈ Σ(ℓ,j)uˆ . Assuming that j is large enough, depending
upon ℓ, it follows from our work in Step 3.4 that
Q−1j H(p, tj) ≤ 2Hˆu−1ℓ uˆ−1 ≤ 6Hˆu−1ℓ .
For t ∈ (τ, 0], we have
R2ℓ,j(−t) < R2ℓ,j(−τ ) = 1
288η
u2ℓQ
−2
j Hˆ
−2 ≤ 1
8ηH(p, tj)2
.
So we may use the short-range curvature estimates in Step 2, for (p, t) ∈ Bˆℓ,j × (τ, 0], to obtain
Rℓ,jH(p, tj +R
2
ℓ t) ≤ 4Rℓ,jH(p, tj) ≤ 24Hˆ.
Thus, we have uniform bounds for the second fundamental forms of the flows Fˆℓ,j on the domains
Bℓ,j × (τ, 0] assuming j is sufficiently large depending upon ℓ. For a suitable diagonal subsequence, we
can now apply Corollary 4.4 to obtain a locally defined solution of the mean curvature flow Fˆ∞ in R
n+1
defined on a parabolic neighborhood Bˆ∞ × (τ, 0], where Bˆ∞ = Bgˆ∞(xˆ∞, 12 ρˆ). If along the subsequence
j is taken sufficiently large for each ℓ, then the CMC foliations of Bˆℓ,j converge to a CMC foliation Σˆuˆ
of suitable domain Uˆ in Bˆ∞ with the property that
areagˆ∞(Σˆuˆ)
uˆn−1
= constant.
Let vˆ and νˆ denote the lapse function and inward-pointing unit normal of the foliation Σˆuˆ. If Hˆ(uˆ)
and Aˆ denote the the mean curvature and second fundamental form of Σˆuˆ with respect to gˆ∞, then the
identities in Step 3.4 imply Hˆ(uˆ) = n−1
uˆ
, Hˆ′(uˆ) = 1
n−1
Hˆ(uˆ), |Aˆ|2 = 1
n−1
Hˆ(uˆ)2, and Ricgˆ∞(νˆ, νˆ) = 0.
This in turn implies vˆ ≡ 1, and hence Uˆ must be a piece of metric cone (note, as can be seen by the
estimate uˆ1−nareagˆ∞(Σˆuˆ) ≤ C(n)εn−1, the opening angle of the cone must be very small).
Since the solution Fˆ∞ is codimension 1, weakly convex, uniformly two-convex, and we have Ricgˆ∞(νˆ, νˆ) =
0, the Gauss equation implies that Aˆ∞(νˆ, νˆ) = 0. By the strong maximum principle for tensors, this
implies the solution locally splits a line. In particular, the metric induced by the immersion is locally a
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product, which is not compatible with the conclusion that geometry at time zero is conical. This gives
us the desired contradiction. We conclude
M(ρ) := lim sup
j→∞
sup
p∈Bg(tj )
(pj ,Q
−1
j
ρ)
Q−1j H(p, tj) <∞
for each ρ > 0.
Step 4: Using the previous steps, we extract a complete limit and show it must have bounded
curvature. By the previous step, for every ρ ∈ (0,∞) and every integer k = 0, 1, . . . , there exists a
positive constant C(n, k, η, ρ) such that Q−k−1j |∇kA|(p, tj) ≤ C(n, k, η, ρ) if dg(tj)(p, pj) < ρQ−1j . Hence
for each of the rescaled pointed isometric immersions F˜j : (M, g˜j , pj) → (RN , gflat, 0) in Step 3.1, we
have uniform estimates for the second fundamental form and each of its derivatives at bounded distance.
After passing to a subsequence, by Proposition 4.2 we have
• the sequence (M, g˜j , pj) converges smoothly in the pointed Cheeger-Gromov sense to a complete
Riemannian manifold (M∞, g∞, p∞);
• the sequence of immersions F˜j converges smoothly to a pointed isometric immersion F∞ : (M∞, g∞, p∞)→
(RN , gflat, 0).
In the limit, we have the estimate |A∞|2 ≤ 1n−1H2∞. The codimension estimate implies that F∞(M∞)
is contained in an (n+1)-dimensional affine subspace of RN . In codimension one, the estimate |A∞|2 ≤
1
n−1
H2∞ implies the limit has nonnegative sectional curvature.
By condition (iii) and Proposition 2.3, either M∞ is a closed manifold diffeomorphic to S
n or every
point p ∈M∞ where H∞(p) ≥ 8 has a canonical neighborhood which is either 2ε-neck or a 2ε-cap. Note
that if a point p ∈ M∞ lies on a 2ε-cap, then the estimates in Proposition 2.3 imply the cap is incident
to a 2ε-neck of radius bounded by C(n)C2H∞(p)
−1. Thus, if the curvature of (M∞, g∞) is unbounded,
then the limit must contain a sequence of 2ε-necks of radii tending to zero. However, by an argument of
Perelman, this is impossible in a complete Riemannian manifold with nonnegative sectional curvature.
See Proposition 2.2 in [13] for a detailed version of the argument. Consequently, (M∞, g∞) has bounded
curvature.
Step 5: By the previous step, the mean curvature of the immersion F∞ is bounded from above by a
constant Λ > 8. Since the sequence of immersions F˜j converges locally smoothly to F∞, for every ρ > 1,
we have
lim sup
j→∞
sup
p∈Bg(tj )
(pj ,ρQ
−1
j
)
Q−1j H(p, tj) ≤ 2Λ.
The short range curvature estimates in Step 2 then imply that for every ρ > 1,
lim sup
j→∞
sup
(p,t)∈Pˆ (pj,tj ,ρ,
1
32ηΛ2
)
Q−1j H(p, t) ≤ 8Λ,
where recall Pˆ (pj , tj , ρ,
1
32ηΛ2
) = Bg(tj)(pj , ρQ
−1
j ) × [tj − 132ηΛ2Q−2j , tj ]. By a minor abuse of notation,
let F˜j :M × [−Q2j tj , 0]→ RN denote the flow
F˜j(p, t) = Qj
(
F (p, tj +Q
−2
j t)− F (pj , tj)
)
.
If we take τ1 := − 164ηΛ2 and j sufficiently large, then for every ρ > 1, we have uniform estimates for
the second fundamental form of F˜j on the parabolic neighborhood P (pj , 0, ρ, τ1). Note these uniform
estimates are independent of ρ. By Corollary 4.4, a subsequence of these flows converge to a complete
solution of the mean curvature flow F∞(·, t) defined for t ∈ [τ1, 0] with F∞(·, 0) = F∞. Moreover, the
limiting solution satisfies
Λ1 := sup
(p,t)∈M∞×[τ1,0]
H(p, t) ≤ 8Λ.
Now set τ2 := τ1 − 164ηΛ21 . Using the short range curvature estimates once more and passing to a further
subsequence, we can extend the solution F∞(·, t) to the interval t ∈ [τ2, 0] and the solution will satisfy
Λ2 := sup(p,t)∈M∞×[τ2,0]H(p, t) ≤ 8Λ1. Analogously, for each m ≥ 1, with τm+1 = τm − 164ηΛ2m and
Λm+1 := sup(p,t)∈M∞×[τm+1,0]H(p, t) ≤ 2Λm, we get a complete solution of the mean curvature flow
F∞ :M∞ × [τm, 0]→ RN .
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Let τ∗ := limm→∞ τm. Taking the limit along a suitable diagonal sequence of the flows F˜j , we ob-
tain a complete solution of mean curvature flow F∞ : M∞ × (τ∗, 0] → RN . By construction, solution
has bounded mean curvature for each t ∈ (τ∗, 0]. The solution satisfies the estimates |∇A∞| ≤ ηH2∞,
|∇2A| ≤ ηH3∞, and |A∞|2 ≤ 1n−1H2∞. By the planarity estimate, the solution is contained in an affine
(n+1)-dimensional subspace of RN , so without loss of generality we may write F∞ :M∞×(τ∗, 0]→ Rn+1.
Finally, by property (iii) together with Proposition 2.3, any spacetime point (p, t) ∈M∞ × (τ∗, 0] where
H∞(p, t) ≥ 8 has a canonical neighborhood which is either a 2ε-neck, a 2ε-cap, or a closed manifold
diffeomorphic to Sn.
Step 6: In this final step, we show that τ∗ = −∞ using Hamilton’s Harnack inequality for the
mean curvature flow. Suppose τ∗ > −∞. This implies limm→∞(τm+1 − τm) → 0 and consequently
limm→∞ Λm =∞. Thus, as we go backward in time to τ∗, the mean curvature of F∞(·, t) blows up.
By the Harnack inequality, (t− τ∗) 12H∞(p, t) is nondecreasing for each p ∈M∞. Since H∞(p, 0) ≤ Λ,
this gives
H∞(p, t) ≤
√ −τ∗
t− τ∗Λ
for all t ∈ (τ∗, 0] and p ∈M∞. Applying Lemma 2.5, we get
0 ≤ − d
dt
dg∞(t)(p, q) ≤ C(n)
√ −τ∗
t− τ∗Λ
for all t ∈ (τ∗, 0] and p, q ∈ M∞. The key point is that the right hand side of the inequality above is
integrable in t. Integrating this inequality gives
dg∞(0)(p, q) ≤ dg∞(t)(p, q) ≤ dg∞(0)(p, q) +C(n)(−τ∗)Λ
for all times t ∈ (τ∗, 0] and all points p, q ∈M∞.
By our rescaling procedure, clearly H∞(p∞, 0) = 1. The maximal principle implies the infimum of
the mean curvature is nondecreasing and hence
inf
p∈M∞
H∞(p, t) ≤ inf
p∈M∞
H∞(p, 0) ≤ 1
for all t ∈ (τ∗, 0]. It follows that we can find a point q∞ ∈ M∞ where H∞(q∞, t) ≤ 2 for t = τ∗ + 164η .
By the short range curvature estimates of Step 2, H∞(q∞, t) ≤ 8 for t ∈ (τ∗, τ∗ + 164η ]. In particular, if
m is sufficiently large, this implies H∞(q∞, τm) ≤ 8. We claim
lim sup
m→∞
sup
p∈Bg∞(τm)(q∞,ρ)
H∞(p, τm) <∞
for every ρ > 1. This follows from the long range curvature estimate proven in Step 3. For the argument
in Step 3 to work, we need only the pointwise derivative estimates and condition (iii). Both of these prop-
erties are satisfied by the limit. Since the mean curvature is bounded at bounded distance, the sequence
of immersions Fˆm : (M∞, g∞(τm), q∞) → (Rn+1, gflat, 0), where Fˆm(p) = F∞(p, τm) − F∞(q∞, τm), sub-
sequentially converges to a smooth limit. By the argument in Step 4, this limit has bounded curvature.
It follows that there exists a constant Λ∗ > Λ, independent of ρ, such that
lim inf
m→∞
sup
p∈Bg∞(τm)(q∞,ρ)
H∞(p, τm) ≤ Λ∗,
for every ρ > 1. The geodesic balls Bg∞(τm)(q∞, ρ) may change in size as τm → τ∗. By our distance
estimate, however, if ρ is sufficiently large, then
Bg∞(0)(q∞, ρ− C(n)(−τ∗)Λ) ⊂ Bg∞(τm)(q∞, ρ).
Consequently,
lim inf
m→∞
sup
p∈Bg∞(0)(q∞,ρ)
H∞(p, τm) ≤ Λ∗,
for every ρ > 1.
In summary, for every ρ > 1, we can find a large integer m such that
sup
p∈Bg∞(0)(q∞,ρ)
H∞(p, τm) ≤ 2Λ∗.
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By the short range curvature estimates (both forwards and backwards in time), taking m sufficiently
large, this implies
sup
t∈(τ∗,τ∗+ 1
16ηΛ2
∗
]
sup
p∈Bg∞(0)(q∞,ρ)
H∞(p, t) ≤ 8Λ∗.
Since Λ∗ is independent of ρ, this gives
sup
t∈(τ∗,τ∗+ 1
16ηΛ2
∗
]
sup
p∈M∞
H∞(p, t) ≤ 8Λ∗.
This contradicts our observation that limm→∞ Λm = ∞. Therefore, we must have τ∗ = −∞. From the
derivative estimates, the codimension estimate, the cylindrical estimate, and the main result of [24], the
solution F∞ :M∞ × (−∞, 0]→ RN is an ancient model solution.
In conclusion, a subsequence of flows obtained by rescaling the solution F around the points (pj , tj)
by H(pj, tj) must converge to an ancient model solution. This, of course, contradicts property (ii), and
thereby completes the proof of the theorem.
4. Appendix: Local Compactness for Solutions of Mean Curvature Flow
This appendix is meant to serve as a reference for the reader on a local compactness result for the mean
curvature flow given uniform local curvature estimates. This type of result is well-known and often used
by experts. Our goal is to make precise the local compactness results we use in our proof of the canonical
neighborhood theorem, as well as provide sufficiently many details for the proofs of these statements. In
[11], building on work of Langer in [22], Breuning proves a local compactness result for immersions that
is close to what we desire here. The key idea behind the result, originally due to Langer, is that estimates
for the second fundamental form and its derivatives yield estimates for the immersion and its derivatives
when the immersion is can be represented as a graph. The result of [11], however, requires estimates
for the second fundamental form in extrinsic balls rather than in intrinsic balls, which are more natural
here. The result we are after is therefore closer in spirit Hamilton’s compactness result [16] for the Ricci
flow and its local adaptation by Cao and Zhu in [14]. We found their work to be a good reference for
this type of result and our compactness theorem will be a corollary of theirs.
First, a word on notation. Suppose that F : (M, g)→ (RN , gflat) is an isometric immersion. We will
also let 〈· , ·〉 also denote that flat metric on RN . Let g¯ be any other metric on M and let ∇g¯ denote the
corresponding covariant derivative. To estimate derivatives of F with respect to g¯, we will think of the
immersion F as a tuple of R-valued functions F = (F 1, . . . , FN ) and use the notation
|∇kg¯F |2g¯ :=
N∑
m=1
|∇kg¯Fm|2g¯
where |∇kg¯Fm|g¯ denotes the usual norm of the (0, k)-tensor ∇kg¯Fm for each m. We will similarly view
the second fundamental form A as an RN -valued (0, 2)-tensor and the mean curvature vector ~H as an
R
N -valued function. This means we view A as a section of T ∗M⊗2 ⊗ F ∗RN rather than as a section of
T ∗M⊗2 ⊗ NM . Let ∇ = ∇g and ∇⊥ = ∇⊥g denote the induced connections on T ∗M⊗k ⊗ F ∗RN and
T ∗M⊗k ⊗NM respectively. Acting on the second fundamental form, these derivatives are related in a
local coordinates x1, . . . , xn on M by
∇iAjk = ∂
∂xi
Ajk − ΓlijAlk − ΓlikAjl;
∇⊥i Ajk = (∇iAjk)⊥ = ∇iAjk −
n∑
l=1
〈Ajk, Ail〉el,
where e1, . . . , en is a local orthonormal frame for TM (the equalities above hold as sections of F
∗
R
N =
TM ⊕NM). In particular, this means that |∇A|2 = |∇⊥A|2+ |〈A,A〉|2 (where 〈A,A〉 is a (0, 4)-tensor).
It is perhaps more natural to assume bounds on |(∇⊥)kA| than it is to assume bounds on |∇kA|. However,
taking derivatives of the second identity above, we can estimate
|∇kA| ≤ |(∇⊥)kA|+ Ck
∑
p+q=k−1
|(∇⊥)pA||(∇⊥)qA|+ Ck
∑
p+q+r=k−1
|(∇⊥)pA||(∇⊥)qA||(∇⊥)rA|.
for a constant Ck = Ck(n,N). Thus estimates for |∇kA| for 0 ≤ k ≤ k¯ are equivalent to estimates for
|(∇⊥)kA| for 0 ≤ k ≤ k¯ up to some constants. In the lemmas and propositions below, we will assume
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estimates on |∇kA| rather than on |(∇⊥)kA|. Note that ∇k+2F = ∇kA as sections of T ∗M⊗k+2 ⊗
F ∗RN . However, uniform bounds for |∇kF | = |∇kF∗gflatF |F∗gflat (a quantity which is invariant under
reparametrization) along a sequence of immersions is not enough to deduce compactness via Arzela-
Ascoli. We must obtain estimates with respect to a fixed background metric.
We will reserve the notation |∇kA| = |∇kgA|g to denote the norm of derivatives of the curvature with
respect to the metric g induced by the immersion. For any other fixed background metric g¯, we use the
notation |∇kg¯A|g¯. Estimates with respect to a fixed background metric are needed for extracting limits,
but estimates for the second fundamental form are usually obtained with respect to the metric induced
by the immersion.
Definition 4.1 (cf. Definition 4.1.1 in [14]). Let (Mj , gj , pj) be a sequence of pointed, complete n-
dimensional Riemannian manifolds and suppose for each j that Fj : (Mj , gj , pj) → (RN , gflat, 0) is a
pointed isometric immersion. Let Bj := Bgj (pj , ρj) ⊂ Mj denote the open geodesic ball centered at
pj ∈ Mj of radius ρj ∈ (0,∞]. Suppose ρj → ρ∗ ∈ (0,∞]. We say the sequence of pointed immersions
Fj |Bj converges in C∞loc to a pointed isometric immersion F∞ : (B∞, g∞, p∞)→ (RN , gflat, 0) of a (possibly
incomplete) pointed n-dimensional Riemannian manifold B∞ = Bg∞ (p∞, ρ
∗) (which is an open geodesic
ball centered at p∞ of radius ρ
∗ with respect g∞) if:
• We can find a sequence of smooth, relatively compact open sets Uj in B∞ satisfying p∞ ∈ Uj ,
Uj ⊂ Uj+1, and ∪jUj = B∞.
• We can find a sequence of diffeomorphisms φj : Uj → φj(Uj) ⊂ Bj satisfying φj(p∞) = pj .
Moreover, for all ρ ∈ (0, ρ∗), if j is sufficiently large, then Bgj (pj , ρ) ⊂ φj(Uj).
• The sequence of immersions Fj ◦φj converges to F∞ smoothly with respect to g∞ on every compact
subset of B∞.
To be specific, in the definition above, the sequence Fj ◦ φj : Uj → RN converges to F∞ : B∞ → RN
smoothly with respect to g∞ on compact subsets as R
N -valued functions. This means that for every
nonnegative integer k¯, every compact subset K ⊂ B∞, and every positive real number ε > 0, there exists
j0 := j0(k¯,K, ε) such that K ⊂ Uj0 and, for j ≥ j0,
sup
K
k¯∑
k=0
∣∣∇kg∞((Fj ◦ φj)− F∞)∣∣2g∞ < ε.
In particular, the pullback metrics φ∗jgj = (Fj ◦φj)∗gflat converge smoothly on compact subsets of B∞ to
g∞ = F
∗
∞gflat. If ρ
∗ =∞, then this means the sequence (Mj , gj , pj) converges in the traditional pointed
Cheeger-Gromov sense to a complete Riemannian manifold (M∞, g∞, p∞).
The following proposition is the analogue of Theorem 4.1.2 in [14].
Proposition 4.2 (Local compactness of pointed immersions). Let (Mj , gj , pj) be a sequence of pointed,
complete n-dimensional Riemannian manifolds and suppose for each j that Fj : (Mj , gj , pj)→ (RN , gflat, 0)
is a pointed isometric immersion. Consider a sequence of radii ρj ∈ (0,∞] such that ρj → ρ∗ ∈ (0,∞]
and let Bj := Bgj (pj , ρj). Suppose that for every radius 0 < ρ < ρ
∗ and every integer k ≥ 0, there exists
a constant Λk(ρ), independent of j, and a positive integer j0(k, ρ) such that for every j ≥ j0(k, ρ) the
kth covariant derivative of the second fundamental form Aj of the immersion Fj satisfies the pointwise
estimate
sup
Bgj (pj ,ρ)
|∇kAj |gj ≤ Λk(ρ).
Then there exists a subsequence of the immersions Fj |Bj which converges in C∞loc to a pointed isometric
immersion F∞ : (B∞, g∞, p∞) → (RN , gflat, 0) of an open geodesic ball B∞ = Bg∞(p∞, ρ∗). If ρ∗ = ∞,
then the limiting Riemannian manifold is complete.
Before we discuss the proof of the proposition, let us show how to deduce a local convergence result
for the mean curvature flow as a corollary. We will take the following definition for local convergence of
flows.
Definition 4.3 (cf. Definition 4.1.3 in [14]). Fix τ < 0. Let (Mj , gj(t), pj) be a sequence of evolving,
pointed, complete n-dimensional Riemannian manifolds for t ∈ (τ, 0]. Suppose Fj(·, t) : (Mj , gj(t), pj)→
R
N , for t ∈ (τ, 0], is a sequence of smoothly evolving immersions satisfying Fj(pj , 0) = 0. Consider a
sequence of radii ρj ∈ (0,∞] such that ρj → ρ∗ ∈ (0,∞] and let Pj := Bgj (0)(pj , ρj) × (−τ, 0]. We say
the sequence of pointed evolving immersions Fj |Pj converges in C∞loc to a pointed evolving immersion
F∞(·, t) : (B∞, g∞(t), p∞) → RN for t ∈ (τ, 0] of an evolving, pointed, n-dimensional Riemannian
manifold B∞ = Bg∞(0)(p∞, ρ
∗), if:
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• We can find a sequence of (time-independent) smooth, relatively compact open sets Uj in B∞
satisfying p∞ ∈ Uj , Uj ⊂ Uj+1, and ∪jUj = B∞;
• We can find a sequence of (time-independent) diffeomorphisms φj : Uj → φj(Uj) ⊂ Bgj (pj , ρj)
satisfying φj(p∞) = pj . Moreover, for all ρ ∈ (0, ρ∗), if j is sufficiently large, then Bgj (pj , ρ) ⊂
φj(Uj).
• The sequence of evolving immersions Fj(·, t) ◦ φj converges to F∞(·, t) smoothly with respect to
g∞(0) on every compact subset of B∞ × (τ, 0].
To be specific, in the definition above, the sequence Fj(·, t) ◦ φj : Uj → RN converges to F∞ :
B∞ × (τ, 0] → RN smoothly with respect to g∞(0) on compact subsets if for every nonnegative integer
k, compact subset K ⊂ B∞, compact subset [τ˜, 0] ⊂ (τ, 0], and positive real number ε > 0, there exists
j0 := j0(k,K, τ˜, ε) such that K ⊂ Uj0 and, for j ≥ j0,
sup
K×[τ˜,0]
k∑
m=0
∣∣∇mg∞(0)((Fj(·, t) ◦ φj)− F∞(·, t))∣∣2g∞(0) < ε.
Here is the compactness result for local solutions of the mean curvature flow that we are after. This
is the analogue of Theorem 4.1.5 in [14].
Corollary 4.4 (Local compactness of mean curvature flow). Fix τ < 0. Let (Mj , gj(t), pj) be a sequence
of evolving, pointed, complete n-dimensional Riemannian manifolds for t ∈ (τ, 0]. Suppose Fj(·, t) :
(Mj , gj(t), pj)→ RN , for t ∈ (τ, 0], is a sequence of smoothly evolving immersions satisfying Fj(pj , 0) = 0.
Consider a sequence of radii ρj ∈ (0,∞] such that ρj → ρ∗ ∈ (0,∞]. Suppose Fj is a solution to the
mean curvature flow on the parabolic neighborhood Pj := Bgj(0)(pj , ρj)× (τ, 0]. Finally, suppose that for
every radius 0 < ρ < ρ∗ there exists a constant Λ(ρ), independent of j, and a positive integer j0(ρ) such
that for every j ≥ j0(ρ), the second fundamental form Aj of the evolving immersion Fj(·, t) satisfies the
pointwise estimate
sup
Bgj (0)
(pj ,ρ)×(τ,0]
|Aj |gj ≤ Λ(ρ).
Then there exists a subsequence of solutions Fj such that Fj |Pj converge in C∞loc to a solution of the mean
curvature flow F∞ : B∞× (τ, 0]→ RN with g∞(t) = F∞(·, t)∗gflat and B∞ = Bg∞(0)(p∞, ρ∗). If ρ∗ =∞,
the limiting solution is complete at time t = 0.
Note that if ρ∗ = ∞ and the bounds for the second fundamental form in the proposition above can
be taken to be independent of ρ, then the solution will be complete on every time-slice.
It is straightforward to see that the assumptions of the corollary together with Proposition 4.2 allow
us to extract a limiting immersion at the time t = 0. In order to extend the convergence backwards in
time, we will use the follow lemma, which is an adaptation of Lemma 4.1.4 in [14] to our setting.
Lemma 4.5 (cf. Lemma 4.1.4 in [14]). Let (B, g, p) be a pointed Riemannian manifold, K ⊂ B be a
compact subset, and F˜j(·, t) be a sequence of pointed (i.e, F˜j(p, 0) = 0) solutions of the mean curvature
flow defined on K × [τ˜, 0]. Let g˜j(t) = F˜j(·, t)∗gflat. Let ∇ denote covariant derivative of g and ∇˜ = ∇˜g˜j
denote the covariant derivative of g˜j(t) for each j. Suppose there exist constants Ck (independent of j)
for each integer k ≥ 0 such that
(a) C−10 g ≤ g˜j(0) ≤ C0g on K for all j;
(b) for each k ≥ 0, |∇kF˜j(·, 0)|g ≤ Ck on K for all j;
(c) |∇kg˜j A˜j |g˜j ≤ Ck on K × [τ˜, 0] for all j.
Then there exists constants C˜k (independent of j) for each integer k ≥ 0 such that
C˜−10 g ≤ g˜j(t) ≤ C˜0g; |∇kF˜j |g ≤ C˜k (k ≥ 0)
on K × [τ˜, 0] for all j.
Proof. The proof of this lemma differs very little from the proof of Lemma 4.1.4 in [14]. This lemma also
follows from the results in Appendix A of Brendle’s book [4]. So we will just highlight the key points.
Let p ∈ K, v ∈ TpB, and define µ(t) = g˜j(t)(v, v). Since
∣∣∣ ∂
∂t
g˜j(v, v)
∣∣∣ = 2
∣∣∣〈A˜j(v, v), ~˜Hj〉
∣∣∣ ≤ C(n)C20 g˜j(v, v),
(here 〈· , ·〉 := gflat) we have |µ′(t)| ≤ Cµ(t). From this and (a), the uniform equivalence of the metrics
C˜−10 g ≤ g˜j(t) ≤ C˜0g readily follows. Let Γ˜j and Γ denote the connection coefficients of g˜j and g
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respectively. The expression ∂
∂t
(Γ˜j−Γ) = ∂∂t Γ˜j is tensorial and, since ∂∂t Γ˜j = g˜−1j ∗∇˜g˜j ( ∂∂t g˜j), assumption
(c) implies an estimate
∣∣ ∂
∂t
(Γ˜j − Γ)
∣∣
g
≤ C on K × [τ˜, 0]. On the other hand, assumption (b) implies
(for each k) that |∇k g˜j(0)| ≤ C on K, which implies |Γ˜j(0) − Γ|g ≤ C. By integration one concludes
|Γ˜j −Γ|g ≤ C on K × [τ˜, 0]. Now that we have estimates for the difference of the connection coefficients,
we estimate ∣∣∣ ∂
∂t
∇kg˜j
∣∣∣
g
=
∣∣∣∇k ∂
∂t
g˜j
∣∣∣
g
≤
∣∣∣∇˜k ∂
∂t
g˜j
∣∣∣
g
+
∣∣∣(∇k − ∇˜k) ∂
∂t
g˜j
∣∣∣
g
.
In light of the evolution equation for g˜j and assumption (c), we can bound |∇˜k ∂∂t g˜j |g ≤ C. By induction,
we can bound the second term |(∇k − ∇˜k) ∂
∂t
g˜j |g by C + C|∇kg˜j |g . Hence, we have ∂∂t |∇kg˜j |g ≤ C +
C|∇kg˜j |g By integration and assumption (b), we obtain the estimate |∇kg˜j |g ≤ C on K × [τ˜, 0] for each
k. See Lemma A.3 in [4] and the proof in [14] for further details. In a similar fashion, we have
∣∣∣ ∂
∂t
(
∇kF˜j
)∣∣∣
g
=
∣∣∣∇k ∂
∂t
F˜j
∣∣∣
g
=
∣∣∣∇k ~˜Hj
∣∣∣
g
≤
∣∣∣∇˜k ~˜Hj
∣∣∣
g
+
∣∣∣(∇k − ∇˜k) ~˜Hj
∣∣∣
g
.
By assumption (c) the first term is bounded by a constant. Our estimates for the metric and its derivatives
together with assumption (c) give control of the second term. For example, because ∇˜ ~˜Hj = ∇ ~˜Hj , we
have
(∇2 − ∇˜2) ~˜Hj = (∇− ∇˜)(∇ ~˜Hj) + ∇˜(∇− ∇˜) ~˜Hj
= (∇− ∇˜)(∇˜ ~˜Hj)
= (Γ− Γ˜j) ∗ ∇˜ ~˜Hj
Note that Γ− Γ˜j = g˜−1j ∗∇g˜j . For the general case, see Lemma A.4 in [4]. By integration and assumption
(b), we obtain the desired estimates.
Now we can give a proof of Corollary 4.4.
Proof of Corollary 4.4. We have uniform estimates for Aj on the parabolic neighborhood Bgj(0)(pj , ρ)×
(τ, 0] for each 0 < ρ < ρ∗ (assuming j ≥ j0(ρ)). Therefore, by standard interior estimates for the mean
curvature flow, for each integer k ≥ 0 there exists a constant Ck(ρ) such that
sup
Bgj (0)
(pj ,ρ)
|∇kgj (0)Aj(0)|gj (0) ≤ Ck(ρ)
for each 0 < ρ < ρ∗ (assuming j ≥ j0(ρ)). In particular, the sequence Fj(·, 0) : (Mj , gj(0), pj) →
(RN , gflat, 0) satisfies the hypotheses of Proposition 4.2. Thus after passing to a subsequence, which
we still denote by Fj , we can find a pointed Riemannian manifold (B∞, g∞, p∞), a sequence of do-
mains Uj exhausting B∞, and injective smooth maps φj : Uj → Bgj (0)(pj , ρj) such that F˜j := Fj ◦ φj
converges smoothly on compact subsets of B∞ with respect to g∞ to a pointed isometric immersion
F∞ : (B∞, g∞, p∞)→ (RN , gflat, 0). Here B∞ is the open geodesic ball Bg∞(p∞, ρ∗).
Now we can apply Lemma 4.5. Let K ⊂ B∞ be any compact subset and [τ˜, 0] ⊂ (τ, 0]. Let
g˜j(t) := F˜j(·, t)∗gflat. To simplify notation, let F := F∞ and g := g∞. Let ∇˜g˜j and ∇ denote the
covariant derivatives of g˜j and g respectively. By the definition of convergence, after passing to a suitable
diagonal subsequence, for every integer k ≥ 0, there exists a constant Ck such that
|∇kF˜j(·, 0)|g ≤
∣∣∇k(F˜j(·, 0)− F )∣∣g + |∇kF
∣∣
g
≤ Ck
on K for all j. Clearly, we also have C−10 g ≤ g˜j(0) ≤ C0g on K for all j. Finally, by diffeomorphism
invariance and interior estimates we obtain |∇˜kg˜j A˜j |g˜j = |∇kgjAj |gj ≤ Ck on K × [τ˜, 0] for all j. Thus,
assumptions (a) - (c) of Lemma 4.5 are satisfied and consequently, we have uniform estimates C˜−10 g ≤
g˜j(t) ≤ C˜0g and |∇kF˜j |g ≤ C˜k for k ≥ 0 with respect to the fixed background metric g. We can now
use Arzela-Ascoli with a standard diagonalization argument to extract a subsequence which converges
uniformly on compact subsets of B∞ × (τ, 0]. In the limit, we obtain a family of smooth maps F∞(·, t) :
B∞ → RN for t ∈ (τ, 0]. Evidently, F∞(·, 0) = F = F∞ since we already have convergence at time
t = 0. It remains to verify the family F∞(·, t) is a solution of the mean curvature flow. The (0,2)-
tensor g∞(t) = F∞(·, t)∗gflat is the limit of the nondegenerate metrics g˜j(t) each of which are uniformly
equivalent to the Riemannian metric g = g∞(0). In particular, g∞(t) is itself a Riemannian metric and
F∞(·, t) is a family of immersions. Finally, as a limit of solutions of the mean curvature flow, it is clear
that F∞(·, t) satisfies the same equation.
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In the remainder of this appendix, we will give a proof of Proposition 4.2. Our approach will be first
to extract an intrinsic limit along a suitable subsequence, using the work of Hamilton and Cao-Zhu’s
localization of it. To do so, we will need an injectivity radius estimate, which we obtain from the following
lemma.
Lemma 4.6. Let F : (M, g, p)→ (RN , gflat, 0) be a pointed isometric immersion of a smooth connected
complete Riemannian manifold. Suppose that for some ρ ∈ (0,∞),
sup
Bg(p,ρ)
|A| ≤ Λ.
There exists a positive constant δ := δ(n,Λ, ρ) > 0 such that inj(M,p) ≥ δ.
Proof. After composing F with an isometry of RN , we may assume that F (0) = 0 and dFp(TpM) =
R
n × {0} ⊂ RN . Let π : RN → Rn denote the projection onto the first n-coordinates of RN . Let
r0 :=
1
500
min{Λ−1, ρ}.
We will first show that the immersion can be expressed as a graph over a ball in dFp(TpM) of radius
proportional to r0. Then, in the graphical parametrization we can estimate the intrinsic volume, and
from this the local injectivity radius estimate will follow.
Step 1: First, we show that π ◦ F is injective on Bg(p, 15r0). If not, then there exists distinct points
q0, q1 ∈ Bg(p, 15r0) such that π ◦ F (q0) = π ◦ F (q1). Let γ : [0, 1] → M be a minimizing geodesic with
γ(0) = q0 and γ(1) = q1. Now dg(q0, q1) < 30r0, which implies
dg(p, γ(t)) ≤ dg(p, q0) + dg(q0, γ(t)) < 45r0 < ρ.
So γ([0, 1]) ⊂ Bg(p, ρ) and therefore |A|(γ(t)) ≤ Λ for each t ∈ [0, 1]. Let γ˜(t) = F ◦ γ(t) and γˆ(t) =
π ◦ γ˜(t). Because γ(t) is a geodesic, we have γ˜′′ = A(γ′, γ′) and |γ˜′| = |γ′| = dg(q0, q1). We claim that
|γˆ′(t)|2 ≥ 1
10
dg(q0, q1)
2 for all t ∈ [0, 1]. To see this fix some t ∈ [0, 1] and let X(s) be the parallel
transport of γ′(t) along a minimal geodesic σ(s) connecting σ(0) = p to σ(1) = γ(t). Note |σ′| ≤ 45r0.
Let X˜(s) = dFσ(s)(X(s)) and note that |π(X˜(0))| = |X˜(0)| = |X(0)| = dg(q0, q1). Now
∣∣∣ d
ds
1
2
|π(X˜)|2
∣∣∣ = ∣∣〈π(A(σ′, X)), π(X˜)〉∣∣ ≤ |A||σ′||X|2 ≤ 45Λr0dg(q0, q1)2 ≤ 9
20
dg(q0, q1)
2.
Therefore,
1
2
|γˆ′(t)|2 = 1
2
|π(X˜(1))|2 ≥ 1
2
dg(q0, q1)
2 − 9
20
dg(q0, q1)
2 ≥ 1
20
dg(q0, q1)
2,
which implies |γˆ′(t)|2 ≥ 1
10
dg(q0, q1)
2. Now we consider the function f(t) = 1
2
|γˆ(t) − γˆ(0)|2. Then
f ′ = 〈γˆ′, γˆ − γˆ(0)〉 and f ′′ = 〈γˆ′′, γˆ − γˆ(0)〉 + |γˆ′|2. Also, f(0) = f(1) = 0, f ′(0) = 0 and f ′′(0) =
|γˆ′(0)|2 ≥ 1
10
dg(q0, q1) > 0. Consequently, f attains its maximum at some point t0 ∈ (0, 1). Since
|γˆ′′| = |π(A(γ′, γ′))| ≤ Λdg(q0, q1)2 and |γˆ − γˆ(0)| ≤ 30r0, at the point t0, we obtain the inequality
0 ≥ f ′′(t0) ≥ −30r0Λdg(q0, q1)2 + 1
10
dg(q0, q1)
2.
But this implies that r0 ≥ 1300Λ−1, in contradiction with its definition.
Step 2: Next, we show that c(n)rn0 ≤ Vol(Bg(p, 15r0)) ≤ C(n)rn0 . Let Ω := π(F (Bg(p, 15r0))) ⊂ Rn.
Let || · || denote the Euclidean norm on Rn and D its standard derivative. Now since π is injective on
F (Bg(p, 15r0)), we can find a smooth function f : Ω → RN−n such that f(0) = 0 , Df(0) = 0, and
graph(f) = F (Bg(p, 15r0)). For graphical parametrizations, it is straightforward to show (see Lemma
2.2 in [11]) the inequality
||D2f || ≤ (1 + ||Df ||2) 32 (|A|g ◦ F−1)
holds on Ω. Let r˜ > 0 be the maximal radius such that Bnr˜ ⊂ Ω. Clearly, r˜ ≤ 15r0. For x ∈ Bnr˜ \ {0},
write x = rω where ω is a unit vector and r ∈ (0, r˜). Consider the function µ(t) = ||Df ||2(tω) for
t ∈ [0, r]. Noting that graph(f) ⊂ F (Bg(p, ρ)), the inequality above gives
µ′(t) ≤ 2||D2f ||(tω)µ(t) 12 ≤ 2(1 + µ(t)) 32µ(t) 12Λ.
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We can rewrite this as
d
dt
( µ(t)
1 + µ(t)
) 1
2 ≤ Λ
Since µ(0) = 0, integrating from 0 to r gives
( ||Df ||2(x)
1 + ||Df ||2(x)
) 1
2 ≤ rΛ ≤ 15 r0Λ < 1
20
.
Therefore, we conclude that ||Df || ≤ 1
100
on Bnr˜ . Finally, using this slope bound, we can derive the
volume estimate. Consider a direction ω such that r˜ω ∈ ∂Ω. Using our estimate for the slope of f , the
path σ˜(t) = (tω, f(tω)) clearly has length bounded by 3
2
r˜. Since the path σ(t) := F−1 ◦ σ˜(t) is a path in
M from p to the boundary of Bg(p, 15r0) and F preserves lengths, we conclude r˜ ≥ 10r0. Since Bnr˜ ⊂ Ω,
using the graphical parametrization, we obtain Vol(Bg(p, 15r0)) ≥ c(n)rn0 . On the other hand, the slope
bound for f gives the reverse inequality Vol(Bg(p, 15r0)) ≤ C(n)rn0 .
Conclusion: Using the Gauss equation, we can bounded the absolute value of the sectional curvature
in Bg(p, ρ) by 2Λ. Now it follows from Theorem 4.2.2. in [14] (which is a local injectivity radius
estimate due to Cheeger-Gromov-Taylor in [12]) together with the volume estimates from Step 2, that
inj(M,p) ≥ c(n,Λ, ρ)r0.
We can now prove Proposition 4.2.
Proof of Proposition 4.2. We will complete the proof in two steps.
Step 1: We will first take an intrinsic limit in the sense of Definition 4.1.1 in [14] by applying Theorem
4.1.2. in [14]. To that end, we consider the sequence of geodesic balls Bj = Bgj (pj , ρj) ⊂ Mj and verify
two conditions.
(a) Consider a radius ρ < ρ∗ and an integer k ≥ 0. Via the Gauss equation, estimates for covariant
derivatives of the second fundamental form yield corresponding estimates for the Riemannian cur-
vature tensor Rm(gj) of the metric gj . In particular, |∇kRm(gj)| can be bounded pointwise by an
expression in |∇lAj | for 0 ≤ l ≤ k. Thus we can find a constant Λ˜k(ρ), independent of j and a
positive integer j1(k, ρ) such that j ≥ j1(k, ρ)
sup
Bgj (pj ,ρ)
|∇kRm(gj)| ≤ Λ˜k(ρ).
(b) Let ρ˜ = min{ 1
2
ρ∗, 1}. After passing to a subsequence, we have |Aj | ≤ Λ0(ρ˜) on the geodesic
ball Bgj (pj , ρ˜) for all j. Thus, by Lemma 4.6, there exists a positive constant δ := δ(n,Λ0(ρ˜), ρ˜),
independent of j, such that the injectivity radius of Mj at pj in the metric gj satisfies
inj(Mj , pj) ≥ δ.
Having verified conditions (a) and (b), we may now apply Theorem 4.1.2. in [14] to obtain the following
conclusion: there exists a subsequence of pointed geodesic balls (Bj , gj , pj) which converge to a pointed
geodesic ball (B∞, g∞, p∞) centered at a point p∞ of radius ρ
∗ (that is, B∞ = Bg∞(p∞, ρ
∗)) in the
intrinsic C∞loc topology. This means, we can find a sequence of exhausting open sets Uj in B∞, each con-
taining p∞, and a sequence of diffeomorphisms φj : Uj → φj(Uj) ⊂ Bj ⊂Mj such that φj(p∞) = pj and
the metrics g˜j := φ
∗
jgj converge to g∞ in the smooth topology on every compact subset of B∞. Moreover,
the proof of Theorem 4.1.2. in [14] implies Uj ⊂ Uj+1 and for every ρ ∈ (0, ρ∗), if j is sufficiently large
then Bgj (pj , ρ) ⊂ φj(Uj).
Step 2: Now that we have an intrinsic limit, it is straightforward to show that a subsequence of the
immersions F˜j := Fj ◦ φj : Uj → RN converges to a limit F∞ : B∞ → RN , smoothly with respect to g∞
on compact subsets of B∞. Consider any compact subset K ⊂ B∞. If j is sufficiently large, then K ⊂ Uj
and F˜j is defined on K. Moreover, there exists ρ := ρ(K) ∈ (0, ρ∗) such that φj(K) ⊂ Bgj (pj , ρ) if j is
large enough. By diffeomorphism invariance, |∇kg˜j F˜j |g˜j = |∇kgjFj |gj . Recall from the discussion at the
beginning of the appendix that ∇kgjFj = ∇k−2gj Aj . Therefore, given K and k ≥ 2, our uniform bounds for
the second fundamental form and its covariant derivatives imply uniform bounds for |∇kg˜j F˜j |g˜j on K once
j is sufficiently large. On the other hand, for k = 1, we have |∇g˜j F˜j |g˜j = n since g˜j = φ∗gj = F˜ ∗j gflat.
Thus, since the metrics g˜j converge to g∞ on K, given a compact K ⊂ B∞ and an integer k ≥ 1, we
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obtain uniform estimates for |∇kg∞ F˜j |g∞ if j is sufficiently large. By assumption F˜j(p∞) = Fj(pj) = 0
and so with the first derivative estimate, we conclude |F˜j | ≤ C on K as well for j large enough. By the
classical Arzela-Ascoli and diagonalization, we can find a subsequence of the F˜j which converge smoothly
with respect to g∞ on every compact subset of B∞ to smooth limit F∞ : B∞ → RN . Since g∞ =
limj→∞ g˜j = limj→∞ F˜
∗
j gflat = F
∗
∞gflat, the limiting R
N -valued function is an immersion, completing the
proof.
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