Strutinsky's method is reviewed through a new understanding. This method depends on two free parameters: The smoothing parameter and the order of the curvature correction. It turns out that this method is nothing but a compromise between two fundamental conditions which are the socalled asymptotic limit which imposes a small as possible smoothing parameter and the smoothing condition which forces that parameter to be, at least, of the order of the inter shell spacing. In this paper, to find the best value of the smoothing parameter, a new criterion is proposed instead the plateau condition . This new criterion is much more clear and free from ambiguities of the usual plateau condition. It is also found, that the second free parameter, i.e. the order of the curvature correction, plays an accessory role since, it is connected intimately to the smoothing parameter.
I. INTRODUCTION
In nuclear structure, the Hartree-Fock-Bogoliubov (HFB) method is the best choice to solve the mean field approximation. In the 80's, because of the limited power of computers, it was difficult to make such calculations. The use of Strutinsky's method [1] [2] [3] was then a good palliative. This method was particularly useful in the study of fission barriers where it obtained remarkable results [4] and it was even difficult to compete with it. Today, although less used than before, it continues to have followers [5] [6] [7] [8] .
One of the weak points of this method is undoubtedly its inherent ambiguities. First, Strutinsky's method is also called the macroscopic-microscopic method because it associates two types of opposite nuclear models and this is a priori not very coherent. However, this "mixture" can be justified from the HFB theory [9] . Second, this method includes two arbitrary parameters: The width of the smoothing functions and the order of the curvature correction. It appears that the results of this method always depend more or less strongly on these two parameters. Although many arguments have been given to justify this or that choice [10] for these parameters, the fact is that this question remains an open problem. Actually, the most fundamental question is: what exactly is Strutinsky method? The precise response to this question has been given in 2006 in Ref. [11] which shows that the Strutinsky's method is only an approximation of * Electronic address: aziziyoucef@gmail.com semiclassical method [12] [13] [14] [15] [16] . This approximation contains an unavoidable remainder, which means that the method cannot give an exact result, i.e. with the required precision. Once this has been clarified, the problem of the methods accuracy and its dependence on the two free mentioned parameters remains to be solved. In this respect, this study provides deeper analysis and further clarifications of the one which has already been addressed in Reference [11] . First, this paper indicates, in particular, the way to obtain the optimal value for the smoothing parameter. That is to say, for which the results are the closest to those given by the semiclassical method. To this end, a basic criterion is given (see Sec. VIII) in order to achieve this optimal value in a very precise manner. Furthermore, this criterion which is fundamentally different from the so-called plateau condition, will be justified in this paper. This study will also explain why the order of the curvature correction has very little influence on the results when the smoothing parameter is chosen optimally. This paper is the result of a very large number of numerical calculations and checks. Among these calculations, we have chosen some examples to illustrate the most important features. The digital aspect has been intensively processed using a large number of FORTRAN programs.
It is hoped that reading this article will provide the necessary elements that allows a good understanding of this method and the associated ambiguities and will explain how to handle the Strutinsky procedure.
II. THE STRUTINSKY METHOD
The principle of this method [4] is based on the fact that the energy of a nucleus can be splitted into a smooth part which varies slowly with the number of neutrons and protons and a rapid fluctuations due to the shell structure of the level density. The justification for such a separation has been made on the basis of the Hartree-Fock theorem [9] . The smooth part is generally deduced from a classical arXiv:1807.04006v2 [nucl-th] 30 Jul 2018 model such as the liquid drop model and quantum corrections are derived from a microscopic model. The present work concerns only the shell correction, the pairing correction is therefore, outside of the scope of this study. Shell effects are evaluated separately for neutrons and protons. In the Strutinsky method, the binding energy is given by:
Where each of the shell corrections is defined as:
in which the first sum is that of the single-particle energy-levels and the second is the smooth energy defined through the Strutinsky procedure. N and Z are the neutron and proton numbers. The Strutinsky procedure depends on two free parameters: The order M and the smoothing parameter γ. This method has been mainly used in the past to describe the double fission barrier, binding energy and equilibrium deformation of nuclei.
III. THE STRUTINSKY LEVEL DENSITY AND THE STRUTINSKY ENERGY. BASIC FORMULAE

A. The exact level density
The exact (or sharp) level density g o ( ) for neutrons or protons is defined as a sum of Dirac functions on the basis of the knowledge of the set of energy levels { n }.
In Eq.3 the parameter γ is introduced to make the argument of Delta function, dimensionless. Subsequently, it will play the role of width of the Gaussian smoothingfunctions (see below). The energies n are generally grouped into shells of nucleons (neutrons or protons). The energy interval between two successive shells constitutes a gap. Each gap is characterized by one of the well-known magic numbers in the famous shell model of Maria/Haxel [17, 18] for a spherical shape of the nucleus. But secondary gaps and other magic numbers can appear for other deformations of the nucleus (the so-called deformed magic numbers [4] ). The Delta functions (especially for high degeneracy of energy levels) represent abrupt oscillations of the level density. Each Delta function is centered at an energy level n .
Within the expression of Eq.3 the Energy (that contains the shell effects) is defined by:
Where λ 0 is the sharp Fermi level. In principle it is derived from the condition of conservation of the number of particles:
Due to the fact that the exact level density is based only on Delta (sharp) functions in Eq.3, the Fermi level λ 0 cannot be completely determined. Generally, for a sharp distribution of nuclear matter, it is defined as the highest occupied level. Nevertheless, here, there is no need to know λ 0 because it does not appear explicitly in the sum od Eq.4.
B. The smoothing functions
In order to smooth out this density (Eq.3), i.e. to remove the shell effects, Strutinsky thought first to replace the Delta functions by a pure Gaussian functions with finite width γ. Thus, the basic idea of Strutinsky is to "spread the Delta functions over an interval of finite length γ. To eliminate the shell oscillations, the width γ of these Gaussians must be at least equal to the mean gap between two successive shells usually denoted by ω (in reference to the typical example of the harmonic oscillator). It turned out that such replacement was not so accurate and led Strutinsky to introduce the so-called curvature correction. This consists of multiplying the Gaussians functions by a polynomial of order M . Thus, the smoothing procedure amounts to replace Delta functions in Eq.3 (and therefore in Eq.4 and 5) by smoothing functions as follows:
with the very important smoothing condition that the parameter γ must be at least of the order of the inter shell spacing.
γ ω (smoothing condition)
To condense the notation, the smoothing functions will be denoted as:
Making the replacement given by Eq.6, the exact density of Eq. 3 will become a convenient regular continuous function (as soon as Eq.7 is fulfilled) and will be defined as the Strutinsky (i.e. smooth) level density :
In realistic calculations the mean inter-shell spacing is usually taken of the order of
where A is the mass number. Note the similarity between Eq.3 and Eq.9. The polynomial P M in the smoothing functions are defined by means of Hermite polynomials:
Similarly to Eq.4, the Strutinsky (or average) energy will be given by:
The shell correction of the Strutinsky method is then given by:
Where E is defined by Eq.4. The Fermi level is determined by the conservation of the particle number:
The detailed formulas of g M , γ and E are given in Ref. [19] . There is no need to give these formulas which are only used for FORTRAN programming.
IV. THE DEFECTS OF THE STRUTINSKY METHOD. THE PLATEAU CONDITION
The main problem of the Strutinsky method is that the Strutinsky level density g M,γ ( ) deduced from the Strutinsky procedure depend on two arbitrary numbers, namely, the Gaussian width, represented by the smoothing parameter γ and the order M of the curvature correction. The same remarks holds for the Strutinsky energy E M,γ . Originally, the main argument was that these two numbers had no physical meaning and therefore the shell correction had to be non-dependent on these two quantities. This led to the so-called plateau condition ensuring "locally" the independence of the shell correction with respect to these two parameters.
Usually, the plateau condition is searched for a fixed order M and the second condition is most cases not taken into account. In fact, in most calculations only standard values are used. The later are generally about γ ≈ 1.0 ∼ 1.2 ω and M ≈ 6 ∼ 10.
Even with the plateau condition, the results were never very clear, except in the case of the three-dimensional harmonic oscillator where a nice plateau was obtained as long as the degree of the polynomial of the curvature correction was equal at least to two. The three-dimensional harmonic oscillator remains a singular case because in any other case such a perfect plateau has never been observed. The case of the oscillator will finally be explained through the semiclassical theory (see section VI). In practice, it is always difficult to locate the plateau because in most cases it does not appear very clearly. Consequently, in this method, the uncertainties and ambiguities are always present.
V. THE WIDTH OF THE SMOOTHING FUNCTIONS DEPENDS NOT ONLY ON γ BUT ALSO ON M
Thus, the smoothing procedure of the Strutinsky method amounts to perform the replacement given by Eq.6 with the smoothing condition of Eq.7. In this procedure, each Dirac function in the sum of Eq.3 is "mimed" by a continuous function (see Eq.8) with a finite width. Unlike a sum of Delta functions, the sum of modified exponential gives as result a continuous level density with oscillations. The larger the width of these functions, the smaller the oscillations. But the most important point concerns the real width of the smoothing functions F M . In the absence of the curvature correction the width of the curve is the one of a pure Gaussian, i.e. represented by the sole parameter γ. But the curvature correction, i.e. P M in Eq.8, must be taken into account. In effect, in that formula, we have a product of a polynomial P M of order M by a Gaussian. Therefore, it is easy to see that the polynomial of the curvature correction influences the width of the resulting curve. Consequently, the width of the smoothing functions (Eq.6) will not be represented only by the parameter γ as it often claimed. More precisely, the polynomial has M roots and vanishes M times. Therefore, the first root defines practically the true width of that curve.
Consequently the real width of the smoothing function depends not only on the parameter γ but also on the order M . We illustrate in Fig. 1 how the order M modifies the smoothing functions when γ is kept constant. One can compare the width of the pure Gaussian (M = 0) with two other curves, corresponding to M = 6 and M = 30. From that figure, it is clear that the real width of the smoothing function depends also on the order M and diminishes as M increases. Thus for a fixed γ the width decreases as M increases. It comes to the same thing to increase M or to diminish γ. This explains why the smoothing functions reduce to a Delta function for γ = 0 or M = ∞ and therefore why the Strutinsky level density given by Eq.9 reduces to the exact level density in these two distinct cases. Thus, it is obvious, that M and γ are closely dependant in the smoothing procedure.
VI. CONNECTION BETWEEN THE SEMICLASSICAL LEVEL DENSITY AND THE STRUTINSKY LEVEL DENSITY IN THE "ASYMPTOTIC LIMIT
In 2008, Ref. [11] proved analytically that the shell correction evaluated from the Strutinsky method is only an approximation to the one deduced from semiclassical method. This connection is valid only in the asymptotic limit (see formulae below). Thus, the true value in such calculations is the one given by the semiclassical method. Consequently, the only question that arises is what accuracy can be obtained from the Strutinsky method? In order to deduce the "true" shell correction in a direct way, i.e. by semiclassical methods, it is always possible, at the cost of extremely complicated calculations, to use straight semiclassical formulae. Nevertheless, the advantage of the Strutinsky method lies in the fact to avoid these complications. In this respect, in the Strutinsky method, we only needs the knowledge of the level density deduced from the set of the single particle energy levels. The semiclassical approximation is implicitly contained in this quantity. As previously stated, the only problem is how to deal with the Strutinsky method in order to obtain the best possible accuracy. In this respect, a direct connection between the semiclassical level density and the one of Strutinsky method is given by the following relations [11] :
Here g sc (λ) is the semiclassical density of states at the Fermi level λ (which plays a role of a variable here). The relative remainder is:
in which
with the condition of the asymptotic limit λ − 0 γ (asymptotic limit) (19) and the smoothing condition, which comes from the Strutinsky method, already seen in Eq.7 and which is repeated here for the sake of clarity:
The condition 19 is the so called asymptotic limit where 0 is the zero point energy and γ is the smoothing parameter. From the condition of asymptotic limit (Eq.19), because λ and 0 are fixed, the value of the free parameter γ must be taken enough small. However, from the smoothing condition 20 this parameter has also to be taken sufficiently large. Obviously, an optimum choice must be done between these two contradictory conditions. Thus, Eq.19 and 20 play a fundamental role in the Strutinsky procedure. One will return latter (see section VII) to say how to make the best choice for γ . Concerning the harmonic oscillator, we can say right now that relation 22 explains the perfect result of the Strutinsky method for the harmonic oscillator case. In effect, in that case the semiclassical density is just a polynomial of the second degree in λ (taken as a variable), for this reason the Strutinsky method with M ≥ 2 gives the exact result because the derivative of Eq.17 vanishes in the remainder, making rigorously g M ,γ (λ) = g sc (λ). In this case, the Strutinsky density does not depend anymore on γ. We obtain thus a perfect plateau in the graph of g M ,γ (λ) as a function of γ. Apart from that case, in realistic cases, the density is not a polynomial and the remainder does never cancel. Consequently, the Strutinsky method becomes only an approximation to semiclassical methods. In order to minimize as much as possible the remainder R M ,γ (λ) we must choose the most suitable values for the free parameters γ and M . We point out that similar formulae as those of the level density can be obtained for the energy. A connection between the energy of the Strutinsky method and the semiclassical energy is then:
With the same conditions of asymptotic limit and smoothing conditions given by 19 and 20.
VII. THE LIMIT OF THE REMAINDER WHEN THE ORDER M TENDS TOWARD LARGE VALUES
From Eq.16 in the previous section, henceforth, one knows that there is connection between the density of levels computed by the Strutinsky method and the one deduced from semiclassical approximations. In order to improve the accuracy, it is necessary to minimize as much as possible the remainder which appears in Eq.16 and which is defined in Eq.17. In this context, the only free parameters in the remainder are the Gaussian width γ of the exponential and the order M of the curvature correction. In the expression of the remainder, we have the product C M +2 γ M +2 . As it can easily be seen in Eq.18, the coefficient C M +2 tends toward zero as M increases to infinity. Therefore, for a fixed value of the parameter γ, this product also tends to zero as M increases to infinity. It is then tempting to simply take large values of M to increase this accuracy. But actually, things are no so simple that they appear. Indeed, it has been already noticed in section V that if M is increased, the real width of the smoothing functions decreases so that it is necessary to enlarge again the parameter γ in order to fulfill the fundamental relation of the smoothing condition Eq.7 Thus, as M increases, C M +2 decreases but the smoothing conditions implies that γ has to be increased at the same time. Therefore, as M increases, the limit of the product C M +2 γ M +2 remains unclear. Finally, we cannot say that taking large values of M improves the accuracy of the Strutinsky method. The solution to this problem must be sought elsewhere. In fact, the response to this problem is to solve the dilemma between the conditions of the asymptotic limit and the smoothing condition. This will be shown in the following section.
VIII. THE CRITERION OF THE MONOTONIC BEHAVIOR OF THE STRUTINSKY LEVEL DENSITY
In fact, the "truth" must be searched between the two fundamental and contradictory conditions which are the asymptotic limit condition given by Eq.19 and the smoothing condition given by Eq.20. These two conditions are contradictory because the asymptotic limit implies a small as possible value of the parameter γ , whereas the smoothing condition involves a quite large value for that quantity. In order to conciliate between these two opposite conditions in an optimal way, one simply has to search the smallest value of the parameter γ which realizes the smoothing of the level density. However, the problem becomes the following: As γ is increased little by little from zero, in what extent one can state that the smoothing is "reached" for some value of γ? How to "evaluate the "degree" of that smoothing? In other words, what is the criterion which is able to respond to that question? In fact, in the following, we will see that smoothing is achieved when the Strutinsky's density becomes monotonously increasing. So, to demonstrate that, it is necessary to show how the Strutinsky level density changes when the parameter γ is increased from zero to larger values, for a given order M (arbitrarily fixed). As function of the Fermi energy and for small values of γ, the Strutinsky level density given by Eq.9 is characterized by an important oscillatory behavior around a "mean curve. This is due to the smoothing functions (Eq.8) which are close to Delta functions when their width is small. As the parameter γ continues to increase, these oscillations decrease in amplitude and the curve becomes more and more regular approaching thus this mean value for which the oscillations disappear. In this respect, one can guess that the disappearance of these oscillations mark the beginning of the smoothing and fixes the optimal value of γ. Because by construction the smoothing is realized for the smallest value of the parameter γ, i.e. for which the asymptotic limit is best achieved, one deduces that the Strutinsky level density will necessary be the closest to the semiclassical density. From that particular value, if we continue to increase the parameter γ, the curve remains regular, but begins to "collapse" more and more, starting from the top. One will then move further and further away from this optimal value. A practical example is given in In Fig.2 . We have drawn the Strutinsky level density for a fixed value of the order (M = 6), and three values of the parameter γ. For the smallest value γ = 1M ev, one can see strong oscillations. These oscillations decrease in amplitude for γ = 3M eV and disappear when the value of γ reaches 7.23M eV which is the optimal value. These calculations are deduced from the neutron case of 134 60 N d 74 . To obtain the set of energy levels we have solved a realistic Schrodinger equation based on Woods-Saxon potential following the method given in Ref. [20] . Thus, it is worth to repeat that as soon as the curve becomes regular, i.e. as soon as the oscillations cease, one can consider that the density of state becomes close as possible to the semiclassical level density. But in practice, when can we say that the oscillations stop? To respond to this question it is sufficient to note that the semiclassical level density is always monotonically increasing. So, it is natural to impose the same property to the one calculated by the Strutinsky method. Thus, the oscillatory behavior of the Strutinsky level density ceases when this function becomes monotonically increasing. In practice, it is then enough to gradually increase the parameter γ and to verify from which value of this parameter, the curve representing the Strutinsky level density becomes monotonically increasing, without oscillations. One must not go beyond this optimal value because the curve begins to collapse and consequently becomes more and more false. Now, it remains to check two things. First, that the calculations do not depend on M as soon as the smoothing condition is realized. Secondly, that the precision of such calculations is acceptable by comparing them directly with those of the semiclassical method. This will be done in the next section. In fact, in the previous section, the criterion of the monotonic behavior is based only on the smoothing parameter γ. This criterion does not precise the value of the order M . It only says that its value must be first arbitrarily fixed. The question which arises to the mind is: if we choose different values for the order M , can we obtain the same value for the Strutinsky level density (and therefore for the Strutinsky energy and shell correction)? In fact, we know for a long time that if one varies the two parameters M and γ in a independent way, that is to say by varying one and maintening the other constant, one will not obtain the same result. But, in the present study we first fixe the order M and then search the smoothing value of γ by applying the criteria of the monotonic (increasing) behavior of the Strutinsky level density. Thus for each order M we find the corresponding value of the smoothing parameter γ . Thus, unlike the old plateau condition, the two parameters are not independent as it is claimed by trying to solve the both equations 14 and 15. The second is in fact useless. Thus, the smoothing can be realized for any value of the parameter M . Since, for any value M, that smoothing makes the Strutinsky level density as close as possible to the one of the semiclassical method, we expect the same (or at least very close) results of Strutinsky energy or Strutinsky level density.
In tables I,II and III we compare the Strutinsky calculations of energy with the ones of semiclassical method for three isotopes of N eodymium . In these calculations, the Strutinsky energy have been evaluated for different value of the order M using the present criterion of the monotonic behavior to determine the smoothing value of the parameter γ. The semiclassical energy is calculated by using the method given in Ref. [21] . As already mentioned before, the Strutinsky calculations are realized following our FORTRAN program given in Ref. [22] . We use the Woods-Saxon potential with the universal parameters of Ref. [23] .
So, in these three cases, we can see that the value γ smooth (of the parameter γ ) which initiate the smoothing (of the Strutinsky level density) increases with the order M . The bad value of the energy for M = 0 is due to the absence of the curvature correction. Thus, apart from the value M = 0, the Strutinsky (smooth) energy is found to be very close to the one deduced from the semiclassical method. The relative error is about 0.0005M eV when one considers that the semiclassical method gives the exact value. But the most important point is that, it is very clear that where the smoothing is For the lowest values of M (M = 2 − 10), the variations of the energy of Strutinsky are somewhat larger. So, even among these values, there are some which are very close to the semiclassical, it is however difficult to choose a priori between them. Due the "unavoidable remainder", there is always an (small) uncertainty in this method. Therefore a very perfect result would only be due to chance. We can conclude this section by saying that as soon as the order M is fixed and the smoothing is realized for that value of M , the Strutinsky energy becomes close to the semiclassical level density and insensitive to the value of M , provided that M is large enough (about M 12).
X. CRITICISM OF THE PLATEAU CONDITION
The plateau condition is actually very rarely encountered. This explains why it has early been replaced by the stationarity condition 4 in which the plateau reduces to a single point (minimum or maximum). For the fans of the plateau condition, it often happens to find not one, but several points of stationarity making the choice difficult. In the illustration of Fig. 3 , the Strutinsky energy is drawn as function of γ, for four values of the order M . It is clear that for each curve one has several extrema and the problem is to choose between them. The exact value, is the one of the semiclassical method and is indicated in that figure, for our particular case, that, for M = 10, the optimal value of γ is about 9M eV . However, this is close to a recipe and does not prove that accuracy is good in all cases. Because the same example has been "treated" by our criterion in table III and by the stationarity condition in Fig. 3 , it is to possible to compare between the both methods through this illustration. Contrarily to the difficulties encountered by the stationarity condition, one can see that the criterion of the monotonic behavior gives the same value for the Strutinsky energy, with an absolute uncertainty of about 0.1M eV , as soon as soon as M exceeds the value 10, without ambiguities. Fortunately, in most cases, with the criterion proposed here, the absolute error rarely exceeds 1M eV . Moreover, surprisingly, one has also noted that for realistic (finite) wells, close to the continuum (when the semiclassical density diverges) this error remains small.
At last, we discuss two important facts. If we look at the curves of Fig. 3 , we see that they all start from the same point. This is normal since for γ = 0 the smoothing functions become Delta functions and the Strutinsky energy reduces to the sum of the single-particle energies (see Eq.4). Another important remark is that these curves do not correspond to Eq.17, since in that equation it appears a power of γ whereas in the drawn curves there are several minima. In fact this apparent contradiction can be removed by noting that Eq.17 is only valid where the two conditions of asymptotic limit and smoothing condition are best verified. We can therefore say that it is in the vicinity of the optimal smoothing values of the parameter γ that the behavior of the curves looks like to the ones of that equation. Eq.17 is therefore only checked locally in the vicinity of the optimization points. Far from these points, Eq.16 does not give the real behavior of these curves.
XI. CONCLUSION
Concerning the Strutinsky's method, in addition to the remarks made in a previous analysis [11] , this study allows us to highlight several points:
• The Strutinsky method is only an approximation of the semi classical method and results from the compromise between two antagonistic conditions which are the smoothing condition and the asymptotic limit.
• By construction, Strutinsky level density is a function that presents oscillations. These oscillations occur around an average curve. It turns out that, the average curve is an approximation of the semi classical level density. The difference between them constitutes the remainder. The latter remains small but cannot be cancelled.
• The Strutinsky's method consists of adjusting the smoothing parameters γ to smooth that level density, that is to say, to obtain the average curve cited above.
Smoothing means making the oscillations disappear in order to obtain that average curve.
• The "competition" between the condition of the asymptotic limit and the smoothing condition shows that the best choice is to take the smallest value of the parameter γ that smoothes the Strutinsky level density. For this purpose, the criterion of the monotonic behavior of the Strutinky level density has been adopted. In practice, it is necessary to increase γ little by little and to see from which value, the curve becomes strictly increasing, without oscillations. In this way, the average curve is reached. One must not go beyond this value because the curve collapses and becomes false.
• For each value of the order M , one can find an optimal value of the parameter γ. Once this had be made, the Strutinsky's energy depends very little on the order M .
• The criterion adopted in this paper is superior to that of the plateau condition because of the absence of ambiguities and also because the smoothing parameter is slightly smallest making the uncertainty as small as possible.
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