NYNET ATM wide area network testbed i n N e w York state Communication System NCS is a multithreaded message-passing system developed at Syracuse University that provides high performance and exible communication services over Asynchronous Transfer Mode ATM-based High Performance Distributed Computing HPDC environments. NCS capitalizes on thread-based p r ogramming model to overlap computations and communications, and develop a dynamic message-passing environment with separate data and control paths. This leads to a exible and adaptive message-passing environment that can support multiple ow-control, error-control, and multicasting algorithms.
Introduction
Current advances in processor technology and the rapid development of high-speed networking technology such as Asynchronous Transfer Mode ATM 1 have made network-based computing, whether it spans a local or a wide area, an attractive and coste ective e n vironment for large-scale high-performance distributed computing HPDC applications. HPDC applications require low-latency and high-throughput communication services. HPDC applications have different Quality of Service QoS requirements e.g., bandwidth delay requirements, ow error-control algorithms, etc. and even one single application has multiple QoS requirements during the course of its execution e.g., interactive m ultimedia applications.
There have been several inter-process communication libraries such a s p 4 5 , P arallel Virtual Machine PVM 6 , Message Passing Interface MPI 7 , Express 8 , and PARMACS 9 that simplify process management, inter-process communication, and program debugging in a parallel and distributed computing environment. However, the communication services provided by traditional communication systems are xed and thus can not be changed to meet the requirements of di erent HPDC applications. In order to support HPDC applications e ciently, future communication systems should provide high performance and dynamic communication services to meet the requirements of a wide variety of HPDC applications.
NYNET Communication System NCS 3 4 is a multithreaded message-passing system that provides high performance and exible communication services over ATM-based HPDC environments. NCS uses multithreading to provide e cient t e c hniques to overlap computations and communications. By separating control and data activities, NCS eliminates unnecessary control transfers. This optimizes the data path and improves the performance. NCS supports several di erent communication schemes multicasting algorithms, ow-control algorithms, and errorcontrol algorithms and allows the programmers to select at runtime the suitable communication s c hemes per-connection basis. NCS provides three application communication interfaces such a s socket communication interface SCI, ATM communication interface ACI, and high-performance interface HPI to support various classes of applications with di erent communication requirements. This paper provides an overview of the NCS architecture and presents how NCS point-to-point communication services are implemented in NCS.
The rest of the paper is organized as follows. Section 2 presents the general architecture of NCS. Section 3 discusses an approach to implementing NCS point-to-point communication services over an ATM network. Section 4 analyzes and compares the performance of NCS point-to-point communication with those of several other message-passing systems such a s p4, PVM, and MPI. Section 5 contains the summary and conclusion.
NCS Overview
In this section we present a n o verview of the NCS architecture. Additional details about NCS architecture can be found in 3 4 . Figure 1 shows the general architecture of NCS. An NCS application consists of multiple Compute Threads that include programs to perform the computations of the application. NCS supports both the host-node programming model and the Single Program Multiple Data SPMD programming model. In both models processes are created at each n o d e b y u sing the host le that speci es the initial con gurations of machines to run NCS applications. After each process is spawned, it creates multiple Compute Threads according to the computation requirements of the application. The advantage of using a thread-based programming paradigm is that it reduces the cost of context switching, provides e cient support for negrained applications, and allows the overlapping of computation and communication.
NCS separates control and data functions by providing two planes see Figure 1 : a control plane and a data plane. The control plane consists of several threads that implement important c o n trol functions e.g., connection management, ow c o ntrol, error control in an independent manner. These threads include Master Thread, Flow Control Thread, Error Control Thread, Multicast Thread, Control Send Thread, and Control Receive Thread we c a l l them control threads. The data transfer threads Send Thread and Receive Thread in the data plane are spawned on a per-connection basis by the Master Thread to perform only the data transfers associated with a speci c connection. Furthermore, the control and data information from the two planes are transmitted on separate connections. All control information e.g., ow c o n trol, error control, con guration information is transferred over the control connections, while the data connections are used only for the data transfer functions. The separation of control and data functions eliminates the process of demultiplexing control and data packets within a single connection and allows the concurrent processing of control and data functions. This allows applications to utilize all available bandwidth for the data transfer functions and thus improves the performance.
NCS supports multiple ow-control e.g., windowbased, credit-based, or rate-based, error-control e.g., go-back N or selective repeat, and multicasting algorithms e.g., repetitive send receive o r a m ulticast spanning tree within the control plane to meet the QoS requirements of a wide range of HPDC applications. Each algorithm is implemented as a thread and programmers activate the appropriate thread when establishing a connection to meet the requirements of a given connection.
NCS provides three application communication interfaces such a s socket communication i n terface SCI, ATM communication interface ACI, and high-performance interface HPI in order to support HPDC applications with di erent c o m m unication requirements. The SCI is provided mainly for applications that must be portable to many di erent c o mputing platforms. The ACI provides the services that are compatible with ATM connection-oriented services where each connection can be con gured to meet the QoS requirements of that connection. The HPI supports applications that demand low-latency and highthroughput communication services.
3 Point-to-Point Communications in NCS NCS point-to-point communication is exible. Users can con gure e cient point-to-point communication primitives by selecting suitable ow-control, error-control algorithms, and communication interfaces on a per-connection basis. Those primitives may be reliable or unreliable, con gured for achieving portability or for special requirements e.g., lowlatency for small messages. By transmitting control information over separate control connections, the performance of these primitives can be maximized. After a connection is established with appropriate QoS requirements e.g., ow-control algorithm, errorcontrol algorithm, communication interface, the underlying operations are transparent to users and they just need to invoke the same high-level abstractions NCS primitives to perform point-to-point c o m m unication independent of the selected con gurations.
In what follows we describe the communication o w when NCS send and NCS recv primitives are invoked at both ends. Next, we present algorithms to implement error control and ow c o n trol. Finally, w e describe the NCS approach to managing connections and binding particular communication s c hemes into a given connection. Since NCS supports several di erent o w-control and error-control algorithms, the descriptions for these algorithms are focused on one speci c implementation e.g., default algorithms. Each algorithm will be implemented as a thread and we c a n easily incorporate other advanced algorithms into the NCS architecture by a c t i v ating the appropriate algorithms at runtime.
Communication Flow
NCS point-to-point communication can be described in terms of ten steps, as shown in Figure 2 . In this example we assume that each connection is congured with the appropriate error-control algorithm, ow-control algorithm, and communication interface. 
Error Control
NCS supports several di erent error-control algorithms, and users can select an appropriate errorcontrol algorithm according to the requirements of the applications. In applications that do not require errorcontrol procedure, users can deactivate it to reduce the overhead incurred by using an error-control scheme. The default error-control algorithm in NCS is based on selective repeat strategy 10 , as shown in Figure 3 . This algorithm can be outlined in the following ve steps:
1. Segmentation: The user message is segmented into packets based on the SDU size, which is dened by the user.
2. Header Generation: Each SDU has a sequence number and a control bit in the header that designates whether the SDU is the last SDU to be segmented. In case of the last SDU, control bit is set to 1, which activates the Error Control Thread at the receiver side to send an Acknowledgment p a c ket to the Error Control Thread at the sender side over the control connection. Otherwise, control bit is set to 0 so that the corresponding SDU is transmitted without triggering acknowledgement from the receiver. header of a received SDU is set to 1, the receiving Error Control Thread sends an Acknowledgment packet containing a bitmap that was updated in step 4 over the control connection. The Error Control Thread at the sender side retransmits the corresponding SDU if the bitmap in the Acknowledgment packet indicates that the SDU is received in error e.g., if the corresponding bit in the bitmap is set to 1. If the Error Control Thread at the sender side does not receive a n A c knowledgment packet within an appropriate interval e.g., timeout, it retransmits the whole packets. The SDU size is the unit of error control and retransmission in NCS. The SDU size varies from 4 Kbytes to 64 Kbytes and corresponds to the single ATM Adaptation Layer 5 AAL5 frame Default SDU size is 4 Kbytes. The reason for this is that some ATM application programming interface API such as Fore Systems' ATM API restricts the size of the user message to less than 4 Kbytes and the single AAL5 frame is at most 64 Kbytes long. In general, a large SDU size generates high throughput, but results in high overhead by retransmission when the SDUs are lost. By keeping the size small, e ciency can be maximized but segmentation overheads e.g., header and trailer are introduced. Therefore, this size should be chosen for each e n vironment to trade o per-fragment overhead, the connection's error characteristics, and the available timer resolution 2 .
Flow C o n trol
One of the drawbacks of existing protocols is that the ow-control algorithm is xed and cannot accommodate a wide range of HPDC applications with different QoS requirements. This occurs because a ow control algorithm that is optimal for one application might not be optimal for another application.
NCS supports several ow-control algorithms and allows programmers to select the appropriate algorithm per-connection basis at runtime according to the needs of the application. The default ow-control algorithm in NCS is the credit-based ow-control algorithm. Figure 4 shows the main steps of the NCS ow-control algorithm and can be explained as follows: the Error Control Thread, it rst checks the credit bu er for the given connection and determines the appropriate numb e r o f p a c kets to transmit. Each process maintains a separate queue and credit bu er for each connection. 2. The Flow Control Thread puts the packets into the message queue maintained by the Send Thread based on the numberof credits e.g., in Figure 4 , the credit is k. This credit is an indication of how many packets can be transmitted without any a c knowledgment from the receiver. 3. The Flow Control Thread activates the corresponding Send Thread to transmit the packets over the data connection. 4. When the Receive Thread receives a packet, it activates the Flow Control Thread associated with the given data connection. 5. The Flow Control Thread sends a credit to the sender over the control connection. 6. The Flow Control Thread activates the corresponding Error Control Thread to update the error control information and reassemble the original message. 7. After the Flow Control Thread at the sender side receives the credit, t h e credit information associated with that connection is updated. The credit for each connection is maintained dynamically. Initially, only small credits are assigned to each connection. The Flow Control Thread checks the data rate of each connection and adjusts accordingly the credit given to each connection. As a result, active connections get more credits, while inactive c o nnections get only a fraction of the credits.
Connection Management and Algorithm Binding
The NCS provides two s c hemes to manage connections between processes, static management and dynamic management.
In the static management s c heme users specify an appropriate connection topology between processes e.g., fully connected, mesh, ring, tree, or random in the ncs.conf le see Figure 5 . The connections between processes are established at initialization time by t h e Master Thread according to the process topology provided by the users. In this scheme only one data session is established between any t wo processes. The ncs.conf le contains all default parameters used in the NCS environment s u c h as session management parameters e.g., control data port number, connection topology, etc., protocol processing parameters e.g., communicationinterface, ow-control algorithm, error-control algorithm, multicasting algorithm, and timer value, etc., and ATM tra c parameters e.g., connection type, tra c type, and bandwidth, etc.. All default parameters e.g., ow-control algorithm, error-control algorithm, multicasting algorithm, and communication i n terface de ned in the ncs.conf le are analyzed by the NCS parser program and applied to the static connections by default. Programmers are not allowed to change the default parameters bound to a particular static connection during program execution. This scheme is useful for synchronous parallel applications where communication patterns are predictable and can reduce the overhead associated with connection setup time by establishing all connections before data transfers. In the dynamic management s c heme programmers can establish as many connections as possible between any t wo processes by using the NCS open session primitive during the lifetime of the application. By passing arguments to this primitive, programmers can bind a particular communication s c heme and a communication interface into the connection when a session is created. The application that runs over this session uses the selected ow-control algorithm, error-control algorithm, and communication interface when they transfer data using the NCS send and NCS recv primitives.
Benchmarking Results
This section analyzes the performance and overhead associated with using multithreads to implement NCS point-to-point c o m m unication services. First, we measure the overhead incurred by using thread-based point-to-point communication instead of the point-topoint c o m m unication primitives provided by t h e u nderlying communication interface. Next, we compare the performance of NCS point-to-point communication primitives with those of other message-passing systems such as p4, PVM, and MPI using two h omogeneous workstations e.g., two SUN-4s running SunOS 5.5 or two IBM RS6000s running AIX 4.1 or two heterogeneous workstations e.g., SUN-4 and IBM RS6000.
Thread Overhead
To e v aluate the overhead incurred by using separate threads for transmitting and receiving operations, we measured the overhead involved in transmitting a 1-byte message using BSD Socket Interface. Since the main objective o f t h i s e v aluation is to measure the thread overhead in terms of NCS send operations, we do not include the time for setting up the connection and assume that the connection is already set up before transmitting a message. Table 1 shows the timing data with all overhead functions at the transmit side. The major components of the overhead are: 1 Function call overhead Entry Exit for NCS send primitive; 2 the overhead incurred by a t t a c hing a header for a request message; 3 queuing overhead for this request message; 4 context switching time from NCS send primitive t o Send Thread; 5 the overhead for dequeuing the request message in the Send Thread; 6 message transmission time; 7 the time used for freeing the message structure; and 8 context switching time from Send Thread to NCS send primitive. These overheads are largely divided into two categories: session overhead 1 , 2 , 3 , 4 , 5 , 7 , 8 a n d data transfer overhead 6.
The session overhead is the time spent for activities other than actual data transfer in our case, the overhead incurred by using threads. The data transfer overhead is the time spent to transmit a message using the primitives provided by the underlying communication interface. The session overhead is constant, regardless of the message size, while the data transfer overhead is dependent upon the message size. This overhead involves a per-byte overhead such a s d a t a checksumming and data copying.
As we can see from Table 1 , the session overhead is 108 microseconds, which is 28 of the total time to transmit a 1-byte message. Although the session overhead will be amortized as the message size increases, it dominates the overhead for small messages. For example, Figure 6 depicts the overhead of NCS implementation relative to the native s o c ket. It is clear from Figure 6 that the overhead relative to the native socket is decreasing and nally becomes negligible as the message size increases. This concludes that the session overhead is not the major overhead factor in transmitting large messages, but that it dominates the overhead in transmitting small messages. 
Primitive P erformance
In order to compare the performance of point-topoint c o m m unicationprimitives, the roundtrip latency is measured. Figures 7 and 8 show the performance of send receive primitives of four message-passing systems for di erent message sizes up to 64 Kbytes when they are measured using the same computing platform e.g., SUN-4 to SUN-4 or IBM RS6000 to IBM RS6000. As we can see from Figures 7 and 8, NCS has the best performance on the SUN-4 platform while p4 has the best performance on the IBM RS6000 platform. For message sizes smaller t h a n 1 K b ytes, the performance of all four messagepassing systems is almost the same but the performance of MPI and p4 on the SUN-4 platform and the performance of PVM on the IBM RS6000 get worse as the message size gets bigger. Figure 9 shows the performance of corresponding primitives using the di erent computing platform e.g., SUN-4 to IBM RS6000. In this case NCS outperforms other message-passing systems. It is worthy to note that the MPI implementation performs very badly as the message size gets bigger and the p4 implementation does not perform well compared to PVM and NCS.
Consequently, it should be noted that the performance of send receive primitives of each messagepassing system varies according to the computing platforms e.g., hardwa r e o r k ernel architecture of the operating system on which the message-passing systems are implemented. NCS shows good performance either on the same computing platform or on heterogeneous platforms. PVM shows worst performance on the IBM RS6000 platform but shows comparable performance to NCS both on the SUN-4 platform and on and MPI show better performance on the IBM RS6000 platform running AIX 4.1 than they are running both on the SUN-4 platform running SunOS 5.5 and on the heterogeneous platform. This implies that the performance of applications written by using these two message-passing systems over the SUN-4 platform and the heterogeneous environment w i l l b e w orse than those of other message-passing systems.
Conclusion
In this paper we h a ve outlined the architecture of a high-performance and exible multithreaded messagepassing system that can meet the QoS requirements of a wide range of HPDC applications. Our approach capitalizes on thread-based programming model to overlap computation and communication, and develop a dynamic message-passing environment with separate data and control paths. This leads to a exible, adaptive message-passing environment t h a t c a n support multiple ow-control, error-control, and multicasting algorithms. We also provided the implementation details of how NCS architecture can be applied to provide e cient and exible point-to-point communication services.
We h a ve e v aluated the performance of NCS pointto-point communication primitives and compared that with those of other message-passing systems. The benchmarking results showed that NCS outperforms other message-passing systems.
