Abstract-In the matter of selection of sample time points for the estimation of the power spectral density of a continuous time stationary stochastic process, irregular sampling schemes such as Poisson sampling are often preferred over regular (uniform) sampling. A major reason for this preference is the well-known problem of inconsistency of estimators based on regular sampling, when the underlying power spectral density is not bandlimited. It is argued in this paper that, in consideration of a large sample property like consistency, it is natural to allow the sampling rate to go to infinity as the sample size goes to infinity. Through appropriate asymptotic calculations under this scenario, it is shown that the smoothed periodogram based on regularly spaced data is a consistent estimator of the spectral density, even when the latter is not band-limited. It transpires that, under similar assumptions, the estimators based on uniformly sampled and Poisson-sampled data have about the same rate of convergence. Apart from providing this reassuring message, the paper also gives a guideline for practitioners regarding appropriate choice of the sampling rate. Theoretical calculations for large samples and Monte-Carlo simulations for small samples indicate that the smoothed periodogram based on uniformly sampled data have less variance and more bias than its counterpart based on Poisson sampled data.
I. INTRODUCTION
Estimation of the power spectral density of a continuous time wide sense stationary stochastic process is an old problem. A set of regularly (uniformly) spaced samples is generally used for this purpose. When the process is bandlimited, the spectral density of the original process can be recovered from that of the sampled process, provided that the sampling is fast enough. In such a case, estimation of the spectral density from finitely many observations at an appropriate sampling rate is a well established topic and many useful nonparametric and parametric methods have been developed [1] . If the underlying process is not bandlimited, the spectral density of the original process is not identifiable from regularly spaced samples, because of the problem of wrapping around of the spectral density caused by the process of sampling -also known as aliasing [2] . In such a case, one cannot estimate the spectral density consistently from regularly spaced samples at any fixed sampling rate.
The authors are with the Applied Statistics Unit, Indian Statistical Institute, Kolkata, 700108, India (e-mail: radhe r@isical.ac.in; sdebasis@isical.ac.in) This inadequacy of sampling at regular intervals necessitated the exploration of other strategies for sampling. Shapiro and Silverman [3] considered alias free sampling schemes in the sense that two continuous time processes with different power spectra do not produce the same spectrum of the sampled sequence. They proved that additive random sampling through a class of renewal processes, including the homogeneous Poisson process, is alias free. Beutler [4] formalized the definition of alias free sampling relative to a family of spectral distributions and gave different sampling schemes that are alias free relative to different families of spectral distributions. Masry [5] provided a modified definition of alias free sampling that would guarantee the existence of a consistent estimator of the power spectral density.
Subsequently, the possibility of breaking free from the nuisance of aliasing through irregular sampling enthused many researchers and practitioners. Masry [6] proposed a Poisson sampling based estimator similar to the smoothed periodogram, and proved that the proposed estimator is consistent for any average sampling rate, under certain conditions. Several irregular sampling based methodologies of estimation of the power spectral density of a non-bandlimited process have also been proposed [7] - [11] and applied to various fields including signal and image processing. Some of these methods are analogous to methods developed for regularly sampled data.
Irregularly spaced data occur naturally in many practical situations like seismic data [12] , turbulent velocity fluctuation [13] , Laser Doppler Anemometer (LAD) data [14] , wide-band antenna arrays [15] , Computer Aided Tomography, SpotlightMode Synthetic Aperture Radar [16] and so on. There have been attempts to use standard methods for spectrum estimation for such data, after suitable weighting [17] or interpolation [13] of the data. The advent of new methodologies for irregularly sampled data are important for such problems.
However, in many applications, including internet traffic data [18] , seismology [19] , [20] , image processing [21] and so on, one has control over the sampling mechanism. In such cases, the selection of the sampling scheme is a serious issue. Regular sampling is easier to implement than irregular sampling. The literature on power spectrum estimation based on regular sampling contains a large collection of methods, and these have been studied in detail. An estimator based on regularly sampled data is generally computationally simpler than a similar estimator based on irregularly sampled data. Moreover, it is well known that spectral estimators based on irregularly sampled data have higher variances than those based on regularly sampled data [22] , [23] . On the other hand, the possibility of aliasing and the proven inconsistency of spectral estimators based on regular sampling are arguments in favour of using irregular sampling.
These opposing arguments necessitate a thorough comparison of spectral estimators based on different sampling strategies. A systematic numerical comparison is not available in the literature. A simulated example given by Masry [24] was meant only to highlight the problem of aliasing and to demonstrate how it can be overcome with irregular sampling. Studies by Roughan [18] in the special case of active measurements for network performance produced mixed results, which led the author to conclude that, while spectral estimators based on Poisson sampling have less efficiency (i.e., high variance), such techniques could be used to detect periodicities in the system, and to determine which rate of regular sampling would be inadequate. In the absence of a comprehensive empirical study, it appears that many researchers shun regular sampling mainly because of the stigma of inconsistency attached to spectral estimators based on regularly sampled data [25] .
Consistency of an estimator concerns its behaviour as the sample size goes to infinity. However, it does not make practical sense to let the sample size tend to infinity with fixed sampling rate. If one gathers more and more resources to increase the sample size, one can use some of these resources to sample faster. Realizing this, practitioners fix the intended range of spectrum estimation, and then sample an appropriately filtered process at a sufficiently high frequency to avoid aliasing. Sometimes one goes for successively higher rates of uniform sampling to determine an appropriate rate of sampling [21] . However, these common sense approaches are yet to be backed up by appropriate asymptotic calculations. There is a need to bridge this gap by working out the large sample properties of estimators when the sampling rate changes suitably as the sample size goes to infinity.
Let φ(·) be the spectral density of a mean square continuous, wide sense stationary process {X(t), −∞ < t < ∞}. The most commonly used nonparametric estimator of φ(·) based on the n uniformly spaced samples at the sampling rate ρ is φ ρ (·), where
where K(·) is a covariance averaging kernel, 1 A (λ) is the indicator function that takes the value 1 when λ ∈ A and the value 0 otherwise, {b n } is a sequence of window widths such that b n → 0 and nb n → ∞ as n → ∞ and γ ρ (v) is an estimator of the covariance function, defined as
This estimator is known to be consistent when the underlying process is bandlimited.
In the present work, without assuming that the process is bandlimited, we examine the asymptotic properties of the estimator given in (I.1) by letting ρ go to infinity at an appropriate rate, as n goes to infinity. In the sequel, we shall use the notation ρ n instead of ρ, in order to explicitly indicate the dependence of the sampling rate on the sample size. Accordingly, we use the following modified notation of the estimator of (I.1):
In Section II, we prove the consistency of the estimator φ n (·) under some general conditions. In Section III, we calculate the rate of convergence of the bias and variance of this estimator, and determine the optimal rates at which ρ n and nb n should go to infinity so that the mean square error has the fastest possible rate of convergence. Subsequently, we compare the rates of convergence of the bias and the mean squared error (MSE) of this estimator with those of a similar estimator proposed by Masry [6] , based on non-uniform (Poisson) sampling. We present the results of a simulation study in Section IV and provide some concluding remarks in Section V. The proofs are given in the appendix.
II. CONSISTENCY OF THE ESTIMATOR
Consider the mean square continuous, wide sense stationary stochastic process {X(t), − ∞ < t < ∞} with zero mean, (auto-)covariance function C(·) and spectral density φ(·). In order to prove that the estimator (I.2) is consistent, it is sufficient to show that the bias and the variance of the estimator tend to zero as the sample size (n) tends to infinity.
We assume the following condition on the covariance function C(·).
Condition 1.
The function h 0 (·), defined over the real line as h 0 (t) = sup s≥|t| |C(s)| is integrable. Remark 1. Condition 1 is equivalent to saying that the covariance function C(·) is bounded over [0, ∞) by a nonnegative, non-increasing and integrable function.
We assume the following conditions on the choice of the kernel K(·), the kernel window width b n and the sampling rate ρ n .
Condition 2.
The covariance averaging kernel function K(·) is continuous, even, square integrable and bounded by a non-negative, even and integrable function having a unique maximum at 0. Further, K(0) = 1.
Condition 3.
The kernel window width is such that b n → 0 and nb n → ∞ as n → ∞.
Condition 4.
The sampling rate is such that ρ n → ∞ and ρ n b n → 0 as n → ∞.
Remark 2.
Note that the estimator φ n (·) can be written as
where
Thus, φ n (·) is the smoothed version of I n (·), the periodogram, where the degree of smoothness is controlled by the smoothing parameter ρ n b n of the frequency domain window W n (·). Condition 4 says that this parameter goes to zero, and the sampling rate goes to infinity, as the sample size goes to infinity.
Theorem 1. Under Conditions 1-4, the bias of the estimator φ n (·) given by (I.2) tends to zero uniformly over any closed and finite interval.
Before examining the variance of the estimator we assume the following condition on the fourth order moments of the process {X(t), − ∞ < t < ∞}.
Condition 5. The fourth moment E|X(t)|
4 exists for every t, and the fourth moment function E[X(t)X(t + v 1 )X(t + v 2 )X(t + v 3 )] is a function only of the lags v 1 , v 2 and v 3 . Further, the fourth order cumulant function Q(v 1 , v 2 , v 3 ), defined by
where g i (v), i = 1, 2, 3, are all continuous, even, nonnegative and integrable functions over the real line, which are nonincreasing over [0, ∞). It follows from Theorems 1 and 2 that, under Conditions 1-5, the estimator φ n (λ) is consistent, and is uniformly consistent over any closed and finite frequency interval that does not include the point 0.
III. RATES OF CONVERGENCE
The rate of convergence of the variance of φ n (λ) follows from Theorem 2. We assume a few further conditions in order to arrive at a rate of convergence for its bias. These include additional conditions on the shapes of the covariance function and the kernel function.
Condition 1A. The function h q (·), defined over the real line as h q (t) = sup s≥|t| |s| q |C(s)| is integrable, for some positive number q greater than 1.
Condition 1B. The spectral density is such that, for some
For any kernel K(·), let us define
for each positive number r such that the limit exists. The characteristic exponent of the kernel is defined as the largest number r, such that the limit exists and is non-zero [26] . In other words, the characteristic exponent is the number r such that
Condition 2A. The characteristic exponent of the kernel K(·) is equal to the number q, for which Condition 1A is assumed to hold. Remark 5. The number p indicates the rate of decay of the spectral density. The following are two interesting situations, where Condition 1B holds.
1) The spectral density φ(·) is a rational function, i.e., φ(λ) = P (λ)
Q(λ) , where P (·) and Q(·) are polynomials such that the degree of Q(·) is more than degree of P (·) by at least p. Note that continuous time ARMA processes possess rational power spectral density.
2) The function C(·) has the following smoothness property: C(·) is p times differentiable and the p th derivative
Remark 6. The number p can be increased indefinitely by continuous time low pass filtering with a cut off frequency larger than the maximum frequency of interest. There are well-known filters such as the Butterworth filter, which have polynomial rate of decay of the transfer function with specified degree of the polynomial, that can be used for this purpose. 
uniformly in λ over any closed and finite interval.
Remark 7.
Condition 2A can be relaxed to the extent that the characteristic exponent of the kernel K(·) is required to be greater than or equal to the number q, for which Condition 1A is assumed to hold. If it is strictly greater than q, then the term O ((ρ n b n ) q ) in the above theorem would have to be replaced by o ((ρ n b n ) q ). This follows from equation (A.17) in the appendix and the fact that k q = 0 in this case. On the other hand, if a kernel with characteristic exponent less than q is used, then one does not fully utilize the strength of the assumption on the smoothness of the spectral density, implied by Condition 1A, and hence gets a slower rate of convergence.
A. Choice of ρ n and b n From Theorem 3 and Theorem 2, it is observed that the bias and the variance of the estimator φ n (λ) converge to zero at different rates. We set out to choose the sampling rate ρ n and the window width b n in order to ensure that MSE of φ n (λ) converges to zero as fast as possible. It would turn out that this happens when the squared bias and the variance go to zero at the same rate. 
which corresponds to the optimal choices
for some positive constants P and Q.
The above optimal rates of ρ n and b n lead to the following corollaries to Theorems 2 and 3, respectively. 
Corollary 1. Under the Conditions 1, 2, 5 and the choices of ρ n and b n given by (III.2-III.3), we have
where the constant A is as in Condition 1B.
B. Comparison with Poisson Sampling
Among the various schemes for sampling a continuous time stochastic process at irregular intervals, the Poisson sampling proposed by Silverman [3] is the simplest and most popular. Here, we compare the asymptotic behaviour of the estimator φ n (·) with a similar estimator based on Poisson sampling.
Let {t j } n j=0 be the sampling points from a Poisson process with average sampling rate ρ. Masry [6] proved that, under Conditions 1, 2, 3 and 5, the estimator ψ n (·) defined as
is consistent for φ(λ) for any choice of ρ.
Under the above conditions, the asymptotic variance of
For specifying the rate of convergence of the bias, Masry [6] assumed the following additional conditions. Condition 1C. |t| q C(t) is integrable for some positive integer q.
Condition 2B. K(·)
is q times differentiable with bounded derivatives, where q is an integer for which Condition 1C holds.
Note that Condition 1C is implied by Condition 1A with the same or higher value of q as is used here. Masry [6] showed that, under Conditions 1, 2, 3, 1C and 2B, the bias of the estimator ψ n (λ) is given as
It follows from (III.7) that the rate of convergence of the bias of
, where
The fastest possible rate of convergence is
, and this is achieved when one uses a kernel, which further satisfies Condition 2A with the same or higher value of q as is used here. In such a case, we have
If the condition 2A holds with a higher value of q, then the term O(b q n ) has to be replaced by o(b q n ) Let us now assume that the kernel is chosen appropriately to ensure (III.8). Note that the bias and the variance of ψ n (λ) converge to zero at different rates. One can choose the rate of convergence of the window width b n such that the MSE converges as fast as possible. It turns out that if
then the optimal choice of α is 
The rate of convergence of MSE of φ n (λ) is given in Theorem 4 under Conditions 1A, 1B, 2, 2A, 5 and (III.2-III.3). Both the results hold when ρ n and b n for φ n (·) are chosen as in (III.2-III.3), b n for ψ n (·) is chosen as in (III.9) and the following conditions hold simultaneously: Condition 1A for some q greater than 1 (which implies Condition 1C for [q] and Condition 1), Condition 2, Condition 2A (for the same q as in Condition 1A), condition 2B for [q], and Condition 5. Under this common set of conditions, we have
When q is an integer, i.e., [q] = q, the rate of convergence of the MSE of φ n (λ) is slower than that of ψ n (λ). The two rates are comparable if p is much larger than q. When q is not an integer, the MSE of φ n (λ) converges faster when p > q[q]/(q − [q]), and in particular when p is very large. As we have indicated in Remark 6, for every fixed q, one can make p suitably large through low pass filtering.
If the rates of convergence are comparable, the constants associated with these rates become important. We will compare the constants of the asymptotic bias of φ n (λ) and ψ n (λ) as well as the constants of their asymptotic variance separately, assuming that q is an integer.
Under Conditions 1, 2, 5 and (III.9), we have
On the other hand, we have from Corollary 1 that under the Conditions 1, 2, 5 and (III.2-III.3),
The ratio of the constants for the asymptotic variances of ψ n (λ) and φ n (λ) is
This ratio depends on the Poisson sampling rate ρ and the true value of the power spectral density φ(λ). This ratio can be much larger than 1, particularly for larger values of λ. In fact, even if ρ is chosen to minimize this ratio for a given value of φ(λ) (though this is not practically possible), the minimum value happens to be 2QC(0)/[Rπφ(λ)], which can be arbitrarily large for large values of λ. Thus, the variance of ψ n (λ) can generally be expected to be larger than that of φ n (λ).
We now turn to the comparison of the expressions for bias. Under Conditions 1C, 2, 2A and 2B along with (III.9), we
On the other hand, we have from Corollary 2 that under the Conditions 1A, 1B, 2, 2A and (III.2-III.3),
The first term of the expression on the right hand side is proportional to the expression on the right hand side of (III.12). These terms are small for large values of λ, while the second term of the expression on the right hand side of the above inequality does not depend on λ. Even if the value of the second term is small, it would make a difference for large values of λ. Consequently, ψ n (λ) can generally be expected to have a smaller bias than φ n (λ).
In summary, even though both φ n (λ) and ψ n (λ) are consistent estimators under the stated conditions, there is a trade-off between φ n (λ) and ψ n (λ) in terms of bias and variance. There is no clear order between the constants of the mean square errors of the two estimators.
In order to examine the validity of the asymptotic results and the above comparisons for small samples, we turn to Monte Carlo simulations, reported in the next section.
IV. SIMULATION STUDY
In this section, we shall present the simulation study of performance of the spectral density estimators based on regular and Poisson sampled data. We consider a continuous time autoregressive (AR(4)) process having the spectral density
, where α 1 = 0.65, α 2 = 0.75, α 3 = 0.85, α 4 = 0.95 and σ = 1. A process {X(t), −∞ < t < ∞} having the above spectral density can be written as [28] 
where the impulse function h(·) is given by
and the constants c i , i = 1, . . . , 4, are the solution of the following system of linear equations:
being the jth derivative of h(·) evaluated at 0.
In view of the above representation, we simulate the process {X 0 (t)} given by
The process {X 0 (t), 0 < t < ∞} is not a stationary process. However, as t becomes large, the variance of the difference between the processes {X 0 (t)} and {X(t)} becomes small. We find out the value of t, say t 0 , such that V ar(X 0 (t) − X(t)) < 10 −9 , and consider the path of the simulated process {X 0 (t)} from t 0 onwards.
For estimation, we assume that the underlying power spectral density satisfies Condition 1A with q = 2. According we use the Hanning Kernel
which has characteristic exponent 2.
A. Finite sample performance of the estimator φ n (λ)
Here, we consider the performance of φ n (λ) over the frequency range [0, π/2]. We used the optimal choice of sampling rate developed in Section III-A to generate regularly spaced samples of the process for sample sizes n = 100, 1000 and 10000. We assume Condition 1A with q = 2 and Condition 1B with p = 8 (both of which actually hold for the underlying power spectral density). For the above choices, the optimal powers of n for the sampling rate and the window width are ρ n ∝ n 1/21 and b n ∝ n −5/21 . We choose ρ n = n 1/21 and b n = 1 4 n −5/21 . Figure 1 shows the average of the estimated power spectral density computed from 500 simulation runs, the empirically observed bias and variance, together with the true power spectral density and the theoretical (asymptotic) bias and variance, respectively, for the three samples sizes.
From these figures, it can be observed that as the sample size goes from 100 to 10000, the empirical values of bias and variance get closer to the asymptotic results. Moreover, the theoretical (asymptotic) computations are quite comparable to the empirical values, even for sample size 100.
B. Finite sample comparison of φ n (λ) with Poisson sampled estimator ψ n (λ)
We generate Poisson sampled data with the average sampling rate ρ = 1 for sample sizes n = 100, 1000 and 10000, and compute the estimator ψ n (λ) on [0, π/2]. Here, the optimal power of n for the window width is b n ∝ n −1/5 .
We use b n = 1 4 n −1/5 . Figure 2 shows the empirical bias, variance and MSE of the estimators φ n (λ) and ψ n (λ) computed from 500 simulation runs, as a function of the frequency, for sample sizes 100, 1000 and 10000. From these figures, it can be observed that the bias of ψ n (·) is generally less than that of φ n (·) while the variance of ψ n (·) is larger than that of φ n (·). The differences diminish with larger sample size. These patterns are in accordance with the large sample comparisons made in Section III-B. The MSE of ψ n (·) is larger than that of the φ n (·) for larger frequencies. The MSE is plotted in log-scale in order to highlight the fact that this quantity, in the case of ψ n (·), levels off to a constant value for larger frequencies, while in the case of φ n (·), it continues to decline. This difference in behaviour is in accordance with the variance expressions given in (III.4) and (III.10).
V. DISCUSSION
In this paper, we have shown that the smoothed periodogram based on regularly spaced samples of a continuous time stationary stochastic process is consistent, under certain conditions, provided that the sampling rate increases appropriately as the sample size goes to infinity. We have also shown that, under the conditions used in the proofs, the estimators based on uniformly and non-uniformly spaced samples have about the same rates of convergence. Thus, our results remove a widely perceived theoretical deficiency of a popular spectral estimator based on regular sampling.
It has been a common experience, both theoretically and empirically [22] , that the smoothed periodogram estimator (I.1) of a non-bandlimited power spectral density has less variance and more bias compared to the corresponding estimator ψ n (·) based on Poisson sampling. What the results of Section III show is that, even though the new asymptotic results presented in this paper establish consistency of the smoothed periodogram φ n (·) and the rates of convergence of the estimators φ n (·) and ψ n (·) are comparable, the constants for the first order approximations of the bias and variance of the two estimators exhibit the same type of trade off, i.e., the constant for the bias term is larger in the case of φ n (·), and the constant for the variance term is larger in the case of ψ n (·).
The new asymptotic calculations provide a theoretical justification of using the smoothed periodogram with common sense, even if the underlying power spectral density is not bandlimited. This common sense approach consists of appropriate filtering of the continuous time process followed by sampling at a suitably uniform rate. Remark 6 and Theorem 4 give guidelines for choosing a suitable filter and an appropriate sampling rate, respectively, which may be useful for practitioners.
The simulation results reported in Section IV illustrate how one can choose an appropriate sampling rate for estimating the power spectral density, and obtain results in line with the theoretical results. Even though the underlying spectral density in this example is not band-limited, the estimator φ n (·) (based on uniformly spaced samples) is found to have smaller MSE than ψ n (·) (based on Poisson samples) for larger frequencies.
The reverse order holds for smaller frequencies. This shows that there is no clear dominance of one kind of sampling over another. This finding for finite samples complements our asymptotic results.
Our results do not take anything away from the vast literature on spectrum estimation through irregularly sampled data. These methods may be quite appropriate when one does not have control over the sampling mechanism, when irregular sampling is logistically feasible and methodologically not limited, or when regular sampling have to be avoided for a specific reason (other than its perceived inconsistency). Further, an irregular sampling scheme such as Poisson sampling can be used where an estimator based on it is expected, either through theoretical analysis or through simulation studies, to have smaller MSE than the corresponding estimator based on regular sampling scheme.
We have shown in Section III-B how our theoretical results can be used to compare uniform and Poisson sampling schemes. The results compiled there may be used to make further comparisons under different constraints. For example, if there is a limit to the maximum average sampling rate and/or the maximum sample size, one may make an optimal choice of the window width for fixed values of these two parameters, and then determine the corresponding MSE. In the case of φ n (·), the optimal choice of the window width (for given sample size and sampling rate) is given by (A.19), while the choice in the case of ψ n (·) can be derived similarly from (III.6) and (III.7) [6] . The best rates and constants achievable under the two sampling schemes, under appropriate constraints, may then be used to make a suitable choice of the sampling scheme. However, if there is a hard restriction on the minimum separation between two successive samples (rather than a restriction on the average sampling rate), then one cannot use Poisson sampling at all. In such cases, irregular sampling may be done according to a renewal process, with the inter-sample distance having a restricted probability distribution. Such a sampling scheme would not satisfy the sufficient condition for alias-free sampling given in Theorem 1 of [5] . Thus, one may have to look further in search of a suitable estimator based on non-uniform sampling under such a restriction.
The proven consistency of the smoothed periodogram opens up the possibility of establishing consistency of parametric estimators of the power spectral density of a continuous time process based on regularly spaced samples, by allowing the sampling rate together with the sample size to go to infinity. Such asymptotic calculations may potentially be used to justify and/or fine-tune multi-resolution methods of spectrum estimation [21] .
APPENDIX
We denote by K 1 (·) a function that bounds the covariance averaging kernel K(·) as in Condition 2. Further, we denote
Proof of Theorem 1. We shall show that the bias of the estimator φ n (λ) given by (I.2) converges to 0 uniformly over [λ l , λ u ] for any λ l , λ u such that λ l < λ u . In order to compute the bias, we evaluate E[ γ n (v)]:
Therefore, we have
Consider the simple function
Observe that
Observe that ∞ −∞ S(λ, t)dt = φ(λ) which is continuous. For any t ∈ (−∞, ∞), let v n (t) be the smallest integer greater than or equal to ρ n t. Note that the interval 
Proving the uniform convergence of Bias[ φ n (λ)] over finite interval [λ l , λ u ] amounts to proving
. By virtue of the continuity of the limiting function, this in turn is equivalent to proving that ∞ −∞ S n (λ, t)dt converges continuously over this interval [27] , i.e., for any sequence λ n → λ,
By continuity of the function S n (λ, t) with respect to t and λ, we have from Conditions 3 and 4, for any fixed t,
Note that from Conditions 1 and 2, we have the dominance
where h 0 (·) is the function described in Condition 1. Thus, by applying the dominated convergence theorem (DCT), we have
Proof of Theorem 2. The estimator φ n (λ), given by (I.2), can be written as
Therefore,
Before we consider the convergence of the above three terms, we simplify the computation of Cov( γ n (v 1 ), γ n (v 2 )) for non negative v 1 and v 2 . Note from Condition 5 that
where U n (u, v 1 , v 2 ) is a function with values between 0 and 1 defined as follows
Therefore, by using (A.1) and (A.3), we have
We now use this simplified form of Cov( γ n (v 1 ), γ n (v 2 )) to establish the convergence of the three terms, I 1 , I 2 (λ) and I 3 (λ).
Using (A.5) and Condition 5, I 1 is given as
As in Theorem 1, we can view |u|<n C u ρn 1 ρn as the integral of the function s n (·) defined by
Since s n (t) → |C(t)|, and s n (t) ≤ h 0 (t) holds from Condition 1, we get lim n→∞ |u|<n C Using (A.5) and Condition 5, the term I 2 (λ) is given as
The last expression does not depend on λ. An argument as in the case of I 1 will show that lim n→∞
K(x)dx, under Conditions 2 and 3. The convergence of the other sums have already been discussed in connection with the term I 1 . Hence, nb n I 2 (λ) → 0 as n → ∞ uniformly for all λ. Now we will consider I 3 (λ). Using (A.5), this term can be written as
and
From Conditions 2 and 5,
By using a similar argument as in the case of I 1 , we have
u=−(n−1)
Hence, nb n I 33 (λ) → 0 as n → ∞ uniformly for all λ.
Consider the term I 31 (λ),
From Condition 2, observe that
Consider the simple function S n , defined over
Since lim n→∞ ρ n b n = 0, we have, for any fixed (x, t, t ′ ) ∈ (0, ∞) × (0, ∞) × (−∞, ∞) and for large enough n, the inequality ρ n b n < x/t, i.e., tρ n < x/b n . Therefore, for large n, the unique integer j for which 1 (
is non-zero is smaller than the unique integer i for which 1 ((i−1)bn,ibn] (x) is non-zero. However, the ranges of summations in the definition of S n (x, t, t ′ ) do not permit the order j ≤ i. Therefore, lim n→∞ S n (x, t, t ′ ) = 0. From Condition 1 and 2, we have the dominance
By applying the DCT, we have
Since the function S n (x, t, t ′ ) does not depend on λ, we have nb n I 31 (λ) → 0 uniformly for all λ.
In view of the convergence of the terms I 1 , I 2 (λ), I 33 (λ) and I 31 (λ), we have
uniformly for all λ, and so we need to prove the convergence of nb n I 32 (λ) only. Now consider I 32 (λ) and let
For λ = 0, it follows from (A.6) and Lemma 1 below that
For λ = 0, we will further decompose I 32 (λ) as follows. By applying the formula 2 cos 10) and
It follows from equation (A.6), Lemma 2 and Lemma 3 below that
and the convergence is uniform over any closed interval that does not include the frequency 0. This completes the proof. 2 Lemma 1.
Proof of Lemma 1. Consider the simple function S n (·),
Observe from (A.7) that
Define i n (x), j n (t) and l n (t ′ ) as the smallest integers greater than or equal to x/b n , ρ n t and ρ n t ′ , respectively.
Since nb n → ∞ and b n ρ n → 0 as n → ∞, we have, for any point (x, t, t ′ ) ∈ (0, ∞) × (−∞, ∞) × (−∞, ∞) and large enough n, the inequalities − x bnρn < t < nbn−x bnρn , i.e., −i n (x) < j n (t) < n − i n (x). Thus, for sufficiently large n, we have
Also, for large n, we have −(n−xb n )+ t ρn < t ′ ρn < (n−xb n ), and so U n (l n (t ′ ), i n (x)+j n (t), i n (x)) is positive and it converges to 1. Therefore, by virtue of Conditions 1 and 2, we have
Again, from Conditions 1 and 2, we have the dominance
Lemma 2. The function I 321 (·) converges as follows:
The convergence is uniform on [λ l , λ u ] for arbitrary λ l and λ u such that λ l < λ u and λ l λ u > 0.
Proof of Lemma 2. Consider the simple function
so that, from (A.9),
A similar argument as in the proof of Lemma 1 will show that for (x, t, t ′ ) ∈ (0, ∞) × (−∞, ∞) × (−∞, ∞) and sufficiently large n,
where i n (x), j n (t) and l n (t ′ ) are the smallest integers greater than or equal to x/b n , ρ n t and ρ n t ′ , respectively, and that the function S n (λ, x, t, t ′ ) converges to the function S(·), defined
Observe also that
is a continuous function in λ. As in the proof of Theorem 1, we prove the convergence of
by showing that for any sequence λ n → λ,
The latter convergence follows, through Condition 1 and 2 and the DCT, from the dominance
and the convergence of the integrand, which holds because of the continuity of the kernel, the cosine and the covariance function. Hence, nb n I 321 (·) converges as stated uniformly on [λ l , λ u ]. 2 Lemma 3. The functions nb n I 322 (·) and nb n I 323 (·) converge to 0 uniformly on [λ l , λ u ] for arbitrary λ l and λ u such that λ l < λ u and λ l λ u > 0.
Proof of Lemma 3. Consider the simple function
so that, from (A.10),
where i n (x), j n (t) and l n (t ′ ) are the smallest integers greater than or equal to x/b n , ρ n t and ρ n t ′ , respectively.
For obtaining the uniform convergence of I 322 (·), consider
where the function
We shall prove the convergence of nb n I 322 (·) given in (A.13) by proving the convergence of the two integrals on the right hand side of (A.14). In order to prove the first convergence, we follow the route taken in Theorem 1, i.e., we show that for any sequence λ n → λ
The above integral can be written as
Now observe that
Since α n (λ n , x, t, t ′ ) → 0 as n → ∞, we have
Since from Condition 1 and 2, we have the dominance
By applying DCT, we have
Turning to the second term on the right hand side of (A.15), observe that for any fixed x, |x − i n (x)b n | ≤ b n . By applying 
Thus,
From Condition 1 and 2, we have the dominance
which leads us, through another use of the DCT, the convergence of the second integral of (A.15). This establishes that the first term on the right hand side of (A.14) converges to 0. We only have to deal with the second term. Let
In order to establish the uniform convergence of s n (·) over [λ l , λ u ], it is enough to show that s n (λ n ) → 0 for any sequence λ n → λ, where λ, λ n ∈ [λ l , λ u ]. By using the Reimann-Lebesgue lemma, we have s n (λ n ) → 0. Thus, the second term on the right hand side of (A.14) also converges to 0. Hence, nb n I 322 (λ) converges to 0 uniformly on [λ l , λ u ] as n → ∞. Convergence of nb n I 323 (λ) to 0 can be established in a similar manner.
2
Proof of Theorem 3. Condition 1 ensures absolute summability of the covariance sequence {C(k/ρ n ), k ∈ Z} of the regularly sampled process X t ρn , t ∈ Z , for fixed ρ n . The corresponding spectral density ξ n (·) is defined as
The function ξ n (·) is periodic with period 2πρ n and is related to the function φ(·) as follows:
In particular, for λ ∈ [−πρ n , πρ n ],
For sufficiently large n, πρ n lies outside any finite interval [λ l , λ u ], and the bias of the estimator φ n (λ) given by (I.2) on [λ l , λ u ] can be decomposed as follows. Observe that 1 ρnbn q B 1 (λ) = ∞ −∞ S n (λ, t)dt. For any t ∈ (−∞, ∞), we define v n (t) as the smallest integer greater than or equal to tρ n . It follows that vn(t) ρn → t as n → ∞, and for sufficiently large n and any t ∈ (−∞, ∞), we can write S n (λ, t) = − 1 2π
1−K(b n v n (t)) b As in the case of B 1 (λ), it can be shown that lim n→∞ S n (λ, t) = − 1 2π |t|C(t)e −itλ .
From Condition 1A, it follows that |S n (λ, t)| ≤ h q (t). Now again by applying the DCT, we have Observe that for each fixed n, we have from Condition 1A, Let us first fix n and ρ n and minimize the MSE with respect to b n . The squared bias is an increasing functions of b n , while the variance is a decreasing function of b n . Therefore, the maximum possible value is minimized (i.e., the fastest rate of convergence is achieved) when (ρ n b n ) 2q ∝ (nb n ) −1 , i.e., when b n ∝ nρ By substituting this value in the expression for the MSE, and making use of the fact that 2q 2q+1 < 2 and ρ n /n < 1, we have
The first term on the right hand side is an increasing function of ρ n , while the second term is a decreasing function of ρ n . Therefore, the maximum of the two terms is minimized when ρn n 2q 2q+1 ∝ ρ −2p n , i.e., when ρ n is chosen as in (III.2). The optimal rate for b n , as given in (III.3), is obtained by substituting the expression for ρ n in (A. 19) . Further substitution of these two optimal rates in (A.18) gives (III.1).
