Achilles Tendon Rupture (ATR) is one of the typical soft tissue injuries. Rehabilitation after such a musculoskeletal injury remains a prolonged process with a very variable outcome. Accurately predicting rehabilitation outcome is crucial for treatment decision support. However, it is challenging to train an automatic method for predicting ATR rehabilitation outcome from treatment data, due to a massive amount of missing data in the data recorded from ATR patients, as well as complex nonlinear relations between measurements and outcomes. In this work, we design an end-to-end probabilistic framework to impute missing data entries and predict rehabilitation outcomes simultaneously. We evaluate our model on a real-life ATR clinical cohort, comparing with various baselines. The proposed method demonstrates its clear superiority over traditional methods which typically perform imputation and prediction in two separate stages.
Introduction
Soft tissue injuries, such as Achilles Tendon Rupture (ATR), are increasing in recent decades (Huttunen et al. 2014) . Such injuries require lengthy healing processes with abundant complications, which can cause severe incapacity in individuals. Influences of various factors, such as patient demographics, and different treatments, are not clear for the rehabilitation outcome due to large variations in symptoms and the long healing process. Additionally, many medical examinations are not carried out for a large portion of patients since they can be costly and/or painful for patients. Thus, accurately predicting the ATR rehabilitation outcome at different stages using existing measurements is highly interesting, and can be used for decision support for practitioners.
Moreover, ATR is one example of a wider class of medical conditions. In these situations, patients first need acute treatments, then go through a long-term and uncertain rehabilitation process (Horstmann et al. 2012) . Decision support tools for practitioners are in general of great need. In this work, we focus on predicting the rehabilitation outcome of ATR, while our framework can be further applied to a wider domain of conditions beyond ATR.
Predicting ATR rehabilitation outcomes is extremely challenging for both medical experts and machines. This is mainly due to noisy measurements from various medical instruments, with a large amount of missing data. Medical tests and outcome measurements for ATR involve a large variety of metrics. The total number of those metrics is on the magnitude of hundreds. Although many tests can be applied to patients for rehabilitation monitoring, the correlations between various measurements and patient characteristics are still under-explored.
Additionally, the observations are very sparse. The sparsity of this type of data is the consequence of several phenomena: Firstly, they are aggregated from different studies realized by different clinicians who have different procedures; secondly, measurements can be painful, costly or time-consuming. Leveraging data-driven approaches, we aim to predict potential rehabilitation outcomes for new patients with sparse and noisy data, and thus provide decision support for practitioners.
In this work, we develop an end-to-end model to address two problems at once: imputing the missing values of the costly medical instruments for patients during their stay at the hospital, and predicting the final outcome of their rehabilitation. Our framework adopts a probabilistic latent variable model to predict the missing entries in the hospital stay measurements. Latent variable models, in general, demonstrate superior performance for data imputation compared to traditional methods such as mean imputation (Scheffer 2002) . These latent variables summarize patients' underlying health situation in a low-dimensional space and generate the missing entries based on the patient state.
We further combine the Bayesian Neural Network (BNN) to predict rehabilitation outcomes. BNN is highly flexible, thus can handle more challenging data structures. Following the clinical standard, we predict the rehabilitation outcome after 3 months, 6 months and one year. These outcome scores consist of various tests, mainly the Achilles Tendon Rupture Score (ATRS) (S Kearney et al. 2012 ) and the Foot Ankle Outcome Score (FAOS), which assess the function and symptom of the tendon by a number of patient-reported criteria, taken at 3, 6 and 12 months after treatment. The cohort is longitudinal and we predict all the future rehabilitation outcomes at a given time in an end-to-end manner.
To summarize, we propose an end-to-end framework to predict the rehabilitation outcome using incomplete patient data. The paper is structured as follows: Firstly we discuss related work and describe the ATR cohort. We then introduce the proposed model. Finally we evaluate our proposed method against multiple baselines. The experimental results demonstrate clear improvement for rehabilitation outcome prediction using our proposed model.
Related work
Our work focuses on utilizing machine learning methods for the ATR rehabilitation outcome prediction. We use a latent variable model based on probabilistic matrix factorization to address the missing entry problem, and then use the estimated patient state to predict the rehabilitation outcome through BNN. There is very limited work on using machine learning to address the ATR outcome prediction. We revisit the related work in the following three aspects: ATR analysis, AI in generic health-care setting and missing value imputation which is a key component for this type of application.
Achilles tendon rupture analysis. Numerous studies have been carried out on understanding the treatment and rehabilitation of ATR due to its importance in health-care. However, most studies are performed with a clinical approach, and use traditional statistic analysis, typically the linear regression. Machine learning based approaches have not been widely adopted in the field of ATR research. As such, tools for rehabilitation outcome prediction using machine learning are of great interest. Here, we briefly review some related work on ATR. Olsson et al. (2014) employ the linear regression to predict the rehabilitation outcome using variables such as age, sex, body mass index (BMI) or physical activity. The result shows that using traditional statistical models such as linear regression yields a limited prediction ability despite having a wide range of clinically relevant variables. A more recent study shows that assessing clinical markers of tendon callus production (procollagen type I N-terminal propeptide (PINP) and type III N-terminal propeptide (PIIINP)) shortly after operation can help improve the prediction of long-term patient-reported outcomes applying multiple linear regression on ATRS one year post-injury (Alim et al. 2016) . Additionally, microcirculation in the tendon was also shown to be a strong predictor of the patient outcome after ATR (Praxitelous, Edman, and Ackermann 2017). Although insightful, this research also shows that some accurate measurements, such as microcirculation, can be expensive or difficult to obtain. Therefore, utilizing a large range of costefficient data to predict the rehabilitation outcome is desired.
AI in health-care. There is a broad spectrum of machine learning methods used for generic medical applications. When large amounts of data without missing entries are available, deep learning has shown promising results. In health-care, these data are often gathered from sensor readings, i.e., in a time-related manner. In this case, Recurrent Neural Networks (RNN) are often used (Choi, Bahadori, and Sun 2015; Choi et al. 2016; Chung et al. 2014) .
However, health-care datasets often have a limited number of patients with large numbers of variables from different instruments. This often leads to datasets with many missing entries. At the same time, being able to encode existing medical research results in new models and providing interpretable results are desirable features in many health-care related applications. In this case, probabilistic models are needed. Depending on the medical context, different types of models are used. For example, Lasko (2014) employs Gaussian processes to predict irregular and discrete medical events. Schulam and Saria (2015) design a hierarchical latent variable model to predict the trajectory of an individual's disease. These models are developed for different medical contexts and are not directly applicable to our application setting. In this work, we use ATR as an example and design a model to predict patients' rehabilitation outcomes after acute treatments.
Missing value imputation. Most real-life medical cohorts have a large amount of missing values. Traditional methods such as zero imputation or mean imputation ease the analysis but introduce bias at the same time. Matrix factorization based methods are shown to be effective for many missing value imputation applications (Shi et al. 2016; Troyanskaya et al. 2001) , and frequently used for other applications of the matrix completion problem, i.e., collaborative filtering (Ocepek, Rugelj, and Bosnić 2015) . Many efficient algorithms have been proposed, such as Singular Value Thresholding (SVT) (Cai, Candès, and Shen 2010) , Fixed Point Continuation (FPC) (Ma, Goldfarb, and Chen 2011), and Inexact Augmented Lagrange Multiplier (IALM) (Lin, Chen, and Ma 2010) . Typically, these methods construct a matrix factorization objective and optimize it using traditional convex optimization techniques. Extensions, such as Singular Value Projection (SVP) (Jain, Meka, and Dhillon 2010) and OptSpace (Keshavan, Montanari, and Oh 2010) consider observation noise in the objective. However, the sparse dataset can damage the performance of matrix factorization based methods (Mnih and Salakhutdinov 2008) . In this case, probabilistic matrix factorization (Mnih and Salakhutdinov 2008) is an alternative solution for sparse and imbalanced datasets.
In this work, we combine a probabilistic matrix factorization approach similar to that of Matchbox (Stern, Herbrich, and Graepel 2009), with a supervised learning approach using models such as Bayesian neural networks (Neal 2012). Therefore, we can impute missing values based on latent patient traits with the sparse ATR dataset and predict the rehabilitation outcome in an end-to-end probabilistic framework.
Problem setting
In this work, we use a real-life dataset from an orthopedic group. This cohort is a collection from multiple previous studies (Valkering et al. 2017; Domeij-Arverud et al. 2016) . It consists 442 patients. A snapshot of the dataset is shown in Figure 1 . We review the typical case of patient journey first and then introduce the problems.
ATR patients typically go to hospital to get a treatment immediately after an injury. There, their demographic data Age Weight . . . DVT 2 . . . ATRS 12 stiff 1 190 79.8 . . . Figure 1 : A snapshot of the Achilles Tendon Rupture (ATR) cohort. Each row represents a patient's medical record and each column represents a measurement. In this example, DVT 2 refers to the presence of deep venous thrombosis after two weeks and the ATRS 12 stiff measurements refer to the Achilles Tendon Rupture Score (ATRS) metrics on stiffness after 12 months. × indicates the entry is missing.
are registered. As part of the treatment process, they go through a number of tests from various medical instruments. Due to the complexity of these tests (e.g. in terms of time, cost, pain, invasiveness, accuracy), not all patients go through the same procedure. This leads to a lot of missing data and a lot of variation in which measurements are missing. After the treatment, patients are discharged from the hospital to heal. To monitor the healing process, they are asked to return to the hospital for rehabilitation examination after 3, 6 and 12 months. Not all tests are applied for all patients in the study, since not all patients return on time for rehabilitation examination. Thus, the rehabilitation outcome scores also have a large amount of missing entries. Based on the patient journey, we split these variables into two categories. The first one contains patient demographics and measurements realized during their stay at a hospital. These measurements include features such as age, BMI, blood tests of various chemicals related to tendon callus production, whether there was surgical intervention, or information on post-operative treatment. Variables in this category are referred to as predictors in the following text. The second category is the scores, and includes all metrics of rehabilitation outcomes such as ATRS or FAOS. An example snapshot of the dataset is depicted in Figure 1 . In this work, we will impute the predictors and predict the scores.
We present the basic statistics of the dataset. At the time when the patient is discharged from hospital, the number of measurements is M = 297, and the number of the scores to predict in the next three visits is P = 63, for N = 442 patients. We denote the first N × M part of the matrix the predictors, P, and the second N × P part the scores, S. The percentage of missing values is 69.5% in the predictors and 64.2% in the scores.
Methods
We design an end-to-end probabilistic model to simultaneously impute the missing entries with a latent variable model in the predictors and predict the rehabilitation outcomes. The data imputation part is a latent variable model which can be used separately or be part of the end-to-end model. For the prediction part, we provide multiple alternatives of modeling choices, including Bayesian linear regression and Bayesian neural networks, with either latent variables or imputed predictors as inputs. Thus, in this section, we first introduce the basic data imputation unit, a latent variable model and then introduce our end-to-end model for simultaneous data imputation and rehabilitation outcome prediction.
Measurement imputation
We first present the component of the model which aims to recover the missing measurements in the predictors part of the matrix, P. We formulate the missing data imputation problem into a collaborative filtering or matrix factorization problem, and adopt an approach similar to that of Matchbox (Stern, Herbrich, and Graepel 2009) . It is a latent variable model with Gaussian distribution. The graphical representation of the model is shown in Figure 2(a) . This is a matrix factorization model, which is commonly used in collaborative filtering for recommender systems (Stern, Herbrich, and Graepel 2009 ). There, the latent traits are used to model the personal preference of users and the ratings for all items are predicted. In this work, we use this approach to model the patient state and predict the missing measurements. Thus, it can be used for data imputation.
The model assumes that the patient measurement affinity matrix A is generated from the patient traits U, which reflect the health status of the patient, and predictor traits V, which map different health status to measurements from various medical instruments. We use a Gaussian distribution to model these entries in the same way as (Stern, Herbrich, and Graepel 2009).
Not all measurements are observed. Thus, we use I to indicate whether a value is observed or missing. The measurement imputation model is:
.
(1) where N (x|µ, σ 2 ) is the probability density function of the Gaussian distribution with mean µ and variance σ 2 .
I is an observation indication matrix, defined as:
Thus, we can use the observed measurements to train the model, and use the generated measurements affinity A to impute the missing data.
Simultaneous data imputation and outcome prediction
We present our proposed models which impute the missing entries and predict the rehabilitation outcome. Based on the model presented before, we add the second component to predict the scores matrix S using the patient information.
The patient information can be the imputed measurement matrix as shown in Figure 2(b) , or the patient trait vector which is a low-dimensional summary of the patient state as shown in Figure 2 (c). Bayesian linear regression. We consider a Bayesian linear regression model first. The score is modeled as:
where the input X is either the predictors or the patient traits, W and b are weights and bias parameters for Bayesian linear regression. S indicates the observed rehabilitation scores, which can be seen as the rehabilitation outcome B, masked by boolean observation indicator I ′ . For a patient who has gone through the rehabilitation monitoring, our model can be used to predict the missing scores. For a new patient who has just received treatment, our model can predict the future healing outcome. In the case of the predictors (Figure 2(b) ), we make use the observed values so that X =P = I * P + (1 − I) * A, where I is an N × M measurement observation indicator. In the case of the patient traits (Figure 2(c) ), we simply have X =Û. In fact, predictorsP contain more information but also more noise, andÛ can be seen as a summary of each patient's characteristics. Therefore, we do our experiments with bothP and U as inputs for the second component. Figure 2 displays the graphical model in these two cases.
Bayesian neural network. We also consider a BNN, i.e. a neural network with prior distributions on its weights and biases. In this case, we have the following conditional distri-bution of the scores:
where NN is a Bayesian neural network parameterized by θ, the collection of all weights and biases of the network. Typically, we consider fully connected layers with hyperbolic tangent activations. For a network of L layers, we have:
where H l is the output of layer l (H 0 = X), W l is the matrix of weights from neurons of layer l − 1 to neurons of layer l, and b l is the bias vector for layer l. We start our experiments by setting up priors on weights according to Xavier's initialization (Glorot and Bengio 2010). That is, the prior variance of a weight w that feeds into the j-th neuron of layer l depends on the number of neurons feeding into this neuron n lj,in and the number of neurons the result is fed to, n lj,out . For a weight w lij going from layer l − 1, neuron i to layer l, neuron j, we have:
σ 2 w lij = 2 n lj,in + n lj,out .
We limit the complexity of the networks that we evaluate a small number of hidden layers, since there is a limited amount data. A model with increased complexity would be more prone to overfitting. The graphical model resembles the one in Figure 2 , except that instead of the weights W and biases b, we have the set of parameters of the network θ. The exact shape of the network is described in the experiments section. Rehabilitation outcome prediction at various timestamps As we discussed before, the patient returns to hospital for rehabilitation monitoring after 3, 6, and 12 months. Thus at different timestamps, we have different amounts of observed data. We move further in the patient's journey and apply changes to the previous model so that it can be used at the 3-month or 6-month mark. In the first case, we rearrange our inputs and move the scores at 3 months from S to P. We denote these rearranged inputs P 3 and S 3 . We apply the same procedure for the 6-month mark and define P 6 and S 6 . We demonstrate in the next section that if we add more information from the healing monitoring, the performance of the final healing outcome prediction (at 12 months) is clearly improved.
Inference. We run inference on this whole model in a end-to-end manner. We use variational inference with the KL divergence (Blei, Kucukelbir, and McAuliffe 2017; . We implemented all our models with the Edward library (Tran et al. 2016) . It is a probabilistic programming tool that offers various inference choices including variational inference with KL divergence.
Experiments
We evaluate our method in this section. We first verify our model and inference algorithm using a synthetic dataset. We then focus on the real-world ATR rehabilitation cohort and present preprocessing details. We compare our proposed method with multiple baselines. Finally, we discuss all experimental results. The experimental results show that our proposed end-to-end model clearly improves the predictive performance in comparison to the baselines. Additionally, we evaluate the rehabilitation outcome prediction at various timestamps and show that the accuracy of the rehabilitation outcome prediction increases with more observations.
Inference verification with synthetic data
We test our model and inference algorithm with a synthetic dataset first. We build this synthetic dataset based on the generative process of the model and infer the latent parameters. We observe that our algorithms can successfully recover the latent parameters in all different settings. We use N = 100, M = 30, P = 10, and a latent space of size D = 10. We generate the true patient and measurement traits by sampling from a normal distribution with mean 0.5 and variance 0.5. As discussed in (Zhang et al. 2015) , this model is symmetric. Parameters can rotate and inference can yield multiple valid solutions for U and V. To ensure that we recover the true latent traits, we fix the upper square of V to the D × D identity matrix to avoid parameter rotation. Also, we add Gaussian noise with variance 0.1 to the resulting P matrix. We set priors matching this generative process. For evaluation, we randomly split the data into a training and a testing set with proportions 80%-20%.
By comparing the inferred latent variables with their ground-truth values, we see that we can recover all of them.
As an example, we show the ability of our end-to-end model with linear regression on P (Figure 2(b) ) to recover the patients' latent traits and to predict missing values in P and S. Figure 3 depicts examples of the recovered patient traits. We can see that recovered values are close to true values because points in Figure 3 are close to the diagonal of the square figure. Additionally, we evaluate the training and testing error with the Mean Absolute Error (MAE). We obtain an average training error of 0.042 for P and 0.027 for S, and an average testing error of 0.056 and 0.037 in the same order. These results validate our model and inference algorithm. Next, we evaluate our model on the real-life ATR dataset.
Preprocessing of the Achilles tendon rupture rehabilitation cohort
The cohort comes from clinical records with various formats, thus preprocessing is needed before we evaluate our method. First, we convert the whole dataset to numerical values, for example we convert the starting and ending time of the surgery to surgery duration. This process is done under the supervision of medical experts and the whole list of variables that we use are presented in the appendix. The ranges of measurements differ significantly due to the various units in use. We normalize every variable to be in the range of [0, 1]. These are affine transformations and the original value can be easily recovered. We do not fill in the missing data in the preprocessing steps as it is one of the goals of our model.
Baselines
We compare our proposed method with seven variations of our proposed model with two types of baselines. The first type of baseline uses traditional data imputation methods to impute the missing values in P and predict S. The second one is a two-stage version of our proposed model where data imputation and rehabilitation outcome prediction are performed in a sequential manner. Table 1 : Mean Absolute Error (MAE) for all models and baselines. "EE" indicates end-to-end which is our proposed model. "2-stage" is the baseline model where data imputation and rehabilitation outcome prediction are performed in a sequential manner. BLR stands for Bayesian Linear Regression and BNN stands for Bayesian Neural Network. For the 2-stage models, the error on P remains the same because the matrix P is imputed once with the mean imputation or the matrix factorization based methods. In addition, we report the MAE for the ATRS separately. The target of the method is for MAE of S AT RS to be smaller than 0.1, as it is the significance level defined by clinicians after rescaling.
Traditional data imputation. We first consider imputing the per-patient mean (Scheffer 2002) to all missing values. For each patient, the mean value of their observations belonging to the training set is imputed to all their missing measurements. We also apply traditional matrix factorization based methods: OptSpace (Keshavan, Montanari, and Oh 2010) , SoftImpute (Mazumder, Hastie, and Tibshirani 2010), Singular Value Projection (Jain, Meka, and Dhillon 2010) and Inexact Augmented Lagrange Multiplier (Lin, Chen, and Ma 2010) , to missing values. The predicted values based on observations are imputed to all the missing values. We then use the imputed data to predict rehabilitation outcomes using Bayesian linear regression and BNN.
Two-stage version of the proposed model. We run inference on the probabilistic matrix factorization part and only retrieve predictions for the first part of the dataset,P, and the patient trait matrixÛ. Then, we define the second model which uses either linear regression or a neural network on this output to give the scores predictions,Ŝ. Inference is run separately on each component. The intent is to compare our end-to-end model with its direct multi-staged equivalent.
Results
We split the training and testing set to reflect the treatment journey. In all our experiments, we first pick training and testing data for P and S with the following strategy: For evaluating the missing value imputation performance on P, we randomly pick 80% of the available data for training and leave the rest for testing; for evaluating the prediction performance on S, we randomly pick 80% of the patients, take all their available scores for training and leave all scores of the remaining 20% of patients for testing. In other words, we split S on a per-patient basis. We do this since the goal of our work is to predict the rehabilitation outcome after a patient receives the initial treatment. We use grid search for hyper-parameter tuning, starting with the matrix factorization part. We observe that the prior mean on the traits has little effect on the end performance. However, the prior variance on both traits and scores has a big impact on how the model fits the training data. We evaluate latent space sizes D ∈ [1, 20] as well as latent trait variances σ 2 U and σ 2 V , ranging from 0.1 to 0.9 by steps of 0.2. We find the optimal D to be 8 and the optimal variance to be 0.5. Next, we tune the linear regression and neural network. We start by tuning the linear regression then turn it into a neural network with growing complexity by adding activation functions and layers as soon as we find that the model lacks expressive power. We run grid searches on the prior means and variances of the weights and biases as well as the observation noise on S. We notice that for the model to properly fit the training data, weights need to have a very small variance. This is expected since the data is very highdimensional and the results of dot products need to be constrained in [0, 1]). Doing so, we find that dividing the weight variance computed with Xavier's initialization by 10 3 and the prior observation noise by 10 4 yields the best results.
We report the performance of the rehabilitation outcome prediction in Table 1 . The Mean Absolute Error (MAE) on the testing set is used as metric for our results. A difference of 0.1 is significant in clinical practice of ATRS. To compare with this standard, we evaluate predication methods only with 11 ATRS (10 criteria and the sum), whose results are shown in S AT RS columns of Table 1 and Table 2 . We can see that our proposed end-to-end model with neural network applied on the whole P matrix achieves the best performance for predicting rehabilitation outcomes and its S AT RS result is close to the ideal MAE target 0.1. We see that for predicting S, using the patient traitsÛ works better in the case of linear regression, and using the whole predictors matrixP works better in the case of neural network. This is certainly due to the fact that the dimensionality ofP makes it difficult for a simple model such as linear regression to extract the key features; a task that a more complex neural network would manage better. In these experiments, we start with a neural network that basically replicates the linear regression then gradually add complexity until we can't improve the performance without overfitting. The optimal network we found has 1 hidden layer with P (the number of columns of S) hidden units and a hyperbolic tangent activation.
Our proposed method shows clear improvement on the rehabilitation outcome prediction over baselines. We can also see that latent variable models have a good performance on the missing value imputation. Our proposed model is trained for the rehabilitation outcome prediction, so SVP and IALM could have the better performance on the missing value imputation than ours.
Evaluation of the rehabilitation outcome prediction at different timestamps. Here we evaluate the ability of our model to predict scores at different timestamps when we extend P to include scores at 3 months (yielding P 3 ) and 6 months (yielding P 6 ). We report the performance pertimestamp of our model with P, P 3 and P 6 in Table 2 .
We observe that including future measurements helps predicting the final scores. Including all the previously observed data in the predictors helps improving the accuracy of future score predictions. Moreover, results of the ATRS prediction at 12 months are close to 0.1 which is our target value. We show that the final rehabilitation outcome prediction accuracy increases with time and our model can be used for the rehabilitation outcome prediction at various rehabilitation stages. S AT RS is evaluated only with ATRS. Per-variable analysis. We further evaluate the prediction accuracy of our best performing model by looking the mean error for each variable. Taking the model withP with BNN as an example, Figures 4 and 5 display the errors and the number of data points available for each variable.
In Figure 5 , we show that the number of scores per period varies. In fact, each period has at least 11 ATRS (10 criteria and the sum in blue) and 5 FAOS scores (in red). On top of that, scores at 6 and 12 months both include additional tests such as the evaluation of the heel rise angle (in green). The clinical practice uses scores at 12 months more because they can reflect rehabilitation states better. Figure 5 shows that our model is able to predict the rehabilitation outcome at 12 months better comparing to 3 and 6 months.
Conclusions
We developed a probabilistic end-to-end framework to simultaneously predict the rehabilitation outcome and impute the missing entries in data cohort in the context of Achilles Tendon Rupture (ATR) rehabilitation. We evaluated our model and compared its performance with multiple baselines. We demonstrated a clear improvement in the accuracy of the predicted outcomes in comparison with traditional data imputation methods. Additionally, the performance of our method on rehabilitation outcome prediction is close to the ideal clinical result.
Future work. The proposed method is a general framework applied to numerous health-care applications involving a long-term healing process after the treatment. In the future, we would collaborate with more health-care departments, test and improve our method in these applications.
Additionally, we are keen to work closely with practitioners to validate our method in a real-life clinical context. We would work on improving the accuracy and interoperability of our model to make it beneficial for both patients and practitioners in real-life health-care process.
