Given a compact Lagrangian submanifold L of a symplectic manifold (M, ω), Fukaya, Oh, Ohta and Ono construct a filtered A∞-algebra F(L), on the cohomology of L, which we call the Fukaya algebra of L. In this paper we describe the Fukaya algebra of a product of two Lagrangians submanifolds L1 ×L2. Namely, we show that F(L1 × L2) is quasi-isomorphic to F(L1) ⊗∞ F(L2), where ⊗∞ is the tensor product of filtered A∞-algebras defined in [2] . As a corollary of this quasi-isomorphism we obtain a description of the bounding cochains on F(L1 × L2) and of the Floer cohomology of L1 × L2.
Introduction
Lagrangian Floer cohomology, introduced by Floer in [3] , has proven to be a very powerful tool in symplectic topology. This is specially true in the cases of exact or monotone Lagrangians. The general case is much harder because Floer cohomology might not be defined. This is the subject of the work of Fukaya, Oh, Ohta and Ono [5] . For each compact, relatively spin Lagrangian L, the authors construct a filtered A ∞ -algebra, on the singular chain complex of L. There is another version, defined in [4] , that uses the de Rham complex of L, which has the advantage of being strictly unital and cyclic. We will refer to this A ∞ -algebra as the Fukaya algebra of L and denote it by F(L). This is a filtered A ∞ -algebra structure on the de Rham complex of L, whose operations are defined using a compatible almost complex structure. Loosely speaking, the moduli space of pseudo-holomorphic disks with boundary in L and k+1 boundary marked points defines a correspondence between L ×k and L. The resulting pull-push map defines the A ∞ -map m k . Then the m 0 term is responsible for the obstructions to defining the Floer cohomology for L. More precisely, Floer cohomology can be defined only when there is a deformation of In this paper we will study F(L) when L is a product Lagrangian. Let (M 2ni i
, ω i ) be a 2n i -dimensional symplectic manifold (either compact or convex at infinity) and let L ni i ⊆ M be a compact, relatively spin (as defined in [5, Chapter 8] ) Lagrangian submanifold, for i = 1, 2. Then L 1 × L 2 is a relatively spin compact Lagrangian submanifold of (M 1 × M 2 , ω 1 ⊕ ω 2 ). Our main result, Theorem 1.1 below, states that we can describe F(L 1 ×L 2 ), in terms of F(L 1 ) and F(L 2 ), using the tensor product of filtered A ∞ -algebras introduced in [2] . Theorem 1.1. Let L 1 and L 2 be compact, relatively spin Lagrangian submanifolds of the symplectic manifolds (M 1 , ω 1 ) and (M 2 , ω 2 ) respectively. Then we have the following quasi-isomorphism of filtered A ∞ -algebras
where ⊗ ∞ is the tensor product of filtered A ∞ -algebras defined in [2] .
Before going into the proof let us explore some immediate applications of this theorem. First recall that bounding cochains are solutions of the Maurer-Cartan equation,
where e L is the unit of F(L) and P(b) is some element in the Novikov ring Λ 0 (see Section 2 for the definition). We denote by M C(L) the set of solutions to this equation, modulo gauge equivalence (see [5, Section 4.3] ).
Corollary 1.2. There is a map
which satisfies P(b 1 b 2 ) = P(b 1 ) + P(b 2 ). Moreover, when L 1 and L 2 are connected and graded, that is, when their Maslov classes vanish, this map is a bijection.
Proof. The first statement follows immediately from Theorem 1.1 and Theorem 1.3 in [2] . For the second statement note that L i being connected and graded implies that F(L i ) is a graded and connected A ∞ -algebra (in the sense of Definition 6.7 in [2] ). So again, the statement follows from Theorem 1.3 in [2] .
Given a bounding cochain b we can deform the A ∞ -algebra 
In particular
Now we turn to the proof of Theorem 1.1. The main tool we will use is the following theorem proved in [2] . 
The quasi-isomorphism class of the Fukaya algebra F(L) is an invariant of the Lagrangian submanifold, but its construction depends on the choice of a compatible almost complex structure and choices of perturbations of the moduli spaces of stable disks with boundary in L. The theorem above should be interpreted as saying that after fixing almost complex structures and perturbations of the relevant moduli spaces for L 1 and L 2 , if we take the product almost complex structure on M 1 × M 2 , there are specific choices of perturbations of the moduli spaces of disks with boundary in L 1 × L 2 so that F(L 1 ) and F(L 2 ) are commuting subalgebras of F(L 1 × L 2 ).
Proof of Theorem 1.1. In view of Theorems 1.4 and 1.5 we need only to check that K is an injective map which induces an isomorphism in µ 1,0 -cohomology. Recall (or see Section 2) that m Thus, up to a change in sign, this is simply the usual Künneth map. This is clearly injective and the standard Künneth Theorem on de Rham cohomology implies the claim.
We finish the introduction with an illustration of the ideas involved in the proof of Theorem 1.5. We sketch the proof of one of the identities that are part of the definition of commuting A ∞ -subalgebras, namely
We consider the moduli space of stable disks with boundary in L 1 × L 2 and two boundary marked M 2 (β). Evaluation at the two marked points gives maps ev 0 , ev 1 :
Roughly speaking, that is pretending that M 2 (β) is a smooth manifold and that ev 0 is a submersion, we define
where (ev 0 ) * is fiber integration. In our situation, there is a map
which sends a stable map u to its components (p 1 • u, p 2 • u) and stabilizes the domains if necessary. Observe that the evaluation maps factor through π and a simple computation shows that the target of π has smaller dimension than the domain. Then the claim follows from the general fact about fiber integration: given maps f, g, h such that h = g • f , with f : M −→ N and dim N < dim M we have h * (f * (ξ)) = 0. To actually prove the claim we have to carry out a similar argument in the context of spaces with Kuranishi structures. We would like to point out that a similar argument is used by Fukaya in [4] to show that F(L) is a strictly unital A ∞ -algebra. This paper is organized in the following way. In Section 2, we give some background on filtered A ∞ -algebras. In Section 3, we review the construction of the Fukaya algebra following [4] , but describing several sign conventions that were not explicit. In Section 4 we prove the modulo T E version of Theorem 1.5, assuming the existence of some particular Kuranishi structures on the moduli spaces of disks and in §5 we construct these Kuranishi structures. In Section 6, we upgrade the result of §4 from A ∞ -algebras modulo T E to full-fledged A ∞ -algebras, thus completing the proof of Theorem 1.5. We finish with an appendix where we define fiber integration and smooth correspondences and prove several useful properties these satisfy. 
Conventions:
Given an element a in a graded vector space A, we will denote its degree by |a|. We will also use a shifted degree, ||a|| = |a| − 1.
Let M and N be smooth manifolds and let p 1 : M × N −→ M and p 2 : M × N −→ N be the natural projections. Given differential forms ξ 1 ∈ Ω * (M ) and ξ 2 ∈ Ω * (N ), we denote by
2 Filtered A ∞ -algebras
In this section we briefly review some basic notions of the theory of A ∞ -algebras. For more complete treatments we refer the reader to [5] for the case of filtered A ∞ -algebras and to [11] for the classical case. We will also review the notions of commuting A ∞ -subalgebras introduced in [2] .
Definition 2.
1. An A ∞ -algebra over a ring R consists of a Z 2 -graded R-module A and a collection of multilinear maps m k : A ⊗k −→ A for each k 0 of degree k (mod 2) satisfying the following equation
where
l=1 ||a l ||. We are interested in a particular kind of A ∞ -algebra defined over the Novikov ring
Note that Λ 0 has a natural filtration
Moreover Λ 0 is local and localizing at the maximal ideal we obtain the Novikov field
Next consider G ⊂ R 0 × 2Z and and denote by E : G −→ R 0 and µ : G −→ 2Z the natural projections. We say G is a discrete submonoid, if it is an additive submonoid satisfying
is finite for any c 0.
consists of a Z-graded real vector space A together with maps m k,β : A ⊗k −→ A, for each β ∈ G and k 0 of degree 2 − k − µ(β). These are required to satisfy m 0,0 = 0 and for all β ∈ G and homogeneous a 1 , . . . , a n ∈ A:
* m n−j+1,β2 (a 1 , . . . , m j,β1 (a i , . . . , a i+j−1 ), . . . , a n ) = 0.
Fix E > 0, if the maps m k,β only exist for β such that E(β) E and the above condition is satisfied for all such β we say (A, m) is an A ∞ -algebra modulo T E .
We say A is a filtered A ∞ -algebra if it is a G-gapped filtered A ∞ -algebra for some discrete submonoid G.
The reason for the name A ∞ -algebra modulo T E is as follows. Given a filtered A ∞ -algebra (A, m), letÂ 0 = A⊗Λ 0 be the completion of A ⊗ R Λ 0 with respect to filtration induced by filtration in Λ 0 . Then define maps m k :Â ⊗k 0 −→Â 0 by setting
The gapped condition ensures this well defined and (2) implies that
The A ∞ -algebras is said to be unital if there is an element e A ∈ A of degree 0 (called the unit) satisfying m 2,0 (e A , a) = (−1) |a| m 2,0 (a, e A ) = a and m k,β (. . . , e, . . .) = 0 for (k, β) = (2, 0).
We end this section by recalling the definitions of subalgebra and commuting subalgebras from [2] . We also give the modulo T E version of these definitions.
Definition 2.4. Let (A, m A ) and (C, µ) be (respectively) G A and G-gapped filtered A ∞ -algebras, for discrete submonoids G A ⊆ G. We say A is a subalgebra of C if A ⊆ C, e A = e C and for all k > 0 and a 1 , . . . a k ∈ A we have
If (A, m
A ) and (C, µ) are A ∞ -algebras modulo T E , we say A is a subalgebra modulo T E of C if the above conditions hold for all β satisfying E(β) E.
Definition 2.5. Let (A, m A ) and (B, m B ) be G A and G B -gapped filtered A ∞ -algebras. Suppose A and B are subalgebras of (C, µ) a G-gapped A ∞ -algebra with
|a| µ 2,0 (a, b). We say A and B are commuting subalgebras if given c = K(a ⊗ b) and c 1 , . . . , c k ∈ C such that for each i, c i = a i or c i = b i for some a i ∈ A and b i ∈ B, the following conditions hold.
(c) µ k+1,β (c 1 , . . . , c i , c, c i+1 , . . . , c k ) = 0 unless (i) c i = a i for all i and β ∈ G A , in which case it equals
(ii) c i = b i for all i and β ∈ G B , in which case it equals
If (A, m A ), (B, m B ) and (C, µ) are A ∞ -algebras modulo T E , we say A and B are commuting subalgebras modulo T E of C if the above conditions hold for all β satisfying E(β) E.
Fukaya algebra
In this section we will review the construction of the Fukaya algebra F(L) of a relatively spin, compact Lagrangian L. This was constructed by Fukaya in [4] building on the work of Fukaya, Oh, Ohta and Ono in [5] , [6] and [7] . We refer the reader to [4] for a complete discussion of this construction. Throughout the section we will assume the reader is familiar with spaces with Kuranishi structures and good coordinate systems as defined in [5, Appendix A1] . We refer the reader to [8] for a detailed exposition of these concepts.
In §3.1 we use the moduli spaces of stable disks to construct an A ∞ -algebra modulo T E on the de Rham complex of L for any E ∈ R >0 . In §3.2 we will review how one can take the limit of this construction to obtain an A ∞ -algebra.
, ω) be a 2n-dimensional symplectic manifold, where M is either compact or convex at infinity. Consider L a compact Lagrangian submanifold that is either spin, or more generally relatively spin, that is, L is oriented and there is a degree two cohomology class σ ∈ H 2 (M, Z 2 ) that restricts to the second Stiefel-Whitney class of L, that is σ| L = w 2 (T L). We actually will need to fix a relative spin structure on L.
The vector space underlying the Fukaya algebra F(L) is F(L) := Ω * (L), the de Rham complex of L. In order to construct the A ∞ -operations, we fix an almost complex structure J on M compatible with ω. Now given β ∈ π 2 (M, L) consider M k+1 (β) the (compactified) moduli space of J-holomorphic disks with k + 1 boundary points, with boundary on L and homotopy class β. Denote by [(Σ, z), u] an element of M k+1 (β) where Σ is a semi-stable disk, z = (z 0 , . . . , z k ) are k + 1 marked points on ∂Σ respecting the cyclic order and u :
There are natural evaluation maps:
It is proven in [5] that M k+1 (β) has a Kuranishi structure (see [5, Appendix A1] for the definition) with corners of virtual dimension vdim = n + µ(β) + k − 2. Additionally we have the following description of its boundary:
where the equality holds as spaces with oriented Kuranishi structures. In this formulation, the statement about the orientations can be found in [1, Theorem 5.9] . In [4] , Fukaya showed that this construction can be carried out in a way compatible with forgetting (boundary) marked points. More precisely, for each k 0 and 0 i k+1 consider the map
that forgets the i-th marked point, and collapses any irreducible components that become unstable. We require that the Kuranishi structures are compatible with the maps forg i in the following sense.
Definition 3.1. Let ϕ : X −→ Y be a continuous map between spaces with Kuranishi structures. We say the Kuranishi structures compatible (with respect to ϕ) if for every p ∈ X and q = ϕ(p), there is a map between the Kuranishi neighborhoods (V p , E p , Γ p , s p , ψ p ) and (V q , E q , Γ q , s q , ψ q ). The map consists of the following data:
This definition is a slight weakening of the definition given in Sections 3 of [4] 
is weakly submersive and the decomposition of the boundary (3) holds as spaces with Kuranishi structures.
Moreover, Fukaya showed that this Kuranishi structures admit good coordinate systems and systems of transversal multisections compatible with the forgetful map, in the following sense. 
Again these are small modifications of the definitions given in Section 5 of [4] . Proposition 3.5 (Fukaya [4] ). For each and E > 0, there exist continuous families of transversal multisections on M k+1 (β), for k 0 and ω ∩ β E, which are -small. These are compatible, in the sense of Definition 3.4, with forg i and the evaluation maps
Moreover given the decomposition of the boundary (3), the restriction of the multisections to the boundary agrees with the fiber product of multisections on the right-hand side of (3). We will denote this by a system of compatible multisections.
We are now ready to define the A ∞ -operations. First define
Since L is orientable the Maslov index µ(β) is always an even number. We consider the map
where E(β) = ω ∩ β and µ is the Maslov class. Denote by G(L) the submonoid generated by its image. Gromov's compactness implies that the number of elements β ∈ N E(L) such that E(β) E for fixed E is finite. Therefore G(L) is a discrete submonoid. Fix E > 0 and a system of multisections provided by Proposition 3.5. For each β ∈ N E(L), k 0, such that E(β) E and (k, β) = (1, 0), given ξ 1 , . . . , ξ k ∈ Ω * (L), we define:
where Corr is the smooth correspondence map defined in [7] , that we review in §A.
In the remaining case (k, β) = (1, 0) we set m 1,0 (ξ) = (−1) n+1 dξ, where d is the de Rham differential. Finally we set m k,β = (−1)
That is for each β such that E(β) E and k 0 we have
Proof. Proposition A.13 implies that
where = n + i(j + 1) and the last equality follows from Proposition 3.5. In turn, Proposition A.14 implies
Introducing the signs in the definition of m k,β , a straightforward computation shows the A ∞ -equation.
Next we want to show that (Ω * (L), m k,β ) has a unit. For these we need to use compatibility with the forgetful maps together with the following proposition whose proof we postpone to §A.2. 
Assuming this result we can easily prove
Proof. Consider the forgetful map forg i :
The system of multisections is compatible with this map and the evaluation maps ev j for j = i factor through this map. Therefore Proposition 3.7 immediately implies m k,
. The last statement is obvious.
From
So far we have constructed an A ∞ -algebra on F(L) modulo T E for arbitrary E > 0. We will now explain how to obtain an actual A ∞ -algebra. In fact, this argument can be easily adapted to prove that F(L) is independent of the almost complex structure and the choices of systems of multisections up to quasi-isomorphism.
We start with the definition of pseudoisotopy between A ∞ -algebras given in [4, Section 9]. We will restrict ourselves to A ∞ -algebras on Ω * (L) and we will ignore the cyclic structures. 
are maps of degree 2 − k − µ(β) and 1 − k − µ(β) for each t ∈ [0, 1]. These have to satisfy
(e) For all k and β, m 
With the obvious modifications we can also define pseudoisotopy modulo T E .
Fukaya shows that pseudoisotopy and pseudoisotopy modulo T E are equivalence relations. For our purposes the most important property is the following Proof. Since pseudoisotopy is a transitive relation it is enough to consider the case when 
Recall that c k,0 = 0, therefore the right hand side of the above equation is well defined. We can then check that this defines a pseudoisotopy, we refer the reader to [4] for this.
Now we go back the case of the Fukaya algebra. First consider
the natural projections and by ev 
For our purposes, the main use of the spaces M I k+1 (β) is to interpolate between different choices of systems of multisections. The following proposition is proved by Fukaya in Section 11 of [4] . 
(e) they are compatible with the boundary decomposition (7).
Using this system of multisections, for (k, β) = (1, 0) we define
As before using the second part of Proposition A.13 and Proposition A.14 we can show
We define 
Proof. First note that Proposition A.3(b) implies that
Decomposing the A ∞ -equations for m I k,β into sums with and without a dt factor and using this identity we can easily prove that (m t k,β is an A ∞ -algebra for each t and that Definition 3.9(d) holds.
The other nontrivial properties we have to check are that m 
where i 0 andĩ 0 are the inclusions at t = 0. Observe that
After adding the contributions from each Kuranishi neighborhood and restricting to the zero set of the multisection, the claim is equivalent to
This follows from a small generalization of Proposition A. 3(c) , that is proved in [9, Section 9.1]. The sign is a consequence of the fact that induced orientations on the fibers of ev 0 and ev
Consider an increasing sequence 
which we define to be F(L), the Fukaya algebra of L. We have the following 
In this section we prove the modulo T E version of Theorem 1.5. As we saw in the previous section, F(L) is constructed as a limit of A ∞ -algebras modulo T E , thus we will show that F(L 1 ) and
. We will prove this assuming the existence of some particular Kuranishi structures and systems of multisections on the moduli spaces M k+1 (β 1 × β 2 ). The proof of the existence of such Kuranishi structures and multisections will be given in §5.
Note that L is naturally oriented and it is relatively spin since
Additionally, σ 1 and σ 2 determine a choice σ of relative spin structure on L.
We fix almost complex structures J 1 and J 2 compatible with ω 1 and ω 2 respectively. Then J = J 1 × J 2 is an almost complex structure on M compatible with ω. Let Σ be a bordered Riemann surface and consider a map u :
2 ) the projections of u. We can easily check that
Now,
From (9) we conclude that M 1 (β) = ∅ if and only if M 1 (β 1 ) and M 1 (β 2 ) are non-empty. An easy computation shows that
. We will use the following notation for the
we take the decomposition
where m k,β1×β2 is defined using the moduli spaces M k+1 (β 1 × β 2 ). Now we will define the maps between various moduli spaces, that we will use to prove all the vanishing conditions in the definitions of commuting subalgebras. From the above discussion there are continuous maps
given by Π((Σ, z), u) = ((Σ i , z), u i ) where Σ i is obtained from Σ by collapsing irreducible components that become unstable after forgetting the other component of u.
Definition 4.1. Consider a decomposition of {1, . . . , k} into two disjoint sets J and L. Let forg J : M k+1 (β) −→ M k−|J|+1 (β) be the map that forgets the marked points z j for j ∈ J. We define
Similarly, given a decomposition {1, . . . , k + 1} \ {i + 1} = J L we define
In order to distinguish the different evaluations maps we introduce the following notation. We denote by Ev i : Remark 4.3. We would like to point out that the Kuranishi structure on
usual evaluation maps. With this notation we have
is not the product of Kuranishi structures in M p (β 1 ) and M q (β 2 ). As in [4] , to construct the Kuranishi structures on these moduli spaces, we need also to construct Kuranishi structures on the moduli spaces of disks M k,l (β) with an arbitrary number of interior marked points. Taking the product Kuranishi structures in M p,l1 (β 1 ) × M q,l2 (β 2 ) and requiring compatibility with the maps P J,L and Q i+1,J,L would force us to construct Kuranishi structures in M p,l (β) compatible with forgetting interior marked points. As explained in [4] this would require a more complicated gluing analysis, than the one in [5] . We circumvent this problem by working with a different Kuranishi structure in 
as spaces with oriented Kuranishi structures.
Proposition 4.5. Fix , E > 0, then there exist good coordinate systems and transversal, -small continuous families of multisections
(a) they are compatible, in the sense of Definition 3.4 with P J,L , Q i+1,J,L and forg j ;
(c) the multisections are compatible with the boundary decomposition (3).
We will postpone the proofs of these three propositions to the next section. Using the systems of multisections provided by these propositions we will show that F(L 1 ) and
. We start with the following
Proof. We define J to be the set of j such that ξ j = p * 1 (a j ) and L = {1, . . . , k} \ I. The first statement follows from applying Proposition 3.7 to the map P J,L . To simplify the notation we will assume that J = {1, . . . , l}, for some l. First, the dimension formula for the moduli spaces gives
Ignoring the signs introduced in the definition of the maps m k,β , we have
where ev :
is defined as
which satisfies ev = ev
Since we have chosen a compatible system of multisections, we can apply Proposition 3.7 to conclude that (11) vanishes.
The second statement is analogous. We define J and L in the same way, but this time use the map Q i+1,J,L . Counting dimensions as before, we have
Again, to simplify the notation, we assume that J = {1, . . . , i}. Then
where now, ev :
As above, Proposition 3.7 implies that (12) vanishes.
Proof. The proof of both statements is essentially the same, so we will carry out only the first one. Ignoring the signs, we have
This time ev = Ev 1 × . . . × q × . . . Ev k , where q is defined as the projection q :
The map ev commutes with the forgetful map forg i :
, we can apply Proposition 3.7 to conclude that (13) vanishes.
We are now ready to prove the modulo T E version of Theorem 1.5.
Proof. The previous two propositions prove all the vanishing conditions on Definitions 2.4 and 2.5. All that is left to show that F(L
, are the following two equalities,
For (k, β) = (1, 0), this simply follows from the definitions, in the other cases we argue as follows. The A ∞ -operations are defined as a smooth correspondence on a Kuranishi space with a continuous family of multisections. These are defined by summing the contributions of each Kuranishi neighborhood. Thus it is enough to check that the above equalities hold on each Kuranishi neighborhood in M k+1 (β 1 × 0), which are in correspondence with Kuranishi neighborhoods in M k+1 (β 1 ) × L 2 . Propositions 4.4 and 4.5 guarantee that for each Kuranishi neighborhood, S −1
, as oriented smooth manifolds and moreover, Ev i = ev 1 i × id. To simplify the notation, we will assume there is only one neighborhood and compute
by Proposition A. β1 (a 1 , . . . , a k ) ).
3(d). Above by definition, we have γ
= i (k − i)|a i | + (k−1)(k−2) 2 + n 2 i |a i |, hence m k,β1×0 (ι(a 1 ), . . . , ι(a k )) = (−1) n2(k+ i |ai|) p * 1 (m k,β1 (a 1 , . . . , a k )) = ι(m k,
This finishes the proof that F(L
The proof for F(L 2 ) is completely analogous.
Next we need to check the commuting relations in Definition 2.5. The first condition follows from commutativity of the wedge product of forms once we note that m 2,0 (ξ 1 , ξ 2 ) = (−1) |ξ1| ξ 1 ∧ ξ 2 . The second condition follows from combining Proposition 4.6 and the above computation of m k,β1×0 and m k,0×β2 in the case k = 0. Definition 2.5(c) follows from Propositions 4.6 and 4.7, in the cases when µ k+1,β should vanish. We need to check the exceptions in Definition 2.5(c)(i) and (ii), these are equivalent to
When k = 0 and β 1 = β 2 = 0, these are consequence of the Leibniz rule for the de Rham differential. In the remaining cases we follow the same strategy as above. We spell out the proof of the second equality. Assuming the same simplifications and using Proposition 4.4 we compute
where the signs are as follows
Here the signs γ 1 and γ 5 are given by the definitions of the m k , ι and K, plus the fact that m k has degree k (mod 2). The sign γ 3 is given by Proposition A.3(d). An elementary computation shows
which implies the result.
The moduli spaces
In this section, we prove Propositions 4.2, 4.4 and 4.5. The proofs will follow the strategy in [4] . We construct Kuranishi neighborhoods and multisections by induction on the area of the disks. This guarantees that the boundary decompositions (3) of the various moduli spaces are respected. Moreover to ensure compatibility with the forgetful maps forg i we first construct Kuranishi structures (and systems of multisections) on the moduli spaces M 1 (β) and then pull them back to M k+1 (β). In fact, Fukaya constructs Kuranishi structures in M 0 (β) first. This is needed only if one wants to make F(L) a cyclic A ∞ -algebra. As we don't make any use of the cyclic structure we will ignore this point. Finally, to guarantee compatibility with the maps P J,L and Q i+1,J,L we first construct Kuranishi neighborhoods (and systems of multisections) on the moduli spaces M 1 (β 1 ) × M 1 (β 2 ) and pull these back to M 1 (β 1 × β 2 ) via the map Π 1 × Π 2 . Then we use the forgetful maps to pull back these Kuranishi structures to
Proof of Proposition 4.2
We first review Fukaya's construction of Kuranishi structures on M k+1 (β) for k 0 and β = β 1 or β 2 compatible with forg i , following [4] . Let forg : M k+1 (β) −→ M 1 (β) be the maps that forgets all the marked points except the first one. Consider (Σ, u) ∈ M k+1 (β) and forg(Σ, u) = (Σ 0 , u 0 ) ∈ M 1 (β). Denote by Γ and Γ 0 be the (finite) groups of automorphisms of (Σ, u) and (Σ 0 , u 0 ) respectively. The map forg induces a map h : Γ −→ Γ 0 . In this case, where there is at least one boundary marked in both curves, h is an isomorphism, in the general case, where we forget all the marked points, it is injective.
Consider the decomposition Σ 0 = ∪ a∈A Σ 0 a of Σ 0 into irreducible components (spheres or disks). Given an irreducible component Σ ⊂ M , such that N w and u 0 | Σ intersect transversely at u(w). Additionally we require that N w = N γ(w) for any γ ∈ Γ 0 . We stabilize Σ by adding the same marked points. Next we have to construct the obstruction bundles. 
(a) elements of E(u) are smooth and supported in U;
then, for the first boundary marked point z 0 , Ev z0 :
For the case of spheres there is a similar statement. We refer the reader to [4, Lemma 3.2] for the full details.
Going back to the previous situation, we fix spaces E a provided by lemma for each component of Σ 0,+ . We use the same spaces for the corresponding components of Σ + and take E a = 0 for the components which are contracted by forg. By construction Σ + ∈ M |ν(Σ + )|,k+1 and Σ 0,+ ∈ M |ν(Σ 0,+ )|,1 . These are orbifold with corners, so we can find neighborhood of Σ + and Σ 0,+
where V (Σ + ), V (Σ 0,+ ) are manifolds with corners and Aut are the (finite) group of automorphisms of the corresponding curve. Consider η ∈ V (Σ + ) and let Σ + (η) be the corresponding Riemann surface. For maps
which are -close to u (see [4] for the definition), for sufficiently small , we can regard E a as a subspace of
. Namely we take parallel transport along the minimal geodesic from u(x) to v(x), for each x ∈ U a , and denote the result by E a (Σ + , v).
Similarly we can define V + (Σ 0 , u 0 ). We have the following: From the choice of ν(Σ + ) the map
N w is a manifold with corners. Then we define a Kuranishi neighborhood of p = (Σ, u) as follows:
where Σ(η) is the surface Σ + (η) with the points in ν(Σ + ) removed. In a similar way we define the manifold with corners V (Σ 0 , u 0 ) and construct a Kuranishi neighborhood for q = (Σ 0 , u 0 ) as
From the construction there is a map
which is locally modeled on the forgetful map M l,k+1 −→ M l,1 . However, to construct coordinate transformations between different Kuranishi neighborhoods, we have to take a special smooth structure on these moduli spaces, see [5, Appendix A.1.4] for details on this. Due to this particular choice of coordinates the map ϕ is continuous but not smooth. In fact, the manifold V p can be stratified according to the combinatorial type of the underlying curve and when we restrict to one of these strata, ϕ is a smooth submersion. Nevertheless, as explained in [5, Appendix A.1.4], s p = s q • ϕ is still a smooth map.
To complete the proof we perform induction on E(β) to construct Kuranishi neighborhoods on M 1 (β) and use the previous argument to obtain compatible Kuranishi neighborhoods on M k+1 (β) for all k 0. We take β 1 with minimal area ω(β 1 ) and consider p = (Σ, u) ∈ M 1 (β 1 ). Following the above procedure we obtain Kuranishi structures on M 1 (β 1 ). Observe that, by Lemma 5.1(c), ev 0 : M 1 (β 1 ) −→ L is weakly submersive. Assume now, by induction, that we have constructed the required Kuranishi structures on M 1 (β ) for all β such that ω(β ) < ω(β). We consider one possible boundary strata component of M 1 (β), all the other are similar:
where β 1 + β 2 = β. By induction both factors already have Kuranishi structures, so we take the fiber product Kuranishi structure. The map
], since by induction ev 0 on both components is weakly submersive. Therefore, as in Proposition 5.2 we can construct a Kuranishi structure on a neighborhood of this component extending the structure on the boundary, so that ev 0 : M 1 (β) −→ L is still submersive. Which completes the inductive step.
Next we construct the Kuranishi structures on the moduli spaces M 1 (β 1 ) × M 1 (β 2 ) and M 1 (β 1 × β 2 ) compatible with the map Π 1 × Π 2 . The strategy is similar to the one above. Consider (Σ, u) ∈ M 1 (β 1 × β 2 ) and let (
First to stabilize the domains, we proceed as follows. As before we pick interior marked points ν(Σ 1,+ ) and submanifolds N 1 w 1 of M 1 so that each irreducible component of Σ 1,+ is stable and N 1 w 1 is transversal to u 1 at w 1 , for each w 1 ∈ ν(Σ 1,+ ). We do the same for (Σ 2 , u 2 ). From the definition of Σ 1 and Σ 2 we can regard elements of ν(Σ 1,+ ) and ν(Σ 2,+ ) as points in Σ. Without loss of generality we can assume that ν(Σ 1,+ ) ∩ ν(Σ 2,+ ) = ∅. Then we define Σ + to be the curved obtained from Σ by adding the marked points ν(Σ + ) = ν(Σ 1,+ )∪ν(Σ 2,+ ). Note that Σ + is a stable curve and that, for points w ∈ ν(Σ 1,+ ), u is transversal to N w := N 1 w × M 2 at w and for points w ∈ ν(Σ 2,+ ), u is transversal to N w := M 1 × N 2 w . We can easily see that there are maps Γ = Aut(Σ, u) −→ Γ i = Aut(Σ i , u i ), for i = 1, 2, so that the product h : Γ −→ Γ 1 × Γ 2 is an injection. Thus, since we took ν(Σ 1,+ ) and ν(Σ 2,+ ) to be invariant under Γ 1 and Γ 2 (respectively), we have that
Next we choose the obstruction bundles. For each irreducible component of Σ 1 and Σ 2 , we choose spaces E(u 1 ) and E(u 2 ) satisfying the conclusions of Lemma 5.1 for the maps (Σ a , u 1 | Σa ) and (Σ a , u 2 | Σa ) respectively. In the case u 2 | Σa (respectively u 1 | Σa ) is constant, we simply take E(u 2 | Σa ) = 0 (respectively E(u 1 | Σa ) = 0). Then the space E(u| Σa ) = E(u 1 | Σa ) ⊕ E(u 2 | Σa ) satisfies the conditions of the lemma for (Σ a , u| Σa ), namely:
is surjective, we conclude Ev z0 is surjective. There is one subtlety in this choice of spaces E a , to ensure that elements of E a are supported away from special points. Let Σ a be a component of Σ and let Σ 1 a and Σ 2 a be the corresponding irreducible components in Σ 1 and Σ 2 . Suppose there is a sphere bubble attached to some interior point y ∈ Σ a which is constant in the second component. Then the corresponding point y ∈ Σ 2 a is not a special point in Σ 2 a since the sphere component is contracted. Nevertheless we have to chose E a (u 2 ) with support away from y. Since there is only a finite number of such spheres, we can choose E a (u 2 ) satisfying this additional requirement. Thus each Kuranishi neighborhood is the product of Kuranishi neighborhoods on M 1 (β 1 ) and M 1 (β 2 ), but globally the Kuranishi structure is not the product of Kuranishi structures on the factors. Now we can follow the same procedure as before to construct Kuranishi structures on
there is a map ϕ Π : V −→ V 1,2 defined as
This map is locally modeled on the forgetful map M l,1 −→ M l1,1 ×M l2,1 (with l = l 1 +l 2 ). As above, this is a continuous map which is a submersion when restricted to each stratum. This finishes the construction of the Kuranishi structures on M 1 (β 1 ) × M 1 (β 2 ) and M 1 (β 1 × β 2 ). From the construction it is obvious that they are compatible with the map Π 1 × Π 2 . Then, as before we construct Kuranishi structures on M k+1 (β 1 × β 2 ) and M p (β 1 ) × M q (β 2 ), for k, p, q 0, compatible with forgetting boundary marked points. Combining these two compatibilities we obtain Kuranishi structures compatible with all the maps P I,J and Q i,I,J . This completes the proof of Proposition 4.2.
Proof of Proposition 4.4
With the exception of the statement about the orientations, this follows directly from the construction of Kuranishi structures in the proof of Proposition 4.2.
In order to prove the statement on the orientations, we first recall some conventions on the orientations of the spaces M k+1 (β), following [5, Chapter 8] . The relative spin structure σ on the Lagrangian L determines a (stable) trivialization of u * T L, restricted to the boundary of the disk for each map u. This gives a canonical orientation of the determinant line bundle detD u∂ , or equivalently of the determinant of Dolbeaut operator det∂ u (see Section 8.1 of [5] ). Which in turn determines an orientation ofM(β) the space of parametrized holomorphic disks. Then we definê
where (S 1 ) k+1 parametrizes the (k + 1)−marked points on the boundary of the disk, ordered according to the usual orientation on ∂D 2 = S 1 . The group G = P SL 2 (R) acts on the right ofM k+1 (β) and M k+1 (β) =M k+1 (β)/G. We define the orientation by
In our situation, if β = β 1 × 0 we want to orient det∂ u for u = u 1 × u 2 , where u 2 is a constant map. Therefore we have ker∂ u = ker∂ u1 ⊕ T L 2 and coker∂ u = coker∂ u1 . Therefore det∂ u = det∂ u1 ⊗ T L 2 which by definition gives
Then following the definition of orientation on M k+1 (β 1 × 0) we havẽ
where the last equality holds because dim G = 3. So we conclude
In the other case, β = 0 × β 2 , by the previous argument we have
Comparing with the definition of orientation on the product of Kuranishi spaces in Convention 8.2.1 in [5] , we concludeM
The same argument then shows
. This completes the proof of Proposition 4.4.
Proof of Proposition 4.5
The strategy of the proof is similar to the proof of Proposition 4.2. We first construct multisections on M k+1 (β l ), for l = 1, 2 and E(β l ) E compatible with forg i . This was done by Fukaya in [4] , we simply highlight the main points. We first consider the situation of one Kuranishi chart U q in M 1 (β) constructed in Proposition 3.2. It is shown in [4] , that there is > 0, a vector space W q and a W q -parametrized family of multisections S q : V q × W q −→ π * q E q , such that S q is transversal, -close to s q and ev z0 : S −1 q,i,j (0) −→ L is a submersion. Then given a Kuranishi neighborhood U p in M k+1 (β) with a map to U q , we take W p = W q and S p = S q • ϕ. The rest of the proof follows the usual argument on the area of the disks. The only difficulty is that the map ϕ is not smooth, thus there is no guarantee that S p is smooth. However the map ϕ is non-smooth only on directions transversal to each stratum in M l,k (β). Since the construction of multisections is by induction, we first define the multisection in the lower dimensional strata and then extend it to a neighborhood. Then one chooses the extension of the multisection so that it decays sufficiently fast in directions transversal to each stratum. Here is what we mean, if y is a local coordinate perpendicular to the stratum and T = 1/y, we require
for constants C, c, depending on k, l. As explained in [5, page 778 ], this condition is well defined since it is invariant under coordinate transformations of the Kuranishi structure. The map ϕ is induced by the forgetful map forg i , thus it is locally either a submersion, when no components of the curve are contracted or, when one component is contracted, in the T coordinate, it is given as T = T 1 + T 2 . Therefore S p = S q • ϕ satisfies the same decay condition hence smooth. Moreover the multisection was already transversal and ev z0 | S −1 q (0) was already submersive when restricted to the stratum, thus the decay condition in the direction normal to the stratum does not affect transversality. Therefore S p = S q • ϕ is transversal and ev z0 | S −1 p (0) is submersive. Next we construct continuous families of multisections on M 1 (β 1 × β 2 ) and M 1 (β 1 ) × M 1 (β 2 ) compatible with Π 1 × Π 2 , following the same inductive scheme. Recall from the proof of Proposition 4.2, each Kuranishi neighborhood in M 1 (β 1 )×M 1 (β 2 ) is the product of some Kuranishi neighborhoods on M 1 (β 1 ) and M 1 (β 2 ). From the above discussion, for l = 1, 2, we can take transversal multisections S q l parametrized by W q l , such that ev l 0 is a submersion when restricted to each stratum. Then define multisections
. Additionally we impose the same decay conditions on directions transversal to each stratum. Then on M 1 (β 1 × β 2 ) we take W p = W q and S p = S q • ϕ Π . During the proof of Proposition 4.2 we saw that the map ϕ Π is locally modeled on the forgetful map M l,1 −→ M l1,1 × M l2,1 , therefore it has the same local description as the map ϕ discussed above. So we conclude that S p is smooth and transversal. Moreover, since Ev 0 = ev Repeating the above argument we construct multisections on M k+1 (β 1 × β 2 ) and M p (β 1 ) × M q (β 2 ), for k, p, q 0, compatible with forgetting boundary marked points. Combining these compatibilities, we obtain systems of multisections compatible with all the maps P J,L and Q i+1,J,L . This completes the proof of Proposition 4.5.
In this section we will complete the proof of Theorem 1.5. So far we have shown (Proposition 4.8) that for each
. We want to upgrade this to full-fledged A ∞ -algebras. Let us introduce some notation. Consider 0 < E 0 < E 1 and let S 0 and S 1 be two systems of multisections provided by Proposition 4.5, for energies E 0 and E 1 respectively.
determined by these systems of multisections. We know from Proposition 4.8, that
Proposition 6.1. There exist three pseudoisotopies modulo
Using the notation of Proposition 4.8, these pseudoisotopies satisfy the following relations
and if
Finally the analogous statement for m t k,0×β2 and c t 0×β2 also holds. Assuming this proposition we can complete the proof of Theorem 1.5.
are commuting subalgebras modulo
Therefore we conclude that
Proof. From Proposition 3.10 we know that we can use the pseudoisotopies to extend
Moreover we have a formula for the extensions given by 6. Combining this formula with the relations between the pseudoisotopies described in Proposition 6.1, we can easily see that the extensions to A ∞ -algebras modulo T E1 satisfy the relations for commuting subalgebras in Definitions 2.4 and 2.5.
Recall from Subsection 3.2, that F(L) is constructed by successively extending the A ∞ -algebra modulo T E0 , F(L) 0 to an A ∞ -algebra modulo T Ei using the pseudoisotopies (m t k,β , c t k,β ). We have just shown that we can extend
Now we are left with proving Proposition 6.1. The proof is similar to the one of Proposition 4.8.
First note that there are natural maps
given by Π(t, (Σ, u)) = (t, (Σ i , u i )) where Σ i is obtained from Σ by collapsing irreducible components that become unstable after forgetting the other component of u. Also note that there are natural maps forg i : M I k+1 (β) −→ M I k (β) that forget the i-th boundary marked point. Also note that ev t is a weak submersion, therefore the space M I k+1 (β 1 ) evt × evt M I k+1 (β 2 ) can be given a Kuranishi structure. Moreover the maps Π l induce a map Π :
. Using the notation from Definition 4.1, we can define
as the composition (forg I × I forg J ) • Π and
Now we have the analogue to Proposition 4.2.
A Smooth correspondences
In this section, we first define fiber integration and collect several useful properties it satisfies. Then we review the construction and some of the properties of a smooth correspondence on a space with a good coordinate system and a continuous family of multisections, following [4] and [7] . Finally we prove Proposition 3.7.
Section 10.1]. For the last statement we compute
So we conclude
Proof. Locally we can find coordinates (
. . , x n ) for some local functions on M f 1 , . . . , f l . By assumption l < k, therefore in these coordinates f * α does not have a summand involving dt 1 ∧ . . . ∧ dt k . Then by definition π * (f * α) = 0.
Remark A.5. The previous proposition has a generalization that will be useful later. Suppose that f is not assumed to be smooth and there are smooth maps u and v such that u = v • f . Then π * (u * β) = 0. This happens since in this situation, we can still find local coordinates of the same type, just now the functions f 1 , . . . , f l are not necessarily smooth. And as in the proof, in these coordinates u * β does not have a summand involving
We need one additional property of fiber integration. Proof. The proof of both statements is similar, we prove just the second one. We compute
A.2 Smooth correspondences
In this subsection we review the construction of a smooth correspondence, mostly following [7] . The only difference is that we require that all the auxiliary spaces parameterizing multisections are even dimensional. This is always possible and simplifies a lot of sign considerations. Let X be a space with an oriented Kuranishi structure and a good coordinate system {(V α , E α , Γ α , ψ α , s α )} α∈I . For each α, let S l (E α ) be the quotient of the vector bundle Definition A.7. A multisection of (E α −→ V α , Γ α ) consists of an open cover V α = i∈A U i and a of S li (E α )| Ui , s i , satisfying:
(a) U i is Γ α -invariant and s i is Γ α -equivariant, (b) if x ∈ U i ∩ U j , then t lj (s i (x)) = t li (s j (x)) ∈ S lilj (E α ), (c) for each x, there is a smooth sections i = (s i,1 ×. . .×s i,li ) of E ⊕li on a neighborhood of x that represents s i , i.e.
[s i (y)] = [(s i,1 (y), . . . ,s i,li (y))] = s i (y) (we calls i,j a branch of s i ).
We identify two multisections (U i , s i ) i , (U j , s j ) j , if t l j (s i (x)) = t li (s j (x)) ∈ S lil j (E α ), for
x ∈ U i ∩ U j .
Next, we review the notion of continuous family of multisections on X. Let W α be a smooth oriented manifold of even dimension and let θ α be a compactly supported volume form such that Wα θ α = 1. Consider the pull-back bundle π * α E α −→ W α × V α , under the projection π α : W α × V α −→ V α . We extend the action of Γ α to π * α E α −→ W α × V α by making it act trivially on W α . Definition A.8. A W α -parametrized family S α of multisections is a multisection of π * α E α . We say S α is -small if (after fixing a metric on E α ) for each branch S α,i,j of S α we have |S α,i,j (w, ·) − s α (·)| C 0 < , for each w ∈ W α .
Finally, we say S α is transversal if each branch S α,i,j is transversal to the zero-section of π * α E α .
Let f α : V α −→ M be a Γ α -invariant smooth map and assume V α has a transversal multisection S α . We say f α | S If S α , satisfying these conclusions, is already defined on the neighborhood of a Γ α -invariant compact subset K α ⊆ V α , then it can be extended to V α .
The multisections on different Kuranishi neighborhoods are required to satisfy several compatibility relations. We omit them, but they can be found in [7] . α /Γα ). We say that f is weakly submersive if, in addition, for each α, the restriction of f α to each boundary stratum is a submersion.
Using these compatibility conditions and induction on α with respect to the order , we have the following: is a submersion. A relative version of this result also holds.
We are finally ready to define smooth correspondence. Let X be a Kuranishi space with a good coordinate system {U α } α∈I and let M and N be (oriented) smooth manifolds. Also consider smooth strongly continuous maps f : X −→ M and g : X −→ N . We assume g is weakly submersive and fix a continuous family of multisections (W α , S α ) such that g α | S We need an auxiliary partition of unity on X subordinated to {U α } α∈I . This consists of a family X α : V α −→ R of compactly supported, Γ α -invariant smooth functions, satisfying a compatibility condition (see [7, Definition 12.10] , for the precise definition).
Given ξ ∈ Ω * (M ), define ξ α = X α · (f α • π α ) * ξ ∈ Ω * (W α × V α ). We will first define the U α -component of Corr(f, X S , g)(ξ). Recall from Definition A.7 of multisection, we have V α = i∈A U α,i and S α,i a multisection of π * α E α on U α,i . Pick a partition of unity {τ i } i∈A subordinated to this covering. Without loss of generality we can assume the τ i are Γ α -invariant. Pick also a lifting S α,i = ( S α,i,1 , . . . , S α,i,li ) of S α,i . By definition S −1 α,i,1 (0) is Proof. As is the previous proposition we only need to prove this equality on a single Kuranishi neighborhood, in which case it reduces to the same statement for manifolds, applied to the forms X 1 i X
