Although the large number of MCS topics, serial fusion of multiple classifiers has been poorly investigated so far. In this paper, we propose a model which, starting from the performance of individual classifiers and the traditional hypothesis of decision independence given the class, is able to estimate the performance, in terms of error rates, of the whole serial classification scheme. The model is tested on a large set of data sets and classifiers, and the importance of the basis hypothesis is evaluated under different scenarios, which can be in agreement or not with such hypothesis.
Introduction
Fusion of multiple classifiers can be performed in parallel or serially [1, 2] . Although the most of works relies on parallel fusion at several levels (feature-level, measurement-level, decision-level) [3, 4] , very few papers deal with sequential, or serial, fusion of multiple classifiers [5] [6] [7] [8] [16] [17] [18] .
To the best of our knowledge, the only papers which try to analyze analytically serial fusion is the paper by Pudil et al. [5] and Trapeznikov et al. [18] , where the problem is dealt by the point of view of the risk assessment. Other works analyze specifically a specific Unfortunately, Pudil's modelling does not allow to point out any specific pros and cons of serial fusion of multiple classifiers. In other cases, we have practical applications of the serial fusion with an experimental assessment of pros and cons [6, 7] . Theoretical and experimental approaches have been proposed for biometric applications [9] [10] [11] . In this paper, as in [9] , we deal with the serial fusion of multiple classifiers from the point of view of the performance prediction: in other words, we do not try to find the optimal parameters allowing the minimization of a risk function as in [18] , but tries to model the sequential fusion in order to have a prediction of the overall error rate, given the error rates of individual classifiers.
In this preliminary work, we derive the general expression of the error rate of a serial fusion of two classifiers for a two-classes classification problem, under the simple hypothesis of decisions independence among classifiers, and propose a model which allows deriving further information on the performance achievable by the serial system with respect to the best individual classifier. The model is then tested on a battery of several UCI data sets, and on classifiers whose set up confirms or not the independence hypothesis, in order to see at which extent the proposed model is valid.
The rest of the paper is as follows. The model is described in Section 2. Section 3 report experiments. Conclusions are drawn in Section 4. Fig. 1 describes the serial model used in this paper. Observation x 1 , a statistical or structural representation of the pattern at hand, is input to the C 1 classifier, whose output is given in terms of d 1 , where d 1 ∈ Ω, being Ω = {w 1 , w 2 }, the state of nature. On the basis of a reject option [12, 16, 18] , we add to Ω a third class, namely, w 0 . In this case, the final decision is left to the second classifier, named C 2 . Thus, for sake of clarity, three decisions can be taken by the first classifier and we will indicate these with d , corresponding to the three classes w 0 , w 1 , w 2 . In the case that C 1 decides for w 0 , observation x 2 , related to the same pattern, is taken as input by C 2 , whose decision can be d
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. In other words, no reject option is given for the second classifier. 
By hypothesizing the independence of d 1 and d 2 , given w j , we obtain:
It is easy to see that, given a rejection region for C 1 , the error rate is a linear function of the error rate of C 2 , where errors of the first classifier represent the bias and the slope.
Aim of this paper is to verify this formula under different practical scenarios. In order to perform a complete investigation, we should perform experiments on all possible rejection regions.
However, in this paper, we will focus only on a particular rejection region, for sake of simplicity. The choice is not arbitrary, because this rejection region is acceptable in many cases.
We investigated the rejection region such that no classification errors are done by C 1 . In other words:
Actually, several applications, especially related to the information security, require that, on a chain of possible classifiers, no errors are made by the stages preceding the last one. For example, this occurs in personal identity verification through biometric systems, where rejecting an authorized user at first stage, as well as accepting an impostor at the intermediate stages of a serial system, is a serious drawback [9, 11] .
Accordingly, the bias of the error rate indicated in Eq. 3 can be removed, thus obtaining:
This simple expressions leads us to an important, but general, property of serial fusion of multiple classifiers:
, then the sequence C 1 → C 2 allows to obtain a better performance than that of the best individual classifier, namely, C 2 . This is evident from Eq. 3.
Thus, the best sequence is that which considers the best classifier at the second stage. It is worth to point out that this is not the "optimal" sequence in terms of error rate minimization, but only with respect to the best individual classifier. On the other hand, nothing can be said about the sequence C 2 → C 1 , under the hypothesis above.
In order to set the rejection region, we opt for a simple strategy suggested in [13] , which is an extension of the so-called Chow's rule for rejection option [12] . In particular, this rule takes into account that in practical applications, individual classifiers do not provide the "real" posterior probability of each class but an estimation. In this case, Ref. [13] showed that this rule is able to derive the best trade-off between error rate and rejection rate with respect to the Chow's rule.
On the basis of the above observation, let's consider the output of the classifier C k , indicated with p k i , as an estimation of the probability of w i , given the pattern. Since we are considering only two-class classification problems, p
Worth noting, γ 
Where γ 2 ∈ [0, 1]. Thus, Eq. 3 becomes:
According to Eq. 2, Eqs. 4-5 can be simplified as:
This is the final scheme we followed in our experiments. This model allows to predict the performance of the serial system by starting from errors of the individual classifiers, under the assumption of decisions independence. In other words, a designer can draw the error rate curves in order to find the best sequence on the basis of simple evaluations derived from the classifiers taken individually. No complex estimation of joint probabilities is necessary, as well as further experiments on the overall system.
Experimental Results
Aim of this Section is to validate the model given by Eqs. 6-7, by assessing the prediction against the real error rate obtained by experiments.
Data Sets and Protocol
The experiments have been carried out on 32 data sets form the UCI repository [14] (see Table 1 ). The main assumption of our model is the conditional independence (given the class) between set of features used to represents the classification task at hand, as illustrated in Section 2. In order to create a setting that meets this assumption, we subdivide the original feature space into two views using the random-restart hill climbing method proposed in [15] , which aims at maximizing their independence. Basically, this method splits features set into two views in a random manner, then each feature is switched to the other view once a time, thus obtaining a group of new generated split. All these new splits are evaluated to check their independence, and the one that yields maximum independence is selected. In order to check the robustness of the proposed method when the independence assumption doesnt hold, we performed a second series of experiments in which datasets have been subdivided into two views in a random manner, each view being composed of half of the features, without forcing the independence between views.
In Table 1 we report the characteristics of the data sets used in the experiments. Columns #patterns indicate the number of patterns (total, class A and class B) whilst columns #features indicate the number of features for each view
The ample battery of data sets explored in this paper shows several and different experimental and practical conditions which may affect the design of multiple classifiers systems combined serially. First of all, we may see that some data sets exhibit a strongly unbalanced number of patterns for the involved classes (see for example, Audiology and Solar flare data sets). In other cases, the number of patterns is not balanced with respect to the size of feature set (see for example, Sonar and Breast Cancer data sets). Finally, we may see unbalanced performances among classifiers where the sizes of each feature set strongly differs. Therefore, the experimental results we report will show the reliability of our model as it may be expected in general.
Three different classifiers are adopted for exploring the generality of our observations: K-Nearest Neighbour, Naive Bayes, and Linear Log. We have arbitrarily chosen parameters for the classifiers (k=3 for the K-NN classifier and N=10 for the Nave Bayes classifier) because the aim of the paper is to calculate the final performance of the system from the performance of the individual classifiers; it is not essential to maximize the performance of individual classifiers.
Data sets were splitted training and test sets. The former is made of 70% of available patterns, whilst the latter of the remaining 30%.
Results
In Figs. 2 we report some ROC curves predicted on the test set by the model according to Eqs. 4-5, and the ones reported on the same data but during system's operations. The thresholds γ have been tuned on the training set in order to obtain zero error for the classifier at the first stage.
Four cases were chosen for showing the effectiveness of our model:
1. imbalanced distributions of patterns over classes and maximum independence among views; 2. imbalanced distributions of patterns over classes and no independence among views; 3. balanced distributions of patterns over classes and maximum independence among views; 4. balanced distributions of patterns over classes and no independence among views. For reasons of clarity, Figs. 2 shows only two relevant examples of (almost) balanced and unbalanced datasets (respectively, Splice and Solar Flare 3), but the reported data does not deviate from the results obtained on other datasets. Items 1-2 are shown by the ROC curves of Solar Flare 3 data set, whilst Splice data set has been chosen for items 3-4. It is evident that ROC prediction in all cases is very near to the ROC computed by experiments. No appreciable difference is given when random selection of features for views generation is done.
In results reported in Figs. 2, the best classifier is always at the second stage, according to findings reported in Section 2. In the following tables, we explored the difference between ROCs predicted by our model and ROCs computed by experiments, even if the worst classifiers precedes the best one in the serial system. Table 2 shows results in this last configuration. Reported values are the differences among AUCs for all datasets under consideration. In all cases, the very low values clearly show that our model correctly predict the final performance of the serial system. In fact, a difference of about 10 −3 on average means that the error rate for one of two classes, in the worst case, is of about 10 −1 , and on average, of 10 −1.5 , which corresponds to an error rate prediction of 3% on both classes. This is true even when random split is performed for feature selection. In particular, we may see that difference between prediction on maximum independence and prediction on random split is negligible (last column of Table 2 ), even if, as it may be expected, the AUC difference is slightly higher in the random split case. This could mean that features on UCI data sets investigated are uncorrelated, thus even choosing them randomly does not impact on the model's predictions. Table 3 confirms what reported in previous Table. For all datasets in 1, a very low AUC difference is reported. 
Conclusions
In this preliminary paper, we have shown the general expression of the error rate for a serial system of two classifiers in the case of two-classes classification problem. This expression allows predicting the performance of the system given the performance of the individual classifiers, under the assumption of decision independence. The model has been validated by a large battery of UCI data sets, which have been set up in order to follow or not the assumption above. Results have shown that the model is highly reliable, even in the case that independence hypothesis is not satisfied in practice.
Validation has been performed only on an operational point, namely, the point for which no errors are allowed for the first stage. Although this choice can be motivated for several practical applications, further works will rely on extending this investigation for any size of the rejection region. An ample set of experiments on realistic use-cases and scenarios will be also taken into account.
Finally, the case of more than two classifiers and the multiclass problem will be also considered in future works.
