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ABSTRACT 
This paper introduces the idea of hybrid acceleration of linear stationary iterative 
processes. The proposed acceleration is based on the observation that the combination 
of two methods may result in a much more powerful method. Its practical value lies 
in the field of large unstructured linear systems. In this field one often applies a row 
SOR scheme (i.e. Kaczmarz’s method) or a column SOR scheme. However, because 
of the unstructured nature of the problem, there is a difficulty in obtaining the 
optimal relaxation parameter. It is demonstrated that the incorporation of a few SOR 
iterations with w = 2 into a Gauss-Seidel process is likely to result in a method that 
converges much faster than the latter. 
1. INTRODUCTION 
This paper considers the solution of a large unstructured system of linear 
equations 
Gx=b, (1.1) 
where G is an n x n symmetric positive semidefinite matrix whose diagonal 
elements do not vanish, b E ZR”, and x E 8” is the vector to be determined. 
It is assumed here that (1.1) is solvable. (The inconsistent case is discussed 
in [4].) Let the sequence {xk} be defined by the rule 
Qx k+l = (Q - Gh +b, k=0,1,2 ,..., (1.2) 
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where Q is a nonsingular matrix and x,, is an arbitrary initial point. The 
above iteration can be rewritten as 
X k+l=Hxk+f, (1.3) 
where 
H = Q-‘(Q - G) = Z - Q-‘G (1.4) 
and 
f = Q-lb. (1.5) 
The motivation behind this process lies in the observation that if the 
sequence {xk} converges, then the limit point solves (1.1). The iteration (1.3) 
is called a linear stationary iterative process of first degree. The matrix Q is 
usually referred to as the splitting matrix, while H is called the iteration 
matrix. 
Let x* denote a solution of (1.1). Then the error vectors ek, k = 0,1,2,. . . , 
are defined by 
ek = xk -x*. (1.6) 
Subtracting the equality x* = Hx* + f from (1.3) gives 
ek+l=Hek, k=0,1,2 I..., (1.7) 
and 
ek = Hke,, k=0,1,2 ,.... (1.8) 
Another feature that characterizes the above process is related to the 
function 
F(x) = ;xTGx-xTb. (1.9) 
This function satisfies 
F(Xk+l) = F(Xk)-i(Xk+l -Xk)TP(Xk+l -xk), (1.10) 
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where the n X n matrix P is defined by 
P=Q+QT-G. (1.11) 
The equality (1.10) can be used to show that the sequence {xk) converges 
whenever P is positive definite (e.g. [7]). The iteration (1.7) describes a 
similar process for solving the system Ge = 0. Therefore the corresponding 
error function is defined by 
E(e) = ieTGe, (1.12) 
and this function satisfies 
= E(Q)- &+l -Xk)TP(Xk+l -xk). (1.13) 
The relation (1.8) indicates that the convergence of the sequence {xk} is 
governed by the spectral properties of H. Assume for simplicity that H has a 
complete system of eigenvectors vi, v2, . . . , v, corresponding to the eigenval- 
ues A,, A,, . . . , A,, which satisfy 
1 > IhJ > lAzl 2 IA31 > * * * > IAJ (1.14) 
Since the vectors vi,. . . , v, form a basis for !R”, the initial error vector e, can 
be expressed in the form 
e,= k cfjvj, 
j=l 
(1.15) 
where oj are complex numbers. Substituting (1.15) into (1.18) gives 
ek = k A~.c-Y~v~, 
j=l 
(1.16) 
which shows that as k increases, ek tends to lie along vi while l]ekll tends to 
zero at a rate that is determined by IAil. In other words, the asymptotic rate 
of convergence is determined by the spectral radius of H. This conclusion 
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remains valid when H is defective. In this case the missing eigenvectors are 
replaced by principal vectors (see, for example, [5]>. However, the compo- 
nents of ek that correspond to small eigenvalues vanish at a much faster rate. 
Therefore, if a large portion of e, is related to small eigenvalues, then the 
initial rate of convergence is much faster than the asymptotic rate. Indeed 
this is often the case in practice. The part of the error vector that corresponds 
to large eigenvalues is usually referred to as the smooth part, and the part 
that corresponds to small eigenvalues as the unsmooth part. Now it is 
possible to say that the unsmooth part decays much faster than the smooth 
part. This observation forms the basis of the following method. 
The method proposed in this paper combines two distinct schemes of the 
form (1.3): a main method with iteration matrix Hi, and a secondary method 
with iteration matrix H,. The basic iteration of the combined method is 
called a cycle. Each cycle is composed of two stages. The first stage performs 
p iterations of the main method, and the second stage performs 4 iterations 
of the secondary method. Hence the resulting method is a linear stationary 
iterative process with iteration matrix H,4H,P. As we have seen, the first stage 
effectively diminishes the unsmooth part of the error with respect to H,. 
Thus the secondary iteration is designed to increase this part while keeping 
the value of the error function as small as possible. 
Following the terminology of Young [S, p. 3001, the above method falls 
into the category of “composite” methods; but we feel that the term “hybrid 
acceleration” gives a better characterization of the proposed idea. 
The new method has many features in common with the algebraic 
multigrid method (e.g. [2]). H owever, there is a basic difference between the 
two approaches: We use two different schemes to solve the same linear 
system, whereas the algebraic multigrid uses one scheme to solve two (or 
more) systems of linear equations. Furthermore, the concept of multigrid 
comes naturally in structured problems whose solution approximates a con- 
tinuous surface. But it is less obvious in unstructured problems, which are 
the subject of this research. 
The next section describes a specific implementation of hybrid accelera- 
tion, and the other sections illustrate the usefulness of this method. However, 
this is a preliminary work, and it is hoped that further research will reveal 
other ways to implement this idea. 
2. A HYBRID SOR METHOD 
One of the basic tools for solving large unstructured systems of linear 
equations is the row relaxation method (e.g. [3]). The main feature that 
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characterizes this method is that it uses one row at a time. Similarly, one may 
apply the column relaxation method, which uses one column at a time (see 
the next section). Bjijrck and Elfving [l] h ave shown that both methods can 
be viewed as variants of the SOR method. However, in unstructured prob- 
lems the only way to improve the value of the relaxation parameter w is by 
repeating runs with various values of w. For this reason it is convenient to 
choose the Gauss-Seidel method (i.e. w = 1) as the main scheme. The 
problem is therefore to find an effective secondary scheme. The following 
observations suggest the use of the SOR method with w = 2. 
LEMMA 1. Let x~+~ be obtained from xk by the SOR iteration with 
w = 2. Then F(xk+ 1> = F(x,) and E(e,+l> = E(ek). 
Proof. The splitting matrix for the SOR method is Q = o-‘D + L, 
where D = diag G and L is a strictly lower triangular matrix such that 
G = L + LT + D. Hence the corresponding P matrix is ~~~(2 - w> D. Thus 
when w = 2, P equals the null matrix and the lemma is proved by (1.10) and 
(1.13). n 
LEMMA 2. Consider the SOR method with o = 2. Then all the eigenval- 
ues of the iteration matrix lie on the unit circle of the complex plane. 
Proof. For w = 2 the iteration matrix has the form H = - Q-‘Qr, 
where Q = +D + L. Let A be an eigenvalue of H, and let z be an eigenvector 
corresponding to A. Then - Q-‘QTz = hz, - QTz = AQz, and - zHQTz = 
Az*Qz. Assume first that z”Qz # 0. Then since zHQTz is the conjugate of 
z”Qz, we have Ihl= 1. Otherwise, when z”Qz = 0, zH(Q + QT)z = z”Gz = 
0. Therefore, since G is positive semidefinite, Gz = 0, which implies A = 1. 
n 
THEOREM 3. Let the sequence (xk} be generated by a hybrid method 
whose basic cycle is composed of p iterations of the Gauss-Seidel method and 
q iterations of the SOR method with o = 2. Then this sequence converges fw 
any choice of the initial point, and the limit point solves (1.1). 
Proof. The P matrix of the Gauss-Seidel iteration is D. Therefore, since 
D is positive definite, for this iteration Ek+l < E,, where Ek = E(ek). 
Hence the sequence {Ek} is nonincreasing and bounded below by zero, 
which implies 
,‘ya (E, - ~%+l) = 0 
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Thus for Gauss-Seidel iterations the equality (1.13) yields 
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where 
and 
Q= D+L, 
g, = Gxk -b 
denotes the corresponding residual vector. Consequently 
iterations satisfy 
the Gauss-Seidel 
(2.1) 
lim Gxk = b. 
k-+m 
(2.2) 
Now let us consider the iterations of the SOR method with 6.1 = 2. Here 
the change of xi at the i th step of the basic iteration is - 2ri /di where ri is 
t.he ith component of the current residual vector and di is the ith diagonal 
element of G. This observation indicates that the limits (2.1) and (2.2) 
remain valid for the secondary iterations. Finally we let y1 denote the current 
point at the end of the Zth cycle of the hybrid method. Then the sequence 
{yl} is obtained by a linear stationary iterative process, and lim, em llyl+ i - ylll 
= 0. Hence, by Theorem 1 of [4], the sequence (yl} converges for any choice 
of the initial point. Moreover, the limit (2.1) implies that the sequence {xk) 
converges to the same point, while (2.2) implies that the limit point solves 
(1.1). n 
3. COLUMN RELAXATION 
This section considers the use of column relaxation methods to solve the 
least squares problem 
minimize F(x) = ~llAx-b112, (3.1) 
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where 1) I] denote the Euclidean norm, A is an m X n real matrix, b E % “‘, 
and x =(x,,xa,..., x,)* E 8” is the vector of unknowns. The column relax- 
ation method is an iterative scheme whose basic iteration is composed of n 
steps. At the jth step, j = 1,2,. , n, xj alone is changed and all the other 
variables are kept fixed. Let x denote the current estimate of the solution at 
the beginning of the jth step, and let 
r=Ax-b (3.2) 
denote the corresponding residual vector. Then the change in xj is 
- wcTr/c,Tcj, (3.3) 
where 0 < w < 2 is a relaxation parameter and cj denotes the jth column of 
A. (If cj = 0, then there is no need to change xj. Therefore it is possible to 
assume that cj # 0 for j = 1,. . . , n.) The resulting algorithm is equivalent to 
the SOR method for solving the related system of normal equations 
ATAx = ATb. (3.4) 
Hence the implementation of the hybrid method is quite straightforward: 
The basic cycle is composed of p iterations at which the change in xj is 
- cp-/c;c j ) (3.5) 
and q iterations at which the change in xj is 
- 2+/c+ j. (3.6) 
Note that the secondary iterations leave the value of F(x) unchanged. Also, 
by Theorem 3, the sequence of points which is generated by the hybrid 
method converges to a point that solves (3.1). 
The rest of this section presents numerical experiments with column 
relaxation methods for solving (3.1). In these experiments A has 2000 rows 
and 1000 columns, and each column contains only three nonzero elements, 
which have random locations. That is, the row indices of the nonzero 
elements are random integers between 1 and 2000. The values of the 
nonzero elements are random numbers from the interval [ - l,l]. (The 
random number generators are of uniform distribution.) The right hand side 
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TABLE 1 
RESULTS OF COLUMN RELAXATION METHODS 
Method Iterations 
Gauss-Seidel 
Optimum SOR 
Hybrid: 
p=7,q=7 
p= 10, q = 10 
p= 14, q = 7 
p= 20, q = 10 
p= 30, q = 15 
945 
554 
239 
245 
202 
197 
204 
vector b was defined as the sum of the columns of A, and the starting point 
was 0. 
The results of our experiments are displayed in Table 1. This table shows 
the number of iterations that were needed to satisfy the stopping condition 
(3.7) 
The first row of the table refers to the column Gauss-Seidel method defined 
by (3.5). The second row refers to the column SOR scheme (3.3) with 
w = 1.31. This value was found to be the best of the the values wi = O.Oli, 
i=l , . . . , ZOO. The other rows refer to the hybrid method with various values 
of p and 9. The results of our experiments illustrate that the hybrid method 
may converge faster than a well-tuned SOR scheme. 
4. ROW RELAXATION 
This section considers the use of row relaxation methods to solve a 
consistent system of linear equations 
Ax=b, (4.1) 
where A is an m x n real matrix, b = (b,, . . . , b,)T E illi” is a given real 
vector, and x E % n is the vector of unknowns. Let a: denote the ith row of 
A. Then an equivalent way to write (4.1) is 
ayx = bi, i=l ,...,m. (4.2) 
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The row relaxation method is an iterative scheme whose basic iteration is 
composed of m steps. At the ith step, i = 1,. . . , m, only the ith equation is 
used. Let x denote the current estimate of the solution at the beginning of 
the ith step. Then the change in x during the ith step is 
wa,(b, -aTx) 
aTai ’ 
(4.3) 
where 0 < w < 2 is a relaxation parameter. (It is assumed here that ai # 0 for 
i=l,..., m.) The special case when w = 1 was first suggested by Kaczmarz 
[6]. Therefore this type of relaxation is sometimes called Kaczmarz’s method. 
Note that in this case the ith step projects the current point on the 
hyperplane {z ]arz = bi}. 
Another motivation for using (4.3) 1’ ies in the observation [l] that this 
scheme is equivalent to the SOR method for solving the system 
AA*y = b, (4.41 
where 
x = ATy. (4.5) 
This relationship suggests the following implementation of the hybrid method: 
The basic cycle is composed of p iterations of Kaczmarz’s method and o 
iterations with w = 2. Note that the error function which corresponds to (4.4) 
satisfies 
E(y- y*) = (y- y*)*AA*(y- y*) = (X-X*)*(X-X*), (4.6) 
where y* denotes a solution of (4.4) and x* = A*y* is the minimum norm 
solution of (4.1). In other words, the secondary iteration has the property that 
the Euclidean distance to the minimum norm solution is kept unchanged. 
The convergence of the hybrid method is a direct result of Theorem 1. 
Furthermore, if the initial point belongs to the row space of A (that is, 
x,, = A*y, for some y0 E ZIl’,), then the limit point is the minimum norm 
solution. 
The rest of the section presents numerical experiments with row relax- 
ation methods. The test problem was generated in the same way as in the 
previous section except that here A has 1000 rows and 2000 columns, where 
each row contains only three nonzero elements, which have random loca- 
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TABLE 2 
RESUCI‘S OF ROW RELAXATION METHODS 
Method 
Kaczmarz 
Optimum Kaczmarz 
Hybrid: 
p=7,q=7 
p = 10, q = 10 
p = 14, q = 7 
p = 20, q = 10 
p = 30, q = 15 
Iterations 
837 
473 
240 
249 
217 
214 
231 
tions. The results are given in Table 2. As before the table shows the number 
of iterations that were needed to satisfy (3.7). The first row refers to 
Kaczmarz’s method. The second row refers to the scheme (4.3) with w = 1.35. 
This value was found to be the best of the values wi = O.Oli, i = 1,. . . ,200. 
The other rows refer to the hybrid method with various values of p and (I. 
Here again we see that the hybrid method can be faster than the optimum 
SOR scheme. 
5. THE MODEL PROBLEM 
The model problem is a well-known benchmark for assessing the effi- 
ciency of an iterative method. Thus, although it is a structured problem for 
which there exist highly efficient solvers (e.g. SOR or multigrid), it is 
instructive to see how the hybrid method works in this case. The origin of the 
problem lies in the discretization of the Dirichlet problem on a square 
uniform grid. Given a positive integer N, the corresponding model problem 
has (N - 2)” unknowns xii, and (N -2)” linear equations 
i=2 ,..., N-l, j=2 ,..., N-l, (5.1) 
with “boundary conditions” 
XlN = Xl1 = x.yyl= Xl2 = 0, l=l,...,N. (5.2) 
The reader is referred to [9] or [8] for a detailed discussion of this problem. 
Defining h = r/(N - l), it is shown there that eigenvalues of the Gauss- 
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Seidel iteration matrix are 
(cos ih + cos jh)2 
4 ’ 
i=l,..., N-2, j=l,..., N-2, 
whereas the optimal relaxation parameter of the SOR method is 
2 
U=l+sinh. 
Following Young [8, p. 1321, the starting values are taken as 
xij = 1, i=2 ,..., N-l, j=2 ,..., N-l, 
and the iterative process is terminated as soon as the condition 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
is satisfied. The problem was generated and solved for N = 11,21,41, using 
the Gauss-Seidel method, the SOR method, and the hybrid method with 
various values of p and 4. The results are displayed in Table 3, showing the 
number of iterations required to satisfy (5.6). 
TABLE 3 
NUMERICAL EXPERIMENTS WITH THE MODE12 PROBLEM 
Iterations 
Method N=ll 21 41 
Gauss-Seidel 
Optimal SOR 
Hybrid: 
p = 10, y = 10 
p = 20, y = 10 
p = 30, q = 10 
p = 30, q = 2 
p = 20, q = 2 
p = 10, y = 2 
p=6,q=2 
143 578 2317 
30 61 122 
141 451 1517 
152 368 1238 
146 366 1159 
117 313 1073 
94 302 1022 
101 305 1007 
101 316 1016 
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In this example the hybrid method is slower than the optimal SOR 
method but faster than the GS method. Let p(H,,) denote the spectral 
radius of the GS iteration matrix. Then from (5.3) we see that p(H,,) = cos2 h. 
Hence, for N = 11, p(H,,) is about 0.9 and the GS method enjoys fast 
convergence. This explains why the hybrid method is less effective in this 
case. However, as N increases, p(H,,) approaches unity and the hybrid 
method gains a substantial advantage over the GS method. 
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