Abstract. The focus of this study is a 3D inverse scattering problem underlying non-invasive reconstruction of piecewise-homogeneous (PH ) defects in a layered semiinfinite solid from near-field, surface elastic waveforms. The solution approach revolves around the use of the Green's function for the layered reference domain and a generalization of the linear sampling method to deal with the featured class of PH configurations. For a rigorous treatment of the full-waveform integral equation that is used as a basis for obstacle reconstruction, the developments include an extension of the Holmgren's uniqueness theorem to piecewise-homogeneous domains and an indepth analysis of the situation when the sampling point is outside of the support of the obstacle that employs the method of topological sensitivity. Owing to an ill-posed nature of the featured integral equation, a stable approximate solution is sought via Tikhonov regularization. A set of numerical examples is included to demonstrate the feasibility of 3D obstacle reconstruction when the defects are buried in a multi-layered elastic solid.
Introduction
Non-invasive sensing of subsurface obstacles using elastic waves is a topic of intrinsic interest in mechanics and engineering with applications to areas such as seismic exploration, medical imaging, and material characterization. Motivated by the need for an effective imaging methodology that would be both computationally tractable and realistic in the context of natural or manufactured material variations, the goal of this study is the development of a theoretical and computational platform for the fast, 3D elastic-wave imaging of piecewise-homogeneous obstacles in a layered (semi-infinite) reference domain. Building on the developments in [16, 35, 20, 21, 32] , a modern solution technique called the linear sampling method is employed. To tackle the elastodynamic inverse problem, this research in particular builds on the recent treatments of nearfield elastic waveforms in a uniform semi-infinite solid housing impenetrable [43] and homogeneous penetrable defects [4] . The latter algorithms suggest sampling a subsurface volume of interest by solving the so-called full-waveform integral equation. The solution of the featured equation, whose kernel embodies the experimental data and whose right-hand side depends on the sampling coordinates, is used to determine whether the sampling point belongs to the obstacle. Despite its computational simplicity, however, this approach requires a rigorous mathematical foundation whose extension to piecewisehomogeneous material configurations is the focus of this study.
For inverse scattering problems, waveform tomography methods employing nonlinear optimization offer a powerful approach [17, 48, 51, 30] that inherently maximizes the use of experimental input. Unfortunately, such methodologies are critically reliant on the choice of initial approximation for the hidden obstacles, both in terms of their topology and material characteristics. To deal with the latter impediment, several studies have resorted to the so-called multi-grid approach [6, 33, 22] that entails a solution to the sequence of "conventional" inverse problems with progressively increasing degree of resolution. Invariably, however, the above imaging techniques require numerous evaluations of the forward solution that, in the context of three-dimensional elastic scattering, results in a nearly prohibitive computational cost. Over the past decade, the above limitations have spurred the development of the so-called sampling and probe methods [50] for solving inverse scattering problems that involve evaluation of an indicator functional, computed with reference to the background domain, that "lights up" when the probing (i.e. sampling) point strikes the hidden obstacle. Typically, evaluation of such indicator functional is computationally inexpensive; a feature that is partially responsible for the mounting interest in sampling methods that notably include the topological sensitivity approach [28, 5, 26, 25, 29] and the linear sampling method. The latter technique, which is computationally superior to most traditional methods, was originally developed for problems involving impenetrable or penetrable obstacles in far-field acoustics [16, 35, 20, 14, 15, 36] , and has since been adapted to electromagnetic [18, 19, 21, 32, 7, 8] , and elastodynamic [1, 2, 13, 27, 46, 43, 4] problems with various degrees of complexity.
To help establish a mathematical and computational platform for the 3D elasticwave reconstruction of internal objects (e.g. defects or lesions) that is more realistic in the context of physical applications, the goal of this study is to extend the initial work in [43] on the interpretation of near-field elastic waveforms by rigorously accounting for piecewise-homogeneous background domains and penetrable defects. To this end, the study begins with setting up a formal elastodynamic framework for dealing with scattering in piecewise-homogeneous bodies and proceeds with a mathematical justification of the linear sampling method for this class of problems that includes theorems on the injectivity and range denseness of the featured near-field scattering operator. A supporting set of results that include i ) extension of the Holmgren's uniqueness theorem for piecewise-homogeneous domains, and ii ) topological sensitivitybased treatment of the case when the sampling point is outside of the support of the obstacle, are derived for completeness. The feasibility of 3D obstacle reconstruction in a layered reference domain via the linear sampling method is illustrated via a set of numerical examples. For generality, it is noted that the inverse scattering problem involving piecewise-homogeneous background media was examined, with reference to the 2D Helmholtz equation, in [18] via the linear sampling method and in [49] via the singular sources method. More recently, a linear sampling treatment of the analogous problem for 3D electromagnetism was established in [10] .
Preliminaries

Elastodynamic state
Consider a connected, piecewise-homogeneous (PH ) elastic solid Θ ⊂ R 3 that is either bounded or unbounded, and composed of J < ∞ homogeneous regular regions Θ j [52] . With reference to the Lamé parameters (λ j , µ j ) and mass density (ρ j ) characterizing the jth region, the isotropic elasticity tensor and mass density of the composite domain are denoted respectively as
where C j = λ j I 2 ⊗ I 2 + 2µ j I 4 and I k (k = 2, 4) is the kth-order symmetric identity tensor. Next, let Θ j be bonded through
In what follows, it is assumed that the PH medium Θ is subjected to a time-harmonic body force distribution f ∈ C 0 (Θ), with the implicit time factor e iωt omitted henceforth for brevity. Accordingly, the displacement field u in each homogeneous body Θ j is sought as a solution of class
where ω is the excitation frequency, and L j ≡ ∇ · C j : ∇ is the Lamé operator. Let S be a regular surface in Θ j with unit normal n(x) changing continuously with x ∈ S. In this setting, the traction vector on S associated with the displacement field u over Θ j is introduced as
Owing to the fact that (4) does not allow for a jump in elastic constants, any integral over a piecewise-smooth surface P ⊂ Θ involving surface tractions is understood in the sense
where P are smooth pieces of P contained in a homogeneous region Θ j (for some j) such that P = P . To more precisely deal with the displacements and tractions along material interfaces, an auxiliary notation
is also used, where S is smooth. Assuming that Υ k belongs to an interface between homogeneous domains Θ i k and Θ j k for some i k < j k , in (6), the normal n on S ⊆ Υ k is taken as being outward to Θ i k . By virtue of (6), the system of Navier equations (3) can be complemented in Θ via fully-bonded interfacial conditions
Definition 1. For a given body-force density f ∈ C 0 (Θ), vector field u is called an elastodynamic state in Θ = J j=1 Θ j with piecewise-constant elastic tensor and mass density (1) 
, satisfies Navier equations (3) and interfacial conditions (7) . The linear space of all such elastodynamic states in Θ is denoted by E(Θ; C, ρ, f ) or simply by E(Θ; f ) when C and ρ are implied. For distributions f ∈ C 0 (Θ \ Λ) where Λ has zero measure in R 3 (e.g., a point load or a surface potential), the foregoing definition of an elastodynamic state is understood in the sense of
Boundary value problem
On dividing the boundary Σ of Θ into smooth segments Σ such that Σ ⊂ ∂Θ j ∩ Σ for some j and Σ = Σ , the mixed boundary conditions are imposed on the elastodynamic state u over ∂Θ in the form
where t is given by (4), unit normal n is oriented outward from Θ, and
Here α > 0 and N j are constants, while {ε
is an orthonormal basis changing continuously with ξ ∈ Σ ⊂ Σ. Note that (8) include Dirichlet (N ≡ 0) and Neumann (N ≡ I) boundary conditions as special cases.
The linear space of elastodynamic states in a subset D ⊆ Θ which satisfy the homogeneous mixed boundary conditions (8) (with φ = 0) on Σ ∩ D will be further referred to as E 0 (D; C, ρ, f ) or simply E 0 (D; f ).
To ensure the uniqueness and physical relevance of the solution to the elastodynamic problem (3)- (8) in an unbounded PH domain Θ, one must impose certain restrictions such as radiation and regularity conditions on the behavior of u(x) as |x| → ∞. In this work, consideration of such conditions is limited to the class of layered semi-infinite domains which are discussed in the sequel.
Problem I. For a given body-force density f in Θ and a vector field φ prescribed on Σ = ∂Θ, find a displacement field u such that (a) u ∈ E(Θ; f ); (b) N u = φ on Σ; and (c) if Θ is unbounded, u meets the appropriate conditions at infinity.
Definition 2. On introducing an orthonormal basis {e
to Problem I with body-force density
and homogeneous boundary conditions N u = 0 on Σ is called the elastodynamic displacement Green's function for Problem I in the PH domain Θ. Here δ(x) is the three-dimensional Dirac delta function, and the expressions forû k (x, y) and f (x) when y ∈ Σ are understood in the limit sense Θ y → Σ. The traction vector associated with displacementû k (x, y) is denoted ast k (x, y). In the Cartesian frame, the displacement Green's tensor is introduced as
One may note thatû k (·, y) ∈ E 0 (Θ; f ) with f given by (10).
Scattering in a layered semi-infinite solid
To cater for practical applications such as seismic and medical (e.g., skin cancer) imaging, the focus of this study is on elastic scattering in the so-called layered semiinfinite solids illustrated in Figure 1 . Reference domain. By referring to the Cartesian coordinate system {O; x, y, z} in Figure 1 , let the reference (i.e., obstacle-free) PH domain be in the form of a layered elastic half-space Ω = {x = (x, y, z) ∈ R 3 | z > 0}, consisting of n bonded parallel layers overlaying the "bottom" half-space. The jth layer Ω j = {x | z j−1 < z < z j }, bounded respectively by its upper and lower interfaces S j−1 = {x | z = z j−1 } and S j = {x | z = z j }, is characterized by the Lamé constants λ j and µ j , mass density ρ j , and thickness h j = z j − z j−1 . The bottom half-space Ω n+1 = {x | z n < z < ∞} is assumed to be homogeneous with material parameters λ n+1 , µ n+1 , and ρ n+1 . In this setting, Ω =
. Unless stated otherwise, the top surface of the half-space S 0 = {x | z = 0} (with normal n oriented outward from Ω) is assumed to be traction-free, i.e., t(x) = 0,
a boundary condition that is a particular case of (8) with N ≡ I and φ ≡ 0. In [41] , it was shown that the displacement Green's tensor (11) for the layered elastic half-space described above possesses the reciprocity property
where superscript "T" stands for the matrix transpose.
To ensure the uniqueness and physical relevance of the solution to Problem I in the unbounded medium, however, one must impose certain restrictions on the behavior of u(x) as |x| → ∞. In particular, if the support of f is finite and thus waves incoming from infinity are physically unacceptable, one should seek a suitable counterpart of the regularity and radiation conditions [39, 23, 24] established for homogeneous infinite domains. As elucidated earlier, an extension of such far-field requirements (herein termed the generalized radiation condition) that is applicable to layered semi-infinite domains, should be of global nature [30] as to permit the existence of surface and interfacial waves which not only violate spherical symmetry, but also decay (as |x| → ∞) at a slower rate than body waves characterizing the full-space solution. To this end, let Ω R be a piecewise-homogeneous subset of Ω bounded by the hemisphere Γ R of radius R centered at the origin.
Definition 3.
Let Ω be a layered half-space, and let D ⊂ Ω be a bounded region or an empty set. An elastodynamic state u ∈ E(Ω \ D; f ) is called a radiating solution if it satisfies the generalized radiation condition
Hereû k (ξ, y) is the displacement Green's function for the layered half-space, the default normal on Γ R is oriented outward from Ω R , and the surface integral in (14) is understood in the sense of (5) with Γ R = Γ R ∩ Ω , = 1, n + 1. As shown in [41] , relationship (14) equally holds for any two radiating states in Ω \ D.
In what follows, the linear space of radiating solutions in Ω \ D is denoted as
. Consistent with earlier notation, its subspace characterized by the homogeneous boundary conditions (12) over the top surface of the layered semi-infinite solid will be referred to as E 
where each Γ • , Γ , and Π is a smooth piece of ∂D • or ∂D p (for some p) contained in one region Ω j or interface S k of the reference domain. In this setting, Γ = Γ • ∪ Γ , ∂D • = Γ • ∪ Π, and ∂D = Γ ∪ Π. As indicated in the Figure, the default normals on Γ and Π are taken as being outward respectively to Ω − and D unless stated otherwise. To aid the ensuing developments, specialization of Problem I for the above configuration in a layered semi-infinite solid Ω can be formulated as follows.
Problem II (Contact). For a given body-force density f in Ω, a vector field φ prescribed on S 0 ∪ Γ • ∪ Π, and vector fields ψ and η specified on Γ , find the total displacement field
± and t ± over each smooth piece Γ are given by (6) .
In the context of Contact Problem II with f = 0 in D, φ = 0 on Γ • ∪ Π, and ψ = η = 0 on Γ , the scattering theory is concerned with the effect of scatterer D on the free fieldù(x), defined as the response of the obstacle-free (layered) solid Ω to prescribed time-harmonic excitation. Thus,ù ∈ E(Ω; C, ρ, f ) and satisfies the Neumann boundary conditionst = φ on S 0 . Note however thatù does not necessarily solve Problem I in the reference domain Ω since it may not satisfy the generalized radiation condition (14) . Partly for this reason, it is convenient to decompose the displacement response of Ω − ∪ D to prescribed excitation (the so-called total field u) in Ω − as
whereũ(x) represents the scattered field (ũ ≡ 0 in the absence of a scatterer). Then the direct scattering problem can be set forth as follows.
Problem III (Scattering). For a given free fieldù ∈ E(Ω; C, ρ, f ) (suppf ∩D = ∅), which satisfies the Neumann boundary conditionst = φ on S 0 , find the scattered field u in Ω − and the (total) interior field u in D such that
wheret,t and t are the traction vectors associated respectively withù (from the Ω − side),ũ, and u. Where applicable, these quantities are calculated using (4) over smooth pieces S 0 , Γ • , Π , and Γ .
One of the key components in developing the linear sampling method for inverse elastic scattering in piecewise-homogeneous media is the following interior transmission problem.
Problem IV (Interior transmission). For a given vector field φ prescribed on Γ • , and vector fields ψ and η specified on Γ , find displacement fields v in D and w in D such that
where t v and t w are the traction vectors associated respectively with v and w, calculated where applicable using (4) over smooth pieces Γ • , Π and Γ .
Scattered tensor and the inverse problem
For a compact formulation of the linear sampling method, let U (x, y) denote the scattered counterpart of U (x, y) according to the following statement.
, generated by a point force of unit magnitude acting at y ∈ Ω in the kth coordinate direction, k = 1, 2, 3. Then the scattered tensor U in Ω − is introduced as
in the reference Cartesian frame.
As shown in [41] , the Green's tensor U satisfies the reciprocity statement (13) . The following theorem establishes the same property in terms of the scattered tensor U . 
Proof. Let u j (ξ, x) be the Green's function for Problem II, i.e., the solution due to φ = ψ = η = 0 and f (ξ) = δ(ξ − x) e j so that
By the definition of Problem II, u k is sought as a radiating elastodynamic state in Ω − . As shown in [41] for any two radiating states in Ω − , say u j (ξ, x) and u k (ξ, y) where ξ ∈ Ω − and x, y ∈ Ω − ∪ D , the following identity holds
where t j and t k are the surface tractions associated respectively with u j and u k . Next, application of the elastodynamic reciprocity theorem for finite PH bodies (see [41] , Theorem 5) in terms of u j (ξ, x) and
By virtue of (18) and the boundary condition (c) in Problem II whereby t j and t k vanish on S 0 for φ = 0, the limit of (19) as R → ∞ yields
Subtraction of the corresponding identity in terms of the componentsû k j according to (13) directly yields the reciprocity of the scattered tensor U (x, y) for x, y ∈ Ω − ∪ D . The statement of the theorem is then obtained by the continuity of U up to the boundary.
With reference to Figure 2 , let S s and S r denote respectively the source and observation surfaces, both being bounded subsets of the free surface S 0 of the layered half-space Ω. The inverse scattering problem is set to reconstruct an obstacle D from the (surface) waveform measurements, synthesized in terms of the scattered tensor U (x, y) for x ∈ S r and y ∈ S s . For a rigorous treatment of the inverse problem, it is instructive to construct a free field in the layered reference domain, analogous to the Herglotz wave function in acoustics [17] , in the form of a single-layer potential over the source surfacè
induced by the vector density g ∈ L 2 (S s ). By Theorem 9 in [41] ,ù is a radiating solution to the homogeneous Navier equation in the reference domain, i.e.,ù ∈ E R (Ω\S s ; C, ρ, 0).
of the direct scattering Problem III in the layered background medium Ω due to the free field (21) is unique and given by the scattered field
and interior field
Proof. By virtue of the reciprocity formulas (17) and (20) and the smoothness of U and u k (x, y) it can be shown, applying the proof of Theorem 9 in [41] to (22) and (23), thatũ ∈ E R 0 (Ω − ; C, ρ, 0) and u ∈ E(D ; C , ρ , 0). The fact thatũ and u satisfy the boundary and interfacial conditions (c)-(e) of Problem III follows from the linearity of the problem and the fact that the same conditions are satisfied by their "building blocks" u k and u k . By the elastodynamic uniqueness theorem for radiating elastodynamic states in Ω − ∪ D (Theorem 13 in [41] ),ũ and u coincide respectively with the only scattered field in Ω − and the only interior field in D induced by the free fieldù.
Idea of the linear sampling method
In the context of Figure 2 , the linear sampling method for solving the inverse scattering problem suggests matching the prescribed singular (radiating) solution in Ω with an induced scattered field,ũ = Sg, over the receiver surface S r by solving for the vector density g over the source surface S s . In particular, the prescribed singular solution is chosen as the displacement
due to a point force acting at z ∈ Ω in direction d, where ∂B ≡ {d ∈ R 3 : |d| = 1}. In other words, for given z ∈ Ω and polarization d, one is to solve the so-called fullwaveform integral equation
in terms of g z,d where the linear integral operator S :
is defined by (22) . Analogous to the developments in [43] for impenetrable obstacles in a homogeneous elastic half-space, it is shown in the sequel that the L 2 -norm of the solution density i ) remains finite for sampling points z ∈ D inside the support of the hidden obstacle, and ii ) becomes unbounded as z → x ∈ ∂D from the inside or leaves the scatterer domain altogether, i.e., that
can be effectively used as a characteristic function of z ∈ Ω that illuminates the support D of the scatterer.
One should note that the integration in (24) is performed over the source surface, S s . To cater for physical applications that may be characterized by a limited density of source points, one can formally interchange the source and observation surfaces S s and S r in (24) to obtain the adjoint integral equation
By definition, however, the scattered tensor U (x, ξ) is available only for x ∈ S r and ξ ∈ S s , not vice versa as required by (25) . To deal with the problem, one may employ the reciprocity of the scattered tensor as shown in Theorem 1 and rewrite (25) as
in the form compatible with the measured data [44] . In (26),S * :
is the complex conjugated adjoint of operator S. Now the linear sampling method can be reformulated to use 1/ h z,d L 2 (Sr) as a characteristic function for the scatterer D, where h z,d (ξ) is the solution to (26) for sampling point z. An in-depth treatment of this subject for the case of a homogeneous semi-infinite solid containing impenetrable obstacles can be found in [44] .
The linear sampling method for solving inverse elastic scattering, described above, does not involve any prior knowledge in terms of the number of scatterers, their geometry, or nature (e.g., cavity vs. elastic inclusion). The main difficulty, however, is that the integral operator S in the full-waveform integral equation (24) (as well as operatorS * in its adjoint counterpart (26)) has a smooth kernel U and is therefore compact [40] . As a result, (24) and (26) each represent a Fredholm-type equation of the first kind which constitutes an ill-posed problem in the sense of Hadamard (e.g. [34] ). Consequently, it is not clear if they possess a solution for all right-hand sidesû z,d , and whether such solution, when exists, depends continuously on problem parameters such as the measured data U . To resolve these issues, a mathematical justification of the linear sampling method is provided in the sequel. Without loss of generality, integral equation (24) is used as a point of reference.
Mathematical framework
To justify the use of (24) as a basis for the linear sampling scheme, it is critical to show in light of the above discussion i ) that operator S has a dense range, i.e. that (24) can be solved approximately with arbitrary accuracy, and ii ) that S is injective.
Solvability of the full-waveform integral equation
First, the solvability condition for the full-waveform integral equation (24) is established by analogy to its counterpart for a homogeneous elastic domain containing an impenetrable obstacle [43] (see also [4] in the context of penetrable defects). 27a) is satisfied automatically. By Theorem 2, pairũ = Sg z,d and u = Ig z,d (with operators S and I given respectively by (22) and (23)) solve the scattering Problem III for the incident fieldù in the form of (21) for any g z,d ∈ L 2 (S s ). Note that the scattering Problem III can also be rewritten as a boundary-contact Problem II for a pair [u e , u i ] of exterior and interior fields
so that the pair [ũ, u] solves problem (28) with
Next, let z ∈ D, d ∈ R 3 and let g z,d solve the full-waveform integral equation ( (29) 
Conversely, let the function pairù = Fg z,d and w solve the interior transmission problem (27) So far only the classical solutions of elastodynamic problems were considered, i.e., the displacement fields of class C 2 (Θ j ) ∩ C 1 (Θ j ), as stated in Definition 1. For the mathematical justification of the linear sampling method, however, one has to manipulate with a class of weak solutions, obtained as a closure E(D; C, ρ, f ) of the set of elastodynamics states in a piecewise-homogeneous Lipschitz domain D ∈ Ω with respect to the norm
in a Sobolev (Hilbert) space
In (31) and thereafter, a bar over a vector field denotes the complex conjugation. Since the isotropic elastic tensor C(ξ) satisfies the ellipticity condition (A.4) and ρ(ξ) is bounded and separated from zero, norm (30) is equivalent to the standard norm in Sobolev space, i.e. [42] . For the remainder of Section 4.1, let n denote the unit normal on ∂D = Γ oriented outward from D as shown in Figure 3a . 
satisfies the Navier equations (3) with piecewiseconstant material parameters C, ρ ∈ L ∞ (D) and body-force density f ∈ H −1 (D) in the distribution sense [42] , i.e., there exists a generalization t ∈ H −1/2 (Γ) of the traction field such that
for a constant c 2 > 0 and
which is known as the first Green's identity [42] . Here, the value of v on the boundary Γ is understood as the trace γv ∈ H 1/2 (Γ) of vector field v (e.g. [42] ). In situations when both u ∈ E(D; C, ρ, f ) and v ∈ E(D; C, ρ, η), one may employ the symmetry of the real-valued elastic tensor C and note from (33) that Φ(v,ū) = Φ(u,v) to deduce the so-called second Green's identity
where t v ∈ H −1/2 (Γ) is the generalized traction vector associated with v. Accordingly, the scalar product (31) in H 1 (D) can be rewritten as
For further reference, denote H ≡ E(D; C, ρ, 0). Proof. Assume there exists u ∈ H that is orthogonal in Sobolev space H 1 (D) to the linear subspace F of single-layer potentials over S s , i.e.
Then, since Fg ∈ E(D; C, ρ, 0), the complex conjugation of (35) with η = 0 yields
by virtue of (21) . Interchanging the order of integration, one finds
Since the above equality holds for all g ∈ L 2 (S s ), the bracketed expression must vanish on S s in the L 2 -sense. On introducing the auxiliary vector v with components
one can see that v is a sum of a double-layer potential and a volume potential with respective vector densities 
where superscripts "+" and "−" denote the limiting values of the featured quantity on Γ when approached from D and Ω − , respectively. Since v = 0 in Ω − , both v − and t
Since u ∈ H (i.e. f = 0), the squared weak norm (30) of the "orthogonal" solution u can be calculated using (35) as
Employing the second Green's identity (34) for u and v with f = 0 and η = 2ρ ω 2ū , the volume integral in (37) can be rewritten as
The left-hand side of the above equality is real-valued so that the right-hand side coincides with its complex conjugate, and consequently u H 1 (D) = 0 by virtue of (37). Thus, any vector field u in Hilbert space H (equipped with the restriction of the scalar product (31) in H 1 (D)), orthogonal to the entire linear subspace F, must vanish. By a theorem from functional analysis (e.g. [38] ), F must be dense in H with respect to the H 1 (D)-norm (30).
Uniqueness and approximate solution
With reference to the integral equation (24) that is used as a basis for obstacle reconstruction via the linear sampling method, it is next necessary to expose the injectivity and range denseness of the full-waveform operator S. In unison, these two features will help establish the claims i ) that g z,d is unique when (24) permits a solution, and ii ) that (24) can be solved approximately when the latter does not hold.
Theorem 5 (Uniqueness).
For any z ∈ D, the full-waveform operator S : Proof. Recall that the injectivity of S is equivalent to the claim that statement To aid the ensuing developments, it is next useful to establish several estimates for the weak solutions. For any v ∈ H ≡ E(D; C, ρ, 0), by the trace theorem [42] and inequality (32) for generalized tractions one finds
Moreover, since Γ • ⊆ Γ as in Figure 1 and [42] , one can employ definition (8) of the operator N and write
with c 3 = max
The stability of the solution to a mixed boundary-value problem in an exterior Lipschitz domain with a bounded boundary with respect to the boundary data was established in [42] . One can assume that a similar result holds for the boundary-contact problem (28) in the half-space (with unbounded boundary S 0 ∪ ∂D • ), so that
Then, an application of the trace theorem in the bounded Lipschitz domain Ω
Theorem 6 (Approximate solution). For every ε > 0, z ∈ D, and d ∈ ∂B there exists g
Proof. Assume that for any z ∈ D and d ∈ ∂B there exists a solution pair [v, w] to the following interior transmission Problem IV (a) v ∈ E(D; C, ρ, 0);
see also (27) . 
where operator F is given by (21) . For any such g
] with operators S and I defined in (22) and (23) by Theorem 2 also solves the contact problem (28) with respective surface densitiesφ = −Nù on Γ • , andψ =ù and η =t on Γ . As a result, it is possible to apply inequality (41) to the solution pair (28) and, choosing R such that
By virtue of the boundary conditions (42c), one can employ inequalities (38) and (39) for the interior field (ù − v) ∈ H and (43) to deduce from (44) that
which establishes the first statement of the theorem. Similarly, application of (40) and (42c) to the solution pair [û z,d , w] of the contact problem (28) with subsequent use of (38) and (39) yields
so that further employment of the trace theorem via (41) gives
From the triangle inequality and (43) one has
Since the Green's functionû z,d (x) for a layered semi-infinite solid Ω behaves like
becomes unbounded as sampling point z approaches a boundary point ξ ∈ Γ. Indeed, for ξ ∈ Γ, denote Γ ξ,τ ≡ Γ \ B τ (ξ), where
is an open ball of radius τ centered at ξ. Then for sufficiently small τ 0 and for all τ ≤ τ 0 (49) where c 7 is a constant. Thus, from (48) which implies
and the fact that the single layer operator F is bounded from
which completes the proof of Theorem 6 about the existence of an approximate solution to the full-waveform integral equation (24) . From (49) , it also follows that g
tends to infinity not slower than − log|z − ξ| as z → ξ ∈ Γ.
Remark. One may note that Theorem 5 raises the issue of uniqueness of a solution to the interior transmission problem (42) (henceforth referred to as the ITP), while the proof of Theorem 6 makes an implicit assumption about its solvability. Recently, [11, 12] established the existence and uniqueness of the solution to the ITP for the case of a homogeneous elastic obstacle in a homogeneous background solid. In particular, it was shown that if (µ −µ)(K −K) > 0 (where K and K are bulk moduli of the inclusion and the matrix), the ITP is well-posed in the sense of Hadamard except when the frequency ω belongs to a discrete set of transmission eigenfrequencies of the problem. For the class of ITP problems involving PH obstacles in a layered background solid, however, the question remains open.
Behavior of the solution in the exterior domain, Ω −
In the foregoing exposition, an explicit assumption was made that the sampling point belongs to the support of the obstacle, i.e. z ∈ D. For a systematic treatment of the linear sampling method, one must also address the question as to the meaning and behavior of an approximate solution of (24) when such hypothesis does not hold, i.e. when z ∈ Ω − . Typically, such situation is considered by way of Tikhonov regularization as in [9] . On the other hand, [43] propose an alternative treatment wherein the "exterior" sampling point is surrounded by an infinitesimal void, interpreted as a perturbation of the original scatterer. In this approach which draws from the notion of topological sensitivity [28, 5] , it is shown that the solution norm of the perturbed sampling equation becomes unbounded with the vanishing support of the void used to envelop z. Notwithstanding its contribution, however, the treatment in [43] is incomplete as it leaves the meaning and relevance of the "perturbed-scatterer" solution in the context of the original (i.e. unperturbed) sampling equation unresolved. The ensuing theorem solves the outstanding issue, thus providing a complete elastodynamic treatment of the "exterior" sampling case when z / ∈ D.
Theorem 7 (Unboundedness in the exterior domain). For every τ > 0, ε > 0, z ∈ Ω − , and d ∈ ∂B there exists g
is an open ball of radius τ centered at z such that B τ (z) ⊂ Ω − (see Figure 4 ). Let B τ (z) be occupied by a cavity with traction-free boundary ∂B τ (z). Following the proof of Theorem 6 for sampling point z inside the perturbed obstacle D τ , one can assume that there exists a pair [v τ , w τ ] solving the interior transmission problem (42) where v τ ∈ E(D τ ; C, ρ, 0), w τ ∈ E D ; C , ρ , 0 and, in addition to (42c),
Since the ball B τ (z) is disconnected from D, solution v τ (x) to the interior Neumann problem in B τ (z) can be considered independently from the solution in D. Normalizing the featured Neumann problem in B τ (z) by way of the reference length τ , reference shear modulus µ 0 , and reference mass density ρ 0 , one may consider a scaled interior Neumann problem in terms of
over a unit ball B centered at the origin so that
whereC = C/µ 0 andρ = ρ/ρ 0 . Equation (51) implicitly involves the normalized excitation frequencyω
Problem (51) has a discrete set of eigenfrequencies 0 =ω 1 <ω 2 < · · · <ω k < . . . such thatω k → ∞ as k → ∞ [39, 42] . Forω =ω k the problem does not have a unique solution up to a rigid body motion. Since τ in (51) enters the problem via boundary conditions only, eigenfrequenciesω k do not depend on τ . Forω =ω k , the solution is unique (after eliminating the rigid body motion) and satisfies the stability inequality
where constant C 1 does not depend on τ . Using the definitions (30) and ( norm and scalar product in H 1 one finds from (52) that
On employing the boundary conditions (50), one consequently arrives to an estimate
Further, according to the proof and the statement of Theorem 6 for z ∈ D τ , there exists g
In (54),ù = Fg τ,ε z,d with operator F defined by (21) and, by analogy to (22) ,
where U τ is the scattered tensor due to the presence of the perturbed obstacle D τ . On denoting the scattered field due to the unperturbed scatterer D induced by the free field u asũ = Sg τ,ε z,d , it can be shown as in [28] that
where third-order tensor field A(z, x) and second-order tensor field B(z, x) are bounded uniformly as functions of x over any compact subset of Ω − \ {z}. Then from (54b), the discrepancy in the full-waveform integral equation (24) due to the approximate solution g τ,ε
z,d , of interest in this theorem, can be estimated as
The free fieldù is bounded together with its gradient at sampling point z away from the source surface S s . Therefore, there exists a constant C 4 such that
Integration of the first inequality with respect to x over the ball B τ (z) and subsequent application of Cauchy-Schwartz inequality gives
Applying the same procedure to the estimate for ∇ù , one obtains
Accordingly, from (55) and the aforementioned equivalence between the featured norm (30) in H 1 and the traditional Sobolev norm ù
for a constant C 5 . From the triangle inequality, trace theorem, (53), and (54a) one finds
Since the gradient ∇û z,d (x) of the Green's function for layered half-space Ω and thus tractiont z,d behaves like |x − z| −2 as x → z [31] , one has
Together with (56), this result yields
which is equivalent to the first statement of the theorem. Similar to the proof of the unboundedness property of g ε z,d L 2 (Ss) as z → ξ ∈ Γ in Theorem 6 when applied to the perturbed domain D τ , one can employ (46) to obtain the estimate
Further application of the boundedness of operator F, the triangle inequality, estimate (57), and (54a) gives
Since the H 1 -norm (30) involves integration of squared gradient of the function, and the gradient ∇û z,d (x) of the Green's function for layered half-space Ω behaves like |x−z| 
Results
In what follows, the subsurface region of interest (V ⊂ Ω) is sampled uniformly with an array of sampling points z whereby the full-waveform equation (26) is solved independently for each z (although the linear operator has to be inverted just once since z enters the right-hand side of the equation only). To deal with an ill-posed nature of the integral equation, its stable approximate solution is sought via the employment of Tikhonov regularization. In practice the observed data, given by the scattered tensor U , are inevitably polluted with measurement errors, resulting in inaccurate evaluation of the linear operatorS * in (26) . Similarly, the right-hand sideû z,d is contaminated with numerical inaccuracies. If one assumes that the respective estimates (ε and δ) of these errors are known in advance, i.e., that 
If one further assumes that the numerical inaccuracies are negligible relative to the experimental errors (δ ε), the optimal value α * of the regularization parameter α in (58) can be determined a posteriori from the Morozov's discrepancy principle [34] as the only root of the discrepancy function
i.e., ϕ(α * ) = 0. In the ensuing examples, ε = S * ε with relative error = 10 −7 . On the basis of the foregoing developments, the inverse of the normalized norm of the approximate solution, namely
is taken as the characteristic function and plotted over the region of interest V . The boundary of the obstacle is consequently reconstructed as the isosurface (isoline) corresponding to χ D (z) = 0.25. The above computational scheme guaranties, up to certain precision, that the discrepancy in equation (26) ) and whether it possesses the above unboundedness property. This problem was first addressed in [3] where it was shown that the regularized (linear) sampling method works in the context of far-field acoustic scattering by impenetrable obstacles in a full space. As examined by the author, the proof can be extended to other scattering problems provided that the scattered operator S :
For the inverse scattering of elastic waves in a layered half-space, considered in this study, this equality possibly makes sense only for coinciding source and observation surfaces (S s = S r ) but even then, in general, it does not hold. Consequently, the arguments of [3] regarding the validity of the regularized sampling method do not apply, and the question remains open. Nevertheless, the numerical examples provided in the sequel indicate that the regularized method indeed works for the class of problems under consideration.
In the test configurations examined below, all quantities are normalized by the reference length a, the reference shear modulus µ 0 , and the reference mass density ρ 0 . The latter two parameters are taken as the respective properties of the layer in the background medium with the slowest shear wave speed. To maintain the selfsimilarity of the problem, the excitation frequency is normalized (multiplied) by the factor a ρ 0 /µ 0 . For simplicity, the Poisson's ratio and the (normalized) mass density are chosen to have constant values ν = 0.35 and ρ = 1 throughout the background layered system. The source surface is taken as S s = {x = (x, y, 0) |x| ≤ 5, |y| ≤ 5} with collocation points forming a regular 6 × 6 grid. The observation surface S r = {x = (x, y, 0) |x| ≤ 6, |y| ≤ 6} is comprised of 6 × 6 quadratic isoparametric eight-node elements used for computing the integral in (26) . All synthetic data are generated by means of an elastodynamic boundary element code [45] . Example 1. Cylindrical cavity at the first material interface. With reference to Figure 5a , the profile with two layers (thicknesses h 1 = 2 and h 2 = 3) on top of the half-space is considered first. The shear moduli of the layers and the half-space are taken respectively as µ 1 = 1, µ 2 = 2.25, and µ 3 = 4. The "true" obstacle is taken as a cylindrical void with length 3 and diameter 0.8, centered at (0, 0, 2) (i.e. at the first material interface) and rotated in the xy-plane by an angle π/6 from the xaxis. For clarity, the gray shadows in Figure 5a indicate the projections of the obstacle on coordinate planes. The boundary of the cavity is assumed to be traction-free. The frequency of excitation is taken as ω = 1.5, whereby the shear wave-length of illuminating waves in the first layer can be calculated as λ S1 = 4π/3 ≈ 4.2; the fictitious source vector at sampling points is taken as d = e 1 . Figure 5b plots a 3D image of the obstacle using 25%-level isosurface of the characteristic function χ D . As can be seen from the display, the linear sampling method provides a reasonable geometric reconstruction of the defect despite relative complexity of the background medium. Example 2. Ellipsoidal cavity at the second material interface. Considering the same background profile and parameters of the experimental setup as in Example 1, the obstacle for this problem is taken as an ellipsoidal cavity with semi-axes 1, 0.5, and 0.4. The ellipsoid is centered at (0, 2, 5) (i.e., at the second material interface) with the longest semi-axis making an angle of −π/4 with the x-axis in the xy-plane (see Figure 6a ). The fictitious source vector at sampling points is taken as d = (e 1 −e 2 )/ √ 2. As can be seen from Figure 6b , even for this obstacle depth, the location and the shape of the scatterer can be reasonably identified. Example 3. Dual cavity. To examine the ability of the linear sampling method to identify multiple obstacles, an example with two cavities in a system with one layer on top of the half-space is considered as shown in Figure 7 . The top layer has thickness h 1 = 5 and shear modulus µ 1 = 1, whereas µ 2 = 2.25 in the bottom half-space. The first cavity has a cylindrical shape with length 3 and a circular cross-section of diameter 0.8. It is centered at (0, 0, 2) and rotated by an angle of π/6 in the xz-plane. The second scatterer is an ellipsoid with semi-axes 1, 0.5, and 0.4, centered at (2, 0, 5) (at the material interface) and rotated by an angle of −π/4 in the xy-plane. The excitation frequency, fictitious source vector, and parameters of the source and observation surfaces are the same as in Example 1. The sampling grid consists of 31×31 points in the vertical cross-section passing through the centers of both cavities. From Figure 7b , it can be seen that the method indeed works for multiple obstacles although the quality of the image is diminished owing to a limited testing aperture.
Example 4. Cavity and inclusion. The last experiment is focused on delineation of a cavity and inclusion in a layered half-space described in Example 3. The cylindrical cavity with length 2 and circular cross-section of diameter 1 is centered at (−2, −2, 3) so that its axis is aligned with the x-axis. The inclusion is also a cylinder, centered at (2, 1, 3), with a circular cross-section of diameter 1.6 and the axis of length 4, making an angle of 5π/9 with the x-axis in the xy-plane. The material properties of the inclusion are (µ , ν , ρ ) = (5, 0.45, 1.5). The excitation frequency and the fictitious source vector at sampling points are taken as ω = 1 and d = e 1 . Figure 8 shows the 25%-level isosurface of the characteristic function χ D . Again, the method appears to be capable of resolving both defects, even though the algorithm cannot distinguish between obstacle types as cavities and inclusions. In this case, an apparent smearing of the image is attributed to a combined effect of the "low" excitation frequency (shear wave length in the top layer is approximately 4.2) and the "high" geometric-material complexity of the hidden defect.
Conclusions
In this study, the linear sampling method is extended to deal with near-field, elastic-wave reconstruction of piecewise-homogeneous defects in a layered semi-infinite solid. For a rigorous treatment of the problem, the featured full-waveform integral equation, that makes use of the Green's function for the layered reference domain, is examined in detail. To justify its use as a basis for 3D obstacle reconstruction, the key items such as the injectivity and range denseness of the scattering operator, extension of the Holmgren's uniqueness theorem to piecewise-homogeneous domains, and analysis of the situation when the sampling point is outside of the support of the obstacle are investigated. Owing to an ill-posed nature of the featured integral equation, a stable approximate solution is sought via Tikhonov regularization. A set of numerical examples is included to demonstrate the feasibility of 3D obstacle reconstruction when the defects are buried in a multi-layered elastic solid.
Proof. In application to time-harmonic elastodynamic problems in a PH domain Θ, the governing differential equation (3) with piecewise-constant coefficients C and ρ is elliptic and, therefore, does not have any characteristic surfaces [42] . Thus, the conclusion of Holmgren's Theorem A.3 applies to the entire PH domain Θ. Further, the fourth-order tensors C k± in (A.8) are the respective values of the elastic tensor C at the positive and negative sides of the surface Υ k . The ellipticity condition (A.4) for the elastic tensor follows from its required positive definiteness (see, e.g., [37] ). For an isotropic material with Lamé constants λ and µ, (A.4) reduces to the requirements λ + 2µ = 0 and µ = 0 (see, e.g., [37] ).
