Electron transfer during metal-assisted and stain etching of silicon by Kolasinski, Kurt W.
West Chester University
Digital Commons @ West Chester University
Chemistry College of the Sciences & Mathematics
10-1-2015
Electron transfer during metal-assisted and stain
etching of silicon
Kurt W. Kolasinski
West Chester University of Pennsylvania, kkolasinski@wcupa.edu
Follow this and additional works at: http://digitalcommons.wcupa.edu/chem_facpub
Part of the Materials Chemistry Commons
This Article is brought to you for free and open access by the College of the Sciences & Mathematics at Digital Commons @ West Chester University. It
has been accepted for inclusion in Chemistry by an authorized administrator of Digital Commons @ West Chester University. For more information,
please contact wcressler@wcupa.edu.
Recommended Citation
Kolasinski, K. W. (2015). Electron transfer during metal-assisted and stain etching of silicon. Semiconductor Science and Technology,
31(1), 014002-1-014002-9. http://dx.doi.org/10.1088/0268-1242/31/1/014002
Submitted to special issue "Electrochemical Processing of Semiconductor Materials" 
Electron transfer during Metal Assisted and Stain 
Etching of Silicon 
Kurt W. Kolasinski 
Department of Chemistry, West Chester University, West Chester, PA, 19383-2115 USA 
The etching of silicon in fluoride solutions is limited by the kinetics of charge transfer not 
thermodynamics. This characteristic is what gives fluoride etching its great versatility in making 
different types of nanostructures as the result of self-limiting chemistry. This review approaches 
the kinetics of electron transfer from silicon and metal coated silicon to a solution phase species 
from a fundamental point of view in order to establish a better understanding of the mechanisms 
of nanostructure formation during metal assisted and stain etching of silicon. Band bending 
calculations demonstrate that diffusion of holes away from low work function metals such as Ag 
is not possible. Similarly diffusion of holes outside of the space charge layer is not possible for 
high work function metals such as Au, Pd and Pt. While direct hole injection may be important 
for etch track pore formation in the immediate vicinity of the metal, the charge imbalance on or 
near the metal causes the metal to act like a nanopower supply that polarizes the surrounding Si. 
This second mechanism is implicated in nonlocal etching of Si during metal assisted etching. 
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Introduction 
Porous silicon, most generally defined, is a mixture of solid silicon and void. This general 
definition allows us to include several interesting classes of materials. Porous silicon can be 
formed through a wide variety of processes [1]. Traditional porous silicon is a thin film of solid 
silicon and voids, usually made by anodization. Electroless etching facilitates the formation of 
such traditional porous silicon thin films [2-4] as well as powders [5]. However, when combined 
with an array of metal nanoparticles or holes in a metal film, stain etching can produce a forest of 
nanowires or an array of macropores [4,6-9]. The nanowires can either be solid or porous. The 
macropores can be surrounded by either solid or porous silicon. This form of stain etching 
modified by the catalytic action of a metal is called metal assisted etching (MAE). Several other 
names are associated with this process. The most common is metal assisted chemical etching 
(MACE). However, since it is essential that the etch mechanism is an electrochemical process 
and because a purely chemical etch process cannot lead to the formation of mesoporous silicon, I 
steadfastly refuse to use this acronym. 
Peng and co-workers [10-12] were the first to observe silicon nanowire (SiNW) formation 
with MAE. This group also demonstrated that ordered arrays of nanowires could be formed 
using nanosphere lithography to pattern the metal catalyst [13]. The discovery that metal assisted 
etching could produce not only por-Si but also SiNW, especially in ordered arrays has led to a 
revitalization of electroless Si etching [6,7,14-18]. Importantly, both stain etching and MAE can 
be used to etch Si stock with any initial morphology: (single-crystal or multicrystalline) wafer, 
chunk, powder, even microneedles formed by laser ablation (so-called black silicon) [19,20]. 
In this review it is emphasized that arguments that rely upon thermodynamics are sure to 
fail in describing the essence of stain etching and MAE. The reason for this is that both of these 
processes are kinetically controlled not thermodynamically controlled processes. Here we seek to 
tease out the parameters that are most important for understanding the rate of the electron 
transfer and ultimately the rate of silicon etching in these two electroless etching processes. 
The two processes of stain etching and metal assisted etching are depicted in Fig. 1. Hole 
injection into the Si valence band is the rate-limiting step in stain etching and metal-assisted 
etching because a valence band hole is required to initiate etching of Si. Electron transfer is the 
first step in hole injection. A Si valence band hole is created directly as a result of electron 
transfer in the case of stain etching. For metal assisted etching, electron transport across the 
metal leaving a hole in the Si valence band must occur prior to initiation of etching. While the 
language of holes is used with respect to charge transport in semiconductors (but not metals), one 
should keep in mind that holes are not physical particles. They are only mathematical and 
linguistic constructs that mimic the multi-particle dynamics of electrons. It is always the 
electrons that move in charge transfer. Therefore, in order to understand the kinetics of stain 
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etching, we need only an understanding of the kinetics of electron transfer. However, to 
understand the kinetics of MAE, we need to understand not only the kinetics of electron transfer 
but also the response of the electrons in the metal nanoparticle that leads to a vacancy being 
produced in the Si valence band, i.e. hole injection. 
 
 
Figure 1. An electron e– is transferred to initiate (a) stain etching and (b) metal-assisted etching. 
The electron is transferred to a solution phase oxidant, Ox+. The resulting hole h+ is injected 
directly into Si in the case of stain etching. In metal assisted etching, an electron must be 
removed from the Si, pass through the metal M en route to the oxidant in order to create a hole in 
the Si valence band. 
Few extensive quantitative studies of MAE have been made. Three important studies in 
this regard are those of Chartier et al [21], Chiappini et al [22] and Kolasinski et al [23]. For stain 
etching, the only investigation of the stoichiometry of etching is the study of Kolasinski and 
Barclay [24]. In the latter two studies not only was gravimetric analysis used to measure the 
extent of Si etching; but also, the production of H2 and the consumption of the oxidant were also 
monitored. 
Chartier et al [21] studied MAE in the presence of H2O2 as an oxidant and Ag as the 
catalyst. The Ag nanoparticles were deposited at low densities, so that no dendrites were formed, 
which are known to favor the production of Si nanowires [10]. They emphasized the role of the 
oxidant concentration in determining the etch rate and etching regime. They proposed that the 
oxidant concentration plays the role of a control parameter similar to the current density in 
anodic porous silicon formation. Thus, just as there is a critical current density jps below which 
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por-Si can be formed and above which electropolishing occurs, so too must there be an 
electroless etch rate above which polishing should occur. They proposed that the ratio of HF to 
H2O2 should be seen as a control parameter in the form 
 ρ = HF[ ]HF[ ]+ H2O2[ ]
 . (1) 
Gravimetric analysis and scanning electron microscopy to measure pore depth were used to 
quantify etching and etch rates. The penetration of catalyst particles was a maximum when ρ ≈ 
0.85, while the etch rate is maximized at ρ ≈ 0.45. Four domains of structure formation were 
observed. In the range 0.7 ≤ ρ ≤ 1, etch track pores with a diameter close to those of the Ag 
nanoparticle were formed. For 0.2 ≤ ρ ≤ 0.7, cone shaped macropores surrounded by 
microporous silicon are found. For 0.09 ≤ ρ ≤ 0.2, craters with diameters of several micrometers 
were observed. Below ρ = 0.09, polishing was observed. 
Chiappini et al [22] performed extensive studies of MAE with H2O2 used as the oxidant 
and deposits of either Ag or Au as the catalyst. Little difference was found in the etch rate 
between the two metals. The rate of etching responds sensitively to oxidant concentration, 
consistent with the results of Chartier et al [21]. The structure of the etched layers also responds 
to the oxidant concentration with a relatively higher concentration of H2O2 resulting in higher 
porosity and larger pores. As has been noted by many other authors [6-8,25], five distinguishable 
morphologies result from MAE: solid nanowires, porous nanowires, porous nanowires on top of 
a porous silicon film, porous silicon films and polished/roughened silicon surfaces. The key 
parameters controlling the resulting morphology are silicon resistivity, H2O2 concentration, metal 
employed and concentration of ethanol added as a surfactant. HF concentration influences the 
etch rate but not morphology. These same nanostructures can be obtained under comparable 
conditions employing n-type or p-type Si indicating that doping type does not play a significant 
role in determining the type of nanostructures that can be obtained, which has also been noted by 
Geyer et al [26] for etching with lithographically patterned metal films in place of metal 
nanoparticles. 
Pores roughly the size of the metal nanoparticles are called etch track pores. Often a metal 
nanoparticle is found at the bottom of such pores in cross sectional images. The observation of 
etch track pores (equivalently nanowire formation), mesoporous silicon formation away from the 
etch track pores and polishing requires that more than one type of etch mechanism is occurring 
and that etching both local to the metal nanoparticle and remote from the nanoparticle must be 
explained. Etch track pores are consistent with local polishing analogous to electropolishing 
confined to the near-metal-nanoparticle region. At sufficiently high oxidant concentration, this 
will switch over to rough polishing of the entire surface, not just the etch track [21]. 
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The formation of mesoporous silicon away from etch track pores (equivalently porous 
nanowires) is often attributed to the diffusion of holes into the Si substrate away from the metal 
nanoparticle in which they originated [6,7,15,21,27]. Qu et al [28] Chiappini  et al[22] and Geyer 
et al [26,29] have suggested that secondary deposition of Ag ions is responsible for the remote 
formation of mesoporous silicon. However, metal dissolution and redeposition is not evident for 
Au and Pt [30] when HOOH is used as the oxidant; nonetheless, these combinations lead to the 
remote formation of mesoporous silicon. Furthermore, Kolasinski et al [23] have used VO2+ as 
an oxidant to form etch track pores and mesoporous Si in the presence of Ag, Au and Pt. Because 
of the lower electrochemical potential of VO2+, application of the Nernst equation shows that Au 
cannot be dissolved and Pt can only be minimally dissolved when VO2+ is used as the oxidant. 
Therefore, dissolution and redeposition of Ag may be involved in remote mesoporous Si 
formation but it is not a general mechanism that is applicable to all metals and oxidants. 
Kolasinski and Barclay [24] and Kolasinski et al [23] have made quantitative studies of the 
stoichiometry and etch rate of stain etching [24] and MAE [23]. They have shown that H+ 
reduction is inconsequential because it cannot compete with oxidant reduction. This is an 
example of a thermodynamically allowed process that is completely overwhelmed by a kinetic 
disadvantage. This result is predicted by application of Marcus theory to the rate of electron 
transfer from Si to oxidants, which will be treated more fully below. They have also shown that, 
analogous to anodic Si etching, there are three etching reactions that need to be considered: 
valence 2 mesoporous Si formation (analogous to the current doubling pathway), valence 4 
mesoporous Si formation (analogous to the current quadrupling pathway), and valence 4 
polishing (valence 4 oxide formation followed by HF stripping of the oxide) [31-33]. To 
distinguish these three pathways they will be called the current doubling, current quadrupling 
and polishing pathways. They have found that the balance between these reactions, when VO2+ is 
used as an oxidant, depends on the metal. Ag and Au follow primarily the valence 2 pathway. Pt 
follows primarily the valence 4 mesoporous Si formation pathway. Pd follows primarily the 
valence 4 polishing pathway. The valence 4 polishing pathway occurs locally below the metal 
nanoparticle in all cases; however, only in the case of Pd is it the predominate pathway for 
removal of Si atoms. The etch rate was the same within experimental uncertainty for all metals 
because the rate was diffusion limited under the chosen conditions. 
Other groups have proposed that the rate of metal assisted etching is metal dependent. For 
example, Yae et al [34] have shown that the Si dissolution rate increased in the order from Ag, 
Au, Pt, Pd, to Rh for etching in oxygenated HF. The observed etch rates were over 4 orders of 
magnitude smaller than the rates in conventional MAE, thus a greater sensitivity to the metal as 
compared to the studies of Kolasinski et al is not surprising. Asoh et al [35] reported etch rate 
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depended on metal in the order Au < Pt ≤ PtPd; however, these results were based on single data 
points for each metal with no indication of the uncertainty in any of these points. 
2. Hole Injection During Stain and Metal-Assisted Etching 
It is commonly proposed [6,7,15,27] that electron transfer from Si to the oxidant is 
facilitated directly by the metal nanoparticle. That is, a hole is injected into the metal by electron 
transfer from the metal to the oxidant. The hole then diffuses to the metal/Si interface and enters 
the Si valence band. Once the hole is present in the Si valence band, it initiates electrochemistry 
along one or more of the three electrochemical pathways mentioned above (i.e. the current 
doubling, current quadrupling and polishing pathways). Near the metal polishing occurs and etch 
track pores result. Holes that diffuse more deeply into the Si lead to por-Si formation by either 
divalent or tetravalent etching. Charge transfer from oxidant to metal to Si leads to both local and 
nonlocal etching in this model. 
To test the above model, we need more information about the metal/Si interface, in 
particular, we need to know how the bands in the metal and Si align, and how this alignment 
changes with different metals. Calculations of the band alignment have been made by Kolasinski 
[36], who has also discussed the dynamics of hole injection and transport. Electron transfer into 
the metal often occurs close to the Fermi energy EF. Even if it does not, relaxation of hot holes is 
an ultrafast process that occurs on the femtosecond time scale. Hot holes travel no more than a 
few nanometers before they relax to EF. Therefore, few if any hot holes will arrive at the metal/Si 
interface. Furthermore, the transfer of electrons and holes across the metal/Si interface is 
influenced by band bending, which also affects whether there is any driving force for injection of 
holes into Si or whether hole injection only occurs by random walk diffusion. 
Ideal Schottky barrier heights (Eb,nideal  and Eb,pideal  for n-type and p-type Si, respectively) and 
band positions in the absence of formation of surface states and reconstruction at the interface 
can be calculated according to the Schottky-Mott relationships [3,37,38] found in Eqs. (2–7) 
 Eb,nideal = ΦM − χS  (2) 
 Eb,p
ideal = χS + Eg −ΦM  (3) 
 Evac z( ) = Evac,Si bulk +ΦD z( )  (4) 
 EC z( ) = Evac,Si bulk − χS +ΦD z( )  (5) 
 EV z( ) = Evac, Si bulk − χS − Eg +ΦD z( )  (6) 
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 ΦD z = 0( ) = ΦD = ΦM −ΦS  (7) 
ΦM is the metal work function, χs is the Si electron affinity, and Eg is the Si bandgap. Evac(z) is 
the vacuum energy in Si as a function of the distance from the interface z. Evac, Si bulk is the 
constant value of Evac deep in the Si bulk. ΦD(z) is the value of band bending, which ranges from 
zero in the bulk to a maximum of ΦD at the interface. The shape of the space charge layer for 
convenience is approximated by a simple exponential function to smoothly connect the limiting 
values at the interface and in the bulk. The Fermi energy is used as the origin, EF = 0. The values 
of these parameters are found in [3]. Two typical band diagrams are shown in Fig 2. 
Band bending and the energy of the Si valance band at the interface are the important 
parameters not the magnitude of the Schottky barrier. This is because a hole must be transferred 
from the metal to the Si valence band to induce etching. The Schottky-Mott analysis allows us to 
calculate the energy of the Si valence band maximum at the interface, which is labeled E in Fig.  
2. An interesting aspect of the Schottky-Mott analysis is that since according to Eq. (7) the 
surface dipole ΦD is given by the difference in work functions, the position of the valence band 
maximum at the metal/Si interface is independent of whether the material is n-type or p-type 
doped. To prove this, note that the energetic origin in Fig. 2 is the Fermi energy, EF = 0. 
Therefore, the vacuum energy of bulk Si is equal to its work function Evac, Si bulk = ΦS. Substituting 
the appropriate values for ΦD and Evac, Si bulk into Eq. (6) we obtain for n-type and p-type Si, 
respectively, 
 EVn z = 0( ) = ΦSn − χS − Eg +ΦM −ΦSn = ΦM − χS − Eg  (8) 
 EVp z = 0( ) = ΦSp − χS − Eg +ΦM −ΦSp = ΦM − χS − Eg . (9) 
Therefore, within the assumptions of the Schottky-Mott analysis, the valence band maximum is 
independent of doping type at the metal/Si interface. This may explain the insensitivity of metal 
assisted etching to doping type as observed [22,26]. 
The Schottky-Mott analysis does not consider the presence of surface states. Surface states 
are electronic states that are localized spatially at the metal/semiconductor interface and 
energetically in the semiconductor band gap. A surface state located between E and EF (see Fig. 
2) can lower the Schottky barrier height and is, therefore, important for the performance of a 
biased device. Ag/Si interfaces behave close to ideally and are free of interferences from surface 
states, the other metals do not act as ideally. The introduction of electron trap states at the 
metal/Si interface would tend to localize charge at that interface. However, the presence of such 
trap states will not alter the fact that the Fermi energy lies above the valance band maximum in 
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bulk Si and will not introduce any new effects to the etch mechanism beyond what is discussed 
here within the confines of the Schottky-Mott analysis. 
Calculations of band bending at the metal/Si interface shown in Fig. 2 demonstrate that it is 
energetically unfavorable for holes to diffuse away from the Ag/Si interface (as well as for Al 
and Cu) and into the bulk Si and that for metals such as Au, Pd and Pt, there is no driving force 
other than standard random walk diffusion [36]. 
  
Figure 2. Band bending diagrams for Ag/Si and Pt/Si interfaces. The direction of band bending 
changes for low work function metals such as Ag, Cu and Al between n-type and p-type Si. For 
high work function metals such at Pt and Pd, band bending is upward on both n- and p-type Si. 
Band bending is also always upward for Au but the valence band position of Si at the interface is 
just E = 0.14 eV. Evac = the vacuum energy. ΦM = metal work function. ΦSi = Si work function. 
Eg = Si band gap. EF = Fermi energy. EC = Si conduction band energy. EV = Si valence band 
energy. ΦD = maximum band bending. The value E indicates the energy of the Si valence band 
directly at the metal/Si interface. Eb,pideal  is the Schottky barrier height from Eq. 3. 
Inspection of Fig. 2 reveals that Ag corresponds to the common perception of band 
bending at the metal/Si interface: Bands bend upward in n-type Si and downward in p-type Si. 
This relationship also holds for the two most common metals used as interconnects in 
semiconductor circuits, namely, Al and Cu. However, this behavior is a reflection of the work 
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functions of these metals compared to the work functions of n-type and p-type Si. It does not 
describe universal behavior. For higher work function metals, such at Au, Pd and Pt, the bands 
bend upward for both p-type and n-type material. 
Several groups, for instance [12,22,26,28,29], have noted that Ag+ may take part directly in 
the charge transfer that leads to Si etching. There are strong indications for Ag+ dissolution with 
subsequent redeposition. Figure 2 demonstrates that because of the low work function of Ag, a 
hole injected into Ag is more stable in the metal nanoparticle than it is in Si. Therefore, the 
injected hole is available to form Ag+. If redeposition were to occur away from the metal 
nanoparticle that released the ion, this pathway would lead to nonlocal etching. Metal oxidation 
and redeposition have been proposed to account for all [28] or at least a portion of the charge 
transfer that leads to etching [22,26,29]. Particularly strong evidence for the role played by 
redeposition was found in the observation [22] that formation of por-Si occurred on wafers 
without deposited Ag when these wafers were placed in the same solution as the Ag-deposited 
wafers either during the metal-assisted etch or after completion of an etch of a Ag-deposited 
wafer. However, no porosification occurs on blank wafers in H2O2 + HF solution if that solution 
has not first been exposed to a wafer with deposited Ag. 
Dissolution and redeposition, however, cannot be the only cause of nonlocal etching. One 
problem with ascribing all of the nonlocal etching to Ag+ redeposition is that, as will be shown in 
the next section, Marcus theory tells us that the rate of redeposition of Ag+ on Ag nanoparticles 
will be order of magnitude faster than on bare Si. This has been confirmed experimentally by 
Kolasinski et al [23,24]. 
While band bending is favorable for dissolution of Ag, Fig. 2 demonstrates that for ideal 
interfaces of Au, Pd and Pt with Si there is no barrier to transport of holes across the M/Si 
interface. There also is no driving force to push them across the interface since all of the hole 
states above EF in the Si are already "occupied", which effectively makes the interface metallic. 
Nonetheless, band bending presents a barrier that prevents the holes from leaving the space 
charge layer. Calculation of the space charge layer width W as a function of the doping density 
ND according to [37] 
 W = 2εSeND
Vbi −
2kBT
e
⎛
⎝⎜
⎞
⎠⎟   (10) 
where εs is the permittivity of Si, e is the elementary charge,  Vbi = kBT e( )ln ND ni( )  is the 
built-in potential, kB is the Boltzmann constant, T the temperature, e is the elementary charge and 
ni is the intrinsic density of donors in Si, show that the space charge layer width varies from 1.8 
µm to 9.1 nm for doping densities of ranging from 1014 to 1019 cm–3, see Fig. 3. 
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Figure 3. The calculated space charge layer width W is shown as a function of the doping density 
ND for Si at T = 300 K. 
Chiappini et al [22] observed a mesoporous Si film with a thickness of several µm on a 
highly (1019 cm–3) doped substrate. This is orders of magnitude larger than the ≈10 nm space 
charge layer width to which directly injected holes are confined. There is no evidence for 
redeposition of Au, Pd and Pt [30] when H2O2 is used as the oxidant but there is evidence of 
mesoporous Si formation for both Au and Pt [22,25,27,30,39,40]. The oxidant VO2+ has a 
reduction potential of only 0.991 V. Therefore it cannot dissolve Au and it can only lead to 
negligible dissolution of Pt when it is used as the oxidant. Nonetheless, VO2+ can be used to 
induce both local and nonlocal etching with Ag, Au and Pt [23,41]. In addition, both Ag and Au 
exhibit the same stoichiometry indicating that etching induced by them is dominated by the 
current doubling pathway. It appears either (1) that dissolution and redeposition do not play a 
kinetically significant role, or (2) that dissolution and redeposition do not alter the mechanism of 
the etching processes and are not essential for local and nonlocal etching. 
Could there be another means of producing nonlocal etching? It has been proposed [36] 
that holes build up on the metal nanoparticle. The accumulated charge polarizes the Si to affect 
electrochemistry just as does a bias applied from a power supply. Near the metal nanoparticle 
where the polarization is highest, etching is pushed into the polishing regime. Far from the 
nanoparticle, as the polarization drops off, etching proceeds via either the divalent or tetravalent 
etch pathways and mesoporous Si is formed. The model in some way is semantic: a hole injected 
by electron transfer to the oxidant induces a hole that initiates etching. However, without the 
presence of a field, there is no means of transporting the hole out of the space charge layer. 
Mediation of the hole injection by a field allows the induced hole to appear far from the metal/Si 
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interface. The field is generated by a quasi-steady-state charge imbalance on the nanoparticle 
maintained by the rate of electron transfer and the rate of hole consumption by etching. 
Experiments [23] examining the rate and stoichiometry of metal-assisted catalytic etching 
have confirmed that both divalent and tetravalent etching pathways can contribute to etching. 
Etching in the presence of metal nanoparticles is accelerated to the point of being diffusion 
limited. Differences in the metal chosen do not lead to significant difference in the etch rate but 
they do lead to subtle differences in the balance between the different etch pathways as well as 
the structure of the material formed. These differences may well be related to differences in the 
band structure imposed by the specific metal chosen. Differences in the etched material depend 
on doping density but not doping type. These observations may be explained by the results 
obtained in the calculations represented in Fig. 2. What does not change with doping type is the 
position of the valence band maximum at the metal/Si interface. What does change is the space 
charge width (and therefore region of confinement of holes in proximity of the metal 
nanoparticle) as well as the polarizability of the Si. 
3. Quantitative Treatment of Electron Transfer in Stain and Metal-Assisted Etching 
Marcus [42-44], with primary focus on homogeneous processes, and Gerischer [45-47], 
with primary focus on heterogeneous processes, concurrently laid out the foundations of a theory 
of interfacial electron transfer. Lewis and co-workers revisited these foundations to make 
significant advances in our understanding of interfacial electron transfer [48-57]. Developments 
in the field and open questions have been elegantly reviewed by Fletcher [58]. 
An understanding of heterogeneous electron transfer is greatly facilitated by recognition of 
the following fundamental idea. Electron transfer does not occur between states that are 
degenerate in electronic energy. Instead, electron transfer occurs between donor and acceptor 
states – D  and A , respectively – of equal Gibbs energy after rearrangement of the solvation 
shells about the acceptor and donor. The distinction is important because only then can the 
dynamics be properly described. Electron transfer occurs after the attainment of a transition state 
in which the electron to be transferred is degenerate either in the acceptor or the donor species.  
There are two system-dependent parameters of primary importance for determining the 
electron transfer probability per collision. The first is the reorganization energy λ, which is the 
Gibbs energy required to take the acceptor from its equilibrium solvation shell geometry to the 
geometry of the equilibrium solvation shell of the donor. The second is the coupling matrix 
element HDA = D Hˆ A  between the donor and acceptor levels. The nature of the orbitals 
involved in electron transfer determines the magnitude of HDA. In the weak-coupling limit, the 
Gibbs energy curves of the reactants and products maintain their diabatic nature and the curves 
intersect. As the coupling grows stronger, the crossing becomes avoided. The curves split into an 
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excited state and an adiabatic ground state that smoothly connects the reactants through the 
transition state to the products. 
Marcus theory quantitatively describes electron transfer occurring via an outer sphere 
mechanism. This corresponds to the limit of a nonspecifically adsorbed oxidant interacting with 
a solid surface. Kolasinski et al [59] have shown that electron transfer from Si to oxidants such 
as VO2+, Fe3+, Ce4+ and IrCl62– are well described by Marcus theory during stain etching. The 
reduction of H2O2 is catalyzed by a metal. It is likely that electron transfer in this case is closer to 
the limit of an inner sphere process, though this remains to be proven. Orbital overlap is required 
for electron transfer, which leads to a strong distance dependence characterized by a range 
parameter β ≈ 0.8–1.2 Å–1 [60,61]. Since the diameter of a water molecule is 2.76 Å and the 
radius of a typical hexaaquo transition metal ion is ~3–4 Å, then >90% of electron transfer via an 
outer sphere mechanism occurs by tunneling from an occupied band in the electrode (Si or metal 
on Si) into the acceptor level of the oxidant as it collides with the surface and moves from a 
distance of about 6 Å away from the surface (the distance of the solvated ion core with an 
intervening water molecule) to 3 Å (the minimum distance of the ion core from the surface). 
The discussion of electron transfer rates can be made quantitative by formulating the rate 
constant for heterogeneous electron transfer ket quantum mechanically within the framework of 
transition state theory as done by Marcus [43,60], Gerischer [47] and Lewis [48,50,53]. The rate 
constant is 
 
 
ket =
2π
!
HDA
2 4πλkBT( )−1/2 exp −Δ‡G kBT( )  (11) 
where ! is the reduced Planck constant, kB is the Boltzmann constant, T the absolute temperature 
and Δ‡G the Gibbs activation energy for electron transfer. 
Electron transfer occurs by tunneling from an occupied state at or below EF into the not-
fully-occupied acceptor level . There are several differences between electron transfer at 
metal and semiconductor electrodes that must be made clear. In general, the rate of electron 
transfer can be written 
  (12) 
where cred is the concentration of the reductant (the donor D), and cox is the concentration of the 
oxidant (the acceptor A). Because the density of electron states at and below EF is so large and 
constant, electron transfer kinetics at a metal electrode is pseudo-first-order. Thus, the rate 
equation becomes 
 . (13) 
A
ret = credcox ket
rmetal = coxkmetal
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At a semiconductor electrode the electron density is comparatively low and variable, and the rate 
equation is second-order 
 . (14) 
Here ns is the density of occupied states at the band edge (the valence band since we are 
interested in hole injection into the valence band for catalytic etching). This means that the units 
of the rate constant for hole injection into a metal kmetal (m s–1) differ from those for hole injection 
into a semiconductor ksc (m4 s–1) [48,50]. 
The next major difference between electron transfer kinetics at metal electrodes and 
semiconductors is that the voltage drop near a metal electrode occurs completely in the solution 
because the electrons in the metal are so highly polarizable. Changing the voltage on the metal 
electrode changes the current because the position of the Fermi level with respect to the 
donor/acceptor level in the solution varies. Since this energy difference influences the activation 
energy for charge transfer, the current changes exponentially. On the other hand, the voltage 
drop at a semiconductor electrode occurs completely in the space charge layer. Changing the 
voltage does not change the positions of the band edges at the surface relative to the 
donor/acceptor level in solution. Instead, the current varies exponentially with applied voltage 
because the surface density of states changes with bias. In a similar fashion, as shown above in 
the band bending calculations, the polarizability of the electrons in the metal also changes the 
nature of the bands at the metal/semiconductor interface. 
Lewis [48] demonstrated the implications of these differences for the 
ferrocenium/ferrocene (Fe+/0) redox system. The difference in dielectric constant between a metal 
electrode such as Pt and a semiconductor such as Si is quite large. Consequently, the image 
charge effects in the two systems are much different [43,62] with efficient screening at a metal 
surface. This reduces λ0, the inner shell contribution to λ, at a Pt electrode to about half the value 
found for a homogeneous electron transfer, but leaves λ0 little changed at a Si electrode. Thus λ0 
= 0.5 eV for a Pt electrode versus 1.0 eV for a Si electrode. Using ns0 = Nc exp −0.9 eV( ) kBT⎡⎣ ⎤⎦  
with Nc = 1025 m–3 for the effective density of states in the Si conduction band, ns0 is 1010 m–3, 
which yields , and exchange current densities of j0 = 10–7 A m–2 
at [Fe+] = 1.0 M. The value of 0.9 eV is the magnitude of the barrier to reduction of Fe+ via a 
conduction band process from electrons in the Si. In contrast  for Fe+/o at Pt, which 
would lead to an exchange current density of j0 = 4 × 108 A m–2 at [Fe+] = 1.0 M. The latter value 
is impossibly high, as the current would first become diffusion limited. The extraordinary 
difference is related primarily to the reduction in the electron density in the semiconductor 
electrode relative to that at the metal, not to a change in mechanism. Consequently, we will 
rsc = nscox ksc
ksc° = ket ns0 = 10−15 −10−14 m s−1
kmetal° = 4 m s−1
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observe a substantially increased rate of electron transfer in the presence of a metal on a 
semiconductor surface. For example, the rate of Ag+ deposition on metallic nanoparticles will be 
orders of magnitude faster than deposition on bare Si, and we should expect the etch rate during 
MAE to be diffusion limited regardless of which metal is chosen as long as the concentration of 
the oxidant is range usually used for MAE. 
Within a transition state theory framework [42,48,53], the rate constant of electron transfer 
can be written in terms of a pre-exponential factor and a Gibbs energy of activation 
 ket = Aexp −Δ‡G kBT( ) . (15) 
The dimensions of A are different for a metal (m s–1) and for a semiconductor (m4 s–1) as 
discussed above. Due to the differences in band structure, the expression for the activation 
energy is also different. For a metal electrode held at a potential E 
 . (16) 
For a semiconductor 
 . (17) 
Eox is the Nernst potential of the oxidant, λ is the reorganization energy, and EF or EV is 
referenced to a common vacuum level along with Eox. Note that the Nernst potential of the 
oxidant is dependent on the solution composition according to 
 Eox = E°−
RT
zF lnQ , (18) 
where E° is the standard reduction potential, R is the gas constant, z if the valence of the redox 
process, F is the Faraday constant and Q is the reaction quotient. This means that the rate of 
electron transfer to the oxidant depends on the solution composition not only on account of the 
concentration appearing in the rate equation, but also because the position of the acceptor level 
relative to the band from which the electron originates depends on the composition of the 
electrolyte. As long as the acceptor lies below the energy of the top of the band, there is no 
change in the electron transfer rate. However should the acceptor shift above the energy of the 
band, the rate will drop exponentially with increasing shift. Rarely is the extent of reaction, the 
volume of etchant, the total number of moles oxidant consumed, or the potential for change in 
the oxidant concentration mentioned in the experimental description of MAE. This factor has the 
potential to lead to major issues in reproducibility and control of MAE. 
ΔG‡ = E − Eox + λ( )2 / 4λ
ΔG‡ = EV − Eox + λ( )2 / 4λ
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As long as the acceptor level  approaches the donor level  from above, that is, from 
a higher energy, electron transfer occurs either at the Fermi level for a metal or else the 
appropriate band edge for a semiconductor after the acceptor level has fluctuated to an 
appropriate energy to facilitate degenerate electron transfer [42,45,46]. In this case, all holes are 
injected into the electrode in a narrow energy range at EF, the valence band maximum or 
conduction band minimum regardless of the ground state energy of the acceptor level on the 
oxidant. If the acceptor level lies below the energy of an occupied band, there are always states 
that are degenerate with respect to electronic energy available for electron transfer from the 
electrode. Nonetheless, the solvation shell still needs to reorganize; therefore, there is still an 
activation energy that must be overcome before electron transfer can occur. 
4. Conclusion 
In order to understand the kinetics of charge transfer during stain etching and metal assisted 
etching it is essential to consider the effects of band bending. The kinetics can be framed 
quantitatively by application of Marcus theory. The calculations and results reviewed here show 
that there are dramatic differences in electron transfer rates at metal and semiconductor 
interfaces. Electron transfer is inherently faster at metal electrodes. This is at the heart of why the 
metal catalyzes etching in metal assisted etching. It also militates against the role of metal ion 
deposition being kinetically significant on Si surfaces when metal surfaces are available for 
deposition. Hole injection from the oxidant to Si is direct in the case of stain etching. The metal 
mediates hole injection in the case of metal assisted etching. On the basis of band bending 
calculations, diffusion of holes away from low work function metals such as Ag is not possible. 
Similarly diffusion of holes outside of the space charge layer is not possible for high work 
function metals such as Au, Pd and Pt. Direct injection may be important to explain etch track 
pore formation in the immediate vicinity of the metal. However, this cannot explain etching 
remote from the metal. It has been proposed that the charge imbalance on (or immediately 
adjacent to) the metal acts to polarize the surrounding Si. This second mechanism is implicated 
in nonlocal etching of Si during metal assisted etching. 
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