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Abstract
The requirement that both the matter and the geometry of a spacetime canonically evolve together,
starting and ending on shared Cauchy surfaces and independently of the intermediate foliation,
leaves one with little choice for diffeomorphism-invariant gravitational dynamics that can provide
consistent evolution equations to the coefficients of a given system of matter field equations. Con-
cretely, we show how starting from any linear local matter field equations whose principal polyno-
mial satisfies three physicality conditions, one may calculate coefficient functions which then enter
an otherwise immutable set of countably many linear homogeneous partial differential equations.
Any solution of these so-called gravitational closure equations then provides a Lagrangian den-
sity for any type of tensorial geometry that features ultralocally in the initially specified matter
Lagrangian density. Thus the given system of matter field equations is indeed closed by the so
obtained gravitational equations. In contrast to previous work, we build the theory on a suitable
associated bundle encoding the canonical configuration degrees of freedom, which allows to include
necessary constraints on the geometry in practically tractable fashion. By virtue of the presented
mechanism, one thus can practically calculate, rather than having to postulate, the gravitational
theory that is required by specific matter field dynamics. For the special case of standard model
matter one obtains general relativity.
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I. INTRODUCTION
There remains an uncomfortable arbitrariness in the construction of modified gravity
models, which even plagues the proposals that heed the currently known theoretical and
observational constraints [1–3]. Since a finite number of experiments will not be able to
discriminate against an infinity of models, bona fide physical input must likely be injected
into the construction beforehand, instead of being left to discriminate against theories only
afterwards.
In this article, we argue that such genuine physical input, which promises to effect a
reduction of the current infinite ambiguity toward a finite one, is provided by first prescribing
the matter dynamics on a spacetime. The dynamics of the underpinning spacetime geometry
are then shown to follow from the matter dynamics, essentially by a sufficiently precise
requirement of common canonical evolution. Note that the thus revealed dependence of the
resulting gravitational dynamics on previously specified matter dynamics implies that there
is no one-size-fits-all gravity theory for a given geometry, which would apply independently
of what we know or discover about matter. This is because the matter dynamics crucially
determine the kinematical meaning of their geometric background, and it is precisely this
information that directly funnels into the structure of the gravitational dynamics. Through
this mechanism, any new insight into the nature of matter may yield new information about
gravity. Not too bad a perspective in the first place, in face of having detailed knowledge of
the fundamental dynamics for only 4.6% of the matter and energy in the universe. And not a
new perspective either, considering that it was the dynamics of matter, namely the classical
electromagnetic field, that led Einstein to the identification and kinematical interpretation
of Lorentzian geometries and finally the field equations for their dynamics.
Precisely, we show the following. For any diffeomorphism invariant matter action whose
integrand depends locally on some tensorial matter field A and ultralocally on a geometric
background described by some tensor field G of arbitrary valence,
Smatter[A;G) =
∫
d4xLmatter(A(x), ∂A(x), . . . , ∂
finiteA(x);G(x)) , (1)
and which satisfies the three matter conditions detailed in section II C, we show how to
calculate four geometry-dependent coefficients EAµ, F
A
µ
ν , MBµ and pαβ that enter the
gravitational closure equations, which is the countable set of linear homogeneous partial
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differential equations displayed on the final two landscape pages of this paper. Their solution
then, in turn, provides the closure
Sclosed[A;G] = Smatter[A;G) +
∫
d4xLgeometry(G(x), ∂G(x), . . . , ∂
finiteG(x)) (2)
of the given matter field dynamics by inclusion of gravitational dynamics whose canonical
version satisfies the two embedding properties laid out in section IV B.
Indeed, only after addition of the thus calculated, rather than stipulated gravitational
Lagrangian density Lgeometry is there a dynamically closed theory. For now varying the
complete action (2) with respect to the matter field A still yields the matter field equations,
while variation with respect to on the previously undetermined background G provides
additional equations of motion for the previously unspecified geometry that are sourced by
the given matter. Thus a closed system of equations that determines all unknowns, up to
only gauge ambiguities, is obtained.
While a detailed discussion of the above-mentioned matter conditions and embedding
properties needs to be deferred to the said sections, it is probably worth to briefly hint at
their contents. First, all three matter conditions are actually conditions on the so-called
principal polynomial of the corresponding field equations. Classically they correspond, in
turn, to: the existence of an initial value formulation for the matter field equations; a one-
to-one relation between momenta and velocities of massless particles; the requirement of an
observer-independent definition of positive particle energy. It is interesting to note that if one
insists on the matter field equations being canonically quantizable, these three properties are
directly implied, see [4] for a concrete demonstration. Second, the two embedding properties
restrict the desired gravitational dynamics such that: geometric data are evolved between
any two non-intersecting initial data surfaces in a way that does not depend on the choice
of intermediate leaves; the thus generated canonical data are embedded into the spacetime
in a consistent way; the resulting theory is invariant under spacetime diffeomorphisms.
The conceptual and technical developments presented in this article significantly extend
and improve the results obtained in [5] in several ways, and spread over the four technical
sections of this paper.
First, in section II, we show how to derive the principal polynomial of matter field equa-
tions even in the presence of gauge symmetries, as is often required in physics. We then list
the three matter conditions imposed on the principal polynomial, which need to hold in order
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for the matter dynamics to effect a complete kinematical interpretation of the geometry that
underlies it. Finally, we show in that section how a choice of de-densitization of a primar-
ily obtained principal polynomial density gives rise to a notion of point mass and observer
frames. The crucial relevance of this first batch of results lies in the fact that all relevant
information in the matter action, as far as the construction of gravitational dynamics for
the underlying geometry is concerned, trickles down to the next sections exclusively in form
of the triple (M,G,P ) consisting of the spacetime manifold M , the tensorial geometry G
employed in the matter action and the principal polynomial P of the matter field equations
that satisfies the three matter conditions.
Secondly, in section III, we remove a theoretically inexistent, but practically almost pro-
hibitive problem with the application of the results of [5] to kinematical spacetime geometries
for which the separation of lapse and shift from true dynamical degrees of freedom imposes
non-linear algebraic conditions on the initial data surface geometry. For exactly as in clas-
sical mechanics, where the condition that a particle move on a non-linear submanifold of
Euclidean space is most effectively dealt with by introduction of generalized coordinates,
we also employ generalized tensor field components (corresponding to points in a suitable
associated bundle over the spacetime frame bundle), in order to directly deal only with the
true degrees of freedom of the theory. The relevant technology, once set up, makes things
quite simple.
Thirdly, in section IV, we now convert the entire constraint algebra for the gravitational
dynamics into a countable set of linear homogeneous partial differential equations, for whose
solution powerful methods are available [6]. Unlike the construction in [5], this reveals one
single and immutable set of equations for the gravitational Lagrangian. Only the coefficient
functions appearing in these partial differential equations vary with the choice of matter
dynamics and can now be constructed swiftly according to simple rules. Finally, we show in
that section how to completely bypass the Hamiltonian formalism employed in the previous
two sections in favor of a Lagrangian spacetime formulation. In particular, we provide a
gravitational action functional that depends on the spacetime geometry only, rather than
geometric phase space variables. Addition of this spacetime action to the initially provided
matter action and subsequent variation with respect to the tensor field G then yields the
complete gravitational field equations coupled to matter.
How truly simple it is to set up the gravitational closure equations for a variety of matter
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models on different tensorial geometries, is then illustrated by three prototypical examples
in section V. In particular, we set up the gravitational closure equations for an instance of
standard model matter on a metric manifold, for two scalar fields on a bimetric background
and for a refinement of Maxwell theory on a background that does not exclude birefringence
a priori. We will, however, not solve the equations for any of these examples here.
We conclude, in section VI, by spelling out the impact of our results for both funda-
mental and phenomenological questions and by pointing out several results we were able
to obtain by building on the present article, including explicit perturbative and symmetry-
reduced solutions of the gravitational closure equations for phenomenologically interesting
or theoretically instructive matter models.
II. SPACETIME KINEMATICS
This section concisely reviews the constructive steps that need to be performed in order
to determine the kinematical interpretation of a tensorial spacetime structure, as it is im-
printed by given matter field dynamics on it. The key step in order to extract the kinematical
interpretation of a geometry G from specified matter dynamics on it is the calculation of
the principal polynomial density P˜ of all matter field equations, and we present an explicit
method that works also if there is a gauge symmetry. The subsequent imposition of three
classical physicality conditions, which however can also be understood as necessary condi-
tions for a canonical quantization of the matter field theory, then restricts the geometry
sufficiently to identify massless momenta, observer worldlines, and an observer-independent
classification of momenta into such of positive and negative energy. The kinematical struc-
ture is then completed by a choice of de-densitization of the principal polynomial density,
which allows for a definition of point particle mass and finally of observer frames. The
kinematical interpretation of the tensorial spacetime geometry, obtained straight from the
stipulated matter dynamics, will flow directly into the gravitational closure equations derived
in sections III and IV.
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A. Several fields for matter and geometry
In the interest of avoiding inessential notational clutter, we will present all results of
sections II, III and IV assuming that there is only one single tensor field A describing
the matter and only one single tensor field G encoding the underlying geometry, as in the
introduction. But all results of these sections straightforwardly generalize to the practically
relevant case of having several, though finitely many, tensorial matter fields A1, . . . , AN and
finitely many tensor fields G1, . . . , GM for the underlying geometry, amounting to a matter
action
Smatter[A1, . . . , AN ;G1, . . . , GN) (3)
given by a Lagrangian density local in each matter field and ultralocal in each tensor that
describes the geometry. All results derived in this article directly generalize to this case of
several matter and geometry fields.
There is, however, one point we wish to draw attention to, in order for the reader to more
easily understand this generalization without us actually explicitly performing it: Even in
the presence of several matter fields, there is only one principal polynomial P associated
with all matter field equations, so that the all-important triple (M,G,P ) extracted from the
matter action in the single-fields case generalizes to
(M, {G1, . . . , GM}, P ) , (4)
in the case of multiple matter fields and geometric fields. More precisely, also in the general
case, there will be just one single principal tensor P in terms of all G1, . . . , GM rather than,
as one might have erroneously surmised, one such principal tensor for each geometric tensor
field. One sees this by formally rewriting the system of matter equations that results for
several fields A1, . . . , AN as one equation for a multiplet (A1, . . . , AN) and then calculating
the principal polynomial for this overall equation, resulting in one principal polynomial.
This paper returns to the issue of several fields, both for matter and the geometry, only for
the theoretical example in section V. With these remarks in mind, we return, without loss
of generality, to the case M = N = 1.
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B. Massless dispersion relation of test matter field dynamics
We assume that local dynamics for a tensorial matter fields A on a smooth four-
dimensional spacetime manifold has been prescribed—motivated by theoretical or phe-
nomenological reasoning—in terms of the action (1), which also employs an underived
tensor fields G of arbitrary valence such as to produce a scalar density L of weight one.
For the purposes of this section, it is simplest to assume that the ensuing matter field
equation
δSmatter
δA(x)
= 0 , (5)
being a tensor density equation of weight one, is linear in the matter field. This assumption
corresponds to the requirement we impose for test matter, namely that any solution A of
the field equations can be scaled down to A by an arbitrarily small factor  > 0, so that
the source tensor density
δSmatter
δG(x)
, (6)
which will appear on the matter side of the final gravitational field equations, scales down
to correspondingly small values. In other words, also the back reaction to the spacetime
geometry G can be made arbitrarily small, as it behooves test matter.
So we obtain test matter field equations (possibly after making implicit information
explicit by way of bringing the equations into involutive form [7])
Qi1...iFAB (G(x)) (∂i1 . . . ∂iFA
B)(x) + terms of lower derivative order in A = 0 , (7)
whereA,B = 1, . . . , R are indices labeling a basis of someR-dimensionalGL(4)-representation
under which the components of the matter tensor field transform. Note that despite the
appearance of only partial derivatives in the highest order term, the left hand side is a tensor
density of weight one by construction, with the relevant correction terms being provided by
the lower order terms. It follows that Q
i1...if
AB (G(x)) is a tensor density of weight one, while
the lower order coefficients, not displayed here, generically are not.
Any such test matter dynamics provide a dispersion relation for modes of practically infi-
nite frequency, which are physically indistinguishable from massless modes. More precisely,
considering a formal Wentzel-Kramers-Brillouin expansion
AB(x) = Re
{
exp(iS(x)/λ)
[
aB(x) +O(λ)]} , (8)
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one obtains, to lowest order λ−F in the approximation, the equation
Qi1...iFAB (G(x))ki1 · · · kiF aB = 0 , (9)
where the wave covector ka(x) := −(∂aS)(x) is the gradient of the eikonal function S.
Higher orders in the expansion contain essential information for modes of finite frequency,
but equation (8) precisely captures the behavior in the infinite frequency limit.
The key question in this limit is for the conditions on k under which there are non-
vanishing amplitudes aB. The answer depends the dimension of any gauge orbits the theory
may feature. Indeed, if there is an s-dimensional gauge symmetry, which in terms of the
lowest order Wentzel-Kramers-Brillouin amplitude aA reads
aA = aA + kaχaA(σ) , (10)
for s linearly independent coefficient fields χaA(1), . . . , χ
aA
(s) , then there is a corresponding s-
dimensional linear subspace of solutions of (9) that are pure gauge. Using the shorthand
QAB(x, k) for the components of the x- and k-dependentR×RmatrixQi1...iFAB (G(x))ki1 · · · kiF ,
the condition of having at least one non-vanishing solution aA for (9) that is not purely gauge
then amounts to the requirement that the adjunct matrix of order s, defined by
Q
[A1...As][B1...Bs]
adj (x, k) :=
∂s(detQ)
∂QA1B1 · · · ∂QAsBs
(x, k) , (11)
must vanish. For then the equations of motion have at least s + 1 linearly independent
solutions. But since s of these are pure gauge, this leaves at least one physical solution,
which is precisely the condition we wished to impose on the k. Indeed, the admissible wave
covectors are those that satisfy
Q
[A1...As][B1...Bs]
adj (x, k) = 0 (12)
for all
(
R
s
)
independent components of the bilinear map defined by Qadj on the space of s-
forms over the R-dimensional representation space in which the gauge field takes its values.
Each of these independent components is a homogeneous polynomial of degree (R − s)F
in the wave covector k. At this point, the dispersion relation appears to be given by the
condition that a wave covector k be a common root of all these polynomials. Fortunately,
however, all of these polynomials share a common factor polynomial density P˜ (k), since due
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to a straightforward generalization of an elegant argument by Itin [8], one has
Q
[A1...As][B1...Bs]
adj (x, k) = 
σ1...σsτ1...τsχa1A1(σ1) · · ·χasAs(σs) χb1B1(τ1) · · ·χbsBs(τs) ka1 · · · kaskb1 . . . kbsP˜ (k)
(13)
for any s ≥ 0. From the known degree of the homogeneous polynomials that present the
components of Qadj, we recognize the common factor polynomial density P˜ to be homoge-
neous of order FR−(F+2)s. Most importantly, we see that condition (12), for the existence
of solutions that are not gauge-equivalent to a vanishing solution, is satisfied if and only if
P˜ (x, k) = 0 , (14)
which thus emerges as the polynomial dispersion relation for any linear matter theory with
gauge-orbits of dimension s ≥ 0.
Obviously, we can expand the homogeneous polynomial density as
P˜ (x, k) = P˜ a1...adeg P˜ (x)ka1 · · · kadeg P˜ (15)
in terms of the components P˜ a1...adeg P˜ (x) of a totally symmetric contravariant tensor field
density. Since the principal polynomial is defined, in the first place, only up to a space-
time function factor, we are free to choose an everywhere non-vanishing scalar density ρ of
opposite weight in order to obtain the principal tensor field P with component functions
P a1...adegP (x) := ρ(x) P˜ a1...adegP (x) . (16)
The choice of ρ, however, will only affect what is meant by a massive point particle, see
section II D, and is to be defined in terms of the tensor field G. Since we will finally obtain
dynamics for the geometry G, also ρ will be determined. In any case, ρ has no influence on
any field theoretic consideration or massless point particles.
Over the next two subsections, we explain the three matter conditions one must im-
pose in order to start the gravitational closure procedure and show how the kinematical
interpretation of the triplet (M,G,P ) arises from these.
C. Matter conditions
The principal tensor field of matter field equations, on which the developments in this
paper build, is required to satisfy two hyperbolicity conditions and one energy condition.
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While these are simply three classical conditions on the classical matter field equations
of motion — more precisely on their principal tensor P and thus indirectly also on the
underlying geometry G — they are found to be indeed necessary in a canonical quantization
of the the classical dynamics; see [4] for a concrete demonstration. In the penultimate
paragraph of the subsection II D, we will briefly return to this issue and comment on how
classical and quantum considerations together seem to point at precisely the three matter
conditions below.
Matter condition 1: Predictivity
The first technical condition is the hyperbolicity of the principal polynomial P (x) at every
point x ∈M , which is directly enforced by the physical assumption that there be an initial
value formulation of the classical field equations [6]. The polynomial P (x) is called hyperbolic
if there exists a covector h ∈ T ∗pM such that P (x)(h) 6= 0 and the equation P (x)(q+λh) = 0
has only real solutions λ for any further covector q ∈ T ∗xM . But as soon as one such covector
h exists, there is always an open and convex cone Cx(P, h) that contains all hyperbolic
covectors that lie together with h in one connected set [9]. But if indeed there is any such
non-empty hyperbolicity cone, and thus the polynomial P (x) hyperbolic, then there is always
an even number of distinct hyperbolicity cones, see figures 1a and 1b.
C1
C2
(a) The two hyperbolicity
cones of a hyperbolic second
degree principal polynomial
C1
C2
(b) Hyperbolicity cones of a
hyperbolic reducible fourth
degree principal polynomial
(c) A non-hyperbolic fourth degree
principal polynomial, obviously
featuring no hyperbolicity cones
Figure 1: Hyperbolicity cones of various polynomials
It is easy to see that if the polynomial P (x) is reducible, meaning that it can be written
11
as a finite product
P (x) = P1(x)P2(x) · · ·Pf (x) (17)
of lower degree polynomials, then P (x) is hyperbolic if and only if each of the lower degree
polynomials is hyperbolic, and that the various hyperbolicity cones of P (x) are obtained by
the intersections
C(P, h) = C(P1, h) ∩ · · · ∩ C(Pf , h) (18)
of the various hyperbolicity cones of the lower degree polynomials, compare figures 1b and
1c for examples. Clearly, C(P, h) = ∅ unless h is a hyperbolic covector of every factor
polynomial. There is obviously no loss of information incurred by removing repeated poly-
nomial factors if such happen to occur, but doing so is indeed technically important [10] for
the formulation of our second condition on the polynomials P (x). In the following, we will
therefore assume that repeated factors have been removed from P .
Matter condition 2: Momentum-velocity duality
The second technical condition is the hyperbolicity of the dual polynomial
P#(x) : TxM −→ R , P#(x) := P#1 (x)P#2 (x) · · ·P#f (x) , (19)
where the P#1 (x), . . . , P
#
f (x) are polynomial maps TxM −→ R of minimal degree such that
for all k in the set
N smoothi (x) := {k ∈ T ∗xM |Pi(x, k) = 0 and
∂Pi
∂k
(x, k) 6= 0} , (20)
the precisely the gradients ∂Pi/∂k ∈ TxM (shown in figure 2a as gradients to the null
surfaces in cotangent space and in figure 2b as elements of the tangent space) are the roots
of P#i :
P#i (x,
∂Pi
∂k
(x, k)) = 0 for all k ∈ N smoothi (x). (21)
While the polynomial P#(x) is thus only determined up to a real factor function, its roots,
and thus its hyperbolicity, are unaffected by this ambiguity and thus well-defined. It is
shown in [10] that the existence of a dual P#(x) hinges on the hyperbolicity of P (x), which
is however guaranteed by the first matter condition above.
Technically, the now additionally required hyperbolicity of P#(x) can thus be understood
as a sufficient condition for P (x) to be recoverable from P# as the double dual, such that
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(a) Null surface of a hyperbolic reducible
principal polynomial P in cotangent space;
with typical gradient (co-co-)vectors
(b) Null surface of the dual polynomial P# in
tangent space; containing, by definition, the
gradient vectors to the P -null surface
Figure 2: Gauss map sending P -null covectors to P#-null vectors.
at each x ∈M we have the proportionality
P (x) ∼ P##(x) . (22)
The physical meaning of the dual polynomial becomes apparent by noting that the charac-
teristic curves x : R→ M of the initial matter field equations are, by definition, stationary
with respect to the Hamiltonian action
Smassless[x, k, ρ] :=
∫
dλ
[
ka(λ)x˙
a(λ)− ρ(λ)P (x(λ), k(λ))] , (23)
which has been shown [10] to be equivalent to the Lagrangian action
Smassless[x, µ] :=
∫
dλµ(λ)P#(x(λ), x˙(λ)) (24)
for any hyperbolic P . Hyperbolicity of both P (x) and P#(x) thus ensures the free passage
back and forth between the Hamiltonian to the Lagrangian formulation in case of character-
istic curves, which physically correspond to the trajectories of massless particles. In other
words, the said bihyperbolicity ensures that, up to scale, there is a momentum associated
with each massless particle velocity, and vice versa.
Matter condition 3: Energy distinction.
Having established the physical reasoning behind the condition of hyperbolicity for both the
cotangent-space polynomials P (x) and the tangent-space polynomials P#(x), we are now
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prepared to turn to the physical meaning one must attach to the respective hyperbolicity
cones. To this end, we recall the insight quoted above, namely that the momenta k of
massless particles satisfy the dispersion relation
P (x, k) = 0 . (25)
In order to divide the set of all such massless momenta k, in an observer-independent way,
into momenta of either positive or negative energy, we now wish to find the largest possible
set of local observers that can still agree on such a division. More precisely, we wish to
find the largest possible open set Ox in each tangent space TxM of the spacetime mani-
fold that contains all tangent vectors U to observer worldlines such that for any particular
nonvanishing massless momentum k,
either k ∈ O+x or k ∈ −O+x , (26)
where the closed dual cone
O+x := {q ∈ T ∗xM |U(k) > 0 for all U ∈ Ox} , (27)
see figure 3a for an illustration, implements the said observer-dependent positive energy
condition when intersected with the set of all nonvanishing massless momenta. Formally,
we require that the cone Nx of massless momenta at every spacetime point x decomposes
into disjoint pieces
Nx\{0} = N+x ∪˙ N−x , (28)
where N±x := Nx ∩ (±O+x ). So what is the largest cone Ox on can choose?
If the above conditions can be satisfied at all, it turns out that any one of the hyperbolicity
cones of P#(x), see figure 3b, provides the required largest set one can choose in order to
satisfy the energy condition (28). This only leaves us with a choice between the finitely
many hyperbolicity cones of P#(x) at each point x of the spacetime manifold. A smooth
choice throughout the manifold is clearly provided by choice of a smooth vector field T that
is everywhere hyperbolic with respect to P#, such that we obtain a smooth distribution of
future-directed observer cones Ox = Cx(P
#, T ) . (29)
Note that all three matter conditions above only employ the roots of the principal poly-
nomial P and its dual P# at each spacetime point. Indeed, even the observer cones Ox are
14
O+x
(a) Cone covering all momenta of positive
energy as unanimously judged by all observers
Ox
(b) Cone containing all tangent vectors to
observer worldlines through one point
Figure 3: Positive energy cone O+x as the dual of the observer cone Ox
defined entirely in terms of the roots of the dual polynomial, although all tangent vectors
they contain are non-roots. In the following subsection, we will now complete the kinemat-
ics by, first, defining the kinematics of massive particles within the above framework and,
second, by employing a thus emerging Legendre map in order to define local observer frames.
D. Massive dispersion relation and local observer frames
To the smooth choice of observer cones Ox on each tangent space, for a principal polyno-
mial that satisfies all three matter conditions imposed in the previous subsection, corresponds
a smooth choice of a hyperbolicity cone in cotangent space, the so-called cone Cx of positive
energy massive momenta [10] that satisfies
Cx ⊆ O⊥x . (30)
It is a general result [9] that hyperbolicity cones are open convex cones, whose boundary is
null with respect to the defining polynomial while the interior has constant sign. Since so
far we have only employed the roots of the principal polynomial, we can freely scale it by a
sign such as to conventionally achieve
P (x,Cx) > 0 for all x ∈M . (31)
While the hyperbolicity condition on P generalizes the Lorentzian signature condition for
an inverse metric, and the hyperbolicity condition on the dual P# that of a metric itself,
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it is the above sign convention that generalizes the mainly-minus signature convention of
Lorentzian geometry. With this choice made, we now define the mass m > 0 of a momentum
q ∈ Cx by
P (x, q) = mdegP , (32)
see figure 4 for the genesis of quadric and quartic mass shells. Note that this definition of
(a) Quadric mass shell of a second degree
principal polynomial Px satisfying
the three matter conditions
(b) Quartic mass shell of a fourth degree
principal polynomial Px satisfying
the three matter conditions
Figure 4: Examples of positive energy mass shells
point particle rest mass is the first definition that depends on the choice of the scalar density
ρG in (16), which converts the tensor field density P˜ into a tensor field P .
As in the massless case, this dispersion relation is easily implemented as a constraint in
the Hamiltonian action [10]
Smassive[x, q, ρ] :=
∫
dλ
[
qa(λ)x˙
a(λ)− ρ(λ) lnP (x(λ),m−1q(λ))] , (33)
from which the momentum q can be eliminated—by way of an injective Legendre map
`x : Cx −→ TxM , `x(q) := 1
degP
∂ lnP
∂q
(x, q) (34)
at each point x of the spacetime manifold M , for which the inverse `−1x : `x(Cx) −→ Cx is
guaranteed to exist due to the three matter conditions imposed in the previous subsection—
such that the Lagrangian action for the trajectory x of a positive energy particle of mass m
emerges [10] as
Smassive[x] :=
∫
dλm degP
√
P ∗ (x(λ), x˙(λ)) (35)
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in terms of the decidedly non-polynomial map
P ∗(x) : `x(Cx) −→ R , P ∗(x, v) := P
(
x, `−1x (v)
)−1
. (36)
Note that the massive point particle action (35) is invariant under strictly monotonously in-
creasing reparametrizations of the trajectory. This observation also affords us the final piece
of information required for the construction of local observer frames, namely the observation
that parametrizations with
P ∗(x(λ), x˙(λ)) = 1 (37)
are distinguished because they correspond to massive particle momenta
q(λ) = mx˙(λ) (38)
proportional to the particle velocity, with the proportionality given by the particle rest mass.
Employing such parameters as the definition of proper time, we define an observer worldline
x by the requirements
x˙(λ) ∈ Ox(λ) and P ∗(x(λ), x˙(λ)) = 1 , (39)
and identify the purely spatial directions S(λ) ⊂ Tx(λ)M seen by an observer at x(λ) by
`x(λ)(x˙(λ))(S(λ)) = 0 . (40)
Note that the above constructions show that the three physicality conditions of sec-
tion II C are sufficient for the formulation of observer frames that are compatible with the
causality of the original matter field equations. Together with their being necessary for
the canonical quantizability of the same matter field dynamics, this provides one possible
circumscription of their physical motivation.
In our below derivation of the gravitational closure equations — which take a test matter
action satisfying the three matter conditions as input and yields the underlying gravitational
dynamics as output — the key information contained in the matter dynamics trickles down
to the gravitational side exclusively through the Legendre maps `x, whence (34) presents
the most important result of this review section from a practical point of view.
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III. CANONICAL GEOMETRY
In this section, we employ the kinematics implied by given matter field dynamics in order
to foliate the spacetime manifold into initial data surfaces. Calculating the commutation
relations between normal and tangential deformation operators acting on functionals of
initial data hypersurface embedding maps, we obtain the hypersurface deformation algebra
for any spacetime structure (M,G,P ) that satisfies the matter conditions in II C. We then
devise an associated bundle to the frame bundle of the manifold that serves to parametrize
a canonical geometry that mimics all possible projections of the spacetime geometry to the
leaves of the foliation. In contrast to previous work, where possibly non-linear constraints
on the canonical geometry had been left as almost intractable subsidiary conditions in the
solution of the gravitational closure equations, our associated bundle technique now allows
to capture these constraints automatically. This is the conceptual and technical basis for
the construction of the canonical phase space for the geometry, at the beginning of the next
chapter and throughout the remainder of this paper.
A. Spacetime foliation and induced geometry
Foliating the spacetime into leaves of initial data hypersurfaces and inducing a canonical
geometry, a standard technique in general relativity, straightforwardly extends to manifolds
(M,G,P ) whose structure arises from canonically quantizable matter field actions. In order
to fix the notation and to devise a way to project spacetime geometries G of arbitrary valence
to initial data surfaces, we quickly collect the relevant constructions.
Let Xt : Σ ↪→M be a one-real-parameter family of maps embedding a three-dimensional
manifold Σ such that M is foliated into hypersurfaces Xt(Σ) with everywhere hyperbolic
conormal 0(t, σ) for σ ∈ Σ. Employing coordinates yα on Σ, we define the one-parameter
families of spacetime vectors
e0(t, σ) := `Xt(σ)(
0(t, σ)) and eα(t, σ) := Xt ∗((∂/∂yα)σ) (41)
for t ∈ R and σ ∈ Σ, see figure 5. With the normalization condition P (Xt(σ), 0(t, σ)) = 1,
these provide the so-called orthogonal projection frame field along each embedded hyper-
surface Xt(Σ). The frames e0(t, σ), . . . , e3(t, σ), together with their unique dual frames
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σXt(σ)
M
Σ Xt1
Xt2
X˙t1n(t1)
nα(t1)
Figure 5: Embedding of the immutable three-dimensional screen manifold Σ by a family of
embedding maps Xt into a smooth spacetime manifold M of appropriate topology, yielding
the leaves of a foliation of that spacetime into initial data hypersurfaces Xt(Σ)
0(t, σ), . . . , 3(t, σ), allow to project spacetime tensors of arbitrary valence to the manifold
Σ.
In the context of this article, we will perform such projections for the spacetime tangent
vector field X˙t constructed from the family of embedding maps, the spacetime tensor field
G and the principal tensor P . We will discuss these, in turn, below. The manifold Σ
thus becomes a kind of three-dimensional cinema screen on which the evolution of the four-
dimensional spacetime geometry is shown as a movie in the foliation parameter t. Note that
the entire construction is conceptually standard, but that the Legendre maps `x generically
are non-linear for the spacetime geometries (M,G,P ) we consider.
Now more precisely, consider first the vector field X˙t, which is the tangent vector field
to the congruence of spacetime curves that correspond to points that do not move on the
manifold Σ as the foliation parameter increases. Its projection to Σ, see figure 5, gives rise
to two one-parameter families of fields, namely the induced lapse and shift fields
n(t) := 0(t)(X˙t) and n
α(t) := α(t)(X˙t) . (42)
Secondly, we perform the projection of the spacetime geometryG to several one-parameter
families of tensors on Σ, which is an important intermediate step towards setting up the
gravitational closure equations for any (M,G,P ). Their components are practically obtained
[11] by inserting either the frame field e0(t , σ) or eα(t, σ) into a slot of G that requires a
vector, and correspondingly either 0(t, σ) or α(t, σ) into a slot that requires a covector.
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For instance, considering a spacetime geometry given by a (1, 2)-tensor field G, one obtains
eight tensors of various valences on the manifold Σ, one of which is the (0, 1)-tensor field
g00α(t, σ) := GX(t,σ)(
0(t, σ), e0(t, σ), eα(t, σ)) , (43)
which generically differs from the correspondingly defined g0α0(t, σ), which is why we do not
suppress the 0-indices in the notation. It is economical to define one single hyperindex that
collects all index combinations for all resulting tensors on Σ, in some chosen order, such as
A = (000,
0
0β2 ,
0
β10,
0
β1β2 ,
α
00,
α
0β2 ,
α
β10,
α
β1β2) (44)
for our example. Note that we abstain from employing potential algebraic symmetries of
the spacetime geometry G, such as Gabc = G
a
[bc], which of course could be used to remove
redundant information from the list gA . These are most efficiently dealt with later, when
identifying the canonical degrees of freedom of the geometry on the manifold Σ.
Thirdly, we project the principal tensor field P from spacetime M to the manifold Σ,
resulting in the degP + 1 tensor fields
pα1...αi(t, σ) := PX(t,σ)(
α1(t, σ), . . . , αi(t, σ), 0(t, σ), . . . , 0(t, σ)) (45)
for i = 0, . . . , degP , where the total symmetry of P enables the simpler index notation cho-
sen here for the various induced tensor fields p. Due to the definition of the dual projection
frame 0, . . . , 3, however, the first two fields of this set are trivial,
p(t, σ) = 1 and pα(t, σ) = 0 . (46)
Finally note that for any fixed value of the foliation parameter t, all fields p(t) and g(t)
present not only tensor fields on Σ, but, at the same time, are functionals of the embedding
map Xt. This will become technically relevant in the following subsection.
B. General hypersurface deformation algebra
The kinematical information, encoded in the triple (M,G,P ) in general and the there-
from derived Legendre maps `x in particular, takes its most useful form in the so-called
deformation algebra of hypersurfaces.
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In order to obtain the latter, consider the functional differential operators
Ht(n) :=
∫
Σ
d3z n(z)ea0(t, z)
δ
δXat (z)
and Dt(~n) :=
∫
Σ
d3z nα(z)eaα(t, z)
δ
δXat (z)
, (47)
for arbitrary test functions n and ~n on the manifold Σ, which act on functionals of the
embedding maps Xt : Σ ↪→ M introduced in the previous subsection. Their geometric
meaning, namely as normal and tangential deformation operators, is revealed by letting
n := n and ~n := ~n for the lapse and shift fields n and ~n induced by the foliation, see [12].
The only kinematical information entering here is the Legendre maps `x, namely implicitly
through definition (41) of the normal vector field e0 along the hypersurface Xt(Σ). It is useful
to note that the operators Ht(n) and Dt(~n) are vector fields on the infinite-dimensional
manifold of embeddings Emb(Σ,M), for which one can therefore calculate the Lie brackets
between vector fields,[
Ht(n),Ht(m)
]
= −Dt((degP − 1)pαβt (m∂βn− n∂βm)∂α) , (48)[
Dt(~n),Ht(m)
]
= −Ht(L~nm) , (49)[
Dt(~n),Dt(~m)
]
= −Dt(L~n ~m) . (50)
Note that the right hand side of (48) depends on the component functions pαβ of the induced
principal polynomial (but not any pα1...αnt with n 6= 2) and thus on the initially specified
matter field dynamics and their geometric background; this is indeed the only, but all-
important trace left in the algebra by the Legendre maps.
The failure of these Lie brackets to close with only structure constants, rather than struc-
ture functions, has a number of complicating implications. Chief among those is that one
cannot simply represent the above relations — at least not without a number of additional
requirements such as those we will make in section IV B — as a Lie algebra of functionals
of some geometric phase space variables.
C. Canonical geometry
We now revert the perspective taken in the two preceding subsections, where the space-
time geometry was considered as primarily given and the induced geometry on the leaves of
some foliation as a derived, thus secondary, quantity. Indeed, the canonical point of view
taken here now considers the geometry on the leaves as primary and the spacetime geometry
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as only reconstructed from there by virtue of the foliation. This change of perspective comes
at the price that four generically non-linear conditions, which the induced geometry satisfied
by construction, must now be reinstated explicitly for the canonical geometry.
More precisely, the transition from the induced geometry to the canonical one proceeds
as follows. If the geometry gA (t) is induced from a spacetime geometry G by virtue of a
foliation Xt : Σ ↪→M , together with an induced lapse n(t) and induced shift nα(t), then we
introduce
gA (t) , n(t) , nα(t) (51)
as new, independent one-parameter families of tensor fields on Σ, which capture precisely
the tensor structure of the fields gA (t), the lapse n(t) and the shift nα(t). Note that the
construction of the induced tensor fields gA (t) automatically equips them with properties
that are not captured by their mere tensor valence, while their valence is indeed the only
information left after the transition to gA (t). How to reinstate the missing information
will be remedied in the next subsection. This will lead directly to the associated bundle
techniques mentioned above. We also need to translate any quantities that were previously
defined in terms of the induced geometry gA , into corresponding quantities of the gA . The
most relevant such transition for the purposes of this paper, is the one from the pα1...αi(t)
to the new one-parameter families of fields pα1...αi(t) for i = 0, . . . , degP , which are defined
as precisely the same functions of gA (t) as the pα1...αi(t) were of the gA (t).
The most relevant property of the induced geometry gA , which is not automatically
captured by the canonical geometry gA , is the frame conditions (46). While these are
satisfied for the induced fields p and pα by construction, this information is lost when the
functionals g are replaced by the fields gA that merely mimic their tensorial structure. Thus
the normalization and annihilation conditions must be explicitly reinstated as
p(g)(t) = 1 and pα(g)(t) = 0 . (52)
These conditions impose four — generically non-linear — conditions on the canonical ge-
ometry gA and thus effectively remove four of their degrees of freedom. These non-linear
relations are captured, beginning with the next subsection, by a suitable parametrization of
the gA .
Similarly, any algebraic symmetry of the spacetime geometry G is automatically passed
on to the induced tensor fields gA , but must again be explicitly reinstated for the canonical
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geometry gA by additional, now however linear and homogeneous, conditions
(δAB − ΠA B)gB = 0 (53)
for suitable projectors Π. These additional symmetry conditions can be implemented with-
out extra effort alongside the generically non-linear frame conditions by the method devel-
oped in the following subsection. The possibility of such a combined treatment was the
conceptual reason for withholding the implementation of symmetry conditions before. An
independent technical reason for not reflecting algebraic symmetries already at the level of
the gA was to be able to calculate partial derivatives of functions depending on the gA ,
which requires to be able to vary each individual entry while keeping all others fixed.
D. Parametrization of the canonical geometry
The configuration variables of the gravitational dynamics, which we are about to con-
struct, parameterize, without further constraints, canonical geometries gA that respect the
frame and symmetry conditions identified in the previous subsection. But because of their
generic overall non-linearity, these conditions cannot be implemented by simply cutting away
some tensor field components among the gA while keeping others. In fact, the situation is
pretty much the same as for a particle in Euclidean space that is conditioned to move on an
embedded submanifold, such as a circle. One cannot simply cut away one of the Cartesian
coordinates, as one could if the particle was constrained to a linear subspace instead. The
conceptually and technically best solution in classical mechanics is to introduce generalized
coordinates. The same idea applies here. We require exactly as many field configuration
variables ϕ1, . . . , ϕF as are needed to bijectively parametrize the tensor fields gA such that
the frame conditions (52) and symmetry conditions (53) are met by construction. Techni-
cally, this is achieved by choosing a suitable F -dimensional manifold Φ and smooth maps
ĝA : Φ→ R such that any canonical geometry gA generated by ĝA (ϕ1, . . . , ϕF ) satisfies the
conditions
(δAB − ΠA B)ĝB(ϕ(t)) = 0 and p(ĝ(ϕ(t, σ))) = 1 and pα(ĝ(ϕ(t, σ))) = 0 (54)
for any σ ∈ Σ and any real t in the range of the foliation parameter. If one single map ĝA
does not suffice to cover the required range, the usual chart transition constructions can be
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invoked. The number F of configuration variables is the total number of all gA minus the
normalization condition minus the three annihilation conditions and minus the dimension of
the eigenspace Eig1(Π) of the projector Π. For instance, when the triple (M,Gmetric, G
−1
metric)
induced by a Lorentzian metric Gmetric, there are F = 16 − 3 − 1 − 6 = 6 configuration
field variables, which, due to all constraints being linear in this case, can coincidentally be
written as a not further constrained metric tensor on the three-dimensional manifold Σ.
Conversely, we require the existence of inverse maps ϕ̂A that send any collection gA
(even if the frame and symmetry conditions are not met) to a real number, but which are
constructed such that
(ϕ̂A ◦ ĝ)(ϕ) = ϕA for A = 1, . . . , F . (55)
The opposite composition (ĝA ◦ ϕ̂) projects any set of gA , even if the latter does not yet
satisfy the frame and symmetry conditions, to a set that does. Ubiquitous appearance
throughout the theory is then made by the maps
∂ϕ̂A
∂gA
(ĝ(ϕ)) and
∂ĝA
∂ϕA
(ϕ) , (56)
as they emerge as intertwiners between the components of the canonical geometry, labeled
by A , and the components of the configuration variables, labeled by A. The above defin-
ing conditions for the maps ĝ and ϕ̂ immediately imply the important and heavily used
completeness relations
∂ϕ̂A
∂gA
(gˆ(ϕ))
∂ĝA
∂ϕB
(ϕ) = δAB and
∂ĝA
∂ϕA
(ϕ)
∂ϕ̂A
∂gB
(gˆ(ϕ)) = T A B(ϕ) , (57)
where T A B(ϕ) is defined by the left hand side and is easily seen to be a projector.
IV. CANONICAL GRAVITATIONAL DYNAMICS
Employing the technology developed in the previous section, we now significantly im-
prove and extend the results of [5]. The crucial technical advance is the identification of the
geometric phase space with the non-tensorial configuration variables and canonically conju-
gate momentum densities, whose transformation behavior already captures the non-linear
constraints on the canonical geometry that was left to be implemented only afterwards in
previous treatments. The complete determination of the gravitational Hamiltonian, which
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is required to satisfy the two properties imposed in section IV B, then finally leads to the
gravitational closure equations for any matter field dynamics that satisfy the matter condi-
tions from subsection II C. This is a countably infinite set of partial differential equations
that needs to be solved in order to obtain the gravitational Hamiltonian or, equivalently,
Lagrangian density.
A. Canonical phase space
Having identified the unconstrained geometric configuration variables ϕA for a spacetime
geometry (M,G,P ) in the previous section, we are now in the position to adjoin canonically
conjugate momentum fields piA with respect to the field-theoretic Poisson bracket
{F,G} :=
∫
Σ
d3z
(
δF
δϕA(z)
δG
δpiA(z)
− δG
δϕA(z)
δF
δpiA(z)
)
, (58)
which is to be evaluated on any two scalar functionals F [ϕ, pi] and G[ϕ, pi] of the canonical
configuration variables ϕA and the associated canonical momenta piA. We remark in passing
that, as usual, there is an ambiguity in the choice of the canonical momenta for some given
set of configuration variables ϕA. For if piA presents a possible choice, then so does piA+ΛA[ϕ]
for any closed covector field ΛAδϕ
A on configuration space that satisfies the closure condition
δΛA
δϕB
− δΛB
δϕA
= 0 . (59)
From the obvious requirement that the bracket (58) be well-defined under changes of
coordinate chart on the manifold Σ, we can derive the precise mathematical nature of the
momenta. Technically, the key observation is that the F configuration variables ϕA are a
section of an F -dimensional Φ-fibre bundle over Σ, which is an associated bundle with respect
to the frame bundle LΣ by virtue of the (generically non-linear) group action ρ : GL(3)×Φ→
Φ that is enforced by the way the ϕA transform under coordinate transformations, namely
ρA
(
∂z˜
∂z
, ϕ
)
:= ϕ̂A
(RA B(∂z˜∂z) ĝB(ϕ1, . . . ϕF )) , (60)
where RA B
(
∂z˜
∂z
)
denotes the standard tensorial action of the GL(3)-transformation ∂z˜/∂z
on the various tensors on Σ which we collectively labeled by B. Note that the above
transformation behavior of configuration variables is not a postulate, but directly follows
from our choice of parameterization map ϕ̂ and its inverse ĝ, on which the group action then
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naturally depends. But with the transformation behavior of the configuration variables thus
under control, we can now straightforwardly read off the GL(3) group action that defines a
further associated Π-fibre bundle over the manifold Σ, of which the canonical momenta piA
shall constitute a section. In order for the Poisson bracket above to be well-defined, we then
need to impose the group action ρ∗ : GL(3)× Π→ Π
ρ∗A
(
∂z˜
∂z
, pi
)
:=
(
det
∂z˜
∂z
)
∂ϕ̂B
∂gA
(R−1)A B
(
∂z˜
∂z
) ∂ĝB
∂ϕA
piB . (61)
Indeed, it is easy to see that then the Poisson bracket is well-defined, because the functional
derivative δF/δϕA(z) has density weight one (since ϕA has density weight zero), while the
fact that piA already has density weight one cancels the density weight from the functional
differentiation in δG/δpiA(z), rendering the latter of weight zero. Thus the integrand of the
Poisson bracket can be shown to be a scalar density of weight one and thus the integral to
be well-defined.
B. Embedding properties and gravitational Hamiltonian
In this section, we introduce two functionals on the just constructed phase space, whose
action on the configuration variables mimics the action of the normal and tangential de-
formation operators of section III B on the geometry projected to the leaves of a given
spacetime foliation, and then formulate two embedding properties concerning the spacetime
interpretation of these canonical objects.
Embedding property 1: Local phase space avatars of deformation operators
We require that there are phase space functionals
H (n) :=
∫
Σ
d3z n(z)H[ϕ(z), pi(z)] and D(~n) :=
∫
Σ
d3z nα(z)Dα[ϕ(z), pi(z)] (62)
in terms of local functionals H and D of the geometric phase space variables, which evolve
the canonical data between leaves of a given spacetime foliation Xt such that the result
agrees with what the application of the normal and tangential deformation operators Ht(n)
and Dt(~n) yield when they are applied to the projected geometry,
Ht(n)g
A
t = −
{
H (n), gA
}
t
and Dt(~n)g
A
t = −
{
D(~n), gA
}
t
, (63)
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where the equal signs are to be understood in the sense that the right hand side is the same
function of the canonical geometry gA as the left hand side is of the induced geometry gA .
Now in order to ensure the consistency of the spacetime interpretation of the action ofH (n)
and D(~n), as it is expressed in terms of the two requirements (63), we additionally stipulate
the Poisson algebra
{H (n),H (m)} = D ((deg P − 1)pαβ(m∂βn− n∂βm)∂α) , (64)
{D(~n),H (m)} =H (L~nm) , (65)
{D(~n),D(~m)} = D(L~n ~m) , (66)
which ensures that there is no inconsistency with the vector field algebra (48)–(50) of de-
formation operators H(n) and D(~n). The five equations (63) and (64)–(66) will play a
crucial roˆle in all that follows from now on, starting from the below determination of the
general form of the Hamiltonian of a spacetime diffeomorphism invariant theory up to the
calculation of the gravitational closure equations as the central result of this article.
Embedding property 2: Spacetime diffeomorphism invariance and path-independence
Spacetime diffeomorphism invariance of the canonical dynamics certainly requires that the
evolution of initial data between any two fixed Cauchy surfaces be independent of the choice
of intermediate foliation. Such path-independence of the dynamics implies (see section 5 of
[13] for the general line of argument that applies mutatis mutandis in our general setting)
that the pertinent Hamiltonian density must be of the totally constrained form
H[ϕ, pi;n,~n) =H (n) +D(~n) , (67)
whence the functionals (62) are commonly referred to as the superhamiltonian and super-
momentum constraints. The closure of the constraint algebra (64)–(66) ensures that the
Hamiltonian density (67) does not give rise to further constraints and thus does not pick up
additional terms.
We briefly remark on a well-known subtlety with regards to the intimate relationship be-
tween path-independence and spacetime diffeomorphism invariance of canonical dynamics.
Indeed, while the required path-independence of the canonical dynamics geometrically im-
plements the idea that the dynamics be invariant under spacetime diffeomorphisms, at first
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sight it may be somewhat disturbing to learn that not even infinitesimal spacetime diffeo-
morphisms can be represented on our geometric phase space constituted by the ϕA and piA.
This can be remedied, however, by first extending the phase space such as to additionally
include the four component fields Xa of the foliation map and associated canonically conju-
gate momenta Πa and then dressing up the Hamiltonian (67) such as to include these new
variables. Exactly along the same lines demonstrated in [14] for parametrized dynamics and
in [15] for the case of a metric geometric phase space, one then constructs an action of the
diffeomorphism algebra on the extended phase space. Since these steps do not change the
physical contents of the theory, the issue of understanding the diffeomorphism invariance of
the gravitational theories obtained by gravitational closure is resolved in same fashion as in
standard general relativity.
C. Functional differential reformulation of the constraint algebra
The conditions (63) and the constraint algebra (64)–(66) provide functional differential
conditions onH (n) and D(~n) that turn out to be so strong as to determine the gravitational
superhamiltonian and supermomentum under the matter conditions listed in II C and the
embedding properties of the Hamiltonian stipulated in IV B. The resulting Hamiltonian (67)
then generates the evolution of phase space curves (ϕA(t), piA(t)) with respect to what, from
a spacetime point of view, is the foliation parameter t. The thus generated “geometry movie”
on the manifold Σ can then be embedded, frame by frame, into the spacetime manifold by
virtue of the one-parameter family Xt : Σ ↪→M by letting n := n and ~n := ~n, which results
in the immutable spacetime geometry G. This is the mechanism underlying the dynamical
closure of prescribed canonically quantizable matter dynamics. In this subsection, we solve
the autonomous third constraint equation (66) for the supermomentum D(~n) and are thus
able to reformulate the first two constraint equations (64) and (65) as linear functional
differential equations for a suitable Lagrangian functional.
Carefully taking into account the parametrization ĝA of the canonical geometry gA in
terms of the configuration variables ϕA, one finds that the second condition of (63) together
with the constraint algebra equation (66) already completely determines the constraint func-
tional to be
D(~n) =
∫
Σ
d3z piA(z)
∂ϕ̂A
∂gA
(ĝ(ϕ(z))) (L~n gˆ(ϕ))A (z) , (68)
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with the only, but significant, improvement compared to (4.16) of [5] being the appearance
of the intertwiner map ∂ϕ̂A/∂gA and the parametrization map ĝA .
The first condition of (63), in contrast, is much weaker, for it does not determine in
any way the superhamiltonian’s ultralocal dependence on the momentum fields piA. But it
crucially allows to determine the dependence on derivatives of the momentum fields. Indeed,
as is shown in [12], it enforces
H (n) =
∫
Σ
d3z n(z)
[Hlocal[ϕ; pi)(z)− ∂γ (MAγ(ϕ)piA) (z)] , (69)
for a still entirely unknown functional Hlocal[ϕ, pi) that is local in the configuration variables
and ultralocal in the momenta. The dependence on derivatives of the momenta in equation
(69) is controlled by the coefficient
MAγ(ϕ) :=
∂ϕ̂A
∂gA
(ĝ(ϕ)) ea0(t, σ)
∂gA
∂∂γXa
(t, σ) , (70)
whose last factor is easily calculated in practice from the definition of the gA using the
identities
∂em0
∂∂γXa
= −(degP − 1)emσ e0apσγ and
∂emµ
∂∂γXa
= δma δ
γ
µ (71)
for the tangent frame fields, and
∂0m
∂∂γXa
= −0aγm and
∂µm
∂∂γXa
= −µaγm + (degP − 1)0m0apµγ (72)
for the cotangent fields.
Thus the gravitational Hamiltonian (67) is determined so far only up to the functional
Hlocal[ϕ; pi). The determination of this remaining piece of the superhamiltonian requires
significant work and will finally lead to the gravitational closure equations in the next sub-
section.
We prepare the derivation of these closure equations by following again [5] closely in
applying a trick due to Kuchar˘ [16], which converts both the first two constraint equations
into linear equations. To this end, we define the generalized velocity fields
kA[ϕ; pi) :=
∂Hlocal
∂piA
[ϕ; pi) (73)
and subsequently perform a formal Legendre transformation on the piA, rewriting
Hlocal[ϕ; pi) = piAkA[ϕ; pi)− L[ϕ; k[ϕ; pi)) (74)
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and thus trading the unknown density Hlocal[ϕ, pi) for another unknown density L[ϕ, k). The
benefit of this trade, however, is that the quadratic condition (64) on H is converted into
a merely linear homogeneous functional differential equation for the functional L. Indeed,
using the same idea as in [5], but now employing the parameterization ĝA of the canonical
geometry in terms of the configuration variables ϕ, one picks up crucial additional terms
and finally obtains the functional differential form of (64). More precisely, using the
shorthand notation Q:A
α1...αN :=
∂Q
∂∂α1...αNϕ
A
, (75)
to denote partial derivatives with respect to partial derivatives of configuration variables
over Σ, where Q is any differentiable function of the configuration variables and their partial
derivatives on Σ, this functional differential equation equivalent to the bracket (64) reads
0 = −kB(y)
(
δL(x)
δϕB(·)
)
(y) + (∂γδx) (y)k
B(y)MAγ :B(x)
∂L
∂kA
(x) + ∂µ
(
δL(x)
δϕB(·)M
Bµ
)
(y)
+∂µ
(
∂L
∂kA
)
(x)
[
(degP − 1)pρµFAρν −MB[µ|MA|ν]:B
]
(x) (∂νδx) (y)
− ∂L
∂kA
(x)
[
(degP − 1)pρν (EAρ + FAργ,γ)+ ∂µ (MB[µ|MA|ν]:B) ](x) (∂νδx) (y)
−(x←→ y) (76)
with the new coefficients EAµ and F
A
µ
ν defined by
∂ϕ̂A
∂gA
(L~nĝ(ϕ))A =: nµEAµ − ∂γnµFAµγ . (77)
Similarly, one rewrites the second constraint algebra relation (65) as an additional linear
homogeneous functional differential equation for the density L, namely
0 =
(
∂L
∂kB
)
(y) kA(y)
[
EBµ:A(y)δy(x) +
(
EBµ:A
γ + FBµ
γ
:A
)
(y)(∂γδy)(x)
]
−kA(y)(∂γ ∂L
∂kB
)(y)FBµ
γ
:A(y)δy(x)
−
(
kA
∂L
∂kA
− L
)
(y)(∂µδy)(x) + ∂µ
(
kA
∂L
∂kA
− L
)
(y)δy(x)
+
(
EAµ + F
A
µ
γ
,γ
)
(x)
δL(y)
δϕA(x)
+ FAµ
γ(x)∂γ
(
δL(y)
δϕA(·)
)
(x) . (78)
The coefficients EAµ, F
A
µ
ν , MBµ and pαβ are completely determined by the triple (M,G,P ),
and need to be provided as input when solving the functional differential equations (76) and
(76), or the indeed equivalent closure equations derived in the next subsection, for the only
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remaining unknown functional L. We will therefore refer to these four types of coefficients
as the input coefficients from now on. They are always directly calculated from the initially
specified matter dynamics and their background geometry G.
D. Gravitational closure equations
The gravitational closure equations for any given field theory satisfying the matter con-
ditions of II C are the countably infinite set of partial differential equations that follow for
the sequence of coefficient functionals
C[ϕ] , CA1 [ϕ] , CA1A2 [ϕ] , . . . , , (79)
which depend at most locally on the configuration variables ϕA, upon insertion of the func-
tional
L[ϕ;K) =
∞∑
N=0
CA1...AN [ϕ]k
A1 · · · kAN (80)
into the functional differential equations (76) and (78). This reformulation of the two func-
tional differential equations comes at the price of now having to solve countably many
equations which however makes the problem directly accessible to the full machinery [6]
that is nowadays available for the study of systems of linear partial differential equations.
The derivation of these linear homogeneous equations, which present the desired gravi-
tational closure equations, is a painstaking exercise. Despite two crucial modifications, it
proceeds technically in full analogy to the steps performed in [5]. The first modification
presented by our now employing a parametrization ĝA of the canonical geometry gA in
terms of the unconstrained configuration variables ϕA, such that the generically non-linear
polynomial frame conditions and any additional symmetry conditions for the tensor fields
gA are captured automatically. The second modification is that we now convert also the
second functional differential equation for L, equation (78), into a set of partial differential
equations, since the (anyhow somewhat awkward) workaround taken before is no longer
available for the generalized tensor components we now use as configuration degrees of free-
dom [17]. Since it is ultimately straightforward to adapt the calculations of [5] to the new
technical developments of this paper, we content ourselves with displaying the resulting set
of linear homogeneous partial differential equations in terms of the
seven individual equations (C1) to (C7) and
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fourteen sequences of equations (C8N) to (C21N) for N ≥ 2
on the last two landscape pages of this article. Those are the gravitational closure equa-
tions. Set up by provision of the matter-determined input coefficients EAµ, F
A
µ
ν , MAµ and
pαβ, their solution yields the sequence of output coefficients {CA1...AN [ϕ]}N≥0 and thus the
dynamics for the spacetime geometry.
The explicit form of these gravitational closure equations, as they are listed on the last
two pages of this article, has already been simplified in so far as their derivation yields that,
for N ≥ 2, all output coefficients are functions
CA1A2...AN (ϕ, ∂ϕ, ∂∂ϕ) , (81)
which only depend on at most second partial derivatives of the configuration variables ϕA
with respect to the base manifold Σ . A weaker result applies to the first two output
coefficients
C[ϕ] and CA[ϕ] , (82)
namely that if CA depends on partial derivatives of the ϕ up to the D-th order, then
C depends on partial derivatives up to order max{2, D + 1}. A stronger result holds if
the input coefficient MAµ vanishes identically, for then C depends on the configuration
variables ϕ to at most second derivative order. Thus one of the first questions one typically
wishes to address early on, when solving the gravitational closure equations for specific input
coefficients, is the value of D.
E. Canonical equations and equivalent spacetime action
A practically most convenient result is turned up by translation of our results from
the canonical picture back to a spacetime formulation. Indeed, the gravitational closure
equations immediately provide a perfectly simple, ready-to-use spacetime action that just
needs to be varied, as usual, with respect to the components of the spacetime geometry in
order to obtain the gravitational field equations.
In the canonical picture, it is the Hamiltonian (67) that determines the evolution of our
canonical configuration and momentum degrees of freedom according to
ϕ˙At (y) = {ϕA(y), H(n,~n)}t and p˙iA(y) = {piA(y), H(n,~n)}t , (83)
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where the dot denotes the derivative with respect to the foliation parameter t. The parameter
t as well as the lapse nt and shift ~nt precisely parametrize the possible choices one could
make to embed the three-dimensional manifold Σ, on which the canonical dynamics play
out, into the four-dimensional spacetime. The required diffeomorphism invariance of the
theory is precisely the freedom to choose this embedding without changing the contents of
the theory, see the first and second embedding property in section IV B.
Inclusion of matter, with a Hamiltonian Hmatter[A;ϕ, n, n
α) that does not depend on
derivatives of the ϕA, n and nα, thus leads to the geometric evolution equations
δHmatter
δϕ(x)
= −
[
∂t − nµ∂µ − ∂µnµ + (∂γn)∂M
B γ
∂ϕ
− (∂γnµ)
∂FBµ
γ
∂ϕA
]
∂L
∂kB
(x)+
∫
d3y n(y)
δL(y)
δϕ(x)
,
(84)
and the two constraint equations
δHmatter
δn(x)
= − [kA − ∂γMAγ −MAγ∂γ] ∂L
∂kA
(x) + L(x) (85)
and
δHmatter
δnµ(x)
= − [∂µϕA + ∂γFAµγ + FAµγ∂γ] ∂L
∂kA
(x) , (86)
in all three of which the kA are to be replaced by
kA(x) =
1
n(x)
[
∂tϕ− (∂γn)MAγ − nµ∂µϕA + (∂γnµ)FAµγ
]
(x) (87)
after previous execution of all related derivatives. The constraints are thus manifestly of
at most first derivative order in the foliation parameter t, and the evolution equations of
at most second derivative order in t, with respect to any chosen foliation. So there are, in
particular, no Ostrogradsky ghosts [18]. The Helmholtz action giving rise to these canonical
equations of motion is simply
S[ϕ, pi, n, nα] =
∫
dt
{
−Ht[ϕ, pi, n, nα] +
∫
Σ
d3z
(
piAϕ˙
A
)
(z)
}
, (88)
but, remarkably, can be expressed directly in terms of the functional L that follows from a
solution of the gravitational closure equations. To see this, one uses the first Hamiltonian
equation of motion in (83) above to express the derivative of the configuration variables with
respect to the foliation parameter as
ϕ˙A = n kA[ϕ; pi) + (∂γn)M
Aγ(ϕ) +
∂ϕ̂A
∂gA
(ϕ) (L~nĝ(ϕ))A . (89)
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Upon insertion of this expression and the partially determined Hamiltonian (69) into the
Helmholtz action (88), one immediately observes that all terms but the ones coming from
the local superhamiltonian drop out. Finally converting the kA back to the ϕ˙A by use of the
first Hamiltonian equation, one obtains an equivalent action
S[φ,N,Nα] =
∫
dt
∫
Σ
d3z Lgeometry[φ,N,N
α](t, z) (90)
where the capitalized quantities
φ(t, z) := ϕt(z) , N(t, z) := nt(z) , N
α(t, z) := nαt (z) (91)
numerically precisely coincide with the configuration variables, the lapse and the shift, but
are now all considered as spacetime quantities, rather than one-parameter families on the
manifold Σ. In particular, functionals of the capitalized quantities may now include time
derivatives, such as the Lagrangian density obtained by simple multiplication of the lapse
N with the solution L of the gravitational closure equations,
Lgeometry[φ,N,N
α] = N · L
[
φ,
1
N
(
(φ˙A − (∂γN)MAγ(φ)− ∂ϕ̂
A
∂gA
(φ) (L ~N ĝ(φ))A
))
. (92)
Indeed, it is quickly checked that varying the thus obtained total action
Sgeometry[φ,N,N
α] + Smatter[A;φ,N,N
α) (93)
with respect to the φ, N and Nα in a way that properly includes also time derivatives in
the variations, yields a set of equations equivalent to the canonical gravitational evolution
equations above.
V. EXAMPLES: MATTER ON METRIC, BI-METRIC AND HIGHER-RANK GE-
OMETRIES
How truly simple it is now — due to the new parameterization technology of any canonical
geometry gA in terms of non-tensorial configuration variables ϕA — to set up the gravita-
tional closure equations for an admissible matter action on any tensorial background, is
illustrated by the three hopefully instructive examples presented in this last section. The
first one, in section V A, is a warm-up that starts from standard model matter, new only
in that it uses non-tensorial configuration variables as the simplest illustration of how the
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latter are employed in practice. An illustration of how unexpectedly non-trivial the grav-
itational closure can turn out to be is then provided by the second example, which starts
from an innocent-looking set of two scalar fields on a bi-metric background as the prescribed
matter theory, for which the corresponding closure equations are set up in section V B. The
last section V C finally presents the gravitational closure equations for a gravity theory of
some phenomenological interest, namely the one underpinning the most general birefringent
linear electrodynamics. The seriously involved closure equations for this theory are solved
perturbatively in [19].
A. Gravitational closure of Klein-Gordon theory on a metric geometry
The arguably simplest canonically quantizable matter field theory on a metric background
(M,G), and thus one that necessarily satisfies the matter conditions imposed in section II C,
is the Klein-Gordon action for a scalar field φ,
Smatter[φ;G) =
∫
d4x
√
−(detG··)(x)
[
Gab(x)∂aφ(x)∂bφ(x)−m2φ2(x)
]
, (94)
whose principal tensor can be read off directly from the highest order derivative term of the
associated field equations and has the components
P ij = Gij . (95)
All matter dynamics of the standard model of particle physics are constructed such that
they feature this principal tensor. Thus the above Klein-Gordon theory, standard abelian
and non-abelian gauge theory and indeed Dirac fields (the latter precisely because the Dirac
algebra γ(aγb) = Gab recovers again the same principal tensor) all produce the same triple
(M,G,G−1) , (96)
where the matter conditions (actually, in the metric case, the first matter condition already
implies the second and the third) require the metric G to have Lorentzian signature.
We now quickly rush through the steps described in this paper to set up the gravitational
closure equations. First, the induced geometry is calculated to be
g00 := G(0, 0) , g0α := G(0, α) , gα0 := G(α, 0) , gαβ := G(α, β) . (97)
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The associated frame conditions
p = g00 = 1 and pα = gα0 = 0 (98)
are obviously linear. Transition from the induced geometry to the corresponding 16 inde-
pendent tensor field components g, gα and gαβ, and subsequent implementation of the frame
constraints (98) together with the automatically linear symmetry constraints
g[αβ] = 0 and g[α0] = 0 , (99)
removes 1+3+3+3 tensor components. Thus, we are effectively only left with a symmetric
tensor field gαβ that can be parametrized in terms of six configuration variables ϕA. Of the
infinity of possible parametrizations, we choose the parametrization maps
ĝ αβ(ϕ) := IαβA ϕA and ϕ̂ A(g) := IAαβ gαβ , (100)
where the respective constant intertwining matrices need to satisfy the two conditions
IαβAIBαβ = δAB and IγδAIAαβ = δ(γα δδ)β (101)
in order to render the above pair a valid parametrization; a concrete choice [20] is
IαβA := 1√2

√
2 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0
√
2 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0
√
2

αβ
A
and IAαβ := 1√2

√
2 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
0 0 1 0 0 0 1 0 0
0 0 0 0
√
2 0 0 0 0
0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0
√
2

A
αβ
, (102)
which however is rarely needed explicitly. With this parametrization at hand, the input
coefficients defining the specific gravitational closure equations for this case are quickly
calculated to be given by
pαβ = gαβ , EAµ = ϕ
A
,µ , F
A
µ
γ = 2 IAµα IγαB ϕB , MAµ = 0 . (103)
Solving the resulting gravitational closure equations yields [16], as the only non-vanishing
dynamical potentials
C[ϕ] = − 1
2κ
1√− det ĝ(ϕ)(R[ĝ(ϕ)]− 2 Λ) , (104)
CAB(ϕ) =
1
8κ
1√− det ĝ(ϕ) IαβAIµνB(ĝαµ(ϕ)ĝβν(ϕ)− ĝαβ(ϕ)ĝµν(ϕ)) , (105)
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where R[g] denotes the Ricci curvature scalar built from an inverse three-dimensional metric
g and ĝαβ(ϕ) denotes the matrix inverse of ĝ
αβ(ϕ). But this is exactly the 3+1 decomposition
of the Einstein-Hilbert action
Sgeometry[G] =
1
2κ
∫
d4x
√
− detG··(x)
[
R(G(x), ∂G(x), ∂2G(x)) + 2Λ
]
(106)
with the gravitational constant κ and cosmological constant Λ having emerged as undeter-
mined constants of integration. Since nothing in our set-up has been designed to arrive
at this result, the above is a successful test of the gravitational closure approach, as we
know that the Einstein-Hilbert action is consistent with standard model matter. As indi-
cated above, this result as such has been derived a long time ago by Kuchar˘ and, indeed,
our parametrization of the canonical geometry gA in terms of non-tensorial configuration
variables ϕA was a sledgehammer used to crack a nut, since the frame conditions were
merely linear. But this will change dramatically already for the next, at first sight quite
innocent-looking example of two free scalar fields coupled to two different metrics.
B. Gravitational closure of two Klein-Gordon fields on a bi-metric geometry
A veritable surprise is in store when we consider the case of a bimetric geometry, featuring
two (a priori not signature-restricted) metrics G and H. In order to equip this geometry
with specific kinematical meaning, we inject the physical information contained in the matter
action
Smatter[φ, ψ;G,H) :=
∫
d4x
[√
−(detG··)(x)Gab∂aφ(x)∂bφ(x) +
√
−(detH··)(x)Hab(x)∂aψ(x)∂bψ(x)
]
,
(107)
for scalar fields φ and ψ, where additional terms giving rise to first and zeroth derivative
order terms at the level of the associated equations of motion could be added at will, since
they will not influence the principal tensor, which for this matter theory is calculated to be
the totally symmetrized product [10] of the principal tensors of the two individual Klein-
Gordon fields,
P ijkl = G(ijHkl) , (108)
which neatly illustrates the point made in section II A, namely that a multitude of matter
fields, and even a multitude of geometric tensors, still results — as it must — in one and only
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one principal tensor, which captures the information about the shared initial data surfaces,
and thus a triple
(M, {G,H}, P ) (109)
form the matter field dynamics (107). Moreover, it is straightforward to see that the principal
tensor P provided by the above symmetrized product has the algebraic dual
P#ijkl = G(ijHkl) (110)
and that P and P# are both hyperbolic, as is required by the canonical quantizability of
the matter action, if and only if both metrics G and H have Lorentzian signature.
The induced geometry is constructed similarly to the case of one Lorentzian spacetime
metric. However, there are now twice as many fields as there are two Lorentzian metrics
gαβ and hαβ, yielding
g00 := G(0, 0) , g0α := G(0, α) , gα0 := G(α, 0) , gαβ := G(α, β) ,
h00 := H(0, 0) , h0α := H(0, α) , hα0 := H(α, 0) , hαβ := H(α, β) , (111)
which satisfy, as always by construction of the employed frames, the frame conditions, which
in this case read
p = g00 · h00 = 1 and pα = 1
2
(h00 gα0 + g00 hα0) = 0 . (112)
Transition to the corresponding canonical geometry g, gα, gαβ, h, hα, hαβ requires to explicitly
impose twelve symmetry conditions
g[αβ] = 0 , h[αβ] = 0 , g[α0] = 0 , h[α0] = 0 , (113)
in addition to the frame conditions above, which reduce to requiring that
h00 =
1
g00
and hα0 = − 1
(g00)2
gα0 . (114)
One thus finds that only 16 of the 32 components of the canonical geometry are independent.
Unlike in the mono-metric case, however, the parametrization of the canonical geometry in
terms of non-tensorial configuration variables, as developed in this paper, is now seriously
needed, since the frame conditions are non-linear. Since it helps to group the relevant
expressions, it is convenient to introduce the card game notation
ϕA =: (ϕ, ϕ1, ϕ2, ϕ3, ϕ1, . . . , ϕ6, . . . , ϕ1, . . . , ϕ6)A (115)
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for A = 1, . . . , 16, with the various groups of configuration variables mirroring the cor-
responding groups of tensors making up the canonical geometry, which we choose to
parametrize as
ĝ(ϕ) := ϕ , ĝ α(ϕ) := Iαa ϕa, ĝ αβ(ϕ) := IαβA ϕA , ĥαβ(ϕ) := IαβA ϕA , (116)
where a lowercase Latin index a ranges over 1, 2, 3, while an uppercase Latin index A ranges
over 1, . . . , 6. The constant intertwining matrices IαβA and IAαβ are as in the previous
example of a mono-metric geometry, while
Iαa :=
[
1 0 0
0 1 0
0 0 1
]α
a
and Iaα :=
[
1 0 0
0 1 0
0 0 1
]a
α
, (117)
and thus satisfy Iαb Iaα = δab and Iαa Iaβ = δαβ . The input coefficients are then straightfor-
wardly calculated. Whenever it is convenient to keep terms and notation short and clear,
the split of the configuration variables devised above will also be used in the expressions for
the input coefficients. The input coefficients are
pαβ =
1
6ϕ
IαβA
(
ϕA + ϕ2ϕA
)
− 2
3(ϕ)2
IαaIβb ϕaϕb ,
EAµ = ϕ
A
,µ ,
F ·µγ = 0 , F aµγ = IaµIγb ϕb , FAµγ = 2 IAµαIγαB ϕB , FAµγ = 2 IAµαIγαB ϕB ,
M · γ = −2 Iγa ϕa ,
Ma γ =
1
2
Ia αIαγA
(
(ϕ)2ϕA − ϕA
)
− 2
ϕ
Iγb ϕa ϕb ,
MAγ =
1
ϕ
IAαβIαaIβγB ϕa
(
ϕB + (ϕ)2 ϕB
)
− 4
(ϕ)2
IAαβIαaIβbIγc ϕa ϕb ϕc ,
MAγ = − 1
(ϕ)3
IAαβIαaIβγB ϕa
(
ϕB + (ϕ)2ϕB
)
+
4
(ϕ)4
IAαβIαaIβbIγc ϕa ϕb ϕc . (118)
With these input coefficients, the gravitational closure equations can be set up.
It is evident that the case of a bi-metric spacetime does not decompose into two separate
metric sectors, as is often intuitively assumed, since then the fact that one shared principal
tensor is required in order to allow for a common evolution from common initial data surfaces
would not be taken into account. Finding the most general Lagrangian for bi-metric gravity
is as complicated as solving the gravitational closure equations specialized to the input
coefficients (118). Their explicit solution is an open problem to be solved if one proposes
such a theory. The linearized gravitational field equations, however, have already been
obtained [21].
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C. Gravitational closure of general linear electrodynamics
We finally set up the gravitational closure equations for the refinement of Maxwell theory
that equips an abelian gauge covector field A with the dynamics
Smatter[A;G) =
∫
d4x(pqrsG
pqrs(x))−1Gabcd(x)Fab(x)Fcd(x) for Fab := ∂aAb − ∂bAa
(119)
on an orientable four-dimensional area metric manifold [22], which carries the canonical
top form density  with 0123 = 1 and a fourth rank contravariant tensor field G featuring
the algebraic symmetries Gabcd = Gcdab and Gabcd = G[ab][cd] and satisfying abcdG
abcd 6= 0
everywhere. The principal tensor of this theory has been calculated first by Rubilar [23, 24]
and takes the form
P ijkl = − 1
24
( 1
24
abcdG
abcd)−2mnpqrstuGmnr(iGj|ps|kGl)qtu , (120)
whose non-polynomial dependence of the geometric tensor G presents a technically par-
ticularly involved kinematical structure. The requirement that the above general linear
electrodynamics satisfy the three matter conditions requires that G lie in one of seven (out
of a total 23) algebraic classes [22]. The induced geometry features fields with antisymmetric
index pairs, which we can dualize using the volume form density on Σ, arriving at the set
gαβ := −G(0, α, 0, β) , (121)
gαβ :=
1
4
1
det g··
αµνβρσG(
µ, ν , ρ, σ) , (122)
gαβ := (g
−1)αµ
(
1
2
1√
det g··
βκλG(
0, µ, κ, λ)− δµβ
)
. (123)
The frame conditions for the employed frames, expressed in terms of the induced fields, are
gαβgαβ = 0 and g[αβ] = 0 .
Transition to the corresponding canonical geometry gαβ, gαβ, gαβ thus requires to ex-
plicitly enforce these four conditions, together with the remaining symmetry conditions by
requiring that
gαβgαβ = 0 , g[αβ] = 0 , g
[αβ] = 0 , g[αβ] = 0 , (124)
reducing the a priori 27 independent entries of the tensor fields that make up the canon-
ical geometry by 10. In order to account for these conditions, we thus need to choose 17
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unconstrained configuration variables. It is convenient to denote them by
ϕA := (ϕ1, . . . , ϕ6, ϕ1, . . . , ϕ6, ϕ1, . . . , ϕ5) (125)
and to construct the parametrization maps (a, b, c = 1 . . . 6 and m,n = 1 . . . 5)
ĝαβ(ϕ) := Iαβaϕa , ĝαβ(ϕ) := Iaαβ∆abϕb , ĝαβ(ϕ) := Iaαβ
(
δba −
naϕ
b
ncϕc
)
(m)bϕ
m ,
(126)
where ∆ab are the constant components of the standard inner product on R6, and ta, e(1)a , . . . , e(5)a
are the components of constant orthonormal basis vectors chosen such that Iaαβ∆abtb is a
positive definite matrix. Note that na := ∆abt
b , (1)a := ∆abe
(1)b , . . . , (5)a := ∆abe
(5)b is
then the dual basis. Conversely, extraction of the configuration variables ϕA from the tensor
fields gA constituting the canonical geometry is achieved by the maps
ϕ̂a(g) := Iaαβgαβ , ϕ̂a(g) := ∆abIαβb gαβ , ϕ̂m(g) := Iαβae(m)agαβ , (127)
which indeed recover precisely the configuration variables employed in the parametrization,
as one readily checks. It is clear by construction that the three maps ĝ, ĝ, ĝ produce
symmetric tensor fields, so that the last three conditions above are obviously satisfied, while
ĝαβ(ϕ)ĝαβ(ϕ) = IαβaIbαβ
(
δcb −
nbϕ
c
ndϕd
)
(m)cϕ
aϕm = (m)aϕ
aϕm − (m)aϕaϕm = 0 , (128)
shows that also the first condition above is satisfied. The intertwiners associated with this
parametrization are then readily calculated as
∂ĝαβ
∂ϕa
= Iαβa , ∂ĝαβ
∂ϕa
= ∆abIbαβ , ∂ĝαβ
∂ϕm
= Iaαβ
(
δba −
naϕ
b
ncϕc
)
(m)b , (129)
∂ĝαβ
∂ϕa
= Ibαβnbnaϕ
c(m)cϕ
m
(ndϕd)2
− Ibαβnb (m)aϕ
m
ncϕc
, (130)
∂ϕ̂a
∂gαβ
= Iaαβ , ∂ϕ̂
a
∂gαβ
= ∆abIαβb , ∂ϕ̂
m
∂gαβ
= Iαβae(m)a . (131)
The input coefficients for the gravitational closure equations are therefore
pαβ =
1
6
(
ĝαγ ĝβδĝγδ − ĝαβ ĝγδĝγδ − 2ĝαβ ĝδµĝγν ĝµγ ĝνδ + 3ĝγδĝαµĝβν ĝµγ ĝνδ
)
,
Eaµ = ϕ
a
,µ , E
a
µ = ϕ
a
,µ , E
m
µ = ϕ
a
,µ ,
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F aµ
γ = 2IaγαIµαbϕb , F aµγ = −2∆ab∆cdIγαbIcµα ϕd , Fmµγ = −2∂ϕ̂
m
∂gγα
∂ĝµα
∂ϕn
ϕn ,
Maγ = 2(det ĝ··(ϕ))1/2 IaαβIν(α|b|β)µγ ∂ĝµν
∂ϕm
(ϕ)ϕbϕm ,
Maγ = 6(det ĝ··(ϕ))−1/2 αµν∆abIαβbIλνcpµγ(g(ϕ))∂ĝβλ
∂ϕm
(ϕ)ϕcϕm ,
Mmγ = −(det ĝ··(ϕ))1/2µνγ
(
ĝ
−1)
µα
∂ϕ̂m
∂gαβ
(ϕ)
Iκλb∂ĝβλ
∂ϕn
(ϕ)
∂ĝκν
∂ϕl
(ϕ)ϕbϕnϕl + Ibβν∆bcϕc
 .
(132)
The corresponding gravitational closure equations differ significantly from those proposed
for this case in [5], because now the non-linear frame conditions are already taken care of by
our use of non-tensorial configuration degrees of freedom, while previously they had to be
added by hand and thus made the problem of solving the equations prohibitively difficult.
An exact solution of the gravitational closure equations for the general linear electrody-
namics (119) is hard to obtain, due to the complicated input coefficients (132). But even if
exact solutions of the closure equations were obtained, they would just lead to exact field
equations for an area metric, which in turn one typically would have to solve either by im-
posing some symmetry assumption or by resorting to perturbation theory — as is already
the case for the standard Einstein field equations for a Lorentzian metric. For this reason,
one may equally well aim at ultimately linearized or symmetrized gravitational field equa-
tions already at the level of the closure equations. Carefully taking into account how far
truncated partial differential equations may be evaluated and under which circumstances
symmetry conditions may be inserted already at the level of the action, meanwhile these
strategies have been implemented successfully, leading to linearized [19] and cosmological
[25] gravitational field equations for an area metric.
VI. CONCLUSIONS
We showed how to gravitationally close a given set of matter field equations, in the sense
of providing equations of motion for the background geometry on which the matter dynamics
have been formulated in the first place. Practically, this is done by following the concrete
calculational sequence
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matter equations → input coefficients → output coefficients → gravity equations.
The first step, at its core, is a straightforward standard calculation in the theory of partial
differential equations, namely the calculation of the principal tensor of the matter field equa-
tions one starts from. It is then easy to identify the canonical geometry and to parametrize
the latter in terms of non-tensorial configuration variables such that generically non-linear
frame conditions are automatically captured and thus need not be worried about anymore in
the remaining course of the treatment. If the matter dynamics are canonically quantizable,
the previously calculated principal tensor features all the properties needed to calculate the
input coefficients that are required to set up the gravitational closure equations, although the
actually required conditions of section II C on the matter dynamics are generically weaker
than their canonical quantizability. The second step then consists in solving the gravitational
closure equations for the output coefficients, yielding a gravitational Hamiltonian subject to
the conditions of section IV B. Depending on the complexity incurred by the specific input
coefficients at hand, one may be able to find their general local solution, have to resort to
perturbative techniques or employ a symmetry reduction in order to extract physical pre-
dictions. The third step is again straightforward, as it merely consists of employing the
output coefficients to compose the gravitational action, whose variation with respect to the
configuration variables then yields one side of the thus defined gravitational field equations.
The other side is of course provided by the same variation, but applied to the matter action
from which the entire construction started.
There are only a few routes by which one can escape the gravitational closure mechanism
when presented with a matter theory coupled to some geometry. One is to introduce, in
addition to the geometry employed in the matter dynamics, additional gravitational degrees
of freedom to which none of the matter fields couple directly; this allows for arbitrary
modifications to the gravitational dynamics, and thus comes at the cost of needing an
infinite number of experiments to determine the constants of the theory before it becomes
numerically predictive. The other circumvention would be to drop matter conditions for at
least some of the matter that inhabits the universe one wishes to model. This would certainly
exclude canonically quantizable matter, but also, depending on how many of the three matter
conditions are violated, would prevent a consistent classical notion of massive particles in the
best case, or additionally an observer-independent notion of positive energy, or, in the worst
case, additionally massless particles. We believe that this cascade of problems, incurred
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when dropping our matter assumptions underlines the physical soundness of the latter, and
thus that of the gravitational closure procedure built on it.
Fundamentally, the ability to perform the gravitational closure of canonically quantiz-
able matter dynamics allows us to inject our current and future knowledge about matter
directly into the construction of gravity theories. Additional constraints, such as the ab-
sence of ghosts, can and should be employed to further reduce the linear solution space of
the gravitational closure equations. However, it is typically the specific gravitational closure
equations as they follow from concrete matter dynamics — and not sweeping theoretical
constraints — that effectively reduce the spectrum of possible gravity theories, such that,
at best, only a finite number of constants are left to be determined by observation. Indeed,
even decisive generic requirements, such as diffeomorphism invariance or ghost-freedom, do
generally not achieve that.
Phenomenologically, one can now ask questions that hitherto were not systematically
accessible, since they require bridging the gap between a hypothesis about matter and the
resulting gravitational implications. For instance, a systematic exploration of the simple
question whether there is any evidence for birefringence of light in vacuo, compels one to
forsake the assumption of a metric background geometry in a favor of a refinement [26–30]
that can be written by a fourth rank tensor G, such that Maxwell’s action is refined to the
general linear electrodynamics, whose gravitational closure equations we derived in section
V C. The refined Maxwell theory is canonically quantizable [4, 31, 32] and thus provides
valid input coefficients for the pertinent gravitational closure equations. The temptation to
discard such a refinement a priori is quite delusive. For even if coarse geometric optics ef-
fects are undetectable, the above action still predicts accumulative modifications for the way
electromagnetic field energy is transported [12]. These result in a potentially measurable
modification of Etherington’s distance duality relation [33] already in a weak gravitational
field that admits birefringence [19], and which may also address otherwise inexplicable mag-
nification anomalies [34].
Based on the results of the present paper, we believe that the construction of gravity
theories must consider the dynamics of all matter fields that will populate a spacetime right
from the start. The gravitational closure equations enable one to put this insight to imme-
diate practical use. Either as a complete consistency check for an existing gravity theory, or
for its derivation.
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