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Abstract. We prove that if the Hausdorff dimension of E ⊂ Rd, d ≥ 2 is greater than d
2
+ 1
3
,
the set of gaps of 2-chains inside E,
∆2(E) = {(|x− y|, |y − z|) : x, y, z ∈ E} ⊂ R
2
has positive Lebesgue measure. It generalizes Wolff-Erdogan’s result on distances and improves
a result of Bennett, Iosevich and Taylor on finite chains.
We also consider the similarity class of 2-chains,
S2(E) =
{
t1
t2
: (t1, t2) ∈ ∆2(E)
}
=
{
|x− y|
|y − z|
: x, y, z ∈ E
}
⊂ R,
and show that |S2(E)| > 0 whenever dimH(E) >
d
2
+ 1
7
.
1. Introduction
1.1. Falconer distance conjecture. Given E ⊂ Rd, d ≥ 2, one can define its distance set as
∆(E) = {|x− y| : x, y ∈ E}.
One of the most interesting open problems in geometric measure theory is the Falconer distance
conjecture, which states that ∆(E) has positive Lebesgue measure whenever dimH(E) >
d
2 . The
best currently known results are due to Wolff ([18]) in two dimensions and Erdogan ([2]) in higher
dimensions. They proved that |∆(E)| > 0 if the Hausdorff dimension of E is greater than d2 + 13 .
Both Wolff and Erdogan used the paradigm to attack the Falconer distance problem invented
by Mattila in [15]. That is, to show ∆(E) has positive Lebesgue measure, it suffices to show that
there exists a measure µ on E such that
(1.1) M(µ) =
∫ (∫
Sd−1
|µ̂(rω)|2dω
)2
rd−1dr <∞.
We callM(µ) the (classical) Mattila integral. It is widely known that for any ǫ > 0, there exists a
measure µ on E, called Frostmen measure, such that the energy integral
IdimH(E)−ǫ(µ) =
∫
|µ̂(ξ)|2|ξ|−d+dimH(E)−ǫ dξ <∞.
What Wolff and Erdogan proved is, for this Frostman measure µ, the spherical average
(1.2)
∫
Sd−1
|µ̂(rω)|2dω . r− d+2dimH(E)−24 +ǫ.
1
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Then the Mattila integral M(µ) is bounded above by∫ (∫
Sd−1
|µ̂(rω)|2dω
)
r−
d+2dimH(E)−2
4 +ǫ · rd−1dr = I 3d−2 dimH(E)+2
4 −ǫ
(µ) . IdimH(E)−ǫ(µ) <∞
if dimH(E) >
d
2 +
1
3 .
1.2. Falconer-type problems and the d+12 barrier. In addition to distances, one can also
consider other geometric notions, such as dot products, simplices, angles, etc. (see e.g. [3, 7, 6,
8, 9, 12] and references therein). An interesting fact is, among all currently known results, the
dimensional exponent d+12 appears again and again. For example, in the paper where Falconer
came up with the distance conjecture ([4]), he showed that dimH(E) >
d+1
2 is sufficient to make
sure |∆(E)| > 0. For a very large class of functions Φ(x, y) : Rd × Rd → R, called generalized
projections, Peres and Schlag ([17]) showed that if dimH(E) >
d+1
2 ,
|∆y(E)| = |{Φ(x, y) : x ∈ E}| > 0
for a lot of points y ∈ E. In [12], it is shown that, the set of angles determined by E,
{θ(x, y, z) : x, y, z ∈ E} =
{
arccos
(x− y) · (z − y)
|x− y||z − y| : x, y, z ∈ E
}
has positive Lebesgue measure whenever dimH(E) >
d+1
2 . In [1], it is shown that if dimH(E) >
d+1
2 ,
then for any k ∈ Z+, the k-chain set,
(1.3) ∆k(E) = {(|x1 − x2|, |x2 − x3|, . . . , |xk − xk+1|) : xj ∈ E} ⊂ Rk
has positive Lebesgue measure. One can also see [3], [13], [11], where d+12 is obtained in different
cases, with different methods.
Due to a counterexample of Falconer (see, e.g. [4]), d2 is the expected dimensional threshold for
all problems above. However, except the distances, right now people get stuck at d+12 . Therefore a
reasonable short-term goal is to beat the d+12 barrier.
1.3. 2-chains inside thin subsets of Euclidean spaces. In this paper, we beat the d+12
barrier on 2-chains. Let
∆2(E) = {(|x− y|, |y − z|) : x, y, z ∈ E}.
The idea in Bennett-Iosevich-Taylor’s d+12 argument on k-chains([1]) is, if we can show that for
most x1 ∈ E, the pinned distance set
∆x
1
(E) = {|x2 − x1| : x2 ∈ E}
has positive Lebesgue measure, then induction argument works by setting x2 as the new ”pin”.
However, as we mentioned above, the best known dimensional threshold for the pinned distance
problem is d+12 (see, e.g., [17], [13], [11]) and it seems very hard to improve it. Since the 2-chain
problem is weaker than the pinned distance problem, one may wonder if other ideas could help.
In this paper, with an idea of group actions that will be explained in next subsection, we
shall show that dimH(E) >
d
2 +
1
3 is sufficient. Notice this dimensional threshold is the same as
Wolff-Erdogan’s bound on distances.
Theorem 1.1. Suppose E ⊂ Rd, d ≥ 2 and dimH(E) > d2 + 13 . Then
∆2(E) := {(|x− y|, |y − z|) : x, y, z ∈ E}
has positive 2-dimensional Lebesgue measure.
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1.4. Similar 2-chains. We also consider the similarity class of ∆2(E), that is equivalent to{
t1
t2
: (t1, t2) ∈ ∆2(E)
}
=
{ |x− y|
|y − z| : x, y, z ∈ E
}
⊂ R.
Theorem 1.2. Suppose E ⊂ Rd, d ≥ 2 and dimH(E) > d2 + 17 . Then
S2(E) =
{
t1
t2
: (t1, t2) ∈ ∆2(E)
}
=
{ |x− y|
|y − z| : x, y, z ∈ E
}
⊂ R
has positive 1-dimensional Lebesgue measure.
1.5. Group actions and generalized Mattila integrals. While the classical Mattila inte-
gral (1.1) and its connection with the distance problem can be derived directly ([15],[19]), authors
in [8] take a geometric point of view, that has been proved so useful in the solution of the Erdo˝s
distance conjecture ([10]).
Notice that |x − y| = |x′ − y′| if and only if there exists θ ∈ O(d) such that x − θx′ = y − θy′.
So we can work on the orthogonal group O(d) to count the repetition of distances. With this
idea, together with other brilliant ideas and techniques, Guth and Katz solved the Erdo˝s distance
conjecture in the plane, that is, for any finite set P ⊂ R2,
#(∆(P )) = #{|x− y| : x, y ∈ P} ≥ Cǫ#(P )1−ǫ.
The key observation in [8] is, the Mattila integral (1.1) can be written as an integral with the
Haar measure on O(d) involved, i.e.∫ ∞
0
(∫
Sd−1
|µˆ(rω)|2 dω
)2
rd−1 dr = cd
∫
|µˆ(ξ)|2
(∫
O(d)
|µˆ(θξ)|2 dλO(d)(θ)
)
dξ.
With this observation, authors in [8] developed a generalized version of Mattila integral to study
the set of simplices. Recently, with a very simple argument, the author ([14]) gave an alternative
derivation of the Mattila integral and generalizes it to the case
∆Φ(E1, . . . , Ek+1) = {Φ(x1, . . . , xk+1) : xj ∈ Ej},
where Φ : Rd(k+1) → Rm satisfies that
Φ(x1, x2, . . . , xk+1) = Φ(y1, y2, . . . , yk+1)
if and only if
(y1, y2, . . . , yk+1) = (gx1, gx2, . . . , gxk+1)
for some g ∈ G, a group admitting Haar measures.
In this paper, we consider chains inside E of length 2, that is, Φ(x, y, z) = (|x − y|, |y − z|).
Unfortunately, since x, y, z are not symmetric, we cannot find a group G such that
(1.4) (|x − y|, |y − z|) = (|x′ − y′|, |y′ − z′|)
if and only if gx = x′, gy = y′, gz = z′ for some g ∈ G. But the idea of group actions still helps
because we can parametrize the surface
{(x, y, z) : (|x − y|, |y − z|) = ~t}
by
{(u+ x, u, u+ z) : u ∈ Rd, (|x|, |z|) = ~t}
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and
{(u+ θ1x~t, u, u+ θ2z~t) : u ∈ Rd, θ1, θ2 ∈ O(d)},
where (x~t, z~t) is any fixed point such that (|x~t|, |z~t|) = ~t.
We need more notations. Let φ ⊂ C∞0 ,
∫
φ = 1 and denote φǫ = 1
ǫd
φ( ·
ǫ
). For any probability
measure µ on E, denote µǫ = µ ∗ φǫ ∈ C∞0 (Rd). Define νǫ on the ǫ-neighborhood of ∆2(E) as
(1.5)
∫
R2
F (~t) dνǫ(~t) =
∫∫∫
F ((|x − y|, |y − z|))µǫ(x)µǫ(z) dx dµ(y) dz.
Theorem 1.3. With notations above.∫
R2
|νǫ(~t)|2 d~t ≈
∫∫ ∣∣∣∣∣
∫
O(d)
∫
µǫ(u + x)µǫ(u′ + θx) dx dθ
∣∣∣∣∣
2
dµ(u) dµ(u′).
Moreover, if there exists a measure µ on E such that the right hand side is bounded above uniformly
in ǫ, then ∆2(E) has positive Lebesgue measure.
For similar 2-chains, one can define∫
R
F (t) dν˜ǫ(t) =
∫∫∫
F (
|x− y|
|y − z| )µ
ǫ(x)µǫ(z) dx dµ(y) dz
and obtain the following integral.
Theorem 1.4. With notations above,
(1.6)
∫
R
|ν˜ǫ(t)|2 dt ≈
∫
R
∫∫ ∣∣∣∣∫∫ µǫ(u + x)µǫ(u′ + rθx) dx dθ∣∣∣∣2 dµ(u) dµ(u′) dr.
Moreover, if the right hand side is bounded above uniformly in ǫ, then
S2(E) =
{ |x− y|
|y − z| : x, y, z ∈ E
}
⊂ R
has positive Lebesgue measure.
1.6. Weighted spherical averaging operators. Let µ be a measure on E ⊂ Rd and ωt be
the normalized surface measure on tSd−1, then the most natural way to define a measure ν on its
distance set is, roughly speaking,
ν(t) =
∫
ωt(x− y) dµ(x) dµ(y) =< ωt ∗ µ, 1 >µ .
Then it is natural to look at the spherical averaging operator
Ttf(x) = ωt ∗ (fµ)(x).
The key in Bennett-Iosevich-Taylor’s proof on k-chains ([1]) is, if µ is a probability measure
satisfying
µ(B(x, r)) . rsµ , ∀x ∈ Rd, ∀ r > 0,
then for each t > 0,
(1.7) ||Ttf ||L2(µ) . ||f ||L2(µ), if sµ >
d+ 1
2
,
or equivalently,
(1.8) | < Ttf, g >µ | . ||f ||L2(µ)||g||L2(µ), if sµ >
d+ 1
2
.
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In fact, we can improve the dimensional exponent in (1.8) by taking average in t. Define a
measure ν on the distance set by
ν(t) =
∫
ωt(x− y) f(x)dµ(x) g(y)dµ(y) =< Ttf, g >µ .
Then derivations of Mattila integrals and Lemma 3.1, 3.3 imply
||ν||2L2 ≈
∫ (∫
Sd−1
|f̂µ(rω)| |ĝµ(rω)|dω
)2
rd−1dr . ||f ||2L2(µ)||g||2L2(µ), if sµ >
d
2
+
1
3
.
In other words,
(1.9)
∫
| < Ttf, g >µ |2 dt . ||f ||2L2(µ)||g||2L2(µ), if sµ >
d
2
+
1
3
.
In this paper, we study 2-chains and similar 2-chains, where measures can be defined as
(1.10)
ν(t1, t2) =
∫
{|x−y|=t1,|z−y|=t2}
dµ(x) dµ(y) dµ(z)
=
∫
ωt1(x− y)ωt2(z − y) dµ(x) dµ(y) dµ(z)
= < Tt1 ◦ Tt21, 1 >µ
and
(1.11) ν˜(t) =
∫∫
ωrt(x− y)ωr(z − y) dµ(x) dµ(y) dµ(z) dr =
∫
< Trt ◦ Tr1, 1 >µ dr,
respectively. Then it is natural to look at < Tt1 ◦ Tt2f, g >µ and
∫
< Trt ◦ Trf, g >µ dr.
Theorem 1.5. Suppose µ is a probability measure on Rd such that
µ(B(x, r)) . rsµ , ∀x ∈ Rd, ∀ r > 0.
Denote ωt as the normalized surface measure on tS
d−1 and define Tt as
Ttf(x) = ωt ∗ (fµ)(x).
Then
(1.12)
∫∫
| < Tt1 ◦ Tt2f, g >µ |2 dt1 dt2 . ||f ||2L2(µ)||g||2L2(µ), if sµ >
d
2
+
1
3
and
(1.13)
∫ ∣∣∣∣∫ < Trt ◦ Trf, g >µ dr∣∣∣∣2 dt . ||f ||2L2(µ)||g||2L2(µ), if sµ > d2 + 17 .
By Frostman Lemma (see Section 3), together with (1.10), (1.11), one can see that Theorem
1.5 implies Theorem 1.1, 1.2.
Notations. Throughout this paper, X . Y means X ≤ CY for some constant C > 0. X .ǫ Y
means X ≤ CǫY for some constant Cǫ > 0, depending on ǫ.
Organization. This paper is organized as follows. In section 2 we set up the integrals in
Theorem 1.3, 1.4. In section 3 we prove some lemmas that are useful in estimating these integrals.
In section 4 we prove Theorem 1.5, that implies Theorem 1.1, 1.2.
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2. Proof of Theorem 1.3 and Theorem 1.4
Denote dµf = f dµ. More generally we will consider∫
R2
F (~t) dνǫf,g(~t) =
∫∫∫
F ((|x − y|, |y − z|))µǫf(x)µǫg(z) dx dµ(y) dz,∫
R
F (t) dν˜ǫf,g(t) =
∫∫∫
F (
|x− y|
|y − z| )µ
ǫ
f (x)µ
ǫ
g(z) dx dµ(y) dz,
and show
(2.1)
∫
R2
|νǫf,g(~t)|2 d~t
≈
∫∫ (∫
O(d)
∫
µǫf (u + x)µ
ǫ
f (u
′ + θx) dx dθ
)(∫
O(d)
∫
µǫg(u+ x)µ
ǫ
g(u
′ + θx) dx dθ
)
dµ(u) dµ(u′),
(2.2)
∫
R
|ν˜ǫf,g(t)|2 dt
≈
∫∫∫ (∫∫
µǫf (u+ x)µ
ǫ
f (u
′ + rθx) dx dθ
)(∫∫
µǫg(u+ x)µ
ǫ
g(u
′ + rθx) dx dθ
)
dµ(u) dµ(u′) dr.
2.1. Idea of the proof. We first sketch the idea of the proof. Rigorous proof comes later in
this section.
For 2-chians, i.e., νf,g(~t), roughly speaking,
νf,g(~t) =
∫
{(|x−y|,|z−y|)=~t}
dµf (x) dµ(y) dµg(z).
Since
{(u+ x, u, u+ z) : u ∈ Rd, (|x|, |z|) = ~t} = {(u+ θ1x~t, u, u+ θ2z~t) : u ∈ Rd, θ1, θ2 ∈ O(d)},
where (x~t, z~t) is any fixed point such that (|x~t|, |z~t|) = ~t, we have two expressions of νf,g on ∆2(E),
νf,g(~t) ≈
∫
E
∫
{(|x|,|z|)=~t}
µf (u + x)µg(u+ z) dH2d−2(x, z) dµ(u)
and
νf,g(~t) ≈
∫
E
∫
O(d)
∫
O(d)
µf (u
′ + θ1x~t)µg(u
′ + θ2z~t) dθ1 dθ2 dµ(u
′).
Multiplying these two expressions and integrate it in ~t, it follows that the square of the L2-norm of
νf,g approximately equals∫∫∫ ∫
{(|x|,|z|)=~t}
µf (u+x)µg(u+z)
(∫∫
µf (u
′ + θ1x~t)µg(u
′ + θ2z~t) dθ1 dθ2
)
dH2d−2(x, z) d~t dµ(u) dµ(u′).
By the invariance of dθ, on the surface {(|x|, |z|) = ~t}, we may replace x~t by x, z~t by z. Also
dH2d−2|{(|x|,|z|)=~t}(x, z) d~t ≈ dx dz.
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Therefore the integral above approximately equals∫∫∫∫
µf (u + x)µg(u+ z)
(∫∫
µf (u
′ + θ1x)µg(u
′ + θ2z) dθ1 dθ2
)
dx dz dµ(u) dµ(u′)
=
∫∫ (∫
O(d)
∫
µf (u+ x)µf (u
′ + θx) dx dθ
)(∫
O(d)
∫
µg(u + x)µg(u
′ + θx) dx dθ
)
dµ(u) dµ(u′),
as desired.
It is quite similar in the case of similar 2-chains. Notice
{(u+ x, u, u+ z) : u ∈ Rd, |x| = t|z|} = {(u+ rθ1xt, u, u+ rθ2zt) : u ∈ Rd, r ∈ R, θ1, θ2 ∈ O(d)},
where (xt, zt) is any non-zero fixed point such that |xt| = t|zt|. Then we have two ways to express
a measure ν˜f,g on S2(E),
ν˜f,g(t) ≈
∫
E
∫
{|x|=t|z|)}
µf (u+ x)µg(u+ z) dH2d−1(x, z) dµ(u),
ν˜f,g(t) ≈
∫
E
∫
O(d)
∫
O(d)
µf (u
′ + rθ1xt)µg(u
′ + rθ2zt) dθ1 dθ2 dr dµ(u
′),
and all steps above still work.
2.2. Rigorous proof. For a rigorous proof, we need the coarea formula. For smooth cases
the coarea formula follows from a simple change of variables. More general forms of the formula
for Lipschitz functions were first established by Federer in 1959 and later generalized by different
authors. For references, one can see [5]. We will use the following version in this paper.
Theorem 2.1 (Coarea formula, 1960s). Let Φ be a Lipschitz function defined in a domain
Ω ⊂ Rd(k+1), taking on values in Rm where m < d(k + 1). Then for any f ∈ L1(Rd(k+1)),∫
Ω
F (x)|JmΦ(x)| dx =
∫
Rm
(∫
Φ−1(~t)
F (x) dHd(k+1)−m(x)
)
d~t,
where JmΦ is the m-dimensional Jacobian of Φ and Hd(k+1)−m is the (d(k + 1)−m)-dimensional
Hausdorff measure.
We only prove Theorem 1.3. Then Theorem 1.4 follows in a very similar way. Denote Φy(x, z) =
(|x− y|, |z − y|). Fix y and apply the the coarea formula on dx dz, (1.5) can be written as∫
R2
F (~t) dνǫf,g(~t) =
∫
F (~t)
(∫ ∫
Φ−1y (~t)
µǫf (x)µ
ǫ
g(z)
1
|J2Φy(x, z)| dH
2d−2(x, z) dµ(y)
)
d~t.
It follows that
(2.3) νǫf,g(~t) =
∫
E
∫
Φ−1y (~t)
µǫf (x)µ
ǫ
g(z)
1
|J2Φy| dH
2d−2(x, z) dµ(y).
On the other hand, the probability Haar measure dθ on O(d) induces a measure dσy~t dµ on Φ
−1
y (~t)∩
{y ∈ E} by∫
E
∫
Φ−1y (~t)
F (x, z) dσy~t (x, z) dµ(y) =
∫
E
∫
O(d)
∫
O(d)
F (θ1(x
y
~t
− y) + y, θ2(zy~t − y) + y) dθ1 dθ2 dµ(y),
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where (xy~t , z
y
~t
) is any fixed point such that (|xy~t − y|, |z
y
~t
− y|) = ~t. By the invariance of the Haar
measure, with y fixed, σy~t does not depedent on the choice of (x
y
~t
, z
y
~t
), and it must be absolutely
continuous with respect to H2d−2|Φ−1y (~t). In fact, by the invariance, there exists a positive function
ψ on Φ−1y (~t) such that
σ
y
~t
= ψH2d−2|Φ−1y (~t).
On any compact set, ψ ≈ 1, so another expression of νǫf,g follows,
(2.4)
νǫf,g(~t) =
∫
E
∫
Φ−1y (~t)
µǫf (x)µ
ǫ
g(z)
1
|J2Φy| dH
2d−2(x, z) dµ(y)
≈
∫
E
∫
Φ−1y (~t)
µǫf (x)µ
ǫ
g(z) dσ
y
~t
(x, z) dµ(y)
=
∫
E
∫
O(d)
∫
O(d)
µǫf (θ1(x
y
~t
− y) + y)µǫg(θ2(zy~t − y) + y) dθ1 dθ2 dµ(y)
For convenience, we change y in (2.3) by u and y in (2.4) by u′, then
∫ |νǫ|2 is approximately
∫∫∫ ∫
Φ−1u (~t)
µǫf (x)µ
ǫ
g(z)
(∫
O(d)
∫
O(d)
µǫf (θ1(x
u′
~t
− u′) + u′)µǫg(θ2(zu
′
~t
− u′) + u′) dθ1 dθ2
)
1
|J2Φu| dH
2d−2(x, z) d~t dµ(u) dµ(u′).
For any pair (x, z) ∈ Φ−1u (~t), by definition (|x − u|, |z − u|) = ~t and therefore (|(x − u + u′) −
u′|, |(z−u+u′)−u′|) = ~t. By the invariance of the Haar measure we may replace xu′~t by x−u+u′
and zu
′
~t
by z − u+ u′,
∫
E
∫
E
∫
R2
∫
Φ−1u (~t)
µǫf (x)µ
ǫ
g(z)
(∫
O(d)
∫
O(d)
µǫf (θ1(x− u) + u′)µǫg(θ2(z − u) + u′)dθ1dθ2
)
1
|J2Φu|dH
2d−2(x, z) d~t dµ(u)dµ(u′).
By the coarea formula, 1|J2Φu|dH2d−2|Φ−1u (~t)(x, z) d~t = dx dz, then it equals∫∫∫∫
µǫf (x)µ
ǫ
g(z)
(∫
O(d)
∫
O(d)
µǫf (θ1(x− u) + u′)µǫg(θ2(z − u) + u′)dθ1 dθ2
)
dx dz dµ(u) dµ(u′)
=
∫∫ ∫∫
µǫf (x+ u)µ
ǫ
g(z + u)
(∫
O(d)
µǫf (θx+ u
′)µǫg(θz + u
′)dθ
)
dx dz dµ(u) dµ(u′)
=
∫∫ (∫
O(d)
∫
µǫf (x+ u)µ
ǫ
f (θx + u
′) dx dθ
)(∫
O(d)
∫
µǫg(x+ u)µ
ǫ
g(θx+ u
′) dx dθ
)
dµ(u) dµ(u′),
as desired.
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3. Restriction-type lemmas
We need natural measures on E illustrating its Hausdorff dimension.
Frostman Lemma (see, e.g. [16]). Suppose E ⊂ Rd and denote Hs as the s-dimensional
Hausdorff measure. Then Hs(E) > 0 if and only if there exists a probability measure µ on E such
that
µ(B(x, r)) . rs
for any x ∈ Rd, r > 0.
Since by definition dimH(E) = sup{s : Hs(E) > 0}, Frostman Lemma implies that for any
sµ < dimH(E) there exists a probability measure µE on E such that
(3.1) µE(B(x, r)) . r
sµ , ∀ x ∈ Rd, r > 0.
We need the following restriction-type lemmas on measures satisfying (3.1).
Lemma 3.1. Suppose µ satisfies (3.1). Then∫
|ξ|≤R
|f̂ dµ(ξ)|2 dξ . Rd−sµ ||f ||2L2(µ).
Proof. Take ψ ⊂ C∞0 (Rd) whose Fourier transform is positive in the unit ball. Then∫
|ξ|≤R
|f̂ dµ(ξ)|2 dξ .
∫
|f̂ dµ(ξ)|2 ψ̂( ξ
R
) dξ
= Rd
∫∫
ψ(R(x− y)) f(x)f(y)dµ(x) dµ(y).
Since ψ has bounded support and µ satisfies (3.1),∫
|ψ(R(x− y))| dµ(x) . R−sµ ,
∫
|ψ(R(x − y))| dµ(y) . R−sµ .
Then the lemma follows by Shur’s test. 
Lemma 3.2. Suppose f is supported on {ξ ∈ Rd : |ξ| ≤ R} and µ satisfies (3.1), then∫
|fˆ |2 dµ . Rd−sµ ||f ||2L2(Rd).
Proof. For any h ∈ L2(µ), ||h||L2(µ) = 1,(∫
fˆ h dµ
)2
=
(∫
|ξ|≤R
f ĥ dµ
)2
≤ ||f ||2L2(Rd)
∫
|ξ|≤R
|ĥ dµ|2 . Rd−sµ ||f ||2L2(Rd),
where the last inequality follows from Lemma 3.1. 
Denote dωR as the normalized surface measure on RS
d−1, the sphere of radius R centered at
the origin.
Lemma 3.3. Suppose E ⊂ Rd and µ satisfies (3.1), then∫
RSd−1
|f̂ dµ|2 dωR .ǫ R−
d+2sµ−2
4 +ǫ||f ||2L2(µ).
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Proof. Denote AR as the 1-neighborhood of RS
d−1. The strategy Wolff and Erdogan used
to prove (1.2) is the following. First by uncertainty principle,∫
RSd−1
|µ̂|2 dωR ≈ R−(d−1)
∫
AR
|µ̂(ξ)|2 dξ.
Then ∫
AR
|µ̂|2 = sup
supp h⊂AR
||h||2=1
(∫
h µ̂
)2
= sup
supp h⊂AR
||h||2=1
(∫
hˆ dµ
)2
≤ sup
supp h⊂AR
||h||2=1
∫
|hˆ|2 dµ.
What Wolff and Erdogan proved is, for any h supported on AR,
(3.2)
∫
|hˆ|2 dµ .ǫ Rd−1−
d+2sµ−2
4 +ǫ||h||2L2 .
In our case, the uncertainty principle still works, i.e.,∫
RSd−1
|f̂ dµ|2 dωR ≈ R−(d−1)
∫
AR
|f̂ dµ(ξ)|2 dξ.
Then∫
AR
|f̂ dµ|2 = sup
supp h⊂AR
||h||2=1
(∫
h f̂ dµ
)2
= sup
supp h⊂AR
||h||2=1
(∫
hˆf dµ
)2
≤ ||f ||2L2(µ) sup
supp h⊂AR
||h||2=1
∫
|hˆ|2 dµ
and the lemma follows from Wolff-Erdogan’s estimate (3.2). 
Lemma 3.4. Suppose E ⊂ Rd and µ satisfies (3.1), then∫
| ̂̂f dµ dωR|2 dµ .ǫ R−
d+2sµ−2
4 +ǫ
∫
RSd−1
|f̂ dµ|2 dωR.
Proof. For any h ∈ L2(µ), ||h||L2(µ) = 1,(∫
̂̂
f dµ dωR h dµ
)2
=
(∫
RSd−1
ĥ dµ f̂ dµ dωR
)2
≤
(∫
RSd−1
|ĥ dµ|2 dωR
)(∫
RSd−1
|f̂ dµ|2 dωR
)
.
Since ||h||L2(µ) = 1, by Lemma 3.3, it is bounded above by
R−
d+2sµ−2
4 +ǫ
∫
RSd−1
|f̂ dµ|2 dωR,
as desired. 
4. Proof of Theorem 1.5
4.1. Proof of (1.12). Similar to (1.10), one can see∫∫
|νf,g(t1, t2)|2 dt1 dt2 =
∫∫
| < Tt1 ◦ Tt2f, g >µ |2 dt1 dt2.
Thus by (2.1) and Cauchy-Schwartz, it suffices to show
Mǫ =
∫∫ ∣∣∣∣∣
∫
O(d)
∫
µǫf (u+ x)µ
ǫ
f (u
′ + θx) dx dθ
∣∣∣∣∣
2
dµ(u) dµ(u′) . ||f ||2L2(µ), if sµ >
d
2
+
1
3
.
IMPROVEMENT ON 2-CHAINS INSIDE THIN SUBSETS OF EUCLIDEAN SPACES 11
By Plancherel in x, it equals
∫∫ ∣∣∣∣∣
∫
O(d)
∫
µ̂ǫf (ξ) e
−2πiξ·u′ µ̂ǫf (−θtξ) e2πiξ·(θu) dξ dθ
∣∣∣∣∣
2
dµ(u) dµ(u′).
Since µ̂ǫf (ξ) = f̂ dµ(ξ)φ̂(ǫξ), φ ∈ C∞0 , it suffices to show that
(4.1)
Mj =
∫∫ ∣∣∣∣∣
∫
O(d)
∫
|ξ|≈2j
f̂ dµ(ξ) e−2πiξ·u
′
f̂ dµ(−θtξ) e2πiξ·(θu) dξ dθ
∣∣∣∣∣
2
dµ(u) dµ(u′)
. 2−jγ ||f ||2L2(µ)
for some γ > 0. Then
√
Mǫ ≤ ∑
j≤− log ǫ
√Mj <∑√Mj . ||f ||2L2(µ).
Denote
F ju(ξ) = χ{|ξ|≈2j} f̂ dµ(ξ)
∫
O(d)
f̂ dµ(−θtξ) e−2πiξ·(θu) dθ = χ{|ξ|≈2j} f̂ dµ(ξ) ̂̂f dµ dω|ξ|(u).
Then
Mj =
∫∫
|F̂ ju(u′)|2 dµ(u′) dµ(u)
and by Lemma 3.2 it is less than or equal to
2j(d−sµ)
∫∫
|F ju(ξ)|2 dξ dµ(u)
=2j(d−sµ)
∫ ∫
|ξ|≈2j
|f̂ dµ(ξ)|2 | ̂̂f dµ dω|ξ|(u)|2 dξ dµ(u)
=2j(d−sµ)
∫
|ξ|≈2j
|f̂ dµ(ξ)|2
(∫
| ̂̂f dµ dω|ξ|(u)|2 dµ(u)
)
dξ.
Fix ξ, by Lemma 3.4,
(4.2)
Mj .ǫ 2j(d−sµ)
∫
|ξ|≈2j
|f̂ dµ(ξ)|2|ξ|− d+2sµ−24 +ǫ
(∫
|ξ|Sd−1
|f̂ dµ|2 dω|ξ|
)
dξ
≈ 2j(d−sµ− d+2sµ−24 +ǫ)
∫
|ξ|≈2j
|f̂ dµ(ξ)|2
(∫
|ξ|Sd−1
|f̂ dµ|2 dω|ξ|
)
dξ.
Apply Lemma 3.3, 3.1, it follows that
Mj .ǫ 2j(d−sµ−
d+2sµ−2
4 +ǫ) · 2j(− d+2sµ−24 +ǫ) · 2j(d−sµ)||f ||2L2(µ)
= 2j(
3d−6sµ−2
2 +ǫ)||f ||2L2(µ),
which is summable in j when sµ >
d
2 +
1
3 , as desired.
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4.2. Proof of (1.13). The proof of (1.13) is quite similar. It suffices to show∫∫∫ ∣∣∣∣∣
∫
O(d)
∫
µǫf (u+ x)µ
ǫ
f (u
′ + rθx) dx dθ
∣∣∣∣∣
2
dµ(u) dµ(u′) dr . ||f ||2L2(µ), if sµ >
d
2
+
1
7
.
By Plancherel in x, one gets∫
r≈1
∫∫ ∣∣∣∣∣
∫
O(d)
∫
µ̂ǫf (ξ) e
−2πiξ·u′ µ̂ǫf (−rθtξ) e2πiξ·(rθu) dξ dθ
∣∣∣∣∣
2
dµ(u) dµ(u′) dr
and it suffices to show
Mj =
∫
r≈1
∫∫ ∣∣∣∣∣
∫
O(d)
∫
|ξ|≈2j
f̂ dµ(ξ) e−2πiξ·u
′
f̂ dµ(−rθtξ) e2πiξ·(rθu) dξ dθ
∣∣∣∣∣
2
dµ(u) dµ(u′) dr
. 2−jγ ||f ||2L2(µ)
for some γ > 0. Compared with the Mj above in (4.1), the only difference is that we need to
integrate dr. So every step in the last subsection before (4.2) still works and (4.2) becomes
2j(d−sµ−
d+2sµ−2
4 +ǫ)
∫
|ξ|≈2j
|f̂ dµ(ξ)|2
(∫
r≈1
∫
RSd−1
|f̂ dµ(r|ξ|ω)|2 dω dr
)
dξ
≈ 2j(d−sµ− d+2sµ−24 +ǫ)
∫
|ξ|≈2j
|f̂ dµ(ξ)|2 |ξ|−d
(∫
|η|≈2j
|f̂ dµ(η)|2 dη
)
dξ.
By Lemma 3.1, it is less than or equal to
2j(d−sµ−
d+2sµ−2
4 +ǫ) · 2j(d−2sµ)||f ||2L2(µ) = 2j(
7d−14sµ+2
4 +ǫ)||f ||2L2(µ),
which is summable in j if sµ >
d
2 +
1
7 , as desired.
References
[1] M. Bennett, A. Iosevich, and K. Taylor. Finite chains inside thin subsets of Rd. Anal. PDE, 9(3):597–614, 2016.
2, 4
[2] M. B. Erdogan. A bilinear Fourier extension theorem and applications to the distance set problem. Int. Math.
Res. Not., (23):1411–1425, 2005. 1
[3] S. Eswarathasan, A. Iosevich, and K. Taylor. Fourier integral operators, fractal sets, and the regular value
theorem. Adv. Math., 228(4):2385–2402, 2011. 2
[4] K. J. Falconer. On the Hausdorff dimensions of distance sets. Mathematika, 32(2):206–212, 1985. 2
[5] H. Federer. Geometric measure theory. Die Grundlehren der mathematischen Wissenschaften, Band 153.
Springer-Verlag New York Inc., New York, 1969. 7
[6] L. Grafakos, A. Greenleaf, A. Iosevich, and E. Palsson. Multilinear generalized Radon transforms and point
configurations. Forum Math., 27(4):2323–2360, 2015. 2
[7] A. Greenleaf and A. Iosevich. On triangles determined by subsets of the Euclidean plane, the associated bilinear
operators and applications to discrete geometry. Anal. PDE, 5(2):397–409, 2012. 2
[8] A. Greenleaf, A. Iosevich, B. Liu, and E. Palsson. A group-theoretic viewpoint on Erdo˝s-Falconer problems and
the Mattila integral. Rev. Mat. Iberoam., 31(3):799–810, 2015. 2, 3
[9] A. Greenleaf, A. Iosevich, B. Liu, and E. Palsson. An elementary approach to simplexes in thin subsets of
euclidean space. http://arxiv.org/abs/1608.04777, 2016. 2
[10] L. Guth and N. H. Katz. On the Erdo˝s distinct distances problem in the plane. Ann. of Math. (2), 181(1):155–
190, 2015. 3
[11] A. Iosevich and B. Liu. Pinned distance problem, slicing measures and local smoothing estimates. arXiv preprint
arXiv:1706.09851, 2017. 2
IMPROVEMENT ON 2-CHAINS INSIDE THIN SUBSETS OF EUCLIDEAN SPACES 13
[12] A. Iosevich, M. Mourgoglou, and E. A. Palsson. On angles determined by fractal subsets of the Euclidean space.
Math. Res. Lett., 23(6):1737–1759, 2016. 2
[13] A. Iosevich, K. Taylor, and I. Uriarte-Tuero. Pinned geometric configurations in euclidean space and riemannian
manifolds. https://arxiv.org/pdf/1610.00349v1.pdf, 2016. 2
[14] B. Liu. Group actions, the mattila integral and continuous sum-product problems. arXiv preprint
arXiv:1705.00560, 2017. 3
[15] P. Mattila. Spherical averages of Fourier transforms of measures with finite energy; dimension of intersections
and distance sets. Mathematika, 34(2):207–228, 1987. 1, 3
[16] P. Mattila. Geometry of Sets and Measures in Euclidean Spaces: Fractals and Rectifiability, volume 44 of
Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1995. 9
[17] Y. Peres and W. Schlag. Smoothness of projections, Bernoulli convolutions, and the dimension of exceptions.
Duke Math. J., 102(2):193–251, 2000. 2
[18] T. Wolff. Decay of circular means of Fourier transforms of measures. Internat. Math. Res. Notices, (10):547–567,
1999. 1
[19] T. H. Wolff. Lectures on harmonic analysis, volume 29 of University Lecture Series. American Mathematical
Society, Providence, RI, 2003. With a foreword by Charles Fefferman and preface by Izabella  Laba, Edited by
 Laba and Carol Shubin. 3
E-mail address: Bochen.Liu1989@gmail.com
Department of Mathematics, Bar-Ilan University, Ramat Gan, Israel
