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In the study of dynamical systems the conditions for a critical point to be a centre
are often sought. The sufficiency of such conditions is probed using various techniques;
here we exploit the possible symmetry of a given system. We describe an application of
Gro¨bner bases in the search for a bilinear transformation of the system to one which is
symmetric in a line.
c© 2002 Elsevier Science Ltd
1. Introduction
We describe an application of computer algebra in the study of dynamical systems of the
form
x˙ = P (x, y), y˙ = Q(x, y), (1.1)
where x, y ∈ R. Suppose that the point (x0, y0) is a critical point of the system—that is,
P (x0, y0) = Q(x0, y0) = 0. If all orbits in a neighbourhood of (x0, y0) are closed, then it
is a centre. Whether or not a critical point is a centre is information which is required in
order to determine the overall behaviour of solutions, and a number of criteria have been
developed over the years for deciding the issue. The subject area has derived enormous
benefit from the availability of computer algebra, as is demonstrated in other papers by
the authors and see, for instance, Romanovsky (1995); Rousseau et al. (1995); Franc¸oise
and Pons (1996); Wang (1999).
We suppose for convenience that P and Q are analytic and that the critical point is at
the origin. The origin can be a centre for (1.1) only if the eigenvalues of the linearisation
at the origin are pure imaginary or zero. We suppose that the eigenvalues are non-zero.
In this case the centre is said to be non-degenerate and coordinates can then be chosen
so that the system takes the form
x˙ = y + p(x, y), y˙ = −x+ q(x, y) (1.2)
where p, q have no terms of degree less than two. A system with a non-degenerate centre
has an analytic first integral and is often said to be integrable. If the origin is not a centre
for (1.2), then it is said to be a fine focus.
Most research on planar dynamical systems involves the investigation of specific classes.
We are particularly interested in systems (1.1) in which P and Q are polynomials. The
derivation of necessary conditions for a centre often involves extensive use of computer
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algebra (see, for example, Lloyd and Pearson, 1990, 1992; Wang, 1999), in many cases
making very heavy demands on the available algorithms and hardware. The results ob-
tained are of the form: ‘if the critical point is a centre, then one of the following list
of conditions holds’. The necessary conditions are shown to be sufficient by a variety
of methods. A number of techniques, of progressively wider application, have been de-
veloped. These are deployed as appropriate; usually for any particular class of systems
more than one of them is required, different approaches being needed for the different
conditions arising. Replacing trial and error approaches by automated procedures makes
these techniques more successful. It was shown in Pearson et al. (1996) how one such
process can be automated; here we present another instance in which a systematic search
for a particular kind of transformation is automated.
Centres are sometimes classified in terms of the underlying geometry. The first category
comprises time-reversible systems. The origin is a centre for (1.1) if the equations are
invariant under reflection in a line through the origin. The classical condition is that the
system is invariant under one or other of the transformations (x, y, t) 7−→ (−x, y,−t) or
(x, y, t) 7−→ (x,−y,−t). The first corresponds to reflection the y-axis and the second to
reflection in the x-axis. Symmetry in a ray is most easily checked by writing system (1.2)
in complex form
iz˙ = z +
∑
k+j≥2
k,j≥0
Akjz
kz¯j , (1.3)
where z = x+ iy. We then have the following result (Lloyd and Pearson, 1999).
Lemma 1. The origin is a centre for (1.3) if there is φ such that Akjei(k−j−1)φ is real
for all k, j.
The second category of centres are those which are Darboux integrable. Suppose that
the origin is a critical point of focus type—that is, θ(t) → ±∞ as t → ∞ for the orbits
in its neighbourhood, where θ is the polar angle. It is a centre if Px + Qy = 0 in its
neighbourhood (that is, when the system is Hamiltonian). Note that a condition which
ensures that the orbits encircle the origin is required; the system x˙ = x, y˙ = −y provides
a very simple counterexample. More generally the same conclusion holds if there is a
function B such that
(BP )x + (BQ)y = 0.
Such a function B is an integrating factor. A system in which P and Q are polynomials
of degree at most n is said to be Darboux integrable if an integrating factor can be
found which is of the form ΠCαii , where each Ci satisfies Ci(0, 0) 6= 0 and is invariant
in the sense that C˙i = LiCi. Here C˙i is the rate of change of Ci along orbits and Li is
a polynomial of degree at most n − 1. The Ci are usually polynomials or exponentials
of polynomials. It is the search for such integrating factors when the Ci are polynomials
that was automated in Pearson et al. (1996).
Though a significant proportion of centres falls into one of these two categories, they
are far from exhaustive. Another approach was required in Christopher et al. (1995);
there a system was transformed to one of Lie´nard type and the known results for such
systems utilized. This approach has been further explored in Albarakati et al. (2000). The
critical point is in fact a centre for the transformed system because a further (strongly
nonlinear) transformation converts it to one which is symmetric. The third category of
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centres comprises those systems which can be transformed to a symmetric system; they
are said to possess generalized symmetry. It has been conjectured that all centres fall into
one (or more) of these three classes.
Transformation to a Lie´nard system is transformation to a symmetric system at one
remove. Here we discuss how some systems can be transformed directly to a symmetric
form. An example is given in Lloyd et al. (to appear) where this approach is successful
but which is not amenable to any of the other techniques described above. The system
considered was
x˙ = x(x− Fy + F − 1)(Bx+ y + C +D −B),
y˙ = y(Ax− y + 1−A)(Dx+ y + C − E), (1.4)
which arises in population dynamics. The critical point (1.1) is a fine focus or a centre if
E = 0 and
(C +D + 1)2(AF − 1) > 0.
It was proved that the critical point (1,1) is a centre if and only if one of the following
conditions holds:
(i) B = D;
(ii) F = 1, A+ C = 1, B − C −D = 0;
(iii) D = 0, BF − 2C = 0, F (A+ C + 1) = 2;
(iv) D = 0, F (2A+B)−A = 1, F (A+ C + 1) = 2;
(v) B = 0, C +D = 0, F (A−D + 1) = 2;
(vi) AF = 2, C = −1, D = BF , BF (1− F ) = 2.
The sufficiency of each of the conditions (i)–(v) was proved by finding an integrating
factor, so that in those cases the centre is of Darboux type. However, an integrating
factor could not be found in case (vi); moreover the system is not symmetric, nor can
it be transformed to Lie´nard form. Sufficiency was proved for case (vi) by employing a
bilinear transformation to a system that is symmetric in one of the axes.
In this note we describe an automatic means of checking whether it is possible to trans-
form a given system to one which is symmetric by means of a bilinear transformation
which is invertible in a neighbourhood of the origin. The conditions which the undeter-
mined parameters in the transformation must satisfy are established and a Gro¨bner basis
for the set of polynomials so obtained is found.
2. The Algorithm
Suppose that (x0, y0) is a critical point of (1.1) and that P,Q are polynomials. We
seek a transformation of the form
x− x0 = au+ bv1 + cu+ dv , y − y0 =
gu+ fv
1 + cu+ dv
(2.1)
with af − bg 6= 0. The requirement is to show that a, b, c, d, f, g can be chosen so that the
system in the (u, v) coordinates is symmetric in the u-axis. The condition af − bg 6= 0
guarantees that (2.1) is invertible in a neighbourhood of (x0, y0) and that the critical
point is mapped to u = v = 0. The transformation (2.1) results in a system of the form
u˙ = U(u, v)/W (u, v), v˙ = V (u, v)/W (u, v) (2.2)
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where U, V and W are polynomials. The orbits of (2.2) are the same as those of
u˙ = U(u, v), v˙ = V (u, v). (2.3)
System (2.3) is symmetric in the u-axis if the coefficients of uivj in U with j even and
in V with j odd are all zero. Denote this list of coefficients by S. The elements of S are
polynomials in the coefficients of the original system and the parameters a, b, c, d, f, g of
the transformation. The problem is to decide whether a, b, c, d, f, g can be found so that
s = 0 for all s ∈ S. A Gro¨bner basis of the polynomials in S, with respect to the variables
a, b, c, d, f, g, and with the constraint af − bg 6= 0, is sought. If such a basis cannot be
found then a transformation of the required form does not exist. Otherwise the basis can
be used to determine the transformation.
Computer algebra systems, such as REDUCE and Maple, include a Gro¨bner basis
package. On comparison we have found the REDUCE GROEBNER package more suit-
able for this application. This package is an implementation of the Buchberger algo-
rithm (Buchberger, 1985). In particular we use the factorizing version of the algorithm,
GROEBNERF. This conceptually simple modification of the Gro¨bner basis calcula-
tion saves computing time and space. If during the calculation of a Gro¨bner basis a
polynomial arises that is the product of two (or more) polynomials, the problem can
be split into two (or more) disjoint branches. The result is a list of partial Gro¨bner
bases; the solution set of the original problem is the union of the solutions of the par-
tial problems. Additionally an optional parameter in the call to GROEBNERF allows
the user to specify a list of polynomials required to be non-zero, like {af − bg} in this
application.
The algorithm we have implemented, which we refer to as bilinear, can be summarized
as follows:
input system and coordinates of critical point;
transform system to (u, v) coordinates;
extract coefficients of uivj in u˙ with j even
and coefficients of uivj in v˙ with j odd;
set variable ordering;
call GROEBNERF;
output Gro¨bner basis and transformed system.
We demonstrate its use by presenting some examples. Although all the systems con-
sidered here are of degree three, the algorithm is generally applicable. Examples 1 and 4
arise in a wider investigation of cubic systems in complex form, and the results given here
are new. Example 3 gives the background to a result quoted in Lloyd et al. (to appear).
The results were obtained using REDUCE 3.7 running on a Compaq Alpha XP1000
workstation, with single 667 MHz Alpha EV5 processor and 1 Gb of memory, under the
Compaq Tru64 version of Unix.
Example 1. The first example arose in the investigation of cubic systems of the form (1.3)
with A20 = A02 = 0, A11 6= 0. In particular we consider
iz˙ = z +A11zz¯ +A30z3 +A21z2z¯ +A12zz¯2.
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Let A11 = b1+ ib2, A30 = d1+ id2, A21 = f1+ if2 and A12 = g1+ ig2. The corresponding
real form of the system is
x˙ = y + b2(x2 + y2) + (d2 + f2 + g2)x3 + (3d1 + f1 − g1)x2y
+(f2 + g2 − 3d2)xy2 − (d1 − f1 + g1)y3,
y˙ = −x− b1(x2 + y2)− (d1 + f1 + g1)x3 + (3d2 + f2 − g2)x2y
+(3d1 − f1 − g1)xy2 − (d2 − f2 + g2)y3. (2.4)
If the origin is a centre for (2.4) then one of the following sets of conditions holds:
(i) f2 = 0, b21d2 + 2b1b2d1 − b22d2 = 0, b21g2 − 2b1b2g1 − b22g2 = 0;
(ii) f2 = d1 = d2 = 0.
When (i) holds and b1b2 6= 0 we can set f2 = 0, d1 = −d2(b21 − b22)/2b1b2, g1 =
g2(b21 − b22)/2b1b2 in (2.4). Applying the program bilinear to this system results in the
Gro¨bner basis G = {ab2− gb1, bb1+ fb2, d}. For this example there are no partial bases.
The result was obtained in 3416 ms of cpu time, of which less than 5% was used for
garbage collection. The values of the parameters a, b, c, d, f, g must be such that each
element of G is zero. Clearly d = 0 and we are free to choose c, either a or g, and either
b or f . The only constraint is that af − bg 6= 0. Let us take c = 0, f = 1, g = 1. Then we
have a = b1/b2 and b = −b2/b1. The transformation
x 7−→ b1
b2
u− b2
b1
v, y 7−→ u+ v
yields a system whose orbits are the same as those of
u˙ = v(B0 +B1u2 +B2v2),
v˙ = −u+B3u2 +B4v2 +B5u3 +B6uv2
where the Bi are functions of b1, b2, d2, f1, g2. This system is symmetric in the u-axis.
When (i) holds and one of b1 or b2 is zero then the system is symmetric in the x- or
y-axis, respectively. We conclude that the origin is a centre for the original system.
Remark. We can independently verify this result. If we consider the system concerned
in its complex form we have
Im(A21) = Im(A211A30) = Im(A
2
11A¯12) = 0,
where Im denotes ‘imaginary part of’. By Lemma 1 the origin is a centre.
Condition (ii) is not amenable to any of the techniques mentioned in the Introduction,
nor can its sufficiency be proved by means of bilinear. A refinement of the method des-
cribed in Pearson et al. (1996) is required. The non-degeneracy condition Ci(0, 0) 6= 0 on
the invariant functions Ci constituting the integrating factor is relaxed; the integrating
factor is then singular. For completeness we present a proof of the required result and
its application to this example in the Appendix.
Example 2. The system
x˙ = y + αx2 + βxy, y˙ = −x+ kx2 + `xy +my2 + nx3,
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which was investigated in Lloyd and Pearson (1997), has eight sets of conditions for
which the origin is a centre. Apart from α = ` = 0 or β = k = m = 0, for which the
system is already symmetric (in the x- and y-axis, respectively), none can be shown to
be symmetric after a bilinear transformation. For example, when β = −2m, ` = −2α no
Gro¨bner basis is found by bilinear. We conclude that there is no bilinear transformation
of the system to one which is symmetric. However, the origin is a centre since the system
is Hamiltonian. We note that the cpu time for this example of 2098299 ms, of which
less than 14% was used for garbage collection, is considerably longer than that for the
previous example although the differential system contains fewer parameters.
Next we consider the system discussed in the introduction and for which the procedure
bilinear was developed.
Example 3. Consider the system (1,1) when condition (vi) holds. We have
x˙ = −x(2x+ Fy − F 2y + F 2 + F − 2)(x− Fy + F − 1),
y˙ = −y(2x+ y − Fy + F − 1)(2x− Fy + F − 2)
and the critical point is at (1,1).
The Gro¨bner basis found by the program bilinear is {2b − Ff, 2d + f, g}. A possible
choice of values is a = b = 1, c = g = 0, d = −F−1, f = 2F−1. The transformed system
has the same orbits as
u˙ = v(1 + u+ 2F−1u+ u2 + 2F−2u2 − v2 + 2F−1v2 − F−2v2 + F−2u3),
v˙ = −u(u+ 1)(1− F−2v2)
which is a system that is symmetric in the u-axis. We conclude that the critical point
(1,1) is a centre. The basis was obtained in 2666 ms cpu time. It is generally true that
if a positive result is to be found, that is a bilinear transformation to a system that is
symmetric is possible, then the cpu time required is insignificant when compared with
cases for which no such transformation exists.
In these three examples it was possible to incorporate the necessary centre conditions
by direct assignment of variables. This is not always possible as the conditions may
involve implicit relationships between the coefficients of the differential system in which
none of the variables occurs linearly. Also, in some instances, a direct assignment may
necessitate the consideration of the possibility that certain denominators are zero. A
minor modification of the algorithm covers both these situations. The set of polynomials
for which a basis is sought is augmented by those necessary centre conditions from which
direct assignments cannot be made. The basis is sought with respect to the parameters of
the transformation and the coefficients that occur in the system. The following example,
a result which has not appeared elsewhere, demonstrates the procedure.
Example 4. Consider the system
iz˙ = z +A20z2 +A11zz¯ +A21z2z¯ +A03z¯3
or, equivalently,
x˙ = y + (a2 + b2)x2 + 2a1xy − (a2 − b2)y2 + (f2 + h2)x3
+(f1 − 3h1)x2y + (f2 − 3h2)xy2 + (f1 + h1)y3,
y˙ = −x− (a1 + b1)x2 + 2a2xy + (a1 − b1)y2 − (f1 + h1)x3 + (f2 − 3h2)x2y
−(f1 − 3h1)xy2 + (f2 + h2)y3. (2.5)
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If the origin is a centre then one of the following sets of conditions hold:
(i) f2 = 0, Γ1 = a1b2 + a2b1 = 0,
Γ2 = a41h2 + 4a
3
1a2h1 − 6a21a22h2 − 4a1a32h1 + a42h2 = 0,
Γ3 = b41h2 − 4b31b2h1 − 6b21b22h2 + 4b1b32h1 + b42h2 = 0;
(ii) f2 = 0, b1 = 2a1, b2 = −2a2;
(iii) f2 = 0, a1 = 3b1, a2 = −3b2, f1 = −2(b21 + b22), f21 = h21 + h22;
(iv) h1 = h2 = 0, f1 = a2b2 − a1b1, f2 = −(a2b1 + a1b2).
To prove the sufficiency of (i) we could make substitutions for f2, a1, h1, h2 from the
conditions but we must then assume that
a1a2b2(a21 − a22)(b41 − 6b21b22 + b42) 6= 0.
It is better to set f2 = 0 and add Γ1, Γ2, Γ3 to the set S and seek a Gro¨bner basis
for the augmented set with respect to the parameters of the transformation a, b, c, d, f, g
together with the coefficients a1, a2, b1, b2, f1, h1, h2. The cpu time increases significantly,
for this example a total of 110333 ms compared with 3416 ms for the similar Example 1.
This results in three partial bases; however, two of them place additional conditions on
the relationships between the coefficients of the differential system. The third leads us to
the transformation
x 7→ b1
b2
u− b2
b1
v, y 7→ u+ v
when b1b2 6= 0 and the transformation
x 7→ a1
a2
u+
a2
a1
v, y 7→ u+ v
when b1 = b2 = 0. The transformed systems have the same orbits as
u˙ = v(β0 + β1u+ β2u2 + β3v2),
v˙ = β4u+ (a2 + b2)β5u2 + (a2 + b2)β6v2 + β7u3 + β8uv2, (2.6)
where the βi are functions of a2, b1, b2, f1, h2 when b1b2 6= 0 and the same functions with
b1 replaced by a1, and b2 replaced by −a2 when b1 = b1 = 0. System (2.6) is invariant
under the transformation (u, v, t) 7−→ (u,−v,−t); hence the origin is a centre. When
only one of b1 or b2 is zero the system is symmetric in the x- or y- axis, respectively. We
conclude that the origin is a centre for (2.5) when (i) holds.
To complete the proof of the sufficiency of these conditions, we note first that when (ii)
holds, system (2.5) is Hamiltonian and so the origin is a centre. For conditions (iii)
and (iv) we use the computer algebra technique described in Pearson et al. (1996) to
determine integrating factors. Without loss of generality we can rotate system (2.5) such
that b2 = 0. When condition set (iii) holds we find an invariant degree four curve and
corresponding integrating factor B = C−5/6, where
C = 12b21((2b
2
1 + h1)x
4 + 4h2x3y + 2(2b21 − 3h1)x2y2 − 4h2xy3 + (2b21 + h1)y4)
−4b1((18b21 + h1)x3 − 3h2x2y − (18b21 − 3h1)xy2 + h2y3)
+12b21(4x
2 + y2) + 12b1x+ 1.
It follows that the origin is a centre for (2.5). Finally we show that when condition (iv)
holds there is a real integrating factor B = LαL¯α¯ formed from two complex invari-
ant lines. Let L = R + iS, α = β + iγ where R = a1x − a2y + 1, S = a2x + a1y,
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β = −(2a21 + 2a22 − a1b1)/(a21 + a22) and γ = −a2b1/(a21 + a22). We write L = reiθ. Then
B = r2βe−2γθ, which is real.
Theorem 1. The origin is a centre for (2.5) if and only if one of the condition sets
(i)–(iv) holds.
As explained earlier the usual approach is to derive a set of necessary conditions,
incorporate each of them into the given differential equations and prove that the systems
obtained in this way have a centre. The systematic approach to searching for a bilinear
transformation to symmetric form is another useful tool which can be employed in the
search for centre conditions. Finding such transformations by trial and error can be very
time consuming, especially as it may not be known in advance whether one exists.
In general little is known about the integrability of systems of degree three or more. We
can apply the technique described earlier to a general cubic system, for example, in order
to obtain information about the relationships between the coefficients that would allow
a linear transformation to a symmetric system. Doing so leads to nine partial bases,
and these were obtained in about 290 s cpu time. Though this gives us some general
information, the procedure is most valuable when applied to specific cases.
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Appendix
The systematic approach to the derivation of centre conditions described in Pearson
et al. (1996) involves the construction of integrating factors B = ΠCλkk for systems of
the form
x˙ = P (x, y) = y + p(x, y), y˙ = Q(x, y) = −x+ q(x, y), (A.1)
where p and q are polynomials (of degree at most n, say) without linear terms. Each
Ck is a polynomial, or the exponential of a polynomial, and is invariant in the sense
that C˙k = CkLk for some polynomial Lk of degree at most n − 1. We refer to Lk as
the cofactor of the function Ck. It is also required that Ck(0, 0) 6= 0; this ensures that
B is defined and differentiable in a neighbourhood of the origin. However, under certain
circumstances an integrating factor need be defined only in a deleted neighbourhood of
the origin.
Theorem 2. Suppose that B : U → R is continuously differentiable, where U is a deleted
neighbourhood of the origin, and that
∂
∂x
(BP ) +
∂
∂y
(BQ) = 0
in U . Suppose also that ∫ 2pi
0
(Bp cos θ +Bq sin θ) dθ = O(1) (A.2)
as r → 0. Then the origin is a centre for (A.1).
Proof. The origin is a critical point of focus type. Suppose that it is not a centre. We
apply Green’s theorem to the vector field (BP,BQ) in the region D; the outer boundary
of D consists of an arc of an orbit γ and a line segment ` of the x-axis, while its inner
boundary is a circle C. Then
0 =
∫∫
D
((BP )x + (BQ)y)
=
∫
γ
(BQdx−BP dy) +
∫
`
BQdx−
∫
C
(BQdx−BP dy).
Now ∫
γ
(BQdx−BP dy) =
∫ T
0
(BQP dt−BPQdt) = 0
where T is the time taken to describe γ, and∫
`
BQdx 6= 0
if the neighbourhood U is small enough. For the other integral,∫
C
(BQdx−BP dy) = −
∫ 2pi
0
r(Bq sin θ +Bp cos θ) dθ, (A.3)
where B, q, p are written in terms of polar coordinates (r, θ). By (A.2) the right-hand
side of (A.3) tends to zero as r → 0. This contradiction completes the proof.
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A particularly simple application of this theorem is the proof of sufficiency for condi-
tion (ii) of Example 1. The system can be written as
x˙ = y + (x2 + y2)(b2 + g2x+ (f1 − g1)y),
y˙ = −x− (x2 + y2)(b1 + (f1 + g1)x+ g2y).
Then
r˙ = r(b2x− b1y + g2x2 − 2g1xy − g2y2)
=
1
2
r(px + qy).
It follows that r−2 is an integrating factor in a deleted neighbourhood of the origin.
Condition (A.2) is satisfied trivially, and it follows that the origin is a centre.
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