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Advances in EEG Signal Processing
Saeid Sanei, Saideh Ferdowsi, Kianoush Nazarpour, and Andrzej Cichocki
Over the past three decades of invention and refinement of neuroimaging techniques, our under-
standing of the brain has been remarkably enhanced. Today, there are several tools and methods
by which neuroscientists and radiologists can discover more information about brain function. Yet,
most of these methods have their roots in Walter Dandy’s ventriculography (X-ray imaging of the
brain) in 1910’s and the groundbreaking work of Hans Beger in recording brain electrical activity
(electroencephalography: EEG) in the 1920’s. Since then, the techniques in both acquisition and
analysis of these signals have been significantly improved.
EEG signals often show clear patterns of brain activity before or after some processing. To
record EEGs originating from deeper brain structures, as for epileptic patients, a surgical operation
is necessary to implant subdural electrodes in their temporal lobes. However, scalp EEG still remains
the most popular noninvasive brain activity recording system.
Much effort has been made to accurately detect, separate, localize, or classify EEG signals for
brain activities related to the changes in internal metabolism such as memory activity and retrieval,
external effects such as mental fatigue, abnormalities such as dementia, and also in brain-computer
interfacing (BCI) applications. In addition to this, the brain dynamics has been studied to monitor
brain diseases such as epilepsy and those affecting the physical state of human body such as sleep.
Concurrent measurement of EEG and functional magnetic resonance imaging (fMRI), despite
being experimentally challenging, provides a great opportunity to study the brain function at high
spatio-temporal resolutions. Here, some important points in EEG analysis related to the above topics
are covered.
DETECTION AND SEPARATION OF EVENT RELATED POTENTIALS
As the most important diagnostic components, event related potentials (ERPs) are the brain
responses to sensory, cognitive or motor events or stimuli. ERPs are transient waves in the EEG
signals which are not easily seen in single trials. ERPs are characterised by their amplitude, latency
(the time they reach to their peak after the stimulus time), and width. Hence, the changes in the
ERP parameters, i.e. amplitude, latency, or width, often show malfunctioning of the brain. As an
example, Figure 1 shows the changes in the latency of P300 subcomponents, p3a and p3b, for a
subject under mental fatigue [1]. P300 is an ERP which occurs approximately 300 ms after the brain
stimulation. The main challenge here is therefore accurate detection and seperation of ERPs and
their subcomponents in each trial independently of other trails before estimation of their parameters.
.
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(a) (b)
Fig. 1. The changes in the p3a and p3b parameters for mental fatigue; (a) and (b) P3a and P3b latencies before and during fatigue respectively [1].
A very recent approach in detection and tracking of ERPs is by using variational Bayes (VB).
VB, also called ensemble learning, can be seen as an extension of the expectation maximization
(EM) algorithm from maximum a posteriori (MAP) estimation of the single most probable value
of each parameter to fully Bayesian estimation. VB is used to compute (an approximation to) the
complete posterior distribution of the estimated parameters and latent variables [2]. VB allows
the parameters to be estimated separately using the likelihood function of each parameter. More
importantly, it shows that, when the prior information is unknown, maximizing the likelihood of
each parameter (via separate estimation of each) is equivalent to maximizing the Kullback-Leibler
distance between the estimated and the true posterior distributions [2].
In [3] a spatiotemporal filtering method for estimation of correlated ERP subcomponents has
been proposed. The algorithm suppresses one subcomponent in the spatial domain while detecting
the other one in the temporal domain. This can be performed by solving the following constrained
problem;
min
w
kwX  r1k22 s:t: wTa2 = 0 (1)
where both w and a2 are vectors representing the separating filter and the spatial projection of the
second source respectively, r1 is a vector representing an approximation of the first source, e.g.
p3a. It has been shown that using two approximate templates for the two correlated sources p3a
and p3b as r1 and r2 respectively, the corresponding w can be estimated to extract each of the
sources [3].
CONNECTIVITY
Brain regions involved in generating various rhythms and responses are physically connected and
communicate together. Synchronization of the brain rhythms originated from different brain zones,
phase coherency, which exploits the shift of a waveform from one region of the brain to another,
and the direction of synaptic current flow, are the common indicators of brain connectivity. Despite
the traditional methods such as spectral coherence and those based on Granger causality such as
bivariate autoregressive (AR) estimates, instantaneous phase and frequency synchronization occur
when the coupled chaotic oscillators keep their phase difference bounded while their amplitudes
are uncorrelated. This phenomenon occurs even if the oscillators are not identical. One way to
estimate phase synchronization is to perform empirical mode decomposition (EMD) and use the
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Fig. 2. Inter hemisphere phase synchronization of beta (a), alpha (b), and theta (c) rhythms [4].
estimated intrinsic mode functions (IMFs) and their Hilbert transforms as performed in [4]. The
values of instantaneous phase or frequencies of two brain signal generators can be compared for
estimation of phase synchronization and used as the measure of connectivity. Figure 2 shows the
phase synchronization in three conventional bands.
A state-space method based on Kalman and particle filtering can also be employed to track the
changes in amplitude and phase synchronization. The direction of synaptic flow from one brain
region to another may be indicated by estimating the parameters of a multivariate autoregressive
(MVAR) model of the EEG signals. A pth order MVAR model is expressed as:
xj(n) =
pX
k=1
Akxj(n  k) +wj(n) (2)
where xj(n) = [x1j(n); x
2
j(n); : : : ; x
M
j (n)] and Ak, k = 1; 2; : : : ; p, are M M matrices of the
coefficients. wj(n) is an M1 prediction error vector often considered as iid Gaussian distributed.
In a recent approach by Cheung et al. [5] a state-space model has been introduced to track the
changes in brain connectivity. For that, the state equation represents the MVAR model of cortical
dynamics, while an observation equation describes the relation between the cortical signals and the
measured EEG at the presence of spatially correlated noise. This opens a new direction for tracking
the connectivity of the brain using EEG.
By estimating the connectivity it has been shown that both Alzheimer’s Disease (AD) and mild
cognitive impairment (MCI) are closely related to alteration in the functional connectivity [6]. Both
within-lobe and between-lobe connectivity values as well as between hemisphere connectivity have
been estimated for AD, normal control (NC) and MCI. The temporal lobe of the AD patient has
a significantly lesser amount of direct within-lobe connectivity than that of NC. This direct link
within the temporal lobe may be attenuated by AD. It has also been shown that the hippocampus and
parahippocampal are much more separated from other regions in AD than in NC. Unlike for NC,
the temporal lobe of the MCI patient however, does not show a significant decrease in the amount
of direct connections. The frontal lobe of the AD patient shows considerably more connectivity
than that of NC.
Connectivity measures have also been used to estimate the states and coherency of the brains
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of two or more subjects performing cooperative or competitive task performance [7]. A person’s
ability to concentrate, predict, cooperate, follow, compete, learn, and engage in long and tedious
tasks for both normal subjects and patients with various brain abnormalities may be therefore be
effectively studied and assessed from simultaneous EEG records of the subjects.
Another interesting approach in analysis of connectivity is link prediction, which not only provides
a measure of connectivity but also tracks the changes of the links between the nodes of a network.
The problem of link prediction arises for groups of objects connected by multiple relation types. The
motivation behind using such a method is that the data can be presented in a multi-space domain
and the data may be correlated in some space. The solution should not only allow identification
of the correlations (among the linked patterns) but also reveal the impact of various relations on
prediction performance. In [8], it is assumed that the objects tend to form links with others having
similar characteristics and related objects share a similar behavior pattern. To formulate the link
pattern prediction using the emerging approach of tensor factorization consider a set of N objects
X = fx1; x2; : : : ; xNg. Based on this Y(i;j;:) is defined as the link pattern involving T different
types of relations between each pair of objects xi and xj . The problem to solve here is: given
the information about some observed link patterns for a subset of related objects in the multi-
relational network, how the unobserved link patterns for the remaining object pairs can be found?
This problem is mathematically expressed by considering a nonnegative N  N matrix W such
that its entries wij for 8i; j 2 [1; : : : ; N ]2 are defined as [8]:
wi;j =
(
1 if the link pattern between xi and xj is known
0 if the link pattern between xi and xj is missing
(3)
and defining the following loss function for the decomposition.
L(X) =
NX
i=1
NX
i=1
wi;jkyi;j;:   xi;j;:k2F (4)
where k:kF denotes Frobenius norm for a tensor. This loss function can be minimized using tensor
factorization methods. The above approach has high potential in brain connectivity estimation and
estimating the unknown links between the brain regions. In another approach called linked multiway
BSS, an approximative decomposition of a set of N -dimensional data tensors X(s); s = 1; 2; : : : ; S,
where S is the number of subjects, representing multiple subjects and/or multiple tasks is performed.
The objective is to find a set of constrained factor matrices U(n;s) = [U(n)C ;U
(n;s)
I ]; n = 1; 2; 3 and
3-dimensional core tensors G(s), which are partially linked or maximally correlated, i.e., they have
the same common components or highly correlated components. The concept has been illustrated
in Figure 3. In the case of EEG signals a 4-dimensional tensor X can be defined in terms of its
3-dimensional components as:
X(s) = G(n) 1 U(1;s) : : :N U(N;s) + E(s) (5)
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Fig. 3. Conceptual model of tensors decomposition for linked multiway BSS. The objective is to find a set of constrained factor matrices
U(n;s) = [U
(n)
C ;U
(n;s)
I ] 2 RInJn ; n = 1; 2; 3 and core tensors G(s) 2 RI1J2J3 , which are partially linked or maximally correlated, i.e.,
they have the same common components or highly correlated components.
where k denotes tensor multiplication along slab (dimension) k. Each factor U(n;s) consists of
two parts; U(n;s)C are common bases for all subjects in the group and correspond to the same or
maximally correlated components and U(n;s)I correspond to stimuli/tasks independent individual
characteristics. X(s) represents space - time - frequency data for the sth subject.
The factors are usually estimated using an alternating optimization method. In order to achieve
unique solutions for all the factors some constraints are required. For the EEG signals such
constraints can be approximate locations of the sources, sparsity in one or more domains, or a
known structure of the core matrix; e.g. for independent factors the core matrix is diagonal.
BRAIN SOURCE LOCALIZATION
Despite brain connectivity, the sources of brain responses to various stimuli as well as abnormal
sources such as a seizure source may be treated separately. Estimation of the location of these
sources is therefore clinically important. Localization of brain sources by solving the inverse
problem often involves ambiguities which are related to the number of sources being unknown, the
inherent nonlinearity of head, and the fact that both the sources and the head model are unknown.
Weighted minimum norm solutions follow the Tikhonov regularization to solve the corresponding
ill-posed inverse problems [9]. Forward methods on the other hand, may be constrained to some a
priori knowledge such as approximate shape of the desired source signals. Particularly in the case
of multiple sources, the deflation beamforming (DBF) approach nicely deals with localization of
multiple sources [10]. Let y be a measurement from N scalp electrodes. Each dipole is specified
by its three-dimensional location  and its three-dimensional moment m. The medium between the
sources and the electrodes is assumed to be homogeneous, and the field y to be superposition of
the fields from q which are located in some vertices of a predefined 3D grid dipoles. Therefore,
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Fig. 4. Topographies or power profiles of real MEG data obtained using (a) BF method (b) DBF while deflating the second source (c) DBF while
deflating the first source [10].
we may describe the measurements as [10]
y =
qX
i=1
H(i)m(i) + n (6)
where H(i) is the forward matrix which maps the source at location i to the electrodes and
n is the noise uncorrelated with the signals. For a two-source problem, assuming source 1 is
already localised, the (DBF) problem for locating source 2 is stated as the following constrained
optimization problem for W [10]:
min
WT
kWTyk and min
WT
kWTnk s:t: WTH(1) = 0 and WTH(2) = I (7)
The termWTH(1) deflates the first source. This can be extended to more than two sources. For a
higher number of sources more sources should be deflated before the new source can be detected.
The problem can be changed to an unconstrained problem by using Lagrange multipliers. The
optimum solution for W can then be found as [10]:
WT = ~ITd (
~HT (Cy + Cn)
 1 ~H) 1 ~HT (Cy + Cn) 1 (8)
where ~ITd = [0 I] and ~H
T = [H(1) H(2)] . Cn and Cy are the covariances of noise and the
background EEG including the first source. To examine the method, a set of magnetoencephalogra-
phy (MEG) signals including event related fields (ERFs) was recorded using an auditory paradigm.
MEG signals are the records of magnetic fields emitted from the brain and, except for being noisy,
look similar to the EEG signals. Figure 4 shows the results for both the beamformer (BF) and
the DBF for separating two auditory ERPs. The DBF places the sources at biologically plausible
locations in the primary auditory cortices in the left and right hemispheres.
In another approach the beamforming and particle filtering state space method have been com-
bined to enable simultaneous localization and tracking while exploiting the nonlinearity of the
forward model [11]. In this method the location parameters are used as the state variables. In EEG
source localization, often the number of unknown parameters is higher than the number of known
measurements and therefore the system is underdetermined.
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BRAIN-COMPUTER INTERFACING
Most of the time we take for granted the effortless way in which our movement intentions are
converted into actions. The loss of motor function can be one of the most devastating consequences
of disease or injury to the nervous system. Development of brain computer interfaces (BCIs)
during the last two decades has enabled communications or control over external devices such
as computers and artificial prostheses with the electrical activity (e.g. EEG) of the nervous system.
However, the performance of these artificial interfaces rarely matches the speed and accuracy of
natural limb movements, rendering their clinical applications rather limited. Their practical utility
therefore depends not only on the extent to which patients can learn to operate these devices but also
on advancement of the real-time, not necessarily complicated, algorithms that can decode motor
intentions efficiently. In a conventional BCI setup the user is instructed to imagine movement of
different organs (e.g. right hand or leg movements) and the computer learns to recognise different
patterns of the simultaneously recorded EEG activity. The signal processing effort for the progress
of EEG-based BCI systems has been focused on extracting more informative features from the
EEGs and refinement/reduction of the feature space.
Preparation and execution of movements (real or imagination of movement) lead to short-lasting
and circumscribed attenuation of the contralateral (to the side of movement) Rolandic  (8-13
Hz) and the  (14-28 Hz) rhythms of the EEGs. This phenomenon is known as event related
desynchronization (ERD). ERD is followed by a rebound amplification phase called event related
synchronization (ERS) in which  and  rhythms re-emerge. Distinct spatial, temporal, and spectral
characteristics of ERD/ERS can only be observed if several (e.g. 100) trials of EEG are averaged
to cancel out the effect of (presumably) zero-mean, Gaussian and spatiotemporally independent
recording background brain activity and measurement noise, or to minimise the effect of volume
conduction. Therefore, much effort has been invested in development and data-driven optimisa-
tion of spatiotemporal filters that can extract the ERD/ERS features from noisy single-trial EEG
measurements. Several other works have examined suitability of P300 and steady state movement
related potentials for BCI.
In early 2000 in a 2-class BCI setup, Ramoser et al. in [12] proposed the application of common
spatial patterns (CSP) that learned to maximise the variance of bandpass filtered EEG signals from
one class while minimizing their variance from the other class. Formally, the CSP (w) minimizes
the Rayleigh quotient of the spatial covariance matrices to achieve the variance imbalance between
the two classes of data X1 and X2, and is defined with
J(w) =
wTXT1X1w
wTXT2X2w
=
wTCX1w
wTCX2w
(9)
CSP and its variants have been one of the most efficient feature extraction methods for BCI.
However, despite its straightforward mathematics CSP overfits the data and is highly sensitive to
noisy or corrupted channels. To address these shortcomings, recently it has been proposed to improve
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the CSP learning process with prior information in terms of regularization terms. In [13] the CSP has
been modified for subject-to-subject transfer, where a linear combination of covariance matrices of
subjects under consideration has been exploited. In this approach a composite covariance matrix has
been used that is a weighted sum of covariance matrices involving subjects, leading to composite
CSP. Lotte et al. in [14] reviewed, categorised, and compared 11 different CSP regularization
techniques. They finally suggested CSP with Tikhonov Regularization in which the optimization of
J(w) is penalized by minimizing kwk2, hence, minimising the influence of artifacts and outliers.
EEG COMBINED WITH FMRI
EEG has high temporal resolution of the order of milliseconds and low spatial resolution resulted
from the limited number of EEG channels. fMRI, on the other hand, shows local hemodynamic
changes in the brain, which is known as blood oxygenation level dependent (BOLD). fMRI scans
the whole brain at high spatial resolution of the order of millimeters and allows separation of small
activity regions of the brain. However, fMRI has low temporal resolution, which is of the order
of seconds. Fusion of EEG and fMRI can therefore compensate for the existing shortcomings of
each technique. This however poses some practical difficulties which limit the applications. One of
these is due to the effect of artifacts introduced to the EEG. EEG signals acquired in the magnetic
field suffer mainly from two artifacts, gradient artifact and ballistocardiogram (BCG). The gradient
artifact results from switching of magnetic field gradient used for image recording and BCG is
caused by movements of the EEG electrodes during the cardiac pulsation in the magnetic field.
The approaches for EEG-fMRI integration are classified into two main groups: model driven and
data driven methods. Model driven approaches are based on using the computational biophysical
model [15]. In these methods, the relation between EEG and fMRI is modeled based on some as-
sumptions about the neural activities. Although model driven approaches offer deeper understanding
about the neuronal mechanisms an explicit description of mutual neuronal substrates is required
in order to interpret the collected EEG and fMRI. However, the mentioned problems decrease the
demands for the application of model driven methods [15]. In data Driven approaches, common
interactions between EEG and fMRI are measured. These approaches are divided into two main
groups: EEG-fMRI fusion based on prediction and EEG-fMRI fusion based on constraints.
EEG-fMRI fusion based on prediction: This refers to incorporation of EEG features as ad-
ditional regressors for fMRI analysis. The main objective of these approaches is to assess the
correlation between fMRI and specific neural events or brain rhythms. The key strength of these
methods is the ability to directly use neural responses (measured by EEG) instead of using regressors
relying only on the timing of the stimuli or tasks. Fusion based on prediction is useful in task free
experiments in which there is no information about the timing of task such as in studying epilepsy.
Some other applications investigate the neural activations underlying the brain rhythm modulations
in the rest or pathological brain. In these applications, the regressors are derived from the power of
a specific frequency band. Recently, BSS algorithms based on measuring the mutual dependence
IEEE SIGNAL PROCESSING MAGAZINE, VOL. X, NO. X, XXX 2012 9
between the two modalities have been used to fuse EEG and fMRI. In these approaches, original
EEG/fMRI data are initially decomposed into several components, which are then cross matched.
The main advantage of BSS based fusion techniques is their ability to remove noise from the data
and generate priors. Moreover, these approaches are able to find a solution for problems faced
by neurovascular transformation function estimation. This may clarify the relationship between the
electrophysiology of neuronal systems and slower hemodynamic in terms of their individual forward
models [16].
EEG-fMRI fusion based on constraints: In EEG-fMRI fusion based on constraints the fMRI
activation map which is obtained from fMRI analyzer methods is used as a priori information for
electromagnetic source localization [17]. Electromagnetic source imaging (ESI), known as EEG
inverse problem, is to solve the following linear equation:
 = LJ+ b (10)
where  is the instantaneous EEG measurement, J is the vector of unknown dipole moments, b is
the noise vector, and L is the transfer matrix with each column corresponding to the scalp potential
pattern generated by a given dipole. Each row of the transfer matrix specifies the sensitivity pattern
of a given sensor. Since the number of EEG sensors is in general smaller than the number of
sources within the brain, the EEG inverse problem is underdetermined and ill-posed. Therefore,
additional constraints or a priori information are always needed in order to obtain a unique and
stable solution. For fMRI constrained dipole models, the neural activity at each fMRI hotspot is
modeled as an equivalent regional current dipole. These techniques fix the location of dipoles to
fMRI hotspots or use the fMRI hotspots as seed points for dipole fitting while a maximum distance
constraint is applied. Next, the dipole moments can be estimated by fitting the ECD model to the
EEG data. Although this technique is only able to show the active dipoles at fMRI active areas, it
has the advantage of finding unique solution by least square method with no additional assumption.
For fMRI constrained distributed source models, the geometrical information from fMRI is used
to derive the covariance prior for source reconstruction. Wiener filter and weighted minimum norm
frameworks are approaches which can be used for this purpose. In these approaches, it is assumed
that the locations inside the active map are more probable to contain active current sources than
locations outside the fMRI active map. The covariance matrix containing fMRI weighing factors,
controls the degree of preference to fMRI highlighted areas. In contrast to methods based on dipole
fitting, the fMRI constrained distributed source imaging methods are capable of obtaining dipoles
not only at fMRI activation areas but also at areas where fMRI fails to show activation. However, the
performance of these methods is affected by some drawbacks both technically and fundamentally.
Fusion of EEG and fMRI often requires techniques to statistically analyze the fMRI data. General
linear model (GLM) and data driven methods such as BSS are the main approaches. Unlike GLM
which relies on available prior knowledge about the experiment, data driven techniques analyze the
fMRI data with no assumption about the stimulus timing onset.
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OPEN ISSUES AND OPPORTUNITIES IN EEG SIGNAL PROCESSING
Better understanding of brain function requires sufficient knowledge of the brain at the neuronal
level. However, detection and localization of the neuronal signal sources requires development
of a comprehensive and detailed model of the brain to represent the brain function in a variety
of mental activities. Therefore, the analysis of spikes generation and patterns in connection with
the corresponding EEG patterns may bring more insight into understanding of brain function. The
applications of recent advances in signal processing in EEG analysis, understanding, and recognition
are numerous. One the one hand, new approaches in state-space analysis, space-time adaptive
filtering, and tensor factorization, pave the path for more insights into this area. On the other hand,
physiological knowledge based on clinical understanding and trials can be incorporated into the
mathematical formulation in the form of constraints to enhance the accuracy of the algorithms and
the uniqueness of the solutions.
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