Abstract. We give an overview on the tt * -geometry defined for isolated hypersurface singularities and tame functions via Brieskorn lattices. We discuss nilpotent orbits in this context, as well as classifying spaces of Brieskorn lattices and (limits of) period maps.
Introduction tt
* -geometry is a generalization of variation of Hodge structures. It appeared first in papers of Cecotti and Vafa ([CV91, CV93] ). Their work connects to singularity theory through Landau-Ginzburg models. Here the tt * -geometry is defined by oscillating integrals of tame algebraic functions and a careful handling of the underlying real structure, which leads to antiholomorphic data. A formalization of this construction was given in [Her03] , where the basic object is a twistor, i.e., a vector bundle on P 1 , with some additional structure, namely, a flat connection with poles of order 2 at 0 and ∞. Such a twistor is is a holomorphic object, however, a family (or variation) of it over some parameter space is not.
The tame functions in Landau-Ginzburg models have isolated singularities, and the local geometry of these singularities has been studied for almost 40 years. The transcendental data of these germs of functions, i.e., Gauß-Manin connection, Brieskorn lattice and the polarized mixed Hodge structure of Steenbrink and Varchenko fit very well into the new framework provided by tt * -geometry. In the case of germs of functions, it is possible to imitate oscillating integrals by a FourierLaplace transformation. The holomorphic theory of oscillating integrals for global tame functions had been studied by Pham and, more recently, by Sabbah and Douai ([Sab06, DS03] ). Sabbah also recovered a basic positivity result of Cecotti and Vafa for that case ( [Sab05a] , see also Theorem 4.11).
A second, even older starting point is the work of Simpson on harmonic bundles and twistors ( [Sim88, Sim97] ), although the notion of harmonic bundles is slightly weaker. His work has been continued and generalized by Sabbah ([Sab05b] ) and Mochizuki ([Moc07] ) in Sabbah's notion of polarized twistor D-modules.
Mochizuki proved results which generalize to a large extent Schmid's work on variations of Hodge structures, nilpotent orbits and limit mixed Hodge structures.
The theory of singularities of local and global functions lies at the crossroad of all these developments. In this survey we concentrate on the local functions (this is referred to as the regular singular case later on). We show how the work of Schmid and Mochizuki applies, we discuss nilpotent orbits, classifying spaces and (limits of) period maps.
The main references for the material covered here are the articles [Her03, HS07b, HS07a] and [HS08] . We will give precise definitions and complete statements for all the results presented, but almost no proofs for which we refer to the above papers.
Here is a short outline of the contents of this survey. In the next two sections, we recall classical material: the basic definition and properties of Brieskorn lattices of isolated hypersurface singularities and tame functions on affine varieties, their Fourier-Laplace transformation, and how to construct (variation of) twistor structures from them (along with the definition of the latter). An axiomatic framework for the various types of Brieskorn lattices is given under the name TERP-structure (an abbreviation for "twistor", "extension", "real structure" and "pairing"). Section 4 discusses the relation between (polarized) twistor structures and (polarized mixed) Hodge structures defined by filtrations associated to a Brieskorn lattice. The next two sections (5 and 6) investigate the twistor geometry on classifying spaces of Brieskorn lattices (resp. TERP-structures). These spaces were constructed in order to study Torelli theorems for so-called µ-constant families of singularities. We give a result on the curvature of the Hermitian metric induced on them. Moreover, we construct partial compactifications of these spaces on which the above metrics are complete. This allows us to deduce some results known for variations of Hodge structures in the case of TERP/twistor-structures using standard techniques from complex hyperbolic analysis. Finally, the last section discusses period mappings for hypersurface singularities, mainly for families over a punctured disc, and their behaviour at the boundary point 0 ∈ ∆. We show some consequences of Mochizuki's construction of a limit polarized mixed twistor and give statements analogues to those obtained for variations of Hodge structures.
Brieskorn lattices
We will give here a very brief reminder on the theory of Brieskorn lattices arising from isolated hypersurface singularities or polynomial functions. The goal is to motivate the constructions in the later sections, and to provide the main class of examples.
Consider first the classical situation of a germ of a holomorphic function f : (C n+1 , 0) → (C, 0) with an isolated critical point. By choosing appropriate representatives X and S for (C n+1 , 0) and (C, 0), this function germ yields a mapping f : X → S with the property that its restriction to X ′ := f −1 (S ′ ), where S ′ := S\{0}, is a locally trivial fibration, called the Milnor fibration. Its fibres are homotopic to a bouquet of µ spheres of (real) dimension n, where µ := dim C (O C n+1 ,0 /J f ) is the Milnor number; here J f := (∂ x0 f, . . . , ∂ xn f ). In particular, R n f * C X ′ is a local system, in other words, the sheaf F := R n f * C X ′ ⊗ C S ′ O S ′ defines a holomorphic bundle with a flat connection ∇. It was Brieskorn's idea to consider extensions of (F , ∇) over the whole of S. 
X/S ), in particular, supported on 0 ∈ S and of dimension µ. Define differential operators
where η is such that dω = df ∧ η, and where t is the coordinate on S. These give an extension of the topological connection ∇ on F and define meromorphic connections with a regular singularity at 0 ∈ S on H (−2) , H (−1) and
where k is minimal with f k ∈ J f . Moreover, both are isomorphisms of C-vector spaces. In particular, the inverse ∂ is a line bundle, so for fixed coordinates, we may represent elements in H (0) by (classes of) functions. H (0) is called the Brieskorn lattice of the function germ (f, 0). In most of the applications, one is interested in the case of families of function germs.
m is open such that f := F |C n+1 ×{0} has an isolated singularity as before, then the relative Brieskorn lattice
(where F : X → S is a good representative as before, and
is O S×M -locally free and carries an integrable connection, which is meromorphic along the discriminant
For a given germ (f, 0), there are two particularly interesting cases of such deformations, namely:
• Take M to be an open ball in C µ , and put
µ representing a basis of C{x}/J f . Then F is called the semi-universal unfolding of f . The pair (H (0) , ∇) has a logarithmic pole along D in this case.
• Take any family F as above with the property that for each y ∈ M , the only critical value of F y is zero. A result of Gabrielov, Lazzeri and Lê shows that then the only critical point of F y is the origin of C n+1 . These families are called "µ-constant deformations" of f . The second class of objects we are interested in is closely related to these function germs, but in this case phenomena of a more global nature occur. We start with a smooth affine manifold X and we want to study regular functions f : X → A 1 C . There is a condition one needs to impose in order to make sure that no change of topology is caused by singularities at infinity (of a partial compactification
C be a regular function; then f is called M-tame iff for some embedding X ⊂ A N and some a ∈ A N , we have that for any η > 0 there is some R(η) > 0 such that for any r ≥ R(η), the spheres x − a 2 = r are transversal to all fibres f −1 (t) for |t| < η; here · denotes the Euclidean distance on C N .
For any regular function f as above, we define
(where Ω alg,k are the algebraic differential k-forms on X) to be the algebraic Brieskorn lattice of f . The basic structure result ( [NS99, Sab06] ) is the following.
Note that the rank of M 0 is not necessarily equal to µ := x∈X µ(X, x), where µ(X, x) is the local Milnor number of the germ f : (X, x) → (C, f (x)). It is so if the space X is contractible, e.g., X = A n+1 . The next step is to define the Fourier-Laplace transformation of the Brieskorn lattice. In fact, the proper framework to carry this out requires the study of the Gauß-Manin system, which is an (algebraic or analytic) D-module, in which the Briekorn lattice is embedded. One first defines the Fourier-Laplace transformation of this object and has to analyze what happens with the Brieskorn lattice under this operation. Details can be found in [Sab06] or [Her03] .
We will need here and in the sequel the notion of the Deligne extensions of a flat bundle over a divisor. More precisely, let H ′ be a flat bundle on C * (let t be a coordinate on C), write H ∞ = ⊕ λ∈C H ∞ λ for the generalized eigen-decomposition of the space of flat sections with respect to the monodromy, then we denote by V α (resp. V >α ) the locally free extension of H ′ to C generated by (the so-called elementary) sections t β− N 2πi A, where N is the logarithm of the unipotent part of the monodromy of H ′ , A ∈ H ∞ e −2πiβ and β ≥ α (resp. β > α). We denote similarly by V α (resp. V <α ) the corresponding Deligne extensions of H ′ over infinity. Finally, let V >−∞ := ∪ α V α (resp. V <∞ := ∪ α V α ) be the meromorphic extensions consisting of sections of H ′ with moderate growth at zero, resp. infinity.
), where i : C ֒→ P 1 and l : We will mainly work with analytic objects, therefore we consider the holomorphic vector bundle over C corresponding to G 0 , denoted by H in the sequel. By definition it is equipped with a connection with a pole of order at most two at zero. Its restriction to C * is then necessarily flat; we denote this restriction by H ′ (note that in general, H ′ is not equal to the local system F from the beginning of this section, although they are related, as we will see).
We are going to describe briefly another approach to the bundle H which is of more topological and analytical nature. For simplicity, we restrict to the case of tame functions, the local case is treated in detail in [Her03, Ch. 8] . We start with a direct construction of the flat bundle H ′ , then we outline how to obtain the extension H. Let as above f : X → A 1 C be tame, and suppose moreover that all critical points of f are non-degenerate (although this seems to be a severe restriction, it is relatively easy to show that the construction for the general case can always be reduced to the one described by a small deformation, called Morsification). Choose an embedding X ⊂ A N and η > 0 such that all critical values of f are contained in S := {t | |t| < η}, and choose R(η) > 0 sufficiently large. Then U := {x ∈ X | x < R(η), f (x) ∈ S} contains all critical points of f . For any z ∈ C * , choose non-intersecting paths γ i inside S\{f (Crit(f ))} from η z |z| to the critical values of f , and construct for each such path a continuous family Γ i (called the Lefschetz thimble) of vanishing cycles in f −1 (γ i ). Then we have that
and we put H ′ z := Hom Z (Λ z , C), which defines a local system of rank µ on C * . Denote by H ′ its sheaf of holomorphic sections, then one can prove that the intersection of Lefschetz thimbles on opposite fibres is well-defined (as it takes place in a compact subset of U ), which gives a perfect pairing Λ z × Λ −z → Z, and induces a flat pairing
Here i : C * ֒→ C is the inclusion and Γ i denotes a family of vanishing cycles in f −1 ( γ i ) extending Γ i , where γ i is an extension of γ i to a path from a critical value to infinity, with asymptotic direction z |z| . It follows from work of Pham ([Pha83, Pha85] ) that these integrals are well-defined. Put H := Im(osc), this gives a vector bundle over C, and one checks easily that the connection has a pole of order at most two.
The following picture summarizes and illustrates the geometry used above in the definition of H ′ , P and H. In the case of a (deformation of a) local singularity or a non-tame deformation of a tame function, a good representative F y : U → S exists, but no extension to ∞. So one cannot work directly with oscillating integrals as above. But one can imitate them on a cohomological level [Her03, DS03] . In any case, if we are starting with an unfolding of a germ or of a tame function parameterized by M , then a variation of the above construction yields a holomorphic vector bundle H over C × M , with a connection with pole of type 1 (also called Poincaré rank one) along {0} × M , i.e., the sheaf H is stable under z 2 ∇ z and z∇ X for any X ∈ T M .
Twistor structures
Here we define and study a framework which encompasses the objects described in the last section. The main objects are twistor and TERP-structures. The former have been introduced in [Sim97] , for the latter, see [Her03] and [HS07b] . w -symmetric, non-degenerate and flat pairing
where j(z, x) = (−z, x), and which takes values in i w R on the real subbundle H ′ R . It extends to a pairing on i * H ′ , where i : C * × M ֒→ C × M , and has the following two properties on the subsheaf
If no confusion is possible, we will denote a variation of TERP-structure by its underlying holomorphic bundle. A variation H over M = {pt} is called a single TERP-structure. A TERP-structure is called regular singular if ∇ has a regular singularity along {0} × M .
Theorem 3.2 ([Her03, DS03]). The Fourier-Laplace transformation of the Brieskorn lattice of an isolated hypersurface singularity
C underlies a TERP-structure, where P is induced by the intersection form on Lefschetz thimbles, and w = n + 1. It is regular singular in the first case and in general irregular in the second case. Any unfolding F of a local singularity or a tame function yields a variation of TERP-structures, which is regular singular only if f is local and the unfolding is a µ-constant deformation. We will denote any such (variation of ) TERP-structure(s) by TERP (f ) (respectively TERP (F )).
We will see that any TERP-structure gives rise to a twistor structure. This connects singularity theory to an priori completely different area, namely, the theory of harmonic bundles. We first recall the basic definitions, our main reference is [Sim90, Sim97, Moc07] . Definition 3.3. A twistor is a holomorphic bundle on P 1 . A family of twistors over M is a complex vector bundle F on P 1 × M , equipped with a P 1 -holomorphic structure (i.e. the corresponding sheaf F of sections is a locally free
To define a variation and a polarization of twistor structures, we need the map σ :
and the two sheaves of meromor-
where l : P 1 \{0} ֒→ P 1 and i : C ֒→ P 1 . A variation of twistor structures is a family F of twistor structures, together with an operator 
which is a morphism of twistors. It induces a Hermitian pairing h on E := p * F . Then F is called polarized if h is positive definite.
Given a pure variation, the connection D induces operators on E. If the variation is polarized these operators satisfy some natural compatibility conditions. More precisely, the metric h on E is harmonic, meaning that it corresponds to a pluriharmonic map from the universal cover of M to the space of positive definite Hermitian matrices. In terms more closely related to our situation, we can define
, where D ′′ defines the holomorphic structure on E which corresponds to F |{0}×M , θ is defined by the class of zD
′′ is h-metric and θ is the h-adjoint of θ (see also lemma 3.7 below).
Vice versa, given (E, h) with such operators D ′′ and θ, one might reconstruct the whole variation (F := p * E, D, S) from them. The basic correspondence due to Simpson can be stated as follows.
Theorem 3.4 ([Sim97], Lemma 3.1). The category of variations of pure polarized twistor structures on M is equivalent to the category of harmonic bundles.
We are going to construct a twistor for any given TERP-structure H. For this purpose, define γ :
. Consider the bundle γ * H (here · denotes the conjugate complex structure in the fibres of a bundle). It is a holomorphic bundle on the complex manifold (P 1 \{0}) × M (there is no need for a conjugation in the P 1 -direction as this is already built-in in the definition of the bundle γ * H). We define an identification τ :
Proposition 3.5 ([Her03], Chapter 2). τ is a linear involution, it identifies
Moreover, τ acts as an anti-linear involution on E = p * H. We obtain a pairing S on the twistor H by S := z −w P (−, τ −). Each bundle H |P 1 ×{x} , x ∈ M , has degree zero.
By analogy with the notion of twistors, we will make the following definition. Definition 3.6. H is called a pure TERP-structure iff H is pure, i.e. fibrewise trivial. In that case, it is called pure polarized iff H is so, i.e., iff h := S |p * b H is positive definite.
The following lemma is a straightforward calculation; it gives a reformulation of the whole structure in terms of the bundle E, if the structure is pure. In particular, it allows one to define a very interesting object associated to a TERP-structure.
Lemma 3.7 ([Her03], Theorem 2.19). For any variation of pure TERP-structures, the connection operator ∇ takes the following form on fibrewise global sections
The symbols used in this expressions are mappings
where D ′ and D ′′ satisfy the Leibniz rule whereas θ and θ are linear over C ∞ M . These objects satisfy the following relations, summarized under the name CV⊕-structure in [Her03] .
As already remarked, equations (3.1) to (3.4) say that the metric h on E is harmonic. The two identities (3.3) and (3.4) were called tt * -equations in [CV91] . Finally, variation of twistor structures corresponding to harmonic bundles with operators U, Q, τ Uτ are studied under the name "integrable" in [Sab05b, Chapter 7], and the identities (3.5) and (3.6) are called "integrability equations" in loc.cit.
A particularly interesting piece of this structure is the endomorphism Q. Q was already considered in [CFIV92] under the name "new supersymmetric index". We will describe some more results concerning its eigenvalues in section 7.
Nilpotent orbits
In this section we will consider a particular one-parameter variation of TERPstructures which gives rise to a very interesting correspondence with polarized mixed Hodge structures (PMHS). This relies on the construction of a filtration on the space H ∞ . We will give two versions of this construction adapted to different situations. It can be easily checked that these families are in fact variations of TERP-structures on C * .
Let (H, H
′ R , ∇, P ) be a given TERP-structure. We define two one-parameter variations K, resp. K ′ , by taking the pull-backs
is called a nilpotent orbit (resp. Sabbah orbit) of TERP-structures iff its restriction K, resp. K ′ , to ∆ * r := {z ∈ C * | |z| < r} is pure polarized for |r| ≪ 1.
As explained in section 2, the main sources of TERP-structures are Brieskorn lattices defined by holomorphic functions or germs. In the local case, a filtration on H ∞ has been defined in [Var80] and was later modified in [SS85] . In our language, these definitions are valid for regular singular TERP-structures. In the general case, we give a definition due to Sabbah [Sab06] .
We use the Deligne extensions defined earlier. They induce a filtration, called a V -filtration, on the Brieskorn lattice so that one might consider the corresponding graded object. These graded parts determine the filtrations we are looking for.
(where, as before, i : C ֒→ P 1 and l : P 1 \{0} ֒→ P 1 ). Then G 0 is a free C[z]-module and the Deligne extensions at infinity induce a filtration on it so that we can define for α ∈ (0, 1]
We will actually not work with F
• and F
• Sab directly, but with a twisted version defined by
is defined as follows (see [Her03, (7. 47)]):
Here Γ (k) is the k-th derivative of the gamma function. In particular, G depends only on H ′ and induces the identity on Gr W
• , W • being the weight filtration of N . Note that for H = TERP (f ), where f is a local singularity, Steenbrink's Hodge filtration from [SS85] is exactly our F
• . It was defined in loc.cit. by a formula similar to (4.1), but using the Brieskorn lattice H (0) and its V-filtration. On the other hand, the filtration F
• is defined using the Fourier-Laplace transform H of H (0) , so that G can be seen as the "topological part" of the Fourier-Laplace transformation.
The next ingredient we need is a polarizing form S induced on H ∞ by the pairing P . It can be defined as follows: P induces a pairing (denoted by the same symbol) on the local system (H ′ ) ∇ , then given A, B ∈ H ∞ , we put S(A, B) := (−1)(2πi) w P (A, t(B)) where
S is nondegenerate, monodromy invariant, (−1) w -symmetric on H We come back to our special situation of a family K := π * H. Suppose first that it is regular singular (it suffices actually to check this at any value r, e.g., for Let us give some comments on the proof: The direction "⇐" is proved in [Her03] , and relies on the corresponding correspondence between PMHS and nilpotent orbits of Hodge structures ([Sch73, CKS86]). The opposite direction "⇒" is done in [HS07b] , and uses a different strategy: It is built on a central result in [Moc07] which states that a tame variation of pure polarized twistors on, say ∆ * , degenerates to what is called a polarized mixed twistor structure (see section 7). In our situation, this limit object corresponds exactly to the (sum of) PMHS('s) on H ∞ , which shows the desired result. For arbitrary TERP-structures, we have a corresponding statement for Sabbah orbits, which is proven in exactly the same way. The notion of a nilpotent orbit is the same, but the other side, the PMHS, has to be replaced by more subtle conditions: First, it is assumed that the formal decomposition of the germ (H, ∇) 0 into model bundles exists without ramification. Second, Stokes structure and real structure shall be compatible. Third, the regular singular parts of the model bundles shall induce PMHS just as above. The implication from this generalization of a PMHS to a nilpotent orbit is proved in [HS07b] , the other implication is still open. Notice that in the case of a TERP-structure of a deformation of a germ or a tame function the three conditions for the generalization of a PMHS are all satisfied: a ramification is not necessary, the regular singular parts of the model bundles are the (Fourier-Laplace transforms of the) Brieskorn lattices of the local singularities, Theorem 4.3 gives their PMHS, and the real and Stokes structure are compatible because both are defined by Lefschetz thimbles.
We will give some comments on applications of these results. First note the following simple lemma, which follows from the definition of the Gauß-Manin connection on the Brieskorn lattice given in section 2. It shows how nilpotent orbits arise naturally in singularity theory. 
Moreover, in the local case, the Hodge filtration
An easy consequence of the second part is the following result, which uses only classical facts about nilpotent orbits of Hodge structures. The following application uses the generalization to the irregular case discussed above and the geometry on the unfolding space of the germ f as discussed in detail in [Her02] . 
In [Sab06] it was shown that (H
• Sab ) is a mixed Hodge structure. The corollary follows from Theorem 4.5 using another, more recent result, which we believe to be of fundamental importance in the theory of twistor structures associated to tame functions. It already appears in a completely different language in [CV91] and [CV93] . 
Classifying spaces and curvature
In order to study period mappings for µ-constant deformations of hypersurface singularities, appropriate classifying spaces for Brieskorn lattices were discussed in [Her99] . We first give a short review of this construction, then we show how to endow a part (called pure polarized) of these classifying spaces with a Hermitian metric.
An important result in the theory of variation of Hodge structures is that the curvature of the Hermitian metric on the classifying spaces of Hodge structures is negative along horizontal directions. It turns out that a similar result holds for variation of TERP-structures; this will also be explained in the current section.
The first ingredient for constructing the classifying spaces is a classical cohomological invariant, the spectrum, attached to an isolated hypersurface singularity, which can in fact be defined for any regular singular TERP-structure. Note that our definition gives real numbers shifted by one compared to the original definition of Varchenko and Steenbrink. These shifted numbers were used by M. Saito under the name exponents.
Definition 5.1. Let (H, H ′ R , ∇, P ) be a regular singular TERP-structure of weight w.
(1) The spectrum of (H, ∇) at zero is defined as Sp(H,
We also write Sp(H, ∇) as a tuple α 1 , . . . , α µ of µ numbers (with µ = rank(H)), ordered by α 1 ≤ ... ≤ α µ . We have that α i = w − α µ+1−i and that α is a spectral number only if e −2πiα is an eigenvalue of the monodromy M of H ′ (in particular, all α i are real by assumption). 
For the remainder of this section, we fix H ∞ , H ∞ R , S, M, w, Spp which we call initial data. Note that (H ∞ , H ∞ R , S, M ) are equivalent to the datum of a flat bundle H ′ over C * with a flat real subbundle and a pairing P as in Definition 3.1, where S is induced from P as in section 4. For notational convenience, let n := ⌊α µ − α 1 ⌋. We also fix a reference filtration F 
, and all powers of N are strict with respect to F
•
There is a projection mapβ :Ď PMHS →Ď PHS , sending F • to (F • P l ) l∈Z , hereĎ PHS is a product of classifying spaces of Hodge-like filtrations on the primitive subspaces P l .Ď PHS is a complex homogeneous space, and it contains the open submanifold D PHS which is a product of classifying spaces of polarized Hodge structures, and which has the structure of a real homogeneous space.β is a locally trivial fibration with affine spaces as fibres. Define D PMHS to be the restriction of this fibration to D PHS . Then alsoĎ PMHS (resp. D PMHS ) is a complex (resp. real) homogeneous space.
One can construct period maps for singularities by associating to a singularity f its Hodge filtration F
• . However, it is readily seen that in general the information encoded in the Hodge structure is too weak for, say, Torelli theorems. The basic philosophy is that the whole Brieskorn lattice should be sufficiently rich to determine the singularity. This calls for a classifying space for Brieskorn lattices, which is constructed as follows. Puť
H is the filtration defined by H using formula (4.1) on H ∞ , and
As before, we obtain a projection mapα :
One of the main results of [Her99] is that this map is still a locally trivial fibration where the fibres are affine spaces. Again we put D BL :=α −1 (D PMHS ). The situation can be visualized in the following diagram.
Note that neitherĎ BL nor D BL are homogeneous. However, there is a good C * -action on the fibers ofĎ BL ; the corresponding zero sectionĎ PMHS ֒→Ď BL consists of regular singular TERP-structures inĎ BL which are generated by elementary sections, see [Her99, Theorem 5.6 ].
Now suppose that we have in addition to the initial data a lattice H [Var82] , that for such a family the spectral pairs are constant is used).
From the very construction of the classifying spaces, we have the following fact. 
We putĎ Proof. First note that even though H is an O C×ĎBL -module, the quotient z −n H/H is z-torsion and so is H, which might thus be considered as an OĎ BL -module. Then the inclusion TĎ BL ⊂ H is given by the Kodaira-Spencer map
Injectivity follows from the universality of the classifying spaceĎ BL . The subsheaf T 
The Hermitian metric on p * H |Ď The following is a direct consequence and proved as in the Hodge case using Ahlfors' lemma. As an application, we obtain the following rigidity result. This result follows directly from the last corollary as the Kobayashi pseudodistance of C m is zero, so that the corresponding period map must be constant (see, e.g., [Kob05] ).
Compactifications
A drawback of the construction of the last section is that the metric h onĎ pp BL is not complete. The reason is that there exist families (even variations) of regular singular pure polarized TERP-structures, where the spectral numbers jump for special parameters. Period mappings of such families lead naturally to a partial compactification ofĎ pp BL . The following example illustrates this phenomenon of jumping spectral numbers.
Example 6.1 ([HS08], Section 9.2). We will describe a variation of TERPstructures over C which extends to a variation over P 1 with jumping spectral numbers at ∞. Consider a three-dimensional real vector space H ∞ R , its complexification
Choose a real number α 1 ∈ (−3/2, −1), put α 2 := 0, α 3 := −α 1 and let 
Denote by r a coordinate on C, and define
Moreover, define the pairing P with P :
It can be checked by direct calculations that (H, H ′ R , ∇, P ) is a variation of regular singular TERP-structures on C. Moreover, the Hodge filtration induced on H ∞ is constant in r and gives a sum of pure polarized Hodge structures of weights 0 and −1 on H ∞ 1 and H ∞ =1 ; namely, we have that
The polarizing form S is defined by P via [Her03, (7.51), (7.52)], namely, we have:
where γ := −1 2πi Γ(α 1 + 2)Γ(α 3 − 1). In particular, we have for p = 1
so that F • indeed induces a pure polarized Hodge structure of weight −1 on H ∞ =1 = CA 1 ⊕ CA 2 and a pure polarized Hodge structure of weight 0 on H
The situation is visualized in the following diagram, where each column represents a space generated by elementary sections (that is, a space isomorphic to
Let us calculate the variation of twistors associated to this example. We have
where τ is the morphism defined before Proposition 3.5. A basis for the space H 0 (P 1 , H) is given for any r with |r| = √ 2 by
2 . This means that the space of points r ∈ C on which H is pure has two connected components, and that H is pure polarized on each of them.
We are going to compute a limit TERP-structure, when the parameter r tends to infinity. First note that the following sections are elements of H:
and r ′ := r −1 , of H outside of r = 0 shows that we obtain an extension of the family to P 1 . We see (by setting r ′ := 0) that the fibre H |r=∞ is the TERPstructure generated by the elementary sections z −2 s 3 , s 2 , z 2 s 1 . In particular, the spectral numbers, which are constant for finite r (namely,
One might analyze this example further by calculating the classifying space D BL attached to the initial data used above, namely, for the spectrum α 1 , α 2 , α 3 . We give the result, without carrying out the details. 
So we see that the above family H(r) is in fact the restriction of the universal bundle on D BL to the subspace t = 0. The fact that the family H(r) does not have a limit inside D BL (and not even insideĎ BL , which is equal to D BL in this case) when r → ∞ has the consequence that the metric on TĎpp BL is not complete. This can be seen directly, namely, we have
For applications, it is important that the target domain of the period map is a complete Hermitian space. For that reason, we are going to describe a partial compactification ofĎ pp BL on which we are able to construct such a complete Hermitian metric.
The main idea is to relax slightly the initial data to be fixed by requiring only that the spectral numbers be contained in an interval. More precisely, we fix as before H ∞ , H ∞ R , S, M, w and a rational number α 1 (for notational convenience, we denote α µ := w − α 1 ). Remark 6.4. We will give some remarks on the construction of M BL and the proof of the theorem. The basic idea is that by fixing the range of spectral numbers to lie in the interval [α 1 , α µ ], one is able to reduce the setting to a finite-dimensional situation and to control the possible regular singular TERP-structures with spectral numbers in that range. More precisely, the pairing P induces a symplectic structure on the quotient V α1 /V >αµ−1 and the operators z· and z 2 ∇ z give rise to nilpotent endomorphisms of V α1 /V >αµ−1 . Then we consider the subvariety of the Lagrangian Grassmannian of V α1 /V >αµ−1 consisting of subspaces K which are invariant under these two nilpotent endomorphisms. For any regular singular TERP-structure H the space K := H/V >αµ−1 gives a point in this subvariety and we obtain a bijective correspondence between regular singular TERP-structures (with spectral numbers in [α 1 , α µ ]) and these subspaces K. It is clear that this subvariety is projective, but it might be very singular, and even non-reduced. We define M BL to be this variety with its reduced scheme structure. By construction M BL carries a universal sheaf of Brieskorn lattices, with an induced V-filtration, so that fixing the spectral pairs gives an intersection of open and closed conditions. This yields a stratification where each spaceĎ The following is a direct application of Theorem 6.5. This theorem can be proved exactly as in the case of Hodge structures, namely, the given variation defines a period map Y →Ď pp BL . In particular, due to Corollary 5.5, we know that this map is distance decreasing with respect to the (complete) distance d h onĎ BL ∩ M pp BL and the Kobayashi pseudometric on Y . This implies that it extends continuously and then also holomorphically to X (the proof is the same as in [Kob05, Corollary 3.5], note however thatĎ BL ∩ M pp BL is not a hyperbolic space, but the period map is horizontal by assumption, which is sufficient).
To finish this section, we describe two further examples of classifying spaces M BL . More examples can be found in [HS08] . 
n A 2 = s 2 , and the universal family over the other component is given by H n (r) := O C 2 (z −n A 2 +rz n−1 A 1 )⊕O C 2 z n A 1 . The following diagram visualizes this situation.
It is directly evident that the "limit TERP"-structure (when r approaches infinity), is given by G −n+1 := O C g 1 ⊕ O C g 2 , where g 1 := zs 1 and g 2 := z −1 s 2 . We see that G −n+1 is the origin in one of the two components of the classifying spacě D BL associated to the same data, but with α 1 := −n + 1. Note, however, that the two (conjugate) filtrations induced by G −n+1 and G n−1 , respectively, are not pure polarized: the Hodge metric is negative definite. Taking the limit of the universal family for this classifying spaces yields TERP-structures G −n+2 and G n−2 , respectively, and we can continue this procedure until we arrive at G −1 and G 1 . The limits lim r→∞ H −1 (r) and lim r→∞ H 1 (r) are both equal to the lattice G 0 = V 0 . This shows that the space M BL is a chain of 2n copies of P 1 , where the Hodge filtration gives pure polarized, resp. negative definite, pure Hodge structures on every other component of this chain.
It is easy to calculate the associated twistors: For the original family H −n , we have
) and the metric is h(w 1 , w 2 ) = diag(1 − |r| 2 ) (note that P (s 1 , s 2 ) = 1 due to our choices), so that H −n (r) is a variation of pure polarized TERP-structures on ∆ * (it is even a nilpotent orbit, which corresponds by Theorem 4.4 to the pure polarized Hodge structure (H ∞ , H ∞ R , S, F
• 0 )). The same holds for the family H n (r). Note however that due to P (g 1 , g 2 ) = −1, the variation of twistors on the second left-(or right-)most P 1 is pure polarized on P 1 \∆, where the origin is the TERP-structure G −n+1 (resp. G n−1 ). This means that in the above picture, the points of intersection on the lower level are pure polarized, but not those on the upper level. In particular, V 0 is pure polarized precisely if n is even (the above picture already supposes that n is odd), which can also be seen directly from the formula S(A 1 , A 2 ) = (−1) n .
Example 6.10 ([HS08], Section 9.1). This example shows that M BL is not necessarily a union or a product of projective or weighted projective spaces. Consider the following initial data:
A i , where we choose α 1 and α 2 with −1 < α 1 < α 2 < − ] vanishes. Using the Plücker embedding, one checks that this Lagrangian Grassmannian is a hyperplane section of the Plücker quadric in P 5 , i.e., a smooth quadric in P 4 which is isomorphic neither to P 3 nor to P 1 × P 2 . It is also clear that M BL is indeed the closure of the three-dimensional affine classifying spaceĎ BL considered above, but it also contains other strata, e.g., the closure of the twodimensional classifying space associated to (the same topological data and) the spectrum Sp = (α 1 , α 3 − 1, α 2 + 1, α 4 ) is the weighted projective space P 1 (1, 1, 2), which appears as a (further) hyperplane section of the Lagrangian Grassmannian M BL .
Period mappings and limit structures
In this section, we will give an interpretation of one of the main results of [Moc07] to the case of period mappings associated to isolated hypersurface singularities. We are considering variations of TERP-structures on non-compact varieties, and we are interested in studying their behaviour at the boundary. In order to keep the notation as simple as possible, we will restrict here to variations on a punctured disc. This is sufficient for many applications; the details for the higher dimensional case are worked out in [HS08] . We will denote throughout this section by r a coordinate on ∆. which restricts to the given P on C × ∆ * .
As a consequence, we can construct a limit object which turns out to be a TERP-structure. given by the residue of the operator r∇ r on G along C × {0}.
In [Moc07] , a construction for a limit object starting from a general tame variation of pure polarized twistor structures is described. He proves that this is a polarized mixed twistor structure. It turns out that this limit can be identified with the twistor G constructed from the TERP-structure G. We refer to [Moc07] or [HS07b] for a precise definition of a polarized mixed twistor structure. It is essentially given by the additional datum of a weight filtration by subbundles W k of G such that the quotients are pure twistors of weight k (i.e. isomorphic to a O n P 1 (k) for some n ∈ N) and such that a positivity condition is satisfied on primitive subspaces. In our case W • is defined by the weight filtration W • on G associated to N .
A very easy but important consequence is the following, which is the analogue of [Sch73, Corollary 4.11].
Corollary 7.4. Let H be as above, and suppose that the monodromy around C × ∆ * of the local system H ′ is trivial. Then for any a ∈ R, a E underlies a variation of pure polarized regular singular TERP-structures on ∆, extending H. The limit G is naturally identified with the fibre a E/r · a E. In particular, G is still pure polarized.
We are mainly interested in TERP-structures defined by isolated hypersurface singularities. In that case, we obtain the following result.
