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Nanostructures often possess unique properties, which may lead to the
development of new microelectronic and optoelectronic devices. They also pro-
vide an opportunity to test fundamental quantum mechanical concepts such
as the role of quantum confinement. Considerable effort has been made to un-
derstand the electronic and structural properties of nanostructures, but many
fundamental issues remain. In this work, the electronic and structural proper-
ties of nanostructures are examined using several new computational methods.
The effect of dimensional confinement on quantum levels is investigated for
hydrogenated Ge 〈110〉 using the plane-wave density-functional-theory pseu-
dopotential method. We present a real-space pseudopotential method for cal-
culating the electronic structure of one-dimensional periodic systems such as
nanowires. As an application of this method, we examine H-passivated Si
nanowires. The band structure and heat of formation of the Si nanowires are
presented and compared to plane wave methods. Our method is able to offer
vi
the same accuracy as the traditional plane wave methods, but offers a number
of computational advantages such as the ability to handle large systems and
a better ease of implementation for highly parallel platforms.
Doping is important to many potential applications of nano-regime
semiconductors. A series of first-principles studies are conducted on the P-
doped Si 〈110〉 nanowires by the real-space pseudopotential methods. Nanowires
of varied sizes and different doping positions are investigated. We calculate
the binding energies of P atoms, band gaps of the wires, energetics of P atoms
in different doping positions and core-level shift of P atoms. Defect wave
functions of P atoms are also analyzed. In addition, we study the electronic
properties of phosphorus-doped silicon 〈111〉 nanofilms using the real-space
pseudopotential method. Nanofilms with varied sizes and different doping po-
sitions are investigated. We calculate the binding energies of P atoms, band
gaps of the films, and energetics of P atoms in different doping positions.
Quantum confinement effects are compared with P-doped Si nanocrystals and
as well as nanowires. We simulate the nanofilm STM images with P defects
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Nanoscience is one of the most promising and fast-growing fields in the
study of materials physics. Considerable effort has been made in the devel-
opment of next generation materials for electronic devices within the nano-
regime. As a consequence, there is a growing interest in developing devices
and related applications based on nanostructures. Progress in the nanowire
is exemplified by the construction of high performance Si-nanowire field-effect
transistors, logic gates assembled Si-nanowire building blocks and a direct-
current nanowire generator driven by ultrasonic wave [3–6]. Nanowire sensors
are also potentially employed for highly sensitive and selective detection of
biological and chemical species [7, 8].
The properties of nanostructures are strongly dependent on their elec-
tronic structure and related properties. Although considerable effort has been
make to understand the electronic and structural properties of nanostructures,
including experimental and computational work, many fundamental issues re-
main. My graduate research focuses on a quantitative understanding of the
structural and electronic property of materials in the nano-regime such as
nanowires and nanofilms, using computational methods based on quantum
1
physics theories.
It is largely accepted that one of the most revolutionary scientific
achievements in the history of humankind is the birth of quantum physics.
Quantum mechanical laws make it theoretically possible to study the behav-
ior of matter and energy at atomic scales. The birth of quantum physics
is attributed to Max Planck’s 1900 paper on blackbody radiation; upto the
mid-1920’s, developments in quantum mechanics quickly made it the standard
formulation. Most of the subsequent mathematical developments, interpreta-
tions, and improvements were made by a number of distinguished physicists,
including Albert Einstein, Niels Bohr, Werner Heisenberg, Erwin Schroedinger,
Max Born and Paul Dirac, and many others [9]. In the mid-1920’s, the emer-
gence of the Schrödinger wave equation sets the stage for the new physics.
It is one of the fundamental equations of quantum mechanics and describes
the spatial and temporal behavior of matter. The wave function describes a
wave of probability, the square of whose amplitude is equal to the probability
of finding a particle at a certain position. The solution of the Schrödinger
wave equation is a milestone for an essential complete understanding of the
dynamics of matter at the atomic scale [9].
The pseudopotential ideas date back to the 1930’s and certainly were
understood in the 1950’s. In 1934 Fermi introduced a construction to account
for the shift in the wave functions of high lying states of alkali atoms subject
to perturbations from foreign atoms [10]. In this paper, Fermi introduced the
conceptual basis for the pseudopoential. The advent of two key ideas, density
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functional theory (DFT) and pseudopotentials provided major breakthroughs.
Density functional theory is based on transforming the many body problem
to a single electron problem. The pseudopotential method replaces the true
potential arising from the core states ( i.e., chemically inert states and the
nuclear charge) by an effective potential that replicates only the valence states
(i.e., the chemically active states). This leads to a substantial reduction of
computational complexity for our system of interests. Employing the pseu-
dopotential sets the length and energy scales to those of the valence states. In
Chapter 2, we will review these two fundamental theories.
In order to explore nanostructures, one must be able to predict the
electronic and structural properties of these systems accurately and efficiently.
Using the local density approximation pseudopotential method, we can rewrite
the Schrödinger equation to Kohn-Sham equation, which can be solved using
several different methods. One of them is to use plane-wave basis. However,
since a plane wave basis is “infinite” in extent, applying this approach to
a localized system can present problems. Typically, for systems with lower
dimensionality, a supercell is employed that embeds the system of interest in
a large cell. The cell contains a large amount of vacuum space to minimize
the interaction between periodic images of the system. This procedure can be
very complicated for charged systems or systems with large dipole moments.
For such systems, compensating backgrounds are often employed [11, 12].
A different approach to the problem is to solve the electronic struc-
ture on a real space grid without an explicit basis set. An advantage of the
3
real space method is its flexibility of imposing different types of boundary
conditions for the system of interest. With real space methods, it is possi-
ble to use periodic boundary conditions for three dimensional systems as for
plane waves [13,14], and equally well consider a confined boundary for clusters
or quantum dots [15], or an asymptotic open boundary condition for study-
ing electron transport properties [16]. In Chapter 3, we present a real-space
formalism for the electronic structure and total energy calculations for one
dimensional periodic systems [17]. Real space algorithms avoid the use of fast
Fourier transforms by performing all the calculations in real physical space in-
stead of Fourier space. Unlike fast Fourier transforms, real space methods do
not require global communications, and they are efficient for implementation
on multi-processor platforms. A large but extremely sparse secular equation
will be set up and solved using a sophisticated procedure based on an iter-
ative diagonalization method. The codes for this method had already been
developed for localized systems before, but codes for periodic one-dimensional
nanowires did not exist before my research work.
In Chapter 4, as an example of using the plane-wave density-functional-
theory pseudopotential method, the effect of dimensional confinement on quan-
tum levels has been investigated for hydrogenated Ge 〈110〉 [18]. The limita-
tions of a plane wave method are illustrated, i.e., we need to align the band
structures using a reference level to compare wires of different sizes. How-
ever, the band structures of different wires can be easily compared using the
one-dimensional real space method, as all the eigenvalues are relative to the
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vacuum level.
In Chapter 5, we present another first-principles study on the hydrogen-
passivated Si 〈110〉 nanowires using the real-space pseudopotential methods
[17]. We study the band structure and the heat of formation of hydrogen-
passivated Si 〈110〉 nanowires using our method, and compare our results with
a plane-wave package ABINIT. We show that the results from the two very
different methods agree well with each other.
Single crystal P-doped n-type Si nanowires with controlled phosphorus
dopant concentrations have been synthesized and used to fabricate field effect
transistors, which exhibit good device properties [19]. Highly sensitive, label-
free (no isotope label) and multiplexed electrical detection of cancer markers
have been successfully made by using P-doped Si nanowire field effect transis-
tor sensor arrays [20]. Although there are some theoretical studies on P-doped
Si nanowires [21], several critical and fundamental issues remain unclear, e.g.,
it is difficult to determine the exact position of the doped atoms.
In Chapter 6, we present a first-principle study of P-doped Si nanowires
using the real-space pseudopotential method [13–15,22,23]. Nanowires of var-
ied sizes and different doping positions are investigated. We calculate the
binding energies of the P atoms, band gaps of the different-sized wires, ener-
getics of the P atoms in different doping positions and core-level shift of the P
atoms. Defect wave functions of the P atoms are analyzed. Quantum confine-
ment effects in this one-dimensional periodic system are compared with the
P-doped Si nanocrystals.
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In Chapter 7, we study the electronic properties of phosphorus-doped
silicon 〈111〉 nanofilms using the real-space pseudopotential method. Nanofilms
with varied depths and different doping positions are investigated. We also
calculate the binding energies of P atoms, band gaps of the films, and ener-
getics of P atoms in different doping positions. Quantum confinement effects
are compared with P-doped Si nanocrystals and as well as nanowires. We
present simulations for the nanofilm STM images with P defects in different





Several excellent reviews have been written to give an overview of nu-
merical problems encountered when determining the electronic structure of
materials and various techniques used to solve the problems [24–26]. In this
chapter, I will provide a general overview. It is common knowledge that the
behavior of condensed matter is determined by solving the Schrödinger equa-
tion, which is very difficult to solve for a system with more than a few elec-
trons. The development of approximation methods has been attempted for
several decades. Over the last sixty years, a number of very successful ap-
proximations have been made to make a solution of the Schrödinger equation
possible, such as Born-Oppenheimer approximation [27], density functional
theory [28, 29], and pseudopotential scheme [30]. Over the last thirty years, a
number of algorithmic advances have added in the search for the solution to the
Schrödinger equation. These advances included a finite difference discretiza-
tion in real-space [31] and an efficient Chebyshev-filtered subspace iteration
method [32, 33].
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2.1 Quantum descriptions of matter
The electronic structure of a given condensed matter system can be de-
scribed by the wave function Ψ that can be acquired by solving the Schrödinger
equation:
HΨ = εΨ (2.1)
where H is the Hamiltonian operator for the system, ε is the total electronic
energy of the system and Ψ is the wavefunction. Considering the essential
features of the nanoscale materials and omitting some terms such as those in-
volving relativistic interactions, the Hamiltonian for this system in its simplest
form can be written as









































M is the mass of the nucleon, ∇2 is the Laplacian operator, ~ is the reduced
Planck constant, m is the mass of the electron.
2.2 Born-Oppenheimer approximation
Several successful approximations have been made in order to solve the
problem, most of which aimed at removing as many “irrelevant” degrees of
freedom from the system as possible. The most fundamental approximation
which renders the problem more tractable is Born-Oppenheimer approxima-
tion or adiabatic approximation [27]. Since the nuclei are considerably more
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massive than the electrons, it can be assumed that the electrons will respond
“instantaneously” to the nuclear coordinates. The Hamiltonian can be rewrit-
ten as

























For most condensed matter systems, the Born-Oppenheimer approximation is
highly accurate [34, 35].
2.3 Density functional theory
Even with the Born-Oppenheimer approximation, the Schrödinger equa-
tion remains difficult to solve. An electron density based approach, which is
now known as “density functional theory”, was proposed by Hohenberg, Kohn
and Sham [28, 29]. Although other attempts using density functional theory,
e.g. Thomas-Fermi theory, were known before Kohn-Sham, Kohn, Sham and
Hohenberg were the first to put this theory on “rigorous” ground. The Hohen-
berg and Kohn theorem states that for any system of electrons in an external
potential Vext, the Hamiltonian is determined only by the ground-state density
alone. The ground-state density of a system in a particular external potential
can be obtained by minimizing an associated energy functional. For any inter-
acting electron system, with external potential Vext, there is a local potential
VKS, resulting a density ρ equal to that of the interacting system. In this
framework, the energy functional is generally partitioned into four parts








|r− r′| + EXC [ρ] (2.4)
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where T [ρ] is the kinetic energy of the system and the next two terms are
external potential energy and Hartree energies, respectively. The external
potential energy is usually produced by nuclear potential. EXC accounts for
the exchange and correlation energies. Here the ion-ion interaction energy
is not included in this energy functional form. When performing structure
relaxation, the ion-ion interaction energy is added to the total energy to find
the optimized geometry.
In principle, the Hohenberg-Kohn theorem aims at constructing the
ground-state energy as a functional of the electron density; however, the ex-
act form of T [ρ] and EXC remains unknown. To solve this problem, a non-
interacting reference system with a set of independent orbitals ψi is set up.








52 |ψi > (2.5)
The electron density of the real system is equal to that of the reference system






We can apply the variational principle with respect to these orbitals subject











in which ε is the Lagrangian multiplier. Substituting Eqns. 2.4 to 2.6 into 2.7






ψi = εiψi (2.8)
where the effective potential veff is defined by














ψ(r) = εψ(r), (2.10)
VKS = VN [r] + VH [ρ] + VXC [ρ] (2.11)















The exchange-correlation potential in Kohn-Sham equation describes
the exchange interaction and the electronic correlation between electrons in
the frame of electron density. The exchange-correlation interactions contain
the interactions only within the quantum physics framework, for example,
Pauli exclusion principle and quantum many-body effect. The exchange energy
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originates by recognizing two electrons can not be in the same state at the
same time. All the remaining interactions are expressed in the correlation
term. Several forms for constructing the exchange-correlation functionals have
been made, i.e., the generalized gradient approximation (GGA) [36,37], meta-
GGA [38] etc. Among them, the local density approximation (LDA) [39] is
the simplest. LDA assumes that the electron density can be locally treated
as a uniform electron gas. Accordingly, the exchange-correlation energy per
electron at a certain position can be calculated from its position and density.





where εXC [ρ] is the exchange energy per particle of a uniform gas at a density
of ρ. The exchange-correlation energy εXC is separated into the exchange
energy εX and the correlation energy εC ,
εXC = εX + εC (2.15)





The correlation energy εC is expressed in terms of the difference be-
tween the exact exchange correlation energy and the exchange energy εX .
Because the form of the exact exchange-correlation functional is unknown, the
expression is often parameterized based on the behaviors of small electronic
12
systems. For our work, we employ the Ceperley-Alder functional for the LDA
correlation energy [40]. The Perdew-Zunger parameterization [41] of this func-
tional is used, based on two different analytical expressions with respect to the




Alnrs +B + Crs +Xr
2
s lnrs if rs < 1
γ/(1 + β1
√
rs + β2rs) if rs ≥ 1
(2.17)
The numerical values of all fitting parameters are listed in Table 2.1.
The Kohn-Sham equation for the electronic structure of matters can
be solved using a self-consistent field. An approximate charge is assumed to
estimate the exchange-correlation potential and the Hartree potential. Af-
ter the total charge density solved from the equation, the resulting “output”
charge density will be used to construct new exchange-correlation and Hartree
potentials. The process continues until the “input” and “output” charge den-
sities are identical to within the tolerance. Once we obtain the solution to the












ρ(r)(EXC [ρ(r)]−VXC [ρ(r)])d3r (2.18)
The electronic energy as determined from EKS must be added to the ion-ion
interactions to obtain the structure energies.
2.4 Pseudopotentials
The pseudopotential method along with density functional theory pro-










Table 2.1: Fitting parameters for the correlation energy formula given by Eqn.
2.17. All values are in atomic units in this chapter (e=~=m=1).
pseudopotential approach makes it possible to predict the properties of com-
plex systems such as an atomic cluster or a quantum dot with thousands of
atoms. The main idea of pseudopotentials is to remove the core electrons from
the subspace considered. Pseudopotentials come in a variety of different forms,
which can be computed from “first principles” (ab inito pseudopotentials [22]),
or they can be fit to experiment (empirical pseudopotentials [42, 43]).
The Kohn-Sham equation for an atom can be easily solved for the all-
electron wave functions and eigenvalues. Using a spherical symmetry for the
atom, the atomic wave functions can be written as a product of a radial part











rRnl(r) = εnlrRnl(r) (2.19)
where n and l are the principal and angular momentum quantum number,
respectively. In general, we calculate no more than one valence state per
angular momentum and the index n will be omitted for brevity. The effective
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potential is given by
veff (r) = −
Z
r
+ vH [ρ(r)] + vXC [ρ(r)] (2.20)
The pseudo-wave functions are constructed from all-electron wave func-
tions. Since the ion cores can be treated as chemically inert and highly lo-
calized, the resulting potential produced by the ion core is transferable to
other chemical environments. In 1980, Kerker [44] suggested a straightfor-
ward method for constructing local density pseudopotentials and there are
some certain criteria Kerker proposed for fixing the parameters (a0, a1, a2 and
a3). He suggested that the pseudo wave function have the following form:
For r < rc
rRpl (r) = r
lexp(p(r)) (2.21)
where p(r) is a simple polynomial p(r) = −a0r4 − a1r3 − a2r2 − a3.
For r > rc
rRpl (r) = ψ
AE
l (r) (2.22)
In this procedure, there is certain degree of flexibility in introducing the pseudo
wave functions with the following criteria satisfied:(1) The wave function is
norm conserving. This means that the integral of the pseudo-charge density,
i.e., square of the wave function, within the core should be equal to the integral
of the all-electron charge density. (2) The all electron and pseudo wave func-
tions have the same valence eigenvalue. (3) The pseudo-wave function should
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be nodeless and be identical to the all-electron wave function for r > rc, where
rc defines the size spanned by the ion core, i.e., the nucleus and core electrons.
Typically, the core is taken to be less than the distance corresponding to the
maximum of the valence wave function, but greater than the distance of the
outermost node. (4) The pseudo wave function must be continuous as well as
the first and second derivatives of the wave function at rc.
Following the above pseudo wave function, the function will be nodeless
and converge to the all-electron wave function at large r.
One can invert the Kohn-Sham equation for the effective potential












The potential not only includes the effect of the core part of an atom,
but also contains the screening effect of the valence electrons. The Hartree po-
tential vH(ρ
p(r)) and the exchange-correlation potential vXC(ρ
p(r)) are com-
puted directly from the pseudo wave function. The ionic potential vpl,ion(r) is




l,eff(r)− vH(ρp(r))− vXC(ρp(r)) (2.24)
where ρp(r) is the pseudo charge density evaluated from the pseudo wave
function rRpl (r).
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There are other methods in the literature for constructing pseudopo-
tentials, e.g., those methods proposed by Hamann, Schluter, and Chiang [45],
Bachelet, Hamann, and Schluter [46] and Greenside and Schluter [47]. These
pseudopotentials were constructed differently. The all-electron potential was
calculated for the free atom. This potential was multiplied by a smooth, short
range cut-off function which removes the strongly attractive and singular part
of the potential. The cut-off function is adjusted numerically to obtain eigen-
values equal to the all-electron valence eigenvalues, and to yield nodeless wave
functions converged to the all electron wave functions outside the core re-
gion. The pseudo charge within the core is constrained to be the same as the
all-electron value.
The procedure above can be summarized by the following form of Kohn-
Sham equation and solve for the ion core pseudopotential V nion,p










yields an eigenvalue of En and a pseudo wave function φp,n. The pseudo wave
function by construction agrees with the all electron wave function away from
the core.
One important property of the pseudopotential is its non-locality. The
pseudopoential of this form is nonlocal in the angular direction, but local in
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r. The ionic part of the pseudopotential can be separated into the local term
and the non-local term. Although it is more common to treat nonlocality
of pseudopotential in the Fourier space, we can also express it in the real
space. The interactions between valence electrons and pseudo-ionic cores may
be separated into a local potential and a Kleinman and Bylander [48] form of














and < ∆V alm > is the normalization factor,




where ra = r−Ra, and the ulm are the atomic pseudopotential wave functions
of angular momentum quantum numbers (l,m) from which the l-dependent
ionic pseudopotential, Vl(r) is generated. ∆Vl(r) = Vl(r)−Vloc(r) is the differ-
ence between the l component of the ionic pseudopotential and the local ionic
potential.
2.5 Real-space finite difference implementation
One of the most successful methods for the pseudopotential-density-
functional calculation is to use a plane wave basis expansion. Only valence
electrons need to be considered and the resulting pseudopotential converges
rapidly compared to the all-electron potential, which makes the plane-wave
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computation practical. However, for disordered or nonperiodic systems such
as clusters, liquids and surfaces, the Bloch’s theorem can not be applied di-
rectly. Often it makes sense in these situations to reinstate periodicity in an
artificial sense such as using supercell geometries. In this method, the system
of interest is put in a large cell and the cell is artificially repeated in space.
However, this plane-wave-supercell approach might be computationally expen-
sive since the supercell has to be large enough to avoid interactions between
neighboring units. The supercell approach also appears to be problematic for
charged systems [50, 51]. In the supercell configurations, unless a compen-
sating background charge is added, the Coulomb energy diverges for charged
systems.
An alternative approach is to solve the Kohn-Sham equation in real
space using higher-order finite difference methods [31]. If we perform a higher
order expansions of the Laplacian operator on a uniform grid for the system
















cn3ψ(xi, yj, zk + n3)] + [V
p
ion(xi, yj, zk)+
VH(xi, yj, zk) + VXC(xi, yj, zk)]ψ(xi, yj, zk) = Eψ(xi, yj, zk)
(2.30)
where N is the number of grid points, V pion is the ionic pseudopotential, VH is
the Hartree potential, and VXC is the local density expression for the exchange
and correlation potential. The Hartree and exchange-correlation potentials are
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locally defined on the grids and the operations on wave functions can be trivial.
For the nonlocal ionic pseudopotential, one can use the Kleinman-Bylander
separable form in real space
V pion(x, y, z) = Vloc(x, y, z)ψ(x, y, z) +
∑
lm
Glmulm(x, y, z)∆Vl(x, y, z) (2.31)
where
Glm =
ulm(x, y, z)∆Vl(x, y, z)ψ(x, y, z)dxdydz
ulm(x, y, z)∆Vl(x, y, z)ulm(x, y, z)dxdydz
(2.32)
Here the integration can be evaluated by summing over the grid points. If
there are N grid points, the size of the full matrix will be N × N.
2.6 Solving the eigenvalue problem
The most computationally expensive part of the DFT calculation is
solving for the eigenvalues, i.e., diagonalizing the matrix. In order to solve
this problem more efficiently, a recently proposed nonlinear Chebyshev-filtered
subspace interaction (CheFSI) method has been developed by Zhou et al [32,
33]. In this approach, only the initial iteration requires solving an eigenvalue
problem. This step is employed to provide a good initial subspace (or good
initial approximation to the wave functions). Because the subspace dimension
is slightly larger than the number of wanted eigenvalues, the method does not
require as much memory as standard restarted eigensolvers.
The main idea of this method is to start with a good initial eigen-basis,
ψn, corresponding to occupied states of the initial Hamiltonian, and then to
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improve adaptively the subspace by polynomial filtering. At a given self-
consistent step, a Chebyshev polynomial filter Cm, of order m is constructed
for the current Hamiltonian H . As the eigen-basis is updated, the Chebyshev
polynomial will be different at each SCF step since H will change. The goal
of the filter is to make the subspace spanned by ψ′n = Cm(H)ψn approximate
the eigen subspace corresponding to the occupied states of H . There is no
need to make the new subspace, ψ′n, approximate the wanted eigen subspace
of H to high accuracy at intermediate steps. Instead, the filtering is designed
so that the new subspace obtained at each self-consistent iteration step will
progressively approximate the wanted eigen subspace of the final Hamiltonian
when self-consistency is reached. All that is required to obtain a good filter
at a given SCF step, is to provide a lower bound and an upper bound of an
interval of the spectrum of the current Hamiltonian H . The lower bound can
be readily obtained from the values computed from the previous step, and
the upper bound can be inexpensively obtained by a very small number of
steps. Hence the main cost of the filtering at each iteration is in computing
the polynomial operation.
The filtering procedure [32] for the self-consistent cycle is illustrated
in Fig.2.1. Unlike traditional methods, the cycle only requires one explicit
diagonalization step. Instead of repeating this step again within the self-
consistent loop, a filtering operation is used to create a new basis in which







the basis is orthogonalized. The orthogonalization step scales as the cube
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of the number of occupied states and as such this method is not an “order-
n” method. However, the prefactor is sufficiently small that the method is
much faster than previous implementations of real space methods. The cycle
is repeated until the “input”and “output” density is unchanged.
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select initial electron density ρ0
get initial basis ψi from
the diagonalization
Find the charge density from
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Real-space Methods for Solving the
Kohn-Sham Problem in One-Dimensional
Periodic Systems
One of the approaches to solve the electronic structure problem is to
use a real space grid without an explicit basis set. There are many advantages
in using the real space method over a plane wave method. With a real space
method, it is easy to impose different types of boundary conditions for the
system of interest. Real space methods can be applied to systems with pe-
riodic boundary conditions, or systems with a confined boundary for clusters
or quantum dots [15], or an asymptotic open boundary condition for study-
ing electron transport properties [16]. Since a plane wave basis is “infinite”
in extent, dealing with a charged and localized system based on plane wave
can be very complicated. The derivation of using a real space pseudopotential
method for calculating the electronic structure of one-dimensional periodic sys-
tems is illustrated in this section [17]. As a demonstration, we will apply the
methodology to study hydrogen-passivated Si nanowires, which is presented
in Chapter 5.
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3.1 The one-dimensional periodic Kohn-Sham problem
The electronic structure of a one-dimensional periodic system can be
obtained by solving the Kohn-Sham equation [28, 29]:
(−~2∇2
2m
+ Vion[r] + VH [ρ] + VXC [ρ]
)
ψn,k(r) = εn,kψn,k(r), (3.1)
where Vion is the ion-core pseudopotential, VH is the Hartree potential, and
VXC is the exchange-correlation potential, as a functional of the ground state
electron density ρ. The eigenstate ψn,k(r) = exp(ikx)un,k(r) is required to
satisfy the Bloch theorem along the x direction and vanish on the boundary
of the cylindrical domain. The exchange-correlation functional from Ceperley
and Alder [40] are used.
We consider a system periodic in the x direction with a period of a and
spatially confined in the y and z directions. A cylindrical domain with radius,
L is chosen to enclose such system. L is chosen to be sufficiently large enough


















with the boundary condition that un,k(r) has a periodicity of a along the x
direction and vanishes on the boundary of the cylindrical domain.
The Kohn-Sham equation is solved self-consistently; summing over k
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| ψn,k (r) |2 . (3.3)















< φilm|δvil |φilm >
,
(3.4)
This form separates the ionic pseudopotential with the non-local part refer-
ences to a local potential. Here, t labels the periodic images along the wire
axis, i refers to the basis in the unit cell with a total number of N atoms, Ri
is the position of the i-th atom and lm are the angular and azimuthal quan-
tum numbers. One of the angular momentum channel l is chosen, typically
by convenience, to be the local part of the pseudopotential. δvil = v
i
l − vilocal
and |φilm > is the pseudo wave function of the i-th atom with angular momen-
tum lm. vil(r) → −Zie2/r is independent of l outside of the ion core, where
Zi is the ionic charge of the i-th atom. Consequently, δv
i
l(r) is short-ranged,
whereas vilocal(r) is Coulombic asymptotically.
The sum of viion over all the periodic images in Eqn. 3.4 is divergent
owing to vilocal(r) [52]. Because the total electrostatic energy of a periodic
system is finite when it is electrically neutral, the divergence in viion is canceled
by the Hartree potential VH . A compensating charge is added to the local part
of the pseudopotential with a corresponding charge subtracted away from the
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Hartree potential in the Kohn-Sham equation. In this case, Vion and VH can
be calculated independently and without further complication.
The compensating charges are taken to be a set of Gaussian charge






































σi is the width of the Gaussian distribution, and is chosen to be half of the
cutoff radius of the pseudopotential of the i-th atom. This choice makes the
compensating potential scales approximately as Zie
2/r beyond the cutoff ra-
dius. Since the compensated ion core potential is short-ranged, only a small
number of periodic images(|t| ∼3-4) is needed to calculate Vion + Vcom.
The compensated Hartree potential VH can be calculated from the elec-
tronic charge density using the Poisson equation:
∇2VH (r) = ∇2(V 0H − Vcom)
= −4πe2(ρ (r) + ρcom(r))
(3.7)
We solve the Poisson equation by conjugate-gradient minimization with the
boundary condition specified using a multipole expansion in cylindrical coor-
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dinates [53]:

































e(ρ (r)− ρcom(r))d3r (3.10)
Im and Km are modified Bessel functions of the first and second kind respec-
tively, (r⊥, φ, x) are the cylindrical coordinates, and qm,p are the multipoles
with Vm,p the corresponding electrostatic potential. In general, only a few
multipoles are needed to calculate the Hartree potential accurately. We note



















exp(−imφ)r|m|⊥ (ρ (r) − ρcom(r))d3r
is finite. The monopole term(m = n = 0) is zero because the total charge is
zero. After calculating the ionic potential Vion and the Hartree potential VH on
a real space grid within the cylindrical domain, we can solve the Kohn-Sham
equation(Eqn. 3.1) by using a high order finite differencing method to evaluate
the Laplacian and the gradient of the wave functions [54–56] as implemented
in the PARSEC code [57].
3.2 Evaluation of total energy and forces
















V 0H (r) ρ (r) d
3r is the Hartree energy, Eion is the Coulomb
interaction energy between the ions, εXC is the exchange-correlation energy
density.
For the Hartree energy EH , the evaluation of the Hartree potential V
0
H
is similar to Eqns. 3.7 – 3.10 in the previous section, except the compensating
























where K is a modified bessel function [58], Z is the total number of electrons in
the unit cell and γ is the Euler constant. Consequently, there is a logarithmic








We will show later that a logarithmic divergence of the same form (but with











|Ri −Rj − tax̂|
.
(3.12)
Ei,jion is the Coulomb interaction between atom i and all the periodic images
of atom j. The prime in the summation in Ei,jion indicates that the t = 0 term
will be omitted when i = j. Since the Coulomb interaction is long-ranged, the
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summation in Ei,jion diverges. However, if the Coulomb interaction is replaced
by a screened Coulomb potential with a screening strength β, the summation





′ZiZjexp(−β|Ri −Rj − tax̂|)



















































− limaβ→0 14 ln(aβ)
]
if i = j
(3.13)
The true Coulomb interaction can be recovered by taking the limit β to zero.






For an electrically neutral system, the logarithmic divergence between the
Hartree energy EH and the ion-ion energy Eion cancels exactly. The total
energy can be evaluated via Eqn. 3.11 and dropping the logarithmic divergent
term in the monopole of EH and in Eion. The logarithmic divergence in one-
dimensional periodic systems should be contrasted with the three-dimensional
periodic ones, in which the divergence behaves like limG→0 1/G
2 [60].








< ψn,k|∇RiH|ψn,k > −∇RiEion,
(3.14)
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in which we applied the Hellmann-Feynman theorem and used the fact that the
Hartree energy calculated from V 0H and the exchange-correlation do not explic-
itly depends on atomic positions. First, we consider the Hellmann-Feynman
force. Since Gaussian compensating charges are added to the Kohn-Sham
equation, there is an additional force from the local part of the pseudopo-
tential and the Hartree potential now explicitly depends on atomic positions.
Note that the compensating charges are just a convenience for numerical com-
putation, they do not produce any physical force to the system. The force on
















In practice, only a few periodic images are necessary in the summation. We
note Filocal is convergent without the use of compensating Gaussian charges;
however, fewer periodic images are needed to achieve convergence when Gaus-
sian charges are added. The non-local part of the pseudopotential is non-zero
only within the cutoff radius of the pseudopotential, i.e., it is short-ranged and
its contribution to the force can be evaluated in a similar way as in Ref. [13,14].
For the Hartree potential VH in the Kohn-Sham equation, only Vcom
depends explicitly on atomic positions. Therefore, the Hellmann-Feynman









where the second line follows from rewriting the Vcom into a integral form by
Coulomb’s Law and then exchanging the order of integration.






images of atom i do not exert net force on itself, and by taking the derivative
of Eqn. 3.13 with respect to the atomic position, the ionic Coulomb force on

























































































where (xi, yi, zi) and (ri⊥, θi, xi) are the Cartesian and cylindrical coordinates
of the atomic position Ri respectively.
When two atoms have the same radial coordinates, i.e. ri⊥ = rj⊥,
there are apparent divergences in the ion-ion energy Ei,jion and the force F
i,j
ion.
However, the divergences in Eqn. 3.13 and 3.17 are alternating in sign and
a finite number will be obtained by summing the infinite series. When ri⊥ −

































where E1 is the exponential integral function and the logarithmic divergent
term is dropped from the equation. In practice, a large number(∼ 10000)





= 0 by symmetry, and the ionic force on atom i by atom j is only

































Quantum Confinement Properties of the Ge
〈110〉 Nanowires
4.1 Introduction and calculation details
It is well-known that quantum confinement strongly affects the opti-
cal properties of nanostructures [61–63]. Experimentally much work has been
performed studying the optical properties of these nanowires. Although mea-
surements of the photoluminescence spectra of free standing, Si nanowires
have been produced [64], little progress has been made in the study of the
optical properties of Ge nanowires. It is believed that states at the Ge - Ge
oxide interface as well as states from metal contaminates provide numerous
sites for non-radiative recombination events. Recent attempts for the photo-
luminescence spectra measurement from free standing Ge wires grown on Si
substrates have resulted in spectra originating from the Ge-Si interface, not
the Ge wires themselves [65]. Other studies of the optical properties of Ge
nanowires have focused on non-free standing structures. The photolumines-
cence spectrum has been observed for 1D-structures grown along the edge of
steps on a Si substrate [66]. The examined structure has a highly anisotropic
(1:10 ratio) cross-section. Other studies have measured the photoluminescence
spectra of Ge wires confined to the pores of hexagonal mesoporous silica [67].
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The investigation of the optical properties of Ge nanowires can be aided
by computational methods. Numerous computational studies have been per-
formed to investigate the optical properties of nanocrystals [68–71]. Similar
studies have focused on the absorption spectra of Si nanowires [72]. Prelim-
inary investigations of Ge nanowires are available in the literature [73, 74].
These studies have employed all-electron potentials [73] and the GW correc-
tions [74], have focused exclusively on small-diameter wires.
In this chapter, the effects of confinement on 〈110〉 Ge nanowires will be
investigated, using “density functional theory-pseudopotential” methods [18].
Wires with diameters as large as 2.8 nm will be examined. The band structure
of different wires as a function of size will be determined, and the role of
quantum confinement will be explored.
This work will set a good example for the comparison of methodologies
between the plane wave and real space method. In the plane wave method, we
have to align the band structures using a reference level to compare wires of
different sizes. The band structures of different wires can be easily compared
using the one-dimensional real space method, as all the eigenvalues are relative
to the vacuum level. In this work, the density functional theory pseudopoten-
tial method used here is encoded in ABINIT [39, 75]. The exchange and cor-
relation functional is treated within the local density approximation [40, 76].
The wave function is expressed as a plane wave summation truncated at an
energy cutoff of 19 a.u. (atomic units with e = ~ = m = 1, energy units of
Hartree, and length unit is Bohr).
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For Ge, a Troullier-Martins pseudopotential form is used with 4s24p24d0
valence and radial cut-off of rs/rp/rd = 2.6/2.5/2.8 a.u. [49]. Partial core cor-
relations are included with a core cut-off of 1.98 a.u. [77]. The pseudopotential
is transformed into local and non-local components by the Kleinman-Bylander
transformation with the p channel selected as the local component [48]. This
pseudopotential predicts a cubic lattice parameter, acubic of 10.62 a.u., which is
within 0.7% of the experimental value of 10.70 a.u. [78]. The elasticity param-
eters are calculated to be (in GPa) c11 = 129.4, c12 = 49.98, and c44 = 67.62,
which is accurate to within 5% of the experimental values c11 = 129.2 ± 1.2,
c12 = 47.9± 1.2, and c44 = 67.0± 0.7 [79].
4.2 Electronic structures of Ge nanowire
Using this pseudopotential, the electronic structure of bulk Ge is cal-
culated and presented in Fig. 4.1. Although it is known that the local density
approximation underestimates band gaps, at least to a qualitative level the
structure is correct. In particular, the relative ordering of the L, Γ, and X
conduction band minima (CBM) is correct [42].
The difference between the highest occupied molecular orbital and low-
est unoccupied molecular orbital (the HOMO-LUMO gap) for bulk Ge, is
predicted to be 0.44 eV. This corresponds to the transition from the Γ point
valence bands maximum (VBM) to the CBM at L. The Kohn-Sham eigenval-
ues E(k) are calculated across the entire Brillouin zone and projected into the
k = 〈110〉 direction to produce the projected band structure, shown in Fig.
36
4.2. In the limit that a 〈110〉 wire’s diameter approaches infinity the electronic
structure will approach this bulk projected structure. It is apparent in Fig.
4.2 that when projected into the 〈110〉 direction the Ge band-gap is direct,
unlike in the bulk crystal. This is because the CBM at L ( 〈1̄11〉, 〈11̄1〉, 〈1̄11̄〉,
〈11̄1̄〉) maps onto Γ. The CBM is degenerate because the L minima at (〈111〉,
〈1̄1̄1〉,〈111̄〉, 〈1̄1̄1̄〉) project to the Brillouin zone edge. For wires smaller than
3 nm, confinement effects increase the energy of the conduction bands at the
Brillouin zone edge, leaving only one CBM, at Γ. For wires with diameters
larger than 3 nm, the double minima is an important feature in the band
structure.
The geometries of the Ge wires investigated are shown in Fig. 4.3. The
diameter is taken to be the average dimension of the parallelogram’s diagonals,
which are (in nm) 0.47, 1.37, and 2.8 for the three wires studied. This cross-
sectional shape is chosen to maximize the area of low energy 〈111〉 surfaces;
however, it is believed that wires with diameter larger than 1.5 nm prefer
a hexagonal shape [80, 81]. The wire shape chosen for this study may not
be optimal, but it is known that the band structures for these parallelogram
shaped wires are similar to those calculated for hexagonal wires [82]. There
is an uncertainty in identifying the cross-sectional diameters of the structures.
For the wires in Fig. 4.3(d), (b), and (a), the cross-sectional diameters range
(in nm) from 0.34 to 0.42, 1.1 to 1.6, and 2.1 to 3.2, respectively. We propose
that the diagonal measure of the wire is a good approximation because it is the
largest dimension that will produce the narrowest features of the band edges.
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Figure 4.1: The band structure of Ge calculated within pseudopotential density
functional theory. The energy zero is taken to be the valence band maximum
(VBM). The appearance of the band gap is due to the fact that the LDA
pseudopotentials used here do not include the relativistic corrections.
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Figure 4.2: The band structure of Ge projected in the 〈110〉 direction, from
the Brillouin zone center to the Brillouin zone edge.
39
Confinement in the 〈1̄1̄2〉 and 〈111〉 directions will produce features inside the
band. A region of at least 12.2 a.u. of vacuum buffers the wires in neighboring
cells, in the x and y directions. The translational periodicity along the wires,




acubic. Sampling three unique points in the kz direction
is sufficient for total energy convergence to better than 1 meV.
The positions of the atoms are selected according to the lattice pa-
rameter calculated for bulk Ge. The surfaces are passivated with hydrogen
positioned to eliminate surfaces states in the gap. Hence, the calculations pre-
dict the effect of confinement on the HOMO-LUMO gap, while suppressing
surface effects. To examine the influence of internal structural relaxation, the
two smallest wires are fully relaxed, shown in Fig. 4.3 (c) and (e). Only atoms
within one atomic layer of the surface are observed to move and the most pro-
nounced changes are at the corners of the parallelograms. Comparison of the
relaxed and unrelaxed electronic structures reveals a change in the HOMO-
LUMO gap of 290 meV for the smallest wire and 50 meV change for the 1.37
nm wire (relaxed structures have larger band gaps). The E(kz) dispersions for
the 0.47 nm wires are plotted in Fig. 4.4. Qualitatively the shape of the band
edges does not change, yet individual bands are observed to shift. We find
internal relaxation for wires larger than 1.3 nm to be negligible.
In addition to identifying the HOMO-LUMO gap in these wires, it is
also desirable to align the bands in the different wires. We increase the vacuum
region by 12.5 a.u. in the x direction and a hydrogen molecule is placed between
the wires, as shown in Fig. 4.5. The molecule is aligned in the y direction with
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Figure 4.3: The cross sections of the 〈110〉 Ge wires studied: (a) 2.8 nm diam-
eter (b) 1.37 nm diameter (c) 1.37 nm diameter with full internal relaxation
(d) 0.47 nm diameter (e) 0.47 nm diameter with full internal relaxation.
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Figure 4.4: The E(k) dispersion for the 0.47 nm diameter wires. The energy
zero is taken to be the valence band maximum (VBM): (a) the band structure
calculated by holding the Ge fixed according to the bulk crystal structure; (b)
bands calculated when the entire wire structure is allowed to relax to minimize
the total energy.
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a bond length of 1.5 a.u. The energy dispersion in the kz direction for an
isolated H2 molecule in a periodic cell with dimensions 15.0 × 17.0 × 7.5066
a.u. is shown in Fig. 4.6. We find that the states are flat and nearly molecular;
the H2 molecular levels are a good reference for aligning the bands. Because all
of the wires have the same period in the z direction, any interaction between
the hydrogen molecules does not need to be considered.
The dispersion in the kz direction for the three wires is plotted in Fig.
4.7. As the diameter increases, the gap decreases, and approaches the predicted
bulk band gap. The band edges becomes significantly more bulk-like as the
diameter increases. At a diameter of 2.8 nm, the conduction bands at the
Brillouin zone edge are almost level with the bands at Γ as predicted for the
bulk like bands in Fig. 4.1. The 1.37-nm and 2.8-nm wires have the same
VBM. For Ge nanowires with diameters greater than 1.4 nm, the change in
the HOMO-LUMO gap is due entirely to the confinement of the CB states.
This is consistent with the CB states being inherently less localized than those
of the VB.
Within a simple “particle in a box” model, it is predicted that as the
diameter, D, is changed, the band gap will vary as 1
D2
. The calculated high-
est occupied molecular orbital-lowest unoccupied molecular orbital (HOMO-





with α = 1.20 and β = 0.98 as is shown in Fig. 4.8. In this figure, the Bruno
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Figure 4.5: The geometry of the supercell with an H2 molecule to be used as
reference. The dashed lines are the boundaries between the neighboring cells.
The distance between the surfaces of wires in neighboring cells and the H2 is
12.5 a.u.
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Figure 4.6: The band structure in the kz direction of an isolated H2 molecule.
The z dimension of the computational cell is selected to have the same peri-
odicity as the Ge 〈110〉 wires.
Figure 4.7: The Kohn-Sham E(k) dispersions for the three wires with different
radius.
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data comes from reference [74] and the Kholod data comes from reference [73].
In bulk insulating crystals the self-energy correction to the Kohn-Sham
eigenstates, solved for within the GW approximation, results in a rigid shift
of the bands, effectively opening the band gap to near the experimentally
predicted gap [83]. For the work here, such a rigid shift would leave the
coefficients α and β unaffected. The effect of confinement on the corrections
due to many-body interactions cannot be known a priori. It is observed in Si
nanowires that confinement results in a larger self-energy correction in smaller-
diameter wires [67]. One might postulate that if the GW correction were
applied to the results in this paper, a small increase in the value of α, and
possibly β, would be observed.
Comparison to these previous work indicates the same relative trends.
The agreement between the Kholod et al. [73], all-electron calculation and the
present, for the smallest diameter wire, gives us confidence that the pseudopo-
tential approach is as expected. The slight divergence between the previous
study [73] and the present, at larger diameters, can possibly be explained by
the difference in wire cross-section, or by the difference between the pseudopo-
tential and all-electron potentials.
In summary, the energy dispersion for hydrogen passivated 〈110〉 Ge
nanowires of different diameters is calculated. Atomic relaxations only occur
near the surface of the wire, and do not significantly affect the energy bands of
wires with diameter greater than 1.3 nm. The HOMO-LUMO gap versus the
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wire diameter is fit to an appropriate function to allow for the extrapolation
of these results to larger diameter wires. The shape of the band edges become
bulk-like for wires with diameters greater than 2 nm. The CBM becomes two-
fold degenerate, as predicted from the bulk projected bands, for wires with
diameter greater than around 3 nm. The effect of confinement on the CBM
and VBM is distinguished by using the molecular levels of H2 as reference.
Confinement only significantly affects the VBM for wires with diameters less
than around 2 nm.
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LDA (full relax) Beckman 2006
LDA-LAPW Kholod et al. 2004
Egap versus wire diameter
[110] Ge nanowires
Figure 4.8: A plot of the calculated highest occupied molecular orbital-lowest
unoccupied molecular orbital gap versus the wire diameter. The solid line is
fit to the data calculated by us.
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Chapter 5
Quantum Confinement Effects and Properties
in H-passivated Si and InP 〈110〉 Nanowires
5.1 Introduction and calculation details
We present the calculation of the band structure of a hydrogen-passivated
Si nanowire [17] using the one-dimensional real space method. The nanowire
of interest is a bulk Si fragment with a periodicity of 3.84 Å along the 〈110〉 di-
rection, which equals to the experimental lattice constant of the bulk. We com-
pared our results using real-space method with the plane wave code ABINIT
[75].
Our nanowire consists of a unit cell along the axis containing of 16 Si
atoms with the Si dangling bonds on the surface passivated by 12 H atoms.
The nanowire cross sections are illustrated in Fig. 5.1. The calculated band
structures are shown in Fig. 5.2, and the two calculations based on two different
methodology are almost identical. The band structure shows that the Si 〈110〉
nanowire has a direct energy gap at Γ. We also consider Si nanowires with
diameters from 1.2 nm to 4.3 nm. We define the diameter of a H-passivated Si
nanowire to be the smallest cylindrical domain that can enclose the nanowire.
The number of Si atoms in a unit cell ranges up to 250 atoms, details of these
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Figure 5.1: The cross sections of H-passivated Si 〈110〉 nanowires. The larger
spheres correspond to Si atoms, and the smaller ones on the surface of the
nanowires are H atoms.
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Figure 5.2: The electronic band structure around the band gap for a H-
passivated Si 〈110〉 nanowire containing 16 Si atoms and 12 H atoms. Results
from a real-space (PARSEC) and a plane-wave (ABINIT) codes are shown.
For PARSEC, the energy reference is the vacuum level. The middle of the
band gap of ABINIT is aligned to that of PARSEC.
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Table 5.1: The number of Si and H atoms in a unit cell and the radius of six
different sizes of H-passivated Si 〈110〉 nanowires.
wires are shown in Table 5.1.
Again, we compare our real space results with PARSEC to plane wave
results using ABINIT. Both calculations use Troullier-Martins pseudopoten-
tials [84] for Si and H. The PARSEC calculation uses a grid spacing of 0.52 a.u.
with 10 a.u. of vacuum space; the ABINIT calculation uses a plane wave cutoff
comparable to this grid spacing, i.e., a plane wave cut off of 33 Ry with 20
a.u. (1 a.u.=0.529 Å) of vacuum space between the periodic images. Both
calculation use a uniform k-point grid with 8 k-points to sample the Brillouin
zone and obtain the charge density.
5.2 Local density approximation band gap of the Si
〈110〉 nanowires
Fig. 5.3 illustrates the evolution of LDA energy band gap EG as a
function of nanowire radius. The energy gap increases as nanowire radius
decreases owing to quantum confinement and consistent with previous studies
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Figure 5.3: The evolution of the band gap of H-passivated Si 〈110〉 nanowires
with nanowire radius.
[85]. The results from ABINIT are also shown in the figure. PARSEC and
ABINIT agree to within ∼0.1 eV, with the ABINIT code yielding a smaller
gap. The discrepancy between the two approaches results is likely due to the
technical differences in spacial resolution (grid spacing or cut-off in kinetic
energy) and different boundary conditions. In particular, cell-cell interactions
within the plane wave method tend to converge slowly. These interactions are
absent in the real space approach.
The change in the energy gap with the wire radius can be fitted to
a power law ∼ 1/R1.4. The scaling is softer than what is expected from an
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infinite quantum well model(1/R2). A similar behavior has also been observed
in previous work for Si and Ge nanowires [18, 85].
In Fig. 5.4, we plot the valence band maximum(VBM) and conduc-
tion band minimum(CBM) as a function of the nanowire radius. As radius
decreases, the VBM decreases while CBM increases. They exhibit different
scaling: VBM∼ 1/R1.2 and CBM∼ 1/R1.7. Both VBM and CBM are strongly
influenced by confinement when the radius of the nanowire is less than 2 nm,
such phenomenon has been reported for Ge nanowires as well [18]. The more
delocalized nature of the CBM wave functions is consistent with this trend.
5.3 Heat of formation of the Si 〈110〉 nanowires
We also calculated the heat of formation of the Si 〈110〉 nanowires. The




(Etotal − nSiµSi − nHµH) , (5.1)
where Etotal is the total energy of the nanowire calculated using Eqn. 3.11, nSi
and nH are the number of the Si and H atoms in a unit cell respectively, µSi
and µH are their chemical potentials. In this calculation, µSi is taken to be the
total energy of a Si atom in the bulk while µH is chosen to be the total energy
of a H2 molecule per H atom. By definition, the heat of formation measures
the energy obtained by creating a Si nanowire from bulk crystalline Si and H2
molecules.
The heat of formation for forming nanowires are shown in Fig. 5.5,
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Figure 5.4: The valence band maxima and conduction band minima of H-
passivated Si 〈110〉 nanowires plotted as a function of nanowire radius. The
energy reference is the vacuum level.
together with the results from ABINIT and PARSEC. The two codes agree
to within ∼ 0.01 eV. As radius increases, the heat of formation trends to zero
as expected since the Si nanowire assumes a crystalline silicon configuration.
EF can be fitted to a power law, and it is found to have a scaling of ∼ 1/R.
Since nSi changes with radius as R
2, (Etotal − nSiµSi − nHµH) scales like R.
The numerator in Eqn. 5.1 is a measure of the surface area of the nanowire,
and the energetics is dominated by the surface area alone. In Fig. 5.5, we also
show the heat of formation after the Si nanowires are relaxed till the force on
each atom is less than 0.0015 Ryd/a.u. The nanowires are found to lower their
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Figure 5.5: A plot of the heat of formation of H-passivated Si 〈110〉 nanowires
against nanowire radius.
energies by contracting the Si-Si bond close to the surface.
5.4 InP 〈110〉 nanowires
In addition to silicon wires, we have also examined some issues with
compound or heteropolar wires. This demonstrates that our one-dimensional
real space method converges very rapidly with respect to the unit cell volume
compare to the plane-wave method, when there is significant dipole moment
along the confined direction. Fig. 5.6 depicts an unpassivated InP 〈110〉
nanowire, which consists of 21 In and P atoms in a unit cell respectively. The
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periodicity of the nanowire corresponds to the bulk InP lattice constant of
5.87 Å. The 〈111〉 facets consist of either In or P atoms. These opposite facets
will give rise to a significant dipole moment. We calculated the self-consistent
potential VSCF for this system and the result is plotted in Fig. 5.6. We used
a grid spacing of 0.56 a.u., a vacuum space of 4 Å, and a uniform k-point grid
with 16 k-points to sample the Brillouin zone. With the wire axis oriented
along the x direction, the self-consistent potential is averaged in the x − y
plane and plotted along the z direction.
The self-consistent potential exhibits different values on the opposite
sides of the enclosing cylindrical domain owing to the dipole moment. The to-
tal energy displayed Fig. 5.7 converges very rapidly with respect to the unit cell
volume when confined boundary conditions are imposed on the non-periodic
directions. A modest amount of vacuum space(∼ 4 Å) is sufficient to con-
verge the total energy. However, a supercell approach with three-dimensional
periodic boundary condition using ABINIT converges much more slowly and
requires a unit cell nearly twice as large to converge the total energy ow-
ing to the long-ranged dipole-dipole interaction between the nanowire facets.
Although this situation is a bit unrealistic and one does not expect such a
configuration in nature, it does illustrate the advantages that exist for real
space descriptions.
In summary, we presented a real-space first-principles formalism for
studying the electronic structures of one-dimensional periodic systems such as
nanowires. In our formalism, the system of interest need not be embedded
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Figure 5.6: Left: The cross section of an InP 〈110〉 nanowire with 21 In(grey)
and 21 P(yellow) atoms in a unit cell. Right: A plot of a planar average of
the self-consistent potential across the cylindrical domain enclosing the InP
nanowire. The gray circles label the position of the In atoms, and the smaller
yellow circles for the P atoms.
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Figure 5.7: The convergence of the total energy of an InP 〈110〉 nanowire with
respect to unit cell volume.
in a supercell as for calculations using a plane waves basis. Instead, con-
fined boundary conditions are imposed perpendicular to the wire axis. The
divergence from the long-range Coulomb behavior of the ionic and Hartree
potential in the Kohn-Sham equation is logarithmic for one-dimensional peri-
odic systems. The divergence can be addressed by introducing compensating
Gaussian charges into the system. The Kohn-Sham equation is then solved on
a real-space grid using high order finite differencing method as implemented
in PARSEC.
We studied the band structure and the heat of formation of hydrogen-
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passivated Si 〈110〉 nanowires using our method, and compared our results with
a plane-wave package ABINIT. The results from the two very different meth-
ods agree well with each other. The band structures of Si 〈110〉 nanowires show
that there is a direct band gap at Γ. We studied the evolution of the energy
gap, conduction band minimum and valance band maximum with nanowire
radius. We found strong quantum confinement in these quantities. In addi-
tion, the calculated heat of formation of the Si 〈110〉 nanowires shows that
the surface energy has a strong contribution to the energetics. Through InP
〈110〉nanowires, we illustrated that confined boundary conditions imposed on
the two non-periodic directions can eliminate interaction between periodic im-
ages, which can be significant for systems that exhibit long-range interaction.
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Chapter 6
Quantum Confinement Effects and Properties
in P-doped Si 〈110〉 Nanowires
The electronic properties of semiconductors can be adjusted when im-
purities or dopants with more valence electrons than the host species result
in n-type doping. Dopants with fewer valence electrons than the host species
result in p-type doping. Once the semiconductors were doped, their optical
properties or mechanical properties can be changed as well. Experimentally,
single crystal P-doped n-type Si nanowires with controlled phosphorus dopant
concentrations have been synthesized and used to fabricate field effect tran-
sistors, which exhibit good device properties [19, 20]. There are also some
theoretical studies about P-doped Si nanowires [21]. A goal of this disserta-
tion is to explore how the properties of doped nano semiconductors vary with
size.
6.1 Introduction and calculation details
The cross sections of Si 〈110〉 nanowires are illustrated in Fig. 6.1. The
number of atoms and the radius of wires are listed in Table. 6.1. Troullier-
Martins pseudopotentials [84] and the PARSEC package [13–15, 17, 23] are
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Table 6.1: The number of Si and H atoms in a unit cell and the radius of six
different sizes of P-doped Si 〈110〉 nanowires.
used in the calculations within the local spin density approximation (LSDA),
which describes the role of spin explicitly by considering the charge density
for up and down spins [86]:
ρ = ρup + ρdown (6.1)
Because the P-doped Si wires have one electron that is not paired, we need to
employ an LSDA description.
6.2 Binding energies and band gaps of P atoms
The binding energies of P atoms in Si nanowires are calculated while
the P atoms are in the center of the wires. We use 6 smallest cells along the
wire axis and 8 a.u. vacuum along the radial direction as super cell. There
is only one P atom in the super cell. Only Γ point is calculated. We use
0.6 a.u. as grid spacing. The binding energies of P atoms is the difference of
two energy levels: the first is the lowest unoccupied electronic state in pure
Si nanowire, and the second is the defect electronic state which is the highest
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occupied electronic state in P-doped Si nanowire. The band gaps are the gaps
in pure Si nanowires. The binding energies and band gaps of different-sized Si
nanowire are shown in Fig. 6.2.
The binding energies and band gaps evolve to the bulk limits, 0.046
eV and 0.64 eV respectively. Both curves can be fitted to simple functions of
diameters. The band gap of bulk Si is 1.11 eV from experimental measurement
[87]. The experimental value for binding energy of P atoms in Si bulk is 0.044
eV [88].
6.3 Energetics
The energetics of P atoms of different doping positions in different-sized
Si nanowires are studied. We use 4 smallest cells along wire axis and 8 a.u.
vacuum in radial direction as supper cell to relax all the P-doped Si nanowires
to their local energy minimum structures. There is only one P atom in the
super cell. Only Γ point is calculated. We use 0.4 a.u. as grid spacing. The
results of energetics of P atoms are shown in Fig. 6.3. The P atom is more
stable on the surface than in the center of the Si nanowires and the center is
another stable position when diameter is bigger than 20 Å. The similar results
have been found for P-doped Si nano crystals [89]. After annealing process,
the doped P atom is expected to stay on the surface of the wires or in the
center of the large wires.
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(a) diameter 11 Å (b) diameter 18 Å
(c) diameter 26 Å
Figure 6.1: The cross sections of H-passivated Si 〈110〉 nanowire, with diameter
11 Å, 18 Åand 26 Å. The purple spheres correspond to Si atoms, and the blue
ones on the surface of the nanowires are H atoms. The yellow ones are the
doping positions of P atoms.
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Figure 6.2: Binding energy of P atoms in P-doped Si 〈110〉 nanowires. The
black curve is band gap for pure Si nanowire. The red curve is binding energy
of P atom in Si nanowire.
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wire D = 11 A
wire D = 18 A
wire D = 26 A
Figure 6.3: Energetics of P atoms in Si 〈110〉 nanowires. 1 is the central
layer. As one moves a bond length from the center, the numbers increase
correspondingly.
6.4 Core-level shift
The core-level binding energy is the difference between the total en-
ergies of the system after and before ionization of one core electron. The
core-level binding energy shift is just the difference between two core-level
binding energies, one of them is a reference we choose. The core-level binding
energy shifts are usually observed by X-ray photoelectron spectroscopy (XPS).
Here we present two computational methods to calculate the core-level shifts:
the initial-state method and the final-state method.
We use 4 smallest cells along wire axis and 8 a.u. vacuum in radial
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direction as supper cell to relax all the P-doped Si nanowires to their local
energy minimum structures. There is only one P atom in each super cell.
Only Γ point is calculated. We use 0.4 a.u. as grid spacing.
The final state method for determining the core level shift follows from
the definition of the core-level shift and is expressed as





where Eshiftcore−level is the core-level shift we want to calculate, Ei and E0 are
the total energies of the system we are interested in after and before ioniza-
tion of one core electron respectively, Erefi and E
ref
0 are the total energies
of the reference system after and before the ionization of one core electron
respectively.
Two pseudopotentials need to be generated: one is the ordinary atom
core pseudopotential that is used to calculate the total energy before ionization.
the other is the pseudopotential with one core electron taken out that is used
to calculate the total energy after the ionization. In addition there are also
two situations that need to be considered: (1) the core electron is taken to
the vacuum and no other electron gets into the system, then the system is
positive charged; (2) the core electron is taken to the valence band or the
core electron is taken to vacuum and some electron from vacuum goes into
the valence band, then the system is neutrally charged. When we perform the
calculation, some approximations have been made. Relaxation effect of core
electron has been neglected, except that we generate two pseudopotentials.
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The atomic positions have been frozen, because the XPS event (10−16sec) is
sudden on the vibration scale (10−13sec). In the final-state method, relaxation
of the valence electrons has been included.
The results of 2s and 2p core-level shift of P atoms in Si nanowires
from final-state method are shown in Fig. 6.4, Fig. 6.5, Fig. 6.6 and Fig. 6.7.
From the results, the core-level shifts are bigger when P atoms are closer to
the surface of the Si nanowires. The neutral ones have bigger core-level shifts
compared to the charged ones.
The initial-state method is based on the first-order perturbation theory.
The core-level shifts are the eigenvalues of matrix G. The elements of matrix
G for a given angular quantum number l can be expressed as:
Glm1,m2 = 〈φl,m1|Vscf − V refscf |φl,m2〉. (6.3)
where m1 and m2 are magnetic quantum numbers, φl,m1 and φl,m2 are the
wave functions of the atom we are interested in with angular quantum number
l and magnetic quantum number m1 and m2 respectively from all-electron
calculation for the atom, Vscf is the SCF potential of the system we are inter-
ested in. V refscf is the SCF potential of the reference system. When l is not 0,
the average of the eigenvalues is calculated as the core-level shift, because the
eigenvalues are nearly degenerate. The initial-state method does not include
the relaxation of core electrons and valence electrons. The results of 2s and
2p core-level shift of P atoms in Si nanowires from initial-state method are
shown in Fig. 6.8 and Fig. 6.9. The results from the initial-state method are
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wire D= 11 A
wire D = 18 A
wire D = 26 A
Figure 6.4: Final-state 2s core-level shifts of the P atoms in charged Si 〈110〉
nanowires.
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wire D = 11 A
wire D = 18 A
wire D = 26 A
Figure 6.5: Final-state 2p core-level shifts of the P atoms in charged Si 〈110〉
nanowires.
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wire D = 11 A
wire D = 18 A
wire D = 26 A
Figure 6.6: Final-state 2s core-level shifts of the P atoms in neutral Si 〈110〉
nanowires.
71
1 2 3 4 5 6

















wire D = 11 A
wire D = 18 A
wire D = 26 A
Figure 6.7: Final-state 2p core-level shifts of the P atoms in neutral Si 〈110〉
nanowires.
much smaller compared to the final-state method. The results of 2s are bigger
compared to 2p.
6.5 Defect wave functions
Defect wave functions of P atoms in Si nanowires have been analyzed
and compared to the Si nano crystals. We chose seven primitive cells along
the wire axis and 8 a.u. of vacuum along radial direction as super cells. All P
atoms are in the center of the Si nanowires and there is only one P atom in
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wire D = 11 A
wire D = 18 A
wire D = 26 A
Figure 6.8: Initial-state 2s core-level shifts of the P atoms in neutral Si 〈110〉
nanowires.
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wire D = 11 A
wire D = 18 A
wire D = 26 A
Figure 6.9: Initial-state 2p core-level shifts of the P atoms in neutral Si 〈110〉
nanowires.
each super cell. The wave functions are fit to simple functions:





where x is the coordinate along the wire axis, r is the coordinate along the
radial direction, (the origin of the coordinates is the center of the wire where
the P atom is), ψdef is the defect wave function, K (x) is a function of x and
aeffB is a constant for a given wire, which can be called the effective bohr
radius. The results are shown as Fig. 6.10. The effective bohr radius of wires
are bigger when the wires’ diameters increase. The defect wave function is
sphere if there is no confinement. But when there is confinement along two
directions, the defect wave function will be deformed and extended along the
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periodic direction. when the diameter of the wire increases, the confinement
effect is weaker, and the deformation is smaller, then the defect wave function
will extended more along the confinement direction.
Compared to the nano crystals, the effective bohr radius of wires are
slightly smaller, because of the anisotropy of nanowire. The defect wave func-
tion is greatly extended along the wire axis, then the radial component ends
up decaying faster.
This chapter illustrated a first-principles study of P-doped Si nanowires.
We calculated several important quantities in this system and summarize them
as below. When the P atom is in the center, the binding energy is bigger for the
Si nanowire. The band gap of the Si nanowire increases when the diameter
increases. The P atom is more stable on the surface than in the center of
the Si nanowires. The center is another stable position for P atom in Si
nanowires, when the diameter is larger than 20 Å. In P-doped Si nanowires,
the core-level shifts from initial-state method are smaller, compared to final-
state method. The core-level binding energy is bigger, when the P atom moves
towards the surface. The defect wave functions exponentially decay along the
radial direction of P-doped Si nanowires. The effective bohr radius increases
when the size of the wire increases.
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Figure 6.10: Effective bohr radius of defect wave function of the P atoms in
Si 〈110〉 nanowire and Si nano crystal.
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Chapter 7
P-doped Si 〈111〉 nanofilms and Si-doped
GaAs 〈110〉 Nanofilms
7.1 Introduction
Functionalized Si nanofilms have been synthesized and utilized as in-
terconnects in electronic circuits as well as building blocks for semiconductor
nanodevices. Likewise, thin films of silicon have been incorporated in transistor
applications. For example, microwave thin-film transistors using Si nanomem-
branes on flexible polymer substrate and microwave thin-film transistors using
Si nanomembranes on flexible polymer substrate have been made, and the de-
vices have shown good properties [90,91]. In order to understand how doping
operates in these nanostructures, we calculated the properties of the P-doped
Si nanofilms. We examine the size dependence of the electronic binding energy
for the P donor level in nanofilms as function of size and dimensionality. In
particular, we present results for the P doped Si 〈111〉 nanofilms with respect
to the film thickness. We also simulate the nanoscale pattern in scanning tun-
neling microscopy (STM) for Si 〈111〉 nanofilms, and the results agree well with
experimental STM images and theoretical calculations by other groups [1, 2].
Furthermore,we also study the Si-doped GaAs 〈110〉 nanofilms, and we cal-
culate the binding energies of Si atoms in different depths of the films. Our
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results show that the binding energy increase when the Si atoms move towards
the surface, which agrees well with the experimental measurements [92].
7.2 Methods and calculation details
We studied the pure and P-doped Si 〈111〉 films, which are H-passivated
Si 〈111〉 slabs with 3, 5, 7, and 9 double layers of Si atoms. The pure Si
nanofilm configuration is illustrated in Fig. 7.1.
The lattice constant used to generate the geometry is the bulk Si lattice
constant 5.43 Å, which equals to the experimental measurement. A 6 × 6
unitcell and 20 a.u. vacuum space are used to perform the calculation. The
gridspacing used is 0.5 a.u..
Here we use the slab boundary conditions embedded in PARSEC pack-
age [14] using a new generalized high-order finite-difference algorithm. The
slab boundary condition is two-dimensional periodic boundary condition, which
is periodic along x and y directions and confined in the z direction.
The wave-functions ψi(r) with energy Ei can be computed using real
space pseudopotential density functional theory method described above. The









|ψi(r)|2 δ(Ei − E) (7.2)
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(a) 3 layers side view (b) 5 layers side view (c) 7 layers side view
(d) 9 layers side view (e) 6 x 6 unit cell xy-plane top view
Figure 7.1: Side view and top view of pure H-passivated Si 〈111〉 nanofilms of
different thickness. The blue spheres correspond to Si atoms, and the green
smaller spheres on the surface of the nanofilm are H atoms.
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ρ(r, E) is the local density of states at the STM tip position. Ef is the Fermi
energy, and V is the STM tip bias voltage.
7.3 Doping phosphorus into Si nanofilms
The band gaps of pure Si 〈111〉 films of different thickness have been
calculated. The HOMO-LUMO gap, which is defined as the energy difference
between the conduction band minimum and valence band maximum is illus-
trated in Fig.7.3. For the pure Si 〈111〉 films, the gap decreases when the film
is thicker. The gap will converge to the bulk value of the Si, which is 0.64 eV.
The configurations of P-doped Si 〈111〉 films with P atoms in the central
layers are shown in Fig. 7.2. The binding energy, the energetics of P atoms
in P-doped Si 〈111〉 films are investigated. When P atoms are in the central
layers, the binding energy decreases with increased thickness, as plotted in
Fig. 7.4. The binding energy is calculated using the energy spectrum. The
binding energy is evaluated by subtracting defect level from conduction band
minimum of pure Si films.
One of the fundamental questions for doped semiconductors is where
is the most stable position for the doped atoms. We investigate the energetics
of the P atom sites in the Si 〈111〉 film by calculating the relative energies of
different substitutional sites. We calculated the relative energies of P-doped
Si 〈111〉 films with P in different depths of the films. We consider films of 5, 7
and 9 double layers as illustrated in Fig. 7.5. We found that the central layers
are the most energetically favorable positions for P atoms.
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(a) 3 layers (b) 5 layers
(c) 7 layers (d) 9 layers
Figure 7.2: Side view of P-doped H-passivated Si 〈111〉 nanofilms of different
thickness, with P atoms in the central layers. The blue spheres correspond to
Si atoms, and the green smaller spheres on the surface of the nanofilms are H
atoms. The red ones are the doped P atoms.
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Figure 7.3: Band gap of pure Si 〈111〉 nanofilm.
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Figure 7.4: Binding energy of P atoms in P-doped Si 〈111〉 nanofilms with
different thickness. All the P atoms are in the central layers.
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Figure 7.5: Energetics of P atoms in P-doped Si 〈111〉 films. The energies are
relative total energies, and the x-axis indicates the position of the dopant (1
is the central layer. As one moves a bond length from the center, the numbers
increase correspondingly.)
In experiments, when STM is in the constant current mode, the tip
follows a contour of a constant tunneling current during scanning. Since the
current is proportional to the local density of states, we effectively follow the
contour of the constant local density states during scanning. A kind of a
topographic image of the surface is generated by recording the vertical position
of the tip.
We simulated the STM images of P-doped Si 〈111〉 films with different
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bias voltages and different P positions. The tunneling current in STM is
proportional to the integration of the charge densities from the Fermi energy
to Fermi energy plus the bias voltage. The constant current mode of STM was
simulated, and the vertical positions of the tip with the same local density of
states was recorded in the simulated STM images.
In the simulated STM images, the contrast reverses when the bias volt-
age changes the sign. The P site is darker than background when bias voltage
is negative. The P site is brighter than background when bias voltage is posi-
tive. Our calculations are illustrated in Fig. 7.6. These results agree well with
experiments and calculations from another group [1, 2].
We also calculated the STM images with P atoms in different layers of
the Si 〈111〉 nanofilms. The results are illustrated in Fig. 7.7. It is clear that
when P atoms are in the deeper layer of Si 〈111〉 films, the STM feature of P
site is larger .
7.4 Doping silicon into GaAs nanofilms
The binding energies of Si atoms in GaAs 〈110〉 films have been experi-
mentally studied when the Si atoms move to the surface [92]. In this work, we
calculate the binding energy of Si atoms in different depths of 5 double-layered
GaAs 〈110〉 films using 5 x 5 unit cell on the surface shown in Fig. 7.8. The
results are illustrated in Fig. 7.8(b), and a comparison is made to experimen-
tal data 7.8(c). When the Si atoms move towards surface, the binding energy




Figure 7.6: Simulated STM images of P-doped Si 〈111〉 nanofilms compared
with experimental data by Nishizawa et al. [1] and theoretical calculation by
Hirayama et al. [2]. Simulated STM image with P in the first layer when
bias voltage equals 1V (a) and -3V (d). Experimental STM images when
bias voltage equals -1.5V, tunneling current equals 0.1 nA (b) and when bias
voltage equals +1V, tunneling current equals 0.1 nA (e). Calculated STM
images with P in the first layer when bias voltage equals -3V (c) and when
bias voltage equals 2V (f).
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(a) Configuration of the film
when P is in the first layer
(b) Simulated STM images when P is in
the first layer and bias voltage is 1V
(c) Configuration of the film
when P is in the second layer
(d) Simulated STM images when P is
in the second layer and bias voltage is
0.5V
Figure 7.7: Simulated STM images of P-doped Si 〈111〉 nanofilms with different
depths.
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We employed a real-space pseudopotential method to study P-doped
Si nanofilms and Si-doped GaAs nanofilms. For pure Si 〈111〉 nanofilm, the
results of band gap shows the quantum confinement effects. For the P-doped
Si 〈111〉 nanofilms, the results of binding energy and energetics are presented.
The binding energy decreases when the thickness of the film increases. The
most stable dopant positions are obtained to be the central layers of the films.
The nanoscale pattern in STM for P-doped Si 〈111〉 films are simulated, and
the results agree well with experimental STM images and theoretical calcula-
tions by other groups [1, 2].
Effective mass theory of Coulomb impurities predicts a reduction of Eb
close to a barrier [94]. However, for low dimensional systems an enhancement
is expected, as was shown by the tight binding method for quantum rods [95]
and by density functional theory (DFT) calculations for nanocrystals [89].
For 5 double-layered GaAs 〈110〉 films, our results demonstrated that
the binding energy increase when the Si atoms move towards the surface.
Measurements for the electronic structure of these dopants are reproduced by
our calculations [92].
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(a) Schematic diagrams illustrating the position of Si atoms
in different depths of 5 double-layered GaAs 〈110〉 films.
(b) The binding energy of Si atoms in dif-
ferent depths of 5 double-layered GaAs
〈110〉 films calculated using real-space
pseudopotential method (our work). The
dash line is added to guide the eye.
(c) The estimated binding energy of
Si atoms in GaAs surfaces in subfig
c taken from literature [92]. The
solid lines are added to guide the
eye.
Figure 7.8: Comparison of the binding energy of Si atoms in GaAs 〈110〉 films.
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