In this article we consider the transfer function model when the input series is a locally stationary processes, in the sense of Dahlhaus (1997) . To estimate the time-varying transfer function coefficients, we propose a two-stage estimation procedure, based on wavelet expansions. We prove some statistical properties of the empirical wavelet coefficients and assess the validity of the methodology through a simulation study. We also present an application of the proposed procedure to daily rainfall and maximum temperature series.
Introduction
Transfer function models became very popular after the introduction of the so-called Box and Jenkins models in the seventies, see Box and Jenkins (1976) . In the discrete stationary case, the model entertained is Y t = v 0 X t + v 1 X t−1 + v 2 X t−2 + . . .
= v(B)X t , which can be written parsimoniously as
where we assume that ε t follows an ARMA(p,q) model, for example; b is the delay parameter.
In general, for stability, we require that the roots of the characteristic equation δ(B) = 0, with B regarded as a variable, lie outside the unit circle.
Linear systems of the form (1), with time-varying coefficients, were considered by Chiann and Morettin (1999) , using frequency-domain arguments, and by Chiann and Morettin (2005) , using time-domain analysis. In both cases, wavelet expansions of the time-varying coefficients were used to derive estimators and the input and output series were assumed to be locally stationary, in the sense of Dahlhaus (1997) . Salehi (1991, 1992 ) used a state-space approach to transfer-function modelling, allowing for non-stationary input and output sequences.
In this paper we consider the transfer function model with time varying coefficients, in the form
where the t are independent and identically distributed normal random variables, with mean zero and constant variance σ 2 . The error and the input series X t,T are assumed to be independent and σ(u) is assumed to be continuous with C 1 ≤ σ(u) ≤ C 2 on [0, 1). Here, ω(B) = ω 0 (t) + ω 1 (t)B + ω 2 (t)B 2 + · · · + ω s (t)B s , ω j (t), j = 0, 1, 2, · · · , s, are continuous and bounded functions with continuous and bounded derivatives, satisfying ω j (u) = ω j (0), u < 0 and ω j (u) = ω j (1), u > 1, u = t/T . Simirlary, δ(B) = 1 − δ 1 (t)B + δ 2 (t)B 2 + · · · + δ r (t)B r , δ j (t), j = 1, 2, · · · , r, are continuous and bounded functions with continuous and bounded derivatives, satisfying δ j (u) = δ j (0), u < 0 and δ j (u) = δ j (1), u > 1. The model will be stable if the roots of δ(B) = 0 are outside the unity circle, uniformly in t, and b is the delay parameter.
In (3) the input series X t,T is assumed to be a locally stationary process (LSP) in the sense of Dahlhaus (1997) . Then it can be proved that Y t,T is also a LSP. In section 2 we give the basic notions on these processes.
We consider here the problem of estimating ω j (t), j = 0, 1, 2, · · · , s and δ j (t), j = 0, 1, 2, · · · , r, in time domain, using wavelet expansions. Basic notions on wavelets are given in section 2.
The estimation process is done in two stages. In the first stage we regress Y t,T on past values of Y t,T and present and past values of X t,T . In the second stage we regress Y t,T on past fitted values of Y t,T and present and past values of X t,T . In both stages , the unknown function coefficients are expanded into wavelet series, so that the wavelet coefficients of these expansions have first to be estimated in order to reconstruct the estimates of the ω j (t) and δ j (t). In this process, thresholds are applied to the estimated wavelet coefficients, before applying the inverse wavelet transform, resulting in a non-linear smoothing procedure.
The plan of the paper is as follows. In Section 2 we introduce some background material on locally stationary processes and wavelets. In Section 3 we present the estimation procedure and prove some properties of the estimators. In Section 4 we perform some simulations and in Section 5 we apply the methodology to real data. The paper ends with some remarks in Section 6. The proofs of the results are given in the appendix.
Background

Locally stationary processes
Stationary models have always been the main focus of interest in the theoretical treatment of time series analysis. The classical Cramér spectral representation of a stationary stochastic process {X t , t ∈ Z Z} is given by
where dZ(ω) and dξ(ω) are orthogonal and orthonormal increment processes, respectively.
On the other hand, many phenomena in the applied science show a non-stationary behavior (e.g. in economics, sound analysis, geophysics), the second order structure of theses processes is no longer time-shift invariant but changes over time. Priestley(1981) introduced a time dependence in the amplitude function A(ω), i.e., he considered processes having a time-varying spectral representation
with an orthogonal increment process ξ(ω) and a time varying transfer function A t (ω). But within the approach of Priestley, asymptotic considerations are not possible. Dahlhaus(1997) defined a general class of nonstationary processes having a time varying spectral representation. In this approach Dahlhaus defines a sequence of doubly indexed processes as follows.
Definition [Dahlhaus(1997)] . A sequence of stochastic processes {X t,T , t = 1, · · · , T }, is called locally stationary if there exists a representation
where
and such that
where Cum{· · · } denotes the cumulant of k-th order,
The functions A x (v, ω) and µ(v) are assumed to be smooth in v, because this guarantees that the process has locally a stationary behaviour. For simplicity, we assume that µ(v) = 0. The evolutionary spectrum of X t,T is then defined as
In the linear system (3), X t,T has the representation (6) and since t is an iid sequence with
it follows that
See Proposition 1 below.
Wavelets
We now turn to some basic ideas on wavelets. From two basic functions, the scaling function φ(x) and the wavelet ψ(x) we define infinite collections of translated and scaled versions, φ j,k (x) = 2 j/2 φ(2 j x − k), ψ j,k (x) = 2 j/2 ψ(2 j x − k), j, k ∈ Z Z. We assume that {φ ,k (·)} k∈Z ∪ {ψ j,k (·)} j≥ ;k∈Z Z forms an orthonormal basis of L 2 (IR), for some coarse scale . A key point (Daubechies, 1992) is that it is possible to construct compactly supported φ and ψ that generate an orthonormal system and have space-frequency localization, which allows parsimonious representations for wide classes of functions in wavelet series.
In some applications the functions involved are defined in a compact interval, such as [0, 1] . This will be the case of our functions a u (·) in (3). So it will be necessary to consider an orthonormal system that spans L 2 ([0, 1]). Several solutions were proposed, the most satisfactory one being that by Cohen et al.(1992) . As in any proposal, close to the boundaries the basis functions are modified to preserve orthogonality. Cohen et al.(1992) use a pre-conditioned step. Periodized wavelets are defined bỹ
and these generate a multiresolution level ladderṼ 0 ⊂Ṽ 1 ⊂ · · · , in which the spacesṼ j are generated by theψ j,k . Negative values of j are not necessary, sinceφ =φ 0,0 = 1 and if j ≤ 0,ψ j,k (x) = 2 −j/2 . See Vidakovic(1999) for details and Walter and Cai(1998) for a different approach. Other instances are the boundary corrected Meyer wavelets (Meyer, 1990) . From now on we denote the periodized wavelets by ψ j,k .
Accordingly, for any function f ∈ L 2 ([0, 1]), we can expand it in an orthogonal series
with the wavelet coefficients given by
and where I j = {k : k = 0, 1, . . . , 2 j−1 }.
Often we consider the sum in (7) for a maximum level j * ,
in such a way that we approximate f in the V j * space.
The thresholding technique consists of reducing the noise included in a signal through the application of a threshold to the estimated wavelets coefficientsβ jk . Some commonly used forms are the soft and hard thresholds, given by
respectively. One crucial issue is the choice of the parameter λ. If the empirical wavelet coefficients are Gaussian a popular method is to apply the so-called universal threshold λ = σ √ 2 log n, where n is the number of coefficients and σ 2 is the noise variance. Other methods include the SURE procedure, cross validation and Bayesian approach. See Percival and Walden (2000) and Morettin (1999) for details.
Estimators
Similarly to (1), we can write the model as
where X t,T is a LSP as defined in section 2. The condition for the stability of the system is given by
with u = t/T . As mentioned before, we will use the representation of this system in the form (3), with
where the polynomilas ω t (B) and δ t (B) are as in section 1.
We assume here that b and the orders r and s of the polynomials δ t (B) and ω t (B), respectivaly, are known. We have the following result, whose proof can be found in Moura (2005) . (6), then Y t,T is also a LSP, with A y (u, ω) given by (7) and satisfying the condition (ii) of the definition (6).
The main idea here is to find the empirical wavelet coefficients as in Dahlhaus et al. (1999) and then reconstruct the functions ω t (B) and δ t (B) . We estimate the empirical wavelet coefficients by least squares in two stages, as described below. For easy of exposition, we restrict our attention to the simple model with b = 0, r = 1 and s = 0, namely
In the first stage, we regress Y t,T (the response variable) on X t,T and Y t−1,T (explanatory variables), as
Here, e t,T is the first stage regression model error. Expanding δ 1 (t/T ) and ω 0 (t/T ) in wavelet series we get
where we have restricted the values of j to a maximum scale j * − 1.
After obtaining estimates of the wavelet coefficients, we use the wavelet inverse transformation to obtain the estimatesω( t T ) andδ( t T ) of ω t (B) and δ t (B), respectively. We can apply, also, thresholds to these estimated coefficients before applying the wavelet inverse transformation, getting the thresholded estimatesω
The fitted response variable is then (in the general case),
In the second stage, we regress Y t,T (response variable) on X t,T andŶ t−1,T , considered explanatory variables. The final estimatesω t T andδ t T of the functions ω t (B) and δ t (B) are obtained by the wavelet inverse transformation, yieldingω
The justification of the procedure is as follows . The simple model (14) can be written as
This explains why we regress Y t,T on Y t−1,T and X t,T to getδ
We calculateē t,T asē
In the second stage, we replace t withē t,T in (17), explaining why we regress Y t,T onŶ t−1,T and X t,T to get the final estimatesδ
First stage estimators
We consider the simple transfer function model (14) and its version (16) after the insertion of the wavelet expansions of the coefficients. Let ∆ = 2 j * −1 − 1. In matrix notation we get
. . .
or
are given, for 0 ≤ m ≤ j * − 1, by
The index (-1) indicates that there is lag one between the argument t of the function ψ( 
The least squares estimators of the coefficients are then given by
We will discuss in section 3.3 some properties of these estimators.
Second stage estimators
In the second stage, we fit the model
to obtain our final estimators of the transfer function coefficients. The analogue of equation (19) is now
where e 2 is the random error vector, with components e 2;t,T , t = 2, . . . , T . We will show that each component of e 2 follows a locally stationary moving average process of order two.
The differences are in the matrices in (21) which will be replaced by
We recall thatŶ t,T is the first stage fitted value. Now, write e 2;t,T as
and using (14) we obtain that e 2;t,T = t,T -δ 2 1 (t) t−2,T , which is a locally stationary MA(2). For the general transfer function model, e 2;t,T will be a M A(2r) process.
The least squares estimators, in this stage, are given by
Properties
In this section we present some properties of estimators for the first stage. The corresponding properties for the second stage estimators are much harder to derive and will not be treated here. Instead we use bootstrap to assess their performance. The techniques used to prove the results are quite evolved and are based on function space theory. Basically we adapt the results of Dahlhaus et al. (1999) for the transfer function model (3). We skip most of details, which can be found in Moura et al. (2005) .
We assume that functions ω i (u), i = 1, . . . , s and δ i (u), i = 1, . . . , r belong to some function spaces F i given by
Here, m i is the F i smoothness degree, p i and q i (1 ≤ p i , q i ≤ ∞) specify the F i norm and C i1 and C i2 are positive constants. For these function spaces, the following result is valid:
These classes contain Besov, Hölder and L 2 −Sobolev spaces, see, for example Vidakovic (1999), Dahlhaus et al. (1999) and Triebel (1992) .
It can be proved, see Donoho et al. (1995) , that the loss in (16) by truncating at level j * is of order T −2m i /(2m i +1) , if we choose j * such that 2 j * −1 ≤ T 1/2 ≤ 2 j * .
Several assumptions on the wavelets used, cumulants of the error term,s i and thresholds are needed to prove the results below. These are specified in the Appendix. We call them Assumptions A for now. We denote the spectral norm by · 2 and the sup norm by · ∞ .
In order to analyze the statistical behavior of the estimated coefficients it is convenient to assume that we take expansions of these coefficients as linear combinations of functions in the V j * spaces, generated by {φ j * ,1 , φ j * ,2 ,· · · , φ j * ,2 j * }. With this basis, we can write (15) as
Equation (26) in matrix form becomes
with
and
Analogously to equation (22) we have
The relationship between
where the Γ is a (2 j * +1 x 2 j * +1 ) block diagonal matrix. The matrix Γ does the transformation (α (22) can be written asβ
Equation (28) can be written in the form
and the vector γ has lines given by (27).
The least squares estimator of ζ isζ, given bŷ
From (32) and (33) we getζ
If we write γ = e + S, we getζ
where the matrix S is an ((T − 1) x 1) matrix, given by
Then we can state the following result.
Proposition 2. Under the Assumptions A we have that ζ
The propositions that follow provide results on the mean square error and asymptotic normality of the empirical wavelet coefficients. Proposition 3. If Assumptions A hold, then for all j, k, j = 0, . . . , j * , k = 0, 1, . . . , 2 j * −1 − 1,
Some simulations
We apply the proposed methodology to two simulated situations. In both cases, the input time series was generated as an AR(2) model, X t,T = a 1 (t/T )X (t−1)/T + a 2 (t/T )X (t−2)/T + ς u,T , where ς u,T are independent, normally distribuited random variables, with E(ς u,T ) = 0, V ar(ς u,T ) = 1 for t = 1, 2, · · · , T and the coefficients are given by a 1 (u) = 1.69, 0 < u ≤ 0.6 −0.3, 0.6 < u ≤ 1 and a 2 (u) = 0.81 0 < u ≤ 1.
Example 1. Let r = 1 and b = s = 0, so the transfer function model is given by (14).
We choose ω 0 (u) and δ 1 (u) as
We use the Haar wavelet and universal hard threshold with the noise level estimated by MAD ("median absolut deviance") considering the finest scale j * − 1, namelŷ
The input and output series are shown in Figure 4 .1 and the coefficient estimates in Figure 4 .2. We notice that the estimates are close to simulated signals:ω Example 2. Let r = 2 and b = s = 0, the transfer function model being
where, for 0 < u ≤ 1, ω 0 (u) = 9 cos(2πu + π), δ 1 (u) = 0.5 cos(3 sin(πu)), δ 2 (u) = 0.5 sin(cos(2πu)).
The input series is the same as in the previous example.
We used the wavelet LA8, and the same threshold policy of Example 1.
The input and output series are shown in We notice, in Figure 4 .4, some perturbations inδ
2 (t). In the second stage, the time interval with problem is smaller, eventhough the problem is stressed. The high variability of δ 1 (t) andδ 2 (t) are caused caused by the zero values of ω 0 (t).
An application
The data that we analyze are daily series from rainfalls (in mm), X t,T and maximum temperature(in o C), Y t,T , in the city of Ribeirão Preto, Brazil, from January first, 1988 to December 25-th, 1996. There were four missing data in the rainfall series and six in the maximinum temperature series, which were filled with interpolated values. The series are presented in Figure  5 .1, with the annual component clearly shown. After seasonal adjustment and mean correction we have 2048 observations for analysis. We fitted three potential models, namely:
The final coefficientes estimates for M 1 , M 2 and M 3 are shown in Figures 5.2, 5 .3, and 5.4 respectively.
We notice that theω (S) 1 (t) function in Figure 5 .3 has bootstrap interval including the zero value, for all t values, the same being true for theδ 
Further remarks
In this paper we have proposed an estimation procedure for a transfer function model with time-varying coefficients. Basically it is two-stage least squares procedure, with the use of wavelets to expand the function coefficients. Simulations have shown that procedure leads to estimators with a good performance. Some statistical properties for the first stage estimator were derived, but more research is needed to investigate the second stage procedure and some difficult issues as deriving optimal (or near-optimal) rates of convergence for the risk of the estimators. Another subject of importance is related to the identification and diagnostics for these non-stationary models that deserve further studies. (ii) The cumulants of t satisfy |cum n ( t )| ≤ C n (n!) 1+γ , for some constant C > 0, γ > 0 and all n, t.
(ii) There is a ρ > 0 such that 1 + r i=1 δ i (s)z i = 0, ∀|z| ≤ 1 + ρ and for all s ∈ [0, 1].
(iv) Thes i defined in section 3.3 are such thats i > 1.
(v) The thresholds we use should satisfy σ ijk 2 log(2
Proof of Proposition 2. From (33) we can writê
From the above mentioned lemmas, it can be shown that (EΥ Υ)
−1 ∞ = O T −1 and Υ e 2 = O p 2 j * /2 T 1/2 log(T ) , and so
For the second term we have
and by a Taylor expansion of the matrix (Υ Υ) −1 around (EΥ Υ) we get
It can be shown that
and T 23 and T 24 are of the same order as T 21 and T 22 , respectively. Therefore,
The third term, T 3 = (Υ Υ) −1 Υ S, and
Also,
But this is no greater than T 3 2 = O p T −1/2−τ for some τ > 0 and T 3 ∞ ≤ T 3 2 .
Finally, from the previous results we obtain
and this completes the proof.
Proof Proposition 3. We can infer from Proposition 2 and E(Γ ijk T 1 ) 2 = O(T −1 ) that there exists an event Ω 0 , with P (Ω 0 ) ≥ 1 − O(T −λ ), for λ < ∞ chosen arbitrarily large, such that jk is essentially determined by the behaviour of Γ ijk T 1 . From (35) and (36) we have T 2 ∞ = O p 2 j * T −1 log(T ) and T 3 ∞ = O p T −1/2−τ , for some τ > 0. Hence IP (|T 2 + T 3 | ≥ M T −1/2−τ ) ≤ T −λ for some λ > 0. So we can infer that Γ i,j,k (T 2 + T 3 ) = O p (T −1/2−κ ), for some κ > 0.
The process {X t,T } admits a M A(∞) representation and a t is white noise. For details, see Künsch (1995) .
Since {Y t,T } is also a LSP we have where (Γ i,j,k ) u is the u-thn colum element of v-th row of Γ .
Here a and are independent, a is a white noise that forms de input process {X t,T } and is the transfer function white noise, W Y satisfies W Y = O(2 −j/2 ) and W Y ∞ = O(T −1 2 j/2 ), and following the same steps of Dahlhaus et al. (1999) , we get
By a lemma of Rudzkis et al. (1978) we have IP ±(Γ i,j,k T 1 )/σ ijk ≥ x = (1 − Φ(x)) (1 + o(1)), uniformly in 0 ≤ x ≤ κ T , κ T of the same order of T ν , for some ν > 0.
Recalling thatβ (1 − Φ(x)) = o(1 − Φ(x)).
The third term of (41) is treated in the same manner.
For x > C(2λlog(T )) 1/2 we have P ±(β 
