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Abstract
While researchers increasingly use deep neural networks (DNN) to analyze individual choices,
overfitting and interpretability issues remain as obstacles in theory and practice. By using statis-
tical learning theory, this study presents a framework to examine the tradeoff between estimation
and approximation errors, and between prediction and interpretation losses. It operationalizes
the DNN interpretability in the choice analysis by formulating the metrics of interpretation loss
as the difference between true and estimated choice probability functions. The interpretation
of DNN-based choice models relies on function estimation and automatic utility specification,
contrary to that of traditional choice models relying on parameter estimation and handcrafted
utility specification. This study also uses the statistical learning theory to upper bound the
estimation error of both prediction and interpretation losses in DNN, shedding light on why
DNN does not have the overfitting issue. Three scenarios are then simulated to compare DNN
to binary logit model (BNL). We found that DNN outperforms BNL in terms of both prediction
and interpretation for most of the scenarios, and larger sample size unleashes the predictive
power of DNN but not BNL. DNN is also used to analyze the choice of trip purposes and travel
modes based on the National Household Travel Survey 2017 (NHTS2017) dataset. These exper-
iments indicate that DNN can be used for choice analysis beyond the current practice of demand
forecasting because it has the inherent utility interpretation, the flexibility of accommodating
various information formats, and the power of automatically learning utility specification. DNN
is both more predictive and interpretable than BNL unless the modelers have complete knowl-
edge about the choice task, and the sample size is small (< 104). Overall, statistical learning
theory can be a foundation for future studies in the non-asymptotic data regime or using high-
dimensional statistical models in choice analysis, and the experiments show the feasibility and
effectiveness of DNN for its wide applications to policy and behavioral analysis.
Key words: deep neural networks, choice modeling, statistical learning theory, interpretabil-
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1. Introduction
Choice modeling is a rich theoretical field widely applied throughout transportation research, and
in many other contexts [61, 7, 62]. While traditional discrete choice models have been used for
decades, researchers have recently become increasingly interested in instead using machine learning
classifiers to conduct choice analysis due to the high performance of these models in many fields
[34, 48, 27].
Traditional discrete choice models rely on researchers’ use of domain knowledge to filter through
several model specifications and find the ones that best fit observed data. Machine learning clas-
sifiers can improve upon this approach owing to their automated exploration and extraordinary
approximation power. By using flexible model family assumptions, the approximation power of
many machine learning methods is much higher than discrete choice models, which are typically
limited to a linear-in-parameter form with handcrafted features (e.g. quadratic or log forms).
Among all machine learning classifiers, the deep neural network (DNN) is particularly powerful
due to several factors. It has high approximation power [33, 32, 19], can flexibly accommodate
various types of information [37, 38], has high predictive power as revealed in experimental studies
[23, 34], and has been applied to numerous domains [38, 26, 24]. However, two unresolved issues
hinder the applicability of DNN in many transportation choice analysis contexts: model overfitting
in relatively small data sets, and lack of interpretability.
The first concern in applying DNN to transportation choice analysis research is its potential
to overfit models to the small data sets typically available in this field. An overfitted model fits
the training data precisely but has poor out-of-sample performance. Classical statistical theory
suggests that the Vapnik-Chervonenkis (VC) dimension, a measure of model complexity, must be
asymptotically small relative to the sample size in order to avoid overfitting [64, 63]. However,
the scenario of using DNN is typically in a non-asymptotic regime where the classical asymptotic
assumption does not hold [66]. While an increasing number of transportation studies use DNN to
predict travel choices with high accuracy even on small data sets [34, 27, 14, 21, 44, 52, 67], this
theoretical issue remains unresolved and there exist no practical guidelines as to what circumstances
may result in overfitting issues when using DNN for choice analysis.
The second concern in transportation choice applications of DNN is its perceived lack of inter-
pretability. Prediction is a typical focus of all modeling whether done via discrete choice models
or machine learning classifiers, but many transportation applications require interpretation as well.
Interpretability is important for researchers, who seek to understand findings on mode shares, elas-
ticities, marginal rates of substitution, and social welfare, as well as the general public, among
whom interpretability has been found useful in building trust [41] and explaining results to users
[22]. DNN is typically framed as a “black box” model, and it is ranked as the model with lowest
interpretability among all machine learning classifiers [36, 41, 70]. The majority of previous studies
using DNN for transportation choice modeling have focused narrowly on using DNN to predict
mode choice, activity choice, car ownership, or other individual choices [30, 68, 14, 15, 47, 27].
Only a small number of transportation studies touched upon the interpretability of DNN in choice
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modeling, but do not provide explicit metrics to measure the quality of interpretability [53, 9,
27]. The interpretability of DNN models, particularly in comparison to discrete choice models, will
be a key factor in determining whether these approaches can be extended to transportation con-
texts beyond demand prediction and have practical implications on our understanding of individual
decision-making behavior.
This paper seeks to address both of these issues through the development of a statistical learn-
ing theoretical framework consisting of two dimensions. The first dimension is the decomposition
of estimation and approximation errors. We demonstrate that the estimation error of DNN archi-
tectures used in choice models is not very large, addressing the first overfitting issue. We present
a proof that illustrates that the magnitude of the parameters in DNN is more important than
the number of parameters in upper bounding the estimation error in a non-asymptotic way. The
second dimension concerns prediction and interpretation losses. Particularly, we substantiate the
concept of interpretation by formulating metrics to measure interpretation loss as a counterpart to
prediction loss. With our formulation, interpretation loss is measured by the difference between the
true and the estimated choice probability functions, drawing on the fact that all valuable economic
information can be derived from this function. Model interpretability in DNN relies on the full
choice probability function based on automatically learned utility specification. This is in sharp
contrast to traditional choice models, which are interpreted through the individual parameters cho-
sen for the utility functions. Through this new conceptualization of interpretation loss, we can
evaluate models in terms of both prediction and interpretation losses, allowing us to evaluate and
demonstrate the potential for DNN to serve as a powerful predictive and interpretable tool for
choice analysis research.
To illustrate this theoretical framework, we compare DNN to binary logit model (BNL), a repre-
sentative discrete choice modeling approach through four experiments. Three of these experiments
use synthetic data in combination with Monte Carlo simulation, illustrating the tradeoffs between
approximation and estimation errors as well as those between interpretation and prediction losses
under different sample sizes and input dimensions. The last experiment uses data from the National
Household Travel Survey 2017 (NHTS 2017) in order to shed light on the practical relevance of this
new theoretical framework, allowing us to provide practical suggestions for future DNN applications
in choice modeling research. In all of these experiments, BNL is chosen for comparison with DNN
because BNL is more similar to DNN than other DCMs, such as nested and mixed logit models.
Whereas BNL is only one member of DCMs, the findings of this paper can also be extended to
other DCMs that are not used for comparison in this paper.
This study is the first that introduces a unified framework of statistical learning theory for DNN-
based choice analysis. This framework fits the non-asymptotic data regime and forms the foundation
for choice modeling with high-dimensional data, which cannot be adequately analyzed by classical
statistical tools. We respond to the two critical issues in DNN: overfitting and interpretability,
which can guide the process of designing experiments, conducting surveys, training models, and
providing policy suggestions in the DNN-based choice modeling. Our experiments elaborate when
2
and why DNN performs better than classical multinomial logit models, with specific modeling
suggestions for future studies. The theory and experiments in this paper illustrate the predictive
and interpretable potential of DNN models, and demonstrate their use beyond demand forecasting
and in domains typically reserved for discrete choice models, such as policy and behavioral analysis.
The paper is organized as follows. In section 2, we describe in more detail the theoretical back-
ground and relevant past studies for our framework. In this section, we formulate evaluation metrics
for interpretation which can be used for both DCM and DNN and then use statistical learning the-
ory to characterize the four quadrants resulting from the dual tradeoffs between approximation
error and estimation error and between prediction and interpretation losses. The introduction of
each quadrant is followed by the review of the previous studies most relevant to them. In section
3, we describe our three simulation experiments on synthetic data, illustrating the dynamics of
the tradeoffs between the four quadrants. Then we apply our framework to the NHTS data and
discuss the resulting findings. Section 4 concludes the paper with remarks on implications and
future research.
2. Theory and Literature Review
2.1. Setup of DNN-Based Choice Modeling with Statistical Learning Theory
Let s(xi) denote the probability of individual i choosing alternative 1 out of {0, 1} alternatives, and
xi the inputs including alternative- and individual-specific variables: s(xi) : R
d → [0, 1]. Individual
choice yi ∈ {0, 1} is a Bernoulli random variable with s(xi) probability of choosing the alternative
1. This soft decision rule is a common assumption in choice analysis, and it is more generic than the
hard decision rule that does not involve probabilistic decisions 1. Let f(xi) : R
d → {0, 1} represent
the hard decision rule mapping. Let F1 denote the model class represented by a feedforward DNN,
with the layer-by-layer feature transformation Φ1(xi, w) = (gm ◦ ...g2 ◦ g1)(xi), in which gj(x) =
ReLU(〈Wj , x〉) representing one standard module in the DNN consisting of ReLU activation and
linear transformation. When DNN is applied to a binary choice case, the choice probability s(xi, w)
becomes
s(xi, w) = σ(Φ1(xi, w)) =
1
1 + e−Φ1(xi,w)
(1)
where σ is the Sigmoid activation function, and w represents all the coefficients in the DNN. Note
that Φ1 is similar to the deterministic utility difference V1 − V0 in choice models. With larger Φ1,
individual i is more likely to choose alternative 1 over 0. Let F0 represent the model class of BNL
and Φ0(xi, w) = 〈w, xi〉 represent the linear feature mapping in BNL. It can be shown that BNL is
a special case of DNN (shown in Appendix I): F0 ⊂ F1. The choice probability of s(xi) in BNL
is similar to Equation 1, except for replacing Φ1 with Φ0. Let S = {xi, yi}Ni=1 denote the sample;
N the sample size; x ∼ Px(x) the data generating process of x; and s∗(x), f∗(x), and w∗ the true
1An asymptotically soft decision rule with Softmax or Sigmoid activation function becomes a hard decision rule.
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models and parameters. Empirical risk minimization is used to obtain their estimators: sˆ(x), fˆ(x),
and wˆ.
Definition 1. Empirical risk minimization (ERM) is defined as
min
f∈F
Lˆ(f) = min
f∈F
1
N
N∑
i=1
l(yi, f(xi)) (2)
Estimator based on ERM is defined as
fˆ = argmin
f∈F
Lˆ(f) = argmin
f∈F
1
N
N∑
i=1
l(yi, f(xi)) (3)
In training ERM, it is critical to choose a specific expected loss function L(y, x) = Ex,y[l(y, f(x))].
One common choice is log-loss, which is associated with classical maximum likelihood estimation.
To understand the out-of-sample performance of any estimator, we need to examine the excess
error :
Definition 2. Excess error of fˆ is defined as
ES [L(fˆ)− L(f∗)] (4)
that of sˆ is defined as
ES [L(sˆ)− L(s∗)] (5)
L(fˆ) and L(sˆ) are the population error of the estimator, while L(f∗) and L(s∗) are the population
error of the true model. Excess error measures to what extent the error of the estimator deviates
from the true model, averaged over random sampling S. A tight upper bound of excess error can
guarantee reliable out-of-sample performance. In the following discussions, we will mainly use f∗
and fˆ as the running examples, but all the following arguments apply to s∗ and sˆ. Excess error
can be decomposed into estimation error and approximation error as following.
ES [L(fˆ)− L(f∗)] = ES [L(fˆ)− L(f∗F )] + ES [L(f∗F )− L(f∗)] (6)
where f∗F = argmin
f∈F
L(f), the best function in function class F to approximate f∗.
Definition 3. Estimation error refers to
ES [L(fˆ)− L(f∗F )] (7)
Definition 4. Approximation error refers to
ES [L(f∗F )− L(f∗)] (8)
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Estimation error is the first term in Equation 6 and approximation error is the second term.
Estimation error is a quantity that measures whether fˆ overfits: very large L(fˆ) − L(f∗F ) implies
serious overfitting. Since the estimation error has a fˆ term, it captures the randomness from
sampling and training. Approximation error is more deterministic and captures only the difference
between the best function f∗F in function class F and the true function f∗. The following four
subsections will introduce the prediction loss, the interpretation loss, the approximation error, and
the estimation error of DNNs in order.
2.2. Prediction Loss
Definition 5. Prediction loss is defined as
L0/1(f) = Ex,y[1{y 6= f(x)}] (9)
Empirical prediction loss is defined as
Lˆ0/1(f) =
1
N
N∑
i=1
1{yi 6= f(xi)} (10)
Prediction loss is undoubtedly the most common and widely used metric to evaluate prediction
performance. Nearly all studies that have used machine learning classifiers to predict any travel-
related decision evaluated their models based on the out-of-sample prediction loss [17, 60, 48, 1,
27, 14, 30]. The practice of using prediction loss as an evaluation metric also dominates other fields
that apply machine learning classifiers to solve practical questions [37, 38, 28]. Several empirical
benchmark papers have used prediction loss as the evaluation metric to compare performance across
hundreds of models and datasets, thus providing generalizable conclusions [23, 36]. Our study will
also use this prediction loss to evaluate the models for their predictive performance.
2.3. Interpretation Loss
Definition 6. Interpretation loss is defined as the difference between true and estimated choice
probability functions
Le(s) = ||s∗ − s||2L2(Px) =
∫
x
(s∗(x)− s(x))2dP (x) (11)
Empirical interpretation loss is defined as
Lˆs(s) =
1
N
N∑
i=1
(s∗(xi)− s(xi))2 (12)
Interpretation loss is measured by the difference between true and estimated choice probability,
integrated over domain X and weighted by Px(x). We choose to use this measurement because
5
researchers can obtain most important economic information through the choice probability func-
tion s(x). For example, the probability derivatives of choosing alternative 1 with respect to price
xj can be computed as the derivative
ds(x)
dxj
; its associated elasticity is d log s(x)d log xj ; value of travel time
savings (VTTS) can be computed as ratio of two derivatives
ds(x)/dxj1
ds(x)/dxj2
; the utility difference can be
computed by using inversed Sigmoid function V1 − V0 = σ−1(s); or the empirical market share of
alternative 1 can be computed by
∑N
i=1 s(xi). Therefore, an accurate function estimator sˆ(x) could
help recover elasticity values, marginal rate of substitution (such as VTTS), market share, utility
values, and social welfare, which provide most of the economic information needed in practice.
It is crucial to see that we focus on function estimation sˆ(x) rather than parameter estimation
wˆ, which is the traditional focus of the majority of the econometric models. The focus on parameter
estimation is nearly impossible for DNN for at least three reasons. First, a simple feedforward DNN
could easily have tens of thousands parameters, and this large number renders it impossible for
researchers to discuss individual parameters. Second, DNN has the property called symmetry of
parameter space [11], implying that different parameters could lead to the same choice probability
function s(x). Therefore, interpreting individual parameters w is vacuous in DNN. Third, studies
have shown that semantic information cannot be revealed from individual neurons, but from the
space of each layer in DNN [59]. A large number of studies used the function estimators in DNN for
interpretation, while none used individual neurons/parameters [43, 31, 3, 56]. Mullainathan and
Spiess [45] argued that ML classifiers (including DNN) are categorically different from econometric
models since the ML classifiers focus on yˆ while the econometric models focus on wˆ. This is generally
true; however, in the case of DNN, an accurate estimator of the choice probability function sˆ(x)
could satisfy most of our interpretation purposes traditionally achieved through using wˆ. In fact,
several studies in the transportation field have visualized or computed the gradient information
of the choice probability functions to interpret the ML classifiers, supporting our definition of the
interpretation loss based on the choice probability functions [53, 9, 27]. Moreover, the process
of interpretting elasticity dsdxj is the same as the discussion of using input gradients in the ML
community [3, 43]. Therefore, the shifting focus from parameter to function estimation enables
researchers to interpret DNN results in choice analysis context, and this shift is both inevitable and
desirable.
Whereas our definition of the interpretation loss captures the key economic information through
the choice probability function, it is not the only way to define interpretation loss. Lipton (2016) [41]
discussed multiple aspects of interpretability, including simulatability, decomposability, algorithmic
transparency, and post-hoc interpretability. Our definition of interpretation loss is focused on the
post-hoc interpretability restricted to only economic information, and does not address the other
aspects of interpretability and other types of information obtained by using post-hoc interpretation
methods [54, 43, 31]. Whereas our approach aligns with the long tradition of choice modeling, it
is possible to define interpretation loss in other ways, as shown in a very recent working paper by
Bertsimas et al. (2019) [10].
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2.4. Approximation Error
Since BNL is one subset of DNN (F0 ⊂ F1) (shown in Figure 1), the approximation error of DNN
is always smaller than BNL [64]. Intuitively, the best model (f∗F0) in F0 is also in F1, so it is
generally true that f∗F1 can approximate f
∗ better than f∗F0 . Formally,
Proposition 1. The approximation error of the prediction loss in DNN is always smaller than that
in BNL
ES [L0/1(f∗F1)− L0/1(f∗)] ≤ ES [L0/1(f∗F0)− L0/1(f∗)] (13)
Similarly, the approximation error of the interpretation loss in DNN is also smaller than that in
BNL:
ES [Le(s∗F1)− Le(s∗)] ≤ ES [Le(s∗F0)− Le(s∗)] (14)
While these results are not difficult to see, they can be understood from various mathematical
perspectives. The first perspective is the universal approximator theorem of DNN, developed in the
1990s. The studies suggest that even a shallow neural network (SNN) is asymptotically a universal
approximator when the width becomes infinite [19, 33, 32]. Recently, this asymptotic perspective
leads to a more non-asymptotic question, asking why depth is necessary for SNN to be powerful
enough for practical use cases. Research has demonstrated that DNN can approximate functions
with an exponentially smaller number of neurons than SNN in many settings [18, 55, 51]. This
perspective is quite relevant to our focus, since BNL is one type of SNN [9]. The choice between
DNN and BNL can equivalently be framed as the choice between DNN and SNN.
X0
X1
Z
Y 0
Y 1
(a) F0 One-Layer Sparse NN
(BNL)
X0
X1
Z
Y 0
Y 1
(b) F1 Deep Dense Feedforward NN (DNN)
Fig. 1. Two Architectures of BNL and DNN; first graph represents BNL with linear specification,
second graph is DNN. Visually, DNN is an extension of BNL, as is its function class. The red
neurons in both graphs visualize utility values, and the blue neurons in DNN can be seen as the
process of specifying utility.
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In addition to these mathematical perspectives, we highlight the economic perspective that
describes the similarity between BNL and DNN, as well as their difference between automatic
and handcrafted utility specification. BNL and DNN are categorically similar since both involve
the process of specifying and comparing utility values. The notion of utility specification and
comparison in choice modeling setting is widely known [62, 7], but they can also be applied to
DNN. In fact, the last layer of DNN could be named as utilities and the layers before the last can
be seen as utility specifications. However, their key difference is that traditional BNL approaches use
handcrafted utility specification based on experts’ prior knowledge, while DNN automatically learns
utility specification based on a complex model assumption. Therefore, while our study discusses
only the linear utility specification for BNL, BNL and DNN broadly embody two paradigms of
utility specification. Any form of handcrafted features, such as incorporating quadratic or log
terms, can always be used as inputs into DNN, enabling additional automatic learning power.
Automatic feature learning is nearly inevitable in many tasks such as face recognition, in which
handcrafting features of human faces seem nearly impossible [45]. Studies in the ML community
typically praise the power of this automatic feature learning, although it is still a heated debate
whether researchers should rely on only the automatic feature learning or a mixture of automatic
and handcrafted feature learning [38, 8, 40]. However, the bottom line is that a pure handcrafted
utility specification will not be able to maximize the predictive and interpretable power of the data,
and using or at least augmenting the power of the automatic feature learning in DNN could greatly
add to the future of choice modeling practice.
2.5. Estimation Error
The more challenging question is about the estimation error of DNN, particularly because the
smaller approximation error is always associated with larger estimation errors. Specifically, the
question is whether DNN has well-bounded estimation error, when the number of its parameters is
so large. To address this question, we will present two proofs. While both rely on empirical process
theory, the first uses contraction inequality, which provides a tighter upper bound than the second
proof, which is based on VC dimension. The proof based on empirical process theory shows that
the estimation error of both prediction and interpretation losses in DNN can be bounded or at least
controlled by l1 and l2 regularizations. We believe this part is critical since the empirical process
theory provides a new foundation for future studies that rely on high-dimensional statistical tools
used for individual choice modeling. We put only the key propositions in the following section,
with detailed proofs provided in Appendix II.
Definition 7. Empirical Rademacher complexity is defined as
Rˆn(F|S) = E
[
sup
f∈F
∣∣∣ 1
N
N∑
i=1
if(xi)
∣∣∣] (15)
i ∈ {+1,−1} with probabilties [0.5, 0.5]; F|S denotes the function class F projected to sample S.
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Proposition 2. The estimation error of fˆ can be upper bounded by the Rademacher complexity
ES [L(fˆ)− L(f∗F )] ≤ 2ESRˆn(l ◦ F|S) (16)
Proof of Proposition 2 is available in Appendix II.A. Rademacher complexity measures the complex-
ity of function class F conditioning on the dataset S. Proposition 2 shows that estimation error can
be upper bounded by the complexity of the function class l◦F , defined as l◦F = {l◦f(x)|f(x) ∈ F}.
Intuitively, it is harder to search for the best model fˆ , as the function class F becomes larger. It
also aligns with traditional statistics, as higher VC dimension or more parameters (more complexity
of function class) leads to larger estimation errors. Specifically, Proposition 2 can be used as an
upper bound for the estimation errors of prediction and interpretation losses:
Proposition 3. The estimation error of the prediction loss can be (indirectly) upper bounded
ES [L0/1(fˆ)− Lˆγ(fˆ)] ≤
2
γ
ESRˆn(F|S) (17)
Proposition 4. The estimation error of the interpretation loss can be upper bounded by
ES [Le(sˆ)− Ls(s∗F )] ≤ 4ESRˆn(F|S) (18)
Proof of Propositions 3 and 4 is available in Appendix II.B and II.C. Proposition 3 provides an
upper bound on ES [L0/1(fˆ)] by using γ-margin error (definition in Appendix II.B). While the left
hand side is not exactly the same as ES [L0/1(fˆ)− L0/1(f∗F )], both Lˆγ(fˆ) and 2γESRˆn(F|S) can be
computed in practice. Compared to the estimation error of the prediction loss, the interpretation
part is easier, and Proposition 4 demonstrate that the estimation error of the interpretation loss
is upper bounded by Rademacher complexity up to a constant. One remaining question is how to
provide an effective upper bound on Rademacher complexity of DNN.
Proposition 5. Let Hd be the class of neural network with depth D over the domain X (x ∈ B(d0)1 ),
where each parameter matrix Wj has Frobenius norm at most MF (j) and its one-infinity norm
at most M(j), and with ReLU activation functions. Then by using contraction inequality, the
Rademacher complexity of DNN (F1) can be upper bounded by
Rˆn(F1|S) . O(
√
log d0 ×
∏D
j=1 2M(j)√
N
) (19)
The tightest bound found in the literature [25] is:
Rˆn(F1|S) .
√
log d0 × (
√
2 logD + 1)×∏Dj=1MF (j)√
N
(20)
Proposition 6. Rademacher complexity of DNN with 0/1 loss can be upper bounded by VC di-
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mension
Rˆn(l ◦ F1) . 4
√
v log(N + 1)
N
. 4
√
TD log(T )× log(N + 1)
N
(21)
with T denoting the total number of parameters and D the depth of DNN [6].
Proposition 5 describes the important factors that influence the upper bound on estimation error,
including the input dimension d0, norm of parameters in each layer M(j) or MF (j), and sample
size. The result is intuitive: with larger sample size, and smaller input dimension and norm of
parameters, the estimation error of DNN is more likely to be bounded. Proof of Propositions 5 and
6 is available in Appendix II.D and II.E.
The most important message about estimation error is revealed by the difference between Propo-
sitions 5 and 6: instead of computing the ratio of v and N as in Proposition 6, researchers could
compute the norms of the coefficients in each layer to upper bound estimation error, as in Propo-
sition 5. The total number of parameters is fixed when researchers choose one specific DNN
architecture, so it is hard to control the Rademacher complexity through VC dimension. On the
contrary, the norms of the weights in each layer M(j) can be controlled by l1 or l2 regularization.
Therefore, Proposition 5 along with Propositions 3 and 4 provide valid and much tighter upper
bounds on estimation error than the traditional VC dimension perspective.
The results above heavily rely on the progresses in non-asymptotic statistical learning theory
and particularly the empirical process theory in the recent two decades. Readers should refer to [12,
65, 2, 66, 63] for general introductions; to [64, 63, 57, 6] for the proof about Rademacher complexity
bound of DNN based on VC dimension; to [25, 46, 5, 4] for the proof about Rademacher complexity
bound of DNN based on contraction inequality.
2.6. Summary
So far we have provided concrete mathematical formulation and theoretical discussions for the
two dimensions and four quadrants that define our theoretical framework, as summarized in Table
1. Both dimensions are important from a historical view. The tradeoff between estimation and
approximation error is the first order decomposition in statistical learning theory [64, 63, 65].
Prediction vs. interpretation marks the difference of two statistical cultures, as pointed out by Leo
Breiman (2001) [13], and is recently remarked again by Mullainathan and Spiess (2017) [45]. For
the purpose of our study, the two dimensions can be used to bridge the classical low-dimensional
DCMs and the new high-dimensional DNN models from a theoretical perspective.
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Approximation Error Estimation Error
Prediction Loss Approximation error of
prediction loss
ES [L0/1(f∗F )− L0/1(f∗)]
Estimation error of
prediction loss
ES [L0/1(fˆ)− L0/1(f∗F )]
Interpretation Loss Approximation error of
interpretation loss
ES [Le(s∗F )− Le(s∗)]
Estimation error of
interpretation loss
ES [Le(sˆ)− Le(s∗F )]
Table 1: Two Dimensions of the Theoretical Framework
3. Experiments
3.1. Design of Experiments
The experiments consist of two parts: one with three simulated datasets and one with the NHTS
dataset. The experiments with simulated and real datasets are complementary in terms of their
purposes. With Monte Carlo simulation, the underlying true data generating process (DGP; e.g.
s∗(x) or f∗(x)) is known, so we can compute both the approximation and estimation errors related
to s∗(x) and f∗(x), which cannot be done in the experiment with real datasets. On the other
hand, real datasets reveal the real decision making process, which has to be presumed, sometimes
arbitrarily, in Monte Carlo simulations.
In both experiments, we compare one DNN architecture with fixed hyper-parameters to one
BNL model with linear utility specification. The DNN architecture has 5 layers, 100 neurons in
each layer, and ReLU activation functions. The DNN training uses standard ERM procedure,
with He initialization [29], Adam optimization [35], and mild regularizations. The BNL in all our
simulations uses only linear specification. Again, this linear specification of BNL does not limit the
generality of our discussion since any domain knowledge based utility specification could always
be provided to DNN as inputs. DNN’s theoretical properties do not vary much with the specific
choice of parameters and hyperparameters. BNL and DNN broadly represent the difference between
handcrafted and automatic utility specification, and the specific choice of BNL models and DNNs
do not matter for the purpose of this study.
The experiment with Monte Carlo simulation consists of three scenarios, representing three
typical cases researchers face in reality. The three scenarios are differentiated by the “location” of
the true DGP with respect to F0 and F1: (1) f∗ ∈ F0 and f∗ ∈ F1; (2) f∗ 6∈ F0 and f∗ ∈ F1;
(3) f∗ 6∈ F0 and f∗ 6∈ F1. Scenario 1 represents the case in which a simple BNL is the true DGP,
which belongs to both model classes of BNL and DNN, so the approximation errors of both BNL
and DNN are zero. Secnario 2 represents the case in which the true DGP is more complicated
than BNL, so the approximation error of BNL is larger than zero while that of DNN is still zero.
Scenario 2 commonly happens when information is complete while the function used in model
training is misspecified in choice modeling. Scenario 3 represents the case in which both BNL
and DNN have strictly positive approximation errors, which happens when important variables
are omitted, traditionally called omitted variable bias. In terms of function relationship between
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F0, F1 and f∗, the three scenarios are exhaustive. Our simulation also varies sample size and
number of input variables to demonstrate how estimation error changes, based on our theory about
estimation error of DNN (Proposition 5). Sample size in the Monte Carlo simulations ranges from
100, the smallest possible one in a survey, to 1 million, the largest number observed in existing
transportation questionnaire-based or observational surveys. The number of input variables is
either 20 or 50, typical in choice analysis. For each experiment, we analyze the four quadrants,
estimation and approximation errors of prediction and interpretation losses, mapping back to our
theoretical framework in Table 1. More details of the simulation are attached in Appendix III.
The experiment with the NHTS dataset analyzes travel mode choices and trip purpose choices,
two prevalent travel behaviors analyzed in the past studies [20, 69, 16], with varying sample size
from 100 to 500, 000. The NHTS dataset is chosen since it covers the whole United States and it is
one of the only datasets that has a sample size on the order of magnitude of 1 million. Because of
the absence of a true data-generating process, the decomposition of estimation and approximation
errors is impossible for the experiment with the real datasets, but we discuss both the prediction
and interpretation of DNN-based choice models.
3.2. Three experiments with Simulated Datasets
3.2.1. Scenario 1
In scenario 1, s∗(x) = σ(〈w, x〉), in which σ is the Sigmoid function, w is randomly generated vari-
ables taking {−1,+1} values with equal probabilities, and x is generated as multivariate Gaussian
distribution. In Figure 2, the upper row shows the prediction loss of simulations (Figures 2a and
2b) and the interpretation loss (Figures 2c and 2d) with 20 and 50 input variables. In each sub-
figure, y-axis represents the values of prediction or interpretation losses; x-axis represents sample
size; each dot is a training result with the red ones representing DNN and blue ones representing
BNL; red and blue curves are the average values of the losses conditioning on a sample size. The
black dashed line represents the minimum possible loss, which measures the amount of randomness
in each DGP. In scenario 1, the gap between the red curve and the dashed black line is the esti-
mation error, since it is exactly ES [L(fˆ) − L(f∗F )] 2. The yellow curves represent the theoretical
upper bound on estimation error, based on Proposition 5. The lower row of Figure 2 shows the
relationship between choice probabilities and an input variable with varying sample sizes from 100
to 1, 000, 000. In each subfigure, the black curve represents the true s∗(x); each red curve represents
the estimated function sˆ(x) from DNN, and each blue one represents that from BNL.
The estimation error of both prediction and interpretation losses in both DNN and BNL con-
verges to zero as sample size increases, and the convergence of DNN’s estimation error is only
slightly slower than that of BNL, as shown in Figures from 2a to 2d. It is not surprising that
estimation errors always decrease as sample sizes increase since Equations 17 and 18 imply that
larger sample size leads to smaller out-of-sample prediction and interpretation losses. What is
2In scenario 1, f∗F is the same as f
∗. Hence L(f∗F ) is represented by the black dash line
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(a) Prediction Loss (20 Var) (b) Prediction Loss (50 Var) (c) Interpretation Loss (20
Var)
(d) Interpretation Loss (50
Var)
(e) Choice Probability Curves (20 Var); Sample size = 100, 1000, 10000, 100000, 1000000
Fig. 2. Scenario 1. Upper row: comparison of DNN and BNL for prediction and interpretation
losses; lower row: visualizing how choice probabilities change with inputs; red curves: DNN, blue
curves: BNL, black curves: true models. The figures in the upper row map to the theoretical
framework in Table 1: the difference between red and black curves is the prediction/interpretation
losses of DNN, which equal to only their estimation errors in this scenario since the approximation
errors are zero.
surprising is that the convergence of DNN is only marginally slower than BNL, particularly as
examined from the classical statistical perspective since the number of parameters in the DNN is
about 2, 000 times more than the parsimonious BNL model. More precisely, the VC dimension of
our DNN architecture v = 50, 000×5× log(50, 000) ' 3Million (Equation 21), which is larger than
any sample size we use and far-off from the classical asymptotic data regime. On the contrary,
the theoretical upper bound based on contraction inequality (Propositions 5 and 6) is represented
by the yellow curve, which is much tighter than that based on the VC dimension, although it is
still quite loose compared to the simulation results. Therefore, the simulation results resonate with
our theoretical discussion that number of parameters in DNN should not be used to measure its
estimation error bound. Empirically, DNN and BNL need roughly the same amount of data for
accurate interpretation and prediction. With 20 or 50 variables, at least about 104 samples are
needed so that the prediction and interpretation losses of DNN become close to the theoretical
minimum. While this 104 sample size is slightly larger than the sample sizes commonly obtained
by questionnaire surveys, it is not unattainable; for instance, NHTS dataset has about 700, 000
observations, which is much larger than 104.
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(a) Prediction Loss (20 Var) (b) Prediction Loss (50 Var) (c) Interpretation Loss (20
Var)
(d) Interpretation Loss (50
Var)
(e) Choice Probability Curves (20 Var); sample size = 100, 1000, 10000, 100000, 1000000
Fig. 3. Scenario 2. Upper row: comparison of DNN and BNL for prediction and interpretation
losses; lower row: visualizing how choice probabilities change with inputs; red curves: DNN, blue
curves: BNL, black curves: true models. The figures in upper row map to the theoretical framework
in Table 1. Different from Scenario 1, BNL has approximation errors since the blue curves cannot
converge to the theoretical minimum values, whereas DNN has no approximation errors.
To interpret DNN results, we visualize the relationship between sˆ(x) and one input variable xj ,
as shown in Figure 2e. This method of visualizing sensitivity of sˆ(x) with respect to xj has been
used for interpreting DNN results in several studies [53, 9, 43]. Again, the estimated sˆ(x) from DNN
converges very quickly towards the true s(x), and it captures the S-shaped choice probability curve
and the linear utility specification, even when it is not a priori specified as linear. Overall, when
researchers are very confident that prior expert knowledge has captured every piece of information,
the BNL with handcrafted features perform better in prediction and interpretation, although DNN
is only slightly worse.
3.2.2. Scenario 2
A more realistic case is the scenario in which researchers cannot correctly specify the utility
function. In scenario 2, s∗(x) = σ(w′φ(x)), in which φ(x) takes the quadratic transformation:
φ([x1, x2, ..., xd]) = [x1, x2, ...xd, x
2
1, x
2
2, ...x
2
d]). Then BNL F0 has the misspecification error, while
DNN F1 does not. The results are visualized in Figure 3, and the formats of Figure 3 is exactly
the same as Figure 2.
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In scenario 2, DNN dominates BNL in terms of both prediction and interpretation losses, even
at a relatively small sample size, as shown in Figures from 3a to 3d. The key reason of DNN’s
dominance is its zero approximation error, in contrast to the large approximation error of BNL,
measured by the gap between the theoretical minimum and the loss value that the blue curve
converges to. Sample size is still a critical factor for both BNL and DNN, although it differs in
terms of the critical magnitude for each. BNL converges to its optimum value (f∗F0) with only
about 103 observations, while DNN converges to its optimum (f∗F1 = f
∗) when sample size reaches
about 105 or 106. This result is very consistent with our theoretical discussion. BNL aligns with
classical statistics, and as v/N is small, its estimation error is small. This result also implies that
low dimensional statistical tools such as BNL cannot unleash the predictive power of a dataset with
a large sample size. Only very complicated models such as DNN can fully unleash the predictive
and interpretative power of a large sample.
Figure 3e visualizes the relationship between sˆ(x) and an input variable x with varying sample
sizes. With function misspecification, it is impossible for BNL to recover the true pattern even if
the sample size becomes very large, while DNN with the power of automatic utility specification
can gradually learn the underlying true utility specification, even without prior domain knowledge.
Consistent with Figures 3c and 3d, DNN needs the sample size at the scale of about 105 and 106
to recover the true pattern of choice probability functions. Due to the misspecification and its
corresponding approximation error in BNL, it is possible for DNN to outperform BNL in terms of
both prediction and interpretation even when sample size is very small.
3.2.3. Scenario 3
A even more realistic case is the scenario in which researchers can neither collect the full information
nor correctly specify the utility function (f∗ 6∈ F0 and f∗ 6∈ F1). In scenario 3, s∗(x) = σ(w′φ(x)),
where φ(x) = [1, x1, x2, ..., xd, x1
2, x2
2, ...xd
2, x1x2, ...xd−1xd], which includes both quadratic trans-
formation and interaction terms. To make f∗ 6∈ F1, we randomly drop 5 variables out of 20 and 20
variables out of 50 in training, so that even f∗F1 cannot approximate f
∗ well. Results are visualized
in Figure 4, with the same format as previous ones.
As shown in Figure 4, the results are very similar to that in scenario 2, with only one critical
difference that DNN also has the approximation error here. The approximation error of DNN
is measured by the difference between the theoretical minimum and the values of the prediction
and interpretation losses that DNNs converge to: the red curves no longer converge to theoretical
minimum due to the existence of approximation errors, as shown in Figures 4a-4d. It is also an
important message that DNN, although frequently referred to as a universal approximator, still
suffers from the threat such as omitting variables. Without the completeness of information, it
is unlikely for DNN to approximate the underlying s∗(x) well. However, Figure 4e suggests that
DNN could still well capture the choice probability function with respect to observed variables,
even with omitted variables. The red curves (DNN) could approximate the true bell-shaped choice
probability functions when the sample size reaches 104 or 105.
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(a) Prediction Loss (20 Var) (b) Prediction Loss (50 Var) (c) Interpretation Loss (20
Var)
(d) Interpretation Loss (50
Var)
(e) Choice Probability Curves (20 Var); sample size = 100, 1000, 10000, 100000, 1000000
Fig. 4. Scenario 3. Upper row: comparison of DNN and BNL for prediction and interpretation
losses; lower row: visualizing how choice probabilities change with inputs; red curves: DNN, blue
curves: BNL, black curves: true models. Different from scenario 1 and 2, both BNL and DNN have
approximation errors since the red curves cannot converge to the theoretical minimum values.
Overall, this scenario demonstrates that DNN cannot solve all the problems. The “universal
approximator” statement only applies to the functional forms of observed information, therefore
only holds when all the information is observed in the model. However, even with omitted in-
formation, DNN still performs better than BNL in terms of both prediction and interpretation,
owing to its power of stretching the observed information for the unobserved ones and the power
of automatically learning utility specification.
3.3. Experiment with NHTS Dataset
The NHTS dataset is chosen owing to its broad geographical coverage (full U.S.), the large sample
size (780, 000 trips), and the large number of input variables, enabling us to observe the variation
of prediction accuracy with varying sample size and input variables. 10% of the NHTS dataset is
saved for testing model performance. To form a parallel discussion with our simulations, the NHTS
experiment varies sample size (from 100 to 500, 000) and the number of input variables (20 and
50). The input variables are selected to be the most important ones that determine mode choice
and trip purposes. The results are visualized in Figure 5, with the format similar to previous ones
but two differences: interpretation losses can no longer be examined since s∗(x) is no longer known
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(a) Mode Choice Prediction
(20 Variables)
(b) Mode Choice Prediction
(50 Variables)
(c) Trip Purpose Prediction
(20 Variables)
(d) Trip Purpose Prediction
(50 Variables)
(e) Choice Probabilility Change w.r.t. Trip Distance (From Left to Right: Sample Size 100, 1000, 10000, 100000,
500000)
Fig. 5. NHTS Dataset. Upper row: comparison of DNN and BNL for prediction losses in predicting
travel mode choice and trip purposes; lower row: visualizing how choice probabilities change with
inputs.
and approximation error is no longer available because the theoretical minimum value is unknown
either.
Interestingly, Figures from 5c to 5d show a pattern that mixes scenarios 1 and 2: BNL outper-
forms DNN when sample size is around 103, while DNN starts to outperform BNL when sample
size is larger than 104. The convergence of BNL is very quick, and it stops at around 103 sample
size, while the convergence of DNN is still unclear given that the red curves still have decreasing
trend when sample size reaches 500, 000. It again demonstrates that only very large sample size
can unleash the full predictive power of DNN, although the 104 sample size is not unattainable
in even questionnaire surveys. These results also suggest that handcrafted utility specification has
captured certain information, given its better performance when sample size is relatively small,
although it does not capture all possible information in the dataset, given its worse performance
when sample size is large. Obviously, the approximation error of DNN is smaller than BNL, but
the estimation error of DNN does not appear large either.
Figure 5e visualizes how probability of driving changes with trip distance. The results are quite
similar to our findings in scenario 2 and 3 in that DNN starts to converge when sample size reaches
104 and its pattern becomes quite stable when sample size equals to 105 or 106. The difference
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between DNN and BNL implies again that the approximation error exists in BNL. The driving
probability functions of DNN and BNL are similar and intuitive in that both are monotonically
increasing, while DNN seems to capture more subtlety than BNL: BNL suggests a nearly linear
relationship, while DNN describes a relationship with roughly decreasing sensitivity to trip distance
changes. This decreasing sensitivity is quite intuitive since people are less likely to change their
driving behavior as trip distance is already large enough.
4. Conclusion and Discussions
This study discusses when and why DNN can be applied to choice analysis, with focuses on an-
swering the non-overfitting and interpretability challenges faced by DNN. A theoretical framework
is presented to describe the tradeoff between estimation and approximation errors, and the balance
between prediction and interpretation losses. The theory is further demonstrated by using three
simulated scenarios and the NHTS dataset, yielding these major findings.
First of all, interpretability can be operationalized by using choice probability functions, owing
to the fact that utility comparison and specification naturally exist in DNN and that an accurate es-
timator sˆ(x) of choice probability function enables researchers to extract all the necessary economic
information commonly obtained from traditional choice modeling. Our model interpretation is dis-
cussed in a way quite different from traditional methods for at least three reasons. (1) The process
can be named as prediction-driven interpretation 3, implying that researchers extract information
from DNN after model training even though DNN is designed to maximize prediction accuracy in
the first place. This prediction-driven interpretation is intuitive since “some structure must have
been found in DNN, when predictive quality is consistently high” [45]. (2) Our interpretation is
based on function estimation rather than parameter estimation. It is nearly impossible to evaluate
each individual parameter in DNN, so function estimation that focuses on the whole space of the
transformed feature in DNN is a more viable way for interpretation. (3) This prediction-driven
interpretation approach could automatically learn the underlying utility specification, as shown in
our Monte Carlo simulations and the NHTS application. This approach is effective since hand-
crafted utility specification can rarely capture the full information, and correspondingly, certain
power of automatic learning utility specification should always be involved in choice analysis.
Second, the non-overfitting issue can be at least partially addressed by recent progresses in
statistical learning theory and demonstrated in our experiments. The estimation error of both
prediction and interpretation losses can be bounded by Rademacher complexity of DNN. It is
still challenging to provide a clear-cut rule about the correct sample size, since the theoretical
development is still on-going and the theory suggests a subtle dynamics between sample size, input
dimensions and scale, DNN depth, and norms of each layer in DNN. However, the bottom-line
is that researchers do not need to count the number of parameters to bound estimation error of
3It can also be named as post-hoc interpretation, implying that researchers extract information from prediction-
driven models after model training. It is debatable whether this approach is the best, since many other alternative
approaches exist [22, 54, 41]
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DNN, since the VC dimension based upper bound is too loose for DNN applications. Although
sample size requirement is not as large as expected from classical statistical theory, a relatively large
sample is still critical for generalizable results from DNN. Our experiments suggests that sample
size needs to reach at least 104 for DNN to outperform BNL for typical travel behavior analysis.
This requirement of sample size is slightly larger than the common size of questionnaire surveys,
but still attainable in practice. In fact, several studies that found DNNs outperforming MNL have
sample sizes with a similar magnitude to 104 [68, 47]. However, even when sample size is less than
104, it does not imply that DNN cannot work. In this case, careful regularization methods can and
should be used to improve model performance, although we do not focus on regularization much
in this study.
We believe these insights contribute to the understanding when and why DNN can be used for
choice analysis, and they are of both theoretical and practical importance. The theoretical frame-
work can serve as a new foundation for future investigation in choice analysis, since it extends the
classical asymptotic data regime (v/N → 0) to the non-asymptotic data regime, or equivalently,
from low-dimensional statistical to high-dimensional statistical tools by using the most recent pro-
gresses in statistical learning theory. This extension is important since the non-asymptotic data
regime and the high-dimensional statistical tools are becoming increasingly common in practice.
Meanwhile, researchers can use the interpretation ideas to generate economic information from
DNN-based choice models to achieve the level of interpretability at least the same as traditional
choice models, serving for behavioral and policy analysis purposes. However, many important tasks
still remain for future studies. Each one of the four quadrants is much deeper and complicated
than our discussion. Future studies will need to look into effective regularization methods for small
samples, investigate how DNN relates to mixed logit models that have random coefficients, broaden
the interpretability concept in a way beyond that framed in traditional choice models, and shed
lights on the approximation error part of DNN. Given the richness of machine learning models
and the importance of individual decision-making, their intersection will undoubtedly be a fertile
research field in the future.
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Appendix I: BNL as One Special Case of DNN
Suppose individuals choose between two alternatives 0 and 1, which have the utility specifications:
Ui0 = Vi0 + i0; Ui1 = Vi1 + i1, in which V is the deterministic utility and  is the random utility
term. Choice modeling assumes that individuals seek to maximize utility, so the choice probability
functions are given by Equation 22 when  follows extreme value distribution EV (0, 1).
P (yi = 1|xi, w) = 1
1 + e−(Vi1−Vi0)
P (yi = 0|xi, w) = 1
1 + e+(Vi1−Vi0)
(22)
Assuming that attributes relevant to alternatives 0 and 1 are xi0 and xi1, the deterministic utility
function with linear specification is
Vi0(xi0) = 〈w0, xi0〉
Vi1(xi1) = 〈w1, xi1〉
(23)
This specification could be more involved by using some transformation φ(x) (quadratic or log)
based on prior knowledge. Hence often the real utility specification could be denoted as
Vi0(xi0) = 〈w0, φ(xi0)〉
Vi1(xi1) = 〈w1, φ(xi1)〉
(24)
This specification is quite close to that in DNN, which is:
Vi0(xi0) = 〈w0, (gm−1... ◦ g2 ◦ g1)(xi0)〉
Vi1(xi1) = 〈w1, (gm−1... ◦ g2 ◦ g1)(xi1)〉
(25)
in which gj(x) = ReLU(〈Wj , x〉). Comparing Equations 23, 24, and 25, it is not hard to see that
DNN specification is more general than previous two. A more formal way to demonstrate this point
is to use the results from McFadden (1974) [42], which proved that Softmax activation function
implicitly implies a random utility maximization with a random utility term that follows Gumbel
distribution. By changing the notation of Equation 25,
Φ1(xi, w) = Vi1(xi1)− Vi0(xi0) = (gm ◦ ... ◦ g2 ◦ g1)(xi) (26)
in which gm is w1−w0 and xi includes all input information. Then Equation 26 implies the choice
probability of in DNN is:
σ(Φ1(xi, w)) =
1
1 + e−Φ1(xi,w)
(27)
which is the same as Equation 1.
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Appendix II.A: Proof of Proposition 2
Estimation error can be decomposed:
ES [L(fˆ)− L(f∗F )] = ES [L(fˆ)− Lˆ(fˆ) + Lˆ(fˆ)− Lˆ(f∗F ) + Lˆ(f∗F )− L(f∗F )] (28)
≤ ES [L(fˆ)− Lˆ(fˆ)] (29)
≤ ES [sup
f∈F
|L(f)− Lˆ(f)|] (30)
The first inequality holds since (1) Lˆ(fˆ)− Lˆ(f∗F ) ≤ 0 due to the definition of fˆ and (2) ES [Lˆ(f∗F )−
L(f∗F )] = 0 due to law of large numbers; the second inequality holds since fˆ is only one function
in F (F0 or F1 in this study). The right hand side of Equation 30 above can be further upper
bounded by using a technique called symmetrization. Formally, suppose another set of {x′i}N1 is
also generated, following the same distribution as {xi}N1 . Then
ES
[
sup
f∈F
∣∣∣L(f)− Lˆ(f)∣∣∣] = ES[sup
f∈F
∣∣∣Ex,y[l(y, f(x))]− 1
N
N∑
i=1
l(yi, f(xi))
∣∣∣] (31)
= ES
[
sup
f∈F
∣∣∣ 1
N
N∑
i=1
Ex′ l(y, f(x′i))−
1
N
N∑
i=1
l(yi, f(xi))
∣∣∣] (32)
≤ ES,S′
[
sup
f∈F
∣∣∣ 1
N
N∑
i=1
l(y, f(x′i))−
1
N
N∑
i=1
l(yi, f(xi))
∣∣∣] (33)
= ES,S′
[
sup
f∈F
∣∣∣ 1
N
N∑
i=1
i(l(y, f(x
′
i))− l(yi, f(xi))
∣∣∣] (34)
≤ ES,S′
[
sup
f∈F
∣∣∣ 1
N
N∑
i=1
il(y, f(x
′
i)
∣∣∣+ ∣∣∣ 1
N
N∑
i=1
il(yi, f(xi)
∣∣∣] (35)
≤ 2ESRˆn(l ◦ F|S) (36)
The first line uses the definition of L and Lˆ; the second line uses the symmetrization technique
by which Ex,y is replaced by an average of another sample 1N
∑N
i=1 Ex′ l(y, f(x′i)); the third line
uses E sup ≥ sup E and uses S′ to denote the new sample {x′}N1 ; the fourth line adds the
Rademacher random variable i due to the symmetry of S and S
′; the fifth line uses the fact
sup |A+B| ≤ sup |A|+ sup |B|; and the last line is the definition of Rademacher complexity.
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Appendix II.B: Proof of Proposition 3
Definition 8. Ramp loss function is defined as
φ(s) =
{ 1 s ≤ 0
1− s/γ 0 < s < γ
0 s ≥ γ
(37)
Associated error function is
Lφ = E[φ(s)] (38)
Definition 9. γ-margin loss function is defined as
1{yΦ(x) ≤ γ} (39)
Associated error function is
Lγ = E[1{yΦ(x) ≤ γ}] (40)
Lφ is an example of surrogate loss functions for L0/1. It is a surrogate loss since Lφ is designed
to (1) upper bound L0/1 and (2) be L-Lipschitz so that the contraction inequality can be applied.
The Lipschitz constant of Lφ is 1/γ. By design, three error functions are related:
L0/1 ≤ Lφ ≤ Lγ (41)
Therefore, the estimation error measured by prediction error L0/1 can be upper bounded
ES [L0/1(fˆ)− Lˆγ(fˆ)] ≤ ES [Lφ(fˆ)− Lˆφ(fˆ)] (42)
The right hand side of Equation 42 can be upper bounded by using Proposition 2 and contraction
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inequality.
ES [Lφ(fˆ)− Lˆφ(fˆ)] ≤ ES sup
f∈F1
|Lφ(f)− Lˆφ(f)| (43)
= ES sup
f∈F1
|E[φ(f)]− 1
N
N∑
i=1
φ(f(xi))| (44)
= ES, sup
f∈F1
2
N
N∑
i=1
|iφ(f(xi))| (45)
≤ 2
γ
× ES, sup
f∈F1
1
N
N∑
i=1
|if(xi)| (46)
=
2
γ
ES,Rˆn(F1|S) (47)
The first inequality holds due to the sup operator; the second line uses the definitions of ramp cost
functions; the third line used Proposition 2; the fourth line used contraction inequality [39]; and
the last line used the definition of empirical Rademacher complexity. Using Equation 42, it implies
ES [L0/1(fˆ)− Lˆγ(fˆ)] ≤
2
γ
ES,Rˆn(F1|S) (48)
Therefore, the L0/1(fˆ) can be upper bounded by empirical γ-margin loss plus Rademacher com-
plexity. Lˆγ(fˆ) can be empirically computed, so a valid upper bound exists for L0/1(fˆ). However,
the unresolved question is whether DNN automatically finds a maximum margin similar to SVM,
so that the L0/1(fˆ) is bounded well. It is still an on-going research field [49, 50, 58]. 
Appendix II.C: Proof of Proposition 4
Definition 10. Mean squared error (MSE) is defined as
Lmse(s) = Ex,y[(y − s(x))2] (49)
The corresponding empirical mean squared error is defined as
Lˆmse(s) =
1
N
N∑
i=1
(yi − s(xi))2 (50)
Lemma 4.1. Estimation error for interpretation equals to that of MSE.
ES [Lmse(sˆ)− Lmse(s∗F ))] = ES [Le(sˆ)− Le(s∗F ))] (51)
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Proof of Lemma 4.1. Since y is sampled as a Bernoulli random variable with probability s∗(x),
E[y|x] = s∗(x).
ES,x,y[(sˆ(x)− y)2] = ES,x,y((sˆ(x)− s∗(x) + s∗(x)− y)2) (52)
= ES,x,y[((sˆ(x)− s∗(x))2 + 2(sˆ(x)− s∗(x))(s∗(x)− y) + (s∗(x)− y)2)] (53)
= ES,x,y[(sˆ(x)− s∗(x))2] + Ex,y[(s∗(x)− y)2)] + 2ES,x,y[(sˆ(x)− s∗(x))(s∗(x)− y)]
(54)
= ES,x,y[(sˆ(x)− s∗(x))2] + Ex,y[(s∗(x)− y)2)] + 2Ex
[
ES,y[(sˆ(x)− s∗(x))(s∗(x)− y)|x]
]
(55)
= ES,x,y[(sˆ(x)− s∗(x))2] + Ex,y[(s∗(x)− y)2)] + 2Ex
[
ES [(sˆ(x)− s∗(x))|x]Ey[(s∗(x)− y)|x]
]
(56)
= ES,x,y[(sˆ(x)− s∗(x))2] + Ex,y[(s∗(x)− y)2)] (57)
The fourth equality uses Law of Iterated Expectation; the fifth uses the conditional independence
S ⊥ y|x; the lase one uses E[y|x] = s∗(x). With very similar process, we could show
Ex,y[(y − s∗F (x))2] = Ex,y[(y − s∗(x) + s∗(x)− s∗F (x))2] (58)
= Ex,y[(y − s∗(x))2] + Ex,y[(s∗(x)− s∗F (x))2] + 2Ex,y[(y − s∗(x))(s∗(x)− s∗F (x))]
(59)
= Ex,y[(y − s∗(x))2] + Ex,y[(s∗(x)− s∗F (x))2] + 2Ex
[
(s∗(x)− s∗F (x))Ey[y − s∗(x)|x]
]
(60)
= Ex,y[(y − s∗(x))2] + Ex,y[(s∗(x)− s∗F (x))2] (61)
Combining the two equations above implies
Ex,y[(s∗(x)− y)2)] = ES,x,y[(sˆ(x)− y)2]− ES,x,y[(sˆ(x)− s∗(x))2] (62)
= Ex,y[(y − s∗F (x))2]− Ex,y[(s∗(x)− s∗F (x))2] (63)
By changing the notation, it implies
ES [Lmse(sˆ)− Lmse(s∗F ))] = ES [Le(sˆ)− Le(s∗F ))] (64)
Proof of Proposition 4. Lemma 4.1 shows that the estimation error on function estimation is the
same as the one on MSE. Hence we will provide an upper bound on the MSE by using Proposition
2. Formally,
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ES [Lmse(sˆ)− Lmse(s∗F ))] ≤ 2ES [Rˆn(l ◦ F |S)] (65)
≤ 4ES [Rˆn(F |S)] (66)
The first inequality uses Proposition 2; the second uses contraction inequality and the fact that
squared loss here is bounded between [0, 1] and that its Lipschitz constant is at most two. 
Appendix II.D: Proof of Proposition 5
The proof is an iterative process going through layer by layer. Suppose for layer j of DNN, the
mapping is
Fj = {f : x→
dj−1∑
t=1
wtσ(ft(x)); ft ∈ Fj−1, ||w||1 ≤M(j)}
Then the Rademacher complexity of Fj can be represented by that of Fj−1.
NRˆn(Fj |S) = E

sup
fj∈Fj
∣∣∣ N∑
i=1
if(xi)
∣∣∣ (67)
= E

sup
fj∈Fj
∣∣∣ N∑
i=1
i
dj−1∑
t=1
wtσ(ft(xi))
∣∣∣ (68)
= E sup
||w||1≤M(j)
ft∈Fj−1
∣∣∣ dj−1∑
t=1
wt
N∑
i=1
iσ(ft(xi))
∣∣∣ (69)
= 2E sup
||w||1≤M(j)
ft∈Fj−1
dj−1∑
t=1
wt
N∑
i=1
iσ(ft(xi)) (70)
= 2M(j)E sup
ft∈Fj−1
max
t
∣∣∣ N∑
i=1
iσ(ft(xi))
∣∣∣ (71)
= 2M(j)E sup
ft∈Fj−1
∣∣∣ N∑
i=1
iσ(ft(xi))
∣∣∣ (72)
≤ 2M(j)E sup
ft∈Fj−1
∣∣∣ N∑
i=1
ift(xi)
∣∣∣ (73)
≤ 2M(j)NRˆn(Fj−1|S) (74)
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which implies this iterative formula for DNN:
Rˆn(Fj |S) = 2M(j)Rˆn(Fj−1|S) (75)
The remaining question is about the Rademacher complexity of layer 0, which is a linear trans-
formation F0 = {x→ 〈w, x〉 : w ∈ Bd1} with normalized input X.
Rˆn(F0|S) ≤
√
log d0
N
(76)
Combining the equations above, Rademacher complexity of DNN can be proved as:
Rˆn(F1|S) .
√
log d0 ×
∏D
j=1 2M(j)√
N
(77)
Note that here the Rademacher complexity has the 2D factor. With more involved technique, a
tighter upper bound could be proved as
Rˆn(F1|S) .
√
log d0 × (
√
2 log(D) + 1)
∏D
j=1MF (j)√
N
(78)
This result can be found in in Golowich et al. (2017) [25], with slight differences. The key steps
of the proof we presented here can be found in Bartlett and Mendelson (2002) [5]. Other relevant
work can be found in [2] and [46].
Appendix II.E. Proof of Proposition 6
Since VC dimension is only used as a benchmark, we will demonstrate a simple proof that up-
per bound the estimation error by O(
√
v log(N+1)
N ) for binary output. Using Lemma 4.14 from
Wainwright (2019) [66]
Rˆn(l ◦ F1|S) ≤ 4
√
v log(N + 1)
N
(79)
Note that log(N + 1) is much smaller than v and N . This upper bound can be simplified to
O(
√
v
N
) (80)
which is similar to the traditional wisdom of examining the ratio between number of parameters
and number of observations, since v is the same as parameter numbers in generalized linear models.
For DNN, the tightest possible VC dimension can be found in [6], which is v = O(TD log(T )) with
T denoting the total number of coefficients and D the depth of DNN. This O(
√
v
N ) can also be
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(a) Choice Probability Curves (50 Var)
(b) Choice Probability Curves (50 Var)
(c) Choice Probability Curves (50 Var)
Fig. 6. Scenario 1-3. From Left to Right: Sample Size 100, 1000, 10000, 100000, 1000000
used for the sˆ(x) case. But we won’t discuss details here. Readers could refer to [64, 63, 65, 66] for
details.
Appendix III: Further Results in Experiments
Results about 50 variables are included in Figure 6
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