Introduction
Let A be a unital C * -algebra and let U (A) be the unitary group. Denote by U 0 (A) the normal subgroup which is the connected component of U (A) containing the identity of A. Denote by DU (A) the commutator subgroup of U 0 (A) and by CU (A) the closure of DU (A). We will study the group U 0 (A)/CU (A). Recently this group becomes an important invariant for the structure of C * -algebras. It plays an important role in the classification of C * -algebras (see [4] , [5] , [16] , [21] , [7] , [6] , [11] and [8] , for example). It was shown in [11] that the map U 0 (A)/CU (A) → U 0 (M n (A))/CU (M n (A))
is an isomorphism for all n ≥ 1 if A is a unital simple C * -algebra of tracial rank at most one (see also 3.5 of [13] ). In general, when A has stable rank k, it was shown by Rieffel ( [19] ) that map U (M k (A))/U 0 (M k (A)) → U (M k+m (A))/U 0 (M k+m (A)) is an isomorphism for all integers m ≥ 1. In this case U (M k (A))/U 0 (M k (A)) = K 1 (A).
This fact plays an important role in the study of the structure of C * -algebras, in particular, in the study of C * -algebras of stable rank one since it simplifies computations when K-theory involved. Therefore it seems natural to ask when the map i (1,n) A : U 0 (A)/CU (A) → U 0 (M n (A))/CU (M n (A)) is an isomorphism. It will also greatly simplify our understanding and usage of the group when i (1,n) A is an isomorphism for all n. The main tool to study U 0 (M n (A))/CU (M n (A)) is the de la Harp and Skandalis determinant as studied early by C. Thomsen ([20] ) which involves the tracial state space T (A) of A. On the other hand, we observe that, when T (A) = ∅, U 0 (A)/CU (A) = {0}.
So our attention focuses on the case that T (A) = ∅. One of the authors was asked repeatedly if the map i (1,n) A is an isomorphism when A has stable rank one.
1 Acknowledgements: The most of this work was done when second named and third named authors were in the Research Center for Operator Algebras in the East China Normal University. They are both partially supported by the center.
Preliminaries
In this section we list some notations and some basic known facts many of which are taken from [20] and other sources for the convenience.
Definition 2.1. Let A be a C * -algebra. Denote by M n (A) the n × n matrix algebra of over A. If A is not unital, we will use A for the unitization of A. Suppose that A is unital. For u in U 0 (A), let [u] be the class of u in U 0 (A)/CU (A).
We view A n as the set of all n × 1 matrices over A. Set S n (A) = {(a 1 , · · · , a n )
Lg n (A) = {(a 1 , · · · , a n )
b i a i = 1, for some b 1 , · · · , b n ∈ A}.
According to [18] and [19] , the topological stable rank, the connected stable rank of A are defined respectively as follows:
tsr (A) = min{ n ∈ N| Lg m (A) is dense in A m , ∀ m ≥ n } csr (A) = min{ n ∈ N| U 0 (M m (A)) acts transitively on S m (A), ∀ m ≥ n }.
If no such integer exists, we set tsr (A) = ∞ and csr (A) = ∞, respectively. Those stable ranks of C * -algebras are very useful tools in computing K-groups of C * -algebras (cf. [19] , [23] , [24] and [25] etc.) Definition 2.2. Let A be a C * -algebra. Denote by A s.a. (resp. A + ) the set of all self-adjoint (resp. positive) elements in A. Denote by T (A) the tracial state space of A. Let τ ∈ T (A). We will also use the notation τ for the un-normalized trace τ ⊗ T r n on M n (A), where T r n is the standard trace for M n (C). Every tracial state on M n (A) has the form (1/n)τ . [a j , b j ]| a j , b j ∈ A, j = 1, · · · , n, n ≥ 1 . Now according to [3] , let A 0 denote the subset of A s.a. consisting of elements of the form x − y, x, y ∈ A sa with x = ∞ j=1 c j c * j and y = ∞ j=1 c * j c j (converge in norm) for some sequence {c j } in A. By [3] , A 0 is a closed subspace of A s.a. .
The following is surely known (see [3] and section 3 of [20] ). 
So by (2.2), (4) and (5) are equivalent. 
(1)⇒(5) According to definition of A 0 , every element x ∈ A 0 has the form x = x 1 −x 2 , where
Combining Proposition 2.4 with 2.2, we have
The following is taken from the proof of 3.1 of [20] .
Lemma 2.6. Let a ∈ A s.a.
(
Combing Lemma 2.6 (1) with Corollary 2.5, we have
Definition 2.8. Let A be a unital C * -algebra with T (A) = ∅. Let P U n 0 (A) denote the set of all piecewise smooth maps ξ : [0, 1] → U 0 (M n (A)) with ξ(0) = 1 n , where 1 n is the unit of M n (A). For τ ∈ T (A), the de la Harpe and Skandalis function ∆ n τ on P U n 0 (A) is given by
Note we use un-normalized trace τ = τ ⊗ T r n on M n (A). This gives a homomorphism
We list some of properties of ∆ n τ (·), which are taken from Lemma 1 and Lemma 3 in [9] , as following lemma:
Definition 2.10. Let A be a C * -algebra with T (A) = ∅. Denote by Aff(T (A)) the set of all real continuous affine functions on T (A). Define ρ A :
where p ∈ M n (A) is a projection.
Define P n (A) the subgroup of K 0 (A) which is generated by projections in M n (A).
Denote by ρ n A (K 0 (A)) the subgroup ρ A (P n (A)) of ρ A (K 0 (A)). In particular, ρ 1 A (K 0 (A)) is the subgroup of ρ A (K 0 (A)) which is generated by the image of projections in A under the map ρ A .
Definition 2.11. Let A be a unital C * -algebra. Denote by LU n 0 (A) be the set of those piecewise smooth loops in U ( C 0 (S 1 , M n (A))). Then by the Bott periodicity,
). An important fact that we will repeatedly use is that the kernel of ∆ n is exactly CU (M n (A)), by 3.1 of [20] , a result of Thomsen. In other words, if u ∈ U 0 (M n (A)) and ∆ n (u) = 0, then
Corollary 2.12. Let A be a unital C * -algebra and let u ∈ U 0 (M n (A)) for n ≥ 1. Then there is a ∈ A s.a. and v ∈ CU (M n (A)) such that u = diag (exp(i2πa), 1 n−1 )v, (in case that n = 1, we make diag (exp(i2πa), 1 n−1 ) = exp(i2πa)).
Moreover, if there is a u ∈ P U n 0 (A) with u(1) = u, we can choose a so thatâ = ∆ n (u(t)), whereâ(τ ) = τ (a) for all τ ∈ T (A).
Proof. Fix a piecewise smooth path u(t) ∈ P U n 0 (A) with u(0) = 1 and u(1) = u. By (2) of 2.9, there are a 1 , a 2 , ..., a m ∈ M n (A) s.a. such that
Determinant rank
Let A be a unital C * -algebra. Consider the homomorphism:
We begin with the following:
is surjective for n ≥ m ≥ 1.
Proof. It suffices to show that ı (1,n) A is surjective. Let u ∈ U 0 (M n (A)). It follows from 2.12 that u = diag (exp(i2πa), 1 n−1 )v for some a ∈ A s.a. and v ∈ CU (M n (A)). Then
for some n > m, where {u(t) : t ∈ [0, 1]} is a piecewise smooth path with u(0) = 1 m and u(1) = u, then, for any ǫ > 0,
Proof. Let ǫ > 0. For (1), there is w ∈ LU n 0 (A) such that
There is a 1 ∈ M m (A) s.a. by Corollary 2.12 such that
Combining (3.3) with [3] and the proof of 3.1 of [20] , we can find a ∈ M m (A) s.a. such that τ (a) = τ (a 1 ) for all τ ∈ T (A) and a < ǫ/2π. There is also b ∈ A s.a. such that
and v = v(1). Then ∆ n (v(t)) = 0. It follows from 3.1 of [20] that v ∈ CU (A). Then
For (2), there is an integer n ≥ m and projections p, q ∈ M n (A) such that (for a piecewise smooth path {u(t) : t ∈ [0, 1]} with u(0) = 1 n and u(1) = u)
and there is a ∈ M m (A) s.a. with a < ǫ such that
Let A be a unital C * -algebra. Let Dur(A) be defined as in 1.1. It follows from 2.7 that, if T (A) = ∅, then Dur(A) = 1.
Proposition 3.3. Let A be a unital C * -algebra. Then, for any integer n ≥ 1,
where [x] , is the integer part of x, Proof. We note that n([ Proof. Let m = Dur(A) and n > m. Let u ∈ U 0 (M m (A/I)) be such that diag (u, 1 n−m ) ∈ CU (M n (A/I)). We will show that u ∈ CU (M m (A/I)).
Let ǫ > 0. By Lemma 3.2, without loss of generality, we may assume that there are
where q 1 , q 2 ∈ M K (A/I) are projections for some large K ≥ m, for all τ ∈ T (A/I). By the assumption, without loss of generality, we may assume that there are projections
There
induced map induced by π. Then, we compute that, by (3.8),
Proof. We will use φ n 1 ,n 2 :
for the map induced by the inductive limit system. Let u ∈ U 0 (M r (A)) such that
such that
Then, we have by (3.10) and (3.11),
where
w j and a < 2 arcsin(ǫ/8n).
(3.14)
There is b ∈ (M r (A N 1 )) s.a. such that
. However, by (3.10), (3.11), (3.15),
Therefore, Dur(A) ≤ r.
Proposition 3.6. Let A be a unital C * -algebra with T (A) = ∅. Let a ∈ A s.a. and put
(2) If u ∈ U 0 (A) and for some piecewise smooth path {u(t) : t ∈ [0, 1]} with u(0) = 1
Proof. Part (1) follows from [20] .
(2): By applying Corollary 2.12, there is v ∈ CU (A) such that
So for any ǫ ∈ (0, 1), there are projections
q j and a 0 = diag (a,
by (3.16). Thus, by the proof of Lemma 3.1 in [20] , we have
. Let u(t) be a piecewise smooth path with u(0) = 1 and u(1) = u. Then
By part (2), u ∈ CU (A). This implies that Dur(A) = 1.
Proof. By Proposition 3.3, it suffices to consider the case that A = C(X). One has that
It follows from part (3) of Theorem 3.6 that Dur(A) = 1.
Combining Theorem 3.5 with Proposition 3.7, we have
Theorem 3.9. Let A be a unital C * -algebra with real rank zero. Then
Proof. By 2.7, we may assume that T (A) = ∅. Since A is of real rank zero, by [27, Theorem 3.3] , for any n ≥ 2 and any non-zero projection p ∈ M n (A) there are projec-
. It follows from the part (3) of Theorem 3.6 that Dur(A) = 1.
} be a piecewise smooth path with u(0) = 1 n and u(1) = u. By [20] , ∆ n+k (diag (u(t), 1 k )) ∈ ∆ n+k (LU n+k 0 (A)). It follows from the part (1) of Lemma 3.2 that, for any ǫ > 0, there are a, b ∈ M n (A) s.a. and v ∈ CU (M n (A)) with a < 2 arcsin(ǫ/4)/π such that u = exp(i2πa) exp(i2πb)v and τ (b) = ∆ n+k τ (w(t)) for all τ ∈ T (A), (3.17) where w ∈ LU n+k 0 (A). Since csr(C(S 1 , A)) ≤ n + 1, then, by [19, Proposition 2.6] , there is w 1 ∈ LU n 0 (A) such that diag (w 1 , 1 n+k ) is homotopy to w. In particular, ∆ n τ (w 1 (t)) = ∆ n+k τ (w(t)) for all τ ∈ T (A). Consider the piecewise smooth path
Then U (0) = 1 n and U (1) = exp(i2πb). We compute that ∆ n τ (U (t)) = 0, ∀ τ ∈ T (A). It follows (by 3.1 of [20] ) that exp(i2πb) ∈ CU (M n (A)). By (3.17), We end this section with the following:
and v = diag(u, 1). Then it follows from (2) of 3.6 that v ∈ CU (M 2 (A)). This implies that i (1, 2) A ([u]) = 0. Now we will show that u ∈ CU (A). Let
Then w(0) = u and w(1) = 1 A . If u ∈ CU (A), then, by 3.1 of [20] , there is a continuous and piecewise smooth path of unitaries ξ ∈ C, where C = C 0 ((0, 1), A) such that
18)
The Bott map shows that the unitary ξ is homotopic to a projection loop which corre-
, which contradicts with the assumption.
Simple C * -algebras
Let us begin with the following:
Theorem 4.1. Let A be a unital infinite dimensional simple C * -algebra of real rank zero with T (A) = ∅. Then
Proof. Let p ∈ A be a non-zero projection, let λ = n/m with n, m ∈ N and let ǫ > 0.
Then by Zhang's half theorem (see Lemma 9.4 of [12] ), there is a projection e ∈ A such that max
|λτ (p) − mτ (e)| < ǫ and consequently,
. Since A has real rank zero, a is a limit of the form k j=1 λ j p j , where
by the above argument, whereâ(τ ) = τ (a) for all τ ∈ T (A). Since Aff(T (A) = {â| a ∈ A s.a. } by [11, Theorem 9.3] , it follows from Proposition 3.9 that
. Therefore ∆ 1 = 0 (see Definition 2.11) and the assertion follows.
For unital simple C * -algebras, we have the following: Proof. Fix an integer n > 1. Let A = lim k→∞ (A k , φ k ) be the unital simple AH-algebra with tsr (A) = n constructed by Villadsen in [22] . Then A 1 = C(D n ). The connecting maps φ k are "diagonal" maps. More precisely,
for some large r(n)) for some spaces X k and γ k,j : X k+1 → X k is a continuous map (these are π 1 i+1 and some point evaluations as denoted on page 1092 in [22] ). Clearly A 1 contains a rank one projection. Suppose that A k , as a unital hereditary C * -subalgebra
which is a rank one projection.
The above shows every A k contains a rank one projection. Now let p ∈ M m (A) be a projection. We may assume that there is a projection Proof. By Theorem 3.10 (1), it suffices to show that i n A is injective and by Theorem 3.6, it suffices to show that ρ 1
Given positive number ǫ < min{1/2, d/2}. Choose an integer K ≥ 1 such that 1/K < ǫ/2. Since A is a simple unital C * -algebra with (SP), it follows from [10, Lemma 3.5.7] that there are mutually orthogonal and mutually equivalent non-zero projections
Since A is simple and unital, there are
is a connected finite CW-complex and P m,j ∈ M R(m,j) (C(X m,j )) is a projection. Without loss of generality, we may assume that, there are projections
Write p ′ 1 and p ′ as Then r j = l j r 1,j + s j , where l j , s j ≥ 0 are integers and s j < r 1,j . It follows that
Lemma 4.5. Let A be a unital simple C * -algebra with T (A) = ∅, and let a ∈ A + \ {0}.
Then, for any b ∈ A s.a. , there is c ∈ Her(a) such that b − c ∈ A 0 .
Proof. Since A is simple and unital, there are
a 1/2 x j bx * j a 1/2 . Then c ∈ Her(a) and
It follows from Lemma 2.6 (2) that b − c ∈ A 0 .
A special case of the following can be found in 3.4 of [13] . Proof. To see i e is surjective, let u ∈ U 0 (A). Write u = n k=1 exp(ia k ) for a k ∈ A s.a. , k = 1, 2, ..., n. By Lemma 4.5, there are b 1 , ..., b n ∈ eAe such that b k − a k ∈ A 0 . Put
Thus, by Lemma 2.6 (1),
that is, i e is surjective.
To see that i e is injective when A has stable rank one, let w ∈ U 0 (eAe) such that 
by (4.5). Note that diag (v, p) ∈ CU (diag (e, 1 − e, p)(M s+2 (A))diag (e, 1 − e, p)). So by (4.6), diag (w, n e, · · · , e) ∈ CU (M n+1 (eAe)). Since tsr (eAe) = 1, it follows from Corollary 4.2 (2) that w ∈ CU (eAe).
Lemma 4.7. Let C be a non-unital C * -algebra and B = C. Assume that
where π(x + λ) = λ, ∀ x ∈ C and λ ∈ C and π k is the induced homomorphism of π on
Thus the lemma holds if n = 2. Suppose that the lemma holds for s. Then
The first part of the lemma follows.
To see the second part, we first assume that u j = exp(ia j ) for some a j ∈ (M k (B)) s.a. .
Note thatū
It follows that u ′ j (t) ∈ M k (C) for all t ∈ [0, 1]. The case that u j = exp 
where y ∈ CU ( M k (C)) with π k (y) = 1 k and v ∈ CU (M k (C)).
by (4.7) and (4.8).
Write a 1 = 
This proves the first part of the lemma. The second part of the lemma follows. Since A is simple and C is σ-unital, it follows from [2, Theorem 2.8] that there is a unitary element W in M (A ⊗ K) (the multiplier algebra of A ⊗ K)) such that W * (C ⊗ K)W = A ⊗ K, where K is the C * -algebra consisting of all compact operators on l 2 . Note since A is a unital simple C * -algebra, every tracial state τ on C is the normalization of a tracial state restricted on C. Thereforê
Viewing b ∈ B s.a , consider v = exp(i2πb) ∈ U 0 (B) and v(t) = exp(i2πtb), t ∈ [0, 1].
Then (4.9) implies that ∆ 1 (v(t)) ∈ ρ B (K 0 (B)). By Lemma 3.2 (2), for any ǫ > 0, there are a ∈ B s.a. with a < ǫ, d ∈ B s.a. withd ∈ ρ B (K 0 (B)) and v 0 ∈ CU (B) such that
By the assumption, i 
Proof. It follows from Theorem 3.10 that Dur(C) ≤ max{K − 1, 1}. Then Theorem 4.9 applies.
Definition 4.11. Let A be a C * -algebra with T (A) = ∅. Define
Theorem 4.12. Let A be a unital simple C * -algebra with T (A) = ∅ such that there
Proof. Let u ∈ U 0 (A) such that diag (u, 1 n−1 ) ∈ CU (M n (A)). By Corollary 2.12, we may assume that u = exp(i2πa) for some a ∈ A s.a. . Thenâ ∈ ρ A (K 0 (A)) by Theorem 3.6 (1). Since A is a unital simple C * -algebra and C is σ-unital, it follows from the proof of Theorem 4.9 that ρ C (b) ∈ ρ C (K 0 (C)). Therefore, by the assumption, there are
(see the proof of 3.1 of [20] ), there is f 0 ∈ C 0 and f 1 ∈ C s.a. with f 1 < M such that
, by (4.12), there are g i ∈ Her(c i ) with
So exp(i2πf ) exp(−i2πg) ∈ CU (A) and consequently, dist(e i2πa , CU (A)) < ǫ. 
However, Dur(A △ ) = 1 as shown below. It follows that there is a unitary u ∈C, where
, which represents a projection q with τ (q) = 1/2 for all τ ∈ T (A △ ).
Proposition 4.13. Let B be a unital AF-algebra and σ be an automorphism on B.
we obtain the exact sequence of C * -algebras as follows:
Since B is an AF-algebra, it follows from [17, Corollary 2.11] that
and consequently, applying [15, Lemma 2] to (4.15), we get that
Therefore Dur(A) = 1 by Theorem 3.10.
Corollary 4.14. Dur(A △ ) = 1 and Dur(A H ) = 1.
Proof. Both C * -algebras are of the form lim n→∞ A n , where each A n ∼ = M σ , where M σ is as in Corollary 4.13. As in Corollary 4.13, Dur(A n ) = 1. By Theorem 3.5, Dur(A △ ) = 1
and Dur(A H ) = 1.
C * -algebras with Dur(A)>1
In this section, we will present a unital C * -algebra C such that Dur(C) = 2. In particular, we will show that there are C * -algebras which satisfy the condition described in 3.12.
5.1.
We first list some standard facts from elementary topology. We will give a brief proof for each fact for the reader's convenience.
Fact 1: Let
be a continuous map which is not surjective. Then there is a homotopy
in other words
x ∈ ∂B d (0)) and g(x, e iθ ) = F (x, e iθ , 1) satisfies
Proof. Assume f misses a point z ∈ S 3 = SU (2) and that z = 1 0 0 1 ∈ SU (2). Then S 3 \ {z} is homeomorphic to D 3 = {(x, y, z) | x 2 + y 2 + z 2 < 1} with the identity matrix mapping to (0, 0, 0). Without loss of generality, we can assume that f is a map from
which satisfies the condition.
Fact 2: Let f, g : S 4 × S 1 → SU (n) ⊂ U (n) (where n ≥ 2) be continuous maps. If f is homotopic to g in U (n), then they are homotopic in SU (n) also.
This follows from the fact that there is a continuous map π : U (n) → SU (n) with
Fact 3: Let ξ ∈ S 4 be the North pole. Suppose that f, g : S 4 × S 1 → SU (n) are two continuous maps such that
for all e iθ ∈ S 1 . If f and g are homotopic in SU (n), then there is a homotopy
such that F (x, e iθ , 0) = f (x, e iθ ), F (x, e iθ , 1) = g(x, e iθ ) for all x ∈ S 4 , e iθ ∈ S 1 and F (ξ, e iθ , t) = 1 n for all e iθ ∈ S 1 .
Proof. Let G :
Then F satisfies the condition.
5.2.
We will describe the projection P ∈ M 4 (C(S 4 )) of rank 2, which represents the class of (2, 1) ∈ Z ⊕ Z ∼ = K 0 (C(S 4 )) as follows: one can regard S 4 as the quotient space D 4 /∂D 4 , where
It is standard to construct a unitary
such that α(0) = 1 4 and for any (z, w) ∈ ∂D 4 (that is |z| 2 + |w| 2 = 1)
where β(z, w) = z w −wz for (z, w) ∈ ∂D 4 = S 3 , represented the generator of
Note that α is not defined as a function from S 4 = D 4 /∂D 4 to U (4), but P is so defined, since
and ∂D 4 is identified with the North pole ξ ∈ S 4 . Hence P (ξ) = 1 2 0 2 0 2 0 2 .
5.3.
For a compact metric space X with a given base point and a C * algebra A, in the rest of the paper, denoted by C 0 (X, A) (C 0 (X, C) will be simplified as C 0 (X)), we mean the C * algebra of the continuous function from X to A which vanishes at the base point. (Most spaces we used here have obvious base point, which we will not mention afterward.) Let A = C 0 (S 1 , P M 4 C(S 4 )P ). LetÃ be the unitization of A. Let B = C 0 (S 1 , C(S 4 )). Since A is a corner of M 4 (B) and B is a corner of M 2 (A) (note a trivial projection of rank 1 is equivalent to a sub projection of P ⊕ P ), A is stably isomorphic to B. LetB be a unitization of B. ThenB = C(S 4 × S 1 ) and
For any unitary
with Z ⊕ Z, the first component corresponding to the winding number of
that is, the winding number of the map
where ξ is the North pole of S 4 . Hence if u : 
homotopically trivial with (ξ, 1) ∈ S 4 × S 1 as a fixed point. Consequently
is homotopically trivial with (ξ, 1) ∈ S 4 × S 1 as a fixed base point. There is a homotopy
with F (• , 0) = u 2 | S 4 ×{1}∪{ξ}×S 1 and
The following is a well-known easy fact: 
Consequently, v passes to a map
and represents an element in π 5 (S 3 ) = Z/2Z. Hence v 2 1 : S 5 → S 3 is a homotopically trivial and therefore v 2 is homotopically trivial. So we have
Remark 5.6. In the proof of 5.5, we in fact proved the following fact: For any u :
is homotopically trivial.
5.7.
Note that P ∈ M 4 (C(S 4 )) can be regarded as a projection in M 4 (C(S 4 × S 1 )), still denote by P, i.e., for fixed x ∈ S 4 , P (x, ·) is a constant projection along the direction 16) where
and SE = {(ζ, u) ∈ E : det(P (x)uP (x) + (1 − P (x)) = 1}.
Then E → S 4 × S 1 (and SE → S 4 × S 1 , respectively) is a fiber bundle with the fiber being U (2) (or SU (2), respectively). Also the unitaries in P M 4 (C(S 4 × S 1 ))P is one to one corresponding to the cross sections of bundle E → S 4 × S 1 . For this reason, we will call a cross section of bundle SE → S 4 × S 1 a unitary (of P M 4 (C(S 4 × S 1 ))P ) with determinant one everywhere.
Proof. Note that SE → S 4 × S 1 is smooth fiber bundle over the smooth manifold
By a standard result in differential topology, u is homotopic to a C ∞ -section.
Without loss of generality, we may assume that u itself is smooth. Identify the North pole ξ ∈ S 4 with 0 ∈ R 4 and a neighborhood of ξ with B ǫ (0) ⊂ R 4 for ǫ > 0. Since
, in other words, the fiber is constant along S 1 and SE| Bǫ(0)×{1} is trivial and isomorphic to (B ǫ (0)×{1})×SU (2).) There is a smooth bundle isomorphism
is smooth map with
where π 1 : (B ǫ (0)×S 1 )×SU (2) → B ǫ (0)×S 1 is the projection onto the first coordinate. (2) is the projection onto the second coordinate. Since φ is smooth, φ| {ξ}×S 1 is not onto SU (2) (note dim(SU (2)) = 3 and dim(S 1 ) = 1, so it cannot be onto). Therefore, if ǫ is small enough, φ| Bǫ(0)×S 1 is not onto. By Fact 1 of 5.1, φ is homotopic to a constant map
with F (x, e iθ , t) is constant with respect to t if x ∈ ∂B ǫ (0).
Let u 1 : B ǫ (0) × S 1 → SE be the cross section defined by
Then u 1 (x, e iθ ) = u(x, e iθ ) if x ∈ ∂B ǫ (0). We can extend u 1 to S 4 × S 1 by defining
Hence u 1 is a section of SE with
Furthermore u 1 is homotopic to u by a homotopy which is constant homotopy on (S 4 \B ǫ (0))×S 1 (on which u 1 = u) and agrees with F on
by identifying ∂D 4 = {(z, w) ∈ C 2 | |z| 2 + |w| 2 = 1} with the North pole ξ ∈ S 4 . Recall P ∈ M 4 (C(S 4 )) (regarded as in M 4 (C(S 4 × S 1 )) which is a constant along the direction of S 1 ) is defined as P (z, w) = α(z, w)
where α(z, w) is defined as in 5.2.
Define v(z, w, e iθ ) = α * (z, w)u 1 (z, w, e iθ )α(z, w).
Then we have the following property Then by (iv), for (z, w) ∈ ∂D 4 , we have G(z, w, e iθ , t) = 1 2 0 2 0 2 0 2 .
Hence G defines a map (still denoted by G) from S 4 ×S 1 ×[0, 1] → M 4 (C). Furthermore G(z, w, e iθ , t) ∈ P ((z, w)M 4 (C)P (z, w)), and G((z, w), e iθ , 0) = α(z, w) v 4 0 2 0 2 0 2 α * (z, w) = u That is G defines a homotopy between u 4 1 and the unit P ∈ P M 4 C(S 4 × S 1 )P . Consequently [u 4 1 ] = 0 and [u 1 ] = 0 ∈ K 1 (P M 4 C(S 4 × S 1 )P ). Also [u] = 0 ∈ K 1 (C(S 4 × S 1 )) as desired.
5.9.
We identify P M 4 (C(S 4 ×S 1 ))P as a corner of M 4 C(S 4 ×S 1 ), then K 1 (P M 4 C(S 4 × S 1 )P ) is isomorphic to K 1 (C(S 4 × S 1 )) = Z ⊕ Z naturally. Let a ∈ P M 4 C(S 4 × S 1 )P be defined by a(x, e iθ ) = e iθ P (x).
On the other hand, a could also be regarded as a unitary in M 4 (C(S 4 × S 1 )) as a(x, e iθ ) = e iθ P (x) + (1 4 − P (x)). Then (1, k) ∈ K 1 (P M 4 (C(S 4 × S 1 )P )). Without loss of generality, we assume b(ξ, 1) = P .
Then
[b 2 a * ] = (0, 2k − 1) ∈ K 1 (P M 4 (C(S 4 × S 1 ))P ).
In particular, the map e iθ → det P (ξ)(b 2 a * )(ξ, e iθ )P (ξ) 0 0 1 − P (ξ) 4×4 has winding number zero. That is, it is homotopically trivial. Hence (x, e iθ ) h −→ det P (ξ)(b 2 a * )(x, e iθ )P (ξ) 0 0 1 − P (ξ) 4×4
defines a map h : S 4 × S 1 → S 1 satisfying h * : π 1 (S 4 × S 1 ) → π 1 (S 1 ) being a zero map.
Hence there is a liftingh : S 4 × S 1 → R with h(x, e iθ ) = e ih(x,e iθ ) . Define a unitary b 1 ∈ P M 4 (C(S 4 × S 1 ))P by b 1 (x, e iθ ) = e Proof. Note that, as 5.7, we may view P as a projection in M 4 (C(S 4 × S 1 )) which is constant along the direction of S 1 . So we may viewÃ is a unital C * -subalgebra of P M 4 (C(S 4 × S 1 ))P. Thus, by the identification (5.16) in 5.7, Theorem 5.10 applies.
Theorem 5.13. Let A = P M 4 (C(S 4 ))P. Then Dur(A) = 2.
Proof. There is a projection e ∈ M 2 (A) which is unitary equivalent to a rank one projection in M 8 (C(S 4 )) correspond to (1, 0) ∈ K 0 (C(S 4 )). Let C = C 0 ((0, 1), A). By 5.12, there is no unitary inC which represents a rank one projection. It follows from 3.12 that Dur(A) > 1.
However, since M 2 (C) contains a rank one projection (with trace 1 2 ) and ρ C (K 0 (M 2 (C))) = 1 2 Z, by part (3) of Theorem 3.6, Dur(M 2 (C)) = 1. It follows that Dur(C) = 2.
