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Abstract
The monthly road traffic accident victim numbers in Belgium (2003-2014) were analyzed in latent trend time series models 
separately for pedestrians, cyclists, moped riders, car occupants and road user types jointly. For each road-user type the effect of 
a range of meteorological variables was tested. The resulting models allow a detailed view on the weather effects for different 
modes of transport. The strongest effects are observed for two-wheelers (motorcyclists and cyclists), with snow leading to a 
reduction in victim numbers while warm and sunny weather leads to an increase. The effect of rain differs according to the road 
user type involved.
The principles of state-space time series modelling are described along with the treatment of multicollinearity in models with 
several predicting variables. An outlook is given of the potential uses of the resulting models.
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1. Introduction
To provide feedback for road-safety policy, it is important to monitor road traffic accident and victim numbers for 
different types of road users. It is, however, difficult to differentiate short term variations due to external factors 
from real developments in road safety. An important external factor is the weather. Numerous studies have 
demonstrated that the number of road accident victims is strongly affected by the weather conditions.
Meteorological variables, like rain and snow but also warm temperatures and sunshine can influence the number 
of accidents in two ways. They can influence (1) the accident risk but also (2) the exposure to the accident risk. 
(1) For the accident risk, factors like vision and visibility and a possibly reduced friction can lead to an increased 
accident risk, but road users’ compensation for these problems can also lead to a reduction of risk. The result of 
these contradicting tendencies is not easy to predict and depends on the type or road user. As a general trend, snow 
and frost tend to lead to a lower accident risk while rain often increases the risk (for an overview see Bergel-Hayat et 
al., 2013; Focant & Martensen, 2014).
(2) The weather also has a strong influence on the exposition to risk, because it influences the number of trips 
undertaken (in bad weather, e.g., excursions might be postponed) as well as the choice of traffic mode (e.g., walking 
or cycling in fine weather, using the car with rain or cold weather). In particular the traffic volume of vulnerable 
road users is strongly affected by the weather condition.
The objective of the present study is to identify the relation between variations in the meteorological conditions 
and variations in the number of traffic victims, taking into account the type of road user. Without having detailed 
data on the traffic volume for all road-user types it is not possible to differentiate between risk-effects and exposure 
effects. Consequently, the aim is not so much to explain the causes of the weather effects. Rather, the models 
presented quantify the effects of different weather conditions and can therefore facilitate the interpretation (and 
communication) of variation in victim numbers. For the correct interpretation of new developments in road safety 
outcomes, it is important to quantify the changes that would have been expected on the basis of the meteorological 
conditions in a particular period. Only with statistical model of the relation between meteorological factors and 
victim numbers in the past, it is possible to determine whether recent developments were due to the weather or 
constitute genuine changes in road safety.
The meteorological variables included are the mean temperature (mean of daily maxima); number of days with 
snow, the number of days with frost, the precipitation height, and the mean duration of direct sunlight. Their effect 
was calculated on the monthly number of victims among pedestrians, cyclists, moped riders, motor cyclists, car 
occupants and all road users jointly.
2. Method
2.1. Data
All models were based on the log of the monthly number of victims injured in road traffic accidents in Belgium 
between January 2003 and December 2014 (i.e. 132 observations).
The traffic victims were categorized in 6 exclusive categories: pedestrians, cyclists, moped riders, motorcyclists, 
car occupants. For the other categories (e.g., occupants of vans, trucks, and busses) the victim numbers were too 
small to run statistical models. The monthly victim numbers are based on police records and may be subject to 
underreporting. The meteorological variables were based on monthly averages or sums published by the Royal 
Belgian Meteorological Institute.
Initially, four more meteorological variables -- the mean wind speed and the number of days with temperatures 
higher than 20, 25, and 30 °C – as well as a number of calendar variables like number of days, the number of free 
days (i.e. either weekend or holidays), and the number of working or school days, were included into the analysis. 
These variables were however not significant and were later dropped from the analyses described here.
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2.2. The principle of State Space Models
In State Space Time Series Analyses, a series of values (e.g., the monthly number of traffic victims) is 
decomposed into different types of changes that lead from one observation to another (Harvey, 1989; Durbin, 2001). 
The models presented here, were all latent trend models with level, slope, seasonal, and irregular component.
Irregular change Level change Slope change Seasonal change
Fig. 1. Change components in a state space time series model.
Each of these components can – dependent on the data-structure of the series in question – be deterministic or 
stochastic. While a stochastic component can change over time, a deterministic component is constant (Dupont, et 
al., 2014; Dupont & Martensen, 2012; Martensen & Dupont, 2010). As an example, a deterministic slope indicates 
a constant rate of change. The separate models for the components are eventually put together to form a single
model. Through their flexibility and transparent architecture, state space models generally provide a much deeper 
understanding of time-varying data.
To explain the trend and past deviations from the trend, one can include variables (predictors) and test their 
relation to the accident outcomes into the state space model. Very much like in a regression analysis, a coefficient is 
estimated for each variable (Commandeur & Koopman, 2007).
2.3. Collinearity
When testing multiple predictors, collinearity of the predictors can compromise the interpretation of the estimated 
coefficients. Correlated predictors that are entered into a regression equation jointly, lead to unpredictable changes in 
the coefficients (e.g. two very similar variables end up with one extremely positive and one extremely negative 
coefficient). Therefore a cluster-analysis was conducted on all meteorological variables that were considered for this 
study. 
Cluster analyses are based on correlations, and the problem with calculating correlations on time-series is that 
these are often spurious. As an example, almost every weather variable shows a systematic change between summer 
and winter. This change by itself would normally lead to a very high correlation between all variables. However, 
rather than the typical seasonal changes, this study is interested in the deviations from the typical pattern. Therefore, 
rather than entering the raw time-series into a cluster analysis, for each variable we first identified the monthly mean 
(e.g. mean number of snow days in February) over the whole series. This mean was than subtracted from each value. 
As an example: the mean temperature in February is 5.9 °C. In February 2000, the average temperature was 3.7 °C, 
so the month is entered in the cluster analysis with a deviation score of -2.2. The results of the cluster analysis are 
presented in Figure 2.
The following predictors were considered:
x Average of daily maximum temperature (°C) corrected by number of frost days
x Number of days with snow 
x Number of frost days (days with maximum temperature remaining below  0 °C)
x Number of days with maximum temperature above 20 °C
x Number of days with maximum temperature above 25 °C
x Number of days with maximum temperature above 30 °C
x Precipitation height: amount of precipitation (mm) 
x Sun duration – hours with direct insolation (h) corrected for amount of precipitation
x Windspeed (m/s)
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x Number of days
x Number of working/school days
x Number of days with school vacation
x Number of weekend or holidays
For the meteorological variables, three clusters emerge:
x Number of days above 20, 25, 30 °C
x Snow-days, frost-days and maxTemp (the average of the daily maxima)
x Different precipitation variables and sun duration
Note: meteorological variables were registered at the central Belgian meteorological station in Ukkel.
Fig. 2. Cluster analysis of predictors. 
Within each cluster, variables are strongly correlated, which when entered jointly results in uninterpretable 
coefficients. To avoid distortion of the coefficients, within each cluster, the predictors were ordered according to 
their expected effect and were entered into the model in accordance with that order. Within each cluster the variable 
that was entered first (Level 1), was entered unchanged. However, for the Level 2 predictors, only the residuals were 
entered that remained when predicting the Level 2 variable by the Level 1 variable. In the same way Level 3 
variables were corrected by the Level 1 as well as the Level 2 variable.
Some predictors listed above did not yield significant results in preliminary tests and were not included in the 
final modelling procedures. The predictors entered into the models, as well as their level of correction are presented 
in Table 1.
Table 1. Correction for collinearity among meteorological predictor variables.
Level 1:
uncorrected
Level 2:
corrected for Level 1
Level 3:
corrected for Level 1 & 2
Maximum Temperature X
Number of Snowdays X
Number of Frostdays X
Days > 20 °C X
Precipitation Height X
Sun Duration X
Windspeed X
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2.4. Identifying the best model
For each road-user type the best model was identified in three steps. 1.) The best state space model on the basis of 
victim data alone was identified, deciding whether level, slope, and seasonal were random or stochastic. 2.) Each 
predictor was entered separately (yielding 7 separate models with one predictor each). Only predictors that were 
significant when tested univariately were retained for the next step. 3.) All significant predictors from step 2 were 
entered into the model jointly. In a stepwise procedure the “least” significant predictor was removed until all 
remaining predictors were significant. In these joint models Level 2 and Level 3 predictors were only corrected for 
their preceding levels, if that variable remained in the joint model (e.g. the variable <Sun Duration> was corrected 
for <Precipitation> to which it is strongly related. However, when <Precipitation> was not significant and removed 
from the model, <Sun Duration> was not corrected for it anymore). 
Two further criteria were considered for the inclusion of predictors and the form of the components (deterministic 
vs. stochastic):
x Model completeness/residual autocorrelation; state space models require that all dynamical components of a time 
series are captured in the model, so that the residuals are independent, normally distributed and homoscedastic. 
x Minimization of the Akaike Information Criterion (AIC); A relative measure of information loss when choosing a 
given model as a representation of the theoretical ‘true’ data generating process.
3. RESULTS
3.1. Seasonal variation
In Table 2, the seasonal variation for each road user is given. The seasonal values are taken from the model 
without predictors. It can be seen that road-user types differ widely with respect to the pattern and the span of 
variation in victim numbers over the year. The strongest variation is undoubtedly found among motorcyclists and the 
least for car occupants. It is also interesting to see that the trend for cyclists and mopedists is almost a mirror image 
of that for pedestrians. While the two-wheelers have the highest victim numbers in the summer, for pedestrians this 
is in the winter.
The meteorological and calendar variables entered as predictors in Step 3, explain part of this systematic seasonal 
variation seen here. However, they also explain additional variation due to atypical weather conditions.
Table 2 Seasonal variation in state space models of monthly victim numbers. Seasonals are based on models without meteorological predictors. 
Month Pedestrian Cyclist Moped Motorcycle Car Other All
January 5% -16% -14% -29% -1% -5% -5%
February -3% -17% -16% -29% -5% -7% -9%
March -1% -4% -6% -1% -2% -1% -2%
April -5% 3% 0% 14% -2% 0% -1%
May 1% 12% 6% 22% 2% 3% 4%
June 0% 15% 10% 23% 1% 4% 5%
July -11% 5% 2% 19% -1% -2% 0%
August -9% 5% 3% 18% -1% -1% 1%
September 1% 15% 13% 22% -1% 4% 5%
October 6% 9% 14% 12% 5% 6% 6%
November 7% -6% 3% -12% 2% 0% 0%
December 9% -14% -10% -30% 0% -1% -3%
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Table 3. State space models of monthly victim numbers Belgium 2003-2014. Model components and residual tests for best 
fitting models per road user. Model components: Stoch = Stochastic. Residual tests: OK = no significant deviation from
assumed distribution. != significant deviation.
Pedestrian Cyclist Moped Motorcycle Car All
Components Level Stoch Stoch Stoch Stoch Stoch Stoch
Slope Stoch None Fixed None None Fixed
Seasonal Stoch Fixed Stoch Fixed Stoch Stoch
Residual tests Independence OK OK OK OK OK OK
Homoscedasticity OK OK OK OK OK OK
Normality OK OK ! OK ! OK
3.2. Model quality of final model
In Table 3, we present the model characteristics of the best model for each road user type, at the end of Step 3, 
that is after the inclusion of meteorological variables. All models have a stochastic level, meaning that the variation 
apart from seasonal and meteorological effects are not following a particular direction. Only one road-user model 
has a significant downwards slope – the mopedists. In the model of all road users jointly the downwards trend is 
significant. This is probably due to the larger sample size. The yearly decrease is, however, only 1% .
The residual tests showed that there were problems with two models: that for mopedists (which is due to the small 
N) and that for car occupants. The residual tests of the latter model indicated that the last data point (December 
2014) was abnormally low. As the data are preliminary numbers and the most recent data points can sometimes lack 
accidents which have not been entered in the system yet, December 2014 was dropped from the analysis of car 
occupants. With that, the model assumptions were satisfied. All other models are of satisfactory quality with none of 
the residuals showing significant deviation from the assumption of being independently normally and homoscedastic 
distributed.
3.3. Effects of meteorological variables
In Table 3, the significant predictors in the multivariate models are presented. As described in Section 2.4, all 
predictors that were significant by themselves were initially included into a joint model and stepwise removed until 
all remaining predictors were significant. Depending on the presence of the other predictors in a cluster of variable, 
the corrected or uncorrected versions of the Level 2 and 3 variables (see Table 1) were included. In Table 4, for each 
mode of transport, the significant predictors are listed that were included into the final model.
Next to the coefficient for each predictor, its standard error (RMSE), t-value, and p-value (prob) is given. The  
coefficients can be interpreted as elasticity when taking the exponential function. They indicate the percentage 
change in victim numbers to be expected for a change by one unit in the predictor variable. The elasticity is 
FDOFXODWHGIURPWKHPRGHOFRHIILFLHQWVȕE\
݈݁ܽݏݐ݅ܿ݅ݐݕ = ݁ݔ݌(ߚ) െ 1 (1)
The coefficients for variables with a small unit size (e.g. precipitation height in mm and sun duration in hours) are 
generally smaller than those with large unit sizes (e.g. days with snow). This does not necessarily indicate a small 
effect of this variable but also reflects the fact that the coefficient indicates the change per unit. To compare the size 
of the effects of each meteorological variable, the coefficients must therefore be standardized. This is done by 
multiplying them with the root predictor variance which was estimated by running the same types of state space 
model as described above on the predictor variables themselves. The irregular variance in the resulting time series 
models (i.e. the typical amount of variation in the weather predictors that could not be predicted by the general 
seasonal pattern) was used as an estimate of the predictor variance. Its square root was multiplied with the 
coefficients for the analysis of victim numbers to estimate the effect size. The results are represented in Table 4.
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Table 4. State space models of monthly victim numbers Belgium 2003-2014. Predictors in final model. RMSE = Standard error; elasticity
= 1-exp(coefficient); Predictor variance: residual variance in state space model with predictor as dependent variable.
Effect size = coefficient * sqrt (predictor variance).
Coefficient RMSE t-value Prob Elasticity
Predictor
Variance
Effect 
size*
Pedestrians
Uk_MaxTemp 0.011 0.001 8.770 0.000 1.11% 3.166 0.020
FrostDays_CorrBy_MaxTemp -0.002 0.001 -2.442 0.016 -0.20% 8.256 -0.006
Cyclists
Uk_MaxTemp 0.017 0.002 10.143 0.000 1.71% 3.166 0.030
SnowDays_CorrBy_MaxTemp -0.007 0.001 -6.297 0.000 -0.70% 5.491 -0.016
Uk_PrecHigh 0.0004 0.000 -5.554 0.000 -0.04% 1194.53 -0.015
SunDur_CorrBy_PrecHigh 0.0005 0.000 4.352 0.000 0.05% 849.26 0.014
Moped
Uk_MaxTemp 0.021 0.001 14.355 0.000 2.12% 3.166 0.037
SnowDays_CorrBy_MaxTemp -0.013 0.001 -10.322 0.000 -1.29% 5.491 -0.030
Motorcycle
Uk_MaxTemp 0.032 0.003 12.573 0.000 3.25% 3.166 0.057
SnowDays_CorrBy_MaxTemp -0.022 0.002 -12.928 0.000 -2.18% 5.491 -0.052
Uk_PrecHigh -0.0007 0.000 -5.666 0.000 -0.07% 1194.53 -0.024
SunDur_CorrBy_PrecHigh 0.0005 0.000 2.955 0.004 0.05% 849.26 0.014
Car
Uk_SnowDays -0.003 0.001 -3.781 0.000 -0.30% 7.331 -0.008
Uk_PrecHigh 0.0002 0.000 3.760 0.000 0.02% 1194.53 0.007
SunDur_CorrBy_PrecHigh 0.0001 0.000 1.832 0.069 0.01% 849.26 0.004
All road users
Uk_MaxTemp 0.007 0.001 7.793 0.000 0.70% 3.166 0.012
SnowDays_CorrBy_MaxTemp -0.004 0.001 -6.497 0.000 -0.40% 5.491 -0.009
Uk_SunDur 0.0002 0.000 3.205 0.002 0.02% 1348.53 0.006
Warm and sunny weather leads in general to more accidents. For each additional degree in the average monthly 
temperature, the total number of victims rises by somewhat more than a percent. The effect of temperature is also 
significant for all road user types separately, except for car occupants. With more than 3% rise in the number of 
motorcycle victims and a rise around 2% for cyclist- and mopedist victims, the effect is particularly strong for two-
wheelers.
Each extra hour of sunshine in a month increases the expected total number of victims by 0.02% - so in a sunny 
month, this can add up to an impressive rise. The number  of sunny hours are inversely related to the occurrence of 
rain. The effects of sun duration reported here are occurring additional to the effect of precipitation (except for the 
effect on all road-users, where there was no effect of precipitation). 
Snow also forms a very influential meteorological factor which turns out to be a protective one: An extra day of 
snow leads to an average reduction of the number of victim by a half percent. While snow leads to a reduction for all 
victim types, the effects are strongest for the motorized two-wheelers (motorcyclists -2.2%; moped riders -1.3%). 
The temperature and snow fall are not independent. All snow-effects listed here occur additional to those of the 
average temperature in a month.
Rain has a differential effect on victims among the two-wheelers and among car occupants. While the number of 
two-wheeler victims decrease in rainy weather, they increase among the car occupants. As a consequence of these 
opposite tendencies, there is not overall effect of rain on all road users jointly. 
In Table 5, the results from Table 4 are summarized. The predictor variables are presented independent of the 
correction that has been conducted. The indicators in Table 5 are based on the effect-sizes in Table 4. An effect size 
< 0.1 is indicated by (+) or (-) depending on the direction of the effect. Effect sizes between 0.1 and 0.2 are indicated 
by + or -; effect sizes 0.2-0.39 by ++ or --; and effect sizes between 0.4 – 0.6 by +++ or ---.
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     Table 5. Summary of predictor effects (see rightmost column Table 4).
Variable Pedestrian Cyclist Moped Motorcycle Car . All
Maximum Temperature + ++ ++ +++ +
Number of Snow Days - -- --- - -
Number of Frost Days -
Precipitation Height - -- +
Sun Duration + + (+) (+)
4. Discussion
Nine meteorological variables were entered as predictors in a latent trend time series model of monthly numbers 
of traffic victims to investigate how deviations from normal weather conditions affect the number of victims, of 
which five variables showed an effect. Taking into account the type of road user, we found specific patterns of 
effects depending on the transport mode.
The strongest change in victim numbers is due to snow-fall, which leads to a decrease in all victim types, but in 
particular among the two-wheelers. Warm and sunny weather lead in general to more victims among all road user 
types. Rain has a differential effect on victims among the two-wheelers and among car occupants. While the number 
of two-wheeler victims decrease in rainy weather, they increase among the car occupants.
Next to the meteorological variables, a number of calendar effects were tested, like the number of holidays, the 
number of days with school vacation, or the total number of days. None of these variables had an effect on victim 
numbers, which can be explained by the fact that (almost) all the variation due to calendar effects reoccurs each year 
in exactly the same way. These effects are therefore captured in the seasonal component of the time series models. 
The none-significant results do therefore not indicate that these variables do not affect the number of victims, they 
just indicate that it happens exactly in the same way every year.
4.1. Attribution of causes?
The interpretation of the underlying reasons for the observed effects must remain speculative, as we do not have 
the necessary data on traffic volumes to make the basic distinction between risk-effects and exposure effects. 
Especially for vulnerable road users these data a scarce. Travel surveys give some information about travel behavior 
among vulnerable road users, they do however not capture variation in time, which is addressed here.
The reduction of victims on snow days could be due to both – road users (in particular the two wheelers) avoiding 
to travel under these conditions, but also the lower speeds and greater caution that come with snowy roads. 
Whichever factor is stronger, we can state for certain that these advantages strongly outweigh the potential risk of 
travelling in the snow.
The increase in victim numbers due to warm weather is most likely mainly an exposure effect. It is clear that 
walking, cycling, and biking is a lot more fun in fine weather and that the traffic volume for these modes is therefore 
likely to increase with higher temperatures. Moreover, the effect is not observed for car-occupants, who are less 
susceptible to adverse weather conditions.
The same reasoning should also apply to sun duration, which is also found to increase victim numbers. This effect 
is, however, – albeit to a lesser extent – also found for car occupants. The exact nature of the effect remains to be 
investigated. It could be due to a general increase in leisure time trips in sunny weather, but it could also be due to an 
increased risk due to blinding sun.
Rainfall has been associated with a higher accident risk, which seems to be confirmed by the higher number of 
victims among car occupants under rainy conditions. It must be noted however, that among motorcyclists all risk 
factors associated with rain (bad vision, visibility, and friction) apply even more strongly than for car users. 
Nevertheless among them – as among cyclists - rain leads to a strong reduction of the number of victims. So clearly 
for the two-wheelers this is an effect of exposure, with many two-wheelers avoiding to ride in the rain. However, not 
all two-wheelers who decide not to use their bike on a rainy day can postpone their trip, so there must be additional 
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car-trips which could be an alternative explanation for the increase of car-victims in rainy conditions. Even the 
absence of a rain effect for pedestrians could be due to two opposite tendencies: some pedestrians might cancel their 
planned trip on a rainy day. However, some two-wheelers could become pedestrians when deciding to use public 
transport (which usually includes a walk to and fro the station).
To summarize, while for rainfall and snowfall the observed effects could be a mixture of risk- and exposure 
effects, we can assume that for the largest part the observed effects of meteorological conditions on the number of 
traffic victims are due to changes in traffic volume. In fact the analysis of weather variables can be considered as 
a proxy to including travel data into the analysis (which are usually not available at the necessary level of 
disaggregation).
4.2. Outlook
In the work presented here, we have created models for each road user type establishing the effect of weather 
conditions on the number of victims. These models form the (improved) basis for a number of estimations.
End of year forecast: At the end of each year, usually the victim numbers are not yet fully available. To 
nevertheless publish a progress statement for the year, one can use the state space models presented here to forecast 
the results from the available months for the whole year. The inclusion of meteorological variables improves the 
forecasts in two ways: (1) it corrects for weather effects in the “known part” (i.e. those months for which the number 
of victims is known) that would otherwise be interpreted as long-term trend changes and extrapolated to the 
“unknown part”. (2) Meteorological variables are usually available much more quickly than accident data. By 
entering the meteorological values in the prediction model the forecast of the number of victims in the “unknown 
part” can be improved.
Weather corrected victim numbers: The communication of weather related variations in road traffic data are 
often difficult. Low victim numbers due to cold and rainy weather are often celebrated as progress in road safety. 
When in years with many sunny and warm months victim numbers are relatively high, explanations are sought, but 
talking about the weather is often discarded as “making excuses”. By rerunning the models presented here with 
average values instead of the actual weather conditions (keeping all other parameters the same) we can produce a 
“weather-corrected victim numbers”. Especially in years with favorable weather conditions (i.e. cold, wet, and 
snowy) this could help to prevent disappointments in the following year, when the supposedly good trend of the 
previous year is not continued.
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