Polygenic Risk Scores (PRS) consist in combining the information across many single-10 nucleotide polymorphisms (SNPs) in a score reflecting the genetic risk of developing a dis-11 ease. PRS might have a major public health impact, possibly allowing for screening campaigns 12 to identify high-genetic risk individuals for a given disease. The "Clumping+Thresholding" 13 (C+T) approach, which is the most common method to derive PRS, uses only univariate genome- 14 wide association studies (GWAS) summary statistics, which makes it fast and easy to use. 15 However, previous work showed that jointly estimating SNP effects for computing PRS has the 16 potential to significantly improve the predictive performance of PRS as compared to C+T. 17 In this paper, we present an efficient method to jointly estimate SNP effects, allowing for 18 practical application of penalized logistic regression on modern datasets including hundreds 19 of thousands of individuals. Moreover, our implementation of penalized logistic regression 20 directly includes automatic choices for hyper-parameters. The choice of hyper-parameters for 21 a predictive model is very important since it can dramatically impact its predictive performance. 22 As an example, AUC values range from less than 60% to 90% in a model with 30 causal SNPs, 23 depending on the p-value threshold in C+T. 24 We compare the performance of penalized logistic regression to the C+T method and to a 25 derivation of random forests. Penalized logistic regression consistently achieves higher predic-26 tive performance than the two other methods while being very fast. We find that improvement 27 in predictive performance is more pronounced when there are few effects located in nearby ge-28 nomic regions with correlated SNPs; AUC values increase from 83% with the best prediction 29 of C+T to 92.5% with penalized logistic regression. We confirm these results in a data analysis 30 of a case-control study for celiac disease where penalized logistic regression and the standard 31 C+T method achieve AUC of 89% and of 82.5%.
1 Introduction and controls using PRS. As a second measure, we also report the partial AUC for specificities between 90% and 100% (Dodd and Pepe 2003; McClish 1989) . This measure is similar to 134 the AUC, but focuses on high specificities, which is the most useful part of the ROC curve 135 in clinical settings. When reporting AUC results of simulations, we use estimates of maxi-136 mum achievable AUC of 84% and 94% for heritabilities of respectively 50% and 80%. These 137 estimates are based on three different yet consistent estimations (see Supplementary Materials) . In this study, we compare three different types of methods: the C+T method, T-Trees and 140 penalized logistic regression. 141 The C+T (Clumping + Thresholding) method directly derives a Polygenic Risk Score (PRS) from the results of Genome-Wide Associations Studies (GWAS). In GWAS, a coefficient of regression (i.e. the estimated effect sizeβ j ) is learned independently for each SNP j along with a corresponding p-value p j . The SNPs are first clumped (C) so that there remain only loci that are weakly correlated with one another (this set of SNPs is denoted S clumping ). Then, thresholding (T) consists in removing SNPs with p-values larger than a threshold p T to be determined.
Finally, a PRS is defined as the sum of allele counts of the remaining SNPs weighted by the corresponding effect coefficients
whereβ j (p j ) are the effect sizes (p-values) learned from the GWAS. In this study, we mostly equally spaced on the log-log-scale (Table S2 ). As we report the optimal threshold based on the test set, the AUC for "PRS-max" is an upper bound of the AUC for the C+T method. 150 T-Trees (Trees inside Trees) is an algorithm derived from random forests (Breiman 2001) 151 that takes into account the correlation structure among the genetic markers implied by linkage 152 disequilibrium in GWAS data (Botta et al. 2014) . We use the same parameters as reported in 153 Table 4 of Botta et al. (2014) , except that we use 100 trees instead of 1000 because using 1000 154 trees provides a minimal increase of AUC while requiring a disproportionately long processing 155 time (e.g. AUC of 81.5% instead of 81%, data not shown). 156 Finally, for the penalized logistic regression, we find regression coefficients β 0 and β that minimize the following regularized loss function
x is denoting the genotypes and covariables (e.g.
157
principal components), y is the disease status to predict, λ and α are two regularization hyper-158 parameters that need to be chosen. Different regularizations can be used to prevent overfitting, 159 among other benefits: the L2-regularization ("ridge", Hoerl and Kennard (1970)) shrinks coeffi-160 cients and is ideal if there are many predictors drawn from a Gaussian distribution (corresponds 161 to α = 0 in the previous equation); the L1-regularization ("lasso", Tibshirani (1996) ) forces 162 some of the coefficients to be equal to zero and can be used as a means of variable selection, 163 leading to sparse models (corresponds to α = 1); the L1-and L2-regularization ("elastic-net",
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Zou and Hastie (2005)) is a compromise between the two previous penalties and is particularly 165 useful in the m n situation (m: number of SNPs), or any situation involving many corre- This results in a dataset with 3 times as many variables as the initial one, on which we can 181 apply penalized logistic regression. We refer to this method "logit-triple" in the results. We compared penalized logistic regression ("logit-simple") with the C+T method ("PRS") us-193 ing whole-genome simulations of scenario №1 ( Method "logit-simple" provides particularly higher predictive performance than "PRS-max" 202 when there are correlations between predictors, i.e. when we choose causal SNPs to be in the 203 HLA region. In this situation, the mean AUC reaches 92.5% with the "logit-simple" approach 204 and 84% with "PRS-max", while the maximum achievable AUC is 94% ( Figure 1 ).
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Note that for the simulations we do not report results in terms of partial AUC because partial Our approach has one major limitation: the main advantage of the C+T method is that it is 308 applicable directly to summary statistics, allowing to leverage the largest GWAS sample size 309 to date, even when individual cohort data cannot be merged because of practical and ethical 310 reasons (e.g. consortium data including many cohorts). As of today, the proposed penalized 311 logistic regression does not allow for the analysis of summary data, but this represents an 312 important future direction of our work. The current version is of particular interest for the 313 analysis of modern SNP dataset including hundreds of thousands of individuals.
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Finally, in this comparative study, we did not consider the problem of population structure All 22 causal . We then compute
Maximum AUCs

412
We used three different ways to estimate the maximum achievable AUC for our simulations. the simulations.
Population
UK
Finland Netherlands Italy  Total  Cases  2569  637  795  495  4496  Controls  7492  1799  828  540 10659  Total  10061  2436  1623 1035 15155 Table S2 : The 102 thresholds used for the C+T method for this study.
Figure S1: Illustration of one turn of the Cross-Model Selection and Averaging (CMSA) procedure. First, this procedure separates the training set in K folds (e.g. 10 folds). Secondly, in turn, each fold is considered as an inner validation set (red) and the other (K − 1) folds form an inner training set (blue). A "regularization path" of models is trained on the inner training set and the corresponding predictions (scores) for the inner validation set are computed. The model that minimizes the loss on the inner validation set is selected. Finally, the K resulting models are averaged. We also use this procedure to derive an early stopping criterion so that the algorithm does not need to evaluate the whole regularization paths, making this procedure much faster. Figure S7 : Comparison of T-Trees and "logit-simple" in scenario №1 for an heritability of 80%. Vertical panels are presenting results for effects following a Gaussian or Laplace distribution. Horizontal panels are presenting results for the "simple" and "fancy" models for simulating phenotypes. Figure S8 : Comparison of "logit-triple" and "logit-simple" in scenario №1 for an heritability of 80%. Vertical panels are presenting results for effects following a Gaussian or Laplace distribution. Horizontal panels are presenting results for the "simple" and "fancy" models for simulating phenotypes. A: Mean of AUC over 100 simulations. Error bars are representing ±2SD of 10 5 nonparametric bootstrap of the mean of AUC. The blue dotted line represents the maximum achievable AUC. B: Boxplots of numbers of predictors used by the methods for 100 simulations. C: Boxplots of execution times for 100 simulations. Figure S10 : Comparison of "logit-triple" and the best prediction (among 100 tested λ values) for "biglasso" (another implementation of penalized logistic regression) in scenario №1. Simulations use the "simple" model, an heritability of 80% and α = 1. Vertical panels are presenting results for effects following a Gaussian or Laplace distribution. A: Mean of AUC over 100 simulations. Error bars are representing ±2SD of 10 5 non-parametric bootstrap of the mean of AUC. The blue dotted line represents the maximum achievable AUC. B: Boxplots of numbers of predictors used by the methods for 100 simulations. C: Boxplots of execution times for 100 simulations.
