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Abstract—Consider a massive random access scenario in which
a small set of k active users out of a large number of n potential
users need to be scheduled in b ≥ k slots. What is the minimum
common feedback to the users needed to ensure that scheduling
is collision-free? Instead of a naive scheme of listing the indices
of the k active users in the order in which they should transmit,
at a cost of k log(n) bits, this paper shows that for the case
of b = k, the minimum fixed-length common feedback code
requires only k log(e) bits, plus an additive term that scales as
Θ (log log(n)). If a variable-length code can be used, assuming
uniform activity among the users, the minimum average common
feedback rate still requires k log(e) bits, but the dependence on n
can be reduced to O(1). When b > k, the number of feedback bits
needed for collision-free scheduling can be significantly further
reduced. Moreover, a similar scaling on the minimum feedback
rate is derived for the case of scheduling m users per slot,
when k ≤ mb. Finally, the problem of constructing a minimum
collision-free feedback scheduling code is connected to that of
constructing a perfect hashing family, which allows practical
feedback scheduling codes to be constructed from perfect hashing
algorithms.
Index Terms—Massive random access, perfect hashing, hyper-
graph covering, scheduling.
I. INTRODUCTION
THIS paper is motivated by the massive connectivityscenario for machine-type wireless communications, in
which a base-station (BS) needs to provide connectivity to
a massive number of n devices (e.g., in the order of 105 ∼
106), but their traffic is sporadic so that at any given time,
only a random subset of k  n users are active [1], [2].
We assume the following random access scheme involving
three phases with rate-limited feedback. In the first phase, k
active users transmit pre-assigned uniquely identifying pilot
sequences over the uplink multiple access channel to indicate
their activities. The BS uses a multiuser detection algorithm,
typically involving compressed sensing [3]–[6] to determine
the active set of users. In the second phase, the BS transmits
a common feedback message to all the active users over a
noiseless downlink broadcast channel; this feedback message
specifies a schedule for the subsequent data transmissions of
the k active users over b orthogonal slots. In the third phase,
the users transmit their payload data over the scheduled slots.
Assuming that in the first phase the user activities are
detected perfectly, this paper focuses on the second scheduling
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phase and asks the following question: What is the minimum
rate of the common feedback message from the BS to the k
users so that the scheduling over the b slots is collision free,
assuming b ≥ k? An extension of the above question is the
following: If (m−1)b < k ≤ mb for some positive integer m,
what is the minimum feedback needed to ensure that at most
m users are scheduled in each slot?
A naive feedback scheme for collision-free scheduling is
to index each of the n users, then let the BS list off all the
active user indices in the order which they should transmit.
This requires a feedback message of k log (n) bits. When
the number of potential users is large, the log(n) factor can
be significant (e.g., 20 bits for n = 106), especially if the
subsequent payload size is small, as typically is the case for
machine-type communications.
This naive scheme is far from optimal. The results of this
paper show that in the case where the feedback codewords
have a fixed length regardless of the user activity pattern,
the minimum feedback rate can be reduced to k log(e) +
Θ(log log(n)) bits for scheduling k active users in k slots with
no collision. While by connecting to the hypergraph covering
and perfect hashing problems, the above result can already be
inferred from classic combinatorics, this paper further shows
that if the feedback codeword length can be variable, the
scheduling overhead can be further reduced to k log(e)+O(1)
bits in expectation regardless of the probability distribution of
the user activities. This is surprising as it implies that k active
users out of n potential users can be scheduled with a feedback
rate of essentially log(e) bits (or 1 nat) per active user for
arbitrarily large n, in contrast to the optimal fixed-length code
(or the naive scheme), which has a unbounded rate as n tends
to infinity. The above results can be extended to the b > k
case where the feedback overhead can be significantly further
reduced. Moreover, this paper also investigates the case where
b < k and multiple users need to be scheduled in each slot,
which also requires less feedback than the b = k case.
The scheduled approach to random access considered in
this paper can be compared with contention based schemes
such as slotted ALOHA [7], which, due to collision and
retransmission, has an overhead of roughly Bk
(
1
η − 1
)
bits,
where B is the payload size and η is the efficiency of the
chosen ALOHA variant, which varies from η = 1e ≈ 0.37
for classic slotted ALOHA, to η ≈ 0.8 in irregular repetition
slotted ALOHA [8]. The proposed scheduled approach can
also be compared to unsourced multiple access in which the
users are not required to transmit identification information [9].
But in both schemes, the user identification generally needs
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2to be embedded in the payload, which costs log(n) bits. In
contrast, the scheme presented in this paper requires a much
smaller log log(n) overhead in the fixed-length case. This
log log(n) factor is reminiscent of the identification capacity
[10]; but the use of an identification code for scheduling would
have required k · Θ(log log(n)) bits, which is inferior to the
scheme presented in this paper. Furthermore, the variable-
length scheme has no dependence on n, a clear advantage
in the regime where n is large.
The optimal feedback scheduling codes presented in this
paper involve finding a minimal family of partitions over
{1, . . . , n} such that no matter which user activity pattern
occurs, there is always one partition for which each subset
of the partition contains exactly one active user. For the case
of the fixed-length code, this problem is equivalent to the
hypergraph covering problem [11] and the perfect hashing
family problem [12]. This allows the leveraging of classic
results in combinatorics to obtain upper and lower bounds
on the minimum feedback rate. Moreover, practical perfect
hashing codes have also been studied in recent literature [13].
The results in perfect hashing theory can be used to construct
explicit feedback codes for optimal collision-free scheduling.
The rest of the paper is organized as follows. Section
II defines the minimal feedback problem for collision-free
scheduling. We first focus on the b = k case and derive the
achievable rates and lower bounds on the minimum feedback
in Sections III and IV, respectively. These results are extended
to the case of b > k in Section V and to the case of
b < k in Section VI. Finally, connections to perfect hashing
and hypergraph covering are explored in Section VII and
construction of practical codes is discussed in Section VIII.
The notations used in this paper are as follows. We use [n]
to denote {1, 2, . . . , n} and ([n]k ) to denote the set of all k-
element subsets of [n]. All other sets are typeset in upper case
boldface. We use log(·) to denote logarithm in base 2, and
ln(·) for natural logarithm in base e. We use 1(·) to denote
the indicator function, which takes a value of 1 whenever the
expression inside is true and 0 otherwise. We use E[·] to denote
the expected value of a random variable and H(·) to denote
the entropy of a discrete random variable, or of a probability
distribution. We use the shorthand ab = a(a−1) · · · (a−b+1).
Furthermore, we use X ∼ U (S) denote a random variable
which is uniformly distributed over the set S.
II. FEEDBACK FOR COLLISION-FREE SCHEDULING
A. Problem Formulation
Assuming successful detection of k active users among n
potential users at the BS, the problem of designing a feedback
code for scheduling the k users over b slots can be cast as
first constructing an encoding function at the BS that maps all
possible occurrence of k-tuples out of n users to a feedback
message in an index set [T ]:
f :
(
[n]
k
)
7−→ [T ] (1)
and designing a decoding function gi for each user i, which
specifies each user’s scheduled slot, i.e.,
gi : [T ] 7−→ [b] , i ∈ [n] . (2)
For the case of b ≥ k, we require the subsequent transmis-
sions by the k active users over the b orthogonal slots to take
place in a collision-free manner. Specifically, define an activity
pattern to be an element A ∈ ([n]k ), which is a set of indices
of k active users. A feedback scheme is collision-free if
∀A ∈
(
[n]
k
)
, ∀i 6= j ∈ A, gi (f (A)) 6= gj (f (A)) . (3)
In other words, collision occurs whenever the decoding func-
tions of two active users within the same activity pattern
produce the same output. Another way to view the collision-
free condition is that
∀A ∈
(
[n]
k
)
, ∃t ∈ [T ] s.t. ∀i 6= j ∈ A gi(t) 6= gj(t). (4)
The above question can be extended to the case of b < k.
Suppose (m−1)b < k ≤ mb for some positive integer m. We
define a similar condition requiring that at most m users are
scheduled in each of the b orthogonal slots. Mathematically,
this means that ∀A ∈ ([n]k ), we must have∣∣∣ {(i, j) ∈ A, s.t. i 6= j, gi (f (A)) = gj (f (A))} ∣∣∣ ≤ m.
(5)
Note that if the condition (5) or the collision-free condition
(3) is satisfied for some feedback code at a fixed k, then these
conditions remain satisfied if fewer than k users are active.
The rate of the feedback scheme is defined to be:
Rf , log(T ) (6)
for the fixed-length code case, and
Rv , H(f(A)) (7)
for the variable-length code case, where the entropy is com-
puted over the random activity patternsA. The rationale is that
entropy coding can be further applied to the encoder output
to achieve an average rate of H(f(A)) to within 1 bit.
The two formulations in (6) and (7) both have their utility.
Feedback via a fixed-length code is easier to implement and
does not require prior knowledge of the distribution of the
activity pattern A, but a variable-length code achieves a lower
feedback rate. Both have interesting theoretical properties.
The goal of this paper is to find minimum-rate encoding and
decoding rules to properly schedule the active users. In the first
part of this paper, we focus on the b = k case. When b > k, the
minimum rate to ensure collision-free scheduling is clearly a
non-increasing function of b for fixed k and n. In fact, having
a large number of scheduling slots can significantly reduce
the feedback rate. This trade-off is investigated in Section V.
Extension to the b < k case is treated in Section VI.
As mentioned earlier, a simple way to ensure collision-free
scheduling is to assign a unique index to each of n users, then
the feedback code simply consists of listing the k active users
in the order they should transmit. Each user finds its index in
the list, waits for its turn, then transmits at its scheduled slot.
Thus, a feedback rate of R = kdlog(n)e is achievable.
This naive scheme is, however, not optimal. Observe that the
above simple scheme specifies a precise order in which k users
should transmit, but there are k! collision-free schedules over
3the k users. It is possible to use the flexibility of only having
to specify one of the k! schedules to significantly reduce the
feedback rate. (If b ≥ k slots are available, then the number of
collision-free schedules increases to
(
b
k
)
k!.) Further, the above
simple scheme reveals the identities of all the active users and
their scheduled slots to everyone. This is clearly extraneous
information, as each user only needs to know which slot it
should transmit and does not care about the schedules of the
other users. Thus, there is potential to do better.
B. Two-User Example
To illustrate how to do significantly better than the
O(log(n)) scaling, consider the following example of k =
b = 2 and n k. The two active users are chosen uniformly
at random among a larger number of potential users. The task
is to schedule the two active users in two slots. The naive
scheme requires 2 log(n) bits of feedback.
1) Fixed-Length Code: The following fixed-length code
requires significantly less feedback. Index each of the n
users with dlog(n)e bits, using a binary representation of its
index. Since the binary representations of any two distinct
non-negative integers must differ in at least one position,
we can use a feedback scheme that specifies the location
where the indices of the two users differ. Each user would
examine the bit value of its own index at that location. The
user with bit value 0 would transmit first; the user with bit
value 1 would transmit second, thus avoiding collision. Since
specifying an index location of a vector of length dlog(n)e
requires Rf = dlogdlog(n)ee bits, we achieve O(log(log(n)))
scaling for collision-free feedback!
2) Variable-Length Code: If we permit variable-length
codewords, we can design a code with even lower average
rate. For simplicity, assume that n = 2l for some l. Observe
that in most cases the binary representation of two distinct
non-negative integers differ in many positions. This presents
flexibility in choosing the codeword.
To reduce the feedback rate, it makes sense to choose an
encoding rule which minimizes the entropy of the encoder
output. One such choice of an entropy minimizing encoder
is the one that outputs the most significant position where
the indices of the two users differ. If the activity pattern is
uniform at random, it can be shown that the output of such
an encoder is distributed as a truncated and scaled geometric
distribution. More precisely, the probability distribution of the
most significant position where two randomly chosen length-l
binary numbers differ is
p(t) =
2t−1(
n
2
) ( n
2t
)2
=
2l−t
2l − 1 , t ∈ {1, . . . , l}. (8)
Encoding these symbols with a Huffman code, we can achieve
an average rate of
Rv = 2− log(n) + 1
n− 1 . (9)
With this scheme, the average rate is strictly less than a
constant, even for large n. Indeed, the average rate Rv → 2
as n→∞.
In both cases, the key to achieving the saving in feedback
rate is in assigning multiple “compatible” activity patterns to
the same feedback output, then defining decoding rules that
result in zero collision for all “compatible” activity patterns.
C. Reformulation via Set Partitioning
The idea of defining “compatible” activity patterns can be
generalized to arbitrary (n, b, k) and made rigorous using the
following characterization of an encoder and decoders. We
restrict to the b ≥ k case here and defer the b < k case to
Section VI.
Definition 1. Define a b-partition of a set [n] to be an ordered
tuple of subsets
X = (X1, . . . ,Xb) (10)
such that Xi ∩Xj = ∅, ∀i 6= j, and
b⋃
i=1
Xi = [n].
Definition 2. For fixed X, define C
(
X
)
as the following set
of size-k subsets of [n]:
C
(
X
)
={
A
∣∣∣∣ |A ∩Xi| ≤ 1,A ∈ ([n]k
)
, i = 1, . . . , b
}
. (11)
Intuitively, these size-k subsets of [n] correspond to the
activity patterns for which each active user belongs to a distinct
subset in the partition. The idea is that by specifying a b-
partition X, for all activity patterns in C
(
X
)
, each active user
can simply look at which subset it belongs to in the partition,
then schedule itself in the slot corresponding to the index of
that subset in a collision-free manner.
Definition 3. Define a family of b-partitions of the set [n] as
an ordered collection of T partitions
B =
(
X(1), . . . ,X(T )
)
. (12)
To make sure that all activity patterns are covered, we
construct a family of T partitions B such that
T⋃
t=1
C
(
X(t)
)
=
(
[n]
k
)
. (13)
Then, whenever an activity pattern occurs, the BS only needs
to specify a partition in which the activity pattern is covered.
Note that just as in the k = 2 example considered earlier,
it is possible that multiple partitions cover the same activity
pattern.
Fixing such a family of partitions B, we now define an
encoding function which maps from the activity pattern to [T ],
and decoding functions which map from [T ] to the scheduling
slots as:
f(A) = t such that A ∈ C
(
X(t)
)
(14)
gi (t) = j if i ∈ X(t)j ,where X(t) = (X(t)1 , ...,X(t)b ).(15)
By (13), for any arbitrary activity pattern A, one can always
find t to satisfy the condition (14). Since at most one active
4user is in each subset ofX(t), (15) guarantees that the schedule
is collision-free.
The above set-partition view of scheduling with feedback
is completely general in the sense that any choice of deter-
ministic (f ′, g′i) that achieve zero collision for every activity
pattern at a feedback rate R can be written in this set-
partition framework. Let T = d2Re. Given the decoding
functions g′i : [T ] 7→ [b], we can define T partitions X(t) =(
X
(t)
1 , . . . ,X
(t)
k
)
, t ∈ [T ], where
X
(t)
j = {i | g′i (t) = j, i ∈ [n]} . (16)
Using this construction, partition t covers precisely the ac-
tivity patterns for which the feedback symbol t results in no
collision. Since the set of functions g′i needs to result in no
collision for every activity patternA, this means that (13) must
be satisfied. Since (13) is satisfied, and the code is collision-
free, this implies that f ′ is of the form of (14).
Without loss of generality, we can therefore restrict attention
to this set-partition strategy for finding the minimum feedback
rate for scheduling k out of n users in a collision-free manner
in b slots. For the fixed-length code case, this means that the
problem now reduces to finding the minimum T needed to
satisfy (13). For the variable-length code case, this means
finding a family of partitions that satisfies (13) and an encoding
function (14) so that H (f (A)) is minimized.
III. ACHIEVABLE MINIMUM FEEDBACK RATE FOR b = k
We begin with the b = k case and aim to find the minimum
common feedback rate required for collision-free scheduling
of k out of n users into k slots. We denote this minimum rate
as R∗f (n, k) for the case of fixed-length code, and R
∗
v(n, k)
for the case of variable-length code.
A. Random Partition
The main challenge in designing a feedback scheduling code
is the explicit construction of a family of partitions to cover
all activity patterns. In this section, we propose a random code
construction. The key idea is to bound the probability that a
randomly chosen family of T k-partitions of [n] satisfies the
collision-free condition (13), thereby characterizing achievable
feedback rate for collision-free scheduling.
For the case of fixed-length code, the minimum integer T
for which this probability bound is greater than zero gives an
achievable rate, hence an upper bound on R∗f (n, k). For the
case of variable-length code, we consider a greedy encoder
that satisfies (13) and upper bound the entropy of the output
of the encoder, thus obtaining an upper bound on R∗v(n, k).
The following bound is useful for both the fixed- and variable-
length code cases.
Lemma 1. Let X(1), . . . ,X(T
∗) be a family of k-partitions
of the set [n], where each partition is uniformly and inde-
pendently chosen over the set of all k-partitions of [n]. Let
T ∗(n, k, ) be the smallest integer such that the probability
that this family satisfies condition (13) is at least 1 −  with
0 <  < 1. Then, T ∗(n, k, ) is upper bounded by
T ∗ (n, k, ) ≤ ln
(
1

(
n
k
))(
kk
k!
)
. (17)
Proof. We construct random k-partitions of [n] in the follow-
ing way. For each element in [n], we draw a uniform random
variable in [k] to denote which subset this element belongs
to. If X is constructed randomly this way, then fix some
A ∈ ([n]k ), the probability that A is covered by C (X) can be
written as
Pr
(
A ∈ C (X)) = k!
kk
, p. (18)
If T random k-partitions are generated independently, the
probability that none of the T partitions cover this given
activity pattern is
Pr
(
A /∈
T⋃
t=1
C
(
X(t)
))
= (1− p)T . (19)
We aim to use the above expression to establish that if T
satisfies (17), then a randomly chosen family of T partitions
X(1), . . . ,XT has at least a probability 1 −  of satisfying
T⋃
t=1
C
(
X(t)
)
=
(
[n]
k
)
. To do this, we consider the difference
between the number of elements in
(
[n]
k
)
and the number of
elements in
T⋃
t=1
C
(
X(t)
)
, i.e., the total number of activity
patterns which have not been covered by any of the T parti-
tions. We compute the expected value of this difference, where
the expectation is taken over randomly and independently
generated families of T k-partitions, i.e.,
E
[(
n
k
)
−
∣∣∣∣∣
T⋃
t=1
C
(
X(t)
)∣∣∣∣∣
]
, D. (20)
Note that both quantities in the difference are non-negative
integers, and
(
n
k
)
is an upper bound on
∣∣∣∣ T⋃
t=1
C
(
X(t)
)∣∣∣∣. Thus,
if this expectation is less than or equal to , then we can be
assured that with at least probability 1− , the random family
of T k-partitions completely cover
(
[n]
k
)
. This is because at
least a fraction of 1−  of the differences must be zero.
Next, we re-write the expectation as
D = E
(
n
k)∑
l=1
1
(
Al /∈
T⋃
t=1
C
(
X(t)
)) , (21)
where Al, l = 1, · · · ,
(
n
k
)
is an exhaustive list of all possible
activity patterns of k out of n users.
By linearity of the expectation, this is equivalent to
D =
(nk)∑
l=1
E
[
1
(
Al /∈
T⋃
t=1
C
(
X(t)
))]
(22)
=
(
n
k
)
E
[
1
(
A /∈
T⋃
t=1
C
(
X(t)
))]
(23)
=
(
n
k
)
(1− p)T (24)
where in the second last equality we utilize the fact that the
quantity inside the summation (22) does not change if we re-
label the entries Al, so each term in the summation must be
equal, and in the last equality, we use (19).
5As mentioned before, if D ≤ , then the probability that
a random family of partitions covers
(
[n]
k
)
is at least 1 − .
Using the fact that (1 − x) < e−x,∀x > 0, this gives us
the following sufficient condition on T that ensures (13) is
satisfied by a random family of T partitions with probability
at least 1− : (
n
k
)
exp (−pT ) ≤ . (25)
Taking logarithm of both sides and substituting p = k!
kk
yields
T ≥ ln
(
1

(
n
k
))(
kk
k!
)
. (26)
Hence, T ∗(n, k, ) must be bounded above as in (17).
B. Fixed-Length Code
We now provide an upper bound on the minimum rate of a
collision-free fixed-length feedback scheduling code R∗f (n, k).
Theorem 1. Let T ∗ be the smallest integer such that there
exist a family of partitions X(1), . . . ,X(T
∗) that satisfies (13).
We have that R∗f (n, k) , log(T ∗) must satisfy
R∗f (n, k) ≤ k log(e) + log
(
ln
(n
k
)
+ 1
)
+
1
2
log
(
k
2pi
)
.
(27)
Thus, for massive random access, there exists a fixed-length
feedback code for scheduling k out of n users in k slots with
no collision at the above rate, which scales as log(e) bits per
active user plus an O(log(log(n))) additive term.
Proof. Since by Lemma 1 for any choice of  with 0 <  < 1,
a randomly chosen family of T ∗(n, k, ) partitions would sat-
isfy (13) with non-zero probability, this implies the existence
of at least one partition with rate log(T ∗(n, k, )) that results
in collision-free scheduling. In other words, the rate
R = log
(
ln
(
1

(
n
k
))(
kk
k!
))
(28)
is achievable for any 0 <  < 1, which is equivalent to saying
that any rate
R > log
(
ln
((
n
k
))(
kk
k!
))
(29)
is achievable. Noting that
(
n
k
)
< n
k
k! , (29) ensures that if
R ≥ k log(k)− log(k!) + log
(
ln
nk
k!
)
, (30)
then there must exist a collision-free feedback code for
scheduling k out of n users. Using the fact that k! >√
2pikk+
1
2 e−ke
1
12k+1 , we arrive at the following sufficient
condition on R for the existence of a collision-free fixed-length
feedback scheduling code:
R ≥ k log (e) + log
(
ln
(n
k
)
+ 1
)
+
1
2
log
(
k
2pi
)
. (31)
The achievability of the above rate R means that the minimum
rate R∗f (n, k) must be upper bounded by R, which gives (27).
Thus the minimum rate scales at most as log(e) bits per active
user, plus an additive term that scales as O (log log (n)).
The minimum rate collision-free feedback scheduling codes
are closely related to perfect hash families. The above argu-
ment is similar to the arguments used for proving bounds in
the perfect hash function literature [12].
The key observation here is that for a fixed-length code,
this random coding bound results in an O (log log(n)) scaling
on the achievable rate. These fixed-length codes are viable
regardless of the statistics of the underlying activity pattern.
We next show that if a variable-length code is used, the average
rate can be further reduced so as to remove even this log log(n)
dependence.
C. Variable-Length Code
We now upper bound the minimum rate of collision-free
variable-length feedback scheduling code R∗v(n, k). To bound
the achievable rate for the fixed-length code, only the value
of T is important. However, for the variable-length code case,
the important quantity is H (f (A)), where A is assumed to
follow some distribution. Further, since the encoder typically
has flexibility in choosing which partition to use to cover the
activity pattern, we also must fix a particular encoding function
in order to characterize the entropy of the encoder output.
For this purpose, we define the following “greedy encoder”,
which among all encoding functions that satisfy (14) tends to
produce a highly skewed output distribution, hence giving a
lower output entropy.
Definition 4. Given a family of T k-partitions B =
(X(1), . . . ,X(T )), define the greedy encoder fB:
fB(A) =
min
t∈[T ]
t
s.t. A ∈ C
(
X(t)
)
.
(32)
In the case where not all activity patterns are covered by
the family of partitions B, i.e., (13) is not satisfied, the
minimization problem may be infeasible for some A, and the
optimal value is taken to be infinity for such A.
To characterize the output entropy of fB(A) for a particular
B is not easy. Instead, we study the behavior of fB(A) over all
possible B’s in order to show the existence of a good collision-
free variable-length code. The main result of this section is the
following.
Theorem 2. Let A be a random variable representing activity
patterns drawn according to some distribution in
(
[n]
k
)
. Let f∗
be the encoder which minimizes H (f(A)), while satisfying
(14) for some family of k-partitions which satisfy (13). We
have that R∗v(n, k) , H (f∗(A)) must satisfy
R∗v(n, k) ≤ (k + 1) log (e) . (33)
Thus, for massive random access, there exists a variable-
length feedback code for scheduling k out of n users into
k slots with no collision with an average rate above the rate
expressed in (33). This upper bound on the minimum variable-
length code rate scales as log(e) bits per active user and is
independent of n.
Proof. The main idea is to study the output entropy of the
greedy encoder over all families of partitions, regardless of
6whether they cover all activity patterns, in order to exhibit
the existence of one good family that has the desired output
entropy and covering property. Toward this end, we denote the
set of all families of k-partitions of [n] of size T as B(n, k, T ).
Fix n and k. We choose some  ∈ (0, 1) and set T to be
T ∗(n, k, ) as defined in Lemma 1. We aim to study the output
of the greedy encoder fB whereB ∈ B (n, k, T ∗ (n, k, )). For
the rest of the proof, we shall refer to B (n, k, T ∗ (n, k, ))
simply as B for brevity.
Specifically, fix an activity pattern A, and for each B ∈ B
define
pB(t) , Pr
(
fB (A) = t
)
. (34)
Note that since many of these families of partitions in B
do not cover A, the above pB does not necessarily define a
probability distribution, as there is a nonzero probability that
t = ∞. Now, let B be chosen at random from a uniform
distribution over all possible families of partitions U (B). For
such a random partition, define
pB(t) , Pr (fB (A) = t) =
1
|B|
∑
B∈B
pB(t). (35)
This function turns out to have a simple analytic expression
in terms of k and t. This is because B is balanced, e.g., the
first partition X(1) of a random B ∈ B is equally likely to
be any k-partition of [n]. Thus, for an A which consists of
k elements of [n], the probability that each of the k elements
lies in a distinct subset of X(1) is (k−1)k × · · · × 1k . Thus,
Pr (fB (A) = 1) = Pr
(
A ∈ C
(
X(1)
))
=
k!
kk
. (36)
Since we employ a greedy encoder, for t > 1, we have
Pr (fB (A) = t)
= Pr
(
A ∈ C
(
X(t)
)) t−1∏
τ=1
Pr
(
A /∈ C
(
X(τ)
))
, (37)
but since each partition B ∼ U(B) is i.i.d., this simplifies to
pB(t) =
k!
kk
(
1− k!
kk
)t−1
, t = 1, . . . , T ∗. (38)
Notice that this is independent of A, so the above holds
regardless of the distribution of A.
We now compute the entropy of the above distribution.
We use the definition of entropy in an operational sense
as H(p) = −∑T∗t=1 p(t) log (p(t)), and extend its defini-
tion to the case where
∑T∗
t=1 p(t) < 1. Note that pB(t)
converges to a geometric distribution with parameter k!
kk
as
T ∗(n, k, ) → ∞, but is not itself a distribution, (because
of the nonzero probability that t = ∞). Still, the entropy of
the geometric distribution serves as an upper bound to the
operational entropy of pB(t), i.e.,
H(pB)=−
T∗∑
t=1
pB(t) log (pB(t)) (39)
≤−
(
log
(
k!
kk
)
+
(
kk
k!
− 1
)
log
(
1− k!
kk
))
.(40)
Now that we have placed an upper bound on the average
entropy over all families of partitions, we can use this to
get an upper bound on the minimum output entropy of a
good family of partitions that covers all activity patterns, i.e.,
satisfies (13). Since the entropy function is convex, Jensen’s
inequality implies
H (pB) = H
(
EB
[
pB
]) ≥ EB [H(pB)] . (41)
Let B1 represent the set of all B ∈ B which satisfy (13),
while B2 represents all B ∈ B which do not satisfy (13).
We can decompose the expectation over B ∼ U (B) into an
expectation over B1 ∼ U (B1) and B2 ∼ U (B2). If α is the
fraction of B ∈ B that satisfy (13), we have
H(pB)≥ αEB1
[
H
(
pB1
)]
+ (1− α)EB2
[
H
(
pB2
)]
(42)
≥ αEB1
[
H
(
pB1
)]
. (43)
Now, we can use Lemma 1 to lower bound α. Since B is
chosen such that there are T ∗(n, k, ) partitions in each family,
Lemma 1 says that at least a fraction of (1−) of the families
in B satisfy (13). Therefore, α > 1−  and
H(pB) ≥ (1− )EB1
[
H
(
pB1
)]
. (44)
Combining this result with (40) leads to the following bound:
EB1
[
H(pB1)
] ≤ − 1
1− 
(
log
(
k!
kk
)
+
(
kk
k!
− 1
)
log
(
1− k!
kk
))
. (45)
Since the minimum entropy H
(
pB1
)
for B1 ∈ B1 cannot ex-
ceed its average EB1
[
H(pB1)
]
, the minimum entropy greedy
encoder defined by B∗ ∈ B1 must also satisfy (45). Thus, the
following rate is achievable
R =
1
1− 
(
log
(
kk
k!
)
+
(
1− k
k
k!
)
log
(
1− k!
kk
))
.
(46)
Noting that k! > kke−k and(
1− 1
p
)
log (1− p) < log(e), ∀ 0 < p < 1, (47)
this shows
R =
1
1−  (k + 1) log(e) (48)
is achievable. Since  can be chosen arbitrarily, we can take
→ 0. As the minimum feedback rate must be no larger than
any achievable rate, this gives (33).
To summarize, this section shows that while for a fixed-
length code, the random coding bound results in O(log log(n))
scaling for the minimum rate, for the variable-length codes,
the minimal rate is independent of n. This is surprising as it
implies that even as n grows to infinity, there exists an O(k)
feedback scheme that results in no collision. Interestingly, the
proof of the variable-length code case shows that the way to
achieve this is to take → 0, which implies T ∗(n, k, )→∞.
In other words, to minimize the output entropy, it is better to
use families of large size T so as to give more flexibility to the
encoder in order to produce a more skewed output distribution.
This is in contrast to the fixed-length case where T is to be
minimized and  should be taken to 1.
7IV. CONVERSE FOR MINIMUM FEEDBACK RATE FOR b = k
We now present converse results showing that a feedback
code for scheduling k out of n users in k slots must have a
minimum rate with at least a linear scaling in k for both the
variable and fixed-rate case and a double-logarithmic scaling
in n for the fixed-rate case. The first result is a simple volume
bound; it is known in, e.g., [12] for the case of fixed-length
codes. This argument can be extended to the variable-length
case by considering the volume bound as a constraint on the
distribution of f(A).
Theorem 3. Let T ∗ be the smallest integer such that there
exists a family of k-partitions X(1), . . . ,X(T
∗) that satisfy
condition (13). We have that the minimum rate of the fixed-
length code R∗f (n, k) , log(T ∗) must be bounded below as
R∗f (n, k) ≥ k log (e)− log
(
nk
nk
)
− 1
2
log (2pik)− log (e)
12k
.
(49)
Thus, in the fixed-length code case, scheduling k out of a total
of n users into k slots in a massive random access scenario
with no collision requires a feedback rate that scales at least
as log(e) bits per active user when k  n.
Proof. The number of activity patterns covered by a partition
is maximized when the sizes of the subsets of the partition
take integer values surrounding nk . In particular, we can show
that∣∣∣C(X(t))∣∣∣ ≤ ⌈n
k
⌉n mod k ⌊n
k
⌋k−(n mod k)
≤
(n
k
)k
.
(50)
Thus, in order to cover all the activity patterns, i.e., to satisfy
condition (13), we must have
T ∗ ≥
(
n
k
)(
n
k
)k . (51)
This bound is not necessarily tight, because the covering sets
C
(
X(t)
)
are not necessarily disjoint, but it already provides
the desired linear scaling bound. If we use the upper bound
k! <
√
2pikk+
1
2 e−ke
1
12k , we get (49).
The second term in (49) is close to zero in the regime of
interest (i.e., n k). Thus, the minimum feedback rate must
scale at least linearly in k in this regime.
Theorem 4. Let A be uniformly distributed over all activ-
ity patterns in
(
[n]
k
)
. Let f∗ be an encoder that minimizes
H (f (A)), where f satisfies (14) for some family of k-
partitions that satisfies (13). We have that the minimum rate
the variable-length code R∗v(n, k) , H (f∗ (A)) must satisfy
R∗v(n, k) ≥
(
1− n
kk!
nkkk
)(
k log(e)− 1
2
log (2pik)
− log(e)
12k
)
− log
(
nk
nk
)
. (52)
Thus, in the variable-length code case, scheduling k users
out of a total of n users chosen from a uniformly distributed
activity pattern into k slots in a massive random access
scenario with no collision requires an average rate that scales
at least as log(e) bits per active user when k  n for
reasonably large k.
Proof. Let v(n, k) be the largest fraction of activity patterns
which can be covered by a single partition in the range space
of f∗ (A). As shown in the proof of Theorem 3, we must have
v(n, k) ≤
(
n
k
)k(
n
k
) . (53)
Let p∗(t) = Pr (f∗ (A) = t). Fix a partition t and suppose
that A is uniformly distributed. Since at most v(n, k) fraction
of activity patterns have the possibility of being mapped to t,
we must have p∗(t) ≤ v(n, k) ∀t. Thus, the optimal value of
H (f∗ (A)) is bounded below by the solution to
min
p(t)
H(p(t))
s.t. p(t) ≤ v(n, k) ∀t
(54)
To find the solution to (54), we show the following fact.
Suppose that for ti, tj ∈ [T ], we have p(tj) + p(ti) = c. Let
p(ti) = x, and let ∆H(x) = −x log(x)− (c−x) log(c−x) be
the contribution of these two terms to the overall entropy. Since
∆H(x) is strictly concave on its domain [0,min (c, v(n, k))],
the x that minimizes entropy over p(ti) and p(tj) must take
value on the boundary, i.e., if c ≤ v(n, k), the minimum
occurs when p(ti) = 0 and p(tj) = c, or vice versa; if
v(n, k) > c, the minimum value occurs when p(ti) = v(n, k)
and p(tj) = c−v(n, k) or vice versa. This optimality condition
implies that the optimal solution to (54) is
p¯(t) =

v(n, k) t ∈ {1, . . . , ⌊v(n, k)−1⌋}
1− v(n, k) ⌊v(n, k)−1⌋ t = 1 + ⌊v(n, k)−1⌋
0 else.
(55)
The entropy of this distribution must satisfy
H(p¯) ≥ −v(n, k) ⌊v(n, k)−1⌋ log (v(n, k)) (56)
≥ (1− v(n, k)) log (v(n, k)−1) (57)
where in (56) we have ignored the term due to t = 1 +⌊
v(n, k)−1
⌋
to get a lower bound, and in (57) we have
bounded
⌊
v(n, k)−1
⌋
by v(n, k)−1 − 1. By substituting the
upper bound on v(n, k) from (53), we establish that
H(p¯) ≥ (1− v(n, k)) log (v(n, k)−1) (58)
≥
(
1− n
kk!
nkkk
)
log
(
kk
k!
)
− log
(
nk
nk
)
. (59)
Finally, using k! <
√
2pikk+
1
2 e−ke
1
12k and noting that
R∗v(n, k) = H(p
∗) ≥ H(p¯) give (52) as desired.
With this result, we now have both upper and lower bounds
on R∗v(n, k). It is instructive to examine these bounds in the
limit for fixed k as n → ∞. The unsimplified forms of the
upper bound (46) combined with (47) and the lower bound
(59) with n
k
nk
→ 1 as n→∞ reveal that
log
(
kk
k!
)
+log(e) ≥ lim
n→∞R
∗
v(n, k) ≥
(
1− k!
kk
)
log
(
kk
k!
)
.
(60)
8Both bounds scale as k log(e). For large k, the difference
between the two bounds is an extra log(e) term, placing a
fairly tight bound on the minimal average feedback rate. It
should be noted that the lower bound requires the assumption
of a uniform activity pattern. Thus in general, a lower average
rate may be achievable if the user activities are non-uniform.
Finally, we present a lower bound on R∗f (n, k) which says
that the rate must have at least an O(log log(n)) scaling.
Theorem 5. The minimum size T ∗ of a family of partitions
X(1), . . . ,X(T
∗) that satisfies condition (13) must have a rate
R∗f (n, k) , log(T ∗) bounded below by
R∗f (n, k) ≥ log log
(
n
k − 1
)
+ log(k)− 1. (61)
Thus, in the fixed-length code case, scheduling k out of a total
of n users over k slots in a massive random access scenario
with no collision requires a feedback rate that scales at least
double logarithmically in n for fixed k.
Proof. Consider the first partition. We seek to bound the
number of activity patterns that this first partition cannot cover
by noting that
C
(
X(1)
)⋂([n]−X(1)j
k
)
= ∅, j = 1, . . . , k, (62)
i.e, X(1) cannot cover an activity pattern which has all its
elements drawn from [n]−X(1)j . Since the partition must have
at least one subset X(t)j of size at most
⌊
n
k
⌋
, it must be that
X(1) cannot have covered any activity patterns whose elements
are exclusively drawn from a set of indices of size m1 (n, k),
where
m1(n, k) ≥ n−
⌊n
k
⌋
≥ n
(
1− 1
k
)
. (63)
Now take the second partition, and consider how many of
the above activity patterns are still not covered by the second
partition. By the same logic, since the second partition cannot
cover any activity patterns drawn from an index set with
indices from one of the subsets of the partition removed, and
when restricted to the set of indices of size m1(n, k), there
is at least one subset which overlaps with at most
(
1− 1k
)
portion of m1(n, k) indices, we conclude that all the activity
patterns whose elements are drawn from an index set of size
m2(n, k), where
m2(n, k) ≥ n
(
1− 1
k
)2
, (64)
cannot possibly be covered by either the first partition or the
second partition. Continuing for T partitions, the only way
that the remaining indices cannot support any activity patterns
is for mT (n, k) ≤ k−1. This gives us the following necessary
condition on T :
n
(
1− 1
k
)T
≤ k − 1. (65)
Since T ∗ must be greater than or equal to any T that satisfies
the above, by taking the logarithm of the above, we have
T ∗ ≥ log(n)− log(k − 1)
log(k)− log(k − 1) . (66)
In terms of rate, by taking the logarithm again and by noting
that − log (1− 1k) ≤ 2k for k > 1, we get the desired result,
R∗f (k, n) ≥ log log
(
n
k − 1
)
+ log(k)− 1. (67)
Thus for fixed k, the minimum feedback rate for zero collision
must scale at least double logarithmically in n.
Note that in the context of hypergraph covering described
in Section VII, (66) can be interpreted as Snir’s bound [11].
V. FEEDBACK RATE FOR b > k
We have so far discussed the case where the number of
scheduling slots b is equal to the number of users k. When
b > k, collision-free scheduling becomes easier, so we would
expect the minimum required feedback rate to be lower as
compared to the b = k case. Indeed when the number of
transmission slots is equal to n, each of the n potential users
can be assigned a unique slot, so no feedback is required
to prevent collision. Larger b, of course, leads to waste of
transmission resources. Smaller b, such as b = k, wastes
no slots, but requires larger feedback rate in order to avoid
collision. In this section, we study the trade-off between b and
the minimum feedback rate, when k < b < n.
To characterize the minimum feedback rate to ensure
collision-free scheduling for the b > k case, we extend
the results of the previous sections. These extensions are
straightforward, with the exception of Theorem 5, where the
previous proof relies on the fact that there are exactly k
slots. We defer this case to Theorem 15, which extends the
log log(n) scaling result to the case of b ≥ k. The proofs of the
extensions of the other bounds are included in the appendix.
Note that these bounds are presented in simplified forms which
are similar to the bounds of the previous sections, but due to
the approximations used, they do not coincide with previous
results in the b = k case.
Theorem 6. Let T ∗ be the smallest integer such that there
exists a family of b-partitionsX(1), . . . ,X(T
∗) that satisfies the
condition (13) for the b > k case. We have that R∗f (n, b, k) ,
log(T ∗) must be upper bounded as
R∗f (n, b, k) ≤ k log(e) + log
(
ln
(n
k
)
+ 1
)
+ (b− k) log
(
1− k
b
)
+ log(k) + 1. (68)
Theorem 7. Let A represent random user activity patterns
drawn according to some distribution over
(
[n]
k
)
. Let f∗ be
an encoder that minimizes H (f(A)) while satisfying (14) in
the b > k case for some family of b-partitions that satisfies
(13). We have that R∗v(n, b, k) , H (f∗(A)) must be upper
bounded as
R∗v(n, b, k) ≤ (k+ 1) log(e) + (b− k) log
(
1− k
b
)
+ 1.
(69)
Theorem 8. Let T ∗ be the smallest integer such that there
exists a family of b-partitions X(1), . . . ,X(T
∗) that satisfies
9condition (13) for the b > k case. We have that R∗f (n, b, k) ,
log(T ∗) must be bounded below as
R∗f (n, b, k) ≥ k log(e)
− log
(
nk
nk
)
+
(
b− k + 1
2
)
log
(
1− k
b
)
. (70)
Theorem 9. Let A be uniformly distributed over all activ-
ity patterns in
(
[n]
k
)
. Let f∗ be an encoder that minimizes
H (f (A)), while satisfying (14) for the b > k case for
some family of b-partitions that satisfies (13). We have that
R∗v(n, b, k) , H (f∗ (A)) must be bounded below as
R∗v(n, b, k) ≥
(
1− n
kbk
nkbk
)(
k log(e)
+
(
b− k + 1
2
)
log
(
1− k
b
))
− log
(
nk
nk
)
. (71)
Comparing these bounds to the bounds of Theorems 1 – 4,
they all still have the same leading k log(e) term, but these
new bounds also have a term similar to (b − k) log (1− kb )
which decreases the required feedback rate for b > k. Using
the achievable rate of the fixed-length case (68) as an example,
suppose b = βk for some β > 1, the reduction in feedback
rate is
(b− k) log
(
1− k
b
)
= −k · (β − 1) log
(
β
β − 1
)
︸ ︷︷ ︸
,c
. (72)
It can be verified that c < log(e), and c → log(e), as β →
∞. Thus, comparing (68) with (27), the minimum feedback
needed to schedule k active users in b slots without collision
is reduced from essentially log(e) bits per user for the case of
b = k to
log(e)− c
bits per user for b > k. For example, if β = 2, then c = 1.
We save 1 bit per active user.
In Fig. 1, the fixed-length achievabililty and converse
bounds are plotted for n = 106 and k = 1000. (The bounds
for the variable-length code are omitted in the plot, because
in this regime they are very close to the fixed-length bounds.)
At b = 1000, the minimum feedback rate needed to ensure
collision-free scheduling is about 1457 bits, which is close to
log(e) bits per user. If b is increased to 2000, the amount of
feedback required is reduced to 457 bits, a reduction of 1 bit
per active user. Increasing b further reduces the feedback rate
even more, although eventually there is diminished return. In
the context of the three-phase massive random access scheme,
this means that the duration of the second phase where the
BS uses the feedback message to schedule the users can be
reduced at the expense of additional slots in the third phase.
Note that the naive feedback scheme of using k log(n) bits
would require the order of 20,000 bits, which is significantly
larger than 1457 bits needed for the optimal scheme for the
b = k case.
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Fig. 1. Trade-off between the number of slots b and the minimum collision-
free feedback rate for n = 106 and k = 1000.
VI. FEEDBACK RATE FOR b < k
In the previous sections we have analyzed the amount of
feedback a BS must provide in order to schedule k active users
into b ≥ k slots in a collision-free manner. In this section, we
consider the case where only b < k slots are available. Clearly,
multiple active users must now be scheduled in the same slot,
but if the BS receiver can tolerate up to m users in each slot
in the subsequent data transmission phase (e.g., by using a
multiuser detector), we can define a similar “collision”-free
condition. Let m > 1 be an integer such that
(m− 1)b < k ≤ mb. (73)
Our goal becomes to construct a feedback code such that no
more than m users are scheduled in any single slot. Toward this
end, we need to first modify the definition of partition covering
C
(
X
)
in the collision-free condition (13) to the following:
C
(
X,m
)
={
A
∣∣∣∣|A ∩Xi| ≤ m,A ∈ ([n]k
)
, i = 1, . . . , b
}
. (74)
Under this definition, an activity pattern is covered if no more
than m active user indices occupy each subset of the partition.
Naturally the zero-error condition becomes
T⋃
i=1
C
(
X(i),m
)
=
(
[n]
k
)
, (75)
and a collision-free encoder should satisfy
f(A) = t s.t. A ∈ C
(
X(t),m
)
. (76)
Using these definitions and forming arguments similar to the
case of b = k, we can establish upper and lower bounds on
the minimum average feedback rate such that no more than m
of the k active users access each of the b transmission slots.
The theorems below establish bounds on the minimum rate for
both the fixed-length and variable-length codes. Proofs can be
found in the appendix.
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Theorem 10. Let T ∗ be the smallest integer such that there
exists a family of b-partitions X(1), . . . ,X(T
∗) that satisfies
the condition (75) with k ≤ mb for some fixed m ≥ 1. We
have that R∗f (n, k,m) , log(T ∗) must be upper bounded as
R∗f (n, k,m) ≤
k
m
(
1
2
log (2pim) +
log(e)
12m
)
+ log
(
ln
(n
k
)
+ 1
)
. (77)
Theorem 11. Let A represent random user activity patterns,
drawn according to some distribution over
(
[n]
k
)
. Let f∗ be an
encoder that minimizes H (f(A)), while satisfying (76) with
k ≤ mb and fixed m ≥ 1 for some family of b-partitions that
satisfies (75). We have that R∗v(n, k.m) , H (f∗ (A)) must be
upper bounded as
R∗v(n, k,m) ≤
k + 1
m
(
1
2
log(2pim) +
log(e)
12m
)
. (78)
Theorem 12. Let T ∗ be the smallest integer such that there
exists a family of b-partitions X(1), . . . ,X(T
∗) that satisfies
(75) for all k ≤ mb with fixed m ≥ 1. The minimum rate of
the fixed-length code R∗f (n, k,m) , log(T ∗) must be bounded
below as
R∗f (n, k,m) ≥
k
m
(
1
2
log (2pim) +
log(e)
12m+ 1
)
− 1
2
log (2pik)− log(e)
12k
− log (γ (n′, k,m)) , (79)
where n′ =
⌊
n
k
⌋
k, and γ(n′, k,m) =
∏m
l=1
(n′−lb)b
(n′−lb)b , which
goes to 1 as n goes to infinity.
Theorem 13. Let A be uniformly distributed over all activ-
ity patterns in
(
[n]
k
)
. Let f∗ be an encoder that minimizes
H (f(A)), while satisfying (76) for all k ≤ mb with fixed
m ≥ 1 for some family of b-partitions that satisfies (75). We
have that R∗v(n, k,m) , H (f∗ (A)) must be bounded below
as
R∗v(n, k,m) ≥
(
1− γ(n′, k,m) k!
bk(m!)b
)
·
(
k
m
(
1
2
log (2pim) +
log(e)
12m+ 1
))
− 1
2
log (2pik)− log(e)
12k
− log(γ (n′, k,m)) (80)
where n′ =
⌊
n
k
⌋
k, and γ(n′, k,m) =
∏m
l=1
(n′−lb)b
(n′−lb)b , which
goes to 1 as n goes to infinity.
Theorem 14. Let T ∗ be the smallest integer such that there
exists a family of b-partitions X(1), . . . ,X(T
∗) that satisfies
condition (75) with k ≤ mb with fixed m. We have that
R∗f (n, k,m) , log(T ∗) must be bounded below as
R∗f (n, k,m) ≥ log log
(
n
k − 1
)
+ log(b)− 1. (81)
Note that these bounds do not exactly coincide with bounds
for b = k when m = 1, as they appear to have different
linear scaling coefficients in k. But the difference is small.
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Fig. 2. The minimum feedback rate needed to schedule k = 1000 active users
out of n = 106 potential users into b slots with no more than m = d k
b
e
users in each slot using a fixed-length feedback code. Markers are placed at
points where k
b
is an integer. Lines connecting the markers are interpolated
bounds based on Theorems 10 and 12.
For achievability, the coefficient 12 log(2pi) +
log(e)
12 differs
from log(e) by about ∼ 0.003. This minor difference can be
attributed to the differing approximations of the factorial terms.
Fig. 2 shows that the amount of feedback required to
schedule k users into b = k/m slots with m users per slot
decreases as m increases and b decreases. This is because
when b is smaller, less information is needed to specify
which slot each user should be scheduled in. As the theorems
above show, if m is large, the saving is about a factor of
O(log(m)/m) for each user.
This way of scheduling multiple users into the same
scheduling slot is not without practical concerns, however.
When each user is given their own slot, the BS can easily
determine which user sent which message. However, if m
users transmit their payload in the same slot, even if the BS
can decode the payloads of the m users, without additional
identifying information embedded in the payload, the BS
would be unable match users to their payloads. For the set-
partition based feedback scheduling scheme, because the users
do not know which other users are active and which slots the
other active users are being scheduled into, it may take up to
O (log (n/b)) additional bits per user for the active users to
identify themselves, in effect shifting the O(log(n)) saving in
the feedback stage to the payload. For this reason, the feedback
scheme discussed here for the m > 1 case serves mostly as
an interesting theoretical extension of the previous analysis for
the case of b ≥ k.
VII. HYPERGRAPHS AND PERFECT HASHING FAMILIES
The minimum set-partition problem turns out to be closely
connected to the problem of finding an edge covering of a
complete k-uniform hypergraph with a set of complete b-
partite subgraphs, and also the problem of finding a family
of perfect hashing functions. These connections allow us to
leverage existing results in combinatorics for even tighter
bounds and for explicit feedback code constructions.
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Consider a k-uniform complete hypergraph A = (V,E)
with V = [n] and E =
(
[n]
k
)
. We can interpret the partition
defined in Section II as a b-partite complete subgraph of
this hypergraph with edge set C
(
X
)
. Then, the question of
whether every edge of a hypergraph A is covered by a set of
T complete b-partite subgraphs can be interpreted as precisely
the condition (13). Thus, finding a family of complete b-
partite subgraphs of A that covers A is equivalent to the
minimum set-partition problem described earlier. The concept
of graph entropy has been used to establish lower bounds on
the minimum T ∗ required for edge covering [14].
The perfect hashing family problem goes back at least to
[15]. A fundamental work in this area is by Fredman and
Komlo´s [12]. An (n, b, k)-family of perfect hash functions is
a family of functions from [n] → [b] for n ≥ b ≥ k such
that for every A ⊂ [n], |A| = k, there exists a function
in the family that is injective on A. An (n, k)-family of
minimal perfect hash functions is an (n, b, k)-family of perfect
hash functions where b = k. We can view the decoding
functions (2) as a family of T functions from [n] 7→ [b], if we
swap the argument and the subscript. With this interpretation,
the decoding functions in this paper are nothing more than
an (n, b, k)-family of minimal perfect hash functions. The
fundamental result in minimal perfect hash functions is:
Theorem 15 (Fredman and Komlo´s [12], Ko¨rner and Mar-
ton [16] [17]). The minimal number of functions T ∗ in an
(n, b, k)-family of perfect hash functions is given by:
log n
min1≤s≤k−1 g(b, s) log b−s+1k−s
. T ∗ . (k − 1) log n
log 11−g(b,k)
(82)
where g(b, k) =
∏k−1
j=0
(
1− jb
)
.
The notation P (n) . Q(n) means P (n) ≤ (1+o(1))Q(n),
where the o(1) term tends to zero as n tends to infinity for
fixed b, k. The upper bound in Theorem 15 is derived using a
similar argument as in Theorems 1 and 6. Ko¨rner’s proof of
the lower bound draws heavily from the theory of the entropy
of graphs. Nilli [18] later showed that it is possible to arrive at
the same result with a simple probabilistic argument. For the
case of b = k > 3, the above lower bound can be simplified
by setting s = k− 1 in the minimization, (which corresponds
to the bound in Fredman and Komlo´s [12]). The simplified
lower bound can be shown to have an Ω (log log (n)) scaling
term as well as a linear term in k when expressed in term
of rate, thus it essentially combines the more elementary
results on R∗f (n, k) from Theorems 3 and 5 and the results
on R∗f (n, b, k) from Theorem 8 into a single bound. Note that
perfect hashing families are also connected to a related, albeit
different, random-access problem [19]–[21].
VIII. PRACTICAL CODES VIA PERFECT HASHING
As perfect hash families can be used to specify encoding
and decoding functions for collision-free feedback for massive
random access, we can leverage significant research in the
perfect hashing literature to design feedback scheduling codes.
The primary focus of perfect hashing research has been
developing practical hash families and functions for storage
applications. These practical hashing families are evaluated
based on the criteria of storage space, query complexity and
build complexity. Storage space is the average amount of in-
formation required to indicate which function from the family
is collision-free on a specified set of keys. Query complexity
is the computational complexity required to evaluate the hash
function. Build complexity (or build time) is the computational
complexity of finding a function within the family which
results in no collisions. These criteria are also important in
the context of massive random access; they correspond to
feedback rate, decoding complexity and encoding complexity
respectively of the feedback scheduling code.
To the best of authors’ knowledge, there are no known
practical perfect hashing schemes that approach the random
coding achievability bound in average rate while maintaining
a sub-exponential build time in k. In term of rate, in the
perfect hashing literature, it is often assumed that the total
number of keys, n, is such that log(n)  k. This means
that both the achievability and converse bounds for both the
fixed- and the variable-length cases are O(k). Due to this,
the metric used for storage space is “bits per key”, which is
the coefficient of linear scaling in k. For the case of b = k
the best known construction with non-exponential build time
is the boolean satisfiability (SAT) based method presented in
[22] which has an average storage space of 1.83k, as opposed
to the log(e)k ≈ 1.44k scaling shown to be achievable by
Theorem 1. This implementation has both a build time of less
than 1 second and a query time in the hundreds of nanoseconds
for k = 216 in modern hardware, making it suitable for low-
latency applications.
The achievability bounds of this paper show that source
coding can significantly reduce the average rate required for
collision-free feedback in some regimes of n and k. There
are several practical hash family schemes which make use
of this fact to reduce their average rate. For example the
Compress-Hash-Displace (CHD) [23] algorithm takes what
would otherwise be an O(k log log(k)) algorithm in terms of
storage complexity and during the compress phase reduces the
memory requirement to O(k). Although the coefficient of the
linear scaling of the overall algorithm is 2.07 for the case
of b = k, which is higher than the optimal log(e)k ≈ 1.44k
scaling as in Theorem 2, the CHD algorithm has the advantage
that it can be adapted to other values of b, the results of which
are presented in Table I. These practical schemes can provide
considerable feedback rate saving if used for scheduling in the
massive random access context.
IX. CONCLUSIONS
This paper considers the problem of finding minimum-rate
feedback strategies for scheduling k out of n users in a massive
random access scenario. Both the cases of fixed and variable-
length feedback codes are considered. For the fixed-length
case, the main contributions of this paper are the formulation
of this problem as a set-partition problem and in showing
the connection of this problem to the perfect hash function
problem. By forming this connection, we establish that the
optimal feedback strategy must have a rate that scales linearly
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TABLE I
LINEAR SCALING FACTORS OF HASHING ALGORITHMS
Method Bits Per Key Load Factor
Random Coding 1.44
b = kSAT 1.83
CHD 2.07
Random Coding 0.89
b = 1.23kCHD 1.40
Random Coding 0.44
b = 2kCHD 0.69
in k with an additive double logarithmic term in n. For the
variable-length code case, we present a novel proof which
shows the existence of a collision-free feedback code with
an average rate which depends only linearly in k and has no
dependence on n. The linear scaling factor in both cases is
log(e) bits (or 1 nat).
This paper also extends the results to when b ≥ k slots are
available and to the case when b = km slots are available and
no more than m users can be scheduled per slot. In both cases,
the minimum feedback rate is shown to scale linearly in k but
with a smaller scaling factor, plus a double logarithmic term
in n for the fixed-length case.
In conclusion, the minimum number of feedback bits needed
for collision-free scheduling for massive random access is
essentially log(e) bits (or 1 nat) per active user for the b = k
case and smaller for b > k or b < k cases. This theoretical
limit is much lower than the naive feedback scheme that
requires log(n) bits per active user. Practical codes toward this
limit has been devised in the perfect hashing literature, and can
be used to scheduling in massive random access applications.
APPENDIX
A. Proof of Theorem 6
Fix some A ∈ ([n]k ). If we choose a b-partition at random,
the probability that A is covered by C
(
X
)
can be written as
Pr
(
A ∈ C (X)) = bk
bk
, p. (83)
By Lemma 1, we have (25). Making the substitution of p = b
k
bk
and taking the logarithm of both sides yield
T ∗(n, k, ) ≤ ln
(
1

(
n
k
))(
bk
bk
)
. (84)
This means that there is an achievable rate R that satisfies
R ≥ log
(
ln
((
n
k
))
bk
bk
)
. (85)
Noting that
(
n
k
)
< n
k
k! , we have
R ≥ k log(b)− log (bk)+ log(ln(nk
k!
))
. (86)
Using the fact that
√
2pixx+
1
2 e−x < x! <
√
2pixx+
1
2 e−xe
1
12x
for all positive integers, we show that for b > k:
bk =
b!
(b− k)! (87)
>
√
2pibb+
1
2 e−b√
2pi(b− k)b−k+ 12 e−(b−k)e 112(b−k)
(88)
> e−kbb+
1
2 (b− k)−b+k− 12 e− 112(b−k) (89)
> e−kbk
(
1− k
b
)−b+k− 12
e−
1
12(b−k) . (90)
Now taking the logarithm and noting that − 12 log
(
1− kb
)
> 0
and − log(e)12(b−k) > −1 since b > k, we find
log
(
bk
)
> −k log(e) + k log(b)
+ (−b+ k) log
(
1− k
b
)
− 1. (91)
Together with (86), this implies the existence of a collision-
free feedback code with rate
R > k log(e) + log
(
ln
(n
k
)
+ 1
)
+ (b− k) log
(
1− k
b
)
+ 1. (92)
Since any achievable rate must be greater than or equal to the
minimal rate, the minimal rate must satisfy (68).
B. Proof of Theorem 7
This main difference in the case of b > k slots is that we
have
Pr
(
A ∈ C
(
X(t)
))
=
bk
bk
. (93)
Just as in the case of b = k, we use the entropy of a geometric
distribution to bound the entropy of the minimum-entropy
greedy encoder H
(
fB∗ (A)
)
. The parameter of the geometric
distribution is b
k
bk
, thus
H
(
fB∗ (A)
) ≤ − 1
1− 
(
log
(
bk
bk
)
+
(
bk
bk
− 1
)
log
(
1− b
k
bk
))
. (94)
Using (91) and noting that − ( 1x − 1) log (1− x) <
log(e),∀x ∈ (0, 1), this expression becomes
H
(
fB∗ (A)
) ≤
1
1− 
(
k log(e) + (b− k) log
(
1− k
b
)
+ 1 + log(e)
)
.
(95)
Following the same logic as the proof of Theorem 2, this
shows that the rate on the right hand side of the above
expression is achievable. Finally, since  can be arbitrary,
taking → 0 completes the proof of (69).
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C. Proof of Theorem 8
The maximum number of activity patterns which can be
covered by a single partition is attained when there are an
equal number of indices in each subset, or as close to this
as possible, given that the number of elements in each subset
must be an integer value. This implies that∣∣∣C(X(t))∣∣∣ ≤ (b
k
)(n
b
)k
. (96)
Thus, since all partitions must be covered, T ∗ must satisfy
T ∗ ≥
(
n
k
)(
b
k
) (
n
b
)k = (bkbk
)(
nk
nk
)
. (97)
Taking the logarithm and writing in terms of rate, we have
R∗f (n, b, k) ≥ k log(b)− log
(
bk
)− log(nk
nk
)
. (98)
Next, note that
√
2pixx+
1
2 e−xe
1
12x+1 < x! <√
2pixx+
1
2 e−xe
1
12x for all positive integers x. This shows that
for all b > k,
bk =
b!
(b− k)! (99)
<
√
2pibb+
1
2 e−be
1
12b
√
2pi(b− k)(b−k+ 12 )e−(b−k)e 112(b−k)
(100)
< e−kbk
(
1− k
b
)(b−k+ 12 )
e
1
12b− 112(b−k) (101)
< e−kbk
(
1− k
b
)(b−k+ 12 )
. (102)
Thus,
R∗f (n, b, k) ≥ k log(e) +
(
b− k + 1
2
)
log
(
1− k
b
)
− log
(
nk
nk
)
, (103)
which completes the proof.
D. Proof of Theorem 9
The same general volume bound from the case of b = k in
Theorem 4 applies in this case:
R∗v(n, b, k) ≥ (1− v(n, b, k)) log
(
v(n, b, k)−1
)
. (104)
For the case of b ≥ k, however, the volume depends on b.
Specifically, the volume satisfies
v(n, b, k) ≤
(
bk
bk
)(
nk
nk
)
. (105)
By substituting this volume expression into (104), we have
R∗v(n, b, k) ≥
(
1− n
kbk
nkbk
)
log
(
nkbk
nkbk
)
(106)
≥
(
1− n
kbk
nkbk
)
log
(
bk
bk
)
− log
(
nk
nk
)
.(107)
Finally, using (102) to bound log
(
bk
bk
)
, we have
R∗v(n, b, k) ≥(
1− n
kbk
nkbk
)(
k log(e) +
(
b− k + 1
2
)
log
(
1− k
b
))
− log
(
nk
nk
)
, (108)
thus completing the proof.
E. Proof of Theorem 10
Fix some A ∈ ([n]k ). We show achievability for k = mb.
The same coding scheme works equally for all k ≤ mb. Let a
b-partition X be chosen at random. We wish to determine the
probability
Pr
(
A ∈ C (X,m)) , p. (109)
There are a total of bk ways that the k elements of A can be
distributed across the b subsets that define X. The number of
ways that the k elements of A can be distributed among the
b subsets of X such that |A ∩Xi| = m for i = 1, . . . , b is(
mb
m
)(
m(b− 1)
m
)
· · ·
(
m
m
)
=
k!
(m!)
b
. (110)
Therefore, we have
p =
k!
bk (m!)
b
. (111)
The rest of the proof follows the same logic as the proof of
Theorem 1. From (25), we see that a random family of T
partitions, where T satisfies
T ≥ ln
(
1

(
n
k
))(
bk (m!)
b
k!
)
, (112)
has a probability of at least 1 −  of satisfying (75). As the
minimum number of partitions T ∗ satisfying (75) must be less
than or equal to any achievable T , we have
T ∗ ≤ ln
((
n
k
))(
bk (m!)
b
k!
)
. (113)
Taking the logarithm, we find that the R∗f (n, k,m) must satisfy
R∗f (n, k,m) ≤ log
(
bk(m!)b
k!
)
+ log
(
ln
(
n
k
))
. (114)
The first term in the above expression can be bounded by
log
(
bk(m!)b
k!
)
≤ k log
( e
m
)
+
k
m
log (m!) (115)
≤ k
m
(
1
2
log (2pim) +
log(e)
12m
)
, (116)
where we have used the fact that k! > kke−k for k ≥ 1 in the
first inequality and m! <
√
2pimm+
1
2 e−me
1
12m for m ≥ 1 in
the second inequality. Finally, noting that
(
n
k
) ≤ nkk! , we have
R∗f (n, k,m) ≤
k
m
(
1
2
log (2pim) +
log(e)
12m
)
+ log
(
ln
(n
k
)
+ 1
)
, (117)
which completes the proof.
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F. Proof of Theorem 11
Fix some A ∈ ([n]k ). We show achievability for k = mb.
The same coding scheme works equally for all k ≤ mb. The
main difference in this proof, as compared to the case of b = k
in Theorem 2, is that
Pr
(
A ∈ C (X,m)) = k!
(m!)bbk
, p. (118)
Following the same logic as in the proof of Theorem 2, we can
use the entropy of a geometric distribution with parameter p
to bound the entropy of the minimum-entropy greedy encoder
H
(
fB∗ (A)
)
. This results in the bound
H
(
fB∗ (A)
) ≤ − 1
1− 
(
log
(
k!
(m!)bbk
)
+
(
(m!)bbk
k!
− 1
)
log
(
1− k!
bk(m!)b
)
. (119)
Using (116) and noting that(
(m!)bbk
k!
− 1
)
log
(
1− k!
bk(m!)b
)
≤(
1
2
log (2pim) +
log(e)
12m
)
, (120)
we find that
H
(
fB∗ (A)
) ≤ 1
1−  ·
k + 1
m
(
1
2
log(2pim) +
log(e)
12m
)
.
(121)
Finally, since R∗v(n, k,m), which is the minimal entropy over
all collision-free encoders, must be less than H
(
fB∗ (A)
)
and
 can be arbitrary, taking → 0 gives (78).
G. Proof of Theorem 12
We seek a lower bound on T ∗, the minimum number of b-
partitions of [n] required to satisfy (75) for all k ≤ mb. We do
this by finding some T for which a family of T b-partitions
cannot satisfy (75) for k = mb. Note that R∗f (n, k,m) is a
nondecreasing function of n. To this end, define n′ =
⌊
n
k
⌋
k
so that we can bound R∗f (n, k,m) below by R
∗
f (n
′, k,m).
The number of activity patterns covered by a b-partition of
[n′] is maximized when the number of elements in each subset
is equal. In this case, we have the bound:
∣∣C (X,m)∣∣ ≤ (n′b
m
)b
. (122)
Thus, in order to cover all activity patterns, we must have
T ∗ ≥
(
n′
k
)
(n′
b
m
)b . (123)
This is equivalent to
T ∗ ≥ b
k (m!)
b
k!
(n′)k
(n′ (n′ − b) · · · (n′ − (m− 1) b))b
. (124)
Taking the logarithm, we find that
R∗f (n
′, k,m) ≥ log
(
bk (m!)
b
k!
)
− log (γ (n′, k,m)) , (125)
where we have defined γ(n′, k,m) ,
∏m
l=1
(n′−lb)b
(n′−lb)b . Then,
using the fact that m! >
√
2pimm+
1
2 e−me
1
12m+1 , and that k! <√
2pikk+
1
2 e−ke
1
12k , we have the following bound:
log
(
bk (m!)
b
k!
)
≥ k
m
(
1
2
log (2pim) +
log(e)
12m+ 1
)
− 1
2
log (2pik)− log(e)
12k
. (126)
This allows us to bound the minimum rate as
R∗f (n
′, k,m) ≥ k
m
(
1
2
log (2pim) +
log(e)
12m+ 1
)
− 1
2
log (2pik)− log(e)
12k
− log (γ (n′, k,m)) . (127)
Finally, noting that R∗f (n, k,m) ≥ R∗f (n′, k,m) completes the
proof. Note that γ(n′, k,m) goes to 1 as n→∞ for fixed k
and m, because
lim
n→∞
(n′ − lb)b
(n′ − lb)b
= 1, (128)
for each l = 0, . . . ,m− 1.
H. Proof of Theorem 13
We seek to lower bound H (f∗(A)), where f∗ minimizes
the entropy of H(f(A)), while satisfying (76) for some family
of b-partitions that satisfies (75) for all k ≤ mb. To do this,
we find a necessary condition on the distribution of f(A) for
f to satisfy (76) for some family of b-partitions that satisfies
(75) for k = mb. We then find the minimum entropy H(f(A))
such that this condition is satisfied.
Note that R∗v(n, k,m) is a non-decreasing function of n.
To this end, we define n′ =
⌊
n
k
⌋
k and use it to bound
R∗v(n, k,m) below by R
∗
v(n
′, k,m). Let v(n′, k,m) be the
greatest fraction of activity patterns in
(
[n′]
k
)
that can be
covered by a single element in the range of f∗(A). In
particular, if k = mb then
v(n′, k,m) ≤
(n′
b
m
)b(
n′
k
) . (129)
Following the same logic as the proof of Theorem 4 for the
case where b = k, we find that
R∗v(n
′, k,m) ≥ (1− v(n′, k,m)) log (v(n′, k,m)−1) .
(130)
Substituting v(n′, k,m) from (129) into the above expression,
we find
R∗v(n
′, k,m) ≥
(
1− γ (n′, k,m) k!
bk(m!)b
)
log
(
bk(m!)b
k!
)
− log (γ (n′, k,m)) , (131)
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where we have defined γ(n′, k,m) ,
∏m
l=1
(n′−lb)b
(n′−lb)b . Using
(126), we arrive at
R∗v(n
′, k,m) ≥
(
1− γ(n′, k,m) k!
bk(m!)b
)
·
(
k
m
(
1
2
log (2pim) +
log(e)
12m+ 1
))
− 1
2
log (2pik)− log(e)
12k
− log (γ(n′, k,m)) . (132)
As in the proof of Theorem 12, we note γ(n′, k,m) goes to
1 as n→∞.
I. Proof of Theorem 14
The proof closely parallels the proof of Theorem 5 for
the case of b = k. There is at least one partition with
⌊
n
b
⌋
elements. Following the same exclusion argument, we find
n
(
1− m
k
)T
≤ k − 1. (133)
This gives us the following bound on T :
T ≥ log(n)− log(k − 1)− log (1− mk ) . (134)
Writing this in terms of rate and noting that − log (1− mk ) ≤
2m
k for k > m, we have
R∗f (n, k,m) ≥ log log
(
n
k − 1
)
+ log(b)− 1. (135)
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