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RÉSUMÉ
Un circuit arithmétique dont les entrées sont des entiers ou une variable x et dont les
portes calculent la somme ou le produit représente un polynôme univarié. On assimile la
complexité de représentation d’un polynôme par un circuit arithmétique au nombre de
portes multiplicatives minimal requis pour cette modélisation. Et l’on cherche à obtenir
une borne inférieure à cette complexité, et cela en fonction du degré d du polynôme.
A une chaîne additive pour d, correspond un circuit arithmétique pour le monôme de
degré d. La conjecture de Strassen prétend que le nombre minimal de portes multiplica-
tives requis pour représenter un polynôme de degré d est au moins la longueur minimale
d’une chaîne additive pour d. La conjecture de Strassen généralisée correspondrait à la
même proposition lorsque les portes du circuit arithmétique ont degré entrant g au lieu
de 2.
Le mémoire consiste d’une part en une généralisation du concept de chaînes addi-
tives, et une étude approfondie de leur construction. On s’y intéresse d’autre part aux
polynômes qui peuvent être représentés avec très peu de portes multiplicatives (les d-
gems). On combine enfin les deux études en lien avec la conjecture de Strassen. On
obtient en particulier de nouveaux cas de circuits vérifiant la conjecture.
Mots clés: Chaînes additives, Circuit arithmétique, Représentation de polynômes.
ABSTRACT
An arithmetic circuit with inputs among x and the integers which has product gates
and addition gates represents a univariate polynomial. We define the complexity of the
representation of a polynomial by an arithmetic circuit as the minimal number of product
gates required for this modelization. And we seek a lower bound to this complexity, with
respect to the degree d of the polynomial.
An addition chain for d corresponds to an arithmetic circuit computing the mono-
mial of degree d. Strassen’s conjecture states that the minimal number of product gates
required to represent a polynomial of degree d is at least the minimal length of an addi-
tion chain for d. The generalized Strassen conjecture corresponds to the same statement
where the indegree of the gates of the arithmetic circuit is g instead of 2.
The thesis consists, on the one hand, of the generalization of the concept of addition
chains, and a study of the subject. On the other hand, it is concerned with polynomials
which can be represented with very few product gates (d-gems). Both studies related to
Strassen’s conjecture are combined. In particular, we get new classes of circuits verifying
the conjecture.
Keywords: Addition chains, Arithmetic circuit, Representation of polynomials.
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NOTATION
Z {· · · ,−2,−1,0,1,2, · · ·}
N {1,2, · · ·}
A[x] l’ensemble des polynômes univariés de coefficients dans A
/0 ensemble vide
bxc plancher de x
dxe plafond de x
λg(n) blogg(n)c
µg(n) nombre d’éléments non nuls dans la représentation de n en base g
i racine carrée de −1, i=√−1
|n|i nombre d’occurences de "i" dans la représentation de n
lg(n) longueur minimale d’une g-chaîne additive pour n
lg(n)
∗ longueur minimale d’une g-chaîne additive étoile pour n(
a
b
)
combinaison de b parmi a
n= (m)b n s’écrit comme m en base b
a≡ b mod c c divise (a−b)
τ(n) nombre de diviseurs propres positifs de n
o(1) fonction f :N→R telle que f (n) tend vers 0 lorsque n tend vers l’infini
Z[w] où w= e
2ipi
n plus petit sous-anneau de C contenant Z et w
(dédicace)
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CHAPITRE 1
INTRODUCTION
1.1 La complexité algébrique du calcul
La complexité du calcul est l’étude des ressources (espace, temps, ...) nécessaires
au calcul, et de ce qui rend certaines fonctions difficiles à calculer. Elle peut être in-
dépendante des machines utilisées (fonctions récursives, lambda calcul, ...) ou basée sur
des modèles particuliers (machine de Turing, mémoire vive, ...) avec des contraintes de
temps et d’espace, mais alors les résultats obtenus dépendent plus des modèles de calcul
que des fonctions étudiées. Pourtant, la machine de Turing est souvent adoptée en tant
que référence, parce qu’elle est simple et capture, selon l’hypothèse de Church-Turing,
la notion de fonction calculable. Par contre, elle se révèle mal adaptée à la représenta-
tion d’objets algébriques comme les polynômes ou les matrices sur une structure infinie.
L’évaluation de déterminants de matrices et la représentation de polynômes relèvent de
la complexité de calcul dite "algébrique" (ou encore arithmétique), par opposé à des
problèmes non numériques comme le tri, la recherche... La complexité algébrique du
calcul est l’une de premières branches de la complexité du calcul à avoir été étudiée ;
Ostrowski en 1954 [Ost54] et Motzkin en 1955 [Mot69] ont obtenu des résultats de base
sur le nombre d’opérations requis pour représenter un polynôme. Ensuite, dans les an-
nées 1960, des résultats sur la complexité de fonctions itératives sont apparus, ainsi que
de nouvelles constatations sur l’évaluation polynomiale. Mais c’est surtout l’article de
Winograd en 1967 [Win67] qui a fait de la complexité algébrique du calcul un domaine
à entité à part [BM75]. L’une des contributions les plus étonnantes à ce domaine est
peut-être celle de Strassen qui en 1969 a montré que 7 multiplications suffisaient pour
effectuer le produit de deux matrices 2x2 [Str69].
En complexité du calcul algébrique, de nombreux modèles ont été étudiés, notamment
les arbres de décision algébriques où les noeuds sont des fonctions binaires en n variables
2entrées du circuit [BM75] et la machine de Blum-Shub-Smale, machine de Turing sur les
réels où une opération unitaire de la machine correspond à une opération de R (+,−,x)
et où les tests de la machine correspondent aux relations dans R (<,>,=) introduite en
[BSS89]. Les programmes de branchement arithmétiques (BPA) ont aussi été analysés ;
ce sont des graphes dirigés acycliques avec une seule racine et une seule source où les
arêtes sont partitionnées en niveaux, allant d’un niveau à celui qui lui est supérieur, et où
on assigne à chaque noeud une fonction linéaire. Le polynôme représenté par un BPA
est la somme sur tous les chemins de la racine à la source des produits des étiquettes des
noeuds [Raz05]. Mais le modèle auquel on s’intéressera est celui du circuit arithmétique,
modèle standard de représentation de polynômes.
Un circuit arithmétique sur un anneau F est un graphe acyclique dirigé avec une racine
tel que les noeuds de degré entrant 0 sont des variables x1, · · · ,xn ou des éléments de
F , les autres noeuds sont de degré entrant 2 et consistent en des portes +, − ou ∗, qui
effectuent la soustraction, l’addition ou la multiplication des deux polynômes entrants.
Le degré d’un circuit est le degré du polynôme obtenu à la racine du circuit. La taille
d’un circuit est le nombre d’arêtes qui y figurent tandis que la profondeur d’un circuit
est la longueur du chemin dirigé le plus long de la racine à une source.
Ces deux mesures sont reliées par la constatation suivante : les circuits arithmétiques de
taille polynomiale peuvent être représentés par des circuits arithmétiques de profondeur
polylogarithmique [Str73b, VSBR83].
Dans ce contexte, la pertinence de se permettre des portes ÷ est relativisée par un
théorème de Strassen qui montre qu’étant donné un {+,−,∗,÷}-circuit arithmétique
de taille s qui représente un polynôme en n variables de degré r, il existe un {+,−,∗}-
circuit arithmétique de taille polynomiale en s,r,n qui représente le même polynôme.
La disponibilité d’outils en géométrie algébrique et théorie des nombres algébrique
est un grand atout pour la complexité du calcul algébrique. Et elle est d’autant plus
3riche qu’à l’une des questions centrales de l’informatique théorique posée par Cook
"P = NP ?" en 1971 [Coo71], ou en termes moins cryptiques, "peut-on trouver une
preuve en temps polynomial à tout problème dont la preuve se vérifie en temps poly-
nomial ?" correspond une version algébrique due à Valiant [Val79b] qui se traduit en
termes de circuits arithmétiques :
Si VP dénote l’ensemble des polynômes représentables par un circuit de taille et de-
gré polynomiaux en n, le nombre de variables d’entrées du circuit, sur un anneau A,
et VNP les fonctions f qui étant donné un polynôme p en n le nombre de variables
de f et une suite (gn) appartenant à VP s’écrivent comme f (x¯) = ∑ε¯∈{0,1}p(x¯) gn(x¯, ε¯),
l’hypothèse de Valiant s’énonce comme VP ⊂ VNP. La version non uniforme de la
conjecture de Cook sur C, P/poly 6= NP/poly (où les machines de Turing polyno-
miales respectivement déterministes et non déterministes peuvent recourir à une ap-
plication déterministe qui étant donné la longeur n d’une entrée retourne une chaîne
auxiliaire de longueur p(n) où p est polynomiale en n), sous l’hypothèse de Riemann,
impliquerait la version algébrique de Valiant [Bur00]. D’où l’importance du théorème
de Valiant qui montre que le problème du permanent (étant donné une matrice (xi j),
perm(xi j) = ∑σ∈Sn x1σ(1)x2σ(2) · · ·xnσ(n)) est VNP-complet [Val79a]. Dans le même es-
prit, il a été montré que VP = VNC2 où VNCk dénote l’ensemble des polynômes dans
VP qui peuvent être représentés par des circuits arithmétiques de profondeur polyloga-
rithmique en n logk(n) où n est le nombre d’entrées du circuit [VSBR83]. On pourrait
aussi se référer à [Bur00] pour plus de détails.
De manière générale, il n’est pas difficile d’obtenir des bornes supérieures en termes
de taille ou de profondeur de circuit arithmétique pour un problème donné, par contre,
l’établissement de bornes inférieures exige souvent le développement d’outils techniques
avancés et pertinents. On parcourt ci-dessous quelques résultats clés de la complexité du
calcul algébrique dans le modèle du circuit arithmétique.
En 1983, Bauer et Strassen ont montré qu’il existe des polynômes en n variables de de-
gré r tels que les circuits arithmétiques qui les représentent ont taille Ω(n logr) [Str73a,
BS83].
4Borodin, Razborov, et Smolensky ont exploité le fait que les bornes inférieures ex-
ponentielles pour la taille de {∨,∧,⊕,¬}-circuits booléens de profondeur constante
(étudiés) fournissent des bornes inférieures exponentielles pour les circuits arithmétiques
sur GF(2) (∗ se substitue à ∧, et + se substitue au ⊕) pour exprimer leurs résultats dans
le modèle des circuits booléens en termes de circuits arithmétiques [BRS93].
Pour des corps finis plus généraux que GF(2), des bornes inférieures exponentielles ont
été prouvées pour des circuits de profondeur 3 [SW01]. L’article de Agrawal et Vinay
[AV08] qui montre que des bornes exponentielles pour des circuits de profondeur 4 im-
pliqueraient des bornes exponentielles sans restriction sur la profondeur laisse entrevoir
la nécessité d’un recours à des techniques plus élaborées pour aborder la profondeur 4.
Jusqu’à présent, les seuls modèles où l’on connaît des fonctions pour lesquelles on peut
prouver qu’une profondeur superpolynomiale est requise sont plus restreints ; il s’agit de
formules non commutatives, multilinéaires [Nis91]... alors que dans le modèle général,
on réussit uniquement à prouver des bornes superlinéaires pour des polynômes de degré
constant avec des circuits de profondeur constante [Pud94].
Par contre, dans le contexte monotone (où par exemple sur R, les constantes négatives
ne sont pas permises), plus de résultats sont obtenus.
Pour plus de détails par rapport au contexte, on pourrait consulter [Raz05, Raz10]
1.2 Motivation de ce mémoire
Dans ce mémoire, on s’intéresse à la représentation de polynômes ∈ Z[x] par des
circuits arithmétiques, et on suppose que les opérations se font en arithmétique exacte.
On définit la complexité de la représentation par le nombre de portes multiplicatives non
scalaires requises. Et on cherche à comprendre cette complexité. Différentes considéra-
tions motivent cet intérêt dont des applications relatives à la factorisation d’entiers, aux
équations diophantiennes (équations polynomiales à coefficients entiers) et aux conjec-
tures encore ouvertes qui relient le nombre de zéros d’une fonction et le nombre d’opéra-
tions arithmétiques nécessaires pour sa représentation dans un modèle équivalent à celui
du circuit arithmétique.
5La cryptographie classique se base sur la difficulté de résoudre certains problèmes dont
celui de la factorisation ; l’un des schémas cryptographiques primordiaux, RSA, s’effon-
drerait si jamais on réussissait à factoriser le produit de deux grands nombres premiers
efficacement. Or un circuit qui représente "efficacement" un polynôme (x− a1)(x−
a2) · · ·(x−aD) =C(x), a1, · · · ,aD entiers distincts, D ≈ 2n, pourrait donner une heuris-
tique pour factoriser N = pq, p,q nombres premiers ≈ 2n. L’article de Lipton [Lip94]
apporte beaucoup de perspective là-dessus, en particulier il établit que si pour tout entier
m, il existe au moins un polynôme de la forme (x−a1)(x−a2) · · ·(x−am)g(x) qui peut
être représenté par un circuit arithmétique avec moins de logO(1)m multiplications, où
ai, 1 ≤ i ≤ m, sont des entiers distincts, alors la factorisation n’est pas assez difficile
pour des applications cryptographiques. Ci-dessous, on explique l’heuristique comme
en [BMR09]. En effet, soit r ∈R {1,2, · · ·N}. On évalue C(r) efficacement modN. Si
a1, · · · ,aD sont uniformément distribués, x−a1, · · · ,x−aD sont uniformément distribués
mod N.
Dans ce cas, la probabilité que p divise C(r) est P(C(r) ≡ 0 mod p) ≈ 1−
(
p−1
p
)D
,
et P(C(r)≡ 0 mod q)≈ 1−
(
q−1
q
)D
.
Mais
(
2n−1
2n
)2n
tend, quand n tend vers l’infini, vers
1
e
.
Ainsi, P(PGCD(C(r),N) diviseur propre de N) = P(C(r) ≡ 0 mod p et q ne divise pas
C(r))+P(C(r)≡ 0 mod q et p ne divise pasC(r))≈ 1
2
.
Ainsi avec probabilité proche de 1
2
, on aura factorisé N (il suffit d’utiliser l’algorithme
d’Euclide pour retrouver PGCD(C(r),N) à partir deC(r) et de N). Sinon, on peut choisir
un entier r différent et reprendre le même processus...
La résolution d’équations diophantiennes (existence de solutions, nombres de solutions,
familles de solutions), en apparence si simple, peut exiger des outils très profonds (comme
le suggère la preuve de AndrewWiles du dernier théorème de Fermat). Un exemple d’ap-
plications des équations diophantiennes est celui de l’équation de Pell qui permet d’ap-
proximer la racine carrée d’un entier (non carré) par un rationnel. L’article [BMR09]
6fait le lien entre une représentation efficace d’un polynôme sur Z[x] et un problème dio-
phantien qui remonte aux années 1910 du nom de Prouhet-Tarry-Escott (PTE) [Wri59].
Le problème diophantien PTE est défini comme suit : Etant donné deux entiers k et m, le
problème consiste à trouver deux ensembles disjoints {a1, · · · ,am} et {b1, · · · ,bm} tels
que ai1+ · · ·+ aim = bi1+ · · ·+ bim pour tout i ≤ k. Lorsque k = m− 1, une solution à ce
problème est dite idéale.
Il a été conjecturé qu’il existe une solution idéale de PTE pour chaque entier m. Et pour-
tant, on ne connaît pas de solution idéales pour m≥ 13 [Cal11].
D’après [BMR09], un circuit qui représente "efficacement" un polynôme de degré 2n
avec 2n racines entières distinctes où au moins l’une des entrées des portes+ et− est un
entier implique une solution idéale au problème PTE avec m= 2n−1.
Etant donné un corps de nombres K, la conjecture L demande s’il existe une constante c
qui dépend seulement de K, telle que pour tout f ∈ K[x], Nd( f )≤ (L( f )+d)c où Nd( f )
est le nombre de facteurs irréductibles distincts de f sur K de degré au plus d et L( f )
est la profondeur minimale de tout circuit arithmétique évaluant f (x) à partir de x et de
constantes.
La conjecture L a été introduite en [Bur01] comme une généralisation de la conjecture τ
pour laquelle K =Q dans le but d’avoir un peu plus de perspective et de magnitude pour
le choix du corps. La conjecture τ implique P 6= NP sur les complexes [BCSS98], d’où
la motivation à résoudre cette question.
Lorsqu’on fixe K =Q, la conjecture τ stipule que la réponse à la question ci-dessus est
positive. (L’article [Bur01] donne des exemples où la réponse à la question ci-dessus est
négative et montre que s’il existe un corps K pour lequel la réponse est positive, elle le
serait aussi sur Q).
S’il existe une infinité d’entiers D pour lesquels des circuits arithmétiques représentent
"efficacement" des polynômes (x− a1)(x− a2) · · ·(x− aD) = C(x), où a1, · · · ,aD sont
des entiers distincts, alors la conjecture L ne tient pas [BMR09].
71.3 Organisation et contributions du mémoire
Le mémoire s’inscrit dans la perspective de représentation optimale d’un polynôme
univarié sur les entiers par un circuit arithmétique dont on compte le nombre de portes
mutliplicatives (non scalaires) seulement.
Au chapitre 2 de ce mémoire, nous aborderons les chaînes additives qui sont des suites
d’entiers formés de la somme de deux entiers déjà dans la suite. Notre contribution sera
de généraliser ces suites en permettant des sommes de g > 2 entiers. Ces suites reflè-
tent la construction d’un circuit arithmétique (généralisé) sur Z pour un monôme xd
(lorsque les portes de soustraction ne sont pas permises). D’une part, nous considèrerons
différentes manières de construire de telles chaînes additives, d’autre part, nous repren-
drons certains résultats connus explicités par Knuth [Knu73] sur la longueur minimale
asymptotique de chaînes additives et tenterons de les étendre au cas g> 2. Ensuite, nous
classifierons les étapes des chaînes additives pour voir que des conjectures qui sem-
blaient naturelles n’ont pas tenu au fil du temps, et que d’autres semblent difficiles à
écarter ou valider.
Au chapitre 3 de ce mémoire, après un survol de ce que l’on sait sur le nombre de portes
multiplicatives suffisant à la représentation d’un polynôme, on explicitera en premier lieu
des polynômes qui peuvent être représentés efficacement par des circuits arithmétiques
sur Z (les entiers), Z
[
e
2ipi
3
]
(les entiers de Eisenstein), Z
[
e
ipi
2
]
(les entiers de Gauss), et
Z
[
e
ipi
4
]
. Ces exemples permettent de voir des constructions efficaces de circuits arithmé-
tiques, optimales dans certains cas.
En second lieu, on présentera une famille de polynômes que l’on cherche à représen-
ter par des circuits arithmétiques dont on compte le nombre d’additions seulement. La
particularité des ces polynômes réside dans la nécessité de recourir à un phénomène
dit d’annulation du degré pour les représenter de manière optimale. La complexité de
mesurer le rôle joué par ce phénomène dans le modèle qu’on adopte explique la dif-
ficulté de trancher quant à la conjecture dite de Strassen à laquelle on s’intéresse (ce
phénomène-là peut-il beaucoup jouer ?). La conjecture stipule qu’étant donné un polynôme
de degré d, tout circuit arithmétique représentant ce polynôme requiert au moins le
8nombre minimal d’éléments dans la chaîne additive pour d portes multiplicatives. En
troisième lieu, on abordera la conjecture pour certaines familles de degré. Une de nos
contributions sera de renforcer un résultat de [BMR09] en ajoutant de nouveaux cas où
la conjecture de Strassen est vérifiée, à l’aide d’une méthode exploitant les propriétés
des chaînes additives.
"Dans le temps, le rôle des mathématiciens consistait à réfléchir à des questions puis à
y répondre, de nos jours, les mathématiciens travaillent sur des problèmes ouverts pour
produire de nouveaux problèmes ouverts" [Film Incendies]. On a généralisé le concept
des chaînes additives et apporté des familles d’exemples où les circuits représentent des
polynômes avec efficacité maximale, mais dans le processus, on a posé de nombreuses
nouvelles questions.
CHAPITRE 2
CHAÎNES ADDITIVES
La première fois où les chaînes additives sont apparues dans la littérature remonte
à l’année 1894 en laquelle H. Dellac et E. de Jonquières ont semblé s’intéresser aux
longueurs des chaînes additives dans l’Intermédiaire des Mathématiciens 1, (1894), 20,
162-164. Mais ce n’est qu’en 1937, lorsque Scholz en a donné une définition formelle
[Sch37] que la terminologie "chaîne additive" a été adoptée. Et le sujet a lentement pro-
gressé vu le grand nombre de fausses conjectures qui ont été émises, et la difficulté à
établir des propriétés qui semblaient naturelles (et qui étaient parfois erronnées).
Etant donné x et n, on voudrait savoir comment évaluer xn de manière optimale, ou
au moins, efficace, à l’aide d’un circuit arithmétique, d’où l’intérêt d’étudier les chaînes
additives pour n. Par ailleurs, un circuit arithmétique peut avoir degré entrant 2 mais il
peut aussi avoir degré entrant arbitraire qu’on va appeler "g". L’importance du modèle
général de circuit arithmétique dans la hiérarchie de la complexité du calcul a motivé
l’intégration de ce paramètre g, qui soulève notamment de nouvelles questions quant à
la conjecture de Strassen (qu’on abordera plus tard).
Plusieurs articles ont été publiés qui traitaient des chaînes additives avec paramètre 2,
mais surtout, l’oeuvre de Knuth [Knu73] a rassemblé et innové dans le domaine des
chaînes additives. Dans l’effort de généralisation qui constitue une partie importante de
ce mémoire, de nombreuses idées sont inspirées de l’oeuvre ci-dessus, et en conséquent
de différents mathématiciens et informaticiens qui se sont attardés sur le cas g= 2. Cer-
taines généralisations se sont avérées immédiates, alors que d’autres ont exigé un travail
de compréhension et une réflexion plus poussés.
On abordera donc différentes manières de générer les chaînes additives avec paramètre
g, et on s’intéressera à la longueur minimale asymptotique d’une chaîne pour un nombre
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d, et à quelques propriétés pertinentes de la nature des chaînes.
2.1 Génération de g-chaînes additives
Dans cette section, on s’attardera sur trois manières différentes de générer des g-
chaînes additives et comparera leur efficacité.
Définition 2.1.1. Soient d,g ∈ N, g ≥ 2. Une g-chaîne additive pour d est une suite
d’entiers a0 = 1,a1,a2, · · · ,ar−1,ar = d où ai = a j1 + a j2 + · · ·+ a jk , 2 ≤ k ≤ g, 0 ≤
j1 ≤ j2 ≤ ·· · ≤ jk ≤ i− 1. La longueur d’une telle chaîne est r, le nombre d’éléments
succédant à 1.
Exemple 2.1.2. 1,1,2,3,5,8,13,21 est une 2-chaîne additive pour 21 ; elle a longueur
7.
1,g,g2,g3,g4 est une g-chaîne additive pour g4 ; elle a longueur 4.
Définition 2.1.3. Une g-chaîne additive pour d est minimale s’il n’existe pas d’autres g-
chaînes additives de longueur strictement inférieure. La longueur d’une g-chaîne additive
minimale pour d est dénotée lg(d).
Exemple 2.1.4. l2(7) = 4, l2(8) = 3.
Pour g> 2, lg(g
2) = 2, lg(g
2−1) = 3.
Remarque 2.1.5. lg(d) n’est donc pas une fonction croissante.
On considère quelques méthodes pour obtenir une g-chaîne additive pour d :
1. La méthode de factorisation est définie par récurrence et consiste à écrire d’abord d
comme p1p2 · · · pm où p1 ≤ p2 ≤ ·· · ≤ pm sont des diviseurs premiers de d. Si p1 > g,
on pose n := p1. Sinon, on choisit i maximal tel que n := p1 · · · pi < g.
Ensuite, on obtient la g-chaîne additive pour n en obtenant celle pour n−(g−1) si n> g
(sinon cela se fait en une étape à partir de 1) puis en ajoutant g− 1 à la dernière étape.
Enfin, on obtient la g-chaîne additive pour d en écrivant d’abord celle de n puis celle
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de pi+1 · · · pm en débutant à n au lieu de 1 (i.e en multipliant la g-chaîne additive de
pi+1 · · · pm par n).
2. Laméthode m-aire consiste à exprimer d en basem comme d= d0+d1m+ · · ·+dkmk
où 0 ≤ di < m et à former la chaîne suivante : 1,g− 1, · · · ,m− 1,dkm,dkm+ dk−1, · · · ,
m(dkm+dk−1), · · · ,d. Pour g= 2, g−1= 1 est le premier élément de la chaîne. Pour les
m−1 premiers termes, on effectue au plus m−2 additions. Pour les termes qui suivent,
on multiplie par m et additionne le prochain di alternativement jusqu’à obtenir d.
On aura au total au plus m− 2 étapes pour engendrer tous les coefficients possibles di,
0≤ di < m, k multiplications par m où k = blogm dc, et µg(d)−1 additions où µg(d) =
nombre d’éléments non nuls dans la représentation de d en base g (parfois désigné par
Hamming Weight).
On peut aussi se contenter de générer les di, 0 ≤ i ≤ m dont on aura besoin au lieu de
générer g−1, · · · ,m−1.
Remarque 2.1.6. En fait, on peut se passer des termes di divisibles parm en introduisant
di
me
e étapes plus tôt dans la chaîne additive [Thu73].
Remarque 2.1.7. Lorsque m≤ g, i.e, 0≤ di < g, la méthode m-aire requiert exactement
le même nombre d’étapes que la méthode qui consiste à générer la g-chaîne additive
pour d comme suit : 1,m,m2, · · · ,mk,dkmk,dkmk+dk−1mk−1, · · · ,d0+d1m+ · · ·+dkmk.
Exemple 2.1.8. Pour n = 33, la méthode de factorisation induirait notamment la 2-
chaîne additive suivante : 1,2,3,6,12,24,30,33 de longueur 7, alors que la méthode
binaire (2-aire) induirait la 2-chaîne additive suivante : 1,2,4,8,16,32,33 de longueur 6
[Knu73].
Pour n= gk = (pm)k, k entier pair, où p<m est le plus petit diviseur propre premier de g,
la méthode de factorisation induirait la g-chaîne additive suivante : 1, · · · ,pk,pkm,· · · ,(pm)k
de longueur > k, alors que la méthode g-aire induirait la g-chaîne additive suivante :
1,g, · · · ,gk de longueur k.
Remarque 2.1.9. La méthode de factorisation n’est donc pas toujours optimale.
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Exemple 2.1.10. Pour n = 55, la méthode de factorisation induirait notamment la 2-
chaîne additive suivante : 1,2,4,5,10,20,40,50,55 de longueur 8, alors que la méthode
binaire (2-aire) induirait la 2-chaîne additive suivante : 1,2,3,6,12,13,26,27,54,55 de
longueur 9 [Knu73].
Soit g> 6 premier tel que g+1= p1p2 où p1 < p2 sont premiers, et soit
n= gk(g+1)4 = gk(g4+4g3+6g2+4g+1).
La méthode g-aire induirait la chaîne suivante :
1,g,g+4,g(g+4),g2+4g+6,g(g2+4g+6),g3+4g2+6g+4,g(g3+4g2+6g+4),
g4+4g3+6g2+4g+1, · · · ,gk(g4+4g3+6g2+4g+1)
de longueur k+8, alors que la méthode de factorisation induirait la g-chaîne suivante :
1, p21, p
4
1, p
4
1p2, p
4
1p
2
2, p
4
1p
3
2, p
4
1p
4
2, p
4
1p
4
2g, · · · , p41p42gk
de longueur k+6.
Remarque 2.1.11. La méthode g-aire n’est donc pas toujours optimale.
Remarque 2.1.12. Pour g= 2, les méthodes binaire et de factorisation induisent toujours
exactement une étape de plus pour 2n que pour n. Ainsi, pour n= 2k33, k= 0,1,2,3, · · · ,
la méthode de factorisation induit une 2-chaîne additive de longueur 7+ k, tandis que la
méthode binaire induit une 2-chaîne additive de longueur 6+k. Il y a donc une infinité de
cas où la méthode binaire est meilleure que la méthode de factorisation. Pour n= 2k55,
k = 0,1,2,3, · · · , la méthode de factorisation induit une 2-chaîne additive de longueur
8+ k, tandis que la méthode binaire induit une 2-chaîne additive de longueur 9+ k. Il y
a donc une infinité de cas où la méthode de factorisation est meilleure que la méthode
binaire. De manière plus générale, la méthode g-aire induit exactement une étape de
plus pour gn que pour n alors que pour la méthode de factorisation, il est plus délicat de
trancher parce que la réponse dépendrait de n et de g. Mais l’exemple 2.1.8 fournit une
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infinité de cas (de g, et de nombres n pour chaque g) où la méthode g-aire est meilleure
que le méthode de factorisation tandis que l’exemple 2.1.10 fournit une infinité de g pour
lesquels il existe un n tel que la méthode de factorisation est meilleure que la méthode
g-aire.
Remarque 2.1.13. Même si les méthodes binaire et de factorisation induisent toujours
une étape de plus pour 2n que pour n pour g = 2, ∃ n tel que l2(2n) 6= l2(n) + 1. La
plus petite valeur de n pour laquelle l2(2n) 6= l2(n)+1 est n = 191. En effet, l2(191) =
l2(382) = 11. Les valeurs suivantes sont : 701,743,1111, · · · . En fait, il existe un nombre
infini de n tel que l2(2n) 6= l2(n)+1 [Thu99].
De surcroît, à l’encontre de toute intuition, l2(n)− l2(mn) peut être arbitrairement grand
pour un m fixé qui n’est pas une puissance de 2 [Heb74].
Remarque 2.1.14. Dans la méthodem-aire, le choix dem= g n’est pas toujours optimal.
En effet, soit u= 1+g+g2 < g3, et soit n= (uu · · ·u)g3 , |n|u = k.
Alors n= 1+g+g2+g3+ · · ·+g3(k−1)+2.
La méthode g3-aire génère u à partir de 1,g,g2,1+g+g2 (en une étape de plus si g= 2)
puis multiplie par g3 en effectuant 3 multiplications par g puis ajoute u, k−1 fois. Cela
requiert au plus 4(k−1)+4= 4k étapes.
Par contre, la méthode g-aire requiert 2(3(k−1)+2) = 6k−2> 4k pour k > 1.
L’exemple est inspiré d’un exemple auquel recourt Knuth en [Knu73] pour le cas g= 2.
3. Laméthode de l’arbre consiste à construire un arbre de racine 1, dont les noeuds
sont des entiers et où le chemin de la racine à l’entier d représente une chaîne additive
pour d. Au niveau k+1, de gauche à droite, on attache en ordre croissant et en omettant
tout élément apparu plus tôt dans l’arbre, au-dessous de chaque élément n du niveau
précédent k la somme des m éléments de tous les m-tuplets (m≤ g) qu’on peut former à
partir de 1,a2, · · · ,ak−1 = n, où 1,a2, · · · ,ak−1 = n est le chemin de la racine de l’arbre
au noeud n.
Remarque 2.1.15. [Knu73] Pour g= 2, au niveau k+1, on attache les noeuds n+1,n+
a1,n+ a2, · · · ,n+ ak−1 = 2n dans cet ordre où 1,a2, · · · ,ak−1 = n est le chemin de la
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racine de l’arbre au noeud n en omettant tout élément apparu plus tôt dans l’arbre. Pour
g = 2, les premiers niveaux sont illustrés à la figure 2.1. Si on attachait les noeuds de
droite à gauche, la méthode de l’arbre deviendrait similaire à la méthode binaire.
Remarque 2.1.16. Pour n= 23 et g= 2, la méthode binaire induirait : 1,2,4,8,16,20,22,
23. La méthode de factorisation induirait la même chaîne. Alors que la méthode de l’ar-
bre induirait : 1,2,3,5,10,13,23. En utilisant la méthode de l’arbre, le nombre d’étapes
pour 2n est au plus celui de n augmenté de 1. En conséquence, la méthode de l’arbre est
meilleure que les méthodes binaire et de factorisation pour une infinité de cas, notam-
ment pour n= 2k23, k = 1,2,3, · · · [Knu73].
Pour n = g2(2g+ 1) où g = p1p2, avec p1 < p2 nombres premiers, et les facteurs pre-
miers de 2g+ 1 plus grands que p1 et p2, la méthode de factorisation induirait pour g
2
la chaîne
1, p21, p
2
1p2, p
2
1p
2
2
suivie d’au moins deux autres étapes pour 2g+ 1. La longueur totale de la chaîne est
donc de 5. On remarque que pour obtenir g2+k(2g+1), on a besoin d’au moins k étapes
supplémentaires.
Alors que la méthode g-aire induirait pour n= g2+2g3 la chaîne
1,2,2g,2g+1,g(2g+1),g2(2g+1)
de longueur 5.
1
2
3
5
7 10
6
9 12
4
8
16
Figure 2.1 – Illustration de la méthode de l’arbre pour g= 2
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Par contre, la méthode de l’arbre génère 2g+1 en 2 étapes comme 1,g,2g+1 ou, sinon,
plus tôt (plus à gauche, au niveau 3) dans l’arbre. A partir de 2g+1, l’arbre génère n en
au plus 2 étapes comme g(2g+1),g2(2g+1), ou, sinon, plus tôt (plus à gauche au niveau
5, ou à un niveau inférieur à 5) dans l’arbre. Ainsi, la longueur 4 de la g-chaîne induite
par l’arbre est inférieure à celle de la méthode de factorisation et celle de la méthode
g-aire.
Comme le nombre d’étapes pour gn avec la méthode de l’arbre est au plus celui de
n augmenté de 1, la méthode de l’arbre est meilleure que les méthodes g-aire et de
factorisation pour tout n = gk+2(2g+ 1), où g = p1p2, avec p1 < p2 sont des nombres
premiers, les facteurs premiers de 2g+1 sont plus grands que p1 et p2, et k= 0,1,2, · · · .
En fait, la méthode de l’arbre est toujours meilleure que la méthode g-aire ; en effet, si la
g-chaîne additive pour n générée dans l’arbre est la même que celle de la méthode g-aire,
n apparaîtrait dans une branche de blogg nc, sinon, n est apparu plus tôt dans l’arbre.
Remarque 2.1.17. Une méthode dite des fractions continues a aussi été abordée en
[BBB94] pour générer des chaînes additives. En moyenne, elle est meilleure que la méth-
ode binaire. Et la plupart des méthodes utilisées pour générer des chaînes additives en
constituent un cas particulier.
2.2 Longueur des g-chaînes additives
Dans cette section, nous explicitons des bornes inférieures et supérieures sur lg(d),
nous en tirons quelques conséquences, puis nous étudions la nature des étapes d’une
chaîne additive et sa construction afin de parvenir à caractériser l’évolution asymptotique
de lg(d).
Théorème 2.2.1. Pour tout d ∈ N,
dlogg de ≤ lg(d)≤ blogg dc+g+µg(d)−3.
Démonstration. Soit d ∈ N. On montre d’abord la borne inférieure sur lg(d). Soit a0 =
1,a1, . . . ,ar = d une g-chaîne additive pour d de longueur minimale lg(d). Pour tout i,
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1≤ i≤ r, ai ≤ gai−1. Ainsi d = ar ≤ gr, d’où logg d ≤ logg gr = r= lg(d). Comme lg(d)
est un entier, dlogg de ≤ lg(d).
On passe à la borne supérieure sur lg(d). On utilise la méthode g-aire (en prenant m= g
dans la méthode 2 suggérée). La g-chaîne additive qu’on obtient a longueur
lg(d)≤ g−2+ k+µg(d)−1= blogg dc+g+µg(d)−3.
Corollaire 2.2.2. lg(gA) = A et lg(gA1 + gA2 + · · ·+ gAm) = A1+ 1 si A1 > A2 > · · · >
Am ≥ 0 et 2≤ m≤ g.
Démonstration. lg(g
A) ≥ dlogg(gA)e = A et 1,g, · · · ,gA est une g-chaîne additive pour
gA de longueur A, d’où lg(g
A) = A.
lg(g
A1 +gA2 + · · ·+gAm)≥ dlogg(gA1 +gA2 + · · ·+gAm)e= A1+1 et 1,g, · · · ,gA1 ,gA1 +
gA2 + · · ·+ gAm est une g-chaîne additive de longueur A1+ 1, d’où lg(gA1 + gA2 + · · ·+
gAm) = A1+1.
Proposition 2.2.3. lg(mn)≤ lg(m)+ lg(n).
Démonstration. En effet, une g-chaîne additive pour mn est donnée par la g-chaîne ad-
ditive pour m (dont la longueur est lg(m)) suivie de la g-chaîne additive pour n (dont
la longueur est lg(n)) multipliée par m, i.e, la g-chaîne additive pour n commence à m
(donné par la chaîne précédente) au lieu de commencer à 1, ainsi tous les termes de la
séquence seront multipliés par m. On a donc décrit une g-chaîne additive pour mn de
longueur lg(m)+ lg(n).
Afin d’aller plus loin, on va étudier la nature des étapes d’une g-chaîne additive, en
utilisant la même nomenclature que dans la littérature pour g= 2.
Définition 2.2.4. Classification des étapes d’une g-chaîne additive :
i est une g-étape si ai = gai−1.
i est une étape étoile si ai = ai−1+ · · · .
i est une étape réduite si λg(ai) := blogg aic= blogg ai−1c.
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Une g-chaîne additive étoile est une g-chaîne additive telle que toutes les étapes sont des
étapes étoiles. On notera lg(d)
∗ la longueur minimale d’une telle chaîne pour d.
Remarque 2.2.5. Les g-chaînes additives données par la méthode de l’arbre sont des
g-chaînes additives étoiles.
Remarque 2.2.6. Considérons une chaîne additive pour d de longueur r comportant s
étapes réduites. Alors r= λg(d)+s. En effet, à chaque étape, si le plancher du logarithme
reste constant, l’étape est réduite, sinon, il augmente de 1 (il ne peut pas augmenter plus
puisque ai ≤ gai−1), et ce 1 contribue à λg(d).
Les étapes d’une g-chaîne additive sont reliées, dans le sens où la nature d’une étape
peut donner des informations sur la nature d’une étape précédente ou suivante.
Proposition 2.2.7. Si i n’est pas une étape réduite, alors i+1 est soit une étape réduite
soit une étape étoile. (Ce résultat est obtenu en [Knu73] pour le cas g= 2.)
Démonstration. i n’est pas une étape réduite donc λg(ai) = λg(ai−1)+1.
Si i+1 n’est pas une étape réduite alors λg(ai+1) = λg(ai)+1= λg(ai−1)+2.
Mais si i+1 n’est pas une étape étoile, alors λg(ai+1)≤ λg(gai−1) = 1+λg(ai−1). Con-
tradiction.
Pour qu’une g-chaîne additive pour d ait longueur proche de logg(d), il faut qu’elle
comporte un "certain" nombre de g-étapes.
On définit une suite qui surgit naturellement dans l’étude des chaînes additives (pour
g= 2, cette suite est la suite de Fibonacci) :
Définition 2.2.8. F0 = 1, F1 = g et Ft = (g−1)Ft−1+Ft−2 pour t > 1.
Théorème 2.2.9. Si la g-chaîne additive 1= a0 < a1 < · · ·< ar = n contient d g-étapes
et t non g-étapes, alors n ≤ gd−1Ft+1. (Ce résultat est obtenu en [Knu73] pour le cas
g= 2.)
Démonstration. Induction sur r :
Pour r = 1. Si r est une g-étape alors
a1 = g≤ g1−1F0+1 = g.
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Sinon,
a1 ≤ g−1≤ g0−1F1+1 = g(g−1)+1
g
.
Pour r > 1. Si r est une g-étape alors, comme t = (r−1)− (d−1),
ar−1 =
ar
g
=
n
g
≤ gd−2Ft+1.
Si r et r−1 ne sont pas des g-étapes alors
ar−1 ≤ gd−1Ft
puisque la chaîne additive jusqu’à l’étape r−1 contient t−1 non g-étapes et d g-étapes.
Et comme la chaîne additive jusqu’à l’étape r− 2 contient t − 2 non g-étapes et d g-
étapes,
ar−2 ≤ gd−1Ft−1
d’où
n= ar ≤ (g−1)ar−1+ar−2 ≤ (g−1)gd−1Ft +gd−1Ft−1 = gd−1Ft+1.
Si r n’est pas une g-étape et r−1 est une g-étape,
ar−2 ≤ gd−2Ft
d’où
n= ar ≤ (g−1)ar−1+ar−2 ≤ (g−1)gar−2+ar−2 = ((g−1)g+1)ar−2
≤ gd−2Ft((g−1)g+1).
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Ft
((g−1)g+1)
g
= (g−1)Ft + Ft
g
≤ (g−1)Ft +Ft−1 = Ft+1,
ainsi,
gd−2Ft((g−1)g+1)≤ gd−1Ft+1.
Remarque 2.2.10. n peut atteindre gd−1Ft+1 ; il suffit en effet de considérer la chaîne
suivante : 1,g,g2,g3, · · · ,gd−1,gd−1F1,gd−1F2, · · · ,gd−1Ft+1 où le passage de gd−1 à
gd−1F1 = gd est une g-étape.
Lemme 2.2.11. Soit φ la solution positive
g−1+
√
(g−1)2+4
2
de
x2− (g−1)x−1= 0.
Alors Ft+1 ≤ gφ t . (Ce résultat est obtenu en [Knu73] pour le cas g= 2.)
Démonstration. L’inégalité se démontre par récurrence sur t.
F1 = g≤ gφ0(t = 0).
F2 = (g−1)g+1≤ gφ1(t = 1).
En effet, soit φ ′ la deuxième solution de x2− (g−1)x−1= 0.
Alors φφ ′ =−1, et φ +φ ′ = g−1 d’où φ = g−1+ 1φ .
φ ≥ 1 puisque φ est la solution positive de x2− (g−1)x−1= 0 et φ +φ ′ = g−1, d’où
φ ≤ g.
Ainsi, gφ = g(g−1)+ gφ ≥ g(g−1)+1.
On suppose l’inégalité vraie pour les rangs t et t+1. Alors,
Ft+2 = Ft+1(g−1)+Ft ≤ (g−1)gφ t +gφ t−1 = gφ t−1(1+(g−1)φ).
Mais φ2− (g−1)φ −1= 0 revient à dire que 1+(g−1)φ = φ2.
Ainsi, Ft+2 ≤ gφ t+1.
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Corollaire 2.2.12. Soit 1= a0 < a1 < · · ·< ar = n une g-chaîne additive avec s étapes
réduites et r− t g-étapes. Alors s ≤ t ≤ c.s où c est une constante qui dépend de g
explicitée ci-dessous.
Démonstration. s≤ t parce qu’une étape réduite ne peut pas être une g-étape.
D’autre part,
gλg(n) ≤ n≤ gd−1Ft+1 ≤ gdφ t (2.1)
où d =nombre de g-étapes, φ est la solution positive
g−1+
√
(g−1)2+4
2
de φ2−(g−
1)φ −1= 0, et Ft+1 ≤ gφ t par le lemme 2.2.11.
Mais
gdφ t = gλg(n)+s
(
φ
g
)t
comme d+ t = λg(n)+ s par 2.2.6.
Ainsi, par 2.1,
gs
(
φ
g
)t
≥ 1
i.e
s lng+ t ln
φ
g
≥ 0
i.e
s lng≥ t ln g
φ
i.e
s
lng
ln
g
φ
≥ t.
On pose c=
lng
ln
g
φ
.
Lorsque g valait 2, l’étude de la construction d’une chaîne additive avec une seule
étape réduite pouvait être exhaustive, et menait à une description exacte des degrés d
pour lesquels l2(d) = lgd + 2, où lgd := log2 d [GRS62]. A l’opposé, en prenant g
général, il n’est plus possible d’effectuer une étude de cas qui épuise toutes les pos-
sibilités, d’où la restriction au cas où à l’étape réduite, on ajoute des éléments avec
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coefficients 1, et d’où la complexité de l’énoncé du théorème suivant.
Théorème 2.2.13. S’il existe A,1≤ i≤ g−1,1≤ e≤ i,A1, · · · ,Am,m≤ g−1 des entiers
positifs avec A− (i+1)> A1 > A2 · · ·> Am tels que
n= gA+1+(gA−e+ · · ·+gA−i+1)∗+gA−i−1+ · · ·+gA−i−e
+(g−1)(gA1 + · · ·+gAm)+gA1−e+ · · ·+gAm−e
où on ignore l’expression * si e= i, alors lg(n) = A+1.
Sinon, si n = gA1 + gA2 + · · ·+ gAm avec A1 > A2 > · · · > Am ≥ 0, et qu’on utilise pour
former une g-chaîne optimale pour n une étape réduite où à l’étape réduite on ajoute
des éléments avec coefficients 1, alors m≤ g.
Démonstration.
lg(g
A1 +gA2 + · · ·+gAm)≥ dlogg(gA1 +gA2 + · · ·+gAm)e= A1+1.
D’autre part,
1,g, · · · ,gA1 ,gA1 + · · ·+gAg ,gA1 + · · ·+gAg +gAg+1 + · · ·+gAm
est une g-chaîne additive pour gA1 +gA2 + · · ·+gAm , d’où
lg(g
A1 +gA2 + · · ·+gAm)≤ A1+2.
Considérons les g-chaînes additives avec exactement une étape réduite où à l’étape ré-
duite, on ajoute des éléments avec coefficients 1 :
type 1 : 1 ,g, · · · , gl , gl1 + gl2 + · · ·+ gl j , · · · , gl1+c + gl2+c + · · ·+ gl j+c pour certains
0≤ l j < l j−1 < · · ·< l1 ≤ l, 2≤ j ≤ g et c entiers positifs.
type 2 : 1, g, · · · , gl,gl1 + gl2 + · · ·+ gl j , · · · , gl1+c+ gl2+c+ · · ·+ gl j+c, gl+1, · · · , gl+k
pour certains 0≤ l j < l j−1 < · · ·< l1 ≤ l, 2≤ j ≤ g et c,k entiers positifs. Dans le reste
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des cas, on n’écrira pas la possibilité où on ignore l’étape réduite pour aboutir à un terme
de la forme gm.
type 3 : 1, g, · · · , gl , gl +gl2 + · · ·+gl j ,
(g−1)gl +gl +gl2 + · · ·+gl j = gl+1+gl2 + · · ·+gl j , · · ·
gl+c+1+ gl2+c+ · · ·+ gl j+c pour certains 0 ≤ l j < l j−1 < · · · < l2 ≤ l, 2 ≤ j ≤ g et c,k
entiers positifs.
type 4 : 1,g, · · · ,gl,gl +gl2 + · · ·+gl j ,
(g−1)(gl +gl2 + · · ·+gl j)+gl = gl+1+(g−1)gl2 + · · ·+(g−1)gl j , · · · ,
gl+c+1+(g−1)gl2+c+ · · ·+(g−1)gl j+c
pour certains 0≤ l j < l j−1 < · · ·< l2 < l, 2≤ j ≤ g et c entiers positifs.
type 5 :1, g, · · · , gl ,
gl +gl−1+ · · ·+gl−i+gli+1 + · · ·+glm , · · · ,
gl+c+gl−1+c+ · · ·+gl−i+c+gli+1+c+ · · ·+glm+c,
(g−1)(gl+c+gl−1+c+ · · ·+gl−i+c+gli+1+c+ · · ·+glm+c)+ge
= gl+c+1+ · · ·+(g−1)gli+1+c+ · · ·+(g−1)glm+c, · · ·
gl+d+1+ · · ·+(g−1)gli+1+d + · · ·+(g−1)glm+d
pour certains 1≤ i≤ g−1, 0≤ lm < · · ·< li+1 < l−(i+1), et c,e,d,m : c≤ i, l− i+c≤
e≤ l, d ≥ c, i+1≤ m≤ g− i entiers positifs. (i peut être égal à g−1).
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type 6 : 1, g, · · · ,gl ,
gl +gl−1+ · · ·+gl−i+gli+1 + · · ·+glm , · · · ,
gl+c+gl−1+c+ · · ·+gl−i+c+gli+1+c+ · · ·+glm+c,
(g−1)(gl+c+gl−1+c+ · · ·+gl−i+c+gli+1+c+ · · ·+glm+c)+gl+c−e
+gl−1+c−e+ · · ·+gl−i+c−e+gli+1+c−e+ · · ·+glm+c−e
= gl+c+1+ · · ·+(g−1)(gli+1+c+ · · ·+glm+c)+gli+1+c−e+ · · ·+glm+c−e
pour certains 1≤ i≤ g−1, 0≤ lm < · · ·< li+1 < l− (i+1), et c,e,m : c≤ i, 1≤ e≤ i,
i+1≤ m≤ g−1 entiers positifs. (i peut être égal à g−1).
Dans les chaînes de type 1,2,3,4, et 5, on aboutit à des entiers N avec µg(N) ≤ g. Par
contre, pour les chaînes de type 6, avec une étape réduite, on aboutit en posant l+c= A
à
n= gA+1+(gA−e+ · · ·+gA−i+1)∗+gA−i−1+ · · ·+gA−e−i
+(g−1)(gli+1+c+ · · ·+glm+c)+gli+1+c−e+ · · ·+glm+c−e
où on élimine l’expression * si e= i.
n1 = g
A+1+gA−e+ · · ·+gA−i+1+gA−i−1+ · · ·+gA−e−i
a µg(n1) = i, et
n2 = (g−1)(gli+1+c+ · · ·+glm+c)+gli+1+c−e+ · · ·+glm+c−e
peut avoir µg(n2) = 2(m− i) en particulier si on prend li+1, li+2, · · · , lm espacés de plus
de e. Ainsi, étant donné des entiers positifs A, 1 ≤ i ≤ g− 1, 1 ≤ e ≤ i, A1, · · · ,Am,
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m≤ g−1 avec A− (i+1)> A1 > A2 · · ·> Am, on peut obtenir
n= gA+1+(gA−e+ · · ·+gA−i+1)∗+gA−i−1+ · · ·+gA−e−i
+(g−1)(gA1 + · · ·+gAm)+gA1−e+ · · ·+gAm−e
avec une seule étape réduite.
En reprenant les mêmes idées que pour le cas g= 2, on comprend que le comporte-
ment asymptotique de lg(n) ressemble, lorsque n est très grand à celui de log2 n. En
s’inspirant des travaux de Brauer et Erdo˝s pour le cas g = 2, on peut préciser le terme
asymptotique principal.
Théorème 2.2.14. lg(n)≤ l∗g(n)≤ λg(n)+(1+o(1))
λg(n)
λg(λg(n))
. (Ce résultat est explic-
ité en [Knu73] pour le cas g= 2.)
Démonstration. Soitm= gk et n= d0+d1m+ · · ·+deme où 0≤ di <m pour 0≤ i≤ e. A
l’étape 1, on génère 1,2,3, · · ·m−1 puis à l’étape 2 on génère gde,g2de, · · · ,gkde,gkde+
de−1 en éliminant toute répétition, puis à l’étape 3 on génère g(gkde+de−1), · · · ,gk(degk+
de−1),gk(degk+de−1)+de−2 · · · .
A l’étape 1 on a m−2= gk−2 éléments. Ensuite, on a bloggk nc étapes qui succèdent à
l’étape 1, et k+1 éléments par étape.
Cette séquence est une g-chaîne additive étoile en autant qu’on remarque que le premier
élément e1 = min
{
g jde | 1≤ j ≤ k, m−1< g jde
}
de l’étape 2 est inférieur à g(gk−
1) = g(m− 1) et donc peut être obtenu à partir de m− 1 et de g− 1 autres éléments
parmi 1,2,3, · · ·m−1. On a donc au total moins de
gk+(k+1) loggk n= g
k+(k+1) logg n
logg g
logg g
k
= gk+
k+1
k
loggn
étapes et cela pour tout k ≥ 1.
Soit
k = bλg(λg(n))−2λg(λg(λg(n)))c.
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Alors, comme la chaîne construite est une g-chaîne additive étoile,
λg(n)≤ lg(n)≤ l∗g(n)≤ gλg(λg(n))−2λg(λg(λg(n)))+(1+
1
bλg(λg(n))−2λg(λg(λg(n)))c) logg n
≤ logg n+
λg(n)
λg(λg(n))2
+
logg n
bλg(λg(n))−2λg(λg(λg(n)))c .
Mais
logg n
bλg(λg(n))−2λg(λg(λg(n)))c = (1+o(1))
λg(n)
λg(λg(n))
car
lim
n→∞
logg n
λg(n)
λg(λg(n))
bλg(λg(n))−2λg(λg(λg(n))c −1= 0.
De même,
λg(n)
λg(λg(n))2
= o(1)
λg(n)
λg(λg(n))
car
lim
n→∞
1
λg(λg(n))
= 0.
Corollaire 2.2.15. lim
n→∞
lg(n)
λg(n)
= lim
n→∞
l∗g(n)
λg(n)
= 1.
Démonstration. Il suffit de noter que lim
n→∞
(1+o(1))λg(n)
λg(n)λg(λg(n))
= 0.
Remarque 2.2.16. Le corollaire 2.2.15 précédent ne suit pas immédiatement de la méth-
ode g-aire. En effet, soit longg(n) la longueur de la g-chaîne additive générée pour n par
la méthode g-aire.
longg(n) = λg(n)+µg(n)+g−3.
Si n= gk, alors
longg(n)
λg(n)
=
g−2+ k
k
→
k→∞
1,
alors que si n= gk+1−1,
longg(n)
λg(n)
=
k+ k+1+g−3
k
→
k→∞
2.
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Ainsi,
longg(n)
λg(n)
n’a pas de limite. Ceci est indiqué en [Knu73] pour le cas g= 2.
Le résultat qui suit est plus profond et exige un raffinement de la classification des
étapes que nous avons effectuée. Les techniques utilisées par Erdo˝s pour le cas g = 2
[Erd60] ne suffisent pas, raison pour laquelle ce théorème a été plus délicat à généraliser
que le théorème précédent. Je remercie AndrewGranville à qui appartiennent les idées de
cette preuve ainsi que Pierre McKenzie et Michel Boyer qui ont suggéré des corrections
et des améliorations de la preuve.
Théorème 2.2.17. Soit ε > 0.
∣∣∣∣
{
g-chaînes additives 1= a0 < a1 < · · ·< ar = n avec λg(n) = m et r ≤ m+ (1− ε)m
32g3 loge gλg(m)
}∣∣∣∣
(2.2)
≤ g
m
αm
pour α = gε et m assez grand. En d’autres termes, le nombre de g-chaînes additives
"assez courtes" est substantiellement inférieur à (g−1)gm qui est le nombre de n tel que
λg(n) = m pour m assez grand.
Démonstration. Considérons une chaîne additive
1= a0 < a1 < · · ·< ar = n avec λg(n) = m.
Fixons un entier strictement positif K < g. Soit A0 le nombre de g-étapes de cette chaîne.
Pour i≥ 2, ai ≤ g2ai−2, et pour i= 1, a1 = ga0 = g.
Pour 1≤ k ≤ K, soit Ak le nombre d’étapes i telles que
ai = (g− k)ai−1+a j1 + · · ·+a jh ,
ai−1 > a j1 ≥ ·· · ≥ a jh , h≤ k et où g− k est le plus grand coefficient de ai−1 parmi tous
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les coefficients de ai−1 dans les différentes décompositions possibles de ai. Pour i≥ 2,
ai ≤ (g− k)ai−1+ kai−2 ≤ (g(g− k)+ k)ai−2.
Pour i= 1, ai ≤ (g− k)a0 = g− k ≤ (g(g− k)+ k).
Enfin, soit B le nombre d’étapes i telles que ai = cai−1 + a j1 + · · ·+ a jh , c < g−K,
ai−1 > a j1 ≥ ·· · ≥ a jh , h+ c≤ g et où c est le plus grand coefficient de ai−1 parmi tous
les coefficients de ai−1 dans les différentes décompositions possibles de ai. Pour i≥ 2,
ai < (g−K)ai−1+Kai−2 ≤ (g(g−K)+K)ai−2.
Pour i= 1, ai < (g−K)a0 = g−K ≤ (g(g−K)+K).
Ainsi, r = A0+B+∑
K
k=1Ak.
On a une seule possibilité pour toute étape de A0, au plus r
k possibilités pour toute étape
de Ak, et au plus r
g possibilités pour toute étape de B.
On a :
g2m≤ a2r ≤ g2A0+1(g(g−K)+K)B
K
∏
k=1
(g(g−k)+k)Ak = gg2r(1−K
g
+
K
g2
)B
K
∏
k=1
(1− k
g
+
k
g2
)Ak .
En prenant le logarithme en base e, et en utilisant loge(1− kg + kg2 )≤−
k
g
+
k
g2
=
k−gk
g2
,
et loge(1− Kg + Kg2 )≤
K−gK
g2
, on obtient
gK−K
g2
B+
K
∑
k=1
gk− k
g2
Ak ≤ 2(r−m+ 1
2
) loge g. (2.3)
2.2≤ ∑
A0+B+∑
K
k=1Ak=r
gK−K
g2
B+∑Kk=1
gk−k
g2
Ak≤3(r−m) loge g
r!
A0!B!∏
K
k=1Ak!
rgB
K
∏
k=1
rkAk . (2.4)
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En utilisant r!
A0!
≤ rr−A0 = rB+∑Kk=1Ak , B!>
(
B
e
)B
, et Ak!>
(
Ak
e
)Ak
, on obtient :
2.4≤ ∑
A0+B+∑
K
k=1Ak=r
gK−K
g2
B+∑Kk=1
gk−k
g2
Ak≤3(r−m) loge g
(
erg+1
B
)B K
∏
k=1
(
erk+1
Ak
)Ak
. (2.5)
En utilisant 2.3, on obtient :
2.5≤ ∑
A0+B+∑
K
k=1Ak=r
gK−K
g2
B+∑Kk=1
gk−k
g2
Ak≤3(r−m) loge g

erg+1− gK−Kg2
B


B
K
∏
k=1

erk+1− gk−kg2
Ak


Ak
r3(r−m) loge g.
(2.6)
Considérons la fonction f (A) =
(er
A
)A
.
f croît lorsque A=A j, 1≤ j≤K, croît : loge f (A)=A(loge(er)− logeA) ; (loge f (A))′=
loge(er)− AA − logeA= loge(r)− logeA≥ 0.
Soit q′ =
gk− k
g2
.
(
er
A j
)A j
≤
(
q′er
3(r−m) loge g
)3(r−m) loge g
q′ ≤
(
q′′m
r−m
)q′′′(r−m)
avec q′′,q′′′ constantes strictement positives.
On reprend le même raisonnement que ci-dessus : posons x = r−m ; 0 ≤ x < m
λg(m)
,
ainsi loge x< loge
(
m
λg(m)
)
.
f (x) =
(
q′′m
x
)q′′′x
croît lorsque x croît car
loge( f (x)) = q
′′′x(loge(q
′′m)− loge x)
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et
(loge( f (x))
′= q′′′ loge(q
′′m)− q
′′′x
x
−q′′′ loge x≥ q′′′ loge(q′′m)−q′′′−q′′′ loge
(
m
λg(m)
)
> 0
pour m assez grand.
Ainsi,
(
q′′m
r−m
)q′′′(r−m)
≤
(
q′′mλg(m)
m
) q′′′m
λg(m) ≤ (logem)
O
(
m
λg(m)
)
= e
O
(
m loge(logem)
logem
)
,
pour 1 ≤ j ≤ K. Et cela reste vrai lorsque A j est remplacé par B. Ainsi, le produit de
K+1 tels termes est toujours borné par
e
O
(
m loge(logem)
logem
)
dont l’ordre de grandeur est plus petit que gm.
De plus,
r3(r−m) loge g < g
(1−ε)
2 m.
En effet,
3(r−m) loge g loge r ≤
3(1− ε)m loge g loge r
32g3 loge gλg(m)
≤ m(1− ε)
2
loge g.
Pour montrer que 2.2 est inférieur à g(1−ε)m pour m assez grand, il suffit de montrer que :
∑
A0+B+∑
K
k=1Ak=r
gK−K
g2
B+∑Kk=1
gk−k
g2
Ak≤3(r−m) loge g
r
(g− gK−K
g2
)B
K
∏
k=1
r
(k− gk−k
g2
)Ak ≤ g 1−ε2 m
pour m assez grand.
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D’une part, r
(g− gK−K
g2
)B
∏
K
k=1 r
(k− gk−k
g2
)Ak ≤ g 1−ε4 m :
gB loge r≤ g loge r
3g2(r−m) loge g
gK−K ≤ loge r
(1− ε)m
32g3 loge gλg(m)
3g3 loge g
gK−K ≤
1− ε
8
m loge g,
pour m assez grand, et
kAk loge r≤ k
3(r−m)g2 loge g
gk− k loge r≤
3kg2 loge g loge r
k(g−1)
(1− ε)m
32g3 loge gλg(m)
≤ 1− ε
8K
m loge g
pour m assez grand car K < g.
D’autre part,
∑
A0+B+∑
K
k=1Ak=r
gK−K
g2
B+∑Kk=1
gk−k
g2
Ak≤3(r−m)g loge g
1≤maxB
K
∏
k=1
maxA j ≤ rK+1 ≤ (2m)K+1 < g
1−ε
4 m
pour m assez grand. (A0 est déterminé par r−∑Kk=1Ak−B). En effet,
(K+1) loge(2m)<
1− ε
4
m loge g
pour m assez grand.
Corollaire 2.2.18. Soit ε > 0. Pour presque tout n,
lg(n)≥ λg(n)+(1− ε) λg(n)
32g3 loge gλg(λg(n))
.
i.e la proportion d’entiers qui ne satisfont pas cette inégalité tend vers 0 lorsque n tend
vers l’infini.
Démonstration. D’après le théorème 2.2.17,
∣∣∣∣
{
g-chaînes additives 1= a0 < a1 < · · ·< ar = n avec λg(n) = m et r ≤ m+ (1− ε)m
32g3 loge gλg(m)
}∣∣∣∣
≤ g
m
αm
où α = gε .
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Mais
gm
αm
(g−1)gm =
1
(g−1)gεm →n→∞ 0.
2.3 Propriétés et conjectures sur la nature et la longueur des g-chaînes additives
Pour n ≤ 2500, l2(n) = l∗2(n). Peut-on généraliser ? Qu’en est-il pour lg(n) versus
l∗g(n) ? Dans cette section, on va d’abord répondre à ces questions auxquelles Hansen
avait répondu lorsque g valait 2. Ensuite, on va s’intéresser à une conjecture dite de
Scholz-Brauer qui concerne le pire cas de la méthode binaire (g-aire). Puis on fera men-
tion de quelques conjectures courantes et on entreverra une manière numérique de véri-
fier des propriétés des chaînes additives.
Hansen a développé des outils pour répondre à la question "l2(n) = l
∗
2(n) ?" [Han59].
Voici l’approche pour g quelconque inspirée de l’arsenal exploité par Hansen qui adapte
le cas g= 2 traité en [Knu73].
Soit
n= ge0 +ge1 + · · ·+get
avec e0 > e1 > · · ·> et .
Et soit
1= a0 < a1 < · · ·< ar = n
une g-chaîne additive étoile pour n avec d g-étapes.
d = b0 ≥ b1 ≥ ·· · ≥ br = 0
où bi = nombre de g-étapes parmi les étapes i+1, · · · ,r.
On définit une suite de multiensembles S0,S1, · · ·Sr afin de suivre l’évolution des ex-
posants de g à chaque étape :
S0 = {0}.
32
Si ai+1 = gai, alors
Si+1 = {x | x−1 ∈ Si}.
Si ai+1 = c0ai+ c1ak1 + · · ·+ cmakm où ∑mj=0 c j ≤ g, c j > 0 pour 0≤ j ≤ m, k j < i pour
1≤ j ≤ m, alors
Si+1 = c0Si+ c1Sk1 + · · ·+ cmSkm
où + dénote l’union de multiensembles (avec multiplicité), et ciSk dénote la somme de
ci termes Sk.
D’où,
ai = ∑
x∈Si
gx.
En particulier,
n= ge0 +ge1 + ...+get = ∑
x∈Sr
gx.
Soit f = r− d le nombre de non g-étapes. Le nombre d’éléments dans Sr est au plus
g f . En effet, une g-étape ne change pas le nombre d’éléments dans Si alors qu’une non
g-étape, au plus, multiplie le nombre d’éléments par g.
Afin de suivre l’évolution des exposants de chacun des termes ge j , 0 ≤ j ≤ t, de n à
chaque étape, on partitionne Sr en M0,M1, · · · ,Mt tels que
ge j = ∑
x∈M j
gx,0≤ j ≤ t.
Une manière d’effectuer une telle partition consiste à choisir d’abord (et une à une) les
puissances de g les plus petites dans Sr. Lorsque leur somme atteint g
et , on aura formé
Mt . On retire ces éléments de Sr et on choisit à nouveau les plus petites puissances
restantes jusqu’à ce que l’on forme Mt−1, · · ·
|M j|= m j ≤ g f − t
33
parce que Sr a au plus g
f éléments et est partitionné en t+1 multiensembles non vides.
De plus, ∀x ∈M j,
e j ≥ x≥ e j−m j.
En effet, d’une part, ge j ≥ gx pour x ∈ M j et d’autre part, si x < e j−m j il y aurait au
moins m j+1 éléments dans M j, contradiction.
Supposons que Sr est partitionné en t+ 1 multiensembles M0, · · · ,Mt , on partitionne Si
en t+1 multiensembles Mi j comme :
Mr j =M j.
Si ai+1 = gai alors
Mi j = {x | x+1 ∈M(i+1) j}.
Si ai+1 = c0ai+ c1ak1 + · · ·+ cmakm , où ∑mj=0 c j ≤ g, c j > 0 pour 0≤ j ≤ m, k j < i pour
1≤ j ≤ m, alors
c0Mi j =M(i+1) j− c1Sk1− ...− cmSkm .
Pour obtenir Mi j, on conserve une seule copie de chaque c0 éléments identiques dans
c0Mi j. Si un élément de
⋃m
i=1 ciSki appartient à plusieurs multiensembles M(i+1) j, on
l’enlève de celui avec plus grand j. (Cette convention est naturelle puisqu’en ajoutant
des puissances de g, on forme les plus petites puissances de n d’abord ; les puissances de
g ajoutées à la fin sont donc celles qui participent aux plus grands e j.)
∀x ∈Mi j,
e j−bi ≥ x
car à chaque g-étape, on enlève 1, et
x> e j−bi−m j.
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Lemme 2.3.1. Si Mi j et Muv contiennent tous les deux un même entier x alors
−mv < (e j− ev)− (bi−bu)< m j.
(Ce résultat est explicité en [Knu73] pour le cas g= 2.)
Démonstration.
e j−bi ≥ x> e j−bi−m j et ev−bu ≥ x> ev−bu−mv.
La partie gauche de la première inégalité et la partie droite de la deuxième donnent la
partie gauche de l’inégalité à démontrer.
De même, la partie droite de la première inégalité et la partie gauche de la deuxième
donnent la partie droite de l’inégalité à démontrer.
Théorème 2.3.2. Soit
n= ge0 +ge1 + · · ·+get ,
e0 > e1 > · · ·> et ≥ 0.
Si
e0 > 2e1+ c
(
t
g−1 −1
)
et ei−1 ≥ ei+2m
∀1≤ i≤ t où m= gbc( tg−1−1)c− t, c est la constante donnée par le corollaire 2.2.12 et t
est multiple de g−1 alors l∗g(n)≥ e0+ tg−1 .
(Un résultat semblable est explicité en [Knu73] pour le cas g = 2. Certaines étapes de
cette preuve utilisent des idées différentes.)
Démonstration. t ≥ g−1 parce que pour t = 0, lg(n) = l∗g(n) = e0.
Supposons qu’on a une g-chaîne additive
1= a0,a1, · · · ,ar = n
pour n où r ≤ e0+ tg−1 −1 (donc avec au plus tg−1 −1 étapes réduites).
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Les entiers d, f ,b0, · · · ,br et les multiensemblesMi j et Si sont tels que définis précédem-
ment.
f ≤ bc
(
t
g−1 −1
)
c
par le corollaire 2.2.12.
Pour tout 0≤ j ≤ r, m j ≤ g f − t donc
m j ≤ gbc(
t
g−1−1)c− t = m.
De plus,
ai = ∑
x∈Mi0
gx+ ∑
x∈Mi1
gx+ · · ·+ ∑
x∈Mit
gx.
Il n’y a pas d’interférence (de retenues) entre une somme et l’autre, en effet, ei−1 ≥
ei+2m donc
x∈Mi( j−1) > e j−1−bi−m j−1 ≥ e j+2m−bi−m j−1 > e j−bi ≥ x′∈Mi j .
En particulier, la somme pour des j différents n’affecte pas les termes pour j = 0. Donc,
pour 0≤ i≤ r,
ai ≥ ∑
x∈Mi0
gx ≥ gλg(ai).
M0 j = /0, 1≤ j ≤ t. Mr j =M j 6= /0. On peut donc choisir le plus petit i tel que
Mi j 6= /0.
Si i est une g-étape,
M(i−1) j = {x | x+1 ∈Mi j} 6= /0.
Contradiction. Ainsi, i n’est pas une g-étape. En fait,
ai = eai−1+ cu1au1 + · · ·+ culaul
où e+∑lj=1 cu j ≤ g, i−1> u1 > · · ·> ul .
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Par ailleurs,
Mi j ⊆ ∪lj=1cu jSu j
parce que M(i−1) j = /0.
Soit x j ∈Mi j, alors,
∃k ∈ {1, · · · , l} tel que x j ∈ Suk .
Sans perte de généralité,
∃ j0 ∈ {1, · · · , t} tel que x j0 ∈Mi j0 implique x j0 ∈ Su1 .
Sinon, u1 ne permet à aucun nouvel exposant de g dans n d’entrer en jeu dans la chaîne
additive. Et comme on cherche à montrer le théorème pour tous coefficients ki de gi
dans n, on gagnerait à utiliser le coefficient cu1 de au1 devant ai−1 (qu’on ajoute à e)
afin d’atteindre e0 avec le moins d’étapes supplémentaires possibles (l’introduction de
certains coefficients devant les puissances de g importe peu parce que même avec ces
coefficients convenables-là, on ne pourra pas construire une g-chaîne additive pour n en
moins de t−1
g
étapes réduites).
Dans ce qui suit, on montre que i est une étape réduite.
Soit j tel que :
x j ∈Mi j implique x j ∈ Su1 .
Alors bu1−bi > m, parce que si bu1−bi ≤ m, par le lemme 2.3.1,
ev1− e j < m+(bu1−bi)≤ 2m,
et en conséquence, j = v1.
Contradiction, parce que Mu1 j = /0 puisque u1 < i−1 mais x j ∈Mu1v1 .
Donc, il y a au moins m+1 g-étapes entre u1 et i.
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Les éléments de Suh , 1≤ h≤ g−1 sont inférieurs à e1−bi.
En effet, soit x ∈ Suh ⊆ Si, et x > e1− bi ≥ e1− buh . Alors x ∈Muh0 et x ∈Mi0 puisque
e j−bi ≥ x, ∀x ∈Mi j.
Le lemme 2.3.1, avec j = v= 0 implique buh−bi < m.
Contradiction avec ce qu’on a obtenu précédemment car buh−bi ≥ bu1−bi > m.
En fait, comme x ∈Mi0 implique
x> e0−bi−m0 > e1−bi,
cet argument montre que pour 1≤ h≤ g−1,
Mi0∩Suh = /0
i.e eM(i−1)0 =Mi0.
D’où,
ai−1 ≥ ∑
x∈M(i−1)0
gx =
1
e
∑
x∈Mi0
gx ≥ 1
e
gλg(ai),
donc λg(ai−1) = λg(ai) car i n’est pas une g-étape (e< g). Ainsi, i est une étape réduite.
On montre que l’entrée en jeu des exposants e1, · · · ,et de g doit se faire un à la fois
(avec un maximum de g−1 exposants par étape réduite).
Suk ⊆Muk0. En effet, soit x ∈ Suk . y = r− f −buk = nombre de g-étapes jusqu’à l’étape
uk, est le plus grand élément de Suk .
Si x /∈Muk0, e1−buk ≥ x parce que x ∈Muk j, j ≥ 1. Donc e1 ≥ buk .
Aussi, e1 ≥ e1−bi ≥ y car y n’appartient pas à Mi0 mais appartient à Si.
De plus, y > e0− f − buk ≥ e0− c
(
t
g−1 −1
)
− e1. Contradiction avec l’hypothèse du
théorème sur e0.
Ainsi, x j ∈Mi j entraîne
x j ∈ Suk ⊆Muk0 et e0−buk ≥ x j > e0−buk −m.
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Si j 6= j′, et i est à la fois le plus petit tel que Mi j 6= /0 et Mi j′ 6= /0, uk ne peut pas être
la même pour j et j′. Autrement, |x j− x′j| < m, mais x j ∈ Mi j et x j′ ∈ Mi j′ 6= j et leurs
éléments diffèrent de plus de m par hypothèse. Contradiction.
Ainsi, on a au moins t termes différents qui correspondent à l’entrée en jeu des t ex-
posants de g dans n qui doivent être ajoutés à des étapes réduites. Afin de minimiser le
nombre d’étapes réduites, on regrouperait ces t termes g−1 à la fois (nombre maximal
de tels termes à une étape réduite). Mais cela requiert t
g−1 étapes réduites. Contradic-
tion.
Remarque 2.3.3. La borne 2.3.2 est atteinte. En effet, 1,g, · · · ,ge0 , ge0+ · · ·+geg−1 ,ge0+
· · ·+geg−1 +geg + · · ·+ge2(g−1) ,· · · ,ge0 + · · ·+get est une g-chaîne additive étoile valide
pour n= ge0 + · · ·+get de longueur e0+ tg−1 .
Théorème 2.3.4. Si λg(x)+λg(y)≤ A, alors
lg(g
A+ xy)≤ A+µg(x)+µg(y)
où µg(n) = nombre de coefficients non nuls dans la représentation de n en base g.
(Ce résultat est explicité en [Knu73] pour le cas g= 2.)
Démonstration. Soit
x= c1g
x1 + · · ·+ ckgxk
et
y= k1g
y1 + · · ·+ kvgyv
où x1 > · · ·> xk ≥ 0 et y1 > · · ·> yv ≥ 0 := yv+1.
On forme d’abord gA−y1 . Cela requiert A− y1 étapes.
Ensuite, on forme x en incluant les éléments suivants :
c1g
x1 ,c1g
x1 + c2g
x2 , · · · ,c1gx1 + c2gx2 + · · ·+ ckgxk .
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Cela prend µg(x) étapes de plus (comme λg(x)≤ A−λg(y) on avait toutes les puissances
de g nécessaires).
Enfin, on forme gA+ xy en ajoutant dans la chaîne additive les éléments suivants :
gA−y1 + k1x,g(gA−y1 + k1x), · · · ,gy1−y2(gA−y1 + k1x) = gA−y2 + k1xgy1−y2 ,
gA−y2 + k1xgy1−y2 + k2x, · · · ,gy2−y3(gA−y2 + k1xgy1−y2 + k2x)
= gA−y3 +(k1gy1−y3 + k2gy2−y3)x, · · · , · · · ,gA+ xy.
Cela requiert µg(y) étapes pour les additions des coefficients de y et y1 multiplications
par g.
Au total, on a donc
A− y1+µg(x)+µg(y)+ y1 = A+µg(x)+µg(y)
étapes.
Remarque 2.3.5. En fait, pour former c1gx1 + c2gx2 + · · ·+ ckgxk , on a besoin de moins
de 2
⌈
∑
k
i=1 ci
g
⌉
, car on peut regrouper les puissances à additionner par groupe de g. En
particulier, si ci = 1, 1 ≤ i ≤ k, on a besoin de moins de 2
⌈
k
g
⌉
étapes pour former
gx1 + · · ·+gxk .
Corollaire 2.3.6. Il existe des valeurs de n pour lesquelles lg(n)< l∗g(n).
(Ce résultat est explicité en [Knu73] pour le cas g= 2.)
Démonstration. Soit u := 2m où m := gbc2vgc−2vg(g−1), v> 2 entier, et c est la con-
stante donnée par le corollaire 2.2.12. Et soit
n= g2m+2(2vg(g−1)−1)u+d2cvge+1+g(2vg(g−1)−1)u+ · · ·+gvg(g−1)u+g(vg(g−1)−1)u+ · · ·+gu+1.
D’une part, n= g2m+2(2vg(g−1)−1)u+d2cvge+1+ xy où y= 1+gvg(g−1)u
et x= g(vg(g−1)−1)u+ · · ·+g2u+gu+1.
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De plus,
λg(x)+λg(y) = 2vg(g−1)u−u≤ 2m+2(2vg(g−1)−1)u+ d2cvge+1.
D’où par le théorème 2.3.4 et la remarque 2.3.5,
lg(n)≤ 2m+2(2vg(g−1)−1)u+ d2cvge+1+2+2v(g−1).
D’autre part, si on écrit n comme ge0 +ge1 + · · ·+get , on voit que t = 2vg(g−1),
e0 = 2m+2(2vg(g−1)−1)u+ d2cvge+1> 2e1+ c
(
t
g−1 −1
)
= 2(2vg(g−1)u−u)+ c(2vg−1)
et pour 1≤ i≤ 2vg(g−1),
ei−1 ≥ ei+u= ei+2m
où
m= gb2vcgc−2vg(g−1)≥ gbc( tg−1−1)c− t.
D’où, par le théorème 2.3.2,
l∗g(n)≥ 2m+2(2vg(g−1)−1)u+ d2cvge+1+2vg> lg(n)
car v> 2.
On peut même aller plus loin en choisissant l’écart qu’on voudrait avoir entre l et l∗.
Proposition 2.3.7. Soit q ∈ N. Il existe n tel que lg(n)≤ l∗g(n)−q.
(Ce résultat est explicité en [Knu73] pour le cas g= 2.)
Démonstration. Il suffit de prendre v= q+2 dans la preuve du corollaire 2.3.6.
Remarque 2.3.8. La conjecture de Scholz-Brauer
l2(2
n−1)≤ n−1+ l2(n)
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est l’un des problèmes les plus populaires sur les 2-chaînes additives. En effet, 2n− 1
représente le pire cas pour la méthode binaire. Scholz a émis la conjecture [Sch37],
Brauer l’a prouvée pour les 2-chaînes additives étoiles, i.e, il a établi que
l∗2(2
n−1)≤ n−1+ l∗2(n)
en [Bra39], et Hansen l’a étendue à un plus grand ensemble de 2-chaînes additives
[Han59].
Définition 2.3.9. Une g-chaîne additive a0,a1, · · · ,ar = n pour n a la propriété P si elle
a la propriété suivante : il existe un ensemble d’étapes E tel qu’à chaque étape ai =
au1 + · · ·+aum , 2≤ m≤ g, au1 ≥ ·· · ≥ aum ,
au1 , · · · ,aum−1 ∈ E,
0≤ i≤ r.
On note la longueur minimale d’une telle g-chaîne pour n par log(n).
Remarque 2.3.10. Pour vérifier qu’une g-chaîne additive a la propriété P ci-dessus, il
suffit d’ordonner E comme b0,b1, · · · ,bm, puis à chaque étape ai de la chaîne telle que
bt est le plus grand élément de E inférieur à ai, vérifier que l’un de ai−bt , · · · ,ai−bt−
·· ·−bt−g+2, mettons ai−bt · · ·−b j, 1≤ j ≤ t, appartient à la chaîne a0,a1, · · · ,ak avec
ak < b j.
Exemple 2.3.11. 1,g,g2,g3, · · · ,gk + gk−1+ · · ·+ gk−g+1, k > g, est un exemple de g-
chaîne additive ayant la propriété P. Il suffit de prendre pour ensemble E l’ensemble des
étapes de la chaîne. En particulier, toute chaîne additive étoile a la propriété P (il suffit
de prendre pour ensemble E l’ensemble des étapes de la chaîne).
Remarque 2.3.12. On ne sait pas si log(n) = lg(n) pour tout n.
Théorème 2.3.13. lg(gn−1)≤ log(n)+(g−1)bt−b0−b1−·· ·−bg−2 où 1= a0,a1, · · · ,
ar = n est une g-chaîne additive de longueur minimale l
o
g(n) pour n avec la propriété P,
et 1= b0,b1, · · · ,bt = n sont les éléments ordonnés de E.
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Démonstration. Pour former une g-chaîne additive de longueur minimale pour gn− 1,
on inclut ga0−1,ga1−1, · · · ,gar −1.
On inclut aussi gi(gb j −1) pour
0≤ j ≤ t−g+1, 1≤ i≤ b j+g−1−b j
et
t−g+2≤ j ≤ t−1, 1≤ i≤ bt−b j.
Puis on ordonne le tout.
Il y aura dans la chaîne
log(n)+(bg−1−b0)+(bg−b1)+ · · ·+(bt−bt−g+1)+(bt−bt−g+2)+ · · ·+(bt−bt−1)
= log(n)+(g−1)bt−b0−b1−·· ·−bg−2
éléments.
Toutes les étapes respectent la définition de g-chaîne additive. En effet, gi(gb j − 1)
multiplie par g l’élément précédent et ai = ak + b j1 + · · ·+ b jm , 1 ≤ m ≤ g− 1, i.e,
ak = ai−b j1−·· ·−b jm ≤ b jm+1−b j1 donc on évalue
(gak −1)+(gak(gb j1 −1))+(gak+b j1 (gb j2 −1))+ · · ·+(gak+b j1+···+b jm−1 (gbm−1))
= gai−1.
Comme m ≤ g− 1, il y a au plus g termes dans la dernière somme. De plus, tous les
termes ont déjà été obtenus.
Dans le cas de g= 2, le résultat obtenu par Hansen était plus fort ; la chaîne construite
pour 2n−1 conservait la propriété P. On le voit dans le corollaire ci-dessous (qui suit de
la preuve du théorème ci-dessus) :
Corollaire 2.3.14. [Han59] lo2(2
n−1)≤ n−1+ lo2(n).
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Démonstration. Comme indiqué en [Knu73], pour g= 2, la construction de la 2-chaîne
additive pour 2n− 1 revient à inclure 2a0 − 1,2a1 − 1, · · · ,2ar − 1 qui appartiendront à
E ′ ssi les ai appartiennent à E. Ensuite, on inclut 2i(2b j − 1) pour 0 ≤ j ≤ t et 1 ≤ i ≤
b j+1−b j qui appartiendront tous à E ′. On ordonne le tout.
Il y aura dans la chaîne lo2(n)+(bt−bt−1)+ · · ·+(b1−b0) = lo2(n)+n−1 éléments.
Toutes les étapes respectent la propriété P : 2i(2b j −1) multiplie par 2 l’élément précé-
dent qui appartient à E ′, et ai = ak+b j, i.e, ak = ai−b j ≤ b j+1−b j donc on évalue
2ak(2b j −1) = 2ai−b j(2b j −1) = 2ai−2ak
mais
2ai−1= 2ai−1+2ak −2ak = (2ak −1)+2ak(2b j −1).
Le premier terme a déjà été obtenu parce que k≤ i et le deuxième est le plus grand terme
plus petit que 2ai−1 appartenant à E ′.
Remarque 2.3.15. Le théorème 2.3.13 et le corollaire 2.3 peuvent se généraliser à
Bn−1
B−1 .
Il faudra inclure
Bai−1
B−1 , 0≤ i≤ r, et ckB
i−1B
b j −1
B−1 , pour 1≤ k ≤ l
o(B),
0≤ j ≤ t−g+1, 1≤ i≤ b j+g−1−b j
et
t−g+2≤ j ≤ t−1, 1≤ i≤ bt−b j
où c0,c1, · · · est une g-chaîne additive pour B avec la propriété P.
Remarque 2.3.16. Stolarsky prouve en particulier que l2(2n− 1) ≤ n− 1+ l2(n) pour
une infinité de n en [Sto69]. Par ailleurs, l’article [BBB94] révèle que l’inégalité de
Scholz-Brauer est valide pour certaines stratégies relevant des méthodes des fractions
continues. Et l’article [BN02] vérifie notamment l’inégalité de Scholz-Brauer pour tout
n tel que µ2(n) ≤ 5.(L’inégalité est vraie pour µ2(n) ≤ 2 et n = 2s(2t + 1) cf. [Utz53],
pour µ2(n) = 3 cf. [GRS62] et pour µ2(n) = 4 cf. [Knu73]).
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Malgré les avancées dans l’étude de la génération et construction des chaînes ad-
ditives, de nombreux problèmes sur les g-chaînes additives restent ouverts. On en cite
quelques-uns :
1. La conjecture
l2(n)≥ λ2(n)+ dlog2(µ2(n))e
reste ouverte bien que Schönhage ait montré que
l2(n)≥ dlog2(n)+ log2(µ2(n))−2.13e
en [Sch75].
2. Pour r ≤ 1000,
l2(n) =min(l2(n−1)+1, l)−δ
où δ est 1 ou 0, et
l = l2(p)+ l2(
n
p
)
si p est le plus petit nombre premier divisant n, et l = ∞ si n est premier. Cela se
généralise-t-il ? Peut-on trouver de la structure dans la valeur de δ ?
3. Les fonctions dg(r) =
∣∣{ solutions à lg(n) = r}∣∣, cg(r) = min{n | lg(n) = r}, et
NMCg(n)= |{g-chaînes additives minimales pour n}|, seraient intéressantes à étudier,
elles sont très mal connues pour le moment (dg(r) est-elle bien croissante ? quelle
est son évolution asymptotique ?).
4. On dénote par lg(n1, · · · ,nm) la chaîne additive la plus courte pour nm qui contient
n1 < · · ·< nm. Que peut-on dire d’intéressant sur lg(n1, · · · ,nm) ?
5. Dans un modèle beaucoup plus général que celui des chaînes additives, on se per-
met d’utiliser la soustraction et le produit en plus de la somme. On appelle τ(n)
le nombre minimal d’opérations arithmétiques nécessaires à la construction de n
à partir de 1 et 2. Et on s’intéresse aux bornes uniformes τ(xn) sur des suites xn
[Koi04].
Vu le nombre de problèmes ouverts relatifs aux chaînes additives, il est certainement
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bénéfique de recourir à l’ordinateur pour pouvoir observer certaines données des chaînes
additives. D’ailleurs, beaucoup ont cherché à optimiser la recherche de 2-chaînes addi-
tives minimales voire même de l’ensemble des chaînes additives minimales pour un en-
tier n. En pratique, c’est ce qui a aidé à montrer que diverses conjectures qui semblaient
raisonnables n’étaient pas correctes. Un point de départ consiste à utiliser une version
plus complète de la méthode de l’arbre : Construire un arbre de racine 1, dont les noeuds
sont des entiers et où le chemin de la racine à l’entier d représente une chaîne additive
pour d. Au niveau k+1, de gauche à droite, attacher au-dessous de chaque élément n du
niveau précédent k, 1+n,a2+n, · · · ,ak−1+n= 2n, où 1,a2, · · · ,ak−1 = n est le chemin
de la racine de l’arbre au noeud n. On obtiendra ainsi toutes les 2-chaînes additives pour
un entier n comme illustré à la figure 2.2.
Pour chercher les 2-chaînes additives de longueur minimale, on peut se servir des bornes
inférieures sur l2(n). On pose r = dlog2(n)+ log2(µ2(n))− 2.13e et on cherche des 2-
chaînes additives de longueur r pour n en faisant un parcours en profondeur de l’arbre.
Si le parcours reste sans succès, on pose r = r+ 1. Pour réduire le parcours, on se sert
du fait que ai ≤ 2ai−1. En effet, à l’étape i, si n = ar > 2mai où m = r− i, alors il sera
impossible d’atteindre n en m étapes. On peut même aller plus loin : on peut se servir
d’une borne inférieure pour ai + ai−1. Aussi, si n est impair, comme ar est une étape
étoile, sinon la même chaîne sans ar−1 serait bonne et plus courte, alors, ar = ar−1+a j
où j < r−1 puisque r = an est impair, et on peut s’en servir pour réduire encore le par-
cours [Thu99].
On conclut ce chapitre en évoquant certaines constatations calculatoires sur les chaînes
additives évoquées en [Thu99] :
1. Pour tout n≤ 327678, l2(n)≥ λ2(n)+ dlog2(µ2(n))e.
2. l2(2
n−1) = n−1+ l2(n) pour 1≤ n≤ 14 selon [Knu73].
3. n = 12509 est le plus petit entier pour lequel aucune 2-chaîne additive minimale
n’est étoile.
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Figure 2.2 – Recherche de 2-chaînes additives minimales
4. 49593 et 49594 sont des entiers adjacents pour lesquels aucune 2-chaîne additive
minimale est n’étoile.
5. n= 13818 et n= 27578 sont des entiers pairs tels que l2(2n) = l2(n).
6. 2
13+1
3
est le plus petit entier n tel que l(mn) < l(n) d’après [Knu73]. En effet,
l(2
13+1
3
) = 15 tandis que l(213+1) = 14.
7. Le premier entier avec plus de 1000000 2-chaînes additives minimales est 15126.
8. On connaît les valeurs de c2(19), · · · ,c2(27).
9. 65121 est le premier entier dont toutes les 2-chaînes additives minimales exigent
6 étapes réduites.
10. Une 2-chaîne additive minimale pour n = 1048577 peut être trouvée plus rapi-
dement à l’aide des algorithmes développés en [Thu99] qu’une 2-chaîne pour
n= 191.
11. NMC2(29) = 132.
12. NMC2(n) = 1 si et seulement si n est une puissance de 2 [Fla99].
CHAPITRE 3
REPRÉSENTATION DE POLYNÔMES PAR DES CIRCUITS
ARITHMÉTIQUES.
Après avoir étudié la construction, la génération et certaines propriétés des chaînes
additives pour un entier d (ou encore un monôme xd), on s’intéresse dans ce chapitre à
des polynômes plus généraux de degré d, et on explicite des familles de polynômes sur
différents corps pour lesquels la représentation par un circuit arithmétique exige exacte-
ment l2(d) portes multiplicatives.
Ensuite, on présente un exemple de famille de polynômes pour lesquels le phénomène
dit "d’annulation du degré" est nécessaire pour performer optimalement dans le modèle
du circuit arithmétique où l’on compte le nombre d’additions seulement.
Puis on aborde la conjecture de Strassen qui ne peut être fausse à moins que le phénomène
"d’annulation du degré" ne joue un rôle crucial et on montre qu’elle tient pour certaines
familles de degrés.
La factorisation de polynômes est exploitée de manière judicieuse ci-dessous afin de
fournir une borne supérieure sur le nombre de multiplications requis pour la représenta-
tion d’un polynôme par un circuit arithmétique.
Proposition 3.0.17. Tout polynôme f (x) ∈ Z[x] de degré d peut être représenté par un
circuit arithmétique avec au plus 2
√
d+1 portes multiplicatives. [PS73]
Démonstration. On écrit f (x) comme
g0+ x
k
(
g1+ · · ·+ xk
(
gk−2+ xk
(
gkx
k+gk−1
)))
,
où gi ∈ Z[x] et a degré k = d
√
de, 0≤ i≤ k.
On évalue d’abord x, x2,x3, · · · ,xk en k−1 portes multiplicatives, ce qui permet d’évaluer
gi, 0 ≤ i ≤ k. On effectue ensuite les k multiplications par xk pour obtenir f (x) à partir
des gi.
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On aura donc recouru à 2k− 1 portes multiplicatives. Comme k ≤ √d+ 1, 2k− 1 ≤
2
√
d+1.
Remarque 3.0.18. En fait, Paterson et Stockmeyer ont montré que
√
2d+O(lgd) portes
multiplicatives suffisent. Par ailleurs, ils ont montré en [PS73] que la plupart des polynômes
appartenant àQ[x] de degré n requièrent plus de
√
nmultiplications surC et que
√
nmul-
tiplications sont nécessaires pour la représentation générale des polynômes de degré n
[PS73, BM75].
3.1 Polynômes pouvant être représentés avec un nombre réduit de portes multi-
plicatives dans un circuit arithmétique
Dans l’article [BMR09], des polynômes représentables efficacement sont présen-
tés pour différents degrés. Dans ce qui suit, nous exposons des familles infinies de
polynômes efficacement représentables sur différents corps.
Définition 3.1.1. Un d−gem est un circuit arithmétique qui représente un polynôme de
degré d avec d racines entières distinctes, et qui a au plus l(d) := l2(d) portes multiplica-
tives [BMR09].
Exemple 3.1.2. Pour d = 1,2,3, tous les polynômes qui ont des racines entières dis-
tinctes peuvent être obtenus à l’aide de d-gems.
Pour d = 4, les polynômes de la forme (x− a)(x− b)(x− c)(x− d), où a,b,c,d sont
des entiers distincts, peuvent être obtenus à l’aide de 4-gems. En effet, d’une part les
racines de ce polynôme sont distinctes, et d’autre part, il suffit de générer x2, de former
(x−a)(x−b) et (x− c)(x−d), puis de les multiplier entre eux pour obtenir (x−a)(x−
b)(x− c)(x−d) en 2= l(4) multiplications.
Pour d = 8, les polynômes de la forme (x2− a2)(x2− b2)(x2− c2)(x2− d2), a,b,c,d
entiers positifs disctincts peuvent être obtenus à l’aide de 8-gems.
D’une part, ±a,±b,±c,±d sont des racines entières distinctes.
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D’autre part, pour générer
(x2−a2)(x2−b2) = x4− (a2+b2)x2+a2b2 et (x2− c2)(x2−d2),
il suffit de générer en deux multiplications x2 et x4. Ensuite pour obtenir le polynôme
(x2−a2)(x2−b2)(x2− c2)(x2−d2),
il suffit de multiplier
(x2−a2)(x2−b2) et (x2− c2)(x2−d2).
On aura ainsi utilisé 3= l(8) multiplications.
Le degré d = 16 a été plus délicat à traiter vu que 16 est une puissance de 2, donc l2(16)
est petit, en conséquence, on a moins de latitude dans la construction de polynômes qui
devraient avoir seulement 4 multiplications mais 16 racines différentes et entières. Une
première tentative a été d’obtenir certaines considérations théoriques, de les implanter
et d’utiliser le language de programmation C++ et la grappe d’ordinateurs du DIRO afin
d’obtenir des polynômes qui peuvent être obtenus à l’aide de 16-gems (en fait, on visait
les 32-gems). Mais en pensant à des conditions suffisantes (au lieu de s’attarder sur les
conditions nécessaires), on a abouti à la famille infinie de polynôme ci-dessous :
Pour d = 16, les polynômes de la forme
(x2−a2)(x2−b2)(x2− c2)(x2−d2)(x2− e2)(x2− f 2)(x2−g2)(x2−h2),
a,b,c,d,e, f ,g,h entiers positifs distincts tels que
a2+b2+ c2+d2 = e2+ f 2+g2+h2
peuvent être obtenus à l’aide de 16-gems.
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En effet,
(x2−a2)(x2−b2)(x2− c2)(x2−d2) = x8− (a2+b2+ c2+d2)x6+ k1x4+ k2x2+ k3,
k1,k2,k3 entiers, et
(x2− e2)(x2− f 2)(x2−g2)(x2−h2) = x8− (a2+b2+ c2+d2)x6+ k′1x4+ k′2x2+ k′3,
k′1,k
′
2,k
′
3 entiers. Ainsi, il suffit de générer en 2 multiplications x
2,x4, d’obtenir
(x2−a2)(x2−b2) et (x2− c2)(x2−d2),
de les multiplier entre eux, puis d’obtenir
(x2− e2)(x2− f 2)(x2−g2)(x2−h2)
en utilisant x4 et x2 déjà générés. Enfin, on multiplie
(x2−a2)(x2−b2)(x2− c2)(x2−d2) et (x2− e2)(x2− f 2)(x2−g2)(x2−h2).
On aura utilisé 4= l(16) multiplications.
Remarque 3.1.3. On aurait pu dégager la famille de polynômes que l’on peut obtenir à
partir de 16-gems de l’article [Bre08] de Bremner dans lequel il recourt à la manipulation
technique d’équations avec des considérations algébriques. Par ailleurs, on retrouve des
exemples de 16-gems en [BMR09].
Pour d = 18, il suffit de prendre un polynôme de degré 16 obtenu comme précédem-
ment et de le multiplier par x2− i2, i positif 6= a,b,c,d,e, f ,g,h. On aura utilisé 5= l(18)
multiplications.
Pour d = 20, il suffit de prendre un polynôme de degré 16 obtenu comme précédem-
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ment et de le multiplier par
x4− (i2+ j2)x2+ i2 j2,
i, j positifs distincts 6= a,b,c,d,e, f ,g,h. On aura utilisé 5= l(20) multiplications.
Pour d = 22, il suffit de prendre un polynôme de degré 20 obtenu comme précédem-
ment et de le multiplier par
x2− k2,
k positif 6= a,b,c,d,e, f ,g,h, i, j . On aura utilisé 6= l(22) multiplications.
Pour d = 24, il suffit de prendre un polynôme de degré 16 obtenu comme précédem-
ment et de le multiplier par
(x2− i2)(x2− j2)(x2− k2)(x2− l2),
i, j,k, l entiers positifs distincts et distincts de a,b,c,d,e, f ,g,h, tel que
i2+ j2+ k2+ l2 = a2+b2+ c2+d2.
On aura utilisé 5= l(24) multiplications.
Pour d = 26, il suffit de prendre un un polynôme de degré 24 obtenu comme précédem-
ment et de le multiplier par
x2−m2,
m entier positif différent de a,b,c,d,e, f ,g,h, i, j,k, l. On aura utilisé 6= l(26) multipli-
cations.
Pour d = 28, il suffit de prendre un un polynôme de degré 24 obtenu comme précédem-
ment et de le multiplier par
(x2−m2)(x2−n2),
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m,n entiers positifs distincts différents de a,b,c,d,e, f ,g,h, i, j,k, l. On aura utilisé 6 =
l(28) multiplications.
Pour d = 30, il suffit de prendre un un polynôme de degré 24 obtenu comme précédem-
ment et de le multiplier par
(x2−m2)(x2−n2)(x2−o2)(x2− p2),
m,n entiers positifs distincts différents de a,b,c,d,e, f ,g,h, i, j,k, l tels que
m2+n2+o2+ p2 = a2+b2+ c2+d2.
On aura utilisé 6= l(30) multiplications.
Remarque 3.1.4. Il est facile de trouver des entiers a,b,c,d,e, f ,g,h tels que :
a2+b2+ c2+d2 = e2+ f 2+g2+h2.
En effet, il suffit de choisir un entier n qui s’écrit de manières différentes comme somme
de deux carrés (n= a2+b2 = c2+d2 = e2+ f 2 = g2+h2). Pour cela, il suffit d’utiliser le
théorème des deux carrés : Soit n entier supérieur à 1. Soit d1(n) le nombre de diviseurs
de n congrus à 1 mod 4, et d3(n) le nombre de diviseurs de n congrus à 3 mod 4. Alors
on peut écrire n comme la somme de deux carrés parfaits de
4(d1(n)−d3(n))
manières différentes si l’on prend en considération l’ordre des deux carrés, et le signe
des éléments qui sont au carré [HW38].
Expliciter un polynôme qui peut être obtenu à l’aide d’un 32-gem semble plus diffi-
cile à accomplir sur Z. Nous obtenons des conditions techniques (très techniques) néces-
saires sur lesquelles on ne s’attardera pas, mais des conditions techniques similaires sont
obtenues en [BMR09] que l’on peut retrouver sous le nom de "litter conditions".
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Par contre, si l’on considère A= Z
[
e
2ipi
n
]
pour certains n, on peut aller plus loin.
Exemple 3.1.5. Dans A= Z
[
e
ipi
4
]
, les polynômes de la forme
(x16− (a8+b8)x8+a8b8)(x16− (c8+d8)x8+ c8d8),
a,b,c,d entiers positifs distincts, peuvent être obtenus à l’aide de 32-gems.
En effet, d’une part, il suffit de générer x2,x4,x8,x16, en 4 multiplications, puis d’obtenir
(x16− (a8+b8)x8+a8b8) et (x16− (c8+d8)x8+ c8d8)
et de les multiplier entre eux. Ainsi, on aura utilisé 5= l(32) multiplications.
D’autre part,
(x16−(a8+b8)x8+a8b8)(x16−(c8+d8)x8+c8d8)= (x8−a8)(x8−b8)(x8−c8)(x8−d8),
et (x8−a8) = (x4+a4)(x4−a4) = (x2− ia2)(x2+a2)(x2+a2i)(x2−a2)
et a donc les racines
±ae ipi4 ,±ae ipi2 ,±ae 3ipi4 ,±a.
Ainsi, les racines du polynôme de degré 32 sont toutes distinctes et dans A.
Exemple 3.1.6. Dans A= Z
[
e
2ipi
3
]
, (x6−a6) a les racines
±a∗{1,e 2ipi3 ,e 4ipi3 }.
En exploitant les mêmes idées que précédemment, on peut expliciter des familles de
polynômes de degré d = 12,24,30,36, 42,48,54 qui peuvent être obtenus à l’aide de
d-gems.
Exemple 3.1.7. Dans A= Z
[
e
ipi
2
]
, (x4−a4) a les racines ±a,±ai, distinctes et dans A.
Soient a,b,c,d,e, f ,g,h des entiers positifs distincts tels que a4+ b4+ c4+ d4 = e4+
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f 4+g4+h4. Par les mêmes idées précédentes, on peut obtenir un polynôme de degré 32
représentable par un 32-gem en formant d’abord x2,x4,x8, en obtenant ensuite
x8− (a4+b4)x4+a4b4 et x8− (c4+d4)x4+ c4d4
que l’on multiplie ensemble pour avoir
x16− (a4+b4+ c4+d4)x12+ k1x8+ k2x4+ k3,
k1,k2,k3 dans A. On peut alors former
(x8− (e4+ f 4)x4+ e4 f 4)(x8− (g4+h4)x4+g4h4)
que l’on multiplie avec
x16− (a4+b4+ c4+d4)x12+ k1x8+ k2x4+ k3,
k1,k2,k3. Ainsi, on aura utilisé 5= l(32) multiplications.
3.2 Annulation du degré
Etant donné un circuit arithmétique qui représente un polynôme de degré d, il suffit
de reproduire les exposants du monôme de plus grand degré de chaque porte multiplica-
tive et d’ordonner le tout pour obtenir une chaîne additive pour d à moins qu’à l’une des
portes (additives) du circuit, il y ait eu annulation de degré.
A défaut d’expliciter un cas où le recours à l’annulation est nécessaire pour minimiser
le nombre de multiplications dans le modèle où seule la multiplication compte, on s’in-
téresse à ce phénomène dans un modèle différent.
Définition 3.2.1. Le degré sémantique d’une porte de calcul d’un circuit arithmétique
est le degré algébrique du polynôme calculé par cette porte. [Tav09]
Définition 3.2.2. Le degré syntaxique d’une porte de calcul est défini comme : le degré
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syntaxique d’une constante est 0, celui d’une variable est 1. Sinon, s’il s’agit d’une porte
+, le degré syntaxique est le maximum des degrés syntaxiques des polynômes entrants,
s’il s’agit d’une porte ∗, le degré syntaxique est la somme des degrés syntaxiques des
polynômes entrants. [Tav09]
Theorem 3.2.3. Soit d ≥ 7. Tout circuit calculant Pd(x) = (x+1)d+1−xd+1 sur C dans
le modèle de multiplication libre n’utilisant que deux additions a nécessairement une
porte de degré syntaxique ≥ d+1.
La preuve utilise l’identité binômiale, le fait que
N
D
<
N−1
D−1, i.e, N(D−1)< (N−1)D
lorsque N > D, et vice-versa lorsque N < D, et une idée inspirée de [Tav09] : Pd(x) ne
peut pas avoir de racines multiples.
Démonstration.
(x+1)d+1− xd+1 =
d+1
∑
j=0
(
d+1
j
)
x j− xd+1 =
d
∑
j=0
(
d+1
j
)
x j (3.1)
Si on utilise 2 additions seulement, les seules possibilités de sorties sont :
c0x
m0(c1x
m1 + c2x
m2)m+ c3x
m3 (3.2)
et
c0x
m0(c1x
m1 + c2x
m2)m+ c3x
m3(c1x
m1 + c2x
m2)n. (3.3)
Mais si l’on compare 3.1 (que l’on ne peut pas factoriser par x) et 3.2, m3 6= 0 implique
m0 = 0 et m1 = 0 (sans perte de généralité). On obtient donc une expression de la forme
(a+bxc)d
′
+ kxd
′′′
.
D’autre part, d ≥ 7 implique m > 1 (sinon on a moins de trois termes en 3.2), et m3 =
0 implique m1 = 0 sans perte de généralité (sinon la plus petite puissance non nulle
de x est strictement supérieure à 1). On obtiendrait alors une expression de la forme
k(a+bxc)d
′′
xd
′′′
+ c.
Et si l’on compare 3.1 (que l’on ne peut pas factoriser par x) et 3.3 en supposant sans
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perte de généralité que m0 ≤m3, on déduit que m0 = 0 et m1 = 0 (sans perte de général-
ité). On obtient donc une expression de la forme (a+ bxc)d
′
+ k(a+ bxc)d
′′
xd
′′′
avec k
rationnel.
On peut donc sans perte de généralité adopter la forme
(a+bxc)d
′
+ k(a+bxc)d
′′
xd
′′′
. (3.4)
Dans 3.4, la plus petite puissance non nulle de x est xc, en comparant avec 3.1 on obtient
c= 1 et 3.4 a la forme
(a+bx)d
′
+ k(a+bx)d
′′
xd
′′′
où (d′ = d et d′′+d′′′ ≤ d) ou (d′′+d′′′ = d et d′ ≤ d).
Pour montrer que l’énoncé du théorème est valide sur R, il suffit de prouver qu’on ne
peut pas avoir d′ = 0 ou d′′ = 0 d’une part (en utilisant l’identité binômiale comme on
le fera plus bas), et d’autre part que −a
b
réel ne peut pas être solution de
Pd(x) = (x+1)
d+1− xd+1.
Mais pour justifier le théorème sur C, on élaborera un peu plus : on montrera qu’on ne
peut pas avoir d′= 1 ou d′′= 1 non plus, mais alors,−a
b
est une racine multiple de Pd(x).
Cas 1 : d′ = 0 ou d′′ = 0.
3.4 se réduit alors à
(a+bx)d−ixm+ cx j =
d−i
∑
l=0
(
d− i
l
)
albd−i−lxm+l + cx j = 3.1,
j,m, i ≥ 0. Donc pour l+m = 0, · · · , j−1, j+1, · · · ,d− i (si j = 0, la liste com-
mence à 1), on a :
(d− i)!
(d− i− l)!l! =
(d+1)!
(d+1− l−m)!(l+m)! .
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Soit
Q(l) =
(d− i)!(d+1− l−m)!(l+m)!
(d− i− l)!l!(d+1)! .
Q(l) = 1 pour l tel que l +m = 0, · · · , j− 1, j+ 1, · · · ,d − i (si j = 0, la liste
commence à 1). En conséquence,
Q(l+1)
Q(l)
=
(d− i− l)(m+ l+1)
(d+1− l−m)(l+1) = 1,
pour l tel que l+m= 0, · · · , j−2, j+1, · · · ,d− i−1 (si j= 0,1, la liste commence
respectivement à 1,2).
Lorsque d′ = 0, j = 0 donc m= i et
d− i− l
d+1− l− i diminue lorsque l augmente car
le numérateur est strictement inférieur au dénominateur et en passant de l à l+ 1
on retranche 1 du numérateur et du dénominateur.
De plus,
l+ i+1
l+1
diminue lorsque l augmente car le numérateur est strictement
supérieur au dénominateur et en passant de l à l+1, on ajoute 1 au numérateur et
au dénominateur.
D’autre part, lorsque d′′ = 0, m = 0 et
d− i− l
d+1− l diminue lorsque l augmente car
le dénominateur est strictement supérieur au numérateur et en passant de l à l+1
on retranche 1 au numérateur et au dénominateur.
Dans les deux cas, le quotient diminue lorsque l augmente et n’est donc pas con-
stant. d ≥ 6 guarantit d’avoir deux rapports successifs qui doivent égaler 1, on a
une contradiction.
Cas 2 : d′ = 1 ou d′′ = 1.
3.4 se réduit alors à
(a+bx)d−ixm+ cx j(a+bx).
On raisonne comme dans le cas 1, la seule différence étant que l+m parcourt les
entiers positifs jusqu’à d− i à l’exception de j et j+1. Mais alors, d ≥ 7 guarantit
d’avoir deux rapports successifs qui doivent égaler 1.
Cas 3 : d′ > 1, d′′ > 1.
On peut factoriser 3.4 par (a+ bx)2, et −a
b
est une racine (au moins) double de
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Pd(x) (b 6= 0 car Pd(x) a plus d’un terme).
Mais
P′d(x) = (d+1)(x+1)
d− (d+1)xd,
et Pd(x) = P
′
d(x) = 0 implique x+1= x, contradiction.
Remarque 3.2.4. Ce résultat est obtenu pour d = 2k en [Tav09] avec une preuve al-
gébrique légèrement différente.
3.3 Conjecture de Strassen.
Dans cette section, on aborde la conjecture de Strassen. En particulier, nous simpli-
fions des résultats qui établissent la conjecture de Strassen pour certaines familles de
degré, et nous étendons la conjecture à une nouvelle famille de degré, et nous en tirons
quelques conséquences.
La conjecture de Strassen stipule que tout polynôme de degré d requiert au moins l(d)
portes multiplicatives lorsque représenté par un circuit arithmétique. S’il y a un contre-
exemple à la conjecture, alors le phénomène d’annulation du degré s’impose dans le
circuit contre-exemple.
En effet, supposons qu’il existe un polynôme de degré d pouvant être représenté par
un circuit arithmérique avec strictement moins de l(d) portes multiplicatives. Alors, il
existe une porte additive (+ ou −) telle que pour cette porte-là le degré syntaxique est
strictement plus grand que le degré sémantique. Sinon, il suffit de mimer l’évolution du
plus grand exposant par une chaîne additive où lorsque l’on multiplie deux polynômes
dans le circuit, on additionne l’exposant du monôme de plus haut degré de l’un à l’ex-
posant du monôme de plus haut degré de l’autre dans la chaîne additive. Et on aurait une
contradiction.
Théorème 3.3.1. Si d> 2l2(d)−4, alors tout circuit arithmétique représentant un polynôme
f (x) ∈ Z[x] de degré d requiert au moins l2(d) portes multiplicatives.
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Démonstration. d > 2l2(d)−4, i.e, logd > l2(d)−4, i.e, logd+4> l2(d),
i.e, blogdc+4≥ l2(d)≥ dlogde.
Soit f (x) ∈ Z[x] de degré d. S’il existe un circuit arithmétique représentant f (x) avec
moins de l2(d) portes multiplicatives, alors pour l’une des portes additives du circuit, on
a une annulation du degré des pôlynomes entrants.
On considère le circuit pour lequel l’annulation du degré (pour le degré le plus petit)
survient pour le plus petit degré possible.
Dans ce qui suit, deux polynômes p(x) et q(x) obtenus dans le circuit arithmétique sont
dits similaires si
p(x) = c0q(x)+
l
∑
j=1
c jp j(x)
où l,c j, 0 ≤ j ≤ l sont entiers et p j(x), 1 ≤ j ≤ l sont des polynômes obtenus dans le
circuit arithmétique avec deg(pl(x))< deg(p(x)).
Il est essentiel de remarquer que lorsque deux polynômes de même degré ne sont pas
similaires, ils ne peuvent pas avoir été obtenus à partir des polynômes de degré inférieur
à l’aide d’une seule multiplication.
Soit i le degré du polynôme p(x) obtenu à l’issue de l’annulation du degré de q1(x) et
q2(x) dans le circuit. Le degré i a donc été dépassé de deux manières différentes, ce qui
exige deux multiplications au moins. En effet, q1(x) et q2(x) ne sont pas similaires sinon
l’annulation est facultative. Aussi, i< degré de q1(x).
Ensuite, pour se rapprocher de d le plus vite possible, on met au carré à chaque étape,
sauf pour une seule. Cette étape où on ne double pas est nécessaire car à l’étape d’annu-
lation, on n’a pas doublé le degré, alors que c’est seulement lorsqu’on double le degré à
chaque étape qu’on peut se contenter de blogdc étapes.
Atteindre d exige au moins blogdc multiplications. On a en plus explicité une étape à
laquelle deux multiplications supplémentaires sont nécessaires alors qu’elles ne perme-
ttent pas un doublement. Ceci nous a permis d’expliciter une étape supplémentaire où
doubler est impossible, le circuit comprend donc au moins blogdc+3 multiplications.
Pour montrer qu’au moins blogdc+4 multiplications sont nécessaires, on élaborera un
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peu plus.
Soit i= 2e1 + · · ·+2em , e1 > · · ·> em.
Si q1(x) est obtenu à partir d’un polynôme de degré> 2
e1 , alors avant de former q1(x) et
q2(x) on avait au moins e1+1 multiplications, la formation de q1(x) et q2(x) exige deux
multiplications supplémentaires et en doublant à partir de i (sauf pour la dernière étape),
on aura besoin de blogdc− e1+ 1 multiplications, on aurait ainsi au total blogdc+ 4
multiplications.
Si q1(x) est obtenu à partir d’un polynôme de degré ≤ 2e1 , (il est évidemment obtenu
à partir d’un polynôme de degré > i
2
), on considère les polynômes de degré d tel que
2e1−1 < d ≤ 2e1 obtenus par le circuit arithmétique.
S’il y en a plus d’un (on compte une seule fois des polynômes similaires), cela veut dire
qu’on a utilisé strictement plus de e1 multiplications avant de former q1(x) et q2(x). En
faisant le même raisonnement que plus haut, on aboutit à un total de blogdc+ 4 multi-
plications.
Si on n’est pas dans les deux cas précédents, les deux polynômes q1(x) et q2(x) sont
obtenus à partir du seul polynôme p0(x) (ou un polynôme qui lui est similaire) de degré
d, 2e1−1 < d ≤ 2e1 . Pour qu’ils aient le même degré, q1(x) et q2(x) multiplient p0(x) (ou
un polynôme qui lui est similaire) par un même polynôme p1(x) (ou un polynôme qui lui
est similaire) de degré inférieur ou égal à celui de p0(x), sinon cela voudra dire qu’il y
a au moins deux polynômes de degré degré(p1(x)) obtenus différemment, i.e avec deux
multiplications, ce qui mène comme plus haut à blogdc+ 4 multiplications. Mais alors
pour avoir une annulation des plus grands degrés de p0(x)p1(x), il faut que q1(x) et q2(x)
aient les mêmes coefficients, mais alors q1(x) et q2(x) s’annulent ; il ne peut rester que
les combinaisons linéaires ajoutées multipliées par p0(x) ou p1(x), et l’annulation de
degré degré(p0(x)) + degré(p1(x)) aurait pu être remplacée par une annulation de degré
strictement inférieur. Cela contredit le choix du circuit.
Corollaire 3.3.2. Pour d = 2A, d = 2A+2B, d = 2A+2B+2C, d = 2A+2B+2C+2D,
et d = 2A+2B+2C+2D+2E , A≥ B≥C ≥ D≥ E ≥ 1 la conjecture de Strassen tient.
Démonstration. Il est suffisant de remarquer que xd , µ2(d) ≤ 4 peut être généré avec
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blogdc+4 multiplications comme suit :
1,x,x2, · · · ,x2A ,x2A+2B ,x2A+2B+2C ,x2A+2B+2C+2D ,x2A+2B+2C+2D+2E .
Plus précisément,
Cas 1 : d = 2A, A≥ 1 alors l2(d) = logd.
Cas 2 : d = 2A+2B, A> B≥ 1 alors l2(d) = blogdc+1.
Cas 3 : d = 2A+2B+2C, A> B>C≥ 1, ou d = 2A+2B+2C+2D, A> B>C>D≥ 1
avec A−B=C−D ou A−B=C−D+1 ou (A−B= 3 etC−D= 1) ou (A−B= 5, et
B−C =C−D= 1) alors l2(d) = blogdc+2. [Knu73]
Cas 4 : d = 2A+2B+2C+2D, A > B >C > D ≥ 1 et ne satisfaisant pas le cas 3, alors
l2(d) = blogdc+3. [Knu73]
Remarque 3.3.3. De manière plus générale, si d > glg(d)−3, alors tout circuit arithmé-
tique de degré entrant g représentant un polynôme f (x) ∈ Z[x] de degré d requiert au
moins lg(d) portes multiplicatives.
Remarque 3.3.4. La preuve pour d > 2l(d)−3 est obtenue différemment en [BMR09]
avec des outils algébriques et techniques. Etendre la preuve à d > 2l(d)−4 nous permet
de conclure que la conjecture de Strassen est valide pour les degrés d pour lesquels
µ2(d) = 4.
Vu les résultats de Paterson et Stockmeyer qui montrent que la plupart des polynômes
de degré d exigent
√
d multiplications, et comme l2(d)≤ 2lgd, la conjecture de Strassen
est vraie pour la plupart des polynômes asymptotiquement. Par ailleurs, elle est vraie
pour tous les degrés qui en binaire s’écrivent avec au plus 4 coefficients non nuls. Est-
elle vraie de manière générale ? Si oui, y a-t-il pourtant des polynômes dont la représen-
tation optimale comporte une annulation du degré ? Si oui, quelle est la densité de ces
polynômes ? Peut-on les classifier ?
Au début de ce chapitre, on s’est intéressé au nombre minimal de multiplications néces-
saires à la représentation de polynômes quelconques, ensuite on a considéré la construc-
tion de familles infinies de polynômes très efficacement représentables, avec seulement
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l2(d) multiplications. Puis on a étudié le phénomène d’annulation du degré dans un
modèle différent du nôtre afin de motiver la difficulté à écarter la possibilité de l’in-
tervention de ce phénomène dans notre modèle. Finalement, on a abordé la conjecture
de Strassen, et nous l’avons validée pour certaines familles (infinies) de degrés. Si la
conjecture s’avérait vraie, l2(d) serait une borne inférieure générale optimale (en ter-
mes de l2(d)) au nombre de multiplications (non scalaires) nécessaires pour représenter
un polynôme de degré d. En effet, la borne inférieure l2(d) est atteinte pour tous les
monômes de degré d et notamment par les polynômes de degré d explicités plus haut
que l’on peut représenter par des d-gems. En conséquence, on aurait une caractérisation
de l’efficacité maximale en fonction de l2(d).
CHAPITRE 4
CONCLUSION
4.1 Bilan
Tout d’abord, on a étudié certains aspects des g-chaînes additives généralisées qui
fournissent une manière efficace d’évaluer un monôme. En particulier, on a abordé dif-
férentes manières de générer une g-chaîne additive, on a explicité des bornes inférieures
et supérieures sur la longueur d’une g-chaîne additive minimale et on a illustré son com-
portement asymptotique. On a aussi utilisé la classification des étapes d’une g-chaîne
additive ainsi que le suivi des puissances de g pour montrer qu’une g-chaîne additive
étoile n’est pas nécessairement optimale, et pour aborder la conjecture de Scholz-Brauer.
Comme le dit Knuth à la page 458 de [Knu73], il est imprudent de prendre pour acquis
des propriétés des g-chaînes additives qui sembleraient naturelles, en conséquence, nom-
breuses questions restent ouvertes dont la conjecture de Scholz-Brauer, des questions sur
une borne supérieure générale, la possibilité d’exprimer lg(n) de manière plus ou moins
explicite, etc.
Ensuite, on a considéré des polynômes qui peuvent être évalués de manière efficace
(les d-gems). Ostrowski et Pan ont montré que la règle de Horner qui consiste à évaluer
un polynôme général (sans faire du préconditionnement des coefficients à l’avance ou
profiter de la structure algébrique des coefficients) de degré d comme
(((adx+ad−1)x+ad−2)x+ ...)x+a0
avec d multiplications et d additions est optimale [BM75]. Par contre, seules l(d) mul-
tiplications étaient nécessaires pour les d-gems. Il serait intéressant de découvrir des
32-gem sur Z, et des d-gems avec des racines uniformément distribuées en vue de la fac-
torisation (cf. Introduction) ; ceux trouvés plus haut viennent en paires ±a et obéissent à
certaines propriétés particulières.
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Après avoir étudié la représentation de monômes (chaînes additives) et celle de polynômes
faciles à évaluer par un circuit arithmétique, on s’est intéressé à la représentation de
polynômes plus généraux et au lien avec la représentation de leur monôme de plus
haut degré. La particularité du modèle du circuit arithmétique consiste en la possibilité
de bénéficier d’annulations du degré pour une représentation optimale. Lorsqu’on s’in-
téresse seulement aux additions en négligeant les multiplications, l’exemple de Pd(x) =
(x+ 1)d+1− xd+1 sur R ou C étaye cette particularité. Par contre, dans le modèle où
on compte le nombre de portes multiplicatives seulement, la conjecture de Strassen
stipule que si l’annulation du degré pourrait contribuer à optimiser la représentation
de polynômes, elle ne permettrait pas pour autant d’aller en-deça de l(d). Idéalement,
on caractériserait les modèles et les familles de polynômes dans chaque modèle pour
lesquelles l’annulation du degré est bénéfique.
Des pistes de recherche qu’il serait instructif d’aborder consisteraient d’une part en la
recherche d’un polynôme dont la représentation optimale (avec le moins de portes mul-
tiplicatives) en circuit arithmétique nécessite une porte d’annulation du degré, d’autre
part en la classification de ce genre de polynômes (est-ce qu’il y en a qui apporteraient
des contre-exemples à la conjecture de Strassen ? sinon pourquoi ?).
4.2 Perspective
Les chaînes additives, en particulier, les 2-chaînes additives peuvent aussi être représen-
tées à l’aide de multigraphes [Knu73], ce qui permet de mettre à l’usage les connais-
sances qu’on a en théorie des graphes. En effet, une chaîne additive correspond à un
graphe dirigé avec une racine 1 de degré entrant 0, où les noeuds portent des étiquettes
ai, 0 ≤ i ≤ r et où pour toute étape ai = au1 + au2 , on ajoute une arc (orienté) de au1 à
ai et un autre de au2 à ai, (s’il y a plusieurs possibilités d’écriture pour ai, on en choisit
une). On peut éliminer tout noeud ai, 0 ≤ i ≤ r− 1, de degré sortant 0 (car inutile dans
la chaîne additive).
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Réciproquement, tout graphe dirigé acyclique avec une racine et une source où les
noeuds ont degré entrant 2 peut représenter une chaîne additive.
La longueur de la chaîne additive est : nombre d’arcs − nombre de noeuds + 1 (*).
Par ailleurs, l’étiquette de chaque noeud représente le nombre de chemins orientés de
la racine 1 à ce noeud-là, propriété très intéressante de ce graphe qu’a relevée N. Pip-
penger [Pip80]. Ainsi, trouver une 2-chaîne additive optimale pour n revient à minimiser
(*) sur les graphes dirigés avec une racine, une source, des noeuds de degré entrant 2 et
exactement n chemins orientés de la racine à la source. En particulier, si on élimine les
noeuds du graphe de degré sortant 1 en reliant le point de départ de l’arc entrant avec le
point d’arrivée de l’arc sortant, changer le sens des flèches en étiquettant chaque noeud
ai par le nombre de chemin de la nouvelle racine ar = 1 à ai produit une chaîne additive
"duale" avec les mêmes propriétés.
De manière plus générale, on pourrait penser à représenter les g-chaînes additives par
des multigraphes construits de manière analogue. Mais la définition que l’on a donnée
d’une étape d’une g-chaîne additive ai = au1 + · · ·+aum , 1≤ m≤ g, laisse beaucoup de
latitude pour m, et ne nous permet pas de dériver une formule comme
nombre d’arcs − (g−1)∗ nombre de noeuds +1.
Par contre, si on fixe m à g, la formule serait vraie.
La représentation de polynômes est d’autant plus cruciale que le recours à cette représen-
tation est fréquent. En effet, les approximations de fonctions grâce aux séries de Taylor
et de Laurent, etc, étendent le champ d’application d’une représentation efficace des
polynômes. Dans cet esprit, Knuth [Knu73] aborde les chaînes dites "polynomiales".
Une chaîne polynomiale est une séquence
λ0 = x,λ1, · · · ,λr = u(x)
où u(x) est un polynôme en x, et où pour tout 1≤ i≤ r,
λi = (±λ j)∗λk, 0≤ j,k < i,
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ou
λi = α j ∗λk, 0≤ k < i avec ∗ ∈ {+,−,x}.
α j est appelé "paramètre". Le polynôme u(x) a la forme
u(x) = qnx
n+ · · ·+q1x+q0
où qn, · · · ,q0 sont des polynômes en α1, · · · ,αs avec coefficients entiers.
Dans ce qui suit, on caractérise les degrés de liberté de u(x). Soit R l’ensemble des
valeurs que prennent (qn, · · · ,q0) lorsque α1, · · · ,αs prennent indépendamment toutes
les valeurs possibles dans R. Si pour tout choix de t+1 entiers j0, · · · , jt ∈ {0, · · · ,n}, il
existe un polynôme non nul multivarié f j0··· jt avec coefficients entiers tel que
f j0··· jt (q j0 , · · · ,q jt ) = 0
pour tout (qn, · · · ,q0) dans R, alors on dit que R a au plus t degrés de liberté.
En particulier, l’études des chaînes polynomiales permet de voir qu’une chaîne polyno-
miale avec n degrés de liberté ne peut pas représenter tous les polynômes. De même,
une chaîne polynomiale avec s paramètres a au plus s degrés de liberté, et une chaîne
polynomiale avec m> 0 multiplications a au plus 2m degrés de liberté [Mot69, Knu73].
On pourrait penser à généraliser les chaînes polynomiales, de manière à prendre en con-
sidération des circuits arithmétiques dont les noeuds sont de degré entrant supérieur à 2,
comme nous l’avons fait pour les chaînes additives.
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