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Abstract
Let p be an odd prime and q = pm, where m is a positive inte-
ger. Let ζ be a primitive qth root of unity, and Oq be the ring of
integers in the cyclotomic field Q(ζ). We prove that if Oq = Z[α] and
gcd(h+q , p(p− 1)/2) = 1, where h+q is the class number of Q(ζ + ζ−1),
then an integer translate of α lies on the unit circle or the line Re(z) =
1/2 in the complex plane. Both are possible since Oq = Z[α] if α = ζ
or α = 1/(1 + ζ). We conjecture that, up to integer translation, these
two elements and their Galois conjugates are the only generators for
Oq, and prove that this is indeed the case when q = 25.
1 Introduction
A number field K is said to have a power integral basis if its ring of integers
is of the form Z[α] for some α ∈ K. It is a well-known problem to determine
if a number field has a power integral basis, and, if it does, to find all the
elements that generate such a basis. Interest in this problem goes back at
least as far as Dedekind [?], who provided the first example of a number
field that does not have a power integral basis. For a general survey of the
topic see Gyo˝ry [?]. It is rare for a number field to have a power integral
basis and when one does exist it is usually very difficult to determine all the
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generators. See Gaa´l [?] for known results on the existence and computation
of power integral bases, and for algorithms for determining them.
Cyclotomic fields are an interesting case because power integral bases
always exist and in some cases we can find all the generators. See Bremner [?]
and Robertson [?] for a study of power integral bases in prime cyclotomic
fields. See Robertson [?] for the determination of all power integral bases
in 2-power cyclotomic fields. In this paper we study power integral bases in
p-power cyclotomic fields for odd primes p.
Let p be an odd prime, q = pm, ζ be a primitive qth root of unity, and
Oq be the ring of integers of the cyclotomic field Q(ζ). It is well known
that Oq = Z[ζ], so ζ generates a power integral basis. The set of generators
is stable under integer translation, Galois conjugation, and multiplication
by −1; we call α and α′ equivalent if α′ = n ± σ(α) for some n ∈ Z, σ ∈
Gal(Q(ζ)/Q). Gyo˝ry [?] proved that up to equivalence there are only finitely
many elements that generate a power integral basis for any number field K.
Thus, up to equivalence, there are only finitely many elements α such that
Z[α] = Z[ζ] and we would like to determine them all.
In the case where ζ is a pth root of unity it was shown in Robertson [?]
that if Z[α] = Z[ζ] and α is not equivalent to ζ, then α+ α¯ is an odd integer,
where the “bar” denotes complex conjugation. Since we are only interested
in determining the generators of Z[ζ] up to integer translation, it is sufficient
to find those on the unit circle and on the line Re(z) = 1/2 in the complex
plane. This significantly reduced the computations when determining all
power integral bases for specific values of p. In Theorem ?? (proven in
Section 3) we generalize this result to the case where ζ is a pmth root of
unity, m > 1. This theorem reduces the number of indeterminants defining
α from φ(q) = (p−1)pm−1 to φ(q)/2, where φ is the Euler phi function. Our
proof in the p-power case requires an additional class number condition.
Theorem 1.1 Let p be an odd prime, q = pm, and ζ be a primitive qth root
of unity. Let h+q denote the class number of the maximal totally real subfield
Q(ζ + ζ−1) of the cyclotomic field Q(ζ). If Z[α] = Z[ζ] and gcd(h+q , p(p −
1)/2) = 1, then either α is equivalent to ζ or α+ α¯ is an odd integer.
Van der Linden [?] has shown that h+q = 1 if φ(q) ≤ 66, and if we
assume the generalized Riemann hypothesis then h+q = 1 if φ(q) < 162. The
following is thus a corollary of Theorem ?? and the result in [?] for prime
cyclotomic fields mentioned above.
Corollary 1.2 Let ζ be a primitive qth root of unity. Suppose q is prime or
q = 32, 33, 34, 52, 72. If Z[α] = Z[ζ] and α is not equivalent to ζ, then α+ α¯
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is equal to an odd integer. If we assume the generalized Riemann hypothesis,
then in addition the result holds for q = 53, 112, 132.
Although the value of h+q is not known for a single value of q with
φ(q) > 66, conjectures and heuristics suggest that for a given q it is very
likely that gcd(h+q , p(p − 1)/2) = 1. Indeed, the Kummer-Vandiver conjec-
ture that h+p is not divisible by p implies that h
+
q is not divisible by p for all
m [?, Corollary 10.5]. The Kummer-Vandiver conjecture has been verified
for all p less that 12 million [?], so gcd(h+q , p) = 1 for all p < 12000000
and m ≥ 1. Also, in the prime case, Schoof [?] has a table of divisors of
the class numbers h+p for the 1228 odd primes p less than 10000, and ar-
gues on the basis of the Cohen-Lenstra heuristics on class groups that the
probability that the table is actually a table of the class numbers h+p is
at least 98%. The table suggests that for a given p it is very likely that
gcd(h+p , (p− 1)/2) = 1, although gcd(h+p , (p− 1)/2) 6= 1 for some primes p.
Moreover, speculative extensions of the Cohen-Lenstra heuristics imply that
for all but finitely many primes p, h+q = h
+
p for all positive integers m [?].
Thus, for a given q it seems likely that gcd(h+q , p(p − 1)/2) = 1, and the
hypotheses of Theorem ?? are satisfied.
In the case of 2-power cyclotomic fields, there are no generators on the
line Re(z) = 1/2 in the complex plane and, up to equivalence, all the genera-
tors lie on the unit circle [?]. In the current case of p-power cyclotomic fields
where p is an odd prime, there do exist generators for Oq that lie on the line
Re(z) = 1/2. Consider ω = 1/(1 + ζ). One easily checks that ω + ω¯ = 1, so
Re(ω) = 1. Also, 1 + ζ is a unit in Z[ζ], so ω is an algebraic integer that is
a unit in Z[ζ].
Proposition 1.3 Let ω = 1/(1 + ζ). Then Z[ω] = Z[ζ].
Proof. The inclusion Z[ω] ⊆ Z[ζ] is immediate since 1+ ζ is a unit in Z[ζ].
For the reverse inclusion, we use that the constant term of the minimal
polynomial of ω is equal to ±1 since ω is a unit. Thus, there are ai ∈ Z such
that 1 + a1ω + a2ω2 + · · · + ap−1ωp−1 = 0. Multiplication by 1 + ζ yields
1 + ζ = −(a1 + a2ω + a3ω2 + · · ·+ ap−1ωp−2), and ζ ∈ Z[ω]. 2
If q > 3 then it is clear that ω is not equivalent to ζ. Thus, up to
equivalence there are at least two generators for Oq, namely ζ and ω. When
q = 9, Gaa´l and Pohst [?] proved that up to equivalence there are no ad-
ditional generators for the ring of integers (the discriminant is −19683 and
the nine generators listed for this discriminant correspond to the six con-
jugates of ζ and half of the conjugates of ω, since σa(ω) is equivalent to
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σa(ω) = σ9−a(ω)). It is plausible that there are no additional generators for
any prime-power q.
Conjecture 1.4 If Oq = Z[ζ] then α is equivalent to ζ or ω.
This conjecture is due to Bremner [?] in the case m = 1, and he proves
the conjecture for q = 7. Bremner’s conjecture has been verified for p ≤ 23
[?, ?]. Here we study power integral bases and Conjecture ?? in the case
m > 1. As noted above, the conjecture holds when q = 9. In Section 4 we
use Theorem ?? to prove the conjecture for q = 25.
2 Cyclotomic Units
Our work on power integral bases involves the study of units in Z[ζ + ζ−1].
In this section we prove two theorems involving cyclotomic units that are
needed later.
We begin by establishing the notation that is used throughout this paper.
As above, let p be an odd prime, q = pm, and ζ be a primitive qth root
of unity. Denote the elements of Gal(Q(ζ)/Q) by σi, where σi(ζ) = ζi
and 1 ≤ i ≤ q, p - i. Denote the complex conjugate of α ∈ Q(ζ) by α.
Let g be a primitive root modulo q. Then Gal(Q(ζ)/Q) is cyclic of order
φ(q) = (p − 1)pm−1 and is generated by σg. Also, Gal(Q(ζ + ζ−1)/Q) is
cyclic of order φ(q)/2 and is generated by σg.
The unit group of Z[ζ + ζ−1] has rank r, where
r = φ(q)/2− 1 = (p− 1)pm−1/2− 1.
In general it is difficult to find a fundamental system of r units. It is well
known, however, that the unit group has a subgroup of finite index, namely
the group of cyclotomic units, that can be given explicitly. Moreover, the in-
dex is equal to the class number h+q of Q(ζ+ζ−1). Following Washington [?],
let
ξa = ζ(1−a)/2
1− ζa
1− ζ , 1 < a < q, p - a, (1)
where the exponent (1− a)/2 is taken modulo q. These elements are cyclo-
tomic units in Z[ζ + ζ−1] and satisfy ξ−a = −ξa. The group of cyclotomic
units of Z[ζ + ζ−1] is generated by −1 and the r distinct units
ξgi , 1 ≤ i ≤ r. (2)
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The cyclotomic units of Z[ζ] are generated by ζ and the cyclotomic units of
Z[ζ + ζ−1].
The group of cyclotomic units of Z[ζ + ζ−1] is closed under Galois con-
jugation. In particular,
σg
(
ξgi
)
= ζ(g−g
i+1)/2 · 1− ζ
gi+1
1− ζg =
{
ξ−1g ξgi+1 if 1 ≤ i < r,
−ξ−1g if i = r. (3)
We will use this in our proof of Theorem ??.
If τ ∈ Z[ζ + ζ−1] is a unit of norm 1, then it follows from Hilbert’s
Theorem 90 that τ = σg(µ)/µ for some unit µ ∈ Z[ζ+ζ−1]. In Robertson [?]
we considered the case where ζ is a primitive 2mth root of unity and showed
that if τ is a cyclotomic unit then µ is a cyclotomic unit as well. In the
current case ζ is a primitive pmth root of unity and we require the additional
condition that gcd(h+q , p(p− 1)/2) = 1.
Theorem 2.1 Let τ and µ be units in Z[ζ + ζ−1] that satisfy τ = σg(µ)/µ.
If τ is a cyclotomic unit and gcd(h+q , p(p−1)/2) = 1, then µ is a cyclotomic
unit as well.
Proof. The proof follows the proof in the 2-power case given in Robertson
[?]. Let σg repeatedly act on the equation σg(µ) = µτ . This gives
σg(µ) = µ · τ
σg2(µ) = µ · τ · σg(τ)
σg3(µ) = µ · τ · σg(τ) · σg2(τ)
σg4(µ) = µ · τ · σg(τ) · σg2(τ) · σg3(τ)
...
...
µ = σgr+1(µ) = µ · τ · σg(τ) · σg2(τ) · σg3(τ) · · ·σgr(τ).
(4)
Now, µ has norm ±1 since it is a unit. Since Gal(Q(ζ + ζ−1)/Q) is cyclic
of order r + 1 and is generated by σg, multiplying the equations in (??)
together yields
±1 = NormQ(ζ+ζ−1)/Q(µ) =
φ(q)/2∏
i=1
σgi(µ) = µ
(p−1)pm−1/2 · γ,
where γ is a cyclotomic unit since τ and all of its Galois conjugates are
cyclotomic units. Therefore, µ(p−1)pm−1/2 = ±γ−1 is a cyclotomic unit as
well. If gcd(h+q , p(p − 1)/2) = 1, then it follows that µ is a cyclotomic unit
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since the index of the cyclotomic units in the full unit group of Z[ζ + ζ−1]
is equal to h+q . 2
The following theorem uses Theorem ?? and plays a central role in our
work in the next section.
Theorem 2.2 Let α ∈ Z[ζ]. Suppose µ = α− α
ζ − ζ is a unit in Z[ζ+ ζ
−1] and
that there is an automorphism σk ∈ Gal(Q(ζ)/Q) with
µ =
α− α
ζ − ζ =
α− σg(α)
ζ − σk(ζ) . (5)
If gcd(h+q , p(p− 1)/2) = 1, then µ = ±1 and α = n± ζ for some n ∈ Z.
Proof. The outline of the proof is as follows. We first show that
µ = σg(µ) · ², where ² = ζ
g − ζ−g
ζk − ζ−k . (6)
Note that ² = ξ2gξ−12k , and so ² is a cyclotomic unit. It follows from Theo-
rem ?? that µ is a cyclotomic unit as well. This is the key fact in the proof.
We write µ as a product of the generators for the group of cyclotomic units
given in (??) and, using that µ = σg(µ) · ², prove that k ≡ ±g mod q and so
² = ±1. To finish the proof, we consider ² = −1 and ² = 1 separately.
To prove (??) we rewrite equation (??) as
α− µζ = σg(α)− µζk.
Since µ ∈ R, letting complex conjugation act on both sides of this equation
gives
α− µζ−1 = σg(α)− µζ−k.
But, α− µζ = α− µζ−1 by the definition of µ. Therefore we have
σg(α)− µζk = σg(α)− µζ−k.
Solving for µ yields
µ =
σg(α)− σg(α)
ζk − ζ−k = σg
(
α− α
ζ − ζ−1
)
· ζ
g − ζ−g
ζk − ζ−k = σg(µ) · ²,
as claimed in (??). Therefore, as noted above, µ is a cyclotomic unit.
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We next show that k ≡ ±g mod q. Suppose, for a contradiction, that
k 6≡ ±g mod q. Take the generators for the cyclotomic units to be as in
(??). Then since ξ−a = −ξa we have
µ = σg(u)ξ2gξ−12k = ±σg(u)ξgbξ−1gc , (7)
for some 1 ≤ b, c ≤ r with b 6= c since k 6≡ ±g mod q by assumption. Also,
since µ is a cyclotomic unit there are unique integers ni, 1 ≤ i ≤ r such that
µ = ±
r∏
i=1
ξni
gi
. (8)
Using the conjugation formulas in (??), we may rewrite (??) as
u = ±
r∏
i=1
ξni
gi
= ±ξgbξ−1gc ξ−Ng
r∏
i=2
ξ
ni−1
gi
, (9)
where N =
∑r
i=1 ni.
For each i, 1 ≤ i ≤ r, the exponent of ξgi on the left-hand side of (??)
must be the same as the exponent of ξgi on the right-hand side of (??), by
the uniqueness of the exponents in (??). Comparing exponents gives
n1 = −N + δ1
n2 = n1 + δ2 = −N + δ1 + δ2
n3 = n2 + δ3 = −N + δ1 + δ2 + δ3
n4 = n3 + δ4 = −N + δ1 + δ2 + δ3 + δ4
...
...
nr = nr−1 + δr = −N + δ1 + δ2 + δ3 + δ4 + · · ·+ δr,
(10)
where
δi =

1 if i = b
−1 if i = c
0 otherwise.
Adding the equations in (??) together
N = −rN +
r∑
i=1
(r + 1− i)δi.
Thus,
(r + 1)N =
r∑
i=1
(r + 1− i)δi
= (r + 1− b)− (r + 1− c)
= c− b
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This contradicts N ∈ Z since the absolute value of c − b is less than r − 1
and is nonzero. Hence k ≡ ±g mod q as claimed. Therefore ² = ±1.
Suppose ² = −1 and µ = −σg(µ). Then µ = −σg(−σg(µ)) = σg2(µ)
and µ is fixed by σg2 . The fixed field of σg2 is Q(
√±p), where we have + if
p ≡ 1 mod 4 and − if p ≡ 3 mod 4, since the automorphism group generated
by σg2 has index 2 in Gal(Q(ζ+ζ−1)/Q) and Q(
√±p) is the unique quadratic
subfield of Q(ζ + ζ−1). Thus, µ = a + b
√±p and σg(µ) = a − b√±p, for
some a, b ∈ Z. Now, µ = −σg(µ) implies a = 0. This is a contradiction since
µ = b
√±p is not a unit.
Therefore ² = 1 and µ = σg(µ). Since σg generates Gal(Q(ζ + ζ−1)/Q)
if follows that µ is fixed by the entire Galois group and so µ ∈ Z. Hence
µ = ±1, as claimed in the statement of the theorem.
To finish the proof of Theorem ??, it remains to show that α = n ± ζ
for some n ∈ Z. Well, ² = 1 implies k ≡ g mod q and so equation (??) may
be rewritten as α − µζ = σg(α − µζ). Thus α − µζ is fixed by σg and so
α− µζ ∈ Z. Since µ = ±1, this gives that α = n± ζ for some n ∈ Z. 2
3 Proof of Theorem 1.1
In this section we prove Theorem ??. If Z[α] = Z[ζ] then (α− α¯)/(ζ − ζ¯) is
a unit in Z[ζ + ζ−1] by Lemma ??. Our proof of Theorem ?? requires that
(α− α¯)/(ζ − ζ¯) be a cyclotomic unit. We use Theorem ?? to reduce this to
the requirement that gcd(h+q , p(p− 1)/2) = 1.
Our proof of Theorem ?? uses three lemmas. The first lemma follows
the work of Bremner [?] in the case of prime cyclotomic fields.
Lemma 3.1 Let α ∈ Z[ζ]. Then Z[α] = Z[ζ] if and only if
NormQ(ζ)/Q(α− σi(α)) = ±NormQ(ζ)/Q(ζ − ζi),
for all 1 < i < pm, p - i.
Proof. An element α ∈ Z[ζ] satisfies Z[α] = Z[ζ] if and only if α and ζ
have the same discriminant. This is equivalent to the condition that
NormQ(ζ)/Q
 pm∏
i=2
p-i
(α− σi(α))
 = NormQ(ζ)/Q
 pm∏
i=2
p-i
(
ζ − ζi
) ,
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which holds if and only if
pm∏
i=2
p-i
(
NormQ(ζ)/Q
(
α− σi(α)
ζ − ζi
))
= 1.
Each of the quotients (α− σi(α))/(ζ − ζi) is an algebraic integer and so its
norm is a rational integer. Thus, the above equation is equivalent to
NormQ(ζ)/Q
(
α− σi(α)
ζ − ζi
)
= ±1
for all 1 < i < pm, p - i. The lemma follows. 2
Lemma 3.2 Let t and k be integers such that 0 ≤ t < m and p does not
divide k. Then
NormQ(ζ)/Q(1− ζp
tk) = pp
t
.
Proof. Let ω = ζp
tk, p - k. Then ω is a primitive pnth root of unity, where
n = m− t. Thus ω has minimal polynomial
Φpn(x) = x(p−1)p
n−1
+ x(p−2)p
n−1
+ · · ·+ xpn−1 + 1 =
pn∏
i=1
p-i
(x− ωi).
This gives that NormQ(ω)/Q(1 − ω) = Φpn(1) = p. Since deg(Q(ζ)/Q(ω)) =
pt, it follows that
NormQ(ζ)/Q(1− ω) =
(
NormQ(ω)/Q(1− ω)
)pt
= pp
t
as claimed. 2
Lemma 3.3 Suppose γ ∈ Z[ζ] is a unit, NormQ(ζ)/Q(1− γ) = ±pi for some
non-negative even integer i, and γ /∈ R. Then
γ =
ζa − ζb
ζa − ζ−a
for some a, b ∈ Z.
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Proof. Any unit of Z[ζ] can be written as a root of unity times a real
unit (see Washington [?]), so there exists s ∈ Z and a unit µ ∈ Z[ζ + ζ−1]
such that γ = ζsµ. Since γ 6∈ R, taking the complex conjugate of γ yields
γ = ζtγ 6= γ, where t = −2s and t 6≡ 0 mod pm.
Let τ = 1 − γ and assume NormQ(ζ)/Q(τ) = ±pi, where i is a non-
negative even integer. Then τ = (unit) ·(1−ζ)i, since 1−ζ is a uniformizing
parameter for the prime ideal above p in Z[ζ]. As above, it follows that
τ = ζkε(1 − ζ)i, for some k ∈ Z and real unit ε. Since i is even, this gives
that τ = (−1)iζ−2k−iτ = ζnτ , where n ∈ Z, n 6≡ 0 mod pm.
We have that γ + τ = 1 and γ + τ = ζtγ + ζnτ = 1. Solving these two
equations for γ gives
γ =
ζn − 1
ζn − ζt =
ζ(n−t)/2 − ζ−(n+t)/2
ζ(n−t)/2 − ζ(t−n)/2 =
ζa − ζb
ζa − ζ−a ,
where a 6≡ b mod pm, and a 6≡ 0 mod pm. 2
We are finally ready to prove Theorem ??.
Proof of Theorem ??. Assume Z[α] = Z[ζ] and gcd(h+q , p(p − 1)/2) = 1.
First observe that if α + α ∈ Z then it must be an odd integer. Indeed,
suppose α + α = k ∈ Z, and k is even. Then (α − α)/2 = α − k/2 is an
element of Z[ζ]. This is impossible since by Lemmas ?? and ?? it has norm
±p/2φ(q), which is not a rational integer.
Now suppose α + α /∈ Z. We must show that α is equivalent to ζ. In
this case, α+ α is not fixed by Gal(Q(ζ)/Q). Thus α+ α 6= σg(α) + σg(α),
where, as usual, σg generates Gal(Q(ζ)/Q). Thus
γ =
α− σg(α)
α− α /∈ R.
The norms of γ and 1−γ can easily be computed using Lemma ??, Lemma ??,
and the fact that ζi has norm 1 for all i ∈ Z. Specifically, we have
NormQ(ζ)/Q(γ) = NormQ(ζ)/Q
(
ζ − ζg
ζ − ζ−1
)
= NormQ(ζ)/Q
(
1− ζg−1
1− ζ−2
)
= 1,
since g 6≡ 1 mod p. Also,
NormQ(ζ)/Q(1− γ) = NormQ(ζ)/Q
(
σg(α)− α
α− α
)
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= NormQ(ζ)/Q
(
ζg − ζ−1
ζ − ζ−1
)
= NormQ(ζ)/Q
(
1− ζg+1
1− ζ2
)
.
If p 6= 3 then g 6≡ −1 mod p, so NormQ(ζ)/Q(1 − γ) = 1 by Lemma ??. If
p = 3 then g ≡ 1 mod p, so g + 1 = 3tk for some positive integers t and
k with 3 - k. Thus, NormQ(ζ)/Q(1 − γ) = 33t−1 by Lemma ??. That is,
NormQ(ζ)/Q(1 − γ) is an even power of 3. Thus Lemma ?? applies in both
cases and
γ =
α− σg(α)
α− α =
ζa − ζb
ζa − ζ−a
for some a, b ∈ Z.
We claim that p does not divide a. Theorem ?? follows from this fact
and Theorem ??. Namely, if p does not divide a then there is an integer c
with ac ≡ 1 mod pm. Let σc ∈ Gal(Q(ζ)/Q) be defined by σc(ζ) = ζc, and
α′ = σc(α). Then
σc(γ) =
α′ − σg(α′)
α′ − α′ =
ζ − ζ−k
ζ − ζ−1 , (11)
where k ≡ −bc mod pm. Thus
α′ − α′
ζ − ζ =
α′ − σg(α′)
ζ − σk(ζ)
. (12)
Moreover, (α′−α′)/(ζ− ζ) is a unit by Lemma ?? since Z[α] = Z[α′] = Z[ζ].
It follows from Theorem ?? that α′ = n ± ζ for some n ∈ Z. Hence,
α = σa(α′) = n ± ζa, and α is equivalent to ζ as claimed in the statement
of Theorem ??.
Thus it remains to prove that if
γ =
α− σg(α)
α− α =
ζa − ζb
ζa − ζ−a
then p does not divide a. Suppose that p does divide a. We first show that
γ ∈ Z[ζp]. To see this write γ as
γ =
1− ζb−a
1− ζ−2a .
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Since γ is a unit and p divides a, it follows from Lemma ?? that p divides
b− a. Thus,
γ =
1− (ζp)(b−a)/p
1− (ζp)−a/p ∈ Z[ζ
p].
The field Q(ζp) is fixed by τ = (σg)(p−1)p
m−2 ∈ Gal(Q(ζ)/Q). Thus
γ =
α− σg(α)
α− α =
τ(α)− τ(σg(α))
τ(α)− τ(α) ,
and so
µ =
α− σg(α)
τ(α)− τ(σg(α)) =
α− α
τ(α)− τ(α) (13)
is a unit in Z[ζ + ζ−1]. Thus, α− α = µ(τ(α)− τ(α)), and we have
α− µτ(α) = α− µτ(α). (14)
Similarly, α− σg(α) = µ(τ(α)− τ(σg(α))), and we also have
α− µτ(α) = σg(α)− µτ(σg(α)). (15)
Since µ ∈ R, acting on both sides of (??) by complex conjugation gives
α− µτ(α) = σg(α)− µτ(σg(α)). (16)
Notice that the left-hand sides of (??) and (??) are equal by (??). Thus the
right-hand sides are equal and we have
σg(α)− σg(α) = µτ(σg(α))− µτ(σg(α)).
Solving this equation for µ gives that
µ =
σg(α− α)
σg(τ(α)− τ(α)) = σg(µ).
Thus µ is fixed by σg, and so µ ∈ Z. Thus µ = ±1 since µ is a unit. We
derive a contradiction by considering µ = 1 and µ = −1 separately.
Suppose µ = 1. Then α− α = τ(α− α) by (??). Thus α− α is fixed by
τ and so α− α ∈ Z[ζp]. Since deg(Q(ζ)/Q(ζp)) = p, we have that
NormQ(ζ)/Q(α− α) =
(
NormQ(ζp)/Q(α− α)
)p
= np
for some n ∈ Z. But, from Lemmas ?? and ??, we know that
NormQ(ζ)/Q(α− α) = ±NormQ(ζ)/Q(ζ − ζ) = ±NormQ(ζ)/Q(1− ζ2) = ±p.
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Thus, NormQ(ζ)/Q(α − α) is not a pth power of a rational integer, and we
have a contradiction.
It remains to consider µ = −1. In this case (??) gives that
α+ τ(α) = σg(α+ τ(α)).
Thus α+ τ(α) is fixed by σg, and so
α+ τ(α) = n, (17)
for some n ∈ Z. Letting τ act on both sides of this equation yields
τ(α) + τ2(α) = n. (18)
Subtracting equation (??) from equation (??) gives that α − τ2(α) = 0,
and so α is fixed by τ2 = (σg)2(p−1)p
m−2
. It follows that α is fixed by
τ since σg has order (p − 1)pm−1 in Gal(Q(ζ)/Q). Therefore, α ∈ Q(ζp)
and does not generate the ring of integers of Q(ζ). We have reached a
contradiction. Therefore p does not divide a, as needed to complete the
proof of Theorem ??. 2
4 Proof of Conjecture ?? for q = 25
In this section we give a short overview of a computation that proves Con-
jecture ?? for q = 25. Using the special properties of the cyclotomic field
K we reduce the index form equation corresponding to a power integral ba-
sis in K to a unit equation and solve this unit equation by using Baker’s
method, reduction, and enumeration methods. These algorithms are de-
tailed in Gaa´l [7].
4.1 Basic data
For q = 25 the cyclotomic field K is generated over Q by the element ζ
defined by f(x) = x20 + x15 + x10 + x5 + 1. An integral basis of K is given
by {1, ζ, ζ2, . . . , ζ19}, the discriminant of K is DK = 535. We denote a set of
fundamental units of K by {µ1, . . . , µ9}. This data can be computed e.g. by
KASH [?], which gives that the coefficients of our set of fundamental units
with respect to the integral basis {1, ζ, ζ2, . . . , ζ19} are the following:
µ1 = (−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0)
µ2 = (0, 0,−1, 0, 0, 1, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0)
µ3 = (1, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0)
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µ4 = (1, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0)
µ5 = (1,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0)
µ6 = (1, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1)
µ7 = (0, 0, 0, 0, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0,−1, 0, 0, 0, 0, 0)
µ8 = (−1, 0, 0, 0, 1,−1, 0, 1,−1, 1,−1,−1, 1,−1, 0, 0,−1, 1, 0, 0)
µ9 = (0,−1, 0, 0, 0, 1,−1, 1,−1, 0, 0,−1, 1,−1, 1, 0, 0, 0,−1, 0)
As denoted in Section 2, the automorphisms of K are given by σi : ζ 7→ ζi
with 5 - i, 1 ≤ i ≤ 25. We have DK = ∏(ζi − ζj)2, where the product is
taken for 1 ≤ i < j ≤ 25 with 5 - ij.
4.2 From power integral bases to unit equations
Assume that the integer α = x0 + x1ζ + x2ζ2 + . . .+ x19ζ19 ∈ K generates
a power integral basis in K. The conjugates of α are σi(α) = x0 + x1ζi +
x2ζ
2i+ . . .+x19ζ19i for the above indices i. The elements {1, α, α2, . . . , α19}
form an integral basis if and only if I(α) = 1, where I(α) denotes the index
of α in OK . Thus we have
I(α) =
∏ |σi(α)− σj(α)|√
DK
=
∏
|ηij | = 1, (19)
where the products are taken for 1 ≤ i < j ≤ 25 with 5 - ij, and
ηij =
σi(α)− σj(α)
ζi − ζj = x1 + x2
ζ2i − ζ2j
ζi − ζj + . . .+ x19
ζ19i − ζ19j
ζi − ζj (20)
are units in K by Lemma ??.
Let a1, . . . , a9 be integers with
η12 = ±ξ12 µa11 · · ·µa99 ,
where ξ12 is a root of unity in K. We are going to determine a1, . . . , a9.
Note that x1, . . . , x19 can be easily calculated from a1, . . . , a9. Indeed,
for a given tuple (a1, . . . , a9) we consider η12 as a linear form in the variables
x1, . . . , x19 by (??). Taking conjugates of η12 we obtain a system of linear
equations in x1, . . . , x19. This system can be uniquely solved for x1, . . . , x19
(cf. Section 4.1 of [7]).
To calculate a1, . . . , a9 we use the identity
ζ2 − ζ4
ζ2 − ζ ·
η24
η12
+
ζ4 − ζ
ζ2 − ζ ·
η41
η12
= 1, (21)
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which is immediate from the definition of ηij in (??). We have
ζ2 − ζ4
ζ2 − ζ = ζ
2 · µ6.
Further, in the numerator,
η24 = σ2(η12) = ±σ2(ξ12) (σ2(µ1))a1 · · · (σ2(µ9))a9 .
We can express each σ2(µk) as a power product of µ1, . . . , µ9 (up to a root
of unity). This gives
ζ2 − ζ4
ζ2 − ζ ·
η24
η12
= ξ1 · µA11 · · ·µA99 ,
where ξ1 is a root of unity and
A1
A2
A3
A4
A5
A6
A7
A8
A9
 =

−2 0 1 0 0 0 0 0 0
0 −1 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0 1
0 0 0 −1 0 1 0 0 0
0 0 −1 1 −1 0 0 0 0
0 0 −1 0 0 −1 0 0 0
0 1 0 0 0 0 −1 1 −1
0 0 −1 0 0 0 −1 −2 0
0 0 −1 0 0 0 0 −1 0
 ·

a1
a2
a3
a4
a5
a6
a7
a8
a9
 +

0
0
0
0
0
1
0
0
0
 . (22)
The above matrix is invertible, so we can calculate a1, . . . , a9 fromA1, . . . , A9.
Further, there are integers B1, . . . , B9 such that
ζ4 − ζ
ζ2 − ζ ·
η41
η12
= ξ2 · µB11 · · ·µB99 ,
where ξ2 is a root of unity. Hence we can write equation (??) in the form
ξ1 · µA11 · · ·µA99 + ξ2 · µB11 · · ·µB99 = 1. (23)
The unit equation (??) has the big advantage that its terms are completely
symmetric.
In the following subsections we only give a sketch of the algorithms used
to compute A1, . . . , A9 since they are similar to those we have used at other
times, cf. Gaa´l [7].
4.3 Baker’s method
Set B = max |Bk| and A = max |Ak|. If B ≥ A (the other case should be
considered similarly), then (if A is large enough) by using standard tools it
follows from equation (??) that
|A1 log |σk(µ1)|+ . . .+A9 log |σk(µ9)|| < c1 exp(−c2A)
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for some conjugate k and positive constants c1, c2. Using Baker type esti-
mates it can be shown that the above linear form can be estimated from
below by exp(−C logA), where C is a (large) positive constant. Comparing
the lower and upper estimates we can derive an upper bound for A (see e.g.
Section 7.1 of [7]), which was 1064 in our example.
4.4 Reduction
Using the above inequality and Lemma 2.2.2 of [7] this upper bound for A
can be reduced. Note that this procedure involves LLL reduction with high
precision numbers. To illustrate our computation we give some data on the
reduction steps:
Step A ≤ Digits New Bound CPU Time
I. 1064 1500 60556 107 min
II. 60556 200 6790 4 min
III. 6790 200 5230 3 min
IV. 5230 200 4931 3 min
Finally we obtain the upper bound 4931 for A. Recall that this bound for
A was derived under the assumption A ≤ B. Equation (23) implies
|B1 log |σk(µ1)|+. . .+B9 log |σk(µ9)|| = | log |1−σk(ξ1)σk(µ1)A1 . . . σk(µ9)A9 ||
for all conjugates k. In view of A ≤ 4931, the right-hand side can be esti-
mated from above. We consider this system as a system of linear equations.
Using nine suitable conjugates k, such that the matrix on the left side of the
system is invertible, we calculate the inverse of this matrix and use the upper
estimate for the terms on the right side to obtain the bound B ≤ 91351.
4.5 Enumeration
In equation (??) we put ε1 = ξ1 ·µA11 · · ·µA99 , ε2 = ξ2 ·µB11 · · ·µB99 , then both
ε1 and ε2 are units in K and equation (??) can be written in the form
ε1 + ε2 = 1. (24)
(Such units are called exceptional units.) The upper bound of 91351 for A
and B implies that all conjugates of ε1, ε2, 1/ε1, 1/ε2 are in absolute value
less than S0 = 10733559. It is easily seen that if ε = ε1 is a solution of (??)
then so are all elements of the orbit of ε,
Ω(ε) =
{
ε, 1− ε, 1
ε
,
1
1− ε,
ε− 1
ε
,
ε
ε− 1
}
,
16
as well as all conjugates of elements of Ω(ε).
The following lemma can be proved by standard elementary means, using
the arguments of Wildanger [?].
Lemma 4.1 Let s < S be positive constants and let ε be a solution of
equation (??) with
1
S
< |σk(ε)| < S (25)
for all conjugates k. Then either
1
s
< |σk(ε)| < s
for all conjugates k, or there is an element η ∈ Ω(ε) and a conjugate η0 =
σj(η) such that
|η0 − 1| < 1
s
. (26)
In view of the remark before the lemma, η0 is a solution of (??). Using
standard means we can see that the exponent vector (z1, . . . , z9), which
corresponds to the solution η0 = ξ · µz11 · · ·µz99 (ξ a root of unity) of (??)
satisfying (??) for all conjugates and (??) for a certain conjugate, lies in an
ellipsoid that can be enumerated by using the ideas of Wildanger [?]. Then,
at the price of enumerating the integer points in some ellipsoids, we can
replace S in (??) by s. The above lemma made the enumeration process
more efficient.
The enumeration involving all possible conjugates j was performed ac-
cording to the following table. The last column indicates the number of
exponent vectors found. The last ellipsoid (in the last line) corresponds to
those ε satisfying (??) with S = 20.
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S s Digits CPU Time #Tuples
10733559 10100 300 2 min 1
10100 1020 300 0.2 min 7
1020 1015 70 0.2 min 1
1015 1012 60 0.5 min 202
1012 1010 50 12 min 3036
1010 109 50 35 min 6676
109 108 50 150 min 27816
108 107 50 276 min 101460
107 106 50 1775 min 329404
106 5 · 105 50 1072 min 192409
5 · 105 3 · 105 50 1150 min 212100
3 · 105 105 50 2203 min 455978
105 5 · 104 50 1497 min 449108
5 · 104 3 · 104 50 2362 min 460663
30000 11000 50 4260 min 839334
11000 7000 50 2900 min 579944
7000 2500 50 4648 min 1059429
2500 1000 50 5100 min 998951
1000 300 50 5910 min 1203260
300 200 50 1920 min 404138
200 80 50 2285 min 548199
80 50 50 784 min 198971
50 20 50 769 min 202613
20 50 5850 min 1269078
The enumeration took about 31 days, which was very surprising since the
resolution of some similar unit equations with higher unit ranks were usually
much faster. This could be due to the symmetry properties of the cyclotomic
field.
In parallel to the enumeration we made a modular test (sieve) to select
those exponent tuples that correspond to solutions of equation (??) (which of
course made the enumeration process much longer but spared a further test).
Out of the approximately 9.5 · 106 enumerated tuples we found about 40000
“good” tuples. For each of these tuples (z1, . . . , z9) and all possible roots
of unity ξ (according to the notes after Lemma ??) we had to consider all
orbit elements of all conjugates of ξµz11 · · ·µz99 , which took about a further 30
days of CPU time. For all these possible solutions ε1 = ξ1 ·µA11 · · ·µA99 of the
unit equation we calculated the corresponding exponent vector (a1, . . . , a9)
from (??) and constructed the possible generators α of power integral bases.
Before checking their indices we used the criterion for α + α given in The-
orem ?? to eliminate almost all possible elements. The only elements α of
index one that satisfied α + α = 1 were the Galois conjugates of 1/(1 + ζ).
Therefore, Conjecture ?? holds for q = 25.
All computations were performed in Maple on a PC with 900 Mhz under
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Linux.
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