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We discuss the notion of interactive or "on-line" computing as opposed to batch 
or "off-line" computing, where the input is fully read before any output is produced. 
The notion of a "maximally defined sequential approximation" is introduced and 
used to classify the nonsequential functions. The nonsequential functions have varying 
degrees of sequentiality ranging from the "truly off-line" functions to the "almost 
sequential" functions, and a dense spectrum is exhibited. 
1. INTRODUCTION AND PRELIMINARIES 
The principal subject of this paper is the ongoing nature of processes which 
transform input strings into output strings. The intent is to reflect he nature of inter- 
active or "on-line" computing, where partial results are produced and interspersed with 
the input, as opposed to batch or "off-line" computing, where the input is first read 
in its entirely before the output is produced. 
We believe that the traditional definition of "on-line" as used in [2, 7, 8] is more 
restrictive than necessary. We shall use the more intuitive view of "on-line," as 
introduced by Arbib [1], implying an ongoing process which transforms input strings 
into output strings. We make this notion more precise, studying the "sequential" 
functions in Section 2. 
* This research was partially supported by the National Research Council of Canada, Grants 
A-5549, A-8653, and A-8986. Portions of this work were done while the authors were at the 
University of Waterloo, Waterloo, Ontario. The authors are indebted to the referee for his 
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The major portion of this paper, however, concerns those functions which are not 
sequential. These functions can be computed interactively to varying degrees. To 
pursue this area, in Section 3 we introduce and analyze the concept of the "maximally 
defined sequential approximation" (m.d.s.a.)of a function. The m.d.s.a, takes a 
partial input string into a string representing that output which can be writt.en inde- 
pendently of all subsequent inputs which may be received. In effect, the greater the 
proportion of an output appearing in the m.d.s.a, the more sequential the nature of a 
function. 
With this in mind, we define a formal measure of sequentiality in section 4. In 
terms of this measure, we exhibit an infinite, dense spectrum of functions between the 
sequential functions and the "truly off-line" functions. Further considerations are given 
in Section 5. 
We now proceed with preliminary material. The word machine will henceforth be 
used to refer to a multitape Turing machine with special one-way input and output 
tapes. However, the concepts presented in this paper can be related to any other class 
of automata which operate on a string input and which have working storage distinct 
from input and output media. Unless specifically stated to the contrary, all machines 
are deterministic. 
Unless otherwise specified, we will be considering total functions mapping strings 
in a finite input alphabet 27 into strings in a finite output alphabet F, i.e., a typical 
function would be f :  27* ~/ ' * ,  defined over all of 27*. These functions need not be 
computable; however, there will be special interest in computable total functions from 
strings to strings and in the way machines compute them. 
By convention, a machine will have a special endmarker E adjoined to its input 
alphabet 27. It will not be permitted to read another input after it has read an e although 
it may continue to compute for a while and to write additional outputs in this situation. 
We can thus associate with a given machine M two functions, defined below, which 
correspond to the two common conventions by which a machine computes a function. 
DErINITtON 1.1. A machine M defines its closed partial function Oat: X*--+ iN* 
in the following manner. For any string x ~ X*, OM(X) is that string y ~ F* which is 
produced on the output ape before M halts after reading xe. If M does not read all of 
xE or if M does not halt, OM(X) is undefined. If ~t is total it is called the closed function 
of M. 
DEFImTIOrq 1.2. A machine M defines its open partial function Ou: Z* --~ F* in 
the following manner. For any string x ~ Z*, OM(x) is that string z E F* which is 
produced on the output ape by the time x has been read and before any subsequent 
inputs have been read. Unless M reads all of x and at least one symbol further, OM(x ) 
is undefined. If 0M is total it is called the open function of M. 
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An open function can always be turned into a closed function as shown below. The 
converse, however, does not hold. 
Notation 1.3. For u, v ~ Z*, u B v (u begins v) is written to mean (3w ~ Z*)[uw = v]. 
Clearly the relation B is reflexive and transitive, but asymmetric. 
Remark !.4. For any machine M and any x E Z*, OM(x) B OM(x). 
Remark 1.5. I f f  ~ Or for some machine T, then there exists a machine M such 
that f ~ OM = OM. 
Proof. Modify" T so that it halts immediately upon reading the endmarker E. This 
will obviously be the desired machine M. | 
To conclude this section, we list a few additional notational conventions which will 
be employed9 Other conventions are either defined when first used or are, in our 
opinion, standard. 
9 Concatenation of strings or of sets of strings (string concatenation will 
sometimes also be denoted by juxtaposition, i.e., uv ~ u 9 v) 
Z + :~:- Z 9 Z* The set of all nonempty strings over Z 
A The empty word 
.~ The empty set 
! x [ The length of a string x 
a n The string of length n consisting of a's (a ~ ~ A) 
2. SEQUENTIAL FUNCTIONS 
In the area of machine-based complexity theory, one observes that two basic classes 
of multitape Turing machines have been considered. It was noticed by Hennie, among 
others, that by restricting the classes of Turing machines of those which have read-only 
input tapes and those for which output is synchronized with input, better time bounds 
for a particular computation could be proven [7, 8]. This lestricted class generally is 
called the class of "on-line" machines; all other machines are then called "off-line" 
machines. 
Intuitively, an "ongoing" or "interactive" process is one which produces output 
for input already received independently of any input that follows. Thus, previous 
inputs may affect the output generated by a specific input symbol, but following inputs 
have no effect on this output. 
Unfortunately, the traditional definitions restrict on-line machines to computing 
only functions which are computable, length-preserving mappings. On the other 
hand, there are very simple functions which are not necessarily length preserving and 
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yet can be computed in a thoroughly ongoing manner. The functions computable by 
generalized sequential machines (gsm's) are such a class [6]. 
We feel that the notion of "ongoing" or "on-line" processes hould permit all gsm 
mappings to be included. To do so, we will find it useful to shift primary attention to 
functions rather than machines as we follow the course suggested by Arbib [1]. 
DEFINITION 2.1. A function f :  Z* -+ F* is called sequential if for each string 
u6Z*  there exists a unique function fu: Z'*--+ F*, such that (Vv c Z*)[f(uv) 
/(u) "A(v)]. 
We first give a simple characterization f a sequential function. 
THEOREM 2.2. A function f :  Z* -+ F* is sequential if and only if (Vu c Z*)(Vv e Z*) 
[f(u) Bf(uv)]. 
Proof. Supposef is equential. By definition for every u ~ Z*, there is a functionf~ 
such that (Vv ~Z*)[f (uv)=f(u)"f~(v)] .  Hence, we can conclude that (Vu ~Z*) 
(Vv ~ Z*)[f(u) By(u) " f~(v) ~- f(uv)]. 
Now, suppose that (Vu c Z*)(Vv E S*)[f(u) Bf(uv)]. We definefu: 27* -+ F* for any 
u, v E Z*, as fu(v) - - f (u) \ f (uv) .  Since f(u) Bf(uv), this left quotient must be defined; 
i.e., there exists some w E Z* such that f(uv) ~- f (u ) .w.  Hence (Vu ~ Z*)(Vv ~ Z*) 
I f  fur) f(u) -f~(v)], and f i s  sequential. I 
The next three corollaries follow immediately from Theorem 2.2 and proofs are 
omitted. 
COROLLARY 2.3. Every gsm mapping is sequential and computable. 
COROLLARY 2.4. The class of sequential functions is closed under composition. So is 
the class of computable sequential functions. 
COROLLARY 2.5. String reversal is a length-preserving computable function which 
is not sequential 
Sequentiality is a property of functions rather than machines, and it is therefore 
not surprising that computability is not implied by sequentiality. 
Remark 2.6. There exists a sequential function which is not computable. 
Proof. Consider any nonrecursive set K C Z+ and define f :  Z*--+ {0, 1}* such 
that f (A)  = A, and for x = a 1 "" an ~ Z* and i ~ n, the ith symbol of f(x) is 1 if 
a 1 "-- a i ~ K and 0 otherwise. Clearlyfsatisfies the conditions of Theorem 2.2. I 
Remark 2.7. There exists a computable sequential function which is not com- 
putable by a generalized sequential machine. 
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Proof. Let S be any recursive nonregular set _C 2'% Define f in a manner similar 
to that in Remark 2.6. | 
From Corollary 2.3 and Remark 2.7 we verify that the computable sequential 
functions contain properly the gsm-computable functions. The class is characterized 
by the following theorem. 
THEOREM 2.8. A function f is both computable and sequential if and only if  there 
exists a machine M such that f == OM; i .e.,f  is the open function for some Turing machine 31. 
Proof. Suppose f is a computable and sequential function. Then f == Or for some 
Turing machine T. We now construct he desired machine M such that f ~- 0 M . 
The program for M alternates between two phases. In addition to keeping track of 
the instantaneous descriptions of T, M keeps count of two integers to and m 0 . The 
former is the number of output symbols written by T at a given point in its computa- 
tion; the latter is the number of output symbols which have been written by M. 
During either phase, if T produces an output, this output is suppressed if m 0 > t o and 
put out byMi fm 0 =t  0. 
Phase I. Restore the previously saved instantaneous description of T and its 
associated to. Simulate the computation of T until the next read operation occurs. 
When this happens, do not move the input tape. Instead, save the instantaneous 
description of T and the value of t o . Go to Phase II. 
Phase II. Transfer to that part of the program for T which is reached when the 
endmarker E is read by T. Continue simulating T until T halts. Then read a new 
input and go to Phase I. 
In essence, as M processes the input string ala 2 ... an, it computes f (A) ,  then 
goes back and computes f(al)  (without repeating that part of the computation off(A) 
which is also part of the computation off(a1)), thenf(ala2), etc. Since M redoes parts 
of the computation of T, it is necessary to see that a given output does not get written 
by M more than once; this is the purpose of the counters to and m 0 . The sequential 
property o f f  guarantees that outputs written by T during phase I I  do not contradict 
outputs written by T during a later phase I (cf. Theorem 2.2). 
Now suppose f= 0 M for some machine M. Thenf is  obviously computable. Further- 
more, (Vu e X*)(Vv ~ X*)[OM(U ) BOM(UV)] so f  = 0 M is sequential by Theorem 2.2. | 
Theorem 2.8 supports Arbib's implied notion that on-line machines and computable 
sequential function are closely related. The traditional definitions of on-line machines 
given by Hennie [7, 8] and Cook and Aanderaa [2] are more restrictive in their power. 
DEFINITION 2.9. A machine is called Hennie on-line if during its computation 
each input symbol produces exactly one output symbol and the (k + 1)st input 
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symbol is available only when the kth output symbol has been produced. A function 
is Hennie on-line computable if it is computed by some Hennie on-line machine. 
The concept of Hennie on-line machines has been used mostly in discussions of set 
recognition computations. A machine accepts or rejects the initial substring already 
read by producing a 1 or 0, respectively; thus, the machine generates an output string 
of the same length as the input string while it is recognizing all initial substrings of 
the input. Hence, a recognition problem is a length-preserving transduction which can 
be computed by an ongoing process. 
The Hennie on-line computable functions can be characterized asfollows. 
THEOREM 2.10. A function f is Hennie on-line computable if and only if f is computable, 
sequential, and length preserving. 
Proof. An on-line computable functionfis clearly the open function of the machine 
computing it according to Definition 2.9. Therefore f must be computable and 
sequential by Theorem 2.8. It is obvious that f must be length preserving. Conversely, 
i f f  is computable and sequential, it must be the open function of some machine M. 
Furthermore, i f f  is length preserving, the computation o f f  = 0M will satisfy Defini- 
tion 2.9. | 
Thus, functions satisfying Definition 2.9 satisfy the conditions of Theorem 2.8 
but are also length presexving. We feel that the latter property is irrelevant o the 
notion of ongoing process, while the property of sequentiality correctly captures the 
notion. The computable sequential functions are thus offered as the proper, formal 
characterization f the intuitive term "on-line" computable." 
3. MAXIMALLY DEFINED SEQUENTIAL APPROXIMATIONS 
We now proceed from the examination of sequential functions to an estimation 
of the degree of sequentiality of a nonsequential function. 
DEFINITION 3.1. Let f :  Z* -~ F*. Then a function g: Z* --~ F* is a sequential 
approximation f f i fg  is sequential nd, for all x ~ Z*, g(x) Bf(x). Such ag is a maximally 
defined sequential pproximation (m.d.s.a.) of f if, in addition,g'(x) Bg(x) for all x E Z* 
and for all other g' which are sequential approximations off. 
Using this definition to prove that a function is a m.d.s.a., one would have to test 
whether any other sequential approximation of the same function has an output string 
of greater length. The following theorem offers a more useful test of whether afunction 
is a m.d.s.a., as only the function being approximated is needed. 
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THEOREM 3.2. A sequential function g: Z* --+ P* is a maximally defined sequential 
approximation o f f :  Z* --+ I'* if and only if g is a sequential approximation o f f  and 
(Vu ~ Z*)(Vb ~ 1-')(3v E Z*)[g(u)'b B f(uv)]. 
Proof. Suppose g is a m.d.s.a, o f f  but (~u ~ 27")(3b 6 [')(Vv ~ 2:*)[g(u)'b B f(uv)]. 
Define a new function g': Z* -+ P* so that g'(y) ~-g(y) except when uBy and 
g(y) ~ g(u). In this case let g'(y) = g(u) 9 b. 
The reader can verify that g' is a sequential approximation, i.e., that 
and 
(Vy ~ 27*)(Vw ~ Z*)[g'(y) B g'(yw)] 
(vy ~ z*)[g'(y) B f(y)]. 
On the other hand, g'(u) -~ g(u)'b Bg(u); and thus g is not a m.d.s.a, off. 
Now suppose a sequential function g: Z* --+ F* is not a m.d.s.a, o f f :  Z* --~ F*, 
but g is a sequential approximation off.  
Since g is not a m.d.s.a, off ,  there exists a sequential approximation g' o f f  and a 
u e 27* for which g'(u)Bg(u). As both g(u)Bf(u)  and g'(u)Bf(u),  it must be that 
g'(u) ~- g(u) - b 9 w, for some b ~ iv' and w ~ P*. Thus, 
g(u) .bBg'(u)Bg'(uv)Bf(uv)  forall v~Z* .  | 
THEOREM 3.3. Every function f :  Z* --~ 1"* has a unique maximally defined sequential 
approximation. 
Proof. For x ~ Z*, let g(x) equal the longest string beginning all members of 
{f(xw): w ~ Z*}. Such a y must exist since at least one string, namely A, begins each 
f(xw). (Note that we claim only the existence of such a string, not an effective method 
of finding it.) 
Consider any u, v eZ*;  we wish to show g(u) Bg(uv). Since g(u)Bf(uv)  and 
g(uv) B f(uv), either g(u) B g(uv) or g(uv) B g(u). Obviously 
(f(uw): w e 2:*) ~_ { f (uw) :  w e z*).  
But then the longest string beginning all members of the first set must begin all 
members of the second set. Therefore g(u) B g(uv) and g is sequential. That it is an 
approximation o f f  follows from f(x) ~ {f(xw): w ~ Z*). 
Moreover, g is a m.d.s.a., since if u e Z* and b ~ P exist such that 
(Vv E Z*)[g(u)'b B f(uv)], 
then g(u) is not the longest initial substring of members of {f(m0): w ~ Z*}. 
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That g is unique is immediate from the definition of m.d.s.a. If both g and g' are 
m.d.s.a.'s off, both are of course sequential pproximations o f f  and hence g(x) B g'(x) 
andg'(x) Bg(x), for all x~X*.  By the asymmetry ofB, g(x) = g'(x) andg =g ' .  | 
Notation 3.4. Since for any funetionfa m.d.s.a, always exists and is unique, we let 
f denote the m.d.s.a, off. 
THEOREM 3.5. For any machine M over X and for all x ~ X*, 
OM(x) B O~,(x) B OM(x). 
Proof. By remark 1.4 and Theorem 2.9, the open function 0~t is a sequential 
approximation to the closed function OM. Thus, the m.d.s.a. 0M must satisfy the desired 
relationship. | 
Intuitively, while a machine M is computing its closed function, its open function 
represents the amount of output produced in an ongoing (sequential) manner. The 
m.d.s.a of the closed function represents he amgunt of output which has been deter- 
mined by the input already read. Wt)en OM ~ OM, M is optimal with respect to the 
timely production of output. When OM = OM, the function is its own m.d.s.a, and is 
therefore sequential. 
The converse of the first statement does not hold since it is possible for the m.d.s.a. 
of a computable function to be noncomputable ( l. Theorem 3.8 below). Then 
optimality would require that 0 M was the "best possible" computable sequential 
approximation f 0M 9 Such an approximation need not exist; further discussion of this 
matter is given in Section 5. 
The converse of the second statement is true, viz., 
THEOREM 3.6. Let f: 27" --+/'*. Then f is sequential if and only if f = f 
Proof. We have already noted that i f f  = f, f is  obviously sequential. Now supposef 
is sequential. Obviously f is an approximation of itself. But, for any g which is a 
sequential approximation o f f  it must be that 
(Vu ~ z*)[g(u) B f(u)], 
and hence f is maximal. | 
Clearly, if a function f is sequential, then f and f are either both computable or both 
noncomputable since f f Examples of each have been given (el. Remark 2.5 and 
Theorem 2.6). When f is not sequential, however, the computability o f f  andf  can be 
independent pioperties. We will give examples of all four cases. 
THEOREM 3.7. There exists a noncomputable function f :  X*--+ (27 t3 {a, b})* having 
a computable maximally defined sequential pproximation.[. 
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Proof. Consider a nonrecursive set K '  and define for x ~ X*: 
f (x)  =x 'a  if xEK ' ,  
= x 9 b otherwise. 
It  is obvious that f i s  not computable. On the other hand, the identity function i(x) = x 
is a sequential approximation to f. Furthermore, for any proper extension w of i(x) 
such that w(x) B f (x )  either w(x) = x 9 a or w(x) = x" b. But then for y = x 9 1, 
x - a B f (y )  and x 9 b B f (y ) .  Thus i is the m.d.s.a, of f and i is obviously computable. 
I 
THEOREM 3.8. There exists a computable function f :  {0, 1}* --+ {0, 1}* such that f 
is not computable. 
Proof. Let M i represent an acceptable indexing of Turing machines over N = 
{0, 1, 2,...}. Def inef  as follows, for x~{0, 1}* and i >~ 0: f (0  i) = 0, and 
f(Oilx) = 1, if.~/~ halts in exactly I x ] steps when started with a blank input tape, 
0, otherwise. 
Clearly, f is computable. Now f(0 i 1) = 0 if Mi does not halt when started with a blank 
input tape; else f(0i l)  = A. Hence, f is not computable since the computability o f f  
would imply the solvability of the blank tape halting problem. | 
THEOREM 3.9. There exists a nonsequential function f for which neither f nor f is com- 
putable. 
Proof. Modify the definition in Theorem 3.8 by deleting "in exactly ] x] steps." 
Thenf  is not computable since the values o f f (0q)  for each i would solve the halting 
problem. Also, for all i , f (0q)  = f(0i l )  sof is  also not computable. However, for some i, 
f(O i) A so f va f and f is not sequential. | 
We shall exhibit a number of nonsequential functions which are computable and 
have computable m.d.s.a.'s in the next section as we investigate measures of partial 
sequentiality. 
We can summarize the results of Sections 2 and 3 in Fig. 1, which depicts the rela- 
tionships among the properties "sequential," computable," and "has a computable 
m.d.s.a." 
Note that the functions we feel properly deserve to be called "on-line" are exactly 
the intersection of all three classes, while the reader can easily verify that the gsm- 
computable functions and the "Hennie on-line" functions constitute incomparable 
proper subsets of this intersection. 
Examples in each nonempty sector are referenced; the two lower hatched areas 
are empty. The upper hatched sector is considered further in Section 4. 
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THM. 3 . 9 ~  
Sequentiol 
FIcu~E 1 
4. NONSEQUENTIAL FUNCTIONS 
We saw in Section 2 that the term "on-line" was first defined in terms of machines 
and extended by implication to computable functions. The term "off-line" as applied 
to machines was given in contrast o "on-line" and was defined as "not on-line" but 
described as yielding no output until the input had been completely read. This of 
course models conventional batch processing. The definition and description do not 
agree; i.e., a machine M could be called "off-line" if it were not sequential or one 
could instead require that the open function OM be identically A. (Previous interest, 
as noted above, focused on machines recognizing sets, and in this case the two meanings 
of "off-line" agree.) 
When extended to functions, the first concept would immediately become "com- 
putable and nonsequential." For the second approach, however, one must note that 
every computable function can be computed by some M such that 8 m ~= A. (To 
achieve this, alter any machine computing the function so that it retains its output 
until the final E is reached.) It is clearly more appropriate to consider the case where 
every machine M computing a given funct ionf has 0 M ~ A. We feel that this captures 
the notion of inherent nonsequentiality o f f  and choose to give this concept anew name: 
DrFImTION 4.1. A function f :  27* - -*/ '*  is said to be truly off-line if (Vx~27*) 
[ /(x) = A]. 
Remark 4.2. The string reversal function Rev is truly off-line, as indeed is any 
function requiring that the first symbol of output be equal to the last symbol of input. 
Truly off-line functions are maximally nonsequential. However, there are many 
other nonsequential computable functions. 
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Remark 4.3. Both the functions f and g, such that f (x)  ~ x 9 x and 
g(x) = Rev(x) if 1 Bx ,  
= x otherwise, 
are neither sequential nor truly off-line. 
We also have the anomaly: 
Remark 4.4. The null or empty function e, such that e ~ A, is both truly off-line 
and sequential, and it is the only function in both classes. This is true since it is the 
on ly f  for whichf  ~ f ~ A. 
Recapitulating, a computable functionfis truly off-line if for any machine computing 
f, no output can be made until all of the input has been read. That is, f is truly off-line 
if the machine computing fproduces its output only when the input endmarker e has 
been read. This should be compared to the case for sequential functions. That is, 
a function f is sequential if some Turing machine computing f produces no output 
after ~ is reached. 
For the function f of Remark 4.3 it is obvious that f(x) = x, and thus [f(x)l == 
89 lf(x)r. This motivates aying that f  is "half-sequential." On the other hand, while g 
is neither sequential nor truly off-line on its entire domain, it exhibits each type of 
behavior on one-half of its domain and thus could be considered, in another sense, 
"half-sequential." This suggests measuring the sequential nature of a function f by 
averaging the ratio of If(x)l to If(x)[ over all inputs x. Clearly (when f(x) =/= A) this 
ratio is always 1 i f f i s  sequential and 0 i f f i s  truly off-line. 
DEFINITION 4.5. Let f :  Z'* --~/'*.  Denote by M,  the set 
{x:]x I ~ n and f (x)  ~ A}, 
and let m,~ be the number of words in M~,. For each n, define 
Rf(n) i 
mn ~ If(x) l"  
O~ M n 
Also define, for f, 
R s = lim Rl(n ). 
n~oc 
Remark 4.6. For the null function e, R~ is undefined since M~ ~ ~ for all n. 
This is not a surprising occurrence since e is both sequential and truly off-line. 
Remark 4.7. In the case that m, is bounded independently of n, f is truly off-line. 
Proof. Since m~ is bounded independently of n, there exist some n o such that 
(Vn -3 n0)[.V/,~ - M%]. Therefore I x I > n o implies f (x)  =--f(x) = A. Now suppose 
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I x I ~< no, and picky such that ] xy 1 > no. Againf(xy) = A, but sincefis sequential, 
f(x) Bf(xy)  and hencef(x) = A. Thus f  ~ A andf is  truly off-line. I 
LEMMA 4.8. For every function f and every n, 0 <~ R~(n) <~ 1. Hence, if R x is 
defined, 0 <~ R I ~ 1. 
Proof. Since f is the m.d.s.a, of f and the length of a string is nonnegative, 
0 <~ If(x)[/If(x)[ ~< 1 for all x~M~ (as If(x)l >0 if xeM, ) .  Therefore, 0 ~E~M,  
(lf(x)l/ lf(x)l) ~ m, (as l M~ t = m~). Thus, 
0 <~ R~(n) = (1/m,) Z ([f(x)[/]f(x)[) <~ 1. I 
~c~M n
Unfortunately, the proviso that R I be defined is all too necessary. We may find 
computable functions f such that the limit 
lira Rx(n )
is undefined, and indeed exhibits exceedingly bad behavior. To this end we prove two 
technical emmas. 
LEMMA 4.9. Let T~ = {x ~ {0, l}*: I x I ~ is} and let t i be the number of strings in 
T i . Then,for n > 1, 
t._l/t~ < 2-". 
-* 2 i 2"%1 Proof. tn = ~j=o = -- 1. Thus, for n > 1, 
2 n~-~n+~ - 1 2n ~-~n+~ 
t.-1/t. -- < - -  = 2-2"+~ ~ 2-n" I 
2 n%1-  1 2 ~ 
LEMMA 4.10. Let P and Q be computable functions, mapping N --+ N+, such that 
P <~ Q. Then there exists a computable f :  {0, 1}* --+ {0, 1}* such that, fo~  each n, 
I Ri(n =) - -  P(n)/Q(n)[ < 2-". 
Proof. First define a function l: N --~ N such that 
l(0) = 1, 
l(n -1- 1) ----- P([(n + 1)t/2]) • l(n). 
We make use of this function in defining f, as follows, such that I/(x)l = 1([ x [). 
Define: 
(1) f (A)  = o, 
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(2) for x e{0 ,  l} +, let n ~ [l x 11/2], so that x ~ T,z - -  Tn_ l ,  define 
f(x) = Og(lxl)l (Oln)-P(nI)• 
Clear ly f (x )  = 0'(1~1); thus  I f (x ) l  = l(I x I) - P(n) x l(I x l - 1). A l so  I f (x ) l  = 
l(I x 1) 4- (Q(n) - P(n)) x l(I x [ - 1)) =Q(n)  • l(t x I - 1), Hence  I f (x) l / l f (x) l  = 
P(n)/Q(n). Since every output of f is nonnull, M~, = T. v~ ;~ and m,~=  t~ =/- O. 
For some fixed n, 
1 /(x) 
Thus 
t,*-a ~<-_  
tn 
1 V P(n) 1 /(x) 
tngETl'~_TnlQ(n)-~K Z f I = __ - f~  _ x~Tn_ 1 
P(n) tn_ 1 P(n) 4- l E I f(x) 
Q(n) t. Q(n) I tn X6Tn_l 
t._l P(,0 p(k) 1 fl ) t._l 
Tn_ 1 
By Lemma 4.9 this implies that ] Rj(n ~") -- P(n)/Q(n)] < 2-% | 
We now are in a position to exhibit a function f such that the values of R1(n), for 
increasing n, are as dispersed as possible. 
DEFINITION 4.1 1. Let X = {x~}~ be a sequence of real numbers. The set of 
accumulation points of X, denoted ~(X),  is 
{y: (gn e N)(VE > 0)(3i > n)[j xl --  y I < E]}. 
THEOREM 4.12. There exists a computable function f such that 
C~({Rs(n)M~ ) = [0, 1]. 
Proof. It is obviously sufficient to show that ~({Rl(n)}~) contains all rational 
numbers r, 0 < r < 1. This is accomplished by chosing functions (defined in a 
manner similar to the pairing functions K and L in [3]) such that 
(1) P(n) ~ Q(n), for all n, 
(2) for each pair (p ,  q) e N+ • N+, where p ~ q, there is some n such that 
(P(n), Q(n)} ~- ~ p, q}. 
These functions atisfy the conditions of Lemma 4.10. Let f be the function given 
by that lemma. 
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Now pick any rational r ~ (0, 1), r > 0. Then there exists an n, n > --log(e), such 
that r = P(n)/Q(n). But by the above, 
I Rf(n e) - -  r I < 2-,~ < E. | 
By changing the functions P and Q, we may force other interesting behaviors of 
R1(n ) in the limit. In particular, we exhibit a spectrum of functions, each possessing 
and Rf defined in the limit. This spectrum is continuous and dense in the interval 
[o, 1]. 
DEFINITION 4.13. A real number r, 0 ~ r ~ 1, is computable iff there is a com- 
putable function g: N -~ {0, 1 } such that g(i) is the ith bit in the binary expansion of r. 
THEOREM 4.14. Let r ~ [0, 1 ] be any computable number. Then there is a computable 
f :  {0, 1}* --~ {0, 1}* such that R s = r. 
Proof. The case r 0 is obviously a trivial case, so assume r r 0. 
Since r is computable, there is a function g computing the binary expansion of r. 
Define functions P and Q such that P(n) is the binary interpretation of
g(0) .g(1) . . . . .  g (n+k) ,  
where k is the least number such that g(k) = 1, Q(n) = 2 ~+k-ta. Thus P(n) ~ Q(n) 
and r - -  P(n)/Q(n) < 2-". 
Since Lemma 4.10 applies, there exists a functionf such that 
I Rs(n z) -- P(n)/Q(n)l < 2-". 
Now for any E > 0, let n = log2(E ) + 1. For this n 
I RI  n2) - -  r [ ~ R1(n 2) - -  P(n) P(n) 2-" 2-"  + <, .  
Moreover, P(n)/Q(n) <~ P(n -1- 1)/Q(n -}- 1) and thus 
R,(n~) < R@) < R~((n + 1)~) 
for any k, n 2 ~ k ~ (n + 1) 2. It follows easily that r is the unique accumulation point 
of {R~(n)}.~. II 
As has been noted, the class of truly off-line functions lies at the low end of the 
spectrum of functions, while the class of sequential functions hould lie at the high end. 
Theorems 4.15 and 4.17 with their corollaries illustrate this further. 
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THEOREM 4.15. A function f is truly off-line iff, for all n, either R1(n ) is undefined or 
Rt(n ) = O. 
Proof. Suppose f is truly off-line. Pick any n such that R~(n) is defined (i.e., 
.~/, =# ~). Then 
1 /(x) 
R,(n) = m--ff ~ -f--(~- 
1 ~ 0 (as f is truly off-line) 
m, If(x)l X M n 
= 0 (as If(x)l > 0 if x e M,). 
Now suppose f is not truly off-line. Then for some y, f (y )  ~ A and thus f (y )  =# A. 
Moreover, for any n ~ ]y ], Rf(n) is defined and 
1 Z [ /(x) 1 /(y) 
R1(n ) = ~ , ~ - -  >0.  | 
1 
9 ~M n 
COROLLARY 4.16. I f  f is truly off-line, either f = A or R I = O. 
A similar proof shows: 
THEOREM 4.17. A function f is sequential if  and only if, for all n, either R1(n ) is 
undefined or Rs(n ) = 1. 
COROLLARY 4.18. I f f  is sequential, either f ~ A or Rf = 1. 
In this section we have paid little attention to whether a function is computable 
and/or has a computable m.d.s.a. In the final section we consider the relevance of the 
ratio ]f(x)]/] f(x)[ when f is not computable. But we wish to note that all functions 
actually constructed in this section, and all their m.d.s.a.'s, are indeed computable. 
Thus the spectrum of Theorem 4.14 still exists if we restrict ourselves to computable 
functions with computable m.d.s.a.'s. 
5. FURTHER CONSIDERATIONS 
Two important topics, alluded to in previous ections, deserve further consideration. 
The first of these involves the computability of the m.d.s.a, of a function. The second 
considers variations on the notions of sequential nd truly off-line. We will not exhaust 
the exploration of these topics but will discuss some major features and hope to 
encourage further investigation. 
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We know that a computable m.d.s.a, need not exist, even if the function itself is 
computable. A related question which comes naturally to mind is whether acomputable 
m.d.s.a., when it exists, can be effectively obtained from the definition of a function. 
The expected, disappointing answer is "no." 
THEORE~I 5.1. There exists a family {fi}i~v~ of computable functions fi: {0}* --+ {0, 1}*, 
such that each fi has a computable m.d.s.a, but there is no uniform, effective way of 
finding the associated m.d.s.a, f i -  
Proof. Define f,: for n ~ 0: 
L:(0") = l ,  
0, 
if M i halts in exactly n steps when started with a blank input tape; 
otherwise. 
Obviously fi is the identically 0 function if Mi fails to halt. In this case f, is also the 
identically 0 function. If M i halts, let k be the number of steps in its computation. 
Tbenf~(0 ~) -- 1 if n = k, 0 otherwise; andfi(0 ~) = A if n <~ k, 0 otherwise. Clearly, 
each )~: is computable. However, f~(A) = A if and only if M~ halts, so a uniform 
method for constructingfi would allow solution of the halting problem. II 
Paralleling the notion of m.d.s.a, we may restrict considerations of sequential 
approximations to computable f to functions which are themselves computable, and 
attempt to find maximal such functions. 
DEFINITION. Let f :  X* ~ F*. Then a computable function g: 27* --~/'* is a 
maximally computable sequential approximation (m.c.s.a.) o f f i fg  is a sequential approx- 
imation o f f  and, for all computable sequential approximations g' of f ,  g'(x)Bg(x)  
for all x ~ X*. 
THEOREM 5.2. There exists a computable f :  {0, 1}* --+ {0, 1} which has no m.c.s.a. 
Proof. Let fbe  the function defined in Theorem 3.8, such that 
f(0q) = 0 if Mi does not halt, 
- -  A otherwise. 
Now assume a m.c.s.a, g o f f  exists, and consider any x = 0q. If g(x) = A, then it 
must be the case that 3//halts. Otherwise, we could modify g to g', 
g'(y) = g(y), y ~ x, 
= O, y = x, 
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which would still be a computable sequential approximation of f .  But g'(x)Bg(x) 
sog could not be a m.c.s.a, off. 
Thus g must agree with f on 0* 1. But then g is not computable, a contradiction. | 
The above theorems indicate why considerations of computability have been 
largely omitted from Section 4. Restricting the measure to computable functions with 
computable m.d.s.a.'s ignores many important functions. Yet we cannot find m.c.s.a.'s 
for certain functions. However, a look at the proof of Theorem 5.2 suggests a sequence 
of functions {gj}, each gj a computable sequential approximation of f, such that gj 
agrees with f on {0ily: i ~<j}. In some sense, g~. approaches f as j increases, thus 
suggesting the possibility of defining a form of limit. For every computable f, there is 
such a computable sequence {gj} "approaching" f, but this sequence is not effectively 
obtainable i f f  is not computable. 
The second topic to be considered in this section arises from the unfortunate fact 
that Corollaries 4.16 and 4.18 are not "if and only if" characterizations. It is easy 
to obtain a function f, not truly off-line, such that R I = 0, or to produce a non- 
sequential f such that Rf ~ 1. For example, and f such that f (xj)  = ljlxl, j ~ {0, 1} 
and x ~ {0, 1}*, is not truly off-line and for each n, R1(n ) ~ 0; but in the limit Rf(n) 
does approach 0. 
A natural attempt to capture those functionsf for which R I -- 0 is to define "almost 
truly off-line functions," whose m.d.s.a, can produce at most k symbols prior to 
encountering the final E. But functions may be constructed whose sequential output 
grows unboundedly; but whose total output grows so much faster that the limit of 
R~(n) is still 0. The companion otion, "almost sequential functions," where there 
exists k such that If(x)] --  ]f(x)l ~ k for all x, similarly fails to characterize the f for 
which Rf - 1. Interestingly, the class of "bounded" functions--those functions with 
finite range--is exactly the intersection of the almost truly off-line and almost sequen- 
tial function, much like the null function which is both truly off-line and sequential. 
Within the bounded functions we can recreate many interesting results, even to the 
extent of finding a spectrum as in Theorem 4.14 except restricted to rational r. 
There appears to be no neat characterization f those functions for which R I = 0, 
or for which R I = 1. This is undoubtedly due to the fact that behavior in the limit 
can be achieved in many ways. 
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