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Sensory substitution phenomena transform the representation of one sensory form into an 
equivalent from a different sensory origin. For example, a visual feed from a camera can be 
turned into something that can be touched or sounds that can be heard. The immediate 
applications of this can be seen in developing assistive technologies that aid vestibular 
problems, and visual and hearing impairments. This raises the question of whether perception 
with sensory substitution is processed like an image, or like a surface, or a sound. Sensory 
substitution techniques offer a great opportunity to dissociate the stimulus, the task and 
sensory modality, and thus provide a novel way to explore the level of representation that is 
most crucial for cognition. Accordingly, state-of-the-art sensory substitution techniques 
contribute significantly to the understanding of how the brain processes sensory information 
and also represents it with distinct qualia. This progressively advances cognitive theories with 
respect to multisensory perception and cross-modal cognition. Due to its versatility, sensory 
substitution phenomena also carry the applications of cognitive theories to other 
interdisciplinary research areas such as human-computer interactions (HCI). In HCI, cross-
modal displays utilise sensory substitution techniques to augment users by enabling them to 
acquire sensory information via a sensory channel of different origin. The modular and flexible 
nature of cross-modal displays provide a supplementary framework that can appeal to a wider 
range of people whose physical and cognitive capabilities vary on a continuum. The present 
thesis focuses on the inclusive applications of sensory substitution techniques and cross-
modal displays. Chapter I outlines the inclusive design mindset and proposes a case for 
applications of sensory substitution techniques for all of us. Chapter II and Chapter IV 
evaluates cross-modal displays in digital emotion communication and navigation applications 
respectively. Chapter III offers a methodology to study sensory substitution in a multisensory 
context. The present thesis evidences that perception with cross-modal displays utilises the 
capabilities of various senses. It further investigates the implication of this and suggests that 
cross-modal displays can benefit from multisensory combination. With multisensory 
combination, cross-modal displays with unisensory and multisensory modes can deliver 
complementary feedback. In this way, it is argued users can gain access to the same inclusive 
information technology with customised sensory channels.  Overall, the scope of the present 
thesis approaches sensory substitution phenomena from an HCI perspective with theoretical 







“We are still information hunter-gatherers.” 




I would like to thank those who will read this thesis and hope that you will find an 
interesting insight or two. Unlike the traditional format, the current thesis is submitted 
in an alternative composition. It means that each chapter constitutes a manuscript 
ready for submission, or already submitted, to a peer-reviewed journal in human-
computer interaction (HCI) research. Each chapter is therefore stand-alone, and 
hence might share some of the background content. Between the chapters, where 
appropriate, there are also ‘Reflection’ sections. Reflections are intended to 
summarise what has been discussed previously and to inform the reader what is 






Reflections I briefly introduces my research interests and how this thesis came 
together over the last 4 years. In the Horizon 2020 Marie Skłodowska-Curie Fellowship 
for Industrial Research Enhancement (FIRE) programme, I gained invaluable 
opportunities to train myself in a breadth of multidisciplinary fields. Having previously 
studied molecular biology, genetics and bioengineering at undergraduate level, how 
the genetic information led to the human experience and its qualia fascinated me. The 
FIRE programme offered me the intellectual freedom to inquire how information is 
born and gains meaning. There was a significant taught component in Year 1, which 
included an array of master-level courses in entrepreneurship and innovation, 
business and management, industry, research and development, and public 
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engagement. From Year 2 onwards, I have started specialising in topics of research 
interest in HCI. How we interact with technology has been just as intriguing to me as 
how we interact with sensory information from a cognitive/neuroscience perspective. 
One of the research areas where these two perspectives intersect is sensory 
substitution. From an HCI perspective, sensory substitution techniques could be 
applicable in display mode developments by enabling interaction with a novel form of 
information via an intact sensory organ. Understanding how sensory substitution 
works could also contribute to the cognitive and neural theories of the brain and how 
we interact with sensory information.  
 
The current applications of sensory substitution techniques concern the development 
of assistive technologies, especially for those with visual impairments. There is a vast 
amount of research that evidences how sensory substitution can help the acquisition 
of visual information via the sensations of hearing and touch. Others also demonstrate 
that sensory substitution techniques can be applied in the rehabilitation of hearing 
loss and vestibular impairments. Nevertheless, sensory substitution devices as 
assistive technologies are not yet widely adopted. One reason for this may be because 
sensory substitution is often taken for its literal meaning (i.e. a phenomenological 
substitution between sensory forms). It is therefore lost in translation between 
interdisciplinary research.  
 
Another line of research, relatively fewer in numbers, examines sensory substitution 
techniques in developing novel forms of cross-modal display modes that can enrich 
our interactions with the digital world. In the inclusion context, this area of research 
benefits from an approach to sensory substitution that utilises the brain’s ability to 
portray formless neural signals with meaningful representations. With this approach, 
sensory substitution techniques can be deployed to develop new types of interaction 
with technology, independent of the sensory form of their interfaces. This would be 
possible as cross-modal display modes can be substituted in a way meaningful to the 
user via different sensory channels without requiring specialist hardware. In this way, 
the same technology can be made available to a wider range of people. This requires 
change in thinking.  
 17 
Accordingly, the first chapter of the present thesis reviews how inclusive design 
mindset is different than the traditional usability and accessibility frameworks with 
contemporary examples of social, industrial, policy, and research and development 
cases. It then outlines a case for the potential inclusive applications of sensory 
substitution techniques. By doing so, it aims to promote sensory substitution 
phenomena to a wider circle of researchers to develop inclusive technologies in a 
variety of use cases. Chapter II and Chapter IV demonstrate various inclusive use cases 
of sensory substitution techniques in digital emotion communication and navigation 
applications respectively. Chapter III additionally offers a methodology to study 
sensory substitution techniques in a multisensory context and suggests possible 
inclusive applications in extended reality platforms and tangible interactions. Overall, 
the scope of the present thesis covers sensory substitution phenomena from an HCI 
perspective with theoretical implications grounded in cognitive sciences. With an 
inclusive design mindset, cross-modal display modes that empower sensory 
substitution techniques can be improved to benefit mainstream applications, while 




















Potential Inclusive Applications of Sensory Substitution 









Declaration   
This declaration concerns the article entitled: 
 
Potential Inclusive Applications of Sensory Substitution Techniques for all of ‘Us’ 
Publication status (tick one) 
Draft 
manuscript 
x  Submitted  
In 
review  








Copyright status (tick the appropriate statement) 
I hold the copyright for this 
material x 
Copyright is retained by the publisher, but I 














The candidate predominantly executed the 
 
Formulation of ideas: %90 
 
Design of methodology: N/A 
 
Experimental work: N/A 
 
Presentation of data in journal format: %90 
 








This paper reports on original research I conducted during the period of 


















I am grateful to Vanessa Lloyd-Esenkaya and Bora Esenkaya for their insightful 
conversations. I also thank Michael Proulx for his advice and resourceful supervision 







Sensory substitution techniques are a perceptual and cognitive phenomena, and are 
used to represent one sensory form with a novel alternative. The status quo of sensory 
substitution techniques is currently focused on the development of assistive 
technologies whereby visually impaired users could acquire visual information via 
auditory and tactile cross-modal feedback. Despite their evidenced success in 
scientific research, sensory substitution techniques have not yet gained widespread 
adoption amongst the visually impaired populations. The current review will therefore 
explore why this might be the case from an inclusive design perspective with 
contemporary examples of socioeconomic impact, and argue that shifting the focus 






Inclusive design, also known as design for all (DfA) in Europe and universal design in 
USA and Japan, is about the acceptance of and tolerance for difference by involving 
everyone and ensuring that everyone has a sense of belonging (for detailed reviews, 
see [34,42,47]). It is distinguished in essence from the integration design rhetoric. 
Integration deploys accessibility concepts, for example within social organisations 
[144], built environments [66] or technology products [150], to those with special 
physical and/or cognitive impairments [144]. Integration therefore assumes that the 
delivery of accessibility will enable those at disadvantage to fit into mainstream 
settings. In this way, integration is tied to the fundamental expectation that individual 
groups should prove their readiness in a mainstream setting [144]. Inclusion, on the 
other hand, has the inverse expectation: the mainstream setting should prove its 
readiness to accept every person [88,144]. The current review will give an overview 
of the way inclusive design can be applied to contemporary technologies which serve 
the broader population whose ability varies on a complex and continuous spectrum, 
rather than on singular and discrete categories [58,67,150,151]. The first part of this 
review will explain how traditional legacy frameworks, of usability and accessibility, 
can make the transition to more inclusive designs. Contemporary examples of the 
socioeconomic impact of this transition process will be provided, in the context of 
policies, business cases, and research and development resources. The second part of 
this review will outline sensory substitution techniques and argue a case for their 
implementation in the development of inclusive technologies, such as cross-modal 
displays.  
 
1.1.1 From Them to Us: Change of Perspective Taking 
 
With developments in national and international policies, such as the Americans with 
Disabilities Act 1990 [2], the Disability Discrimination Act 1995 [39], and the Equality 
Act [147], the focus in design decisions has gradually oriented from ‘THEM’ to ‘US’ 
[34]. This change in view has had a tremendous positive influence on how the physical 
and cognitive limitations/impairments of people were once conceived as congenital 
 23 
or acquired incapacities/disabilities. This conception has progressively been 
metamorphosising into a social model in which indifferent design, services, 
environments and stereotypes are blamed for the segregation between able-
bodiedness and unable-bodiedness [34]. In other words, it is the design decisions that 
are enabling and disabling, or including and excluding, our physical and cognitive 
capacities. Accessibility and usability should therefore not be viewed as separate 
entities. Rather, they should jointly form the intrinsic qualities of emerging tools to 
develop, market and commercialise inclusive technologies, art forms, institutions and 
such. This changing perspective by no means denies the incredible impact that 
assistive technologies can have on those who need them. These premises learn from 
the past rather than criticising it and look forward to the future with great optimism. 
With inclusive design, “if everyone is not special, maybe you can be what you want to 
be” [122]. 
 
1.1.2 Us vs. Them: Contemporary Perspectives from Technology Industry 
 
Within the technology industry, Microsoft explicitly brought forward many 
unforeseen issues with traditional accessibility and usability frameworks by identifying 
the social and commercial potential that inclusive approaches to design can have. 
Microsoft reports, “… the concept of ‘disability’ may have limited the understanding 
of the need for accessible technology. Instead of assuming that accessible technology 
is only useful to a distinct group of people with disabilities, the IT industry must 
consider the wide range of people who could benefit…” [138]. In recent years, this 
issue has been polarised to the extent that product developers and companies have 
perceived mainstream products to be for the able-bodied only, and the only way to 
serve the unable-bodied population is to create specialist solutions (i.e. assistive 
technologies) that are designed with a disability-centric approach [29]. These arbitrary 
singular categorisations force design decisions to be exclusive and disabling, which 
inevitably results in many specialist solutions. 
 
As a consequence, mainstream commercial organisations lose interest in the minority 
market, which unavoidably limits the supplies for research and development into 
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technologies that have the potential to empower a wide range of people [34,150]. 
With the division of available resources between mainstream and assistive 
technologies, the latter cannot be maintained and is therefore abandoned by those 
who use them [112]. Such division in resources also has a detrimental impact on 
mainstream technologies because people vary in complex ways on a wide continuous 
spectrum [58,67,151]. Indeed, research indicates that as many as two thirds of the 
population experience difficulties and frustration with mainstream technological tools 
[29]. Design decisions that segregate accessibility from inclusion therefore silently 
diminish the overall socioeconomic reach and impact that business, academic and 
social cases might otherwise have. This highlights the importance of inclusive design.  
 
1.1.3 Socioeconomic Impact of Inclusion 
 
1.1.3.1 A Historical Example 
 
In the context of technology, a successful demonstration of how transitioning from 
legacy frameworks of usability and accessibility to inclusion can benefit different 
parties comes from the mainstream adoption of predictive text recognition. Predictive 
text simply enables one button to represent multiple keys (e.g. alphabetical input via 
the numeric keypad of mobile phones) with each key press resulting in a prediction of 
the next. It is now a widely used feature of mobile phones, but it was first 
functionalised to substitute assistive telecommunication devices for the deaf (TDD) 
[53]. TDD, also commonly known as teletypewriter, textphone or minicom, is an 
electronic device designed particularly for deaf people [99], enabling them to 
communicate over the telephone without the use of speech. Despite their benefits, 
TDDs were only available to a minority of the deaf population at the time of their 
inception, due to high costs [154]. This reduced the potential for deaf people to 
connect with others [109]. Once installed with predictive text recognition capabilities, 
however, standard telephones were equipped with a functionality similar to TDD [53]. 
This new-generation assistive technology consequently enabled deaf people to take 
independence and communicate freely with others without a significant financial cost. 
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Subsequently, mobile phone producers commercialised the use cases of predictive 
text recognition across an array of information and communication technologies, such 
as short message service (SMS), demanded by the mainstream population. In return, 
once dependent on TDDs to communicate with others, deaf people started using 
SMSs too, which shortly became popular among their communities [114]. 90% of deaf 
respondents of a survey, which measured their telecommunication preferences, 
agreed that the reason SMS proved so popular among them was because it could be 
used anywhere, without specialist equipment [113]. The commercial journey 
predictive text recognition has taken, from an assistive technology to a mainstream 
application, demonstrates how the development of inclusive technologies can have a 
positive socioeconomic impact, while simultaneously improving experiences for 
minority populations who were originally served by the assistive technology. 
 
1.1.3.2 The Business Case 
 
It is projected that the traditional integration rhetoric can scarcely maintain the status 
quo of mainstream settings, even if their economic models are sustainable [144]. This 
would undeniably result in an increasingly expensive specialised alternative sector for 
those with impairments as inclusion would be underfunded [144]. With inclusion, 
however, this scenario is more optimistic in the sense that it rearranges resources to 
proactively support acceptance of and tolerance for everyone [144,145]. While these 
proposals were initially discussed in the context of education, it is easy to identify the 
parallels it could share with the technology industry, when considering the case of 
commercialised technologies like predictive text recognition. This business case 
evidently outlines how resources for research and development can be purposely 
allocated to optimise the development cycle of innovative information and 
communication technologies.  
 
It is rather a myth that minority user profiles have little economic significance [34]. On 
the contrary, a business case should be intrinsically inclusive for the very reason that 
it means capturing a greater market share [67] along with a definite competitive edge 
[150], increased net profit [78] and reduced service costs [96]. Greater market size 
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scales the potential for research and development of a product that can reach to a 
wider range of people. This consequently defines how much a technology could be 
adopted and commercialised, hence the greater socioeconomic impact. Inclusivity 
benefits everyone.  
 
1.1.4 The Inclusive Design Mindset 
 
Seeing through the myth, in which minority user profiles offer little economic 
significance and the unable-bodied cannot use mainstream technologies, calls for 
innovation that challenges assumptions about accessibility and usability in design 
thinking and decisions. In this respect, an inclusive design mindset matters 
significantly for a greater socioeconomical impact. Nevertheless, inclusive design 
neither commands a singular solution for all nor ignores the specialist solutions 
required in certain use cases [150]. It rather suggests that design should be flexible 
and modular for the best coverage of diversity and universal access [150].  
 
In HCI research, this is achieved with two complementary scopes: the inclusive design 
mindset and the design process itself [110]. For this, participatory design is a well-
suited design process that supports the full cooperation between the users and the 
development team during the end-to-end life cycle of the product development [124]. 
For example, the design process could begin with a focus group with the end users 
who are then iteratively consulted at every stage of the development process. When 
applied with the inclusive design mindset, participatory design welcomes a wider 
range of users in the process of designing, developing and commercialising technology 
products. In this respect, participatory design processes and the inclusive design 
mindset further advocate that accessibility is less about physical and cognitive 
disabilities and more about enabling universal access to technology [110].  
 
Intuitively, this can be achieved by identifying the mutual physical and cognitive 
capacities of greater diversity by including a mixed group of users early in the 
participatory design process. Once recognised, these can be utilised to empower 
inclusive mainstream products. For example, the widespread adoption of SMSs by 
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mainstream and deaf populations was simply possible because both groups were able 
to see the phone display, type a text and comprehend language. Additionally, it was 
noted that the deaf community was able to adopt to SMS successfully as it did not 
require a special equipment for transmission unlike other unaffordable assistive 
technologies. The demand to communicate with others portrayed a significant 
business opportunity with a diverse yet larger market. As the result of unified research 
and development, affordable mobile phones with SMS capability was made available 
to a wider group of people. In contrast, SMS use, for example, would be still 
challenging and perhaps exclusive for the visually impaired population until screen 
readers were developed and embedded in information and communication 
technologies. However, it could be argued that the widespread adoption of phones in 
the first place made telecommunication more affordable and easier than the 
alternative written forms of correspondences, such as letters, for both mainstream 
and blind populations [19]. A similar technology behind screen readers could be 
inclusively utilised for audio books that would eventually benefit a greater population, 
blind and sighted alike. Another relevant example could be the invention and global 
adoption of the Braille writing system among the visually impaired populations, which 
was originally developed as a military application (i.e. its predecessor night writing) 
[111]. Braille was the first writing system with binary encoding, and its 6-bit code and 
digital nature resemble the modern electronic circuits that are used in digital devices 
[37,111]. In short, inclusive innovations are cyclic and reciprocal, benefitting a diverse 
group of people at each iteration. With the application of an inclusive participatory 
design process, these benefits to the society can be more interlinked.  
 
1.1.5 From Predictive Text to SMS to Sensory Substitution Techniques  
 
It is through the inclusion of a wider range of capabilities from a wider population that 
enables inclusive design to flourish and this, in turn, establishes a more inclusive 
society. The main message of inclusive design is to innovate beyond the traditional 
models of usability and accessibility criteria that unintentionally divides the research 
and development resources in commercial [18], academic and social organisations 
(e.g. educational [63] and public institutions [102]). In the remainder of this review, 
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we would like to argue a similar case (e.g. that of predictive text) for sensory 
substitution techniques, which are primarily utilised in assistive technologies targeted 
at visually impaired populations, and why they can be used for building inclusive 
technologies. In this way, we aim to unify and promote the research and development 
resources dedicated for sensory substitution. We will revisit its potential applications 
as cross-modal displays for all of us with an inclusive mindset. 
 
1.2 An Overview of Sensory Substitution Phenomena 
 
1.2.1 Sensory Substitution 
 
Sensory substitution is a perceptual and cognitive phenomena in which some features 
of a sensory experience, such as of seeing, can be represented with a sensory form 
different than its sensory origin [50]. This is possible on two assertions: (i) ‘concepts’ 
(e.g. physical objects) of the environment share mutual features (e.g. spatial 
properties) when represented via different sensory origins, and (ii) our brains have 
evolved to perceive and process them in a coherent multisensory fashion 
[56,86,97,131,133,137]. Traditionally, it was conceived that the brain consisted of 
independent unisensory modules, which operated extensively (e.g. bottom-up 
facilitations) before multisensory percepts occurred [33,56]. This view was challenged 
whereby the second assertion has been further evidenced to execute metamodal 
computations and tasks (cognitive forms) as an integrated network, namely the 
metamodal organisation of the brain [107]. Intuitively, perceiving the edge of a cube, 
for example, might involve a mutual cognitive form via visual and/or tactile sensations 
irrespective of their sensory forms. In fact, the metamodal hypothesis has been 
repeatedly supported by a growing body of empirical evidence [20,56,104,119,120]. 
Furthermore, the bottom-up sensory responses are shown to be modulated by top-
down facilitations (e.g. memory and attention) such that previously acquired 
associations and learning can enhance task-relevant multisensory responses (for a 
detailed review, see [33]). 
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Considering the metamodal organisation of the brain, sensory information is learnt 
and hence gradually associated with one another in relation to bottom-up and top-
down facilitations. This is evidenced to the extent that boulders are conceived to be 
sour, lemons to be fast, prunes to be slow and the colour red to be heavy [157], with 
the latter example further existing even among the early blind who never experienced 
colour perception [12]. These abstract associations are argued to be the result of 
mutual conceptual dimensions between sensory information, and therefore shared 
across cultures and languages [12,131,134,157]. This immediately raises the question 
of whether various sensory forms, which grow out of cognitive forms, could be 
associated such that one would recall the other in its absence. That is, whether seeing 
a red object (a bottom-up facilitation), for example, would recall its weight perception 
to be heavier (a top-down facilitation). If so, to what extent this would be directional 
and transferred (e.g. whether a heavier object would recall its redness), hence share 
the same cognitive form. 
 
Research in cognitive psychology investigates these associations across cultures and 
languages by looking at mappings between sensory forms, which are termed cross-
modal correspondences [134]. Another example of cross-modal correspondences is 
where a higher-pitched signal of an auditory form can be associated with a higher 
vertical elevation of a visual form [95], and a louder sound with a brighter visual form 
[92]. Accordingly, sensory substitution techniques apply cross-modal associations to 
evoke a sensory form with another and are therefore likened to share properties of 
synaesthesia (for detailed reviews, see [6,115,117,153]). For the same reason, sensory 
substitution is considered a dual process of both top-down and bottom-up 
facilitations [5,50]. 
 
1.2.2 Sensory Substitution Devices as Cross-Modal Displays  
 
Sensory substitution devices (SSDs) are essentially cross-modal displays [75] that are 
built, in principle, with how complementary cross-modal cues are associated with 
each other [106,131,134]. The mappings between visual and auditory forms, in terms 
of elevation and pitch, and brightness and loudness, for example, could be utilised via 
 30 
SSDs to represent some features of a visual form with an auditory form [93]. In the 
long term, these pairings could be associated strongly such that late blind people can 
have visual imagery similar to that of the perception of sight via sonifications from 
SSDs in the absence of vision [50,105,152]. With SSDs, it is possible to acquire visual 
information by means of sonifications [93] or two-dimensional tactile cues [11], and 
auditory information by means of vibrotactile cues [23,38,46,103]. 
 
Moreover, sensory substitution techniques can be thought to transform, extend and 
augment our perceptual capacities by enabling a novel form of interaction with the 
environment [9,81,83]. For this reason, cross-modal displays, which empower sensory 
substitution techniques, are classified as sensory augmentation devices, whereby 
users could augment their sensory abilities with additional inputs such as thermal and 
ultrasound mapping [100]. Firefighters, for example, can sense distance via tactile 
gloves equipped with ultrasound sensors when their vision is restricted, thereby 
gaining enhanced mobility [28]. Nevertheless, sensory substitution techniques are 
mainly applied in the context of developing assistive technologies for the visually 
impaired, which, in practice, would enable them to have access to visual information 
via non-visual cross-modal cues [8,30,82,83,90,116]. 
 
1.2.2.1 Empirical Evidence from Applied Auditory-to-Visual and Tactile-to-Visual 
Sensory Substitution Techniques  
 
In developing assistive devices, research has dominantly investigated auditory-to-
visual and tactile-to-visual sensory substitution techniques. Some of these devices and 
their working principles will be briefly reviewed here. In the auditory domain, a vast 
majority of research has focused on the associations between the direction of pitch 
and movement (for examples of devices, see EyeMusic [1,85]; Vibe [45,62]; See ColOr 
[14]; The PSVA [26]; The vOICe [93]; Elektroftalm [136]; Optophone [35]). That is, the 
higher the elevation, the higher pitch the sonification signal has been paired with. 
Additional horizontal directionality is also encoded with stereoscopic and temporal 
properties of the sonifications that are mapped to the spatial dimension (e.g. 
something on the left can be heard earlier from the left earphone). Additionally, 
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Synaestheatre, for example, incorporated depth information via a 3D sensor and 
spatialised sounds such that azimuth and elevation could be conveyed spatially [59]. 
Once applied, these techniques were evidenced to be successful in a variety of 
emotion conveyance, object recognition, localisation, avoidance and navigation tasks 
[7,13,15–17,21,42,81,105,112, 114,121,134–137]. 
 
In the tactile domain, the cross-modal pairings are more intuitive and analogical (e.g. 
BrainPort [156]; Tongue Display Unit [123]; TVSS [10,11]; Optacon [87]; Optohapt 
[55]). That is, the sensory form of a circle, for example, can be directly conveyed on 
the skin (e.g. someone’s back or tongue) via tactile cues presented spatially in a two-
dimensional circular pattern. For enhancing navigation, tactile sensory substitution 
techniques particularly representing the magnetic North and providing positional 
information on a tactile belt or a vest were also developed and examined in depth 
[36,49,72,73,76,77,89,121,130,148,149]. Another line of research also investigated 
alternative cross-modal pairings such as conveying distance cues via the strength of 
vibrations (e.g. EyeCane [91]; ETA (electronic travel aid) and EOA (electronic 
orientation aid) [36,51,89]; UltraCane and UltraBike [128,129]). Once applied, tactile-
to-visual sensory substitution techniques were also evidenced to be successful in a 
variety of object recognition, localisation, avoidance and navigation tasks 
[3,25,68,69,80,98,101,123,125, 141,156,27,30,32,42,47,51,53,56]. 
 
Many approaches have also successfully conveyed colour information via cross-modal 
auditory and tactile feedback (for a detailed review of SoundView, Eyeborg, 
Kromophone, See ColOr, ColEnViSon, EyeMusic and Creole, see [60,61]). In the recent 
years, a number of multisensory prototypes that utilise both auditory and tactile 
feedback have been further prototyped and studied in the context of spatial cognition 
with encouraging results (EyeCane [4,22,31,90,91]; SoV [64,71]). Overall, sensory 
substitution techniques have been prototyped as unisensory and multisensory display 




1.2.2.2 Widespread Adoption Problems of Sensory Substitution Techniques 
 
Despite their documented success in laboratory settings, sensory substitution 
techniques have not yet gained widespread adoption within the visually impaired 
population [30,82,83]. They were critiqued for their lack of generatability [82], and 
this was presumably resonated with the notion of “sensory substitution does not work” 
[8]. These arguments, however, were mainly rooted in whether sensory substitution 
techniques literally substitute a sensory form (i.e. ‘seeing with the brain’ [10], ‘seeing 
with the skin’ [155], ‘seeing with sound’ [94]) [82,83]. Different groups of researchers 
offered various explanations to why this was the case [5,6,9,40,41,82,83,132]. 
Recently these arguments have been constructively identified and categorised to 
guide future research (for a detailed review, see [30]). 
 
The lack of widespread adoption, however, is not only the case for sensory 
substitution techniques. It is reported that 29.3% of assistive devices are abandoned, 
which has a detrimental impact on individuals with impairments, as well as the wider 
society [112]. The abandonment of assistive technologies is further explained with the 
lack of a user-centric approach, difficulty of procurement, poor performance, inability 
to meet the changes in user needs [112], and unaffordable financial costs [30]. While 
these factors successfully outline a detailed perspective on the abandonment of 
devices, their focus is still restrained with accessibility and assistance. We would 
therefore like to contribute to this framework by suggesting the adoption of an 
inclusive design mindset towards the applications of sensory substitution techniques, 
hence cross-modal displays. 
 
As cross-modal correspondences exist across cultures and languages, and sensory 
substitution techniques provide sensory channel independent interactions with 
technological devices, they could appeal to a wider range of people, and their 
capabilities and needs [74]. That is, the extensive previous research in sensory 
substitution techniques suggests that various sensory forms (e.g. auditory or tactile) 
could be utilised interchangeably to have access to the same sensory information. In 
this way, digital interactions could switch sensory forms, and be further supplemented 
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and enhanced depending on user preferences and use cases. For example, sensory 
substitution techniques can be applied inexpensively in an open-ended sensory 
augmentation context [43], and therefore implemented in a variety of applications 
such as information and communication technologies and extended reality platforms 
[81,83]. With increasing interest towards inclusive cross-modal displays that appeal to 
larger populations, more research and development resources would be available. 
This could eventually overcome some of the problems that were identified with 
sensory substitution techniques applied as assistive technologies. 
 
1.2.3 Potential Applications of Cross-Modal Displays for all of Us  
 
Despite our rich multisensory capabilities within the physical world [24], relatively 
fewer studies have so far looked at multisensory display modes in the human-
computer interactions research [135]. This, by default, not only excludes a variety of 
user profiles and use cases but also inhibits our multisensory capabilities from richer 
interactions with the digital world. From a commercial perspective, it respectively 
means that the competitive edge of a product is limited by a smaller market share 
than the potential of its inclusive alternative. Overall, disabling our capabilities via 
technology impacts the mobility, education, social connection and the such of a wider 
range of people, and intercepts the socioeconomic growth of the society as a whole. 
 
Developing a singular product or a service that appeals to a greater number of people 
is challenging, if not impossible. In this sense, inclusive design does not advocate an 
omnipotent and omnipresent technology solution to address the unforeseen issues 
associated with the traditional legacy frameworks of usability and accessibility. 
Instead, the inclusive design mindset aims to develop flexible and modular 
technologies that appeal to all of us by considering our mutual perceptual and 
cognitive capabilities. Instead of compensating for the sensory forms of how we are 
able to acquire sensory information on a perceptual level, technologies can be 
empowered by how we process this information on a cognitive level. That is, the 
sensory forms we experience might be exclusive, and hence favour some groups of 
individuals than the others once distinguished via technology. The cognitive forms 
 34 
that we are able process, on the other hand, might be inclusive, and hence connect 
us together. 
 
Sensory substitution techniques, in this regard, can be applied using a supplementary 
rather than assistive framework [82]. They can be utilised in the context of developing 
artistic applications, games, extended reality environments, development of portable 
and intuitive systems, mobility, communication and education platforms, and 
interacting with novel forms of emerging information [81,83,100]. They can be used 
to enrich our experience with the digital world by complementing, and hence reducing, 
some of the visual information via non-visual cross-modal cues [65]. They can be 
deployed in conveying emotions via information and communication technologies, 
improve tangible interactions and provide navigation cues without a screen 
dependency via novel sensory forms. For example, a navigation application that can 
communicate directions via cross-modal tactile, auditory and visual forms would have 
the merit to be adopted by a wider range of people. All this might be possible via cross-
modal displays because they would transform, extend and augment our capabilities 
irrespective of the sensory form [9,81]. Exceeding the sensory form would therefore 
bring inclusion to cross-modal displays, thereby reaching to a wider range of people. 
This would simultaneously improve the experiences for minority populations who 





Inclusion is as much about technology, art, policies, social institutions, commercial 
models as it is about how we accept and tolerate one another in our societies. It is the 
mindset that can be applied in thinking, designing and creating, thereby encouraging 
the conversation to be in equilibrium. Overall, these premises offer an inclusive 
alternative to the usability and accessibility perspectives that are built on the legacy 
criteria of traditional frameworks, commercial models, and social and academic 
conversations. Instead of just converting an already existing graphical game (e.g. 
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Pacman or Space Invaders) into an auditory form for accessibility, for example, why 
not equally and collaboratively attempt to create a new form of entertainment? Why 
not develop new tools and approaches for novel forms of art [79,146] that can be 
enjoyed by a wider range of people? Why not focus on multisensory tangible 
interactions to democratise the “pixel empire” [68] equally with other senses? As 
sensory substitution stands between perception and cognition [5,50], exploring 
sensory substitution phenomena in this broader context could contribute new insights 
into how different sensory information and forms are interconnected with each other 
via cognitive forms. In this way, human-computer interactions can take advantage of 
the information processing capability of the metamodal brain in a multisensory 
context. Rather than creating tools which are merely assistive to compensate for the 
missing perceptual forms, research and development into sensory substitution 
techniques could be unified by a motivation for inclusion. Such cross-modal displays 
that are empowered with cognitive forms as much as modular and flexible sensory 
forms can be evaluated in a variety of use cases. Accumulated knowledge might then 
be transferred laterally in a multidisciplinary context, and practically applied to 
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The main motivation of the present thesis is to explore potential applications of 
sensory substitution techniques and cross-modal displays with an inclusive design 
mindset. Sensory substitution phenomena transform the representation of one 
sensory form into an equivalent form of a different sensory origin. The immediate 
applications of this can be seen in developing assistive technologies that aid people 
with sensory impairments to gain access to the information that would have otherwise 
been provided via the impaired sensory organ. Nevertheless, their adoption is not 
common.  
 
The previous review approached the question of why sensory substitution techniques 
are not widely adopted from an inclusive design perspective. It further proposed that 
inclusion can expand their use cases, which would appeal to a wider range of people. 
This might be possible due to the brain’s ability to process and make sense of 
information independent of the sensory origin (i.e. metamodal organisation of the 
brain). Assuming that the metamodal brain is the norm, this indicates that sensory 
substitution techniques can benefit everyone in the way they interact with technology. 
A simple example could be the way a sighted pedestrian would use a navigation 
application, which requires frequent screen-dependent feedback. This means of 
human-computer interaction will be more difficult for a pedestrian with a visual 
impairment. This consequently results in the development of many specialist solutions. 
While specialist solutions are helpful, an inclusive alternative could co-exist, which 
would benefit both parties equally. That is, a navigation application with cross-modal 
display modes would enable users to switch between sensory channels as required. 
This would appeal to a wide range of users.  
 
Cross-modal displays might provide the same information via different sensory 
channels. A sighted pedestrian can benefit from a cross-modal auditory and/or tactile 
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display mode in many ways because they would substitute the frequent visual 
feedback from a screen. Similarly, a pedestrian with visual impairments could benefit 
from the same display modes. The development of cross-modal displays, therefore, 
unites research and development resources for technologies that can appeal to a 
wider group. This, in return, creates a greater business case and socioeconomic 
impact while explicitly breaking the arbitrary division between mainstream and 
assistive technologies. After all, every technology is meant to be assistive for everyone.   
 
In the rest of the present thesis, a similar motivation will guide the reader through the 
exploration of potential applications of cross-modal displays for all of us. Throughout 
the thesis, ‘display mode’ is used frequently to indicate that a cross-modal display can 
potentially have many display modes, such as auditory and tactile. In this way, it is 
meant that the same information from a cross-modal display could be conveyed via 
different modes. The next chapter will evaluate whether emotions could be 
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Emotions are multisensory by nature and their conveyance contributes significantly 
to social interactions, both ‘in person’ and via telecommunications. The complex 
nature of emotions, however, challenges their digital conveyance, especially via 
current unisensory computer-mediated-communications that rely heavily on visual 
cues. As a result, various user profiles are excluded from participation in mainstream 
social platforms, and multisensory capabilities of wider user groups are limited in a 
variety of use cases. The current study explored the feasibility of using cross-modal 
displays, which utilise sensory substitution techniques, to develop more inclusive 
affective computer-mediated communications. In a series of three experiments, the 
cross-modal associations between tactile, sonification and visual feedback, and basic 
emotional responses (happiness, surprise, anger, fear, disgust, sadness) were 
explored via 16 unique stimulation patterns across the US, UK and Turkey. The results 
showed that basic emotions could be communicated via cross-modal displays and that 
negative emotions could be communicated across cultures. By investigating the 
spatial factors that formed these stimulation patterns, the current research also 
aimed to formulate the foundations of a framework of cross-modal associations for 
designing affective cross-modal displays. The current study further demonstrated that 
emotion perception using cross-modal displays share characteristics of both the 
substituting (i.e. tactile and sonification) and substituted (i.e. visual) sensory origins. 
Overall, the current research discussed the findings along with limitations and future 
perspectives in the context of building inclusive affective technologies with cross-
modal displays.  
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2.1 Introduction  
 
Emotions play a fundamental role in everyday social interactions, fostering healthy 
personal and professional relationships. They are expressed freely, and appeal to 
multiple senses such as vision, hearing, touch and their various combinations [60]. 
Posture, gaze, gestures, facial expressions, prosody, and physical appearance all build 
a united multisensory context for a conversation that aids in constructing an affective 
interpretation of the information exchange [31]. Most of the established and 
mainstream computer-mediated communications (CMCs), however, rely on vision as 
the dominant sensory channel to communicate with the users, and the majority lacks 
congruent multisensory interactions. This inherently leads to various inclusivity 
challenges in the context of developing affective CMCs.  
 
Visual emoticons, emoji, animated stickers, avatars or shorthand abbreviations are 
studied extensively in relation to whether they can enrich modern messaging systems 
and text-based communications, which can deliver verbal information efficiently. Such 
iconographic expressions of emotions, however, are found to be limited channels of 
information to capture the nuance of a conversation, such as expressing, receiving 
and perceiving contextual emotions [32]. In more complex digital social platforms (e.g. 
massively multiplayer online games), loading visual cues with multiple layers of 
contextual information (e.g. cues necessary for the gaming and social factors) is 
further shown to negatively influence the user experience. In these instances, the 
overuse of visual information inherently increases the cognitive load of users, thereby 
decreasing the usability of applications [63]. Unfortunately, sensory channel 
dependent CMCs (e.g. heavily visual ones) exclude various user profiles from 
participation in mainstream social platforms and prevent the multisensory capabilities 
of wider user groups in a variety of use cases. This consequently challenges and 
thereby necessitates the development of affective CMCs in an inclusive context.  
 
To tackle these challenges, a variety of research has investigated non-visual affective 
information exchange. In the tactile domain, for example, using a locally linear 
embedding algorithm, the emotional content of facial expressions from a video feed 
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was mapped to a “Y” shaped vibrotactile display [49]. The tactors placed on the back 
of a chair provided real-time representations of three emotional dimensions (i.e. 
happiness, sadness and surprise). Each emotion was coded to one of the legs of the 
“Y” where the location of the stimulation denoted the perceived intensity of 
expression. This system was able to successfully deliver three basic emotions. 
Nevertheless, it was not flexible and modular because it could not incorporate 
additional emotions. An alternative series of tactile devices (i.e. HaptiHug, HaptiHeart, 
HaptiButterfly, HaptiShiver, HaptiTemper and HaptiTickler) were also developed to 
augment online and mobile messaging systems [61,62]. When actuated, these devices 
simulated a hug, a heartbeat, butterfly sensations, vertical axis stimulations on the 
spine, temperature changes, and tickling sensations respectively. Though these 
exemplified several other novel approaches in improving social interactions via digital 
communications, they did not directly map onto the emotional state of users. They 
were inflexible and required the use of a single tactile device for each individual 
feedback.  
 
In order to develop flexible and modular affective tactile display modes, a series of 
research also attempted to create a tactile language [8,29,65,66]. Similar to the 
building blocks of language, such as the alphabet and phonemes, this line of research 
investigated elementary tactile stimulations. For example, various tactile stimulation 
patterns were given emotional meanings, which were determined either visually [8] 
or arbitrarily [65]. The tactile pattern-emotion pairs were then tested to validate 
whether they communicated basic emotions [8,64]. It was shown that the tactile 
language led to high accuracy in recognising basic emotions. Despite their success, the 
acquired tactile vocabulary was only retained in short-time memory, which limited 
their use in the long term [65].  
 
Unlike the arbitrary tactile phonemes [20], it is possible to utilise ‘native’ cross-modal 
vocabularies. These could be thought of as the correspondences between sensory 
representations of different origins, which are consistent across cultures [44,52,53]. 
Sensory substitution devices are essentially cross-modal displays, which can deploy 
these correspondences [30]. In this way, they can represent one type of sensory 
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information via another. That is, via sensory substitution techniques, it is possible to 
acquire visual information, for example, by means of sonifications [38] or two-
dimensional tactile cues [6], and auditory information by means of vibrotactile cues 
[14,41]. As taking advantage of a native language (i.e. cross-modal correspondences) 
is easier and more natural than acquiring a new one (i.e. an arbitrary tactile language), 
this consequently encourages studying cross-modal displays in delivering affective 
cues.  
  
The conveyance of basic emotions is investigated in the auditory domain via cross-
modal sonifications. Investigating sonifications demonstrated that blind (both 
congenital and late) users of a sensory substitution device, namely The vOICe [38], 
were able to recognise some basic emotions (happiness, surprise, and anger) from 
real and virtual facial expressions [59]. Other studies also revealed that the 
experienced users of The vOICe have shown to not only perceive the presence of 
another human form but also to recognise and imitate their exact body postures 
[58,59]. These positive results support the view that sensory substitution techniques 
can provide researchers with powerful tools to develop and study affective cross-
modal displays. This would potentially reach to a wider range of users and enable new 
use cases.  
 
If empowering the “native” cross-modal vocabulary of users can in fact enact richer 
and deeper social interactions via tactile and auditory feedback, this could have 
numerous advantages over using the symbolic representations of many arbitrary 
pattern-emotion associations. This can enable cross-modal displays to surpass the 
limitations of arbitrary “display languages”, such as the ones associated with short-
term memory [65]. Additionally, since cross-modal associations link sensory 
information of different origins with equivalent representations, cross-modal displays 
can convey emotions via various display modes. That is, if a cross-modal stimulation 
pattern delivers a certain emotion in one sensory origin (e.g. tactile), its equivalent 
(e.g. via sonifications) can be easily created and expected to deliver the same emotion. 
As a result, this might lead to the development of inclusive affective technologies that 
could switch seamlessly between display modes depending on personalised user 
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preferences and use cases. As such an adaptive switch could be further implemented 
to compliment the same information with different display modes, sensory 
substitution techniques could also be deployed to simplify current graphical interfaces 
to ease the cognitive load of the users [25]. In the case of massively multiplayer online 
games, for example, affective cues can be isolated from visual information and instead 
be conveyed via non-visual cross-modal feedback.  
 
To our knowledge, scientific research in delivering cross-modal representations via 
sensory substitution techniques has been limited to object recognition, localisation 
and navigation tasks, and colour recognition [12,13,23,24,47]. Respectively, design 
guidelines, heuristics and frameworks for developing affective cross-modal displays 
are not well established [67]. That is, the grammar rules for conveying emotions via 
cross-modal vocabulary are not yet established. This makes fundamental research into 
unimodal cross-modal paradigms and sensory substitution necessary to evaluate their 
applications in improving social interactions via emerging computer-mediated 
communication technologies. Consequently, in a series of three experiments, we 
explored the cross-modal associations between basic emotions, and tactile and 
auditory feedback along with their visual equivalents. By examining the spatial factors 
that formed the stimulation patterns, we also aimed to take the first steps towards 
establishing a framework of cross-modal associations, which could be used in 
designing affective display modes.  
 
2.2 Experimental Investigation 
 
Overall, we conceptualised two major limitations to formulating design heuristics and 
a framework of cross-modal associations in previous work. The first one is associated 
with the acquisition of a new arbitrary display language (e.g. tactile language). This 
becomes problematic as either a display mode distinctively serves as a single word 
(e.g. HaptiButterfly for butterfly sensations only [61,62]) or the display language is 
limited to only a few basic emotions [49]. Furthermore, these arbitrary languages are 
rather inconsistent with one another across devices and technologies. This makes 
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their acquisition difficult for the users, thereby limiting their use to short-term 
applications.  
 
The second limitation concerns the cognitive steps of how users reach an emotional 
response. That is, via sonifications, for example, users had to recognise facial 
expressions first so that they could interpret the emotion associated with it later. This 
two-step process is rather cognitively demanding. In fact, users were required to train 
for 73 hours on average [59]. In spite of the flexibility and modularity of sensory 
substitution techniques, operationalising them primarily for recognition tasks (e.g. 
facial recognition prior to emotional recognition) was repeatedly shown the necessity 
of lengthy training requirements [33–35]. This is evidently related to the poor user 
experience and scarce adoption of novel cross-modal displays [16,33–35].  
 
These limitations raise the question of whether direct cross-modal associations 
between basic emotions and cross-modal feedback could be established. If these 
associations exist, then they could be utilised to overcome the challenges associated 
with arbitrary display languages. They could be further applied so that users could 
interpret emotional responses directly without the need for recognition tasks. Overall, 
building a framework of cross-modal associations would not only guide the 
development of affective display modes but also enable a more diverse user profile 
receive richer sensory experiences via a variety of display modes.  
 
In a series of two experiments, we explored the associations between basic emotions, 
and tactile and auditory cross-modal feedback. The emotions were selected from a 
mutually inclusive set of universal basic emotions proposed by various past research 
[19,22,43]. The basic emotions included in the current research are happiness, 
sadness, anger, fear, surprise and disgust. In total, 16 visually unique patterns were 
created and converted into cross-modal tactile and sonification feedback. Their 
emotional intensities were also examined.  
 
In order to assess whether vision mediates how cross-modal correspondences are 
associated, in a third experiment, we studied how the visual equivalents of the cross-
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modal feedback would be associated with basic emotions. Later, these associations 
were compared with those of tactile and sonification feedback. Specifically, we 
examined three possible hypotheses based on three theses of which sensory 
representation forms the basis of perception with cross-modal displays. From 
dominance thesis [10,26,46], it is argued that perception with cross-modal displays 
remains in the substituted sensory origin (i.e. tactile or auditory). On the basis of this 
assumption, it could be hypothesised that the cross-modal feedback of stimulation 
patterns of different origins (e.g. tactile and sonifications) would not convey the same 
emotion with respect to their visual equivalents (H1). Even some mutual associations 
were to be found, these would be rather coincidental. This would further suggest that 
generalised sensory substitution principles may not be used for developing a sensory 
origin inclusive cross-modal framework. Deference thesis claims that perception with 
the cross-modal displays transfers to the substituted sensory source (i.e. vision) from 
the substituting source (i.e. tactile or auditory) [27,40,42]. As regards this view, it 
could be hypothesised that associations between emotions and stimulation patterns 
would be identical across sensory origins (H2). This hypothesis would suggest that a 
singular framework of cross-modal associations can be formulated. Vertical 
integration thesis, on the other hand, supports that cross-modal displays can enable 
pre-existing capabilities of multiple senses for the given task and alter users’ 
perception [1,3,4,17,18]. On the basis of this thesis, it could be hypothesised that 
while there would be some associations between emotions and stimulation patterns 
across sensory origins, there would also be differences (H3). Consequently, both the 
similarities and differences of stimulation patterns should be addressed while 
establishing a cross-modal framework for developing affective cross-modal displays. 
In order to address this and understand the associations, the spatial factors that form 










A total of 107 participants were recruited for this study: 20 (10 male) participants aged 
between 18 and 26 from Arizona State University, US, for Experiment I; 60 (30 male) 
participants aged between 18 and 45 (M = 25, S.D. = 5.8) from Sabanci University, 
Turkey, for Experiment II; 27 (13 male) participants aged between 19 and 59 (M = 
37.60, S.D = 12.39) from University of Bath University, UK, for Experiment III. All 
participants self-reported having no tactile, auditory or visual impairments, and 
provided their informed consent prior to the onset of the experiments. Participants 
were briefed about the experimental procedure and the respective display modes 
accordingly. Anonymity of individual responses were maintained throughout the 
experiments. Experiment I was approved by the Institutional Review Board from 
Arizona State University (protocol #1308009562), and Experiment II and Experiment 




Two main apparatuses were utilised in the experiments. Haptic Face Display was used 
for Experiment I, which examined tactile feedback and emotional response. The vOICe 
was used for Experiment II, which examined sonification feedback in the same context. 
For Experiment III, which examined visual feedback, participants were only required 
to have a computer connected to a screen.  
 
2.3.2.1 Haptic Face Display (HFD)  
 
Haptic Face Display is a custom-built vibrotactile prototype, analogous to one of the 
early cross-modal displays, namely the Tactile Vision Sensory Substitution [5]. HFD was 
mounted on the back of an ergonomic mesh chair and was used to stimulate 
participant’s backs. It was equipped with 48 3.3-volt DC eccentric rotating mass 
pancake shaftless vibration motors set in a 6 (row) x 8 (column) matrix. The spacing of 
actuators was 2cm and 4cm for horizontal and vertical dimensions respectively (Figure 
2.1a). The placement of these actuators was based on a previous study, which 
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investigated vibrotactile spatial acuity on the torso and the back using linear arrays of 
vibration motors [21]. It was concluded that the optimal spacing for distinguishing 
neighbouring actuators when vibrated in a sequence, such as the spatiotemporal 
patterns used in the current research, was at least 2-3 cm [21]. Each tactor in the 
display was controlled by individual ATTiny88 microcontrollers connected to a 
common I-C bus. As each of these utilises its own timing system, spatiotemporal 
sequences of vibrotactile stimulation can be controlled to a precision ≤ 1ms. A tactor 
strip (matrix row) comprised of a single circuit board embedded with eight 
microcontrollers connected to eight vibrotactile actuators (Figure 2.1b). The full 
matrix consisted of six tactor strips connected to a control module via the I-C bus using 
a custom shield design for Arduino FIO. Power for the control module was from the 
computer via USB. Stimulation parameters were transferred via a virtual serial port.  
   
 
Figure 2.1a (left) displays the Haptic Face Display mounted on the back of an ergonomic mesh 
chair. Figure 2.1b (right) show a single tactor strip embedded on the HFD. 
 
Due to hardware limitations, such as the size of custom printed circuit boards and 
tactor strips, six single tactor strips with eight actuators each were built and placed on 
HFD for reliability. This inherently limited the design options for the stimulation 
patterns. A 6x8 matrix structure was inevitably chosen by researchers (see Stimuli 
(1a) (1b) 
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section for further details) for its potential to utilize numerous distinct configurations 
of additional stimulation patterns. 
 
A custom designed software interface using a tactile display driver written in Python 
was used to ensure consistent collection of user responses. An HTTP web server, 
capable of sending vibrotactile pattern commands to the control module, was created 
using the Flask web application framework. Using the server's HTTP interface, a web 
site was rendered to the user using the Jinja2 templating engine for Python. Its 
interface was implemented with Bootstrap and jQuery UI modules to provide a direct 
feedback in the Google Chrome web browser. This web page updated automatically 
as new vibrotactile patterns were presented on the tactile display. The chair was 
connected via USB to a 15-inch Lenovo Z580 laptop running Windows 7 with the 
custom web site open in Google Chrome.  
 
2.3.2.2 The vOICe 
 
The vOICe is a commercially available (freely at [39]) cross-modal display that can 
represent visual images via sonifications. The cross-modal algorithm of The vOICe 
maps visual pixels with respect to visual and auditory cross-modal correspondences, 
and produces a temporal audio signal to deliver additional left-to-right directionality 
via stereo headphones [38]. This encoding is completed by representing higher 




2.3.3.1 Stimulation Patterns  
 
The creation of stimulation patterns was inspired by previous research [36], existing 
patterns used in affective tactile display modes [8], others used for tactile applications 
such as navigation [45] and common wisdom such as “a chill down the spine”. The 
large pool of stimulation patterns was further narrowed down with pilot testing. This 
process involved 20 additional participants and utilised HFD to assess the ease of 
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recognition of stimulation patterns. Results revealed consensus among 16 unique 
patterns, which were then used in the current research (Figure 2.2).  
 
Having asked five additional coders to classify the stimulation patterns from their 
visual animations, six spatial factors were identified based on the descriptions of the 
coders. These factors were static/dynamic, scattered/clustered, leftwards/rightwards, 
downwards/upwards, horizontal/vertical, and alternating/sequential. In respect to 
these spatial factors, the stimulation patterns were plotted as polar maps (Appendix 






Figure 2.2 represents the stimulation patterns frame by frame. They are named arbitrarily for 
convenience. Each frame represents part of a linear sequence of the stimulation patterns from 
left to right and is presented for 500ms via each display mode. 
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2.3.4 Presentation of the Feedback 
 
2.3.4.1 Experiment I: Tested Associations between Cross-Modal Tactile Feedback and 
Basic Emotions 
 
HFD was programmed to simultaneously stimulate a specific set of actuators, with 
equal intensity, that topographically corresponded to the black dots in a stimulation 
frame (6x8). These frames were presented to participants in the given order (Figure 
2.2). Prior to the Experiment I, participants were advised to wear a single layer of 
clothing to reduce dampening of vibrations produced by HFD. On the experiment day, 
they were seated on the HFD mounted office chair and asked to make themselves 
comfortable. Participants wore sound isolating headphones playing soft white noise 
to prevent any external noises or the subtle buzz of the vibration motors from 
influencing the responses during the experiment. 
 
2.3.4.2 Experiment II: Tested Associations between Cross-Modal Sonification 
Feedback and Basic Emotions 
 
The visual representations used for sonifications graphically differed from what is 
presented in Figure 2.2. The empty circles were eliminated and then the colours were 
reversed in each stimulation frame. Sonifications were created analogous to the 
tactile feedback, where each frame was sonified for 500ms at the default settings of 
The vOICe. That is, each white dot was sonified with equal intensity while the black 
background was silent. Each sonified frame was later sequentially combined in 
Audacity [2]. Similar to the tactile feedback, the sonification feedback from each 
stimulation pattern differed in duration due to the different numbers of frames per 
pattern.  
 
2.3.4.3 Experiment III: Tested Associations between Visual Feedback and Basic 
Emotions 
 
The visual feedback for each stimulation pattern were created by sequentially joining 
individual stimulation frames using a video editor, resulting in an animation of the 
successive frames where each frame was visible for 500ms. The empty circles were 
also eliminated during the creation of the visual feedback.  
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Sonification and visual feedback were uploaded to Qualtrics database [48]. For 
Experiment II, participants were explicitly instructed to wear stereo headphones on 
the correct way around and to set the volume at a comfortable level. Experiment III 
did not include any audio components and participants were asked to complete the 




Participants’ responses to Experiment I, Experiment II and Experiment III were 
collected at independent sites respectively in USA, Turkey and the UK. While the data 
collection for Experiment I was lab based due to experimental requirements (i.e. the 
use of HFD), self-explanatory online experiments were set separately for Experiment 
II and Experiment III. The experiments were completed in English. Considering the 
universality of basic emotions and cross-modal correspondences, a cross-cultural 
between-subject experimental design was considered appropriate for the purposes of 
the overall study. Results therefore would offer both independent analyses of each 
experiment and a general evaluation.  
 
2.3.5.1 Experimental Procedure 
 
The three experiments followed the exact experimental procedure where all 16 
stimulation patterns were presented in a random order via the display mode specific 
to the experiment. In Experiment I, each stimulation pattern was repeated three times. 
In Experiment II and Experiment III, the presentation of stimulation patterns was not 
limited by a view count; however, metadata from the online experiments indicated 
that participants repeated a stimulation pattern two or three times on average.  
 
Once a stimulation pattern was delivered, participants were asked “What do you feel 
the pattern represents?”. A fixed set of basic emotions were displayed on the 
computer in front of them for ease of response. The choices presented in a random 
order were ‘Happiness’, ‘Sadness’, ‘Anger’, ‘Fear’, ‘Surprise’, ‘Disgust’. ‘Neutral’ was 
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also included in this set of options for Experiment I, and ‘Relaxed’ in Experiment II and 
Experiment III. This was done to test whether stimulation patterns led to a different 
emotional response than neutral/relaxed. Following this question, participants were 
then asked to rank the intensity of the conveyed emotions on a 5-point Likert scale 





The primary objective of the current research was to explore associations between 
basic emotions and stimulation patterns of cross-modal tactile, sonification and visual 
origins. While it was expected that stimulation patterns might be biased towards 
conveying specific emotional responses, taking the three hypotheses into 
consideration, the consistency of associations across the display modes were 
inspected. Therefore, the associations and their emotional intensities were analysed 
independently prior to an overall evaluation. All the analyses were completed with 
SPSS25 [28].  
 
2.4.1 Strong Associations between Emotional Responses and Stimulation 
Patterns 
 
The frequencies of 16 stimulation patterns were cross tabulated with respect to 
emotion types to form a contingency table (Appendix 2.B). These frequencies were 
not equal, suggesting that emotions were associated with some combination of 
stimulation patterns and not others. Correspondence analysis, calculated for each 
column of this contingency table, generated significant results for tactile (χ2(90) = 
243.978, p<.0005), sonification (χ2(90) = 515.217, p<.0005) and visual (χ2(90) = 
213.017, p<.0005) feedback. This implied strong interdependency between emotional 
responses and stimulation patterns. Consequently, the percentages of stimulation 
patterns yielding strong associations with each emotional response were examined. 
The probability of having a pattern associated with an emotion by random chance is 
~6% in an even distribution (95% CI [.02, .12]). Associations with 12% of total 
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responses or higher were therefore considered to be strong associations and reported 
in Figure 2.3a.  
 
Following the analysis of contingency tables via chi-square statistics, correspondence 
analysis was considered to be appropriate to determine the proximal relationships 
between emotional responses and stimulation patterns and visualise these in a low-
dimensional space as biplots. In these visualisations, the distances between variables 
would further reveal how similar they are to each other. This can be achieved in SPSS 
with correspondence analysis under dimension reduction and the results can be 
plotted as biplots. Similar plots for the current study were created using 2 dimensions, 
with RcMean standardization, symmetrical normalisation and chi square statistics 
(Figure 2.3b). In the biplots, emotional response frequencies specific to the display 
mode were standardised to sum to 1.0 and represented in terms of the distance 
between individual rows and/or columns in low-dimensional space. For example, by 
inspecting the biplots, it could be seen that wave left stimulation pattern was strongly 
associated with ‘anger’ via tactile and sonification display modes, and explode with 
‘surprise’ via the visual feedback.  
 
2.4.2 Emotional Intensity 
 
2.4.2.1 Within Tactile Feedback 
 
An ANOVA analysis resulted in an omnibus main effect (F(6,908) = 5.661, p<.0005,      
ηp2 = 0.36), demonstrating that the intensity of emotional responses significantly 
varied with respect to the emotion type. Bonferroni corrected planned contrasts 
further illustrated that this was mainly due to the negative emotions ‘anger’ and ‘fear’. 
For the former, contrasts showed a significantly higher intensity of emotional 
response compared to ‘sadness’ (MD = 0.470, 95% CI [0.009, 0.930], p = .041), ‘disgust’ 
(MD = 0.541, 95% CI [0.129, 0.954], p = .001), and ‘neutral’ (MD = 0.520, 95% CI [0.069, 
0.972], p = .010). ‘Fear’ also evoked a higher intensity compared to ‘disgust’ (MD = 
0.520, 95% CI [0.113, 0.927], p = .002), and ‘neutral’ (MD = 0.498, 95% CI [0.052, 
0.945], p = .015).  
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2.4.2.2 Within Sonification Feedback 
 
A second ANOVA analysis also resulted in an omnibus main effect (F(6,953) = 3.349, p 
= .003, ηp2 = 0.21) among the intensities of emotional responses to the sonification 
feedback. Planned contrasts further revealed that ‘fear’ significantly evoked a higher 
intensity than ‘sadness’ (MD = 0.465, 95% CI [0.002, 0.929], p = .048, and ‘Relaxed’ 




Figure 2.3a (left) shows the contingency table of strong associations between emotional responses 
and stimulation patterns with respect to each display mode (tactile, sonification, visual). These 
frequencies are provided in percentages of total responses given to a stimulation pattern 
associated with an emotional response. Lightly shaded cells indicate strong associations. 
Additionally, percentages of overall emotional response frequencies are presented next to the 
emotional response. Figure 2.3b (right) displays the biplots representing associations between 
stimulation patterns (green) and emotion types (purple) with respect to each display mode. Some 











2.4.2.3 Within Visual Feedback 
 
Another ANOVA analysis demonstrated a non-significant main effect (F(6, 432) = 1.186, 
p = .313, ηp2 = 0.16) with no significant planned contrasts between emotional 
responses and their intensities.  
 
2.4.2.4 Overall Comparisons 
 
Regardless of the emotion type, an ANOVA analysis was carried out between overall 
emotional intensities from the tactile, sonification and visual feedback to assess 
whether one display mode resulted in stronger emotional intensity (Table 2.1). The 
analysis showed a main overall effect, F(2,2304) = 202.698, p<.0005, ηp2 = 0.15. 
Bonferroni corrected contrasts further demonstrated that the highest intensity was 
attributed to tactile display mode (M = 3.15, SD = 1.12) being higher than both 
sonification (MD = 1.082, 95% CI [0.948, 1.215], p<.0005) and visual (MD = 0.899, 95% 
CI [0.731, 1.068], p<.0005) feedback. Intensity from visual feedback (M = 2.25, SD = 
1.37) was also significantly higher than the sonification feedback (M = 2.07, SD = 1.21) 
with a mean difference of 0.182, ([0.015, 0.350], p = .028). 
Table 2.1 summarises the average (∓ SD) of emotional intensities with respect to display mode 





The results demonstrated strong associations between basic emotions and 14 of the 
stimulation patterns, via cross-modal tactile and sonification feedback, and their visual 
equivalents. Two of the stimulation patterns (i.e. shoulder tap and spiral in) did not 
result in any strong associations and eight unique patterns only conveyed one type of 
emotion. While the associations were predominantly specific to the display mode for 
positive emotions (‘happiness’ and ‘surprise’), a cross-modal consensus for the 
negative emotions (‘anger’, ‘sadness’ and ‘fear’ with the exception of ‘disgust’) was 
observed between tactile and sonification, tactile and visual, and visual and 
sonification feedback. That is, the same stimulation patterns resulted in the same 
negative emotional responses via visual, tactile and sonification display modes. Only 
alternate top-bottom was excluded from this as it was chosen for ‘anger’ via visual 
feedback, ‘surprise’ via tactile feedback and ‘fear’ via sonification feedback. This 
finding contributes to the previous research that investigated cross-cultural 
recognition of basic emotions. It was shown that, via vocalisations, negative emotions 
could be recognised across cultures while positive emotions were communicated with 
culture-specific cues [50]. Moreover, the tactile feedback significantly conveyed the 
strongest emotional intensity, and sonification feedback significantly resulted in the 
weakest. There was also a variation in emotional intensities within display modes. 
While these differences were not significant via the visual display mode, ‘anger’ and 
‘fear’ mainly caused significantly stronger emotional intensity than other negative 
emotions via the tactile and sonification feedback.  
 
The aforementioned cross-modal consensus might be intuitively deduced from 
vision’s role as a proxy in sensory substitution techniques that empower cross-modal 
displays (H2). Deference thesis forms the basis of this hypothesis by arguing that 
perception with the cross-modal displays transfers to the substituted sensory source 
(i.e. vision) from the substituting source (i.e. tactile or auditory) [27,40,42]. That is, the 
tactile and sonification feedback were derived from visual representations, and such 
cross-modal feedback could be reconstructed back as visual. Consequently, it would 
be expected that the tactile and sonification feedback, and their visual equivalents 
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would frequently lead to the conveyance of the same emotional responses (H2). The 
results conversely suggested the opposite as there were no instances of a stimulation 
pattern conveying the same emotion type via the three display modes. Moreover, 
there were instances of stimulation patterns conveying the same emotion type via 
tactile and sonification feedback, excluding the visual feedback. These suggested that 
vision did not meditate the emotional perception with cross-modal displays. 
 
In contrast, according to the dominance thesis, it could have been that perception 
with cross-modal displays would remain in their sensory origin [10,26,46]. This would 
further suggest that mutual associations between emotional responses and display 
modes would be rather coincidental, if there were any (H1). This was also found to be 
an unlikely explanation as cross-modal consensus was repeatedly observed between 
pairs of display modes, especially within the negative basic emotions. 
 
Vertical integration thesis suggests that both the substituting and substituted sensory 
channels enable pre-existing capabilities of multiple senses for the given task, such as 
emotion conveyance, and can alter users’ perception [1,3,4,17,18]. In other words, 
vertical integration thesis argues that the basis of perception with cross-modal 
displays is on a spectrum between the substituting and substituted senses, carrying 
the characteristics of both at varying degrees. Respectively, it was hypothesised that 
there would be some associations between emotion and stimulation patterns across 
sensory origins (H3). The results revealed there were strong associations within 
negative emotions but not within the positive ones. This further supported the vertical 
integration thesis. As positive emotions are thought to form social cohesion within a 
community, it is argued that cues that convey positive basic emotions, unlike negative 
ones, might further evolve to be restricted to in-group members of a community 
[50,51]. This might prevent cross-modal associations for positive emotions from 
existing cross-culturally. Accordingly, with reference to our cross-cultural participant 
pool from the US, UK and Turkey, we did not find any mutual strong associations 
between positive emotions and display modes that delivered the same stimulation 
pattern. The current research thus extends the conveyance of basic emotions to cross-
modal displays. It demonstrates how cross-modal feedback and sensory substitution 
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techniques could successfully convey positive and negative emotions. This implies that 
establishing a framework of cross-modal associations should account for both the 
similarities and dissimilarities in how stimulation patterns lead to emotional responses 
with respect to display modes (H3). 
 
2.5.1 Spatial Cross-modal Associations with Basic Emotions  
 
Cross-modal displays can mutually convert the spatial properties of visual information 
into cross-modal tactile and sonification feedback. This raises the question of whether 
there was a “spatial rule” that governed how stimulation patterns were associated 
with basic emotions via the three display modes. In order to investigate this further, 
six spatial factors (static/dynamic, scattered/clustered, leftwards/rightwards, 
downwards/upwards, horizontal/vertical, and alternating/sequential) were identified 
with respect to how stimulation patterns moved across the sensory space (see Stimuli 
section for further details). These factors were plotted to visualise each stimulation 
pattern as a polar map (Appendix 2.A). Consequently, by overlapping the polar maps 
of stimulation patterns that conveyed the same emotional response, it might be 
possible to examine the spatial factors that influenced the conveyance of emotional 
responses (Figure 2.4). For example, by studying ‘happiness’ in Figure 2.4, it could be 
argued that the patterns that were delivered with visual, tactile and auditory displays 
modes were all dynamic. Pinpointing the inclusive and exclusive spatial factors with 
respect to the display modes might further build a cross-modal framework of how 




Figure 2.4 displays the polar maps of emotional responses, which were created by overlapping the 
polar map of each stimulation pattern that was strongly associated with the given emotion. Green, 
orange and grey respectively represents sonification, tactile and visual display modes. Darker 
connections indicate areas where there are more overlaps.  
Anger 
Surprise Fear 







2.5.2 Establishing a Framework of Cross-Modal Associations, Limitations and 
Future Perspectives 
 
As a first step towards establishing a framework, we tentatively examined the 
intersection points of spatial factors represented by the overlapping polar maps 
(Figure 2.4). For example, among the stimulation patterns that communicated 
‘happiness’, dynamic and vertical movements were mutually inclusive to tactile, 
sonification, and visual feedback. For ‘anger’, these joint features were dynamic and 
clustered. For ‘surprise’, a greater number of factors (i.e. dynamic, downwards, 
vertical) were shared between tactile and sonification feedback. On the other hand, 
some factors, such as sequential in ‘fear’ communication, was exclusive to the visual 
feedback. Moreover, the presence or absence of a spatial factor (e.g. leftwards and 
rightwards) did not always influence the emotional response (e.g. ‘anger’ via tactile 
and sonification feedback).  
 
Overall, inspecting the overlaps, or the lack thereof, might further reveal spatial rules 
that help establish a framework of cross-modal associations. This attempt would 
subsequently be an analogue to developing a grammar for native display languages to 
communicate emotions. That is, if stimulation patterns that elicited special emotional 
responses could be reduced to core spatial factors, the remaining factors could be 
flexibly utilised to expand the repertoire of affective display vocabulary. This approach 
might eventually overcome the current limitations of arbitrary display languages. The 
current research also suggests that it is the combination of spatial factors, rather than 
singular categories, that drives cross-modal associations between emotions and 
stimulation patterns. Future research should therefore robustly evaluate various 
combinations of stimulation factors, which match one to one with stimulation 
patterns, and their associations with emotions. 
 
It was evident that some emotional responses were only conveyed by one (e.g. 
‘disgust’ via visual feedback) or two (e.g. ‘relaxed’ and ‘sadness’ via sonification and 
visual feedback) display modes. Despite being superior in conveying the strongest 
emotional intensity, the tactile feedback was not successful in delivering emotions 
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such as sadness and disgust. Previous research has shown, however, that ‘sadness’ 
and ‘disgust’ can be recognised via tactile display modes once the associations 
between emotions and stimulation patterns are learnt [37]. This indicates that cross-
modal associations might not be available for conveying an inclusive list of emotions 
in every sensory origin (e.g. ‘sadness’ and ‘disgust’ via cross-modal tactile feedback). 
It is, however, possible to complement the missing emotional traits via means of other 
cross-modal feedback (e.g. ‘sadness’ via sonification and visual feedback). The 
immediate implication of this resembles how most iconographic expressions of 
emotions, that are superiorly visual and are learnt to be associated, are not able to 
capture the nuance of a conversation [32]. In these instances, complementary cross-
modal feedback might be utilised to enhance the emotion communication for richer 
user experiences.  
 
Complementary use of cross-modal display modes further raises the question of what 
happens when stimulation patterns (either the same or different) are delivered in a 
multisensory context to enrich the user experience [15,54]. It could be hypothesised 
that the multisensory feedback might enhance (hence additive) or fade out (hence 
subtractive) the overall intensity of emotional responses [55–57]. The results of the 
current study indicated that the tactile display mode resulted in the strongest 
intensity while the sonification feedback was the weakest. However, this does not 
reveal, for example, the emotion intensity of a sonification-tactile feedback. When 
primary colours overlap, the sum of their parts creates an additional colour. Similarly 
then, it could be hypothesised that a multisensory response to stimulation patterns 
would communicate emotions beyond their basic subset.  
 
It is important to highlight that discrete emotional models may not explain the 
affective experiences of all individuals [7]. The current research is limited to a mutually 
inclusive set of universal basic emotions proposed by various past research [19,22,43]. 
Utilising universal emotions was necessary to explore the cross-modal associations 
between stimulation patterns and emotions across cultures. Furthermore, the use of 
discrete emotions allows one to focus on the cross-modal associations with minimised 
cognitive load of the experimental tasks. Other assessments based on dimensional 
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emotion models, such as self-assessment manikin [11], and valence and arousal [7] 
were therefore not included. While dimensional emotion assessments were not 
appropriate for the current study, it is possible that some of the participants 
responded to the affective feedback in a way which could not be captured by the 
methods employed here. The prior emotional state of participants was not evaluated 
either. This design decision was taken as it is equally important for affective displays 
to communicate emotions consistently in all scenarios. In respect of this, the high 
statistical power obtained in this study due to the large sample size (N = 107) reduced 
the risk of such influences skewing the overall results. Despite these variables, this 
research demonstrated that cross-modal displays could communicate basic emotions 
and especially negative ones across cultures via the same stimulation patterns.  
 
It is, however, important to note that the statistical results reported here are a result 
of nonparametric correspondence analysis, which utilised multiple tests. In total, 
there were 27 strong associations between emotional responses and stimulation 
patterns across tactile, sonification and visual cross-modal feedback. Using an alpha 
value of .05, it can be assumed that 0.05 analyses will be significant by chance. 
Therefore, 1.4 out of the 27 associations in the correspondence analyses shown here 
could be significant due to chance alone. The study presented here is exploratory and 
does not present hypotheses on which emotional responses and stimulation patterns 
would be paired. Adjustments for multiple tests might therefore be impossible 
without a prespecified hypothesis [9]. Future research might expand the framework 
of cross-modal associations between emotional responses and stimulation patterns 
using effect sizes as well as looking at statistical significance. In this respect, the 
framework provided here could be used for future hypothesis testing allowing the 






The current research has successfully demonstrated how tactile, sonification, and 
visual feedback could be studied to communicate basic emotions via cross-modal 
displays. Overall, 14 out of the 16 unique stimulation patterns utilised in the current 
research were strongly associated with basic emotions. A cross-modal consensus 
between tactile and sonification, tactile and visual, and visual and sonification 
feedback were found, especially among negative emotions across cultures. This 
extends the previous research, which showed that the expressions of negative 
emotions via vocalisations were shared cross-culturally, to cross-modal displays. The 
findings further support the vertical integration thesis, which argues that perception 
with cross-modal displays enables the capabilities of both the substituting and 
substituted sensory origins. This suggests that the similarities and differences in cross-
modal associations between distinct sensory origins should be considered while 
establishing a cross-modal framework for developing affective cross-modal displays. 
Consequently, it is tentatively suggested that investigating the inclusive and exclusive 
spatial factors of stimulation patterns via tactile, sonification and visual feedback that 
conveyed the same emotional response might formulate a framework of cross-modal 
associations. The current framework is still in an early phase and requires replication 
across other bodies of research to generalise the spatial cross-modal associations 
between emotions and stimulation patterns. Once matured, it could be 
operationalised in developing inclusive affective display modes. Overall, the current 
research argues that studying cross-modal displays is a good candidate for inclusion 
as they could provide the same information via various forms of display modes 
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2.8 Appendices  
 
Appendix 2.A: Polar Maps of Stimulation Patterns with respect to Six Spatial 
Factors  
 
The following represents each stimulation pattern with respect to six spatial factors 
(static/dynamic, clustered/scattered, rightwards/leftwards, upwards/downwards, 
horizontal/vertical, alternating/sequential). Static/dynamic refers to whether 
stimulation frames are different from each other. Clustered/scattered refers to how 
dispersed the stimulation points are. Rightwards/leftwards, upwards/downwards, and 
horizontal/vertical refer to how the stimulation frames move across axes. 




























































“As long as one holds fast to a classical conception of perception in 
terms of the acquisition of information, one will be stuck with the 
principle that it is always better to have access to more information. In 
this framework, persons with sensory handicaps will inevitably be 
considered as defective…it is the classical perception which carries the 
germ of exclusion since it considers that the problem of handicapped 
persons lies in a quantitative difference. By contrast, true respect for 
the world of handicapped persons lies with better knowledge and 




The previous study demonstrated that cross-modal tactile or sonification display 
modes, and their visual equivalents could convey basic emotions over digital 
communication systems. It also suggested future research directions to conceptualise 
cross-modal associations between stimulation patterns and emotions for inclusive 
display development. One of the research questions the study addressed was, which 
sensory representations formed the basis of unisensory perception with cross-modal 
displays? Gaining an understanding this contributes significantly to the inclusive 
applications of sensory substitution techniques because they can, in principle, grant 
access to the same sensory information via different sensory channels. 
 
For cross-modal displays and sensory substitution techniques to be used in an 
inclusive context, their perception should be understood deeply. In this way, cross-
modal displays can serve in inclusive display development as long as the sensory forms 
they transform are studied in more detail. The study presented in the previous chapter 
found that cross-modal display modes did not always lead to the same emotional 
responses (e.g. positive emotions), despite carrying equivalent forms of stimulation 
 




patterns. This was explained by (i) how the cues for positive emotions might be 
culture-specific, and (ii) perception with cross-modal displays utilises multiple senses. 
The latter also indicates that perception with cross-modal displays might fall between 
the substituting and substituted senses. These raised the question of to what extent 
cross-modal feedback of different sensory origins could be perceived to carry the 
same form. It was also preliminarily suggested that the perception with cross-modal 
display modes might be biased towards the way in which the stimulation patterns 
move across different dimensions.    
 
The upcoming chapter will address some of these questions with the evaluation of a 
cross-modal display prototype with unisensory and multisensory modes. Since 
conveying emotions might carry a certain degree of subjective bias, an object 
recognition task, which is commonly studied with various sensory substitution 
techniques, will be further utilised. The next study also offers a methodology to study 
cross-modal displays in a multisensory context. By doing so, it is aimed to investigate 
whether cross-modal displays with multisensory modes could enrich our interaction 
with the digital world. The next study further expands the investigation of which 
sensory representations form the basis of multisensory perception with cross-modal 
displays. Given that different cross-modal display modes might carry dimension-
specific perceived resolution, the next study will further discuss its outcome. Overall, 
the next study aims to address whether multisensory combination or integration 
occurs while using cross-modal displays with multisensory modes. 
  
Shortly after the analysis of the previous study was completed, our grant application 
to acquire BrainPort was approved by the University of Bath Alumni Fund. Here we 
have the chance to deeply thank Bath Alumni to support our research in HCI and 
cognitive sciences. Having BrainPort, a tactile-to-visual sensory substitution device, in 
the Cross-Modal Cognition Lab was quite exciting. Consequently, the following two 
chapters will utilise BrainPort’s intra-oral interface as an electrotactile display mode 
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Even though the human brain has evolved in a multisensory environment, the visual 
pixels have been dominating the access to the cyberworld. Semantic inconsistencies 
surrounding multisensory processing and interdisciplinary research have been blamed 
for this as an obstacle in developing and assessing multisensory systems. To bridge 
the gap in research, the current research reviews a framework of multisensory 
processing based on cognitive principles. This framework is then operationalised in 
prototyping a cross-modal display with unisensory (auditory or tactile) and 
multisensory (audio-tactile) display modes to further investigate the types of 
multisensory processing and how they occur while using multisensory display modes. 
In a study examining object recognition (N = 48), the performance of the unisensory 
and multisensory display modes were investigated. The findings revealed that the 
multisensory display mode resulted in the highest performance as a result of 
multisensory combination, a type of multisensory processing. Overall, by applying a 
multisensory framework, the current research successfully demonstrates how a mixed 
study design enables the improvement of cross-modal displays and identifies HCI 
research areas that can progress the development of inclusive technologies. 




The human brain has evolved in a way that is crucial for a coherent multisensory 
experience [18,94]. We have a unified system of senses to perceive and act upon this 
environment [29,34,95]. With the advent of digital technologies, however, we now 
“live between two realms: our physical environment and cyberspace” [46]. While we 
are inherently adept at interacting seamlessly with the rich multisensory information 
channels from the physical world, our interactions with cyberspace are artificially 
dependent on graphical user interfaces (GUIs). Consequently, relying on GUIs drifted 
us away from interacting with cyberspace with our five senses as we do seamlessly 
with the physical world. This had led to two main challenges in human-computer 
interaction (HCI) research: (i) creating rich multisensory experiences in new 
technologies such as virtual reality (VR) and augmented reality (AR), and (ii) building 
inclusive technologies. One approach to address these challenges is first to rigorously 
explore non-visual interactions in HCI and then unify them in displays with 
multisensory modes. Indeed, as to the first part of this approach, there are many 
studies investigating auditory [50,82] and tactile (see Haptipedia [85]) interface 
designs, and chemical senses (i.e. smell and taste) as a means of interacting with 
cyberspace [87]. For the purposes of this paper, we will focus on auditory and tactile 
sensations in the context of examining multisensory systems.  
 
Despite the extensive and careful investigation of the design of unisensory interfaces 
(e.g. visual, tactile or auditory display modes), relatively fewer studies have so far 
looked at multisensory systems in HCI [88]. This might be because a number of studies 
evidenced that unisensory interfaces could outperform multisensory ones due to the 
increased cognitive load of the latter [55,77,86]. A clear scientific agreement on this 
matter, however, remains elusive [58]. Moreover, suggesting that multisensory 
systems are inferior to their unisensory alternatives is especially surprising given that 
studies grounded in psychology and neuroscience repeatedly illustrate that 
multisensory phenomena enrich our interactions with the physical world [18]. Instead, 
a more plausible reason why multisensory systems are not as eminent in HCI might be 
because of how they are designed and studied. Semantic and methodological 
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inconsistencies among different disciplines targeting multisensory phenomena have 
indeed been blamed for this [93]. That is, progress in studying and utilising 
multisensory phenomena depends on a common lexicon and robust methodologies 
to successfully transfer evidence from behavioural and neural studies to other applied 
domains of research.  
 
If multisensory phenomena enrich our interactions with the physical environment, 
then developing displays with multisensory modes should improve how we interact 
with cyberspace. Applying multisensory theory to practice, however, is challenging 
because HCI research has not yet found effective ways to successfully mirror 
multisensory cognitive functions in interaction design [74,75]. Our paper therefore 
aims to address some of these challenges in developing displays with multisensory 
modes. First, we review a framework of established principles of multisensory 
processing to be used as design patterns for display development. Next, we 
implement this framework in our own experiment, which pairs auditory and tactile 
cross-modal display modes, to demonstrate how the framework can be successfully 
utilised in HCI research. Overall, we investigate whether multisensory combination or 
integration occurs while using cross-modal displays with multisensory modes. Our 
findings evidence that it is the complementary use of sensory cues (i.e. multisensory 
combination), and not their redundancy (i.e. multisensory integration), that enhances 
user performance via novel cross-modal displays with a multisensory mode. Overall, 
we contribute new insight in developing and examining multisensory display modes, 
particularly with cross-modal displays, and thus improve their successful use and 
inclusion.  
 
3.2 Background  
 
The theoretical framework provided here is independent of sensory origin and can 
therefore be generalised across the development of various multisensory display 
modes (e.g. audio-tactile, audio-visual, tactile-visual). The current research based on 
this framework introduces a novel audio-tactile cross-modal display prototype, which 
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combines auditory-to-visual and tactile-to-visual sensory substitution techniques. 
That is, the display prototype could take in visual input and then translate the visual 
feed into something that is heard and/or touched. In making the prototype, two 
sensory substitution devices, namely the auditory vOICe [67] and tactile BrainPort 
[105], were utilised. The vOICe and BrainPort are successful exemplars of auditory and 
tactile cross-modal displays, studied rigorously in multiple domains of research and 
used for various forms of rehabilitation such as vestibular [21] or visual impairments 
[37,63]. 
 
3.2.1 A Framework for Multisensory Processing   
 
Building a robust theoretical framework is important and requires a consistent 
nomenclature. Therefore, the key concepts and principles of multisensory processing 
are defined here. Stein et al. [93] documented a guideline for such a common 
nomenclature for multisensory phenomena. Multisensory describes a neural or 
behavioural process associated with multiple senses. To deal with the semantic 
inconsistencies relating to multisensory phenomena, they suggested using 
multisensory processing as a generic term. Accordingly, multisensory processing 
refers to any multisensory phenomenon such as multisensory integration or 
multisensory combination. Unisensory refers to any neural or behavioural process 
associated with a single sense. Modality-specific is a stimulus property confined to 
such unisensory processes. Cross-modal refers to a complex of two or more modality-
specific stimuli. Finally, cross-modal matching is a cognitive process in which cross-
modal stimuli are compared to estimate a multisensory equivalence of the sensory 
source.  
 
According to these definitions, some concepts (i.e. modality-specific and cross-modal) 
are attributed to the properties of the sensory source while others (i.e. unisensory 
and multisensory) to our neural or behavioural responses. In line with these, a 
multisensory technology (e.g. a display mode) should evoke a multisensory response 
from the users by delivering cross-modal cues. Therefore, understanding multisensory 
processing in a framework is key to developing displays with a multisensory mode. 
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Based on these definitions, there are a number of principles for multisensory 
processing to occur [54]. These concepts and principles will be later attributed to the 
empirical methodology for studying multisensory display modes in the current 
research (see Experimental Investigation).  
 
3.2.1.1 Principles of Spatial and Temporal Coincidence 
 
The spatial coincidence principle highlights that the cross-modal information should 
be collected from spatially aligned sensory sources to enhance multisensory response 
quality [92]. The temporal coincidence principle similarly suggests that cross-modal 
information that is received from close temporal proximity would improve 
multisensory response quality [91]. It is argued that cross-modal information that is 
not spatially or temporally aligned might be perceived as if they come from separate 
sensory sources. This causes depression in the multisensory response and instead 
leads to separate unisensory responses [91,92]. 
 
Principles of spatial and temporal coincidence are manipulated in a number of HCI 
studies to investigate the margins between congruent and incongruent cross-modal 
cues with respect to user experience and performance. For example, incongruent 
audio-visual stimuli could be implemented to prevent issues related to distance 
compression in VR [31]. Congruent visual and audio/tactile stimuli could also be used 
to increase the perceived quality of buttons on touch-screen devices [43]. In contrast, 
incongruent audio-visual stimuli could negatively impact target localisation [20]. 
Despite their contribution to HCI research, these studies examine the principles of 
spatial and temporal coincidence as sensory (in)congruence. Such conceptualisations 
point out some of the semantic inconsistencies that should be noted for transparency 
between multisensory research and HCI.  
 
3.2.1.2 Principle of Inverse Effectiveness 
 
The inverse effectiveness principle refers to how reliable cross-modal cues are in 
cross-modal matching. That is, if one modality-specific cue elicits a stronger 
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behavioural response than the other modality-specific cue when presented together 
from the same sensory source, this would weaken the multisensory processing of the 
sensory source [78,89–91]. In other words, for multisensory processing to occur, 
cross-modal cues should be equally reliable. The multisensory calibration, thus the 
reliability, of our intact senses usually emerges at different critical periods during 
development [12]. Acquired senses (e.g. via sensory augmentation devices) could be 
similarly calibrated with intact senses. The reliability of acquired senses could be 
improved for multisensory processing through learning and experience [80]. This also 
implies that the users of augmentation displays would rely heavily on their intact 
senses until the acquired sense becomes equally reliable over time. If more than one 
novel display mode is used simultaneously, however, their reliabilities are expected to 
be of equal value to each other, given that they carry the same informational capacity.  
 
3.2.1.3 Multisensory Integration  
 
Among the semantic inconsistencies, multisensory integration, and multimodal as its 
synonym, is identified to be the most problematic due to its wide use in different 
bodies of research [93]. This creates a challenge, especially in researching 
multisensory display modes, if displays are designed without addressing the relevant 
literature. It inevitably causes an invisible gap between theoretical and applied 
research. For example, multisensory display modes intended for multisensory 
integration could as well benefit from other multisensory processes such as 
multisensory combination. That is, if multisensory systems are evidenced to be 
inferior to their unisensory alternatives, this might be because they are not designed 
to take full advantage of multisensory processing. To avoid these pitfalls in the current 
methodology, multisensory integration will be reviewed in terms of the principles of 
spatial and temporal coincidence and inverse effectiveness.  
 
Multisensory integration refers to a neural process in which cross-modal cues are 
integrated to produce a multisensory response that is significantly different from the 
unisensory response [93]. For example, the size of an odd pear can be estimated by 
only touching it, only seeing it or inspecting it using both of these senses. Assuming 
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these senses are equally reliable, if the pear looks to be the size of 6 units and feels 
like it is the size of 8 units, when it is seen and touched simultaneously, multisensory 
size will be of 7 units. It is therefore suggested that once both senses are used for 
inspection, the multisensory estimate will be somewhere between the individual 
unisensory estimates [83]. The unisensory estimates are thought to be aggregated 
into a weighted multisensory estimate, where the weight of each unisensory estimate 
is in proportion to the reliability of the modality-specific cue (i.e. principle of inverse 
effectiveness) [84]. It is therefore argued that multisensory integration occurs in a 
statistically optimal fashion and this statistical optimisation follows the rules of 
maximum likelihood estimation (MLE) [28].  
 
Multisensory integration can be viewed as the neural process of combining redundant 
sensory cues in an optimal fashion [84]. In this definition, redundancy requires the 
cross-modal cues to represent the same properties of the sensory source that are in 
line with the principles of spatial and temporal coincidence. When a discrepancy 
occurs between the cross-modal cues, MLE would predict that more weight would be 
attributed to the more reliable cross-modal cue. For example, if the hypothetical pear 
discussed appears to be the size of 4 units visually, due to heavy fog, and still feels like 
it is the size of 8 units, the tactile estimate would be more reliable according to the 
principle of inverse effectiveness. In theory then, the size of the pear will be perceived 
to be between 7 and 8 units. If the discrepancy between the cues is too high, 
multisensory integration would not occur at all. This could happen when there is 
reduced visual field in heavy fog. In this instance, the pear will be perceived to be 8 
units, despite sensory feedback being received from both senses. Moreover, the shift 
in statistical weights, hence their reliability, is adjusted as an automatic process during 
multisensory integration [100].  
 
3.2.1.4 Multisensory Combination  
 
Multisensory combination is essentially different to multisensory integration as it does 
not require the principles of spatial and temporal coincidence and inverse 
effectiveness to the same extent [29]. It is the behavioural and cognitive process of 
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using complementary cross-modal cues that maximises the overall multisensory 
estimate (instead of aggregating the unisensory weights of the redundant 
information) [16]. As cues are not redundant, MLE optimal integration approach 
cannot predict the outcome of multisensory combination [84]. For example, the shape 
of an object can be consciously estimated better by visually inspecting it from front 
and also touching it from behind where it would be invisible to the eyes [70]. In this 
instance, the cross-modal cues are not redundant. Instead, they complement each 
other to create a more robust representation of the sensory source. When 
multisensory integration is inhibited (e.g. due to high discrepancy between cues), 
multisensory combination is able to combine available cues to estimate the overall 
size. In this way, multisensory combination might be an additive process.  
 
Our research into multisensory HCI finds that while most studies aim for multisensory 
integration [93], complementary cross-modal cues are indirectly used to decrease the 
cognitive load of the users [42]. Delivering the theoretical literature in multisensory 
combination to a wider audience will bring novel perspectives into developing 
multisensory display modes. For example, displays inspired by multisensory 
combination could reach wider adoption by various user profiles and be applied in 
diverse use cases. This is harder to achieve by displays that aim for multisensory 
integration as the reliability of the cues would require longer calibration periods. 
Displays on the basis of multisensory combination could also be used in a wider 
context by users as they are not bound to the principles of spatial and temporal 
coincidence.  
 
3.2.2 Sensory Substitution  
 
Sensory substitution is a cognitive process in which one modality-specific cue and its 
unisensory response (e.g. seeing) can be represented by another (e.g. via touch or 
hearing) [9,67]. Research in this domain has revealed more insight about the 
multisensory processing and cross-modal matching, and how this insight can be 
incorporated in HCI [30]. Sensory substitution devices (SSDs) have been evidenced to 
be a successful assistive technology with applications in visual [37,60,63,81], hearing 
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[17,23,53,72] and vestibular [21] domains. These same devices have also been 
considered as sensory augmentation devices, whereby a person with no sensory 
impairments could augment their abilities with additional inputs such as thermal 
imaging [69]. The evidence for their success further suggests that sensory substitution 
techniques could be studied outside rehabilitation purposes towards building 
inclusive technologies.  
 
By deploying sensory substitution techniques, for example, the challenges of GUIs 
outlined earlier can be addressed [32,41]. That is, GUI-dependent interactions can be 
translated into auditory [101] or tactile [19,47] forms so that they can be presented 
in the most appropriate multisensory context to enhance user experience. 
Consequently, in recent years, there has been an increasing interest, both commercial 
and scientific, in facilitating sensory substitution techniques in designing inclusive 
displays with multisensory modes. This also highlights our scientific motivation for 
studying sensory substitution techniques in our empirical study.  
 
3.2.2.1 Sensory Substitution Devices as Cross-Modal Displays 
 
Sensory substitution devices are essentially cross-modal displays that are built, in 
principle, with how complementary cross-modal cues correspond to each other [52]. 
There are two mainstream types of SSDs with a unisensory mode available. They 
convert visual representations into either auditory or tactile cues. The vOICe [67] and 
BrainPort [105] are successful exemplars of such auditory and tactile cross-modal 
displays respectively, which are also commercially available. They both consist of 
three main parts: a camera to capture visual cues, a processor unit to convert the live 
camera input into auditory or tactile feedback, and an output device (stereo 




The vOICe algorithm converts visual pixels from the live camera input by encoding the 
position and brightness of pixels as a function of auditory pitch and loudness. Pixels 
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higher on the y-axis are converted into higher-pitched signals, and brighter pixels are 
converted into louder signals. The vOICe scans an image from left-to-right and 
consequently produces a temporal signal to map the pixels on the x-axis via stereo 
headphones [67]. The final signal carries 11,264 auditory pixels [37]. These 
soundscapes are meaningless when heard, yet even novice users could reconstruct 
them in a visuospatial context [38].  
 
A study with a group of congenitally blind and sighted adults showed that participants 
learned to recognise a range of images including letters, textures, faces, houses, 
objects, body shapes and geometric shapes [98]. Overall, this study suggested that 
The vOICe users can learn to recognise even complex visual stimuli, such as faces, after 
being trained for an average of 73 hours. Contrary to the extensive training applied in 
the previous study, a number of other studies have shown that novice sighted users 
can also successfully interpret the soundscapes from The vOICe after shorter training 
periods [7,96,97]. For example, one study found that blindfolded participants were 
able to identify objects with 88% success rate after 3 hours of training [7]. Another 
study showed that novice vOICe users were able to complete an object recognition 
task with 58.8% success rate after 30 minutes of training [10]. These studies therefore 
suggest that while The vOICe is able to help users recognise shapes, its performance 




BrainPort spatially aligns the visual pixels from the live camera input with the 
electrodes placed on a 20x20 matrix on the intra-oral interface [105]. This also means 
that the perceptual resolution of the intra-oral interface is reduced to 400 pixels by 
default. The brightness of visual pixels is represented with the stimulation intensity of 
electrodes. The brighter the pixel, the higher the intensity is. An analogous example 
to the experience of using BrainPort could be when someone draws a shape on your 
palm and asks you to recognise it without visual help.  
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In one study, blind users were trained with BrainPort for 10 hours and tested for their 
object (shapes and letters) recognition performances in every three months over a 
year [36]. At the end of the year, success rates of participants in shape recognition 
tasks were at 91.2% whereas word and letter recognition success rates were at 57.9%. 
In a recent review of BrainPort, it was further reported that training duration (varied 
between 30 min and 15 hours) and performance in recognition tasks (success rates 
varied between 15% and 91%) were significantly correlated to each other [99].  
 
3.2.2.2 Multisensory Use of Auditory and Tactile Cross-Modal Displays  
 
The informational capacity of our senses varies greatly in resolution. The eye is 
estimated to convey information in 4.3x106 bps [49], the ear in 104 bps [48] and 
fingertip in 100 bps [56]. Moreover, The vOICe carries 11,264 auditory pixels [37] and 
BrainPort is designed to deliver approximately 400 tactile pixels on the tongue [105]. 
These variations in resolution indicate that the eyes have superior informational 
capacity to auditory and tactile senses. In the context of sensory substitution 
techniques, moreover, it is argued that auditory cross-modal displays would deliver 
higher bandwidth of sensory information [37]. If this is true, auditory cross-modal 
displays might be expected to yield higher performance than their tactile alternatives. 
On the other hand, such variations in informational capacity are bounded by the 
sensory organ or device, hence modality-specific, without entailing the perceived 
resolution of the unisensory or multisensory response. Considering how multisensory 
processing can enrich our perceptual judgements [18], it could be expected that 
multisensory responses would have higher informational resolution. Multisensory 
processing can lead an additive [90], even multiplicative, increase in perceived 
information capacity.  
 
To the best of our knowledge, cross-modal displays with multisensory modes have not 
yet been studied in the context of whether their perceived information capacity might 
be superior to their unisensory alternatives. While there has been no attempt to 
explore them for generic purposes (i.e. navigation and recognition), a few studies 
investigated cross-modal displays with multisensory modes, which were specialised in 
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navigation to augment the white cane. EyeCane is a hand-held SSD and augments the 
capabilities of the white cane by delivering point-distance information via the 
frequency of vibration and/or auditory cues [1,14,64,65]. It was demonstrated that, 
having trained for less than 5 minutes, both visually impaired and sighted (blindfolded) 
EyeCane users successfully completed a variety of spatial tasks and outperformed a 
control group who were only given a white cane. A more recent cross-modal display 
prototype with a multisensory mode, namely SoV (Sound of Vision), works similarly by 
encoding depth and direction information into auditory cues and by delivering the 
direction of the closest object via a haptic belt [40,51]. This research also showed that 
blind SoV users’ ability to perform spatial tasks improved after 8 hours of training. 
Comparing SoV to white cane, however, it was found that users performed the best 
with the cane.  
 
There are differences between EyeCane and SoV which may be rooted in the semantic 
inconsistencies and the lack of a mutual methodology for testing multisensory display 
modes. Despite conveying auditory and tactile feedback, EyeCane was not referred as 
a multisensory system. It was rather described as a “minimal sensory substitution 
device” for its small size and short training requirements [15]. In researching SoV, on 
the other hand, it was concluded with the “challenges of multisensory integration” 
should be addressed [40]. In this research, which clearly aimed for multisensory 
integration, it was not made clear whether SoV was designed with respect to the 
principles of multisensory processing. As SoV encodes different properties of the 
sensory source (i.e. modality-specific), it might be the case that SoV does not provide 
redundant sensory information by design. If this is the case, to enhance user 
performance, SoV could benefit more from research which investigates multisensory 
combination rather than research addressing the challenges of multisensory 
integration. Similarly, the reasons why the white cane outperformed SoV could be 
explained by the principle of inverse effectiveness. Overall, these issues accentuate 
how operationalising a theoretical framework could be rewarding both for the 




3.3 Experimental Investigation 
 
In the following empirical study, the methodology operationalises the key principles 
of multisensory processing as a theoretical framework and provides a robust way of 
studying cross-modal displays with multisensory modes. Firstly, to be consistent with 
the principles of spatial and temporal coincidence, an auditory-tactile cross-modal 
display prototype, namely Cross-Modal Box, was developed to spatially and 
temporally align the sensory cues. By controlling the properties of the sensory source 
(cross-modal as opposed to modality-specific), behavioural responses were examined 
as user performance from unisensory (i.e. auditory or tactile) and multisensory (i.e. 
audio-tactile) display modes in an object recognition task. In making the Cross-Modal 
Box, The vOICe and BrainPort were utilised as cross-modal displays. By doing so, Cross-
Modal Box was designed to convey redundant cues as sensory substitution techniques 
would enable the delivery of the same information via different sensory 
representations.  
 
The current literature suggests that redundant information is processed by 
multisensory neurons whose overlapping receptive fields correspond to different 
sensory input such as tactile and auditory [91, 92]. While it is evidenced that this 
results in faster reaction times in multisensory integration [35,39], the exact principles 
of multisensory combination and its influence on reaction times are yet to be 
examined in more detail [29]. Response accuracy, on the other hand, has been shown 
to improve in both multisensory integration and combination [26,33,66,102]. To study 
whether multisensory combination or integration occurs while using cross-modal 
displays with multisensory modes, participants’ verbal responses and reaction times 
were recorded as measures of response accuracy and reaction times.  
 
Secondly, in line with the principle of inverse effectiveness, only the participants who 
were novice to the Cross-Modal Box, The vOICe and BrainPort were recruited. The 
information capacity which The vOICe and BrainPort were able to deliver was also 
controlled by equalising their resolutions at 400 pixels. Thus, the cross-modal displays 
delivered the same redundant information, avoiding any large discrepancy between 
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the two unisensory estimates that might otherwise be biased towards the more 
reliable one. By using basic 2D objects (shapes and letters) as stimuli to assess 
performance in an object recognition task, it was aimed to minimise the cognitive load 
participants might experience due to interacting with novel devices, and complex 
objects and tasks. Additionally, as The vOICe and BrainPort were studied extensively 
in object recognition [76], deploying a similar task formulated a basis of comparison 
with the multisensory mode of Cross-Modal Box. As multisensory processing is 
modulated by attention [100], participants were also blindfolded to avoid visual 
distraction and reliance so that they could solely focus on the auditory and/or tactile 
cues.  
 
Having users’ qualitative strategies along with quantitative measurements revealed 
significant insights about how novice and expert users experience cross-modal 
displays such as The vOICe [7,10,38,103] and BrainPort [4,22,27,36]. To date, very few 
studies of multisensory display modes and cross-modal displays have conducted semi-
structured interviews and collected user feedback. This means that how users utilise 
multisensory information channels is not studied in depth. To address this, 
participants in the current study were asked to report the strategies they used for 
unisensory and multisensory display modes.  
 
With a within-subject and mixed study design of quantitative and qualitative 
methodologies, the following empirical study demonstrates how unisensory and 
multisensory display modes could be examined in the current framework. It also 
exemplifies how user feedback could be incorporated into the improvement of 
multisensory systems. The wider goal of this research is to operationalise multisensory 
principles in cross-modal display development. In this way, it is aimed to enrich the 
user experience with tangible interactions and extended reality technologies, such as 
virtual and augmented reality, thereby improving their inclusive reach. As the first step 
towards this goal, in the current research, only adults with no visual, auditory or tactile 
impairments were studied.  
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3.3.1 Experimental Hypotheses  
 
It was hypothesised that the multisensory mode of Cross-Modal Box would improve 
overall task accuracy (H1.1) and speed up reaction times (H1.2) in object recognition. 
Furthermore, it was hypothesised that providing redundant sensory cues and 
following multisensory principles in the methodology would lead to multisensory 
integration (H2.1). Multisensory integration would consequently formulate the basis 
of enhanced performance predicted in H1. Following this, it was also hypothesised 
that user strategies should reflect the benefits of multisensory processing (H2.2). 
 
3.4 Methods  
 
3.4.1 Participants  
 
In total, 48 participants (24M, 46 right handed) from 18 to 38 years of age (M = 22.0, 
SD = 4.72) were recruited from the University of Bath, UK. They were novice to Cross-
Modal Box, The vOICe and BrainPort. All participants reported normal or corrected 
vision, normal hearing and tactile sensation (e.g. they did not have any cold, and intra-
oral inflammations and cuts). In this way, hygiene was maintained between 
participants, and it was ensured that participants would be able to use Cross-Modal 
Box comfortably and efficiently. The experiment lasted for approximately 60 minutes, 
and participants were reimbursed £5 for their time. The study was approved by the 
University of Bath ethics committee (reference number 17-204) and all participants 
provided consent prior to the study onset.  
 
3.4.2 Cross-Modal Box 
 
Cross-Modal Box is an audio-tactile display prototype that enables participants to 
explore the given stimulus via sonifications, two-dimensional electrotactile cues and 
their multisensory equivalent. For this prototype, The vOICe and BrainPort were 
utilised as auditory and tactile cross-modal displays respectively. Unlike The vOICe, 
which is purely a software and compatible with most camera connected devices, 
 105 
BrainPort is intact and works only in real time. That is, it consists of its own helmet, 
camera and processor, and therefore cannot be connected to an external camera or 
loaded with pre-recorded stimulus. This technically prevented Cross-Modal Box to 
convey the same stimulus in the multisensory mode from one live camera feed. Even 
if two cameras (one for each cross-modal display) were to be placed adjacently and 
used simultaneously, they would misalign the cross-modal cues spatially and 
temporally. As this misalignment would lead to multisensory response depression 
[91,92], using two separate cameras was not considered. Consequently, Cross-Modal 
Box was designed to deliver pre-recorded sonifications and real-time electrotactile 
cues in unisensory and multisensory modes.  
 
Overall, Cross-Modal Box consisted of an enclosed body (40x40x40cm) to control 
environmental factors such as lighting, an adjustable scaffolding mechanism to attach 
BrainPort’s camera, and a PC to run the unisensory displays simultaneously (Figure 
3.1). Inside Cross-Modal Box was an A5 sized (14.8 x 21 cm) viewing platform where a 
stimulus can be placed 23 cm away from the camera. The tactile display mode (i.e. the 
intra-oral interface and its cord) were disinfected between participants. They were 
initially wiped with a cotton ball soaked with 70% isopropyl alcohol and then left in 
the alcohol solution for 30 minutes. Afterwards, they were cleaned with water and 
air-dried. A medical bin was used for disposal. 
 
3.4.3 Stimuli  
 
In total, two sets of stimuli were created. The training set consisted of four lines and 
five circles in horizontal, vertical, ascending and descending orientations (Appendix 
3.A). The experimental set consisted of eight shapes (square, rectangle, triangle, right 
hand triangle, diamond, hexagon, circle, star) and eight letters (J, E, K, Q, R, S, C, Z) 
(Appendix 3.B). The stimuli were created using Keynote [2] and had the same format 
(i.e. centred, white stimulus on a black background, Helvetica Neue font and 800pt). 
These stimuli were printed on an A5 paper to be placed on the viewing platform inside 




Figure 3.1 shows a user with Cross-Modal Box in the multisensory mode. The user has the intra-
oral interface on her tongue for electrotactile cues and bone conduction headphones for 
sonifications. 
 
In line with the inverse effectiveness principle, it is important that cross-modal cues 
are equally reliable so that their estimates are equally weighted for optimal 
integration. Therefore, adding noise to one or both of the cues is a common 
manipulation in researching multisensory processing, particularly multisensory 
integration and sensory (in)congruence [31]. This is done so that the reliability of one 
modality-specific cue is reduced to that of the other cue to prevent sensory 
dominance. Given the information capacity of The vOICe is orders of magnitude higher 
than BrainPort’s, the auditory display mode could dominate the tactile mode when 
they are used together [37]. Considering that the sensory dominance of one display 
mode over the other would prevent the benefits of the multisensory mode, the 
information capacity of the auditory display mode was equalised with the tactile mode 
at 400 pixels (Figure 3.2). In order to achieve this, BrainPort’s HTML based interface 
was used to save images of the stimuli as they would appear on the intra-oral interface. 
By sonifying these images, which were already in 400 pixels, with The vOICe, it was 
aimed to equalise the reliability of both displays. Nonetheless, this should not 
negatively affect the performance with The vOICe. It was demonstared that 
 107 
participants novice to The vOICe were able to successfully recognise sonified objects 
even when the resolution of the source images were reduced to 64 pixels [13]. 
 
The design of Cross-Modal Box ensured that the pre-recorded sonifications and tactile 
cues were identical in their visual origins. Moreover, the auditory and tactile display 
modes were run simultaneously at exact configurations across participants. That is, 
sonifications were created at default settings of The vOICe (1s scan rate, normal 
contrast, foveal view off) and delivered via Docooler stereo bone conduction 
headphones. Using bone conduction headphones helped the participants hear the 
instructions from the experimenter and report their verbal responses. The tactile 
stimuli were delivered via BrainPort’s intra-oral interface at the following settings: 37° 
zoom, low light, high contrast and 18° tilt. The intensity of electrotactile stimuli was 
initiated with 50% and adjusted for each participant’s comfort (average intensity 










Figure 3.2 exemplifies a shape (i.e. circle) and a letter (i.e K) stimuli. Images on the right (b & d) 
display the tactile representations conveyed via the intra-oral interface. These images were saved 
and then sonified with The vOICe to create the auditory stimuli. The spectrograms on the left (a 
& c) represent the spectrum of frequencies of these sonifications. 
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3.4.4 Experimental Conditions 
 
In total, there were two unisensory and one multisensory experimental conditions. 
Each condition consisted of the same set of trials (16 objects) and the trials were 
presented in a random order. The conditions were further counterbalanced in six 





Prior to the onset of the training, participants were briefed about the experiment and 
notified that they would be blindfolded for the rest of the study. They were informed 
that Cross-Modal Box included an FDA approved intraoral interface, which might 
create tingling feelings on the tongue. In any discomfort, they were also informed that 
they have the right to withdraw from the experiment at any time. The study consisted 




Cross-Modal Box was introduced, and blindfolded participants were trained with the 
unisensory display modes separately. The order of display modes was also altered 
between participants. The trainings were not extensive and took less than 5 minutes 
to complete. Each training stimulus was either placed in Cross-Modal Box to 
experience the tactile mode or its auditory equivalent was played in a continuous loop 
to train with the auditory mode. Participants were then asked to identify the 
orientation of a line stimulus or count the number of dots. Feedback was provided 
and how an image was transformed with the cross-modal displays was explained. 
Participants were not trained with the multisensory mode. A short break was given at 







The main experiment followed a similar procedure to the training phase. Prior to 
exploring a stimulus, blindfolded participants were verbally asked “what shape/letter 
is it?” and provided with four randomised options. They reported their responses 
verbally. The stimuli were always placed in Cross-Modal Box with respect to the 
viewpoint of the participants. No feedback was given. 
 
For each trial with the tactile mode, participants were asked to place the intra-oral 
interface on their tongues once a stimulus was correctly placed in Cross-Modal Box. 
For each trial with the auditory mode, sonifications were played in a loop. For each 
trial with the multisensory mode, the auditory cues were played as soon as 
participants placed the intra-oral interface on their tongues. The tactile and/or 
auditory display modes were immediately stopped once the participants announced 
their response. Along with participant responses, reaction times between the 
initiation of the display mode and its stop were recorded in milliseconds. A short break 
was given between conditions.  
 
Having completed the three conditions, participants were given a post-experiment 
questionnaire, which asked them to write down the strategies they used to identify 
objects and also rank the tasks and conditions in difficulty level.  
 
3.5 Results  
 
The primary objective of this experiment was to apply a framework of multisensory 
principles in investigating the benefits of multisensory as opposed to unisensory 
display modes (H1) and whether this happens in an optimal fashion (i.e. multisensory 
integration) (H2). For these evaluations, performance with respect to response 
accuracies and times were analysed between display mode (i.e. auditory, tactile and 
audio-tactile) and stimuli type (i.e. letters or shapes). Gender differences were also 
explored. Reliability was calculated for investigating the difficulty of display modes and 
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stimuli, and a thematic analysis was carried out for qualitative strategies used. The 
quantitative analysis was completed with SPSS25 [45] and the qualitative analysis was 
carried out with two coders using ATLAS.ti [5]. 
 
3.5.1 Calculating Response Accuracy and Reaction Times 
 
In total, each participant completed three conditions of 16 object recognition trials 
(eight letters and eight shapes). Responses were assigned to binary scores (‘1’ for a 
correct response and ‘0’ for an incorrect response) and then aggregated across 
stimulus types to calculate response accuracy in percentages for each display mode 
per participant. For each trial, reaction times were recorded in milliseconds. These 
were averaged for stimulus types across display modes per participant.  
 
3.5.1.1 Analysing Response Accuracy 
 
A statistically significant two way interaction was found between display mode and 
stimuli type, F(2,92) = 6.082, p = .003, partial η2 = 0.117 (Graph 3.1). Overall, response 
accuracies were statistically different between the auditory mode (M = 44.0%,               
SE = 3.0), tactile mode (M = 64.3%, SE = 3.0), and multisensory mode (M = 77.5%,        
SE = 3.4), F(2,92) = 47.640, p = <.001, partial η2 = 0.509. Bonferroni corrected pairwise 
comparisons confirmed these were statistically significant: with the mean differences 
of 20.3% (95% CI, [11.0, 29.6], p<.001) between tactile and auditory modes, 13.2% 
(95% CI, [6.5, 19.8], p < .001) between tactile and multisensory modes, and 33.5%     
(95% CI, [23.9, 43], p < .001) between auditory and multisensory modes. Response 
accuracies were not statistically different between letter (M = 62.0%, SE = 2.6) and 






Graph 3.1 represents accuracy with respect to the display mode and stimuli type. Error bars show 
+/- 1 SE. The average correct scores for letter stimuli via auditory, tactile and multisensory modes 
were respectively 40.4% (SE = 4.0), 67.5% (SE = 3.1) and 78.1% (SE = 3.9). The average scores for 
shape stimuli were respectively 47.7% (SE = 3.5), 61.2% (SE = 3.7), 76.8% (SE = 3.2). 
 
3.5.1.2 Reaction Times  
 
No statistically significant two-way interaction was found between display mode and 
stimuli type, F(2,94) = 0.856, p = .428, partial η2 = 0.018 (Graph 3.2). The main effect 
of stimuli type showed that there was a statistically significant difference between 
shapes (M = 13.8s, SE = 0.81) and letters (M = 15.17s, SE = 1.06), F(1,47) = 6.249,            
p = .016, partial η2 = 0.117, with a mean difference of 1.35s (95% CL, [0.264, 2.441]). 
The main effect of display mode also indicated a significant difference, F(2,94) = 3.541, 
p = .033, partial η2 = 0.070; however, Bonferroni corrected pairwise comparisons did 
not find any statistical differences between auditory mode (M = 13.9s, SE = 0.86), 
tactile mode (M = 15.5s, SE = 1.17) and multisensory mode (M = 14.04s, SE = 0.89). 
Overall reaction times of ‘correct’ (M = 14.9s, SD = 10.2) and ‘incorrect’ (M = 14.2,     
SD = 11.1) responses were also analysed. This inspection did not find any significant 
differences, with a mean difference of 0.7s (95% CI, [-0.22, 1.6]), t(2302) = 1.488,             
p = .137. 
chance level at 25% 
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Graph 3.2 shows the mean reaction times in seconds in relation to the display mode and stimuli 
type. Error bars show +/- 1 SE. The average reaction times for letter stimuli via auditory, tactile 
and multisensory modes were respectively 14.4s (SE = 1.0), 16.6s (SE = 1.5) and 14.5s (SE = 1.0). 
The average reaction times for shape stimuli were respectively 13.3s (SE = 0.9), 14.5s (SE = 0.9) 
and 13.6s (SE = 0.9).  
 
3.5.2 Gender Differences 
 
3.5.2.1 Response Accuracy 
 
There was a statistically significant difference in response accuracies between males 
(M = 66.4%, SE = 3.4) and females (M = 57.5%, SE = 3.4), F(2,92) = 4.832, p = .01, partial 
η2 = 0.095. Among display modes, only with the auditory display, a significant 
difference was found with a difference of 21.4% (95% CI, [11.6, 31.1]), t(94) = 4.36,       
p < .001 between males and females. Among stimuli type, only with shapes, a similar 
difference was found with a significant difference of 11.3% (95% CI [2.6, 19.9]),       
t(142) = 2.58, p = .01  
 
3.5.2.2 Reaction Times  
 
Even though a statistically significant interaction between gender and display mode 
was found, F(2,92) = 114.187, p = .006, partial η2 = 0.079, Bonferroni corrected 
 113 
contrasts did not point to a significant difference. Similarly, no significant difference 
was found between gender and stimuli type, F(1,46) = 9.805, p = .5, partial η2 = 0.010.  
 
3.5.3 Task and Display Mode Difficulty 
 
3.5.3.1 Task Difficulty 
 
To measure the agreement between participants’ responses to task difficulty 
questions, Kendal’s W was calculated. A statistically significant agreement within 
participants’ responses was found, W = 0.396, p<.001 (Table 3.1).  
 
3.5.3.2 Display Mode Difficulty  
 
Similarly, Kendal’s W was calculated to measure the agreement between participants’ 
responses to display mode difficulty questions. A statistically significant agreement 
within participants’ responses was found, W = 0.484, p <.001 (Table 3.2). 
 
Table 3.2 summarises the percentages of responses given to the display mode difficulty questions, 
where participants were asked to order the display modes from the easiest to use to the hardest. 
Cells are shaded with respect to the value of percentages (i.e. 100% is pitch black and 0% is white).  
 
Table 3.1 summarises the percentages of responses given to the task difficulty questions, where 
the elements in the first row were asked to be ordered from the easiest to the hardest for each 
element in the first column. Cells are shaded with respect to the value of percentages (i.e. 100% 
is pitch black and 0% is white). 
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3.5.4 Qualitative Strategies 
 
3.5.4.1 Auditory Mode 
 
Eighty-seven percent of participants reported that they identified the stimuli globally 
by focusing on the changes in pitch from left to right and the duration of the auditory 
stimuli. This made it possible to recognise the defined characteristics of the stimuli 
(e.g. “curvy”, “straight”, “diagonal”, “louder in the middle of the sound clip” and 
“horizontally elongated”). While these “defined features” often made some response 
options more distinct than others, helping participants “narrow down” their choices, 
92% of participants struggled to identify local details. Participants found vertical lines 
in particular to be “too difficult” to recognise. Eighty-four percent of participants 
reported that they identified constant tones first in order to recognise horizontal lines 
and then looked for “gradual changes in pitch” for “diagonal lines”. This was because 
identifying a “left to right horizontal scan” for “changes in pitch” and a vertical shift in 
elevation made the recognition of slopes harder than horizontal lines. Ninety-four 
percent of participants also found the recognition of “lines” easier than “curvy 
shapes”. Overall, 85% of participants tried to “visualise” the overall soundscape and 
“relate it to the options”, eliminating the ones that did not match the soundscapes.  
 
3.5.4.2 Tactile Mode  
 
Ninety-three percent of participants reported that they initially identified the stimuli 
globally as a whole image. In this way, it was possible for them to imagine the 
“contours” of the tactile stimuli such as “defined edges”, “straight” or “curved lines”, 
“vertices”, “perimeter” and “symmetry”. Then, by either moving the intraoral 
interface or their tongues freely, 90% of participants identified local details. 
Identifying local details further entailed a “vertical motion” or a “top-bottom” scan of 
the stimuli (e.g. vertical lines). Thirty-seven percent of participants also mentioned 
that they performed a “horizontal” or “right to left” scan after the vertical motion to 
recognise “finer details”. Eighty-nine percent of participants stated that they tried to 
“create an image in my mind”, resembling the sensations from the tactile display 
mode to “touching the shapes with hand”. Contrarily, 8% of participants reported that 
 115 
they used “process of elimination” to go over each response option, matching the 
electrotactile sensations to the options provided.  
 
3.5.4.3 Multisensory Mode 
 
Ninety-four percent of the participants reported that they used the multisensory cues 
to “confirm” or “reinforce” their responses. A few reported that they “exclusively” 
relied on the tactile mode and “ignored” the auditory mode as they were too 
“complicated” and “less precise”. Eighty-seven percent of participants also stated that 
they identified the “global” and “horizontal” features of the stimuli with the auditory 
mode and “finer details” and “vertical features” with the tactile mode. One participant 
specifically mentioned, “Initially I felt the combination made it more difficult to 
identify shapes/letters, so then I began to separate the two devices out, paying 
attention to the sound to get an idea of the shape and confirming details with my 
tongue”. Additionally, 92% of participants reported that recognising “horizontal lines” 
were easier with the auditory mode than the tactile mode. 
 
3.6 Discussion  
 
In the current research, a framework of multisensory principles was reviewed and 
then operationalised in an empirical study examining a cross-modal display prototype 
with unisensory and multisensory display modes. It was hypothesised that, following 
this framework, a multisensory display mode would outperform its unisensory 
components (H1) and this enhancement would be the result of multisensory 
integration (H2). In order to investigate these hypotheses, accuracy and reaction 
times were analysed and participants’ strategies were evaluated.  
 
3.6.1 Summary of Results 
 
The results indicated that the multisensory display mode of Cross-Modal Box with 
77.5% accuracy significantly improved performance in comparison to the unisensory 
displays, with 44% accuracy in the auditory and 64.3% accuracy in the tactile modes. 
These findings were in line with H1.1. In comparing the unisensory display modes, the 
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tactile mode also resulted in significantly higher accuracy than the auditory mode, 
showing tactile superiority over the auditory display mode when the information 
capacity of cross-modal displays was equal. Moreover, accuracy did not significantly 
change between letters and shapes, suggesting the stimuli overall had similar task 
complexity. On the other hand, reactions times did not change significantly between 
the auditory (13.9s), tactile (15.5s) and multisensory (14.0s) display modes. This 
rejected H1.2 as the multisensory mode did not speed up reaction times. Given that 
the auditory mode resulted in the lowest accuracy yet the fastest reaction times, this 
could have rather been due to a trade-off between the accuracy and speed. 
Consequently, reaction times of correct and incorrect responses were further 
analysed. Despite correct responses were 0.7s slower than the incorrect ones, this 
difference was not significant. This confirmed that there was no such trade-off. 
Recognising shapes were significantly faster than recognising letters with a difference 
of 1.35s. This is in line with the fact that most participants found shape recognition 
easier. In investigating gender differences, it was also evidenced that males performed 
significantly better with the auditory display mode with a difference of 21.4%, and in 
recognising shapes with a difference of 11.3%. No difference between genders was 
observed in reaction times.  
 
With the difficulty questions, participants reached a significant level of agreement. 
Overall, 75% of the participants agreed that recognising shapes was easier than 
recognising letters. 88% of participants found it easier to recognise shapes with the 
auditory mode and their accuracy was higher despite being insignificant to letter 
recognition. 58% of them found it easier to recognise letters with the tactile mode 
and their accuracy was higher despite being insignificant to shape recognition. 63% of 
them found both the stimuli type equally easy to recognise and there was no 
significant difference between shape and letter recognition. 83% of participants found 
the auditory mode the hardest display mode, which significantly resulted in the lowest 
overall score; 67% of them found the tactile mode the easiest display mode; and 63% 
found the multisensory mode at medium difficulty. These further confirmed 
similarities between participants’ quantitative responses and their qualitative 
strategies.   
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Participants reported the auditory mode to be the most helpful in recognising global 
details of a stimulus, especially on the horizontal plane. In addition to providing the 
global features, with the tactile mode, participants reported that they were able to 
identify local details, especially on the vertical plane. Participants used the 
multisensory mode to complement their sensory judgements from the modality-
specific cues, combining the horizontal and vertical resolution of the auditory and 
tactile display modes respectively.  
  
3.6.2 Theoretical Implications  
 
In examining Cross-Modal Box with unisensory and multisensory modes, it was shown 
the multisensory mode was superior in accuracy but not in reaction times. This 
rejected H2.1. On the other hand, participants’ strategies reflected the benefits of 
multisensory processing, which was in line with H2.2. Their strategies also indicated 
that participants made conscious decisions, especially while using the multisensory 
display mode. Participants actively combined different channels of information (e.g. 
horizontal and global features from the auditory mode, and vertical and local details 
from the tactile mode) to construct a more robust perceptual judgement about the 
sensory source. These explain why the multisensory display mode resulted in the 
highest performance. Moreover, multisensory integration is conceptualised as an 
autonomous and unconscious process [100]. It was therefore concluded that 
enhanced performance in fact was not because of multisensory integration (H2).  
 
The multisensory framework reviewed earlier suggests an alternative explanation to 
the experimental hypotheses and why the multisensory display mode led to higher 
accuracy but not faster reaction times. Participants’ strategies evidenced that each 
unisensory display mode provided a set of complementary advantages than the other. 
For example, among one of the mutually emphasised strategic themes was the axis 
speciality of the auditory and tactile modes. Participants found the auditory display 
mode to have higher horizontal resolution, and the tactile mode to have higher 
vertical resolution. In using the multisensory mode, they combined these features to 
complement their sensory judgments, which resulted in higher accuracy. In line with 
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the multisensory framework, this suggested that participants actually benefited from 
multisensory combination and not integration. Having no differences in reaction times 
between display modes also meant that cross-modal displays could benefit from 
multisensory combination without a speed trade-off.  
 
3.6.2.1 Limitations and Future Perspectives  
 
In prototyping Cross-Modal Box, it was assumed that sensory substitution techniques 
would maintain the mutual characteristics of the sensory source. It was therefore 
concluded that the information conveyed via the auditory and tactile modes would be 
redundant when they were spatially and temporally aligned. The redundancy was 
expected because sensory substitution techniques would deliver the same 
information via different display modes. According to the principles of spatial and 
temporal coincidence, it was hypothesised that this would eventually lead to 
multisensory integration and respectively reduce reaction times while improving 
performance. Multisensory integration occurs when sensory information is redundant 
whereas this is not necessary for multisensory combination. Instead, the cross-modal 
display modes were used as complementary information channels in a way described 
in participants’ strategies. Their strategies further indicated that the information 
delivered from the auditory and tactile display modes were not redundant. Instead, 
participants were able to pick different levels of information from each display mode. 
This eventually enabled them to utilise multisensory combination, which respectively 
improved their multisensory response quality while reaction times were not affected.  
 
We therefore argue that the reason why the hypothesis that predicted multisensory 
integration was rejected was because of the assumption on redundancy of 
information delivered with sensory substitution techniques. This concluded that it was 
multisensory combination that improved the user responses. We further suggest that 
cross-modal displays do not always carry on the characteristics of the sensory origin. 
The question of which sensory experience sensory substitution belongs to has been 
long debated. The deference thesis claims that the sensory substitution experience 
switches to the substituted sense (e.g. ‘seeing with the skin’ [104], ‘seeing with the 
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brain’ [9], and ‘seeing with sound’ [68]) [44,71,73]. This thesis is in line with our 
assumption that deduced cross-modal feedback from auditory and tactile feedback 
would be redundant as they substituted for the same information source. On the 
other hand, the dominance theory argues that sensory substitution experience would 
remain in the substituting display mode [11,79]. In contrast to these polarising 
arguments, a recent line of research also proposes the vertical integration theory as 
the manifestation of the two [3,6,8,24,25]. This view evidences that cross-modal 
displays, powered with sensory substitution techniques like Cross-Modal Box, could 
enable pre-existing capacities of multiple senses for the given task and alter users’ 
cognitive strategies accordingly. 
 
Participants reported their strategies both in visual terms, such as “visualising”, and 
also in distinct expressions specific to the display modes, such as the notions of 
horizontal and vertical resolutions. This suggested that the cross-modal display modes 
enabled pre-existing capacities of multiple senses, supporting the vertical integration 
theory. In the light of this thesis, it could then be argued that participants optimised 
their cognitive strategies with respect to the display modes. This is plausible because, 
despite carrying the same information capacity, each display mode was recognised to 
have a different kind of perceived resolution. The perceived resolution was further 
enhanced via the multisensory mode. That is, participants were able to use both of 
the unisensory display modes in a complimentary way via multisensory combination.  
 
In order to investigate this further, we tentatively looked at whether the perceived 
resolution of the display modes influenced accuracy of recognising individual stimulus. 
For example, differentiating a square from a rectangle depends on understanding 
whether the height (vertical resolution) is equal to the width (horizontal resolution) of 
the shape. It could therefore be expected that the auditory mode with higher 
horizontal resolution would be biased towards a rectangle. Similarly, the tactile mode 
with the higher vertical resolution would be biased towards a square. In fact, response 
frequencies from the auditory mode showed that rectangles were correctly identified 
with 77.1% accuracy as opposed to mistaking it for a square with 10.4% of the time. 
Meanwhile, squares were recognised as rectangles 62.5% of the time as opposed to 
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their correct recognition of 27.1% accuracy. As expected, response frequencies from 
the tactile mode also revealed that squares were correctly identified with 54.2% 
accuracy as opposed to mistaking it for a rectangle with 27.1% of the time. Meanwhile, 
rectangles were recognised as squares with 45.8% of the time as opposed to their 
correct recognition of 37.5% accuracy. Moreover, it was observed that this was not 
the case with the multisensory mode. As such examination was beyond the scope of 
the current experimental design, this investigation was not carried further. However, 
the cross tabulation of stimuli type and response frequencies for each display mode 
can be found in Appendix 3.C. Future research should therefore target how different 
display modes influence the perceived resolution along with performance. This insight 
could further be conceptualised in maximising the benefits of multisensory 
combination such that the perceived multisensory resolution from a cross-modal 
display is enhanced.  
 
3.6.3 Practical Implications 
 
A recent line of research showed that enabling users to switch the display between 
tactile and visual modes in navigation applications could outperform unisensory 
modes [58]. Furthermore, such display mode alteration could be adaptive and 
achieved at algorithmic level via artificial intelligence for smart user experiences 
[57,59]. The findings from the current research also support that multisensory displays 
could outperform their unisensory counterparts and improve user experience via 
multisensory combination. By applying multisensory combination as a complementary 
technique to enrich the perceived resolution of multisensory modes, it could be 
possible to understand when various display modes are useful. In this way, users could 
benefit from multisensory systems in unisensory, alternating and multisensory modes 
depending on their cognitive strategies and needs for the given task. In parallel, 
intelligent algorithms that selectively adapts to alternating display modes could be 
improved with more insight from research targeting multisensory combination and 
perceived resolution. Additionally, tangible interactions could be developed further to 
complement and enhance how we interact with the digital world and extended reality 
platforms. Overall, the applications of multisensory combination would practically 
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reach to a wider range of users as well as expand the use cases of many unisensory 
display modes.  
 
Improving the status quo of cross-modal displays inherently encourages the 
development of inclusive technologies. That is, with sensory substitution techniques, 
it is possible to prototype displays that are both useable and accessible to a wider user 
group. Training requirements of cross-modal displays with unisensory modes, 
however, have been blamed for poor user experience and scarce user adoption 
[61,62,76]. Participants in the current study were trained minimally with Cross-Modal 
Box. Nonetheless, their performance with the multisensory mode seems to 
outperform what previous studies, which investigated cross-modal displays with 
unisensory modes, reported. The current findings further suggested that poorer 
performance with unisensory cross-modal displays could be related to how the 
perceived resolution influence overall performance. In contrast to the deference and 
dominance theses, if cross-modal displays deliver the features of both the substituted 
and substituting sensory sources, then it means that unisensory display modes can 
only partially represent the sensory source. While it was evidenced that lengthier 
trainings were correlated with higher performance with cross-modal displays, this 
could as well be because increasing the training duration compensates for the missing 
resolution. Overall, studying cross-modal displays in relation to multisensory 
combination could minimise their training requirements, thereby widening their 




Applying a framework of multisensory processing principles to display development 
bridges the gap between multisensory research and HCI. The current research 
successfully demonstrated this by examining a cross-modal display prototype with 
unisensory and multisensory modes. It was evidenced that, instead of multisensory 
integration, the multisensory combination of cross-modal cues could enhance 
performance by complementing the perceived resolution of sensory sources. Despite 
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carrying the same information capacity, the auditory and tactile cross-modal cues 
delivered different perceived resolutions. While the auditory feedback was higher in 
horizontal resolution, the tactile feedback was higher in vertical resolution. The 
differences in axis specific resolutions were complemented by multisensory 
combination, thereby enhancing the performance from the multisensory mode. The 
current methodology highlighted the importance of a mixed study design in 
investigating this issue. Understanding participants’ strategies is as much important 
as the quantitative data collected from their behavioural responses. Vertical 
integration theory was also supported by showing how sensory substitution 
techniques could be embodied both in the substituted and substituting senses. This 
was further evident in how the perceived multisensory resolution was enhanced via 
multisensory combination. Participants were able to strategize with respect to 
different display modes and achieved significantly higher performance via the 
multisensory mode without slowing down. Overall, the current research exemplifies 
how display development can be enhanced with multisensory combination 
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Appendix 3.C: Cross Tabulation of Response Frequencies and Stimuli  
 
The cross tabulations below represent the percentages of responses (in rows) given 
to stimuli (in columns). Cells are shaded with respect to the value of percentages (i.e. 
100% is pitch black and 0% is white). 
 
































































“I call our world Flatland, not because we call it so, 
but to make its nature clearer to you, my happy readers, 
who are privileged to live in Space.” 




The previous chapter demonstrated that the multisensory combination of auditory 
(sonifications) and tactile cross-modal display modes could enhance object 
recognition performance with cross-modal displays. This was explained by how 
perception with cross-modal displays might fall between the substituting and 
substituted senses. The results therefore further supported the vertical integration 
thesis and contributed to it in a multisensory context. The dimension-specific 
resolution of cross-modal displays, which the results of Chapter II tentatively pointed 
towards, was more evident in the previous study. That is, the tactile cross-modal 
feedback was reported to have higher perceived vertical resolution and the auditory 
cross-modal feedback had higher perceived horizontal resolution. It was concluded 
that the multisensory mode of Cross-Modal Box might be able to complement the 
axis-specific resolution for enhanced performance. A tentative comparison of the 
perception of ‘square’ and ‘rectangle’ was also presented, which lends preliminary 
support to this axis-specificity. Future research should further investigate this axis-
specificity.   
 
The previous study also supported the idea that multisensory displays could improve 
how we interact with the digital world. It was suggested that multisensory 
combination could be a practical method for developing inclusive displays with 
multisensory modes. If the vertical integration thesis holds true, multisensory 
combination could be utilised to supplement the dual nature of perception with cross-
modal displays. In this way, inclusion could still be achieved by deploying a 
combination of cross-modal display modes so that a wider range of users could 
 
2 From Flatland: A Romance of Many Dimensions.  
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customise the sensory channels that work the best for them in different circumstances. 
Furthermore, the previous chapter highlighted the importance of semantic 
consistencies between theoretical and applied research, and the value of user 
strategies in interpreting results. In this respect, it offers a framework of multisensory 
processing principles for the HCI research and demonstrates how this could be applied 
as a methodology in multisensory display development. 
 
The upcoming chapter will utilise the framework of multisensory processing and a 
similar methodology with the evaluation of two cross-modal display prototypes with 
unisensory and multisensory modes. By doing so, it will examine the inclusive 
applications of multisensory combination and the axis-speciality of cross-modal 
display modes in a navigation context.  Accordingly, the next study further expands 
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Visual information, from physical traffic signs to digital web mapping services, 
dominates our sensory sources to aid successful navigation. While most users rely on 
graphical interfaces for navigation, there are inherent disadvantages to display modes 
that are predominantly visual. For those who can directly interact with visual 
interfaces (e.g. sighted users), being heavily dependent on a unisensory display mode 
prevents them from taking full advantage of their multisensory capabilities. For those 
who have limited access to graphical interfaces (e.g. visually impaired users), the 
inability to interact with popular mainstream applications obstructs equal 
participation in society. These issues formulate the basis of usability and accessibility 
challenges facing unisensory display modes in the context of developing inclusive 
navigation technologies. Additionally, the current navigation applications are not 
always capable of accommodating all the necessary perceptual information efficiently 
when the environment is dynamically changing. One additional challenge this issue 
creates is the development of display modes that assist users to finalise their journeys. 
The current navigation applications are good with providing feedback at macro-level 
(e.g. overall directions). Difficulties arise, however, in guiding users at micro-level 
navigation (e.g. pinpointing the target destination in the last 10-metres of navigation). 
An alternative way to tackle these challenges altogether is to develop displays that 
can optimise the information exchange between display modes and the user by 
facilitating non-visual cross-modal cues. To explore this alternative in the current 
research, two cross-modal displays, which can deliver spatial information in 
unisensory and multisensory modes (sonification and/or kinaesthesia, and 
sonification and/or tactile), were prototyped. In two experiments, the performance of 
these prototypes in complex micro-level navigation tasks were evaluated. The findings 
revealed that positional, two-dimensional tactile cues resulted in the highest 
performance. The two experiments also demonstrated how users accommodate 
various navigation strategies while using cross-modal displays. Overall, these findings 




Assisted navigation became ubiquitous with the rise of smartphones as millions of 
users now seamlessly navigate physical environments with palm-sized, GPS-capable 
computers. Modern smartphones utilise Assisted GPS (A-GPS) technology that uses 
phone networks and GPS antennae to rapidly determine position [104]. This enables 
general guidance with a reasonable accuracy over large areas, equipping users with 
good macro-level navigation skills. Mainstream navigation applications (e.g. Apple 
Maps) typically interact with their users via multiple senses such as visual, auditory 
and tactile cues, and their combinations. The multisensory display modes reach a 
multitude of user profiles with varying degrees of accessibility and usability needs. 
Accordingly, mobility and navigation applications augment numerous users with new 
control and interaction capabilities for enhanced independence, quality of life, and 
social connectivity [21,31]. The widespread adoption and continuous improvement of 
ubiquitous navigation applications with novel interfaces are therefore considered to 
have a tremendous positive impact on building an inclusive society as a whole. New 
research and development in hardware, software and human-computer interactions 
(HCI) are hence critical to broaden the use cases and user profiles of inclusive mobility 
and navigation applications.  
  
One of the limitations of current A-GPS based navigation applications is the reduced 
accuracy while fixating positional data. This might result in accuracy errors between 
10 and 655 metres, depending on the landscape characteristics and GPS signal quality 
[62,63,106]. Consequently, even under the most satisfactory conditions where the A-
GPS accuracy is within 10-metres of proximity, navigation applications cannot help the 
users pinpoint their final destination. In other words, the current applications are 
successful in taking the users towards an approximate proximity of the desired 
destination at macro-level. Nonetheless, they lack micro-level navigation capabilities 
to finalise the users’ journeys. In the current research, this will be referred to as the 
last 10-metres problem. For example, Apple Maps completes a route by announcing 
that “the destination is on your left”; however, it cannot help the users to locate 
targets such as an entrance in the last 10-metres. Overall, this can significantly reduce 
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the mobility of some user profiles (e.g. visually impaired or elderly) while negatively 
affecting the quality of life across various users. Tackling this problem necessarily 
requires novel navigation systems, both in hardware and software, with a higher level 
of precision and seamless user interactions than the current A-GPS based navigation 
applications can provide. This raises new research challenges regarding how to 
develop and test interfaces for micro-level navigation (e.g. the last 10-metres 
problem) in HCI research. 
 
For the sighted users, the last 10-metres problem can be solved rather intuitively 
because visual information is excessively available for guidance. Seeking visual cues in 
a complicated urban environment can, however, still be problematic in certain 
circumstances, such as driving a car [39]. If visual cues are restricted or absent to the 
user (e.g. a fireman rushing through heavy smoke [47], or a visually impaired user 
surveying his/her surroundings with a white cane), the last 10-metres problem 
becomes a great physical and mental challenge. The main barrier of current A-GPS 
navigation applications attempting to overcome the last 10-metres problem is that 
the physical to digital infrastructures are not yet capable of supporting positional 
accuracy with higher granularity. There are, however, recent instances of 
improvements in technological infrastructures, such as indoor tracking and navigation 
systems [32], which enable positional information with higher resolution. 
Technological developments are accelerating at a rapid rate. It will not be long until 
emerging technologies, for example those that utilise 5G, IoT devices and other 
sensors in smart buildings and cities, will be able to surpass the current limitations to 
positional accuracy at the micro-level [1,2,70,92,111,17,19,20,22,34,37,38,57]. 
Eventually, this will require novel ways of interacting with emerging navigation 
technologies.  
 
For this, the current research investigated cross-modal displays with unisensory and 
multisensory modes, and studied their performance in micro-level navigation tasks. In 
a pilot study, a micro-level navigation task was set up in a classroom. Blindfolded 
sighted users were asked to find the door through randomly configured desks as 
obstacles. This created a scrambled path approximately 10-meters long from their 
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start position to the desired destination. A second navigation task was also arranged. 
Here, users had to find the door and then walk to the cafeteria. With low-fidelity 
prototypes, micro-level navigation cues were provided via non-speech positional 
auditory and tactile, or speech and non-positional tactile cues. This feedback indicated 
the direction users should move towards when they were getting further away from 
the target (e.g. becoming lost). Prior to navigation, users first received speech-based 
commands for macro-level navigation. For the first task, this was ‘The route to the 
door is set. Turn right and in 10-metres, you will arrive in your final destination’. For 
the second task, this was ‘The route to the cafeteria is set. Turn right and in 10-metres, 
you will arrive at the door. Then, turn left and in 100 metres, you will arrive in your 
final destination.’ Interviews with seven users, who were tested with these low-fidelity 
prototypes, revealed that non-speech based positional auditory and tactile cues were 
more effective than speech and non-positional tactile cues in micro-level navigation. 
In contrast, speech and non-spatial tactile feedback were preferred for macro-level 
navigation. Users also reported that they preferred occasional feedback rather than 
constant stimulation. 
 
Two cross-modal displays were prototyped. The prototypes were made of visual-to-
auditory and visual-to-tactile sensory substitution devices (SSDs), which can deliver 
non-speech based positional sonifications and two-dimensional tactile cues. In a 
series of two experiments, the performances of sonification (unisensory), tactile 
(unisensory), kinaesthesia (unisensory), sonification-kinaesthesia (multisensory) and 
sonification-tactile (multisensory) display modes were studied in spatial tasks that 
relate to micro-level navigation. Experiment I examined Sonification-Kinaesthesia 
Prototype, which enables users to actively explore their surroundings from first-
person perspective. Similarly, Experiment II evaluated Sonification-Tactile Prototype, 
which enables users to survey the external environment from a bird’s-eye view. The 
performance of multisensory display modes of Sonification-Kinaesthesia and 
Sonification-Tactile Prototypes were compared to their unisensory modes in the same 
environment, where participants were asked to complete a spatial path integration 
task. This task included the completion of two distinct routes. These routes consisted 
of segments within 10-metres proximity of the participants. Their completion was 
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hence analogue to the last 10-metres problem. Participants’ navigations were further 
tracked by motion trackers. The data from motion tracking was analysed for 
measuring the accuracy and precision of micro-level navigation performance. 
Participants were also interviewed about the navigation strategies they preferred with 
display modes. The findings indicated that cross-modal tactile cues were the most 
successful in delivering spatial information in micro-level navigation tasks. 
 
4.2 Background  
 
Navigation covers a wide range of spatiotemporal scales, such as wayfinding and 
locomotion [64,65]. Wayfinding is similar to macro-level navigation and refers to 
knowing how to get to a destination [64]. Locomotion is similar to micro-level 
navigation and refers to gaining distance estimates while navigating locally through 
obstacles [81,82]. The relation between micro- and macro- level navigation, hence the 
last 10-metres problem, is therefore relevant when considering how to create 
effective navigation technologies. The levels of navigation consist of egocentric (e.g. 
self-centred distance estimations) and allocentric (e.g. angular estimations between 
targets or landmarks) representations [64], which complement each other for robust 
spatial judgements [14]. This co-existence is achieved via spatial updating between 
the egocentric and allocentric representations [66,91]. Therefore, research targeting 
assisted navigation technologies should have a holistic view of navigation to tackle the 
10-metres problem. In making the prototypes and designing the experimental 
procedure, we considered (i) why cross-modal displays would be feasible mediums to 
convey cues for micro-level navigation, and (ii) how multisensory combination of 
spatial cues could minimise the disadvantages of unisensory displays (e.g. sensory 
adaptation) and multisensory display modes (e.g. switching cost).  
 
4.2.1 Cross-Modal Displays 
 
Sensory substitution devices (SSDs) are considered cross-modal displays that are built 
with the principles of how complementary cross-modal cues correspond to each other 
[48]. In this way, sensory substitution techniques make it possible to represent or 
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compliment the same sensory information with different sensory channels. Users, for 
example, can acquire visual information by means of non-speech sonifications [61] or 
two-dimensional tactile cues [9], and auditory information by means of vibrotactile 
cues [15,23,26,73]. Sensory substitution techniques also enable interaction with novel 
forms of information by transforming, extending and augmenting our perceptual 
capacities [8,55,56]. For this reason, SSDs are classified as sensory augmentation 
devices, whereby users could augment their sensory abilities with additional inputs 
such as thermal imaging [69]. Furthermore, as they are compatible with flexible 
sensory input, sensory substitution techniques provide valuable tools for researchers 
to examine cross-modal displays in a variety of use cases such as intuitive user 
interactions [58] and assistive technologies [55,59,86]. In the current research, we 
assert that the spatial cues from future micro-level navigation applications could be 
displayed via sensory substitution techniques and hence studied with cross-modal 
displays.  
 
4.2.2 Multisensory Combination 
 
Our overall multisensory experience enables navigation in the physical environments 
with a combination of intact senses [16,30,49,54,68,100]. Despite the advancements 
in understanding multisensory processing and its evolutionary benefits in human 
cognition, multisensory display modes are studied in less detail than the unisensory 
modes in HCI research [75,76,94]. It is argued that unisensory modes outperform their 
multisensory alternatives because of the switching cost between different sensory 
sources [52]. That is, sensitivity to the sensory information and the reaction times to 
act are reduced when users switch their attention between distinct information 
channels (e.g. visual, auditory and tactile cues) that make of the multisensory display 
mode [50,83,93]. On the other hand, research also shows that continuous sensory 
information from the same sensory channel via unisensory displays lead to sensory 
adaptation, which reduces overall sensitivity in change detection [3,33,35]. This 
further suggests that multisensory displays could indeed be beneficial for navigation 
applications as users would be more alert to different sensory cues instead of suffering 
from the consequences of sensory adaptation.  
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In exemplars of cross-modal displays with multisensory modes, complementary cues 
are utilised to decrease the cognitive load of the users [40–42]. It is suggested that 
such displays could minimise the effects of sensory adaptation and optimise the 
switching cost, thereby enhancing overall user experience. This is achieved via a 
multisensory process called multisensory combination. Essentially different than 
multisensory integration (for a detailed review, see [87]), multisensory combination 
processes complementary cross-modal cues to form an improved multisensory 
judgement than unisensory processing [13,27,99]. For example, multisensory 
combination allows an object’s shape to be consciously estimated via visual inspection 
and also touching the areas that cannot be seen [71]. Accordingly, the current 
research investigated whether cross-modal spatial information could be combined 
efficiently to minimise sensory adaptation and optimise switching cost. Utilising 
multisensory combination, the cross-modal display prototypes could provide rich 
egocentric and allocentric cues, which would enhance overall navigation performance. 
 
4.3 Experimental Investigation  
 
One navigational process, which investigates locomotion and wayfinding together, is 
path integration. Path integration is a fundamental mechanism of spatial navigation 
that enables navigators to memorise paths in segments (for a detailed review, see 
[29]). Path integration creates mental representations (i.e. egocentric and allocentric) 
via spatial updating during locomotion [28,109]. In this way, navigators can 
subsequently update their position with respect to definite landmarks (e.g. the start 
of a path segment) in wayfinding [28,109]. These further suggest that micro- and 
macro- level (i.e. locomotion and wayfinding respectively) navigation applications 
should be conceptualised as a whole rather than independent modules in tackling the 
last 10-metres problem. For example, it was evidenced that visual and interoceptive 
(e.g. kinaesthesia) cues, which provide allocentric and egocentric spatial 
representations respectively [80], combine for path integration [100]. Similarly, it was 
found that auditory and tactile sensory substitution techniques provide egocentric 
and allocentric cues respectively [77]. This supports the idea that cross-modal displays 
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with unisensory and multisensory modes can be studied with path integration to 
address the last 10-metres problem. Moreover, it is further suggested that 
multisensory combination can be operationalised via cross-modal displays so that 
both egocentric and allocentric representations could be combined via sensory 
substitution techniques for enhanced navigation.  
 
Path integration is often studied with a triangle completion task [100,109]. In the 
exploration phase, participants survey three targets that form the three corners of a 
triangle. In the task phase, without any environmental cues, blindfolded participants 
are then asked to walk through a combination of the legs of the triangle (e.g. walk to 
the third target or walk to the third target via the first target). Varying the leg 
combinations for the task phase allows studying both egocentric (i.e. when the target 
can be reached directly) and allocentric (i.e. when the target can only be reached via 
passing through another target) routes. Accuracy and precision can then be calculated 
with respect to the distance between the target and the end point of the participants. 
 
For the series of two experiments presented in the current research, a triangle 
completion task of one egocentric and one allocentric route was deployed to 
investigate the navigation performance of the cross-modal display prototypes in 
unisensory and multisensory modes. The exact same experimental procedures were 
followed in both experiments. Three targets were placed in a triangular configuration 
in a 10x7m laboratory so that navigating the routes in path integration would be 
analogous to that of the last 10-metres problem. The laboratory was equipped with a 
motion tracking system to record participants’ navigations during the task phase of 
the triangle completion task. The experimental procedure allowed the investigation 
of a combination of cross-modal cues (sonification, kinaesthesia and tactile) in two 
display modes (unisensory and multisensory), spatial representations and updating 
(egocentric and allocentric) and viewing perspectives (first-person and bird’s-eye). 
While each experiment was run separately as within-subject design, a between-
subject comparison between the two studies was also made for future comparisons.  
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4.3.1 Experimental Hypotheses 
 
It was hypothesised that the use of cross-modal displays in a multisensory mode 
would minimise sensory adaptation and optimise the switching cost, thereby 
increasing overall sensitivity and change detection (H1). That is, accuracy (H1.1) and 
precision (H1.2) of navigation in the multisensory mode would be higher than 
unisensory modes in both cross-modal prototypes. Furthermore, it was hypothesised 
that conveying complementary cross-modal cues would benefit from multisensory 
combination (H2.1). This would consequently formulate the basis of enhanced 
performance predicted in H1. Following this, it was hypothesised that user strategies 
would reflect the benefits of multisensory combination (H2.2). 
 
4.4 Methods  
 
4.4.1 Participants  
 
In total, 24 right-handed participants were recruited for Experiment I (12M, mean age 
of 24.75, SD = 5.7), and 30 right-handed participants were recruited for Experiment II 
(15M, mean age of 22, SD = 3.2) from the University of Bath, UK. Participants were 
screened for normal vision, audition and touch sensations. They were novice to the 
cross-modal displays and prototypes used in the experiments. Participants were only 
allowed to take part in one of the experiments. None of the participants had been to 
the laboratory where the experiments took place previously. This ensured that they 
would not have any spatial biases (e.g. size and shape of the laboratory). Each 
experiment took approximately 3.5 hours to complete with small breaks between 
experimental conditions. Participants were informed that they would be blindfolded 
during the experiment with the exception of breaks, which were held outside the 
laboratory. Prior to the onset of the experiments, participants provided informed 
consent and they were also debriefed at the end. Participants were reimbursed £5 for 
their time. The experiments were approved by the University of Bath Psychology 





4.4.2.1 Cross-Modal Display Prototypes  
 
Two cross-modal displays with unisensory and multisensory modes were prototyped. 
In making these prototypes, an auditory-to-visual sensory substitution device, namely 
The vOICe [61], was utilised for creating non-speech based sonifications. The cross-
modal conversion The vOICe algorithm is based on the relations between elevation 
and pitch, brightness and loudness, and stereoscopic and horizontal positioning. A 
tactile-to-visual sensory substitution device, namely BrainPort [108], was also utilised 
for conveying two-dimensional tactile cues. The cross-modal conversion BrainPort 
algorithm creates patterns displayed on an electrotactile intra-oral display, where the 
intensity of individual electrodes represents brightness. As The vOICe and BrainPort 
are commercially available, we followed very simple procedures while making the 
prototypes for ease of replication. 
 
Sonification-Kinaesthesia Prototype  
 
The Sonification-Kinaesthesia Prototype utilises The vOICe algorithm as a cross-modal 
display. It enables users to actively explore an external environment via sonifications 
with or without kinaesthetic cues from a first-person perspective. The prototype 
consists of an adjustable helmet with reflectors for motion tracking, a blindfold 
necessary for the triangle completion task, and neckband stereo headphones as an 
output device to listen to the sonifications (Figure 4.1). It was previously evidenced 
that head-mounted cameras lead to higher navigation performance than hand-held 
cameras with sonifications [12]. The prototype therefore consists of a USB camera 
(ELP 480P with 120° view) for sensory input, which is attached precisely above the 
middle of the blindfold. The prototype is connected to a pocket computer for ease of 
carriage so that users are able to walk freely without any wired connections. The vOICe 
is run at default settings (1s scan rate, normal contrast, foveal view off) via the pocket 
computer to sonify the real-time camera feed. Sonification-Kinaesthesia Prototype 





Sonification-Tactile Prototype  
 
The Sonification-Tactile Prototype utilises The vOICe and BrainPort as auditory and 
tactile cross-modal displays respectively. It enables users to explore an external 
environment via sonifications, two-dimensional electro-tactile cues or their 
multisensory combination from a bird’s-eye view. The prototype consists of an 
enclosed body (40x40x40cm) to control lighting and other environmental factors, an 
adjustable scaffolding mechanism to attach BrainPort’s camera, a PC to run BrainPort 
and The vOICe simultaneously, an adjustable helmet with reflectors for motion 
tracking, a blindfold necessary for the triangle completion task, and neckband stereo 
headphones as an output device to listen to the sonifications (Figure 4.2). Users 
receive electro-tactile cues from BrainPort’s intra-oral display. Inside the enclosed 
body, there is an A5 sized viewing platform (14.8x21 cm), where the bird’s-eye view 
maps could be placed 23cm away from the camera (see Bird’s-eye View Maps for 
more details).  
Figure 4.1 displays a user wearing Sonification-Kinaesthesia Prototype. 
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Unlike The vOICe, which is purely a software programme and compatible with most 
camera connected devices, BrainPort is intact. That is, it consists of its own helmet, 
camera, processor and intra-oral display, and therefore cannot be connected to an 
external camera. This technically prevented the Sonification-Tactile Prototype to 
convey the same visual input in the multisensory mode from the first-person 
perspective of one camera. Even if two cameras (one for each cross-modal display) 
were to be placed adjacently and used simultaneously, they would misalign the cross-
modal cues spatially and, to a degree, temporally. As this misalignment would lead to 
multisensory response depression [97,98], using two separate cameras was not 
considered as an option. Previous research shows that sonifications and tactile maps 
from an aerial view could convey spatial cues for successful navigation [77]. Similarly 
then, the Sonification-Tactile Prototype was designed to deliver pre-recorded 
sonifications and real-time tactile cues of matching camera feeds in unisensory and 
multisensory modes.  
 
The Sonification-Tactile Prototype assisted the consistent delivery of sonification and 
tactile equivalents of the identical bird’s-eye map in Experiment II. The maps were 
sonified and recorded using The vOICe algorithm at default settings (1s scan rate, 
normal contrast, foveal view off) prior to the experiment. Unlike The vOICe, BrainPort 
cannot be uploaded with pre-recorded stimulus. The live feed from its camera was 
used to display the maps via electro-tactile cues during the experiment at zoom 33°, 
invert off, contrast high, lighting low, tilt 25° settings. In this way, it was consistently 
guaranteed that BrainPort’s camera view matched the previously sonified image for 
successful multisensory combination. This was further ensured via BrainPort’s HTML 





4.4.2.2 Motion Tracking 
 
The laboratory where the experiments took place was equipped with Vicon Bonita 
motion tracking system with 8 infrared cameras. The motion trackers tracked 5 
reflectors that were placed non-linearly on the adjustable helmet (Figure 4.1, Figure 
4.2). The Vicon system was controlled through a custom-made script in Python 3.0 
utilising Vizard tracking libraries. 
 
4.4.3 Stimulus Design  
 
For the triangle angle completion task, three targets of equal size with 60 cm height 
and 50x50cm base were crafted (Figure 4.3). These targets, a pyramid, a cylinder and 
a rectangular prism, were configured in a triangular formation (Figure 4.4). The targets 
were made of white cardboard, which created a strong contrast on the black coloured 
floor and walls of the laboratory, for ease of detection with the cross-modal display 
prototypes. An alternative triangular configuration was used for training so that 
participants would not be biased to the experimental configuration of the targets (see 
Figure 4.5 for the training configuration of the targets from the bird’s-eye view).  
 
Figure 4.2 displays a user using the Sonification-Tactile Prototype in the multisensory mode. 
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Figure 4.3 (left) and Figure 4.4 (right) display the three targets and their triangular configuration 
used in the experiments. The start point indicates the point where participants started exploring 
the targets (exploration phase) and also started the navigation tasks (task phase). Blue-taped areas 
on the floor show the training configuration of the targets while the start point is invisible. 
 
4.4.3.1 Bird’s-eye View Maps  
 
While Experiment I and Experiment II used the same target configurations for training 
and experimentation, in Experiment II, these configurations were transposed to a 
bird’s-eye view map. The positions of the start point and the three targets were 
digitally recreated to scale using AutoCad [6], and indicated by a white square on a 
black background (Figure 4.5).  
 
Figure 4.5 illustrates the birds-view maps of training configuration (left) and experimental 
configuration (right). The start points are respectively on the bottom left and the right corners. 
 
4.4.4 Triangle Completion Task 
 
The triangle completion task consisted of two routes (Figure 4.6). The egocentric route 










route required participants to walk to an end target (i.e. cylinder) by passing through 
another target (i.e. pyramid). In this way, participants were never guided in these 
routes by the experimenter during the exploration phase. Participants were always 
oriented towards the first target they would navigate towards. A secondary 
experimenter removed the targets quietly prior to the task phase and participants 












4.4.5 Experimental Conditions  
 
Experiment I and Experiment II followed the exact same procedure with the exception 
that the prototypes participants used were different. In both studies, there were three 
experimental conditions (two unisensory and one multisensory) depending on the 
display mode used to survey the environment (Table 4.1). The three conditions were 
counter-balanced in six groups across participants with approximately equal number 
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4.4.5.1 Experiment I: Tested Kinaesthesia, Sonification and Sonification-Kinaesthesia 
Display Modes from First-Person Perspective 
 
In Experiment I, the three conditions were sonification (unisensory), kinaesthesia 
(unisensory) and sonification-kinaesthesia (multisensory). In the sonification 
condition, participants stood at the start point and actively explored the environment. 
In the kinaesthesia condition, the prototype was muted, and participants were guided 
to each target (in the order of 1-2-3, see Figure 4.6) from the start point. The 
experimenter led them back to the start point via a scrambled path. In the 
sonification-kinaesthesia condition, participants were guided to each object in the 
same order as the kinaesthesia condition while being able to freely explore the 
environment via sonifications in real-time. They were returned back to the start point 
via a scrambled path.  
 
4.4.5.2 Experiment II: Tested Tactile, Sonification and Sonification-Tactile Display 
Modes from Bird’s-Eye View Perspective 
 
In Experiment II, the three conditions were sonification (unisensory), tactile 
(unisensory) and sonification-tactile (multisensory). Participants stood by the 
Sonification-Tactile Prototype to either listen to the sonification of pre-recorded 
bird’s-eye view map, feel the electro-tactile map or used both of the display modes 
simultaneously. Surveying the map lasted for 10 seconds in every condition and the 
name of the targets were announced to the participants from left to right prior to the 
initiation of sonification and/or tactile display mode.  
 
4.4.6 Experimental Procedure  
 
The experimental procedure consisted of two phases: training and navigation 
experiment. Participants were initially welcomed in a different room than where the 
navigation experiment would take place. They provided their consent and were then 
briefed about the experiment. They were allowed a short break between phases of 






Participants were given an online presentation about the main principles of cross-
modal displays they would use during the experiment. This presentation was then 
followed by a quiz of 10 sonifications for every participant. In Experiment II, an 
additional quiz was completed with tactile display mode. In these quizzes, blindfolded 
participants were asked to recognise simple shapes, such as a circle, and the 
orientation of lines and dots with four-alternative force choices from the sonifications 
and tactile feedback. After each question, they were given a brief feedback to 
reinforce their understanding of sensory substitution and how the cross-modal 
displays worked. Participants were expected to have at least 80% success rate before 
proceeding with the rest of the experiment. After the successful completion of quizzes, 
participants were introduced to the prototypes they would use and how they worked. 
They were then taken to the laboratory where the navigation experiment would take 
place. This procedure approximately took 30 minutes. 
 
The second phase of training happened in the laboratory and aimed to equip 
blindfolded participants with hands-on practice with the prototype they would use. In 
order to familiarise them with the triangle completion task, participants practiced a 
pair of egocentric and allocentric navigation tasks with each display mode in the 
training configuration. Further feedback was given to the participants and their 
navigation was corrected. This feedback additionally established the distance 
calibrations between physical targets and their equivalent representations conveyed 
via the prototypes. Participants’ navigation was not recorded with motion trackers 
during training. This procedure approximately took 45 minutes.  
 
4.4.6.2 Navigation Experiment 
 
In total, participants completed 10 pairs (i.e. one egocentric and allocentric route) of 
triangle completion tasks with each display mode. Every task pair started with 
participants exploring the target configuration with the given display mode of the 
condition (exploration phase). Then, the prototype was paused to prevent 
participants receiving feedback during the task phase. Motion tracking started as soon 
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as participants started navigating and ended when participants announced that they 
completed the route. The order of routes was altered after each trial pair. In total, 
each participant completed 60 trials of triangle completion tasks. The navigation 
experiment took approximately 2 hours. At the end, participants were taken outside 
the laboratory to complete a questionnaire on the strategies they used for each 




Performance from the three display modes was examined with respect to constant 
and variable errors, which refer to navigation accuracy and precision respectively. 
Constant error represents a systematic navigational bias with respect to the available 
spatial information [18]. Variable error measures how robust the perceptual 
judgements are as a result of unisensory processing or multisensory combination [18]. 
Accordingly, constant error is expected to be reduced in enhanced navigation trials, 
and variable error should be lower when the spatial representations are robust. Six 
pairs of constant and variable error values were calculated for each participant with 
respect to the display mode and route type.  
 
To calculate these errors, the 3D coordinates obtained from motion-tracking data 
were processed using MATLAB [60] and Psychtoolbox command library [11]. A 
bivariate normal distribution was fitted to the finishing coordinates of each navigation 
task. This enabled the estimation of the mean and variance of x and y coordinates of 
where navigations were finished. FASTCMD algorithm [88] from MATLAB Libra toolbox 
[105] was used for a robust estimation of these values, with the assumption of 1% 
outlier values where α =.99. Constant error was thereby calculated as the distance 
between the centre of the fitted bivariate distribution and the correct position of the 
target. Similarly, variable error was calculated as the sum of the variance of x and y 
coordinates of the fitted bivariate distribution. The analyses of these errors will be 
reported separately for each study. The quantitative data analysis was completed with 
SPSS25 [46] and the qualitative analysis was carried out with two coders using ATLAS.ti 
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[5]. Standard deviations are indicated with ± throughout the paper unless otherwise 
was indicated.  
 
4.5.1 Experiment I: Tested Kinaesthesia, Sonification and Sonification-
Kinaesthesia Display Modes from First-Person Perspective 
 
4.5.1.1 Constant Error  
 
The average constant errors for kinaesthesia, sonification and sonification-
kinaesthesia modes were 1.6m ± 0.7 (egocentric), 1.8m ± 1.0 (allocentric), 1.6m ± 0.8 
(egocentric), 1.5m ± 0.8 (allocentric), 1.5m ± 0.6 (egocentric), and 1.5m ± 0.8 
(allocentric) respectively (Boxplot 4.1).  
 
A repeated measures ANOVA was carried out to compare constant error values 
between the interaction of display mode (sonification, kinaesthesia and sonification-
kinaesthesia) and route type (egocentric and allocentric). The analysis showed no 
significant main effect of display mode, F(2,46) = 0.752, p = .477, partial η2 = 0.032; 
route type, F(1,23) = 0.15, p = .904, partial η2 = 0.001; and no significant two-way 
interaction between display mode and route type, F(2,46) = 1.339, p = .272, partial 
η2 = 0.055.  
 
Boxplot 4.1 shows constant errors in metres for kinaesthesia, sonification and sonification-





4.5.1.2 Variable Error  
 
The average variable errors for kinaesthesia, sonification and sonification-kinaesthesia 
modes were 0.4m ± 0.4 (egocentric), 1.2m ± 0.8 (allocentric), 0.5m ± 0.4 (egocentric), 
1.4m ± 1.5 (allocentric), 0.5m ± 0.5 (egocentric), and 1.0m ± 0.6 (allocentric) 
respectively (Boxplot 4.2). 
 
A repeated measures ANOVA indicated no main effect of display mode F(2,46) = 0.680, 
p = .507, partial η2 = 0.029, and no significant two-way interaction between the display 
mode and route type, F(1.448,33.310) = 0.963, p = .389, partial η2 = 0.040. However, 
a significant main effect of route type was found, F(1,23) = 34.846, p<.001, η2 = 0.602. 
That is, the variable error from the allocentric route (M = 1.2m ± 0.2) was significantly 
higher than the egocentric route (M = 0.5m ± 0.1) with a mean difference of 0.7m 
(95% CI [0.438, 0.912], p <.001). Further Bonferroni corrected pairwise comparisons 
revealed that, while the variable error from all display modes was on average higher 
in the allocentric route, this difference only reached a significant level in the 
kinaesthesia mode with a mean difference of 0.8m (95% CI [0.253, 1.209], p = .001).  
 
 
Boxplot 4.2 shows variable errors in metres for kinaesthesia, sonification and sonification-





4.5.1.3 The Effect of Learning  
 
Even though participants were not given any feedback during the triangle completion 
tasks in Experiment I, an improvement in their navigation abilities with Sonification-
Kinaesthesia Prototype was observed. To test whether this reached any significance 
level, a directional linear regression for egocentric and allocentric routes was 
calculated separately over the 10 trials completed with each display mode. This 
analysis examined whether the average constant error decreased as a function of the 
number of trials (Graph 4.1).  
 
 
Graph 4.1 represents the effect of learning across 10 trials for egocentric route (left) and 
allocentric route (right). The display modes are indicated by black (sonification-kinaesthesia), 
magenta (sonification), and cyan (kinaesthesia). 
  
Sonification mode showed a significant improvement in both egocentric, F(1,9) = 
132.415, p <.001, and allocentric F(1,9) = 3.487, p = .049, routes. Sonification-
kinaesthesia mode also yielded a significant improvement in the egocentric route, 
F(1,9) = 4.433, p = .034. The effect of learning was not observed with sonification-
kinaesthesia mode in the allocentric route, F(1,9) = 2.074, p = .094, and with 
kinaesthesia mode in the egocentric route, F(1,9) = 1.672, p = .132 and in the 













4.5.1.4 Qualitative Strategies 
  
In the kinaesthesia mode, 92% of the participants reported that they counted their 
steps while being guided by the experimenter. This helped them to roughly estimate 
the distance between Target 1 and Target 3. Participants did not like ‘the lack of 
feedback’ because they could not know they were at the target. Lack of feedback also 
led to ‘a sense of dependency’. Eighty-seven percent of participants also mentioned 
that estimating distances with kinaesthesia was easier than understanding the angles 
between the targets.  
 
Eighty-two percent of participants described the sonification mode as a way of 
‘visually imagining’ a ‘mental map of where the targets were with respect to [my] 
location and with respect to each other’. They used the pitch and volume of 
sonifications to ‘figure out the angles’ between targets. Overall, 90% of them reported 
to be ‘more confident on the angle’. They also reported that they actively moved their 
heads right-left and up-down to understand the relations between targets. Even 
though the conditions of Experiment I were counterbalanced, 76% of participants 
additionally reported that they ‘tried to remember step counts from previous tasks’ 
for distance estimations.  
 
Eighty-four percent of participants resembled the sonification-kinaesthesia mode to 
‘looking around with sensory substitution while walking’. Sixty-two percent of 
participants found the sonification-kinaesthesia mode the easiest as it provided ‘a 
combined picture’ with both the ‘angle and distance feedback’ to ‘update [my] 
knowledge of the location of targets’. This was particularly mentioned for ‘figuring out 
the angle between Target 1 and Target 3’. Understanding how Target 3 was placed in 
relation to Target 1 made participants correct the angles they took in the allocentric 
task. Being able to view both Target 2 and Target 3 from Target 1 via sonifications also 
helped them ‘work out the distance from Target 1 to Target 3’. The Sonification-
kinaesthesia mode was also found to be the most secure and reliable by 67% of 
participants. One participant particularly mentioned that the ‘information was 
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overwhelming’, and another specifically wrote that they were ‘switching between just 
counting [my] steps and using The vOICe’.  
 
Overall, when asked to rank the display modes in ease of use for the navigation task, 
62% of participants found sonification-kinaesthesia mode the easiest, 54% found 
sonifications the second easiest, and 67% found kinaesthesia mode the hardest.  
 
4.5.2 Experiment II: Tested Tactile, Sonification and Sonification-Tactile 
Display Modes from Bird’s-Eye View Perspective  
 
4.5.2.1 Constant Error  
 
The average constant error values for tactile, sonification and sonification-tactile 
modes were 1.4m ± 0.8 (egocentric), 1.4m ± 0.7 (allocentric), 1.6m ± 0.8 (egocentric), 
1.7m ± 0.8 (allocentric), 1.4m ± 0.7 (egocentric), and 1.6m ± 0.6 (allocentric) 
respectively (Boxplot 4.3).  
 
 
Boxplot 4.3 shows constant errors in metres for tactile, sonification and sonification-tactile display 
modes with respect to egocentric (cyan) and allocentric (magenta) routes. 
 
A repeated measures ANOVA was carried out to compare constant error between the 
interaction of display mode (tactile, sonification and sonification-tactile) and route 
type (egocentric and allocentric). The analysis showed no significant main effect of 
route, F(1,29) = 1.790, p = .191, partial η2 = 0.058, and no significant two-way 
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interaction between display mode and route type, F(2,58) = 1.237, p = .298, partial 
η2 = 0.041. However, a significant main effect of display mode was found, F(2,58) = 
5.861, p = .005, partial η2 = 0.168. Further Bonferroni corrected pairwise comparisons 
were carried out to investigate this. Tactile mode (1.4m ± 0.1) led to significantly lower 
constant error than the sonification mode (1.6m ± 0.1) with a mean difference of 
0.25m (95% CI [0.068, 0.427], p = .005). No other significant difference was found 
between the display modes. 
 
4.5.2.2 Variable Error 
 
The average variable errors for tactile, sonification and sonification-tactile modes 
were 0.2m ± 0.2 (egocentric), 0.7 ± 0.5 (allocentric), 0.2m ± 0.1 (egocentric), 0.6m ± 




Boxplot 4.4 shows variable errors in metres for tactile, sonification and sonification-tactile display 
modes with respect to egocentric (cyan) and allocentric (magenta) routes. 
 
A repeated measures ANOVA showed no significant main effect of display mode, 
F(1.512,43.838) = 1.271, p = .283, partial η2 = 0.042, and no significant two-way 
interaction between display mode and route type, F(1.643,47.634) = 0.181, p = .792, 
partial η2 = 0.006. However, a significant main effect of route type was found,        
F(1,29) = 38.915, p < .001, partial η2 = 0.573. Further Bonferroni corrected pairwise 
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comparisons indicated that, in every display mode, egocentric route (0.3m ± 0.02) 
yielded significantly lower variable error than the allocentric route (0.7m ± 0.1) with 
an overall mean difference of 0.4m (95% CI [0.296, 0.584], p < .001).  
 
4.5.2.3 The Effect of Learning 
 
Similar to Experiment I, participants’ navigation abilities with Sonification-Tactile 
Prototype were improved over trials. To test whether this reached any significance 
level, a directional linear regression for egocentric and allocentric routes was 
calculated separately over the 10 trials completed with each display mode. This 
analysis examined whether the average constant error decreased as a function of the 




Graph 4.2 represents the effect of learning across 10 trials for egocentric route (left) and 
allocentric route (right). The display modes are indicated by black (sonification-tactile), magenta 
(sonification) and cyan (tactile). 
 
Participants showed a significant improvement in their navigation performance with 
the sonification mode for the egocentric route, F(1,9) = 17,217, p = .003. This was not 
significant in the allocentric route, F(1,9) = 4.511, p = .066. Participants showed a 
significant improvement with the tactile mode for the allocentric route, F(1,9) = 9.391, 
p = .015. This did not reach a significant level in the egocentric route, F(1,9) = 3.384, 
p = .103. Participants showed no significant improvements with the sonification-tactile 













4.5.2.4 Qualitative Strategies 
 
In the tactile mode, 94% of participants found it easier to ‘judge relative locations’ 
because this helped them ‘mentally visualise’ the sensory information and estimate 
the ‘angles between targets’. Fifty-eight percent of participants especially noted that 
they actively moved their tongues over the tactile display mode up/down and 
left/right to figure out distance and angle cues respectively. Eight-five percent of 
participants also reported that they locally explored targets first and then created a 
global image. For example, they tried to ‘quickly judge the approximate locations of 
each target and then go back to slowly work out more precise relative distances and 
angles’.  
 
Seventy-three percent of participants found the sonification mode ‘quite difficult to 
use’. Vertical alignments were particularly difficult to recognise whereas ‘the 
horizontals involved less guess work’. The pitch and temporal differences in 
sonifications were dominantly used for distance estimations between targets. On the 
contrary, finding out the angles were ‘a guess work’. One participant reported that 
sonifications resembled musical pitch, ‘so the start point felt like a C, Target 1 a D and 
Target 3 an F. Therefore, I estimated that Target 3 must be twice as far to Target 1 
than the start’. Similarly, another participant wrote that, ‘I imagined a chromatic scale 
being proportional to the vertical distances between points and estimated that the 
time intervals between sounds were roughly equal’.  
 
In sonification-tactile mode, 93% of participants clearly used the tactile mode for 
estimating the angles between targets and the sonification mode for distances to 
‘confirm [my] knowledge of the target layout’. They found ‘using both devices 
simultaneously a bit difficult’ and tended to focus one at a time, switching between 
the two frequently’. However, there were no particular order of using one display 
mode after the other. Eight-six percent of participants also reported that they used 
sonifications to ‘mentally map a configuration’ and ‘visualise the location of targets 
more easily' in the tactile mode. This also provided them with ‘horizontal and vertical 
resolution’ in sonification and tactile modes. Overall, 17% participants reported that 
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they relied more on the tactile mode than sonifications because it gave a ‘sense of 
space’ and ‘a more mapped out way of visualising the points’, which required ‘only a 
scaling factor’. A minority (1% of the participants) found sonifications more useful 
than the tactile mode.  
 
Overall, when asked to rank the display modes in ease of use in navigation tasks, 53% 
of the participants found sonification-tactile mode the easiest, 47% found the tactile 
mode the second easiest and 73% rated sonifications as the hardest.  
 
4.5.3 Between-Subject Comparison between First-Person and Bird’s-eye 
View Perspectives 
 
While Experiment I and Experiment II were run independently as within-subject 
designs, they were conducted in the same environment with the exact procedure 
applied in both of the studies. Additionally, each prototype mutually shares 
sonifications as a display mode with the only difference being the viewing point. That 
is, in Experiment I, participants viewed the environment from a first-person 
perspective while participants explored the same environment from a bird’s-eye view 
in Experiment II. This makes it possible to compare the performances of the two 
viewing points with respect to constant and variable errors. There were no significant 
differences found in constant errors between Experiment I and Experiment II: 
between the egocentric routes with a difference of 0.1m ± 0.2 SE, t(52) = 0.264, 95% 
CI [-0.34, 0.49], p = .793; between the allocentric routes with a difference of -0.2m ± 
0.2 SE, t(52) = -1.092, 95% CI [-0.67, 0.20], p = .280. Variable error was significantly 
lower in Experiment II. That is, between the egocentric routes, there was a significant 
mean difference of 0.3m ± 0.1 SE, t(26.214) = 3.509, 95% CI [0.12, 0.47], p = .002. 
Between the allocentric routes, there was a significant a mean difference of 0.7m ± 
0.3 SE, t(52) = 2.593, 95% CI [0.2, 1.3], p = .012.  
4.6 Discussion 
 
Along with the hypotheses, in Experiment I and Experiment II, it was expected that the 
multisensory display modes would increase micro-level navigation accuracy and 
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precision. In other words, the multisensory modes of Sonification-Kinaesthesia 
Prototype and Sonification-Tactile Prototype would yield the lowest constant and 
variable errors (H1). Furthermore, it was predicted that the enhanced micro-level 
navigation would be the result of multisensory combination, and participants’ 
strategies would mirror how they supplemented their perceptual judgements with 
multisensory cues (H2). 
 
4.6.1 Performance of Sonification-Kinaesthesia Prototype  
 
In Experiment I, it was found that the unisensory display modes of Sonification-
Kinaesthesia Prototype resulted in similar constant errors. This evidenced that a novel 
sonification display (with 1.55m accuracy) was on a par with an intact kinaesthesia 
sense (with 1.70m accuracy). Previous research that investigated kinaesthesia or 
similar sonifications in navigation context also showed similar findings. That is, intact 
and novel sensory cues could produce equivalent spatial representations for similar 
navigation accuracy [77,80]. However, even though 62% of participants found the 
sonification-kinaesthesia mode the easiest, the multisensory mode (with 1.50m 
accuracy) did not significantly increase overall navigation performance accuracy.  
 
Variable error was significantly different only between the egocentric and allocentric 
routes completed via kinaesthesia mode with a mean precision difference of 0.80m. 
This could be explained by the lack of rich sensory information conveyed by the 
kinaesthesia mode. Participants reported that they counted their steps to calculate 
distances between targets. While this provided them with a good distance estimate 
(i.e. egocentric cues), participants reported that understanding the relation between 
targets in the allocentric route was only ‘guess work’. This might consequently explain 
the significant difference in the variable error. As participants counted their steps to 
finish navigating at points closer to each other in the egocentric route, hence lower 
variable error, their guess work randomly dispersed their finishing points in the 
allocentric route, hence the higher variable error. As the variable error is argued to 
measure the robustness of perceptual judgement [18], overall, it can be argued that 
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the unisensory sonification and multisensory sonification-kinaesthesia modes 
delivered more robust spatial information than the kinaesthesia mode.  
 
Despite the lack of feedback during the experimentation phase, participants showed 
an overall significant accuracy improvement in unisensory sonification (in egocentric 
and only marginally in allocentric route, p = .049) and multisensory sonification-
kinaesthesia (in egocentric route) modes. The effect size of learning in sonification 
mode, moreover, was relatively larger than that of sonification-kinaesthesia mode. 
This consequently raises the question of why participants did not show as much 
improvement and significantly higher performance in the multisensory sonification-
kinaesthesia mode as hypothesised. Firstly, it could be because participants did not 
show improvement in the kinaesthesia mode, which might have pushed back the 
benefits of multisensory combination. That is, in terms of the switching cost, 
participants might have been distracted from the contradictory information between 
unimproved kinaesthetic and improved sonification cues. Alternatively, participants 
might have needed to have experience with the sonifications for a more extended 
period of time. This might have reinforced the reliability of the sonification mode for 
enhanced navigation. This is, however, a less likely explanation since the accuracy of 
sonification and kinaesthesia were on par. For successful multisensory processing, it 
is suggested that cues of different origins (e.g. auditory and kinaesthetic) should be 
reliable [84,95–97]. It might therefore be expected of participants to perform better 
with the sonification-kinaesthesia mode having acquired more experience with 
sonifications. This also indicates that learning to take full advantage of the sensory 
information provided could improve overall cue reliability; however, more research is 
needed in this area, especially with respect to multisensory combination.  
 
Nonetheless, participants’ strategies for using the three display modes clearly 
revealed that the multisensory mode could be beneficial for micro-level navigation 
beyond the switching cost. They found the sonification-kinaesthesia mode to be the 
easiest because it enabled them to enquire both ‘distance’ and ‘angular’ information 
from the environment. This is indeed crucial for navigation as egocentric (e.g. distance 
cues) and allocentric (e.g. angular cues) information exist in parallel, and combine for 
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more robust perceptual judgements [14]. Micro-level navigation applications should 
therefore be able to convey various spatial representations successively via 
multisensory channels. In Experiment I, however, the sonification-kinaesthesia did not 
achieve enhanced navigation performance to a significant level. Overall, this might be 
because the Sonification-Kinaesthesia Prototype was not able to convey multisensory 
cues, which were robust enough in delivering distinct egocentric and allocentric 
representations.  
 
4.6.2 Performance of Sonification-Tactile Prototype  
 
In Experiment II, it was found that the unisensory tactile mode (with 1.4m accuracy) 
of Sonification-Tactile Prototype significantly resulted in lower constant error than the 
unisensory sonification mode (with 1.7m accuracy) with an average accuracy 
difference of 0.3m. This evidenced that a tactile cross-modal display could be superior 
to sonifications. In contrast, it is argued that sonifications with 11,264 auditory pixels 
(e.g. via The vOICe, the sonification mode of Sonification-Tactile Prototype) would be 
superior to tactile display modes (e.g. via BrainPort, the tactile mode of Sonification-
Tactile Prototype with 400 electro-tactile pixels [108]) because of the higher 
informational capacity of the sonifications [36]. The findings indicated that the 
perceived resolution of sensory information might cap the overall informational 
capacity. That is, even though the sonification mode was higher in informational 
resolution, participants were able to benefit more from the tactile mode with lower 
resolution. On the other hand, even though 53% of participants found sonification-
tactile mode to be the easiest to use, the multisensory mode (with 1.5m accuracy) did 
not significantly improve overall navigation performance accuracy. This could be 
because the information capacity of the sonification and tactile modes were different, 
thereby decreasing the effectiveness of multisensory combination.  
 
Variable error was significantly different between the egocentric and allocentric 
routes across all display modes with a mean precision difference of 0.40m. Given that 
the variable error measures the robustness of perceptual judgements [18], it could be 
argued that Sonification-Tactile Prototype overall was more suitable for micro-
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navigation tasks that did not require turning at an intermediary target. Alternatively, 
it can be argued that the variable error might not be a good measure of micro-level 
navigation performed with novel cross-modal displays. Given the effect of learning in 
both the sonification and tactile modes, participants are expected to end their 
navigations at points further apart from each other as the trials go on, as a result of 
improved wayfinding. This would consequently lower the precision of navigation trials, 
hence increasing the variable error. These findings suggest then that higher variable 
error is not necessarily a sign of poor performance if there is the effect of learning.  
 
In Experiment II, despite the lack of feedback during the experimentation phase, 
participants showed an overall significant accuracy improvement in unisensory tactile 
(in allocentric route) and sonification (in egocentric route) modes. The selective 
improvements with tactile and sonification modes in allocentric and egocentric routes 
respectively mirrored how participants utilised their strategies to use each unisensory 
display mode. That is, sonifications conveyed egocentric information via distance 
information, and tactile cues created an allocentric representation via angular cues. 
This is in line with previous research showing that egocentric representations from 
sonifications can be complemented with allocentric representations from a tactile 
map [77]. With the sonification-tactile mode, participants further reported to enquire 
the complementary information and consequently found the multisensory mode to 
be the easiest. This suggests that sonification and tactile cross-modal displays might 
have a spatial bias. If this is the case, their multisensory combination might equip the 
users with robust egocentric and allocentric representations for enhanced navigation.   
 
Despite the reported benefits of the sonification-tactile mode, navigation 
performance with the multisensory mode did not improve significantly. Participants 
also found it harder to focus on both cues simultaneously. A plausible explanation for 
why the multisensory mode did not enhance overall navigation performance could be 
that there was lack of extensive training and high switching cost. However, the current 
study found the multisensory performance was not poorly influenced, which indicates 
that this explanation is unlikely. It might be expected of participants to ignore one of 
the display modes completely and instead use only the one they relied most on. Only 
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a few participants, however, reported using this strategy. Instead, most participants 
strategized to frequently switch between sonifications and tactile cues, suggesting the 
benefits of multisensory information channels. By doing so, they could have prevented 
the disadvantages of sensory adaptation without being affected by the switching cost. 
Nevertheless, participants’ reports did not explain the onset of these selective 
strategies. The strategies participants used were clearly task dependent and future 
research should investigate the conceptualisation of user strategies while using cross-
modal displays. 
 
4.6.3 Performance of Viewing Perspectives 
 
In comparing Experiment I to Experiment II, it was revealed that constant error did not 
significantly differ between the first-person perspective and bird’s-eye view when the 
sonification mode was used. Replicating this finding between the sonification modes 
of Sonification-Kinaesthesia and Sonification-Tactile Prototypes further indicated that 
the viewing perspective did not influence navigation performance. While this might 
be true for accuracy, participants’ strategies highlighted additional variations in how 
sonifications were used with respect to the viewing perspectives. On contrary to the 
use of sonifications for allocentric cues (e.g. angular information) in Experiment I, 
participants explicitly reported that the sonification mode of Sonification-Tactile 
Prototype in Experiment II conveyed egocentric cues (e.g. distances). This alteration, 
however, cannot be deduced from the change in perspectives alone. This is because 
the tactile mode was reported to convey allocentric cues while the sonification mode 
conveyed egocentric cues. Additionally, in both experiments, participants showed an 
effect of learning with sonification mode in the egocentric route, suggesting that 
sonifications might be biased more towards egocentric cues. The variable error from 
the sonification mode of Sonification-Tactile Prototype, moreover, was significantly 
lower than that of Sonification-Kinaesthesia Prototype with an average precision 
difference of 0.5m. Arguably, it may be that the bird’s-eye view generally provides a 
more robust mental map than the first-person perspective. 
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4.6.4 Future Perspectives 
 
4.6.4.1 Theoretical Implications and Limitations 
 
The discussion of results so far indicates that display modes could be biased towards 
delivering certain representations of spatial information. The tactile mode was 
preferred for gaining allocentric cues and kinaesthesia for egocentric cues. This is in 
line with previous research suggesting that kinaesthetic and tactile sensations lead to 
egocentric and allocentric representations respectively [77,80]. Sonification mode, on 
the other hand, showed an alternating pattern. While sonifications were used for 
collecting egocentric information in Experiment II, they were utilised for gathering 
allocentric information in Experiment I. This raises the question of whether the spatial 
representations from sonifications remained in the visual or auditory domain. That is, 
while visual experience develops allocentric representations [45], it is shown that 
auditory experience is biased towards egocentric representations [89,103].  
 
The evidence from previous studies examining spatial representations with respect to 
sonifications is mixed. It is possible to argue that sonifications from cross-modal 
displays, unlike other environmental auditory sources, carry visual elements 
[44,72,74]. According to this line of research, it would be argued that sonifications 
lead to vision-like allocentric representations. On the other hand, spatial 
representations of sonifications might remain in the auditory domain [43,85]. If so, 
sonifications would subsequently convey egocentric cues from the environment 
[77,89,103]. Alternatively, the alteration within the spatial representations that the 
sonifications created in Experiment I and Experiment II could be task dependent as a 
consequence of how the environment is learnt [78–80,102,110]. For example, it was 
evidenced that performance with cross-modal displays was significantly influenced by 
whether participants were asked to focus on proximal stimulation or distal 
attributions to explore the environment [90].  
 
In parallel, a recent line of research claims the vertical integration thesis. The thesis 
argues that cross-modal displays, powered with sensory substitution techniques like 
the prototypes in the current research, can enable pre-existing capacities of multiple 
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senses (e.g. both the substituting and substituted) for the given task and alter users’ 
strategies accordingly [4,7,8,24,25]. This suggests that sonifications might have 
evoked both vision-like and audition-like representations, hence allocentric and 
egocentric respectively, in Experiment I and Experiment II. It is therefore important to 
investigate what the primary deciding factors are for users to allocate their strategies. 
Participants, for example, reported that they actively moved the camera in 
Experiment I and relocated the intra-oral display in Experiment II. This enabled them 
active movement capabilities with the sonification mode in Experiment I and tactile 
mode in Experiment II. Incidentally, participants also acquired allocentric 
representations in these conditions where they were able to actively explore the 
environment. Future research should therefore consider the role of the stationary and 
moving observers, and passive and active movement in designing cross-modal 
displays with multisensory modes [90]. Identifying their role with respect to user 
strategies would further reveal how the benefits of multisensory combination can be 
efficiently maximised.  
  
Multisensory combination leads to robust perceptual judgements when the cues 
complement each other [71]. Multisensory integration, on the other hand, requires 
redundant cues [87]. This suggestively points out that the two multisensory processes 
might be dependent on a complementary-redundant cue spectrum. Nevertheless, 
what happens when some cues are redundant, and others are complementary is 
unknown. It could be the case that the two processes would compete for cognitive 
resources when redundant and complementary cues are provided simultaneously. 
This would deprive the overall multisensory response quality. In light of the vertical 
integration thesis, this consideration is also relevant to designing cross-modal displays 
with multisensory modes. That is, the cross-modal displays can carry both redundant 
(i.e. from the substituted sensory source) and complementary (i.e. from the 
substituting sensory source) cues.  
 
In participants’ strategies, it was clear that they were searching for complementary 
egocentric and allocentric information for creating a robust spatial representation 
regardless of the display mode. They found it to be the easiest with the multisensory 
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modes. The fact that participants also performed well with unisensory modes (e.g. 
with the tactile mode), however, indicates that unisensory modes were able to convey 
both egocentric and allocentric cues as well. This is suggestive of the redundancy of 
cues when they were presented in the multisensory mode. Moreover, the redundant 
and complimentary nature of cross-modal cues can be at varying degrees as 
participants reported to find the sonifications and tactile cues to deliver higher 
horizontal and vertical spatial resolutions respectively. Future research should 
therefore target how the axis speciality of sonification and tactile modes could be 
combined in terms of providing robust egocentric and allocentric information. In this 
way, it is suggested that multisensory combination would improve overall navigation 
performance. This also requires further investigation of redundancy with respect to 
perception with cross-modal displays, and how the relation between complementary 
and redundant cues might influence multisensory processing.  
 
4.6.4.2 Practical Implications and Limitations 
 
Sonification-kinaesthesia mode of Sonification-Kinaesthesia Prototype and tactile 
mode of Sonification-Tactile Prototype resulted in the lowest average navigation 
accuracy of 1.5m and 1.4m respectively. In other words, they were able to bring the 
last 10-metres problem down to approximately 1.5m. To our best knowledge, how 
frequently users use web mapping services on their mobile phones during navigation 
to confirm their location and how long it takes for them to inspect their remaining 
route are unknown. In the current research, participants were able to learn an 
environment within 10 seconds and reach their final target within the proximity of 
1.5m. This presents a successful use case of cross-modal displays for micro-level 
navigation. Participants should in theory perform better if they also received real-time 
sensory information during navigation. To incorporate this in the experimental 
procedure, time to navigate a route could also be studied along with accuracy and 
precision errors. These encourage new areas of research as well as the development 




For developing multisensory display modes, one direction to consider is to investigate 
the necessary threshold of temporal congruency of cross-modal cues for multisensory 
combination. Participants who used the multisensory mode of Sonification-Tactile 
Prototype, for example, reported that they strategized to focus on auditory and tactile 
cues by switching their attention from one to the other repeatedly. The current results 
do not give an insight into whether such a strategy was the cause why the 
multisensory sonification-tactile mode did not outperform the tactile mode. However, 
the fact that participants did not ignore one of the cues still suggests that multisensory 
information channels were looked for richer spatial representations. If this is true, 
cross-modal displays with a multisensory mode that deliver cues in an alternating 
sequence might perform better than the ones that deliver multisensory cues 
simultaneously. Indeed, recent research showed that even periodical switching 
between cues of different origins could improve navigation performance by 
counteracting the disadvantages of sensory adaptation and switching cost [52]. 
Temporally misaligning cues, after a threshold, is known to deprive the quality of the 
multisensory response, especially in the case of multisensory integration [97,98]. The 
threshold of such incongruencies in multisensory feedback and their possible benefits, 
however, are not thoroughly tested in the use cases of cross-modal displays with 
multisensory modes, which empower multisensory combination.  
 
In relation to this, an additional direction to explore is through examining ways to drive 
forward users’ selective and adaptive strategies with display modes. For example, 
even though spatial updating is evidenced to be in co-existence between egocentric 
and allocentric representations [14], the frequency of the updating is unknown. In 
other words, users may require different types of spatial representations in a 
temporal sequence rather than their constant presentation. In this way, navigation 
applications could provide allocentric representations instead of egocentric views at 
critical points in micro-level navigation, or vice versa. For example, allocentric 
information can be provided to the user when they are about to make a turn. Similarly, 
the viewing point from bird’s-eye to first-person can be changed depending on the 
users’ needs. Along these lines, the current research further evidenced that cross-
modal displays could be better at providing axis special resolution (e.g. sonifications 
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for higher horizontal resolution and tactile cues for higher vertical resolution). The axis 
speciality of cross-modal displays can be coupled with alternating cue presentation to 
deliver enhanced navigation capabilities by studying when the users need different 
kinds of spatial representations. This is in line with previous research, which suggested 
that horizontal and vertical navigation form a more robust spatial representation of 
the environment [102]. By addressing these limitations and future research directions, 
task adaptive cross-modal cue selection can be further implemented via multisensory 
combination techniques at users’ manual control or at algorithmic level for inclusive 
navigation applications [51,53].  
 
Alternatively, micro-level navigation applications could deliver cross-modal 
sonifications and tactile cues when users are needed to be rerouted or when they are 
lost. Feedback can therefore be task adaptive and conveyed accordingly, minimising 
the interaction time. This would be similar to using thermal feedback as means of 
communicating spatial information [10,67,101,107]. These attempts to cross-modally 
pair spatial information with thermal feedback resemble to the children’s game where 
the location of a hidden object is cued with either ‘Hot’ or ‘Cold’. However, such 
unisensory feedback lacks the dimensional complexity to represent both egocentric 
and allocentric information for successful locomotion and wayfinding. Instead, by 
prompting adaptive positional sonifications and/or tactile cues in real-time when the 
route is ‘cold’ can lead to successful micro-navigation. Reducing the frequency of cues 
can further eliminate the need of training with cross-modal displays for seamless, 
intuitive and inclusive user experience.  
 
4.7 Conclusion  
 
Being freely mobile gives us independence, and enhances our quality of life and social 
connectivity. This fundamentally places a vital role on inclusive navigation applications 
and encourages their widespread adoption by various user profiles. However, 
dependency on unisensory display modes for interacting with the digital world 
inherently becomes an obstacle as they unavoidably exclude certain user profiles and 
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use cases. Examining technologies that provide alternative display modes for different 
users is paramount for building an inclusive society. The current research shows how 
non-visual cross-modal displays with unisensory and multisensory modes can be 
prototyped and examined with a mixed study approach in enhancing assisted 
navigation applications, especially in the context of micro-navigation. The advantages 
and disadvantages of sonifications, tactile cues, and their multisensory combination 
are demonstrated in targeting the last 10-metres of navigation. Overall, the tactile 
cross-modal display prototype is shown to bring the last 10-metres problem down to 
1.5 metres. The current research evidences how cross-modal displays utilising sensory 
substitution techniques lead to task-dependent spatial representations, which 
consequently alters users’ strategies in navigation. The findings further support how 
egocentric and allocentric representations co-exist, and are sought by users for 
successful locomotion and wayfinding. It is discussed that assistive navigation 
applications should be examined more holistically by considering the cognitive 
processes that connect micro- and macro- level navigation abilities of users. In future, 
how egocentric and allocentric representations could be delivered to the users with 
multisensory combination in an alternating temporal sequence or simultaneous 
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“From a networked perspective, these relationships  






The previous study exemplified how sonification and tactile cross-modal display 
modes could be prototyped and evaluated with a mixed methods design in developing 
inclusive navigation applications. The first experiment established a baseline for 
navigation performance with a novel form of interaction (sonifications) in comparison 
to that of intact kinaesthesia. The results found that the performance of sonification 
mode was on a par with the kinaesthesia mode. It was further suggested that the 
perception of space with sonification and kinaesthesia modes might be biased 
towards its allocentric and egocentric representations respectively. The second 
experiment found that the tactile mode resulted in the highest navigation 
performance. Unlike the allocentric use of sonification mode in this first experiment, 
it was used for gaining an egocentric representation of the space in the second 
experiment. The tactile mode, however, conveyed allocentric cues. The allocentric use 
of sonification mode in Experiment I and tactile mode in Experiment II was therefore 
preliminarily attributed to the ability to actively explore the environment. The axis-
speciality, which was earlier discussed in Chapter II and Chapter III, was also evident 
in the previous chapter. The majority of users reported that tactile cross-modal mode 
conveyed higher perceived resolution on the vertical axis and the auditory mode 
provided higher perceived resolution on the horizontal axis. These further evidenced 
that perception with cross-modal displays utilise multiple senses, thereby altering 
users’ strategies. Overall, the previous study contributed to the testing of the vertical 
integration thesis in a multisensory context. 
 
 
3 From Technology Brokering and The Pursuit of Innovation, 2002, p8.  
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The previous experiments also suggested that users were not negatively affected by 
sensory adaptation and switching cost when they used the multisensory modes. 
Contrary to previous literature, this indicates that multisensory displays can indeed be 
beneficial to enrich human-computer interactions. Nevertheless, the multisensory 
modes did not improve overall performance. Despite this, users’ strategies revealed 
that users looked for cues that carried both egocentric and allocentric representations 
of the environment for successful navigation. For this reason, the multisensory modes 
were reported to be the easiest. This raises the question of why the multisensory 
modes did not improve navigation performance. Chapter I argued against this with 
how design can enable or disable our physical and cognitive capabilities. In this respect, 
the previous study suggested that the difference in informational capacity of 
sonification and tactile modes, for example, might be the reason why their 
multisensory combination did not improve overall navigation performance. In Chapter 
III, where the multisensory mode of Cross-Modal Box significantly resulted in the 
highest object recognition performance, the informational capacity of the auditory 
and tactile modes was equalised at 400 pixels. The current state of knowledge into 
multisensory combination cannot yet explain how the informational capacity of 
multisensory cues, and hence their reliabilities with respect to learning, might 
influence multisensory response quality. More research is therefore needed in this 
area. An alternative explanation could be that navigation is a more complex task than 
object recognition. If this is the case, additional considerations will be necessary when 
developing future inclusive displays.  
 
Overall, Chapter IV explored the potential of inclusive applications of cross-modal 
display modes to tackle the last 10 metres of navigation. It also showed that cross-
modal display modes could guide users to a desired destination with an approximate 
accuracy of 1.5 metres. Here it is important to note that the last 10-metres problem 
is relevant to the technological infrastructure and how well navigation applications 
could interact with users. It was therefore asserted that sensory substitution 
techniques could display spatial cues from future micro-level navigation applications. 
The previous chapter also argued that micro- and macro- level navigation, hence 
locomotion and wayfinding respectively, cannot be completely separated from each 
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other. That is, inclusive navigation applications should provide users with 
complementary egocentric and allocentric feedback. This could be achieved via cross-
modal displays whose multisensory modes convey complementary spatial 
representations with multisensory combination. Accordingly, the previous chapter 
also identified future research directions and possible ways of presenting (e.g. 
alternating or simultaneous delivery of multisensory modes) spatial cues. In this way, 
users could benefit from inclusive navigation applications by customising the sensory 
channels they interact with.  
 
The last 10-metre problem in the context of micro-level navigation was initially 
proposed by Stephen Brewster as a design challenge in Accessible Infrastructures for 
the Mobility and Education of Blind People Workshop. Here we have the opportunity 
to deeply thank Stephen for his inspirational and insightful discussion of the topic. We 
also thank the Newton Fund for sponsoring this workshop, and Marion Hersh from 
Glasgow University, Scotland, Alejandro Garcia from Universidade do Vale de Itajai 









“If the body is sufficiently tuned to the environment, 
you don’t need cognition…the circular causality of us 
casually embedded in a world through an embodiment  
of our brain and its cognition” 
Karl Friston  
 
 
In Chapter I, the inclusive design mindset was reviewed with a multidisciplinary 
perspective. It was argued that the motivation for inclusion would promote the 
applications of sensory substitution techniques to mainstream technologies. This 
would consequently improve their implementation as assistive devices and also 
expand their mainstream adoption. This is achievable by following two pathways. The 
first pathway argued that the inclusion mindset would unify the research and 
development resources towards the applications of sensory substitution techniques. 
As a result, the understanding and knowledge of sensory substitution would expand 
and its practical applications would be evaluated in various use cases, including 
rehabilitation purposes. The second pathway argued that the development of cross-
modal display modes would democratise our screen dependency equally with other 
senses. This is essentially different than the implementation of sensory substitution 
techniques to compensate for the missing sensory forms. As sensory substitution 
phenomena grant access to information independent of the sensory origin, cross-
modal displays with unisensory and multisensory modes would give us the 
opportunity to customise how we interact with the same technology. In this way, 
devices can be made usable and accessible by a wider range of people by default. 
Overall, the present thesis supports the idea that sensory substitution techniques 
should be applied with a supplementary framework, as opposed to an assistive 
framework [12–14]. Accordingly, it contributes an inclusive design mindset to the 
potential applications of sensory substitution techniques as cross-modal displays for 
all of us. 
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Chapter II, Chapter III and Chapter IV explored different applications of sensory 
substitution techniques, in the context of HCI, with an inclusive mindset. One of the 
mutual theoretical research themes the chapters supported was the vertical 
integration hypothesis [1–3,6,7], which suggests that perception with sensory 
substitution utilises the pre-existing capabilities of multiple senses. The current thesis 
extends this research further by contributing to its investigation in a multisensory 
context. It moreover evaluates the implications of this in inclusive display 
development and how cross-modal displays with multisensory modes could enhance 
performance. One of the suggested methods for this is multisensory combination, 
which enhances multisensory perception with the complementary features of sensory 
information. The present thesis argued that multisensory combination could be 
applied to sensory substitution techniques as it was evidenced that tactile and 
auditory sensory substitution carry axis specific information resolution. In other words, 
the axis specific sensory information can be complimented via multisensory 
combination for robust perceptual judgements. By doing so, not only could some of 
the handicaps behind the widespread adoption of sensory substitution techniques can 
be addressed, but also mainstream cross-modal displays that appeal to a wider range 
of people could be developed.    
 
In the scientific literature, there is a vast amount of sensory substitution techniques 
with distinct methods of transforming sensory signals. The current thesis utilised two 
of the commercially available cross-modal displays and evaluated their performance 
with respect to multisensory combination. This availability brings an advantage to the 
users and researchers so that they can try and test out the use cases described here 
in a wider context. The findings, however, may not yet be generalised to all sensory 
substitution techniques. This further requires scientific confirmation across different 
bodies of research that investigate the information capacity of sensory substitution 
techniques and their perceived resolutions. The methodologies described in the 
present thesis might offer guidance in this quest. Other researchers have also recently 
benchmarked the performance of different sensory substitution techniques to 
enhance their display modes [17]. Considering the state-of-the-art knowledge of 
sensory substitution and their information capacity/resolution, future research should 
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therefore examine which sensory and also cognitive representations form the basis of 
multisensory perception with cross-modal displays. This would not only contribute 
significantly to our understanding of cross-modal cognition but also tremendously 
enhance how we build and interact with technology. Indeed, in the recent years, the 
concepts of cross-modal cognition have spread across different interdisciplinary 
research, such as neural networks, artificial intelligence and cognitive robotics (e.g. 
[4,10,15,16]).  
 
One of the most fundamental research questions sensory substitution raises is 
whether the perception of sensory information has a singular cognitive, perhaps 
neural, elementary basis. This origin could then be moulded and represented 
distinctively via various qualia. Sensory substitution then implies more than just the 
phenomenological substitution between the qualia of experiencing sensory 
information. Recent theories of the neocortex in neuroscience, in this regard, attempt 
to unify how our sensory information processing might share the same neural circuitry 
(e.g. [8,9,11]). If these theories hold true, sensory substitution techniques could be 
applied as ‘a universal brain-computer interface’ [5]. That is, being able to make sense 
of information, which is inaccessible to our natural sensory organs, would be possible 
using the way the brain can inclusively process information regardless of its format. 
This would lead to unprecedented applications and implications of inclusive design in 
how we interact with technology and how technology interacts with us in the future. 
Perhaps, in this context, sensory substitution can be considered to be the cognitive 
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