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Problem razvrščanja opravil v razmestitvi posamične obdelave je najbolj 
pogost primer razvrščanja opravil. Zaradi svoje pogostosti in kompleksnosti je zelo 
priljubljen tudi za raziskovanje. Sprva so pri razvrščanju minimizirali kriterijsko 
funkcijo skupnega časa obdelave, v zadnjih letih pa je vedno bolj popularna 
minimizacija kriterija skupnih uteženih zamud. 
Večinoma se raziskovalci odločajo za razvrščanje s pomočjo disjunktivnega 
grafa. Ta način modeliranja je za probleme razvrščanja dokaj dobro raziskan. V 
okviru zaključnega dela pa raziščemo modeliranje delavniškega problema s 
kriterijsko funkcijo skupnih uteženih zamud s pomočjo Petrijevih mrež.  
Vemo tudi, da je pri problemih razvrščanja zelo uspešna optimizacija z 
algoritmi lokalnega iskanja ali optimizacija s pomočjo simuliranega ohlajanja. 
Optimizacija z  genetskimi algoritmi se pogosto izkaže za časovno potratno, rezultati 
pa ob nepravilni formulaciji problema niso najbolj zadovoljivi. V nalogi poskušamo 
izvesti to optimizacijo tako, da bi dobili čim boljše rezultate.  
Pri optimizaciji raziščemo še vpliv načina sestave urnika na kvaliteto 
rezultatov. V prvem delu sestavljamo urnike razvrstitev brez čakanja, ki dajejo 
nekoliko slabše rezultate, nato pa preverimo še razvrstitve, kjer dopuščamo, da stroj 
nekaj časa tudi miruje. To nas privede do optimizacije, ki potrebuje več časa, daje pa 
boljše rezultate. 
 
Ključne besede: razvrščanje, delavnica, skupne utežene zamude, Petrijeve 







A job shop problem is the most common scheduling problem. It is very popular 
for research because of the problem's commonness and complexity. At first, when 
scheduling job shop problems, the researchers would minimise makespan, but in the 
last years total weighted tardiness is becoming much more popular. 
Researchers usually focus on modelling the schedule with the help of 
disjunctive graph. This representation of the model is relatively well researched. Our 
goal will be to research modelling of the job shop problem with total weighted 
tardiness with the help of Petri nets. 
We also know that for tardiness objectives both local search algorithms and 
simulated annealing have been reported very efficient. Typically, applying genetic 
algorithms to scheduling turns out to be very time consuming and if we do not 
formulate the problem in a right way, the results can be relatively poor in quality. In 
this work we will try to prepare the algorithm in such way, that we will get good 
results. 
We will also research the effect of schedule type on the quality of the results. 
In the first part of the work we create only non-delay schedules, where the machine 
is not allowed to remain idle if there is a job waiting for processing. Those schedules 
return lesser results. In the second part we create schedules where the machines can 
stay idle for a certain amount of time. Optimisation of that kind is more time 
consuming, but gives better results.   
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Seznam uporabljenih simbolov 
V pričujočem zaključnem delu so uporabljene naslednje kratice in oznake: 
Kratica/oznaka Pomen 
𝑚 Število strojev 
𝑛 Število opravil 
𝑝𝑖𝑗 Čas izvajanja operacije 
𝑟𝑗 Čas dodelitve opravila 
𝑑𝑗 Rok za dokončanje opravila (obljubljeni čas zaključka) 
𝑤𝑗  Utež opravila (pomembnost glede na ostala opravila) 
𝐶𝑖𝑗 Čas dokončanja operacije 
𝐶𝑖 Čas dokončanja opravila 
𝐿𝑗 = 𝐶𝑗 − 𝑑𝑗 Kasnitev opravila (ang. lateness) 
𝑇𝑗 = max{𝐶𝑗 − 𝑑𝑗 , 0} Zamuda opravila (ang. tardiness) 
𝑈𝑗 = {
1, 𝐶𝑗 > 𝑑𝑗
0, 𝑠𝑖𝑐𝑒𝑟
 
Število opravil z zamudo 
JSP Sistem posamične obdelave, delavnica (ang. job shop) 
JSPTWT Problem razvrščanja opravil v delavnici s kriterijsko 
funkcijo skupnih uteženih zamud 





1  Uvod 
Problem razvrščanja opravil v delavnici je problem, s katerim se raziskovalno 
ukvarjajo že od začetka 60. let 20. stoletja. Problem delavniške razmestitve je 
privlačen zaradi pogostosti v praksi ter zaradi svoje kompleksnosti. V začetku so se 
pri raziskovanju in optimiziranju problema ukvarjali predvsem s kriterijsko funkcijo 
skupnega časa izdelave (ang. makespan), kjer so opravila razvrščali tako, da je bilo 
zadnje dokončano opravilo zaključeno čim prej.  
V poznih 90. letih 20. stoletja sta Michael Pinedo in Marcos Singer problem 
zastavila nekoliko drugače, saj sta izhajala iz predpostavke, da v praksi niso vsa 
opravila enako pomembna. Prav tako pa lahko minimiziranje funkcije skupnega časa 
izdelave pripelje do razvrstitve, kjer ima eno od opravil velike zamude, saj se pri taki 
razvrstitvi ne oziramo na roke dokončanja. Tako sta formulirala problem JSPTWT, 
kjer sta opravila v delavniški razmestitvi razvrščala glede na kriterijsko funkcijo 
skupnih uteženih zamud. Taka formulacija v zadnjih letih pridobiva na popularnosti, 
saj je dosti bližje realnim problemom razvrščanja kot klasičen problem razvrščanja v 
delavnici. 
Pristop k razvrščanju s pomočjo disjunktivnega grafa je zelo priljubljen in zato 
tudi zelo raziskan. V tem delu pa se bomo posvetili predvsem razvrščanju s pomočjo 
Petrijevih mrež, ki so zelo uporabne na različnih področjih za analizo in simulacijo 
sistemov.  
Z optimizacijo s pomočjo genetskih algoritmov bomo poskušali pridobiti čim 
boljše rezultate. Kakovost teh rezultatov in posledično delovanja algoritma bomo 
ocenili s pomočjo najboljših znanih rezultatov, ki se pojavljajo v literaturi.  
Magistrsko delo je sestavljeno iz šestih poglavij. Prvo poglavje je uvod in 
predstavlja kratek oris problema. 
V drugem poglavju si pogledamo teoretično ozadje razvrščanja. Pogledamo si 
notacijo 𝛼|𝛽|𝛾, kaj posamezen simbol v notaciji pomeni, ter pogostejše primere. 
Podrobneje nato opišemo delavniško razmestitev in kriterijsko funkcijo skupnih 
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uteženih zamud, nato pa še prikaze z disjunktivnim grafom, gantogramom in 
Petrijevimi mrežami. 
V tretjem poglavju raziščemo teorijo globalne nelinearne optimizacije, 
natančneje genetskih algoritmov, ki so uporabljeni v nalogi, in njihove 
implementacije v okolju Matlab.  
V četrtem poglavju si najprej ogledamo bazo  problemov razvrščanja, ki je 
prosto dostopna na spletu, nato pa si pogledamo implementacije algoritma 
razvrščanja. Najprej je opis prve verzije, kjer se ukvarjamo z navadnim problemom 
JSP, nato sledi opis prevedbe problema na problem JSPTWT, na koncu pa še opis 
izboljšanega algoritma, ki nam daje zadovoljive rezultate. 
V petem poglavju izvajamo optimizacijo, nato pa rezultate primerjamo z 
najboljšimi poznanimi in komentiramo. 
Šesto poglavje pa vsebuje zaključek. 
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2  Razvrščanje opravil 
Razvrščanje opravil je postopek, kjer ustvarjamo urnik izvajanja množice 
opravil. Gre za proces odločanja, ki je v uporabi v večini proizvodnih sistemov, v 
transportu in distribuciji in v večini okolij, ki se ukvarjajo s procesiranjem 
informacij. Razvrščanje opravil v kontekstu proizvodnih sistemov se nanaša na 
določanje zaporedja, v katerem se bodo določena opravila izvajala skozi različne 
faze proizvodnje ter nadalje določanje začetnih in končnih časov izvajanja opravil 
[1]. 
Viri in opravila lahko zavzamejo različne oblike. Vir je lahko stroj v delavnici, 
vzletna steza na letališču, skupina delavcev na gradbišču,… V teh primerih so 
opravila lahko operacija v proizvodnem procesu, vzletanje in pristajanje ali faze v 
gradnji stavbe. Vsako opravilo ima določeno stopnjo pomembnosti, najzgodnejši 
možni čas začetka in rok dokončanja. Cilji razvrščanja so lahko različni.  
PRIMER: (Tovarna papirnatih vreč) 
Zamislimo si tovarno, ki proizvaja papirnate vreče za cement, oglje, pasjo 
hrano itd. Material za proizvodnjo so role papirja. Proizvodnja je sestavljena iz treh 
faz: tiskanje logotipa, lepljenje stranic ter šivanje na enem koncu vreče. Vsaka faza 
se izvaja na strojih. Vsako naročilo je sestavljeno iz števila določenih vreč, ki jih 
mora tovarna proizvesti do določenega roka. Časi obdelave so odvisni od velikosti 
naročila.  
Pozna dostava lahko kot posledice nosi nezadovoljstvo strank, pa tudi nižje 
dobičke. Izguba dobička je odvisna od pomembnosti naročila ali stranke ter od 




Razvrščanje opravil igra pomembno vlogo v sodobnih proizvodnih sistemih. 
Pri razvrščanju nas zanima, katero opravilo bomo izvajali v naslednjem trenutku, 
glavni cilj pa je razvrstiti opravila tako, da dosežemo obljubljene roke. Pod 
razvrščanje tako pojmujemo optimalno dodelitev ali prirejanje virov po času k 
množici nalog ali aktivnosti.  
V rabi sta dve vrsti razvrščanja: razvrščanje naprej, kjer načrtujemo opravila od 
časa dodelitve dalje in s tem določimo roke, ter razvrščanje nazaj, kjer načrtujemo od 
roka proti času začetka.   
 
Veliko problemov lahko zapišemo z notacijo 𝛼|𝛽|𝛾, kjer simboli označujejo  
𝛼 razmestitev strojev 
𝛽 značilnosti opravil 
𝛾 kriterijsko funkcijo, ki jo je potrebno optimizirati. 
Nekatere standardne razmestitve strojev so: 
• En sam stroj 𝛼 = 1 
Gre za najenostavnejše okolje in je poseben primer vseh ostalih, zahtevnejših 
okolij. Če imamo na primer pri neki razmestitvi strojev problem ozkega grla, 
se ta problem odraža na uspešnosti celotnega sistema. Potem je smiselno 
problem ozkega grla rešiti najprej, kot problem enega stroja, nato pa se 
lotimo razvrščanja na preostalih strojih. Zelo učinkovito je razvrstitveno 
pravilo SPT (shortest processing time) [3]. 
• Identični vzporedni stroji 𝛼 = 𝑃𝑚  
𝑃 je vhodni parameter, 𝑚 je število strojev. Vsako opravilo sestavlja ena 
operacija s trajanjem 𝑝𝑗 časovnih enot in ga lahko izvaja poljubni stroj. 
• Uniformni vzporedni stroji 𝛼 = 𝑄𝑚 
Tu imajo stroji različne hitrosti 𝑠1, … , 𝑠𝑚, hitrost opravila na posameznem 
stroju pa je 𝑝𝑖𝑗 = 𝑝𝑗/𝑠𝑖. Vsako opravilo se mora izvesti na enem izmed 
strojev. 
• Nepovezani vzporedni stroji 𝛼 = 𝑅𝑚  
Vseh 𝑚 strojev je med seboj različnih. 𝑝𝑖𝑗 = 𝑝𝑗/𝑠𝑖𝑗, 𝑠𝑖𝑗 pa predstavlja hitrost 
izvajanja opravila 𝑗 na stroju 𝑖.  
• Tekoča obdelava (flow shop) 𝛼 = 𝐹𝑚 
Pri razmestitvi tekoče obdelave je 𝑚 strojev zloženih v zaporedju. Vsako 
opravilo se mora izvesti na vsakem od strojev. Prav tako mora vsako izmed 
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opravil slediti zaporedju izvajanja. Najprej se posamezno opravilo izvede na 
stroju 1, nato na stroju 2 itd. Vmes so čakalne vrste, ki so organizirane po 
principu FIFO (First In First Out). 
• Fleksibilna tekoča obdelava 𝛼 = 𝐹𝐹𝑐 
Gre za posplošitev tekoče obdelave, kjer 𝑚 zaporednih strojev nadomesti 𝑐 
stopenj z vzporednimi stroji. Opravilo je tako potrebno izvesti le na enem 
poljubnem stroju na vsaki stopnji. 
• Posamična obdelava/delavnica (ang. job shop) 𝛼 = 𝐽𝑚 
Pri tej razmestitvi je za vsako opravilo posebej določeno zaporedje operacij. 
Ni potrebno, da se vsako opravilo izvede na vsakem od strojev. Nekatera 
opravila lahko večkrat obiščejo posamezen stroj. V tem primeru govorimo o 
recirkulaciji oziroma ponavljanju. 
• Fleksibilna posamična obdelava 𝛼 = 𝐹𝐽𝑐 
Tudi tu, podobno kot pri 𝐹𝐹𝑐, stroje zamenjajo delovno centri z vzporednimi 
identičnimi stroji. Zopet lahko opravilo obdelujemo na poljubnem stroju 
znotraj delovnega centra.  
• Odprta obdelava 𝛼 = 𝑂𝑚 
Vsako opravilo se mora izvesti na vsakem od 𝑚 strojev, a so lahko časi 
obdelave na določenih strojih enaki nič. Prav tako ni predpisano zaporedje 
obdelave.  
Nekatere značilnosti opravil, ki jih lahko vsebuje polje 𝛽 so: 
• Časi dodelitve opravil 𝑟𝑗 
• Prekinitev prmp 
• Enotni časi obdelave 𝑝𝑗 = 1 ali 𝑝𝑖𝑗 = 1 
• Precedenčne omejitve prec; opravilo se ne more pričeti izvajati, 
dokler drugo opravilo ni končano 
• Odpovedi strojev brkdwn 
• Omejitve primernosti strojev 𝑀𝑗 
• Blokiranje block 
• No-wait (opravilo ne sme čakati) nwt 
• Recirkulacija rcrc 
Kriterijske funkcije, ki jih pogosto uporabljamo so: 
• Skupni čas izdelave (ang. makespan) 𝛾 = 𝐶𝑚𝑎𝑥 
Minimiziramo čas zaključka opravila, ki zadnje zapusti sistem. Nizek 
skupni čas izdelave po navadi pomeni dobro izrabo strojev. 
• Maksimalna kasnitev (ang. maximum lateness) 𝛾 = 𝐿𝑚𝑎𝑥 
Minimiziramo največjo kasnitev. 
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• Skupni uteženi čas dokončanja (ang. total weighted completion time) 
𝛾 = ∑𝑤𝑗𝐶𝑗  
To je merilo medprocesne zaloge (ang. work in process). 
• Število zamud je kriterij, ki je lahko merljiv, a lahko minimizacija tega 
števila prinese razvrstitve, kjer imajo določena opravila zelo velike 
zamude, kar je v praksi dostikrat nesprejemljivo.  
• Skupne zamude  𝛾 = ∑𝑇𝑗 
• Skupne utežene zamude (ang. total weighted tardiness) 𝛾 = ∑𝑤𝑗𝑇𝑗 
• Uteženo število zamujenih opravil (ang. weighted number of tardy jobs)  
𝛾 = ∑𝑤𝑗𝑈𝑗. Ta mera je v praksi pogosto v uporabi, saj gre za podatek, 
ki ga je lahko izmeriti. 
Naštete kriterijske funkcije so regularne. Kriterijska funkcija je regularna, če je 
nepadajoča glede na čase dokončanja opravil 𝐶1, … , 𝐶𝑛. V zadnjem obdobju se vedno 
več raziskav ukvarja tudi z neregularnimi kriterijskimi funkcijami. Opravilo 𝑗  se 
lahko zaključi dosti pred rokom 𝑑𝑗, kar lahko prav tako privede do izgube dobička 
zaradi skladiščenja in podobnih stroškov. Zgodnost opravila (ang. earliness) tako 
označimo z 𝐸𝑗 = max(𝑑𝑗 − 𝐶𝑗 , 0). Primer kriterijske funkcije, ki upošteva zgodnost 
je 𝛾 = ∑𝐸𝑗 + ∑𝑇𝑗. 
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Slika 2.1:  a) kasnitev opravila, b) zamuda opravila in c) cena opravila v praksi v odvisnosti od časa 
[3] 
Razvrstitvi pravimo razvrstitev brez čakanja, če noben stroj ni neaktiven, ko 
operacija čaka na izvajanje. V tem primeru govorimo tudi o požrešni razvrstitvi. Za 
mnoge modele obstajajo optimalni urniki, ki so brez čakanja, vendar pa ni nujno, da 
je optimalna razvrstitev brez čakanja [2]. 
Izvedljivi razvrstitvi brez prekinitev pravimo aktivna razvrstitev, če ne moremo 
sestaviti drugačne razvrstitve s spremembami vrstnega reda izvajanja na strojih tako, 
da bi se vsaj ena operacija zaključila prej in nobena kasneje. Drugače rečeno, pri 
aktivni razvrstitvi ne moremo operacije premakniti v luknjo v urniku, če želimo 
ohraniti izvedljivost. Razvrstitev brez čakanja in brez prekinitev  je vedno aktivna, ni 
pa vsaka aktivna razvrstitev brez čakanja. 
Izvedljivi razvrstitvi brez prekinitev pravimo semi-aktivna, če ne moremo 
doseči, da bi se katerakoli operacija končala prej, brez da bi zamenjali vrstni red 
izvajanja na vsaj enem stroju. Vsaka aktivna razvrstitev je tudi semi-aktivna.  
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2.1  Sistem posamične obdelave 
V svetu je najbolj pogost proizvodni sistem sistem posamične obdelave ali 
delavnica. V študiji iz leta 1993  je Hoitomt s sodelavci ocenil, da je v to kategorijo 
spadalo med 50 in 75 % vseh primerov proizvodnih sistemov. Glede na stanje na trgu 
je pričakovati, da se ta odstotek z leti le veča.  
Poleg tega, da je v praksi najbolj uporabljen, je problem posamične obdelave 
zelo priljubljen za raziskovanje tudi zaradi svoje težavnosti. Formulacija problema 
JSP sloni  na predpostavki, da za vsako opravilo obstaja le en proizvodni plan, ki 
predpisuje zaporedje operacij in strojev, na katerih so te operacije izvedene. Klasični 
𝑛 × 𝑚 JSP ima 𝑛 opravil in 𝑚 strojev. Vsako opravilo mora biti obdelano na vsakem 
stroju po vnaprej določenem vrstnem redu, vsak stroj pa lahko obdeluje samo eno 
opravilo naenkrat.  
V praksi se uporabljajo postavitve, kjer je več kopij najbolj kritičnih strojev, saj 
se s tem zmanjša učinek ozkega grla, ki se pojavi zaradi operacij z daljšimi časi ali 
zaradi bolj zasedenih strojev. Poznana je tudi oblika FJSP (flexible job shop), kjer 
stroje zamenjajo delovni centri, vendar pa ta oblika močno poveča kompleksnost 
problema.  
Pri standardni izvedbi ima vsako opravilo vrsto operacij, ki jih moramo 
opraviti v določenem zaporedju. Tem omejitvam pravimo precedenčne omejitve. 
Vsako izmed operacij lahko izvajamo le na določenem stroju. Pri fleksibilni 
posamični obdelavi lahko vsako od operacij izvajamo na poljubnem stroju. Problem 
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2.2  Računska zahtevnost problema 
V računalništvu z izrazom časovna zahtevnost označimo čas, ki ga 
potrebujemo za izvedbo algoritma. Drugače rečeno je to podatek o tem, koliko časa 
se bo program pri danih vhodnih podatkih izvajal, preden bo vrnil rešitev. Običajno 
čas merimo s štetjem operacij, ki jih izvede algoritem. Najbolj pogosto uporabljamo 
t.i. najslabšo možnost ali zgornjo mejo zahtevnosti. Manj pogosta je pričakovana 
zahtevnost. Ker je natančno število operacij težko določiti, običajno zahtevnost 
problema označujemo z O-notacijo, ki označuje red zahtevnosti problema [4]. 
Velikost vhoda označimo z 𝑛, 𝑐 pa naj bo konstanta. Potem lahko običajne 
zahtevnosti od najugodnejše do najneugodnejše označimo 
 
Tabela 2.1:  Časovne zahtevnosti algoritmov 
NOTACIJA ZAHTEVNOST 
𝑂(1) Konstantna 
𝑂(log 𝑛)  Logaritemska 
𝑂(𝑛) Linearna 
𝑂(𝑛 log 𝑛) Vmesna 
𝑂(𝑛2) Kvadratna 
𝑂(𝑛𝑐), 𝑐 > 1 Polinomska 
𝑂(𝑐𝑛) Eksponentna 
 
Polinomsko kompleksnost dalje delimo na lahko (oznaka P) in težko (NP-
hard), kjer je časovna kompleksnost psevdo polinomska. Probleme torej lahko 
optimalno rešimo z algoritmom kompleksnosti [5] 
 O(n∙ max pj )
c
 (2.1) 
kjer pj predstavlja čas izvajanja opravila j.      
Pri vsakem novem problemu razvrščanja opravil iščemo algoritem, ki bo 
problem rešil na učinkovit način. Če takega algoritma ne moremo najti, skušamo 
dokazati, da je problem NP težak. To pomeni, da z lahko z veliko verjetnostjo 
trdimo, da učinkovit algoritem ne obstaja [6]. Optimizacijski algoritmi poskrbijo za 
optimalno rešitev ali rešitev blizu optimuma, če ne rešujemo prezahtevnih problemov 
in so omejeni na nižje dimenzijske ali poenostavljene probleme. Znano je, da so 
številni problemi razvrščanja NP-težki, kar pomeni, da računske zahteve rastejo 
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eksponentno z velikostjo problema. Zaradi tega so splošne optimizacijske tehnike 
manj zanesljive Dostikrat uporabimo aproksimacijske algoritme, saj nam ti 
zagotavljajo rešitev znotraj določenega intervala v okolici dejanskega optimuma.  
2.3  Skupne utežene zamude 
Večina raziskav na področju razvrščanja opravil s pomočjo posamične 
obdelave se ukvarja z iskanjem razporeda, kjer je kriterijska funkcija, ki jo 
minimiziramo, skupni čas izdelave. V zadnjih letih pa vedno več pozornosti dobiva 
tudi merjenje zamud, saj je dokončanje opravil do zastavljenega roka ali s čim 
manjšo zamudo velikega pomena v industriji. Neizpolnjevanje rokov lahko privede 
do nezadovoljstva strank ali celo izgube prihodka. V primerih, ko ne moremo ujeti 
vseh rokov izdelave, se je za zelo pomembno kriterijsko funkcijo izkazala 
minimizacija skupnih (uteženih) zamud. Problem posamične obdelave s tako 
kriterijsko funkcijo označimo kot JSPTWT.  Začetki akademskega raziskovanja 
JSPTWT segajo v pozna 90. leta 20. stoletja, ko sta se s problemom začela ukvarjati 
Pinedo in Singer [7]. 
Pristop JSPTWT v literaturi še ni pretirano raziskan. Poleg tehnike vejenja in 
omejevanja, ki sta jo predlagala prav Pinedo in Singer, se raziskave večinoma 
osredotočajo na razvijanje hevristik. Uporabljene in predlagane so bile tehnika 
pomikanja ozkega grla (ang. shifting bottleneck procedure), kjer podprobleme 
posameznih strojev rešujemo glede na roke izdelave, tehnike lokalnega iskanja, ki so 
med najbolj uporabljenimi, simulirano ohlajanje, iskanje s tabuji, kot tudi nekatere 
kombinirane tehnike [8]. 
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2.4 Disjunktivni graf 
Eden najbolj razširjenih načinov prikaza problemov razvrščanja za različne tipe 
obdelav in njihove rešitve je prikaz z disjunktivnim grafom. Primeren je le za prikaz 
regularnih kriterijskih funkcij. Disjunktivni graf matematično zapišemo 
𝐺 = (𝑉, 𝐶, 𝐷), kjer je:  
• 𝑉 množica vozlišč, ki predstavljajo operacije opravil. Poleg tega imamo 
še dve posebni vozlišči, izvorno 0 ∈ 𝑉 in ponorno vozlišče ∗∈ 𝑉. 
Vsako vozlišče ima utež, ki predstavlja čas obdelave dane operacije. 
Uteži vozlišč 0 in 𝑉 sta nič. 
• 𝐶 je množica usmerjenih konjunktivnih povezav, ki odražajo 
precedenčne povezave med operacijami. Dodane so povezave od 
vozlišča 0 k vsem vozliščem brez predhodnega vozlišča in od vseh 
vozlišč brez izhodnega vozlišča k vozlišču *. 
• 𝐷 je množica neusmerjenih disjunktivnih povezav. Tak par povezav 
povezuje operacije v konfliktu, to pomeni operacije, ki jih izvajamo na 
istem stroju [9].  
 
Slika 2.2:  Disjunktivni graf [2] 
  Na sliki 2.2 je prikazan primer disjunktivnega grafa sistema s tremi 
opravili in štirimi stroji za problem posamične obdelave in kriterijsko funkcijo 
skupnega časa izdelave.  
Cilj razvrščanja z disjunktivnim grafom je spremeniti neusmerjene disjunktivne 
povezave v usmerjene. Množici usmerjenih disjunktivnih povezav pravimo  izbira 𝑆. 
Disjunktivne povezave, ki so bile usmerjene, imenujemo fiksirane. Izbira je popolna, 
če so vse disjunktivne povezave fiksirane in je graf 𝐺(𝑆) = (𝑉, 𝐶 ∪ 𝑆) acikličen. 
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Izvedljivemu semi-aktivnemu urniku pripada izbira. Vedno tudi obstaja 
popolna izbira, ki predstavlja optimalni urnik. 
2.5  Gantogram 
Razvrstitev lahko predstavimo z gantogramom. Prikaz je razvil Henry 
Laurence Gantt med prvo svetovno vojno, da bi primerjal urnike proizvodnje z 
njihovo realizacijo [2]. Pri razvrščanju uporabljamo dve vrsti gantogramov: strojno 
orientirane ter opravilno orientirane. Na strojno orientiranem gantogramu, ki je 
prikazan na sliki 2.3a, prikazujemo zasedenost posameznega stroja. Urniki 
prikazujejo kdaj, koliko časa in katero opravilo se izvaja na posameznem stroju. Na 
opravilno orientiranem gantogramu, ki je prikazan na sliki 2.3b, pa prikazujemo, kdaj 
in koliko časa izvajamo to opravilo  ter s katerim strojem ga obdelujemo.  
 
Slika 2.3:  Primer gantograma  
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2.6  Prioritetna razvrstitvena pravila 
Prioritetna razvrstitvena pravila uporabljamo pri določanju vrstnega reda 
izvajanja opravil v delovnem centru, ko je več opravil izvedljivih. Pri teh pravilih 
predpostavljamo, da lahko stroj obdeluje le eno pravilo naenkrat. Za razvrščanje 
izvedljivih opravil so v rabi številna razvrstitvena pravila [10]: 
• FCFS (first-come frst-served), kjer gredo opravila v izdelavo v istem 
vrstnem redu kot prihajajo. 
• SPT (shortest processing time), kjer se opravilo z najkrajšim časom 
izvede prvo, nato naslednje najkrajše… Včasih to pravilo imenujemo 
tudi SOT (shortest operating time). 
• EDD (earliest due date first), kjer najprej izvedemo opravilo z 
najzgodnejšim rokom dokončanja. 
• STR (slack time remaining) izračunamo kot razliko med preostalim 
časom do roka in preostalim časom do dokončanja. Najprej izvedemo 
opravila z najkrajšim časom STR. 
• STR/OP (slack time remaining per operation) tu izvajamo najprej 
opravila z najkrajšim časom ST na posamezno preostalo operacijo. 
• CR (critical ratio), kjer izračunamo razmerje med razliko roka in 
trenutnega datuma s številom preostalih dni dela na opravilu. Najprej 
izvajamo opravila z manjšim razmerjem CR. 
• LCFS (last-come, first-served) se pogosto uporablja kot privzeto, ko 
opravila prihajajo in se odlagajo na vrh sklada. Operater običajno 
pobere opravilo z vrha sklada in ga prične izvajati kot prvega.  
• Naključna razvrstitev, kjer operaterji izberejo katerokoli opravilo, ki se 
jim zdi primeren.  
• COVERT (cost over time), ki kombinira ideji SPT in STR/OP. Najprej 
se izvajajo opravila, ki imajo največje razmerje med pričakovanimi 
zamudami in potrebnim časom izvajanja. Tako ohranimo učinkovitost 




2.7  Petrijeve mreže 
Petrijeve mreže je razvil nemški matematik in računalničar Carl Adam Petri 
(1926-2010). Prvo obliko mreže naj bi zasnoval že pri 13 letih, za opisovanje 
kemijskih procesov. Leta 1962 je mreže natančneje opisal v svoji disertaciji 
Kommunikation mit Automaten na Tehnični Univerzi v Darmstadtu. Prvič je bila 
mreža v današnji obliki opisana leta 1965 v delu Grundsätzliches zur Beschreibung 
diskreter Prozesse. Po letu 1980 je število praktičnih uporab Petrijevih mrež začelo 
hitro naraščati. Razlog, zakaj so Petrijeve mreže priljubljene v inženirstvu, je v 
načinu prikaza podatkov, tako konceptualno kot matematično. Grafični prikaz je zelo 
intuitiven. Petrijeve mreže imajo svoje mesto tako v analizi kot v sintezi kakršnihkoli 
sistemov. 
S Petrijevo mrežo lahko proučujemo računalniški sistem in na tej osnovi 
odpravljamo ozka grla. 
Petrijeve mreže delimo na  
• Elementarne, ki predstavljajo osnovni model, ki vsebujejo samo pogoje 
in dogodke. Elementarne mreže so v praksi uporabne samo za najbolj 
trivialne probleme.  
• Mreže mest in prehodov, ki je najpogosteje uporabljen model. Je 
enostaven in ima veliko razvitih tehnik analize.  
• Visokonivojske mreže predstavljajo naprednejši model, kjer lahko z 
uporabo algebre in logike ustvarimo kompaktne mreže, ki so primerne 
za aplikacije v praksi.  
• Časovne mreže, predstavljajo časovni model namenjen simulaciji in 
optimizaciji [11]. 
Petrijevo modeliranje nas vodi v usmerjen dvodelni graf, kjer vozlišča 
predstavljajo prehode in mesta. Dvodelni ali bipartitni graf, tudi bigraf, je v teoriji 
grafov graf, ki mu lahko točke razdelimo v dve disjunktni množici 𝑈 in 𝑉 tako, da 
vsaka povezava povezuje točko iz množice 𝑈 s točko v množici 𝑉 in obratno. Graf 
torej ne vsebuje povezave, ki bi povezovala dve točki iste množice. V Petrijevi mreži 
so prehodi dogodki, ki se lahko zgodijo in jih označujemo s pravokotnikom, mesta pa 
so pogoji za dogodke in jih označimo s krogi. Usmerjene povezave so lahko 
obtežene. Usmerjene povezave vedno povezujejo mesto s prehodom ali obratno, 
nikoli pa dveh prehodov ali dveh mest med sabo. Število mest je končno in ni enako 
nič [12]. 
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2.7.1  Matematični zapis 
Petrijeva mreža je urejen četverček  
 
 𝑁 = (𝑃, 𝑇, 𝐴, 𝑊) (2.2) 
V tem zapisu je  
• 𝑃 = {𝑝1, 𝑝2, … , 𝑝𝑘} množica mest (ang. places) v opazovanem sistemu,  
• 𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑙} je množica prehodov (ang. transitions),  
• 𝐴 ⊆ (𝑃 × 𝑇) ∪ (𝑇 × 𝑃) so povezave,  
• 𝑊: (𝑃 × 𝑇) ∪ (𝑇 × 𝑃) → 𝑁 pa so uteži.  
Mreži, ki vsebuje uteži, ki so lahko le pozitivna cela števila, pravimo 
posplošena Petrijeva mreža. Vsako posplošeno PN lahko prevedemo v običajno PN. 
Težavnost modeliranja je za obe vrsti mreže enaka, transformacija iz ene vrsto v 
drugo pa z velikostjo hitro postane zelo kompleksna. Nekatere mreže imajo mesta, ki 
imajo omejeno kapaciteto mest. Ta mesta ne morejo sprejeti več žetonov, kot je 
njihova kapaciteta . Tudi te vrste mrež lahko prevedemo v običajne PN. 
2.7.2  Petrijev graf 
Mrežo podamo s Petrijevim grafom, kateremu glede na končne avtomate lahko 
rečemo tudi Petrijev diagram prehajanja. V grafu imamo dve vrsti spojišč: mesta, ki 
predstavljajo dogodke, in prehode, ki predstavljajo pogoje za dogodke. Povezave so 






Slika 2.4:  Primer Petrijeve mreže  
Na sliki 2.4 je primer robotske celice zapisan s Petrijevo mrežo. Robot lahko 
pobere element le, če je element pripravljen na predvidenem mestu in če je robot 
pripravljen. Element lahko odloži le v primeru, če ga je predhodno držal. Ko robot 
odloži element, je zopet na razpolago za nov cikel. 
Označevanje (ang. marking) je proces dodeljevanja žetonov (ang. tokens) 
opazovanim mestom v mreži. Označeno mrežo lahko tako zapišemo  
 
 𝑁 = (𝑃, 𝑇, 𝐴, 𝑊, 𝑚) (2.3) 
 
kjer je 𝒎 = (𝑚1, 𝑚2, … , 𝑚𝑘) vektor označitev. Vsak element tega vektorja nam 
pove, koliko žetonov je na kakšnem mestu.  
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Slika 2.5:  Označena Petrijeva mreža 
Na sliki 2.5 je podana označena Petrijeva mreža. Gre za isti primer kot na sliki 
2.4. Vektor označitev lahko v tem primeru zapišemo kot 𝒎 = (2, 0, 1, 0). 
Žetoni odločajo, ali so izpolnjeni pogoji za proženje prehodov. Prehod proži 
prenos žetona, če je izbran, izbran pa je, če ima vsako njegovo vhodno mesto 
najmanj toliko žetonov, kot je utež povezave med od mesta proti prehodu. Izbranost 
je potreben, ne pa zadosten pogoj za prenos. Izvajanje Petrijeve mreže torej spremeni 
označevalni vektor 𝒎 pred proženjem v 𝒎′ po proženju. Sprožitev prehoda je hipna 
in odstrani toliko žetonov, kot je utež pripadajoče povezave iz vsakega vhodnega 
mesta, ter doda toliko žetonov, kot je utež  pripadajoče povezave v vsako izhodno 
mesto. V danem trenutku je lahko izbranih več prehodov. Tu se poraja vprašanje, 
kateremu prehodu dati prednost. Če sta dva izbrana dogodka med seboj neodvisna, ju 
lahko izvajamo paralelno. Če pa sta odvisna, moramo vnesti dodatna pravila, sicer 
lahko pride do nedeterminiranosti oziroma moramo poseči po verjetnostnem računu. 
Ker Petrijeve mreže vsebujejo paralelnost in konkurenčnost, so primerne za 




2.7.3  Matrični zapis 
Petrijeve mreže lahko zapišemo tudi v matričnem zapisu. Matrike tako 
predstavljajo povezave med mesti in prehodi, proženja prehodov in stanja mreže pa 
zapišemo z vektorji [13]. 
Matriko vhodnih povezav v prehode zapišemo kot 𝑷𝒓𝒆, kjer element v vrstici 𝑖 





  (2.4) 
Matriko izhodnih povezav iz prehodov zapišemo kot 𝑷𝒐𝒔𝒕, kjer element v 





  (2.5) 
 
Matriko povezav ali incindenčno matriko pa opišemo kot   
  
 𝑪 = 𝑷𝒐𝒔𝒕 − 𝑷𝒓𝒆 (2.6) 
 
 Izračun elementov matrike povezav se torej glasi  
 
 (𝑝𝑖, 𝑡𝑗) ∈ 𝐴⋀(𝑡𝑗 , 𝑝𝑖) ∈ 𝐴 ⇒ 𝑐𝑖𝑗 = 𝑊(𝑡𝑗 , 𝑝𝑖) − 𝑊(𝑝𝑖, 𝑡𝑗) (2.7) 
 
Vektor proženj prehodov zapišemo kot 𝒖 = [0, … ,0,1,0, … ,0]𝑇, enica na 𝑗-tem 
mestu pa pomeni proženje prehoda 𝑡𝑗. Stanje mreže (položaje žetonov) označimo z 
𝒎. Prehod je omogočen, če velja neenačba 
 𝒎 ≥ 𝑷𝒓𝒆 ∙ 𝒖 (2.8) 
Če je prehod omogočen, potem lahko naslednje stanje zapišemo kot  
 𝒎′ = 𝒎 + 𝑪 ∙ 𝒖 (2.9) 
Označitev 𝒎 je dosegljiva iz označitve 𝒎0 samo takrat, ko ima enačba  
 𝒎0 + 𝑪 ∙ 𝒙 = 𝒎 (2.10) 
celoštevilsko rešitev za 𝒙. To je tudi potreben pogoj za dosegljivost označitve.  
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Slika 2.6:  Petrijev graf, primer matričnega izračuna  
Na sliki 2.6 je je zopet primer mreže robotske celice. Mreža je v začetnem 
stanju označena enako kot na sliki 2.5.  Vidimo, da je v tem stanju omogočeno 
proženje prehoda 𝑡1, saj se tako na mestu 𝑝1, kot tudi na mestu 𝑝3 nahaja žeton. 
Prehod 𝑡2 ni omogočen, saj je mesto 𝑝2 prazno. Matriko povezav za ta primer lahko 









], vektor proženja pa 𝒖 = [
1
0
]. Dalje nato izračunamo  


























2.7.4  Modeliranje s Petrijevimi mrežami 
Modele lahko gradimo tudi s Petrijevimi mrežami. Mesta ustrezajo stanjem 
sistema in pogojem za aktivnost, prehodi pa ustrezajo dogodkom in aktivnostim. 
Problemi pri modeliranju se pojavijo pri kompleksnih realnih sistemih, saj so modeli 
velike mreže z mnogo mesti in prehodi. Poznamo več pristopov k modeliranju 
Petrijevih mrež: 
• Postopno sestavljanje (bottom-up) je modeliranje, kjer prehode in 
mesta postopno zlivamo. Z omejitvami strukture komponent in njihovih 
povezav skušamo ohraniti želene lastnosti. 
• Postopna razgradnja (top-down) je pristop, kjer prehode in mesta 
postopno razgrajujemo. Izhajamo iz preproste mreže z želenimi 
lastnostmi, nato pa mesta in prehode zamenjujemo s podmrežami. 
• Hibridni pristop s postopno razgradnjo dobimo procesni del mreže, s 
postopnim sestavljanjem pa dodajamo nove vire.  
Med samim modeliranjem že uporabljamo analizo za preverjanje pravilnosti 
modela.  
2.7.5  Analiza Petrijevih mrež 
Z analizo Petrijeve mreže lahko ugotavljamo določene lastnosti mreže. Take 
lastnosti so lahko omejene kapacitete mest, omejenost, dosegljivost, možnost 
obstanka v mrtvi točki in druge.  
Če v Petrijevi mreži pride do situacije, da določenih prehodov ne moremo več 
prožiti, je velika verjetnost, da je problem v načrtovanju sistema. Pravimo, da je 
prehod 𝑡𝑗 živ za določeno označitev 𝒎0, če obstaja zaporedje proženj prehodov, da 
lahko pridemo do poljubne označitve 𝒎𝑖 prek prehoda 𝑡𝑗. Dalje pravimo, da je mreža 
živa za začetno označitev 𝒎0, če so za to označitev živi vsi prehodi. Z drugimi 
besedami to pomeni, da je PN živa, če ne glede na zaporedje proženj, noben prehod 
ne bo stalno onemogočen [14]. 
Mrtva točka (tudi ponorno stanje, ang. deadlock) je označitev, pri kateri ne 
more biti sprožen noben prehod. Pravimo, da je mreža brez mrtvih točk, če za 
začetno označitev 𝒎0 ni dosegljive označitve 𝒎𝑖, ki bi predstavljala mrtvo točko.  
Živost in možnost obstanka v mrtvi točki sta odvisni tudi od začetne označitve. 
Če je začetna označitev 0, je to mrtva točka in noben prehod ni omogočen.  
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2.7.6  Modeliranje problemov razvrščanja s Petrijevimi mrežami 
Navadne Petrijeve mreže ne omogočajo opazovanja časovnih intervalov med 
svojim izvajanjem, saj traja proženje prehoda neskončno kratek čas in je tako tudi 
časovno zaporedje proženj neskončno kratko [12]. V primeru modeliranja 
razvrščanja opravil pa ima vsaka operacija določen čas trajanja in zato probleme 
razvrščanja modeliramo s časovnimi Petrijevimi mrežami. 
V teh mrežah za vsako prehajanje uvedemo dva časovna trenutka čas sprožitve 
(ang. firing time) in čas zaključka (ang. ending  time). Žetonom tako pripada časovna 
oznaka, ki je enaka vsoti časa sprožitve in časa zaključka. Časovno mrežo lahko 
zapišemo z zapisom 𝑁 = (𝑃, 𝑇, 𝐴, 𝐷), kjer 𝐷 predstavlja množico časovnih kasnitev 
[15]. Označitev mreže dobimo s porazdelitvijo žetonov v mestih in pripadajočimi 
kasnitvami.  
Pri modeliranju s časovnimi Petrijevimi mrežami je vsaka operacija v enem od 
treh stanj: operacija čaka na izvedbo, operacija se izvaja, operacija je izvedena. Za 
vsako operacijo tako določimo dva časovna trenutka, čas začetka in čas zaključka. 
Žeton predstavlja čas sprostitve operacije, časovna kasnitev prehoda pa predstavlja 
čas izvajanja, ki je odvisen od operacije, ki jo izvajamo.  
Precedenčne omejitve modeliramo tako, da dodajamo mesta v mrežo. S tem 
zagotovimo, da mora biti operacija izvedena, preden začnemo izvajati naslednjo 
operacijo.  
S pomočjo časovnih Petrijevih mrež lahko dobimo izvedljive urnike. Vsako 
zaporedje proženj, ki se konča v končnem stanju, to je stanju, kjer ni več možnih 
proženj, predstavlja možen urnik. Žetone, ki jim pripadajo časi zaključkov, vsebujejo 
končna mesta opravil in mesta, ki predstavljajo stroje. Hitro lahko pokažemo, da so 
upoštevane precedenčne omejitve, časi sprostitev posamezne operacije, ter da stroji 
ne morejo izvajati več kot enega opravila na enkrat. Posledica naštetih kriterijev je, 




3  Globalna nelinearna optimizacija 
Kadar optimiziramo nelinearne probleme, lahko optimizacijo delimo na 
lokalno in globalno. Pri lokalni optimizaciji iščemo lokalne optimume, pri globalni 
pa globalne. Pri linearnih problemih taka delitev ni smiselna, saj linearne funkcije 
nimajo lokalnih ekstremov. Pri dosti metodah je težko dokazati konvergenco v 
končnem času iskanja, zato se dostikrat zadovoljimo z zadosti dobrim lokalnim 
optimumom. Ker pa običajno nimamo informacije o vrednosti globalnega optimuma, 
je težko ugotoviti, kako dober je dobljen lokalni optimum [16]. 
Najenostavnejša rešitev tega problema je zaganjanje lokalne nelinearne 
optimizacije iz različnih začetnih vrednosti. V vsakem teku optimizacija konvergira v 
najbližji lokalni optimum, na koncu pa izmed vseh dobljenih izberemo najboljšega. 
Problem ostaja pri izbiri začetnih vrednosti.  
Druga strategija je dodajanje naključnih vrednosti na nove izračunane 
vrednosti. To dodajanje omogoča pobeg iz lokalnega optimuma, vendar pa upočasni 
hitrost konvergence. S številom iteracij se zmanjšuje standardna deviacija naključnih 
vrednosti.  
Globalne nelinearne tehnike uporabljamo v primeru, če je izpolnjen vsaj en 
kriterij:  
• Iščemo globalni optimum 
• Funkcija cene in njeni odvodi so zelo nelinearni 
• Določeni parametri niso realna števila, temveč cela ali binarna 
Največji problem globalnih optimizacijskih metod je računska kompleksnost. 
Delitev prostora parametrov na posamezne intervale, ki določajo računsko mrežo 
problema narašča eksponencialno s številom parametrov 𝑛. Ta problem večinoma 
rešujemo tako, da natančneje pregledamo območje, ki globalni optimum vsebuje z 
večjo verjetnostjo. V drugih območjih parametre pregledujemo z manjšo 
natančnostjo.  
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Globalne optimizacijske tehnike v veliki večini vsebujejo stohastične elemente. 
Ti tehnikam omogočajo pobeg iz lokalnih optimumov in širše iskanje. Funkcija 
cenilke tako ni nujno strogo padajoča glede na iteracije.  
3.1  Evolucijski algoritmi 
Mnogi optimizacijski problemi v inženirstvu in še posebno v proizvodnih 
sistemih, so po svoji naravi zelo kompleksni in jih je težko reševati s splošnimi 
optimizacijskimi tehnikami. Že v 60. letih 20. stoletja se je pojavil interes reševanja 
teh problemov s pomočjo oponašanja živih organizmov. Tako so se razvili tudi 
evolucijski algoritmi. Evolucijski algoritmi posnemajo naravno evolucijo. Vsi 
evolucijski algoritmi temeljijo na populaciji posameznikov, vsak posameznik pa je 
ena od rešitev optimizacijskega problema. Roj delcev pomeni paralelno delovanje 
algoritma, kar algoritem zelo pohitri. Populacija evolucijskih algoritmov se razvija iz 
generacije v generacijo. Glavni operaciji spreminjanja posameznikov sta mutacija in 
rekombinacija. 
Pri mutaciji se generirajo novi posamezniki, ki predstavljajo novo točko v 
prostoru, pri rekombinaciji pa so novi posamezniki potomci dveh posameznikov 
prejšnje generacije. Vsakemu novemu posamezniku izračunamo vrednost kriterijske 
funkcije. Na koncu s selekcijo izberemo boljše posameznike, tiste z nižjimi 
vrednostmi kriterijske funkcije. Selekcija skrbi, da se populacija razvija v smeri 
boljših posameznikov, saj s tem rešujemo optimizacijski problem.  
Evolucijske algoritme delimo na evolucijske strategije, evolucijsko 
programiranje, genetske algoritme in genetsko programiranje. Ti algoritmi se 
razlikujejo predvsem v načinu zapisa, razlikujejo pa se tudi po tipih izbire, različnih 
genetskih operatorjih in drugih lastnostih. 
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3.2  Genetski algoritmi 
Če opazujemo živa bitja, ki so se razvila z evolucijo, vidimo, da je postopek 
zelo učinkovit. Pri programiranju genetskih algoritmov pa lahko naletimo na več 
težav. Operacije v naravi so dosti bolj zapletene kot v računalniških algoritmih, poleg 
tega pa tudi niso v polnosti raziskane. Drugi problem je v časovni zahtevnosti, saj 
GA obdelujejo množico rešitev, preveriti pa morajo uspešnost vsake izmed rešitev. 
Današnji računalniki še vedno delujejo po von Neumanovi zasnovi in tako vrednotijo 
eno rešitev za drugo, kar pri velikem številu elementov lahko traja precej časa. V 
naravi se lahko neka vrsta razvija milijone let, mi pa običajno želimo rešitev takoj ali 
vsaj v nekaj urah. GA torej niso univerzalna optimizacijska metoda, uspešno pa 
zapolnjujejo vrzeli, ki so bile s prej znanimi algoritmi zelo težko rešljive [17]. 
Genetski algoritmi so stohastična optimizacijska tehnika, ki sloni na principih 
evolucijskih algoritmov; natančneje naravni selekciji in naravni genetiki.  Pri 
genetskem algoritmu parametre, ki jih optimiziramo, imenujemo geni, ti pa 
sestavljajo kromosom, ki je vektor parametrov. Kromosomi sestavljajo populacijo, ki 
od začetka predstavlja množico naključnih rešitev.  
Obstaja več različnih načinov kodiranja za GA: 
1. Binarno kodiranje (ang. bitstring/binary encoding): kromosom je 
kodiran v obliki niza bitov. (npr.: 𝐴: [1010101]). Na začetku so bili vsi 
GA kodirani na tak način. Dolžina zapisa je povsem odvisna od 
uporabnika. Z vsakim bitom podvojimo natančnost zapisa, hkrati pa s 
tem tudi večamo kompleksnost optimizacije [18]. 
2. Permutacijsko kodiranje (ang. permutation encoding): kromosom je 
zapisan v obliki zaporedja celih števil (npr.: kromosom  
A:  [1 2 5 8 10]). Uporabno za reševanje problemov urejanja, zaporedij 
in urnikov.  
3. Kodiranje z realnim številom (ang. value encoding): kromosom je niz 
realnih števil (npr.: kromosom A: [0.11 1.1 3.5]). Kodiranje primerno 
za reševanje problemov, kjer nastopajo realna števila (npr.: iskanje 
uteži nevronskih mrež).  
4. Kodiranje z drevesom (ang. tree encoding): kromosom je zapisan v 
obliki drevesne strukture. Primer kodiranja z drevesom je na sliki 3.1. 
Listi drevesa so objekti, povezave pa določajo nek vrstni red. Kodiranje 
uporabno za iskanje poljubne funkcije, ki lahko opiše neke podatke. 
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Slika 3.1:  Primer kodiranja z drevesom [16] 
Izhajamo iz naslednjih predpostavk:  
• Evolucija je proces, ki operira s kromosomi in ne živimi bitji, ki jih ti 
kromosomi sestavljajo. 
• Naravna selekcija je povezava med kromosomi in njihovo strukturo. 
Naravna selekcija poskrbi, da se bodo kromosomi z uspešnejšo 
strukturo razmnoževali pogosteje. 
• Evolucija se odvija med reprodukcijo. Zaradi mutacij so lahko otroci 
drugačni od svojih bioloških staršev, hkrati pa so kombinacija genov 
dveh različnih staršev. 
• Biološka evolucija je brez spomina. Vse lastnosti, ki so za nekega 
posameznika dobre, so vsebovane v genskem bazenu [19]. 
Kodiranje z binarnim zapisom izhaja iz narave, kjer genski zapis shranimo s 
simboli, ki so bazni zapis DNK. Ti 4 simboli so 'A', 'G', 'C', 'T'. Pri binarnem zapisu 
gre za poenostavitev, saj uporabljamo dva simbola '0' in '1'. Binarno kodiranje je zelo 
enostavno.  
Spodnjo mejo zapišemo z vrednostjo "00 … 0", zgornjo pa z vrednostjo 
"11 … 1". V primeru neznanih vrednosti meja parametrov nam to lahko povzroča 
težave, saj moramo te meje določiti, kar pa ni vedno enostavno, sploh če parametri 
nimajo jasne interpretacije. Potem je rešitev dovolj velik interval, kar pa kot 
posledico nosi nižjo resolucijo ali daljši bitni zapis.  
V vsaki generaciji ocenimo kvaliteto kromosomov. V vsaki generaciji tvorimo 
potomce staršev z mutacijo ali s križanjem. V novi generaciji je nato določen delež 
staršev (kromosomov iz prejšnje generacije) ter določen delež potomcev (novo 
ustvarjenih kromosomov). Velikost populacije se iz generacije v generacijo ne 
spreminja. Po določenem številu generacij algoritem konvergira k najboljšemu 
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kromosomu, ki v idealnem primeru predstavlja optimalno rešitev problema. Pri 
genetskih algoritmih torej poznamo dve vrsti operacij: 
1. Genetske operacije: križanje in mutacija 
2. Evolucijska operacija: selekcija 
Genetske operacije posnemajo proces Darwinove evolucije, da ustvarijo nove 
populacije iz generacije v generacijo. Kriterijsko funkcijo pri GA pogosto 
imenujemo funkcija uspešnosti in predstavlja inverz klasične funkcije cene. 
3.2.1  Mutacija 
Mutacija pri GA pogosto ne igra tako velike vloge kot pri ostalih evolucijskih 
metodah. Verjetnost, da bo nek člen v kromosomu mutiral, imenujemo stopnja 
mutacije. Ta se običajno nahaja med 0,001 in 0,01 in določa verjetnost mutacije za vsak 
bit zapisa posameznega kromosoma. Če je faktor mutacije prenizek, mnogih genov, ki 
bi bili uporabni, sploh ne preizkusimo, če pa je previsok pa potomci izgubljajo 
podobnost staršem, s tem pa tudi algoritem izgublja zmožnost učenja iz lastne 
zgodovine. Pomen mutacije se močno poveča pri specifičnih problemih, kot je na primer 
tudi optimizacija razvrstitev, kjer imamo veliko lokalnih ekstremov.  
Pomanjkljivost mutacije pri binarnem kodiranju je v tem, da je verjetnost za 
vse bite enaka, njihova pomembnost pa se močno spreminja glede na mesto bita v 
kodnem zapisu. Razvite so tudi metode, ki stopnjo mutacije prilagodijo pomembnosti 
bita v zapisu. 
 
Slika 3.2:  Primer mutacije z binarnim kodiranjem  
 Na sliki 3.2 je primer mutacije. Biti označeni s puščico so mesta, kjer je 
kromosom mutiral. Potomec se od starša razlikuje samo v teh mestih, na njih pa ima 
bit invertiran.  
Pri permutacijskem kodiranju se običajno mutacija izvede tako, da en ali več 
parov mest zamenjamo med sabo. Tako na primer drugo mesto menjamo s petim, 
slika 3.3. 
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Slika 3.3:  Primer mutacije pri permutacijskem kodiranju 
Pri permutacijskem kodiranju v primeru problemov razvrščanja je potrebno 
paziti na izvedljivost urnika. To pomeni, da se moramo pri vsaki razvrstitvi držati 
vrstnega reda strojev za posamezno opravilo. V primeru mutacije to pomeni, da ne 
moremo permutirati operacij istega opravila. Poleg tega moramo v primeru, da pri 
permutaciji operacija prehiti neko drugo operacijo istega opravila, popraviti 
izvajanje, da se le-to sklada s predpisanim zaporedjem strojev za to opravilo. Možna 
rešitev tega problema je tudi ta, da namesto nad samimi operacijami, operatorje GA 
izvajamo nad opravili. Ko sta mutacija in križanje izvedena, opravila združimo z 
zaporedji strojev in tako dobimo vrstni red izvajanja operacij [20]. 
Pri kodiranju z realnim številom na naključnih mestih dodamo ali odvzamemo 
naključno majhno vrednost. Primer je na sliki 3.4. 
 
Slika 3.4:  Mutacija pri kodiranju z realnimi števili 
 
Pri kodiranju z drevesom naključnim listom zamenjamo objekt. Primer je 
prikazan na sliki 3.5. 
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Slika 3.5:  Mutacija pri programiranju z drevesom [16] 
  
30 3  Globalna nelinearna optimizacija 
 
3.2.2  Križanje 
Glavni operator pri GA je rekombinacija. Binarni zapis dveh ali več staršev 
razdelimo na dva ali več delov, ki jih nato križno sestavimo. Ta tip rekombinacije 
tako imenujemo križanje. Stopnja verjetnosti za križanje je tipično med 0,6 in 0,8, 
mesto križanja pa je določeno naključno. Višja stopnja križanja omogoča 
preiskovanje več možnih rešitev v prostoru in zmanjša verjetnost obstanka v 
lokalnem optimumu, vendar pa prevelik faktor pomeni izgubo računskega časa, saj 
več časa preiskujemo območja, kjer je optimum malo verjeten.  
 
Slika 3.6:  Primer enotočkovnega križanja  
Na sliki 3.6 imamo primer križanja. Primer je osnoven in najbolj pogost, saj 
imamo dva starša, vsakega od njiju pa razdelimo na dva dela. Mesto križanja je 
izbrano naključno, a je pri obeh starših enako. Prvi potomec ima prvi del, do mesta 
križanja, enak kot prvi starš, drugi del pa enak kot drugi starš. Pri drugem potomcu 
pa sta vlogi staršev zamenjani. Taki vrsti križanja pravimo enotočkovno. V uporabi 
je tudi izvedba, kjer pri vsakem križanju dobimo samo enega potomca. 
Poznamo tudi dvotočkovno križanje, kjer naključno izberemo dve mesti. 
Genski material prvega starša med dvema mestoma zamenjamo z genskim 
materialom drugega. Če je naključno izbrano prvo mesto 3, drugo pa 6, dobimo 
križanje kot na sliki 3.7. 
3.2  Genetski algoritmi 31 
 
 
Slika 3.7:  Dvotočkovno križanje 
Pri uniformnem križanju je potomec sestavljen tako, da naključno prepisujemo 
bite iz enega starša ali iz drugega. Na primer za vsak bit generiramo naključno 
število z intervala [0, 1]. Če je število manjše ali enako 0,5, prepišemo bit iz prvega 
starša, če pa je večje pa iz drugega. Primer je prikazan na sliki 3.8. 
 
Slika 3.8:  Uniformno križanje 
Pri permutacijskem kodiranju je križanje podobno kot pri binarnem. Lahko 
križamo enotočkovno, dvotočkovno ali uniformno. Potrebno je le paziti, da potomec 
ne vsebuje dveh istih številk. V primeru na sliki 3.9 vzamemo mesto križanja 5. Do 
mesta križanja je potomec prvi starš, nato pa se sprehodimo čez drugega starša in v 
potomca vpisujemo tiste številke, ki jih  v njem še ni. Podobno kot v primeru 
mutacije, je treba tudi pri križanju paziti na izvedljivost urnika in ga v primeru 
neizvedljivega urnika popravimo. 
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Slika 3.9:  Križanje pri permutacijskem kodiranju 
Pri kodiranju z drevesom lahko križamo dva starša tako, da naključno 
določimo vejo križanja. Zgornji del drevesa prepišemo od prvega starša, spodnji pa 
od drugega. 
 
Slika 3.10:  Križanje pri kodiranju z drevesom [16] 
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3.2.3  Selekcija 
Selekcija se izvaja naključno. To pomeni, da lahko posameznika zavržemo tudi 
v primeru, če ima zelo dobro kriterijsko funkcijo. Najbolj običajen postopek selekcije 
je izbira z ruletnim kolesom. Boljšo kriterijsko funkcijo kot ima posameznik, večja je 
verjetnost, da bo izbran. Alternativa ruletnemu kolesu je turnirska izbira. Iz celotne 
populacije izločimo dva posameznika, nato pa izberemo tistega, ki ima med njima 
boljšo kriterijsko funkcijo. 
V splošnem se genetski algoritmi od običajnih optimizacijskih metod 
razlikujejo v več ključnih točkah: 
1. delujejo na iskanju skupine rešitev in ne iskanju posamezne rešitve 
2. uporabljajo informacijo o rešitvi (kriterijska funkcija) in ne odvodov ali 
kakega podobnega znanja 
3. uporabljajo pravila, ki temeljijo na verjetnosti in niso deterministična 
GA imajo tri poglavitne prednosti v primerjavi z ostalimi optimizacijskimi 
algoritmi: 
1. Nimajo matematičnih zahtev pri optimizaciji problemov. Zaradi svoje 
evolucijske narave iščejo rešitve ne glede na notranje delovanje 
problema. Delujejo za vse vrste funkcij in omejitev (linearni ali 
nelinearni problemi) ter so definirani za diskretne, zvezne ali mešane 
probleme. 
2. Zaradi svoje ergodičnosti (neodvisnosti od časovne realizacije) so zelo 
učinkoviti pri globalnem iskanju. Tradicionalni pristopi primerjajo 
vrednosti bližnjih točk in se premikajo k optimumu relativno glede na 
trenutne točke.  
3. Zaradi fleksibilnosti so združljivi z velikim naborom hevristik. 
Genetski algoritem lahko zapišemo z naslednjimi koraki:  
1. Inicializacija populacije kromosomov 
2. Vrednotenje vsakega posameznega kromosoma znotraj populacije 
3. Ustvarjanje novih kromosomov s pomočjo genetskih operacij 
(križanje in mutacija) 
4. Izbris deleža stare generacije, da dobimo prostor za novo 
5. Vrednotenje novih kromosomov in vstavljanje le-teh v novo 
generacijo 
6. Ponavljamo korake 3-5, dokler ne presežemo maksimalnega 
števila generacij [19].  
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3.3  Genetski algoritmi v okolju MATLAB 
Matlab (MATrix LABoratory) je interaktivno programsko orodje za numerično 
reševanje problemov. Sprva je bil razvit v univerzitetnem okolju in je šele kasneje 
postal komercialni produkt. Razvit je bil za reševanje problemov s področja linearne 
algebre, a se je hitro izkazal kot primeren za pakete CACSD (Computer Aided 
Control System Design) zaradi fleksibilne izrazne moči, interaktivnega vmesnika, 
podobne podatkovne strukture (matrike) kot je potrebna pri zapisu v prostoru stanj, 
robustnih numeričnih algoritmov ter uporabe osnovnih principov neposrednega 
upravljanja za matrične operacije [17]. 
Orodje Matlab vsebuje Genetske algoritme v dodatku paketu Global 
Optimization Toolbox. Poleg genetskih algoritmov paket vsebuje še metode iskanja 
vzorcev, optimizacijo z roji delcev, simulirano ohlajanje, globalno iskanje, metodo 
lokalne optimizacije iz več različnih začetkih točk ter optimizacijo s substitucijo.    
Metode delujejo na sistemih, ki so lahko zvezni ali diskretni, stohastični, ne 
vsebujejo odvodov ali pa vključujejo funkcije črne škatle [21]. 
 
Izvajanje genetskega algoritma kličemo kot  
[x fval exitflag output population scores] = 
ga(fittnessfcn,nvars,A,b,Aeq,LB,UB,nonlcon,options);  
Vhodni parametri funkcije ga, ki jih lahko uporabimo pri optimizaciji, so 
• fitnessfcn, ki je klic kriterijske funkcije. Ta kot argument sprejme 
vektor dolžine nvars in vrne skalarno vrednost.  
• nvars, ki je pozitivno celo število in predstavlja število spremenljivk 
problema. 
• A, b, Aeq, LB, UB, noncolon  so elementi, ki določajo omejitve 
optimizacijskega problema. 
• options, kjer določamo nastavitve pri optimizaciji. Možne nastavite so 
velikost populacije, število generacij, največji čas optimizacije, funkcija 
mutacije, funkcija križanja, faktor križanja, izris rezultatov, funkcija 
selekcije…  
Pri vhodnem parametru options lahko pri določenih nastavitvah kot so kriterijska 
funkcija, operacija mutacije, operacija križanja, operacija selekcije, uporabimo eno 
izmed funkcij, ki je v ta namen že implementirana v Matlabov algoritem, lahko pa 
uporabimo svojo funkcijo, ki je morda bolj primerna za reševanje našega problema.  
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Izhodni parametri, ki jih algoritem vrne so: 
• x, najboljša točka, ki jo je ga izračunal in predstavlja rešitev 
optimizacijskega problema. 
• fval, izračunana kriterijska funkcija v točki x. 
• exitflag, razlog, zakaj se je algoritem ustavil; v primeru preseženega 
števila generacij je exitflag = 0. 
• output je struktura izhodov v vseh generacijah in določenih informacij 
o uspešnosti algoritma.  
• population je matrika, kjer vrstice vsebujejo posameznike v zadnji 
generaciji. 
• scores pa je vektor, vrednosti kriterijske funkcije v posameznikov 
zadnje generacije. 
Algoritem je časovno dokaj zahteven, kar je pričakovano, saj mora v vsaki 





4  Izvajanje naloge 
V tem poglavju opišemo izvajanje naloge. Najprej opišemo zbirko problemov 
OR-Library, ki smo jo uporabili za optimizacijo. Nato si ogledamo prvotni algoritem 
za minimiziranje kriterijske funkcije skupnega časa izdelave, ki smo ga prevedli v 
problem minimizacije skupnih uteženih zamud. Na koncu poglavja je še opis 
izboljšanega algoritma, saj prva verzija ni dajala zadovoljivih rezultatov.  
4.1  Knjižnica OR-Library 
Knjižnica OR-Library (Operation Research Library) je zbirka raziskovalnih 
optimizacijskih problemov. Zbirka je prosto dostopna na spletu. Ustvaril jo je J. E. 
Beasley, junija 1990. V začetku je testne primere zbiral sam, kasneje pa so veliko 
testnih primerov prispevali tudi drugi avtorji [22]. 
Zbirka delavniških primerov je sestavljena iz 82 različno velikih problemov 
razvrščanja opravil v delavnici.  
Zbirko sta v knjižnico dodala Dirk C. Mattfeld in Rob J. M. Vaessens. Primere 
sta zbrala iz različnih raziskav. Problemi so različnih velikosti, se pravi imajo 
različna števila opravil in strojev. Najenostavnejši imajo 6 opravil, ki jih razvrščamo 
med 6 strojev, pri najbolj kompleksnih pa imamo 50  opravil in 10 strojev. Pojavljajo 
se tudi problemi velikosti 20 × 20 in drugi.  
Pri vsakem primeru je v zbirko najprej vpisana oznaka primera. V naslednji 
vrstici so splošni podatki o primeru, ki sporočajo, iz katere raziskave je bil problem 
povzet, velikost primera ter številko primera v dani raziskavi. Pod njo je vrstica, v 
kateri je zapisano število opravil in število strojev, nato pa sledi tabela časov 
obdelovanja in razporeditve strojev. Vsako opravilo je vpisano v svojo vrstico tabele, 
v vrstici pa je so v stolpcih z lihim indeksom vpisane številke strojev, v stolpcih s 
sodim indeksom pa časi obdelave opravila pripadajočega opravila na tem stroju.  
Če smo torej z 𝑚 označili število strojev in z 𝑛 število opravil, je tabela časov 
obdelave in vrstnega reda strojev velikosti 𝑛 × 2𝑚.   
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Tabela 4.1:  Primer vpisa v zbirki problemov iz knjižnice OR-Library 
instance abz5 
Adams, Balas, and Zawack 10x10 instance (Table 1, instance 5) 
10 10                   
4 88 8 68 6 94 5 99 1 67 2 89 9 77 7 99 0 86 3 92 
5 72 3 50 6 69 4 75 2 94 8 66 0 92 1 82 7 94 9 63 
9 83 8 61 0 82 1 65 6 64 5 85 7 78 4 85 2 55 3 77 
7 94 2 68 1 61 4 99 3 54 6 78 5 66 0 78 9 63 8 67 
3 69 4 88 9 82 8 95 0 99 2 67 6 95 5 68 7 68 1 86 
1 99 4 81 5 64 6 66 8 80 2 80 7 69 9 62 3 79 0 88 
7 50 1 86 4 97 3 96 0 95 8 97 2 66 5 99 6 52 9 71 
4 98 6 73 3 82 2 51 1 71 5 94 7 85 0 62 8 95 9 79 
0 94 6 71 3 81 7 85 1 66 2 90 4 76 5 58 8 93 9 97 
3 50 0 59 1 82 8 67 7 56 9 96 6 58 4 81 5 59 2 96 
 
V tabeli 4.1 je primer zapisa v zbirki problemov iz knjižnice OR-Library. 
Vidimo, da so stroji indeksirani s števili od 0 dalje, kot je to v navadi pri 
višjenivojskih programskih jezikih.  
Zbirko v Matlab prepišemo s pomočjo funkcije or_lib_jsp, ki zbirko zapiše 
kot strukturo. Vsak objekt v strukture je en problem iz zbirke, lastnosti posameznega 
objekta pa bodo prikazane na prvem primeru iz zbirke, abz5. 
Lastnost jobs vsebuje podatek o številu opravil, lastnost machines pa podatek o 
številu strojev. V primeru v tabeli 4.1 sta obe vrednosti enaki 10. Lastnost label 
vsebuje oznako problema, ki jo je prebral iz prve vrstice zapisa v knjižnici, lastnost 
comment pa so podatki primera, vzeti iz druge vrstice zapisa. Matrika 𝑴 je 
sestavljena iz zaporedij strojev za posamezno opravilo, matrika 𝒅 pa iz časov 
obdelave. Vsakemu opravilu pripada po en stolpec v vsaki matriki, vrstice pa 
predstavljajo operacije posameznega opravila. Peta operacija tretjega opravila se 
torej izvaja na stroju, ki je zapisan v matriki 𝑴 na mestu 𝑴53, njen čas obdelave pa 
je zapisan v 𝒅53. 
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Tabela 4.2:  Matrika razporeditve strojev za primer abz5 
5 6 10 8 4 2 8 5 1 4 
9 4 9 3 5 5 2 7 7 1 
7 7 1 2 10 6 5 4 4 2 
6 5 2 5 9 7 4 3 8 9 
2 3 7 4 1 9 1 2 2 8 
3 9 6 7 3 3 9 6 3 10 
10 1 8 6 7 8 3 8 5 7 
8 2 5 1 6 10 6 1 6 5 
1 8 3 10 8 4 7 9 9 6 
4 10 4 9 2 1 10 10 10 3 
V tabeli 4.2 so prikazane razporeditve strojev. Stroji so tu indeksirani s števili 
od 1 dalje, kar je v skladu s standardnim zapisom v Matlabu. Ker gre za delavniški 
problem in je potrebno vsa opravila obdelati na vseh strojih, na vsakem enkrat, se 
stroji v posameznih stolpcih ne smejo ponavljati. Iz tabele vidimo, da so v vsakem 
stolpcu zapisana vsa števila od 1 do m, kar je v našem primeru 10.  
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Tabela 4.3:  Časi obdelave za primer abz05 z dodanimi roki in utežmi 
Opravila 1 2 3 4 5 6 7 8 9 10 
 88 72 83 94 69 99 50 98 94 50 
 68 50 61 68 88 81 86 73 71 59 
 94 69 83 61 82 64 97 82 81 82 
 99 75 65 99 95 66 96 51 85 67 
 67 94 64 54 99 80 95 71 66 56 
 89 66 85 75 67 80 97 94 90 96 
 77 92 78 66 95 69 66 85 76 58 
 99 82 85 76 68 62 99 62 58 81 
 86 94 55 63 67 79 52 95 93 59 
 92 63 77 67 86 88 71 79 97 98 
𝑤𝑗  4 4 2 2 2 2 2 2 1 1 
𝑑𝑗 1116 984 956 939 1060 998 1051 1027 1054 915 
 
V tabeli 4.3 so označeni časi obdelave za opravila v danem problemu. Matrika 
časov obdelave se ujema z matriko strojev, ki je prikazana v tabeli 4.2.  
V primerih iz baze OR so podani samo vrstni redi strojev za posamezno 
opravilo in časi obdelave na teh strojih. M. Singer in M. Pinedo sta v svoji raziskavi 
[23] predlagala naslednjo formulo za računanje rokov izdelave za testne primere: 
 𝑑𝑗 = 𝑟𝑗 + 𝑓 ∙ ∑ 𝑝𝑖𝑗
𝑚
𝑖=1  (4.1) 
Ker roki sprostitev niso podani, privzamemo, da so enaki 𝑟𝑗 = 0 za vsak 𝑗. 
Kuhpfahl in Bierwirth sta raziskovala probleme razvrščanja s tremi različnimi 
faktorji; 𝑓 = 1,3, 𝑓 = 1,5 in 𝑓 = 1,6 [8]. V tabeli 4.3 je za izračun rokov uporabljen 
faktor 𝑓 = 1,3. 
V članku [23] je predlagan tudi način določitve uteži. Iz prakse je znano, da je 
pri realnih problemih približno 20 % opravil zelo pomembnih, 60 % srednje 
pomembnih, 20 % pa manj pomembnih. Tako prvim 20 % opravil določimo utež 4, 
naslednjim 60 % utež 2 in zadnjim 20 % utež 1. 
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4.2  Izvajanje v Matlabu 
Ko so primeri prebrani v okolje Matlab, izberemo problem, ki ga želimo 
razvrstiti. Nato se glede na primer sestavi Petrijeva mreža. Prehodi v mreži 
predstavljajo operacije. Prvih 𝑚 prehodov predstavlja 𝑚 operacij opravila 1, kot si 
sledijo po strojih, drugih 𝑚 operacije opravila 2 in tako dalje. Mesta označujejo 
pogoje. Prvih 𝑚 mest označuje pogoje za izvedljivost operacij prvega opravila, 
naslednje mesto označuje, da je opravilo zaključeno. Nato sledi 𝑚 + 1 mest, za 
drugo opravilo in tako dalje do mesta (𝑚 + 1) ∙ 𝑛. Na koncu sledi še 𝑚 mest, ki 
označujejo razpoložljivost strojev. Skupno število vseh mest v mreži je tako   
(𝑚 + 1) ∙ 𝑛 + 𝑚, prehodov pa je 𝑚 ∙ 𝑛. 
Za proženje vsakega prehoda, to je izvajanje vsake operacije, morata biti tako 
izpolnjena dva pogoja. Prvi pogoj je, da je operacija sploh izvedljiva, drugi pa, da je 
stroj, ki izvaja to operacijo, prost. Operacija je izvedljiva takrat, ko so bile izvedene 
vse operacije tega opravila, ki so na vrsti pred njo, stroj pa je na voljo, ko ne opravlja 
nobene druge operacije.  
V Petrijevi mreži so poleg matrike vhodnih in matrike izhodnih povezav 
označeni še časi obdelav in začetno stanje 𝒎0, ki označuje prvo operacijo vsakega 
opravila in vse stroje. 
 Ko je mreža sestavljena, se lotimo ustvarjanja prve razvrstitve. Operacije v 
tem delu razvrščamo naključno. Iz tega začetnega urnika smo nato s permutacijami 
ustvarili začetno populacijo GA. Kot funkcijo kvalitete izberemo izbiro po rangu, 
selekcijo pa izvedemo s pomočjo turnirske izbire. Faktor križanja nastavimo na 0,2, 
operaciji mutacije in križanja pa sta lastni.  
Po vsaki mutaciji s pomočjo Petrijeve mreže preverimo izvedljivost urnika. 
Najprej s pomočjo enačbe (2.9) izračunamo naslednjo označitev, nato s pomočjo 
enačbe (2.8) preverimo, če je prehod omogočen, urnik do te operacije pa je 
posledično izvedljiv. Tu gledamo, če so zadovoljene precedenčne omejitve. Če 
označitev ni dosegljiva, se premaknemo do prve naslednje dosegljive označitve in 
izvedemo operacijo, ki pripada tej označitvi. Ko preverimo in popravimo vrstni red 
vseh operacij, kot rezultat dobimo izvedljiv urnik. Pri križanju razvrstitve ni potrebno 
popravljati, saj je operacija narejena tako, da se izvedljivost urnika ohranja. Urnike 
smo sestavljali tako, da je bila razvrstitev brez čakanja. 
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4.3  Prevedba problema JSP v JSPTWT 
 Problem je bil od začetka zastavljen kot navaden JSP problem z računanjem 
kriterijske funkcije skupnega časa izdelave. Problem je bilo tako treba prevesti v 
problem JSPTWT.  
J. Kuhpfahl in C. Bierwirth sta v raziskavi [8] podala najboljše znane rešitve za 
53 od 82 primerov iz zbirke, ki jih je zbral Essafi s sodelavci. Ti so v svojih 
raziskavah uporabili tudi faktorja 𝑓 = 1,5 in 𝑓 = 1,6, s katerima dobimo manj stroge 
roke dokončanja opravil. S faktorjem 𝑓 = 1,3 lahko zagotovimo, da je vsaj eno 
izmed opravil končano z zamudo, kar nam da zanesljivejše ocene uspešnosti 
izračunov. Z večjima faktorjema lahko pri določenih primerih dobimo vsaj eno 
rešitev, kjer se vsa pravila zaključijo pred rokom in s tem dobimo 𝑇𝑊𝑇 = 0. Roke in 
uteži sem dodal v zbirko problem_set ob prebiranju iz datoteke [23]. 
Ko so problemi dopolnjeni z roki in utežmi, je bilo potrebno izračun kriterijske 
funkcije skupnega časa izdelave zamenjati za izračun kriterijske funkcije skupnih 
uteženih zamud. To kriterijsko funkcijo smo izračunavali vsakič, ko smo generirali 
nov urnik. To se zgodi pri inicializaciji populacije, ter nato pri vsaki mutaciji in 
križanju ter pri izračunu kriterijske funkcije. Ker je optimizacija z genetskimi 
algoritmi v Matlabu dokaj počasna, za izvedbo enega teka optimizacije potrebujemo 
dobre pol ure.  
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4.4  Izboljšan algoritem 
Optimizacija nam je dala rezultate, ki so bili relativno slabi v primerjavi z 
najboljšimi znanimi, ki jih je zbral Essafi. Izkaže se, da so za probleme razvrščanja 
pri kriterijski funkciji skupnega časa izdelave dosti primernejši algoritmi lokalnega 
iskanja, kot je na primer metoda simuliranega ohlajanja ali iskanje s tabuji. Te 
metode so bile preizkušene tudi s kriteriji zamud. Pri problemih JSPTWT se je 
metoda simuliranega ohlajanja izkazala za učinkovito, a časovno potratno. Za razliko 
od algoritmov lokalnega iskanja lahko GA priredimo tako, da dobro računajo čase 
dodelitve in roke. Poleg tega lahko GA uporabimo tudi v primerih, ko časi  dodelitve 
niso vnaprej znani. Izkaže se tudi, da se za minimizacijo kriterijske funkcije zamud 
najbolje odreže razvrstitveno pravilo COVERT, dobre rezultate pa daje tudi pravilo 
SPT [24]. V popravljenem algoritmu tako namesto naključne razvrstitve uporabljamo 
izbiro po rangu. Tu izvedljive operacije razvrstimo po pravilu najkrajšega časa 
obdelave. Večja verjetnost je, da bomo prej izvedli operacije s krajšim časom 
obdelave, kot tiste z daljšim. Če je število izvedljivih operacij enako 𝑛, operacija pa 






Ko izračunamo verjetnost, je izbira enaka metodi ruletnega kolesa. 
 Taka začetna razvrstitev daje dosti boljše rezultate, saj osebki v začetni 
populaciji niso tako široko razpršeni. 
Pri razvrščanju na podlagi prioritetnih pravil se pri operacijah v konfliktu 
odločamo tako, da noben stroj ne ostane nedejaven, ko lahko izvaja določeno 
operacijo. Operacije v konfliktu so tiste operacije, ki se izvajajo na istem stroju. Tako 
dobimo razvrstitev brez čakanja, kar pa glede na kriterij skupnih uteženih zamud ni 
nujno optimalna razvrstitev. Pri aktivnih razvrstitvah so stroji lahko nekaj časa 
nedejavni, kar pa močno poveča prostor možnih rešitev, ki ga moramo z optimizacijo 
raziskati. Mattfeld in Bierwirth sta tako raziskovala tudi učinek parametra δ na 
uspešnost optimizacije. Parameter delta se nahaja na intervalu  
𝛿 ∈ [0,1], daje pa informacijo o tem, koliko časa lahko določen stroj ostane 
nedejaven. 𝛿 = 0 nam poda razvrstitev brez čakanja, na drugi strani pa z 𝛿 = 1 
iščemo  aktivno razvrstitev. V raziskavi sta uporabila 𝛿 na danem intervalu s 
korakom 0,2. Ugotovila sta, da dajejo najboljše rezultate 𝛿, ki so blizu sredine 
intervala. Najbolje se je odrezal 𝛿 = 0,6, takoj za njim pa 𝛿 = 0,4. V popravljenem 
algoritmu torej namesto 𝛿 = 0 uporabimo 𝛿 = 0,5. 
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Prav tako sta predlagala modificirana načina mutacije in križanja. Pri križanju 
določimo binarni vektor, ki določa, v kakšnem vrstnem redu izbiramo operacije iz 
prvega in drugega starša. Ko je neka operacija izbrana, jo izbrišemo iz obeh staršev 
in tako preprečimo, da bi se ponovila, saj bi s tem dosegli neizvedljivo razvrstitev. 
Postopek ponavljamo, dokler nismo potomcu dodelili vseh operacij. Pri mutaciji pa 
operacijo izločimo iz urnika in jo nato prestavimo na naključno izbrano mesto. 
Takemu načinu mutacije in križanja pravimo permutacijsko kodiranje. Tudi tu je 
potrebno po opravljeni mutaciji preveriti izvedljivost urnika zaradi precedenčnih 
omejitev. V tem primeru je postopek nekoliko bolj zapleten, saj ne gledamo le 
izvedljivih operacij ob času, ko je stroj prost, ampak tudi vse operacije, ki bodo 
postale izvedljive v nekem časovnem intervalu, ki ga določa faktor 𝛿. V tem 
intervalu so lahko torej stroji neaktivni, kljub temu da določene operacije čakajo na 
izvedbo. 
 
Slika 4.1:  Prikaz izvajanja optimizacije v Matlabu 
 
Na sliki 4.1 je prikazan izris vrednosti, ki ga ponujajo genetski algoritmi v 
Matlabu. V prvem izrisu je s črno izrisana najboljša vrednost kriterijske funkcije v 
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vsaki posamezni generaciji. Ker se elitni kromosomi prenašajo iz generacije v 
generacijo, se ta večinoma samo zmanjšuje. Z modro barvo je izrisana povprečna 
vrednost kriterijske funkcije v posamezni generaciji. Vidimo lahko, da je v začetku 
dosti več slabih posameznikov, saj je povprečna vrednost kriterijske funkcije v prvi 
generaciji blizu 5000. S selekcijo slabše posameznike hitro izločimo iz populacije in 
že okrog 50. generacije je povprečna vrednost le malenkost nad 2000. Nad samim 
izrisom sta obe vrednosti, vrednost kriterijske funkcije najboljšega  posameznika in 
povprečna vrednost v trenutni generaciji, zapisani.  
V spodnjem izrisu je prikazana povprečna vrednost med posamezniki. Ker iz 
generacije v generacijo dobivamo vedno boljše posameznike zaradi selekcije, se ta 
razdalja počasi zmanjšuje. Razdalja ne more biti 0, saj bi to pomenilo, da so vsi 
posamezniki dosegli isti optimum, kar pa zaradi naključnosti, ki so v mutaciji in 




5  Rezultati 
Za  preizkus algoritma sem izbral šest primerov iz zbirke. Izbral sem jih tako, 
da sem poskušal zajeti primere, ki so imeli tako nizko kot visoko najboljšo znano 
vrednost TWT. Prav tako sem izbral po dva primera, ki sta imela zamude pri vseh 
treh izbranih vrednostih faktorja 𝑓, po dva ki sta imela zamude pri  
𝑓 = 1,3  ter 𝑓 = 1,5, ter po dva, kjer je imelo vsaj eno opravilo zamudo le pri 𝑓 =
1,3.  Najboljši znani rezultati so prikazani v tabeli 5.1 in so povzeti po [7]. 
 
Tabela 5.1:  Najboljši znani rezultati za izbrane primere [7] 
Primer 𝑓 = 1,3 𝑓 = 1,5 𝑓 = 1,6 
abz05 1403 69 0 
abz06 436 0 0 
la16 1169 166 0 
la20 805 0 0 
orb01 2568 1098 566 
orb08 2429 1023 621 
 
Vsi izbrani problemi so velikosti 10 × 10, kar pomeni, da 10 opravil izvajamo 
na 10 strojih. Pri kompleksnejših problemih se lahko časi računanja hitro povečajo. 
Tudi v raziskavi [23], kjer sta Pinedo in Singer uporabila nekaj problemov velikosti 
15 × 10, sta jih priredila tako, da sta odstranila zadnjih 5 opravil in probleme 
obravnavala kot probleme velikosti 10 × 10. 
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5.1  Prva verzija algoritma 
Najprej sem preskušal algoritem, ki je bil opisan v začetku prejšnjega poglavja. 
Ker GA ne zagotavlja optimalne rešitve, v samem algoritmu pa je tudi več 
naključnosti, sem metodo za vsak primer pognal večkrat. Naključnosti se pojavljajo 
tako v sestavi začetnega urnika, kot pri metodah križanja in mutacije.  
V tabeli 5.2 so prikazani rezultati za šest tekov optimizacije. V prvi vrstici je 
zapisan najboljši znan rezultat iz tabele 5.1, nato pa je v naslednjih šestih vrsticah 
predstavljen rezultat kriterijske funkcije TWT posameznega teka. 
 
Tabela 5.2:  Rezultati TWT za prvi algoritem, 𝑓 = 1,3 
tek abz05 abz06 la16 la20 orb01 orb08 
Najboljši 
znan rezultat 
1403 436 1169 805 2568 2429 
1 2203 1282 2350 1686 3833 3278 
2 2078 951 2111 1911 3899 3818 
3 2138 2186 2434 1250 5078 4460 
4 2478 735 1925 1332 3383 3225 
5 2553 1109 1971 1577 4013 3728 
6 2380 1311 1739 1787 5514 3634 
 
Vidimo, da so rezultati v primerjavi z najboljšim znanim, relativno slabi. V 
najboljšem primeru smo bili od najboljšega rezultata oddaljeni dobrih 30 % vrednosti 
(primer la20, tek 3), v najslabšem pa kar 400 % (primer abz06, tek 3). Najboljši 
dobljen rezultat je podčrtan. 
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Tabela 5.3:  Razlika v dobljenih rezultatih pri najboljših rezultatih 




2078 735 1739 1250 3383 3225 
Odstopanje 
[%] 
48,1 68,6 48,8 55,3 31,7 32,8 
 
Tabela 5.4:  Razlika v dobljenih rezultatih pri najslabših rezultatih 




2553 2186 2434 1911 5078 4460 
Odstopanje 
[%] 
82,0 401,4 108,2 55,3 97,7 83,6 
 
V tabeli 5.3 so prikazani najboljši dobljeni rezultati in odstopanja od najboljših 
znanih v odstotkih najboljših znanih vrednosti, v tabeli 5.4 pa najslabši dobljeni v 
šestih tekih. Vidimo, da smo v relativnem smislu najslabše rezultate dobili pri nižjih 
optimalnih vrednostih. Delno je to lahko posledica tega, da so razvrstitve z majhnimi 
zamudami in posledično majhnim TWT redkejše poleg tega pa so razlike prikazane 
relativno, kar pomeni da ima vrednost ene časovne enote pri problemu abz06, kjer je 
optimum nizek, dosti večjo težo kot na primer pri problemu orb08.  
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5.2  Rezultati izboljšanega algoritma 
Kot je opisano v prejšnjem poglavju, vidimo, da dobljeni rezultati niso idealni. 
Pri vseh nadaljnjih poskusih je bil parameter 𝛿, ki predstavlja način sestavljanja 
urnika (med aktivnim in urnikom brez čakanja) nastavljen na 𝛿 = 0,5, saj je bilo v 
[24] pokazano, da dajejo najboljše rezultate prav urniki, kjer se 𝛿 giblje okrog 
sredine intervala [0, 1]. Ker so bile nekatere metode in nastavitve v obliki, ki je bila 
primernejša in je zagotavljala hitrejšo konvergenco, smo lahko število generacij 
zmanjšali z 2000 na 500, število posameznikov pa s 1000 na 800. To nam da tudi 
krajši čas optimizacije, ki je sedaj znašala dobrih 15 minut za primer. Kasneje se je 
izkazalo, da je pri ohlapnejših urnikih, predvsem pri primerih, kjer je bila optimalna 
razvrstitev brez zamud, algoritem le-to poiskal že veliko prej, pri 𝑓 = 1,6 dostikrat 
tudi v manj kot 10 generacijah.  
 
Tabela 5.5:  Rezultati izboljšanega algoritma pri 𝑓 = 1,3 
tek abz05 abz06 la16 la20 orb01 orb08 
Najboljši 
znan rezultat 
1403 436 1169 805 2568 2429 
1 1427 540 1261 928 2998 2737 
2 1505 576 1261 928 2794 2591 
3 1438 531 1261 928 2891 2947 
4 1427 515 1261 964 3068 2961 
5 1403 499 1304 928 2891 2811 
6 1438 448 1373 972 3033 2696 
7 1505 515 1401 928 3061 2863 
8 1438 499 1261 928 2891 3074 
9 1438 576 1261 1000 2905 2867 
10 1505 531 1261 1008 2790 3036 
 
V tabeli 5.5 so prikazani rezultati vseh 10 tekov optimizacije za vseh šest 
primerov pri vrednosti faktorja tesnosti urnika 𝑓 = 1,3. Vidimo, da so rezultati dosti 
bližje najboljšim znanim, pri primeru abz05 pa v petem teku celo dosežemo 
optimalno razvrstitev. Še največje odstopanje najboljšega dobljenega rezultata 
dobimo pri problemu orb01, ki pa tudi ni večje od 222 časovnih enot.  
5.2  Rezultati izboljšanega algoritma 51 
 
Sicer vidimo, da se najboljša dobljena vrednost pri primerih la16 in la20 
ponovi večkrat. V prvem primeru smo do vrednost 1261 prišli v 7, v drugem pa v 6 
primerih. To je lahko posledica tega, da gre v teh primerih za tako močan lokalni 
optimum, naključnosti v mutaciji in križanju pa nista dovolj veliki, da bi iz tega 
optimuma pobegnili in tako obstanemo pri dobljeni vrednosti.  
 
Slika 5.1:  Gantogram strojev za optimalno razvrstitev abz05 
 
Slika 5.2:  Gantogram opravil za optimalno razvrstitev abz05 
Na sliki 5.1 je prikazan gantogram strojev, ki ponazarja obremenitev 
posameznega stroja za 5. tek problema abz05. Vidimo lahko, da se na stroju skoraj 
vsa opravila izvedejo takoj eno za drugo. Krajši premor je le med opraviloma 1 in 6, 
opraviloma 6 in 7, ter premor ene časovne enote med opraviloma 3 in 10. Tudi sicer 
se pri vsakem stroju pojavita vsaj dve opravili, ki si sledita takoj eno za drugo. V 
praksi pa je dostikrat potrebno nastavitve na strojih prilagoditi vsakemu 
52 5  Rezultati 
 
posameznemu opravilu, kar zahteva nekaj časa. Če predpostavimo, da spremembe 
nastavitev na vsakem posameznem stroju trajajo enako ne glede na zaporedje 
opravil, lahko te spremembe samo prištejemo času opravljanja opravila in tak urnik 
je izvedljiv. V realnih primerih pa se lahko pojavi, da je število sprememb pri 
nastavitvah odvisno tudi od predhodne operacije. Izvajanje opravila 9 je lahko na 
primer na stroju 6 dosti bolj podobno opravilu 3 kot opravilu 4. Čas sprememb 
nastavitev bi lahko tako bil dosti krajši, če bi po opravilu 3 namesto opravila 4 
izvedli opravilo 9. Taka formulacija problema bi lahko problem hitro naredila preveč 
kompleksen in to bi pomenilo, da bi do optimalnih rezultatov prišli še dosti težje. 
Na sliki 5.2 je prikazan gantogram opravil. Ta prikazuje, kdaj katero opravilo 
miruje in kdaj ga obdelujemo na posameznem stroju. Tudi pri prikazu po opravilih bi 
lahko upoštevali časovne zamike, ki se lahko v praksi pojavijo, ko se obdelovanec 
premika od enega stroja k naslednjemu. Podobno kot v primeru strojno orientiranega 
gantograma je smiselno čase premikov enostavno dodati časom obdelave za vsako 
posamezno opravilo in stroj, saj tako ne povečamo kompleksnosti problema.  
Ker so bili rezultati pri primeru orb01 dosti slabši kot pri ostalih primerih, sem 
na tem primeru pognal še deset tekov optimizacije. Zanimalo me je, če bo imelo 
število generacij kak opazen vpliv na končni rezultat. Namesto 500 generacij sem 
tokrat optimizacijo izvajal s 1200 generacijami. Le en rezultat je bil nekoliko boljši 
od zgoraj dobljenih. V drugem teku sem dobil vrednost 2719. Ostali rezultati so bili 
zelo podobni zgornjim, enkrat pa je izračunana vrednost bila celo 3547, kar je dosti 
slabše od dobljenih pri 500 generacijah.  
Zaključimo lahko, da od nekega števila dalje število generacij ne vpliva več na 
dobljen rezultat. To smo lahko tudi predpostavili po ogledu izrisa najboljšega 
posameznika v generaciji, kot je prikazan na sliki 4.1. V danem primeru je zadnja 
sprememba na nižjo kriterijsko funkcijo tik pred 50. generacijo. Ta pojav lahko 
razložimo tudi tako, da pri višjih vrednostih kriterijske funkcije neko naključno 
križanje ali mutacija dosti lažje pripelje do izvedljive razvrstitve s podobno ali boljšo 
vrednostjo kriterijske funkcije, kot pri nižjih. Ko smo enkrat zelo blizu optimumu, je 
podobnih izvedljivih razvrstitev zelo malo in verjetnost, da z mutacijo ali križanjem 
dobimo prav tako razvrstitev, je majhna.  
Seveda to velja tudi za lokalne optimume. Ko enkrat obstanemo v nekem 
lokalnem optimumu, ki je po vrednosti kriterijske funkcije blizu globalnemu, se sama 
razvrstitev lahko tako močno razlikuje od optimalne v smislu zaporedja operacij, da 
je z nizkim faktorjem mutacije in križanja sploh ne moremo doseči. 
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Tabela 5.6:  Rezultati izboljšanega algoritma pri 𝑓 = 1,5 
tek abz05 abz06 la16 la20 orb01 orb08 
Najboljši 
znan rezultat  
69 0 166 0 1098 1023 
1 109 0 193 0 1361 1498 
2 75 0 295 0 1373 1575 
3 203 0 302 0 1598 1211 
4 119 0 234 0 1381 1176 
5 86 0 295 0 1624 1561 
6 110 0 234 0 1481 1177 
7 126 0 260 0 1608 1130 
8 80 0 258 0 1468 1492 
9 119 0 184 0 1573 1792 
10 100 0 169 0 1547 1177 
 
V tabeli 5.6 so prikazani rezultati za faktor tesnosti urnika 𝑓 = 1,5. Vidimo, da 
tudi v tem primeru, podobno kot v primeru 𝑓 = 1,3 največje odstopanje od 
optimuma dobimo pri problemu orb08. Pri ostalih primerih se gibljemo zelo blizu 
optimumu. Pri primerih abz06 in la20, kjer je optimalna vrednost kriterijske funkcije 
TWT enaka 0, smo do te vrednosti prišli prav v vsakem teku. V teh dveh primerih je 
urnik že tako ohlapen, da obstaja več različnih razvrstitev, pri katerih dosežemo 
optimum. Ker pri optimizaciji ne upoštevamo drugih kriterijev, kot je na primer 
zgodnost, so vse te razvrstitve med seboj enakovredne. V tabeli 5.7, kjer so prikazani 
časi zaključkov opravil pri primeru abz06, vidimo, da so razvrstitve res različne, saj 
se ti časi med seboj razlikujejo. 
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Tabela 5.7:  Časi zaključkov opravil za prvih 6 tekov abz06 pri 𝑓 = 1,5  
Tek J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 
𝑑𝑗 817 991 735 1021 853 1023 889 729 1113 745 
1 752 940 525 824 783 1018 826 699 1097 643 
2 776 927 695 867 676 1005 853 540 1086 646 
3 721 850 691 945 736 1010 856 662 1089 692 
4 814 841 710 936 792 1001 883 701 1103 652 
5 790 932 690 872 748 1010 859 633 1079 719 
6 791 948 619 885 710 1023 878 580 1111 745 
 
Vidimo, da se časi zaključkov posameznih opravil razlikujejo skoraj 
popolnoma. Le opravilo 6 se v dveh tekih konča ob istem času. Poleg tega na 
ohlapnost urnika kaže tudi dejstvo, da se veliko opravil konča dosti pred rokom 
izdelave. Če pogledamo za primer opravilo 3, se v prvem teku konča kar 210 
časovnih enot pred rokom. Le v šestem teku se dve opravili – opravilo 6 in opravilo 
10 – končata točno ob roku, opravilo 9 pa dve časovni enoti pred rokom.  
Na koncu sem izvedel še po 10 tekov optimizacije za vsakega od šestih 
problemov pri vrednosti 𝑓 = 1,6.  Rezultati so prikazani v tabeli 5.8. 
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Tabela 5.8:  Rezultati izboljšanega algoritma pri 𝑓 = 1,6 
Tek  abz05 abz06 la16 la20 orb01 orb08 
Najboljši 
znan rezultat 
0 0 0 0 566 621 
1 0 0 0 0 836 790 
2 0 0 0 0 836 744 
3 0 0 0 0 756 704 
4 0 0 0 0 835 807 
5 0 0 0 0 898 704 
6 0 0 0 0 703 1301 
7 0 0 0 0 756 933 
8 0 0 0 0 756 704 
9 0 0 0 0 857 704 
10 0 0 0 0 855 902 
 
Vidimo, da tudi v tem primeru kljub že zelo ohlapnem urniku največ težav 
povzročal problem orb01. Pri primerih abz06 in la20, ki sta imela optimalni TWT 
enak 0 že pri 𝑓 = 1,5, je bil urnik že tako ohlapen, število rešitev z optimalnim TWT 
pa tako veliko, da je za optimalen rezultat zadostovalo že zelo majhno število 
generacij. V večini tekov je bilo potrebno število generacij nižje od 5, v najslabšem 
primeru pa 12. Tudi pri abz05 in la16, kjer se optimalen rezultat 𝑇𝑊𝑇 = 0 prvič 
pojavi šele pri 𝑓 = 1,6, je bilo potrebno število generacij dosti nižje od nastavljenih 





6  Zaključek 
S pomočjo programskega okolja Matlab smo optimirali delavniški problem 
razvrščanja s kriterijsko funkcijo skupnih uteženih zamud. Same probleme smo 
modelirali s pomočjo Petrijevih mrež, optimizacijo pa smo izvajali s pomočjo 
genetskih algoritmov.  
Pristop k modeliranju s Petrijevimi mrežami se je izkazal za ustreznega. S 
pomočjo matričnih enačb za proženje prehodov lahko učinkovito preverjamo 
izvedljivost urnika in upoštevanje precedenčnih omejitev. Petrijeva mreža je zgrajena 
tako, da lahko do neke označitve, ki predstavlja izvajanje operacije, pride samo, če so 
prejšnje operacije tega opravila že izvedene.  
Pri prvotni formulaciji problema smo imeli med optimizacijo z genetskimi 
algoritmi preveč naključnih elementov in zato so bili rezultati relativno dokaj slabi. 
Zato v drugem delu izvajamo optimizacijo z izboljšanim algoritmom. Z izbiro pravih 
parametrov optimizacije vidimo, da je lahko tudi optimizacija z genetskimi algoritmi 
primerna za optimizacijo primerov razvrščanja. 
V prvem delu opravila razvrščamo tako, da je razvrstitev brez čakanja. Taka 
razvrstitev daje rezultate, ki niso najboljši. V nadaljevanju preverjamo tudi vpliv 
parametra 𝛿, ki vpliva na časovni interval, v katerem lahko stroj ostane nedejaven, 
kljub temu, da bi lahko kakšno operacijo že izvajali. Prav tako smo v drugem delu 
preverjali tudi vpliv faktorja tesnosti urnika na končne rezultate in hitrost računanja 
optimizacije. S pomočjo faktorja tesnosti smo izračunali roke dokončanja opravil. Če 
je bil urnik dovolj ohlapen, da je omogočal razvrstitev brez zamud, je bila 
konvergenca že zelo hitra. 
V nadaljevanju bi lahko skušali poiskati še optimalnejše parametre in nastaviti 
vrednosti optimizacije z genetskimi algoritmi na način, ki bi omogočal hitrejšo 
konvergenco. Nalogo bi lahko nadgradili tudi tako, da bi poleg uteženih zamud 
optimizirali še zgodnost, saj je ta kriterij pri realnih problemih tudi zaradi stroškov 
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