This paper deals with the robustness of a class of discrete-time jump linear systems whose parameters are governed by a finite-state Markov chain and subject to piecewise deterministic and stochastic structured uncertainties. We establish that the exponential stability of this class is equivalent to the exponential stability of an associated class of discrete-time linear systems with no jumping parameters and subject to block diagonal deterministic and stochastic structured uncertainties. This key result is used to propose lower bounds for what we define as the stability radii with respect to this class of perturbation structures. The optimization problem of the stability radii that can be achieved by dynamic output feedback is also discussed and sufficient conditions are derived for the existence of stabilizing compensator which ensures that the stability radius is above a given level, via the resolution of parameterized matrix inequalities.
Introduction
The increasing applications of jump linear systems to model physical and economical systems subject to random failure or structure change contribute to make many authors interested to study intensively such systems. For example, one can quote the papers of Bohacek & Jonckheere (2001) , Costa & Fragoso (1993 , Ji & Chizek (1989) and Ji et al. (1991) which deal with the optimal control problem or the concept of stability of discrete-time jump linear systems.
In this paper, we consider the following nominal discrete-time jump linear system
x(t + 1) = A(r (t))x(t) + B(r (t))u(t) y(t) = C(r (t))x(t)
subject to both piecewise deterministic and stochastic perturbations, so that its perturbed version takes the form x(t + 1) = (A(r (t)) + D 0 (r (t)) 0 (r (t))E 0 (r (t)))x(t) + B(r (t))u(t)
D l (r (t)) l (r (t))E l (r (t))x(t)w l (t)
y(t) = C(r (t))x(t),
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A. EL BOUHTOURI AND K. EL HADRI where (r (t)) t 0 is a homogeneous Markov chain on a probability space (Ω, F, P) taking values in a finite set N 1 = {1, 2, . . . , N 1 }, with known transition probability matrix Π = (π i j ) 1 i, j N 1 given by π i j = P(r (t + 1) = j|r (t) = i).
For all l ∈ N 2 , w l (t), t 0, denote independent and identically distributed random variables on (Ω, F, P), independent of (r (t)) t 0 with E(w i (t)) = 0, E(w i (t)w j (s)) = δ i j δ st , ∀ i, j ∈ N 2 , s, t 0,
where δ i j , δ st are Kronecker symbols, and E(·) denotes the mathematical expectation. And for r (t) = i ∈ N 1 , A(r (t)) = A i ∈ R n×n is the state matrix, B(r (t)) = B i ∈ R n×s is the input matrix and C(r (t)) = C i ∈ R k×n is the output matrix; (D l (r (t)), E l (r (t))) = (D li , E li ) ∈ R n× p l × R q l ×n , l ∈ {0} ∪ N 2 , i ∈ N 1 , are known matrices determining the structure of the perturbations. l (r (t)) = li ∈ R p l ×q l , l ∈ {0} ∪ N 2 , i ∈ N 1 , are unknown.
To simplify the presentation, define
D(R) = {˜ ,˜ of the form (5)}. The size of˜ ∈D(R) is measured by its norm operator with respect to the Euclidian norm ˜ = max li , l ∈ {0} ∪ N 2 , i ∈ N 1 . The main subject of the paper is to analyse the stability radius problem that consists of determining the supremal ρ > 0 such that the perturbed system (2) is exponentially stable (see definition in Section 2) for all disturbances i (r (t)), i = 0, 1, . . . , N 2 , such that ˜ < ρ, and its maximization by output feedback. In the absence of jump parameters, the stability radius problem was considered in Hinrichsen & Pritchard (1991) ; Hinrichsen & Son (1991) ; Qiu et al. (1995) for deterministic discrete-time systems, and in El Bouhtouri et al. (2000) for multiplicative noise systems where only the stochastic parameters are perturbed. For piecewise deterministic discrete-time systems, the work established in Fragoso et al. (1995) can be used to establish lower bounds for the stability radius problem. If both the deterministic and the stochastic perturbations are present in the model, the characterization of the stability radius is more complicated and at present it is far from being resolved. The results of the present paper yield only a lower bound estimate, and the paper can be seen as the discrete-time version of El Bouhtouri & El Hadri (2003) .
The paper is organized as follows: In Section 2, we establish necessary and sufficient conditions for exponential stability of a jump linear system described by
The obtained conditions are a natural extension of the ones developed in Boukas & Yang (1995) and are derived from a stochastic Lyapunov approach. Afterwards, we make use of the obtained conditions to associate to system (6) a discrete-time linear stochastic system with multiplicative noise and without jump parameters which has the same stability properties. In Section 3, the latter result is exploited to study the particular case where C(·) is the identity matrix and u(·) = 0 by deriving a lower bound for the stability radius of (1) under perturbations of the form (2). And we discuss the maximization of this stability radius by dynamic output feedback. 
Preliminary results
Consider the discrete-time jump linear system with multiplicative noise
And for r (t) = i ∈ N 1 , write
In the literature many definitions of stability for discrete-time systems have been proposed. In the paper, we make use of the so-called exponential stability.
DEFINITION 2.1 System (7) is said to be exponentially stable, if for any x 0 ∈ R n and any initial distribution {P(r (0) = i); i ∈ N 1 }, there exist constants c > 0, 0 < q < 1 such that
DEFINITION 2.2 A matrix Z (r ) is said to be exponentially stable if and only if the system x(t + 1) = Z (r (t))x(t) is exponentially stable.
In the following result, we make use of the Lyapunov function approach developed in Kushner (1967) , to obtain necessary and sufficient conditions, to have exponential stability for system (7). THEOREM 2.1 System (7) is exponentially stable if and only if there exist symmetric matrices
Proof. Suppose the equality (9) satisfied for symmetric matrices P 1 , . . . , P N 1 in the set H − n = {P ∈ R n×n s.t. P = P T < 0} and consider the stochastic Lyapunov functional
and let
Using (7), (10) and the definition of conditional expectation, we get
From condition (9), we obtain
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A. EL BOUHTOURI AND K. EL HADRI where α = min i∈N 1 P i −1 > 0. So from (11), we have
Since (13) is true for any i ∈ N 1 , then
which implies there exist c > 0 such that
So system (7) is exponentially stable. Conversely, for integers M > t 0, i ∈ N 1 , and a vector y ∈ R n define the function
The discrete-time process (x(t), r (t)) t 0 is a time-homogeneous Markov chain, so from time homogeneity property we have
Thus, we have
Since system (7) is exponentially stable, then P(., i) is a monotonically decreasing and negative definite matrix-valued function bounded from below. So the limit
exists and clearly this limit is negative definite. Now let M > t be arbitrarily fixed, and
By using (14), we have
Furthermore, from (7) and the definition of conditional expectation, we obtain
Let M → ∞, and since the above equality holds for any x(t), we get
This completes the proof.
REMARK 2.1 In (9) the identity matrix I n can be replaced by any positive definite matrices Q 1 , . . . , Q N 1 , and so an equivalent condition for stability is the existence of symmetric matrices X 1 < 0, . . . , X N 1 < 0, such that
We are now in position to prove the next theorem which is one of our main results and will play an important role in the analysis carried out in Section 3. For this purpose, consider the following discretetime linear stochastic system with no jumping parameters
where
• For all i ∈ N 1
with
{e 1 , . . . , e N 1 } is the canonical basis of R N 1 , and ⊗ is the Kronecker product.
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• For all l ∈ N 2 , and i ∈ N 1
• The w i (t),w l j (t), t 0, l ∈ N 2 , i, j ∈ N 1 , are sequences of independent random variables on (Ω, F, P) with E(w i (t)) = E(w li (t)) = 0, and E(w i (t)w j (s)) = E(w li (t)w l j (s)) = δ i j δ st , ∀ i, j ∈ N 2 , l ∈ N 2 and s, t 0. THEOREM 2.2 The following assertions are equivalent:
(i) The discrete-time jump linear system (7) is exponentially stable.
(ii) The discrete-time linear system (16) is exponentially stable.
Proof.
(i)⇒(ii) By Theorem (2.1) there exist P j ∈ H − n , j ∈ N 1 , such that the equalities (9) are satisfied.
so the stability of (16) follows. (ii)⇒(i) The system (16) being exponentially stable implies that the following matrix equalitỹ
has a unique negative definite matrix P, where Θ is a monotonic function defined by
In particular, the spectral radius ρ(Ã) < 1. Now consider the sequence of symmetric matrices (R (k) ) k 0 such that
From (20) we have
which is a block diagonal matrix. We can see that (R (k) ) k 0 is a well-defined sequence of decreasing block diagonal negative definite matrices bounded from below by the unique negative definite matrix P solution of the equality (18). So the sequence (R (k) ) k 0 converges to P, and then P is a block diagonal matrix. From equality (18) and Theorem (2.1), we deduce that system (7) is exponentially stable.
Lower bounds for stability radii
Consider first the perturbed jump linear system
and suppose the nominal discrete-time jump linear system
is exponentially stable.
DEFINITION 3.1 The stability radius of system (22) with respect to multi-perturbations of the form (21) is (21) is not exponentially stable}.
Using the notation of system (16) and the result of Theorem (2.2), we see that systems (22) and (21) are exponentially stable if and only if the following systems (24) and (25) are exponentially stable:
Denote by σ (·) the stability radius of system (24) with respect to perturbations of the form (25). Then it follows that σ (·) is equal to the stability radius ır (·) of system (22) with respect to perturbations of the form (21). In the absence of multiplicative noise in system (25), block diagonal perturbations are the object of µ-analysis, but until now there is no exact formulae for the calculus of µ-values or for the corresponding stability radii. Therefore, it is to be expected that the problem of determining ır (·) is a difficult one. We will only give a lower bound for this measure of robustness via the resolution of parameterized linear matrix inequalities (LMIs). 
and note that the perturbed system (25) is identical with the closed-loop system obtained from
The open-loop gain of this closed system is given by L˜ where L: ν → z =Ẽ y = Lν is the perturbation operator. It is therefore reasonable to expect that the norm of the perturbation operator plays a crucial role in the determination of the stability radius σ (·) and so of ır (·).
By using Theorem (2.2) and the bounded real lemma for discrete-time stochastic systems (El Bouhtouri et al., 1999) , we have the following result which will be used to derive a characterization of a lower bound of ır (·) via parameterized LMIs. 
and
Moreover, if (28) and (29) are satisfied then for any˜ ∈D(R) such that ˜ < γ −1 , system (21) is exponentially stable.
The result of Lemma (3.1) shows that the stability radius ır (·) L −1 . So L −1 is a lower bound of ır (·). This estimate can be improved by scaling in system (25)
which does not change the radius but does change the norm L α , where L α is the perturbation operator associated to the scaled system.
It is easy to see thatρ is a lower bound of ır (·) better than L −1 . The following result gives a characterization of the scalarρ via parameterized LMIs.
THEOREM 3.1 With the same notations as in Lemma (3.1), the following statements are equivalent:
(a) ρ <ρ and A(r ) is exponentially stable.
(b) There exist α ∈ Θ and P ∈ H − m such that
Proof. (a) ⇒ (b): ρ <ρ implies that there exist α ∈ Θ such that L α < ρ −1 . So by applying Lemma (3.1) to the scaled system, the LMIs (31) and (32) hold for some matrix P ∈ H − m . A similar argument can be used to show (b) ⇒ (a). This ends the proof.
Let
Then we haveρ = sup{ρ > 0, such that S ρ = ∅} and S ρ,α is an open convex set. Now return to the more general system (2) and suppose that (A(r ), B(r ), C(r )) is exponentially stabilizable and detectable (i.e. there exist matrices K (r ), Z (r ) such that A(r ) + B(r )K (r ) and A(r ) + Z (r )C(r ) are exponentially stable).
Consider dynamic compensators of the form
where (H (r (t)), G(r (t)), F(r (t)), K (r (t))) ∈ Rn ×n × Rn ×k × R s×n × R s×k and the dimensionn 0 is arbitrary. Then the overall system takes the form 
In order to simplify the presentation, we collect the compensator parameters in the matrix
DEFINITION 3.2 A compensator M(r ) is said to be internally stabilizing if A(r ) is exponentially stable.
Note that the overall system (34) is similar to (21). Denote byL α the perturbation operator associated to the scaled system andρ = sup α∈Θ L α −1 . We have seen in Section 2 thatρ is the best estimate of ır ((A i ), (D li ,Ē li ), Π) using the perturbation operator.
l=0 q l and λ l = N 1 p l , for l ∈ {0} ∪ N 2 . Then by applying Theorem (3.1) and Schur criterion, we obtain the following result. (ii) There exist α ∈ Θ and P ∈ H − m such that
(iii) There exist α ∈ Θ and P ∈ H − m such that (37) is satisfied and Proof.
(i)⇔(ii) follows from the result of Proposition (3.1).
(ii)⇔(iii) We have
So applying two times Schur criterion, we conclude that M 1 (P) > 0 is equivalent to say R 1 (P) > 0.
In order to give sufficient conditions depending only on the data of system (2) for the existence of an internally stabilizing compensator so that (36) and (37) hold, we will make use of the following notations:
We have A i =Ā i +B i M iCi , where M i is given by (35).
By choosing P = diag(P i , i ∈ N 1 ) in Proposition (3.1) and by applying the projection lemma (see Gahinet & Apkarian, 1994; Packard et al., 1991) , we obtain the following sufficient conditions which guarantee the existence of an internally stabilizing compensator such that the closed-loop system (34) is exponentially stable for any matrix˜ ∈D(R), ˜ < ρ, for a given ρ > 0.
THEOREM 3.2 Let ρ > 0 and suppose there exist α ∈ Θ,
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Then there exists an internally stabilizing compensator M(r ) of dimensionn such that
Proof. Let P = diag(P i , i ∈ N 1 ), we have
By setting for i ∈ N 1 ,
we can see that R (i) 1 (P) > 0, i ∈ N 1 , are equivalent to say that the LMIs
have a solution P 1 , . . . , n+k) . To complete the proof it suffices to apply projection lemma, and to see that
This ends the proof. REMARK 3.1 In the particular case where N 1 = 1 (absence of jumping parameters), D 0 (·) = 0, E 0 (·) = 0, l (·), l ∈ N 2 , are allowed to be Lipschitzian, it is shown in El Bouhtouri et al. (2000) that the above sufficient conditions are also necessary. REMARK 3.2 The numerical problem of determining solutions for the matrix inequalities described in Theorem (3.2) still remains to be investigated since the matrix inequalities are not LMIs, but we mention that by introducing auxiliary variables Y i , i ∈ N 1 , the constrained matrix inequality (44) is equivalent to
which are in our point of view much simpler to deal with than the initial constrained inequalities because in this case the problem consists of choosing between the symmetric matrices P i , Y i ∈ H − n+n , i ∈ N 1 , which satisfy the parameterized LMIs (40), (42) and (45) one solution for which the conditions (46) are satisfied.
An illustrative example
Consider the three-mode jump linear system defined by We also see that P 1 , P 2 , P 3 verify inequality (41) and also (46) by taking Y i = Z i (P) −1 , i = 1, 2, 3. Choosingn = 1, and solving inequality (43) with MATLAB LMI-tools, we obtain
A simpler sufficient condition for the existence of a stabilizing n-dimensional compensator can be obtained by partitioning P i , i ∈ N 1 in Theorem (3.2) as follows
Now by partitioning Φ i , Ψ i , U i , V i , i ∈ N 1 , accordingly and using straightforward calculation, we deduce that the inequalities (40) are equivalent to ⎛ ⎜ ⎜ ⎜ ⎜ ⎝
The inequality (41) 
Conclusion
In this paper, we have analysed the robustness of a class of discrete-time jump linear systems subject to piecewise deterministic and stochastic structured uncertainties. We have established necessary and sufficient conditions via Lyapunov approach for exponential stability of a jump linear system with multiplicative noise. This result is exploited to show that the exponential stability of this class of systems is equivalent to exponential stability of an associated class of discrete-time linear systems without jump parameters but subject to block diagonal deterministic and stochastic uncertainties. We have made use of the concept of stability radii with respect to this class of perturbation structures and have given lower bounds for these measures of robustness via parameterized LMIs. The maximization of the stability radii was also discussed. We have proposed sufficient conditions, via parameterized matrix inequalities, for the existence of dynamic stabilizing output feedback such that the stability radius of the closed loop system is greater than a pre-specified bound.
