Abstract-In this paper, an adaptive Petri net (PN), capable of adaptation to environmental changes, is introduced by the fusion of learning automata and PN. In this new model, called learning automata-based adaptive PN (APN-LA), learning automata are used to resolve the conflicts among the transitions. In the proposed APN-LA model, transitions are portioned into several sets of conflicting transitions and each set of conflicting transitions is equipped with a learning automaton which is responsible for controlling the conflicts among transitions in the corresponding transition set. We also generalize the proposed APN-LA to ASPN-LA which is a fusion between LA and stochastic PN (SPN). An application of the proposed ASPN-LA to priority assignment in queuing systems with unknown parameters is also presented.
I. INTRODUCTION

P
ETRI nets (PNs) are graphical and mathematical modeling tools which have been applied to many different systems. They are used to describe and study information processing systems with concurrent, asynchronous, distributed, parallel, nondeterministic, and/or stochastic characteristics [1] .
The evolution of a PN system can be described in terms of its initial marking and a number of firing rules [2] . At any given time during the evolution of a PN system, current marking of the system evolves to a new marking by applying the firing rules. Firing rules of an ordinary PN system, for any marking M, consist of three steps [2] : 1) determining the set of enabled transitions from available transitions; 2) selecting a transition from the set of enabled transitions for firing; and 3) generating a new marking by firing the selected transition.
Mechanisms which determine the set of enabled transitions from the available transitions in PNs try to reduce the number of enabled transitions by introducing concepts such as inhibitor arc [3] , priority [4] , [5] , time [6] , and color [7] . To select a transition for firing among the enabled transitions, some mechanisms are reported in [3] and [8] - [10] . Among these mechanisms, random selection [3] is the most used mechanism. Random selection is a good mechanism if there is no conflict among enabled transitions. But, if two or more enabled transitions are in conflict, that is, firing one transition results in disabling the other(s), random selection will not be an appropriate mechanism to resolve conflicts. A set of conflicts changes when marking changes and hence the random selection for selecting the transition to be fired is inappropriate when PN is used to model the dynamics of real world problems [5] , [6] . This is mainly due to the fact that random selection does not consider the dynamics of the environment under which it operates and hence, it cannot adapt itself appropriately. To tackle this problem, one approach is to add a mechanism to PN to adaptively resolve conflicts among the enabled transitions.
Learning automaton (LA) is adaptive agent used for making decisions [11] . In this paper, we propose an adaptive PN (APN) in which the LA is used as a conflict resolution mechanism. The proposed APN, called learning automatabased APN (APN-LA) is obtained from the fusion between PNs and the LA. In this model, at first, transitions are partitioned into several clusters of conflicting transitions. Then, each cluster is equipped with an LA which is responsible for controlling the conflicts among transitions in the corresponding transition cluster. Each LA has a number of actions each of which corresponds to the selection of one of the enabled transitions. During the evolution of the APN-LA, unlike standard PN, a cluster, instead of a transition, is selected for firing at each marking. A cluster can be selected for firing only if it has an enabled transition. Then, the LA associated with the cluster is activated to select one of the enabled transitions within that cluster. The selected transition will be fired and a new marking will be generated. Upon the next activation of this LA, a reinforcement signal will be generated using the sequence of markings generated between the two activations of the LA. Using the reinforcement signal produced by the environment, the internal structure of the LA will be updated to reflect the markings' changes.
We also present a generalization of APN-LA and call it ASPN-LA. The ASPN-LA is a fusion between the LA and stochastic PN (SPN). The ASPN-LA will be applied to solve the problem of priority assignment (PA) in a queuing system under unknown characteristics. The queuing system consists of 2168-2216 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. a server and two queues. Jobs are processed from the queues in such a way that the average waiting time of the system will be minimized. Finally, we give a solution based on the ASPN-LA to solve the problem of PA in a queuing system with m queues and a server. The rest of this paper is organized as follows. Section II gives the basic definition. Section III presents the related work. In Section IV, the proposed APN and in Section V, the proposed adaptive SPN are described. In Section VI, two applications of the ASPN-LA to the PA in queuing systems are given. Section VII is the conclusion.
II. LEARNING AUTOMATA AND PNS
In this section, we first briefly review learning automata and then give a short review of PNs. A LA is an adaptive decisionmaking unit that improves its performance by learning how to choose the optimal action from a finite set of allowed actions through repeated interactions with a random environment [12] . Fig. 1 shows the interaction between learning automata and the environment. An action is chosen at random as a sample realization of action probability distribution. The chosen action is then taken in the environment. The environment responds to the taken action in turn with a reinforcement signal. The action probability vector is then updated based on the reinforcement feedback from the environment.
Definition 1: Environment is shown by a triple E = {α, β, c}, where α = {α 1 , α 2 , . . . , α r } represents the finite set of inputs, β = {β 1 , β 2 , . . . , β m } denotes the set of the values that can be taken by the reinforcement signal, and c = {c 1 , c 2 , . . . , c m } denotes the set of the penalty probabilities, where the element c i is associated with the given action α i .
If the penalty probabilities are constant, the random environment is said to be a stationary random environment, and if they vary with time, the environment is called a nonstationary environment. The environment depending on the nature of the reinforcement signal β can be classified into P-, Q-, and S-models. An environment in which the reinforcement signal can take only two binary values 0 and 1 is denoted by P-model environment. In the Q-model environment, a finite number of values in the interval [0, 1] can be taken by the reinforcement signal. In an S-model environment, the reinforcement signal lies in the interval [a, b] [13] .
An LA can be classified into two main families [13] : 1) fixed structure LA and 2) variable structure LA. In what follows variable structure LA used in this paper will be briefly described.
Definition 2: LA with variable structure is represented by {α, β, q, L}, where a = {α 1 , α 2 , . . . , α r } is the set of actions, β = {β 1 , β 2 , . . . , β m } is the set of inputs, q = {q 1 , q 2 , . . . , q r } is the action probability set, and L is the learning algorithm. r is the number of actions that can be chosen by the automaton.
The learning algorithm L is a recurrence relation which is used to modify the action probability vector. Let α(n) and q(n) denote the action chosen at instant n and the action probability vector, respectively. The recurrence equation, shown by (1) and (2) , is a linear learning algorithm using which the action probability vector q is updated. Let α(n) be the action chosen by the automaton at instant n
when the taken action is rewarded by the environment (i.e., β(n) = 0) and
when the taken action is penalized by the environment (i.e., β(n) = 1). In (1) and (2), a(n) ≥ 0 and b(n) ≥ 0 denote the reward and penalty parameters that determine the amount of increases and decreases in the action probabilities, respectively. If a(n) = b(n), the recurrence equations (1) and (2) At the time instant n, an LA operates as follows: 1) the LA randomly selects an action α(n) based on the action probability set q(n); 2) the LA performs α(n) on the environment and receives the environment's response β(n); and 3) the LA updates its action probability vector using the learning algorithm. The time needed by activation of an LA with r actions is O(r).
Leaning automata have been successfully used in many applications such as combinatorial optimization problems [14] , solving NP-complete problems [15] , [16] , computer networks [17] , neural networks engineering [18] , [19] , wireless networks [20] , social networks [21] , and cloud computing [22] , to mention a few.
In [14] - [25] , two types of learning automata are presented in which the number of actions available for selection may change over time. In LA introduced in [23] , when the selection probability of any action becomes zero, the action is removed from the available set of actions from that time on. In LA introduced in [24] and [25] , called LA with a variable set of actions, the set of available actions can change with time and can be formally defined as below.
Definition 3: An LA with a variable set of actions is the one that has a set of available actions at each instance. A = {A 1 , A 2 , . . . , A 2 r −1 } denotes the set of action subsets and A(n) is the subset of all the available actions which can be chosen by the LA, at instant n. q i (n) denotes the probability of choosing action α i , conditioned on the event that the action subset A(n) has already been selected as well as α i ∈ A(n). The scaled probability q i (n) is defined as
where K(n) = α i ∈A(n) q i (n) is the sum of the probabilities of actions in subset A(n), and
The procedure of choosing an action and updating the action probabilities in an LA with a variable set of actions at instance n, can be described as follows [24] : 1) the probabilities of all the actions in the available set are scaled as defined in (3); 2) the automaton randomly selects one of its possible actions according to the scaled action probability vectorq(n); 3) depending on the response received from the environment, the LA updates its scaled action probability vectorq while the probability of the available actions is only updated; and 4) the probability vector of the actions of the chosen subset is rescaled as defined in (4) for all α i ∈ A(n)
Definition 4: PN is a triple {P, T, W}, where P is a nonempty finite set of places, T is a nonempty finite set of transitions, and W:((P × T) ∪ (T × P)) → N defines the interconnections of both sets of P and T.
For each element x, either a place or a transition, its preset is defined as x = {y ∈ P ∪ T | W( y, x) > 0} and its post-set is defined as The set of markings reached from M 0 is called a reachability set and represented by a reachability graph (RG) [1] , [2] , [6] .
Definition 5: SPN is a PN which is defined by a six-tuple {P, T, W, R, ω, M 0 }, where 1) P, T, W, M 0 are defined as in Definition 4; 2) ∀t ∈ T, R t ∈ R + ∪ {∞} is the rate of exponential distribution for the firing time of transition t. If R t = ∞, the firing time of t is zero; such a transition is called immediate. On the other hand, a transition t with R t < ∞ is called timed transition. A marking M is said to be vanishing if there is an enabled immediate transition in this marking; otherwise, M is said to be tangible [26] ; 3) ∀t ∈ T, ω t ∈ R + is the weight assigned to the firing of the enabled transition t, whenever its rate R t is equal to ∞. The firing probability of transition t enabled in a vanishing marking M is computed as ω t / [M,t > ω t . It should be noted that the above definition of SPN coincides with the definition of Generalized Stochastic Petri Nets (GSPNs) given in [6] .
III. RELATED WORK
Control for concurrent processes may be needed with respect to synchronization and conflict resolution. For PNs, control can be considered as a mechanism that specifies the order by which transitions are fired so that probable conflicts among transitions can be resolved. The most used controlling mechanism in the literature is the random selection which is inappropriate in conflicting situations [3] . The queue regime [8] is another set of mechanisms used to control the order of firing in the PN. In this mechanism, enabled transitions are put in a queue. To select a transition from the queue of transitions, different approaches have been addressed. None of these approaches is appropriate to conflicting situations when the environment is dynamic.
In priority net in which a priority level is assigned to each transition. In any marking, an enabled transition with the highest priority will be fired [4] , [27] . The priority net can be either static [4] or dynamic [5] , [28] . In the static priority net, the priority level of a transition does not change, whereas in the dynamic priority net, the priority level of a transition, even though different for different markings, for a specific marking is fixed and does not change as priority net evolve. For this reason, neither static priority net nor dynamic priority net is a good candidate to control firing of transitions when the environment is dynamic.
A PN in which firing of transitions is controlled by a set of finite automata is introduced in [29] . In this PN, transitions are partitioned into a number of disjoint sets. Each automaton is responsible for controlling transition firing in the corresponding set of transitions. This mechanism is able to handle conflicts among transitions, but due to the deterministic nature of finite automaton, it cannot adapt itself to the environmental changes.
Controlled PNs (CtlPNs) are a class of PNs with a new kind of places called control places [30] . A control place allows an external controller to influence the evolution of the CtlPN. In most cases, the external controller must control the evolution of CtlPN so that the system always remains in a specified set of allowed states, or equivalently, a set of forbidden markings are never reached by the CtlPN. Such a control policy can be designed by general approaches such as linear integer programming [31] and path-based approaches [32] . CtlPNs, within the framework of supervisory control [33] , [34] is used as a discrete event model [35] , [36] . A drawback of these mechanisms is the lack of learning capability which prevents them from being adapted to the changes in the environment.
In [37] , several approaches are used in the literature to make PNs adaptive by fusing intelligent techniques such as neural networks and fuzzy logic systems with PNs [38] - [40] . But none of these mechanisms is adaptive and cannot be used to resolve conflicts among transitions when the environment is dynamic. In the following paragraphs some of these APNs are briefly described.
In [41] , a feed-forward neural PN (NPN) obtained by fusing PNs with neural networks is introduced. The NPN is constructed using the basic concepts of PNs (place, transition, and arc). Places in the NPN are decomposed into three layers: 1) input; 2) hidden; and 3) output. In order to construct connections between places in hidden and output layers, threshholding transitions and arcs with trainable weights are introduced. A threshholding transition is enabled when the summation of its weighted inputs is equal to or greater than its predefined threshold. Using a set of input-output training examples, the weights of arcs are trained according to the back propagation rules. Another example of fusion between PNs and neural networks has been recently reported [42] .
In this PN, a special transition, called adaption transition (A-transition), is introduced which is associated with a multilayer neural network. The inputs of the neural network are the markings of its input places whereas the outputs are the markings of its output places. The inputs of all A-transitions create an environment for the system; thus, when the environmental changes happen, A-transitions can adapt themselves to the changes. Based on the markings of the output places of a fired A-transition, a sub-graph of the RG will be traversed. Other types of fusion between PNs and neural networks are also reported in [43] and [44] .
An APN obtained from the fusion of PNs and fuzzy logic systems is reported in [45] where a PN is used to represent a fuzzy rule-based system. In this PN, places represent propositions and tokens represent states of those propositions. A value between 0 and 1 is assigned to each token representing the truth degree of a proposition state. Firing a transition expresses a rule reasoning process [46] , [47] . A combination of the LA with color fuzzy PN has been recently reported [48] . The LA is used to adjust adaptively the membership functions defined on the input parameters.
IV. PROPOSED APN BASED ON LA (APN-LA)
In this section, an APN based on learning automata (APN-LA) will be proposed. The APN-LA uses learning automata to resolve conflicts among the transitions of the PN. First the APN-LA will be formally defined and second, a procedure used by the designer to construct an APN-LA will be given. Finally, to describe the evolution of the APN-LA, its firing rules will be presented. Before we give the formal definition of the APN-LA, three definitions are given.
Definition 6: Potential conflict is a set of transitions {t 1 , t 2 , . . . , t n } iff every t k ∈ {t 1 , t 2 , . . . , t n } shares at least one input place with one t j ∈ {t 1 , t 2 , . . . , t n }\{t k }. The potential conflict only depends on the structure of the PN graph.
Definition 7: Maximal potential conflict is a set of transitions ρ = {t 1 , t 2 , . . . , t n } iff the following conditions are held.
1) {t 1 , t 2 , . . . , t n } are in potential conflicts.
2) For every t ∈ T\ρ, {t} ∪ ρ are not in potential conflict. We refer to a maximal potential conflict set as a cluster hereafter.
Definition 8: An updating transition t u ∈ T u , is an immediate transition, except when it fires, the action probability vector of the LA that fused with the PN is updated.
A. Formal Definition
An APN-LA can be formally defined as follows. Definition 9: An APN-LA is a five-tuples (P,T,Ŵ, S, L), whereP is a finite set of places,T = T ∪ T U is a finite set of ordinary transitions and updating transitions T U = {t u 1 , . . . , t u n },Ŵ:((P ×T) ∪ (T ×P)) → N defines the interconnection ofP andT, L = {LA 1 , . . . , LA n } is a set of learning automata with varying number of actions, and S = {s 0 , s 1 , . . . , s n } denotes a set of clusters, each consists of a set of transitions. 1) s i , i = 1, . . . , n are sets of clusters, each is a maximal potential conflict set. Each cluster s i is equipped with a LA, denoted by LA i . Number of actions of LA i is equal to the number of transitions in s i ; each action corresponds to a transition. 2) s 0 is the set of remaining transitions inT. Definition 10: An APN-LA system is a triple (N, M 0 ,F), whereN is an APN-LA, M 0 is the initial marking,F = { f 1 , . . . , f n } is the set of reinforcement signal generator functions. f i : M → β i is the reinforcement signal generator function related to LA i . Sequence of markings in the APN-LA is the input of f i and the output of f i is reinforcement signal β i . Upon the generation of β i , LA i updates its action probability vector using the learning algorithm given in (3) and (4).
B. Construction Procedure
An APN-LA is constructed by fusing a PN with learning automata according to the following steps. Let the union of the presets of these places be the preset of the newly inserted input place. 8) Put a token in newly inserted output place if at least one token exists in one of the shared input places of transitions in cluster s i .
C. Evolution of APN-LA System
The evolution of a PN system can be described in terms of its initial marking and a number of firing rules [2] . At any given time during the evolution of a PN system, the current marking of the system evolves to a new marking by applying the firing rules. Firing rules of an ordinary PN system, for any marking M, are defined as follows [2] . 1) A transition t ∈ T is said to be enabled if each input place p of t is marked with at least W( p, t) tokens. 2) An enabled transition may or may not fire (only one enabled transition can fire in each marking).
3) A firing of an enabled transition t removes W( p, t)
tokens from each input place p of t, and adds W(t, p) tokens to each output place p of t. Firing rules of an APN-LA system differs from those of an ordinary PN due to the fusion with the LA. In the remaining of this section, we will introduce the firing rules for the APN-LA. We first give a number of definitions which will be used later for defining the firing rules of the APN-LA.
Definition 11: Cluster s i is enabled in marking M when at least one transition in s i is enabled.
Definition 12: Fired cluster is an enabled cluster which is selected as the fired cluster, from which a transition will be fired in marking M. M ) in the fired cluster. The activated LA selects an action from its available action set according to its action probability vector and then the corresponding transition is selected for firing. 6) Firing of a transition t ∈T removesŴ( p, t) tokens from each input place p of t, and addsŴ(t, p) tokens to each output place p of t. 7) The reinforcement signal generator function f i ∈F is executed when the updating transition t u i ∈ T u fires. 8) The reinforcement signal for the activated LA will be generated at the next activation of that LA. 9) Using the generated reinforcement signal, the internal structure of the LA will be updated to reflect the markings' changes. It is worth mentioning that two or more transitions may be enabled at the same time without sharing any input places. For example, two transitions t 2 and t 3 shown in Fig. 2 , are enabled at the same time without sharing any input places. Although these transitions are in actual conflict in marking {p 2 + p 3 }, the potential conflict condition in Definition 6 does not hold for these transitions; our proposed APN-LA does not resolves this actual conflict. As a consequence, the proposed APN-LA, as defined above is only applicable for conflict resolution among the effective conflicts.
V. GENERALIZATION OF THE APN-LA
In this section, we generalize the proposed APN-LA and obtain ASPN-LA which is a fusion between the LA and the SPN. The most important difference between PN and SPN is the addition of timed transitions. A timed transition has a countdown timer, which is started whenever the transition becomes enabled. This timer is set to a value that is sampled from the negative exponential probability density function associated with the transition. The transition is fired whenever its timer reaches zero. Thus, no special mechanism is necessary for the resolution of timed conflicts: the temporal information provides a metric that used in the conflict resolution mechanism [6] . As such, to generalize the APN-LA to the ASPN-LA, it is sufficient to put all timed transitions of the SPN into a single cluster, denoted by s −1 , in which the temporal information is used to select an enabled timed transition for firing. Formally, an ASPN-LA can be defined as follows. 3) ∀t ∈ s 0 , ω 0 t ∈ R + is the weight assigned to an enabled transition t in cluster s 0 . Note that the definition of ω t in the SPN is changed into ω 0 t in the ASPN-LA. In other words, in the ASPN-LA, weights are only assigned to the transitions in cluster s 0 . In the ASPN-LA, conflicts among immediate transitions in s i , i = 1, . . . , n are resolved by LAs; hence, no weigh is required for these sets of transitions.
Definition 15: An ASPN-LA is a seven-tuples (P,T,Ŵ, S, L, R, ω
Firing rules of an ASPN-LA system differs from those of an APN-LA because of the addition of the cluster s −1 . Therefore, the following rules must be added to the firing rules of the APN-LA. 1) Cluster s −1 is said to be enabled if at least one timed transition in s −1 is enabled and none of other clusters s i , i ≥ 0 is enabled. 2) Cluster s −1 is selected as fired cluster if it is enabled. 3) If s −1 is the fired cluster, the temporal information associated with the enabled transitions within s −1 is used to select a transition for firing. In addition, if s 0 is selected as the fired cluster, then instead of selecting a transition at random for firing, an enabled transition t is selected for firing with probability
It is worth mentioning that in an SPN, if several immediate transitions are enabled, a metric will be necessary to identify which transition produces the marking's change. However, this is required only in those cases in which a conflict must be resolved; if the enabled transitions are concurrent, they can be fired in any order [6] . In conflicting situations, weights assigned to immediate transitions are used to determine which immediate transition will actually fire. A practical approach for assigning weights to conflicting transitions is given in [6] . The main difference between the proposed ASPN-LA and the GSPN is that, the conflict resolution mechanism in the ASPN-LA is adaptive to the environmental changes, whereas weights and priorities, assigned to immediate transitions in the GSPN, are constant.
VI. APPLICATION OF ASPN-LA
In this section, we use the proposed ASPN-LA to solve the PA problem in a queuing system with a server and multiple classes of jobs. We first construct an ASPN-LA model for a queuing system with two classes of jobs and then study its steady state behavior. Finally, a solution for the PA problem in a queuing system with m queues and a server will be given.
A. PA Problem in Queuing System With Two Queues
In a queuing system with a server and two queues (Fig. 3) , there are two classes of jobs. Jobs from class i arrive into queue Q i at constant Poisson rate λ i , i = 1, 2. The service times of these classes are independent and identically distributed with exponential distribution having mean μ
When the server becomes idle, it has to select a new job from either of the two queues. In other words, the server must prioritize one class of jobs to another class when both queues have jobs, waiting for service. This prioritization affects the total waiting time of the system [49] and is denoted by PA problem. Thus, the PA problem in a queuing system with two queues is the problem of how to select jobs from two queues so that the total waiting time of the system be minimized.
In a queuing system with two queues Q 1 and Q 2 , if μ 1 > μ 2 , then it means that the average service time of the jobs arriving into Q 1 is shorter than that of arriving into Q 2 . In this queuing system, a lower total waiting time of the system is obtained when the server selects the jobs from Q 1 with a higher priority [49] , [50] . If μ 1 and μ 2 are known to the server, then the PA problem can be solved by a simple mechanism such as strict priority [51] ; the server always has to select the jobs from Q 1 with a higher priority. But, if μ 1 and μ 2 are unknown, then such a simple mechanism is inadequate. One way to solve the PA problem in this case, is by adopting a probabilistic priority (PP) mechanism [52] . In this mechanism, the priority of each class is defined by a probability with which its corresponding queue is selected. Here, the shorter total waiting time of the system is achieved when the server selects jobs from Q 1 with a higher probability (PP).
One simple PP mechanism to solve the PA problem can be described using the SPN, denoted by SPN-PP (Fig. 4) , where server selects jobs from either of the queues with equal probability of 0.5. In this SPN-PP, p 1 represents the server and p 2 and p 4 represent Q 1 and Q 2 , respectively. If the server is idle (M( p 1 ) = 1) and both queues have jobs, (M( p 2 ) > 1 and M( p 4 ) > 1), then one of the jobs is selected randomly for execution. In other words, in this SPN-PP, no PA scheme is used in order to reduce the total waiting time of the system. In the following section, an adaptive PP mechanism based on the APN-LA will be described.
B. Modeling the PA Problem With ASPN-LA
An ASPN-LA is constructed based on the SPN illustrated in Fig. 4 . Note that the set {t 5 , t 6 } is a maximal potential conflict and hence, forms cluster s 1 . The transitions t 5 and t 6 are in effective conflict in marking M = p 1 + p 2 + p 4 . Hence, we assign LA 1 with two actions to cluster s 1 ; each action corresponds to firing of one of the two transitions. The updating transition t u 1 , input place p 6 and output place p 7 are inserted into the constructed ASPN-LA an then output place p 7 is connected to updating transition t u 1 with an inhibitor arc. The place p 7 is added to the preset of and t 6 . Since place p 1 is the shared input place of transitions t 5 and t 6 , we add preset of this place to preset of p 6 . Since a token exists in place p 1 (shared input place of the transitions t 5 and t 6 ) a token will be placed in p 7 . Transitions t 1 , t 2 , t 3 , and t 4 create cluster s −1 and t u 1 creates cluster s 0 . The ASPN-LA in which the above modifications are made is called ASPN-LA-PP which is shown in Fig. 5 .
To obtain the ASPN-LA-PP system, the reinforcement signal generator function setF = { f 1 } is needed. f 1 is executed upon the firing of t u 1 and generates the reinforcement signal β 1 for LA 1 . To specify how f 1 generates β 1 , we first note that when t u 1 fires for the nth time, the following parameters are known to the system. 1) The queue from which the last job ( job n) was selected for execution.
2) The execution time of job n, denoted by δ(n). 3) Number of jobs from Q i which have been given service so far, denoted by k i ( i k i = n). 4) Total service time for the jobs in Q i which have been given service so far, denoted by i (n). 5) Average service time for the jobs in Q i which have been given service so far can be calculated as
Considering the above parameters, f 1 can be described using
where β 1 = 1 is the penalty signal and β 1 = 0 is the reward signal. Using β 1 , generated according to (5), LA 1 updates its available action probability vector,q(n), using the L R−I learning algorithm described in (1) . Then the probability vector of the actions of the chosen subset is rescaled according to (4) .
C. Analysis of the ASPN-LA-PP System
Since the fusion of the LA with PNs does not change the RG of the underlying PNs, any method capable of analyzing the underlying PNs is also applicable to analyze the fused version of that PN with the LA. This is why we have been able to analyze an ASPN-LA using its underlying Continuous-Time Markov Chain (CTMC), which is used to analyze a SPN. Thus, in what follows, we first describe how a CTMC can be derived from the proposed ASPN-LA-PP system and then, we use this CTMC to study the steady-state behavior of the system.
To analyze the learning ability of the ASPN-LA-PP, we will show that LA 1 associated with cluster s 1 gradually learns to assign higher probabilities to the first class of jobs in comparison to the second class, if μ 1 > μ 2 . To this end, we will partition the states of the yielded CTMC into three groups: 1) a job is selected from Q 1 while another job is waiting in Q 2 ; 2) a job is selected from Q 2 while another job is waiting in Q 1 ; and 3) remaining states. We show that LA 1 learns when the summation of the steady-state probabilities of states in the first group is more than that of the second group. We will show that this can happen, if the learning algorithm L R−I is used to update the action probability vector q(n) of LA 1 in the ASPN-LA-PP system.
1) Deriving CTMC From the ASPN-LA-PP:
The ASPN-LA-PP is an SPN which contains immediate and timed transitions and hence, an extended RG (ERG) can be generated from it [51] . Each node in this ERG is a reachable marking of the ASPN-LA-PP, and each directed arc from M i to M j represents the probability or rate of reaching to M j from M i . ERG can be transformed into a reduced RG by eliminating the vanishing marking and the corresponding transitions [51] . A CTMC will be developed from an RG [6] .
Let L i denote the number of tokens in place p i and M j = (L 1 , . . . , L 7 ) denote the jth marking of the ASPN-LA-PP. The ERG, obtained from the initial marking M 0 = (1, 1, 0, 1, 0, 1, 0) , is shown in Fig. 6(a) . To reduce the number of markings in this ERG, we assume that places p 2 and p 4 are one-bounded [1] . This ERG contains seven
resented by rectangles and thirteen tangible markings
resented by ovals. Fig. 6(b) shows the corresponding finite and irreducible CTMC of Fig. 5 . In this CTMC, each state j corresponds to the tangible marking M j of the ERG given in Fig. 6(a) . Fig. 6 (a) shows that in two tangible markings, a job is selected from Q 1 while another job is waiting in Q 2 , i.e., marking M 1 and M 4 which are shown in Fig. 6(a) by bold ovals. In other words, in these two markings, the ASPN-LA-PP system assigns a higher probability to the first class than to the second class. The set of markings in which higher PP is assigned to the first class is S (1) = {s 1 , s 4 } which are shown in Fig. 6(b) by bold circles. On the other hand, in the set of markings S (2) = {s 3 , s 5 }, the ASPN-LA-PP system gives PP to the second class.
2) Steady-State Analysis of the ASPN-LA-PP:
With CTMC in Fig. 6(b) , the steady-state probability vector π can be derived using equation π Q = 0 where Q is the infinitesimal generator matrix [53] . In this section, we define P (1) = π 1 + π 4 and P (2) = π 3 + π 5 , where π i denotes the steady-state probability of the CTMC being in state i and P (i) denotes the steady-state probability of marking set S (i) , i = 1, 2.
Assuming μ 1 > μ 2 , we analyze our proposed ASPN-LA-PP system by comparing the values of P (1) and P (2) when the system reaches the steady state; if P (1) > P (2) then the PP mechanism assigns the higher probability to the first class of jobs.
In this section, we design two theorems to prove that the ASPN-LA-PP reaches the steady states in which P (1) > P (2) . In Theorem 1, using the steady-state probabilities, we calculate a general lower bound value based on μ 1 and μ 2 such that if the value of q 1 (n) passes this value, then the ASPN-LA-PP gives higher PP to the first queue. In Theorem 2, we show that if LA 1 uses an L R−I algorithm to update its action probability vector, then P (1) > P (2) holds when n goes to infinity. In order to follow CTMC analysis by ordinary methods, the stochastic information attached to the arcs should be fixed values. This is why we use fixed values q * 1 and q * 2 instead of q 1 (n) and q 1 (n), respectively. In the highlighted states (markings), the ASPN-LA-PP system assigns a higher probability to the first class than to the second class. For simplicity, some states (markings) has been duplicated (indicated by dash-line).
Theorem 1:
In order for the ASPN-LA-PP to assign higher PP to the first class of jobs, the inequality q * 1 > μ 1 /μ 1 + μ 2 must be held.
Proof: Appendix A. Corollary 1: Assuming μ 1 > μ 2 , lower total waiting time in the ASPN-LA-PP is obtained when the assigned PP to the first queue passes μ 1 /μ 1 + μ 2 value. In other words, the values of q 1 (n) must be adjusted to a value upper than μ 1 /μ 1 + μ 2 by LA 1 .
Theorem 2: Assuming μ 1 > μ 2 in the ASPN-LA-PP system, if algorithm L R−I is used to update the action probability vector q(n) of LA 1 , then the relation P (1) > P (2) holds when n goes to infinity.
Proof: Appendix B.
D. Simulation Results
In this section, we conduct a set of computer simulations to study the behavior of the ASPN-LA-PP in comparison to that of the SPN-PP in terms of the average waiting time of the queuing system. To have stable queues, in all simulations, we consider ρ i = λ i /μ i , i = 1, 2 being less than 1. Without loss of generality, we assume μ 1 > μ 2 . Let λ 1 , λ 2 , μ 1 , and μ 2 take one of the following values: 0.2, 0.4, 0.6, 0.8, or 1. All reported results are averaged over 100 independent runs. Each run of simulation consists of servicing 15 000 jobs.
1) Experiment 1:
In this experiment, we study the average waiting times of different queuing systems resulted from the ASPN-LA-PP and the SPN-PP. The results of this experiment are reported in Table I . Each row in this table represents a queuing system with specific values of λ 1 , λ 2 , μ 1 , and μ 2 . The average waiting times of each queuing system resulted from the SPN-PP and the ASPN-LA-PP are given in the last two columns of the corresponding row of that queuing system. Regarding this table, when the LA involves in the PA, that is the ASPN-LA-PP, the average waiting time of the system is shorter than in the SPN-PP where no learner participates in the PA process.
2) Experiment 2:
This experiment is conducted to study the PA behavior of the ASPN-LA-PP. To this end, we define n * as the number of jobs, after which the PP of Q 1 is higher than that of Q 2 , i.e., P (1) > P (2) . In this experiment, μ 1 = 1.0 and μ 2 = 0.8 and the values of ρ 1 and ρ 2 change in the range [0.2, 0.8]. Fig. 7 gives the results of this experiment. In this figure, region A, region below the dotted-line, contains the results of the experiment when ρ 1 > ρ 2 and region B (above the dotted-line) contains the results when ρ 1 < ρ 2 . The following points are concluded from this figure.
1) n * assumes lower values in region A in comparison to region B. This is due to the fact that when ρ 1 > ρ 2 , the server gives services to jobs in Q 1 more frequently than the time when ρ 1 < ρ 2 and hence, it can learn the parameters of this queue earlier. In other words, the ASPN-LA-PP samples from Q 1 more frequently and thus, the PP of this queue passes the lower bound μ 1 /μ 1 + μ 2 earlier. 2) In both regions, for a fixed ρ 1 , by decreasing the value of ρ 2 , the value of n * increases. Note that when ρ 2 decreases, the number of instances where server is idle and there exist jobs in both queues, decreases. Thus, LA 1 has less chance of selecting actions and receiving responses from the environment. 3) Therefore, the learning time increases, with subsequent rise in n * . 4) In both regions, for a fixed ρ 2 , by decreasing the value of ρ 1 the value of n * increases. This is again due to the fact that when ρ 1 decreases, the number of times decreases when server is idle and job queues are nonempty. 5) The least value of n * is obtained when both ρ 1 and ρ 2 assumes their highest values and the highest value n * is obtained when both ρ 1 and ρ 2 assumes their least values. We repeated this experiment for all queuing systems reported in Table I 
E. PA Problem in Queuing System With m Queues
In this section, we design an ASPN-LA for solving the PA problem for a queuing system with m queues and a server. Table I. Based on the ASPN-LA-PP explained in Section VI-B, a new ASPN-LA called ASPN-LA-[m]PP will be constructed as shown in Fig. 9 . To develop the ASPN-LA-[m]PP system, the reinforcement signal generator function setF = { f 1 } is needed. f 1 is executed upon the firing of t u 1 and generates the reinforcement signal β 1 for LA 1 . For parameters δ(n) and i (n), introduced in Section VI-B, f 1 can be described using
where β 1 = 1 is the penalty signal and β 1 = 0 is the reward signal. Using β 1 , generated according to (6) , LA 1 updates its action probability vector,q(n), according to the L R−I algorithm described in (1) . Then the probability vector of the actions of the chosen subset is rescaled according to (4) .
VII. CONCLUSION
In this paper, we proposed a new APN which is a fusion of PN and learning automata called APN-LA. In the proposed APN-LA, conflicts among transitions are resolved adaptively with aid of learning automata. An extension of this APN obtained from fusion of the SPN and LA called ASPN-LA was also proposed. To show the applicability of these APNs, we presented their applications to solve PA problem in a queuing system with one sever and multiple queues under unknown characteristics. In PA problem, we seek a probabilistic PA strategy which can select jobs from the queues in order to minimize average waiting time of the queuing system. The steady-state behavior of the queuing system managed by the proposed APNs was analyzed theoretically and it was shown that it can assign the highest priority to the queue with the lowest average service time. Computer simulations reported in this paper did in fact verify the theoretical results.
APPENDIX A
The finite and irreducible CTMC corresponding to the ASPN-LA-PP (Fig. 5) is shown in Fig. 6(b) where each state j corresponds to the tangible marking M j of the ERG [ Fig. 6(a) ]. Considering this CTMC, the steady-state probability vector π can be derived using equation π Q = 0 where Q is the infinitesimal generator matrix [53] . We define P (1) = π 1 + π 4 and P (2) = π 3 + π 5 , where π i denotes the steady-state probability of the CTMC being in state i and P (i) denotes the steady-state probability of marking set S (i) , i = 1, 2. To follow steady-state analysis to obtain P (1) and P (2) , in (7), we drive equation π Q = 0 for states 1, 4, 3, and 5: 
By simplification of (7) μ 1 (π 1 + π 4 ) = q * To select more jobs from the first queue, the value of P (1) must be greater than P (2) . Substituting q * 2 = 1 − q * 1 , the equation q * 1 > μ 1 /μ 1 + μ 2 holds. Therefore, Theorem 1 is proved.
APPENDIX B
When a higher priority is assigned to the class of jobs with lower average service time, lower total waiting time is obtained [49] , [50] . From learning procedure L R−I shown in (1), if action 1 is attempted at instant n, the probability q 1 (n) is increased at instant n + 1 by an amount proportional to 1 − q 1 (k) for a favorable response and fixed for an unfavorable response. By this method, it follows that {q(n)} n>0 can be described by a Markov-process with state space of the unit interval [0, 1], when automaton operates in an environment with penalty probabilities {c 1 , c 2 }. The schema L R−I consists of two absorbing states e 1 = [1, 0] and e 2 = [0, 1]. Since the probability q i (n) can decrease only when α i is chosen and results a favorable response, the probability q(k) = e i holds if q(n) = e i for i = 1, 2 and all k ≥ n. Hence, V {e 1 , e 2 } represents the set of all absorbing states and the Markov process {q(n)} n>0 generated by the schema L R−I converges to the set V with probability one.
To study the asymptotic behavior of the process {q(n)} n>0 , a common method is to compute the conditional expectation of q 1 (n + 1) given q 1 (n). For the schema L R−I , this computation shows that the expected value of q 1 (n) increases or decreases monotonically with n depending on whether c 2 is greater or less than c 1 . Study on the asymptotic behavior shows that q 1 (n) converges to 0 with a higher probability when c 1 > c 2 and to 1 with a higher probability when c 1 < c 2 if the initial probability is q(0) = [1/2, 1/2] [13] .
To prove Theorem 2, it is enough to show that penalty signal generated by the ASPN-LA-PP for the first class of jobs is lower than the one for the second class. In the queuing system, each class of job has a service time distribution with an exponential density function as
The reinforcement signal generator function produces the penalty signal β i (n) = 1, i = 1, 2 for class i in instant n with probability of c i (n), i = 1, 2. Let (n) = 1/2 × [ 1 (n) + 2 (n)] be the average waiting time up to instant n. The value of c i (n) can be defined by (10) [49] 
where δ i (n) is the execution time of job n selected from the ith class for service. Assume that μ 1 > μ 2 , it is clear that c 1 (n) < c 2 (n) holds with probability one for all n [49] . Therefore, in the ASPN-LA-PP system, q 1 (n) converges to 1 with probability one when n goes to infinity. In other words, according to Theorem 1, q 1 (n) > μ 1 /μ 1 + μ 2 holds when n goes to infinity when L R−I is used to update the action probability vector of LA 1 . Therefore, Theorem 2 is proved.
