On Low-Complexity Full-diversity Detection In Multi-User MIMO
  Multiple-Access Channels by Ismail, Amr & Alouini, Mohamed-Slim
ar
X
iv
:1
40
1.
48
34
v2
  [
cs
.IT
]  
20
 Ju
n 2
01
4
1
On Low-Complexity Full-diversity Detection In
Multi-User MIMO Multiple-Access Channels
Amr Ismail, Member, IEEE and Mohamed-Slim Alouini, Fellow, IEEE
Abstract
Multiple-input multiple-output (MIMO) techniques are becoming commonplace in recent wireless
communication standards. This added dimension (i.e., space) can be efficiently used to mitigate the
interference in the multi-user MIMO context. In this paper, we focus on the uplink of a MIMO multiple
access channel (MAC) where perfect channel state information (CSI) is only available at the destination.
We provide a new set of sufficient conditions for a wide range of space-time block codes (STBC)s to
achieve full-diversity under partial interference cancellation group decoding (PICGD) with or without
successive interference cancellation (SIC) for completely blind users. Explicit interference cancellation
(IC) schemes for two and three users are then provided and shown to satisfy the derived full-diversity
criteria. Besides the complexity reduction due to the fact that the proposed IC schemes enable separate
decoding of distinct users without sacrificing the diversity gain, further reduction of the decoding
complexity may be obtained. In fact, thanks to the structure of the proposed schemes, the real and
imaginary parts of each user’s symbols may be decoupled without any loss of performance. Finally, our
theoretical claims are corroborated by simulation results and the new IC scheme for two-user MIMO
MAC is shown to outperform the recently proposed two-user IC scheme especially for high spectral
efficiency while requiring significantly less decoding complexity.
Index Terms
Interference cancellation, full-diversity, decoding complexity, partial interference cancellation group
decoding.
I. INTRODUCTION
Interference mitigation is a major issue in the design of wireless communication systems.
Classical techniques to cancel the interference rely on sharing the available resources among
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2the different users. In time division multiple access (TDMA) systems, the time slots are divided
between different users such that in each time slot one user is transmitting solely. Similarly,
in frequency division multiple access (FDMA) systems, the frequency band is divided between
the different users such that the users are transmitting their data through disjoint sub-carriers. A
higher number of users may be accommodated if a hybrid scheme of TDMA/FDMA is adopted
which is the case for the global system for mobile communications (GSM) where eight users are
time division multiplexed over each sub-carrier. In a system that employs direct sequence code
division multiple access (DS-CDMA), different users share the same frequency band but are
assigned orthogonal spread sequences, such that the receiver is capable of extracting a specific
user’s data through correlating the received signal with the corresponding spreading sequence.
The incorporation of multiple-input multiple-output (MIMO) schemes in recent standards such
as Wireless Personal Area Networks [1], Wireless Local Area Networks [2], mobile WIMAX
[3], 3GPP LTE (release 8 and 9), and LTE-advanced (release 10), paved the way to exploit the
added dimension (i.e., space) to efficiently cancel the interference without requiring additional
resources. In fact, space-based interference cancellation (IC) techniques can be employed along
with conventional techniques (e.g., TDMA, FDMA, CDMA, etc.) to increase the number of
accommodated users.
When designing the so-called space-based interference cancellation techniques, several objec-
tives have to be taken into consideration, namely, providing high-rate communication, achieving
the full-diversity, the simplicity of the decoding algorithm measured in terms of average and
worst-case decoding complexity [4] and finally, the ability to accommodate a high number of
users. In this context, full-diversity denotes the maximal diversity gain offered by the network
configuration as if each user was transmitting solely, in other words, the interference-free maximal
diversity gain. Towards this end, several interference cancellation schemes have been proposed
in the literature. In what follows, the existing interference cancellation schemes will be outlined.
Prior Work
In [5], the authors proposed a scheme to suppress the interference for a two-user MIMO
multiple access channel (MAC) where each user is equipped with two transmit antennas and
the common receiver has r + 1 antennas. The proposed scheme assumed blind transmitters and
relied on the orthogonality of the Alamouti codewords [6]. This scheme enables a rate-1 symbol
3per channel use (spcu) communication for each user with fixed detection complexity of O(1)
irrespective of the underlying quadrature amplitude modulation (QAM) constellation. The main
drawback of this scheme is the substantial loss of diversity, in fact the achievable diversity gain
with this scheme is 2r instead of 2 (r + 1). The problem of diversity loss was partially resolved
in [7], where the authors proposed a decoding algorithm that achieves full-diversity in the two-
user MIMO MAC setting provided that the destination is equipped with more than two antennas.
Latter, the original scheme in [5] was extended in [8] to the case of J users each equipped with
two transmit antennas. However the provided diversity gain assuming a receiver equipped with
J + r− 1 antennas is equal to 2r. Subsequently, this scheme was generalized in [9] for the case
of J users with N transmit antennas, where for a receiver equipped with J + r − 1 antennas,
the achieved diversity gain is equal to Nr.
In order to overcome the diversity gain loss inherent in the previous schemes, F. Li and H.
Jafarkhani proposed a full-diversity cancellation scheme for two users each equipped with 2N
transmit antennas and a receiver equipped with M receive antennas [10]. The proposed scheme
relies on creating orthogonal subspaces at the receiver for the different users, thus retaining
the maximum diversity gain under the assumption of global channel state information (CSI)
availability at the transmitters with a worst-case decoding complexity of O
(
qN
)
, where q denotes
the size of the underlying square QAM constellation. The full knowledge of the global CSIT was
then relaxed in [11], where only a limited feedback is available to the transmitters. Moreover,
in [12], the authors extended the IC scheme in [10] to accommodate more users but under the
constraint of the availability of global CSIT. Recently, in [13], the authors proposed a systematic
full-diversity IC scheme with partial interference cancellation group decoding (PICGD) for two
blind users with asymptotic individual rate of 1 spcu when the signalling period gets too large
w.r.t the number of transmit antennas.
Our Contribution
In this paper, we address the design of low-complexity, full-diversity multi-user space-time
coding schemes for the MIMO MAC uplink. The outcome of the present paper may be summa-
rized as follows.
• A new set of sufficient conditions for a wide range of space-time block codes (STBC)s
to achieve full-diversity under PICGD [14], [15] with or without successive interference
4cancellation (SIC) for completely blind users is derived. Compared to the derived sufficient
conditions in [13], our design criteria is less restrictive, thus enabling higher rate IC schemes.
In fact, as will be shown shortly, the design criteria in [13] need to be satisfied only almost
surely rather than with strict equality.
• Explicit IC schemes for two and three users satisfying the derived design criteria under
PICGD and PICGD-SIC, respectively are provided.
• Besides the ability of the proposed IC schemes to decode distinct users disjointly without
sacrificing the full-diversity, it is proven (see Appendices B, and C) that further reduction
of the decoding complexity may be obtained through separate decoding of the real and
imaginary parts of each user’s symbols without incurring any loss of performance.
Our theoretical claims are first corroborated by simulation results, i.e., the diversity gain of our
two and three users IC schemes are numerically verified to be identical to the full-diversity
gain under the configuration of interest. The proposed two-user IC scheme is then compared
to its counterpart in [13] in terms of the codeword error rate (CER), the average decoding
complexity, and the worst-case decoding complexity. It is found that our scheme outperforms
its counterpart in [13] especially for high spectral efficiencies, while requiring significantly less
decoding complexity.
Notations
Throughout the paper, small letters, bold small letters, bold capital letters, and calligraphic
letters will designate scalars, vectors, matrices, and sets respectively. If A is a matrix, then AH,
AT, A†, and r (A) denote the Hermitian, the transpose, the pseudo-inverse, and the rank of A,
respectively. We define M (A) to be the vector space spanned by the columns of A and the
vec(A) as the operator which when applied to a m× n matrix A, transforms it into a mn× 1
vector by vertically concatenating the columns of the corresponding matrix. The diag (a) operator
returns a square matrix with the vector a on its main diagonal. For two column vectors a and b,
〈a,b〉 denotes their dot product
(
aHb
)
. If a matrix A  0, then A is positive semi-definite. The
⊗ operator is the Kronecker product. The notion Pσ denotes a n×n permutation matrix defined
as
[
eσ(1) eσ(2) . . . eσ(n)
]
, where ei denotes the i-th column of the n × n identity matrix, and
σ ∈ Sn; the set of all permutations over {1, . . . , n}. The ℜ (.) and ℑ (.) operators denote the
real and imaginary parts of their arguments, respectively. In denotes the n× n identity matrix,
5while 0 denote the null matrix of appropriate size. If a random vector x ∼ CN (µ,K), then x is
drawn from a circularly symmetric complex Gaussian distribution with mean µ and covariance
matrix K. Finally, P [A] denotes the probability of the event A to occur, and Ex [f (x)] denotes
the statistical average of an arbitrary function f (x) w.r.t the random variable x.
II. SYSTEM MODEL
S1
S2
SK
u1
u2
uK
D
uˆ1
uˆ2
uˆK
Fig. 1: K-User MIMO MAC channel uplink
Suppose that we have K sources equipped each with Nt transmit antennas and a destination
equipped with Nr receive antennas, we will describe this configuration afterwards by
(
NKt , Nr
)
.
The baseband MIMO MAC uplink channel may be described by
Y
T×Nr
=
K∑
k=1
Xk
T×Nt
Hk
Nt×Nr
+ W
T×Nr
, (1)
where T is the codeword signalling period, Nr is the number of receive antennas, Nt is the
number of transmit antennas, Y is the received signal matrix, and Xkm is the space-time mapping
of the k-th source (Sk) message addressed to the destination (D) (i.e., Xk = f (uk), where f (.)
is an injective function for the code to be uniquely decodable, which completely defines the
coding scheme). The channel coefficients matrix from the k-th source to the common destination
is denoted Hk whose entries hij ∼ CN (0, 1), and W is the noise matrix at the destination with
entries wij ∼ CN (0, N0). According to the above model, the t-th row of Xk denotes the symbols
transmitted through the Nt transmit antennas during the t-th channel use while the n-th column
denotes the symbols transmitted through the n-th transmit antenna during the codeword signalling
period T . We assume perfect synchronization among distinct users in the network and perfect
CSI is available only at the destination.
Applying the vec(.) operator to both sides of (1), we obtain
vec (Y)︸ ︷︷ ︸
y
=
K∑
k=1
INr ⊗Xk︸ ︷︷ ︸
X˜k
vec (Hk)︸ ︷︷ ︸
hk
+ vec (W)︸ ︷︷ ︸
w
. (2)
6For a large class of STBCs ( [16]–[18], among others), the code matrices take the form
Xk =
nk∑
i=1
Ak,isk,i, ∀ k = 1, . . . , K, (3)
with sk,i ∈ C and the Ak,i ∈ CT×Nt . Replacing Xk by its expression in Eq. (3), the system
model in Eq. (2) becomes
y =
K∑
k=1
nk∑
i=1
(INr ⊗Ak,i)hksk,i +w,
or equivalently
y =
K∑
k=1
H˜ksk +w, (4)
with H˜k =
[
HTk,1 . . . H
T
k,Nr
]T
, Hk,m =
[
Ak,1hk,m . . . Ak,nkhk,m
]
, hk,m denotes the channel
coefficients vector from the k-th source to the m-th receive antenna at the destination, and
sk =
[
sk,1 . . . sk,nk
]T
.
Interference Cancellation
The objective herein is to decode distinct users data at a low-complexity cost while achieving
the full-diversity gain offered by the system configuration (i.e., NtNr). For this purpose, we
adopt a multi-user variant of the full-diversity PICGD [19] originally proposed for the case of
point-to-point communications [14], [15]. The PICGD is a decoding algorithm that generalizes
the zero-forcing receiver, namely, it separates the transmitted symbols into disjoint sets and
decodes these sets independently. For instance, to decode the l-th set of transmitted symbols,
the receiver projects the received signal into the subspace orthogonal to the one spanned by the
rest of the symbols. In [14], [15], the authors derived sufficient conditions for a STBC with a
given grouping scheme to achieve full-diversity under PICGD in a point-to-point scenario.
In the multi-user MIMO MAC setting, each symbols set will correspond to a given user’s
data. Suppose that we want to decode the l-th user’s transmitted symbols, towards this end let
the system model in Eq. (4) be written in the following form
y = H˜lsl +
K∑
k=1,k 6=l
H˜ksk +w. (5)
Therefore, the destination projects the received signal into the subspace orthogonal to the one
spanned by interfering users. Let H˜l denote a basis of M
([
H˜1 . . . H˜l−1 H˜l+1 . . . H˜K
])
.
Therefore, the required projection matrix Pl needs to satisfy PlH˜l = 0. This condition has a
7general solution described by
Pl = QlMl; Ml =
(
INrT − H˜lH˜
†
l
)
.
It has been proved in [14] that taking Ql = I minimizes the maximum likelihood (ML) decoding
probability of error. Hence, hereafter, we will take Pl =
(
INrT −H˜lH˜
†
l
)
. Left multiplying
Eq. (5) by Pl one obtains
Ply = PlH˜lsl +Plw.
The ML estimate of sl under PICGD is then given by
s
ML|PICGD
l = argmin
sl∈Al
‖Ply −PlH˜lsl‖ (6)
where Al denotes the codebook spanned by sl. For the considered class of STBCs, one has
X˜lhl = H˜lsl, therefore the ML estimate under PICGD may be re-written as
X˜
ML|PICGD
l = argmin
X˜l∈C˜l
‖Ply −PlX˜lhl‖ (7)
where C˜l denotes the codebook spanned by X˜l.
It is well known that the performance of PICGD may be significantly enhanced if combined
with successive interference cancellation. At each stage, the contribution of the decoded set
of symbols is subtracted from the received signal, thus reducing the dimension of the col-
umn space spanned by the interference successively. In this case, assuming that the symbols
sets are enumerated with descending order of signal-to-noise ratio, the decoding process is as
previously described with the only difference that at the l-th step, H˜l will denote a basis of
M
([
H˜l+1 . . . H˜K
])
.
III. FULL-DIVERSITY CRITERIA
In what follows, we will derive new sufficient conditions for the set of STBCs in (3) to
achieve full-diversity under PICGD and PICGD-SIC group decoding in the multi-user MIMO
MAC setting. Now, we proceed towards our main theorem.
Theorem 1. The STBCs Xl expressed as in (3)
Xl =
n∑
i=1
Al,isl,i, sk,i ∈ C, ∀ l = 1, . . . , K
achieve full-diversity under PICGD with grouping scheme s1, . . . , sK in the multi-user MIMO
MAC setting if
• r
(
Pl∆X˜l
)
6= 0, ∀ Pl, ∆X˜l ∈ ∆C˜l \ {0} , l = 1, . . . , K,
8• The matrix Pl∆X˜l is of full column rank almost surely, ∀ ∆X˜l ∈ ∆C˜l \{0} , l = 1, . . . , K,
where ∆X˜l (resp. ∆C˜l) denotes the codeword difference (resp. codeword difference codebook)
of the l-th user.
It is worth noting that the second condition implies that ∆Xl is of full column rank ∀ ∆Xl ∈
∆Cl \ {0}, in other words, achieving the full-diversity under ML for a certain STBC is a pre-
requisite to achieve the full-diversity under PICGD as expected. Moreover, the second condition
in Theorem 1 implies that the matrix Pl∆X˜l is of full column rank almost surely, which is
significantly less restrictive than the provided sufficient conditions by the authors in [13], where
this matrix is required to be of full column rank ∀ Pl, ∆X˜l ∈ ∆C˜l \ {0}. This enables us to
obtain higher rates IC schemes as will be shortly shown.
Proof: A MIMO system is said to achieve a diversity gain d if the probability of error Pe
can be upper-bounded in the high SNR regime as
Pe . α SNR−d (8)
where α is a positive constant. According to (7), the conditional pairwise error probability (PEP)
may be obtained as in [20]
P
[
X˜l → X˜
′
l | Pl,hl
]
= Q
√SNR‖Pl∆X˜lhl‖2
2
 (9)
where ∆X˜l = X˜l − X˜′l. Thanks to the independence between Pl and hl for l = 1, . . . , K, the
average PEP can be evaluated in two steps, namely by averaging over the distribution of hl for
a fixed Pl followed by averaging over the distribution of Pl. Towards this end, the conditional
expectation of the PEP can be expressed as
P
[
X˜l → X˜
′
l | Pl
]
= Ehl|Pl
Q
√SNR h˜Hl Λlh˜l
2
 (10)
where h˜l = Vlhl, Vl is unitary, Λl = diag
(
λ2l,1, . . . , λ
2
l,NtNr
)
, and the λl,i’s denote the singular
values of Pl∆X˜l. Let rl denote the rank of Pl∆X˜l, therefore, the above equation reduces to
P
[
X˜l → X˜
′
l | Pl
]
= Ehl|Pl
Q

√
SNR
∑rl
i=1 λ
2
l,i|h˜l(i)|
2
2

≤ Ehl|Pl
[
exp
(
−
SNR
∑rl
i=1 λ
2
l,i|h˜l(i)|
2
4
)]
.
(11)
Thanks to the independence between Pl and hl, conditioning on Pl does not affect the distribution
of hl, and since Vl depends on Pl, hence fixed unitary matrix, one has h˜l ∼ CN (0, INtNr).
9Consequently, the above inequality reduces to
P
[
X˜l → X˜
′
l | Pl
]
≤
rl∏
i=1
1
1 +
SNR λ2
l,i
4
(12)
which in the high SNR regime simplifies to
P
[
X˜l → X˜
′
l | Pl
]
.
(
4
SNR
)rl 1∏rl
i=1 λ
2
l,i
. (13)
Finally, the average PEP is obtained as
P
[
X˜l → X˜
′
l
]
. EPl
[(
4
SNR
)rl 1∏rl
i=1 λ
2
l,i
]
. (14)
On the other hand, the first condition of Theorem 1 implies that rl 6= 0, ∀ Pl, ∆X˜l ∈ ∆C˜l \
{0} , l = 1, . . . , K, hence, the second term of the R.H.S in the above inequality has a finite
second moment and the Cauchy-Shwarz inequality can be applied to obtain
P
[
X˜l → X˜
′
l
]
.
√√√√Erl
[(
4
SNR
)2rl]
EΛl
[
1∏rl
i=1 λ
4
l,i
]
. (15)
If Pl∆Xl is of full column rank almost surely, or equivalently rl
a.s.
= NtNr, where
a.s.
= denotes
equals almost surely, the above inequality can be re-written as
P
[
X˜l → X˜
′
l
]
. α
(
4
SNR
)NtNr
(16)
where α is a positive finite number.
The second condition of Theorem 1 can be easily checked thanks to the following lemma,
which is a generalized form of the rank equality in [21]
Lemma 1. For the two matrices A ∈ Cp×q and C ∈ Cp×m such that:
r (A) + r (C) = p (17)
CHA = 0, (18)
and A is of full column rank, we have:
r
([
A V
])
= r
(
CHVC
)
+ r (A) .
where V ∈ Cp×p is an arbitrary positive semi-definite matrix.
Proof : see Appendix A.
It is worth noting that if M (A) ⊂M (V), then the above equality reduces to:
r
([
A V
])
= r (V)⇒ r
(
CHVC
)
= r (V)− r (A)
which is the same result obtained in [21]. The second condition of Theorem 1 is satisfied if
r
(
Pl∆X˜l
)
a.s.
= r
(
∆X˜l
)
, ∀∆X˜l ∈ ∆C˜l \ {0} , l = 1, . . . , K. (19)
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Recalling that r (A) = r
(
AAH
)
, we have
r
(
Pl∆X˜l
)
= r
(
Pl∆X˜l∆X˜
H
l Pl
)
.
One can easily verify that taking V = ∆X˜l∆X˜Hl , C = Pl, and A = H˜l satisfies (17) and (18),
which implies that
r
(
Pl∆X˜l
)
= r
([
H˜l ∆X˜l∆X˜
H
l
])
− r
(
H˜l
)
(a)
= r
([
H˜l ∆X˜l
])
− r
(
H˜l
)
,
(20)
where (a) follows from M (A) =M
(
AAH
)
for arbitrary matrix A ∈ Cm×n [22]. Combining
Eq. (19), and Eq. (20), the full-diversity is achieved under PICGD if
r
([
H˜l ∆X˜l
])
a.s.
= r
(
H˜l
)
+ r
(
∆X˜l
)
, ∀ ∆X˜l ∈ ∆C˜l \ {0} , l = 1, . . . , K.
On the other hand, H˜l is of full column rank by definition, and ∆X˜l ∈ ∆C˜l \ {0} is of full
column rank also thanks to the full-diversity under ML decoding assumption. Thus the above
equality is satisfied if and only if
[
H˜l ∆X˜l
]
is of full column rank almost surely or equivalently
H˜lu+∆X˜lv
a.s.
6= 0,
∀
[
u v
]
∈ C \ {0} , ∀ ∆X˜l ∈ ∆C˜l \ {0} , ∀ l = 1, . . . , K.
As the equivalent channel matrix is nothing but vertical concatenation of the equivalent channel
matrices at each receive antenna, it suffices to check the above condition for only one receive
antenna. A direct consequence of the above discussion is the following lemma.
Lemma 2. If STBCs Xl expressed as in (3)
Xl =
n∑
i=1
Al,isl,i, sk,i ∈ C, ∀ l = 1, . . . , K
achieve full-diversity under PICGD with grouping scheme s1, . . . , sK in the multi-user MIMO
MAC, the rate per user R is upper-bounded as
R ≤
1
K − 1
(
1−
Nt
T
)
Proof: The proof follows directly from the fact that assuming the matrix
[
Hl ∆Xl
]
is of
full column rank almost surely implies that
(K − 1)n+Nt ≤ T.
By rearranging the terms, and recalling that the rate per user R is equal to n
T
, the desired result
is obtained.
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Corollary 1. The STBCs Xl expressed as in (3)
Xl =
n∑
i=1
Al,isl,i, sl,i ∈ C, ∀ l = 1, . . . , K
achieve full-diversity under PICGD-SIC with grouping scheme s1, . . . , sK in the multi-user MIMO
MAC setting if
• r
(
Pl∆X˜l
)
6= 0, ∀ Pl, ∆X˜l ∈ ∆C˜l \ {0} , l = 1, . . . , K,
• The matrix Pl∆X˜l is of full column rank almost surely, ∀ ∆X˜l ∈ ∆C˜l \{0} , l = 1, . . . , K,
The proof is similar to the PICGD case with the only difference that PlHl = 0, where H˜l will
denote a basis of M
([
H˜l+1 . . . H˜K
])
and is therefore omitted. It can be easily verified that
the rate upper-bound in Lemma 2 is still valid for PICGD-SIC.
IV. PROPOSED CODES STRUCTURE
In what follows, we provide two IC schemes for two and three users satisfying the full-diversity
conditions in Theorem 1 and Corollary 1, respectively.
A. Two-User IC Scheme
let X1 and X2 be written as
X1 =
C (s′1, Nt)
0
1×Nt
 , X2 =
 01×Nt
C (s′2, Nt)
 (21)
where
C (s′i, Nt) =

s′i,1 0 . . . 0 0
s′i,2 s
′
i,2
.
.
. 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
s′i,Nt−1 s
′
i,Nt−1 . . . s
′
i,Nt−1 0
s′i,Nt s
′
i,Nt . . . s
′
i,Nt s
′
i,Nt
.
.
.
.
.
. . . . . . .
.
.
.
s′i,n s
′
i,n . . . s
′
i,n s
′
i,n
0 s′i,1 . . . s
′
i,1 s
′
i,1
.
.
. 0
.
.
. s′i,2 s
′
i,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0 s′i,Nt−1

. (22)
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and s′i =
[
s′i,1 s
′
i,2 . . . s
′
i,n
]T
= Un
[
si,1 si,2 . . . si,n
]T
, Un is the n×n full-diversity algebraic
rotation [23], and si,j, ∀ i = 1, 2, j = 1, 2, . . . , n are drawn from a conventional QAM
constellation A. Afterwards, we will refer to this scheme by the two-user IC scheme. For the
proposed two-user IC scheme, the signalling period T is equal to n + Nt, thus giving rise to
a rate per user R of n
n+Nt
spcu. Moreover, one can easily verify that the rate per user of the
proposed two-user IC scheme achieves the upper-bound established in Lemma 2 with equality.
Lemma 3. The two-user IC scheme in (21) achieves full-diversity under PICGD with grouping
scheme s1 and s2.
Proof: We consider without loss of generality that X1 is being decoded as the proof for X2
follows similarly. Towards this end, we prove that X1 achieves full-diversity under PICGD by
contradiction. As a preliminary step, we prove by contradiction that X1 achieves the full-diversity
under ML decoding. For this purpose, suppose that ∃ v 6= 0,∆X1 ∈ ∆C1 \ {0} | X1v = 0, and
consider only the first Nt equations
v1∆s
′
1,1 = 0 (23)
(v1 + v2)∆s
′
1,2 = 0 (24)
.
.
.
.
.
.(
Nt∑
i=1
vi
)
∆s′1,Nt = 0. (25)
Recall that the full-diversity algebraic rotations in [23] are designed to maximize the minimum
product distance dp,min defined as
dp,min , min
∆s′=U∆s|∆s∈Z[i]n\{0}
{
n∏
i=1
|∆s′i|
}
.
Restricting the rotation matrices to those provided in [23] implies that ∆s′i 6= 0 ∀ ∆s ∈ Z[i]n \
{0} , i = 1, . . . , n. Accordingly, from (23) we have v1 = 0, otherwise we will have ∆s1 = 0
or equivalently ∆X1 = 0 thanks to the aforementioned properties of full-diversity algebraic
rotation matrices. Consequently, (24) implies that v2 = 0. Proceeding in this manner, we get
v = 0 which contradicts our assumption and concludes the first part of the proof. It can be
easily verified that H1 =H2,1 =
[
0
n×1
D (h2,1)
T
]T
, where for a vector h =
[
h1, . . . , hNt
]T
, one
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has
D (h)
(n+Nt−1)×n
=

h1 0 . . . 0 0 . . . 0 0
0 h1 + h2
.
.
. 0 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
0 0
.
.
.
∑Nt−1
i=1 hi 0 . . . 0 0
0 0 . . . 0
∑Nt
i=1 hi
.
.
. 0 0
.
.
.
.
.
. . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0 0
.
.
.
∑Nt
i=1 hi 0
0 0 . . . 0 0 . . . 0
∑Nt
i=1 hi∑Nt
i=2 hi 0 . . . 0 0 . . . 0 0
0
∑Nt
i=3 hi
.
.
. 0 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
0 0 hNt 0 . . . 0 0

. (26)
We proceed now towards the main body of our proof and demonstrate that the proposed two-
user IC scheme satisfies Theorem 1 by contradiction as well. Suppose that ∃ ∆X1 ∈ ∆C1 \ {0}
which lies completely in the subspace spanned by the columns of H1. The above cannot be true
unless ∆s′1,1 = 0, which in turns implies that ∆X1 = 0 thanks to the full-diversity algebraic
rotation matrices and hence contradicts our assumption. Now suppose that ∃
[
u v
]
6= 0,∆X1 ∈
C1 \ {0} | H1u+∆X1v = 0 with non-zero probability. Therefore, one has the following set of
equations
v1∆s
′
1,1 = 0 (27)
(v1 + v2)∆s
′
1,2 + h2,1 (1) u1 = 0 (28)
(v1 + v2 + v3)∆s
′
1,3 + (h2,1 (1) + h2,1 (2)) u2 = 0 (29)
.
.
.
.
.
.(
Nt∑
i=1
vi
)
∆s′1,Nt +
(
Nt−1∑
j=1
h2,1 (j)
)
uNt−1 = 0 (30)(
Nt∑
i=1
vi
)
∆s′1,Nt+1 +
(
Nt∑
j=1
h2,1 (j)
)
uNt = 0 (31)
.
.
.
.
.
.
14(
Nt∑
i=1
vi
)
∆s′1,n +
(
Nt∑
j=1
h2,1 (j)
)
un−1 = 0 (32)(
Nt∑
i=2
vi
)
∆s′1,1 +
(
Nt∑
j=1
h2,1 (j)
)
un = 0 (33)(
Nt∑
i=3
vi
)
∆s′1,2 +
(
Nt∑
j=2
h2,1 (j)
)
u1 = 0 (34)(
Nt∑
i=4
vi
)
∆s′1,3 +
(
Nt∑
j=3
h2,1 (j)
)
u2 = 0 (35)
.
.
.
.
.
.
vNt∆s
′
1,Nt−1 +
(
Nt∑
j=Nt−1
h2,1 (j)
)
uNt−2 = 0 (36)
h2,1 (Nt) uNt−1 = 0 (37)
from (27) we have v1 = 0, otherwise taking ∆s′1,1 = 0 implies that ∆s1 = 0 or equivalently
∆X1 = 0 thanks to the full-diversity algebraic rotation. On the other hand, (37) implies that
uNt−1 = 0 as h2,1 (Nt) = 0 is a zero-probability event and is thus discarded since isolated
events do not violate the second condition in Theorem 1. Consequently, one has from (30) that∑Nt
i=1 vi = 0. Recall that the entries of h2,1 are i.i.d., therefore
P
[∑
i∈I
h2,1 (i) = 0
]
= 0, ∀ I ⊆ {1, . . . , Nt} .
Hence, thanks to (31), (32) and (33), one has that
[
uNt . . . un
]
= 0. Adding (34) and (28)
results in u1 = 0. Recalling that v1 = 0, yields v2 = 0 thanks to (28). Similarly, adding (35)
and (29) yields u2 = 0 and v3 = 0 thanks to (29). Proceeding in the same manner, results in[
u v
]
= 0 which contradicts our initial assumption and thus completes the proof.
Example 1. Consider the following rate-3/5 two-user IC scheme:
X1 =
s′1,1 s′1,2 s′1,3 0 0
0 s′1,2 s
′
1,3 s
′
1,1 0
T ,X2 =
0 s′2,1 s′2,2 s′2,3 0
0 0 s′2,2 s
′
2,3 s
′
2,1
T , (38)
where
[
s′i,1 s
′
i,2 s
′
i,3
]T
= U3
[
si,1 si,2 si,3
]T
,U3 is the 3 × 3 full diversity rotation [23] and
si,j, ∀ i = 1, 2, j = 1, 2, 3 are drawn from a conventional QAM constellation A.
Lemma 4. For the two-user IC scheme in (21), the employment of the real full-diversity
algebraic rotations enables separate decoding of the real and imaginary parts of s1 and s2
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under PICGD without any loss of performance.
Proof : see Appendix B.
B. Three-User IC Scheme
let s′i =
[
s′i,1 s
′
i,2 . . . s
′
i,n
]T
= Un
[
si,1 si,2 . . . si,n
]T
, therefore our three-user IC scheme
can be expressed as
X1 =
C (s′1, Nt)
0
(n+1)×Nt
 ,X2 =

0
Nt×Nt
C (s′2, Nt)
0
(n−Nt+1)×Nt
 ,X3 =
 0(n+1)×Nt
C (s′3, Nt)
 , (39)
where n ≥ 2Nt−1, and C (si, Nt) is as defined in (22). Afterwards, we will refer to this scheme
by the three-user IC scheme. For the proposed three-user IC scheme, the signalling period T
is equal to 2n + NT , hence resulting in a rate per user R of n2n+Nt spcu. Furthermore, it is
straightforward to verify that the rate per user of the provided three-user IC scheme satisfies the
upper-bound in Lemma 2 with equality.
Lemma 5. The three-user IC scheme in (39), achieves full-diversity under PICGD-SIC with
ordered grouping scheme s1, s2 and s3.
Proof: It can be easily checked that Xi, i = 1, 2, 3 achieve full-diversity under ML decoding
in a similar fashion to the two-user IC case. It can be easily verified thatH1 =
[
H2,1 H3,1
]
. Now,
we proceed to the proof that the scheme in (39) satisfies Corollary 1. Suppose that ∃ ∆X1 ∈
∆C1 \ {0} which lies completely in the subspace spanned by H1. This cannot be true unless
∆s′1,1 = ∆s
′
1,2 = . . . = ∆s
′
1,Nt = 0, or equivalently ∆X1 = 0 which contradicts our assumption.
Next, suppose that ∃
[
u v
]
6= 0,∆X1 ∈ ∆C1 \ {0} | H1u + ∆X1v = 0 with non-zero
probability. According to the IC scheme in (39), the first Nt equations are
v1∆s
′
1,1 = 0 (40)
(v1 + v2)∆s
′
1,2 = 0 (41)
.
.
.
.
.
.(
Nt∑
i=1
vi
)
∆s′1,Nt = 0. (42)
Thanks to the full-diversity algebraic rotations, the above system of linear equations implies that
v1 = v2 = . . . vNt = 0. The rest of the equations are
h2,1 (1)u1 = 0 (43)
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.
.
.
.
.
.(
Nt∑
i=1
h2,1 (i)
)
un−Nt+1 = 0 (44)(
Nt∑
i=1
h2,1 (i)
)
un−Nt+2 + h3,1 (1) un+1 = 0 (45)
.
.
.
.
.
.(
Nt∑
i=1
h2,1 (i)
)
un +
(
Nt−1∑
j=1
h3,1 (j)
)
un+Nt−1 = 0 (46)(
Nt∑
i=2
h2,1 (i)
)
u1 +
(
Nt∑
j=1
h3,1 (j)
)
un+Nt = 0 (47)
.
.
.
.
.
.
h2,1 (Nt) uNt−1 +
(
Nt∑
j=1
h3,1 (j)
)
un+2Nt−2 = 0 (48)(
Nt∑
j=1
h3,1 (j)
)
un+2Nt−1 = 0 (49)
.
.
.
.
.
.(
Nt∑
j=1
h3,1 (j)
)
u2n = 0 (50)(
Nt∑
j=2
h3,1 (j)
)
un+1 = 0 (51)
.
.
.
.
.
.
h3,1 (Nt)un+Nt−1 = 0. (52)
From the first n−Nt + 1 equations, one has u1 = u2 = . . . = un−Nt+1 = 0. Similarly, from the
last n − Nt + 1 equations, one has un+2Nt−1 = un+2Nt = . . . = u2n = 0 and un+1 = un+2 =
. . . = un+Nt−1 = 0. Consequently, (45) implies that un−Nt+2 = 0. Proceeding in the same
manner, we obtain un−Nt+2 = un−Nt+3 = . . . = un = 0. On the other hand, thanks to (47), one
gets un+Nt = 0. Proceeding similarly we get un+Nt = un+Nt=1 = . . . = un+2Nt−2 = 0. Therefore
one has
[
u v
]
= 0 which contradicts our initial assumption. Next, X2 is decoded, thus suppose
that ∃ ∆X2 ∈ ∆C2 \ {0} which lies completely in the subspace spanned by the columns of H2.
This cannot be true unless ∆s′2,1 = ∆s′2,2 = . . . = ∆s′2,n−Nt+1 = 0, hence ∆X2 = 0 which
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contradicts the assumption. Next, ∃
[
u v
]
6= 0,∆X2 ∈ ∆C2 \ {0} | H2u + ∆X2v = 0 with
non-zero probability. It can be easily verified that in this case H2 =H3,1, thus we have
v1∆s
′
2,1 = 0 (53)
.
.
.
.
.
.(
Nt∑
i=1
vi
)
∆s′2,n−Nt+1 = 0 (54)(
Nt∑
i=1
vi
)
∆s′2,n−Nt+2 + h3,1 (1)u1 = 0 (55)
.
.
.
.
.
.(
Nt∑
i=1
vi
)
∆s′2,n +
(
Nt−1∑
j=1
h3,1 (j)
)
uNt−1 = 0 (56)(
Nt∑
i=2
vi
)
∆s′2,1 +
(
Nt∑
j=1
h3,1 (j)
)
uNt = 0 (57)
.
.
.
.
.
.
vNt∆s
′
2,Nt−1 +
(
Nt∑
j=1
h3,1 (j)
)
u2Nt−2 = 0 (58)(
Nt∑
j=1
h3,1 (j)
)
u2Nt−1 = 0 (59)
.
.
.
.
.
.(
Nt∑
j=1
h3,1 (j)
)
un = 0 (60)(
Nt∑
j=2
h3,1 (j)
)
u1 = 0 (61)
.
.
.
.
.
.
h3,1 (Nt)uNt−1 = 0. (62)
From the first Nt equations one obtains v1 = v2 = . . . = vNt = 0 thanks to the full-diversity
algebraic rotation. Consequently, according to the rest of equation we get u1 = u2 = . . . =
un = 0, which contradicts our initial assumption. The proof for X3 is trivial since it achieves
the full-diversity under ML, which finalizes the proof.
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Example 2. Consider the following rate-3/8 three-user IC scheme:
X1 =
s′1,1 s′1,2 s′1,3 0 0 0 0 0
0 s′1,2 s
′
1,3 s
′
1,1 0 0 0 0
T ,
X2 =
0 0 s′2,1 s′2,2 s′2,3 0 0 0
0 0 0 s′2,2 s
′
2,3 s
′
2,1 0 0
T , (63)
X3 =
0 0 0 0 s′3,1 s′3,2 s′3,3 0
0 0 0 0 0 s′3,2 s
′
3,3 s
′
3,1
T
where
[
s′i,1 s
′
i,2 s
′
i,3
]T
= U3
[
si,1 si,2 si,3
]T
,U3 is the 3 × 3 full diversity rotation [23] and
si,j, ∀ i = 1, 2, 3, j = 1, 2, 3 are drawn from a conventional QAM constellation A.
Lemma 6. For the three-user IC scheme in (39), the employment of the real full-diversity
algebraic rotations enables separate decoding of the real and imaginary parts of s1, s2 and s3
under PICGD-SIC without any loss of performance.
Proof : see Appendix C.
A natural question arises here about the existence of similar schemes for arbitrary number of
users. In fact, one could obtain similar schemes for an arbitrary number of users at the expense
of a decreasing rate per user R. It can be proven that for K users, R is equal to n
(K−1)n+Nt
spcu,
where n denotes the number of transmitted symbols per codeword. For the case of two users
(i.e., K = 2), R becomes n
n+Nt
which approaches 1 asymptotically. For the case of three users
(i.e., K = 3), R becomes n
2n+Nt
, which approaches 1
2
asymptotically. In the case of K users,
the asymptotic rate per user is equal to 1
K−1
, which approaches the rate of TDMA Alamouti [6]
signalling (i.e., 1
K
) for large K. In other words, increasing the number of users decreases the
rate per user to the extent that TDMA may become an attractive alternative.
V. SIMULATIONS RESULTS
In this section, we corroborate our theoretical claims via numerical simulations. In the first
part, the proposed two-user IC scheme is shown to achieve the full-diversity gain offered by the
MIMO MAC configuration. For this purpose, the CER performance of the proposed two-user
IC schemes is compared to the reference diversity slopes in two MIMO MAC configurations,
namely (22, 1) and (32, 1). The CER performance curves for our rate-1/2, 3/5, and 2/3 two-
user IC schemes in the MIMO MAC (22, 1) configuration are depicted in Fig. 2, while the CER
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performance curves for our rate-1/2 and 4/7 two-user IC schemes in the MIMO MAC (32, 1)
configuration are depicted in Fig. 3. As can be easily verified, our proposed two-user IC scheme
achieves the full-diversity gain as predicted by Lemma 3.
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Fig. 2: Codeword error rate performance for the (22, 1) MIMO MAC channel.
In the second part, the full diversity claim of the proposed three-user IC scheme is verified
through numerical simulations. Towards this end we compare the CER performance of the pro-
posed three-user IC schemes to the reference diversity slopes in two MIMO MAC configurations,
namely (23, 1) and (33, 1). The CER performance curves for our rate-3/8 and 2/5 three-user
IC schemes in the MIMO MAC (23, 1) configuration are depicted in Fig. 4, while the CER
performance curves for our rate-5/13 and 2/5 three-user IC schemes in the MIMO MAC (33, 1)
configuration are depicted in Fig. 5. Clearly, our proposed three-user IC scheme achieves the
full-diversity gain as predicted by Lemma 5.
Finally, we compare our two-user IC scheme in Eq. (21) to the interference cancellation scheme
in [13]. The performance is provided in terms of the CER over Rayleigh fading channel and the
average decoding complexity for the (22, 4) MIMO MAC configuration. The ML detection is
performed via a depth-first tree traversal with infinite initial radius sphere decoder. The radius is
updated whenever a leaf node is reached and sibling nodes are visited according to the Schnorr-
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Fig. 3: Codeword error rate performance for the (32, 1) MIMO MAC channel.
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Fig. 4: Codeword error rate performance for the (23, 1) MIMO MAC channel.
Euchner enumeration [24]. The proposed IC schemes and the one proposed in [13] achieve the
full-diversity gain under PICGD. However the latter scheme suffers from a rate loss w.r.t. our
21
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Fig. 5: Codeword error rate performance for the (33, 1) MIMO MAC channel.
two-user IC scheme for the same signalling period. In fact, the rate per user for our two-user IC
scheme is n
n+Nt
, whereas for the rate per user for the IC scheme in [13] is n′
n′+2Nt−1
, where n
(resp. n′) denotes the number of codeword symbols for our IC scheme (resp. the IC scheme in
[13]). Hence the constellation used for the scheme in [13] should be of higher order to achieve
the same spectral efficiency, which favours our scheme especially for high spectral efficiencies.
It is worth noting that the higher rate of our two-user IC scheme comes at the expense of a
lower coding gain compared to the two-user IC scheme in [13], consequently, for low-rates,
our IC scheme may suffer from a performance loss w.r.t the latter scheme. However, when
increasing the spectral efficiency, the loss due to the higher constellation size of the scheme
in [13] overrides its coding gain advantage, which favours our scheme. In Fig. 6, our rate-5/7
two-user IC scheme is compared to the L. shi et al. rate-4/7 two-user IC scheme in terms of
CER in two cases. In the first case, the underlying constellations for our two-user IC scheme and
the two-user IC scheme in [13], are 16-QAM and 32-QAM, respectively, whereas in the second
case, the underlying constellations for our two-user IC scheme and the two-user IC scheme
in [13], are 256-QAM and 1024-QAM, respectively. One can easily verify that the relative
performance gain of the proposed two-user IC scheme w.r.t the L. shi et al. IC scheme increases
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with the spectral efficiency. The corresponding average decoding complexity measured in terms
of average number of visited nodes is depicted in Fig. 7. In addition to its superiority in terms
of performance, our two-user IC scheme provides a substantial average decoding complexity
reduction w.r.t the two-user IC scheme in [13] especially in the low to average SNR regime.
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Fig. 6: Codeword error rate performance for the (22, 4) MIMO MAC channel.
Worst-Case Decoding Complexity Analysis
The worst-case decoding complexity order is defined by the minimum number of times the
Euclidean distance metric has to be evaluated for the optimal decoder to estimate the transmitted
codeword [4]. In view of the aforementioned definition, our proposed IC scheme offers significant
worst-case decoding complexity reduction as compared to [13]. In order to ensure equal signalling
periods, n′ is chosen such that n = n′+Nt−1. Let q (resp. q′) denote the size of the underlying
QAM constellation for our IC scheme (resp. the IC scheme in [13]). Therefore, for square QAM
constellations the worst-case decoding complexity for our scheme is O
(
qn/2
)
thanks to the
separate decoding of real and imaginary parts of each user’s symbols, whereas for the L. shi et al.
scheme [13], the worst-case decoding complexity isO (q′n′). On the other hand, for equal spectral
efficiencies, one has q = q′n′/n, which yields a worst-case decoding complexity of O
(
q′n
′/2
)
for the proposed IC scheme. It is worth noting that in order to preserve the low-complexity of
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Fig. 7: Average decoding complexity performance for the (22, 4) MIMO MAC channel.
detection for our IC scheme, the underlying QAM constellations should be rectangular to avoid
any dependence between the real and imaginary parts of the transmitted symbols. Restricting
the underlying constellations to be rectangular is far from being deleterious, this is due to
the fact that rectangular constellations provide generally a higher constellation figure of merit
(defined as the ratio of the minimum squared distance between any two points of the constellation
to its average power) than non-rectangular constellations (e.g., PSK and HEX), thus providing
better performance. Moreover, QAM constellations are adopted in recent wireless communication
standards such as LTE and LTE advanced, thus restricting ourselves to rectangular constellations
is in compliance with current and upcoming norms.
VI. CONCLUSION
In this paper we focused on the multi-user MIMO MAC configuration and provided new
sufficient conditions for a large family of STBCs to achieve the full-diversity gain offered by the
channel under PICGD in the absence of CSIT. Explicit IC schemes that satisfy the full-diversity
criteria were then proposed for two and three user MIMO MAC. We proved that the proposed
IC schemes enable further reduction of the decoding complexity through separate decoding of
real and imaginary parts of each user’s transmitted symbols without any loss of performance.
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The proposed schemes were then compared to their counterpart in the literature and found to
outperform their rival in the literature especially at high spectral efficiencies, while having a
significantly less decoding complexity.
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APPENDIX A
Proof: The general solution to Eq. (18) may be expressed as
CH = QM; M =
(
I−AA†
)
which implies that
r
(
CHVC
)
= r
(
CHV
1
2
)
= r
(
QMV
1
2
) (b)
≤ r
(
MV
1
2
)
= r (MVM) , (64)
where (b) follows from r (XY) ≤ min {r (X) , r (Y)}. Thanks to the Frobenius rank inequality
[22], one has
r (XYZ) + r (Y) ≥ r (XY) + r (YZ)
for arbitrary matrices X ∈ Ck×l,Y ∈ Cl×m,Z ∈ Cm×n. A straightforward application of the
above inequality results in
r
(
QMV
1
2
)
+ r (M) ≥ r (QM) + r
(
MV
1
2
)
. (65)
However from Eq. (17) one has
r (QM) = r
(
CH
)
= r (C) = p− r (A)
(c)
= r (M) ,
where (c) follows from the definition of M. Consequently, the inequality in (65) reduces to
r
(
QMV
1
2
)
≥ r
(
MV
1
2
)
= r (MVM) . (66)
Combining (64) and (66) one obtains
r
(
CHVC
)
= r (MVM) .
At this stage, we need to prove that
r
([
A V
])
= r (MVM) + r (A) .
Towards this end, let us define Mc = AA†, thus we have
r
([
A V
])
(d)
= r
([
0 MV
]
+
[
A McV
])
(67)
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= r
([
0 MV
]
+A
[
Iq A
†V
])
, (68)
where (d) follows from the definition of Mc. On the other hand, one has
r
(
A
[
Iq A
†V
])
(e)
= r
([
Iq A
†V
])
= q = r (A) ,
where (e) follows from the assumption that A is of full column rank and the rank equality
r (XY) = r (Y) for X ∈ Ck×l,Y ∈ Cl×m if X is of rank l. Therefore
M
(
A
[
Iq A
†V
])
=M (A) .
Consequently, Eq (68) may be expressed as
r
([
A V
])
= r
([
0 MV
]
+
[
A 0
])
= r
([
A MV
]) (69)
The above result above is easily verified as M can be interpreted as the projection matrix into
a columns subspace orthogonal to M (A). Noting that V 12  0, and thanks to the identity
M (X) = M
(
XXH
)
for arbitrary matrix X ∈ Cm×n [25], one has M
(
V
1
2
)
= M (V).
Therefore, Eq. (69) may be rewritten in the following form
r
([
A V
])
= r
([
A V
1
2
])
= r
([
A MV
1
2
])
.
Moreover, one has
r
([
A MV
1
2
])
= r
 AH
V
1
2M
[A MV 12]

= r
AHA 0
0 V
1
2M2V
1
2

= r
(
AHA
)
+ r
(
V
1
2M2V
1
2
)
(f)
= r (A) + r (MVM) ,
where (f) follows from the identity r
(
XXH
)
= r
(
XHX
)
, thus completing the proof.
APPENDIX B
Proof: Consider the case of one receive antenna at the destination, according to (21) and
(22), one has
H1,1 (h1,1) =
D (h1,1)
0
1×n
 ,H2,1 (h2,1) =
 01×n
D (h2,1)
 (70)
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where D (h) is as defined in (26). Thanks to the column-wise orthogonality, it is straightforward
to verify that
D (hk,1)
H
D (hk,1) = diag
([
‖dk,1‖2 . . . ‖dk,n‖2
])
(71)
where dk,i denotes the i-th column of the matrix D (hk,1). Suppose without loss of generality
that the first user is being decoded, the optimal detection rule with PICGD turns into
s
ML|PICGD
1 = arg min
s1∈A1
‖P1y −P1H1,1Uns1‖.
For the proposed two-user IC scheme (21), it can be easily checked that H1 =H2,1, therefore
UTnH
H
1,1P1H1,1Un = U
T
nH
H
1,1
(
I−H2,1
(
HH2,1H2,1
)−1
HH2,1
)
H1,1Un
= UTn
(
HH1,1H1,1 −H
H
1,1H2,1
(
HH2,1H2,1
)−1
HH2,1H1,1
)
Un.
(72)
From (70) and (71) we have that HH1,1H1,1 and
(
HH2,1H2,1
)−1
are both diagonal matrices with
real entries. On the other hand, it can be easily verified from (26) that HH1,1H2,1 = Λ12Pσ12 ,
where σ12 =
[
2 3 . . . n 1
]
and Λ12 is defined as
Λ12 = diag
([
〈d1 (h1,1) ,dn (h2,1)〉 〈d2 (h1,1) ,d1 (h2,1)〉 . . . 〈dn (h1,1) ,dn−1 (h2,1)〉
])
.
Recall that for a diagonal matrix Λ, PσΛPTσ is also diagonal [22], consequently the matrix
HH1,1H2,1
(
HH2,1H2,1
)−1
HH2,1H1,1 is diagonal with real entries. Therefore choosing Un to be
real implies that UTnHH1,1P1H1,1Un is real. But UTnHH1,1P1H1,1Un  0, thus may be factored
according to the Cholesky decomposition as LLH with L being a real lower triangular matrix
[22]. Applying the QR-decomposition, one obtains P1H1,1Un = QR, thus UTnHH1,1P1H1,1Un =
LLH = RHR⇒ R ∈ RT×n. The ML decision rule under PICGD reduces to
ℜ (s1)
ML|PICGD = arg min
xˆ∈ℜ{A1}
∥∥∥ℜ{QH1P1y}−R1xˆ∥∥∥2
ℑ (s1)
ML|PICGD = arg min
xˆ∈ℑ{A1}
∥∥∥ℑ{QH1P1y}−R1xˆ∥∥∥2,
where Q =
[
Q1 Q2
]
, R =
[
RT1 0
]T
. The same approach can be adopted to prove the
separability of the real and imaginary parts of s2 and is therefore omitted. The case of arbitrary
number of receive antennas follows similarly, thus ending the proof.
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APPENDIX C
Proof: Consider the case of one receive antenna at the destination, according to (39) and
(22), one has the following
H1,1 =
D (h1,1)
0
(n+1)×n
 , H2,1 =

0
Nt×n
D (h2,1)
0
n−Nt+1
 , H3,1 =
 0(n+1)×n
D (h3,1)
 . (73)
We proceed by decoding the first user
s
ML|PICGD
1 = arg min
s1∈A1
‖P1y −P1H1,1Uns1‖.
For the proposed two-user IC scheme (39), it can be easily checked that H1 =
[
H2,1 H3,1
]
,
therefore
UTnH
H
1,1P1H1,1Un = U
T
nH
H
1,1
I− [H2,1 H3,1]
HH2,1H2,1 HH2,1H3,1
HH3,1H2,1 H
H
3,1H3,1
−1 HH2,1
HH3,1
H1,1Un.
(74)
Thanks to (73) and (26) we have
HHi,1Hi,1 = Λii, ∀ i = 1, 2, 3,
HHi,1Hj,1 = ΛijPσij , ∀ 1 ≤ i < j ≤ 3,
where
σ12 =
[
Nt + 1 . . . n 1 . . . Nt
]
,
σ13 =
[
2 . . . . . . n 1
]
,
σ23 =
[
n−Nt + 2 . . . n 1 . . . n−Nt + 1
]
,
Λii = diag
([
‖di,1‖2 . . . ‖di,n‖2
])
, ∀ i = 1, 2, 3,
Λ12 = diag
([
〈d1,1,d2,n−Nt+1〉 . . . 〈d1,Nt−1,d2,n−1〉 0 〈d1,Nt+1,d2,1〉 . . . 〈d1,n,d2,n−Nt〉
])
Λ13 = diag
([
0 〈d1,2,d3,1〉 . . . 〈d1,Nt−1,d3,Nt−2〉 0 . . . 0
])
Λ23 = diag
([
〈d2,1,d3,Nt〉 . . . 〈d2,Nt−1,d3,2Nt−2〉 0 . . . 0 〈d2,n−Nt+2,d3,1〉 . . . 〈d2,n,d3,Nt−1〉
])
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Consequently, (74) may be re-written as
UTn
Λ11 − [Λ12Pσ12 Λ13Pσ13]
 Λ22 Λ23Pσ23
PTσ23Λ
H
23 Λ33
−1 PTσ12ΛH12
PTσ13Λ
H
13
Un
(g)
= UTn
Λ11 − [Λ12Pσ12 Λ13Pσ13]
 Σ11 −Λ−122Λ23Pσ23Σ22
−Λ−133 P
T
σ23
ΛH23Σ11 Σ22
PTσ12ΛH12
PTσ13Λ
H
13
Un
= UTn(Λ11 −Λ12Pσ12Σ11P
T
σ12Λ
H
12︸ ︷︷ ︸
A
+Λ13Pσ13Λ
−1
33 P
T
σ23Λ
H
23Σ11P
T
σ12Λ
H
12︸ ︷︷ ︸
C
−Λ13Pσ13Σ22P
T
σ13Λ
H
13︸ ︷︷ ︸
B
+Λ12Pσ12Λ
−1
22Λ23Pσ23Σ22P
T
σ13
ΛH13︸ ︷︷ ︸
CH
)Un
where (g) follows from the blockwise matrix inverse [22], Σ11 =
(
Λ22 −Λ23Pσ23Λ
−1
33 P
T
σ23
ΛH23
)−1
,
and Σ22 =
(
Λ33 −PTσ23Λ
H
23Λ
−1
22Λ23Pσ23
)−1
. Recall that for a diagonal matrix Λ, PσΛPTσ is
also diagonal [22], hence Σ11 and Σ22 are diagonal matrices with real entries which in turns
implies that A and B are diagonal matrices with real entries. On the other hand, it is well
known that the product of two permutation matrices PσPǫ is given by Pπ such that π =
σ ◦ ǫ. Accordingly, it can be verified that Pσ12Pσ23 = Pσ13 , thus yielding Pσ12Pσ23PTσ13 =
I. Consequently, C is diagonal with complex entries, and therefore for real rotation matrices
Un one has that UTnHH1,1P1H1,1Un is real. But UTnHH1,1P1H1,1Un  0, thus may be factored
according to the Cholesky decomposition as LLH with L being a real lower triangular matrix
[22]. Applying the QR-decomposition, one obtains P1H1,1Un = QR, thus UTnHH1,1P1H1,1Un =
LLH = RHR⇒ R ∈ RT×n. The ML decision rule under PICGD reduces to
ℜ (s1)
ML|PICGD = arg min
xˆ∈ℜ{A1}
∥∥∥ℜ{QH1P1y}−R1xˆ∥∥∥2
ℑ (s1)
ML|PICGD = arg min
xˆ∈ℑ{A1}
∥∥∥ℑ{QH1P1y}−R1xˆ∥∥∥2,
where Q =
[
Q1 Q2
]
, R =
[
RT1 0
]T
. It is straightforward to prove that the real and imaginary
parts of s2 and s3 can be decoded separately without any loss of performance. The case of
arbitrary number of receive antennas follows similarly, thus ending the proof.
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