Abstract. We prove a 'Weierstrass Preparation Theorem' and develop an explicit descent formalism in the context of Whitehead groups of noncommutative Iwasawa algebras. We use these results to describe the precise connection between the main conjecture of non-commutative Iwasawa theory (in the sense of Coates, Fukaya, Kato, Sujatha and Venjakob) and the equivariant Tamagawa number conjecture. The latter result is both a converse to a theorem of Fukaya and Kato and also provides an important means of deriving explicit consequences of the main conjecture.
Introduction
There has been much interest in the study of non-commutative Iwasawa theory over the last few years. Nevertheless, there is still no satisfactory understanding of the explicit consequences for Hasse-Weil L-functions that are implied by a 'main conjecture' of the kind formulated by Coates, Fukaya, Kato, Sujatha and the second named author in [14] . Indeed, whilst explicit consequences of such a conjecture for the values (at s = 1) of twisted Hasse-Weil L-functions have been studied by Coates et al in [14] , by Kato in [21] and by Dokchister and Dokchister in [17] , all of these consequences become trivial whenever the L-functions vanish at s = 1. Further, the conjecture of Birch and Swinnerton-Dyer implies that these L-functions should vanish whenever the relevant component of the Mordell-Weil group has strictly positive rank and recent work of Mazur and Rubin [23] shows that this is often the case. It is therefore important to understand what a main conjecture of the kind formulated in [14] predicts concerning the values of derivatives of Hasse-Weil L-functions at s = 1. In this article we take the first step towards developing such a theory. Indeed, in a subsequent article it will be shown that one of the main results that we prove here (Theorem 8.5) can be combined with techniques developed by the first named author in [8] to derive from the main conjecture of non-commutative Iwasawa theory a variety of explicit (and highly non-trivial) congruence relations between values of derivatives of twisted Hasse-Weil L-functions at s = 1. However, in order to prove Theorem 8.5 we must first develop several aspects of the theory that appear themselves to be of some independent interest. These include proving a Weierstrass Preparation Theorem for Whitehead groups of Iwasawa algebras (this result is related to, but different from, the Weierstrass Preparation Theorem discussed by the second named author in [33] ), defining a canonical 'characteristic series' for torsion modules over (localised) Iwasawa algebras, satisfactorily resolving the descent problem in non-commutative Iwasawa theory and formulating a main conjecture in the spirit of Coates et al that deals with interpolation properties of the 'leading terms at Artin representations' (in the sense introduced in [12] ) of analytic p-adic L-functions. In a little more detail, the main contents of this article is as follows. In §1 we recall some useful preliminaries concerning localisation of Iwasawa algebras, K-theory, virtual objects and derived categories. In §2 we state the main K-theoretical results that are proved in this article. In §3 we define a suitable notion of µ-invariant and in §4 we combine this notion with a result of Schneider and the second named author from [27] and the formalism developed by Fukaya and Kato in [18] to define canonical 'characteristic series' in non-commutative Iwasawa theory (this construction extends the notion of 'algebraic p-adic L-functions' introduced by the first named author in [7] and hence also refines the notion of 'Akashi series' introduced by Coates, Schneider and Sujatha in [13] ). As a first application of these characteristic series we use them in §5 to prove an explicit formula for the 'leading terms at Artin representations ' of elements of Whitehead groups of non-commutative Iwasawa algebras: this result provides a suitable 'descent formalism' in non-commutative Iwasawa theory and in particular plays a crucial role in proving the arithmetic results discussed in the remainder of the article. In §6 we present a result of Kato that allows reduction to a convenient special case when formulating main conjectures. In §7 we formulate explicit main conjectures of non-commutative Iwasawa theory for both Tate motives and (certain) critical motives. The approach here is finer than that of [14] since we consider interpolation properties for leading terms of analytic p-adic L-functions. In §8 we combine the descent formalism described in §5 with the main results of [12] to prove that, under suitable hypotheses, the main conjectures formulated in §7 imply the relevant special cases of the equivariant Tamagawa number conjecture formulated by Flach and the first named author in [10, Conj. 4(iv) ]. These results are a converse to the result of Fukaya and Kato in [18] which asserts that, under suitable hypotheses, the 'non-commutative Tamagawa number conjecture' of loc. cit. implies the main conjecture of Coates et al [14] and can also be used to derive explicit consequences of the main conjecture. Finally, in several appendices, we review relevant aspects of the algebraic formalism of localized K 1 -groups and Bockstein homomorphisms and clarify certain normalizations used in [12] . The approach adopted here is a natural continuation of that used in our earlier article [12] . In particular, in several places we find it convenient to assume that the reader is familiar with the notation used in loc. cit. We are very grateful indeed to Kazuya Kato for his generous help and encouragement, to Manuel Breuning for advice regarding determinant functors and to Jan Nekovář for If G has no element of order p, then the lower row of this diagram identifies with the exact sequence [14, (24) ].
Derived categories.
For any ring R we write D(R) for the derived category of R-modules. We also write D fg,− (R), resp. D fg (R) for the full triangulated subcategory of D(R) comprising complexes that are isomorphic to a bounded above, resp. bounded, complex of finitely generated R-modules and we let D p (R) denote the full subcategory of D fg (R) comprising complexes that are isomorphic to an object of the category C p (R) of bounded complexes of finitely generated projective R-modules. If Σ ∈ {S, S * }, then we write D 1.4. Virtual objects. For any associative unital ring R we write V (R) for the Picard category of virtual objects associated to the category of finitely generated projective R-modules and we fix a unit object 1 R in V (R). Let P 0 be the Picard category with unique object 1 P0 and Aut P0 (1 P0 ) = 0. For any finite group G and extension field F of Q p we define V (Z p [G], F [G]) to be the fibre product category in the diagram
where F 2 is the (monoidal) functor sending (1)). For each ρ ∈ Irr(G) we fix a minimal idempotent e ρ in Q 
Statement of the main results in Part I
The first main result we prove in Part I is the following decomposition theorem for Whitehead groups.
Theorem 2.1. If G has no element of order p, then there is a natural isomorphism of abelian groups
Our proof of Theorem 2.1 will show that if G = Γ, then the above isomorphism reduces to the assertion that every element of Q(Γ) × can be written uniquely in the from p m du where m is an integer, d is a quotient of distinguished polynomials and u a unit in Λ(Γ) (see Remark 4.2 and §4.3). Theorem 2.1 is therefore a natural generalisation of the classical Weierstrass Preparation Theorem. (For an alternative approach to generalising the latter result see [33] ). In the remainder of Part I we use Theorem 2.1 to resolve the 'descent problem' in non-commutative Iwasawa theory. Before stating our main result in this regard we recall that for each Artin representation ρ :
where the first isomorphism is induced by the theory of Morita equivalence, the second by taking determinants (over Q O (Γ)) and the third by the identification γ − 1 = T . The 'leading term' ξ * (ρ) at ρ of an element ξ of K 1 (Λ(G) S * ) is then defined to be the leading term at T = 0 of the power series Φ ρ (ξ) (this definition can also be interpreted as a leading term at zero of a p-adic meromorphic function -see [12, Lem. 3.17] ). The problem of descent in (non-commutative) Iwasawa theory is then the following: given an element ξ of K 1 (Λ(G) S * ) and a finite quotient G of G, can one use knowledge of the image of ξ under the connecting homomorphism ∂ G to give an explicit formula for the image of (ξ * (ρ)) ρ∈Irr(G) under the connecting homomorphism ∂ G ? This is known to be an important and delicate problem. The decomposition of Theorem 2.1 plays a key role in our proof of the following (partial) resolution. We set S := S, if G has an element of order p, S * , otherwise.
is the integer defined in [12, Def. 3.11] and
Remark 2.3. The hypothesis of 'semisimplicity at ρ' and the definitions of r G (C)(ρ) and t(A ρ ) are recalled explicitly in §5.2.4. However, in the important case that
C is acyclic one knows that C is automatically semisimple at ρ, r G (C)(ρ) = 0 and t(C ρ ) is simply the canonical morphism induced by property A.e) of the determinant functor described in Appendix A. In particular, if
for a finitely generated torsion Λ(Γ)-module M for which both M Γ and M Γ are finite and ρ is the trivial character, then the equality of Theorem 2.2 is equivalent to the classical descent formula discussed in [35, p. 318, Ex. 13.12] . Upon appropriate specialisation, Theorem 2.2 also recovers the descent formalism proved (in certain commutative cases) by Greither and the first named author in [11, §8] and is therefore related to the earlier (commutative) work of Nekovář in [25, §11] .
In §6 we will prove that it suffices to consider main conjectures of non-commutative Iwasawa theory in the case that G has no element of order p. Theorem 2.2 therefore represents a satisfactory resolution of the descent problem in this context. Indeed, in Part II ( §6 - §8) of this article we shall combine Theorem 2.2 with the main results of [12] to describe the precise connection between main conjectures of non-commutative Iwasawa theory (in the sense of Coates et al [14] ) and the appropriate case of the equivariant Tamagawa number conjecture. Other important applications of Theorem 2.2 are described in [9] .
Generalized µ-invariants
The key ingredient in our proof of Theorem 2.1 is the construction of canonical 'characteristic series' in non-commutative Iwasawa theory. In this section we prepare for this construction by generalising the classical notion of µ-invariant.
3.1. The definition. In the sequel we write µ Γ (M ) for the 'µ-invariant' of a finitely generated Λ(Γ)-module M. For each complex C in D p (Λ(Γ)) we also set
Let ρ : G → GL n (O) be a continuous representation of G and write E ρ ∼ = O n for the associated representation module, where O = O L denotes the ring of integers of a finite extension L of Q p . We denote the corresponding L-linear representation L⊗ O E ρ by V ρ . Byρ we denote the reduction of ρ modulo π, the uniformising element of O, with representation space E ρ . The residue class field of O is denoted by κ.
We then set
and also
3.2. Basic properties.
where H(C) denotes the complex with zero differentials and
Here the first µ-invariant is formed with respect to the group G and the second with respect to G/U.
where the first µ-invariant is formed with respect to G and the second with respect to U. Here Res
are both finitely generated and torsion. Since µ Γ (−) is additive on exact sequences of finitely generated torsion Λ(Γ)-modules, claim (i) therefore follows from the long exact sequence of cohomology of the exact triangle
for some i, then claim (ii) is clear. The general case can then be proved by induction with respect to the cohomological length: indeed, one need only combine claim (i) together with the exact triangles given by (good) truncation. In order to prove claim (iii) it is sufficient by claim (ii) to consider the case C = M [0] with M a Λ(G)-module that is finitely generated over Λ(H). But then H i (C ρ ) is a finitely generated Z p -module for all i ∈ Z and so it is clear that µ(C, ρ) = 0.
In the situation of claim (iv) there is a canonical isomorphism of Λ O (G/U )-modules
from which the claim follows immediately. Similarly, in the situation of claim (v) we have a canonical isomorphism Ind
Now we write Γ U for the image of U in Γ under the natural projection and obtain
= µ(Res G U C, ψ) as had to be shown.
Module theory.
In order to make a closer examination of the µ-invariant defined in (6) we recall some standard module theory. We write Jac(Λ(G)) for the Jacobson radical of Λ(G) and i∈I A i for the Wedderburn decomposition of the finite dimensional semisimple F p -algebra A := A(G) := Λ(G)/Jac(Λ(G)) (so I is finite). Let R i = Aa i be a representative for the unique isomorphism class of simple A i -modules with a i some orthogonal primitive idempotent of A(G), always assuming that A 1 = F p = R 1 ; the corresponding representations we denote by ψ i : G → GL(R i ) for i in I. For each index i we fix an idempotent e i of Λ(G) which is a pre-image of a i under the projection Λ(G) ։ Λ(G)/Jac(Λ(G)). We consider the projective Λ(G)-modules X i := Λ(G)e i and projective Ω(G)-modules
Every finitely generated projective Λ(G)-module X, resp. Ω(G)-module Y , decomposes in a unique way as a direct sum
for suitable natural numbers X, X i , resp. Y, Y i . We write l Ri (ψ) for the multiplicity of the occurrence of R i in a F p -linear representation ψ and
if this is finite, for the Euler-Poincaré-characteristic of a Λ(G)-module M.
Lemma 3.2. Let Y be a finitely generated projective Ω(G)-module.
<Y,Y1> and thus
3.4. The regular case. In this section we consider the constructions of §3.1 in the case that G has no element of order p.
3.4.1. Pairings. For a field K we write R K (G) for the Grothendieck group of the category of finite-dimensional continuous K-linear representations of G which have finite image. The tensor product induces a structure of rings on both R L (G) and R κ (G) and there exists a canonical surjective homomorphisms of rings R L (G) ։ R κ (G) that is induced by reducing modulo π any G-stable O-lattice E of an representation V of the above type (cf. [29] ).
where E ρ * denotes the contragredient module Hom κ (E ρ , κ) while for a Z pmodule M endowed with the p-adic filtration we denote by gr(M ) the associated graded F p -module.
This pairing induces a Z-bilinear pairing of the form
Proof. To prove claim (i), we write µ ′ (C,ρ) for the term on the right hand side of the claimed equality. Since µ ′ (C,ρ) = µ ′ (H(C),ρ) by definition and µ(C, ρ) = µ(H(C), ρ) by Lemma 3.1 (ii) we need only consider the case where
Further, since both µ-invariants are additive on exact triangles (cf. Lemma 3.1(i)), it is actually sufficient to prove the following two special cases (note that M/M tor belongs to M S (G) for all M in M S * (G)):
are finitely generated Z p -modules and thus µ(C, ρ) = 0 = µ ′ (C,ρ). 2.) If p n M = 0 for some n, we argue by induction on n. For n = 1 the isomorphism
For n > 1 one uses dévissage and again the additivity of both µ-invariants.
To prove the existence of the first pairing in claim (ii) it suffices to show that µ(C, ρ) depends only on the space V ρ . To this end we assume that E ρ ′ is another G-stable lattice in V ρ and we have to show that µ(C, ρ) = µ(C, ρ ′ ). By Proposition 3.1(ii) and dévissage we may assume that C ∼ = M [0] with pM = 0 and similarly that E * ρ ′ ⊆ E * ρ with πT = 0 for T := E * ρ /E * ρ ′ . In this situation there is an exact sequence
The required claim now follows from the known additivity of µ-invariants and the fact that the
respectively. The second assertion of claim (ii) then follows from claim (i). To prove claim (iii) we may assume that C ∼ = M [0] with M a finitely generated Ω(G)-module. After choosing a finite resolution P of M by finitely generated projective Ω(G)-modules and using the additivity of µ(−, ψ i ) on short exact sequences the proof is immediately reduced to the case of a projective Ω(G)-module because µ(P, ψ i ) = j∈Z (−1) j µ(P j , ψ i ). But for every projective Ω(G)-module Y, considered also as a Λ(G)-module, and for each i ∈ I we have µ(Y,
If G has no element of order p, then Proposition 3.3 (iii) allows us to define an integer µ
3.4.2. K-groups. We continue to assume that G has no element of order p and write D(G) for the category of finitely generated Λ(G)-modules that are annihilated by a power of p. Then, by dévissage and lifting of idempotents, one obtains the following isomorphisms
where the i-th basis vector of the free Z-module on the right corresponds to the classes of
then the map in (7) sends the class of M to the vector 
The first of these isomorphisms is induced by the embeddings of categories
combined with the first isomorphism in (7) . The second isomorphism depends on the choice of a splitting of
once we have fixed an idempotent e i for each i ∈ I a natural choice is induced by sending the i-th basis vector of Z I to the class of
Proof. We first prove the surjectivity of the homomorphism ∂ 2 in the long exact localisation sequence of K-theory
is generated by the image of S. The surjectivity of ∂ 2 thus follows from the fact that for each f ∈ S one has ∂ 2 ({f,
where {f, p} denotes the symbol of f and p in K 2 (Λ(G) S * ) (indeed, the latter equality is proved by the argument of [19, Prop. 5] ). From the above exact sequence we therefore obtain an exact sequence
We next consider the map
where the first map is given by sending the i-th basis vector of Z I to the class of
and where the canonical map α is injective by [2, Chap. IX, Prop. 1.3] while the index set J parametrizes the isomorphism classes of simple modules over the semisimple Artinian ring B(G). Let N be any closed normal subgroup of G which is both pro-p and open in H. Then it is straight forward to check that (10) factorizes through the composite
Here the surjective map β comes from the exact localisation sequence and the isomorphism γ is induced from the fact that Ω(G) S ։ B(G) factors through the composite Ω(G) S ։ Ω(G/N ) S ։ B(G) by the proof of [14, Lem. 4.3] and the fact that Jac(Ω(G/N ) S ) is a nilpotent ideal. It follows that the map in (10) is surjective and hence that ∂ 1 is surjective and α is bijective. If D S (G) denotes the category of finitely generated Λ(G) S -modules which are Z ptorsion, then we have shown that the composite map
is bijective and that |J| ≤ |I|. By combining (9) with the surjectivity of ∂ 1 , the bijectivity of (12) and the assertion of Lemma 3.5(i) below we obtain an exact sequence
Further, it is straightforward to show that, with respect to the isomorphism K 0 (D(G)) ∼ = Z I of (7), this sequence is split by the map which sends the i-th basis vector of Z I to the class of f i in K 1 (Λ(G) S * ). This proves the final assertion of Proposition 3.4. We next consider the following diagram with exact rows (14) [14, Prop. 3.4] implies that each row is indeed exact. By applying the snake lemma to this diagram and comparing with the sequence (13) we obtain an exact sequence of the form
The first assertion of Proposition 3.4 now follows because this sequence is split by the
Lemma 3.5.
(
i) The exact scalar extension functor from Λ(G)-mod to Λ(G) S -mod identifies D(G) with a full subcategory of D S (G) and induces an isomorphism
Now from (7) and (8) we know that µ • ι is bijective whilst from Lemma 3.1(iii) we know δ(K 0 (M S (G))) ⊆ ker(µ) where δ is the homomorphism in diagram (14) . This implies that ι is injective (so proving claim (ii)), that µ is surjective and that |I| ≤ |J|. But |J| ≤ |I| (see just after (12)) and so |I| = |J|.
Since |I| = |J| the isomorphisms of (7) and (11) combine to imply that the natural
In a similar way, claim (iii) follows by combining the equality |I| = |J| together with the surjectivity of the map β in (11) and the definition of the index set J (in (10)).
Characteristic series
In this section we associate a canonical 'characteristic series' to each complex in D p S (Λ(G)). This construction extends the notion of 'algebraic p-adic L-functions' introduced in [7] and hence refines the 'Akashi series' introduced by Coates, Schneider and Sujatha in [13] . It will also play a key role in our proof of Theorem 2.1 (see in particular the proof of Lemma 5.7). 
for each x ∈ Λ(G) and y ∈ M , whereγ is any lift of γ through the natural projection G → Γ. It is easily checked that ∆ γ is independent of the precise choice ofγ. Further,
induces an automorphism of the (finitely generated)
The ring Λ(G) S * is regular [18, Prop. 4.3.4] . Hence there exists a natural isomorphism between K 1 (Λ(G) S * ) and the group G 1 (Λ(G) S * ) which is generated (multiplicatively) by symbols α | M where α is an automorphism of a finitely generated Remark 4.3. In Proposition 4.7(i) we will prove that if G has no element of order p, then char G,γ (C) is a 'characteristic element for C' in the sense of [14, (33) ] (and see also Remark 6.2 in this regard). In [7, Th. 4.1] it is proved that this is also true if G has rank one as a p-adic Lie group. In these cases at least, it therefore seems reasonable to regard char G,γ (C) as the canonical 'algebraic p-adic L-function' associated to C.
follows from Lemma 3.1(i) and Proposition 3.3(iv). The equality char *
Let U be a closed subgroup of H that is normal in G and set G 1 := G/U, H 1 := H/U and S 1 := S G1,H1 . Then there exists a natural ring homomorphism
and hence an induced homomorphism of groups
has an element of order p and the equality π G1, * (χ
In the next result we fix an open subgroup U of G and set H U := H ∩ U and Γ U := U/H U . We use the natural isomorphism Γ U ∼ = HU/H to regard Γ U as an open subgroup of Γ, we set d U := [Γ : Γ U ] and write γ U for the topological generator γ dU of Γ U . We set S U := S U,HU and note that Λ(G), resp. Λ(G) S , resp.
Lemma 4.6. Let G and U be as above and fix
Proof. We prove first that res U, * (χ
) and hence that G (and also U ) has no element of order p. By the same argument as used in the proof of Proposition 3.3(iii), we can also assume that C = Y a [0] for some index a in I. Then for each i ∈ I one has µ
We write {f j : j ∈ J}, {X(U ) j : j ∈ J} and {Y (U ) j : j ∈ J} for the idempotents of Λ(U ) as well as the submodules of Ω(U ) and Λ(G) that are analogous to the idempotents e i of Λ(G) as well as the submodules X i of Λ(G) and
), as required. It remains to prove that res U, * (char * G,γ (C)) = char * U,γU (C 1 ). To do this we may 
Elementary row and column operations show that this automorphism represents the same element of
that acts as id − ∆ γ d U on the last direct summand and as the identity on all other summands. The required result thus follows because, since
The proof of Theorem 2.1. We deduce Theorem 2.1 as a consequence of the following result.
Proposition 4.7. Assume that G has no element of order p.
( 
where the vertical arrows are the natural homomorphisms.
Remark 4.8. Proposition 4.7(i) shows that char G,γ (C) is a 'characteristic element for C' in the sense of [14, (33) ]. The surjectivity of ∂ G (which follows directly from Proposition 4.7(ii)(b)) was first proved in [14, Prop. 3.4] .
The proof of Proposition 4.7 will be the subject of §4.4. However, we now show that it implies Theorem 2.1. To do this we consider the map
implies that ι G is a well-defined homomorphism which, upon restriction to the sum-
where the first arrow is ∂ G and the second is the isomorphism of Proposition 3.4. The exactness of the lower row of (14) thus implies that ι G is bijective. This completes the proof of Theorem 2.1.
4.4.
The proof of Proposition 4.7. In addition to proving Proposition 4.7 we also translate Definition 4.1 into the language of localized K 1 -groups introduced by Fukaya and Kato in [18] . We therefore use the notation of Appendix A. 
where in each degree i the morphism δ, respectively π, is equal to the homomorphism
We may therefore define a trivialization
where the first arrow is induced by the identity map on I G H (P ) and the second by applying property A.d) to the exact sequence (15) . By using property A.g) of the functor d Λ(G) we then extend this definition to obtain for any object 
where the latter element is defined in [12, (1) ]. To compute θ C,tS(C) we set
In this diagram α 1 is induced by the identity map on H(C) H,Q , α 2 results from applying property A.d) to (15) with C = H(C), α 3 is property A.h), α 4 is induced by d Q (H(δ γ )) and α 5 is defined so that the first square commutes. The upper row of the diagram is equal to the morphism 1 Q → d Q (C Q ) induced by t S (C) whilst the lower row agrees with the morphism 1 Q → d Q (C Q ) induced by the acyclicity of C Q . From the commutativity of the diagram we thus deduce that the element θ C,tS(C) of K 1 (Q) is represented by α 5 . On the other hand, a comparison of the maps α 1 and α 4 shows that α 5 represents the same element of K 1 (Q) as does the morphism
where the first and third maps use property A.h) and the second map is
i . From here we deduce the required equality
p-torsion complexes.
In this subsection we assume that G has no element of order p (so that D p (Λ(G)) identifies with D fg (Λ(G))). If T is a bounded complex of finitely generated Ω(G)-modules, then there is a bounded complex of finitely generated projective Ω(G)-modulesP that is isomorphic in D(Ω(G)) (and hence also in D p (Λ(G))) to T . Also, following the discussion of §3.3, in each degree i there is a finitely generated projective Λ(G)-module P i and an exact sequence of Λ(G)-modules
We may therefore define a morphism
where the first arrow is induced by the identity map on each module P i , the second by applying property A.d) to each of the sequences (16) and the last by the given quasi-isomorphismP ∼ = T . If now C is any bounded complex of modules in D(G), then there exists a finite length filtration of C by complexes
) and, with respect to this identification, we set
This definition is easily checked to be independent of the choice of filtration (17) and, for each i, of isomorphismP ∼ = T i and resolution (16) used to define t(T i ).
Lemma 4.10. If G has no element of order p and C is any bounded complex of modules in
Proof. This follows from the definition of ch Λ(G),Σ S * and the fact that there is a res-
P j ,X i and d j is given with respect to the canonical basis by the diagonal matrix with en- 
. Claim (i) therefore follows upon combining Lemmas 4.9 and 4.10 (with C replaced by H(C) tf and H(C) tor respectively) with the following fact: there is a commutative diagram of homomorphisms of abelian groups 
) (where the latter equality follows from Lemma 3.1(iii)) and so property (c) is satisfied. Finally, the commutativity of the diagram in (d) is a direct consequence of Lemma 4.5.
Descent theory
In this section we consider leading terms of elements of K 1 (Λ(G) S * ) and in particular prove Theorem 2.2. The approach of this section was initially developed by the first named author in an unpublished early version of the article [7] . We deal first with the case that C is acyclic. In this case the complex
and also ξ belongs to the image of the natural map K 1 (Λ(G)) → K 1 (Λ(G) S * ). The equality of Theorem 2.2 is therefore a consequence of the following result.
Lemma 5.1. If u belongs to the image of the natural map λ :
Proof. Let O be the valuation ring of a finite extension L of Q p such that all representations can be realised over O.
Thus by functoriality of K-theory and the fact that the canonical map
5.1. Reduction to S-acyclicity. We now reduce the general case of Theorem 2.2 to the case that C belongs to D p S (Λ(G)). In this subsection we therefore assume that G has no element of order p. Proof. We assume that the result of Theorem 2.2 is true for all complexes that are acyclic outside at most one degree. To deduce Theorem 2.2 in the general case we use induction on the number of non-zero cohomology groups of C (which we assume to be at least two). We let n denote the largest integer m for which H m (C) is non-zero. We set C 1 := H n (C)[−n] and write C 2 for the truncation of C in degrees less than n (which has fewer non-zero cohomology group than does C). Then there is an exact
and the assumption that C is semisimple at ρ implies that C 1 and C 2 are also semisimple at ρ (for any ρ in Irr(G)). Let ξ be an element such that
, where the last equality follows from (18) . Hence, by the inductive hypothesis, one has
where
and, with respect to this triangle, the trivialisations t(C 1 ) G , t(C) G and t(C 2 ) G satisfy the 'additivity criterion' of [3, Cor. 6.6]. Indeed, for each ρ in Irr(G) the cohomology sequence of the exact triangle
(that is induced by (18) ) gives an equality r G (C)(ρ) = r G (C 1 )(ρ) + r G (C 2 )(ρ) and a short exact sequence of complexes
Here we use the notation of Appendix B and write △(C ρ , γ) for the triangle
where θ γ,ρ is induced by multiplication by γ − 1, and we use similar notation for C 1 and C 2 . This means that the criterion of [3, Cor. 6.6] is satisfied if one takes (in the notation of loc. cit.) Σ to be
to be the exact triangle (18) (so ker(H ev a Σ ) = ker(H od a Σ ) = 0) and the trivialisations t P , t Q and t R to be induced by (−1) rG(C1)(ρ) t(C 1,ρ ), (−1) rG(C)(ρ) t(C ρ ) and (−1) rG(C2)(ρ) t(C 2,ρ ) respectively. From [3, Cor. 6.6] we therefore deduce that the last element in (19) 
Taking account of Lemmas 5.1 and 5.2 we now assume that C is acyclic outside precisely one degree. To be specific, we assume that
Then there is an exact triangle of the form
where M tor belongs to D(G) and M tor to M S (Λ(G)). In this case one has t(M [0]) G = t(M tf [0]) G and so (by another application of [3, Cor. 6.6])
Proof. An easy reduction (using dévissage and the additivity of Euler characteristics on exact sequences in D(G)) allows us to assume that N is an object of D(G) which lies in an exact sequence of Λ(G)-modules of the form
where Q and P are both finitely generated and projective. (Indeed, it is actually enough to consider the case that Q = P = Λ(G)e i for an idempotent e i as in §3.3 and with d equal to multiplication by p.) To proceed we identify the subgroup
To be compatible with the normalisations used in §1.2 we fix this isomorphism so that for every exact sequence (23) 
the localisation sequence of K-theory implies that any element ξ as above belongs to the image of
. This implies in particular that ξ * (ρ) = ξ(ρ) for all ρ in Irr(G). The natural commutative diagram of connecting homomorphisms
Hence, with respect to the isomorphism (2) (with F = Q p ), one has
with τ equal to the composite morphism
where the first arrow is induced by
). Finally we note that the (image under (Λ(G) ). In the remainder of §5 we shall therefore assume that C belongs to D p S (Λ(G)).
Equivariant twists.
In this subsection we introduce the algebraic formalism that is key to a proper understanding of descent.
The definition.
We fix an open normal subgroup U of G and set G := G/U . We write
for the (flat) ring homomorphism which sends each element σ of G to σ ⊗ σ where σ is the image of σ in G.
upon which G acts via left multiplication and each σ ∈ G acts by sending x ⊗ y to xσ −1 ⊗ σy. This construction extends to give an exact functor
and for each such C we set
Base change.
For each s ∈ Λ(G) we write r s and r ∆ G (s) for the endomorphisms of Λ(G) and Λ(G × G) given by right multiplication by s and ∆ G (s) respectively. Then cok(r ∆ G (s) ) is isomorphic as a Λ(G × G)-module to tw G (coker(r s )) and so is finitely generated over Λ(G × H) if coker(r s ) is finitely generated over Λ(H). This implies that ∆ G (S * ) ⊆ S * 1 where S := S G,H and S 1 := S G×G,G×H and so ∆ G induces a ring homomorphism
where S 2 := S G×Γ,G , the second arrow is the natural projection and the equality is because G × Γ has dimension one (as a p-adic Lie group). These maps induce a group homomorphism
which forms the upper row of a natural commutative diagram of connecting homomorphisms (26)
2 ) where we write K 0 (Λ(G×G), S * 1 ) and
Reduced norms.
We set R := Λ(G × Γ). Then the algebra Q(R) identifies with the group ring Q(Λ(Γ))[G] and, with respect to this identification, one has (27) ζ
We write x = (x ρ ) ρ for the corresponding decomposition of each element x of ζ(Q c (R)). In the next result we write Nrd Q(R) :
× for the reduced norm map of the semisimple algebra Q(R) and use the homomorphisms Φ ρ defined in (5).
Proof. It suffices to show that each homomorphism Φ ρ is equal to the composite
where the last arrow is projection to the ρ-component (under (27) ).
From [14, Prop. 4.2, Th. 4.4] we know that the natural map Λ(G)
is surjective. Since Λ(G)
it is therefore enough to check the claimed result for elements of the form r s | Λ(G)S . Also, if V ρ is a finite dimensional Q c p -space of character ρ, then for each x in Q(R) × one has 
Semisimplicity. There are natural isomorphisms in
and hence an exact triangle in D(Λ(G × Γ)) of the form
where θ γ is induced by multiplication by γ − id ∈ Λ(Γ) on Λ(G × Γ).
In the next result we use the terminology and notation of Appendix B.
Lemma 5.5. Assume that C is semisimple at ρ (in the sense of [12, Def. 3.11]) for every ρ in Irr(G). Then
(iii) with respect to the decomposition (4) one has β Qp⊗△(tw
Proof. For any finitely generated Λ(G)-module P there is a natural isomorphism of
where the action of G on the second module is just on Z p [G] (from the left). Thus one has the following isomorphisms of Λ Q c p (Γ)-modules
we therefore recover the exact triangle △(C ρ , γ) defined in (20) . This implies in particular that θ γ is semisimple if and only if θ γ,ρ is semisimple for every ρ in Irr(G). Claim (i) thus follows directly from the definition of 'semisimplicity at ρ' (in terms of θ γ,ρ ). The same reasoning also proves claims (ii) and (iii) since
(by [12, Lem. 3.13(ii)]) whilst t(C ρ ) is, by definition, equal to β △(Cρ,γ) .
Leading terms.
In this section we fix an element ξ and a complex C as in Theorem 2.2. Then Lemma 5.5(i) implies that the morphism θ γ of tw G (C) H is semisimple. Hence in each degree i there is a direct sum decomposition of Λ(G × Γ)[ 
The descent to Q(R).
We write Σ for the subset of R consisting of those elements of Λ(Γ) with non-zero image under the projection Λ(Γ) → Z p . This is a multiplicatively closed Ore set in R which consists of central regular elements.
Lemma 5.7. For each integer i we set
Proof. We set X := tw G (C) H . Then the commutative diagram (26) implies that
. Hence the exact sequence (1) (with G replaced by G × Γ) implies that there exists an element u of K 1 (R) with
where ι 1 is the natural homomorphism
For each integer i we now set
occurs in the definition of char G×Γ,γ (X) = char * G×Γ,γ (X). From Lemma 5.8 below the action of δ γ on N i restricts to give an automorphism of
where ι Σ is the natural homomorphism
Hence by combining (30) with the definition of char G×Γ,γ (X) one finds that
Now R Σ is finitely generated as a module over the commutative local ring Λ(Γ) Σ and so is itself a semi-local ring (cf. × and σ ∈ Σ. Thus, to complete the proof of the lemma, it suffices to prove that for all such z and σ both Nrd Q(R) ( r z | Q(R) ) and Nrd Q(R) ( r σ −1 | Q(R) ) belong to ζ(R Σ ). But (28) 
Proof. The argument of [27, Prop. 2.2, Rem. 2.3] gives a short exact sequence
and so it suffices to show that (D
) and, regarding im(H i (θ γ )) as a (finitely generated) module over Λ(Γ) ⊆ R, the decomposition (29) implies that im(H i (θ γ )) Γ is finite. This implies that im(H i (θ γ )) is a finitely generated torsion Λ(Γ)-module whose characteristic polynomial f (T ) is coprime to T . It follows that f (T ) is invertible in R Σ and so (D 
where π is the natural projection ζ(
× (see the proof of Lemma 5.7) and (28) implies
where u is the image of u under the natural composite homomorphism
The equality of Proposition 5.6 thus follows upon substituting (32) into (33) and then using both the explicit formula for r G (C)(ρ) given in Lemma 5.5(ii) and the following result (with M = H i (tw G (C) H ) for each i).
Lemma 5.9. If M is any finitely generated R-module, then for each ρ in Irr(G) one
Then there are natural isomorphisms of Q(Γ)-modules of the form
under which the induced action of δ γ on the first module corresponds to the endomorphismδ γ of the third module which sends x ⊗ Zp m to
where the last equality follows from the fact that
From this explicit formula it is now clear that the first non-zero coefficient of T in the series Nrd
Q(R) (δ γ | (I G×Γ G (M Γ )) ρ is equal to (−1) dim Q c p (Wρ) .
5.4.
Completion of the proof of Theorem 2.2. We set N := U ∩ H. Then in each degree i there is an isomorphism of Λ(G)-modules
is a finitely generated
). In view of Lemma 5.5 and Proposition 5.6 we may therefore deduce Theorem 2.2 by applying the following result with G = G, R = Z p and ∆ = ∆(tw G (C), γ). 
Assume that θ is semisimple and in each degree
is independent of the choice of W i and in
where ∂ G is the connecting homomorphism
Proof. It is clear that H i (θ) induces an automorphism of W i and straightforward to verify that H i (θ) * is independent of the choice of W i . However to prove (34) we replace C by a bounded complex of finitely generated projective R[G]-modules P and argue by induction on |P | := max{i : P i = 0} − min{j : P j = 0}. We write φ for the morphism of complexes P → P that corresponds to θ.
In this case D identifies with the mapping cone P m φ m − − → P m of φ (so the first term of this complex is placed in degree m − 1) in such a way that the homomorphism
m−1 , P m ) with ι the composite isomorphism
where the isomorphism is induced by a choice of splitting of the tautological exact se- 
. We now assume that |P | = n > 0 and, to fix notation, that min{j : P j = 0} = 0. We set C 2 := P and φ 2 = φ, write C 3 for the naive truncation in degree n − 1 of P and set C 1 := P n [−n]. Then one has a tautological short exact sequence of complexes
From the associated long exact cohomology sequence we deduce that H i (C 3 ) = H i (C 2 ) if i < n − 1 and that there are commutative diagrams of exact sequences
where B n (C 2 ) denotes the coboundaries of C 2 in degree n. By mimicking the argument of [7, Lem. 4 .4] we may change φ by a homotopy in order to assume that, in each degree i, the restriction of φ i induces an automorphism of F ⊗ R B i (C 2 ). This assumption has two important consequences. Firstly, the above diagrams imply that the morphisms φ 1 and φ 3 of C 1 and C 3 that are induced by φ are semisimple. Secondly, if we write D i for the mapping cone of φ i for i = 1, 2, 3, then (35) induces short exact sequences of the form 
But the inductive hypothesis implies
whilst, since |C 1 | = 0, our earlier argument proves
It is also clear that
H i (φ 3 ) * = H i (φ 2 ) * for i < n − 1
whilst (36) and (37) imply
] thus follows upon combining the last three displayed equations. Part II: Arithmetic
Field-theoretic preliminaries
We first introduce the class of fields for which the techniques of [14] allow one to formulate a main conjecture of non-commutative Iwasawa theory. We fix an odd prime p and write F for the set of Galois extensions L of Q which satisfy the following conditions (i) L contains the cyclotomic Z p -extension Q cyc of Q;
(ii) L/Q is unramified outside a finite set of places; (iii) Gal(L/Q) is a compact p-adic Lie group. We let F + denote the subset of F comprising those fields that are totally real. The following observation provides an important reduction step and was explained to us by Kazuya Kato. 
Proof. We setF := F (ζ p ∞ ). There is a p-torsion free open normal subgroup U of
, be all conjugates of a i over F and set L ′ i denote the field generated over L i by the set {a
is a compact p-adic Lie group and we now prove that it has no element of order p. We note first that Gal(Q(ζ p ∞ )/Q) is isomorphic to a subgroup of Z × p and hence is p-torsion free by the assumption p = 2. Thus if σ ∈ Gal(F ′ /Q) has order p, then the image of σ in Gal(F /Q) is contained in V and so the image of σ in V /U coincides with σ i for some i. Thus σ fixes all elements of L i . But then the image of σ in Gal(L ′ i /L i ) is both p-torsion and also non-trivial (for its restriction to Gal(L/L i ) is non-trivial). This contradicts the fact that Gal(L ′ i /L i ) has no element of order p. Hence Gal(F ′ /Q) has no element of order p, as claimed. Lastly we assume that F is totally real. ThenF is a CM field with maximal real subfieldF + equal to the compositum of F and the maximal totally real subfield of Q(ζ p ∞ ). Also, by the above construction, the extension F ′ /F is pro-p. Since p is odd, the group Gal(F ′ /F + ) therefore contains a unique element of order 2 and the fixed field (F ′ ) + of F ′ by this element is totally real, contains F , is Galois over Q and such that Gal((F ′ ) + /Q) has no element of order p.
In the remainder of this article we set Γ := Gal(Q cyc /Q) and G L := Gal(L/Q) and
and write S L and S * L for the Ore sets S GL,HL and S * GL,HL that are defined in §1.1. Remark 6.2. If C denotes either F or F + , then it is an ordered set (by inclusion). Lemma 6.1 implies that the subset C ′ of C comprising those fields F for which G F has no element of order p is cofinal. Taking account of the functorial properties of the isomorphism in Theorem 2.1 and of the equality in Proposition 4.7(ii)(b) we may therefore deduce the following extensions of these results.
• There is a natural isomorphism of abelian groups
where λ F is the natural homomorphism
) and in each inverse limit the transition maps are the maps induced by the homomorphism
Then Lemma 4.5 implies char GF ,γ (x F ) is independent of the precise choice of F ′ and Proposition 4.7 implies that ∂ GF (char GF ,γ (x F )) = x F .
Non-commutative main conjectures
In this section we formulate explicit 'main conjectures of non-commutative Iwasawa theory' for both Tate motives and (certain) critical motives. In particular, in the setting of elliptic curves, the conjecture we formulate here is finer than that formulated by Coates et al in [14] in that we consider interpolation formulas for the leading terms (rather than merely the values) of p-adic L-functions at Artin representations. Henceforth we will fix an isomorphism of fields j : C ∼ = C p and often omit it from the notation.
7.1. Tate motives. We fix a finite Galois extension E of Q, with G := Gal(E/Q), and a finite set of places Σ of Q that contains the archimedean place and all places that ramify in E/Q. For each character χ in Irr C (G) we write L Σ (s, χ) for the Artin L-function of χ that is truncated by removing the Euler factors attached to primes in Σ (cf. [31, Chap. 0, §4]). We also set E ∞ := R ⊗ Q E ∼ = Hom(E,C) R and write log
is a lattice in R ⊗ Q E 0 and so there is a canonical isomorphism of
In addition, if we write S p (E) for the set of p-adic places of E, then the composite homomorphism
(where the second arrow is the natural diagonal map) factors through the inclusion
Conjecture 7.1. Fix a field K in F + that is unramified outside a finite set of places Σ and is such that G := G K has no element of order p. Then the Galois group X Σ (K) of the maximal pro-p abelian extension of K that is unramified outside Σ belongs to M S * (G). Further, there exists an element ξ of K 1 (Λ(G) S * ) which satisfies both of the following conditions.
Remark 7.2. For each character ρ in Irr Cp (G) the '(S-truncated) p-adic Artin Lfunction' of ρ is the unique p-adic meromorphic function L p,S (·, ρ) : Z p → C p with the property that for each strictly negative integer n and each isomorphism j :
Critical motives.
7.2.1. Preliminaries. Let M be a critical motive over Q that has good ordinary reduction at p. Then its p-adic realization V = M p has a unique Q p -subspaceV which is stable under the action of
. Now let ρ be an Artin representation defined over the number field F and [ρ] the corresponding Artin motive. We fix a p-adic place λ of F , set L := F λ and write O for the valuation ring of L. Then the λ-adic realisation
* is an L-adic representation and contains the
. Let Σ be a finite set of places of Q containing p, ∞ and all places at which M has bad reduction or which ramify in K/Q. Fix a field K in F that is unramified outside Σ and write G := G(K/Q) for the corresponding Galois group. By Υ we denote the set of those primes ℓ = p such that the ramification index of ℓ in K/Q is infinite. For a F -motive N over Q we denote by Ω ∞ (N ) and Ω p (N ) the complex and p-adic periods, by R p (N ) and R ∞ (N ) the complex and p-adic regulator, see again [18] or [12, Th. 6.5] . Recall that Ω ∞ (N ) = 0, if N is critical, and that R ∞ (N ) = 0, if the (complex) height pairing of N is non-degenerated. Furthermore, for a Q p -linear continuous G Qp -representation Z we write Γ(Z) for its Γ-factor (loc. cit.). Finally, for any L-linear continuous representation V and prime number ℓ we define an element of the polynomial ring L[u] by setting
where ϕ ℓ denotes the geometric Frobenius automorphism of ℓ. As shown by Fukaya and Kato in [18, Th. 4.2.26], the behaviour of local ǫ-factors implies that p-adic L-functions can exist only after a suitable extension of scalars. To describe this we must assume that (40) the maximal absolutely abelian subfield K ab,p of K in which p is unramified is finite.
Under this hypothesis we let A denote the ring of integers of the completion at any of the places of the field K ab,p that have residue characteristic p. We set Λ A (G) := Λ(G) ⊗ Zp A and Λ A (G) S := Λ(G) S ⊗ Zp A and write ∂ A,G for the corresponding connecting homomorphism in K-theory.
Elliptic curves.
We first consider the case of the motive M = h 1 (E)(1) of an elliptic curve E over Q with good ordinary reduction at p with K = Q(E(p)) being the extension of Q which arises by adjoining the p-power division points and we assume that G does not contain any element of order p. In this situation the formulation of a (refined) main conjecture is very explicit since one can work with the dual X(E/K) of the (p-primary) Selmer group; later we will give another formulation for general critical motives involving Selmer complexes. In the present situation one knows that the condition (40) is satisfied (cf. [14, just before Conj. 5.7] ) and also that, if X(E /K ker(ρ) ) is finite, then
Upon combining the leading term computations of [12, Th. 6.5] with [18, Th. 4.2.22] and the general approach of [14] we are led to formulate the following conjecture. 
,
by removing Euler factors for all primes in
Remark 7.4. The interpolation formula in Conjecture 7.3(a) can of course also be stated in terms of the classical Hasse-Weil L-functions and their twists L(E, ρ * , s) in the sense of [14, (102) ] (which is the same as the L-function attached to the F -motive
; due to the shift one now has to consider the leading term L * (E, ρ * ) of L(E, ρ * , s) at s = 1. Moreover, one can simplify the above expression and make it more explicit. To this end we let u in Z p be the unit root of the polynomial 1 − a p X + pX 2 where, as usual, p + 1 − a p = #Ẽ p (F p ) withẼ p denoting the reduction of E modulo p. Furthermore we write p fρ for the p-part of the conductor of ρ and ǫ p (ρ) for the local ǫ-factor of ρ at the prime p. Moreover, let d + (ρ) and d − (ρ) denote the dimension of the subspace of [ρ] λ on which complex conjugation acts by +1 and −1, respectively. We denote the periods of E by
where ω is the Néron differential and γ + and γ − denote a generator for the subspace of H 1 (E(C), Z) on which complex conjugation acts as +1 and −1 respectively. Finally, we write R ∞ (E, ρ * ) and R p (E, ρ * ) for the complex and p-adic regulators of E twisted by ρ * . Then the displayed expression in Conjecture 7.3(a) is equal to
. Proof. In this case Υ is the set comprising the prime p and all prime numbers q with ord q (j E ) < 0 (see also [18, 4.5.3] or [34, Rem. 6.5] ). In view of Remark 7.4 the only essential difference between the two conjectures is therefore that Conjecture 7.3 involves an interpolation formula for ((r(M )(ρ)!) −1 times) the value at T = 0 of the r(M )(ρ)-th derivative of Φ ρ (L) rather than merely for the value at T = 0 of Φ ρ (L) itself as in [14, Conj. 5.8] . (Note that the conjectured value at T = 0 of
) ≥ 0 because the given interpolation formula has no pole. In particular, L does not have ∞ as its value at any ρ. We also note that the 'order of vanishing part' of the Birch and SwinnertonDyer Conjecture for E(ρ * ) implies that the order of vanishing of
is in this case equal to the value at s = 1 of L R (E, ρ * , s). Hence, the interpolation formula (41) coincides with that given in [14, Conj. 5.8] .
On the other hand, if e ρ * (E(K ker(ρ) ) ⊗ Z C p ) = 0, then r(Φ ρ (L)) > 0 and so the value of L at ρ is equal to 0. In addition, in this case the function L R (E, ρ * , s) vanishes at s = 1 and so the interpolation formula of [14, Conj. 5.8 ] also implies that the value of L at ρ is equal to 0, as required.
7.2.3. The general case. We return to the more general case discussed in §7.2.1. We fix a full Galois stable Z p -sublattice T of V and define a G Qp -stable Z p -sublattice ofV by settingT := T ∩V . As before we let T denote the Galois representation Λ(G)⊗ Zp T and setT := Λ(G) ⊗ ZpT similarly. ThenT is a G Qp -stable Λ(G)-submodule of T.
For the definition of the Selmer complex SC U := SC U (T, T), which is originally due to Nekovář [25] , we refer the reader to either [18, 4.1.2] or [12, (31) ]. 
, Proof. To be precise, we prove that if M = h 1 (E)(1) and K = Q(E(p)) are as in Conjecture 7.3, then Conjecture 7.6 is equivalent to Conjecture 7.3. First note that [18, Prop. 4.3.7] implies that the complex SC U belongs to D p S * (Λ(G)) precisely when the module X(E/K) belongs to M H (G) = M S * (G). Also, SC U differs from the complex SC(T, T) in loc. cit. only by local terms which belong to M S * (G) (by [18, Prop. 4.3.6] ) and have characteristic elements (denoted ζ(l, K/Q) in loc. cit.) that correspond to the Euler-factors P L,l (W ρ , s) and whose values P L,l (W ρ , 1) at ρ are neither 0 or ∞ (by [18, Lem. 4.2.23] ). To deduce the claimed result from here one need only note that Γ Qp (V ) = 1 in this case and recall (from [18, ) that the class of SC(T, T) in K 0 (M S * (G)) is equal to [X(E/K)].
Σ \ {∞}. (b) ∂ A,G (ξ) = [Λ A (G) ⊗ Λ(G) SC U ].
Equivariant Tamagawa numbers
Let K/k be a finite Galois extension of number fields with G := Gal(K/k). Then for any motive M defined over k the equivariant Tamagawa number conjecture of [10, Conj. 4 
.1(iv)] asserts the vanishing of an element
) that is constructed from the various realisations and comparison isomorphisms associated to the motive M K := K ⊗ k M . Here M K is regarded as defined over k and endowed with a natural left action of Q[G] (via the first factor). Now the product over all primes p and all field isomorphisms j : C ∼ = C p of the composite homomorphism
is injective (cf. 8.1. Tate motives. We fix a finite totally real Galois extension E of Q and set G := Gal(E/Q). We recall that all of the conjectures necessary for the definition of
) are known to be valid and so
. For a discussion of various explicit consequences of the vanishing of T Ω(h 0 (Spec E)(1), Z[G]) see [4, 5] and [8] . 
Proof. We set G := Gal(K/Q) and H := Gal(K/Q cyc ). We also write Λ(G) [25] , we obtain an object of D p (Λ(G)) by setting
(where the subscript 'c' denotes cohomology with compact support). It is straightforward to show that C K is acyclic outside degrees 2 and 3 and that its cohomology in degree 2, respectively 3, is canonically isomorphic to X Σ (K), respectively Z p . The first claim of Conjecture 7.1 is therefore equivalent to asserting that
, or equivalently by Proposition 4.7(ii)(a) and (b) that 
j in Conjecture 7.1(a), is non-zero. The latter conjecture thus implies that ξ 
If this is true, then it is clear that char
where θ is the endomorphism of
) ⊗ z (this recipe is independent of the choice of liftγ of γ through G → Γ). Now V ρ is irreducible and H is normal in G and so the space M ρ ⊗ Λ(H) Q p is either zero or canonically isomorphic to M ρ ⊗ Zp Q p depending on whether H ⊂ ker(ρ) or not. In particular, if H ⊂ ker(ρ), then (44) implies that Φ ρ (char G,γ (Z p [0])) is the determinant of an endomorphism of the zero space and so equal to 1. On the other hand, if H ⊂ ker(ρ), then n = 1 (since Γ is abelian and V ρ is irreducible) and so [12, (19) ] is satisfied. Indeed, the latter condition is only introduced in loc. cit. to simplify the proofs of [12, Lem. 5.1(ii),(iii)]. However, these results can be verified more directly as follows (we use the notation of loc. cit.). If ρ is non-trivial, then [12, Lem. 5.1(i)] implies that Z p ⊗ L Λ(Γ) RΓ(U, T) ρ is acyclic and so [12, Lem. 3.13 (ii), (iii)] makes it clear that RΓ(U, T) is semisimple at ρ, that r G (RΓ(U, T))(ρ) = 0 and that the Bockstein homomorphism described in [12, Lem. 5.1(iii)] is the unique endomorphism of the zero space. If ρ is the trivial representation, then RΓ(U, T) ρ identifies with RΓ(U, T Qcyc ) ∈ D p (Λ(Γ)) and so [12, Lem. 3.13 (ii), (iii), (iv)] implies that all of the claims made in [12, Lem. 5.1(ii),(iii)] for ρ can be verified after replacing E by Q (which certainly satisfies the condition [12, (19) 
]).
Returning to the proof of Theorem 8.1 we set
Then upon combining the conjectural equality (42) with the explicit descriptions in Lemma 8.2 and the result of Theorem 2.2 one finds that
where β * is the morphism
induced by the isomorphism
coming from the descriptions in Lemma 8. We end this subsection by noting that the above computations show that the correct generalisation of Conjecture 7.1 (to groups with an element of order p) is the following. 
This conjecture is compatible with that formulated (in the case that G K has rank one) by Ritter and Weiss in [26, §4] . For details see [5] .
8.2. Critical Motives. We now assume the notation and hypotheses of Conjecture 7.6 and fix a subfield E of K which is Galois over Q. We set G :
We fix a number field F over which all representations ρ in Irr(G) can be realised. We write Z = Z ρ andZ for the Kummer dual W * ρ (1) andŴ * (1) of W ρ andŴ , respectively; finally we setW := W/Ŵ . In terms of the notation of [12] we consider the following assumption on W .
Assumption (W):
For each ρ in Irr(G) the space W = W ρ satisfies all of the following conditions:-(A 1 ) P ℓ (W, 1)P ℓ (Z, 1) = 0 for all primes ℓ = p,
In the following result we write ι A : Proof. We fix an element ξ as in Conjecture 7.6. Since SC U is semisimple at each ρ in Irr(G), the obvious analogue of Theorem 2.2 with A in place of Z p combines with Conjecture 7.6(b) to imply that
After unwinding the identification (2), this means that there exists a morphism in
under the identification (4). After recalling the explicit definition of t(SC U (T E , T E ))Ḡ given in Theorem 2.2 and then taking inverses we obtain a morphism in V (A[G])
for all ρ in Irr(G). Here we write ψ −1 (ρ) for the ρ-component of the morphism
. This is equivalent to asserting the existence of a morphism in V (A[G])
such that for all ρ in Irr(G) the composite morphism [12, (35) ], and all underlying identifications are as explained in [12, §6] . Now the hypothesis that SC U is semisimple at ρ combines with the assumption (W), the duality isomorphism H Remark 8.7. Explicit consequences of Conjecture 7.6 for the values (at s = 1) of twisted Hasse-Weil L-functions have been described by Coates et al in [14] , by Kato in [21] and by Dokchister and Dokchister in [17] . However, all of the consequences described in [14, 17, 21] become trivial when the L-functions vanish. One of the key advantages of Theorem 8.5 is that in many of these cases it can be combined with the approach of [8] to show that Conjecture 7.6 implies a variety of explicit (and highly non-trivial) congruence relations between values of derivatives of twisted Hasse-Weil L-functions. Such explicit (conjectural) congruences will be the subject of a subsequent article.
Remark 8.8. Following Theorem 8.5 it is of some interest to study elements in Ktheory of the form T Ω(h 1 (E /K )(1), Z[Gal(K/Q)]) with E an elliptic curve over Q and K/Q a finite non-abelian Galois extension. The study of such elements is however still very much in its infancy. Indeed, the only explicit computation that we are currently aware of is the following. Let E be the elliptic curve y 2 + y = x 3 − x 2 − 10x − 20 (this is the curve 11A1 in the sense of Cremona [15] ). Then, with K equal to the splitting field of the polynomial x 3 − 4x − 1, the group Gal(K/Q) is dihedral of order 6 and Navilarekallu [24] has proved numerically that if X(E /K ) is trivial, then the element T Ω(h where the first map is as in A.h), the second is the obvious map (induced by the fact that the complexes H(D) and H bock (∆) agree termwise) and the third is induced by the acyclicity of H bock (∆).
Appendix C. Sign conventions in [12] Due to different normalisations, which had not been noticed by the authors, the following sign conflict has arisen: in [18] . The authors would like to apologise for these oversights.
