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a b s t r a c t
We are concerned with the semilinear elliptic problems. We first investigate the L2-error
estimate for the lumped mass finite element method. We then use the cascadic multigrid
method to solve the corresponding discrete problem. On the basis of the finite element
error estimates, we prove the optimality of the proposedmultigridmethod.We also report
some numerical results to support the theory.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Semilinear elliptic problems are the first nonlinear generalization of linear elliptic problems. It is well known that
linear elliptic equations represent models of wide classes of physical problems. Semilinear elliptic problems, under slightly
less restrictive assumptions led from linear to semilinear, arise in a variety of contexts in geometry, physics, mechanics,
engineering and, more recently, in life sciences (see e.g. [1]).
In this paper, we consider the following semilinear elliptic problem−1u+ f (u) = 0, inΩ,
u = 0, on ∂Ω, (1.1)
where Ω ⊂ R2 is a bounded convex polygonal, f (u) is smooth and satisfies f ′ ≥ 0. We will approximate problem (1.1) by
the lumped mass finite element method and derive some error estimates. Based on these error estimates, we then prove
optimal order of convergence of a cascadic multigrid method to the corresponding discrete problem.
The lumped mass method is a modification of the standard Galerkin method using continuous, piecewise linear trial
functions. This method has been extensively applied to science and engineering computations because of its simplicity.
It has many advantages, such as small computational cost, the same approximation accuracy as traditional finite element
methods, and better stability and convergence behavior. Such a discrete method is favorable in numerical calculation. The
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Fig. 1. The lumped mass regionΩhi at P
h
i .
lumpedmass method was usedmostly in dealing with the nonlinear terms of problems with nonlinear terms, see [2–6] and
its reference series. The lumped mass method can also be used to solve other problems, such as eigenvalue problems [7],
parabolic problems [8,9] and plate problems [10].
During the past decades, many researches have been carried out on the L2-error estimate for nonlinear or semilinear
elliptic problems.We refer to [11–16] and the reference therein for details. In general, the nonlinear functions in the discrete
systems obtained by the standard/mixed finite elements or finite volumemethodmay not be diagonally isotone. As a result,
the Jacobian of the nonlinear function is more complex for computing. In this paper, we discretize problem (1.1) by a
piecewise linear finite element, in which the lumped mass function is used to deal with the nonlinear term. As a result,
the function in the discretized system is diagonally isotone and off-diagonally antitone, and hence belongs to the so-called
M-function [17]. From the computational point of view, one advantage of such discretization is that the Jacobian of the
nonlinear function involved in the discrete system is easy to compute since the function is the sum of a linear function
and a diagonal nonlinear function. Another advantage is that one can construct iterative schemes that posses monotone
convergence property (see, e.g. [2,4,17,6]).
In this paper, we will derive an L2-error estimate of the lumped mass finite element approximation. In addition, based
on this finite element discretization, we propose a lumped mass cascadic multigrid method, which is a combination of the
cascadic multigrid and the lumped mass finite element. We will prove that the cascadic multigrid method based on the
lumped mass finite element discretization has optimal order of convergence with respect to the energy norm and quasi-
optimal computational complexity.
The rest of this paper is organized as follows. In Section 2, we introduce the lumpedmass piecewise linear finite element
to approximate problem (1.1) in which the lumped mass function is used to deal with the nonlinear term. In Section 3, we
focus on the H1- and L2-error estimates of this discretization. In Section 4, we propose the corresponding cascadic multigrid
method and analyze its optimality on the basis of the finite element error estimates obtained in Section 3. In Section 5, we
report some numerical results to support our theory.
Throughout the paper, we will use ‖ · ‖k,p and | · |k,p to denote the norms and semi-norms of Sobolev spaces W kp (Ω).
The generic constant C is always independent of the meshsize h, and may be different depending on context. If there is no
confusion, we shall conceal the letter C into notation .. Here
x . y means x ≤ Cy.
For problem (1.1), it is natural to assume that it has a unique solution u ∈ H10 (Ω) ∩ H2(Ω).
2. Lumped mass finite element approximation
We will describe in this section the basic idea of lumped mass piecewise linear finite element discretization and show
its fundamental properties.
The weak form of problem (1.1) is: find u ∈ H10 (Ω), such that
a(u, v)+ (f (u), v) = 0, ∀ v ∈ H10 (Ω), (2.1)
where a(u, v) = (∇u,∇v), (·, ·) is the L2-inner product.
Let Th = {τi} with vertices {Phi } be a quasi-uniform triangulation of Ω . That is to say, there exist constants c and
C , independent of the meshsize h, such that each element τi is contained in (contains) a disc of radius Ch (respectively
ch). Let Ωh and ∂Ωh denote the set of the interior nodes {Phi ∈ Ω, i = 1, . . . ,Nh} and the set of the boundary nodes
{Phi ∈ ∂Ω, i = Nh + 1, . . . , N¯h}, respectively, where Nh = Card(Ωh), N¯h = Card(Ωh ∪ ∂Ωh). Assume also that the
triangulation Th satisfies the maximal angle condition (see e.g. in [18,3,5]). Here we use the lumped mass discretization
method to deal with the semilinear term. To this end, for any Phi ∈ Ωh ∪ ∂Ωh, define a lumped mass regionΩhi by joining
the centroids of the elements, which have Phi as a common vertex, to the midpoint of the edges, which have P
h
i as a common
extremity. In order to have a more intuitive interpretation to this discritization, we draw one figure to show the lumped
mass regionΩhi with node P
h
i (the shaded part in Fig. 1).
Let V h be the space of piecewise linear functions defined by
V h = {v ∈ C0(Ω¯); v|τi ∈ P1, ∀τi ∈ Th; v|∂Ω = 0}
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withP1 consisting of the polynomials of degree≤ 1. Then V h ⊆ H10 (Ω). Let Ch be the space of piecewise constant functions
defined by
Ch =
µh; µh =
N¯h−
i=1
µiχi, µi ∈ R, i = 1, 2, . . . , N¯h
 ,
with χi being the characteristic function onΩhi . That is,
χi(x) =

1, if x ∈ Ωhi ,
0, if x ∉ Ωhi .
Furthermore, let the lumping operator Rh : C0(Ω¯)→ Ch be defined by
Rhw =
N¯h−
i=1
w(Phi )χi, ∀w ∈ C0(Ω¯).
The lumped mass finite element approximation of problem (2.1) is: find uh ∈ V h, such that
a(uh, vh)+ (f (Rhuh), Rhvh) = 0, ∀ vh ∈ V h. (2.2)
Before going to present the error estimates of the finite element approximation, we first give some properties of the
lumping operator Rh. Let
X(Ω) = {v ∈ H1(Ω); v|τ ∈ C1 for all τ ∈ Th}.
It is clear that V h ⊂ X(Ω). Moreover, we have for any v ∈ X(Ω), x ∈ Ωhi ∩ τ ,
Rhv(x)− v(x) = v(Phi )− v(x) =
∫ 1
0
∇v(x+ t(Phi − x)) · (Phi − x)dt.
This implies
‖Rhv − v‖20,2 =
−
i
−
τ
∫
Ωhi ∩τ
(Rhv − v)2dx . h2|v|21,2
and
‖Rhv − v‖0,∞ . h|v|1,∞.
The above arguments yield the following lemma, which gives the properties of the lumping operator.
Lemma 1. For any v ∈ X(Ω), we have
‖Rhv − v‖0,2 . h|v|1,2, ‖Rhv‖0,2 . ‖v‖0,2 + h|v|1,2, (2.3)
and
‖Rhv − v‖0,∞ . h|v|1,∞, ‖Rhv‖0,∞ ≤ ‖v‖0,∞. (2.4)
Noting that ‖v‖20,4 . ‖v‖0,2‖v‖0,∞, ‖v‖0,4 . ‖v‖1,2 (H1(Ω) ↩→ W 04 (Ω)), we get from (2.3) and (2.4),
‖Rhv − v‖20,4 . h2|v|1,2|v|1,∞, ‖Rhv‖20,4 . h2|v|1,2|v|1,∞ + ‖v‖21,2. (2.5)
Moreover, by the inverse inequality |vh|1,2 . h−1‖vh‖0,2, ∀vh ∈ V h (see, e.g. in [19]), we conclude by (2.3)
‖Rhvh‖0,2 . ‖vh‖0,2, ∀ vh ∈ V h. (2.6)
Let u be the solution of problem (2.1). By (2.4), we have
‖Rhv − u‖0,∞ ≤ ‖Rhv − Rhu‖0,∞ + ‖Rhu− u‖0,∞ ≤ ‖v − u‖0,∞ + Ch|u|1,∞,
where C is a constant independent of h. Therefore, if v satisfies ‖v− u‖0,∞ ≤ K and h is sufficiently small, then it holds that
‖Rhv − u‖0,∞ ≤ 2K . Therefore, we have by the smoothness of f ,
|f (Rhv)| . 1, |f ′(Rhv)| . 1, |f ′′(Rhv)| . 1. (2.7)
Lemma 2 ([5]). Let u and uh be solutions of problems (2.1) and (2.2), respectively. The following L∞-norm error estimate holds
for sufficiently small h:
‖uh − u‖0,∞ . h2| log h|. (2.8)
Remark 1. Lemma 2 means that ‖uh − u‖0,∞ ≤ K holds for all h sufficiently small. In the latter part of the paper, without
specification, we always assume that h∗ is small enough such that (2.7) holds for all h and v satisfying h ≤ h∗ and
‖v − u‖0,∞ ≤ K . In particular, we assume that (2.7) holds for v = uh, the solution of (2.2).
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3. Error estimates
In this section, we will focus on the error estimates of the lumped mass finite element approximation. First, we give the
H1 error estimate of the proposed method in the following theorem.
Theorem 1. Assume that u ∈ H2(Ω) and uh ∈ V h are the solutions of (2.1) and (2.2) respectively. Then we have
‖u− uh‖1,2 . h. (3.1)
Proof. For any v in V h, we let vI denote its interpolation. Taking vh = uI in (2.2) and noting that RhuI = Rhu,∀u ∈ W 2,∞(Ω),
we get
|u− uh|21,2 = a(uh − u, uh − u)+ a(uh, uI)+ (f (Rhuh), RhuI)
= a(uh − u, uI − u)+ a(uh, uh − u)+ a(uI , u)+ (f (Rhuh), Rhu). (3.2)
By the monotonicity of f , we get
(f (Rhuh), Rhu) = (f (Rhuh)− f (Rhu), Rhu− Rhuh)+ (f (Rhuh)− f (Rhu), Rhuh)+ (f (Rhu), Rhu)
≤ (f (Rhuh)− f (Rhu), Rhuh)+ (f (Rhu), Rhu)
= (f (Rhu), Rhu− Rhuh)+ (f (Rhuh), Rhuh)
= I1 + I2 + (f (u), u− uh)+ (f (Rhuh), Rhuh), (3.3)
where
I1 = (f (Rhu), Rh(u− uh)− (u− uh)) and I2 = (f (Rhu)− f (u), u− uh).
It follows from Rh(u− uI) = 0 that
I1 ≤ ‖f (Rhu)‖0,2(‖Rh(u− uI)− (u− uI)‖0,2 + ‖Rh(uI − uh)− (uI − uh)‖0,2)
= ‖f (Rhu)‖0,2(‖u− uI‖0,2 + ‖Rh(uI − uh)− (uI − uh)‖0,2)
. ‖u− uI‖0,2 + h|uI − uh|1,2
≤ ‖u− uI‖0,2 + h(|uI − u|1,2 + |u− uh|1,2)
. h2 + h|u− uh|1,2
. 5h2 + 1
4
|u− uh|21,2, (3.4)
where the second inequality follows from (2.7) and (2.3), the last inequality follows from the Young’s inequality and the
fourth inequality follows from the following well known interpolation results (see, e.g., in [19]):
‖v − vI‖0,2 . h2‖v‖2,2, ‖v − vI‖1,2 . h‖v‖2,2. (3.5)
We also have
I2 ≤ ‖f (Rhu)− f (u)‖0,2‖u− uh‖0,2
. ‖Rhu− u‖0,2‖u− uh‖0,2
. h|u− uh|1,2
. h2 + 1
4
|u− uh|21,2, (3.6)
where the second inequality follows again from (2.7), the third inequality follows from (2.3) and Poincare’s inequality, and
the last inequality follows from the Young’s inequality.
Then we derive from (3.2)–(3.4) and (3.6) that
|u− uh|21,2 . |uh − u|1,2|uI − u|1,2 + h2 +
1
2
|u− uh|21,2
+ a(uh, uh − u)+ a(uI , u)+ (f (u), u− uh)+ (f (Rhuh), Rhuh)
. h2 + 3
4
|u− uh|21,2 + a(uh, uh)+ (f (Rhuh), Rhuh)+ a(u, uI − uh)− a(u, u− uh)
= h2 + 3
4
|u− uh|21,2 + a(u, uI − u). (3.7)
Using Green’s formula and (3.5), we get
a(u, uI − u) ≤ ‖1u‖0,2‖u− uI‖0,2 . h2.
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This together with (3.7) implies
|u− uh|1,2 . h,
which together with Poincare’s inequality implies (3.1). 
In order to derive the L2-error estimate, we construct the following three auxiliary problems:
Problem 1. Findw ∈ H10 (Ω), such that
a(w, v)+ (f (u), v) = 0, ∀ v ∈ H10 (Ω). (3.8)
Problem 2. Find w˜h ∈ V h, such that
a(w˜h, vh)+ (f (Rhu), Rhvh) = 0, ∀ vh ∈ V h. (3.9)
Problem 3. The standard linear finite element problem of the linear equation (3.8), that is findingwh ∈ V h, such that
a(wh, vh)+ (f (u), vh) = 0, ∀ vh ∈ V h. (3.10)
The following lemma comes from [19], which gives the standard linear finite element error estimate.
Lemma 3. Let w andwh be solutions of problems (3.8) and (3.10), respectively. Then we have the following estimates
‖w − wh‖1,2 . h, ‖w − wh‖0,2 . h2. (3.11)
By the use of the following inequality from [5]
|(f (u), vh)− (f (Rhu), Rhvh)| . h2‖vh‖1,2,
we can obtain the following lemma easily.
Lemma 4. Let w˜h andwh be solutions of problems (3.9) and (3.10), respectively. Then we have
‖w˜h − wh‖0,2 ≤ ‖w˜h − wh‖1,2 . h2. (3.12)
The following lemma is the key point of the whole L2 error estimate, the proof of which is quite a technique.
Lemma 5. Let w˜h and uh be solutions of problems (3.9) and (2.2), respectively. Then we have the following estimates
‖w˜h − uh‖1,2 . h (3.13)
and
‖w˜h − uh‖0,2 . h2. (3.14)
Proof. Notice thatw = u and
‖w˜h − uh‖1,2 ≤ ‖w˜h − wh‖1,2 + ‖wh − w‖1,2 + ‖w − uh‖1,2.
Inequality (3.13) can be obtained by (3.11), (3.12) and (3.1). We turn to the proof of (3.14).
Let φ ∈ H10 (Ω) be the solution of the following problem
a(v, φ)+ (f ′(Rhu)v, φ) = (w˜h − uh, v), ∀ v ∈ H10 (Ω). (3.15)
Then the following regularity estimate
‖φ‖2,2 . ‖w˜h − uh‖0,2 (3.16)
holds. Letting v = w˜h − uh in (3.15), we have
‖w˜h − uh‖20,2 = a(w˜h − uh, φ)+ (f ′(Rhu)(w˜h − uh), φ)
= a(w˜h − uh, φ − φI)− (f (Rhu), RhφI)+ (f (Rhuh), RhφI)+ (f ′(Rhu)Rh(w˜h − uh), Rhφ)
+ (f ′(Rhu)(w˜h − uh), φ)− (f ′(Rhu)Rh(w˜h − uh), Rhφ).
We estimate the three terms in the right hand side of the last equality. It follows from (3.13), (3.5) that
a(w˜h − uh, φ − φI) ≤ |w˜h − uh|1,2|φ − φI |1,2 . h2|φ|2,2.
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By (2.7), (2.6), (2.3), (2.4), (3.12), (3.11), (2.8) and (3.1), we have
−(f (Rhu), RhφI)+ (f (Rhuh), RhφI)+ (f ′(Rhu)Rh(w˜h − uh), Rhφ)
. ‖f ′(Rhu)Rh(w˜h − u)‖0,2‖RhφI‖0,2 + ‖Rh(u− uh)‖20,4‖RhφI‖0,2
. (‖Rh(w˜h − wh)‖0,2 + ‖Rh(wh − w)‖0,2)‖Rhφ‖0,2 + ‖Rh(u− uh)‖0,∞‖Rh(u− uh)‖0,2‖Rhφ‖0,2
. (‖w˜h − wh‖0,2 + ‖wh − w‖0,2 + h|wh − w|1,2)‖φ‖1,2 + ‖u− uh‖0,∞‖u− uh‖1,2‖φ‖1,2
. h2‖φ‖1,2 + h2| log h| · h‖φ‖1,2
. h2‖φ‖1,2.
Furthermore, by (2.7), (2.3) and (3.13), we have
(f ′(Rhu)(w˜h − uh), φ)− (f ′(Rhu)Rh(w˜h − uh), Rhφ)
= (f ′(Rhu)(w˜h − uh), φ − Rhφ)+ (f ′(Rhu)[(w˜h − uh)− Rh(w˜h − uh)], Rhφ)
. ‖w˜h − uh‖0,2‖φ − Rhφ‖0,2 + ‖(w˜h − uh)− Rh(w˜h − uh)‖0,2‖Rhφ‖0,2
. h‖w˜h − uh‖0,2‖φ‖1,2 + h‖w˜h − uh‖1,2‖φ‖1,2
. h2‖φ‖1,2.
The above arguments together with the regularity results (3.16) have shown (3.14). This completes the proof of the
lemma. 
Lemmas 3–5 together with the following inequality
‖u− uh‖ ≤ ‖w − wh‖ + ‖wh − w˜h‖ + ‖w˜h − uh‖
implies the following estimate. The following theorem gives the main result of this paper—the L2 error estimates of the
lumped mass finite element method for semilinear elliptic equations. On the basis of these estimates, we can prove the
convergence results of the lumped mass cascadic multigrid method proposed in the next section.
Theorem 2. Assume that u ∈ H2(Ω) and uh ∈ V h are solutions of (2.1) and (2.2) respectively. Then the following optimal error
estimate holds:
‖u− uh‖0,2 . h2. (3.17)
4. A lumped mass cascadic multigrid method
Compared with the classic multigrid method, such as the W-cycle or the V-cycle that uses two corrections or one
correction in each cycle, the cascadicmultigirdmethod uses no correction at all but only a number of iterations on each level
of grid (see, e.g. [20–25]). It has shown that the cascadic multigrid method, with standard finite element approximation, has
optimal order of convergence when used to solve semilinear elliptic problems (see e.g. in [26–28]).
In this section, we study the convergence of the lumped mass cascadic multigrid method when used to solve problem
(2.1). Based on the finite element error estimates obtained in Section 3, we will prove that the proposed multigrid method
has the optimal order of convergence in energy norm.
First, we introduce the hierarchical finite element space. Let Thj , j = 1, . . . , J , be the nested quasi-uniform triangulations
ofΩ with mesh size hj satisfying hj = hj−1/2. LetΩ ji be the corresponding lumped mass region of node P ji on level j as that
defined in Section 2, where P ji is a vertex of triangulation Thj . We define the corresponding linear conforming element space
Vj ⊂ H10 (Ω) by
Vj = {v ∈ C0(Ω¯); v|τi ∈ P1, ∀ τi ∈ Thj; v|∂Ω = 0}, j = 0, 1, . . . , J,
with P1 consisting of the polynomials of degree≤ 1. Then we have
V0 ⊂ V1 ⊂ · · · ⊂ VJ ⊂ H10 (Ω).
Let Chj and Rhj be defined as in Section 2, and let
Aj(u, v) = a(u, v)+ (f (Rhju), Rhjv). (4.1)
Then, on level j, the finite element problem introduced in Section 2 can be written as finding uhj ∈ Vj such that
Aj(uhj , v) = 0, ∀ v ∈ Vj. (4.2)
If we introduce the bilinear form (induced by the linearization of the operator Lu ≡ −∆+ f ′(u))
A′j(u;w, v) = a(w, v)+ (f ′(Rhju)Rhjw, Rhjv), (4.3)
then steps of the corresponding cascadic multigrid method can be stated as follows.
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Algorithm 4.1 (Lumped Mass Cascadic Multigrid Method). Step 1: Find u0 ∈ V0 such that
A0(u0, v) = 0, ∀ v ∈ V0.
Step 2: Let u0,m0 = u0. For j = 1, . . . , J , solve successively the following system of linear equations
A′j(u
0
j ; u˜j − u0j , v) = −Aj(u0j , v), ∀ v ∈ Vj (4.4)
by iteration, where u0j = uj−1,mj−1 , uj,mj = Ij,mju0j is the iterative point obtained by usingmj-steps iterations.
In Algorithm 4.1, Ij,mj : Vj → Vj is the iterative operator on level j. Assume that there exists a linear operator
Sj,mj : Vj → Vj, such that for any fixed point u˜j of Ij,mj ,
u˜j − Ij,mju0j = Sj,mj(u˜j − u0j ).
We assume that Sj,mj in Algorithm 4.1 is a smoother. That is it has the following properties (see, e.g., in [20,21]).
‖Sj,mjv‖a .
h−1j
mγj
‖v‖0,2, ‖Sj,mjv‖a ≤ ‖v‖a, ∀ v ∈ Vj (4.5)
for some γ ∈ [0, 1], where ‖ · ‖a is the energy norm.
In the standard cascadic multigrid method, the smoothing step numbersmj are chosen asmj = ⌈β J−jmJ⌉ for some fixed
β > 0 (see, e.g., in [20,21]).mj can also be chosen through the following criterion (see, e.g., in [29,28]).
Criterion A. mj = [mm˜j] + 1, where
m˜j =

J222(J−j), if γ = 1/2,
J2β(J−j), if γ = 1, β ∈ (1, 2).
Recently, an economical cascadic multigrid (ECMG) method was proposed in [30]. The method in [30] requires fewer
smoothing steps on each level, especially on the coarser grids. The determination of mj in the ECMG method can be stated
as follows. Define a level parameter J0
J0 =
[
min

J logβ + logmJ + 2 log h0
logβ + 2 log 2 ,
J
2
]
,
where constant β ≥ 4. The choice ofmj in [30] is the criterion below.
Criterion B.
(1) If j > J0, then we takemj = [mJβ J−j].
(2) If j ≤ J0, then we takemj = [m
1
2∗ (J − (2− ε0)j)κj], where 0 < ε0 ≤ 1 is a fixed positive number and κj is the condition
number of the stiffness matrix on level j. Since κj ≈ h−2j ,mj can be approximated by [m
1
2∗ (J − (2− ε0)j)h−2j ] or [m
1
2∗ h−2j ]
which is easy to be implemented. So, we simply take (in the case j ≤ J0)
mj =
[
m
1
2∗ (J − (2− ε0)j)h−2j
]
or mj =
[
m
1
2∗ h−2j
]
. (4.6)
To prove the convergence of Algorithm 4.1, we first show some lemmas.
Lemma 6. Assume that u ∈ H2(Ω), uhj is the solution of (4.2) and u˜j is defined by Algorithm4.1with u0j satisfying ‖u0j −u‖0,∞ ≤
K, where K is specified in Remark 1. Then, there exists (sufficiently small) h∗ > 0, such that when h0 ≤ h∗, the following estimates
hold:
‖u˜j − uhj‖0,2 . hj‖u˜j − uhj‖1,2 + ‖Rhj(uhj − u0j )‖20,4, (4.7)
‖u˜j − uhj‖1,2 . ‖Rhj(uhj − u0j )‖20,4. (4.8)
Proof. If we take v = u˜j − uhj in (4.4), then we get from (4.1)–(4.3)
0 = A′j(u0j ; u˜j − u0j , u˜j − uhj)+ Aj(u0j , u˜j − uhj)
= a(u˜j − uhj , u˜j − uhj)+ (f ′(Rhju0j )Rhj(u˜j − uhj), Rhj(u˜j − uhj))
+ (f ′(Rhju0j )Rhj(uhj − u0j )+ f (Rhju0j )− f (Rhjuhj), Rhj(u˜j − uhj)).
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This together with f ′ ≥ 0, (2.6) and (2.7) concludes
‖u˜j − uhj‖21,2 ≤ ‖Rhj(uhj − u0j )‖20,4‖Rhj(u˜j − uhj)‖0,2 . ‖Rhj(uhj − u0j )‖20,4‖u˜j − uhj‖1,2.
This implies (4.8).
We now use the duality argument to prove (4.7). Consider the auxiliary problem: find φ ∈ H10 (Ω), such that
A′j(u
0
j ; v, φ) = (u˜j − uhj , v), ∀ v ∈ H10 (Ω). (4.9)
By the regularity, we have
‖φ‖2,2 . ‖u˜j − uhj‖0,2. (4.10)
Letting v = u˜j − uhj in (4.9), we get
‖u˜j − uhj‖20,2 = A′j(u0j ; u˜j − uhj , φ) = A′j(u0j ; u˜j − uhj , φ − φhj)+ A′j(u0j ; u˜j − uhj , φhj), (4.11)
where φhj is the finite element approximation of φ in Vj having the following approximation properties:
‖φ − φhj‖1,2 . hj‖φ‖2,2, ‖φ − φhj‖0,2 . h2j ‖φ‖2,2.
This together with (4.1)–(4.3), (4.10), (2.3), (2.6) and (2.7) implies
|A′j(u0j ; u˜j − uhj , φ − φhj)| = |a(u˜j − uhj , φ − φhj)+ (f ′(Rhju0j )Rhj(u˜j − uhj), Rhj(φ − φhj))|
≤ ‖u˜j − uhj‖1,2‖φ − φhj‖1,2 + ‖f ′(Rhju0j )Rhj(u˜j − uhj)‖0,2‖Rhj(φ − φhj)‖0,2
. hj‖u˜j − uhj‖1,2‖φ‖2,2 + ‖Rhj(u˜j − uhj)‖0,2‖Rhj(φ − φhj)‖0,2
. hj‖u˜j − uhj‖1,2‖φ‖2,2 + ‖u˜j − uhj‖0,2(‖φ − φhj‖0,2 + hj|φ − φhj |1,2)
. hj‖u˜j − uhj‖1,2‖u˜j − uhj‖0,2 + h2j ‖u˜j − uhj‖20,2
. h∗2‖u˜j − uhj‖20,2 + hj‖u˜j − uhj‖1,2‖u˜j − uhj‖0,2 (4.12)
and
|A′j(u0j ; u˜j − uhj , φhj)| = |a(u˜j, φhj)− a(uhj , φhj)+ (f ′(Rhju0j )Rhj(u˜j − uhj), Rhjφhj)|
= |(f ′(Rhju0j )Rhj(u0j − u˜j), Rhjφhj)− (f (Rhju0j ), Rhjφh)
+ (f (Rhjuhj), Rhjφhj)+ (f ′(Rhju0j )Rhj(u˜j − uhj), Rhjφhj)|
= |(f (Rhjuhj)− f (Rhju0j )+ f ′(Rhju0j )Rhj(u0j − uhj), Rhjφhj)|
. ‖Rhj(uhj − u0j )‖20,4‖φhj‖1,2
≤ ‖Rhj(uhj − u0j )‖20,4(‖φ‖1,2 + ‖φhj − φ‖1,2)
. ‖Rhj(uhj − u0j )‖20,4(‖φ‖1,2 + h∗‖φ‖2,2)
. ‖Rhj(uhj − u0j )‖20,4‖u˜j − uhj‖0,2. (4.13)
The inequality (4.7) then follows from (4.11)–(4.13). 
Noting the inverse inequalities (see, e.g., in [19])
‖v‖1,∞ . h−1j ‖v‖0,∞, and ‖v‖0,∞ . | log hj|1/2‖v‖1,2, ∀ v ∈ Vj, (4.14)
we have by (2.5)
‖Rhj(uhj − u0j )‖20,4 . hj| log hj|1/2‖uhj − u0j ‖1,2‖uhj − u0j ‖0,2 + ‖uhj − u0j ‖21,2
≤ h∗j | log h∗j |1/2‖uhj − u0j ‖1,2‖uhj − u0j ‖0,2 + ‖uhj − u0j ‖21,2
. ‖uhj − u0j ‖21,2.
This together with (4.7) and (4.8) implies that the inequalities
‖u˜j − uhj‖0,2 . hj‖u˜j − uhj‖1,2 + ‖uhj − u0j ‖21,2, (4.15)
‖u˜j − uhj‖1,2 . ‖uhj − u0j ‖21,2 (4.16)
hold for sufficiently small h∗ and h0 ≤ h∗.
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Lemma 7. Assume u ∈ H2(Ω) and
‖u˜j − uj,mj‖1,2 ≤ hj, j = 0, 1, . . . , J − 1. (4.17)
Then there exist h∗ and constants Ci, i = 1, 2, 3, independent of j, J and hj such that the following inequalities hold for all
h0 ≤ h∗:
‖u0j − uhj‖1,2 ≤ C1hj, (4.18)
‖u˜j − uhj‖1,2 ≤ C2hj, (4.19)
‖u˜j − uhj‖0,2 ≤ C3h2j . (4.20)
Proof. Let K be the constant introduced in Remark 1 and C be the constant such that the inequality ‘x . y’ can be written
as ‘x ≤ Cy’. We see from (2.8) that when h∗ is sufficiently small, the following inequality holds for all h0 ≤ h∗,
‖uhj − u‖0,∞ ≤ K/2, ∀ j = 0, 1, . . . , J. (4.21)
Let constants Ci, i = 1, 2, 3 satisfy
2+ 2C2 + 3C ≤ C1 and CC2 + CC21 ≤ C3.
Suppose that h∗ is sufficiently small such that
C | log h∗|1/2h∗(1+ C2) ≤ K/2 and CC21h∗ ≤ C2.
In what follows, we verify (4.18)–(4.20) by induction in j. If we define u00 = u˜0 = u0, then it holds that ‖u00 − u‖0,∞ =‖uh0 − u‖0,∞ ≤ K/2 < K . This shows that (4.18)–(4.20) hold for j = 0. Moreover, the following estimate holds for j = 0:
‖u0j − u‖0,∞ ≤ K . (4.22)
Suppose that inequalities (4.18)–(4.20) and (4.22) hold for some j. We are going to show that they hold for j+ 1. It follows
from (4.17), (4.19) and (3.1) that
‖u0j+1 − uhj+1‖1,2 ≤ ‖u0j+1 − u˜j‖1,2 + ‖u˜j − uhj‖1,2 + ‖uhj − u‖1,2 + ‖u− uhj+1‖1,2
≤ hj + C2hj + Chj + Chj+1 ≤ C1hj+1. (4.23)
This shows (4.18) with j+ 1.
We also have from (4.14), (4.17), (4.19) and (4.21),
‖u0j+1 − u‖0,∞ ≤ ‖u0j+1 − u˜j‖0,∞ + ‖u˜j − uhj‖0,∞ + ‖uhj − u‖0,∞
≤ C | log hj|1/2(hj + C2hj)+ K/2 ≤ K ,
which yields (4.22) with j+ 1.
By (4.16) and (4.23), we have
‖u˜j+1 − uhj+1‖1,2 ≤ C‖u0j+1 − uhj+1‖21,2 ≤ CC21h2j+1 ≤ C2hj+1. (4.24)
This shows (4.19) with j+ 1.
Finally, by (4.15), (4.24) and (4.23), we have
‖u˜j+1 − uhj+1‖0,2 ≤ Chj+1‖u˜j+1 − uhj+1‖1,2 + C‖uhj+1 − u0j+1‖21,2
≤ CC2h2j+1 + CC21h2j+1 ≤ C3h2j+1.
This implies (4.20) with j+ 1. By the principle of induction, we complete the proof. 
By the use of Lemma 7, following the same arguments as those in [28], we can derive the optimal order of convergence
in energy norm and quasi-optimal computational complexity for Algorithm 4.1 with Criterion A. We omit the details.
In the following, we will prove that Algorithm 4.1 with Criterion B has also the optimal order of convergence and quasi-
optimal computational complexity. To this end, we first prove the following theorem.
Theorem 3. Assume that u ∈ H2(Ω) and the smoothing step numbers mj are chosen by Criterion B. If h∗ is sufficiently small,
then the estimate
‖u˜j − uj,mj‖1,2 ≤ hJ , j = 0, 1, . . . , J (4.25)
holds for all h0 ≤ h∗ and suitable m∗ and mJ .
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Proof. Since u˜0 = u0,m0 , by the smoothing properties (4.5) of Sj,mj , we have
‖u˜j − uj,mj‖1,2 . ‖u˜j − uj,mj‖a = ‖u˜j − Ij,mjuj,0‖a = ‖Sj,mj(u˜j − uj,0)‖a
≤ ‖Sj,mj(u˜j − u˜j−1)‖a + ‖Sj,mj(u˜j−1 − uj−1,mj−1)‖a
≤ ‖Sj,mj(u˜j − u˜j−1)‖a + ‖u˜j−1 − uj−1,mj−1‖a
≤
j−
k=j−1
‖Sk,mk(u˜k − u˜k−1)‖a + ‖u˜j−2 − uj−2,mj−2‖a
≤
j−
k=1
‖Sk,mk(u˜k − u˜k−1)‖a + ‖u˜0 − u0,m0‖a
=
j−
k=1
‖Sk,mk(u˜k − u˜k−1)‖a
.
j−
k=1
h−1k m
−γ
k ‖u˜k − u˜k−1‖0,2. (4.26)
It follows from (3.17) and (4.20) that
‖u˜k − u˜k−1‖0,2 ≤ ‖u˜k − uhk‖0,2 + ‖uhk − uhk−1‖0,2 + ‖uhk−1 − u˜k−1‖0,2 . h2k . (4.27)
Then by (4.26), (4.27) and (4.6), we get
‖u˜j − uj,mj‖1,2 .
j−
k=1
h−1k m
−γ
k h
2
k ≤
J0−
k=1

m
1
2∗ h−2k
−γ
hk +
j−
k=J0+1
(mJβ J−k)−γ hk
= m−
γ
2∗
J0−
k=1
h1+2γk +m−γJ
j−
k=J0+1
β−γ (J−k)hk
≤ hJ

h∗2γJ m
− γ2∗
J0−
k=1
2(J−k)(1+2γ ) +m−γJ
j−
k=J0+1
(2β−γ )J−k

.
This implies that there is constant C˜ such that
‖u˜j − uj,mj‖1,2 ≤ C˜hJ

h∗2γJ m
− γ2∗
J0−
k=1
2(J−k)(1+2γ ) +m−γJ
j−
k=J0+1
(2β−γ )J−k

. (4.28)
LetmJ andm∗ satisfy
m
− γ2∗ C˜h
∗2γ
J
J0−
k=1
2(J−k)(1+2γ ) ≤ 1/2 and m−γJ C˜
j−
k=J0+1
(2β−γ )J−k ≤ 1/2.
Then inequality (4.28) yields (4.25). The proof is completed. 
Remark 2. If we choose Gauss–Seidel, Jacobi or SOR iteration as the smoother, then the parameter γ in (4.5) is γ = 1/2.
And if we choose CG iteration as the smoother, then γ = 1. In both cases, we have 2β−γ < 1, which implies
j−
k=J0+1
(2β−γ )J−k ≤
∞−
i=0
(2β−γ )i , C∗.
So,mJ can be chosen such thatm
γ
J ≥ 2C˜C∗, which is independent of J .
From (3.1), (4.19) and (4.25), we immediately have the following convergence result.
Corollary 1. Under the conditions of Theorem 3, we have
‖u− uJ,mJ ‖1,2 . hJ , (4.29)
The theorem below shows the computational complexity of Algorithm 4.1 with Criterion B. It can be obtained by
Theorem 3.1 in [30] directly.
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Table 1
The errors for different meshsizes.
Mesh size ‖u− uh‖0,2 Order ‖u− uh‖1,2 Order CPU (s)
2−3 5.995988E−3 \ 3.776934E−2 \ 0.005919
2−4 1.482510E−3 2.0063 1.917262E−2 0.9782 0.015946
2−5 3.702260E−4 2.0016 9.622177E−3 0.9946 0.151551
2−6 9.253151E−5 2.0004 4.815512E−3 0.9987 1.370640
2−7 2.313346E−5 2.0000 2.408580E−3 0.9995 9.947736
2−8 5.793222E−6 1.9975 1.206442E−3 0.9974 80.355909
2−9 1.489859E−6 1.9592 6.205832E−4 0.9591 1105.790261
Theorem 4. If the number of iterations on level J is mJ = [m0(J − J0)2], and NJ = dim VhJ . Then the complexity of
computation is
J−
j=0
mjnj . (m∗h−20 +m0(J − J0)3)NJ .
Remark 3. Corollary 1 shows that
‖u− uJ,mJ ‖a ≈ ‖u− uh‖a,
which means the iteration error is comparable to the approximation error with respect to the energy norm. Theorem 4
shows that
amount of work = O(NJ).
Thus,we obtain both the ‘‘accuracy’’ and ‘‘multigrid complexity’’. Following [20],we canmake a conclusion that the proposed
lumped mass cascadic multigrid method is optimal for level J .
5. Numerical results
In this section, we do some preliminary numerical experiments. The test problem is: find u ∈ H10 (Ω)∩ H2(Ω) such that−1u+ u3 = 2π2 sinπx sinπy+ (sinπx sinπy)3, inΩ,
u = 0, on ∂Ω, (5.1)
whereΩ = (0, 1)× (0, 1). Obviously, the true solution of this problem is u = sinπx sinπy.
We discretize the above problem using the lumped mass finite element method presented in Section 2. Since the
nonlinear function f (v) = v3, we have∫
Ω
f (Rhv)(Rhθ)jdσ =
−
i
∫
Ωhi
f (Rhv)(Rhθ)jdσ =
∫
Ωhj
f (v(Phj ))dσ = V 3j Area(Ωhj ),
where Vj = v(Phj ) and θj is the basis function for node Phj . Therefore, the finite element equation of the problem has the form
of AU + F(U) = 0, where A = (a(θi, θj)) is an S-Matrix. It is easy to see that AU + F(U) = AU + (U3j Area(Ωhj )) is diagonal
isotone and off-diagonal antitone.
We list the lumpedmass finite element error in L2 andH1 normswith differentmeshsize in Table 1. The results in Table 1
are in accordance with the theoretical results in Theorems 1 and 2.
We then compare the performance of Algorithm 4.1, denoted by LMCMG, with that of the standard linearized cascadic
multigridmethod proposed in [28], which is denoted by SCMG. In the experiments, the nonlinear systemon the coarsest grid
is solved by nonlinear Gauss–Seidel iteration, while the linearized systems involved are solved by Gauss–Seidel smoother,
where the smoothing step numbersmj on level j are chosen by Criterion A or B. Here, the final error is taken in energy norm,
i.e., error = ‖u− uJ,mJ ‖a.
Table 2 lists the results of Algorithm 4.1 with Criterion A, i.e.,mj = J222(J−j). Table 3 lists the results of Algorithm 4.1 with
Criterion B, i.e.,mj is determined by
mj =
⌈mJβ
J−j⌉, if j > J0,
m
1
2∗ (J − (2− ε0)j)h−2j

, if j ≤ J0.
Here we choosemJ = m0(J − J0)2, β = 4, J0 = ⌊J/2⌋, ε0 = 12 , h0 = 14 , andm0 = 2 andm∗ = 1.
The second columns of Tables 2 and 3 show that the energy norm of the lumped mass cascadic multigrid method
decreased by the ratio close to 2 if the grid size hJ decreased by the ratio 1/2. This means that the LMCMG method is
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Table 2
Results of LMCMG and SCMG with Criterion A.
Mesh size LMCMG SCMG
‖u− uJ‖a CPU (s) ‖u− uJ‖a CPU (s)
2−3 2.103681E−1 0.002528 2.103682E−1 0.008178
2−4 1.052315E−1 0.017258 1.052234E−1 0.058576
2−5 5.262164E−2 0.196489 5.256306E−2 0.205296
2−6 2.631163E−2 1.322320 2.576134E−2 1.948145
2−7 1.315713E−2 15.817501 1.275720E−2 32.556523
2−8 6.589907E−3 54.548360 6.486907E−3 187.307027
2−9 3.389609E−3 94.901538 3.190548E−3 467.856115
Table 3
Results of LMCMG and SCMG with Criterion B.
hJ LMCMG SCMG
‖u− uJ‖a CPU (s) ‖u− uJ‖a CPU (s)
2−3 2.103681E−1 0.004414 2.103682E−1 0.013079
2−4 1.052315E−1 0.005758 1.052234E−1 0.039609
2−5 5.262164E−2 0.024658 5.256306E−2 0.142464
2−6 2.631163E−2 0.117661 2.576143E−2 0.643796
2−7 1.315713E−2 0.579145 1.275720E−2 3.080796
2−8 6.589907E−3 4.087600 6.486907E−3 23.669784
2−9 3.389609E−3 29.506991 3.190548E−3 267.972617
convergent in energy normwith order one,which supports the theoretic convergence results. The third and the fifth columns
in Tables 2 and 3 show that the computational time used by the LMCMGmethod is less than that by the SCMGmethod. The
results indicate that the LMCMGmethod is more efficient than the SCMG method.
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