Abstract. We obtain a double exponential bound in Brauer's generalisation of van der Waerden's theorem, which concerns progressions monochromatic with their common difference. Such a result has been obtained independently and in much greater generality by Sanders. Using Gowers' local inverse theorem, our bound is quintuple exponential in the length of the progression. We refine this bound in the colour aspect for three-term progressions, and combine our arguments with an insight of Lefmann to obtain analogous bounds for the Ramsey numbers of certain nonlinear quadratic equations.
Introduction
Schur's theorem states that in any partition of the positive integers into finitely many pieces, at least one part contains a solution to the equation x + y = z. By a theorem of van der Waerden, the same is true for the equation of three-term arithmetic progressions x + y = 2z. A common generalisation of these theorems due to Brauer states that, in any finite colouring of the positive integers, there is a monochromatic arithmetic progression of length k which receives the same colour as its common difference.
There is a finitary analogue of these results, asserting that the same holds for colourings of the interval {1, 2, . . . , N}, provided that N is sufficiently large in terms of the number of colours, as well as the coefficients of the configuration in question. Determining the minimal such number N (the Ramsey or Rado number of the system) has received much attention for arithmetic progressions, and a celebrated breakthrough of Shelah [She88] showed that these numbers (van der Waerden numbers) are primitive recursive. One spectacular consequence of Gowers' work on Szemerédi's theorem [Gow01] is a bound on van der Waerden numbers which is quintuple exponential in terms of the length of the progression, and double exponential in terms of the number of pieces of the partition.
Using Gowers' local inverse theorem for the uniformity norms, we obtain a bound for the Ramsey number of the Brauer configuration which is comparable to that obtained for arithmetic progressions.
Theorem 1.1 (Ramsey bound for Brauer configurations). There exists an absolute constant C = C(k) such that if r 2 and N exp exp(r C ), then any r-colouring of {1, 2, ..., N} yields a monochromatic k-term progression which is the same colour as its common difference. Moreover, one may ensure that it suffices to assume that N 2 2 r 2 2 k+10 .
(1.1)
A double exponential bound has been obtained independently and in maximal generality by Sanders [San19] , who bounds the Ramsey number of an arbitrary system of linear equations with this colouring property, often termed partition regularity. Our results and those of Sanders are the first quantitatively effective bounds for configurations lacking translation invariance and of 'true complexity' [GW07] greater than one.
Gowers [Gow01] obtains the bound (1.1) for progressions of length k +1, this being the appropriate analogue of the (k + 1)-point Brauer configuration in Theorem 1.1. For a four-point Brauer configuration, we improve the exponent of r on combining our method with an energy-increment argument of Green and Tao [GT09] . Theorem 1.2. There exists an absolute constant C such that if N exp exp(Cr log 2 r), then in any r-colouring of {1, 2, . . . , N} there exists a monochromatic three-term progression whose common difference receives the same colour.
Due to an insight of Lefmann [Lef91] we are able to use (a variant of) Theorem 1.1 to bound the Ramsey number of certain partition regular nonlinear equations. has a rational solution with x 0 = 0. Then there exists an absolute constant C = C(a 1 , . . . , a s ) such that for r 2 and N exp exp(r C ), any r-colouring of {1, 2, . . . , N} yields a monochromatic solution to the diagonal quadric
Previous work. Hitherto, little is recorded regarding the Ramsey number of general partition regular systems. Cwalina-Schoen [CS17] observe that one can use Gowers' bounds [Gow01] in Szemerédi's theorem to obtain a bound which is tower in nature, of height proportional to 5r. Gowers' methods are well suited to delivering double exponential bounds for so-called translation invariant systems (such as arithmetic progressions), but such systems are far from typical. In Cwalina-Schoen [CS17] , Fourier-analytic arguments are adapted to give an exponential bound on the Ramsey number of a single partition regular equation. The first author [Cha19] has shown how multiplicatively syndetic sets allow one to reduce the tower height to (1 + o(1))r for the four-point Brauer configuration
x,
Our method. The approach underlying Theorem 1.1 generalises that of Roth [Rot53] and Gowers [Gow01] . Given a subset A of [N] := {1, 2, . . . , N} of density δ, Roth uses a density increment procedure to locate a subprogression
where A ∩ P has density at least δ and is 'Fourier uniform', in the sense that all but its trivial Fourier coefficients are small. An application of Fourier analysis (in the form of the circle method) shows that such sets possess of order δ 3 M 2 three-term progressions. This yields a non-trivial three-term progression provided that N exp exp(C/δ).
The above application of the circle method relies crucially on the translationdilation invariance of three-term progressions, so that the number of configurations in P is the same as that in [M] . Unfortunately, the Brauer configuration (1.2) is not translation invariant. To overcome the lack of translationinvariance, given a colouring A 1 ∪ · · · ∪ A r = [N], we use Gowers' local inverse theorem for the uniformity norms [Gow01] to run a density increment procedure with respect to the maximal translate density
This outputs (see Lemma 3.10) a homogeneous progression q · [M] such that for each colour class A i there is a translate a i + q · [M] on which A i achieves its maximal translate density and on which A i is suitably uniform. For the fourpoint Brauer configuration (1.2), the correct notion of uniformity is quadratic uniformity (as measured by the Gowers U 3 -norm). Write α i for the density of A i on the maximal translate a i + q · [M] and β i for its density on the homogeneous progression q· [M] . An application of quadratic Fourier analysis shows that the number of four-point Brauer configurations (1.2) satisfying
By the pigeonhole principle, some colour class has β i 1/r, which also implies that α i 1/r, so we deduce that some colour class contains at least r −4 M 2 Brauer configurations. Unravelling the quantitative dependence in our density increment then yields a double exponential bound on N in terms of r.
In §2 we give a more detailed exposition of this method for the model problem of Schur's theorem in the finite vector space F n 2 . In §3 we generalise the argument to arbitrarily long Brauer configurations over the integers. We improve our bound for four-point Brauer configurations in §4. Finally, in §5 we show how our methods give comparable bounds for the Ramsey number of certain quadratic equations.
Notation. The set of positive integers is denoted by N. Given x 1, we write [x] := {1, 2, ..., ⌊x⌋}. If f and g are functions, and g takes only positive values, then we use the Vinogradov notation f ≪ g if there exists an absolute positive constant C such that |f (x)| Cg(x) for all x. We also write g ≫ f or f = O(g) to denote this same property. The letters C and c are used to denote absolute constants, whose values may change from line to line. Typically C denotes a large constant C > 1, whilst c denotes a small constant 0 < c < 1.
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Schur in the finite field model
We illustrate the key ideas of our approach in proving Schur's theorem over F n 2 . This asserts that, provided the dimension n is sufficiently large relative to the number of colours r, any partition F n 2 = A 1 ∪ · · · ∪ A r possesses a colour class A i containing vectors x, y, z with y = 0 and such that x + y = z. The goal of this section is to obtain a quantitative bound on the dimension n in terms of r.
The argument of this section is purely expository, the resulting bound being slightly worse than that given by a standard application of Ramsey's theorem (see [GRS90, §3.1]) or Schur's original argument (see [CS17] ). We have since learned that the same ideas are discussed in Shkredov [Shk10, §5] . Applying the above theorem (with r replaced with 2r +1) to this new partition gives distinct non-zero x, y, z ∈ A i for some i satisfying x + y = z.
Inspired by Cwalina-Schoen [CS17], we deduce Theorem 2.1 from the following dichotomy. This argument is a variant of Sanders's '99% Bogolyubov theorem' [San08] , which asserts that the difference set of a dense set contains 99% of a subspace of bounded codimension. • (Sparsity).
(2.1)
• (Expansion).
The idea is that, as one of the colour classes A i is dense, its difference set A i − A i must (by Sanders' result) contain 99% of a 'large' subspace H. Were A i itself to contain more that 1% of this subspace, then we would be done, since then (A i − A i ) ∩ A i = ∅ and we would obtain the desired Schur triple x, y, z ∈ A i . Unfortunately, this cannot always be guaranteed: consider the case in which A i is a non-trivial coset of a subspace of co-dimension 1.
To overcome this, we run Sanders' proof with respect to all of the colour classes simultaneously, constructing a subspace H which is almost covered by
If such a H were obtainable we would be done as before, since (by the pigeonhole principle) some colour class has large density on H. Again, this is slightly too much to hope for, as sets which are 'hereditarily sparse' cannot be good candidates for a 99% Bogolyubov theorem. Fortunately, such sets can be accounted for in our argument.
Before we proceed to the proof of Lemma 2.3, let us use this lemma to prove our finite field model of Schur's theorem.
Proof of Theorem 2.1. Let H denote the subspace provided by the dichotomy. By the pigeonhole principle, there exists some A i satisfying
Our assumption on the size of n then implies that
Since A i is not sparse on H, in the sense of (2.1), it must instead satisfy the expansion property (2.2). By inclusion-exclusion
In particular, the set A i ∩ (A i − A i ) contains a non-zero element.
2.1. A maximal translate increment strategy. It remains to prove Lemma 2.3. Following Sanders [San08] , we accomplish this via density increment. We cannot merely increment the density of each individual colour class on translates of different subspaces, since our final dichotomy involves a single subspace H which is uniform for all A i . We therefore have to increment a more subtle notion of density, namely the maximal translate density
This is a non-negative quantity bounded above by r. It follows that a procedure passing to subspaces H 0 H 1 H 2 . . . , which increments ∆ H i by a constant amount at each iteration, must terminate in a constant number of steps (depending on r).
We first observe that to increment ∆ H it suffices to find a subspace where one of the colour classes increases their maximal translate density. To this end, write
Lemma 2.4 (Maximal translate density is preserved on passing to subspaces).
Proof. As H 2 H 1 , we can write H 1 as a disjoint union of cosets of H 2 . This means that we can find V ⊂ H 1 such that H 1 = ⊔ y∈V (y + H 2 ). Hence
Choosing x so that A has maximal density on x + H 1 gives the result.
We now prove Lemma 2.3 using a density increment strategy for the maximal translate density. The argument proceeds by showing that if our claimed dichotomy does not hold, then we may pass to a subspace on which the colour classes have larger maximal translate density.
The process of identifying such a subspace involves the use of Fourier analysis. Given a subspace H F n 2 and a function f : H → C, we define the
HereĤ denotes the dual group of H, which is the group of homomorphisms γ : H → C × . Observe that, for all x ∈ H and γ ∈Ĥ, the value γ(x) must be ±1.
Proof of Lemma 2.3. We proceed by an iterative procedure, at each stage of which we have a subspace
We initiate this procedure on taking
Since ∆ H (m) r this procedure must terminate at some m √ 2r 3 . Given H = H (m) we define three types of colour class.
• (Sparse colours). A i is sparse if
1 r and we have the expansion estimate
(2.4)
• (Dense non-expanding colours). A i is dense non-expanding if it is neither sparse nor dense expanding.
If there are no dense non-expanding colour classes, then the dichotomy claimed in our lemma is satisfied, and we terminate our procedure. Let us show how the existence of a dense non-expanding colour class A i allows the iteration to continue. By the definition of maximal translate density, there exists t such that
We define dense subsets A, B ⊂ H by taking
Writing α and β for the respective densities of A and B in H, our dense nonexpanding assumption implies that α 1/r and β 1/(2r). Moreover, it follows from our construction (2.5) that
Comparing this to the count
we deduce, on writing
By Cauchy-Schwarz and Parseval's identity, there exists γ = 1 H such that
Partitioning H into level sets of γ, gives
Since f A has mean zero, we deduce that the two terms on the left of the above inequality are equal. This implies that there exists ω ∈ {±1} such that
Observe that H ′ := {x ∈ H : γ(x) = 1} is a subspace of H of dimension |H| − 1. Hence on choosing y ∈ H with γ(y) = ω we have
By combining this with Lemma 2.4 and our definition (2.5) of A, we deduce that
We have therefore established that our iteration may continue, completing the proof of the lemma.
Brauer configurations over the integers
In this section we use higher order Fourier analysis to study longer Brauer configurations and prove Theorem 1.1. Henceforth, we fix the parameter k 2 to denote the length of the progression in the Brauer configuration under consideration. We emphasise that this section streamlines substantially if the reader is only interested in a double exponential bound in the colour aspect, as opposed to the more explicit bound (1.1).
Given finitely supported f 1 , f 2 , ..., f k , g : Z → R we introduce the counting operator
For brevity, write Λ(f ; g) := Λ(f, f, ..., f ; g). For given finite sets A, B ⊂ N, the number of arithmetic progressions of length k in A with common difference in B is given by Λ(1 A ; 1 B ).
3.1. Gowers norms. Gowers [Gow98] observed that arithmetic progressions of length four or more are not controlled by ordinary (linear) Fourier analysis. Similarly, four-point Brauer configurations (and longer) require higher order notions of uniformity -they have true complexity greater than 1 (see [GW07] for further details). To overcome this difficulty, Gowers introduced a sequence of norms which can be used to measure the higher order uniformity of sets and functions.
Definition 3.2 (U d norms). Let f : Z → R be a finitely supported function.
where the difference operators ∆ h are defined inductively by We note that
The lower bound follows from inductively applying the Cauchy-Schwarz inequality in the form 
Definition 3.4 (Uniform of degree d). We say that
Gowers showed that one can study sets which lack arithmetic progressions of length k by considering their uniformity. If a set has density α in [N] and is ε-uniform of degree k, for some small ε = ε(k, α), then A contains a proportion of α k of the total progressions of length k in the interval [N] . Hence the only way a uniform set can lack k-term progressions is if it has few elements.
A similar result holds for Brauer configurations, see for instance [GT10, Appendix C]. In order to avoid the introduction of an (admittedly harmless) absolute constant resulting from the passage to a cyclic group, we give the simple proof.
Proof. We prove the case where j = k. The other cases follow on performing a change of variables x ′ = x + id preceding each application of the CauchySchwarz inequality.
Applying the Cauchy-Schwarz inequality with respect to the x variable shows that |Λ(f 1 , ..., f k ; g)| is bounded above by
Using the fact that f 1 is a 1-bounded function supported on [N], and by performing a change of variables
By iterating k − 2 times, we see that |Λ(f 1 , ..., f k ; g)| 2 k−1 is bounded above by
By applying Cauchy-Schwarz with respect to the h variable, the above sum is at most S 1/2 g 2 k−1 U k , where S is equal to
Since the terms in the sum over h are non-negative, we can extend the summation from
Proof. Observe that Λ(f 1 ; g) − Λ(f 2 ; g) can be written as the sum of k terms
Recalling that g is 1-bounded, the result now follows from the triangle inequality and Lemma 3.5.
Lemma 3.1 shows us that, for any non-empty B ⊂ [N/(2k − 2)] and α > 0, we have
Combining this with Corollary 3.6 we see that, if A ⊂ [N] has density α > 0 and is ε-uniform of degree k − 1 for some 'very small' ε > 0, then the difference
is also small. This then implies that A contains an arithmetic progression of length k with common difference in B. Hence sets A lacking such arithmetic progression cannot be uniform. A key observation of Gowers is that this lack of uniformity implies that the set A exhibits significant bias towards a long arithmetic progression inside [N].
Gowers' density increment lemma. Let d 1 and 0 < ε 3.2. Maximal translate density. As in the previous section, we prove Theorem 1.1 by a maximal translate density increment argument. For q, M ∈ N and A ⊂ Z, define the maximal translate density
Given a collection of non-empty subsets A 1 , ..., A r ⊂ [N], we collate their densities into the quantity
We write ∆(q, M) when it is clear from the context which collection of sets
we are working with. In the previous section, where we worked with subspaces of F n 2 , we showed (Lemma 2.4) that the maximal translate density does not decrease when passing to a subspace. This is no longer true when passing to subprogressions in Z. However, we can still increment ∆(q, M) if the subprogression we pass to is not too long.
Lemma 3.7 (Approximately preserving max translate density). Given positive integers M, M 1 , q, q 1 and a finite set A ⊂ Z, we have
Proof. By definition of δ q,M , we can find t ∈ Z such that
Now observe that the collection of translates {x +1 · [M 1 ] : x ∈ Z} covers Z, and each integer m ∈ Z lies in exactly M 1 such translates. This gives
(3.5)
Let Ω be given by
. From this we see that
We therefore deduce that |Ω| M + q 1 M 1 . Applying the pigeonhole principle to (3.5), we conclude that
This implies the desired bound. 
The following lemma allows us to pass to a subprogression whose common difference and length are sufficiently small to allow for an effective employment of Corollary 3.7. Proof. We give an iterative procedure, at each stage of which we have positive integers q n and M n satisfying
We initiate this on taking q 0 := 1 and M 0 := N (the common difference and length of [N]). Since ∆(q, M) r this procedure must terminate at some n 2rη −1 . Suppose that we have iterated n times to give q = q n and M = M n . If, for each A i , there is a translate a i + q · [M] on which A i is ε-uniform and achieves its maximal translate density, then we terminate our procedure. Suppose then that we can find A j which does not have this property. We now give the iteration step of our algorithm.
By the definition of maximal translate density, there exists t ∈ Z such that
. By Gowers' density increment lemma, we deduce the existence of a progression
We would like the length and common difference of P to be sufficiently small to allow for the effective employment of Corollary 3.8. Using (3.6) and (3.7) one can verify that ηM η 2rη −1 , so that the integer ⌊η|P |/(2r)⌋ is positive. Lemma 3.9 then gives a subprogression x + q ′ · [M ′ ] ⊂ P , of the same common difference as P , such that 
Hence by Corollary 3.8 we obtain
Again using (3.7) and (3.6) one can check that M ′ (η 2 /5r)M η , so we obtain (3.7) with (q n+1 , M n+1 ) := (q ′ , M ′ ), and our iteration can continue. Taking this iteration through to completion gives the lemma.
We are now in a position to derive our main theorem.
Proof of Theorem 1.1. Let η = η(k − 1, ε) be given by (3.4) in Gowers' density increment lemma, with ε to be determined, and suppose that N exp exp(4rη −2 ). Let M, q be the positive integers obtained by applying Lemma 3.10 to the partition [N] = A 1 ∪ · · · ∪ A r . By the pigeonhole principle, there exists j ∈ [r] such that
the latter following from the fact that
Let t ∈ Z be such that Our goal is to show that Λ(1 A ; 1 B ) > 0. If this is the case, then there exists an arithmetic progression of length k in A whose common difference lies in B. We can then infer from our construction of A and B the existence of a (k + 1)-point Brauer configuration in A j . Let α and β denote the respective densities of A and B in [M] . From the bound (3.8) it follows that α, β > (4r(k − 1)) −1 . Combining this with Lemma 3.1 gives
Recall that the conclusion of Lemma 3.10 guarantees that A is ε-uniform of degree (k − 1) (as a subset of [M]). Applying Corollary 3.6 and the upper bound in (3.3) gives
We therefore obtain Λ(1 A ; 1 B ) > 0, and hence the theorem, on taking
Since we are assuming that N exp exp(4rη −2 ), this choice of ε gives a double exponential bound in r O k (1) .
Finally, we show that the more precise bound (1.1) suffices. The inequality exp exp(x) 2 2 2x is valid for all x 4, so that
For our choice (3.9) of ε, we have
One may check that
so that, on using r 2, we have
, as required.
An improved bound for four-point configurations
In this section we focus on the four point Brauer configuration (1.2), improving our bound on the Ramsey number to exp exp(r 1+o(1) ). Instead of finessing the quantitative aspect of Lemma 3.10, we opt to mimic the sparsity-expansion dichotomy of §2. This requires a higher order analogue of the difference set A − A, namely
Step 3 (A) := {d : • (Sparsity).
Before proving this, let us first use it to obtain a bound on the Ramsey number of four-point Brauer configurations.
Proof of Theorem 1.2. Let q and M denote the numbers provided by the dichotomy. By the pigeonhole principle, there exists a colour class A i satisfying
So A i is not sparse in the sense of (4.1). It follows that A i must instead satisfy the expansion property (4.2). By inclusion-exclusion
In particular A i ∩ Step 3 (A i ) contains a non-zero element.
Proof of Lemma 4.1. We may assume that r 2, since otherwise the result is simple. Set q 0 := 1 and N 0 := N. We proceed by an iterative procedure, at each stage of which we have positive integers q n , N n and
(1 i r) such that for n 1 we have:
N n , N n ] for all 1 i r;
(A i ) for some i with
. Here c = Ω(1) is an absolute constant.
At stage n of the iteration we classify each colour class A i according to which of the following hold.
• (Sparse colours). These are the colours A i for which
• (Dense expanding colours). These are the dense colours δ qn,M i (A i )
7r
for which we have the additional expansion estimate
• (Dense non-expanding colours). The class A i is dense non-expanding if it is neither sparse nor dense expanding.
If there are no dense non-expanding colours, then we terminate our procedure. If N n < 100, then we also terminate our procedure. Let us therefore suppose that N n 100 and there exists a dense non-expanding colour class A i . Our aim is to show how, under these circumstances, the iteration may continue.
By the definition of maximal translate density, there exists a such that
Letting α denote the density of A in [M], we see that α is equal to the left-hand side of (4.4). Our assumption that A i is dense non-expanding and N n 100 together imply that B has size ≫ r −1 M and that
Using the notation (3.1) and (the proof of) Lemma 3.1 we have
From herein, we assume that the reader is familiar with the notation and terminology of Green and Tao [GT09] . Applying [GT09, Theorem 5.6] in conjunction with Corollary 3.6 we obtain a quadratic factor (B 1 , B 2 ) of complexity and resolution ≪ r O(1) such that the function f := E(1 A | B 2 ) satisfies
Define the B 2 -measurable set
where c > 0 is sufficiently small enough to make the following argument valid. For functions f 1 , f 2 , f 3 : [M] → R we have the bound
Hence a telescoping identity gives |Λ(f ;
Another telescoping identity in conjunction with (4.6) gives
Since f − α1 [M ] has mean zero, its L 1 -norm is equal to twice that of its positive part. The function f − α1 [M ] + can only exceed cα on Ω, so taking c small enough gives
As B 2 has complexity and resolution r O(1) it contains at most exp(r O(1) ) atoms. By [GT09, Proposition 6.2] each such atom can be partitioned into a further
Hence Ω itself can be partitioned into arithmetic progressions, the number of which is at most (4.8). Combining this with (4.7) and [GT09, Lemma 6.1], we see that there exists an arithmetic progression P of length at least
on which A has density at least (1 + c 2 )α. By partitioning P into two pieces and applying the pigeon-hole principle, we may further assume that |P |q M, where q is the common difference of P .
Writing q n+1 and N n+1 = M (n+1) i for the common difference and length of P , we see that (i) and (iv) are satisfied. For all j ∈ [r] \ {i} we have
Hence we may apply Lemma 3.9 to each colour class A j with j = i to obtain a progression P j of common difference q n and length M (n+1) j such that (ii) and (iii) hold. It follows that our iteration may continue.
Our iterative procedure must terminate at stage n for some n ≪ r 2 . To see this, note that the sum of the maximal translate densities δ qn,M i (A i ) is at most r, and this quantity increases by at least Ω(1/r) at each iteration. Our next task is to improve this upper bound on the number of iterations to n ≪ r log r.
Let A i denote the colour class for which the density increment (iv) occurs most often. By the pigeonhole principle this happens on at least n/r occasions. If the density of A i increments at least c −1 times, then its density doubles. After a further (4.9) The first time A i increments its initial density is at least 1/(7r), so if the number of increments experienced by A i is at least (4.9) then its final density is at least 2 m /(7r). If n/r > 2c −1 + ⌈log 2 (7r)⌉ then we obtain a density exceeding 1, a contradiction. It follows that the total number of iterations n satisfies n = O(r log 2 r).
Having shown that our iteration must terminate in n = O(r log r) steps, let us now ensure that termination results from a lack of dense non-expanding colours. This follows if we can ensure that N n 100. Applying the lower bound (i) iteratively we obtain
Using the fact that n ≪ r log r, the right-hand side above is at least 100 provided it is not the case that N exp exp O(r log 2 r) . Given this assumption, we obtain the conclusion of Lemma 4.1 on taking M := ⌊N n /6⌋.
Lefmann quadrics
In this section we show how our results can be used to obtain bounds on the Ramsey numbers for quadric equations of the form Lefmann's criterion. Suppose that a 1 , ..., a s ∈ Z \ {0} satisfy the following two properties: has a solution in integers (u i ) i∈I .
Then in any finite partition of the positive integers N = A 1 ∪ · · · ∪ A r , there exists i ∈ [r] and x 1 , ..., x s ∈ A i satisfying (5.1).
Lefmann proves this result directly by showing that (5.1) has a solution in any set of the form {x, x + d, ..., x + (k − 1)d, λd}, where k = 1 + 2 max i∈I |u i |.
We therefore obtain our quantitative version of Lefmann's result (Theorem 1.3) from the following analogue of Theorem 1.1. Proof. This is essentially the same as the proof of Theorem 1.1.
