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CONSTRUCTION OF KURANISHI STRUCTURES ON THE
MODULI SPACES OF PSEUDO HOLOMORPHIC DISKS: II
KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Abstract. This is the second of two articles in which we provide detailed
and self-contained account of the construction of a system of Kuranishi struc-
tures on the moduli spaces of pseudo holomorphic disks. Using the notion of
obstruction bundle data introduced in [FOOO8], we give a systematic way of
constructing a system of Kuranishi structures on the moduli spaces of pseudo
holomorphic disks which are compatible at the boundary and corners. More
specifically, it defines a tree like K-system in the sense of [FOOO6, Definition
21.9]. The method given in this paper does not only simplify the description
of the constructions in the earlier literature, but also is designed to provide a
systematic utility tool for the construction of a system of Kuranishi structures
in the future research. We also establish its uniqueness.
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1. Introduction
This article is a sequel to [FOOO8]. In the latter article, we gave detailed con-
struction of Kuranishi structure on each individual moduli space of pseudo holo-
morphic disks. In the present article we construct a system of Kuranishi structures
on the moduli spaces of pseudo holomorphic disks. More specifically, we will con-
struct a tree-like K-system as defined in [FOOO6, Definition 21.9]. Some explana-
tion of such construction has been given already in the earlier literature such as
[FOOO2, FOOO4] focusing more on its applications to Lagrangian Floer theory.
In this article and [FOOO8], we aim at focusing more on explaining minute details
of construction of tree-like K-system. The present article adopts the terminology
of [FOOO8]. In particular, systematically using the notion of obstruction bundle
data introduced in [FOOO8], we give a systematic way of constructing a system of
Kuranishi structures on the moduli spaces of pseudo holomorphic disks. We also
disseminate the construction into various pieces so that the outcome of each piece
can be stated as an individual theorem which can be used by other researchers.
Therefore the method we address in this paper does not only simplify the descrip-
tion of the constructions in the earlier literature, but also is designed to provide
a systematic utility tool for the construction of a system of Kuranishi structures
in the future research. We also establish uniqueness of the resulting system of
Kuranishi structures.
Let (X,ω) be a compact (or tame) symplectic manifold and L its compact rel-
atively spin Lagrangian submanifold. We consider the compactified moduli space
Mk+1(X,L;β) of pseudo holomorphic disks in X bounding L with k + 1 bound-
ary marked points for given homology class β ∈ H2(X,L;Z). Our previous article
[FOOO8] concerns construction of Kuranishi structure on this single moduli space
individually.
In the present article we consider the whole collection of Mk+1(X,L;β) over
k, β ∈ H2(X,L;Z) and construct a system of Kuranishi structures thereon so that
the next equality holds as an isomorphism of spaces with Kuranishi structures, i.e.,
of K-spaces:
∂Mk+1(X,L;β) =
⋃
k1+k2=k+1
⋃
i=1,...,k1
⋃
β1+β2=β
Mk1+1(X,L;β1)evi ×ev0 Mk2+1(X,L;β2).
(1.1)
Here the fiber product is taken over L using evaluation maps at the i-th and the 0-
th boundary marked points. Construction of such a system of Kuranishi structures
is crucial for the construction of the A∞ structure associated to a Lagrangian
submanifold. The issue of compatibility between the various Kuranishi structures
on various moduli spaces is more serious in the case of disks than in the case of
closed Riemann surfaces, for example, in the study of Gromov-Witten invariants.
This is the reason why the theory of open Gromov-Witten invariants takes rather
a different shape from that of closed Gromo-Witten invariants. In fact, an A∞
operationmk,β itself, which is defined by using a single moduli spaceMk+1(X,L;β),
depends on various choices involved, and so we have to construct the operations
mk,β simultaneously in the way that they satisfy centain compatibility between
one another. Only after that the totality of {mk,β} forms an A∞ structure that is
well-defined up to certain homotopy equivalence.
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In [FOOO8], we carried out the construction of Kuranishi structure on each
moduli space Mk+1(X,L;β) in the following order:
(i) We defined the notion of an obstruction bundle data for eachMk+1(X,L;β).
[FOOO8, Definition 5.1]. (See also Section 5 of this paper.)
(ii) We proved that we can extract a Kuranishi structure from the obstruction
bundle data in a canonical way in the level of germs. ([FOOO8, Theorem
7.1])
(iii) We proved existence of an obstruction bundle data. ([FOOO8, Theorem
11.2])
In the present paper we perform the construction of a compatible system of Ku-
ranishi structures in the following order:
(1) We define the notion of a disk-component-wise system of obstruction bundle
data. (Definition 5.1.) Such a system assigns obstruction bundle data to
each Mk+1(X,L;β) to which we require certain compatibility conditions.
(2) We prove that from each disk-component-wise system of obstruction bundle
data we can extract a system of Kuranishi structures that is compatible with
the decomposition of the boundary (1.1). (Theorem 5.3.)
(3) We prove existence of a disk-component-wise system of obstruction bundle
data. (Theorem 5.4.)
Item (1) is the content of Section 5. We first define stratifications of the moduli
spaces and its ambient ‘set’ in Section 4. The stratifications are used to define
the notion of compatible system, called disk-component-wise system, of obstruction
bundle data in Section 5. Item (2) is carried out in Section 6. Item (3), the proof of
existence of a disk-component-wise system, is technically the most involved one. It
is carried out in Sections 7 and 8. In Section 9 we prove that the system of Kuranishi
structures are independent of the choice of the system of obstruction bundle data
that it is extracted from. We previously formulated the notion of pseudo-isotopy
between systems of Kuranishi structures in [FOOO6, Definition 21.19]. We prove in
Theorem 9.16 that if we are given two disk-component-wise systems of obstruction
bundle data then the resulting systems of Kuranishi structures are pseudo-isotopic.
(See Definition 9.13 for the definition of pseudo-isotopy.) We also prove the resulting
system of Kuranishi structures is independent of the choices of almost complex
structures up to pseudo-isotopy, but depends only on (X,ω) and (L, σ), where σ is
a relative spin structure on L. (See Theorem 2.8 and also Corollary 2.9.)
Remark 1.1. This paper and [FOOO8] describe the case of moduli spaces of
pseudo holomorphic disks. However many of the constructions of this paper and
[FOOO8] can be easily adapted to the case of other moduli spaces of pseudo holo-
morphic curves. For example, the construction of [FOOO8] can be used to define
Kuranishi structure on the moduli space of marked stable maps (without boundary)
of arbitrary genus. Therefore we can use it to define Gromov-Witten invariants of
arbitrary genus. The argument of Section 9 of this paper together with [FOOO5,
Corollary 14.28] can be used to prove its independence of various choices.
The way how Kuranishi structure is associated to a given obstruction bundle data
provided in this paper and [FOOO8] is explicit and simple. (See (6.2).) There-
fore when one wants to construct a Kuranishi structure with certain additional
properties, one can do it by finding obstruction bundle data with corresponding
additional properties. This method is useful in various applications. The fact that
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disk-component-wise-ness of obstruction bundle data implies the compatibility of
Kuranishi structures with the isomorphism (1.1) (Theorem 5.3) is just one example.
Other examples where such method can be applied are compatibility with forgetful
map, compatibility with group action on target space or anti-symplectic involution,
cyclic symmetry of boundary marked points and etc..
Acknowledgments: KF, HO and KO thank IBS Center for Geometry and Physics
for hospitality where a part of this work was done.
2. Statement of the results
In this section, we state the main result of this article precisely. (We consider
not only boundary marked points but also interior marked points.)
Situation 2.1. (X,ω) is a symplectic manifold that is tame (at infinity).1 (L, σ)
is a compact Lagrangian submanifold of X equipped with a relative spin structure
σ.2 J is an almost complex structure on X , which is tamed by ω. β ∈ H2(X,L;Z).
⋄3
Definition 2.2. Let k, ℓ ∈ Z≥0. We denote by Mk+1,ℓ(X,L, J ;β) the set of all ∼
equivalence classes of ((Σ, ~z,~z), u) with the following properties.
(1) Σ is a genus 0 bordered curve with one boundary component that has only
(boundary or interior) nodal singularities.
(2) ~z = (z0, z1, . . . , zk) is a (k+1)-tuple of boundary marked points. We assume
that they are distinct and are not nodal. Moreover we assume that they
are numbered so that it respects the counter clockwise cyclic ordering of
the boundary.
(3) ~z = (z1, . . . , zℓ) are ℓ interior marked points. We assume that they are
distinct and are not nodal.
(4) u : (Σ, ∂Σ)→ (X,L) is a continuous map which is pseudo holomorphic on
each irreducible component. The homology class u∗([Σ, ∂Σ]) is β.
(5) ((Σ, ~z,~z), u) is stable in the sense of Definition 2.3 below.
We define the equivalence relation ∼ as follows. ((Σ, ~z,~z), u) ∼ ((Σ′, ~z ′, ~z′), u′) if
there exists a homeomorphism v : Σ→ Σ′ such that
(i) v is biholomorphic on each irreducible component.
(ii) u′ ◦ v = u.
(iii) v(~z) = ~z ′. v(~z) = ~z′.
Here and hereafter v(~z) = ~z (resp. v(~z) = ~z) means v(zi) = zi (resp. v(zi) = zi).
In case ℓ = 0 we write Mk+1(X,L, J ;β) in place of Mk+1,0(X,L, J ;β).
Definition 2.3. Suppose ((Σ, ~z,~z), u) satisfies Definition 2.2 (1)(2)(3)(4). The
group Aut+((Σ, ~z,~z), u) of its extended automorphisms consists of homeomorphisms
v : Σ→ Σ such that
(i) v is biholomorphic on each of the irreducible components.
(ii) u ◦ v = u.
(iii) v(~z) = ~z and there exists σ ∈ Perm(ℓ) such that (v(z1), . . . , v(zℓ)) coincides
with (zσ(1), . . . , zσ(ℓ)).
1See [S, Definition 4.1.1], for example, for the definition of tameness (at infinity).
2 See [FOOO1, Definition 1.1.6] and [FOOO2, Definition 8.1.2] for the definition of relative
spin structure.
3The mark ⋄ indicates the end of Situation.
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(iii) defines a group homomorphism Aut+((Σ, ~z,~z), u) → Perm(ℓ). The group of
automorphisms Aut((Σ, ~z,~z), u) is its kernel.
The object ((Σ, ~z,~z), u) is said to be stable if Aut+((Σ, ~z,~z), u) is a finite group.
Notation 2.4. For p ∈Mk+1,ℓ(X,L, J ;β) we denote its representative by
((Σp, ~zp,~zp), up).
In [FOOO2, Definition 7.1.42 and Theorem 7.1.43], we defined a topology on
Mk+1,ℓ(X,L, J ;β) and proved that it is compact and Hausdorff with respect to
this topology. We call this topology the stable map topology. The main result of
this paper is as follows.
Theorem 2.5. In Situation 2.1, there exists a tree like K-system onMk+1(X,L, J ;β)
which gives rise to a filtered A∞ correspondence. (See [FOOO1, Subsection 2.1.1].)
We also remark that Theorems 2.5 and [FOOO6, Theorem 21.35 (1)] (using an
algebraic lemma [FOOO1, Theorem 5.4.2]) imply the following:
Corollary 2.6. ([FOOO1, Theorem A]) To each (X,ω, J) and (L, σ) as in Situa-
tion 2.1, we can associate a filtered A∞ structure on H(L; Λ
R
0,nov).
We can prove well-defined-ness of the filtered A∞ correspondence in Theorem
2.5 and also its independence of the choice of the almost complex structure J as
follows.
Situation 2.7. Let (X,ω), (L, σ) be as in Situation 2.1. Suppose that J1 and J2 are
tame almost complex structures on X . We take a family of tame almost complex
structures J = {Js}, s ∈ [1, 2] joining J1 and J2. ⋄
Theorem 2.8. Suppose we are in Situation 2.7. By Theorem 2.5 we have filtered
A∞ correspondences whose moduli spaces of operations are Mk+1(X,L, Jj;β), for
j = 1, 2.
Then there exists a pseudo-isotopy of filtered A∞ correspondences between them
in the sense of [FOOO6, Definition 21.19]. The moduli space of [1, 2]-parameterized
family of A∞ operations are
Mk+1(X,L,J ;β; [1, 2]) =
⋃
s∈[1,2]
{s} ×Mk+1(X,L, Js;β).
Theorems 2.8 and [FOOO6, Theorem 21.35 (3)] (using the algebraic lemma
[FOOO1, Theorem 5.4.2] again) imply the following.
Corollary 2.9. ([FOOO1, Theorem A]) The filtered A∞ structure on H(L; Λ
R
0,nov)
in Corollary 2.6 depends only on (X,ω) and (L, σ) up to isomorphism. In partic-
ular, it is independent of the choices of almost complex structures and obstruction
bundle data up to isomorphism.
Remark 2.10. (1) The isomorphism of filtered A∞ structure in Corollary 2.9
means a filtered A∞ homomorphism that has an inverse. Note it may not
be linear. (In that sense it is called sometimes a quasi-isomorphism.)
(2) [FOOO1, Theorem A] is mostly the same result as Corollaries 2.6 and
2.9, but the ground ring in [FOOO1, Theorem A] is Q. We used singular
homology to construct a filtered A∞ structure over Q coefficients in place
of R coefficients.
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We can also prove the version with interior marked points. To state this version
we need to prepare some notations. We first recall the following:
Definition 2.11. We put G = H2(X,L;Z), E(β) = ω(β) and denote µ(β) by the
Maslov index associated to β ∈ G.
Definition 2.12. A decorated rooted ribbon tree is a pair (T , β(·)) such that:
(1) T is a connected tree. Let C0(T ), C1(T ) be the sets of all vertices and
edges of T , respectively.
(2) For each v ∈ C0(T ) we fix a cyclic order of the set of edges containing v.
This is equivalent to fixing an isotopy type of an embedding of T to the
plane R2. (Namely, the cyclic order of the edges is given by the orientation
of the plane so that the edges are enumerated according to the counter
clockwise orientation. We call it a ribbon structure at the vertex v.)
(3) C0(T ) is divided into the set of exterior vertices Cext0 (T ) and the set of
interior vertices C int0 (T ).
(4) We fix one element of Cext0 (T ), which we call the root.
(5) The valency of all the exterior vertices are 1.
(6) β(·) : C int0 (T ) → G is a map. We require E(β(v)) ≥ 0. Moreover if
E(β(v)) = 0 then β(v) is required to be the unit.
(7) (Stability) For each v ∈ C int0 (T ) we assume that one of the following holds.
(a) E(β(v)) > 0.
(b) The valency of v is not smaller than 3.
We denote by G(k+1, β) the set of all decorated rooted ribbon trees (T , β(·)) such
that:
(I) #Cext0 (T ) = k + 1.
(II)
∑
v∈Cint0 (T )
(β(v)) = β.
We decompose the set of edges C1(T ) into two types. If an edge e contains an
exterior vertex, we call e an exterior edge. Otherwise we call e an interior edge. We
denote by C int1 (T ), (resp. C
ext
1 (T )) the set of all interior (resp. exterior) edges.
Now we add interior marked points to G(k + 1, β) and define the following set.
Definition 2.13. The set G(k + 1, ℓ, β) consists of objects
T = (T , β(·), l(·))
with the following properties. We call T a marked decorated rooted ribbon tree.
(1) (T , β(·)) satisfies Definition 2.12 (1)-(6), which is a part of the definition of
the set G(k + 1, β).
(2) l(v) ⊂ {1, . . . , ℓ} such that {1, . . . , ℓ} is a disjoint union of {l(v) | v ∈
C int0 (T )}.
(3) Instead of Definition 2.12 (7) we assume the following. For each v ∈ C int0 (T )
we assume that one of the following holds.
(a) E(β(v)) > 0.
(b) The valency of v is not smaller than 3.
(c) l(v) 6= ∅.
Using this, we incorporate the data of interior marked points into the definition
of tree like K-system ([FOOO6, Definition 21.9]) as in Theorem 2.16. We also study
isotopy etc. among them. For that purpose we include the parametrized version in
the next definition.
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Situation 2.14. Let (X,ω), L be as in Situation 2.1 and P a smooth compact
oriented manifold with corners. We consider J = {Jt | t ∈ P}, the smooth family
of tame almost complex structures on X parametrized by P . ⋄
Definition 2.15. We put
Mk+1,ℓ(X,L,J ;β) =
⋃
t∈P
{t} ×Mk+1,ℓ(X,L, Jt;β).
We can define a stable map topology on this space in the same way as the case
when P is a point. There exists a map
evP :Mk+1,ℓ(X,L,J ;β)→ P
which sends {t} ×Mk+1,ℓ(X,L, Jt;β) to t.
Theorem 2.16. In Situation 2.14, there exists a system of Kuranishi structures
on {Mk+1,ℓ(X,L,J ;β) | k, ℓ, β} with the following properties.
(I) G = H2(X,L;Z), E : G→ R and µ : G→ Z are as in Definition 2.11.
(II) Void.4
(III)
(evP , ev, ev
int) =(evP , (ev0, . . . , evk), (ev
int
1 , . . . , ev
int
ℓ ))
:Mk+1,ℓ(X,L,J ;β)→ P × L
k+1 ×Xℓ
is a strongly smooth map such that (evP , ev0) is weakly submersive.
(IV) (Positivity of energy) We assume Mk+1,ℓ(X,L,J ;β) = ∅ if E(β) < 0.
(V) (Energy zero part) In case E(β) = 0, we have Mk+1,ℓ(X,L,J ;β) = ∅
unless β = 0. In case β = β0 = 0, we assume Mk+1,ℓ(X,L,J ;β0) = ∅ if k +
1+ 2ℓ < 3 and Mk+1,ℓ(X,L,J ;β0) = P × L×Mk+1,ℓ otherwise. Here Mk+1,ℓ is
the compactified moduli space of stable marked bordered curve of genus 0 with one
boundary component, ℓ interior marked points and k + 1 boundary marked points.
(VI) (Dimension) The dimension of the moduli space Mk+1,ℓ(X,L,J ;β) is given
by
dimMk+1,ℓ(X,L,J ;β) = µ(β) + dimL+ k − 2 + 2ℓ+ dimP. (2.1)
(VII) (Orientation) Mk+1,ℓ(X,L,J ;β) is oriented.
(VIII) (Gromov compactness) For any E0 the set
{β ∈ B | ∃k ∃ℓ Mk+1,ℓ(X,L,J ;β) 6= ∅, E(β) ≤ E0} (2.2)
is a finite set.
(IX) (Compatibility at the boundary) The normalized boundary5 ofMk+1,ℓ(X,L,J ;β)
is decomposed to the disjoint union of fiber products as follows.
∂̂Mk+1,ℓ(X,L,J ;β)
∼=
∐
β1,β2,k1,k2,i,l1,l2
(−1)ǫMk1+1,#l1(X,L,J ;β1)
(evP ,evi) ×(evP ,ev0)Mk2+1,#l2(X,L,J ;β2)
∪Mk+1,ℓ(X,L,J |∂̂P ;β)
(2.3)
4Each item (I)-(X) corresponds to the item of [FOOO6, Definition 21.10] with the same number.
We leave item (II) void for this consistency.
5See [FOOO5, Definition 8.4]
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where the union of the first term of the right hand side is taken over β1, β2, k1, k2
such that β1 + β2 = β, k1 + k2 = k + 1, i = 1, . . . , k1 and l1, l2 that are subsets of
{1, . . . , ℓ} such that l1 ∩ l2 = ∅, l1 ∪ l2 = {1, . . . , ℓ}. J |∂̂P is the restriction of the
family J to the normalized boundary of P .
We refer [FOOO6, (21.15),(21.16)] for the sign ǫ. See also [FOOO6, Remark
16,2] for the order of fiber product and orientation etc..
This isomorphism is compatible with orientation. It is compatible also with the
evaluation maps. (Compatibility with the evaluation maps at the boundary marked
points is the same as that of [FOOO6, Formula (21.8)]. Compatibility at the interior
marked points can be formulated in the similar way by using the indexing set l1⊔l2 =
{1, . . . , ℓ}.)
(X) (Corner compatibility isomorphism) Let Ŝm(Mk+1,ℓ(X,L,J ;β)) be the
normalized corner of the K-space6 Mk+1,ℓ(X,L,J ;β) in the sense of [FOOO6,
Definition 24.17]. Then it is isomorphic to the disjoint union of∏
(T ,β(·),l(·))
Mkv+1,#l(v)(X,L,J |Ŝm′P
;β(v)). (2.4)
Here the union is taken over all (T , β(·), l(·)) ∈ G(k+1, ℓ, β),m′ such that #C int1 (T )+
m′ = m, and
∏
(T ,β(·),l(·)) means a fiber product defined in Definition 4.1. J |Ŝm′P
is the restriction of the family J to the codimension m′ normalized corner Ŝm′P
of P . We call the isomorphism
Ŝm(Mk+1,ℓ(X,L,J ;β))
∼
−→
∐
(T ,β(·),l(·))∈G(k+1,ℓ,β),
m′
∏
(T ,β(·),l(·))
Mkv+1,#l(v)(X,L,J |Ŝm′P
;β(v)) (2.5)
the corner compatibility isomorphism. It is compatible with the evaluation maps.
(XI) (Consistency of corner compatibility isomorphisms) We iterate the
construction of normalized corner and obtain a space Ŝm2(Ŝm1(Mk+1,ℓ(X,L,J ;β))).
Condition (X) implies that Ŝm2(Ŝm1(Mk+1,ℓ(X,L,J ;β))) is a disjoint union of
(m′ + m1 + m2)!/m
′!m1!m2! copies of (2.4), where the union is taken over all
(T , β(·), l(·)) ∈ G(k + 1, ℓ, β) such that #C int1 (T ) = m1 +m2, m = m
′ +m1 +m2.
The map
πm2,m1 : Ŝm2(Ŝm1(Mk+1,ℓ(X,L,J ;β)))→ Ŝm1+m2(Mk+1,ℓ(X,L,J ;β))
in [FOOO6, Proposition 24.16] is identified with the identity map on each compo-
nent of (2.4).
(XII) (Exchange symmetry of the interior marked points) There exists an
action7 of symmetric group Perm(ℓ) on the K-space Mk+1,ℓ(X,L,J ;β), whose un-
derlying action on the topological space Mk+1,ℓ(X,L,J ;β) is by exchanging the
interior marked points. This action is compatible with the evaluation map and the
corner compatibility isomorphisms given in (X)(XI). It is orientation preserving.
Definition 2.17. We call the system satisfying (I)-(XII) of Theorem 2.16 with
P = point, a tree like K-system with interior marked points.
6Following [FOOO5, Definition 3.11], we use the terminology ‘K-space’ as a paracompact
metrizable space equipped with a Kuranishi structure.
7See [FOOO6, Subsection 2.4.4] for the definition of finite group action on K-spaces.
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Theorem 2.6 implies the existence of bulk deformations of Lagrangian Floer
cohomology. (See [FOOO1, Subsection 3.8.5].) Namely it induces
q : H(X ; ΛR0,nov)→ HH(H(L; Λ
R
0,nov), H(L; Λ
R
0,nov)) (2.6)
from the cohomology of the ambient space X to the Hochschild cohomology of the
filtered A∞ algebra in Corollary 2.6. More precisely (2.6) is a filtered L∞ homo-
morphism, where the L∞ structure of the domain is trivial and the L∞ structure
of the target is induced by the Gerstenhaber bracket. See [FOOO1, Theorem Y
and Theorem 3.8.32], [FOOO2, Corollary 7.4.40] for the precise statement. There
is a similar well-definedness statement as Theorem 2.8 in the situation of Theorem
2.16. It implies that the map (2.6) is independent of the choices up to homotopy
of filtered L∞ homomorphism.
Remark 2.18. The map q is called the closed-open map8. It is a ring homomor-
phism when we use quantum cup product on H(X ; ΛR0,nov). See [FOOO3, Subsec-
tion 4.7] for various works related to this map.
Definition 2.19. A pseudo isotopy between two tree like K-systems with interior
marked points is a system satisfying (I)-(XII) of Theorem 2.16 with P = [1, 2]
such that its restriction to 1 and 2 becomes the given two tree like K-systems with
interior marked points.
Theorem 2.20. Any two tree like K-systems with interior marked points obtained
by Theorem 2.16 with P = point are pseudo isotopic.
The proofs of Theorems 2.5, 2.8 and 2.16, 2.20 occupy the rest of this article.
3. Obstruction bundle data: Review
We first review the definition of obstruction bundle data in [FOOO8].
We considered the set Xk+1,ℓ(X,L;β) of all isomorphism classes of ((Σ, ~z,~z), u)
which satisfy the same condition as in Definition 2.2 except we do not require u
to be pseudo holomorphic. We require u to be continuous and of C2 class on
each irreducible component. (See [FOOO8, Definition 4.2].) This is a set which
contains Mk+1,ℓ(X,L, J ;β) set-theoretically. We emphasize that we do not put
structures on Xk+1,ℓ(X,L;β) such as topology. We use partial topology of the pair
(Xk+1,ℓ(X,L;β),Mk+1,ℓ(X,L, J ;β)). It assignsBǫ(X ,p) ⊂ Xk+1,ℓ(X,L;β) to each
p ∈ Mk+1,ℓ(X,L, J ;β) and ǫ > 0. Here Bǫ(X ,p) is the set of x ∈ Xk+1,ℓ(X,L;β)
such that x is ǫ-close to p. See [FOOO8, Definition 4.12] for the definition that
‘x is ǫ-close to p,’9 and [FOOO8, Definition 4.1] for the definition of the notion
of partial topology and [FOOO8, Subsection 4.3] for the definition of the partial
topology in the case of the pair (Xk+1,ℓ(X,L;β),Mk+1,ℓ(X,L, J ;β)). A subset
Up ⊂ Xk+1,ℓ(X,L;β)
is called a neighborhood of p in Xk+1,ℓ(X,L;β) if it contains Bǫ(X ,p) for sufficiently
small ǫ > 0. Now we recall:
Definition 3.1. ([FOOO8, Definition 5.1]) Obstruction bundle data of (or for) the
moduli space Mk+1,ℓ(X,L, J ;β) assign to each p ∈Mk+1,ℓ(X,L, J ;β) a neighbor-
hood Up of p in Xk+1,ℓ(X,L;β) and an object Ep(x) to each x ∈ Up . We require
that they have the following properties.
8 In the physics literature, it is called bulk-boundary map.
9One can easily see that this notion is independent of choices of representatives of x and p.
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(1) We put x = ((Σx, ~zx,~zx), ux). Then Ep(x) is a finite dimensional linear
subspace of the set of C2 sections
Ep(x) ⊂ C
2(Σx;u
∗
xTX ⊗ Λ
0,1),
whose support is away from nodal or marked points and the boundary.
(2) (Smoothness) Ep(x) depends smoothly on x as defined in [FOOO8, Def-
inition 8.7].
(3) (Transversality) Ep(x) satisfies the transversality condition as in [FOOO8,
Definition 5.5].
(4) (Semi-continuity) Ep(x) is semi-continuous on p as defined in [FOOO8,
Definition 5.2].
(5) (Invariance under extended automorphisms) Ep(x) is invariant un-
der the extended automorphism group of x as in [FOOO8, Condition 5.6].
In [FOOO8, Theorem 7.1] we associated a Kuranishi structure ofMk+1,ℓ(X,L, J ;β)
to obstruction bundle data, which is determined canonically in the sense of germ
of Kuranishi structures.
4. Stratification of the moduli space
The main purpose of Section 5 is to spell out the condition of the obstruction bun-
dle data which enables us to make those Kuranishi structures onMk+1,ℓ(X,L, J ;β)
related to one another on the boundaries and the corners via appropriate fiber prod-
ucts. For this purpose, we describe stratifications ofMk+1,ℓ(X,L, J ;β), Xk+1,ℓ(X,L;β).
10
Let (T , β(·), ℓ(·)) ∈ G(k + 1, ℓ, β). We define the fiber product (2.4) as follows.
We first consider the direct product∏
v∈Cint0 (T )
Mkv+1,#l(v)(X,L, J ;β(v)). (4.1)
We will define a map
EV :
∏
v∈Cint0 (T )
Mkv+1,#l(v)(X,L, J ;β(v))→ (L× L)
#Cint1 (T )
below. Here the target is a direct product of #C int1 (T ) copies of L× L.
Let e ∈ C int1 (T ) and {t(e), s(e)} = ∂e. Here we require the vertex t(e) to be
in the same connected component of T \ {s(e)} as the root v0. (See Figure 1.)
For each v ∈ C int0 (T ) there is a unique edge e0(v) ∈ C0(T ) adjacent to v such
that e0(v) is contained in the same connected component of T \ v as the root.
Let e1(v), . . . , ekv(v) be the edges containing v such that (e0(v), e1(v), . . . , ekv(v))
respects counter clockwise order induced by the ribbon structure. By definition
e = e0(s(e)).
Let ke be a positive integer such that
e = eke(t(e)).
Let ~p = (pv)v∈Cint0 be an element of (4.1). We put
EVe(~p) = (ev0(ps(e)), evke(pt(e))) ∈ L× L
and
EV = (EVe(~p))e∈Cint1 (T ).
10This stratification is written in [FOOO2, Subsection 7.1].
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v0
e
t(e) = v
s(e) = v
e = e2(v) = e0(v )
Figure 1. s(e) and t(e)
Definition 4.1. We put∏
(T ,β(·),l(·))
Mkv+1,#l(v)(X,L, J ;β(v))
=
∏
v∈Cint0 (T )
Mkv+1,#l(v)(X,L, J ;β(v))EV ×∆
#Cint1 (T ).
Here ∆ ⊂ L × L is the diagonal. In other words, it is the set of all elements
~p = (pv)v∈Cint0 (T ) of (4.1) such that
ev0(ps(e)) = evke(pt(e)) (4.2)
for all e ∈ C int1 (T ). To simplify the notation we write
Mk+1,ℓ(X,L, J ;β)(T) :=
∏
(T ,β(·),l(·))
Mkv+1,#l(v)(X,L, J ;β(v)) (4.3)
with T = (T , β(·), l(·)).
Lemma 4.2. There exists a homeomorphism onto its image
Mk+1,ℓ(X,L, J ;β)(T)→Mk+1,ℓ(X,L, J ;β). (4.4)
Proof. Let ~p = (pv)v∈Cint0 (T ) be an element of (4.1) satisfying (4.2). We put pv =
((Σv, ~zv,~zv), uv). We glue (Σv, ~zv,~zv) to obtain (Σ, ~z,~z) as follows. We consider the
disjoint union
⋃
Σv. For each e ∈ C int1 (T ) we identify the 0-th (boundary) marked
point of Σs(e) with ke-th (boundary) marked point of Σt(e). We thus obtain Σ. We
define k + 1-boundary marked points ~z of Σ as follows. Let i ∈ {0, . . . , k}. We
consider i-th exterior vertex vi of T . Let ei be the edge containing it and v′i be the
other vertex contained in ei. Suppose ei = ej(v
′
i). Then zi is the j-th boundary
marked point of Σv′
i
. We define interior marked points ~zv using l(·) in a similar
way.
We define u : Σ → X so that u|Σv = uv. By (4.2) u is continuous. It is
easy to see that ((Σ, ~z,~z), u) represents an element of Mk+1,ℓ(X,L, J ;β). We have
thus defined a map (4.4). By the definition of stable map topology (see [FOOO2,
Definition 7.1.39]) this is a homeomorphism onto its image. 
Note Mk+1,ℓ(X,L, J ;β)(T) is compact. So its image in Mk+1,ℓ(X,L, J ;β) is a
closed subset.
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Let
M◦k+1,ℓ(X,L, J ;β)
be a subset of Mk+1,ℓ(X,L, J ;β) consisting of those elements ((Σ, ~z,~z), u) whose
domain Σ contains only one irreducible disk component. We put
M◦k+1,ℓ(X,L, J ;β)(T)
:=
∏
v∈Cint0 (T )
M◦kv+1,#l(v)(X,L, J ;β(v))EV ×∆
#Cint1 (T ), (4.5)
which is a subset ofMk+1,ℓ(X,L;β)(T). We regard it as a subset ofMk+1,ℓ(X,L, J ;β)
by Lemma 4.2. The next lemma is immediate from construction.
Lemma 4.3. Mk+1,ℓ(X,L, J ;β) is a disjoint union ofM◦k+1,ℓ(X,L, J ;β)(T) over
various T ∈ G(k + 1, ℓ, β).
Let (T , β(·), l(·)) ∈ G(k+1, ℓ, β) and e be its interior edge. We define (T ′, β′(·), l′(·)) ∈
G(k + 1, ℓ, β) as follows:
(a) T ′ is obtained by contracting e to a point in T .
(b) We have β′(v) = β(v) if v is not a vertex corresponding to e, and β′(v) =
β(v1)+β(v2) if v is the vertex corresponding to the contracted edge e with
∂e = {v1, v2}.
(c) We set l′(v) = l(v) if v ∈ C int0 (T ) is neither v1 nor v2 (vertices of e).
(Note such v can be regarded as an interior vertex of T ′.) We also put
l′(v) = l(v1) ∪ l(v2) if v is the new vertex obtained by collapsing e.
We say (T ′, β′(·), l′(·)) is obtained from (T , β(·), l(·)) by an edge contraction. We
say T′ ≥ T if T′ is obtained from T by finitely many times of edge contractions.
(The case T = T′ is included.)
The next lemma is obvious from definition.
Lemma 4.4. Suppose Mk+1,ℓ(X,L, J ;β)(T) is nonempty. Then T ≤ T′ if and
only if Mk+1,ℓ(X,L, J ;β)(T) ⊆Mk+1,ℓ(X,L, J ;β)(T′).
We also remark the following.
Lemma 4.5. Let p ∈ M◦k+1,ℓ(X,L, J ;β)(T) ⊂ Mk+1,ℓ(X,L, J ;β). Then p is
a point in the codimension m corner with respect to the Kuranishi structure of
Mk+1,ℓ(X,L, J ;β) if and only if T has at least m interior edges.
Proof. Let p = ((Σ, ~z,~z), u) = (pv)v∈Cint0 (T ). By construction, the Kuranishi neigh-
borhoods of p is diffeomorphic to the fiber product of the Kuranishi neighborhoods
of various pv in M◦kv+1,#l(v)(X,L, J ;β(v)) times [0, 1)
#Cint1 (T ). The Kuranishi
neighborhood of pv has no boundary. Therefore p is in codimension #C
int
1 (T )
corner. 
We next discuss the ‘ambient set’ Xk+1,ℓ(X,L;β). We first remark that the
evaluation map evi (i = 0, . . . , k) onMk+1,ℓ(X,L, J ;β) at the i-th boundary point
extends to a map
evi : Xk+1,ℓ(X,L;β)→ L
in an obvious way.
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Definition 4.6. We put∏
(T ,β(·),l(·))
Xkv+1,#l(v)(X,L;β(v))
=
∏
v∈Cint0 (T )
Xkv+1,#l(v)(X,L;β(v))EV ×∆
#Cint1 (T ).
In other words, it is the set of all elements ~p = (pv)v∈Cint0 of the direct product∏
v∈Cint0 (T )
Xkv+1,#l(v)(X,L;β(v)) (4.6)
satisfying
ev0(ps(e)) = evke(pt(e)) (4.7)
for all e ∈ C int1 (T ). To simplify the notation we write
Xk+1,ℓ(X,L;β)(T) :=
∏
(T ,β(·),l(·))
Xkv+1,#l(v)(X,L;β(v)) (4.8)
with T = (T , β(·), l(·)).
We again emphasize that the fiber product etc. in the above definition is taken
in the category of sets.
Lemma 4.7. There exists a (set theoretical) map
Xk+1,ℓ(X,L;β)(T)→ Xk+1,ℓ(X,L;β). (4.9)
which extends the map (4.4). The map (4.9) is injective.
The proof is the same as the proof of Lemma 4.2.
Remark 4.8. The equality
Xk+1,ℓ(X,L;β) =
⋃
T∈G(k+1,ℓ,β)
Xk+1,ℓ(X,L;β)(T) (4.10)
does not hold. This is because we do not assume that the restriction of the map to
an unstable component has positive energy for an element of Xk+1,ℓ(X,L;β). In the
case of pseudo holomorphic map, the stability in the sense of Definition 2.3 implies
that the restriction of the map to an unstable component has positive energy.
Remark 4.9. In our situation of the disk, the group of automorphisms of an
element T of T (k+1, ℓ, β) is trivial. This is the main reason why (4.9) is injective.
In various other situations, for example when we consider the bordered curve of
higher genus, the group of automorphisms of the graph preserving the additional
data (describing the combinatorial structure of the object) can be nontrivial.
The next lemma describes the relationship between the stratification, fiber prod-
uct and partial topology.
Lemma 4.10. Let p = (pv)v∈Cint0 (T ) ∈ Mk+1,ℓ(X,L, J ;β)(T). Then for any ǫ > 0
there exists ǫ′ > 0 with the following properties.
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(1) We have an inclusion∏
(T ,β(·),l(·))
Bǫ′(X ,pv) ⊂ Bǫ(X ,p).
Here Bǫ′(X ,pv) ⊂ Xkv+1,#l(v)(X,L, J ;β(v)) is the ǫ
′-neighborhood of pv
and Bǫ(X ,p) ⊂ Xk+1,ℓ(X,L;β) is the ǫ-neighborhood of p.
(2) We have an inclusion
Bǫ′(X ,p) ∩ Xk+1,ℓ(X,L;β)(T) ⊂
∏
(T ,β(·),l(·))
Bǫ(X ,pv).
Proof. We recall that when we define the ǫ-neighborhood Bǫ(X ,p) we choose and
fix stabilization and trivialization data Wp defined as in [FOOO8, Definition 4.9].
(See [FOOO8, Definition 4.12].) However the partial topology is independent of
such choices up to equivalence by [FOOO8, Lemma 4.14]. (See [FOOO8, Definition
4.1] for the definition of equivalence of partial topology.) In particular, it implies
that the validity of Lemma 4.10 is independent of the choice of the stabilization
and trivialization data Wp of p and of Wpv of pv.
We take the following choice. Recall that Wp consists of the following data.
(1) The additional (interior) marked points ~wp.
(2) An analytic family of coordinates at each node of p ∪ ~wp.
(3) A C∞ trivialization of the universal family of the deformation of the source
curve of (each irreducible component) of p ∪ ~wp. It is assumed to be
compatible with the analytic family of coordinates at each node in Item
(2).
(4) A Riemannian metric on each irreducible component of Σp.
See [FOOO8, Definition 4.9]. Suppose the choices of (1)-(4) are given for each pv.
Then we can define such a choice for p as follows.
(1) ~wp = ∪v∈Cint0 (T )
~wpv , where ~wpv is the choice for pv we took.
(2) If a node of Σp is a node of Σpv then we take the analytic family of coor-
dinates at that node of Σpv which we fixed as a part of stabilization and
trivialization data Wpv . If a node of Σp is not a node of any Σpv we take
any analytic family of coordinates at that node.
(3) Any irreducible component of Σp is an irreducible component of Σpv for
some v. The C∞ trivialization of the universal family of the deformation
of the source curve of this irreducible component is one we took as a part
of stabilization and trivialization data Wpv .
(4) We can fix a Riemannian metric of each irreducible component of Σp using
the Riemannian metric of irreducible components of Σpv .
When we take this choice of Wp of p and of Wpv , the conclusions (1)(2) of Lemma
4.10 are obvious from the definition. ([FOOO8, Definition 4.12].) 
5. Disk-component-wise-ness of obstruction bundle data
In this section we use the discussion in the previous two sections to spell out the
condition we require for the obstruction bundle data so that the induced Kuranishi
structures satisfy the conclusions of Theorems 2.5 and of the P = point case of
Theorem 2.16.
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Definition 5.1. Suppose we are given obstruction bundle data {Ep(x)} of the
moduli space Mk+1,ℓ(X,L, J ;β) for each β. We say that they consist of a disk-
component-wise system of obstruction bundle data if the following holds: Let p ∈
Mk+1,ℓ(X,L, J ;β) and p = (pv)v∈Cint0 (T ) ∈Mk+1,ℓ(X,L, J ;β)(T) with T = (T , β(·), l(·)).
Then for sufficiently small neighborhoods
Up ⊂ Xk+1,ℓ(X,L;β), Upv ⊂ Xkv+1,l(v)(X,L;βv)
with ∏
(T ,β(·),l(·))
Upv ⊆ Up,
(see Lemma 4.10) the equality
Ep(x) =
⊕
v∈Cint0 (T )
Epv(xv) (5.1)
holds, where x = (xv)v∈Cint0 (T ) is an arbitrary element of
∏
(T ,β(·),l(·))Upv .
We elaborate the equality (5.1) below. Let xv = ((Σxv , ~zxv ,~zxv), uxv), x =
((Σx, ~zx,~zx), ux). Then
Ep(x) ⊂ C
2(Σx, u
∗
xTX ⊗ Λ
0,1), Ep(xv) ⊂ C
2(Σxv , u
∗
xv
TX ⊗ Λ0,1).
More precisely, C2(Σx, u
∗
xTX ⊗ Λ
0,1) etc, is the direct sum of the spaces of C2-
sections of irreducible components. Since the normalization of Σx is the disjoint
union of the normalizations of Σxv and the restriction of ux to the irreducible
components coincides with the restriction of some uxv , we have
C2(Σx, u
∗
xTX ⊗ Λ
0,1) =
⊕
v∈Cint0 (T )
C2(Σxv , u
∗
xv
TX ⊗ Λ0,1).
Thus (5.1) makes sense.
Remark 5.2. The notion of disk-component-wiseness appeared in [FOOO3, Defi-
nition 4.2.2].
Now the proofs of Theorem 2.5 and the P = point case of Theorem 2.16 are
divided into the proofs of the next two theorems. Theorem 5.3 is proved in Section
6, and Theorem 5.4 is proved in Sections 7 and 8.
Theorem 5.3. Let {Ep(x)} be a disk-component-wise system of obstruction bun-
dle data of {Mk+1,ℓ(X,L, J ;β) | k, ℓ, β}. It induces a Kuranishi structure on
Mk+1,ℓ(X,L, J ;β) for each k, ℓ, β by [FOOO8, Theorem 7.1]. Then the system
of obtained Kuranishi structures satisfies Theorem 2.16 (IX)(Compatibility at the
boundary), (X)(Corner compatibility isomorphism), (XI)(Consistency of corner
compatibility isomorphisms). In other words, the Kuranishi structures are com-
patible with boundary and corners.
Theorem 5.4. There exists a disk-component-wise system of obstruction bundle
data of {Mk+1,ℓ(X,L, J ;β) | k, ℓ, β}.
P = point case of Theorem 2.16 follows from Theorems 5.3 and 5.4. Theorem
2.5 is its special case where ℓ = 0.
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6. Disk-component-wise-ness implies corner compatibility condition
In this section we prove Theorem 5.3. We first fix a representative of the Kuran-
ishi structure ofMk+1,ℓ(X,L, J ;β) for each k, ℓ, β. Recall from [FOOO8, Theorem
7.1 (2)] that the germs of the Kuranishi structures of {Mk+1,ℓ(X,L, J ;β)} are
canonically determined by the system of obstruction bundle data we start with. A
germ of Kuranishi structure is an equivalence class of the set of Kuranishi struc-
tures. We fix its representative so that the associated obstruction bundle data
({Up}, {Ep(x)}) satisfy
Up ∩ Xk+1,ℓ(X,L;β)(T) =
∏
(T ,β(·),l(·))
Upv (6.1)
for p = (pv)v∈Cint0 (T ) ∈ Mk+1,ℓ(X,L, J ;β)(T).
Remark 6.1. Here the isomorphism in Theorem 2.16 (IX)(Compatibility at the
boundary), (X)(Corner compatibility isomorphism) and the coincidence of the maps
in Theorem 2.16 (XI)(Consistency of corner compatibility isomorphisms) are taken
in the sense of germs of Kuranishi structures and maps between them. So it suf-
fices to choose representatives satisfying (6.1) for a fixed choice of k, ℓ, β. We can
easily choose representatives so that (6.1) holds for any finitely many choices of
k, ℓ, β. Then the isomorphism in Theorem 2.16 (IX)(Compatibility at the bound-
ary), (X)(Corner compatibility isomorphism) and the coincidence of maps Theorem
2.16 (XI)(Consistency of corner compatibility isomorphisms) hold exactly (not as
germs). It seems difficult to choose representatives so that (6.1) holds for all (infin-
itely many) k, ℓ, β simultaneously. This does not matter when applying Theorem
2.16 and [FOOO6, Theorem 21.35 (1)] to prove Theorem 2.6. This is because we
use the ‘homotopy inductive limit’ in the proof of [FOOO6, Theorem 21.35 (1)].
Proof of Theorem 5.3. We first show Theorem 2.16 (X)(Corner compatibility iso-
morphism). We recall that in [FOOO8, Definition 7.2] the Kuranishi neighborhood
Up of p ∈Mk+1,ℓ(X,L, J ;β) is set-theoretically defined by
Up = {x = [(Σx, ~zx,~zx), ux] ∈ Up | ∂ux ∈ Ep(x)}. (6.2)
Let p = (pv)v∈Cint0 (T ) ∈Mk+1,ℓ(X,L, J ;β)(T) with T = (T , β(·), l(·)) as in Defini-
tion 5.1. Then we also have
Upv = {xv = [(Σxv , ~zxv ,~zxv), uxv ] ∈ Upv | ∂uxv ∈ Epv(xv)}.
By the equality (5.1) the identification (6.1) induces a set-theoretical bijection:∏
(T ,β(·),l(·))
Upv = Up ∩ Xk+1,ℓ(X,L;β)(T). (6.3)
We next discuss the relationship between the right hand side of (6.3) and the
normalized corner of Up. By Lemma 4.3 there exists a unique T
′ such that p ∈
M◦k+1,ℓ(X,L, J ;β)(T
′). Let m′ be the number of boundary nodes of p. Then m′
coincides with the number of interior edges of T′. Since p ∈Mk+1,ℓ(X,L, J ;β)(T),
Lemma 4.4 implies T ≥ T′.
Lemma 6.2. The codimension m′′ normalized corner Ŝm′′Up is the disjoint union
Up ∩ Xk′′+1,ℓ′′(X,L, J ;β′′)(T′′) over T′′ such that T′′ ≥ T′ and T′′ has exactly m′′
interior edges.
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Proof. By construction Up is diffeomorphic to the product of [0, 1)
m′ and an orbifold
Up without boundary or corner. The [0, 1)
m′ factor parametrizes the way to deform
m′ boundary nodes. So each of the m′ factors of [0, 1)m
′
canonically corresponds to
a boundary node. By the definition of normalized corner (see [FOOO6, Definition
24.17]) Ŝm′′Up is identified with the disjoint union⋃
I
Ä
{(t1, . . . , tm′) ∈ [0, 1)
m′ | ti = 0, if i ∈ I} × Up
ä
where I ⊂ {1, . . . ,m′} runs over the set of subsets of order m′′.11 Therefore the
connected components of Ŝm′′Up correspond one to one to an order m
′′ subsets of
the set of interior edges of T′. Such subsets correspond one to one to those T′′ with
T′′ ≥ T′ that has m′′ interior edges. The lemma follows. 
By Lemma 6.2 the identification (6.3) can be regarded as a map∏
(T ′′,β′′(·),l′′(·))
Upv → Ŝm′′Up (6.4)
which is a bijection to a connected component of the normalized corner. Using the
characterization of the smooth structures of Upv and of Up (see [FOOO8, Subsection
12.1]), the map (6.4) is a diffeomorphism onto the connected component. Here we
use [FOOO7, Theorem 6.4]. By (5.1) the map (6.4) is covered by an isomorphism of
obstruction bundles. Compatibility of the diffeomorphism (6.4) with Kuranishi map
x 7→ sp(x) = ∂ux ∈ Ep(x), the parametrization map s−1p (0)→Mk+1,ℓ(X,L, J ;β)
and the coordinate change is obvious from construction. The proof of Theorem
2.16 (X)(Corner compatibility isomorphism) is complete.
Theorem 2.16 (IX)(Compatibility of the boundary) is a special case of Theorem
2.16 (X)(Corner compatibility isomorphism). Theorem 2.16 (XI)(Consistency of
corner compatibility isomorphisms) is immediate from the description of normalized
corner we gave in the proof of Lemma 6.2. The proof of Theorem 5.3 is complete. 
7. Existence of Disk-component-wise system of obstruction bundle
data 1
In Sections 7 and 8 we prove Theorem 5.4.
7.1. Stabilization by interior marked points.
Situation 7.1. Let p ∈ Mk+1,ℓ(X,L, J ;β), T = (T , β(·), l(·)) ∈ G(k + 1, ℓ, β) and
p ∈M◦k+1,ℓ(X,L, J ;β)(T). Suppose
d(p,q) < ǫ1 (7.1)
with q ∈ M◦k+1,ℓ(X,L, J ;β)(T
′), where we choose sufficiently small ǫ1 > 0 depend-
ing on q. Here d is the metric on Mk+1,ℓ(X,L, J ;β). Then T′ ≤ T. Let v be an
interior vertex of T′. We denote by qv ∈ M◦kv+1,ℓv(X,L, J ;β(v)) the irreducible
component of q corresponding to v. (See Definition 4.1 and Lemma 4.2.) Suppose
d(qv, p) < ǫ2 (7.2)
for p ∈ M◦kv+1,ℓv(X,L, J ;β(v)). See Figure 2. Here ǫ2 > 0 is a sufficiently small
number depending on p.
11We remark that the action of the group of (extended) isomorphisms of p on the [0, 1)m
′
factor is trivial, because an extended automorphism is the identity map on disk components.
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Recall from the definition of M◦kv+1,ℓv(X,L, J ;β(v)) that p has only one disk
component but may have sphere components. We decompose
Σp = Σ
d
p ∪
⋃
v
Σsp,v (7.3)
where Σdp is the disk component and Σ
s
p,v is a sphere component. ⋄
X
X
X
XX
X
X
p q p
v
X
T
Figure 2. p,q, p
Convention 7.2. We use specific letters/font in notations in this paper.
• p,q ∈Mk+1,ℓ(X,L, J ;β) for suitable k, ℓ, β depending on p,q.
• x ∈ Xk+1,ℓ(X,L;β), not necessarily pseudo holomorphic, for suitable k, ℓ, β
depending on x.
• p ∈ P(k, ℓ, β) for suitable k, ℓ, β depending on p. Here P(k, ℓ, β) is a finite
subset of Mk+1,ℓ(X,L, J ;β). See, for example, (ob1) in Section 8.
The next definition is a variant of [FOOO8, Definition 9.7].
Definition 7.3. Suppose we are in Situation 7.1. Type I stabilization data12
(~wp, ~Np) at p is the following data.
(1) ~wp = (wp,1, . . . ,wp,ℓ′) are distinct points in Int(Σp) away from ~zp, the set
of interior marked points of p.
(2) (Σp, ~wp) is stable, that is, the group
Aut(Σp, ~wp) = {v : Σp → Σp : biholomorphic, v(wp,i) = wp,i}
is finite, except the case when the unique disk component of Σp is unstable
and the map up is constant on it. In such a case the connected component
of Aut(Σp, ~wp) is S
1 and π0Aut(Σp, ~wp) is a finite group. See Figure 3. We
explain this exceptional case more in Remark 7.4.
X
X
X
S1
Figure 3. Unstable element in Md0,3
12Here I stands for ‘interior marked points’.
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(3) ~Np = (Np,1, . . . ,Np,ℓ′). Here Np,i is a codimension 2 submanifold of X .
(4) There exists a neighborhood Ui of wp,i in Σp such that up(Ui) intersects
transversally with Np,i at the unique point up(wp,i). Moreover, the restric-
tion of up to Ui is a smooth embedding. We require {Ui} are disjoint.
(5) Suppose that v : Σp → Σp is an extended automorphism of p. Then
there exists a permutation σ : {1, . . . , ℓ′} → {1, . . . , ℓ′} such that v(wp,i) =
wp,σ(i), Np,i = Np,σ(i), and v(Ui) = Uσ(i).
We decompose Σp as in (7.3). For each irreducible component Σ
d
p, (resp. Σ
s
p,v)
we put ~wp ∩ Σdp, (resp. ~wp ∩ Σ
s
p,v) together with (necessarily interior) nodes on it.
We denote it by (Σdp, ~w
d
p) (resp. (Σ
s
p,v, ~w
s
p,v)). They are stable
13 and so determine
an element of Md0,ℓd (resp. elements of M
s
ℓv
). Here Md0,ℓd is the compactified
moduli space of disks with ℓd interior marked points and Msℓv is the compactified
moduli space of spheres with ℓv marked points. We denote by π : Csℓ → M
s
ℓ the
universal families of deformation.
Remark 7.4. Here we consider the moduli space Md0,ℓd of genus zero curves with
one boundary component and without boundary marked points. If we define it in the
same way as Definition 2.2 assuming the stability in the sense of Definition 2.3, then
such space is not compact. To compactify it we need to add isomorphism classes of
elements (Σ,~z) such that Σ has a disk component which has only one double point
and none of the marked points ~z are on this disk components. See Figure 3. The
group of extended automorphisms of such element (Σ,~z) contains S1 which rotates
the disk component. Therefore it is not stable in the sense of Definition 2.3. The
moduli space of such objects is diffeomorphic to Msℓd+1, the compactified moduli
space of spheres with ℓd + 1 marked points. We add the isomorphism classes of
such objects to Md0,ℓd and call it a compactified moduli space of stable disks with
ℓd interior marked points by an abuse of notation. (Since the isotropy group S
1 is
compact, this space is Hausdorff.) This is an orbifold with boundary and corner.
The object described in Figure 3, determines a boundary component of it. See
[FOOO2, Subsection 7.4.1] for the discussion of this extra boundary component.
The universal family π : Cd0,ℓ → M
d
0,ℓ is not well-defined on this boundary
component for the part of disk component, because of the automorphism S1. It is
defined elsewhere.
The condition we required in Definition 7.3 (2) implies that (Σdp, ~w
d
p) is in this
extra boundary component only when up is constant on the disk component.
The next definition is a variant of [FOOO8, Situation 9.8].
Definition 7.5. Type I strong stabilization data at p is type I stabilization data
(~wp, ~Np) together with the following data ((~Vp, ~φp), ~ϕp).
(6) A neighborhood Vdp of [(Σ
d
p, ~w
d
p)] inM
d
0,ℓd
and neighborhoods Vsp,v of [(Σ
s
p,v, ~w
s
p,v)]
in Msℓv .
(7) Diffeomorphisms φdp : V
d
p × Σ
d
p → π
−1(Vdp ), φ
s
p,v : V
s
p,v × Σ
s
p,v → π
−1(Vsp,v)
which commute with projections.
(8) Analytic families of coordinates ~ϕp at (interior) nodes which are compatible
with the trivialization in (7) in the sense of [FOOO8, Definition 3.7].
13except the case explained in Remark 7.4.
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(9) Let sdi,p : V
d
p → C
d
0,ℓd
, ssi,p,v : V
s
p,v → C
s
ℓv
be the sections assigning the i-th
marked point. (See [FOOO8, Section 2].) Then
sdi,p(p
′) = φdp(p
′, sdi,p(p)),
ssi,p,v(p
′) = φsp,v(p
′, ssi,p,v(p)).
In other words, the trivialization (7) respects the marked points.
(10) The trivialization (7) is compatible with the action of extended automor-
phism group of p, which is induced by (5).
Definition 7.6. Let a type I strong stabilization data ((~wp, ~Np), ( ~Vp, ~φp), ~ϕp) be
chosen. Then an obstruction space Ep at p is defined to be a finite dimensional
subspace of C∞(Σp, u
∗
pTX ⊗ Λ
0,1) satisfying the following properties:
(1) The union of supports of elements of Ep, which we denote by Supp(Ep), is
disjoint from boundary, nodes, and marked points, but contains ~wp.
(2) We consider the operator
Dup∂ :W
2
m+1((Σp, ∂Σp);u
∗
pTX, u
∗
pTL)→ L
2
m(Σp, u
∗
pTX ⊗ Λ
0,1)
as in [FOOO8, (5.1)]. Then
ImDup∂ + Ep = L
2
m(Σp, u
∗
pTX ⊗ Λ
0,1).
(3) Let
EV : W 2m+1((Σp, ∂Σp);u
∗
pTX, u
∗
pTL)→ Tup(z0)L
be the linearized evaluation map at z0. Then its restriction
EV : (Dup∂)
−1(Ep)→ Tup(z0)L
is surjective.
(4) Ep is invariant under the action of the extended automorphism group
Aut+(p).
(5) The action of Aut(p) on (Dup∂)
−1(Ep)/aut(Σp, ~zp,~zp) is effective.
(6) If up is constant on an irreducible component of Σp, then the support
Supp(Ep) is disjoint from this irreducible component.
We consider type I strong stabilization data ((~wp, ~Np), ( ~Vp, ~φp), ~ϕp) together with
an obstruction space Ep and write
Ξp = ((~wp, ~Np), ( ~Vp, ~φp), ~ϕp, Ep).
Situation 7.7. Suppose we are in Situation 7.1 and Ξp is given. Let
x ∈ Bǫ0(X ,p). (7.4)
Let ǫ2, ǫ1 be the constants given as in (7.1), (7.2) and ǫ0 be as in (7.4). For a posi-
tive number δ we will take positive constants ǫ2(δ, p,Ξp), ǫ1(δ,q, p,Ξp), ǫ0(δ,p,q, p,Ξp)
which depend on the data in the parenthesis. We will assume
ǫ2 < ǫ2(δ, p,Ξp),
ǫ1 < ǫ1(δ,q, p,Ξp),
ǫ0 < ǫ0(δ,p,q, p,Ξp).
(7.5)
⋄
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Lemma 7.8. For any sufficiently small δ > 0 there exist positive numbers ǫ2(δ, p,Ξp),
ǫ1(δ,q, p,Ξp), ǫ0(δ,p,q, p,Ξp) with the following properties:
Suppose we are in Situation 7.7, especially we assume (7.5). Then there exists
a unique collection of marked points
~wx;p, ~wp;p, ~wq;p
such that
(1) wx;p,i ∈ Σx, wp;p,i ∈ Σp, wq;p,i ∈ Σq,v for i = 1, . . . , ℓ′.
(2) ux(wx;p,i) ∈ Np,i, up(wp;p,i) ∈ Np,i, uq(wq;p,i) ∈ Np,i.
(3)
d((Σp, zp, zp ∪ ~wp), (Σq,v, zq,v, zq,v ∪ ~wq;p)) < δ,
d((Σq, zq, zq ∪ ~wq;p), (Σp, zp, zp ∪ ~wp;p)) < δ,
d((Σp, zp, zp ∪ ~wp,p), (Σx, zx, zx ∪ ~wx,p)) < δ.
Here d’s are the metrics on various moduli spaces of marked stable curves.
We fix such metrics. zq,v (resp. zq,v) are boundary (resp. interior) marked
or nodal points of q contained in Σq,v.
Proof. We first find ~wq;p by using Implicit Function Theorem and qv ∈ Bǫ2(X , p).
(See [FOOO8, Lemma 9.9]). Then using ~wq;p we can find ~wx;p, ~wp;p by using
Implicit Function Theorem and (7.1), (7.2), (7.4). 
We consider the forgetful map
forgetk+1,ℓ+ℓ′;0,ℓ′ :M
d
k+1,ℓ+ℓ′ →M
d
0,ℓ′
which forgets all the boundary marked points and the first ℓ interior marked points.
(Here ℓ′ is the cardinality of ~wp.)
Lemma 7.9. Under the assumption of Lemma 7.8 we have
d((Σp, ~wp), forgetkd+1,ℓd;0,ℓ′(Σq,v, zq,v, ~wq;p)) < δ,
d((Σp, ~wp), forgetk+1,ℓ+ℓ′;0,ℓ′(Σq, zq, zq ∪ ~wq,p)) < δ,
d((Σp, ~wp), forgetk+1,ℓ+ℓ′;0,ℓ′(Σp, zp, zp ∪ ~wp,p)) < δ,
d((Σp, ~wp), forgetk+1,ℓ+ℓ′;0,ℓ′(Σx, zx, zx ∪ ~wx,p)) < δ.
Proof. The first inequality is a consequence of Lemma 7.8 (3) and continuity of the
forgetful map. The second inequality is a consequence of the first inequality, and
forgetk+1,ℓ+ℓ′;0,ℓ′(Σq, zq, zq ∪ ~wq,p) = (Σq,v, ~wq;p).
See Figure 4. We remark that this is the place where we use the fact we are studying
bordered Riemann surface of genus 0.
The third and fourth inequalities then follow from the continuity of forgetk+1,ℓ+ℓ′;0,ℓ′ .

Using Lemma 7.9 and trivialization of the universal family
Φ̂r,~ǫ : V × Σp(ǫ)→ C
d
0,ℓ
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X
X
X
X
Forget marked points
shrink unstable components
wq,p
=
(Σq,v,wq,p)
(Σq, zq, zq ∪wq,p)
Figure 4. Forgetting marked points ~z, ~z
(see [FOOO8, Lemma 3.9]), we obtain smooth embeddings:
Φ̂q,p;Ξp : Supp(Ep)→ Σq,
Φ̂p,p;Ξp : Supp(Ep)→ Σp,
Φ̂x,p;Ξp : Supp(Ep)→ Σx.
(7.6)
For example, the third map is a restriction of the map Φ̂x;~ǫ appearing in [FOOO8,
Lemma 3.9]). Here (x;~ǫ) is an element such that
forgetk+1,ℓ+ℓ′;0,ℓ′(Σx, zx, zx ∪ ~wx,p) = Φ(x;~ǫ),
where x ∈ Vdp ×
∏
v V
s
p,v, ~ǫ ∈ (D
2(c))ms , and the map
Φ : Vdp ×
∏
v
Vsp,v × (D
2(c))ms →Md0,ℓ′ (7.7)
is as in [FOOO8, (3.5)]. We use the data given in Definition 7.5 (7)(8) to define
the map Φ. (Here ms is the number of interior nodes of Σp.)
Remark 7.10. In case (Σp, ~wp) is the point appearing in Remark 7.4 and Figure
3, the map (7.7) becomes
Φ :
∏
v
Vsp,v × [0, c)× (D
2(c))ms−1 →Md0,ℓ′ . (7.8)
Here [0, c) is the parameter space to deform the node which lies on the disk compo-
nent. (See [FOOO2, pages 590-591].) By Definition 7.6 (6), the support Supp(Ep)
of the obstruction bundle is disjoint from the disk component. (This is because up
is constant on the disk component as we explained in Remark 7.4.) We use this
fact to show that (7.6) is defined in this case also.
Lemma 7.11. Under the assumption of Lemma 7.8 the maps (7.6) have the fol-
lowing properties.
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(1) Denote by dC2,Supp(Ep) the C
2 distance between two maps: Supp(Ep)→ X.
Then the following inequalities hold:
dC2,Supp(Ep)
Ä
uq ◦ Φ̂q,p;Ξp , up
ä
< δ,
dC2,Supp(Ep)
Ä
up ◦ Φ̂p,p;Ξp , up
ä
< δ,
dC2,Supp(Ep)
Ä
ux ◦ Φ̂x,p;Ξp , up
ä
< δ.
(7.9)
(2) The next inequalities hold for each x ∈ Supp(Ep):
δ|∂ Φ̂q,p;Ξp(x)| > |∂ Φ̂q,p;Ξp(x)|,
δ|∂ Φ̂p,p;Ξp(x)| > |∂ Φ̂p,p;Ξp(x)|,
δ|∂ Φ̂x,p;Ξp(x)| > |∂ Φ̂x,p;Ξp(x)|.
(7.10)
Proof. The inequalities (7.10) is an easy consequence of the definition of Φ̂∗,p,Ξp in
(7.6) and Lemma 7.9. The inequalities (7.9) is a consequence of Lemma 7.9, and
the fact that the support Supp(Ep) is away from the node. The proof of (7.9) is the
same as [FOOO3, Lemma 4.3.75]. We repeat the proof for completeness’ sake. We
prove the second inequality only. The proof of other two inequalities are similar.
Lemma 7.9 implies that (Σp, ~wp,p) ∈ Bǫ((Σq, ~wq,p)) for some ǫ going to zero as
ǫ1, ǫ2 go to zero, where we fix and use a metric on the compactified moduli space
Md0,ℓp of disks with ℓp interior marked points to define Bǫ((Σq, ~wq,p)). (Here ℓp is
the cardinality of the set ~wp.) We take an analytic family of coordinates at nodal
points which have the following properties.
Definition 7.12. (1) A holomorphic embedding D2 → S2 is said to be ex-
tendable if it is a restriction of a biholomorphic map S2 → S2.
(2) A holomorphic embedding D2 → D2 is said to be extendable if it is a
restriction of biholomorphic map D2(R)→ D2 for some R > 1.
(3) A holomorphic embedding (D2≥0, ∂D
2
≥0)→ (D
2, ∂D2) is said to be extend-
able if its double is extendable in the sense of (1). Here D2≥0 = {z ∈
D2 | Im z ≥ 0}.
(4) An analytic family of coordinates is said to be extendable if its members
are extendable in the sense of (1),(2) or (3).
Note that d(qv, p) is assumed to be small. So there exists an embedding
Φ̂qv,p;Ξp : Supp(Ep)→ Σqv
such that
dC2,Supp(Ep)
Ä
uq ◦ Φ̂qv,p;Ξp , up
ä
< δ/10. (7.11)
(Actually Φ̂qv,p;Ξp = Φ̂q,p;Ξp .) Using (Σp, ~wp,p) ∈ Bǫ((Σq, ~wq,p)) and data (7)(8)
of Definition 7.5, Ξ(Σq,~wq,p), at (Σq, ~wq,p), we obtain an embedding
Φ̂p,q;Ξ(Σq,~wq,p) : Σq \ (neck region)→ Σp
such that
d
C2,Φ̂qv,p;Ξp (Supp(Ep))
Ä
up ◦ Φ̂p,q;Ξ(Σq,~wq,p) , uq
ä
< δ/10, (7.12)
where Φ̂p,q;Ξ(Σq,~wq,p) is a map defined in a way similar to (7.6) using the data
Ξ(Σq,~wq,p). We put
(Σp, ~wp,p) = Φ(~x, ~ρ),
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where ~x is the parameter to deform each of the irreducible components of q and ~ρ
is the parameter to deform each of the nodes of q. We use Ξ(Σq,~wq,p) to define the
map Φ in a way similar to (7.7).
We take ~x0 such that Φ(~x0,~0) = (Σq, ~wq,p). (Namely ~x0 corresponds to the
complex structure of Σq itself.)
Sublemma 7.13. If (Σp, ~wp,p) = Φ(~x0, ~ρ) for some ~ρ and if the analytic families
of coordinates which are part of the data Ξ(Σq,~wq,p) are extendable, then
Φ̂p,q;Ξ(Σq,~wq,p) ◦ Φ̂qv,p;Ξp = Φ̂p,p;Ξp
on Supp(Ep).
Proof. There exists a biholomorphic map I : (Σp, ~wp,p) → (Σqv , ~wq,p) such that
I◦ Φ̂p,q;Ξ(Σq,~wq,p) is the identity map on Σqv minus a small neighborhood of bound-
ary nodes. This is a consequence of the extendability of the analytic family of
coordinates there. (See Figure 5 and also [Fu, Lemma 12.28].) The sublemma is
an easy consequence of this fact. 
A
B
Supp(Ep)
A
B
Figure 5. Sublemma 7.13
In case of (Σp, ~wp,p) = Φ(~x0, ~ρ) the second inequality of (7.9) follows from (7.11),
(7.12) and Sublemma 7.13. The general case follows by taking ǫ1 (which estimates
d(p,q) and hence d(~x,~x0)) sufficiently small compared to the distance between
Supp(Ep) and nodes. 
Using Lemma 7.11 we construct a map
Px,p,q,p;Ξp :C
2(Φ̂x,p;Ξp(U(Supp(Ep)));u
∗
xTX ⊗ Λ
0,1)
→ C2(U(Supp(Ep));u
∗
pTX ⊗ Λ
0,1)
(7.13)
as follows. (Here U(Supp(Ep)) is a sufficiently small open neighborhood of Supp(Ep).)
The map (7.13) is similar to the map [FOOO8, (8.1)].
Let z ∈ U(Supp(Ep)). By (7.9) d(up(z), ux(Φˆx,p;Ξp(z))) is smaller than the
injectivity radius of X . So there exists a unique minimal geodesic joining them.
We fix a unitary connection of TX . Using the parallel transportation along the
minimal geodesic we obtain TΦˆx,p;Ξp (z)
X → Tup(z)X . We thus obtain a bundle map
u∗xTX → u
∗
pTX (7.14)
over Φˆ−1
x,p;Ξp
.
On the other hand, the complex linear part of the differential of Φˆ−1x,p induces a
bundle map
Λ0,1(Σx)→ Λ
0,1(Σp) (7.15)
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over Φˆ−1
x,p;Ξp
. ((7.10) implies that this map is a bundle isomorphism on U(Supp(Ep)).)
The bundle map which is a tensor product (over C) of (7.14) and (7.15) induces
the map (7.13), which is an isomorphism. We can define a similar map as (7.13)
replacing x by p or q.
We define:
Ep,q,p;Ξp(x) = (Px,p,q,p;Ξp)
−1(Ep). (7.16)
Lemma 7.14. x 7→ Ep,q,p;Ξp(x) is smooth in the sense of [FOOO8, Definition 8.7].
Proof. The proof is the same as [FOOO8, Subsection 11.2] and so is omitted. 
7.2. Iteration of the construction of Subsection 7.1. The obstruction bundle
data, which we will construct for the proof of Theorem 5.4, is obtained by taking
an appropriate direct sum of the ones defined as in (7.16). More precisely we also
need its variant which includes the iteration of the process appearing in Situation
7.1. In this subsection we will explain this variant. In the case n = 1, Situation
7.15 becomes Situation 7.1.
Let T ∈ G(k+1, ℓ, β). Let T′ > T, v an interior vertex of T′, and let π : T → T ′
be the projection canonically defined by a sequence of edge contraction. We say S
is a subtree of T if it is obtained from π−1(v) with data induced by T. A subtree
S is an element of some G(k′ + 1, ℓ′, β′). If p ∈ M◦k+1,ℓ(X,L, J ;β)(T) and S is a
subtree of T, we obtain pS ∈Mk′+1,ℓ′(X,L, J ;β′) by gluing pv for vertices v of S
in the way described by S. See Lemma 4.2 and its proof.
Situation 7.15. Consider the data p, qj , p, Tj, Sj , ǫ1,j > 0 (j = 1, . . . , n for
some n = 0, 1, 2, . . . 14) and ǫ2 > 0 with the following properties. (See Figure 6.)
(1) p ∈ Mk+1,ℓ(X,L, J ;β).
(2) qj ∈M◦kj+1,ℓj (X,L, J ;βj)(Tj). Here Tj ∈ G(kj + 1, ℓj, βj).
(3) d(p,q1) < ǫ1,1. ((k, ℓ, β) = (k1, ℓ1, β1) in particular.)
(4) Sj is a subtree of Tj . We define qj,Sj as above.
(5) For j ≤ n− 1 we require qj,Sj ∈ Mkj+1+1,ℓj+1(X,L, J ;βj+1) and
d(qj,Sj ,qj+1) < ǫ1,j+1. (7.17)
(6) We require p,qn,Sn ∈M
◦
k′+1,ℓ′(X,L, J ;β
′) and
d(qn,Sn , p) < ǫ2. (7.18)
(Note that Sn has only one interior vertex by this condition.)
(7) We require Sj > Tj+1. ⋄
We take a type I strong stabilization data and an obstruction space at p, which
we denote by Ξp. (See Definition 7.5.) Let
x ∈ Bǫ0(X ,p). (7.19)
In the sequel we will find positive numbers:
ǫ0(δ;p,q1, . . . ,qn, p,Ξp),
ǫ1,j(δ;qj , . . . ,qn, p,Ξp),
ǫ2(δ; p,Ξp),
(7.20)
14When n = 0, j is absent.
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p q1
X
X
X
X
X
X
T1
X
q
1,S1
X
S1
T2
v
q
2
q
2,v p
S2 = {v}
n = 2
Figure 6. Situation 7.15
which depend on the data in the parenthesis and assume
ǫ0 < ǫ0(δ;p,q1, . . . ,qn, p,Ξp),
ǫ1,j < ǫ1,j(δ;qj , . . . ,qn, p,Ξp),
ǫ2 < ǫ2(δ; p,Ξp).
(7.21)
Lemma 7.16. There exist positive numbers as in (7.20) with the following proper-
ties: Suppose we are in Situation 7.15 (1)-(7), (7.19) and (7.21). Then there exists
a collection of marked points
~wx;p, ~wp;p, ~wqj ,p (j = 1, . . . , n),
such that
(1) wx;p,i ∈ Σx, wp;p,i ∈ Σp and wqj ;p,i ∈ Σqj,Sj .
(2) ux(wx;p,i) ∈ Np,i, up(wp;p,i) ∈ Np,i and uqj(wqj ;p,i) ∈ Np,i.
(3)
d((Σqj+1 , ~zqj+1 ,~zqj+1 ∪ ~wqj+1,p), (Σqj,Sj , ~zqj,Sj ,~zqj,Sj ∪ ~wqj ,p)) < δ,
d((Σq1 , ~zq1 ,~zq1 ∪ ~wq1;p), (Σp, ~zp,~zp ∪ ~wp;p) < δ,
d((Σp, ~zp,~zp ∪ ~wp,p), (Σx, ~zx,~zx ∪ ~wx,p)) < δ,
d((Σqn,Sn , ~zqn,Sn ,~zqn,Sn ∪ ~wqn,p), (Σp, ~zp,~zp ∪ ~wp)) < δ.
Here d’s are the metrics on various moduli spaces of marked stable curves
which we fix. ~zqj,Sj (resp. ~zqj,Sj ) are boundary (resp. interior) marked or
nodal points of qj contained in Σqj,Sj .
Proof. Using Implicit Function Theorem and the assumptions, we can find ~wqj ,p
(j = 1, . . . , n) which have the required properties, by upward induction on j. Then
we can find ~wx;p, ~wp;p in the same way as the proof of Lemma 7.8. 
Lemma 7.17. Under the assumption of Lemma 7.16 we have:
d((Σp, ~wp), forgetk1
j+1
+1,ℓ1
j+1
+ℓ′;0,ℓ′(Σqj,Sj , ~zqj,Sj ,~zqj,Sj ∪ ~wq;p)) < δ,
d((Σp, ~wp), forgetk1
j
+1,ℓ1
j
+ℓ′;0,ℓ′(Σqj , ~zqj ,~zqj ∪ ~wqj ,p)) < δ,
d((Σp, ~wp), forgetk+1,ℓ+ℓ′;0,ℓ′(Σp, ~zp,~zp ∪ ~wp,p)) < δ,
d((Σp, ~wp), forgetk+1,ℓ+ℓ′;0,ℓ′(Σx, ~zx,~zx ∪ ~wx,p)) < δ.
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Proof. Using the fact that
forgetk1
j+1
+1,ℓ1
j+1
+ℓ′;0,ℓ′(Σqj,Sj , ~zqj,Sj ,~zqj,Sj ∪ ~wqj ;p)
= forgetk1
j
+1,ℓ1
j
+ℓ′;0,ℓ′(Σqj , ~zqj ,~zqj ∪ ~wqj ,p)
and the continuity of the forgetful map, we can prove the lemma by the same
induction as Lemma 7.16. 
By Lemma 7.17 and the trivialization of the universal family, we obtain smooth
embeddings
Φ̂qj ,~q,p;Ξp : Supp(Ep)→ Σqj ,
Φ̂p,~q,p;Ξp : Supp(Ep)→ Σp,
Φ̂x,~q,p;Ξp : Supp(Ep)→ Σx,
(7.22)
in the same way as we obtained (7.6). (Strictly speaking, construction of Φ̂qj ,~q,p;Ξp
involves only the subset {qj+1, . . . ,qn} of ~q but for the simplicity of notation, we
suppress this in our notation which should not confuse readers.)
Lemma 7.18. Under the assumption of Lemma 7.16 the maps (7.22) have the
following properties.
(1) We have
dC2,Supp(Ep)
Ä
uqj ◦ Φ̂qj ,~q,p;Ξp , up
ä
< δ,
dC2,Supp(Ep)
Ä
up ◦ Φ̂p,~q,p;Ξp , up
ä
< δ,
dC2,Supp(Ep)
Ä
ux ◦ Φ̂x,~q,p;Ξp , up
ä
< δ.
(7.23)
(2) We have
δ|∂ Φ̂qj ,~q,p;Ξq(x)| > |∂ Φ̂qj ,~q,p;Ξp(x)|,
δ|∂ Φ̂p,~q,p;Ξp(x)| > |∂ Φ̂p,~q,p;Ξq(x)|,
δ|∂ Φ̂x,~q,p;Ξq(x)| > |∂ Φ̂x,~q,p;Ξq(x)|
(7.24)
for each x ∈ Supp(Ep).
The proof is the same as the proof of Lemma 7.11.
Now using Φ̂x,~q,p;Ξp and Lemma 7.18, we obtain a map
Px,p,~q,p;Ξp : C
2(Φ̂x,~q,p;Ξp(U(Supp(Ep)));u
∗
xTX ⊗ Λ
0,1)
→ C2(U(Supp(Ep));u
∗
pTX ⊗ Λ
0,1)
(7.25)
in the same way as we obtained (7.13). Remark 7.10 also applies here. We define:
Ep,~q,p;Ξp(x) := (Px,p,~q,p;Ξp)
−1(Ep). (7.26)
Lemma 7.19. x 7→ Ep,~q,p;Ξp(x) is smooth in the sense of [FOOO8, Definition 8.7].
Proof. The proof is the same as [FOOO8, Subsection 11.2] and so is omitted. 
Remark 7.20. The subspace Ep,~q,p;Ξp(x) depends not only on x, p, p, Ξp but also
on all of ~q, ~S. In fact, we consider an element x close to p which degenerates to q
as in Figure 7. The two (almost) bubbles appearing in the figure are supposed to be
close to q. We have two choices (p,q, v1) and (p,q, v2). Then for these choices the
resulting Ep,~q,p;Ξp(x) are supported in the different part of Σx and so are linearly
independent in the obstruction bundle datum Ep(x) to be defined later.
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v0
Figure 7. Remark 7.20
On the other hand, Ep,~q,p;Ξp(x) is independent of small perturbation of p.
Lemma 7.21. Suppose p, ~q, p, Ξp satisfy the assumptions of Lemma 7.16. Then
there exists o such that if p′ ∈Mk+1,ℓ(X,L, J ;β), d(p,p′) ≤ o then
Ep,~q,p;Ξp(x) = Ep′,~q,p;Ξp(x)
when both hand sides are defined.
Proof. By assumption, the added marked points ~wx,p, which is defined by two
different choices p, ~q, p,Ξp and p
′, ~q, p,Ξp, are close to each other. Then by applying
Implicit Function Theorem using Lemma 7.16 (2), we derive they coincide. The
lemma is a consequence of this fact and the way how the space Ep,~q,p;Ξp(x) is
defined in (7.16). 
8. Existence of Disk-component-wise system of obstruction bundle
data 2
In this section we will choose an appropriate set of equivalence classes of the
choices of ~q, p,Ξp for each p ∈ Mk+1,ℓ(X,L, J ;β), and the obstruction bundle
data Ep(x) will be a direct sum of Ep,~q,p;Ξp(x) for such choices. Such equivalence
class will be called a quasi-component. Finding a good choice of a set of quasi-
components for each p is the main task to carry out.
Definition 8.1. Let T C be the set of triples (k, ℓ, β) such that k, ℓ ∈ Z≥0, β ∈
H2(X,L;Z) and Mk+1,ℓ(X,L, J ;β) 6= ∅.
Let (ki, ℓi, βi) ∈ T C (i = 1, 2). We say (k1, ℓ1, β1) < (k2, ℓ2, β2) if one of the
following conditions is satisfied.
(1) ω(β1) < ω(β2).
(2) ω(β1) = ω(β2), ℓ1 < ℓ2.
(3) ω(β1) = ω(β2), ℓ1 = ℓ2, k1 < k2.
We note that the following is an immediate consequence of Gromov compactness.
Lemma 8.2. For any (k, ℓ, β) ∈ T C , there exists only a finite number of (k′, ℓ′, β′) ∈
T C such that (k′, ℓ′, β′) < (k, ℓ, β).
We will associate various objects toMk+1,ℓ(X,L, J ;β) inductively on this order
<. The objects we will construct are as follows.
(ob1) A finite subset P(k, ℓ, β) ⊂M◦k+1,ℓ(X,L, J ;β).
(ob2) For each p ∈ P(k, ℓ, β), we take its open neighborhoodK◦(p) inM◦k+1,ℓ(X,L, J ;β)
so that its closureK(p) inM◦k+1,ℓ(X,L, J ;β) is a compact subset contained
in M◦k+1,ℓ(X,L, J ;β).
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(ob3) We take a type I strong stabilization data together with an obstruction
space Ep at p, which we denote by Ξp.
We will construct other objects Fk+1,ℓ,β , F
◦
k+1,ℓ,β which will be described later.
(See (ob4) right above Condition 8.12.)
We start describing the conditions we require for them. (Existence of the objects
satisfying those conditions will be proved in Proposition 8.17 later.) Let
p ∈ P(k, ℓ, β), q ∈ K(p).
We require K(p) to be sufficiently small so that Condition 8.3 below holds. Let
~wp be the additional interior marked points which are a part of Ξp. If K(p) is
sufficiently small, there exists ~wq,p such that q ∪ ~wq,p is ǫ-close to p ∪ ~wp. In
particular,
(Σq, ~wq,p) ∈ Φ
Ç
Vdp ×
∏
v
Vsp,v × (D
2(c))ms
å
(8.1)
where Φ is the map (7.7) induced by Ξp. Therefore in the same way as in Section
7, we obtain an embedding
Φˆq,p;Ξp : Supp(Ep)→ Σq (8.2)
and then a map
Pq,p;Ξp : C
2(Φˆq,p;Ξp(U(Supp(Ep))), u
∗
qTX ⊗ Λ
0,1)
→ C2(U(Supp(Ep)), u
∗
pTX ⊗ Λ
0,1)
(8.3)
where U(Supp(Ep)) is a sufficiently small open neighborhood of Supp(Ep). Then
we define
Eq,p;Ξp(q) = (Pq,p;Ξp)
−1(Ep). (8.4)
Condition 8.3. We require that K(p) is so small that (8.1) holds, (8.2),(8.3) are
well defined, and Definition 7.6 (2)(3) hold with Ep replaced by Eq,p;Ξp(q).
We remark that if p = q then Definition 7.6 (2)(3) hold by assumption. Therefore
Condition 8.3 holds if K(p) is sufficiently small.
We denote by T0 ∈ G(k+1, ℓ, β) the unique element which has only one interior
vertex. We call it the trivial element.
Now we will discuss the relationship between the data given above and the
construction of Subsection 7.2.
Situation 8.4. We consider p, qj , p, Tj , Sj (j = 1, . . . , n for some n) as in
Situation 7.15, except we require
(3)’ d(p,q1) < ǫ(k, ℓ, β).
(5)’ For j ≤ n− 1 we require qj,Sj ∈ Mkj+1+1,ℓj+1(X,L, J ;βj+1) and
d(qj,Sj ,qj+1) < ǫ(kj+1, ℓj+1, βj+1). (8.5)
instead of (3), (5). Here ǫ(k, ℓ, β) is a sufficiently small positive number depending
only on k, ℓ, β and is to be determined later.
Moreover we assume
(8) p ∈ P(kn, ℓn, βn).⋄
We consider x ∈ Bǫ0(X ,p). (Here ǫ0 depends on p etc. and will be determined
later.) Note that the conditions on the distance appearing in (3)’,(5)’ are similar
to but slightly different from (3),(5) in Situation 7.15. They are related as follows.
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Lemma 8.5. We may choose ǫ(k, ℓ, β) so that if (1),(2),(3)’,(4),(5)’,(6),(7),(8)
above hold then (3),(5) of Situation 7.15 hold.
Namely, Lemma 8.5 claims the uniformity of the constants ǫ1,j(δ;qj , . . . ,qn, p,Ξp)
and ǫ2(δ; p,Ξp). In (7.20) they depend on p,q1, . . . ,qn. However, Lemma 8.5 as-
serts that we can choose them which depend only on kj , ℓj, βj and that the con-
clusions of Lemmas 7.16, 7.17 and 7.18 hold. We prove this technical Lemma 8.5
at the end of this section using compactness of various spaces.
Now we apply Lemma 7.16 to obtain ~wx;p, ~wp;p ~wqj ,p (j = 1, . . . , n). Then we
use Lemma 7.17 to obtain smooth embeddings
Φ̂x,p,~q,p;Ξp : Supp(Ep)→ Σx (8.6)
as in (7.6). Note ~wp;p also depends on ~q so we write ~wp,~q;p. Then Lemma 8.5
enables us to define the following notion.
Definition 8.6. We call (p, ~q, p; ~T, ~S) as in Situation 8.4 a quasi-splitting sequence.
Suppose (p, ~q(c), p; ~T(c), ~S(c)) for c = 1, 2 are quasi-splitting sequences (with the
same p, p). We say that they are equivalent if
~wp,~q(1),p = ~wp,~q(2),p.
An equivalence class of quasi-splitting sequence is called a quasi-component.
Let QC k+1,ℓ(X,L, J ;β) be the set of all quasi-components. There is a map
Π : QC k+1,ℓ(X,L, J ;β)→Mk+1,ℓ(X,L, J ;β) (8.7)
which assigns p to an equivalence class of (p, ~q, p; ~T, ~S). We say an element ξ of
QC k+1,ℓ(X,L, J ;β) is a quasi-component of p if Π(ξ) = p. We write an element
of QC k+1,ℓ(X,L, J ;β) as
(p, ξ, p)
where p and p are the first and the last element of the sequence. We put
~wp,ξ,p = ~wp,~q,p
if ξ is the equivalence class of (p, ~q, p; ~T, ~S).
We note that
Φ̂x,p,~q(1),p;Ξp = Φ̂x,p,~q(2),p;Ξp ,
if (p, ~q(1), p; ~T(1), ~S(1)) is equivalent to (p, ~q(2), p; ~T(2), ~S(2)). Therefore for each
quasi-component (p, ξ, p) we can associate an embedding
Φ̂(x,p,ξ,p) : Supp(Ep)→ Σx. (8.8)
It then induces a map
P(x,p,ξ,p) :C
2(Φ̂(x,p,ξ,p)(U(Supp(Ep)));u
∗
xTX ⊗ Λ
0,1)
→ C2(U(Supp(Ep));u
∗
pTX ⊗ Λ
0,1)
(8.9)
in the same way as (7.25). We define
Ep,ξ,p(x) = (P(x,p,ξ,p))
−1(Ep). (8.10)
Compare this with (7.26). Here Ep is a part of the data Ξp.
The obstruction bundle data {Ep(x)} we will construct is the direct sum of
Ep,ξ,p(x) for an appropriate set of quasi-components of p. We need a careful choice
of the set of the quasi-components so that it satisfies the required properties. The
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discussion of the process of choosing such a set of quasi-components will follow. We
first observe:
Lemma 8.7. For each p ∈Mk+1,ℓ(X,L, J ;β) the set Π−1(p) of quasi-components
of p is a finite set.
Proof. It follows from Lemma 7.8 and transversality imposed on Np,i in Definition
7.3 that each wp,i carries its sufficiently small connected neighborhood Ui ⊂ Σp
such that Ui ∩ ~wp is a single point, i.e.,
Ui ∩ ~wp = {wp,i}
and up ◦ Φ̂(p,ξ,p) : Ui → X and up : Ui → X are C
2-close embeddings for all
possible such choice (p, ξ, p). Recall that, for given p, the number of possible p
which appear in the quasi-component (p, ξ, p) of p is finite by Lemma 8.2 and
finiteness of P(k, ℓ, β).
For any (p, ξ, p), we put U ′i,ξ = Φ̂(p,ξ,p)(Ui). Then by the above mentioned
C2-closeness we have ∫
U ′
i,ξ
u∗pωX >
1
2
∫
Ui,ξ
u∗pωX > c (8.11)
for some positive number c independent of i, ξ.
Now consider two different quasi-components (p, ξ, p) and (p, ξ′, p). We put
U ′i,ξ′ = Φ̂(p,ξ′,p)(Ui) similarly as Ui,ξ. Then there exists i such that
wp,ξ,p,i 6= wp,ξ′,p,i, wp,ξ,p,i ∈ U
′
i,ξ, wp,ξ′,p,i ∈ U
′
i,ξ′ (8.12)
by the definition of the equivalence class ξ. It follows from the C2-closeness of
up ◦ Φ̂(p,ξ,p) and up ◦ Φ̂(p,ξ′,p), transversality imposed on Np,i and the embedding
properties of Φ̂(p,ξ,p), Φ̂(p,ξ,p) that we have a covering map
(Φ̂(p,ξ,p))
−1 ∪ (Φ̂(p,ξ′,p))
−1 : U ′i,ξ ∪ U
′
i,ξ′ → Ui
which is a homeomorphism on each of U ′i,ξ and on U
′
i,ξ′ respectively. Therefore
(8.12) implies U ′i,ξ ∩U
′
i,ξ′ = ∅. This clearly implies that the number of such (p, ξ, p)
must be finite, otherwise we would have
∞ >
∫
Σp
u∗pωX ≥
∑
(p,ξ,p)
∫
U ′
i,ξ
u∗pωX =∞,
a contradiction. Here we use (8.11). This finishes the proof. 
Let F be a subset ofQC k+1,ℓ(X,L, J ;β). For a given point p ∈Mk+1,ℓ(X,L, J ;β)
we put
F (p) = Π−1(p) ∩F ,
which is a finite set. In this way we regard the assignment F : p 7→ F (p) as
a map which assigns a finite set of quasi-components of p to an element p of
Mk+1,ℓ(X,L, J ;β). We call F a quasi-component choice map.
We next define a topology on QC k+1,ℓ(X,L, J ;β) using the next lemma.
Let p ∈ Mk+1,ℓ(X,L, J ;β). We fix stabilization and trivialization data at p in
the sense of [FOOO8, Definition 4.9]. Then if p′ ∈ Mk+1,ℓ(X,L, J ;β) is close to
p, we can define a map Φˆp′p : Σp(~ǫ)→ Σp′ . (See [FOOO8, Lemma 3.9].)
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Lemma 8.8. There are neighborhoods U(p) of p inMk+1,ℓ(X,L, J ;β) and U(wp,ξ,p,i)
of wp,ξ,p,i in Σp such that if p
′ ∈ U(p) and (p, ξ, p) is an quasi-component of p,
then there exists uniquely a quasi-component (p′, ξ′, p) of p′ with the same p such
that wp′,ξ′,p,i ∈ Φˆp′p(U(wp,ξ,p,i)).
Proof. Let (p, ~q, p) be a quasi-splitting sequence representing (p, ξ, p). It follows
from definition that (p′, ~q, p) is also a quasi-splitting sequence if p′ is sufficiently
close to p. We thus obtain (p′, ξ′, p).
The quasi-component ξ′ is independent of the representative of ξ because the
point wp′,ξ′,p,i which is close to wp,ξ,p,i and up′(wp′,ξ′,p,i) ∈ Np,i is unique. The
uniqueness in the statement of Lemma 8.8 follows from the same fact. 
Definition 8.9. We define a topology on QC k+1,ℓ(X,L, J ;β) as follows.
Let (p, ξ, p) ∈ QC k+1,ℓ(X,L, J ;β). By Lemma 8.8 we obtain a neighborhood
U(p) and an injective map U(p)→ QC k+1,ℓ(X,L, J ;β) which sends p′ to (p′, ξ, p).
We define a neighborhood system of (p, ξ, p) by sending one of p by this map.
Lemma 8.10. This topology is Hausdorff. The map Π : QC k+1,ℓ(X,L, J ;β) →
Mk+1,ℓ(X,L, J ;β) is a local homeomorphism. Namely for each point x ∈ QC k+1,ℓ(X,L, J ;β)
there exist neighborhoods of x and of Π(x) so that Π induces a homeomorphism be-
tween them.
The proof is easy and is omitted.
Definition 8.11. A quasi-component choice map F is said to be open (resp.
closed) if it is open (resp. closed) as a subset of QC k+1,ℓ(X,L, J ;β).
The closure of a quasi-component choice map is defined to be the closure as a
subset of QC k+1,ℓ(X,L, J ;β).
F is said to be proper if the restriction of Π toF is a proper map (toMk+1,ℓ(X,L, J ;β)).
Other objects we will construct are:
(ob4) Quasi-component choice maps F ◦k+1,ℓ,β and Fk+1,ℓ,β for each (k, ℓ, β) ∈
T C .
We describe the conditions we require for F ◦k+1,ℓ,β and Fk+1,ℓ,β below.
Condition 8.12. F ◦k+1,ℓ,β is open. Fk+1,ℓ,β contains its closure and is proper.
F ◦k+1,ℓ,β and Fk+1,ℓ,β are invariant under the action of extended automorphism
group in an obvious sense.
We require three more conditions. The first one is Condition 8.13 which de-
scribes F ◦k+1,ℓ,β , Fk+1,ℓ,β at the boundary points of Mk+1,ℓ(X,L, J ;β). Let p ∈
M◦k+1,ℓ(X,L, J ;β)(T) where T = (T , β(·), l(·)) is nontrivial, i.e., T has at least two
interior vertices. (See Definition 2.13 and (4.5) for this notation.) For an interior
vertex v of T , we obtain pv ∈M◦kv+1,ℓv(X,L, J ;β(v)). Let us define a map
Ip,v : Π
−1(pv)→ Π
−1(p). (8.13)
Note that Π is the map (8.7) and Π−1(pv) is the set of all quasi-components of pv.
Consider a quasi-component (pv, ξ, p; ~T, ~S) of pv. We put S
′
1 = {v} and q
′
1 = pv.
If ξ is represented by a sequence qi, Si, we put q
′
i+1 = qi and shift the index
of ~S by 1 to obtain ~S′. ~T′ is obtained from q′i automatically. We thus obtain a
quasi-component (p, ξ′, p; ~T′, ~S′) of p. We define
Ip,v(pv, ξ, p; ~T, ~S) := (p, ξ
′, p; ~T′, ~S′).
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Condition 8.13. (Boundary stratifications) For p ∈ M◦k+1,ℓ(X,L, J ;β)(T)
with nontrivial T = (T , β(·), l(·)), F ◦k+1,ℓ,β(p) is the set of all equivalence classes
of quasi-components (p, ξ′, p) as above, where we take all possible choices of v and
(pv, ξ, p) ∈ F ◦kv,ℓv,β(v)(pv). In other words,
F
◦
k+1,ℓ,β(p) =
⋃
v∈Cint
0
(T )
Ip,v(F
◦
kv+1,ℓv,βv(pv)). (8.14)
The same holds if we replace F ◦ by F . Namely
Fk+1,ℓ,β(p) =
⋃
v∈Cint0 (T )
Ip,v(Fkv+1,ℓv,βv(pv)). (8.15)
It is easy to see that both of the right hand sides of (8.14) and (8.15) are disjoint.
The remaining two conditions we require are related to transversality. For p ∈
Mk+1,ℓ(X,L, J ;β) we consider the sum:∑
(p,ξ,p)∈Fk+1,ℓ,β(p)
Ep,ξ,p(p) ⊂ C
∞(Σp;u
∗
pTX ⊗ Λ
0,1). (8.16)
Here we note
φ̂(p,p,ξ,p)(U(Supp(Ep))) ⊂ Σp
in (8.8) with x = p.
Condition 8.14. (Direct sum) The sum (8.16) is a direct sum which we denote
by:
Ep;F (p) =
⊕
(p,ξ,p)∈Fk+1,ℓ,β(p)
Ep,ξ,p(p) ⊂ C
∞(Σp;upTX ⊗ Λ
0,1). (8.17)
For a given point p ∈ Mk+1,ℓ(X,L, J ;β), we may take ǫ0(p) > 0 small so that
if x ∈ Bǫ0(p)(X ,x) then Ep,ξ,p(x) as in (8.10) is defined and we have the sums
Ep;F (x) =
⊕
(p,ξ,p)∈Fk+1,ℓ,β(p)
Ep,ξ,p(x) ⊂ C
2(Σx;uxTX ⊗ Λ
0,1),
E◦p;F (x) =
⊕
(p,ξ,p)∈F◦
k+1,ℓ,β
(p)
Ep,ξ,p(x) ⊂ C
2(Σx;uxTX ⊗ Λ
0,1).
Note that the sums in the right hand sides are direct sums by Condition 8.14.
Condition 8.15. (Transversality) We consider the operator
Dup∂ : W
2
m+1((Σp, ∂Σp);u
∗
pTX, u
∗
pTL)→ L
2
m(Σp, u
∗
pTX ⊗ Λ
0,1)
as in [FOOO8, (5.1)]. Then we require
ImDup∂ + E
◦
p;F (p) = L
2
m(Σ, u
∗
pTX ⊗ Λ
0,1).
Moreover for the evaluation map
EV :W 2m+1((Σp, ∂Σp);u
∗
pTX, u
∗
pTL)→ Tup(z0)L
at z0, the restriction
EV : (Dup∂)
−1(E◦p;F (p))→ Tup(z0)L
is surjective, and the action of Aut(p) on (Dup∂)
−1(E◦
p;F (p))/aut(Σp, ~zp,~zp) is
effective.
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Now we have the following two results.
Proposition 8.16. Suppose we have objects as in (ob1)-(ob4) and constants ǫ(k, ℓ, β) >
0 such that Conditions 8.3, 8.12, 8.13, 8.14, 8.15 and the assumption of Lemma 8.5
are satisfied. Then we can choose ǫ0(p) > 0 for each p such that Up = Bǫ0(p)(X ,p)
and {Ep;F (x)} is a system of obstruction bundle data, which is disk component
wise.
Proposition 8.17. There exist objects as in (ob1)-(ob4) and constants ǫ(k, ℓ, β) >
0 such that Conditions 8.3, 8.12, 8.13, 8.14, 8.15 and the assumption of Lemma
8.5 are satisfied.
It is obvious that Propositions 8.16 and 8.17 imply Theorem 5.4. Thus to prove
Theorem 5.4 it remains to prove Propositions 8.16 and 8.17 and Lemma 8.5.
Proof of Proposition 8.16. We first check that {Ep;F (x)} is obstruction bundle
data. Definition 3.1 (1) is obvious from construction. Definition 3.1 (2) (smooth-
ness) is a consequence of Lemma 7.19.
Definition 3.1 (3) (transversality) is a consequence of Condition 8.15 for x =
p. By taking ǫ0(p) > 0 small enough, we can prove the same property for x ∈
Bǫ0(p)(X ,p).
Definition 3.1 (4) (semi-continuity) is a consequence of Lemma 7.21 and the
properness of Fk+1,ℓ,β , which is a part of Condition 8.12. Definition 3.1 (5) (in-
variance under the extended automorphisms) is a consequence of the invariance of
Fk+1,ℓ,β , which is a part of Condition 8.12.
We then observe that disk-component-wise-ness (5.1) is an immediate conse-
quence of Condition 8.13 and the definition. 
Proof of Proposition 8.17. The proof is by induction on (k, ℓ, β) with respect to
the order <. We first consider the case when (k, ℓ, β) is minimal. In this case
G(k + 1, ℓ, β) consists of one element, the trivial element T0. We can construct
P(k, ℓ, β), Ξp and K◦(p) for its element p in the same way as [FOOO8, Section 11].
In fact, the set P(k, ℓ, β) is the set {p1, . . . ,pP} appearing right above [FOOO8,
(11.7)]. HereK◦(p) is the same as [FOOO8, Section 11]. Conditions 8.3 is obviously
satisfied from construction.
In this case QC k+1,ℓ(X,L, J ;β) consists of the pair (p, p) such that p ∈ K◦(p).
We define Fk+1,ℓ,β as follows. We take compact subsets K−(p) ⊂ K◦(p) such that⋃
p
IntK−(p) =Mk+1,ℓ(X,L, J ;β). (8.18)
We then put
F
◦
k+1,ℓ,β(p) = {(p, p) | p ∈ IntK−(p)},
Fk+1,ℓ,β(p) = {(p, p) | p ∈ K−(p)}.
Condition 8.12 is immediate. Condition 8.13 is void in this case. Note that (p, p)
is the case n = 0 of Situation 7.15.
In the same way as [FOOO8, Lemma 11.7] we can perturb Ep by an arbitrary
small amount so that Condition 8.14 holds. Condition 8.15 is a consequence of
(8.18). We have thus completed the proof for the minimal (k, ℓ, β), that is the first
step of the induction.
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Next we assume that we have obtained F ◦k′,ℓ′,β′ and Fk′,ℓ′,β′ satisfying the re-
quired conditions for all (k′, ℓ′, β′) with (k′, ℓ′, β′) < (k, ℓ, β). We will prove the
same conclusion for the case of (k, ℓ, β).
We first define an open subset F ◦′k+1,ℓ,β and a proper subsetF
′
k+1,ℓ,β ofQC k+1,ℓ(X,L, J ;β).
After that, we will modify them to obtain the desired F ◦k+1,ℓ,β and Fk+1,ℓ,β .
First consider the case p ∈ ∂Mk+1,ℓ(X,L, J ;β) and define F ◦′k+1,ℓ,β(p) and
F ′k+1,ℓ,β(p) by the right hand sides of (8.14), (8.15) respectively. Then we can
show the following.
Lemma 8.18. ⋃
p∈∂Mk+1,ℓ(X,L,J;β)
F
◦′
k+1,ℓ,β(p)
is an open subset of Π−1(∂Mk+1,ℓ(X,L, J ;β)) ⊂ QC k+1,ℓ(X,L, J ;β).
Proof. Let p ∈ ∂Mk+1,ℓ(X,L, J ;β) and pj ∈ ∂Mk+1,ℓ(X,L, J ;β). Suppose (pj , ξj , pj)
is a sequence of quasi-components converging to (p, ξ, p) ∈ F ◦′k+1,ℓ,β(p). It suffices
to show that (pj , ξj , pj) ∈ F ◦′k+1,ℓ,β(pj) for sufficiently large j. It is easy to see that
pj = p for sufficiently large j.
We take marked decorated rooted ribbon trees T(0) and T(1) such that
p ∈M◦k+1,ℓ(X,L, J ;β)(T(0)),
pj ∈M
◦
k+1,ℓ(X,L, J ;β)(T(1)).
(8.19)
(We may take T(1) to be independent of j by taking a subsequence if necessary.)
By (8.14) (8.15), there exists an interior vertex v0 of T(0) such that
(p, ξ, p) = Ip,v0(pv0 , ξ
′
0, p)
for (pv0 , ξ
′
0, p) ∈ F
◦′
k′′+1,ℓ′′,β′′(pv0). More specifically ξ = (pv0 , ξ
′
0).
Note T(0) ≤ T(1). Therefore there exists a surjective map T(0) → T(1). Let v be
the image of v0 under this map.
Using the fact that (pj , ξj , p) converges to (p, ξ, p), we can easily show that there
exists a sequence of quasi-components ((pj)v, ξ
′
j , p), which corresponds to (pj , ξj , p)
in the same way as above.
Let S be the inverse image of v under the map T(0) → T(1). Then by (8.14)
(8.15), there exists (pS, ξ∞, p) ∈ F ◦′k′+1,ℓ′,β′(pS) which corresponds to (pv0 , ξ
′
0, p).
Moreover we can show that ((pj)v, ξ
′
j , p) converges to (pS, ξ∞, p).
Since T(1) is nontrivial, (k
′, ℓ′, β′) < (k, ℓ, β). Therefore by the induction hypoth-
esis we have ((pj)v, ξ
′
j , p) ∈ F
◦′
k′+1,ℓ′,β′((pj)v) for sufficiently large j. Therefore by
(8.14) (8.15) again, we have (pj , ξj , pj) ∈ F ◦′k+1,ℓ,β(pj) for sufficiently large j. 
Lemma 8.19. The restriction of Π to⋃
p∈∂Mk+1,ℓ(X,L,J;β)
F
′
k+1,ℓ,β(p)
is a proper map to ∂Mk+1,ℓ(X,L, J ;β).
Proof. Let pj ,p ∈ ∂Mk+1,ℓ(X,L, J ;β) and suppose that pj converges to p. Let
(pj , ξj , p) ∈ F ′k+1,ℓ,β(pj). It suffices to show that (pj , ξj , p) has a subsequence
which converges to an element (p, ξ, p) ∈ F ′k+1,ℓ,β(p).
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We take marked decorated rooted ribbon trees T(0) and T(1) such that (8.19)
holds. (We take a subsequence of {pj} if necessary.) We may assume that there
exists a sequence of interior vertices {vj} contained in T(1) such that
Ipj ,vj((pj)vj , ξj , p) = (pj , ξj , p).
Then we may assume vj = v is independent of j. Let S be the subgraph which is
the inverse image of v in T(0). Using Lemma 4.10, we find that (pj)v converges to
pS. The non-triviality of T(1) and the induction hypothesis show that we have a
subsequence such that (pjv, ξj , p) converges to (pS, ξ
′, p) ∈ F ′k′+1,ℓ′,β′(pS). Using
(8.14) (8.15) twice, (pS, ξ
′, p) corresponds to an element (p, ξ, p) ∈ F ′k+1,ℓ,β(p), to
which (pj , ξj , p) converges. 
We have thus defined F ′k+1,ℓ,β(p), F
◦′
k+1,ℓ,β(p) for p ∈ ∂Mk+1,ℓ(X,L, J ;β).
We next extend their definitions to a neighborhood of the boundary. We take a
sufficiently small ρ > 0, with the following properties. Let (p, ξ, p) be an element
of F ′k+1,ℓ,β(p) with p ∈ ∂Mk+1,ℓ(X,L, J ;β) and p
′ ∈ Mk+1,ℓ(X,L, J ;β) with
d(p,p′) < ρ. Then there exists a representative (p, ~q, p) of (p, ξ, p) such that
(p′, ~q, p) is a quasi-splitting sequence. Existence of such ρ is a consequence of
Lemma 8.19. We may take ρ > 0 so small that (p′, ~q, p) does not depend on the
representative. We denote it by (p′, ξ, p).
Now for p′ ∈Mk+1,ℓ(X,L, J ;β) we define:
Definition 8.20. For ρ > 0 as above, F ′k+1,ℓ,β(p
′) is defined by the set of all
(p′, ξ, p) such that
(1) There exists p ∈ ∂Mk+1,ℓ(X,L, J ;β).
(2) There exists (p, ξ, p) ∈ F ′k+1,ℓ,β(p).
(3)
d(p′,p) ≤ 2d(p′, ∂Mk+1,ℓ(X,L, J ;β)) ≤ ρ/10.
We define F ◦′k+1,ℓ,β(p) to be the set of all (p
′, ξ, p) such that
(1) There exists p ∈ ∂Mk+1,ℓ(X,L, J ;β).
(2) There exists (p, ξ, p) ∈ F ◦′k+1,ℓ,β(p).
(3) p = p′ or
d(p′,p) < 2d(p′, ∂Mk+1,ℓ(X,L, J ;β)) < ρ/10.
Lemma 8.18 implies that F ◦′k+1,ℓ,β is open and Lemma 8.19 implies that F
′
k+1,ℓ,β
is proper. By Item (3), Definition 8.20 coincides with previously defined F ◦′k+1,ℓ,β ,
F ′k+1,ℓ,β on the boundary. Therefore F
◦′
k+1,ℓ,β satisfies (8.14), (8.15).
We claim that we can choose ρ so small that F ◦′k+1,ℓ,β and F
′
k+1,ℓ,β satisfy
Conditions 8.14 and 8.15 in a small neighborhood of ∂Mk+1,ℓ(X,L, J ;β). Indeed,
this is an immediate consequence of (8.14), (8.15) and the induction hypothesis on
∂Mk+1,ℓ(X,L, J ;β). Then it holds on its small neighborhood.
Now we choose (ob1)(ob2)(ob3) for (k, ℓ, β). Then including them and quasi-
splitting sequence of the form (p, p) with p ∈ P(k, ℓ, β) we define Fk+1,ℓ,β and
F ◦k+1,ℓ,β . This step is mostly the same as the first step of induction. The only
difference is we require that ⋃
p∈P(k,ℓ,β)
IntK−(p)
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contains Mk+1,ℓ(X,L, J ;β) minus a small neighborhood of ∂Mk+1,ℓ(X,L, J ;β)
instead of (8.18) and K(p) ⊂ M◦k+1,ℓ(X,L, J ;β). Here the small neighborhood
above is taken so that F ◦′k+1,ℓ,β and F
′
k+1,ℓ,β satisfy Condition 8.15 there.
The proof of Proposition 8.17 is now complete. 
Proof of Lemma 8.5. We first consider Lemma 7.16 and show that there exists
ǫ(k, ℓ, β) > 0 such that if (1),(2),(3)’,(4),(5)’,(6),(7),(8) in Situations 7.15 and 8.4
hold then Lemma 7.16 hold.
Since p runs in a finite set, existence of ~wqn,p under the assumption
d(qn,Sn , p) ≤ ǫ(k
′, ℓ′, β′) (8.20)
for certain ǫ(k′, ℓ′, β′) is obvious. (Here p ∈ Mk′+1,ℓ′(X,L, J ;β
′).) Using the
compactness of various moduli spaces involved, the set of qn satisfying (8.20) is
obviously compact. Therefore we can find ǫ(kn, ℓn, βn) such that if qn,qn−1,Sn−1 ∈
Mkn+1,ℓn(X,L, J ;βn) satisfies
d(qn−1,Sn−1 ,qn) ≤ ǫ(kn, ℓn, βn)
and qn satisfies (8.20) then ~wqn−1,p exists. We thus find the required ǫ(k, ℓ, β) by
induction.
We consider the sequence qj , p such that (8.20),
d(qj,Sj ,qj+1) ≤ ǫ(kj+1, ℓj+1, βj+1)
d(p,q1) ≤ ǫ(k, ℓ, β)
are satisfied. They form a compact set. Moreover (Σqj , ~zqj ,~zqj ∪ ~wqj ,p) and
(Σp, ~zp,~zp∪ ~wp,p) depend continuously on them. Using this fact and inspecting the
proofs of Lemmas 7.17, 7.18 we can easily prove existence of ǫ(k, ℓ, β) such that if
(1),(2),(3)’,(4),(5)’,(6),(7),(8) in Situations 7.15 with this constant holds then the
conclusions of Lemmas 7.16, 7.17 hold. The proof of Lemma 8.5 is complete. 
Therefore the proof of Theorem 5.4 is now complete. 
9. Uniqueness of Kuranishi structures up to pseudo isotopy
9.1. The case of a single K-space. We first recall the notion of KK-embedding
of Kuranishi structures.
Definition 9.1. ([FOOO5, Definition 3.20]). LetM be a compact metrizable space
and‘U (i) = ({U (i)p }, {Φ(i)pq}) a Kuranishi structure on it, for i = 1, 2. A strict KK-
embedding‘U (1) →‘U (2) assigns an embedding of Kuranishi charts Φp : U (1)p → U (2)p
to each p ∈M such that
Φp ◦ Φ
(1)
pq|U(1)pq ∩ϕ−1q (U
(2)
pq )
= Φ(2)pq ◦ Φq|U(1)pq ∩ϕ−1q (U
(2)
pq )
. (9.1)
A KK embedding of germs of Kuranishi structures is by definition the germ of
a strict KK embedding between the representatives. We can compose two KK-
embeddings in an obvious way. ([FOOO5, Definition 5.16].)
An explanation of the notations in Definition 9.1 is in order. A Kuranishi chart
U
(i)
p is given by (U
(i)
p , E
(i)
p , s
(i)
p , ψ
(i)
p ) where U
(i)
p is a Kuranishi neighborhood (an
orbifold), E
(i)
p is an obstruction bundle (a vector bundle on it), s
(i)
p is a Kuran-
ishi map (a section of the obstruction bundle) and ψ
(i)
p : (s
(i)
p )−1(0) → M is a
parametrization map (a homeomorphism onto its image, which is open).
38 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
An embedding of Kuranishi charts Φpq : (Uq, Eq, sq, ψq)→ (Up, Ep, sp, ψp) is a
triple (Upq, ϕpq, ϕˆpq), where Upq ⊂ Uq is an open subset, ϕpq : Upq → Up is an
embedding of orbifolds, and ϕˆpq : Eq|Upq → Ep is an embedding of vector bundles
15
which covers ϕpq. We require the embedding Φpq to satisfy certain compatibility
with Kuranishi map and parametrization map. See [FOOO5, Definition 3.2].
For a system ‘U (i) = ({U (i)p }, {Φ(i)pq}) of Kuranishi charts U (i)p and embeddings
Φ
(i)
pq : U
(i)
q → U
(i)
p to form a Kuranishi structure, we require appropriate compati-
bility conditions. See [FOOO5, Definition 3.8].
Definition 9.2. (1) Let E (i) = {E
(i)
p (x)} be two obstruction bundle data of
Mk+1,ℓ(X,L, J ;β) for i = 1, 2. We say E (1) is contained in E (2) and write
E (1) ⊆ E (2) if for each p ∈ Mk+1,ℓ(X,L, J ;β) there exists its neighborhood
Up in Xk+1,ℓ(X,L;β) such that E
(1)
p (x) ⊆ E
(2)
p (x) for x ∈ Up.
(2) We say two obstruction bundle data E , E ′ are equivalent if there exist
obstruction bundle data E i, i = 0, . . . , 2m such that:
(a) E 0 = E , E 2m = E ′.
(b) E 2j−1 ⊇ E 2j ⊆ E 2j+1.
Proposition 9.3. Let E (i) = {E
(i)
p (x)} be obstruction bundle data ofMk+1,ℓ(X,L, J ;β)
and‘U (i) a Kuranishi structure onMk+1,ℓ(X,L, J ;β) associated to E (i) by [FOOO8,
Theorem 7.1] for i = 1, 2, 3 respectively. If E (1) ⊆ E (2), then there exists a
KK-embedding ‘U (1) → ‘U (2). Furthermore suppose E (1) ⊆ E (2) ⊆ E (3). Let
Φij :
‘U (j) →‘U (i) be the above KK embeddings for i > j. Then we have
Φ32 ◦ Φ21 = Φ31.
Proof. We recall
U (i)p = {x = [(Σx, ~zx,~zx), ux] ∈ Up | ∂ux ∈ E
(i)
p (x)}.
Therefore E
(1)
p (x) ⊆ E
(2)
p (x) implies U
(1)
p ⊆ U
(2)
p set theoretically.
16 The fact that
the inclusion map is induced by a smooth embedding of orbifolds can be proved
in the same way as the smoothness of the coordinate change given in [FOOO8,
Subsection 12.2] using [FOOO7, Theorem 6.4]. Since E
(i)
p (x) is the fiber of the
obstruction bundle the embedding U
(1)
p → U
(2)
p is covered by an embedding of
obstruction bundles. Compatibility with Kuranishi map, parametrization map, and
coordinate change can be proved in the same way as the corresponding statement
for the coordinate change ([FOOO8, Subsections 7.3 and 7.4]). The second half is
obvious from definition. 
Definition 9.4. Let‘U (i) be germs of oriented Kuranishi structures onM without
boundary for i = 1, 2. We say ‘U (1) is isotopic to ‘U (2) if there exists a Kuranishi
structure with boundary Û on [1, 2]×M with the following properties.
(1)
∂([1, 2]×M, Û) = −(M,‘U (1)) ⊔ (M,‘U (2)).
Here the underlying topological space of (M,‘U (i)) is identified with {i} ×
M, for i = 1, 2.
15orbibundles
16We remark that U
(i)
p is a subset of Xk+1,ℓ(X,L; β) for i = 1, 2.
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(2) There exists ǫ > 0 such that there exist isomorphisms of germ of Kuranishi
structures:
([1, 1 + ǫ]×M, Û |[1,1+ǫ]×M) ∼= [1, 1 + ǫ]× (M,
‘U (1))
([2− ǫ, 2]×M, Û |[2−ǫ,2]×M) ∼= [2− ǫ, 2]× (M,
‘U (2))
See [FOOO5, Subsection 4.1] for the definition of product of Kuranishi
structures.
Remark 9.5. For the definition of [1, 2] parametrized family of A∞ correspondence
over L in [FOOO6, Definition 21.15], we used a similar notion but did not assume
(2). The reason why we assume (2) here is because it is then obvious that ‘isotopic’
becomes an equivalence relation.
Lemma 9.6. Let ‘U (i) be germs of oriented Kuranishi structures on M without
boundary for i = 1, 2. Suppose there exists an orientation preserving KK-embedding
of Kuranishi structures ‘U (1) →‘U (2). Then ‘U (1) is isotopic to ‘U (2).
Proof. We use the notation of Definition 9.1 and the explanation thereafter and
will construct Kuranishi structure Û on [1, 2]×M.
Let (t,p) ∈ [1, 2]×M.
Suppose t < 3/2. We take δ < min{3/2− t, t− 1} and
U(t,p) = (t− δ, t+ δ)× U
(1)
p .
Suppose t ≥ 3/2. We take δ < 2− t and
U(t,p) = (t− δ, t+ δ)× U
(2)
p .
We next define a coordinate change between them. Let (t,p), (s,q) ∈ [1, 2] ×M
such that
(s,q) ∈ Imψ(t,p).
There are three cases.
(Case 1): t, s < 3/2. In this case we put
U(t,p)(s,q) = ((t− δ, t+ δ) ∩ (s− δ
′, s+ δ′))× U (1)pq
ϕ(t,p)(s,q) = id× ϕ
(1)
pq, ϕˆ(t,p)(s,q) = id× ϕˆ
(1)
pq.
Here δ and δ′ are chosen for (t,p) and (s,q) as above, respectively.
(Case 2): t, s ≥ 3/2. In this case we put:
U(t,p)(s,q) = ((t− δ, t+ δ) ∩ (s− δ
′, s+ δ′))× U (2)pq
ϕ(t,p)(s,q) = id× ϕ
(2)
pq, ϕˆ(t,p)(s,q) = id× ϕˆ
(2)
pq.
(Case 3): t ≥ 3/2 > s. In this case we put:
U(t,p)(s,q) = ((t− δ, t+ δ) ∩ (s− δ
′, s+ δ′))× (ϕ−1q (U
(2)
pq ) ∩ U
(1)
pq )
ϕ(t,p)(s,q) = id× ϕ
(2)
pq ◦ ϕq, ϕˆ(t,p)(s,q) = id× ϕˆ
(2)
pq ◦ ϕˆq.
Compatibility with Kuranishi map and parametrization map of them follows easily
from the fact that Φ
(i)
pq is a coordinate change and Φq is an embedding of Kuranishi
charts.
40 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Using (9.1) and compatibilities of coordinate changes for‘U (i), we can show the
compatibility for the above system to be a Kuranishi structure. The properties
(1),(2) above are immediate from construction. 
Proposition 9.3 and Lemma 9.6 imply that ifMk+1,ℓ(X,L, J ;β) has no boundary
then the Kuranishi structure we obtain from [FOOO8, Theorem 7.1] depends only
on the equivalence class of obstruction bundle data up to isotopy. Moreover we can
show the next result.
Theorem 9.7. Any two obstruction bundle data of Mk+1,ℓ(X,L, J ;β) are equiva-
lent in the sense of Definition 9.2 (2).
Proof. Let E = {Ep(x)} and E ′ = {E′p(x)} be two obstruction bundle data of
Mk+1,ℓ(X,L, J ;β). We will show that E is equivalent to E ′.
Lemma 9.8. For any p ∈ Mk+1,ℓ(X,L, J ;β) there exist obstruction bundle data
E0p(x) at p (in the sense of [FOOO8, Definition 5.1]) and a neighborhood Up of p
in Xk+1,ℓ(X,L;β) such that the following holds in addition.
Ep(x) ∩E
0
p(x) = {0}, E
′
p(x) ∩ E
0
p(x) = {0} (9.2)
if x ∈ Up.
Proof. The proof is mostly the same as that of [FOOO8, Proposition 11.4]. We
first take a finite dimensional subspace E0p(p) satisfying [FOOO8, Lemma 11.2
(1)(2)(3)]. We may take the subspace E0p(p) so that (9.2) holds at x = p. We then
use parallel transport (the map [FOOO8, (11.1)]) to define E0p(x). Since (9.2) is
an open condition we can take a neighborhood Up of p small so that (9.2) holds
for x ∈ Up. The fact that x 7→ E0p(x) is obstruction bundle data at p is proved in
[FOOO8, Subsections 11.1 and 11.2]. 
Let Up be as in Lemma 9.8. We put:
Up = Up ∩Mk+1,ℓ(X,L, J ;β). (9.3)
This is an open neighborhood of p in Mk+1,ℓ(X,L, J ;β). For q ∈ Up we take its
neighborhood Uq:p in Xk+1,ℓ(X,L;β) such that Uq:p ⊂ Up. For x ∈ Uq:p we define
E0q:p(x) = E
0
p(x).
By [FOOO8, Proposition 11.4], x 7→ E0q:p(x) is obstruction bundle data at q.
For p ∈Mk+1,ℓ(X,L, J ;β) we take its open neighborhoodK0(p) inMk+1,ℓ(X,L, J ;β)
such that its closure K(p) is contained in Up. SinceMk+1,ℓ(X,L, J ;β) is compact,
we can find a finite subset {p1, . . . ,pP} of Mk+1,ℓ(X,L, J ;β) such that
P⋃
i=1
Ko(pi) =Mk+1,ℓ(X,L, J ;β). (9.4)
For q ∈Mk+1,ℓ(X,L, J ;β) we put I(q) = {i ∈ {1, . . . ,P} | q ∈ K(pi)}.
Lemma 9.9. We may perturb E0pi(pi) by an arbitrary small amount in C
2 norm so
that the following holds. For each q ∈ Mk+1,ℓ(X,L, J ;β) the sum
∑
i∈I(q)Eq,pi(q)
of vector subspaces in C∞(Σq(~ǫ′);u
∗
qTX ⊗ Λ
0,1) is a direct sum⊕
i∈I(q)
Eq,pi(q). (9.5)
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Moreover ⊕
i∈I(q)
Eq,pi(q) ∩ E
′
q(q) = {0},
⊕
i∈I(q)
Eq,pi(q) ∩ Eq(q) = {0}. (9.6)
Proof. The proof is the same as that of [FOOO8, Lemma 11.7]. Actually (9.5) is
proved there. We can perturb more so that the other condition (9.6) is satisfied by
the same argument. 
Now we define E (j) = {E
(j)
q (x)}, j = 0, 1, 2, 3, 4 as follows: E (0) = E , E (4) = E ′
E(1)q (x) =
⊕
i∈I(q)
Eq,pi(x)⊕ Eq(x),
E(2)q (x) =
⊕
i∈I(q)
Eq,pi(x),
E(3)q (x) =
⊕
i∈I(q)
Eq,pi(x)⊕ E
′
q(x).
It is easy to check that {E (j) | j = 0, . . . , 4} satisfies Definition 9.2 (2), (a) and (b).
The proof of Theorem 9.7 is complete. 
9.2. The case of a system of K-spaces. So far in this section we studied a single
moduli spaceMk+1,ℓ(X,L, J ;β). In the rest of this section we provide its tree like
K-system version. The way to do so is rather straightforward so we will be sketchy
sometimes.
Definition 9.10. Let U(i) = {
◊ 
U
(i)
k+1,ℓ,β} = {({U
(i)
p,k+1,ℓ,β}, {Φ
(i)
pq,k+1,ℓ,β})} (i = 1, 2)
be two systems of Kuranishi structures on {Mk+1,ℓ(X,L, J ;β)} which consist tree
like K-systems with interior marked points (Definition 2.17).
An embedding from the system U(1) to U(2) is a system of embeddings from◊ 
U
(1)
k+1,ℓ,β to
◊ 
U
(2)
k+1,ℓ,β such that they commute with the evaluation maps in Theorem
2.16 Item (III), preserves orientations in Item (VII) and the corner compatibility
isomorphisms in Items (IX) (X).
Definition 9.11. Let E (i) = {E
(i)
p (x)} (i = 1, 2) be two disk-component-wise
systems of obstruction bundle data. We say E (1) is contained in E (2) if E
(1)
p (x) ⊆
E
(2)
p (x) when both hand sides are defined.
We define the equivalence of two disk-component-wise systems of obstruction
bundle data in the same way as Definition 9.2 (2).
Lemma 9.12. Let E (i) (i = 1, 2) be two disk-component-wise systems of obstruction
bundle data. For each i = 1, 2, let U(i) be the system of Kuranishi structures on
{Mk+1,ℓ(X,L, J ;β)} consisting a tree like K-system with interior marked points,
which is produced by Theorem 2.16.
If E (1) is contained in E (2), then there exists an embedding from the system U(1)
to U(2). The same statement as the second half of Proposition 9.3 holds.
Proof. The embedding of Kuranishi structures on each Mk+1,ℓ(X,L, J ;β) can be
constructed by Proposition 9.3. Compatibility of this embedding required in Defi-
nition 9.10 is obvious from construction. 
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The notion of pseudo isotopy between two tree like K-systems (= A∞ corre-
spondences) is given in [FOOO6, Definition 21.15] and Definition 2.19. It gives
a system of K-spaces Mk+1(β; [1, 2]) with some compatibility conditions. (It is
called the moduli space of [1, 2]-parametrized A∞ correspondences. See [FOOO6,
Condition 21.11 (3)].)
Definition 9.13. We consider the case when the underlying topological spaces
of two tree like K-systems are the same and are Mk+1,ℓ(X,L, J ;β). (But their
Kuranishi structures may be different.)
We say a pseudo isotopy (in the sense of Definition 2.19) between them is an
isotopy if:
(1) Mk+1,ℓ(X,L, J ;β; [1, 2]) is homeomorphic to [1, 2]×Mk+1,ℓ(X,L, J ;β).
(2) The restriction of Kuranishi structure on Mk+1,ℓ(X,L, J ;β; [1, 2]) to the
subspacesMk+1,ℓ(X,L, J ;β; [1, 1+ ǫ]) andMk+1,ℓ(X,L, J ;β; [2− ǫ, 2]) are
isomorphic to the direct product of the Kuranishi structure onMk+1,ℓ(X,L, J ;β)
and a trivial Kuranishi structure on the subset of the interval.
(3) The isomorphism in (2) commutes with various isomorphisms describing
compatibility at the corner etc..
Lemma 9.14. Let U(i) (i = 1, 2) be two objects as in Definition 9.10. Suppose
there exists an embedding U(1) → U(2). Then those systems are isotopic.
Proof. The Kuranishi structure on Mk+1,ℓ(X,L, J ;β; [1, 2]) for each k, ℓ, β is con-
structed during the proof of Lemma 9.6. Various compatibility conditions required
to show that they are isotopies are obvious from construction. 
Proposition 9.15. Any two disk-component-wise systems of obstruction bundle
data are equivalent in the sense of Definition 9.11.
Proof. Let E (i) = {E
(i)
p (x)} be two disk-component-wise systems of obstruction
bundle data for i = 1, 2. In the same way as the proof of Theorem 5.4 we can find
another disk-component-wise system of obstruction bundle data {E
(0)
p (x)} such
that
E(0)p (x) ∩E
(i)
p (x) = {0}
for i = 1, 2 if x is in a small neighborhood of p. The rest of the proof is the same
as the last part of the proof of Theorem 9.7. 
Combining the above results we obtain:
Theorem 9.16. The system of Kuranishi structures obtained in Theorem 5.3 de-
pends only on (X,ω, J) and (L, σ) up to isotopy, where σ is a relative spin structure
on L. In particular, it is independent of the choice of obstruction bundle data up
to isotopy.
It implies independence of Kuranishi structures obtained in Theorem 2.16 up to
isotopy.
9.3. Independence of almost complex structure up to pseudo isotopy. In
this subsection we prove Theorem 2.16 in the case P is not necessarily a point and
Theorems 2.8, 2.20. Suppose we are in Situation 2.14. We define a stable map
topology on the parametrized moduli spaceMk+1,ℓ(X,L,J ;β) in the same way as
the case we fix one almost complex structure. We define its ambient set as follows.
Xk+1,ℓ(X,L;β;P ) = P ×Xk+1,ℓ(X,L;β).
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Note Xk+1,ℓ(X,L;β) is independent of the almost complex structure. Obviously
Mk+1,ℓ(X,L,J ;β) ⊂ Xk+1,ℓ(X,L;β;P ).
Lemma 9.17. There is a partial topology of the pair
(Xk+1,ℓ(X,L;β;P ),Mk+1,ℓ(X,L,J ;β)).
Proof. We fix a metric on P . Let (t,p) ∈ Mk+1,ℓ(X,L,J ;β). We put
Bǫ(X , (t,p)) = Bǫ(X ,p)×Bǫ(t, P ).
Here Bǫ(X ,p) is the partial topology of (Xk+1,ℓ(X,L;β),Mk+1,ℓ(X,L,J )). (See
[FOOO8, Proposition 4.3].) In the same way as [FOOO8, Section 4] we can prove
that this satisfies the required properties. 
Definition 9.18. Obstruction bundle data forMk+1,ℓ(X,L,J ;β) is an assignment
E(t,p)(t,x) ⊂ C
2(Σx;u
∗
xTX ⊗ Λ
0,1) to each (t,p) ∈ Mk+1,ℓ(X,L,J ) and (t,x) ∈
Bǫ(X , (t,p)) such that:
(1) E(t,p)(t,x) is a finite dimensional linear subspace. The supports of its
elements are away from nodal or marked points and the boundary.
(2) (Smoothness) E(t,p)(t,x) depends smoothly on (t,x) in the same sense
as [FOOO8, Definition 8.7].
(3) (Transversality) E(t,p)(t,x) satisfies the transversality condition in the
same sense as [FOOO8, Definition 5.5]. Note this condition concerns only
the case (t,p) = (t,x). We use the almost complex structure Jt to define the
linearized Cauchy-Riemann equation which appears in [FOOO8, Definition
5.5].
(4) (Semi-continuity) E(t,p)(t,x) is semi-continuous on (t,p) in the same
sense as [FOOO8, Definition 5.2].
(5) (Invariance under extended automorphisms) E(t,p)(t,x) is invari-
ant under the extended automorphism group of x in the same sense as in
[FOOO8, Condition 5.6].
Lemma 9.19. Obstruction bundle data of Mk+1,ℓ(X,L,J ;β) induce a Kuranishi
structure on it, which is independent of the choices in the sense of germs.
Proof. We define a Kuranishi neighborhood of (t,p) (as a set) by
U(t,p) = {(t,x) ∈ Bǫ(X , (t,p)) | ∂Jtux ∈ E(t,p)(t,x)}.
Here we use the almost complex structure Jt to define ∂Jt . The rest of the proof is
the same as the proof of [FOOO8, Theorem 7.1]. 
Lemma 9.20. We consider the case P = [1, 2]. Let t0 = 1 or 2. The restriction of
obstruction bundle data of Mk+1,ℓ(X,L,J ;β) to t = t0 defines obstruction bundle
data of Mk+1,ℓ(X,L, Jt0 ;β). By [FOOO8, Theorem 7.1], the Kuranishi structure
induced from the restriction coincides with the restriction of the Kuranishi structure
of Lemma 9.19 to the corresponding component of the normalized boundary.
The proof is obvious from construction. The moduli space Mk+1,ℓ(X,L,J ;β)
comes with evaluation maps:
ev = (ev0, . . . , evk, ev
int
1 , . . . , ev
int
ℓ ) :Mk+1,ℓ(X,L,J ;β)→ L
k+1 ×Xℓ.
There is also an evaluation map which assigns the P factor. We denote it by
evP :Mk+1,ℓ(X,L,J ;β)→ P.
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Definition 9.21. We consider the case P = [1, 2]. Suppose that there exists ǫ > 0
such that Jt = J1 for t ∈ [1, 1 + ǫ] and Jt = J2 for t ∈ [2 − ǫ, 2]. We say the
obstruction bundle data is collared if:
(1) E(t,p)(t,x) = E(1,p)(1,x) for t, t ∈ [1, 1 + ǫ].
(2) E(t,p)(t,x) = E(2,p)(2,x) for t, t ∈ [2− ǫ, 2].
Lemma 9.22. We consider the case P = [1, 2]. If the obstruction bundle data is
collared, then the next isomorphisms hold as isomorphisms of K-spaces.
(Mk+1,ℓ(X,L,J ;β; [1, 2])|ev−1
P
([1,1+ǫ])
∼= [1, 1 + ǫ]×Mk+1,ℓ(X,L, J1)
(Mk+1,ℓ(X,L,J ;β; [1, 2])|ev−1
P
([2−ǫ,2])
∼= [2− ǫ, 2]×Mk+1,ℓ(X,L, J2)
The proof is obvious from construction.
We next discuss the family version of disk-component-wiseness. We use the
evaluation maps (evP , evi) and (evP , ev0) to P ×L to define the next fiber product.
Mk1+1,ℓ1(X,L,J ;β1)(evP ,evi) ×(evP ,ev0)Mk2+1,ℓ2(X,L,J ;β2).
We call it the parameter-wise fiber product. Let T ∈ G(k+1, ℓ, β). Using parameter-
wise fiber product we can modify Definition 4.1 in an obvious way to define:
pw∏
(T ,β(·),l(·))
Mkv+1,#l(v)(X,L,J ;β(v)).
We also denote this space by
Mk+1,ℓ(X,L,J ;β)(T). (9.7)
In the same way as in Lemma 4.2 this space is embedded intoMk+1,ℓ(X,L,J ;β) as
one of the components of normalized corners. A component of normalized corners
of Mk+1,ℓ(X,L,J ;β; [1, 2]) is of the form
Mk+1,ℓ(X,L,J |Ŝm′P
;β)(T).
Here J |
Ŝm′P
is the restriction of J to Ŝm′P in an obvious sense. We can define a
stratification
Ŝm′P ×Xk+1,ℓ(X,L;β)(T)
of the ambient set in the same way. We can show the parametrized version of
Lemma 4.10 in the same way. Now the parametrized version of Definition 5.1 is as
follows.
Definition 9.23. Suppose we are given obstruction bundle data {E(t,p)(t,x)} for
each Mk+1,ℓ(X,L,J ;β). We say that they form a disk-component-wise system of
obstruction bundle data of {Mk+1,ℓ(X,L,J ;β) | k, ℓ, β} if the following holds.
Let (t,p) ∈ Mk+1,ℓ(X,L,J ;β) and (t,p) = (t,pv)v∈Cint0 (T ) ∈Mk+1,ℓ(X,L, J ;β)(T).
Then for sufficiently small neighborhoods
U(t,p) ⊂ Xk+1,ℓ(X,L;β; [1, 2]), U(t,pv) ⊂ Xkv+1,l(v)(X,L;βv;P )
with
pw∏
(T ,β(·),l(·))
U(t,pv) ⊆ U(t,p),
the equality
E(t,p)(t,x) =
⊕
v∈Cint0 (T )
E(t,pv)(t,xv) (9.8)
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holds, where (t,x) = (t,xv)v∈Cint0 (T ) is an arbitrary element of
∏pw
(T ,β(·),l(·)) U(t,pv).
Lemma 9.24. Suppose {E(t,p)(t,x)} is a disk-component-wise system of obstruc-
tion bundle data. It induces a Kuranishi structure on Mk+1,ℓ(X,L,J ;β) for each
k, ℓ, β by Lemma 9.19.
(1) The conclusion of Theorem 2.16 holds.
(2) If P = [1, 2], they define a pseudo isotopy of tree like K-systems with interior
marked points.
(3) If P = [1, 2] and the obstruction bundle data are collared, then the isomor-
phisms in Lemma 9.22 commute with various isomorphisms appearing in
the definition of pseudo isotopy.
The proof is the same as the proof of Theorem 5.3.
Proposition 9.25. There exists a disk-component-wise system of obstruction bun-
dle data of {Mk+1,ℓ(X,L,J ;β) | k, ℓ, β}.
If P = [1, 2] and J is collared, we may choose the pseudo isotopy to be collared.
Proof. The proof is mostly the same as that of Theorem 5.4. Recalling Situations
7.15 and 8.4 together with Lemma 8.5, let T1, . . . ,Tn,S1, . . . ,Sn be sequences of
marked decorated rooted ribbon trees such that
Ti ⊇ Si, Si > Ti+1,
and
qˆi = (ti,qi) ∈Mki+1,ℓi(X,L,J ;βi)(Ti),
pˆ = (t0,p) ∈ Mk+1,ℓ(X,L,J ;β),
pˆ = (tp, p) ∈M
◦
k′+1,ℓ′(X,L,J ;β
′).
We will fix a finite subset Pˆ(k′, ℓ′, β′) of M◦k′+1,ℓ′(X,L,J ;β
′). We fix a type I
strong stabilization and trivialization data, and an obstruction space at p for each
pˆ = (tp, p) ∈ Pˆ(k
′, ℓ′, β′) and denote it by Epˆ. We assume
d((t0,p), (t1,q1)) < ǫ(k, ℓ, β),
d((tj ,qj,Sj ), (tj+1,qj+1)) < ǫ(kj+1, ℓj+1, βj+1),
d((tn,qn,Sn), pˆ) < ǫ(k
′, ℓ′, β′),
(t,x) ∈ Bǫ0(X , (t0,p)).
We may choose ǫ(kj+1, ℓj+1, βj+1) > 0 small so that this condition induces smooth
embeddings:
Φ̂(xˆ,pˆ,~ˆq,pˆ) : Supp(Epˆ)→ Σx, Φ̂(pˆ,~ˆq,,pˆ) : Supp(Epˆ)→ Σp.
Then we use them to obtain E(pˆ,~ˆq,pˆ)(xˆ) as in (7.26).
We call such system (pˆ, ~ˆq, pˆ; ~T, ~S) a quasi-splitting sequence. We fix type I
strong stabilization data at each p. Then we obtain additional interior marked
points ~w
pˆ,~ˆq,pˆ
on Σp in the same way as in Lemma 7.16. We say two quasi-splitting
sequences are equivalent if ~w
pˆ,~ˆq,pˆ
coincides. An equivalence class of quasi-splitting
sequences is called a quasi-component and is written as (pˆ, ξˆ, pˆ). E
(pˆ,~ˆq,pˆ)
(xˆ) depends
only on the equivalence class of (pˆ, ~ˆq, pˆ; ~T, ~S) and we write it as E(pˆ,~ξ,pˆ)(xˆ).
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Now let ‘QC k+1,ℓ(X,L, J ;β) be the set of all quasi-components. We define a
map
Π̂ :‘QC k+1,ℓ(X,L, J ;β)→Mk+1,ℓ(X,L,J ;β)
by Π̂(pˆ, ξˆ, pˆ) = pˆ. In the same way as in Lemma 8.7 we can show that each fiber
of Π̂ is a finite set. In the same way as Definition 8.9 we can define a Hausdorff
topology on‘QC k+1,ℓ(X,L, J ;β) such that Πˆ is a local homeomorphism.
We define an open subset F̂ ◦k+1,ℓ,β of
‘QC k+1,ℓ(X,L, J ;β) and a closed subset
F̂k+1,ℓ,β of‘QC k+1,ℓ(X,L, J ;β) so that it contains the closure of F̂ ◦k+1,ℓ,β and the
restriction of Π̂ to F̂k+1,ℓ,β is proper. We require conditions for them similar to
Conditions 8.12 and 8.13. Actually, the construction is by induction on (k, ℓ, β)
and is the same as the proof of Proposition 8.17. Now we put
E
pˆ;“F (x) = ⊕
(pˆ,ξˆ,pˆ)∈“Fk+1,ℓ,β(p)E(pˆ,ξˆ,pˆ)(p) ⊂ C
∞(Σx;uxTX ⊗ Λ
0,1). (9.9)
In the same way as in Proposition 8.16 we can show that it defines a disk-component-
wise system of obstruction bundle data of {Mk+1,ℓ(X,L,J ;β) | k, ℓ, β}.
In case P = [1, 2] and J is collared, it is easy to see that we can choose F̂k+1,ℓ,β
so that (9.9) is collared in the sense of Definition 9.21. The proof of Proposition
9.25 is complete. 
Now we can prove Theorem 2.20. Suppose we are in the situation of Theorem 2.8.
Then by Proposition 9.25 we can find disk-component-wise systems of obstruction
bundle data of {Mk+1,ℓ(X,L, J1;β)} and {Mk+1,ℓ(X,L, J2;β)} so that there exists
a pseudo isotopy between two tree like K-systems obtained by them. We then use
Theorem 9.16 to prove that there exists a pseudo isotopy between two tree like
K-systems obtained by any choice of obstruction bundle data. Since our pseudo
isotopies are collared, we can glue them easily. Thus Theorem 2.20 is proved.
Theorem 2.8 is its special case where ℓ = 0. 
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