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HOLOMORPHIC FACTORIZATION OF DETERMINANTS
OF LAPLACIANS ON RIEMANN SURFACES AND A
HIGHER GENUS GENERALIZATION OF KRONECKER’S
FIRST LIMIT FORMULA
ANDREW MCINTYRE AND LEON A. TAKHTAJAN
Abstract. For a family of compact Riemann surfaces Xt of genus g >
1, parameterized by the Schottky space Sg, we define a natural basis
of H0(Xt, ω
n
Xt
) which varies holomorphically with t and generalizes the
basis of normalized abelian differentials of the first kind for n = 1. We
introduce a holomorphic function F (n) on Sg which generalizes the
classical product
∏
∞
m=1
(1 − qm)2 for n = 1 and g = 1. We prove the
holomorphic factorization formula
det′∆n
detNn
= cg,n exp
{
−
6n2 − 6n+ 1
12pi
S
}
|F (n)|2 ,
where det′∆n is the zeta-function regularized determinant of the Laplace
operator ∆n in the hyperbolic metric acting on n-differentials, Nn is the
Gram matrix of the natural basis with respect to the inner product
given by the hyperbolic metric, S is the classical Liouville action — a
Ka¨hler potential of the Weil-Petersson metric on Sg — and cg,n is a
constant depending only on g and n. The factorization formula reduces
to Kronecker’s first limit formula when n = 1 and g = 1, and to Zograf’s
factorization formula for n = 1 and g > 1.
1. Introduction
Let s and τ be complex numbers with Re s > 1, Im τ > 0, and define
E(τ, s) =
∑
(m,n)∈Z2
(m,n)6=(0,0)
(Im τ)s
|m+ nτ |2s
.
This series was introduced by Kronecker in 1863; see [Wei76]. It admits
meromorphic continuation to the entire s-plane with a single simple pole at
s = 1, and satisfies the functional equation
(1.1) π−sΓ(s)E(τ, s) = πs−1Γ(1− s)E(τ, 1− s),
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where Γ(s) is Euler’s gamma-function. Kronecker’s first limit formula asserts
that
(1.2) E(τ, s) =
π
s− 1
− π log
{
4 Im τ |η(τ)|4
exp(2Γ′(1))
}
+O(s− 1)
as s→ 1, where η(τ) is the Dedekind eta-function:
η(τ) = q
1
24
∞∏
m=1
(1− qm), q = e2πiτ .
See [Wei76] and [Lan87] for the proof, and for applications to number theory.
Equation (1.2) admits an interpretation in terms of the spectral geometry
of the elliptic curve Eτ ≃ L\C, L = Z + Zτ , which goes back to [RS73].
Namely, assign to Eτ the flat metric
1
Im τ
|dz|2, in which the area of Eτ is
1. Let
∆0(τ) = − Im τ
∂2
∂z∂z¯
be the Laplace operator in this metric on Eτ , acting on functions. Its eigen-
values are
λℓ =
π2 |ℓ|2
Im τ
, ℓ ∈ L.
Its determinant is defined by zeta function regularization: the function
ζ(τ, s) =
∑
λℓ 6=0
λ−sℓ , defined initially for Re s > 1, admits meromorphic
continuation to the entire s-plane, and one defines
det′∆0(τ) = exp
{
−
∂
∂s
∣∣∣∣
s=0
ζ(τ, s)
}
,
where the prime indicates omission of zero eigenvalues. Since ζ(τ, s) =
π−2sE(τ, s), it follows from (1.1) and (1.2) that
(1.3) det′∆0(τ) = 4 Im τ |η(τ)|
4 .
This formula has been used in string theory for the one-loop computation
in the perturbative approach of Polyakov (see, e.g., [D’H99] and references
therein).
We restate (1.3) in a form convenient for generalization to higher genus.
Consider the Schottky uniformization of the elliptic curve: Eτ ≃ Γ\C
∗,
where Γ is the cyclic group generated by the dilation w 7→ qw, with funda-
mental region D = {w ∈ C∗ : |q| < |w| ≤ 1}. The push-forward of the Eu-
clidean metric (Im τ)−1|dz|2 by the map w = e2πiz takes the form ρ(w)|dw|2,
where ρ(w) = (4π2 Im τ |w|2)−1. Setting
S(τ) =
i
2
∫∫
D
∣∣∣∣∂ log ρ∂w
∣∣∣∣2 dw ∧ dw¯ = 4π2 Im τ,
HOLOMORPHIC FACTORIZATION OF DETERMINANTS 3
we can rewrite (1.3) as
(1.4)
det′∆0(τ)
Im τ
= 4exp
{
−
1
12π
S(τ)
}
|F (q)|2 ,
where
(1.5) F (q) =
∞∏
m=1
(1− qm)2.
Note that det′∆0(τ) depends only on the isomorphism class of Eτ , which in
turn depends only on q, and that Im τ also depends only on q. Hence (1.4)
is an equality of functions on {q ∈ C : 0 < |q| < 1}.
In this paper we extend (1.4) and (1.5) from elliptic curves to compact Rie-
mann surfaces of genus g > 1, and from functions to n-differentials (sections
of the n-th power of the canonical bundle). To formulate the main result,
which may be interpreted as a higher genus generalization of Kronecker’s
first limit formula, we first recall some basic facts about uniformization of
Riemann surfaces and about Teichmu¨ller and Schottky spaces (see Section
2 for more detail). Each compact Riemann surface X of genus g > 1 carries
a unique hyperbolic metric (a Hermitian metric of constant negative curva-
ture −1), with respect to which one can define the Laplace operator ∆0(X)
acting on functions on X, its zeta function (analogous to ζ(τ, s) defined
above), and its regularized determinant det′∆0(X). The Riemann moduli
space is the set Mg of isomorphism classes of compact Riemann surfaces of
genus g > 1; it carries a natural structure of a complex orbifold of dimension
3g − 3. This generalizes the space PSL(2,Z)\ {τ ∈ C : Im τ > 0} of isomor-
phism classes of elliptic curves. The determinant det′∆0 is a real-analytic
function on Mg.
Now suppose that the Riemann surface X is marked, i.e., has a distin-
guished canonical system of generators α1, . . . , αg, β1, . . . , βg of the funda-
mental group π1(X,x0), x0 ∈ X. With respect to this marking we may
define a normalized basis ϕ1, . . . , ϕg of the space of holomorphic 1-forms —
abelian differentials of the first kind — by the requirement
∫
αk
ϕj = δjk;
then the period matrix τ is defined by τ jk =
∫
βk
ϕj . It satisfies Im τ jk =
〈ϕj , ϕk〉 =
i
2
∫
X ϕj ∧ϕk by the Riemann bilinear relations. The Teichmu¨ller
space Tg is the set of isomorphism classes of marked Riemann surfaces of
genus g; it is the universal cover of Mg, and it carries a natural structure of
a complex manifold of dimension 3g− 3 with respect to which the entries of
τ are holomorphic functions. For g > 1, the Teichmu¨ller space generalizes
the upper half-plane {τ ∈ C : Im τ > 0}, and det Im τ will play the role of
the factor Im τ appearing in (1.4).
In fact, det Im τ is a well defined function on the Schottky space Sg,
which is an intermediate cover of Mg (Tg → Sg → Mg) defined as fol-
lows. A marked Schottky group is a discrete subgroup Γ of the group of
linear fractional transformations PSL(2,C), with distinguished free gener-
ators L1, . . . , Lg satisfying the following condition: there exist 2g smooth
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Jordan curves Cr, r = ±1, . . . ,±g, which form the oriented boundary of
a domain D ⊂ Ĉ = C ∪ {∞}, such that LrCr = −C−r, r = 1, . . . , g. If
Ω is the union of images of D under Γ, then Γ\Ω is a compact Riemann
surface of genus g. According to the classical retrosection theorem, every
compact Riemann surface may be realized in this manner; if it is marked,
the condition Ck homotopic to αk for each k > 0 fixes the marked group up
to overall conjugation in PSL(2,C). The overall conjugation may be fixed
by a normalization condition — see section 2.1. The Schottky space Sg is
the space of marked normalized Schottky groups with g generators. It is
a complex manifold of dimension 3g − 3, covering Mg and with universal
cover Tg, and det Im τ is a well defined function on it [Zog89]. The Schottky
space Sg generalizes the space {q ∈ C : 0 < |q| < 1} discussed above.
Like the Teichmu¨ller space Tg, the Schottky space Sg carries a natural
Ka¨hler metric, the Weil-Petersson metric. Its global Ka¨hler potential can
be explicitly constructed as follows. Let ρ(z)|dz|2 be the hyperbolic metric
on Ω — the pull-back of the hyperbolic metric on X ≃ Γ\Ω. Following
[ZT87b], set
S =
i
2
∫∫
D
(∣∣∣∣∂ log ρ∂z
∣∣∣∣2 + ρ
)
dz ∧ dz¯
+
i
2
g∑
k=2
∮
Ck
(
log ρ−
1
2
log
∣∣L′k∣∣2)
(
L′′k
L′k
dz −
L′′k
L′k
dz¯
)
+ 4π
g∑
k=2
log |c (Lk)|
2 ,
(1.6)
where for γ =
(
a b
c d
)
∈ Γ, we denote c(γ) = c. The function S : Sg → R is
called the classical Liouville action (see [ZT87b] and [TT03] for details and
motivation). According to [ZT87b], the function −S is a Ka¨hler potential
of the Weil-Petersson metric on Sg, i.e.,
(1.7) ∂∂¯S = 2iωWP ,
where ∂ and ∂¯ are, respectively, the (1, 0) and (0, 1) components of the
deRham differential d on Sg, and ωWP is the symplectic form of the Weil-
Petersson metric. For g > 1, the function S on Sg will play the role of the
function S(τ) = −2π log|q| on {q ∈ C : 0 < |q| < 1} appearing in (1.4).
Now we can formulate the following remarkable generalization of (1.4)
and (1.5) to higher genus Riemann surfaces.
Theorem 1 (P. Zograf). Let g > 1, and let det′∆0, Im τ and S be the
functions on the Schottky space Sg defined above. Then there exists a holo-
morphic function F : Sg → C such that
(1.8)
det′∆0
det Im τ
= cg exp
{
−
1
12π
S
}
|F |2 ,
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where cg is a constant depending only on g. For points in Sg corresponding
to Schottky groups Γ with exponent of convergence δ < 1, the function F is
given by the following absolutely convergent product:
(1.9) F =
∏
{γ}
∞∏
m=0
(
1− q1+mγ
)
,
where qγ is the multiplier of γ ∈ Γ, and {γ} runs over all distinct primitive
conjugacy classes in Γ, excluding the identity.
See section 2.1 for the definition of δ, qγ , and primitive γ. The factoriza-
tion formula (1.8) was proved in [Zog89], and the representation (1.9) was
discovered later [Zog97]. We will refer to (1.8) together with (1.9) as the
Zograf factorization formula, or simply Zograf’s formula. Note that when
g = 1, the theorem still holds provided that ∆0 and S are defined as in the
discussion of elliptic curves above. In this case, (1.8) becomes (1.4), and the
function F reduces to the classical product (1.5).
Associated to the Riemann surface X is the Selberg zeta function
(1.10) Z(s) =
∏
{γ}
∞∏
m=0
(
1− qs+mγ
)
,
where {γ} runs over all distinct nontrivial primitive conjugacy classes in
a Fuchsian group uniformizing X. Defined initially for Re s > 1, the Sel-
berg zeta function admits analytic continuation to the entire s-plane, and,
according to [DP86] and [Sar87],
det′∆0 = e
c0(2g−2)Z ′(1)
for some constant c0. Hence Zograf’s formula gives a factorization of Z
′(1),
considered as a function on Sg.
To motivate the extension from functions to n-differentials on X, we first
describe a geometric interpretation of Zograf’s formula, in the context of
the Quillen metric and the local index theorem for families. We write ωX
for the holomorphic cotangent bundle of X, and call a smooth section of
ωnX an n-differential. Let Mg = Mg,1 be the universal curve — the moduli
space of compact Riemann surfaces of genus g > 1 with one marked point
— and let p : Mg → Mg be the corresponding forgetful map. Denote by
TV Mg the vertical holomorphic tangent bundle of the fibration p, and for
each positive integer n, denote by Λn the direct image bundle p∗(TV M
−n
g )
over Mg. Then the fibre of Λn over a point t ∈ Mg is isomorphic to the
vector space H0(Xt, ω
n
Xt
) of holomorphic n-differentials on the Riemann
surface Xt = p
−1(t). Let λn = detΛn be the corresponding determinant
line bundle over Mg. The hyperbolic metric on the fibres of p defines a
natural Hermitian metric on Λn and on hence on λn. The Quillen metric
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[Qui85] on λn is defined by
‖ϕ‖2Q,n =
‖ϕ‖2n
det′∆n
=
detNn
det′∆n
,
where ‖ · ‖n is the Hermitian metric mentioned above, ϕ = ϕ1 ∧ · · · ∧ ϕdn is
a local holomorphic section of λn at t ∈ Mg, [Nn]jk = 〈ϕj , ϕk〉 is the Gram
matrix of the basis ϕ1, . . . , ϕdn of H
0(Xt, ω
n
Xt
), and ∆n is the Laplace op-
erator in the hyperbolic metric on Xt acting on n-differentials. The Quillen
metric has the remarkable property that the Chern form of the Hermit-
ian line bundle (λn, ‖ · ‖Q,n) over Mg is proportional to the Weil-Petersson
symplectic form ωWP :
(1.11) ∂¯∂ log
detNn
det′∆n
=
6n2 − 6n+ 1
6πi
ωWP .
This is the local index theorem for families (see [BK86, BJ86, ZT87a]).
Theorem 1 together with (1.7) constitute a refinement of (1.11) in the
case n = 1. Let ϕ = ϕ1 ∧ · · · ∧ ϕg be the local holomorphic section of λ1
determined by the normalized basis ϕ1, . . . , ϕg of abelian differentials of the
first kind on Xt. Then Theorem 1 provides (by means of the function F ) an
isometry between the line bundle λ1 with the Quillen metric, and the line
bundle over Mg canonically determined by carrying the Hermitian metric
exp
{
1
12πS
}
(see Section 3 in [Zog89] for details). (We have used the fact
that det′∆n = det
′∆1−n, see e.g. [ZT87a].) Expressed differently, Zograf’s
factorization formula is a “∂∂¯ antiderivative” of (1.11).
Based on (1.11), it is natural to expect an analogue of Theorem 1 to
hold for all positive integer n. However, there are two principal differences
between the cases n = 1 and n > 1.
First, for n = 1 there is a canonical choice of a lattice of maximal rank
in H0(X,ωX) provided by the dual to H1(X,Z), which gives rise to the
classical normalized basis of abelian differentials described above. Topology
does not fix such a lattice in H0(X,ωnX) when n > 1. Nevertheless, using
Schottky uniformization and corresponding Eichler cohomology groups, we
construct a natural basis of H0(Xt, ω
n
Xt
) which is canonical up to a choice
of basis in a space of polynomials, varies holomorphically with t ∈ Sg, and
reduces to the classical normalized basis of abelian differentials of the first
kind when n = 1.
Second, for n = 1 the holomorphic quadratic differential on X = Xt
which corresponds to the (1, 0) form ∂ log det′∆0 at t ∈ Sg is given by a
local expression in terms of the Green’s function of ∂¯1. However, for n > 1
the corresponding local expression is not holomorphic, and a holomorphic
projection must be applied to obtain ∂ log det′∆n, which makes the entire
expression non-local. Still, we prove that up to a known “holomorphic anom-
aly”, (which gives rise to the factor involving the classical Liouville action
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S), ∂ log det′∆n is given by applying the projection operator to
Tn(z) = lim
z′→z
(
n
∂
∂z′
− (1− n)
∂
∂z
)(
Kn(z, z
′)−
1
π
1
z − z′
)
, z ∈ Ω,
where Kn is the Green’s function for the ∂¯n-operator. The advantage of
this representation is that, although Tn fails to be holomorphic,
∂Tn
∂z¯
can
be characterized explicitly, and the projection can be avoided by means of
a contour integration. In this we make rigorous the heuristic outline given
in [Mar87], where Tn arises as the “stress-energy tensor of Faddeev-Popov
ghosts” (or “b and c fields of spins n and 1 − n”) on the Riemann surface
X ≃ Γ\Ω.
Thus we arrive at the main result of the paper.
Theorem 2. Let g and n be integers, g > 1, n > 1, and let det′∆n and S
be the functions on Schottky space Sg defined above. Let p : Sg → Sg be
the universal Schottky curve, let TV Sg be the vertical tangent bundle, and
let ϕ1, . . . , ϕdn be the family of global holomorphic sections of p∗(TV S
−n
g )
(the“natural basis” for n-differentials) defined in Section 4 below, forming
a basis for each fibre. For t ∈ Sg let [Nn]jk(t) = 〈ϕj(t), ϕk(t)〉, where the
inner product is induced from the hyperbolic metric on the compact Riemann
surface Xt ≃ Γt\Ωt. Then there exists a holomorphic function F (n) : Sg →
C such that
(1.12)
det′∆n
detNn
= cg,n exp
{
−
6n2 − 6n+ 1
12π
S
}
|F (n)|2 ,
where cg,n is a constant depending only on g and n. The function F (n) is
given by the following absolutely convergent product:
(1.13) F (n) = (1− qL1)
2 . . . (1− qn−1L1 )
2(1− qn−1L2 )
∏
{γ}
∞∏
m=0
(1− qn+mγ ),
where qγ is the multiplier of γ ∈ Γt, {γ} runs over all distinct primitive
conjugacy classes in the marked normalized Schottky group Γt, excluding the
identity, and L1, . . . , Lg are the free generators fixing the marking of Γt.
See section 2.1 for the definitions of qγ and primitive γ, and for the nor-
malization of the marked Schottky group. For n > 1 and g > 1, we have
det′∆n = Cg,nZ(n), where Z(s) is the Selberg zeta function (1.10) and Cg,n
is a constant depending only on g and n ([DP86, Sar87]), so that Theorem
2 gives a factorization of Z(n) for integers n > 1, considered as functions on
Sg. As in the case of Zograf’s formula, the function F (n) defines an isometry
between the line bundle λn over Mg equipped with the Quillen metric, and
the holomorphic line bundle over Mg determined by the Hermitian metric
exp{6n
2−6n+1
12π S}. Theorem 2, together with (1.7), immediately implies the
local families index theorem (1.11), of which it may be considered the “∂∂¯
antiderivative”.
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Heuristically, the function F (n) onSg can be interpreted as a holomorphic
determinant det′∂¯n(t) of the family of ∂¯n-operators on Riemann surfaces
Xt, t ∈ Sg, in accordance with arguments in [Kni89]. We note in passing
that the functions F (1) and F (2) enter the “Polyakov measure for the D =
26 theory of closed bosonic strings” [BK86, Kni89, D’H99].
The content of the paper is the following. In Section 2 we collect the
facts we will need on Kleinian groups, Green’s functions, Teichmu¨ller and
Schottky spaces, and the classical Liouville action. In Section 3 we express
the Green’s function of ∂¯n in terms of Poincare´ series, thus completing the
outline given in [Mar87]. Section 4 describes our choice of a natural, holo-
morphically varying basis of H0(Xt, ω
n
Xt
). Finally in Section 5 we prove
Theorem 2. For n = 1, our proof is essentially the argument of [Zog97],
which establishes Theorem 1 for those Schottky groups with exponent of
convergence δ < 1. (For the first part of Theorem 1 when δ ≥ 1, we refer to
[Zog89].)
The results of this paper may be extended to the case where the n-
differentials on X are twisted by a character of the Schottky group, or equiv-
alently, a unitary character of π1(X), generalizing Kronecker’s second limit
formula. In this case, comparison with known bosonization results yields a
product formula for theta functions in genus g > 1, generalizing the Jacobi
triple product formula when g = 1. We intend to return to this in a sequel
to this paper.
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2. Necessary basic facts
Here we fix notation, and recall the basic definitions and known results
we will need.
2.1. Kleinian groups. [Ber75] By definition, a Kleinian group is a discrete
subgroup Γ of the group of Mo¨bius transformations PSL(2,C) which acts
properly discontinuously on some non-empty open subset of the Riemann
sphere Ĉ = C ∪ {∞}. The largest such subset Ω ⊂ Ĉ is called the ordinary
set of Γ and its complement is called the limit set of Γ.
For integers n and m, an automorphic form of type (n,m) for Γ is a
function f : Ω→ Ĉ such that
f(z) = f(γz) γ′(z)nγ′(z)
m
for all z ∈ Ω, γ ∈ Γ.
We write the space of smooth forms of type (n,m) as An,m (Ω,Γ) (abbre-
viating An,0 = An), and the space of holomorphic forms of type (n, 0) as
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Hn (Ω,Γ). A function group is a Kleinian group which leaves some con-
nected component Ω0 ⊆ Ω invariant, and a uniformization of a Riemann
surface X is a function group Γ with invariant component Ω0 ⊆ Ω such that
X ≃ Γ\Ω0. Since Ω0 is invariant, we can define the restrictions A
n,m (Ω0,Γ)
and Hn (Ω0,Γ).
The exponent of convergence of a Kleinian group Γ is the infimum of δ ∈ R
such that the series
∑
γ∈Γ |γ
′(z)|δ converges for all z ∈ Ω. For all Kleinian
groups, δ < 2.
A Kleinian group Γ is called a Fuchsian group if it leaves some Euclidean
disc invariant; we will assume the disc has been conjugated to the upper
half-plane H = {z = x+ iy ∈ C : y > 0}, so that Γ ⊂ PSL(2,R).
A Kleinian group Γ is called a Schottky group if it is generated by L1, . . . , Lg
satisfying the following condition: there exist 2g smooth Jordan curves Cr,
r = ±1, . . . ,±g, which form the oriented boundary of a domain D ⊂ Ĉ,
such that LrCr = −C−r, r = 1, . . . , g (the negative sign indicating opposite
orientation). The domain D is a fundamental region for Γ. A Schottky
group is a function group, and a free group on generators L1, . . . , Lg. Each
nontrivial element γ of Γ is loxodromic: there exists a unique number qγ ∈ C
(the multiplier) such that 0 < |qγ | < 1 and γ is conjugate in PSL(2,C) to
z 7→ qγz, that is,
γz − aγ
γz − bγ
= qγ
z − aγ
z − bγ
for some aγ , bγ ∈ Ĉ (respectively, the attracting and repelling fixed points).
A marked Schottky group is a Schottky group together with an ordered set
of free generators L1, . . . , Lg; it is normalized if aL1 = 0, bL1 = ∞, and
aL2 = 1.
It will be convenient to define L−r := L
−1
r , so that LrCr = −C−r is
true for all r ∈ {±1, . . . ,±g}. We abbreviate ar := aLr , br := bLr and
qr := qLr . Denote by Dr the connected component of Ĉ − Cr containing
br, for r = ±1, . . . ,±g, so that −Cr is the oriented boundary of Dr and
Lsr(D) ⊆ D−r for s > 0. Since Γ is free, every nontrivial γ ∈ Γ has a unique
expression as a reduced word, γ = Ls1r1 · · ·L
sm
rm , for some rj ∈ {±1, . . . ,±g},
sj > 0, j = 1, . . . ,m, where |rj| 6= |rj+1| for j = 1, . . . ,m− 1.
We collect some facts we will need about the action of a Schottky group
on Ĉ below.
Lemma 2.1. Let Γ be a marked Schottky group. With notation as above,
the following statements hold.
(i) For all r 6= j and s > 0, Lsr (Dj) ⊂ D−r.
(ii) Let γ = Ls1r1 · · ·L
sm
rm ∈ Γ be a reduced word. Then aγ ∈ D−r1 and
bγ ∈ Drm .
(iii) Let γ = Ls1r1 · · ·L
sm
rm ∈ Γ be a reduced word. Then
γ−1 (ar) ∈
{
Drm if γ 6= L
s
r for all s > 0,
D−r = D−rm if γ = L
s
r for some s > 0.
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Proof. Part (i) trivially follows from definitions. For part (ii), we observe
that γ(D) ⊆ D−r1 , which immediately follows from part (i) using induction
on m,
γ(D) = Ls1r1(L
s2
r2 · · ·L
sm
rm(D)) ⊆ L
s1
r1(D−r2) ⊆ D−r1 .
This shows that aγ ∈ D−r1 . For bγ , just note that bγ = aγ−1 . Part (iii)
is also proved by induction on m. For m = 1, if r1 6= r, then γ−1(ar) ∈
γ−1(D−r) = L
s1
−r1(D−r) ⊆ Dr1 , while if r1 = r, then ar is fixed by γ and
γ−1 (ar) = ar ∈ D−r. Now assume for m − 1 and suppose γ 6= L
s
r for all
s > 0. Then
γ−1(ar) = L
sm
−rm((L
s1
r1 · · ·L
sm−1
rm−1)
−1(ar)) ∈ L
sm
−rm(D±rm−1) ⊆ Drm .

For future use, we mention that an element γ of a group Γ is called
primitive if γ 6= γs0 for all γ0 ∈ Γ and integers s > 1.
2.2. The operators ∂¯n and ∆n. We follow [ZT87a]. Let X be a compact
Riemann surface of genus g > 1. X carries a unique hyperbolic metric (a
Hermitian metric of constant curvature −1), written locally as ρ(z)|dz|2. Let
ωX = T
∗X be the holomorphic cotangent bundle of X, i.e., the canonical
class, and for any integers n and m, let Ep,q(X,ωnX ⊗ ω
m
X) be the vector
space of smooth differential forms of type (p, q) on X with values in the line
bundle ωnX⊗ω
m
X . An (n,m)-differential (or n-differential when m = 0) is an
element of An,m(X) = E0,0(X,ωnX ⊗ ω
m
X) (or A
n(X) when m = 0), written
locally as ϕ(z)(dz)n(dz¯)m. Note that we may identify Ep,q(X,ωnX ⊗ ω
m
X) ≃
An+p,m+q(X). When X ≃ Γ\Ω0 for some function group Γ and invariant
component Ω0, we identify A
n,m(X) ≃ An,m (Ω0,Γ). In what follows we will
make implicit identifications of this kind without further comment.
The hyperbolic metric on X induces a Hermitian metric
(2.1) 〈ϕ,ψ〉 =
∫∫
D
ϕψρ1−n−m d2z,
on An,m(X), where D is a fundamental region for Γ in Ω0, and d
2z =
i
2dz∧dz¯ is the Euclidean area form on Ω0. The metric and complex structure
determine a connection
D = ∂n ⊕ ∂¯n : E
0,0(X,ωnX)→ E
1,0(X,ωnX)⊕ E
0,1(X,ωnX)
on the line bundle ωnX , given locally by
∂¯n =
∂
∂z¯
and ∂n = ρ
n ∂
∂z
ρ−n.
The metric determines ∂¯-Laplacians ∆n = ∆
0,0
n = ∂¯∗n∂¯n and ∆n,1 = ∆
0,1
n =
∂¯n∂¯
∗
n, acting on vector spaces A
n(X) and An,1(X) respectively, where ∂¯∗n =
−ρ−1∂n is the adjoint of ∂¯n with respect to (2.1).
Let Hn,m(X) be the L2-closure of An,m(X) with respect to the inner
product (2.1). The operators ∆n and ∆n,1 are self-adjoint and non-negative,
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and have pure discrete spectrum in the Hilbert spaces Hn(X) and Hn,1(X).
The corresponding eigenvalues 0 ≤ λ0 ≤ λ1 ≤ · · · of ∆n (the non-zero
eigenvalues of ∆n and ∆n,1 coincide) have finite multiplicity and accumulate
only at infinity. The determinant of ∆n is defined by zeta regularization:
the elliptic operator zeta-function
ζn(s) =
∑
λk>0
λ−sk ,
defined initially for Re s > 1, has a meromorphic continuation to the entire
s-plane [MP49], and by definition [RS71, RS73],
det∆n = e
−ζ′n(0).
The non-zero spectrum of ∆1−n is identical to that of ∆n,1 (see, e.g., [ZT87a]),
so that det∆n = det∆1−n. Hence without loss of generality we will usually
assume n ≥ 1.
Denote by In and Pn, respectively, the identity operator in H
n(X), and the
orthogonal projection operator from Hn(X) onto Hn(X) = ker ∂¯n = ker∆n.
The Green’s operators for ∂¯n and ∆n for n ≥ 1 are the unique operators
Kn : H
n,1(X)→ Hn(X) and Gn : H
n(X)→ Hn(X) respectively, such that
GF1. Kn∂¯n = Gn∆n = In − Pn.
GF2. Kn|ker ∂¯∗n = 0 and Gn|ker∆n = 0.
They are related by Kn = Gn∂¯
∗
n. Now, let X ≃ Γ\Ω0 for some function
group Γ and invariant component Ω0. The Green’s functions for ∂¯n and ∆n
are the unique automorphic forms in two variables Kn(z, z
′) and Gn(z, z
′)
respectively, smooth for z′ 6= γz, z, z′ ∈ Ω0 and γ ∈ Γ, satisfying
(Knψ)(z) =
∫∫
D
Kn(z, z
′)ψ(z′) d2z′ for all ψ ∈ An,1 (Ω0,Γ)
and (Gnψ)(z) =
∫∫
D
Gn(z, z
′)ψ(z′) d2z′ for all ψ ∈ An (Ω0,Γ) .
The form Kn(z, z
′) is of type (n, 0) in z and type (1 − n, 0) in z′, and the
form Gn(z, z
′) is of type (n, 0) in z and type (1−n, 1) in z′. Both forms are
holomorphic in z. The relation Kn = Gn∂¯
∗
n implies
Kn(z, z
′) = −
(
∂¯′1−n
)∗
Gn(z, z
′) = ρ(z′)−n
∂
∂z′
(
ρ(z′)n−1Gn(z, z
′)
)
.
Remark 1. Our convention differs from [ZT87a], where the Green’s function
G˜n(z, z
′) is defined by (Gnψ)(z) = 〈G˜n(z, ·), ψ〉. The two are related by
Gn(z, z
′) = ρ(z′)1−nG˜n(z, z
′).
The Green’s function Qn(z, z
′) for ∆n on the upper half plane H is
uniquely determined by the following properties:
1. Qn(z, z
′) is smooth for z 6= z′;
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2. Qn(γz, γz
′)γ′(z)nγ′(z′)1−nγ′(z′) = Qn(z, z
′) for all γ ∈ PSL(2,R)
and z 6= z′;
3. Qn(z, z
′) = − 1π (Im z
′)−2 log |z − z′|2 +O(1) as z → z′;
4. ∆nQn(z, z
′) = 0 for z 6= z′;
and an additional growth condition as z → ∂H (see [Hej76]). The terminol-
ogy is justified since if X ≃ Γ\H for a Fuchsian group Γ, then
Gn(z, z
′) =
∑
γ∈Γ
Qn(z, γz
′)γ′(z′)1−nγ′(z′).
Correspondingly, the Green’s function Rn(z, z
′) for ∂¯n on H is Rn(z, z
′) =
−(∂¯′1−n)
∗Qn(z, z
′), and from the defining properties of Qn(z, z
′) we derive
(2.2) Rn(z, z
′) =
1
π
·
1
z − z′
(
z¯ − z′
z¯ − z
)2n−1
.
2.3. Teichmu¨ller and Schottky spaces. [Ber72, Ber75, Hej75] A marked
Riemann surface is a compact Riemann surface X of genus g > 1, equipped
with (up to an inner automorphism of π1(X,x0)) a canonical system of
generators α1, . . . , αg, β1, . . . , βg of π1(X,x0), i.e., a system with the single
relation α1β1α
−1
1 β
−1
1 · · ·αgβgα
−1
g β
−1
g = 1. Marked Riemann surfaces will
be denoted by [X] = (X;α1, . . . , αg, β1, . . . , βg). Let Tg be the Teichmu¨ller
space of marked Riemann surfaces of genus g > 1.
For a marked Riemann surface [X], letN be the smallest normal subgroup
in π1(X,x0) containing α1, . . . , αg. By the classical retrosection theorem,
there exists a Schottky group Γ ≃ π1(X,x0)/N with ordinary set Ω such
that X ≃ Γ\Ω. The group Γ is unique if we require it to be normalized; we
will always assume that Γ is normalized and marked by generators L1, . . . , Lg
corresponding to the cosets β1N , . . . , βgN . The correspondence
[X] 7→ (a3, . . . , ag, b2, . . . , bg, q1, . . . , qg)
defines a complex-analytic map Ψ : Tg → C
3g−3. Its image Sg = Ψ(Tg) is
a domain in C3g−3, called the Schottky space, and Ψ is a covering map onto
Sg. The correspondence t 7→ Γt\Ωt defines a complex-analytic covering map
Sg →Mg.
Equivalently, the Schottky space Sg may be defined as the set of marked,
normalized Schottky groups of rank g > 1, with a complex structure de-
scribed as follows. For every t ∈ Sg let Xt ≃ Γt\Ωt be the corresponding
Riemann surface, and let ∂¯2(t) and ∆
0,1
−1(t) be as defined in section 2.2,
for the surface Xt. Then the holomorphic tangent space TtSg is naturally
isomorphic to H−1,1(Ωt,Γt) = ker∆
0,1
−1(t) ⊂ A
−1,1(Ωt,Γt) — the space of
harmonic Beltrami differentials — while the holomorphic cotangent space
T ∗t Sg is naturally isomorphic to H
2(Ωt,Γt) = ker ∂¯2(t) ⊂ A
2(Ωt,Γt) — the
space of holomorphic quadratic differentials. For µ ∈ H−1,1(Ωt,Γt) and
HOLOMORPHIC FACTORIZATION OF DETERMINANTS 13
q ∈ H2(Ωt,Γt), the pairing is given by
(µ, q) =
∫∫
Dt
µ q d2z,
where Dt is a fundamental region for Γt. The inner product (2.1) on har-
monic (−1, 1)-differentials defines a Hermitian metric on the Schottky space
Sg. This metric is Ka¨hler, and coincides with the projection onto Sg of the
Weil-Petersson metric on Tg (see [Ahl61]). We will call it the Weil-Petersson
metric on Sg and will denote its symplectic form by ωWP .
In this definition of Sg, one defines complex coordinates for a neighbour-
hood of t ∈ Sg, called Bers coordinates, as follows. Given µ ∈ H
−1,1(Ωt,Γt)
satisfying ‖µ‖∞ = supz∈Ωt |µ(z)| < 1, there exists a unique homeomorphism
fµ : Ĉ→ Ĉ fixing 0, 1,∞ and satisfying the Beltrami equation
∂fµ
∂z¯
= µ
∂fµ
∂z
.
Set Γµ = fµ ◦ Γ ◦ (fµ)−1, Ωµ = fµ(Ω), and Xµ = Γµ\Ωµ. Choosing a ba-
sis µ1, . . . , µ3g−3 for H
−1,1(Ωt,Γt) gives µ = ε1µ1 + · · ·+ ε3g−3µ3g−3, where
εi ∈ C. The correspondence ε = (ε1, . . . , ε3g−3) 7→ Ψ([X
µ]) introduces com-
plex coordinates in a neighborhood of t ∈ Sg; the corresponding complex
structure agrees with that given by the first definition, considering Sg as a
domain in C3g−3. In terms of Bers coordinates,
ωWP
(
∂
∂εk
,
∂
∂ε¯l
)
=
i
2
〈µk, µl〉 at t ∈ Sg.
The Schottky universal curve is a fibration p : Sg → Sg with fibre
π−1(t) = Xt ≃ Γt\Ωt for t ∈ Sg. Let TV Sg → Sg be the holomorphic
vertical tangent bundle — the holomorphic line bundle over Sg consisting
of vectors in the holomorphic tangent space TSg that are tangent to the
fibres Xt = π
−1(t). A family ϕε of (n,m)-differentials on Riemann surfaces
Xεµ is defined as a smooth section of the line bundle
(TV Sg)
−n ⊗ (TV Sg)
−m → Sg.
The hyperbolic metric ρ gives rise to a family of (1, 1)-differentials and de-
fines a natural Hermitian metric on the line bundle TV Sg → Sg, whose
restriction to each fibre coincides with the hyperbolic metric. It also defines
a Hermitian metric in the bundle (TV Sg)
−n → Sg, and in the direct image
bundle Λn = p∗((TV Sg)
−n)→ Sg. The fibre of Λn over t ∈ Sg is the vector
space Hn(Ωt,Γt), and the corresponding Hermitian metric is given by (2.1).
The pullback of an (n,m)-differential ϕε over Xεµ is an (n,m)-differential
over X = X0, defined by
f εµ∗ (ϕ
ε) = ϕε ◦ f εµ (f εµz )
n(f εµz )
m,
where f εµ : Ĉ → Ĉ is the corresponding solution of Beltrami equation.
The Lie derivatives of the family ϕε in the directions µ and µ, where µ ∈
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H−1,1(Ωt,Γt) ≃ TtSg and t = Ψ([X]), are defined by
δµϕ =
∂
∂ε
∣∣∣∣
ε=0
f εµ∗ (ϕ
ε) ∈ An,m(X)
and δ¯µϕ =
∂
∂ε
∣∣∣∣
ε=0
f εµ∗ (ϕ
ε) ∈ An,m(X).
Every smooth function ϕ on Sg is naturally identified with a family of (0, 0)-
differentials, constant along the fibres of p, which we will continue to denote
by ϕ. In this case the Lie derivative coincides with the usual directional
derivative,
δµϕ = ∂ϕ(µ) and δ¯µϕ = ∂¯ϕ(µ),
where ∂ and ∂¯ are the (1, 0) and (0, 1) components, respectively, of the
deRham differential d on the complex manifold Sg. Similarly, for a family
of linear operators Aε : Ak,l(Xεµ)→ Am,n(Xεµ) we define the Lie derivatives
by
δµA =
∂
∂ε
∣∣∣∣
ε=0
(
f εµ∗ A
ε(f εµ∗ )
−1
)
and δ¯µA =
∂
∂ε
∣∣∣∣
ε=0
(
f εµ∗ A
ε(f εµ∗ )
−1
)
,
so that
δµ(A(ϕ)) = δµA(ϕ) +A(δµϕ) and δ¯µ(A(ϕ)) = δ¯µA(ϕ) +A(δ¯µϕ).
Now we present some variational formulas we will need. For µ ∈ H−1,1 (Ω,Γ)
define
Fµ =
∂
∂ε
f εµ
∣∣∣∣
ε=0
and Φµ =
∂
∂ε¯
f εµ
∣∣∣∣
ε=0
.
Then [Ahl61]
∂Fµ
∂z¯
= µ and Φµ = 0,
and χµ[γ] =
Fµ ◦ γ
γ′
− Fµ is a polynomial of order ≤ 2 every γ ∈ Γ. (For
groups other than Schottky, function Φµ is holomorphic on Ω but not nec-
essarily zero.) Note that the normalization of f εµ implies that Fµ(0) =
Fµ(1) = Fµ(∞) = 0, and hence χµ[L1](0) = 0, χµ[L1](∞) = 0, and
χµ[L2](1) = 0. (Here Fµ(∞) = 0 means Fµ(z) = o(|z|
2) as z → ∞, and
similarly for χµ[L1].) Another classical result of Ahlfors [Ahl61] is that for
the family ρ of (1, 1)-differentials given by the hyperbolic metric,
δµρ = 0 and δ¯µρ = 0.
¿From this one finds (see, e.g., [ZT87a]),
δµ∂¯n = −µ∂n and δµ∂n = 0,
and hence
δµ∆n = ρ
−1µ∂n+1∂n.
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If ϕ is a smooth family of holomorphic automorphic forms of type (n, 0),
then differentiating ∂¯nϕ = 0 one gets
(2.3) ∂¯n(δµϕ) = µ∂nϕ and ∂¯n(δ¯µϕ) = 0,
where the last equation follows from δ¯µ∂¯n = 0. Finally, for t ∈ Sg let
γt ∈ Γt be a group element corresponding to a fixed element [γ] under the
isomorphism Γt ≃ π1(X,x0)/N . Then the multipliers qγt give rise to a
holomorphic function qγ : Sg → C. Identifying T
∗
t Sg ≃ H
2(Ωt,Γt), we have
(see e.g. [Zog89])
(2.4) ∂qγ = −
qγ
π
∑
σ∈〈γ〉\Γ
(aγ − bγ)
2
(σz − aγ)
2 (σz − bγ)
2σ
′(z)2,
where the sum runs over the set of left cosets in Γ of the cyclic subgroup
generated by γ.
2.4. Classical Liouville action. [ZT87b, TT03] The Schottky space Sg
is a domain of holomorphy [Hej75], so that the Weil-Petersson metric on Sg
has a globally defined Ka¨hler potential. Here we present the potential for the
Weil-Petersson metric constructed in [ZT87b]. It is given by the “classical
Liouville action” — the critical value of the “Liouville action functional” on
the family of Riemann surfaces parameterized by the Schottky space Sg —
and has the additional property of establishing a relation between Fuchsian
and Schottky uniformizations.
Namely for t ∈ Sg set X = Xt; for convenience, we omit the subscript
t here and write X ≃ Γ\Ω, etc. Let ρ(z)|dz|2 be the hyperbolic metric
on Ω, pulled back from the hyperbolic metric on X ≃ Γ\Ω. Let D be a
fundamental region for the marked Schottky group Γ (see section 2.1). Set
S =
∫∫
D
(∣∣∣∣∂ log ρ∂z
∣∣∣∣2 + ρ
)
d2z
+
i
2
g∑
k=2
∮
Ck
(
log ρ−
1
2
log
∣∣L′k∣∣2)
(
L′′k
L′k
dz −
L′′k
L′k
dz¯
)
+ 4π
g∑
k=2
log |c (Lk)|
2 ,
where for γ =
(
a b
c d
)
∈ Γ, we denote c(γ) = c. This definition does not
depend on a particular choice of the fundamental region D. The values
St for t ∈ Sg define a smooth function S : Sg → R, called the classical
Liouville action (see [ZT87b] for motivation and details, and [TT03] for a
cohomological interpretation). The function S is invariant with respect to
transformations of Sg corresponding to permutations of the generators of
the marked Schottky group [Zog89]. For a holomorphic function f with
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f ′ 6= 0, the Schwarzian derivative of f is
(2.5) S(f) =
(
f ′′
f ′
)′
−
1
2
(
f ′′
f ′
)2
.
For X ≃ Γ\Ω let J : H→ Ω be the universal covering of Ω and set
ϑ = 2S(J−1).
Though the mapping J is not one-to-one, it follows from the properties of J
and S that ϑ is a well-defined element ofH2(Ω,Γ) [ZT87b]. Correspondingly,
the smooth family ϑt of holomorphic quadratic differentials on Xt gives rise
to a (1, 0)-form ϑ on Sg.
Proposition 2.2. The function S : Sg → R has the followng properties.
(i) ∂S = ϑ;
(ii) ∂∂¯S = 2i ωWP .
Proof. See [ZT87b] (and [TT03] for generalization to Kleinian groups of class
A). 
3. Poincare´ series and the Green’s function of ∂¯n
Let X ≃ Γ\Ω0 for some function group Γ and invariant component Ω0,
and let n be a positive integer. In this section we define a meromorphic
Poincare´ series K̂n(z, z
′) and a smooth kernel K0n(z, z
′) associated with the
subspace Hn(Ω0,Γ) = ker ∂¯n, such that for n > 1 the Green’s function
Kn (z, z
′) of ∂¯n is given by Kn = K̂n +K
0
n. (There is a slight modification
when n = 1.) This completes the outline sketched in [Mar87].
For convenience, assume that ∞ is in the limit set of Γ. For n > 1, fix
points A1, . . . , A2n−1 in the limit set of Γ, such that
(3.1) ∀j ∃ at most n− 1 distinct k such that Ak = Aj .
If n = 1, fix a single point A1 in the ordinary set of Γ. Then for n ≥ 1 and
z, z′ ∈ Ω0 with z
′ 6= γz for all γ ∈ Γ, define [Ber67]
(3.2) K̂n(z, z
′) =
1
π
∑
γ∈Γ
1
γz − z′
(2n−1∏
j=1
z′ −Aj
γz −Aj
)
γ′(z)n,
with the natural conventions if Aj =∞ for one or more j.
Lemma 3.1. Let Γ and K̂n be defined as above.
(i) Suppose n > 1. For z, z′ ∈ Ω0 with z
′ 6= γz for all γ ∈ Γ, the series
K̂n(z, z
′) converges absolutely and uniformly on compact subsets. It
defines a meromorphic function on Ω0 × Ω0 with only simple poles,
at z′ = γz, γ ∈ Γ.
(ii) Suppose that Γ has exponent of convergence δ < 1. Then for z, z′ ∈
Ω0 with z
′ 6= γz and z 6= γA1 for all γ ∈ Γ, the series K̂1(z, z
′)
converges absolutely and uniformly on compact subsets. It defines a
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meromorphic function on Ω0×Ω0 with only simple poles, at z
′ = γz
and z = γA1, γ ∈ Γ.
Proof. Since L1-convergence of holomorphic functions implies uniform con-
vergence on compact sets, for (i) it is sufficient to show∫∫
Ω0
1
|z − z′|
2n−1∏
j=1
1
|z −Aj |
ρ(z)1−n/2d2z <∞,
where ρ(z)|dz|2 is the hyperbolic metric on Ω0. This was proved in [Ber71]
using Ahlfors’ estimates for ρ, under the assumption that A1, . . . , A2n−1 are
distinct points in the limit set. Exactly the same proof works when some of
the Aj coincide, provided they satisfy condition (3.1). Because A1 is in the
ordinary set for n = 1, (ii) follows immediately from the definition of δ. 
Let Π2n−2 be the vector space of polynomials of degree ≤ 2n− 2, consid-
ered as a right Γ-module with the γ ∈ Γ acting on p ∈ Π2n−2 by
γ∗p = p ◦ γ · (γ
′)1−n,
and denote by Z1(Γ,Π2n−2) the vector space of 1-cocycles for the group
Γ with coefficients in Π2n−2 — the Eichler cocycles [Ber67]. Explicitly, a
cocycle is a map χ : Γ→ Π2n−2 satisfying
χ[γ1γ2] = γ2∗χ[γ1] + χ[γ2] for all γ1, γ2 ∈ Γ.
A direct computation shows that for any γ ∈ Γ,
K̂n(γz, z
′)γ′(z)n = K̂n(z, z
′)
K̂n(z, γz
′)γ′(z′)1−n = K̂n(z, z
′) + χK̂ [γ](z, z
′),
where χ
K̂
(z, · ) ∈ Z1(Γ,Π2n−2) for every z ∈ Ω0, and χK̂ [γ]( · , z
′) ∈ Hn(Ω0,Γ)
for every γ ∈ Γ and z′ ∈ C.
Now, let ϕ1, . . . , ϕd be a basis for H
n(Ω0,Γ), where d = (2n − 1)(g − 1)
(n > 1), or d = g (n = 1). Define potentials Fk (there should be no
confusion with Fµ defined in section 2.3) of the automorphic forms ϕk by
[Ber67, Ber71]
Fk(z) = −
1
π
∫∫
Ω0
ρ(ζ)1−nϕk(ζ)
ζ − z
2n−1∏
j=1
z −Aj
ζ −Aj
d2ζ
= −
∫∫
D0
ρ(ζ)1−nϕk(ζ)K̂n(ζ, z) d
2z
= −〈K̂n( · , z), ϕk〉,
(3.3)
where ρ(ζ) is the hyperbolic metric on Ω0. Note that though K̂n( · , z) is
not in Hn(Ω0,Γ), the inner product given by (2.1) is still well-defined. The
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function Fk on Ω0 has the property
(3.4)
∂Fk
∂z¯
= ρ1−nϕ¯k.
Let [Nn]jk = 〈ϕj , ϕk〉 be the Gram matrix of the basis ϕ1, . . . , ϕd with
respect to the inner product (2.1), and let N jkn = [N−1n ]jk be the inverse
matrix. For z, z′ ∈ Ω0 set
(3.5) K0n(z, z
′) =
d∑
j=1
d∑
k=1
Nkjn ϕj(z)Fk(z
′).
It follows from (3.4) that
(3.6)
∂K0n
∂z¯′
(z, z′) = Pn(z, z
′)
is the integral kernel of the orthogonal projection Pn : H
n(Ω0,Γ)→H
n(Ω0,Γ).
For any γ ∈ Γ we have
K0n(γz, z
′)γ′(z)n = K0n(z, z
′)
K0n(z, γz
′)γ′(z′)1−n = K0n(z, z
′)−
d∑
j=1
d∑
k=1
Nkjn ϕj(z)〈χK̂ [γ]( · , z
′), ϕk〉
= K0n(z, z
′)− χK̂ [γ](z, z
′),
since χK̂ [γ]( · , z
′) ∈ Hn(Ω0,Γ). Hence K̂n +K
0
n is an automorphic form of
type (n, 0) in z and type (1− n, 0) in z′.
Proposition 3.2. Let Γ, K̂n and K
0
n be defined as above, and let Kn be the
Green’s function for ∂¯n on Γ\Ω0 defined in section 2.2. Then:
(i) for n > 1 and z, z′ ∈ Ω0,
Kn(z, z
′) = K̂n(z, z
′) +K0n(z, z
′);
(ii) if δ < 1, then for z, z′ ∈ Ω0,
K1(z, z
′)−K1(z,A1) = K̂1(z, z
′) +K01 (z, z
′).
Proof. First we verify condition GF1, i.e., show that for any ϕ ∈ An (Ω0,Γ),∫∫
D0
(K̂n +K
0
n)(z, z
′)(∂¯nϕ)(z
′)d2z′ = ϕ(z) − (Pnϕ)(z),
where D0 is a fundamental region for Γ in Ω0. We have∫∫
D0
(K̂n +K
0
n)(z, z
′)(∂¯nϕ)(z
′)d2z′ = I1 − I2,
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where
I1 = lim
ε→0
∫∫
D0\{|z′−z|≤ε}
∂¯′n
(
(K̂n +K
0
n)(z, z
′)ϕ(z′)
)
d2z′,
I2 = lim
ε→0
∫∫
D0\{|z′−z|≤ε}
∂¯′n
(
(K̂n +K
0
n)(z, z
′)
)
ϕ(z′)d2z′.
By Stokes’ theorem, I1 is a sum of an integral over the boundary of D0,
which vanishes since (K̂n +K
0
n)(z, z
′)ϕ(z′) is a (1, 0)-differential in z′, and
a boundary term around the singularity z′ = z, so that
I1 = lim
ε→0
1
2πi
∮
|z′−z|=ε
(
ϕ(z′)
z′ − z
+O(1)
)
dz′ = ϕ(z).
Since K̂n(z, z
′) is holomorphic in z′ for z′ 6= z, using (3.6) we get I2 =
(Pnϕ)(z).
Since condition GF2 is vacuous for n > 1, the above establishes (i) in
that case. When n = 1, the above argument shows that the operators K1
and K̂1 +K
0
1 agree on Im ∂¯1, that is,
K1(z, z
′) = K̂1(z, z
′) +K01 (z, z
′) + ψ(z)
for some ψ ∈ H1(Ω0,Γ). Setting z
′ = A1 evaluates ψ and yields (ii). 
Remark 2. It follows that
∂K1
∂z′
(z, z′) =
∂K̂1
∂z′
(z, z′) +
∂K01
∂z′
(z, z′),
which is Fay’s formula relating Bergmann and Schiffer kernels on a compact
Riemann surface [Fay77]. This was used in the proof of the local families
index theorem (1.11) in the case n = 1 given in [ZT87a], and was the starting
point for the proof of Zograf’s factorization formula (1.9) in [Zog97].
4. Natural basis for H0(Sg,Λn)
It was proved by Kra [Kra84] that the direct image vector bundle
Λn = p∗((TV Sg)
−n)→ Sg
is holomorphically trivial, i.e., there exist ϕ1, . . . , ϕd ∈ H
0(Sg,Λn) such
that for each t ∈ Sg, the holomorphic n-differentials ϕ1(t), . . . , ϕd(t) on
Xt form a basis of the fibre H
n(Xt). For n = 1, the abelian differentials
ϕ1(t), . . . , ϕg(t) on the Riemann surface Xt with the classical normalization∮
αk
ϕj = δjk
form such a basis, since every t ∈ Sg uniquely determines the α-cycles on
the Riemann surface Xt = Γt\Ωt (see [Zog89]). Here we construct a natural
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basis of the global sections of Λn for n > 1, which reduces to the former
when n = 1.
Let Γ be normalized, marked Schottky group with distinguished system
of generators L1, . . . , Lg. For n > 1, a cocycle χ ∈ Z
1(Γ,Π2n−2) is called
normalized if
∂rχ[L1]
∂zr
(z) = 0, 0 ≤ r ≤ n− 2, χ [L1] (z) = o(|z|
n) as z →∞,
and χ[L2](1) = 0. Every cocycle χ ∈ Z
1(Γ,Π0) = Z
1(Γ,C) is called nor-
malized by definition. Let Z˜1(Γ,Π2n−2) be the vector space of normalized
Eichler cocycles. Since any cocycle may be normalized by adding a cobound-
ary b ∈ B1(Γ,Π2n−2) — a cocycle b[γ] = γ∗p− p for some p ∈ Π2n−2 — and
every normalized b ∈ B1(Γ,Π2n−2) is identically zero, we have an isomor-
phism
H1(Γ,Π2n−2) := Z
1(Γ,Π2n−2)/B
1(Γ,Π2n−2) ≃ Z˜
1(Γ,Π2n−2).
Let Πg2n−2 = Π2n−2 × · · · ×Π2n−2︸ ︷︷ ︸
g
, and define
Π˜g2n−2 =
{
(p1, . . . , pg) ∈ Π
g
2n−2 : p1(z) = cz
n−1, p2(1) = 0
}
.
Since the group Γ is free, the mapping from Z˜1(Γ,Π2n−2) to Π˜
g
2n−2 given
by
χ 7→ (χ[L1], . . . , χ[Lg])
is an isomorphism. Fix a basis of Π˜g2n−2; this fixes a basis
ξ1, . . . , ξd ∈ Z˜
1(Γ,Π2n−2) ≃ H
1(Γ,Π2n−2).
This basis depends only on Γ as an abstract group — that is, ξk[γ] depends
only on the reduced word Ls1r1 · · ·L
sm
rm representing γ. Thus we have defined
a basis of H1(Γ,Π2n−2) simultaneously for all normalized marked Schottky
groups Γt, t ∈ Sg.
Now we define a basis for Hn(Ω,Γ) corresponding to the basis ξ1, . . . , ξd
of Z˜1(Γ,Π2n−2) associated with a fixed basis of Π˜
g
2n−2. For this purpose
we use the Bers map β∗ : Hn(Ω,Γ) → H1(Γ,Π2n−2), where χ = β
∗(ϕ) is
defined by
χ[γ] = F ◦ γ · (γ′)1−n − F,
with F a potential of the holomorphic n-differential ϕ given by (3.3). The
potential F depends on the points A1, . . . , A2n−1 in the limit set of Γ; a
different choice of normalization points adds a coboundary to χ. We will
always choose the normalization points to be 0, . . . , 0︸ ︷︷ ︸
n−1
, 1,∞, . . . ,∞︸ ︷︷ ︸
n−1
. With
this normalization, we get a mapping
β˜∗ : Hn(Ω,Γ)→ Z˜1(Γ,Π2n−2).
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Since the Bers mapping β∗ is injective, β˜∗ is also; and the vector spaces
Hn(Ω,Γ) and Z˜1(Γ,Π2n−2) have the same dimension d, so β˜
∗ is a complex
anti-linear isomorphism. Define a basis ψ1, . . . , ψd of H
n(Ω,Γ) by
β˜∗(ψk) = ξk,
and let ϕ1, . . . , ϕd be the dual basis of H
n(Ω,Γ) with respect to the inner
product (2.1):
〈ϕj , ψk〉 = δjk.
Lemma 4.1. The holomorphic n-differentials ϕ1(t), . . . , ϕd(t) ∈ H
n(Xt),
constructed above for every point t ∈ Sg, define global holomorphic sections
ϕ1, . . . , ϕd of the bundle Λn over Sg.
Proof. It follows from the construction that the ϕj are smooth global sections
of Λn; we must show they are holomorphic. Fix t ∈ Sg and abbreviate
ϕj(t) = ϕj , Γt = Γ, etc. Let µ ∈ H
−1,1(Ω,Γ) represent a tangent vector at
t. It follows from (2.3) that ∂¯n(δ¯µϕj) = 0, i.e., δ¯µϕj ∈ H
n(Ω,Γ). But by the
definition of ξk and Stokes’ theorem,
δjk = 〈ϕj , ψk〉 =
∫∫
D
ϕi
∂Fk
∂z¯
d2z = −
1
2i
g∑
r=1
∮
Cr
ϕj ξk[Lr] dz.(4.1)
Since ξεk[L
ε
r] do not depend explicitly on ε and Φµ = 0, we have δ¯µξk[L] = 0,
so
0 = −
1
2i
g∑
r=1
∮
Cr
(δ¯µϕj)ξk[Lr] dz = 〈δ¯µϕj , ψk〉
for each k, and we conclude δ¯µϕj = 0. 
Remark 3. It is necessary to take the dual basis ϕj because the ψk are not
holomorphic sections of the bundle Λn → Sg. This is related to the fact
that the Bers mapping β∗ is complex anti-linear.
We say that the sections ϕ1, . . . , ϕd form a natural basis of H
0(Sg,Λn)
corresponding to the basis ξ1, . . . , ξd of Z˜
1(Γ,Π2n−2) associated with a fixed
basis of Π˜g2n−2 (for brevity, a natural basis). Note that for n = 1, if we make
the choice
ξk[Lr] = −2iδkr,
we recover the classical normalized basis of abelian differentials; we add this
condition to the definition of natural basis when n = 1.
The vector bundle Λn → Sg has a Hermitian metric defined by the inner
product (2.1) on the fibres Hn(Ωt,Γt), t ∈ Sg, which induces a Hermitian
metric ‖ · ‖2n on its determinant line bundle λn = ∧
dΛn. The natural basis
gives a global holomorphic section ϕ = ϕ1 ∧ · · · ∧ ϕd of λn, with
‖ϕ‖2n = detNn,
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where [Nn]jk = 〈ϕj , ϕk〉. The metric and complex structure define a connec-
tion on λn, which in the holomorphic frame given by ϕ is d + ∂ log detNn,
where d = ∂ + ∂¯ is the deRham operator on Sg.
When n = 1, the connection (1, 0) form on Sg can be found explicitly. By
the Riemann bilinear relations, N1 = Im τ , and we have Rauch’s formula
[Rau65]
∂τ jk(µ) = −2i
∫∫
D
ϕjϕkµ d
2z
for µ ∈ H−1,1(Ω,Γ), from which we obtain
(4.2) ∂ log detN1(µ) = −
∫∫
D
g∑
j=1
g∑
k=1
Nkj1 ϕjϕk µ d
2z,
where N jk1 = [N
−1]jk.
There is an analog of (4.2) for the natural basis when n > 1. Namely, let
(4.3) T 0n(z) =
(
n
∂
∂z′
− (1− n)
∂
∂z
)
K0n(z, z
′)
∣∣∣∣
z′=z
,
where K0n is given by (3.5), and define
(4.4) ̟n[γ] = T
0
n ◦ γ · (γ
′)2 − T 0n
for each γ ∈ Γ. Then we have the following.
Proposition 4.2. Let ϕ1, . . . , ϕd be a natural basis of H
0(Sg,Λn) as con-
structed above. Fix t ∈ Sg and abbreviate ϕj(t) = ϕ, Γt = Γ, etc. Let Nn,
Tn, ̟n be defined as above, and recall the notation for the marked normal-
ized Schottky group Γ fixed in section 2.1. Then for µ ∈ H−1,1(Ω,Γ) ≃ TtSg
with potential Fµ, we have
(4.5) ∂ log detNn(µ) =
∫∫
D
T 0nµ d
2z +
1
2i
g∑
r=1
∮
Cr
̟n[Lr]Fµ dz.
Proof. Using holomorphy of the family ϕj , Stokes’ theorem, ψj =
∑d
k=1N
kj
n ϕk
and (2.3), we have
∂ log detNn(µ) =
d∑
j=1
d∑
k=1
Nkjn 〈δµϕj , ϕk〉 =
d∑
j=1
d∑
k=1
Nkjn
∫∫
D
(δµϕj)
∂Fk
∂z¯
d2z
= −
∫∫
D
(∂nK
0
n)
∣∣
∆
µ d2z −
1
2i
g∑
r=1
∮
Cr
d∑
j=1
(δµϕj)ξj [Lr] dz,
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where ∆ stands for the restriction on the diagonal z′ = z. This implies
∂ log detNn(µ) =
∫∫
D
T 0nµ d
2z − n
∫∫
D
∂1(K
0
n
∣∣
∆
)µ d2z
−
1
2i
g∑
r=1
∮
Cr
d∑
j=1
(δµϕj)ξj [Lr] dz,
since T 0n = − (∂nK
0
n)
∣∣
∆
+ n∂1(K
0
n|∆). Using Stokes’ theorem again and
∂−1µ = 0, we obtain∫∫
D
∂1(K
0
n
∣∣
∆
)µ d2z =
1
2i
g∑
r=1
∮
Cr
d∑
j=1
ϕj ξj[Lr]µ dz¯.
Hence we must show that
(4.6)
g∑
r=1
∮
Cr
̟[Lr]Fµ dz = −
g∑
r=1
∮
Cr
d∑
j=1
(δµϕj)ξj [Lr] dz + nϕj ξj[Lr]µ dz¯.
It follows from (4.1) that
g∑
r=1
∮
Cr
(δµϕj)ξk[Lr] dz + ϕj(δµξk[Lr]) dz + ϕj ξk[Lr]µ dz¯ = 0,
and we have
δµξk[Lr] =
∂
∂ε
∣∣∣∣
ε=0
ξk[Lr] ◦ f
εµ · (f εµz )
1−n
=
∂ξk[Lr]
∂z
Fµ + (1− n)ξk[Lr]
∂Fµ
∂z
,
since, by construction, ξεk[L
ε
r] does not depend explicitly on ε. Using the
identity
0 =
∮
Cr
d(ϕjξk[Lr]Fµ)
=
∮
Cr
∂
∂z
(ϕjξk[Lr]Fµ) dz + ϕjξk[Lr]µ dz¯,
we obtain
−
g∑
r=1
∮
Cr
(δµϕj)ξk[Lr] dz + nϕj ξk[Lr]µ dz¯
=
g∑
r=1
∮
Cr
(
nϕj
∂ξk[Lr]
∂z
− (1− n)
∂ϕj
∂z
ξk[Lr]
)
Fµ dz.
Now, a straightforward computation shows that
̟n[γ] =
d∑
j=1
(
nϕj
∂ξj [γ]
∂z
− (1− n)
∂ϕj
∂z
ξj[γ]
)
,
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which establishes (4.6) and completes the proof. 
To show the agreement of (4.5) with (4.2) when n = 1, it suffices to
observe that for this case, the properties of the potential Fk of the basis
element ϕk imply that
Fk(z) =
∫ z
A1
ϕk(ζ) dζ −
∫ z
A1
ϕk(ζ) dζ.
5. Proof of Theorems 1 and 2
Since the functions det∆n, detNn and S on the Schottky space Sg are
real-valued and the function F (n) on Sg is holomorphic, to prove Theorems
1 and 2 it sufficient to show that
(5.1) ∂ log det∆n − ∂ log F (n) = ∂ log detNn −
6n2 − 6n+ 1
12π
∂S
at all points in Sg. The (1, 0) forms on Sg appearing on the right hand side
of (5.1) are given by Propositions 2.2 and 4.2. Here we complete the proof
by computing the (1, 0) forms on the left hand side.
5.1. Computation of ∂ log det∆n. Let X be a compact Riemann surface,
with X ≃ Γ\Ω0 for some function group Γ with invariant component Ω0,
and let ρ(z)|dz|2 be the hyperbolic metric on Ω0. Define
(5.2) Tn(z) = lim
z′→z
(
n
∂
∂z′
− (1− n)
∂
∂z
)(
Kn(z, z
′)−
1
π
1
z − z′
)
,
whereKn is the Green’s function for ∂¯n on Γ\Ω0 defined in section 2.2. When
Ω0 = H, we will denote Tn = T
Fuchs
n . It easy to see that T
Fuchs
n ∈ A
2(H,Γ).
Indeed, it follows from (2.2) that(
n
∂
∂z′
− (1− n)
∂
∂z
)
Rn(z, z
′) =
1
π
1
(z − z′)2
+O(z − z′)
as z′ → z, so that
TFuchsn (z) = lim
z′→z
(
n
∂
∂z′
− (1− n)
∂
∂z
)
(Kn(z, z
′)−Rn(z, z
′)).
It follows from property 2 in section 2.2 that (Kn − Rn)|∆ is a (1, 0) form,
and the identity
(5.3) TFuchsn = −
(
∂n(Kn −Rn)
)∣∣
∆
+ n∂1
(
(Kn −Rn)|∆
)
proves the claim. Here ∆ stands for the restriction on the diagonal z′ = z.
Lemma 5.1. Let X ≃ Γ\Ω0 for a function group Γ with invariant compo-
nent Ω0, let J : H → Ω0 be the holomorphic covering map of Ω0 by H, and
let Tn and T
Fuchs
n be defined as above. Then on Ω0,
Tn = T
Fuchs
n ◦ J
−1 · ((J−1)′)2 +
6n2 − 6n+ 1
6π
S(J−1),
where S denotes the Schwarzian derivative (2.5). In particular, Tn ∈ A
2(Ω0,Γ).
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Proof. Note that while J−1 is multiple-valued, the right side is a well-defined
element of A2(Ω0,Γ). The equality follows from the identity
lim
z′→z
(
n
∂
∂z′
− (1− n)
∂
∂z
)(
J ′(z)nJ ′(z′)1−n
J(z) − J(z′)
−
1
z − z′
)
=
6n2 − 6n+ 1
6
S(J),
which is verified by direct computation. This is the classical result when
n = 1. 
Remark 4. In conformal field theory, this result is known as the statement
that “b-c system with spins n and 1 − n has central charge 6n2 − 6n + 1”
(see, e.g., [D’H99] and references therein).
Proposition 5.2. Let det∆n be the function on the Schottky space Sg
defined in section 2.2, and let ϑ be the (1, 0) form on Sg defined in section
2.4. For each t ∈ Sg, abbreviate Tn = Tn(t), Ω = Ωt, Γ = Γt, etc. Then for
µ ∈ H−1,1(Ω,Γ) ≃ TtSg,
∂ log det∆n(µ) =
∫∫
D
Tnµ d
2z −
6n2 − 6n+ 1
12π
ϑ(µ).
Proof. Set µFuchs = µ ◦ J
J ′
J ′
. It follows from Lemma 5.1 that it is sufficient
to prove
∂ log det∆n(µ) =
∫∫
D
TFuchsn µ
Fuchs d2z,
where D ⊂ H is a fundamental region for a Fuchsian group uniformizing
the Riemann surface X ≃ Γ\Ω. Using the identity (5.3) and ∂−1µ = 0, this
reduces to the statement
∂ log det∆n(µ) = −
∫∫
D
(
∂n(Kn −Rn)
)∣∣
∆
µ d2z,
which is Theorem 1 in [ZT87a]. 
5.2. Computation of ∂ logF (n). Let Γ be a marked, normalized Schottky
group. For positive integer n define
(5.4) F0(n) =
∏
{γ}
∞∏
m=0
(
1− qn+mγ
)
,
where {γ} runs over all distinct primitive conjugacy classes in Γ, omitting
the identity, and qγ is the multiplier of γ — see section 2.1. The product con-
verges absolutely if and only if the series
∑
{γ}
∑∞
m=0|qγ |
m+n converges. One
shows that this series converges provided that the multiplier series
∑
[γ]|qγ |
n
converges, where [γ] runs over all distinct conjugacy classes (not necessarily
primitive) in Γ. By a theorem of Bu¨ser [Bu¨s96], for a Schottky group Γ with
exponent of convergence δ, the latter series converges provided n > δ. It
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is known that δ < 2, hence for n > 1 the product F0(n) converges abso-
lutely for all Schottky groups Γ, and the product F0(1) converges absolutely
provided that δ < 1. Now we define
(5.5) F (n) =
{
F0(1) if n = 1,
(1− q1)
2 · · · (1− qn−11 )
2(1− qn−12 )F0(n) if n > 1.
For n ≥ 2 the expression F (n) defines a holomorphic function on Sg.
For n = 1 the function F = F (1) is defined on the open subset of Sg
characterized by δ < 1.
Remark 5. The product
∏
{γ}(1−q
s
γ) was briefly described in [Bow79], where
it was asserted that with the values of qsγ chosen appropriately, the product
is defined for all Re s > δ and has an analytic continuation to the entire
s-plane. To our knowledge these results have not yet been proved. The
function |F0(n)|
2 coincides with a product of Ruelle type zeta functions
Rρ(s) associated to the hyperbolic 3-manifold X
3 defined by Γ, considered
in [Fri86]: |F0(n)|
2 = Zn(n), where
Zn(s) =
∞∏
m=0
Rρn+m(s +m),
and ρn+m is the representation of π1(X
3) on O(2) taking a closed geodesic
with twist parameter θ to a rotation of angle (n+m)θ.
Set
(5.6) T̂n(z) = lim
z′→z
(
n
∂
∂z′
− (1− n)
∂
∂z
)(
K̂n(z, z
′)−
1
π
1
z − z′
)
,
where K̂n is the Poincare´ series (3.2). We have
(5.7) Tn = T̂n + T
0
n ,
where T 0n and Tn are defined in (4.3) and (5.2) respectively. Since Tn ∈
A2(Ω,Γ), we have for γ ∈ Γ,
T̂n ◦ γ · (γ
′)2 − T̂n = −̟n[γ],
where ̟n[γ] is given by (4.4).
Proposition 5.3. Let F (n) : Sg → C be defined by (5.4) and (5.5). Fix
t ∈ Sg and abbreviate Γt = Γ, etc. Let T̂n and ̟n be defined by (5.6)
and (4.4) respectively, corresponding to Xt = X = Γ\Ω, and recall the
notation for the marked normalized Schottky group Γ fixed in section 2.1.
For µ ∈ H−1,1(Ω,Γ) ≃ TtSg with potential Fµ, the (1, 0) form ∂ log F (n)
satisfies
∂ logF (n)(µ) =
∫∫
D
T̂nµ d
2z −
1
2i
g∑
r=1
∮
Cr
̟[Lr]Fµ dz.
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Proof. For γ ∈ Γ, γ 6= id, and z ∈ Ω, we introduce the abbreviations
Aγ(z) =
1
π
(nqn−1γ + (1− n)q
n
γ )
γ′(z)
(γz − z)2
,
Bγ(z) = lim
z′→z
1
π
(
n
∂
∂z′
− (1− n)
∂
∂z
)
1
γz − z′
2n−1∏
j=1
z′ −Aj
γz −Aj
 γ′(z)n,
and split the computation into three steps.
Step 1. Claim that the right hand side can be written as
(5.8)
∫∫
D
T̂nµ d
2z−
1
2i
g∑
r=1
∮
Cr
̟[Lr]Fµ dz = −
1
2i
∑
γ∈Γ
γ 6=id
g∑
r=1
∮
C−r
Bγχµ[L−r] dz.
We have∫∫
D
T̂nµ d
2z =
∫∫
D
∂¯(T̂nFµ) d
2z =
1
2i
g∑
r=1
(∮
C−r
+
∮
Cr
)
T̂nFµ dz
= −
1
2i
g∑
r=1
∮
Cr
(
(T̂n −̟n[Lr])(Fµ + χµ[Lr])− T̂nFµ
)
dz
= −
1
2i
g∑
r=1
∮
Cr
T̂n ◦ Lr(L
′
r)
2χµ[Lr] dz +
1
2i
g∑
r=1
∮
Cr
̟n[Lr]Fµ dz.
But for any Eichler cocycle, χ[γ−1] = −
χ[γ] ◦ γ−1
(γ−1)′
, so we have
∮
Cr
T̂n ◦ Lr(L
′
r)
2χµ[Lr] dz =
∮
C−r
T̂nχµ[L−r] dz.
This, together with T̂n(z) =
∑
γ∈Γ\{id}
Bγ(z), converging absolutely and uni-
formly on compact subsets of Ω, establishes (5.8). Note that the non-
automorphy of T̂n necessitates the use of the integral over C−r rather than
Cr.
Step 2. Computation of ∂ log F0(n). Claim that
(5.9) ∂ logF0(n)(µ) = −
1
2i
∑
γ∈Γ
γ 6=id
g∑
r=1
∮
C−r
Aγχµ[L−r] dz.
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Indeed, using the expression logF0(n) = −
∑
{γ}
∞∑
m=1
1
m
qmnγ
1− qmγ
and the se-
ries (2.4), we get
∂ logF0(n) =
1
π
∑
{γ}
∑
σ∈〈γ〉\Γ
∞∑
m=1
[
nqm(n−1)γ + (1− n)q
mn
γ
]
·
qmγ(
1− qmγ
)2 (aγ − bγ)2(σz − aγ)2 (σz − bγ)2σ′(z)2
=
1
π
∑
{γ}
∑
σ∈〈γ〉\Γ
∞∑
m=1
[
nqn−1
σ−1γmσ
+ (1− n)qnσ−1γmσ
]
·
1
(σ−1γmσz − z)2
(
σ−1γmσ
)′
(z)
=
∑
γ∈Γ
γ 6=id
Aγ(z),
where we have identified T ∗t Sg ≃ H
2(Ω,Γ). The convergence is absolute
and uniform on compact subsets of Ω. Since ∂ logF0(n), unlike T̂n, is auto-
morphic, applying Stokes’ theorem as in step 1 gives (5.9).
Step 3. When n = 1, we have ̟[γ] = 0 and Aγ(z) = Bγ(z), so the proposi-
tion is proved. For the case n > 1 we use the assumption that the normal-
ization points A1, . . . , A2n−1 are 0, . . . , 0︸ ︷︷ ︸
n−1
, 1,∞, . . . ,∞︸ ︷︷ ︸
n−1
(see Section 4), and
show that
(5.10) ∂
(
log
n−1∏
j=1
(1− qj1)
2(1− qn−12 )
)
(µ)
=
1
2i
∑
γ∈Γ
γ 6=id
g∑
r=1
∫
C−r
(Aγ −Bγ)χµ [L−r] dz.
We first compute the right hand side of (5.10). Suppose γ 6= Lm1 , L
m
−1 or
Lm2 for any m > 0. Direct computation verifies that (Aγ−Bγ)(z)χµ[L−r](z)
is regular at ∞, with poles at bγ , γ
−1(0), γ−1(1) and γ−1(∞). By part
(iii) of Lemma 2.1, all these poles are in a single domain Drm bounded by
Crm for γ = L
s1
r1 · · ·
sm
rm , so that every integral in (5.10) is zero. Thus the
computation reduces to the cases when γ = Lm1 , L
m
−1 or L
m
2 for m > 0.
For γ = Lm1 ,m > 0, using Lemma 2.1 again we see that 0 ∈ D−1 and
γ−1(1),∞ ∈ D1. By an elementary computation, using the identity
∞∑
m=1
nqmn + (1− n)q(n+1)m
(1− qm)2
=
∞∑
m=n
mqm
1− qm
, |q| < 1,
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and the normalization χµ[L−1](z) = az, we get
1
2i
∞∑
m=1
∮
C−1
(ALm
1
−BLm
1
)(z)χµ[L−1](z) dz = a
n−1∑
j=1
jqj1
1− qj1
.
When γ = Lm−1,m > 0, we have γ
−1(1), 0 ∈ D−1 and ∞ ∈ D1. Changing
z 7→ 1/z we get as before,
1
2i
∞∑
m=1
∮
C−1
(ALm
−1
−BLm
−1
)(z)χµ[L−1](z) dz = a
n−1∑
j=1
jqj1
1− qj1
.
For γ = Lm2 we have by Lemma 2.1 that 1 ∈ D−2 and b2, γ
−1(0), γ−1(∞) ∈
D2. By an elementary computation, using the normalization χµ[L−2](z) =
b(z − 1) + c(z − 1)2, we get
1
2i
∞∑
m=1
∮
C−2
(ALm
2
−BLm
2
)(z)χµ[L−2](z) dz = b(n− 1)
qn−12
1− qn−12
.
To compute the left hand side of (5.10), we use (2.4) and the identity
g∑
r=1
∮
C−r
∑
γ∈〈L〉\Γ
γ′(z)2
(γz − a)2(γz − b)2
χµ[L−r](z) dz =
∮
C
χµ[L](z)
(z − a)2(z − b)2
dz,
where a = aL, b = bL and circles C and C
′ = −L(C) form the boundary for
a fundamental domain of 〈L〉 in C \ {a, b}. (It readily follows from Stokes’
theorem and automorphy properties of the sum
∑
γ∈〈L〉\Γ, see [Kra85]). This
computation establishes (5.10) and completes the proof of the proposition.

Theorem 2 now follows from (5.7) and Propositions 2.2, 4.2, 5.2 and 5.3
in the case n > 1. For n = 1, this also gives a proof of Zograf’s formula
— Theorem 1 — for Schottky groups with δ < 1. For the remainder of
Theorem 1 we refer to [Zog89].
Remark 6. Note that the functions det′∆n, F0(n) and S on Sg are invariant
with respect to the transformations of Sg which correspond to permutations
of the generators L1, . . . , Lg, whereas the function detNn is not. Conse-
quently Theorem 2 implies that the extra factors in the definition of F (n)
guarantee that the product detNn |F (n)|
2 is invariant with respect to these
transformations. This can be also verified by a direct computation.
References
[Ahl61] Lars V. Ahlfors, Some remarks on Teichmu¨ller’s space of Riemann surfaces, Ann.
of Math. (2) 74 (1961), 171–191.
[Ber67] Lipman Bers, Inequalities for finitely generated Kleinian groups, J. Analyse Math.
18 (1967), 23–41.
[Ber71] , Eichler integrals with singularities, Acta Math. 127 (1971), 11–22.
[Ber72] , Uniformization, moduli, and Kleinian groups, Bull. London Math. Soc.
4 (1972), 257–300.
30 ANDREW MCINTYRE AND LEON A. TAKHTAJAN
[Ber75] , Automorphic forms for Schottky groups, Advances in Math. 16 (1975),
332–361.
[BJ86] J.-B. Bost and T. Jolicœur, A holomorphy property and the critical dimension in
string theory from an index theorem, Phys. Lett. B 174 (1986), no. 3, 273–276.
[BK86] A. A. Belavin and V. G. Knizhnik, Complex geometry and the theory of quantum
strings, Zh. E`ksper. Teoret. Fiz. 91 (1986), no. 2, 364–390 (Russian), English
translation in Soviet Phys. JETP 64 (1986), 214–228.
[Bow79] Rufus Bowen, Hausdorff dimension of quasicircles, Inst. Hautes E´tudes Sci. Publ.
Math. (1979), no. 50, 11–25.
[Bu¨s96] J. Bu¨ser, The multiplier-series of a Schottky group, Math. Z. 222 (1996), no. 3,
465–477.
[D’H99] Eric D’Hoker, String theory, Quantum fields and strings: a course for mathe-
maticians, Vol. 1, 2 (Princeton, NJ, 1996/1997), Amer. Math. Soc., Providence,
RI, 1999, pp. 807–1011.
[DP86] Eric D’Hoker and D. H. Phong, On determinants of Laplacians on Riemann
surfaces, Comm. Math. Phys. 104 (1986), no. 4, 537–545.
[Fay77] John D. Fay, Fourier coefficients of the resolvent for a Fuchsian group, J. Reine
Angew. Math. 293/294 (1977), 143–203.
[Fri86] David Fried, Analytic torsion and closed geodesics on hyperbolic manifolds, In-
vent. Math. 84 (1986), no. 3, 523–540.
[Hej75] Dennis A. Hejhal, On Schottky and Teichmu¨ller spaces, Advances in Math. 15
(1975), 133–156.
[Hej76] , The Selberg trace formula for PSL(2, R). Vol. I, Springer-Verlag, Berlin,
1976.
[Kni89] V. G. Knizhnik, Multiloop amplitudes in the theory of quantum strings and com-
plex geometry, Uspekhi Fiz. Nauk 159 (1989), no. 3, 401–453 (Russian), English
translation in Sov. Phys. Usp. 32 (1989), 945–971.
[Kra84] Irwin Kra, On the vanishing of and spanning sets for Poincare´ series for cusp
forms, Acta Math. 153 (1984), no. 1-2, 47–116.
[Kra85] , Cusp forms associated to loxodromic elements of Kleinian groups, Duke
Math. J. 52 (1985), no. 3, 587–625.
[Lan87] Serge Lang, Elliptic functions, second ed., Springer-Verlag, New York, 1987, With
an appendix by J. Tate.
[Mar87] Emil Martinec, Conformal field theory on a (super-)Riemann surface, Nuclear
Phys. B 281 (1987), no. 1-2, 157–210.
[MP49] S. Minakshisundaram and A˚. Pleijel, Some properties of the eigenfunctions of
the Laplace-operator on Riemannian manifolds, Canadian J. Math. 1 (1949),
242–256.
[Qui85] D. Quillen, Determinants of Cauchy-Riemann operators on Riemann surfaces,
Funktsional Anal. i Prilozhen. 19 (1985), no. 1, 31–34 (Russian), English trans-
lation in Functional Anal. Appl. 19 (1985), no. 1, 31–34.
[Rau65] H. E. Rauch, A transcendental view of the space of algebraic Riemann surfaces,
Bull. Amer. Math. Soc. 71 (1965), 1–39.
[RS71] D. B. Ray and I. M. Singer, R-torsion and the Laplacian on Riemannian mani-
folds, Advances in Math. 7 (1971), 145–210.
[RS73] , Analytic torsion for complex manifolds, Ann. of Math. (2) 98 (1973),
154–177.
[Sar87] Peter Sarnak, Determinants of Laplacians, Comm. Math. Phys. 110 (1987), no. 1,
113–120.
[TT03] Leon A. Takhtajan and Lee-Peng Teo, Liouville action and Weil-Petersson metric
on deformation spaces, global Kleinian reciprocity and holography, Comm. Math.
Phys. 239 (2003), no. 1-2, 183–240.
HOLOMORPHIC FACTORIZATION OF DETERMINANTS 31
[Wei76] Andre´ Weil, Elliptic functions according to Eisenstein and Kronecker, Springer-
Verlag, Berlin, 1976, Ergebnisse der Mathematik und ihrer Grenzgebiete, Band
88.
[Zog89] P. G. Zograf, Liouville action on moduli spaces and uniformization of degenerate
Riemann surfaces, Algebra i Analiz 1 (1989), no. 4, 136–160 (Russian), English
translation in Leningrad Math. J. 1 (1990), no. 4, 941–965.
[Zog97] , Determinants of Laplacians, Liouville action, and an analogue of the
Dedekind η-function on Teichmu¨ller space, Unpublished manuscript (1997).
[ZT87a] P. G. Zograf and L. A. Takhtadzhyan, A local index theorem for families of
∂-operators on Riemann surfaces, Uspekhi Mat. Nauk 42 (1987), no. 6(258),
133–150 (Russian), English translation in Russian Math. Surveys 42 (1987), no.
6, 169–190.
[ZT87b] , On the uniformization of Riemann surfaces and on the Weil-Petersson
metric on the Teichmu¨ller and Schottky spaces, Mat. Sb. (N.S.) 132(174) (1987),
no. 3, 304–321 (Russian), English translation in Math. USSR-Sb. 60 (1988), no.
2, 297–313.
Centre de Recherches Mathe´matiques, Universite´ de Montre´al, C. P. 6128
Centre-ville station, Montre´al QC, H2X 2P1 Canada
E-mail address: mcintyre@crm.umontreal.ca
URL: http://www.crm.umontreal.ca/~mcintyre/
Department of Mathematics, Stony Brook University, Stony Brook NY,
11794-3651, USA
E-mail address: leontak@math.sunysb.edu
URL: http://www.math.sunysb.edu/~leontak/
