Multiple positive solutions for nonlinear dynamical systems on a measure chain  by Li, Wan-Tong & Sun, Hong-Rui
Journal of Computational and Applied Mathematics 162 (2004) 421–430
www.elsevier.com/locate/cam
Multiple positive solutions for nonlinear dynamical systems
on a measure chain
Wan-Tong Li∗, Hong-Rui Sun
Department of Mathematics, Lanzhou University, Lanzhou, Gansu 730000, People’s Republic of China
Received 21 October 2002; received in revised form 23 June 2003
Abstract
In this paper, we consider the following dynamical system on a measure chain:
u1 (t) + f1(t; u1((t)); u2((t))) = 0; t ∈ [a; b];
u2 (t) + f2(t; u1((t)); u2((t))) = 0; t ∈ [a; b];
with the Sturm–Liouville boundary value conditions
	ui(a)− ui (a) = 0; ui((b)) + ui ((b)) = 0 for i = 1; 2:
Some results are obtained for the existence of three positive solutions of the above problem by using Leggett–
Williams 6xed point theorem.
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1. Introduction
Many problems in applied mathematics lead to the study of a dynamical system, (see [10,11,
14,19,21,23] and the references therein). Recently, much attention has been paid to the existence
of positive solutions of scalar dynamic equations on measure chains, see [1–3,6–8,12,13,19] and
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the references therein. But very little work has been done on the existence of positive solutions of
dynamical systems on measure chains.
The purpose of this paper is to study the following dynamical system:
u1 (t) + f1(t; u1((t)); u2((t))) = 0; t ∈ [a; b];
u2 (t) + f2(t; u1((t)); u2((t))) = 0; t ∈ [a; b]; (1.1)
with the Sturm–Liouville boundary conditions
	ui(a)− ui (a) = 0; ui((b)) + ui ((b)) = 0 for i = 1; 2; (1.2)
where 	; ; ; ¿ 0; r := + 	+ 	((b)− a)¿ 0 and the function (t) is de6ned as in Section 2
below. By using Leggett–Williams 6xed point theorem [20], we establish some suLcient conditions
for the existence of at least three positive solutions to problem (1.1) and (1.2).
We note that Erbe and Peterson [13] considered the existence of one positive solution of the
following diMerential equation on a measure chain:
u(t) + f(t; u((t))) = 0; t ∈ [a; b]; (1.3)
with the Sturm–Liouville boundary value conditions
	u(a)− u(a) = 0; u((b)) + u((b)) = 0; (1.4)
where f∈C([a; (b)]×[0;∞); [0;∞)); 	; ; ; ¿ 0 and r=+	+	((b)−a)¿ 0. They obtained
some results for existence of one positive solution of the problem (1.3) and (1.4) based on the
limits f0 = limx→0+ f(t; x)=x and f∞= limx→∞ f(t; x)=x. The main result of [13, Theorem 9] is the
following:
Theorem (Erbe and Peterson): If either the superlinear case f0 = 0 and f∞ =∞ or the sublinear
case f0 =∞ and f∞ = 0 holds, then problem (1.3) and (1.4) has at least one positive solution.
Recently, Sun et al. [22] considered the properties of f on bounded sets. By using Krasnosel’skii
6xed point theorem [9,18], the authors establish new results for the existence and nonexistence of
positive solutions of problem (1.3) and (1.4) without requiring that the limits f0 and f∞ exist.
The rest of the paper is organized as follows. In Section 2, we state some de6nitions on a measure
chain and Leggett–Williams 6xed point theorem, and also present some inequalities for a certain
Green’s function which are needed later. Criteria for the existence of three positive solutions of
problem (1.1) and (1.2) are established in Section 3.
2. Preliminaries
In this section we will introduce several de6nitions on a measure chain and give some lemmas
which are useful in proving our main result (see [2–7,16,17]).
Denition 2.1. Let T be a closed subset of the real numbers R with the property that
(t) = inf{∈T : ¿ t}∈T;
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and
(t) = sup{∈T : ¡ t}∈T;
for all t ∈T with t ¡ supT and t ¿ inf T, respectively. We assume throughout that T has the
topology that it inherits from the standard topology on R. We say t is right-scattered, left-scattered,
right-dense and left-dense if (t)¿t; (t)¡t, (t) = t and (t) = t, respectively.
Throughout this paper we make the assumption that a6 b are points in T.
Denition 2.2. If r; s∈T ∪ {−∞;+∞}; r ¡ s, then an open interval (r; s) in T is de6ned by
(r; s) = {t ∈T: r ¡ t¡s}:
Other types of intervals are de6ned similarly.
Denition 2.3. Assume that x :T→ R and 6x t ∈T. Then x is called diMerentiable at t ∈T if there
exists a ∈R such that for any given ¿ 0, there is an open neighborhood U of t such that
|x((t))− x(s)− [(t)− s]|6 |(t)− s|; s∈U:
In this case,  is called the -derivative of x at t ∈T and we denote it by =x(t). It can be shown
that if x :T→ R is continuous at t ∈T, then
x(t) =
x((t))− x(t)
(t)− t if t is right-scattered;
and
x(t) = lim
s→t
x(t)− x(s)
t − s if t is right-dense:
In the remainder of the paper, we assume that the set [a; (b)] is such that
=min
{
t ∈T: t¿ (b) + 3a
4
}
;
!=max
{
t ∈T: t6 3(b) + a
4
}
;
exist and satisfy
(b) + 3a
4
6 ¡!6
3(b) + a
4
:
We also assume that if (!) = b and = 0, then (!)¡(b).
To obtain a solution of system (1.1) and (1.2), we let G(t; s) be the Green’s function of the
boundary value problem
−u(t) = 0; t ∈ [a; b];
	u(a)− u(a) = 0; u((b)) + u((b)) = 0:
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It is known [13] that
G(t; s) =


1
r
{	(t − a) + }{((b)− (s)) + }; t6 s;
1
r
{	((s)− a) + }{((b)− t) + }; t¿ (s);
for t ∈ [a; 2(b)] and s∈ [a; b], where r =  + 	+ 	((b)− a).
For the Green’s function G(t; s), we have the following lemmas [6,7,13].
Lemma 2.1. If (t; s)∈ [a; (b)]× [a; b], then 06G(t; s)6G((s); s).
Lemma 2.2. (i) If (t; s)∈ [((b) + 3a)=4; (3(b) + a)=4]× [a; b], then G(t; s)¿ lG((s); s), where
l=min
{
	[(b)− a] + 4
4	[(b)− a] + 4 ;
[(b)− a] + 4
4[(b)− (a)] + 4
}
:
(ii) If (t; s)∈ [; (!)]× [a; b], then G(t; s)¿ kG((s); s), where
k =min
{
l; min
s∈[a;b]
G((!); s)
G((s); s)
}
:
For the sake of convenience, we now introduce the following 6xed point theorem due to Leggett–
Williams [15,20].
Let E be a real Banach space and P be a cone in E. A map 	 is said to be a nonnegative continuous
concave functional on P if 	 :P → [0;+∞) is continuous and 	(tx+(1− t)y)¿ t	(x)+ (1− t)	(y)
for all x; y∈P and t ∈ [0; 1].
For numbers M;N such that 0¡M ¡N and 	 is a nonnegative continuous concave functional
on P, we de6ne the following convex sets:
PM = {x∈P : ‖x‖¡M};
P(	;M; N ) = {x∈P :M6 	(x); ‖x‖6N}:
Lemma 2.3 (Leggett–Williams Fixed Point Theorem): Let P be a cone in a real Banach space E,
A : OPc → OPc be completely continuous and 	 be a nonnegative continuous concave functional on P
with 	(x)6 ‖x‖ for all x∈ OPc. Suppose there exists 0¡d¡M ¡N6 c such that
(i) {x∈P(	;M; N ): 	(x)¿M} = ( and 	(Ax)¿M for x∈P(	;M; N );
(ii) ‖Ax‖¡d for ‖x‖6d;
(iii) 	(Ax)¿M for x∈P(	;M; c) with ‖Ax‖¿N .
Then A has at least three :xed points x1; x2; x3 satisfying
‖x1‖¡d; M ¡	(x2); ‖x3‖¿d and 	(x3)¡M:
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3. Main results
In this section we will prove our main result concerning the existence of three positive solutions
for system (1.1) and (1.2). By a positive solution of (1.1) and (1.2), we mean a solution of (1.1)
and (1.2) which is nonnegative and nontrivial.
Theorem 1. Suppose that fi : [a; b] × [0;∞) × [0;∞) → [0;∞) (i = 1; 2) is continuous and that
there exist numbers a′ and d′ with 0¡d′¡a′ such that the following conditions are satis:ed:
(i) if t ∈ [a; b]; u1; u2¿ 0 and u1 + u26d′, then
fi(t; u1; u2)¡
d′
2D
; i = 1; 2;
where
D = max
t∈[a;2(b)]
∫ (b)
a
G(t; s)Ps;
(ii) there exists i0 ∈{1; 2}, such that
fi0(t; u1; u2)¿
a′
C
;
for t ∈ [a; b]; u1; u2¿ 0 and u1 + u2 ∈ [a′; a′=k], where
C = min
t∈[;(!)]
∫ !

G(t; s)Ps;
k is de:ned in Lemma 2.2;
(iii) one of the following conditions holds:
(A)
lim
u1+u2→∞
max
t∈[a;b]
fi(t; u1; u2)
u1 + u2
¡
1
2D
; i = 1; 2;
(B) there exists a number c′¿a′=k such that
fi(t; u1; u2)¡
c′
2D
; i = 1; 2;
for t ∈ [a; b]; u1; u2¿ 0 and u1 + u26 c′.
Then system (1.1) and (1.2) has at least three positive solutions.
Proof. Let E = {u|u : [a; (b)]→ R}, with its norm denoted by
|u|0 = max
t∈[a;(b)]
|u(t)|:
Let B= E × E, and for u= (u1; u2)∈B, we denote the norm of u by
‖u‖= |u1|0 + |u2|0;
then B is a Banach space. Set
P = {u= (u1; u2)∈B : ui(t)¿ 0 on [a; (b)]; i = 1; 2};
then P is a cone in B.
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For u= (u1; u2)∈P, de6ne
	(u) = min
t∈[;(!)]
u1(t) + min
t∈[;(!)]
u2(t);
Au(t) =
(∫ (b)
a
G(t; s)f1(s; u1((s)); u2((s)))Ps;
∫ (b)
a
G(t; s)f2(s; u1((s)); u2((s)))Ps
)
:= (U1(t); U2(t)); t ∈ [a; (b)]:
Then it is easy to see that 	 is a nonnegative continuous concave functional on P with 	(x)6 ‖x‖
for x∈P and that A :P → P is completely continuous.
For the sake of convenience, we set b′ = a′=k.
Claim 1. If (A) holds, then there exists a number c′¿b′ such that A : OPc′ → Pc′ .
Suppose
lim
u1+u2→∞
max
t∈[a;b]
fi(t; u1; u2)
u1 + u2
¡
1
2D
; i = 1; 2:
Then there exists i ¿ 0 and i ¡ 1=2D such that
max
t∈[a;b]
fi(t; u1; u2)
u1 + u2
6 i; i = 1; 2;
for u1; u2¿ 0 and u1 + u2¿i. That is to say,
fi(t; u1; u2)6 i(u1 + u2); i = 1; 2;
for t ∈ [a; b]; u1; u2¿ 0 and u1 + u2¿i.
Set
i =max{fi(t; u1; u2) : t ∈ [a; b]; u1; u2 ∈ [0; i]}; i = 1; 2;
then
fi(t; u1; u2)6 i(u1 + u2) + i; i = 1; 2;
for all t ∈ [a; b]; u1; u2¿ 0. Taking
c′¿max
{
21D
1− 21D;
22D
1− 22D; b
′
}
:
If u= (u1; u2)∈ OPc′ , then for i = 1; 2,
|Ui|0 = max
t∈[a;(b)]
∫ (b)
a
G(t; s)fi(s; u1((s)); u2((s)))Ps
6 max
t∈[a;(b)]
∫ (b)
a
G(t; s)[i(u1((s)) + u2((s))) + i]Ps
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6 max
t∈[a;(b)]
∫ (b)
a
G(t; s)[i(|u1|0 + |u2|0) + i]Ps
= max
t∈[a;(b)]
∫ (b)
a
G(t; s)[i‖u‖+ i]Ps
6 (ic′ + i)D¡
c′
2
:
Hence
‖Au‖= |U1|0 + |U2|0¡ c
′
2
+
c′
2
= c′:
Claim 2. If there exists a positive number r′ such that
fi(t; u1; u2)¡
r′
2D
; i = 1; 2
for t ∈ [a; b]; u1; u2¿ 0 and u1 + u26 r′, then
A : OPr′ → Pr′ :
Suppose that u= (u1; u2)∈ OPr′ , then
|Ui|0 = max
t∈[a;(b)]
∫ (b)
a
G(t; s)fi(s; u1((s)); u2((s)))Ps
¡
r′
2D
max
t∈[a;(b)]
∫ (b)
a
G(t; s)Ps=
r′
2
; for i = 1; 2:
Thus,
‖Au‖= |U1|0 + |U2|0¡ r
′
2
+
r′
2
= r′:
Hence, we have shown in the previous claims that if either (A) or (B) holds, then there exists a
number c′ with c′¿b′ and A : OPc′ → Pc′ . Note from Claim 2 with r′=d′ and (i) that A : OPd′ → Pd′ .
Claim 3. {u∈P(	; a′; b′) : 	(u)¿a′} = ( and 	(Au)¿a′ for all u∈P(	; a′; b′).
In fact,
u= (u1(t); u2(t)) =
(
a′ + b′
4
;
a′ + b′
4
)
∈{u∈P(	; a′; b′) : 	(u)¿a′}:
For u= (u1; u2)∈P(	; a′; b′), we have
b′¿ |u1|0 + |u2|0¿ u1(t) + u2(t)¿ min
t∈[;(!)]
u1(t) + min
t∈[;(!)]
u2(t)¿ a′
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for all t ∈ [; (!)]. Then, in view of (ii), we know that
min
t∈[;(!)]
Ui0(t) = min
t∈[;(!)]
∫ (b)
a
G(t; s)fi0(s; u1((s)); u2((s)))Ps
¿ min
t∈[;(!)]
∫ !

G(t; s)fi0(s; u1((s)); u2((s)))Ps
¿
a′
C
min
t∈[;(!)]
∫ !

G(t; s)Ps
= a′;
and so
	(Au) = min
t∈[;(!)]
U1(t) + min
t∈[;(!)]
U2(t)
¿ min
t∈[;(!)]
Ui0(t)
¿a′:
Claim 4. If u∈P(	; a′; c′) and ‖Au‖¿b′, then 	(Au)¿a′.
Suppose u= (u1; u2)∈P(	; a′; c′) and ‖Au‖¿b′, then by Lemmas 2.1 and 2.2, we have
min
t∈[;(!)]
Ui(t) = min
t∈[;(!)]
∫ (b)
a
G(t; s)fi(s; u1((s)); u2((s)))Ps
= min
t∈[;(!)]
∫ (b)
a
(
G(t; s)
G((s); s)
)
G((s); s)fi(s; u1((s)); u2((s)))Ps
¿ k
∫ (b)
a
G((s); s)fi(s; u1((s)); u2((s)))Ps
¿ k max
t∈[a;(b)]
∫ (b)
a
G(t; s)fi(s; u1((s)); u2((s)))Ps
= k|Ui|0; i = 1; 2:
Thus,
	(Au) = min
t∈[;(!)]
U1(t) + min
t∈[;(!)]
U2(t)
¿ k(|U1|0 + |U2|0)
= k‖Au‖¿kb′ = a′:
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To sum up, the hypotheses of Leggett–Williams theorem are satis6ed, hence system (1.1) and
(1.2) has at least three positive solutions u= (u1; u2); v= (v1; v2) and w = (w1; w2) such that
‖u‖¡d′;
a′¡ min
t∈[;(!)]
v1(t) + min
t∈[;(!)]
v2(t);
‖w‖¿d′ with min
t∈[;(!)]
w1(t) + min
t∈[;(!)]
w2(t)¡a′:
The proof is complete.
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