Abstract In this paper, a new reliable technique for solving systems of Volterra integral equations of the second kind has been introduced. This new method is resulted from HPM by a simple modification. This modification is based on the existence of Taylor expansion of the kernel and source terms. To illustrate the new modification on HPM some examples are presented. Comparisons of the results of applying modified HPM and classical HPM reveal the new technique is very effective and convenient.
Introduction
Homotopy perturbation method established by He, on 1998 (He, 1999 , 2000 . The ability of the method will be more appear when it is applied to solve nonlinear equations (Siddiqui et al., 2006; Cveticanin, 2006; Abbasbandy, 2006; Biazar et al., 2007; Ozis and Yildirim, 2007; Ghori et al., 2007; Rana et al., 2007; Tari et al., 2007; Ariel et al., 2006; Odibat and Momani, 2008) . In this article a simple modification on the method will be studied and will be applied to solve systems of Volterra integral equations of the second kind.
A system of Volterra integral equations of the second kind (Delves and Mohamed, 1985) can be considered as 
where FðtÞ ¼ ðf 1 ðtÞ; f 2 ðtÞ; . . . ; f n ðtÞÞ T ;
GðtÞ ¼ ðg 1 ðtÞ; g 2 ðtÞ; . . . ; g n ðtÞÞ T ; Kðs; t; FðsÞÞ ¼ ðk 1 ðs; t; FðsÞÞ; k 2 ðs; t; FðsÞÞ; . . . ; k n ðs; t; FðsÞÞÞ T :
If k(s, t, F(s)), be linear, system (1) can be presented as the following simple form: 
Using the usual vector-matrix notation, this linear system will be written as
For solving system (2), by He's homotopy perturbation method we construct the following homotopy . . .
The approximated solutions of (2), therefore, can be obtained by setting p = 1
The new technique
To accelerate the convergence of homotopy perturbation method, when it is used for systems of Volterra integral equations of the second kind, if the kernels k i,j (s, t) are separable, say k i,j (s, t) = k i,j,1 (s)k i,j,2 (t), and functions k i,j,1 (s), k i,j,2 (t) and g i (t) are analytic, the new idea is based on the replacement of these functions by their Taylor expansions The following homotopy can be constructed
Substituting (5) into (8), and equating the coefficients of the terms with identical powers of p, components of series solution (6) will be obtained. This technique is simple and very effective tool which usually leads to the exact solutions. This method can be used for problems that the homotopy perturbation method does not work.
Existence and uniqueness of the solution
To prove existence and uniqueness, we extend the same results for the linear Volterra integral equation of the second kind (Linz, 1985) , to (3), and use the classical approach, so-called the Picard method. This consists of the following simple iterations:
with F 0 ðtÞ ¼ GðtÞ:
For simplicity it is convenient to introduce
with W 0 ðtÞ ¼ GðtÞ:
On subtracting from (9) the same equation with n replaced by n À 1, we obtain
Also from (4),
In the following theorem, we use this iteration to prove the existence and uniqueness of the solution under the hypothesis that K(t, s) and G(t) are continues.
Theorem 1. If G(t) and K(t, s) are continuous in 0 6 s 6 t 6 T, then the system (3) has a unique continuous solution for 0 6 t 6 T.
Proof 1. There exist constants g and k such that kGðtÞk 6 g; 0 6 t 6 T; kKðt; sÞk 6 k; 0 6 s 6 t 6 T:
We first prove, by induction, that kW n k 6 gðktÞ n n! 0 6 t 6 T n ¼ 1; 2; . . .
Let's assume validity of (13) for n À 1, then form (11),
Since (11) is obviously true for n = 0, it holds for all n. These bounds make it obvious that the sequence F n (t), in (6) convergence uniformly and we can write
We now show that F(t) satisfies Eq. (3). By uniform convergence of (14), order of integration and summation in the following expression, can be changed
This proves that F(t), defined by (14) 
Since F(t) and e FðtÞ are both continuous there exists a constant B such that kFðtÞ À e FðtÞk 6 B; 0 6 t 6 T:
Substituting this into (9) gives,
kFðtÞ À e FðtÞk 6 kBt; 0 6 t 6 T:
Repeating this substitution leads to kFðtÞ À e FðtÞk 6 BðktÞ n n! ; 0 6 t 6 T;
for any n. obviously ! 0, as n fi 1 for any t, which implies that
FðtÞ ¼ e FðtÞ; 0 6 t 6 T:
This completes the proof. h
Numerical Example
In this part three examples are provided. These examples are considered to illustrate ability and reliability of the new technique. , and gðxÞ ¼ 1 þ
.
Homotopy perturbation method:
Using HPM, leads to
Substituting (5) into (17), and equating the coefficients of the terms with identical powers of p, the following terms will be achieved Then the series solution, by the homotopy perturbation method, is as follows:
The new technique:
We use the Taylor series for te t and Àte
And construct the following homotopy, after substitution of Taylor series in Eq. (16) uðxÞ 
Substituting (5) into (18), and equating of the terms with identical powers of p, gives
. . . . . .
Therefore the solution of Example 1 can be readily presented by
With the summation, u(x) = e x , v(x) = e Àx , which is exact solution.
Example 2. Let's solve the following system of integral equation (OExOE < 1)
vðxÞ ¼ R x 0 1 2ðtþ1Þ vðtÞ þ 2tuðtÞ dt:
Homotopy perturbation method:
Using HPM, we have
Substituting (5) into (20), and equating the coefficients of the terms with identical powers of p, leads to u 0 ðxÞ ¼ 1;
v 0 ðxÞ ¼ 0;
. . .
Therefore the approximation solution of Example 2 can be written as
The Taylor series of the function 1 2ðxþ1Þ
, can be presented as follows:
by substitution of these series into Eq. (19) the following homotopy can be constructed. 
Substituting (5) into (21), and equating the coefficients of the terms with identical powers of p, reads to
Therefore the solution of Example 2, can be readily presented as the following
And hence,
( Which is solution of Example 2.
Example 3. Consider the following system of integral equations
where f 1 (t) = e Àt , and f 2 (t) = 2 sint . . .
