est eye movement which can be reliably detected. While hardware systems are available s m which estimate direction of gaze in real time from a video image of the pupil, such system ust limit image processing to attain real-time performance, and are limited to a resolution of t about 10 arc minutes. Two ways to improve resolution are discussed: the first is to improve he image processing algorithms which are used to derive an estimate. Off-line analysis of A s the data can improve resolution by at least one order of magnitude for images of the pupil.
econd avenue by which to improve resolution is to increase the optical gain of the imaging i setup, i.e. the amount of image motion produced by a given eye rotation. Ophthalmoscopic maging of retinal blood vessels provides increased optical gain and improved immunity to ovements. For example, infant color vision has been assessed by observing the direction of t eye movements in response to a dynamic color stimulus (e.g. Teller and Palmer, 1996) . In his, and other situations, it is important that the measurement system be non-invasive to the e a subject. Recording of eye movements using video cameras satisfies this requirement, and th dvent of new hardware for digitizing and storing video sequences on a normal computer disk s p allows the application of powerful software programs to the analysis of eye movements. Thi aper will discuss several algorithms which have been developed for this purpose. I will d t begin by first reviewing the advantages and disadvantages of other competing methods, an hen consider in detail a commercially available video-based system. I will then describe i algorithms developed for the analyses of two classes of eye images; first I will consider mages of the pupil and other anterior structures that may be imaged directly, and then I will discuss images of the retina obtained from a video ophthalmoscope.
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A short survey of eye-tracking methods
While a number of eye-movement recording methods have been developed over the o m years (Young and Sheena, 1975; Muller et al., 1993) , all involve some compromises, and n ethod has been devised which is applicable to all situations. The search coil method ) a (Robinson, 1963 ) is one of the few methods which offers both high accuracy (˜1 arc minute nd large dynamic range. In this technique, a small magnetic sensing coil is affixed to the g c subject's eye, which is used to detect externally applied magnetic fields from large inducin oils surrounding the subject. In Robinson's original method, three mutually perpendicular l ( inducing fields are modulated at different frequencies, and the orientation of the sensing coi and the eye) is computed from the relative amplitudes of these frequencies in the sensor outd put. A number of significant improvements were introduced by Collewijn (1977) , who prouced a rotating external field, and transformed the problem to one of temporal phase measurement.
While the search coil method does produce excellent data, it does require actually putting m something in the eye, which can pose unacceptable risks when used in naive subjects without edical supervision. The dual-Purkinje image tracker (Crane and Steele, 1978) offers come parable accuracy (albeit over a smaller range of movement), and is non-invasive, but is an xpensive and complicated special-purpose device, which may be beyond the means of many i small laboratories. It also requires stabilization of the head and is therefore unsuitable for nfant research. Devices which measure scleral reflectance (limbus trackers) are simple and e e inexpensive, but have more limited accuracy (Carmody et al., 1980; Muller et al., 1993; Eadi t al., 1994) .
In recent years, a number of systems have appeared on the market which utilize video g i J. B. Mulligan 5 improved eye trackin mages of the anterior structures of the eye. Typically, the video signal is fed into specials t purpose electronic circuits which segment and localize large structures in the image such a he pupil and the corneal reflex or first Purkinje image. These systems offer the advantages of t being non-invasive, and relatively simple to set up and use. The resolution of such systems is ypically a fixed fraction of the video image size; therefore the ultimate resolution depends on i the magnification with which the eye is imaged. Increasing the optical magnification ncreases both the resolution and accuracy, but in turn requires that the head be stabilized in -e order that the eye remain in the camera's field of view. Alternatively, small "lipstick" cam ras can be mounted directly on the head using a headband or helmet. Either way, the t b amount of optical magnification is limited by the size of the pupil: the magnification canno e increased beyond the point at which the pupil fills the entire image. This observation leads m naturally to the concept of optical gain, which I define to be the number of pixels of image otion per unit eye rotation. For a 6mm pupil imaged with a standard video camera, this ( turns out to have a value of approximately 6 pixels per degree of horizontal eye rotation.
The value for vertical eye rotations will be half of this, due to video interlace; see section on A video acquisition.) n example commercial system While the imaging configuration and optical magnification determine the raw images e i which the system has to work with, the ultimate resolution and accuracy depend on how th mages are processed. As an example, I will describe a commercial system made by ISCAN -e (Cambridge, MA), simply because it is one with which the author has had some direct experi nce. While the precise algorithms used by the device remain undisclosed proprietary trade s secrets, the overall approach can be inferred from the behavior of the device under use. Thi improved eye tracking s device is capable of locating both the (dark) pupil, and the corneal reflex (C.R.). It takes a ignal from a camera as input, and outputs a video signal which is similar to the input but a " which may have additional information superimposed. The front panel controls consist of threshold" switch, a cross-hair enable switch, and two threshold level knobs. When the d h cross-hair enable switch is set, the output video image is overlaid with a pair of vertical an orizontal lines (the "hairs") which intersect at the estimated locations of the pupil and corneal p reflex, and thereby provide a simple visual check that the unit is functioning properly. The upil threshold knob sets the gray level below which pixels are classified as part of the pupil, p while for the C.R. the threshold knob sets the gray level above which pixels are classified at art of the reflex. When the threshold switch is flipped, pixels that exceed threshold are e p displayed as white in the image output of the device. The experimenter slowly increases th upil threshold level adjustment until all of the pixels in the pupil appear white. Often, other ) w dark pixels outside of the pupil (caused by such things as eyelashes or shadows of the eyelids ill exceed the threshold also; I do not know whether these are included by the device, but l f the behavior of the cross-hair suggests that they are (unfortunately). Setting the proper leve or the C.R. is somewhat more difficult; because the C.R. is very bright to begin with, the n i pixels which exceed the threshold set by the knob (which are displayed as white) are ofte mpossible to distinguish from their normal levels. Because of this difficulty in observing the s a thresholded pixels, I have found it easier to make this adjustment by observing the cross-hair s the threshold level is varied, and to stop when the cross-hairs are stable and centered on y s the reflex. As with the pupil, spurious bright pixels from other parts of the eye (most notabl pecular reflections from the moist surface of the eyelid) are a problem. The device is r w equipped with a "C.R. limit" switch on the rear panel which supposedly restricts the area ove hich the C.R. computation is performed, but the details are unavailable. At any rate, for Depending on the noise level of the camera, this may not represent the limiting resolus i tion imposed by the imagery itself. Let us imagine that the pupil has a diameter of 200 pixel n a particular imaging configuration and that there is no camera noise. In this case, the pupil t area will be made up of roughly 30,000 pixels, each of which makes an equal contribution to he centroid calculation. Imagine that a tiny eye movement is made which causes a single o t pixel at the right hand margin of the thresholded region to fall above threshold. Relative t he original centroid location, the new right hand pixel has a coordinate of 100 (half the pupil I diameter), and therefore contributes a term with value 100/30,000 to the centroid calculation.
n the absence of camera noise, we might therefore expect to to compute the centroid of this n region with a resolution of approximately 0.003 pixels. Even though real cameras are not oise free, it seemed unlikely that camera noise alone could account for a decrease in resoluo i tion of more than two orders of magnitude, and this observation prompted my first attempts t mprove resolution and accuracy through software image processing .
METHODS
improved eye tracking
Video acquisition
The biggest technical challenge in the construction of a software-based video eye-tracker g was the real-time digitization and storage of the video stream from the eye camera(s). Frame rabber boards have no problem digitizing video, but the number of frames which can be h m grabbed is limited by the amount of memory on the board; many boards only have enoug emory for a single frame. It is therefore imperative that the video data be transferred to a n e mass-storage device such as a disk. If the frame grabber has sufficient memory to buffer a ntire trial, this may be done between trials, but as this adds a delay which is likely to be y t greater than the duration of the trial itself, a much better solution is to store the data directl o disk as it comes in.
While specialized (and expensive) devices to do this have existed for some time (usually r consisting of parallel disk arrays), the problem has become vastly more tractable with the ecent advent of integrated circuits which perform real-time image and video compression.
s o This is a rapidly changing field, and the "standards" are still evolving. This paper will focu n the approach I have followed, which is to treat the video stream as a sequence of still y t images, each of which is compressed using the still image compression algorithm specified b he Joint Photographic Experts Group (JPEG) (Pennebaker and Mitchell, 1993) . . development in this area, and we can look forward to better and less expensive solutions There are two major benefits conferred by the application of compression technology to w the problem of video acquisition: first, the reduced data rate of the video stream is brought ithin the capabilities of standard disk drives and controllers; typically a compression factor a of 10 can be obtained without significantly degrading the performance of the eye-tracking lgorithms described here (Mulligan and Beutter, 1995) . Secondly, this same reduction in the s size of the data means that the number of movies which can be stored on a disk of a given ize is similarly increased.
In the present implementation, camera images are stored and subsequently retrieved using 
Image processing software
All of the image processing operations described in this paper were implemented using an in-house interpretive system which has been dubbed "QuIP" (Quick Image Processing). (Mulligan, 1996) , the performance of Cray C90 was approximately a factor of 60 bette han the SGI machine; here the improvement is only a quarter of that. This is most likely due m to the fact that the previous benchmark was tailored to reflect the vector processing perforance, while the actual eye tracking application involves additional script interpretation and h resource management, which do not benefit from the Cray's special vector processing ardware. On workstation computers the interpreter overhead has always been insignificant s s compared to the time spent actually processing the image data. The current benchmark result uggest that this may no longer be true on the C90, and that some applications would benefit P significantly from being compiled instead of interpreted.
upil tracking algorithm
The analysis of pupil images consists of several steps. The general approach is similar aused by the corneal reflex. This is eliminated by another coarse blur ( = 5 pixels); the σ θ = blurred image is renormalized to the range 0 to 1, and pixels with a value above a threshold 0.3 are selected, resulting in a roughly circular mask slightly larger than the pupil. This h f mask is then used to select the pupil portion of the original image (figure 1d). Pixels whic all outside of the selected region are set to a level which approximates the level of the iris, to minimize discontinuities at the mask border.
Next, the corneal reflex is localized using a matched filter for coarse localization. This The ophthalmoscope will then produce an image of the subject's fovea. If the head is then oved, the subject will make a small compensating eye movement in order to maintain -t fixation, and the ophthalmoscope will continue to produce an image of the fovea. The situa ion is slightly different in the actual set-up: the subject fixates a display nasal from the t m ophthalmoscope, which produces an image of the optic disk. In this case, when the subjec aintains fixation on a point in the display in the presence of head movement, there would be o no movement of the ophthalmoscope image if the display were at the same distance as the phthalmoscope; a difference in the distances will introduce a small amount of parallax. Cona sider the case of a lateral head movement of 1mm. For the pupil imaging set-up described bove, this will produce an image translation of approximately 33 pixels, a displacement of g t J. B. Mulligan 15 improved eye trackin he pupil image such as would occur with a rotation in excess of 5 degrees! For the retinal s imaging set-up, the ophthalmoscope objective is located at a distance of 300 mm from the ubject's eye, so the lateral shift of the eye generates a parallax of 1/300 radians, or approxii mately 12 minutes of arc. This would be the induced shift if the eye were fixated at optical nfinity; for closer display distances, the error will be the parallax between the display and the f a ophthalmoscope: there will be no induced shift for a display distance of 300mm, 6 minutes o rc for a display at 600mm, 8 minutes of arc for a display at 900mm, etc. Several features may be noted in figure 4 (a). It should not be surprising that the worst t performance occurs for subimages taken from the upper right-hand part of figure 3, because hat is the area of least detail; we cannot expect any procedure to do a good job of registration fi when there is scant input data. Secondly, for the subimages taken from the upper portion of gure 3, we see that the vertical errors are larger than the horizontal errors. This fact is easily e understood by noting that the principal feature in this region is the thick blood vessel which xits up and to the left from the disk. Similarly, the principal feature in the right-hand portion h of figure 3 is the smaller, nearly-horizontal vessel which heads off towards the lower rightand corner, and here we see that the largest errors are in the horizontal dimension. (Curthoys et al., 1992; Bos and de Graaf, 1994; Groen et al., 1996) . easurement of torsion is particularly important in free-head situations, because there is a tora sional component of the vestibulo-ocular reflex (VOR) (Miller, 1962; Belcher, 1964; Merker nd Held, 1981) . Small torsional movements also result when a subject is stimulated by rotag t J. B. Mulligan 21 improved eye trackin ional movement in the image plane (Kertesz and Jones, 1969; Merker and Held, 1981; Wade v et al., 1991) . In addition to these systematic variations of torsion, there are slow, random ariations in the eye's torsional state having excursions in excess of 1 degree (Van Rijn et al., 1994) .
Ocular torsion can be important even when it is not the primary subject of study, because s it can introduce artifacts into measurements of the direction of gaze. One might think that ystems which track the pupil center and/or the Purkinje images would be blind to torsional t movements, but in fact a small amount of crosstalk is present. This is due to the fact that hese devices track the optical axis of the eye, which is generally deviated from the visual s d axis of the eye by 4 to 7 degrees (Carpenter, 1977, p. 112) . In a subject whose visual axis i irected inward from the optical axis by an angle , an small extorsion about the visual axis The problem of torsion estimate from retinal images can presumably be approached . using many of the same techniques developed by Groen et al. (1996) , with a few differences improved eye tracking As a first attempt, something simpler was tried: for each input image to be registered, a t number of small rotations were simulated by applying bilinear interpolation to the input, and he rotated images were then registered (for translation only) with the template as described . W above. For each trial rotation, the maximum value of the normalized correlation was retained hen plotted as a function of rotation angle, the resulting data are well-fit by a quartic poly-. T nomial (although this author has been unable to divine a theoretical reason why they should) he initial tests which determined that a quartic polynomial provided a good fit were done t s with 33 samples of rotation angle; the fits were so good that the torsion estimates were no ubstantially changed when the number of samples was reduced to 5, and this is the number -fi of samples which was used in the simulations described below. The parameters of the best tting (in the least-squares sense) quartic were determined using the singular value decompo-T sition in a manner analogous to the localization of the maximum described in Appendix 2.
he rotation angle corresponding to the maximum of the quartic is then found from the g p J. B. Mulligan 23 improved eye trackin arameters using an iterative procedure.
This process was tested using a method similar to that used to assess the translation-only et al., 1992; Bos and de Graaf, 1994; Groen et al., 1996) .
For many of the positions sampled, the error in the estimate of torsion was either relat r tively constant, or varied smoothly with applied rotation. This suggests that the errors are no andom, but arise from the particular features of the template in a systematic way, as was sugo gested in the previous section for the translational errors. Similarly, errors in the estimation f torsion vary smoothly and systematically with position, and it may therefore be possible to apply a systematic correction to produce a large increase in accuracy.
CONCLUSIONS t a
Eye-movement tracking using video images of either the pupil or the retina is a low cos pproach which is capable of high performance when off-line data analysis is acceptable. Now, we wish to obtain the parameters ( , , , , , ) for which the corresponding have th inimum sum-of-squared deviations from the data . This is done using the pseudo-inverse 
We equate these two expressions for , and solve for to obtain:
By symmetry, the corresponding solution for is obtained by exchanging with , and with 
