In the textile and apparel industry, it remains a challenging task to evaluate the fabric smoothness objectively. In existing studies, the objective fabric smoothness assessment is defined as a typical image classification problem. However, the fabric smoothness labels contain sequence information, and the problem shall be defined as an ordinal classification problem. This article presents an effective method including an image preprocessing algorithm, a compact convolutional neural network(CNN) model, and a label smoothing process. Compared with the commonly used CNN frameworks, the proposed compact CNN model is more suitable for this small-sample and low-abstraction problem. The image processing algorithm can improve the model's illumination adaptability, and the label smoothing process can modify the model to satisfy the ordinal classification problems better. In the experiments, the method is tested on a fabric image set including 385 graded fabric specimens. Within a 10-fold cross validation, the proposed method achieves 84.00%, 95.38%, and 100% average accuracies under errors of 0 degree, 0.5 degree, and 1 degree respectively. Implementation discussions on preprocessing and label smoothing verify their effectiveness in improving model performance in assessment accuracies and illumination stability. The proposed method outperforms the state-of-the-art methods for fabric smoothness assessment and a series of widely used deep learning methods. Promisingly, the proposed method can provide novel research ideas for the image-based fabric smoothness assessment.
I. INTRODUCTION
Fabric smoothness after laundering is treated as a vital characteristic of the fabric to evaluate the tendency for the fabric to wrinkle, which quantizes the wrinkles on the fabric after being subjected to laundering procedures, has a bearing on 'ease-of-care' related properties (durable press, easy-care, minimum-iron, after wash appearance, etc.) in the textile and garment industry [1] . Conventionally, the smoothness of the fabric samples after standard laundering is assessed manually The associate editor coordinating the review of this manuscript and approving it for publication was Tao Liu .
in accordance with smoothness appearance replicas in six smoothness degrees (SA-1, SA-2, SA-3, SA-3.5, SA-4, SA-5, as shown in Figure 1 ) referring to the standards [2] , [3] . However, human vision is affected by individual physical, psychological and environmental factors, showing low precision and poor reproducibility [4] . To avoid such adverse issues, objective evaluating methods were proposed by researchers based on computer vision in recent years. Previous researches regard the problem as an object classification problem, which generally includes three main steps: specimen surface data acquisition, appearance features extraction, and smoothness degree classification. According to the data forms, the existing methods can be divided into two types: 2D method and 3D method. 2D methods take the two-dimensional digital images of the fabric samples as input data, which can be captured by scanners or industrial cameras [5] - [12] . The imaging environment of scanners is stable, but the vertical incident light of scanners weakens the gray-scale changes representing the fabric wrinkles. Integrated with the non-vertical incident light, industrial array cameras can capture images with rich wrinkle features. For the 2D image of the fabric is a projection of its depth map from the world space to the imaging space going through the effect of light and the sensor imaging, the 2D method is a kind of indirect observation. On the other hand, 3D methods utilize the three-dimensional depth maps of the fabric samples as the raw data, which can be captured with the technologies such as laser triangulation [13] , [14] , photometric stereo method [15] , [16] and binocular stereo-vision [17] , [18] . As a type of direct observation, 3D methods attract more attention in the field. However, 3D methods suffered by a number of inevitable drawbacks such as poor efficiency, high cost, and high calibration complexity. In the opinion of this study, although the 2D methods can only gather the indirect observation of the fabric surface, they still can provide sufficient information for the fabric smoothness evaluation. Such opinion can be supported by the phenomenon that a trained tester can well assess the specimen with only 2D images observed by eyes.
1) A large number of features based on different technolo-
gies were used to describe the smoothness of the fabric. Depending on the data format, the features are listed below. Features from 2D images: Edge area; shade area [5] ; variation of the grey level intensity [6] ; angular second moment, contrast, correlation, entropy of the gray level co-occurrence matrix [7] , [8] ; gray-scale range around the edges [9] , [10] ; FFT subtotal in a specific frequency range [11] ; orientation, hardness, density, and contrast of wavelet coefficients [12] .
2) Features from 3D depth maps:
Length, surface area, volume under the surface, mean principle curvatures, mean max twist of every subblock of the depth map [13] ; arithmetic average roughness, root mean square roughness, 10-point height, bearing surface ratio, wrinkle sharpness, wrinkle density [14] , [19] ; fractal dimension [20] ; maximum amplitude, sharpness, density, maximum amplitude of the first derivative of the cross profile of the edges [18] , [21] ; mean, mean deviation, and standard deviation of the height values in every row [22] . To the aspect of classification models, minimum distance algorithm [11] , fuzzy priority similarity comparison method [8] , neural network [7] , [14] , and support vector machine (SVM) [12] , [4] are widely used. In addition, differing from the traditional machine learning algorithms which depend heavily on the representation of the input image, the deep learning algorithms such as convolutional neural networks(CNNs) can extract the high-level, abstract features from the input images by introducing representations that are expressed in terms of other simpler representations [23] . Such algorithms have been widely used in the image classification and image feature extraction, e.g. ship classification [24] , vehicle classification [25] , hyperspectral image classification [26] , fabric features extraction [27] , and candidate classification in lung nodule detection [28] . However, the performance of the deep learning algorithms depends heavily on the amount of training data, which does not satisfy the small sample problem well in this research. In the opinion of this paper, the process of subjective fabric smoothness evaluation is a perceptual prediction of the tendency of wrinkles to recover based on personal experience of the human testers, according to the visual characteristics of fabric surface wrinkles. Such perceptual prediction can be expressed by the abstract features extracted by CNNs. However, the level of abstraction of fabric smoothness is not as high as the problems such as handwritten digit recognition and face recognition. The main problem that limits the application of CNN in fabric smoothness assessment is that the models proposed in current researches require large data sets and acquire overly abstract features.
In addition, current researchers in this field regard this problem as a typical image classification problem. They ignore the phenomenon that fabric smoothness image labels are sequential. Such problem definition loses the sequence information in the labels and may cause overfitting during the problem solving process. Thus, in the opinion of this study, the fabric smoothness assessment problem should be viewed as an ordinal classification problem.
In this paper, we propose a 2D-image-based effective method for the objective fabric smoothness assessment based on the CNN model. To avoid the overfitting problem on small data set and meet the low abstraction requirement of fabric smoothness evaluation, this paper introduces a compact CNN architecture. By an image preprocessing algorithm and a data augmentation strategy, the network can work stably on the fabric image data set. In addition, we propose a label smoothing process to address the characteristics of label sequences in fabric smoothness evaluation.
The main contribution of the study can be summarized as follows: 1. We firstly introduce the CNNs into fabric smoothness assessment field, and explored the application possibility of them.
2. We proposed a new compact CNN architecture to satisfy the small-sample and low-abstraction problems such as fabric smoothness assessment. The model archived better assessment accuracy than the state-of-the-art methods.
3. A label smoothing process was proposed to improve the model training for the ordinal classification problem in fabric smoothness assessment.
II. SYSTEM
In this section, the constitution of the proposed system is introduced, which includes the image acquisition instrument, image preprocessing algorithm, CNN architecture, and label smoothing process.
A. IMAGE ACQUISITION An image acquisition system which can capture images of the objects under numerous different light source position angles was designed. As given in Figure 2 , the whole system is set up in a light box. An objective table is set up at the bottom center of the light box, with a CCD camera (Point Grey Chameleon CMLN-13S2C) installed vertically above it to capture images of the object. To control the light source position angles, a light control module include a strip led light source, a step-motor, and a rotating arm is built around the center pole of the objective table. The step-motor controls the light source on the rotating arm to rotate around the objective horizontally and control the position angle of the light source. To avoid the interference by the reflected light inside the light box, the internal surface of the light box is covered by black flocking fabrics. With the help of this image acquisition system, the images of a fabric sample set can be captured under different light position angles as illustrated in the first row of Figure 3 .
B. IMAGE PREPROCESSING
To rectify the uneven illumination background in images caused by the one-side light source, an image preprocessing operation is applied to the original image I as follow:
where I f is the two-dimensional binomial fitting of I . Based on such progress, the uneven illumination background can be rectified well. The preprocessing results is illustrated in the first row of Figure 3 .
C. CNN MODEL
In recent studies, the depth of CNNs for image classification was increasing. It was proofed that the larger the depth, the performance of the model is better [29] . Actually, such studies mainly concerned about the problem with a large quantity of samples and complex semantic features. However, the research object in this study is a small sample problem without very complex semantic features. The CNNs with large depth in such problem shall be faced with overfitting and training instability. Thus a CNN architecture with six learned layers (five convolutional and one fullyconnected) was proposed. The frame architecture is illustrated in Figure 4 . The model consists of some structures widely used in CNNs: convolutional layer(conv) [30] , max pooling layer [30] , batch normalization(BN) [31] , shortcuts [29] , Rectified Linear Units (ReLU) activation function [32] , and the general fully-connected layer in artificial neural networks.
1) CONVOLUTIONAL LAYER
In convolutional neural networks, differing from the fullyconnected neural networks, the neurons in convolutional layer are arranged in a cubic space. Denote x l i,j,k is the output of the neuron located at the coordinate (i, j, k) in l th layer, x l i,j,k can be calculated from
where f is the activation function; w is the convolution kernel in three dimension; s, h, d is the width, height, depth of the kernel; and θ is the bias.
2) MAX POOLING LAYER
Pooling layers are usually used immediately after convolutional layers to simplify the information in the output from the convolutional layer. Max pooling layers in CNNs maximize the outputs of neighboring groups of neurons in the same kernel map. Denote the x out i,j,k is the output of a max pooling layer with kernel size s × s and step length t located at the coordinate (i, j, k), it can be calculated as
where x in is the input of the max pooling layer; t is the stride in max-pooling. 
3) BATCH NORMALIZATION
Internal Covariate Shift(ICS) is defined as the change in the distribution of network activations due to the change in network parameters during training, which deteriorates the neural network learning. Batch normalization mechanism [31] is proposed to reduce internal covariate shift. The batch normalization layer normalizes each neuron output in every mini-batch, by making it have the mean of zero and the variance of 1; then scale and shift the normalized value by a pair of parameters γ i , β i . Take the output value x i of a neuron of the i th sample in a mini-batch B = {x 1 , x 2 , x 3 , . . . , x m }, the output y i can be calculated from:
where E x∼B (x) and Var x∼B (x) are the expectation and the variance of x in the mini-batch respectively; γ i and β i are parameters trained during the model training process.
4) SHORTCUTS
To address the degradation problem in neuronal networks, deep residual learning framework was proposed by a shortcut connection structure [29] . The shortcut connection structure can be formulated as follow:
where x and y are the input and output of the layers covered by the shortcut connection; F (x, {w i }) is the residual mapping to be learned.
5) ARCHITECTURE
Based on the previous research [33] , two fabric images with orthogonal illumination position angles contain sufficient wrinkle information for the fabric smoothness assessment. Thus the input of the CNN is set as images in size of 224 × 224 with two channels, which include gray fabric images capture in the two illumination position angles in each channel. The first convolutional layer filters the input image with 64 kernels of size 7 × 7 × 2 with a stride of 2 pixels. After down sampled by the first max pooling layer, the output is processed by the first shortcut (including an up-sampling filter) and the second and third convolutional layers (with 64 kernels of size 3 × 3 × 64) respectively. Then the results of the two path are combined by element-wise sum operation. Similarly, the output is processed by the second max pooling layer, the fourth and fifth convolutional layer (with 128 kernels of size 3 × 3 × 64 and 3 × 3 × 128 respectively), and the second shortcut path. The results of 128 channels are average pooled to form 128-dimensional features. Then the features are sent input to the final fully connected layer.
As an efficient way of model combination, dropout technology [34] , consists of setting to zero the output of each hidden neuron with a specific probability, is adopt to the final fullyconnected layer. The output of the last fully-connected layer is then sent to an 8-way softmax which produces a distribution over the 8 class labels, e.g. SA-1 to SA-5.
6) OBJECTIVE FUNCTION WITH LABEL SMOOTHING
For an input sample x, the output of the model is the probability of each label, i.e. k ∈ {1, 2, 3, . . . , K } : p (k | x).
Consider the ground-truth distribution of the sample with a single ground-truth y, the distribution of the ground-truth is k ∈ {1, 2, 3, . . . , K } : q (k | x), where q(y) = 1 and q(k) = 0 for all k = y. The objective function is generally defined as minimizing the cross-entropy loss in model training, which is equivalent to maximizing the log-likelihood of the correct label. However, such strict label distribution may result in over-fitting for the model becomes too confident about the predictions [35] . Thus the label smoothing mechanism [35] was proposed as replace the label distribution with
where δ k,y is the original ground-truth distribution q (k | x); u (k) is a uniform distribution over labels for classification problem; is the smoothing parameter. In this study, the problem is defined as an ordinal classification problem. The label of each sample is discretized from a continuous indicator. Intuitively, in the subjective sample smoothness assessment, the results were classified into discrete smoothness degrees by human vision in a specific probability. Differing from the general classification problem, the probability of each labels should decrease as the label far from the ground-truth. In this study, we speculate the probabilities of the ground-truth and the adjacent labels in subjective testing are 70% and 15% respectively. Thus the label distribution can be defined as
Such label smoothing mechanism encourages the model to be less confident to the ground-truth. And the objective function can be formulated as
where p(k) is the output of the model for an input sample, and q (k) is the smoothed label of the sample.
III. EXPERIMENT A. EXPERIMENT SETUP
Except the image acquisition system we proposed previously, all the experiments in this study were conducted on a personal computer with Intel(R) Core(TM) I7-4790 CPU(3.6 GHz) and 16GB RAM and GPU of Nvidia(R) GTX 1080Ti. All the algorithms were implemented by MATLAB under the Windows 10 and Linux operating system. The SVM was implemented by the LIBSVM [36] . The deep learning algorithms were implemented by the PyTorch [37] .
B. MATERIALS
To train and evaluate the proposed model, four different fabrics in different weave structures and fiber compositions were collected and cut out into the size of 380 mm × 380 mm according to the AATCC standard [2] . The final number of experimental samples was 385. The cropped samples were then laundered in different mode, with 2003 AATCC Standard Reference Liquid Detergent and 25 • C rinse temperature, to generate diverse fabric smoothness appearances and graded by the experts. Finally, the images of the samples were captured by the proposed image acquisition system in different illumination environments. The detail information of the final fabric data set is given in Table 1 . The fabric samples information and their distribution in different smoothness levels is given in table 2. The samples have different weaves, fiber contents, yarn counts, and weave densities. Actually, in our experiment, the characteristics of white fabrics reveal quite negligible effect in the fabric images. The reason could be the image resolution is relative too low to be sensitive enough to the visual effects caused by fabric characteristics change except the color patterns.
C. DATA AUGMENTATION
For the sample set size 385 is quite small for the CNN training, two data augmentation approaches were adopted in image acquisition and the model training process. Firstly, the illumination brightness was changed in three levels when the images of a fabric sample was being acquired. Thus the fabric image sample size was expanded by three times. In addition, every fabric image was noised, rotated, and flipped randomly before being trained. The sample size was then expanded by four times. Thus, the final fabric image sample size of the whole data set was expanded by twelve times to 4620. A data augmentation example is shown in Figure 5 .
D. TRAINING DETAIL
The CNN models in this study were trained by Adam optimizer [40] with a batch size of 64 and epoch amount of 70 with learning rate decayed by 10 by every 25 epochs. The best learning rate and weight decay are optimized by grid search in [3×10 −5 , 3×10 −4 , 3×10 −3 ]. The models were trained and tested by 10-fold cross validation. Firstly, the original data set was uniformly divided into ten subsets. Then every subset was treated as the testing set in turn, while the other nine were used as the training set with data augmentation. At last, the average result across the ten tests was computed as the final evaluation. Thus, the training sample size was 4104 and the testing sample size was 39 in average for each fold. Since the sample size is too small, it is difficult to control the sampling error. Thus we did not set up a separate test set in addition to the above data.
IV. RESULT AND DISCUSSION

A. COMPARISON RESULTS
Different from traditional classification problem, the fabric smoothness evaluation problem values the evaluation error depending on the grade error. Thus, to evaluate the performance of the fabric smoothness assessment, accuracies named as acc0, acc0.5, and acc1 are calculated as the classification accuracy under errors of 0 degree, 0.5 degree, and 1 degree respectively. The objective evaluation results of the proposed method on the acquired data set by 10-fold cross validation is given in Table 2 . In addition, the performance of the fabric smoothness assessment methods proposed in existing studies and a group of famous deep learning models were compared, i.e. AlexNet [38] , GoogLeNet: Inception V3 [35] , ResNet [29] , and VGGNet [39] . For the results of each training of the CNN models have a certain randomness, the CNN models were trained and tested three times and the result was recorded as the mean and standard deviation of the accuracies. The mean accuracy implies the average performance of the model in this problem, and the standard deviation of the accuracy implies the training stability on the small sample set. As shown in Table 2 , the proposed method shows average acc0 with the value of 84.00%, which is the best comparing with the other methods. Such result verifies the good performance of the proposed method on fabric smoothness evaluation. On the other hand, although the acc0.5 of the proposed method is not the highest one, it is still higher than 95% and only 0.77% lower than the highest one. In industrial application, such acc0.5 higher than 95% is acceptable.
For the CNN models, in addition to the accuracies, the standard variation (std) of the classification accuracies in the tests are given in Table 2 . Such index can be used to evaluate the training stability of the CNN models. As can be seen, the proposed method has the lowest acc0-std compared with the other CNN models. On the other hand, the acc0.5-std of the proposed method takes the second place while the first place has the lowest acc0. Based on comprehensive considerations, the proposed method shows the best stability in different CNN models.
In terms of the number of parameters and computing efficiency, the proposed model has significant advantages. As given in Table 2 , the proposed model has extremely small parameter number comparing with the other CNN models. As we mentioned above, the level of abstraction of image features related to the fabric smoothness assessment problem is not very high. Thus, although its ability to extract highlevel vision features is relative weak, the proposed small size CNN can extract the features for fabric smoothness well. And the low parameter number makes the model less prone to overfitting in this small data set problem, which can be proofed by the good stability of the proposed model. In addition, compared with other CNN models, the operation time of the proposed model is the shortest. Although the fabric smoothness assessment is not a strong time-dependent issue, the high computing efficiency of the model is conducive to model training in application.
B. MODEL ADAPTABILITY TO IMAGE ACQUISITION ENVIRONMENT
In instrumental application, the image acquisition environment can be controlled to be stable in most situations. However, the illumination intensity can be differed due to the brand, type, or individual difference of the light sources. Thus, in this experiment, the illumination intensity was viewed as the image acquisition environment variable to be discussed. Different methods were trained on the fabric image data set and tested on the images captured under different illumination intensities. The losses of acc0 caused by the illumination intensities change was calculated to verify the models' adaptability to image acquisition environment. The lower the acc0-loss indicates the higher adaptability of the model to the illumination intensity. As given in Table 3 , the acc0-loss of the proposed method is 1.27%, which is 0.23% higher than the lowest one. Such loss indicates the proposed method has an acceptable adaptability to different illumination intensities.
C. EFFECTIVENESS OF LABEL SMOOTHING AND PREPROCESSING
The image preprocessing algorithm proposed in this paper is to correct the influence of lighting environment. This helps to improve the illumination adaptability of the algorithm. As discussed above, the proposed model has a good illumination adaptability. In this experiment, the significance of the preprocessing algorithm was demonstrated. As given in Table 4 , the models with preprocessing show significant improvement in both assessment accuracy and accuracy losses under illumination change. It verifies that the preprocessing can improve the environment adaptability and assessment effectiveness. On the other hand, we proposed a label smoothing method to improve the performance of the model for the ordinal classification problem. As shown in Table 4 , the label smoothing improves both the assessment accuracy and accuracy losses under illumination change of the proposed CNN model. In summary, the applying of label smoothing and preprocessing increased the acc0 by 1.33% and reduced the acc0-loss by 2.4%, which verifies the effectiveness of the proposed method.
V. CONCLUSION
In this research, an effective method for objective fabric smoothness appearance assessment was proposed. The proposed method includes an image preprocessing algorithm, a compact CNN model, and a label smoothing function. The method was tested on a fabric image set including 385 graded fabric specimens. Within a 10-fold cross validation, the proposed method achieved 84.00%, 95.38%, and 100% average accuracies under errors of 0 degree, 0.5 degree, and 1 degree respectively. In our experiments, the proposed model showed significantly higher working stability than other CNN models. In addition, the discussion experiments demonstrated the illumination adaptability of the method introduced by the proposed preprocessing and label smoothing approach. Generally, the proposed method meets the needs of the industrial application.
There are some limitations in this study as follows. (1) Limited by the character 2D image, only light and solid color fabrics are used and discussed in this study. We are also working on the method to decolor multi-color fabric images. (2) To further improve the effectiveness and stability of the proposed method, more fabric image samples should be collected. 
