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Abstract
We consider the nonlinear Sturm–Liouville problem
ðpu0Þ0 þ qu ¼ auþ  bu þ lu; in ð0; 2pÞ; ð1Þ
uð0Þ ¼ uð2pÞ; ðpuÞ0ð0Þ ¼ ðpuÞ0ð2pÞ; ð2Þ
where 1=p; qAL1ð0; 2pÞ; with p40 a.e. on ð0; 2pÞ; a; bAL1ð0; 2pÞ; l is a real parameter, and
u7ðtÞ ¼ maxf7uðtÞ; 0g for tA½0; 2p: Values of l for which (1)–(2) has a non-trivial solution u
will be called half-eigenvalues while the corresponding solutions u will be called half-
eigenfunctions. The set of half-eigenvalues will be denoted by SH :
We show that a sequence of half-eigenvalues exists, the corresponding half-eigenfunctions
having certain nodal properties, and we obtain certain spectral and degree theoretic properties
associated with SH : These properties yield results on the existence and non-existence of
solutions of the problem
ðpu0Þ0 þ qu ¼ f ðt; uÞ þ h; in ð0; 2pÞ ð3Þ




f ðt; xÞ=x; bðtÞ :¼ lim
x-N
f ðt; xÞ=x;
exist for a.e. tA½0; 2p:
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When the functions a and b are constant the set SH is closely related to the ‘Fucˇı´k spectrum’
of the problem, and equivalent solvability results are obtained using the two approaches.
However, when a and b are not constant the half-eigenvalue approach yields stronger results.
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1. Introduction
We consider the nonlinear Sturm–Liouville problem
ðpðtÞu0ðtÞÞ0 þ qðtÞuðtÞ ¼ f ðt; uðtÞÞ þ hðtÞ; tAð0; 2pÞ; ð1:1Þ
uð0Þ ¼ uð2pÞ; ðpuÞ0ð0Þ ¼ ðpuÞ0ð2pÞ; ð1:2Þ
where 1=p; qAL1ð0; 2pÞ; with pðtÞ40; tAð0; 2pÞ; hAL1ð0; 2pÞ; and f : ½0; 2p  R-R
is a Carathe´odory function (i.e., f ðt; xÞ is measurable in t for every ﬁxed xAR;
continuous in x for a.e. tAð0; 2pÞ). A solution of the differential equation (1.1), and
others below, is a function u such that u and pu are absolutely continuous on ½0; 2p
and (1.1) holds for a.e. tAð0; 2pÞ—we will not mention this explicitly each time. In
particular, the boundary conditions (1.2) make sense. If pAC1½0; 2p and is periodic
then (1.2) become the standard periodic boundary conditions.










exist, for a.e. tA½0; 2p and a; bAL1ð0; 2pÞ; but aab (in the L1ð0; 2pÞ sense). In this
case the nonlinearity f is termed jumping.
The solvability of (1.1)–(1.2) has been studied extensively, see for example,
[8,9,11,13–17,19,20,35], and the references therein. The corresponding problem with
separated (e.g., Dirichlet or Neumann) boundary conditions has also been studied,
see [3,9,17,26,29–31], and the references therein. Both types of boundary conditions
will be referred to below, and the corresponding problems will be termed ‘periodic’
and ‘separated’, respectively. We shall also consider antiperiodic boundary
conditions in Section 2, but since most of the literature treats only periodic and
separated problems, we shall follow suit for this section.
Solvability conditions for both the periodic and the separated problems have been
expressed in terms of the ‘Fucˇı´k spectrum’ and the ‘half-eigenvalues’ of the problem.
In Section 1.1 we deﬁne these terms, and in Section 1.2 we review the connection
between these concepts and the original problem. Nodal properties of the
corresponding half-eigenfunctions are discussed in Section 1.3 and a preview of
our results against this background is presented in Section 1.4.
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1.1. Half-eigenvalues and the Fucˇı´k spectrum
To deﬁne these terms we introduce the following notation. For any integer nX0;
let W n1 ð0; 2pÞ be the usual Sobolev space of n-times differentiable functions on
ð0; 2pÞ; with norm jj  jjn (with W 01 ð0; 2pÞ ¼ L1ð0; 2pÞ), and let Cn½0; 2p be the usual
Banach space of n-times continuously differentiable functions on ½0; 2p; with norm
j  jn (here and below all function spaces will be real). The space W 21 ð0; 2pÞ is
continuously embedded in C1½0; 2p and compactly embedded in C0½0; 2p: We also
write /f ; gS ¼ R 2p0 fg whenever this is ﬁnite.
By a standard transformation of the independent variable in (1.1) (see [5,
Appendix]) we may suppose from now on, without loss of generality, that p  1:
Now let H be the set of uAW 21 ð0; 2pÞ satisfying the relevant boundary conditions
(these will usually be (1.2), but occasionally, for purposes of comparison, will be
taken to be separated). We deﬁne the Sturm–Liouville operators L0; L :
H-L1ð0; 2pÞ by
L0u :¼ u00; uAH; L :¼ L0 þ qI : ð1:4Þ
Here, I is regarded as the injection from H into L1ð0; 2pÞ; and, in this setting, L0 and
L are bounded and deﬁned on the whole of H:
For any uAH; deﬁne u7AC0½0; 2p by u7ðtÞ ¼ maxf7uðtÞ; 0g; tA½0; 2p: Now
consider the problems
Lu ¼ auþ  bu; ð1:5Þ
Lu ¼ auþ  bu þ lu; ð1:6Þ
where ða;bÞAR2; a and b are deﬁned in (1.3) and lAR: We observe that these
problems are non-linear, but are positively homogeneous, in the sense that if u is a
solution of either problem then gu is also a solution for all gX0: Letting S1 :¼
fuAH : /u; uS ¼ 1g; we deﬁne the Fucˇı´k spectrum
SF ðLÞ ¼ fða; bÞAR2 : ð1:5Þ has a solution uAS1g;
of L; and the set
SHðL; a; bÞ ¼ flAR : ð1:6Þ has a solution uAS1g;
of half-eigenvalues of ðL; a; bÞ—the corresponding solutions u are called half
eigenfunctions (this terminology was coined in [4] and used in [6] and [30]; the
terminology ‘split-eigenvalues’ was used in [29]). The set SF ðL0Þ is known explicitly
for periodic and Dirichlet boundary conditions—see Section 6 of [9] or Chapter 42 of
[17]. If the functions a and b are constant, say a  a; b  b; (we shall call this the
‘constant coefﬁcient’ case), then the set SHðL0; a; bÞ can be calculated similarly, or by
noting that it follows from (1.5) and (1.6) that
lASHðL; a; bÞ if and only ifðaþ l; bþ lÞASF ðLÞ: ð1:7Þ
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This shows, incidentally, that the Fucˇı´k curves and half-eigenvalues provide
equivalent information in the constant coefﬁcient case. The non-constant case will
be considered below.
1.2. Solvability conditions
With f : H-L1ð0; 2pÞ denoting the Nemitski operator induced by the function f ;
the problem (1.1), under the relevant boundary conditions, can be rewritten as
Lu ¼ fðuÞ þ h: ð1:8Þ
We will say that (1.8) is solvable if it has a solution uAH for all hAL1ð0; 2pÞ; and non-
solvable otherwise.
Given the existence of the limits in (1.3), the problem (1.6), with l ¼ 0; can be
regarded as a limiting form of (1.8), while (1.5) corresponds to the constant
coefﬁcient case. In this case, the Fucˇı´k curves emanate in pairs from points
corresponding to eigenvalues of L; and (1.8) is solvable or not depending on whether
the point ða; bÞ is to one side of, or between, these Fucˇı´k curves—see the above cited
references. By (1.7), this is equivalent to whether 0 is to one side of, or between, the
corresponding half-eigenvalues of ðL; a; bÞ: Usually, the known set SF ðL0Þ is used to
give these conditions, in both the periodic and the separated cases, although more
general operators L are considered in [26,30] and [31] in the separated case. In the
periodic case the Fucˇı´k spectrum for more general operators L does not appear to
have been discussed, although a different generalisation has been considered in [35]
and will be compared with our approach in Section 2.
When a and b are not constant, it is shown in [30] and [31], for the separated case,
that the relative positions of 0 and SHðL; a; bÞ (see above) continue to provide a
precise demarcation between the solvable and non-solvable situations. On the other
hand, the hypotheses of the corresponding Fucˇı´k spectrum results now require that
the set fðaðtÞ; bðtÞÞ : tA½0; 2pgCR2 (which is no longer a single point) does not
‘cross’ any Fucˇı´k curves. This hypothesis fails for a large class of functions a; b; and
the Fucˇı´k spectrum results then provide no information about solvability. Thus the
half-eigenvalue results are more powerful in this respect.
1.3. Nodal properties
We next brieﬂy describe the basic results on the structure of the set SHðL; a; bÞ
obtained in [30] (see also [4] and [6]), and we compare these with the standard theory
of the linear eigenvalue problem Lu ¼ mu (see Chapter 8 of [7]). We note that in [30]
it is assumed that the coefﬁcients a; bALNð0; 2pÞ; but the proofs in [30] can readily
be extended to show that following results hold for a; bAL1ð0; 2pÞ:
For each integer kX0; let Sk denote the set of functions uAH such that u has only
simple zeros in ½0; 2pÞ and has exactly k such zeros (such zeros are called nodes); let
S1k ¼ Sk-S1: Any non-trivial solution ðl; uÞ of (1.6), or the linear eigenvalue
problem, must belong to R Sk; for some kX0: In the separated case, the set of
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solutions ðm; uÞAR S1 of the linear eigenvalue problem Lu ¼ mu consists of a
sequence of the form ðmk;7ckÞAR S1k; kX0; with mkomkþ1 (all eigenvalues are
simple); in the periodic case this set consists of solutions ðm0;7c0ÞAR S10; together
with sequences ðmik;7cikÞAR S12k; kX1; i ¼ 1; 2; with m1kpm2kom1kþ1 (note that
these eigenvalues may be double, and that at most two distinct eigenvalues can arise
from them via a linear perturbation).
For the general half-eigenvalue problem (1.6), with either separated or periodic
boundary values, we ﬁrst observe that there are two trivial half-eigenvalues, whose
corresponding half-eigenfunctions have constant sign, constructed as follows. For
any eAL1ð0; 2pÞ; let m0ðeÞ; c0ðeÞ denote the principal eigenvalue and eigenfunction of
the operator L  eI ; with c0ðeÞAS10 positive on ½0; 2p: Then it is clear that
ðlþ0 ;fþ0 Þ :¼ ðm0ðaÞ;c0ðaÞÞAR S10 ; ðl0 ;f0 Þ :¼ ðm0ðbÞ;c0ðbÞÞAR S10
are solutions of (1.6), and these are the only solutions in R S10 :
In the separated case it is shown in [30] that, for each kX1; Eq. (1.6) has exactly
two solutions ðl7k ;f7k ÞAR S1k: This pair of solutions is constructed in [30] by a
continuation/homotopy method, starting from the solutions ðmk;7ckÞ of the linear
problem (which corresponds to a  0; b  0 in (1.6)). The continuation argument
uses the implicit function theorem, and relies on the linearisation of the problem
having at most a one-dimensional null space at each point of the continuation
process. This condition is always true in the separated case, but may fail in the
periodic case, where two-dimensional null spaces may arise. Indeed it will be seen
below that the structure of the set SHðL; a; bÞ can be considerably more complicated
for the periodic problem than the separated one.
1.4. Our results
Returning to the periodic problem, suppose that, for some kX1; L has simple
eigenvalues m1kam
2
k: The continuation argument in [30] shows that if jjajj0; jjbjj0; are
sufﬁciently small, then the four solutions ðmik;7cikÞAR S12k of the linear problem
give rise to exactly four distinct solutions of (1.6), ðli;7k ;fi;7k ÞAR S12k; i ¼ 1; 2: In
the terminology of Section 3, these half-eigenvalues are ‘regular’.
Now suppose that, for some kX1; L has a double eigenvalue m1k ¼ m2k: Then the set
of solutions of the linear problem in fm1kg  S12k consists of a ‘circle’ of solutions (in
the two-dimensional subspace fm1kg  NðL  m1kIÞ). Thus in the constant coefﬁcient
case, (1.6) can also have such a circle of solutions—the corresponding half-
eigenvalue is not ‘regular’. Non-regular half-eigenvalues can also occur for non-
constant coefﬁcients, as will be seen in Section 4. Also in Section 4, examples are
constructed, for any odd integer nX1; for which the ‘circle’ of solutions of the linear
problem splits into exactly 2n isolated solutions of (1.6) in R S12k; corresponding to
2n distinct, regular half-eigenvalues.
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In Theorem 2.1 it will be shown that for all kX1 there are at least two distinct
periodic (or, indeed, antiperiodic) solutions of (1.6) in R S12k: The case n ¼ 1 of the
examples mentioned above shows that this existence result is best possible in general.
In Section 3 we obtain some spectral and degree theoretic results regarding the set of
half-eigenvalues, and we show that, ‘generically’, all the half-eigenvalues are regular
and distinct. (We remark that the regular solutions found in the example in Section 4
persist under small perturbations, so even in a ‘generic’ problem there can be 2n
solutions in R S12k; for a given k).
In Section 5 we use the results of Section 3, together with the Poincare´–Birkhoff
theorem, to derive some solvability and multiplicity results for (1.8).
2. Existence of half-eigenvalues
Henceforth we omit the arguments ðL; a; bÞ unless it is necessary to emphasize the
dependence of some set or function on these arguments. Also, for each integer kX0;
we deﬁne the sets
SkH ¼flAR : ð1:6Þ has a solution uAS12kg;










Theorem 2.1. For each integer kX0 the problem (1.6) has two distinct solutions
ðlmink ;fmink Þ; ðlmaxk ;fmaxk ÞAR S12k; such that:
(i) lmink plmaxk olminkþ1;
(ii) flmink ; lmaxk gCSkHC½lmink ; lmaxk :
When k ¼ 0; S0H ¼ flmin0 ; lmax0 g:
Proof. The existence and number of solutions when k ¼ 0 follows from the
discussion in Section 1, with lmin0 ¼ minfl0 ; lþ0 g; lmax0 ¼ maxfl0 ; lþ0 g; so we
suppose that kX1:
Deﬁning the standard Pru¨fer variables r and y by u ¼ r siny; ut ¼ r cosy; (see
Chapter 8 of [7]), one can easily show that
rt ¼ rzðt; y; lÞ :¼ r½ð1þ q  lÞcosy siny cosyððsinyÞþa  ðsinyÞbÞ; ð2:1Þ
yt ¼ Zðt; y; lÞ :¼ cos2 yþ ðl qÞsin2yþ sinyððsinyÞþa  ðsinyÞbÞ: ð2:2Þ
Remark 2.2. This calculation, like several others below, is a simple modiﬁcation of
the calculations described in [7] for the linear case. In particular, (2.1) and (2.2)
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correspond to (1.7) and (1.8) on p. 209 of [7] in the linear case. The separated half-
eigenvalue problem is discussed in [6], and (2.2) is given there.
Now, for any ða; lÞAR2; let rðt; a; lÞ; yðt; a; lÞ; tA½0; 2p; be the solutions of (2.1),
(2.2) satisfying the initial conditions
rð0; a; lÞ ¼ 1; yð0; a; lÞ ¼ a ð2:3Þ
(by positive homogeneity of (1.6), even though we wish to construct solutions uAS12k;
it sufﬁces to consider a ﬁxed initial value of r here and then rescale the solutions we
obtain). The function Z : ½0; 2p  R2-R is C1 with respect to ðy; lÞ and L1 with
respect to t; so the solution y has the continuity and differentiability properties
described in Section 4, Chapter II of [27] (if a; bAC0½0; 2p then these properties are
described in any standard book on ordinary differential equations). In particular, for
ﬁxed tA½0; 2p; yðt; a; lÞ is a C1 function of ða; lÞ: We will make use of these
properties without further comment.
For any ﬁxed ða; lÞAR2 and a.e. tA½0; 2p;
ðylÞt ¼ sin2yþ Zyyl;
omitting the argument ðt; a; lÞ: From this, ylð0; a; lÞ ¼ 0 and the variational
equation for (2.2), it can be seen that
ylð2p; a; lÞ40; ð2:4Þ
cf. the proof of Theorem 3.6 in [5]. Furthermore, it can be shown that, for ﬁxed aAR;
lim
l-N
yð2p; a; lÞ ¼N; lim
l-N
yð2p; a; lÞpa
(this is a slight extension of the proof of the corresponding linear results (2.5) and
(2.6) on p. 212 of [7], see the proof of Theorem 1 in [6]). Thus, we may deﬁne %lkðaÞ to
be the unique solution of the equation
yð2p; a; %lkðaÞÞ ¼ aþ 2kp ð2:5Þ
and it follows from (2.4) and the implicit function theorem that %lk : R-R is C1:
Also, by the uniqueness of the solutions of the initial value problem for y;
yð2p; aþ 2p; %lkðaÞÞ ¼ yð2p; a; %lkðaÞÞ þ 2p ¼ ðaþ 2pÞ þ 2kp
and hence, by uniqueness of the solution of (2.5), %lkðaþ 2pÞ ¼ %lkðaÞ for all aAR:
Thus the function %lk is 2p periodic.
It is clear from the above deﬁnitions that any solution ðl; uÞAR S12k of (1.6)
corresponds to a value of aA½0; 2p for which rð2p; a; %lkðaÞÞ ¼ 1 (after rescaling), and
vice versa. We will prove the result by showing that there are at least two such values
of a:
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For any aA½0; 2p; let
gðt; aÞ :¼ yðt; a; %lkðaÞÞ; tA½0; 2p: ð2:6Þ
It follows immediately from (2.3) and (2.5) that
gað0; aÞ ¼ 1; gað2p; aÞ ¼ 1; ð2:7Þ
while from (2.1) and (2.2),
ðgaÞt ¼ ðya þ yl %l0kÞt ¼ 2zðt; g; %lkÞga þ %l0ksin2g
where the arguments of y; g; %lk and their derivatives are as in (2.6). From this and
(2.1) we obtain
ðr2gaÞt ¼ 2rrtga þ r2ðgaÞt ¼ r2 %l0ksin2g:
Hence, using (2.7), we have
r2ð2p; a; %lkðaÞÞ  1 ¼ %l0kðaÞ
Z 2p
0
r2ðt; a; %lkðaÞÞsin2gðt; aÞ dt:
Since the integral here is strictly positive it follows from the above remarks that
solutions ðl; uÞAR S12k of (1.6) correspond to values of aA½0; 2p for which
%l0kðaÞ ¼ 0;
with l ¼ %lkðaÞ; that is, the half-eigenvalues are the critical values of the function %lk:




%lkðaÞ; lmaxk :¼ max
aA½0;2p
%lkðaÞ:
Clearly, lmink plmaxk ; and SkHC½lmink ; lmaxk :
Finally, suppose that kX0 and ðli; uiÞAR S12ðkþiÞ; i ¼ 0; 1; are solutions of (1.6).
Since u1 has two more nodes than u0; we can ﬁnd two consecutive nodes t1; t2; of u
1
lying between (or coinciding with) two consecutive nodes of u0: Thus l0ol1 follows
from the standard Sturm comparison theorem. In particular, we must have
lmaxk olminkþ1; which completes the proof of the theorem. &
We now show that the half-eigenvalues lmink ðL; a; bÞ; lmaxk ðL; a; bÞ; depend
monotonically and continuously on a and b (with respect to the L1ð0; 2pÞ norm).
These results are useful for proving existence results for the general nonlinear
problem (1.1)–(1.2). See [30,31], for applications to the separated case.
We write ða0; b0Þpða1; b1Þ if
a0ðtÞpa1ðtÞ and b0ðtÞpb1ðtÞ; a:e: tAð0; 2pÞ ð2:8Þ
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and we write ða0; b0Þoða1; b1Þ if ða0; b0Þpða1; b1Þ and both the inequalities in (2.8)
hold strictly when t lies in some subset of ð0; 2pÞ having positive measure. We remark
that the following result would be unchanged if, in this deﬁnition of strict inequality,
we required that at least one of the inequalities in (2.8) holds for a.e. t:
Theorem 2.3. For each kX0:
(i) if ða0; b0Þpða1; b1Þ then
lmin;maxk ðL; a1; b1Þplmin;maxk ðL; a0; b0Þ; ð2:9Þ
this result remains valid if p is replaced throughout by o:
(ii) the half-eigenvalues lmin;maxk ðL; a; bÞ depend continuously on a and b;
Proof. The case k ¼ 0 reduces to linear results, so we suppose that kX1:
(i) Replace a and b in (2.1)–(2.2) with ga0 þ ð1 gÞa1; gb0 þ ð1 gÞb1; where
gA½0; 1 (that is, we consider a homotopy between the problems with ða0; b0Þ and
ða1; b1Þ), and for ﬁxed ða; l; gÞ let rðt; a; l; gÞ; yðt; a; l; gÞ; denote the corresponding
solutions of these equations. Following the proof of Theorem 2.1, for each gA½0; 1;
we construct a function %lkða; gÞ; ða; gÞAR ½0; 1; whose critical values when g ¼ 0
and g ¼ 1 are the half-eigenvalues of the two problems. Noting that
sinyðsinyÞp0psinyðsinyÞþ; and using a similar argument to that used for (2.4)
we see that if ða0; b0Þpða1; b1Þ then
@y
@g
ð2p; a; l; gÞX0; gA½0; 1 ð2:10Þ
and hence, from the analogues of (2.4) and (2.5), we have %lkða; 1Þp%lkða; 0Þ;
aA½0; 2p: The inequality (2.9) follows immediately from this. It can also be seen that
if ða0; b0Þoða1; b1Þ then we can replace p by o in (2.10), and hence also in (2.9).
(ii) We now regard y as a function of ðt; a; l; a; bÞAR3  L1ð0; 2pÞ2: We ﬁrst show
that yð2p; a; l; a; bÞ is continuous in ða; l; a; bÞ: Suppose that
ðan; ln; an; bnÞ-ða; l; a; bÞ and, for any tA½0; 2p; let dnðtÞ ¼ yðt; an; ln; an; bnÞ 
yðt; a; l; a; bÞ; enðtÞ ¼ jln  lj þ janðtÞ  aðtÞj þ jbnðtÞ  bðtÞj and mðtÞ ¼ 1þ jlj þ
jqðtÞj þ jaðtÞj þ jbðtÞj: Then jdn;tðtÞjp2mðtÞjdnðtÞj þ enðtÞ; and hence,






2mjdnj ) jdnðtÞjpcðjan  aj þ jjenjj0Þ;
where c ¼ exp R 2p0 2m : This proves the required continuity. Again following the
proof of Theorem 2.1, we ﬁnd that yl is also continuous. Hence, %lkða; a; bÞ is
continuous in ða; a; bÞ; uniformly in a; and so the extreme values of %lkð; a; bÞ are
continuous in ða; bÞ: &
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To conclude this section, we compare our results with those of [35], where Zhang
deﬁnes a generalised Fucˇı´k spectrum as the set of ða;bÞAR2 for which the problem
u00 ¼ ðaþ aÞuþ  ðbþ bÞu; ð2:11Þ
has a solution uAS1: Clearly, the Fucˇı´k spectrum corresponds to the case a ¼ b ¼ 0
and a half-eigenvalue l corresponds to a point ða; bÞ ¼ ðl; lÞ on the ‘diagonal’ of
Zhang’s spectrum in R2: On the other hand, if we write m ¼ b a then (2.11) can be
written in either of two ways
u00 ¼ auþ  ðb þ mÞu þ au;
u00 ¼ ða  mÞuþ  bu þ bu;
so a and b can be recovered from the half-eigenvalues for the problems ðL0; a; b þ mÞ
and ðL0; a  m; bÞ; parametrized by m:
Zhang’s main result is the existence of two sets of ‘curves’ Mk; N k of eigenvalue-
pairs ða; bÞ for which (2.11) has a solution uAS12k; although the number of zeros is
not explicitly discussed in [35]. At ﬁrst sight, then, the above remarks seem to show
that our approach leads to the same results as in [35], at least for L0: However, closer
inspection reveals the following differences.
(i) Our method is more direct and applies equally to antiperiodic boundary conditions,
if one replaces 2k by 2k þ 1 for the increase in Pru¨fer angle. By contrast, Zhang
explicitly excludes this problem as ‘more complicated’ because of its ‘asymmetry’.
(ii) Our methods apply to L not just L0: Incorporation of q is simple in view of the
relation uþ  u ¼ u; although Zhang does not mention this. He does mention
that similar results hold for pAL1; but this is in general incorrect unless 1=pAL1:
(iii) Zhang’s ‘curves’ are deﬁned in a nonstandard way: they need only intersect each
horizontal and vertical line at most once. In view of this, it is not immediately
clear whether, for example, they intersect the ‘diagonal’ at all. Zhang states that
a and b are nonincreasing functions of each other along these ‘curves’, but
makes no claims about continuity. By contrast, Theorem 2.3 shows that our
approach yields curves in the usual sense, parametrized continuously and
monotonically by m; as above.
(iv) Zhang explicitly leaves open the question of whether the Mk; N k make up the
entire generalised Fucˇı´k spectrum. In Section 4 we shall construct examples for
which there are more than two distinct half-eigenvalues in SkH ; and the implicit
function theorem construction can be used to continue these half-eigenvalues
off the diagonal (as functions of m), giving more than two curves in Zhang’s
spectrum. This settles Zhang’s question in the negative.
3. General and generic properties of RH
Having obtained existence of half-eigenvalues, we now describe some spectral and
degree theory results which are useful for solving the problem (1.1)–(1.2)—cf.
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Section 5. These results are similar to those obtained in [32] in the partial differential
equation setting.
We ﬁrst require some technical lemmas.
Lemma 3.1. If x0ASk; for some kX0; and eAL1ð0; 2pÞ; then the mappings x-ex7 :
H-L1ð0; 2pÞ are C1 on a neighbourhood U0 of x0; with derivatives at xAU0 given by
the mapping y-ewf7x40gy; yAH; where wf7x40g denotes the characteristic function of
the set ftA½0; 2p :7xðtÞ40g:
Proof. An argument similar to that in [10] shows that the mappings are
differentiable at any xASk; and yields the given formulae for the derivatives ([10]
considers the mappings x-x7 : Lrð0; 2pÞ-Lsð0; 2pÞ; with r4s41; since
eAL1ð0; 2pÞ the result here does not follow from [10], but can be proved similarly
using the continuity of the embedding of H into C1½0; 2p). It also follows from this
embedding that there is a neighbourhood U0 of x0 in H such that U0CSk and the
derivative is continuous on U0: &
The next lemma is standard in the L2 context, but since that does not include our
operator L : H-L1ð0; 2pÞ from (1.4), we shall give a proof for completeness.
Lemma 3.2. The operator L is Fredholm with index zero. If d40 is sufficiently large
then L þ dI is non-singular (that is, has a bounded, everywhere defined inverse).
Proof. We start with the operator Lþ :¼ L0 þ dI for any ﬁxed d40: From [18,
Theorem VI.5.8], Lþ has an inverse deﬁned on L1: Moreover, being bounded and
everywhere deﬁned, Lþ (and hence its inverse) is closed [21, pp. 164,165]. The closed
graph theorem then shows that Lþ has a bounded inverse, and thus is Fredholm with
index zero.
Next we claim that the mapping
u :-qu : H-L1 is compact: ð3:1Þ
Indeed, if un is bounded in H then, choosing a subsequence, we can assume that un is
convergent in C0½0; 2p (by compact embedding) and so qun is convergent in
L1ð0; 2pÞ (by dominated convergence).
Similarly, L and L þ dI are compact perturbations of Lþ; and hence are also
Fredholm with index zero—see [21, Theorem IV.5.26]. Finally, integration by parts
shows that if d is sufﬁciently large then /ðL þ dIÞu; uSX/u; uS for all uAH; so
L þ dI is injective and hence non-singular. &
Thus, by adding du to each side of (1.1), we may suppose, unless otherwise stated,
that L is non-singular.
We now deﬁne F1 : R H-L1ð0; 2pÞ; F2 : R H-R L1ð0; 2pÞ; by
F1ðl; uÞ ¼ Lu  auþ þ bu  lu; F2ðl; uÞ ¼ ð/u; uS 1; F1ðl; uÞÞ:
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By deﬁnition, *SH ¼ F12 ð0; 0Þ: We shall obtain conditions under which we can apply
the implicit function theorem to the equation F2ðl; uÞ ¼ ð0; 0Þ at a point ðl; uÞA *SH :
First, we observe that if ðl; uÞA *SH then, by Lemma 3.1, F1 and F2 are C1 near
ðl; uÞ; with
DuF1ðl; uÞ ¼ Tðl; uÞ :¼ L  ðawfu40g þ bwfuo0gÞ  lI ;
where Du denotes the Fre´chet derivative. In addition, Tðl; uÞu ¼ F1ðl; uÞ ¼ 0; so
uANðTðl; uÞÞ and dim NðTðl; uÞÞX1; furthermore, for any vAH; /Tðl; uÞv; uS ¼
/v; Tðl; uÞuS ¼ 0; so ueRðTðl; uÞÞ:
Lemma 3.3. If ðl; uÞA *SH and dim NðTðl; uÞÞ ¼ 1 then Dðl;uÞF2ðl; uÞ is non-singular.
Hence, ðl; uÞ is isolated in *SH :
Proof. As for (3.1), the operator Tðl; uÞ is a compact perturbation of L; so is
Fredholm with index 0 (see Lemma 3.2). Since ueRðTðl; uÞÞ; it follows from the
hypothesis dim NðTðl; uÞÞ ¼ 1 that Dðl;uÞF2ðl; uÞ is non-singular. The second result
now follows from the implicit function theorem. &
Now suppose that lASH ; and let
Cl ¼ fuAS1 : ðl; uÞ satisfies ð1:6Þg
(that is, Cl is the set of normalized half-eigenfunctions corresponding to l).
Lemma 3.4. The set Cl is compact in H:
Proof. Suppose that un; nX1 form a sequence in Cl: If jjunjj2 are bounded then as
for (3.1) we can assume (taking a subsequence, if necessary) that un-uN in L1: Thus
by (1.6) and the non-singularity of L; un-uN in H:
Now suppose that jjunjj2-N; and deﬁne wn ¼ un=jjunjj2: As above, we can
assume (after taking a subsequence) that wn-wN in H and so jjwNjj2 ¼ 1: It follows
that jjwNjj040; so jjwnjj0 are positively bounded below for large n whence jjunjj0 ¼
jjunjj2jjwnjj0-N: By the Cauchy–Schwartz inequality, this contradicts unAS1; so
this case cannot occur, and the proof is complete. &
We now make the following deﬁnitions.
Deﬁnition 3.5. A half-eigenvalue l is regular if dim NðTðl; uÞÞ ¼ 1 for every uACl:
If l is regular then the multiplicity of l is the cardinality of the setCl (by Lemmas 3.3
and 3.4, Cl is discrete and hence ﬁnite). If l is regular and has multiplicity one then l
is simple.
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Remark 3.6. If we allow a ¼ b then (1.6) would be linear, and so a simple eigen-
value, in the standard, linear, sense would have multiplicity two in the
sense of Deﬁnition 3.5, since if uACl then uACl: When aab (in
L1ð0; 2pÞ), which we assume throughout this paper, this cannot happen—see
Lemma 2.5 in [32].




0 they are simple,
otherwise they have multiplicity two.
Proof. This follows immediately from the simplicity of the principal linear
eigenvalues (in the standard, linear, sense). &
In the separated case it is clear that dim NðTðl; uÞÞ ¼ 1 for any ðl; uÞA *SH ; so,
for all kX0; the half-eigenvalues l7k are regular, and hence simple, unless they
coincide, in which case the half-eigenvalue has multiplicity two. In the periodic case
this need not be true—half-eigenvalues need not be regular. For instance, in the
constant coefﬁcient case, for each kX1 the set *SkH is a ‘circle’ (obtained via
translations of t in the interval ½0; 2p) and this, by Lemma 3.3, shows that the
corresponding half-eigenvalue cannot be regular. An example in Section 4 shows
that non-regular half-eigenvalues can also occur when a and b are not constant.
Furthermore, Section 4 also gives examples of non-regular half-eigenvalues splitting
into arbitrarily large numbers of half-eigenvalues under a small perturbation of the
coefﬁcients ða; bÞ: On the other hand, although a non-simple, regular half-eigenvalue
can be split into several half-eigenvalues by a small perturbation, it follows from
Lemma 3.3 and the implicit function theorem that if the perturbation is sufﬁciently
small then the resulting half-eigenvalues are all regular, and the sum of the
multiplicities of these half-eigenvalues equals the multiplicity of the original
unperturbed half-eigenvalue. Thus, in a sense, non-regular half-eigenvalues can be
pathological, while regular half-eigenvalues are well-behaved. However, the
following theorem shows that ‘generically’ all the half-eigenvalues of ðL; a; bÞ are
in fact simple (similar results are well known for linear eigenvalues, and are proved
for half-eigenvalues of elliptic operators in [32]). We recall that a subset of a
topological space is said to be residual if it contains the intersection of a countable
collection of open dense sets.
Theorem 3.8. For any ða; bÞAL1ð0; 2pÞ2; there exists a residual set Gða;bÞCL1ð0; 2pÞ
such that if qAGða;bÞ then all the half-eigenvalues of ðL; a; bÞ are simple. Similarly, for
any qAL1ð0; 2pÞ; there exists a residual set HqCL1ð0; 2pÞ2 such that if ða; bÞAHq then
all the half-eigenvalues of ðL; a; bÞ are simple.
Proof. The proof is similar to the proof of Theorem 3.1 in [32] (smooth coefﬁcient
functions are considered in [32], but the argument can be extended to L1 coefﬁcients
using the results in [2]). &
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We turn now to some results concerning degree, and we consider solvability of the
inhomogeneous equation
Lu ¼ auþ  bu þ lu þ h; ð3:2Þ
for hAL1ð0; 2pÞ: For any lAR; we deﬁne the operator Rl : H-H by
RlðuÞ ¼ u  L1ðauþ  bu þ luÞ; uAH
and rewrite (3.2) in the form
RlðuÞ ¼ L1h: ð3:3Þ
The operator Rl is positively homogeneous, in the sense that RlðtuÞ ¼ tRlðuÞ for any
tX0 and uAH: Now let BrðcÞ denote the open ball in H with centre c and radius r:
Since the mapping u-auþ  bu þ lu : H-L1ð0; 2pÞ is compact, the operator I 
Rl is compact on H and so the Leray–Schauder degree, degðRlÞ :¼ degðRl; B1ð0Þ; 0Þ;
is well-deﬁned for all leSH ; see [12]. Furthermore, degðRlÞ is constant on the
components of the set R\SH :
Theorem 3.9.
(i) If l crosses a simple half-eigenvalue then degðRlÞ changes by exactly 71:
(ii) If lolmin0 then degðRlÞ ¼ 1; if lAðlmaxk ; lminkþ1Þ for some kX0; then degðRlÞ ¼ 1:
In either case, (3.2) has a solution for all hAL1ð0; 2pÞ:
(iii) If lAðlmin0 ; lmax0 Þ; then degðRlÞ ¼ 0 and there exists hAL1ð0; 2pÞ such that (3.2)
does not have a solution.
(iv) There exists ðL; a; bÞ such that jdegðRlÞj41; for some l:
Proof. The proofs of the degree results in parts (i)–(iii) are similar to the proofs of
parts (i) and (ii) in Theorem 2.8 in [32] (for the proof in part (ii), we use the
continuous dependence result in Theorem 2.3 to construct a homotopy as in [32]).
The proofs of the solvability results in parts (ii)–(iii) are similar to the proofs of parts
(i) and (ii) in Theorem 2.9 in [32]. For part (iv), see the example in Section 4. &
Corollary 3.10. If, for some kX1; all the half-eigenvalues in SkH are simple then the
number of such half-eigenvalues is even.
Remark 3.11. In the separated problem it is known that if l lies in the interval
between the half-eigenvalues l7k ; for some kX0; then degðRlÞ ¼ 0 and there exists h
such that (3.2) has no solution, see [30] (for earlier such results in the Dirichlet
constant coefﬁcient case, when ða; bÞ lies in suitable gaps between Fucˇı´k curves, see
[9]). Also, generically, these intervals will be non-empty (even in the Dirichlet
constant coefﬁcient case the intervals with k even will be non-empty). However, in
the periodic, constant coefﬁcient case lmink ¼ lmaxk ¼ lck; for all kX1; so there is no
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leSHðL0; a; bÞ for which degðRlÞ ¼ 0; except for lAðlmin0 ; lmax0 Þ (in the Fucˇı´k
setting, the only suitable gaps between curves correspond to the case k ¼ 0). Thus
the question arises as to whether intervals with kX1 and degðRlÞ ¼ 0 exist in the
general periodic case, and if they do, whether (3.2) is solvable or non-solvable when l
lies in such an interval. We discuss this question further in Section 4.
4. Multiplicity results
In this section we suppose that, for some kX1; the eigenvalue mk of L is double,
and we use a local bifurcation type analysis to characterise the structure of the set of
half-eigenvalues near to mk in terms of the critical values of a certain functional
deﬁned, essentially, on the unit circle of the eigenspace NðL  mkIÞ: Applying this
characterisation to a speciﬁc example we show that, for any odd integer nX1; there
exist problems for which there are exactly 2n half-eigenvalues in SkH : In particular,
the case n ¼ 1 shows that Theorem 2.1, which proved that there are at least two such
half-eigenvalues, is best possible in general.
Replacing L by L  mkI ; we may suppose, without loss of generality, that mk ¼ 0;
that is, we suppose that L has a two-dimensional null-space NðLÞ; and the non-
trivial elements of NðLÞ belong to S2k: Also, for simplicity, we replace a with ea; eAR
and suppose that b  0; that is, we consider the problem
Lu ¼ eauþ þ lu: ð4:1Þ
This simpliﬁes the notation and analysis, whilst retaining all the features we wish to
exhibit. When e ¼ 0; (4.1) is simply the linear eigenvalue problem for L; with a
double eigenvalue l ¼ 0: We will look for half-eigenvalues of (4.1) near to l ¼ 0
when ea0 is small.
Let fv1; v2g be an orthonormal basis for NðLÞ (with respect to the inner product
/; S) and, for any yAR; let
vðyÞ :¼ðcosyÞv1 þ ðsinyÞv2;
JðyÞ :¼/avðyÞþ; vðyÞSAR:
Clearly, vðyÞAS2k and
/vðyÞ; vðyÞS ¼ /v0ðyÞ; v0ðyÞS ¼ 1; /vðyÞ; v0ðyÞS ¼ 0; v00ðyÞ ¼ vðyÞ
(here, 0 denotes derivative with respect to y). Also, the functions v and J are clearly
2p-periodic.
Lemma 4.1. The function J : R-R is C2; and for any yAR;
J 0ðyÞ ¼ /awðyÞv0ðyÞ; vðyÞSþ/avðyÞþ; v0ðyÞS ¼ 2/avðyÞþ; v0ðyÞS; ð4:2Þ
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J 00ðyÞ ¼ 2/awðyÞv0ðyÞ; v0ðyÞS 2JðyÞ; ð4:3Þ
where wðyÞ :¼ wfvðyÞ40g:
Proof. This is a simple consequence of Lemma 3.1 and the deﬁnition of J (we note
that wðyÞvðyÞ ¼ vðyÞþ—this will also be used below). &
If J 0ðyÞ ¼ 0 then y is a critical point of J; with critical value JðyÞ; a critical point y
is non-degenerate if J 00ðyÞa0: In the following theorem we describe the local set of
half-eigenvalues, when e is sufﬁciently small, in terms of the critical points and values
of J: In Section 3 of [3], the local structure of the Fucˇı´k spectrum is considered in a
partial differential equation setting. For the ordinary differential equation studied
here, our non-degeneracy condition is considerably more explicit and easily veriﬁed
than that in [3] and the solution curves we obtain are C1 rather than continuous and
solutions on them possess the desired nodal properties, so it seems worthwhile to
give the entire analysis.
Theorem 4.2. Suppose that all the critical points of J are non-degenerate,
and let fyi : i ¼ 1;y; mg denote the set of critical points (this set is finite by non-
degeneracy), ordered so that Jðy1ÞX?XJðymÞ: There exists e040; d040 and C1
functions lik : ðe0; e0Þ-ðd0; d0Þ; uik : ðe0; e0Þ-S12k; i ¼ 1;y; m; such that, if
jejoe0 then:
(i) likðeÞ ¼ eJðyiÞ þ oðeÞ and uikð0Þ ¼ vðyiÞ;
(ii) *SkH ¼ *SH-ððd0; d0Þ  S1Þ ¼ fðlikðeÞ; uikðeÞÞ : i ¼ 1;y; mg;
(iii) if ea0 then dim NðTðlikðeÞ; uikðeÞÞÞ ¼ 1;
(iv) if lAðlikðeÞ; liþ1k ðeÞÞ then jdegðRlÞj ¼ j1 zj; where 2z is the number of zeros in
½0; 2pÞ of the function J þ el; with elAðJðyiÞ;Jðyiþ1ÞÞ:
Proof. For any zAL1ð0; 2pÞ; let Pz ¼
P2
i¼1/z; viSvi: Since viAC
0½0; 2p; P is a
continuous projection of L1ð0; 2pÞ onto NðLÞ: We can decompose any uAH in the
form u ¼ v þ w; where v ¼ PuANðLÞ and w ¼ ðI  PÞuAW :¼ RðI  PÞ-H: Now,
by Lemma 3.2, RðLÞ is closed and has codimension 2, and LjW : W-RðLÞ is
non-singular. Also, integration by parts shows that RðLÞCNðPÞ; so RðLÞ ¼
NðPÞ ¼ RðI  PÞ: &
Lemma 4.3. Given any c40; there exists d40 such that if u ¼ v þ w (in the above
decomposition) is a solution of (4.1) with jej þ jljod; then jjwjj2pcjjvjj2:
Proof. Suppose that there exists c40 and a sequence of solutions ðen; ln; vn þ wnÞ;
nX3; such that jenj þ jlnjpn1; and jjwnjj24cjjvnjj2 for all n: Since Lvn ¼ 0 and LjW
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þ jlnjjjvn þ wnjj0jjwnjj2
-0;
and this contradiction proves the result. &
Now, by Lemma 4.3 and positive homogeneity, it sufﬁces to look for solutions of
(4.1) with u having the form u ¼ vðyÞ þ w; yAR; with jej þ jlj and wAW small
(hence we will be able to use the implicit function theorem to ﬁnd all the solutions).
Eq. (4.1) is equivalent to the pair of equations
Lw þ eðI  PÞðaðvðyÞ þ wÞþÞ þ lw ¼ 0; ð4:4Þ
ePðaðvðyÞ þ wÞþÞ þ lvðyÞ ¼ 0: ð4:5Þ
Now choose an arbitrary y0AR: It follows from Lemma 3.1 that the left-hand side of
(4.4) is a C1 function of ðw; y; l; eÞ; mapping a neighbourhood of ð0; y0; 0; 0Þ in
H  R3 into RðLÞCL1ð0; 2pÞ: By the implicit function theorem, there exists a
bounded neighbourhood V0CR3 of ðy0; 0; 0Þ; and a unique C1 function w : V0-W ;
such that, for each ðy; l; eÞAV0; ðwðy; l; eÞ; y; l; eÞ satisﬁes (4.4), and
wðy; l; 0Þ ¼ 0; ðy; l; 0ÞAV0: ð4:6Þ
Thus, ﬁnding solutions ðu; l; eÞAH  R2 of (4.1) near to ðu; l; eÞ ¼ ðvðy0Þ; 0; 0Þ is
equivalent to ﬁnding solutions ðy; l; eÞAV0 of the equation
ePðaðvðyÞ þ wðvðyÞ; l; eÞÞþÞ þ lvðyÞ ¼ 0: ð4:7Þ
Also, if ðy; l; eÞAV0 and e is sufﬁciently small then vðyÞ þ wðy; l; eÞAS2k:
Clearly, there exists a constant c040 such that, for any solution ðy; l; eÞAV0 of
(4.7), we have jljoc0jej: Hence, we may write l ¼ e*l and consider the transformed
problem
Gðy; *l; eÞ :¼ PðaðvðyÞ þ wðvðyÞ; e*l; eÞÞþÞ þ *lvðyÞ ¼ 0; ð4:8Þ
where G : V˜0-NðLÞ is a C1 function on a suitable neighbourhood V˜0CR3 of
ðy; *l; eÞ ¼ ðy0; 0; 0Þ: Eq. (4.8) is again locally equivalent to (4.1).
When e ¼ 0; it follows immediately from (4.6) that
Gðy; *l; 0Þ ¼ PðavðyÞþÞ þ *lvðyÞ; ðy; *l; 0ÞAV˜0:
Also, by the deﬁnition of J and (4.2),
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Now suppose that *l0Aðc0; c0Þ satisﬁes the equation
Gðy0; *l0; 0Þ ¼ 0: ð4:10Þ
Since fvðy0Þ; v0ðy0Þg is a basis for NðLÞ; it follows from (4.9) that (4.10) holds if and
only if
Jðy0Þ þ *l0 ¼ 0; J 0ðy0Þ ¼ 0; ð4:11Þ
that is, if and only if y0 is a critical point of J and *l0 is the corresponding critical
value.
We now wish to use the implicit function theorem to obtain a curve of solutions
e-ðyðeÞ; *lðeÞ; eÞ of Eq. (4.8) emanating from the solution ðy0; *l0; 0Þ of (4.10). This is
possible if the derivative Gðy;*lÞðy0; *l0; 0Þ : NðLÞ-NðLÞ is non-singular, and this will
be true if the derivatives
G0*l :¼ G*lðy0; *l0; 0Þ ¼ vðy0Þ; ð4:12Þ
G0y :¼ Gyðy0; *l0; 0Þ ¼ Pðawðy0Þv0ðy0ÞÞ þ *l0v0ðy0Þ; ð4:13Þ




S ¼ /Pðawðy0Þv0ðy0ÞÞ; vðy0ÞS ¼ /av0ðy0ÞÞ; vðy0ÞþS ¼ 12J 0ðy0Þ ¼ 0;
that is, G0y is a multiple of v
0ðy0Þ: Thus the above derivatives are linearly independent
if and only if this multiple is non-zero, that is, if and only if /G0y ; v
0ðy0ÞÞSa0: Now,
by (4.3), (4.11) and our non-degeneracy assumption,
/G0y ; v
0ðy0ÞÞS ¼/awðy0Þv0ðy0Þ; v0ðy0ÞSþ *l0
¼/awðy0Þv0ðy0Þ; v0ðy0ÞS Jðy0Þ
¼ 12J 00ðy0Þa0:
Thus we conclude that any non-degenerate critical point y0 of J gives rise to a
local curve of solutions of (4.8) of the form e-ðyðeÞ; *lðeÞ; eÞ; with ðyð0Þ; *lð0Þ; 0Þ ¼
ðy0;Jðy0Þ; 0Þ; and this curve corresponds to a curve of solutions of (4.1) of the form
e-ðlðeÞ; uðeÞÞAR S12k; with lðeÞ ¼ eJðy0Þ þ oðeÞ: Furthermore, it follows from
the above constructions and the deﬁnition of regularity, that the half-eigenvalue lðeÞ
will be regular when ea0; since G0ya0 as above. Also, by the implicit function
theorem, no solutions emanate from non-critical points y; so the second claim in part
(ii) follows from compactness of the unit circle in NðLÞ: This completes the proof of
parts (i)–(iii) of the theorem.
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To prove part (iv) we ﬁrst observe that degðRlÞ is constant on the interval
ðlikðeÞ; liþ1k ðeÞÞ; and jdegðRlÞj ¼ jgðG;GÞj; where gðG;GÞ is the winding number of the
mapping y-Gðy; *l; 0Þ : G-R2 on the unit circle GCNðLÞ; for any ﬁxed
*lAðJðyiÞ;Jðyiþ1ÞÞ (see Lemma 8.6 in [3], or Corollary II.28 in [24]). Furthermore,
Theorem 6.2 in [3] shows that gðG;GÞ ¼ 1 z; where z is deﬁned as in the
theorem. &
Remark 4.4. Theorem 6.2 in [3] is derived from a more general result, for
higher dimensional null-spaces, which is proved using sophisticated results from
differential geometry. A somewhat more elementary proof of this result, for the two-
dimensional case considered here, can be given using the methods in Chapter 11 of
[22]. We will sketch this argument, using the terminology of [22] without going into
full detail.
It follows from (4.9) that the vector Gðy; *l; 0Þ is normal to G at the point vðyÞ (that
is, Gðy; *l; 0Þ is parallel to vðyÞ) if and only if y is a critical point of the function J þ *l:
Now suppose that y is a critical point of J þ *l with a negative critical value. Then by
(4.9), Gðy; *l; 0Þ is a ‘normally-incoming vector’ on G; and if J þ *l has a local
maximum (respectively, minimum) at y then the local ‘characteristic’ is 1
(respectively, 1). Hence, by (11.11) in [22], gðG;GÞ ¼ 1þ m1  m2; where m1
(respectively, m2) is the number of negative maxima (respectively, minima) of J þ *l:
Finally, from the deﬁnition of z in the theorem, m1  m2 ¼ z; which completes the
proof.
Examples. Fix kX1; and let Lu ¼ u00  k2u; so that 0 is a double eigenvalue of L;
NðLÞ is spanned by the functions v1ðtÞ ¼ p1=2cos kt and v2ðtÞ ¼ p1=2sin kt; and
vðyÞðtÞ ¼ p1=2cosðkt  yÞ: For a ﬁrst example, suppose that the function aa0 has
support in the interval ½3p=4k; 5p=4k: Then ðl; uÞ ¼ ð0; vðyÞÞAR S12k satisﬁes (4.1)
for all yA½p=4; p=4 (since, for such y; vðyÞþ  0 on the support of a). Thus l ¼ 0 is
a half-eigenvalue of (4.1) which is not regular by Lemma 3.3.
Next, for any integer nX1; let anðtÞ ¼ p cos nkt; tA½0; 2p; and denote the












cos nðs þ yÞcos2 %s ds ¼ cn cos ny;
where cna0 if n ¼ 2 or n is odd, and cn ¼ 0 if nX4 is even (by an elementary
calculation). Clearly, when cna0 the functional Jn has 2n non-degenerate critical
points, although only two distinct critical values (due to the symmetry of
the functions an). Thus, for ea0 sufﬁciently small, (4.1) has exactly 2n regular
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half-eigenvalues (counting multiplicity) in SkH : The genericity results in Theorem 3.8
show that these half-eigenvalues can be split into exactly 2n simple half-eigenvalues
by suitable, arbitrarily small, perturbations of L or the functions ða; bÞ ¼ ðean; 0Þ:
Thus, the set SkH can be arbitrarily large, as can jdegðRlÞj:
On the other hand, when n ¼ 1; there are exactly two half-eigenvalues in SkH ; say
l7k ðeÞ ¼74e=3þ oðeÞ (we note that c1 ¼ 4=3). Furthermore, degðRlÞ ¼ 0 for all
lAðlk ðeÞ; lþk ðeÞÞ; which answers part of the question raised in Remark 3.11. We
partially answer the other part in the following theorem.
Theorem 4.5. For any gAð0; 1Þ; there exists e140 such that, if jejoe1 and if
lAð4ge=3; 4ge=3ÞCðlk ðeÞ; lþk ðeÞÞ; then the equation
Lu ¼ ea1uþ þ lu þ v1 ð4:14Þ
has no solution u:
Proof. Suppose that there exists a sequence ðen; mnen; vn þ wnÞ; nX3; of solutions of
(4.14), such that jenjpn1 and jmnjp4g=3 for all n: Taking the inner product of (4.14)
with v1 yields
en/a1ðvn þ wnÞþ; v1Sþ mnen/vn þ wn; v1S ¼ 1: ð4:15Þ
It follows from this that jjvn þ wnjj2-N and, by a slight extension of the proof of
Lemma 4.3, jjwnjj2=jjvnjj2-0: Thus, dividing (4.15) by enjjvnjj2; and letting n-N
yields (after taking a subsequence if necessary)
/G1ðyN; mN; 0Þ; v1S :¼ /a1vðyNÞþ; v1Sþ mN/vðyNÞ; v1S ¼ sN; ð4:16Þ
with jmNjp4g=3 and sNp0 (G was deﬁned in the proof of Theorem 4.2). However,
by an elementary calculation similar to that of Jn above, we ﬁnd that
/G1ðy; m; 0Þ; v1S ¼ 2
3
ðcos2yþ 1Þ þ m cos y40; yA½0; 2p; jmjo4=3;
which yields a contradiction, and so proves the lemma. &
5. Solvability conditions
In this section we return to the general nonlinear problem (1.8). First, we brieﬂy
describe how the solvability results in Theorem 3.9 extend to this problem. We deﬁne
a Carathe´odory function g by gðt; xÞ :¼ f ðt; xÞ  aðtÞxþ  bðtÞx; and we assume
that
jgðt; xÞjpAðtÞ þ BðjxjÞjxj; ðt; xÞA½0; 2p  R; ð5:1Þ
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with AAL1ð0; 2pÞ; B : R-R decreasing and limjxj-NBðjxjÞ ¼ 0: This is, essentially, a
uniformity condition on the limits in (1.3).
Theorem 5.1.
(i) If leSH and degðRlÞa0 then (1.8) has at least one solution for all
hAL1ð0; 2pÞ:
(ii) If lAðlmin0 ; lmax0 Þ then there exists hAC0½0; 2p such that (1.8) has no solution.
(iii) If degðRlÞ ¼ 0 then there exists zlAL1ð0; 2pÞ with the following property: for any
h0AL1ð0; 2pÞ there is a number Tðh0Þ such that, if t4Tðh0Þ and h ¼ tzl þ h0; then
(1.8) has at least two solutions.
Proof. The proof is similar to the proof of Theorem 2.9 in [32]. &
Remark 5.2. For some values of l Theorem 5.1 can be extended to the case
where the limits in (1.3) do not exist, but f ðt; xÞ is linearly bounded as jxj-N;
in the sense that there exists non-negative AAL1ð0; 2pÞ and BAR such
that jf ðt; xÞjpAðtÞ þ Bjxj; for a.e. tA½0; 2p and all xAR: Similar results are
described in [31], for the separated case, so for brevity we will not repeat
them here. &
Next, we will use the Poincare´–Birkhoff theorem (see [23,34]) to obtain additional
existence and multiplicity results in some special cases. For the remainder of this
section we suppose that f is C1 on ½0; 2p  R; and a; bAC0½0; 2p and the limits in
(1.3) hold uniformly for tA½0; 2p:
We ﬁrst suppose that
h  0; f ðt; 0Þ  0 ð5:2Þ
and let f 0x :¼ fxð; 0ÞAC0½0; 2p (clearly, f 0x ðtÞ ¼ limx-0 f ðt; xÞ=x; uniformly
for tA½0; 2p). With this assumption, in the terminology of [34], Eq. (1.8)
is asymptotically linear at 0; by a slight extension of this terminology, in
view of our general condition (1.3), we will say that (1.8) is asymptotically half-
linear at N:
Assumption (5.2) implies that u  0 is a solution of (1.8), and hence Theorem 5.1
gives no information about the existence of non-trivial solutions. We will use the
Poincare´–Birkhoff theorem to show that non-trivial solutions do exist. We use a
method similar to that in [34], which considers a problem which is asymptotically
linear at both 0 andN (one could also consider problems which are half-linear at 0
andN; but for brevity we omit this).
For any eAL1ð0; 2pÞ; we denote the eigenvalues of the operator L  eI
by m0ðeÞ; m1kðeÞpm2kðeÞ; kX1 (for notational convenience we will write mi0ðeÞ :¼
m0ðeÞ; i ¼ 1; 2).
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Theorem 5.3. Suppose that (5.2) holds and
m2kðf 0x Þo0olmink or lmaxk o0om1kðf 0x Þ; ð5:3Þ
for some integer kX0: Then (1.8) has at least two solutions in S2k:
Proof. The proof is similar to the proof of Theorem 2 in [34]. We sketch the
argument, using the notation of [34], and referring to this paper for further details.
We will suppose that the ﬁrst inequality in (5.3) holds. The other case is similar.
Given r40; aA½0; 2p; let uðt; r; aÞ denote the solution of Eq. (1.1) with initial value
ðuð0; r; aÞ; u0ð0; r; aÞÞ ¼ ðr cos a; r sin aÞ; and let Rotðr; aÞ denote the clockwise
rotation number of the point zðt; r; aÞ :¼ ðuðt; r; aÞ; u0ðt; r; aÞÞ around the origin, as
t varies over the interval ½0; 2p; as on p. 291 of [34] (a complete, clockwise rotation
has rotation number 1). Similarly, we can deﬁne the rotation numbers Rot0ðaÞ and
RotNðaÞ for the solutions of the equations
ðpu0Þ0 þ qu ¼ f 0x u; ðpu0Þ0 þ qu ¼ auþ  bu;
respectively, with initial value ðu; u0Þ ¼ ðcos a; sin aÞ (these equations are positively
homogeneous, so it sufﬁces to take r ¼ 1 in the initial condition).
Now, by (5.3) and the proof of Theorem 2.1, 0olmink o%lkðaÞ and
2pRotNðaÞ ¼ yð2p; a; 0Þ  aoyð2p; a; %lkðaÞÞ  a ¼ 2pk; aA½0; 2p:
Furthermore, for any e40; if r is sufﬁciently large then jRotðr; aÞ RotNðaÞjoe; for
all aA½0; 2p; see Lemma 3 in [23] (this lemma is proved for the asymptotically linear
case, but the proof extends to the asymptotically half-linear case). Combination of
these results, and similar results when r is sufﬁciently small, shows that there exists
r0; rN such that 0or0orN and
Rotðr0; aÞ4k; RotðrN; aÞok; aA½0; 2p: ð5:4Þ
This shows that the twist condition in the Poincare´–Birkhoff theorem is satisﬁed (see
Theorem A in [23] or Theorem 1 in [34]) and hence the desired result follows from
this theorem. See the proof of Theorem 2 in [34] for a more detailed discussion, when
the problem is asymptotically linear atN: &
Finally, we consider the problem
Lu ¼ fðuÞ þ sðc0ðaÞ þ %hÞ; s40; %hAC0½0; 2p; ð5:5Þ
with s ‘large’ and %h ‘small’ (recall that c0ðaÞ40 is a principal eigenfunction of the
operator L  aI). Here, we have replaced the condition (5.2) with a speciﬁc form
for the function h in (1.8). We will obtain a lower bound for the number of
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solutions of (5.5). We strengthen (1.3) by assuming that
lim
x-N
fxðt; xÞ ¼ aðtÞ; lim
x-N
fxðt; xÞ ¼ bðtÞ; ð5:6Þ
uniformly for tA½0; 2p:
Theorem 5.4. Suppose that (5.6) holds and
m2l ðaÞo0olminm or lmaxl o0om1mðaÞ; ð5:7Þ
for some integers lXmX0: Then there exists s040; d040; such that if sXs0 and
j %hj0pd0; then (5.5) has at least 2ðl  mÞ þ 3 solutions. A similar result holds if we
replace c0ðaÞ with c0ðbÞ in (5.5) and a with b in (5.7).
Proof. Without loss of generality we may suppose that the operator L  aI is non-
singular (if not, by Theorem 2.3, we can replace L with L þ dI and fðuÞ with fðuÞ þ
du; with d40 sufﬁciently small that (5.7) remains valid and L þ ðd aÞI is non-
singular). We write c0 :¼ c0ðaÞ and *c0 :¼ m0ðaÞ1c0ðaÞ: It follows from the
assumption (5.7) that m0ðaÞo0; so that *c0 is strictly positive. Hence, there exists
d140 such that if j %hj0pd1 then *c0 þ ðL  aIÞ1 %h is strictly positive. &
Lemma 5.5. There exists s140; d0Að0; d1Þ; such that if sXs1 and j %hj0pd0; then (5.5)
has a strictly positive solution zðs; %hÞAH; depending continuously on ðs; %hÞAR
C0½0; 2p; and for which
lim
s-N
js1zðs; %hÞ  *c0  ðL  aIÞ1 %hj0 ¼ 0; ð5:8Þ
uniformly in h:
Proof. Deﬁne F : H  R C0½0; 2p-L1ð0; 2pÞ by
Fðv; s˜; %hÞ :¼ ðL  aIÞv  s˜gðjs˜j
1ðv þ *c0ÞÞ  %h; s˜a0;
ðL  aIÞv  %h; s˜ ¼ 0:
(
There exists d2 such that if jjvjj2pd2 then v þ *c0 is strictly positive so, using (5.6),
it can be veriﬁed that there is a neighbourhood of (0,0,0) in H  R C0½0; 2p
on which DvF exists and F ; DvF are continuous, and Fð0; 0; 0Þ ¼ 0; DvFð0; 0; 0Þ ¼
L  a: It now follows from the form of the implicit function theorem on p. 150
of [12] that the equation Fðv; s˜; %hÞ ¼ 0 has a continuous solution vðs; %hÞ deﬁned
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near ðs˜; %hÞ ¼ ð0; 0Þ; with vð0; %hÞ ¼ ðL  aÞ1 %h: Putting s :¼ s˜140 and zðs; %hÞ ¼
sðv þ *c0Þ yields the desired solution of (5.5). &
Lemma 5.5 yields one solution of (5.5). Now, with s and %h as in Lemma 5.5, we
write zs :¼ zðs; %hÞ; and we look for further solutions of (5.5) having the form u ¼
y þ zs: Substituting this into (5.5) and using the deﬁnition of zs yields
Ly ¼ *fsðyÞ; ð5:9Þ














uniformly in t; that is, Eq. (5.9) is asymptotically linear at 0 and half-linear at N:
Also, from (5.6) and (5.8), we can choose s0 sufﬁciently large (independent of %h) that
if sXs0 then
jfxðt; zsðtÞÞ  aðtÞjpe; tA½0; 2p;
and hence from (5.7), as in the proof of Theorem 5.3, there exists r0; rN such
that the twist condition (5.4) holds for each integer k lying between l and m:
The method of proof of Theorem 5.3 now yields two non-trivial solutions
yAS2k of (5.9), for each such integer, thus giving the desired number of distinct
solutions of (5.5). &
We note that if we merely assume that m0ðaÞa0 (rather than the condition (5.7))
then the method of proof of Lemma 5.5 yields the existence of at least one solution of
(5.5), which is either strictly positive or negative, depending on the sign of m0ðaÞ:
Remark 5.6. For the separated problem (with L ¼ L0), results similar to Theorem
5.3 have been obtained in [33], while results similar to Theorem 5.4 have been
obtained in many papers, including [28] (with a; b constant) or [33]. For the periodic
problem, results similar to Theorem 5.4 have been obtained in [25] with L ¼ L0 and
f ; a; b independent of t:
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