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ON THE FUNCTIONAL EQUATION OF THE SIEGEL
SERIES
TAMOTSU IKEDA
Abstract. It is well-known that the Fourier coefficients of Siegel-
Eisenstein series can be expressed in terms of the Siegel series.
The functional equation of the Siegel series of a quadratic form
over Qp was first proved by Katsurada. In this paper, we prove
the functional equation of the Siegel series over a non-archimedean
local field by using the representation theoretic argument by Kudla
and Sweet.
Introduction
The theory of Siegel series was initiated by Siegel [18] to investigate
the Fourier coefficients of the Siegel Eisenstein series. Since then, many
authors treated Siegel series. Katsurada [5] gave an explicit formula
for the Siegel series over Qp. To obtain the explicit formula, Katsurada
proved a functional equation of the Siegel series, which is now called
the Katsurada functional equation. The purpose of this paper is to
generalize Katsurada functional equation over an arbitrary local field
of characteristic not 2.
There are several proofs of the Katsurada functional equation over
Qp. Bo¨cherer and Kohnen [1] used the global functional equation of the
Siegel Eisenstein series. The proof of Sato and Hironaka [?] used the
theory of spherical functions. In fact, Karel [4] has shown that there
exists a functional equation by using the representation theory, but he
did not calculate a precise form of the functional equation. The precise
form of the functional equation can be calculated by using the result of
Sweet [19] on the “gamma matrix” of a prehomogeneous vector space,
in principle.
In this paper, we first reformulated the result of Sweet [19] suitable
for our purpose. Let Symn(F ) be the space of symmetric matrices
over a non-archimedean local field F of characteristic not 2. We will
calculate a precise form of the local functional equation of the preho-
mogeneous vector space Symn(F ). Our method of the calculation is
basically the same as that of Sato [12].
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We now explain the content of this paper. In section 1, we give
a preliminary result on the Weil constants and Tate’s local factors.
In section 2, we give a local functional equation (Theorem 2.1 and
Theorem 2.2) for the prehomogeneous vector space Symn(F ). In these
theorems, we consider the zeta integrals with respect to a character
ω of F×. For ω = 1, our functional equation reduces to the result
of Sweet [19]. In section 3, we explain the relation of the functional
equation of the prehomogeneous vector space Symn(F ) and that of the
degenerate Whittaker functional of the degenerate principal series of
Spn(F ). Note that this relation was established for unitary groups in
Kudla and Sweet [6]. Combining these results, we prove the functional
equation of the Siegel series in section 4.
I thank late Prof. Hiroshi Saito for his kind advice. I thank Prof. Fu-
mihiro Sato for his comment.
This research was partially supported by the JSPS KAKENHI Grant
Number 26610005, 24540005.
1. Weil constants and Tate’s local factors
Let F be a non-archimedean local field whose characteristic is not
2. The maximal order of F and its maximal ideal is denoted by o and
p, respectively. The number of elements of the residue field k = o/p is
denoted by q. For x ∈ F×, we have q−ordx = |x|. The Haar measure
dx on F is normalized so that
∫
o
dx = 1. The Hilbert symbol of F of
degree 2 is denoted by 〈 , 〉. We put F×2 = {x2 | x ∈ F×}. Similarly,
put put o×2 = {x2 | x ∈ o×}. It is well-known that [F× : F×2] = 4 |2|−1
and [o× : o×2] = 2 |2|−1. For θ ∈ F×/F×2, we put χθ(x) = 〈θ, x〉.
We fix a non-trivial additive character ψ of F . Let cψ be the order
of ψ, i. e., cψ is the maximal integer c such that ψ is trivial on p
−c. We
fix an element δ ∈ F× such that ord(δ) = cψ.
For each Schwartz function φ ∈ S(F ), the Fourier transform φˆ is
defined by
φˆ(x) = |δ|1/2
∫
F
φ(y)ψ(xy) dy.
Note that the Haar measure |δ|1/2dy is the self-dual Haar measure for
the Fourier transform φ 7→ φˆ. For each a ∈ F×, there exists a constant
αψ(a), called the Weil constant, which satisfies
(1.1)
∫
F
φ(x)ψ(ax2) dx = αψ(a)|2a|−1/2
∫
F
φˆ(x)ψ
(
−x
2
4a
)
dx
for any φ ∈ S(F ) (cf. Weil [20]). The Weil constant αψ(a) depends only
on the class of a in F×/F×2, and so the symbol αψ(θ) for θ ∈ F×/F×2
3is meaningful. Clearly, we have αψ(−a) = αψ(a). It is easy to see
αψξ(a) = αψ(ξa) for ξ ∈ F×, where ψξ(x) = ψ(ξx). For any a, b ∈ F×,
we have
αψ(a)αψ(b)
αψ(1)αψ(ab)
= 〈a, b〉.
If there is no fear of confusion, we write α(a) for αψ(a).
Lemma 1.1. For y ∈ F×,∑
x∈F×/F×2
α(x)〈x, y〉 = 2|2|−1/2α(1)
α(y)
.
Proof. Since∑
x∈F×/F×2
α(x)〈x, y〉 =
∑
x∈F×/F×2
α(x)
α(1)α(xy)
α(x)α(y)
=
α(1)
α(y)
∑
x∈F×/F×2
α(x),
it is enough to prove that∑
x∈F×/F×2
α(x) = 2|2|−1/2.
This was proved by Kahn [3]. We follow the argument of his first proof.
We may assume ψ is of order 0. Let ̟ be a prime element of F . We
choose a set A of complete representatives of o×/o×2. Then A∪̟A is
a set of complete representatives of F×/F×2. Then we have∑
x∈A
α(x) =Vol(o×2)−1
∫
x∈o×
α(x) dx,
∑
x∈̟A
α(x) =Vol(o×2)−1
∫
x∈o×
α(̟x) dx.
Note that Vol(o×2) = [o× : o×2]−1Vol(o×) = 2−1|2|(1− q−1).
Let φ0 be the characteristic function of o. By putting φ = φ0 in
(1.1), we obtain
α(a) = |2a|−1/2
∫
y∈o
ψ
(
y2
4a
)
dy
for a ∈ o \ {0}. Then we have∫
x∈o×
α(x) dx =|2|−1/2
∫
o×
∫
o
ψ(
xy2
4
) dy dx
=|2|−1/2
(∫
o
∫
o
ψ(
xy2
4
) dy dx−
∫
p
∫
o
ψ(
xy2
4
) dy dx
)
.
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Note that∫
o
∫
o
ψ(
xy2
4
) dy dx =Vol({y ∈ o | y2 ∈ 4o}) = Vol(2o) = |2|,∫
p
∫
o
ψ(
xy2
4
) dy dx =q−1Vol({y ∈ o | y2 ∈ 4p−1}) = q−1Vol(2o) = |2|q−1.
It follows that∑
x∈A
α(x) = 2|2|−1(1− q−1)−1|2|−1/2|2|(1− q−1) = 2|2|−1/2.
Similarly, we have∫
x∈o×
α(̟x) dx =|2|−1/2
∫
o×
∫
o
ψ(
xy2
4̟
) dy dx
=|2|−1/2
(∫
o
∫
o
ψ(
xy2
4̟
) dy dx−
∫
p
∫
o
ψ(
xy2
4̟
) dy dx
)
.
In this case,∫
o
∫
o
ψ(
xy2
4̟
) dy dx =Vol({y ∈ o | y2 ∈ 4p}) = Vol(2p) = |2|q−1,∫
p
∫
o
ψ(
xy2
4̟
) dy dx =q−1Vol({y ∈ o | y2 ∈ 4o}) = q−1Vol(2o) = |2|q−1.
It follows that ∑
x∈̟A
α(x) = 0.
Hence the lemma. 
For a character ω of F×, the ε and L factor of ω are denoted by
ε(s, ω, ψ) and L(s, ω), respectively. We also use the notation
ε′(s, ω, ψ) = ε(s, ω, ψ)
L(1− s, ω−1)
L(s, ω)
.
Then Tate’s local functional equation says∫
F
φ(x)ω(x)|x|s−1 dx = ε′(s, ω, ψ)−1
∫
F
φˆ(x)ω−1(x)|x|−s dx.
It is well-known that
ε′(s, ω, ψ)ε′(1− s, ω−1, ψ) = ω(−1).
When there is no fear of confusion, we write ε(s, ω) (resp. ε′(s, ω)) for
ε(s, ω, ψ) (resp. ε′(s, ω, ψ)).
5Lemma 1.2. Let ω be a quasi-character of F×. For ρ ∈ F× and
φ ∈ S(F ), we have∫
x∈ρ·F×2
φ(x)ω(x)|x|s−1 dx
=4−1|2|
∑
θ∈F×/F×2
χθ(ρ)ε
′(s, ωχθ)
−1
∫
F
φˆ(x)ω−1χθ(x)|x|−s dx.
Proof. Since [F× : F×2] = 4|2|−1, we have∫
x∈ρ·F×2
φ(x)ω(x)|x|s−1 dx
=4−1|2|
∑
θ∈F×/F×2
χθ(ρ)
∫
F
φ(x)ωχθ(x)|x|s−1 dx.
Then the lemma follows from Tate’s functional equation. 
Lemma 1.3. Let ω be a quasi-character of F×. Then we have∑
θ∈F×/F×2
α(1)
α(θ)
ε′(s, ωχθ)
−1 = 2 |2|−2s ω−1(4)ε′(2s, ω2)−1ε′(s+ 1
2
, ω).
Proof. We follow the argument of Rallis and Schiffmann [RS]. Choose
ϕ ∈ S(F ) such that
ϕ(0) = ϕˆ(0) = 0,
and ∫
F×
ϕ(x)ω2(x)|x|2s d×x 6≡ 0.
Here, d×x = |x|−1dx. Put
Φ1(x) =
{
2|x|1/2[ϕ(√x) + ϕ(−√x)] if x ∈ F×2,
0 otherwise,
Φ2(x) =
{
2|x|1/2[ϕˆ(√x) + ϕˆ(−√x)] if x ∈ F×2,
0 otherwise.
Then we have Φ1,Φ2 ∈ S(F ) and∫
F
Φ1(y)ψ(xy) dy =
∫
F
ϕ(y)ψ(xy2) dy
=α(x)|2x|−1/2
∫
F
ϕˆ(y)ψ(− y
2
4x
) dy
=α(x)|2x|−1/2
∫
F
Φ2(y)ψ(− y
4x
) dy.
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It follows that
(1.2) Φ̂1(x) = α(x)|2x|−1/2Φ̂2(− 1
4x
)
We have a functional equation
∫
F×
Φ̂1(x)ω
−1(x)|x|−s+(1/2) d×x =ε′(s+ 1
2
, ω)
∫
F×
Φ1(x)ω(x)|x|s+(1/2) d×x
=ε′(s+
1
2
, ω)
∫
F×
ϕ(x)ω2(x)|x|2s d×x
=ε′(s+
1
2
, ω)ε′(2s, ω2)−1
×
∫
F×
ϕˆ(x)ω−2(x)|x|1−2s d×x.
By the equation (1.2), the left hand side is
∫
F×
Φ̂1(x)ω
−1(x)|x|−s+(1/2) d×x
=|2|−1/2
∫
F×
α(x)Φ̂2(− 1
4x
)ω−1(x)|x|−s d×x
=|2|2s−(1/2)ω(−4)
∫
F×
α(x) Φ̂2(x)ω(x)|x|s d×x
=|2|2s−(1/2)ω(−4)
∑
β∈F/F×2
α(β)
∫
β·F×2
Φ̂2(x)ω(x)|x|s d×x
Since [F× : F×2] = 4|2|−1, we have
∑
β∈F/F×2
α(β)
∫
β·F×2
Φ̂2(x)ω(x)|x|s d×x
=4−1|2|
∑
β,θ∈F/F×2
α(β)χβ(θ)
∫
F×
Φ̂2(x)ωχθ(x)|x|s d×x.
7By Lemma 1.1 and Tate’s functional equation, we have
4−1|2|
∑
β,θ∈F/F×2
α(β)χβ(θ)
∫
F×
Φ̂2(x)ωχθ(x)|x|s d×x
=2−1|2|1/2
∑
θ∈F/F×2
α(θ)
α(1)
∫
F×
Φ̂2(x)ωχθ(x)|x|s d×x
=2−1|2|1/2
∑
θ∈F/F×2
α(θ)
α(1)
ε′(1− s, ω−1χθ, ψ)
∫
F×
Φ2(x)ω
−1χθ(x)|x|1−s d×x
=2−1|2|1/2ω(−1)
∑
θ∈F/F×2
α(θ)
α(1)
χθ(−1)ε′(s, ωχθ, ψ)−1
×
∫
F×
ϕˆ(x)ω−2(x)|x|1−2s d×x
=2−1|2|1/2ω(−1)
∑
θ∈F/F×2
α(1)
α(θ)
ε′(s, ωχθ, ψ)
−1
×
∫
F×
ϕˆ(x)ω−2(x)|x|1−2s d×x.
This proves the lemma. 
Lemma 1.4. For φ ∈ S(F ),∫
F
φ(x)α(x)ω(x)|x|s−1 dx
=|2|−2s+(1/2)α(1)ω−1(4)ε′(2s, ω2, ψ)−1
×
∑
β∈F×/F×2
α(β)ε′(s+
1
2
, ωχ−β, ψ)
∫
x∈β·F×2
φˆ(x)ω−1(x)|x|−s dx
Proof. By Lemma 1.2, we have∫
F
φ(x)α(x)ω(x)|x|s−1 dx =
∑
ρ∈F/F×2
α(ρ)
∫
x∈ρ·F×2
φ(x)ω(x)|x|s−1 dx
=4−1|2|
∑
ρ,θ,β∈F/F×2
α(ρ)χθ(ρβ) ε
′(s, ωχθ)
−1
×
∫
x∈β·F×2
φˆ(x)ω−1(x)|x|−s dx.
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By Lemma 1.1 and Lemma 1.3, we have∑
ρ,θ,β∈F/F×2
α(ρ)χθ(ρβ) ε
′(s, ωχθ)
−1
=2|2|−1/2
∑
θ,β∈F/F×2
α(θ)
α(1)
χθ(β) ε
′(s, ωχθ)
−1
=2|2|−1/2α(1)
∑
θ,β∈F/F×2
α(1)
α(−βθ)α(β)ε
′(s, ωχθ)
−1
=2|2|−1/2α(1)
∑
θ,β∈F/F×2
α(1)
α(θ)α(β)
ε′(s, ωχ−βθ)
−1
=4|2|−2s−(1/2)α(1)ω−1(4)ε′(2s, ω2)−1
×
∑
β∈F×/F×2
α(β)ε′(s+
1
2
, ωχ−β).
This proves the lemma. 
2. The space of symmetric matrices of rank n.
Let V = Symn(F ). Then V is a prehomogeneous vector space under
the action of an algebraic group GLn. The set of open orbits of V is
denoted by O. The set V ss = Symn(F )ss of semi-stable elements of
V is the union of all the open orbits. Then Q ∈ V ss if and only if
detQ 6= 0. The open orbit containing Q ∈ V ss is denoted by VQ. For
each Q ∈ V ss, we put DQ = (−4)[n/2] detQ.
Definition 2.1. Let Q ∈ V ss. The Clifford invariant ηQ is the Hasse
invariant of the Clifford algebra (resp. the even Clifford algebra) of Q
if n is even (resp. odd).
Lemma 2.1. Assume that Q ∈ V ss is equivalent to diag(q1, . . . , qn). If
n = 2m+ 1 is odd, then
ηQ = 〈−1,−1〉m(m+1)/2〈 (−1)m, detQ〉ǫQ.
If n = 2m is even, then
ηQ = 〈−1,−1〉m(m−1)/2〈 (−1)m+1, detQ〉ǫQ.
Here, ǫQ =
∏
1≤i<j≤n〈qi, qj〉.
Proof. See Scharlau [14] Ch. 9, Remark 2.12, p333. 
9If Q is equivalent to diag(q1, · · · , qn), we set
αQ(a) = αaQ(1) =
n∏
i=1
α(qia).
Then we have∫
Fn
φ(x)ψ(Q[x]) dx =
αQ(1)
|2n detQ|1/2
∫
Fn
φˆ(x)ψ
(
−Q
−1[x]
4
)
dx(2.1)
Here, as usual, Q[x] = txQx and
φˆ(x) = |δ|n/2
∫
Fn
φ(y)ψ(ty · x) dy.
Lemma 2.2. (1) For Q ∈ V ss and x ∈ F×, we have
αQ(x) =

α(DQ)
α(1)
ηQ α(x)χDQ(x) if n is odd,
α(1)
α(DQ)
ηQ χDQ(x) if n is even.
(2) For Q ∈ V ss and β ∈ F×, put Q⊕β =
(
Q 0
0 β
)
. Then we have
ηQ⊕β =
{
ηQχDQ(β) if n is odd,
ηQ χDQ(−β) if n is even.
Proof. We first prove (1). Since α(ax)
α(a)
= α(x)
α(1)
〈a, x〉, we have
αQ(x)
αQ(1)
=

α(x)
α(1)
χDQ(x) if n is odd,
χDQ(x) if n is even
Thus we may assume x = 1. One can easily show
αQ(1) = α(1)
n−1α(detQ)ǫQ,
where ǫQ =
∏
1≤i<j≤n〈qi, qj〉. It is also easy to see that
α(1)2m+1α((−1)m) = 〈−1,−1〉m(m+1)/2.
It follows that
α(−1)2mα(a) =〈−1,−1〉m(m+1)/2α(1)α((−1)m)α(a)
=〈−1,−1〉m(m+1)/2〈(−1)m, a〉α((−1)ma).
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If n = 2m+ 1 is odd, we have
αQ(1) =α(1)
2mα(detQ)ǫQ
=〈−1,−1〉m(m+1)/2 〈 (−1)m, detQ〉α(DQ)ǫQ
=ηQα(DQ).
Similarly, if n = 2m is even, we have
αQ(1) =α(1)
2m−1α(detQ)ǫQ
=〈−1,−1〉m(m−1)/2 〈 (−1)m−1, detQ〉α((−1)m−1 detQ)α(1)ǫQ
=ηQ
α(1)
α(DQ)
.
This proves (1). If n = 2m+ 1 is odd, we have
ηQ⊕β =〈−1,−1〉m(m+1)/2 〈 (−1)m, β detQ〉 ǫQ〈detQ, β〉
=ηQχDQ(β).
If n = 2m is even, we have
ηQ⊕β =〈−1,−1〉m(m+1)/2 〈 (−1)m, β detQ〉 ǫQ〈detQ, β〉
=ηQχDQ(−β).
Thus the lemma is proved. 
For Φ ∈ S(V ), we put
Φ̂(x) =
∫
V
Φ(y)ψ(tr(xy))dy.
Here the measure dx is the self dual measure for the Fourier trans-
form, i.e., dx = |2|n(n−1)/4|δ|n(n+1)/2∏ni=1 dxii∏i<j dxij. Put σ = (n +
1)/2. From the prehomogeneity of V , there is a meromorphic function
cQ(ω, s) such that∫
V
Φ(X)ω(detX) | detX|s−σ dX
=
∑
Q∈O
cQ(ω, s)
∫
VQ
Φ̂(X)ω−1(detX)| detX|−s dX.
Without a loss of generality, we may assume ω is unitary. The left
hand side is absolutely convergent for Re(s) > (n− 1)/2.
11
Theorem 2.1. If n = 2m+ 1, then we have
cQ(ω, s) =ε
′(s−m,ω)−1
m∏
r=1
ε′(2s− 2m− 1 + 2r, ω2)−1
× |2|−2ms+m(2m+1)/2ω−m(4)ηQ.
If n = 2m, then we have
cQ(ω, s) =ε
′(s−m+ 1
2
, ω)−1
m∏
r=1
ε′(2s− 2m+ 2r, ω2)−1
× |2|−2ms+m(2m−1)/2ω−m(4)α(DQ)
α(1)
ε′(s+
1
2
, ωχDQ).
Proof. We proceed by induction on n. When n = 1, the theorem follows
immediately from Tate’s local functional equation.
Now we assume n ≥ 1. We assume the functional equation is true
for n. We put V = Symn(F ), V
′ = Symn+1(F ), σ = (n+ 1)/2, and
σ′ = (n + 2)/2. We denote the set of GLn orbits of V by O and the
set of GLn+1 orbits of V
′ by O′.
We may assume Φ
((
T y
ty x
))
= φ1(T )φ2(y)φ3(x) for some φ1 ∈
S(V ), φ2 ∈ S(F n), φ3 ∈ S(F ). Note that
Φ̂
((
T y
ty x
))
= |2|n/2φˆ1(T )φˆ2(2y)φˆ3(x).
We write T [y] = tyTy for T ∈ Symn(F ) and y ∈ F n. Then we have∫
T ′∈V ′
Φ(T ′)ω(det T ′)| detT ′|s−σ′dT ′
=
∫
T∈V
∫
y∈Fn
∫
x∈F
Φ
((
T + x−1y ·ty y
ty x
))
× ω(x detT )|x det T |s−σ′dx dy dT.
Consider the integral∫
T∈V
∫
y∈Fn
∫
x∈F
Φ
((
T + x−1y ·ty y
ty x
))
× ω(x detT )| detT |s1−σ′ |x|s2−σ′ dx dy dT.
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This integral is absolutely convergent for Re(s1),Re(s2) > (n − 1)/2.
By the functional equation for V , this is equal to
∑
Q∈O
cQ(ω, s1 − 1
2
)
∫
T∈VQ
∫
y∈Fn
∫
x∈F
φˆ1(T )ψ(−x−1T [y])φ2(y)φ3(x)
× ω−1(det T )ω(x)|x|s2−σ′ | detT |−s1+(1/2) dx dy dT.
This integral is absolutely convergent for Re(s1) < 1/2 and Re(s2) >
(n − 1)/2. On this absolute convergence domain, one can change the
order of the integration. Using the equation (2.1), this is equal to
∑
Q∈O
cQ(ω, s1 − 1
2
)
∫
T∈VQ
∫
y∈Fn
∫
x∈F
× αQ(x)|2nx−n det T |−1/2φˆ1(T )φˆ2(y)φ3(x)
× ψ(4−1xT−1[y])ω−1(det T )| detT |−s1+(1/2)ω(x)|x|s2−σ′ dx dy dT
=
∑
Q∈O
∑
ρ∈F×/F×2
cQ(ω, s1 − 1
2
)αQ(ρ)
∫
T∈VQ
∫
y∈Fn
∫
x∈ρ·F×2
|2|n/2φˆ1(T )φˆ2(2y)φ3(x)
× ψ(xT−1[y])ω(detT )| detT |−s1ω(x)|x|s2−1 dx dy dT.
By Lemma 1.2, this is equal to
∑
Q∈O
∑
ρ,θ,β∈F×/F×2
4−1|2|cQ(ω, s1 − 1
2
)αQ(ρ)χθ(ρβ) ε
′(s, ωχθ)
−1
×
∫
T∈VQ
∫
y∈Fn
∫
x∈β·F×2
|2|n/2φˆ1(T )φˆ2(2y)φˆ3(x+ T−1[y])
× ω−1(x det T )| detT |−s1|x|−s2 dx dy dT.
By putting s1 = s2 = s, we have
cQ⊕β(ω, s) = 4
−1|2|cQ(ω, s− 1
2
)
∑
ρ,θ∈F×/F×2
αQ(ρ)χθ(ρβ) ε
′(s, ωχθ)
−1.
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If n = 2m is even, by using Lemma 2.2, we have
4−1|2|
∑
ρ,θ∈F×/F×2
αQ(ρ)χθ(ρβ) ε
′(s, ωχθ)
−1
=4−1|2| ηQ α(DQ)
α(1)
∑
ρ,θ∈F×/F×2
χDQ(ρ)χθ(ρβ) ε
′(s, ωχθ)
−1
=ηQ
α(1)
α(DQ)
χDQ(−β) ε′(s, ωχDQ)−1
=ηQ⊕β
α(1)
α(DQ)
ε′(s, ωχDQ)
−1.
It follows that
cQ⊕β(ω, s) =cQ(ω, s− 1
2
)ηQ⊕β
α(1)
α(DQ)
ε′(s, ωχDQ)
−1
=ε′(s−m,ω)−1
m∏
r=1
ε′(2s− 2m− 1 + 2r, ω2)−1
× |2|−2ms+(m(2m+1))/2)ω−m(4) ηQ⊕β.
On the other hand, if n = 2m+ 1 is odd, by using Lemma 2.2 (1), we
have
4−1|2|
∑
ρ,θ∈F×/F×2
αQ(ρ)χθ(ρβ) ε
′(s, ωχθ)
−1
=4−1|2| α(1)
α(DQ)
ηQ
∑
ρ,θ∈F×/F×2
α(ρ)χDQ(ρ)χθ(ρβ) ε
′(s, ωχθ)
−1
=4−1|2| α(1)
α(DQ)
ηQ
∑
ρ,θ∈F×/F×2
α(ρ)χρ(DQθ)χθ(β) ε
′(s, ωχθ)
−1.
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By Lemma 1.1 and Lemma 1.3, we have
4−1|2| α(1)
α(DQ)
ηQ
∑
ρ,θ∈F×/F×2
α(ρ)χρ(DQθ)χθ(β) ε
′(s, ωχθ)
−1
=2−1|2|1/2α(DQ)ηQ
∑
θ∈F×/F×2
α(DQθ)χθ(β) ε
′(s, ωχθ)
−1
=2−1|2|1/2α(DQ)ηQ
∑
θ∈F×/F×2
α(−βθ)χDQθ(β) ε′(s, ωχ−DQβθ)−1
=2−1|2|1/2α(DQ)α(β)χDQ(β) ηQ
∑
θ∈F×/F×2
α(1)
α(θ)
ε′(s, ωχ−DQβθ)
−1
=|2|−2s+(1/2)ω−1(4)α(DQ⊕β)
α(1)
ηQ ε
′(2s, ω2)−1ε′(s+
1
2
, ωχDQ⊕β).
It follows that
cQ⊕β(ω, s) =cQ(ω, s− 1
2
)|2|−2s+(1/2)ω−1(4)α(DQ⊕β)
α(1)
ηQ
× ε(2s, ω2)−1ε′(s+ 1
2
, ωχDQ⊕β)
=ε′(s−m− 1
2
, ω)−1
m+1∏
r=1
ε′(2s− 2m− 2 + 2r, ω2)−1
× |2|−2(m+1)s+((m+1)(2m+1)/2)ω−m−1(4)α(DQ⊕β)
α(1)
ε′(s+
1
2
, ωχDQ⊕β).
Thus we have proved Theorem 2.1 
By the theory of prehomogeneous vector space, there is a function
c′Q(ω, s) such that∫
V
Φ(X)ω(detX) ηX | detX|s−σ dX
=
∑
Q∈O
c′Q(ω, s)
∫
Vη
Φ̂(X)ω−1(detX) | detX|−s dX.
Theorem 2.2. If n = 2m+ 1 is odd, then we have
c′Q(ω, s) =ε
′(s, ω)−1
m∏
r=1
ε′(2s− 2m− 2 + 2r, ω2)−1
× |2|−2ms+(m(2m+3)/2)ω−m(4).
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If n = 2m is even, then we have
c′Q(ω, s) =
m∏
r=1
ε′(2s− 2m− 1 + 2r, ω2)−1
× |2|−2ms+(m(2m+1)/2)ω−m(4) α(1)
α(DQ)
ηQ
This theorem can be proved in the same way as Theorem 2.1. As we
just give an outline of the proof.
Proof. Assume n = 2m+ 1 is odd. By Theorem 2.1, we have∫
V
Φ(X)ω(detX) | detX|s−m−1 dX
=|2|−2ms+(m(2m+1)/2)ω−m(4)ε′(s−m,ω)−1
m∏
r=1
ε′(2s− 2m− 1 + 2r, ω2)−1
×
∑
Q∈O
∫
V
Φ̂(X)ω−1(detX)ηX | detX|−s dX.
By changing ω, s and Φ by ω−1, m + 1 − s and Φ̂, respectively, we
obtain the desired functional equation for odd n. Assume n is odd.
Then as in the proof of Theorem 2.1, one can prove
c′Q⊕β(ω, s) =4
−1|2|
∑
ρ,θ∈F×/F×2
c′Q(ωχρ, s−
1
2
)αQ(ρ)
× χρ(detQ)χθ(ρβ)ε′(s, ωχ(−1)mθ)−1.
After a little calculation, we obtain the desired functional equation for
even n. 
Remark 2.1. The method of the proofs above are due to F. Sato. See
also Muller [9]. Sweets [19] calculated the “gamma matrix” for the
prehomogeneous vector space V in the case ω = 1. Theorem 2.1 for
ω = 1 follows from his results.
3. Degenerate Whittaker functionals
In this section, we follow the argument of Kudla and Sweet [19]. Let
Spn(F ) =
{(
A B
C D
)
∈ Mn(F ) A tD − B tC = 1n
}
be the symplectic group of rank n. Let
Pn(F ) =
{(
A B
0 tA−1
)
∈ Spn(F )
}
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be the Siegel parabolic subgroup of Spn(F ). Put
n(B) =
(
1n B
0 1n
)
∈ Spn(F )
for B ∈ Symn(F ). Then Nn(F ) = {n(B) |B ∈ Symn(F )} is the unipo-
tent radical of Pn(F ).
For a quasi-character ω of F×, we consider the degenerate principal
series I(ω, s) = Ind
Spn
Pn
(ω| det |s). The space of I(ω, s) consists of locally
constant function f(g) on Spn(F ) such that
f
((
A B
0 tA−1
)
g
)
= ω(detA)| detA|s+((n+1)/2)f(g)
for any
(
A B
0 tA−1
)
∈ Pn(F ) and g ∈ Spn(F ). For f(g) ∈ I(ω, s) and
B ∈ Symn(F )ss, put
M(s)f(g) =
∫
Symn(F )
f(wnn(x)g) dx.
WhB(s)f =
∫
Symn(F )
f(wnn(x))ψ(tr(Bx)) dx.
Here,
wn =
(
0 −1n
1n 0
)
.
The integrals M(s) and WhB(s) are absolutely convergent for Re(s)≫
0 and can be meromorphically continued to the whole complex plane.
If s is not a pole of M(s), then M(s)f(g) ∈ I(ω−1,−s). Moreover, it
is known that WhB(s) is entire.
Lemma 3.1. The following functional equation holds:
WhB(−s) ◦M(s) = ω−1(detB)| detB|−scB(ω, s)WhB(s).
Proof. Let m be a sufficiently large integer such that
B+pmSymn(o) ⊂ {x ∈ Symn(F )B | | detx| = | detB|, ω(detx) = ω(detB)}.
Here, Symn(F )B = {B[X ] |X ∈ GLn(F )} is the orbit containing
B. Note that Symn(F )B is an open subset of Symn(F ). Let Φ ∈
S(Symn(F )) be the characteristic function of B + p
mSymn(o). We de-
fine fΦ ∈ I(ω, s) such that
• Supp(fΦ) ⊂ Pn(F )wNn(F ).
• f(wnn(x)) = Φ̂(x) for x ∈ Symn(F ).
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Then, we have Wh(s)fΦ =
̂̂
Φ(−B) 6= 0. On the other hand, we have
M(s)fΦ(wnn(x)) =
∫
y∈Symn(F )
fΦ(wnn(y)wnn(x)) dx
=
∫
y∈Symn(F )
Φ̂(x− y−1)ω−1(det y)| det y|−s−((n+1)/2) dy
=
∫
y∈Symn(F )
Φ̂(x− y)ω(det y)| det y|s−((n+1)/2) dy.
By Theorem 2.1, this is equal to∑
B∈O
cB(ω, s)
∫
y∈Symn(F )B
Φ(y)ψ(tr(xy))ω−1(det y)| det y|−s dy
=cB(ω, s)ω
−1(detB)| detB|−s
∫
y∈Symn(F )
Φ(y)ψ(tr(xy)) dy
=cB(ω, s)ω
−1(detB)| detB|−sΦ̂(x).
It follows that
Wh(−s)M(s)fΦ =
∫
x∈Symn(F )
M(s)fΦ(wnn(x))ψB(x) dx
=cB(ω, s)ω
−1(detB)| detB|−s ̂̂Φ(−B).
Hence the lemma. 
4. Siegel series and its functional equation
As before, let F be a non-archimedean local field. In this section,
we assume that the additive character ψ is of order 0. Recall that B ∈
Symn(F ) is called non-degenerate ifDB 6= 0. The set of non-degenerate
elements in Symn(F ) is denoted by Symn(F )
ss. For B ∈ Symn(F )ss,
put
DB =(−4)[n/2] detB,
ξB =
{
〈DB, ̟〉 if F (
√
DB)/F is unramified,
0 otherwise.
Let dB be the conductor of the extension F (
√
DB)/F . We set
δB = (ordDB − orddB)/2,
where ord is the valuation of F .
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We recall the theory of Siegel series (cf. Shimura [15], [16]). For
B ∈ Symn(F )ss, we define a polynomial γ(B,X) ∈ Z[X ] by
γ(B,X) =
{
(1−X)(1− qn/2ξBX)−1
∏n/2
i=1(1− q2iX2) if n is even,
(1−X)∏(n−1)/2i=1 (1− q2iX2) if n is odd.
Let f
(s)
0 be the function on the symplectic group Spn(F ) defined by
f
(s)
0 (g) = | detA|s+((n+1)/2),
for
g =
(
A 0
0 tA−1
)
n(B)u, A ∈ GLn(F ), B ∈ Symn(F ), u ∈ Spn(o).
Then f
(s)
0 is a class one vector for the degenerate principal series I(1, s) =
Ind
Spn
Pn
| det |s.
Consider the integral
b(B, s) = |2|−n(n−1)/4
∫
Nn(k)
f
(s−((n+1)/2))
0 (wnn(z))ψB(z) dz.
This integral is absolutely convergent for Re(s) ≫ 0. Moreover, there
exists a polynomial F (B,X) ∈ Z[X ] such that
b(B, s) = γ(B, q−s)F (B; q−s).
For a proof of this fact, see [16]. Let
Hn(o) = {B = (bij) ∈ Symn(F ) | bij ∈ 2−1o, bii ∈ o (1 ≤ i ≤ j ≤ n)}
be the set of half-integral symmetric matrices of F . It is known that
F (B,X) = 0 unless B ∈ Hn(o). Moreover, if B ∈ Hn(o), then
F (B, 0) = 1.
Theorem 4.1. The following functional equations hold.
(1) If n is even, then
F (B, q−n−1X−1) = (q(n+1)/2X)−2δBF (B,X).
(2) If n is odd, then
F (B, q−n−1X−1) = ηB(q
(n+1)/2X)−ord(DB)F (B,X).
This theorem was first proved by Katsurada [5] for F = Qp. See also
[1] and [13].
Proof. To simplify the notation, we put
ζ(s) =L(s, 1) = (1− q−s)−1,
L(s) =L(s, χDB) = (1− ξBq−s)−1.
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It is well-known that
M(s)f
(s)
0 = |2|n(n−1)/4
ζ(s− n−1
2
)
ζ(s+ n+1
2
)
[n/2]∏
i=1
ζ(2s− n+ 2i)
ζ(2s+ n+ 1− 2i)f
(−s)
0 .
By Lemma 3.1, we have
γ(B, qs−((n+1)/2))F (B; qs−((n+1)/2))
× |2|n(n−1)/4 ζ(s−
n−1
2
)
ζ(s+ n+1
2
)
[n/2]∏
i=1
ζ(2s− n + 2i)
ζ(2s+ n + 1− 2i)
=cB(1, s)| detB|−sγ(B, q−s−((n+1)/2))F (B; q−s−((n+1)/2)).
We first prove (1). If n is even, then we have
cB(1, s) =|2|−ns+(n(n−1)/4)|dB|s
L(−s + 1
2
)
L(s+ 1
2
)
× ζ(s−
n−1
2
)
ζ(−s+ n+1
2
)
n/2∏
i=1
ζ(2s− n + 2i)
ζ(−2s+ n+ 1− 2i) ,
γ(B, qs−((n+1)/2)) =
L(−s + 1
2
)
ζ(−s+ n+1
2
)
n/2∏
i=1
1
ζ(−2s+ n+ 1− 2i) ,
γ(B, q−s−((n+1)/2)) =
L(s+ 1
2
)
ζ(s+ n+1
2
)
n/2∏
i=1
1
ζ(2s+ n+ 1− 2i) .
Hence we have (1). If n is odd, then we have
cB(1, s) = |2|−(n−1)ns+(n(n−1)/4)
ζ(s− n−1
2
)
ζ(−s+ n+1
2
)
n/2∏
i=1
ζ(2s− n + 2i)
ζ(−2s+ n + 1− 2i) ,
γ(B, qs−((n+1)/2)) =ζ(−s+ n + 1
2
)−1
(n−1)/2∏
i=1
ζ(−2s+ n+ 1− 2i)−1,
γ(B, q−s−((n+1)/2)) =ζ(s+
n+ 1
2
)−1
(n−1)/2∏
i=1
ζ(2s+ n+ 1− 2i)−1.

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