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Universal Tight Binding Model for Chemical Reactions in Solution and at
Surfaces: III. Stoichiometric and Reduced Surfaces of Titania and the
Adsorption of Water
A. Y. Lozovoi,1 D. L. Pashov,2 T. J. Sheppard,1 J. J. Kohanoff,1 and A. T. Paxton2
1)Atomistic Simulation Centre, School of Mathematics and Physics, Queen’s University Belfast, Belfast BT7 1NN,
Northern Ireland, UK
2)Department of Physics, King’s College London, Strand, London WC2R 2LS,
UK
We demonstrate a model for stoichiometric and reduced titanium dioxide intended for use in molecular
dynamics and other atomistic simulations and based in the polarizable ion tight binding theory. This extends
the model introduced in two previous papers from molecular and liquid applications into the solid state,
thus completing the task of providing a comprehensive and unified scheme for studying chemical reactions,
particularly aimed at problems in catalysis and electrochemistry. As before, experimental results are given
priority over theoretical ones in selecting targets for model fitting, for which we used crystal parameters and
band gaps of titania bulk polymorphs, rutile and anatase. The model is applied to six low index titania
surfaces, with and without oxygen vacancies and adsorbed water molecules, both in dissociated and non
dissociated state. Finally, we present the results of molecular dynamics simulation of an anatase cluster with
a number of adsorbed water molecules and discuss the roˆle of edge and corner atoms of the cluster.
INTRODUCTION
This is the last of a series of three papers presenting
a universal tight binding model for the electronic struc-
ture and interatomic forces in condensed phases. The
first two papers, to which we refer below as Paper I1 and
Paper II,2 describe the application of the model to or-
ganic molecules and to polar solvents such as water. In
the present paper, we extend our model to a transition
metal oxide, in particular TiO2 and analyze its bulk and
surface properties, as well as its interaction with water.
Titanium oxide TiO2 (titania) is perhaps one of the
most commonly cited materials in the literature. It re-
mains in the center of research interest for many rea-
sons. First of all, TiO2 is a technologically important
material. Its applications include dye pigments, surface
coatings, electronic devices, surgical implants, and gas
sensors. TiO2 is a promising material for photochemical
reactions and for heterogeneous catalysis if used together
with metal nanoparticles.
Equally important is the roˆle of titania as a model sys-
tem for studying metal oxides. Crystals of TiO2 have
relatively simple structure (rutile, anatase), are easy to
prepare, stable, and have only a small amount of bulk
or surface defects. Despite this, or maybe because of
this, there is still a lot of controversy surrounding titania
itself and its interaction with water. An in depth com-
prehensive review of the current state of research on tita-
nia and titania surfaces can be found in Ref. 3, whereas
Refs. 4–6 provide an account of most recent progress in
understanding the titania–water interaction.
The structure of the paper is as follows. Parameters of
the polarizable ion tight binding (PITB) model, extended
from the previous work1,2 are listed in Sec. I and de-
tails of additional fitting procedures are given in Sec. II.
Technical details about the calculations to be presented
are described in Sec. III. In the following sections we
present results of simulations using the new model: In
Sec. IV we describe calculations in bulk, perfect TiO2;
Sec. V contains results of simulations at semi infinite
crystal surfaces, both stoichiometric (Sec. V A) and re-
duced (Sec. V B); Sec. VI contains results of simulations
of water molecules, both whole and dissociated, absorbed
on stoichiometric (Sec. VI A) and reduced (Sec. VI B)
TiO2 surfaces. We turn to nanocrystalline anatase par-
ticles in Sec. VII both clean (Sec. VII A) and decorated
with absorbed water molecules (Sec. VII B). We conclude
with Sec. VIII.
I. TIGHT BINDING MODEL OF TITANIA
As in Papers I and II, we use the self consistent po-
larizable ion tight binding (PITB) theory described in
Refs. [8–11]. A concise summary can be found in Pa-
per I.1
The set of model parameters sufficient to describe ti-
tania is presented in Table I. O–O parameters are iden-
tical to those in the TB models for water and organic
molecules.1,2
As seen from Table I, titanium in our orthogonal non
spin polarized TB model has only 3d states with 4s states
completely neglected. This is possible because Ti-4s
states in TiO2 are shifted into the conduction band by
overlap with the oxygen 2s and are hence unoccupied.
On the other hand, in terms of polarizability we have to
go up to the quadrupole level to describe the crystal field
splitting of Ti-3d states into eg (dz2 and dx2−y2 orbitals)
and t2g manifolds (dxy, dxz and dyz orbitals). This split-
ting is a well known feature of transition metal oxides and
arises due to the octahedral coordination of Ti atoms.3,12
Thus, our titania TB model is a quadrupole model with
respect to titanium, and a dipole model with respect to
oxygen.
2TABLE I. Parameters of the TB model for titania–water system. See Ref. 1 for the meaning of parameters and abbreviations.
O and H parameters are the same as in Refs. 1 and 2. Notation for the functional form of the scaling law for bond integrals
and pair potential is clarified in Table II. All values are given in atomic Rydberg units.
On-site parameters
Ti O H
εd –0.2282 εs –2.1164 εs –1
εp –1.1492
U 0.9370 U 1.0775 U 1
∆ddd 8.0 ∆spp –0.9430
∆ddg 28.0 ∆ppd 0
Bond integrals, V``′m, and scaling
Ti–Ti Ti–O O–H O–O
Function GSP Function GSP Function GSP Function GSP
V 0ddσ –0.070 V
0
dsσ –0.15 V
0
ssσ –0.5018 V
0
ssσ –0.015
V 0ddpi 0.055 V
0
dpσ 0.18 V
0
spσ 0.002
V 0ddδ 0 V
0
dppi –0.12 V
0
psσ –0.4362 V
0
psσ –0.002
V 0ppσ 0.050
V 0pppi –0.020
nddσ 5 ndsσ 4 nssσ 2.0963 nssσ 2
nddpi 5 ndpσ 2.1 nspσ 2
ndppi 3.356 npsσ 1.5019 npsσ 2
nppσ 3
npppi 3
nc 8 nc 8 nc 4.0561 nc 6
r0 5.55 r0 3.685 r0 1.8094 r0 5.6
rc 6.93 rc 7.37 rc 3.7985 rc 9.0
Pair potentials, φ, and scaling
Ti–Ti Ti–O O–H O–O
Function EPL Function EPL Function GSP Function EPL
φ01 0.015 φ
0
1 7.340 ×10−3 φ0 0.73669 φ01 4.0306×10−3
m1 8 m1 12 n 3.3502 m1 10
p1 2 p1 0 nc 6.3096 p1 0
φ02 0.2212 rc 3.3550 φ
0
2 –2.0265×10−3
m2 1 m2 6
p2 1.5933 p2 0
r0 5.6 r0 3.685 r0 1.8094 r0 5.6
Cut-off distances [r
(1)
cut; r
(2)
cut]
Ti–Ti Ti–O O–H O–O
r
(1)
cut 7.5 r
(1)
cut 4 r
(1)
cut 2.1 r
(1)
cut 8
r
(2)
cut 10.5 r
(2)
cut 6 r
(2)
cut 5.5 r
(2)
cut 11
For the scaling law of Ti–Ti and Ti–O bond inte-
grals we use the Goodwin–Skinner–Pettifor (GSP)1,7 de-
pendence, whereas the Ti–Ti and Ti–O pair potentials
are described as a sum of exponentials times power law
(EPL) functions. Both functional dependencies, GSP
and EPL, are explicitly specified in Table II.
The distance dependence of bond integrals and pair
potentials is smoothly turned to zero between cut-
off radii r
(1)
cut and r
(2)
cut using multiplicative fifth order
polynomials.2 This is necessary in order to ensure that no
energy leakage or other sources of instability appear in
long molecular dynamics (MD) runs. We chose to trun-
3TABLE II. Explicit form of the scaling laws referred to in Table I. Prefactor A denotes V 0``′m in case of bond integrals and φ
0
in case of pair potentials.
Notation Function Explicit form
GSP Goodwin–Skinner–Pettifor7 f(r) = A (r0/r)
n exp {n [− (r/rc)nc + (r0/rc)nc ]}
EPL Exponential × power law f(r) =∑
i
Ai (r0/r)
mi exp [−pi(r − r0)]
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FIG. 1. (color online) Energy bands of titania polymorphs obtained at DFT and TB levels: (a) rutile, GGA (PBE); (b) rutile,
TB; (c) anatase, GGA (PBE); and (d) anatase, TB. All bands are given at experimental geometry. Oxygen 2s states are shown
with red color, oxygen 2p states with orange color, and other states (predominantly Ti-3d states) with blue color. Note that
band gaps in TB calculations were fitted to experiment (see Table III) rather than to DFT results.
cate Ti–O interactions between first and second neigh-
bors in the TiO2 bulk phases, resulting in relatively
short Ti–O cutoff radii. Restricting interactions in solids
to nearest neighbors usually leads to more reliable and
physically motivated models.13 Ti–Ti interactions, on the
other hand, are more extended since there are first neigh-
bor Ti–Ti pairs only in the rutile phase of TiO2.
Titania parameters in Table I are expected to be valid
not only for simulations of pure titania, but also for
titania–water systems. That was the primary reason for
keeping the same oxygen species in water and TiO2. To
make the model suitable for titania–water simulations,
one needs to supply the missing Ti–H interactions. How-
ever, since Ti and H, both being positively charged ions,
are not expected to approach each other, we simply ne-
glect these interactions. Thus, Ti–H bond integrals are
all set to zero, whereas the Ti–H pair potential is weakly
repulsive so that to prevent accidental collisions between
Ti and H species. A similar idea is used in Paper II to
specify the H–H interactions.2
II. FITTING
The main challenge in the development of the titania
model has been the requirement that oxygen in TiO2,
water and organic molecules should be the same species.
This is indeed a challenge since 2s electrons of oxygen
are of primary importance in water (in particular, their
hybridization with O-2p states defines the ĤOH angle
4in the water monomer14), whereas their roˆle in titania
is more modest. The TiO2 valence band (in both rutile
and anatase phases) is defined by the O-2p states, from
which O-2s bands are separated with a wide energy gap
(see Fig. 1).
As a consequence of this, titanium oxide tight bind-
ing models often ignore O-2s states altogether13 or re-
place them with O-3s states.15 The latter was the case in
the TB model for TiO2 with which we began the fitting.
This model was developed by Johnston, Benedek, and
Paxton16 in the course of their work on SrTiO3.
Fitting of the model parameters therefore started with
O–O bond integrals. If these were not good enough then
nothing could be corrected with other interactions such
as Ti–O or Ti–Ti. At this step the nearest neighbor bond
integrals were fitted to the band structure of rutile and
anatase at experimental geometry. The distance depen-
dence of bond integrals (scaling laws) was not involved
but rather left for subsequent steps.
Note that the above step preceeded the fitting of water.2
In this regard, the enumeration of papers that constitute
the present three paper series is not exactly chronological:
the initial O–O bond integrals were found in the present
study (Paper III) and then passed to the part dealing
with water (Paper II).2 In the latter, all O–O parameters
were finally established and passed to the part dealing
with organic molecules (Paper I)1 in which they were
treated as fixed parameters.
In practical terms, to avoid O–O bond integrals be-
ing ‘damaged’ at the stage of fitting the water, we es-
timated acceptable bounds within which the integrals
can vary without causing any significant deterioration
of TiO2 bands. These bounds were then passed into the
water fitting procedure as constraints.
As soon as the water part was finished, the whole set
of O–O parameters was fixed and fitting of the rest of
the titania TB model was resumed. As target quanti-
ties we used only bulk properties of rutile and anatase,
namely: equilibrium volume, c/a ratio, bulk moduli, in-
ternal structural parameter, u, and the band gaps. These
were all taken from experiment. The above properties
were complemented with the equilibrium volume of fluo-
rite and rutile–fluorite structural energy difference. Flu-
orite is a hypothetical phase in TiO2 hence density func-
tional theory (DFT) results were used as targets. They
were assigned low weights in the objective function since
the only purpose of the inclusion of fluorite was to ensure
that it is much higher in energy than rutile and anatase.
It is worthwhile recollecting that zirconia, on the other
hand, adopts the fluorite structure, the rutile phase being
much higher in energy; in fact the present PITB theory
was first developed to provide insight into the structure
of zirconia and the nature of its phase transitions.8,9,15,17
The minimization of the resulting objective function
was conducted using Schwefel’s genetic algorithm.18,19
As both rutile and anatase phases are tetragonal, the
full geometry optimization must include finding equilib-
rium volume V and c/a ratio. The straightforward search
with randomly varying parameters supplied by the ge-
netic algorithm turned out to be unstable and therefore
inefficient. To circumvent the problem, in the genetic op-
timization we estimated the equilibrium volume and c/a
ratio from single cross sections: V was obtained from the
energy–volume curve at experimental c/a, and similarly,
c/a was obtained at experimental volume.
After the genetic search was finished, we returned to
proper geometry optimization in which both V and c/a
were minimized simultaneously. That allowed us further
to improve equilibrium lattice parameters, as well as the
band gaps. This “fine tuning” step was performed man-
ually as the procedure was too unstable for an automatic
fitting.
III. CALCULATION DETAILS
Tight binding calculations presented in Secs. IV–VII
below were all done self consistently within the PITB the-
ory as implemented in the TBE program.11,27 All TB mod-
els used in this study are orthogonal and do not include
spin polarization. Geometry optimization was contin-
ued until Hellmann–Feynman forces became smaller that
10−4 Ry/Bohr and atomic displacements were less than
10−4 Bohr. Special k–point Monkhorst–Pack meshes28
with density equivalent to the 4×4×4 mesh in rutile or
finer were employed for Brillouin zone sampling, whereas
only the Γ point was used in MD simulations.
In MD simulations we employ reversible integrators
with Liouville operators29 and use a single Nose´–Hoover
thermostat with relaxation time of 0.1 ps, exactly as in
Papers I and II.1,2 Only canonical (NVT) simulations
were made in this study. Unless mentioned otherwise,
MD simulations included 20–30 ps of equilibration run
followed by at least 100 ps of production run with a time
step of 0.5 fs.
In addition to TB studies, a few DFT calculations,
both LDA and GGA (PBE), were done for bulk titania
phases (for instance, GGA (PBE) bands of rutile and
anatase in Fig. 1 and LDA rutile–fluorite energy differ-
ence in Table III). For these calculations we employed
the full potential LMTO program LMF which belongs to
the same program suite27 as the TBE program.
IV. TITANIA BULK PHASES
Most common bulk phases of titania are rutile,
anatase, and rarely, brookite. We used experimental
crystal structure, bulk moduli, and band gaps of rutile
and anatase to fit parameters of the TB model. Table III
shows how successful we are with the fitting. As dis-
cussed in Sec. II, we also included some properties of the
fluorite phase (with low weight) to ensure that fluorite is
much higher in energy than rutile and anatase.
Two comments on the selection of the target values
seem appropriate here. The question as to which of two
5TABLE III. Equilibrium crystal structure, bulk moduli, and band gaps of TiO2 bulk phases: rutile, anatase, and fluorite.
Experimental data cited were used as target values for fitting TB parameters. The exception is fluorite which is a hypothetical
phase of titania, hence we used DFT results as targets instead.
Rutile Anatase Fluorite
TB Expt TB Expt TB DFT
lattice constants:
a (A˚) 4.584 4.587a 3.771 3.782a 4.881† 4.86b
c (A˚) 2.951 2.954a 9.566 9.502a
V/Vtarget 0.9998 1 1.0006 1 1.0864
† 1
Internal parameter u/a 0.303 0.305a 0.212 0.208a
Bulk modulus (GPa) 282.1 211±7c 222.3 179±2d 330.2‡ 282b
Band gap (eV) 3.03 3.03e 3.35 3.20f
Energy differences (mRy per f.u.):
E(rutile) – E(anatase) –11.1 –1.29g
E(fluorite) – E(rutile)† 67.4 51.0h
† used in fitting with low weight.
‡ not included into fitting.
a Neutron diffraction, Ref. 20.
b DFT LDA, Ref. 21.
c X ray diffraction, Ref. 22.
d Ref. 23.
e Ref. 24.
f Ref. 25.
g∆H298, heat capacity measurements, Ref. 26. The actual target was
set to zero.
h DFT LDA, present study
phases, rutile or anatase, is lower in energy is still a mat-
ter of debate. This is because both phases are rather
stable and the energy difference is small. Experimentally
rutile is considered to be the lowest energy polymorph
of TiO2, whereas convergent DFT GGA calculations fa-
vor anatase over rutile, and DFT LDA can predict either
result.30,31 For the fitting, we required the rutile–anatase
energy difference to be as small as possible (i.e. the tar-
get was set to 0). As a result we arrived at a small
negative number meaning that in our model rutile is the
lowest energy structure, in apparent agreement with ex-
periment and disagreement with DFT GGA. In Table III
we include the most recent experimental result for the en-
thalpy of the anatase–rutile transformation that we are
aware of: ∆H298 = −1.29 mRy/f.u. (–1.70 kJ/mol).26
A major benefit of TB compared to DFT is that the
problem of band gaps can be fixed by fitting them directly
to experiment. The target band gaps shown in Table III,
3.03 eV for rutile24 and 3.20 eV for anatase25 are the
results of seminal experiments that are frequently cited
and correspond to optical band gaps. There is an ongoing
discussion in the literature as to whether the fundamen-
tal band gaps would be more appropriate as targets since
they do not include electron–hole interaction.32,33 How-
ever, the current scatter of reported data is too big to
make them useful as fitting targets: photoemission spec-
troscopy gives the electronic band gap in rutile ranging
from 3.3 to 4.0 eV, which is also the range for hybrid DFT
and GW predictions, whereas the situation with anatase
is even worse (see, e.g., Ref. 32 and references therein).
Hence, we opt to stay with the optical gaps mentioned
above. This should be perfectly fine for our study dealing
with only ground state simulations, as long as the band
gap is wide enough to keep surface defect states confined
well inside the gap.
Fig. 1 presents rutile and anatase electronic band
structures obtained in DFT and our TB model. The
agreement between two sets of bands is rather good, ex-
cept that the underestimated DFT band gap is corrected
in TB. Oxygen 2s states are well separated from oxy-
gen 2p states which mostly constitute the valence band.
The position and dispersion of states in the conduction
band derived from Ti-3d electrons is also well reproduced.
This is impossible to achieve within a point charge TB
model.34 It is the titanium crystal field strength param-
eters ∆ddd and ∆ddg (mostly the latter) that provide the
required splitting of eg and t2g d-states by the crystal
field. The fact that the direct band gap in rutile at the Γ
point is nearly degenerate with the Γ→ R indirect tran-
sition (Fig. 1a) is reproduced in our TB model (Fig. 1b)
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FIG. 2. Surface energy of low index surfaces of rutile (up-
per panel) and anatase (lower panel) as a function of slab
thickness (n is the number of TiO2 tri-layers in the slab).
except that the Γ→ R transition is slightly smaller than
Γ→ Γ (by 0.3 eV). In anatase, however, the indirect gap
due to the transition from a k–point along the Γ → X
direction to the Γ point (Fig. 1c) is rendered in TB cor-
rectly (Fig. 1d).
V. TITANIA SURFACES
A. Ideal surfaces
Equilibrium surfaces of TiO2 are studied in detail both
experimentally and theoretically. The rutile (110) surface
in particular is perhaps the model surface of a transition
metal oxide. There is a long discussion in the literature41
of the apparent disagreement between theory and exper-
iment in the relaxation pattern of surface atoms at ru-
tile (110), similar to that at the α-alumina (0001) surface
(see Ref. 43 and references therein) and possible reasons
for the discrepancy have been suggested.44 More careful
measurements6 and accurate DFT calculations of thicker
TiO2 slabs
41 have served partly to remove the disagree-
ment.
TABLE IV. Energy of low index surfaces of rutile and anatase
(in J/m2): TB prediction in comparison with LDA, GGA, and
hybrid DFT results. Due to oscillatory convergence of surface
energy with slab thickness (see Fig. 2) TB surface energies
are given for both 17- and 18-trilayer slabs if the difference
between them exceeds 0.01 J/m2.
DFT
Surface TB LDA GGA Hybrid
PBE B3LYP PBE0 PW1PW
Rutile:
(110) 0.51–0.65 0.89a 0.42a, 0.31b 0.40a 0.55a 0.62f
0.47c, 0.36d 0.57e
(100) 1.01–1.04 1.20a 0.69a 0.70a 0.83a 0.85f
0.85e
(001) 1.52–1.65 1.88a 1.39a 1.45a 1.59a 1.47f
1.55e
Anatase:
(101) 0.56 0.83a 0.50a, 0.44b 0.55a 0.60a 0.64f
(100) 0.78 0.97a 0.63a, 0.53b 0.67a 0.73a 0.81f
(001) 1.38 0.98g, 0.90b 1.36f
a Ref. 35.
b Refs. 36 and 37.
c Ref. 38.
d Ref. 39.
e Ref. 40, data taken from graph.
f Ref. 41.
g Ref. 42.
For our study we selected six surfaces listed in Ta-
ble IV. Rutile (110) and anatase (101) are the low-
est energy surfaces, rutile (001) and anatase (001) rep-
resent high energy surfaces, whereas rutile (100) and
anatase (100) are medium energy surfaces. Calculations
are done with 1×1 periodic supercells containing up to 18
TiO2 trilayers. The amount of vacuum separating peri-
odic images along surface normal was chosen generously
since in TB it does not affect the computational cost.
The even–odd oscillations that appear for some sur-
faces, including rutile (110),35,36,38–41 are well repro-
duced in our calculations. This is seen in Fig. 2 where
surface energy Esurf is plotted as a function of number of
TiO2 trilayers in the slab. The oscillations appear only
after atomic relaxation takes place, and the reason for
it is related to the tendency of neighboring trilayers to
combine into couples thus lowering the total energy of the
slab.39 Slabs with an odd number of layers then appear
at disadvantage compared to even layer slabs.
Due to the oscillations Esurf does not always converge
even for the thickest slabs. Because of that, we list in
Table IV surface energies corresponding to the two last
7points in Fig. 2 if the difference exceeds 0.01 J/m2. Even
within the remaining uncertainties, the TB surface en-
ergies are seen to fall comfortably between DFT LDA
and GGA energies in Table IV. It is often assumed that
LDA (GGA) tends to overestimate (underestimate) sur-
face energies,45 so we are quite happy with this result
especially given that none of surface properties were in-
cluded into the fitting (see Sec. II). As a matter of fact,
the TB results match most closely those obtained with
hybrid functionals.35,40,41 In this respect, the agreement
for the anatase surfaces is especially impressive. But
even apart from matching particular numbers, the most
important result is that the relative ordering of surface
energies, namely Esurf(110) < Esurf(100) < Esurf(001)
for rutile, and Esurf(101) < Esurf(100) < Esurf(001) for
anatase, is perfectly reproduced. That indicates that
the main physics governing the cutting and resulting re-
hybridization of atomic bonds in the surface region is
captured in our model.
B. Reduced surfaces
Reduced titania surfaces, and in particular surfaces
containing oxygen vacancies, VO, have a significant roˆle
to play in numerous applications of TiO2. For example,
a rutile (110) unreconstructed surface annealed in UHV
may contain as much as 7% of VO residing in the surface
rows of so-called bridging (doubly coordinated) oxygen
atoms O2c.
3 Surface vacancies are usually the most reac-
tive sites at planar surfaces, hence their significance.
When oxygen atoms are removed from surface as neu-
tral entities, the released electrons occupy states centered
at nearby Ti atoms.61 In a band structure picture these
states fall inside the band gap and therefore are local-
ized. Since DFT underestimates band gaps, these states
can appear too close to the bottom of the conduction
band, or or even above it, thus becoming more delocal-
ized than they should be. A remedy in such cases is to
use LSDA+U or hybrid DFT approaches.
It would therefore be a significant advantage if our TB
model could handle oxygen vacancies, which is a possi-
bility given that the bulk band gaps in both rutile and
anatase are aligned with experimental ones at the fitting
stage, see Sec. IV. However none of the properties related
to point defects were included into the fitting; hence any
encouraging results obtained for VO would be exclusively
due to the transferability of the self consistent PITB the-
ory.
Table V lists the formation energies of an oxygen va-
cancy, Ef (VO), at all six titania surfaces studied in
Sec. V A. These energies are obtained by creating a
single vacancy at a 3 × 3 cell for anatase (001) and ru-
tile (001) and 2 × 4 slabs for the other surfaces, which
translates into vacancy coverage of 1/9 ML and 1/8 ML,
respectively. The (001) slabs contain 8 TiO2 trilayers, ru-
tile (110) comprises 5 TiO2 trilayers, and the rest of the
slabs contain 6 TiO2 trilayers. Altogether, the periodic
TABLE V. Formation energies Ef (in eV) of oxygen vacancies
and related defects at pure titania surfaces. TB formation
energies of isolated oxygen vacancies are given relative to that
at the rutile (110) surface. DFT vacancy formation energies
are the absolute energies obtained in the oxygen–rich limit.
Surface Site TB DFT DFT hybrid
(jump type) +U DFT
Surface oxygen vacancy (layer 1):
Rutile(110) O2c 0
† 3.68a 2.88a
3.02b
3.85c
Rutile(100) O2c 0.22
†
Rutile(001) O2c 1.18
†
Anatase(101) O2c 1.54
† 4.25a 3.39a
Anatase(100) O2c 1.18
†
Anatase(001) O2c 0.13
†
Oxygen vacancy jumps:
Rutile(110) layers 1 → 2 1.70 0.82a
0.98b
1.14c
layers 1 → 4 1.55a 0.51a
Anatase(101) layers 1 → 2 0.21 1.15a
layers 2 → 3 0.17 –0.67a
layers 3 → 4 0.01 –0.70a
layers 1 → 4 0.38 –0.22a 0.33a –0.61c
TiO2 vacancy:
Rutile(110) Ti5c + 2O2c 2.05 1.03
b
† TB VO formation energies are given relatively to that
at rutile(110) surface.
a PBE and PBE+U , Ref. 46. PBE+U results are cited
for U = 4.5 eV.
b PBE, Ref. 39.
c PBE, Ref. 47.
d PBE0, Ref. 48.
supercells include 144 atomic sites for rutile (100), 216
sites for both (001) cells, 240 sites for rutile (110), and
288 sites for anatase (101) slabs. Vacancies are placed
on both sides except anatase (101) for which we use one
sided geometry.
Instead of absolute formation energies, we give in Ta-
ble V energies relative to Ef (VO) at the rutile (110) sur-
face since we do not have a reliable energy of the O2
molecule in our non spin polarized TB model.62 Thus,
the direct comparison between TB and various DFT en-
ergies in Table V is not accessible. However we can
use results of Cheng and Selloni46 to estimate the dif-
ference Ef (VO)[anatase (101)]−Ef (VO)[rutile (110)] for
which DFT GGA (PBE) gives 0.57 eV whereas within the
PBE+U approach this difference varies between 0.78 eV
at U = 3.0 eV and 0.51 eV at U = 4.5 eV. The TB
8TABLE VI. Adsorption energies (in eV) of a water molecule in the dissociated Edisads and molecular state E
mol
ads , together with
the dissociation energy ∆Ediss = E
dis
ads – E
mol
ads . Adsorption sites NN, NNN, and 3NN refer to the nearest neighbor, next nearest
neighbor, and third nearest neighbor Ti site as seen from the oxygen vacancy on reduced titania surfaces. The sign convention
is that a negative adsorption/dissociation energy favors adsorption/dissociation. For an extended compilation of recent DFT
results see Refs. 4 and 49.
Surface Adsorption TB DFT (GGA) GGA+U Experiment
site Emolads E
diss
ads ∆Ediss E
mol
ads E
diss
ads ∆Ediss E
mol
ads E
diss
ads ∆Ediss
Rutile:
(110) Ti5c –0.92 –1.72 –0.79 –0.93
a –1.04a –0.11a –0.73,b –0.72,b –0.79b
–0.70c –0.46c 0.24c
–0.49d –0.68d –0.19d
–0.76e –0.66e 0.10e
–0.95f –0.90f 0.05f
(110)+VO O2c –1.43 –2.06 –0.63 –1.30
c
–1.18g –1.61g
NN Ti5c –1.44 –1.68 –0.24 –0.80
g –0.89g –0.09g –0.77g –0.87g –0.10g
NNN Ti5c –1.57 –2.18 –0.61 –0.81
g –0.95g –0.14g –0.83g –0.92g –0.09g
3NN Ti5c –1.56 –1.92 –0.36 –0.82
g –0.90g –0.08g –0.84g –0.89g –0.05g
(100) Ti5c –1.07 –1.10 –0.03 –0.91
c –0.66c 0.25c
(100)+VO O2c 0.31 –0.52 –0.83 –1.39
c
NN Ti5c –0.43 –0.37 0.06
NNN Ti5c 0.35 0.27 –0.08
(001) Ti4c –1.14 –1.51 –0.37
(001)+VO O2c –1.01 –2.41 –1.18
NN Ti4c –0.42 –0.32 0.10
NNN Ti4c –0.37 –0.09 0.28
Anatase:
(101) Ti5c –0.81 –0.52 0.29 –0.73
h –0.69i
–0.95j –0.66j 0.29j
(101)+VO O2c –1.22 –2.45 –1.23
NN Ti5c –0.75 –0.55 0.20
NNN Ti5c –0.57 –0.43 0.14
(100) Ti5c –0.70 –1.15 –0.46 –0.74
j –0.78j –0.03j
(100)+VO O2c –1.11 –2.22 –1.11
NN Ti5c –1.11 –2.24 –1.14
NNN Ti5c –0.51 –1.25 –0.74
(001) Ti5c –0.58 –2.33 –1.76 –1.15
j –2.84j –1.68j
–1.25k
(001)+VO O2c –1.05 –3.06 –2.01
NN Ti5c –0.34 –2.47 –2.13
NNN Ti5c –0.64 –2.46 –0.64
a Ref. 39: PBE, Θ = 1/8, 4 layer TiO2 slab, one–sided adsorption with passivation.
b Temperature-programmed desorption: adsorption energies as a function of coverage (71− 9Θ) kJ/mol [Ref. 50], (70− 7Θ) kJ/mol
[Refs. 51 and 52], and (80− 35Θ) kJ/mol [Ref. 52], respectively, interpolated into Θ = 1/8 and converted into eV units.
c Ref. 53: PBE, Θ = 1/3 for (110) surface and Θ = 1/4 for (100) surface, 4 layer TiO2 slab, one–sided adsorption.
d Ref. 54: RPBE, Θ = 1/4, 5 layer TiO2 slab, two–sided adsorption.
e Ref. 55: PBE, Θ = 1/4, 4 layer TiO2 slab, one–sided adsorption.
f Ref. 56: PW91, Θ = 1/5, 5 layer TiO2 slab, two–sided adsorption.
g Ref. 57: PBE and PBE+U with U = 4.2 eV, Θ = 1/8, 4 layer TiO2 slab, one–sided adsorption with passivation.
h Ref. 58: PBE, Θ = 1/4, 4 layer TiO2 slab.
i Ref. 59: Temperature-programmed desorption.
j Ref. 60: PBE, Θ = 1/9− 1/4 depending on surface, 8 layer TiO2 slab with 4 bottom layers fixed, one–sided adsorption.
k Ref. 42: PBE, Θ = 1/6, 4 layer TiO2 slab, one–sided adsorption.
9result is 1.54 eV and is a factor of 2–3 larger. Note, how-
ever, that because of the use of different supercells for
rutile (110) and anatase (101) in DFT, the comparison
we make above is approximate.
A more precise comparison between TB and DFT
can be made for energy differences corresponding to ex-
changes of VO between titania layers as well as for the
complex TiO2 vacancy. For the latter we again find that
our TB model overestimates Ef (VTiO2) by a factor of
two. Similar overestimation is found for the vacancy
jump in rutile (110). The agreement between TB and
DFT is only semi quantitative, yet we find it encourag-
ing that in the absence of any specific effort the model
already provides meaningful results. We expect that the
model can be further improved to capture events at re-
duced titania surfaces better. It is conceivable for in-
stance that the overestimation of vacancy formation en-
ergies is due to the omission of spin polarization effects
in our model, as it leads to the reduction of degrees of
freedom for the electronic subsystem.
To proceed, we now consider vacancy exchanges at
anatase (101) and rutile (110) surfaces. It was discov-
ered by Cheng and Selloni (see Ref. 46 and references
therein) that DFT GGA (PBE) predicts subsurface VO
to be lower in energy than VO at the surface layer as
seen in Table V (the layer 4 vacancy site is situated di-
rectly below the layer 1 vacancy site). PBE+U results
are not conclusive in this respect: the layer 4 vacancy
is more stable than layer 1 vacancy at U = 2.5 eV but
at U = 4.5 eV this is reversed. In a more recent study
combining STM measurements and hybrid PBE0 calcu-
lations, the subsurface vacancy was again found more
favorable.48 In our TB model the preference of the sub-
surface site is not reproduced: the TB prediction is that
the layer 1 → layer 4 jump costs 0.38 eV, which agrees
with the PBE+U result of 0.33 eV (with U = 4.5 eV)
but disagrees with plain PBE and hybrid PBE0 values of
–0.22 eV46 and –0.61 eV,48 respectively.
For rutile (110) the first layer vacancy is the lowest en-
ergy according both to TB and DFT, although TB again
overestimates the energy of the vacancy jump from the
bridging oxygen row into the in-plane position in the sur-
face layer by a factor of two. Note in passing that our TB
model predicts the following ordering of surface vacancies
in energy: rutile (110) < anatase (001) ' rutile (100) <
rutile (001) ' anatase (100) < anatase (101). In fact it is
well known that oxygen vacancies at the (110) surface of
rutile are easily created by thermal annealing,3 whereas
oxygen vacancies at anatase (101) have such high energy
that they migrate into the bulk of the material during
annealing.48
It is interesting that surface vacancy formation ener-
gies do not show any correlation with surface energies.
In particular, the vacancies with the highest and lowest
energy from the above list are those at rutile (110) and
anatase (101), which are both the lowest energy surfaces
of rutile and anatase, respectively.
VI. ADSORBED WATER MOLECULES
One of the reasons for developing our TB model in the
way we did, was to make it possible to simulate complex
systems with both titania and water present. An isolated
water molecule adsorbed on TiO2 surfaces is, perhaps,
the simplest type of a water–titania system. Yet it would
be impossible to study the adsorption of water into an
oxygen vacancy if oxygen of water and oxygen of titania
were not the same species. Below, in Sec. VI A, we look
first into the water adsorption on ideal TiO2, and then,
in Sec. VI B, present our results for the adsorption on
reduced titania.
A. Adsorption at ideal surfaces
Water readily adsorbs on TiO2 as has been known since
the seminal discovery of the fact that titania can split
adsorbed water into O2 and H2 molecules by means of
photolysis.65 Nevertheless, the question as to whether
a single water molecule dissociates on the (110) surface
of rutile still remains under intensive debate. Most ex-
perimental studies suggest that water molecules should
dissociate on all titania surfaces except perfect unre-
constructed rutile (110) and anatase (101).3,5 However,
some recent experimental studies of ideal rutile (110) ter-
races report dissociated water molecules which are not
related to oxygen vacancies, surface steps, or other types
of surface defects.66,67 An interesting explanation was
proposed by Walle et al.68 who suggested that water
molecules already dissociated at VO could impede the
dissociation for other molecules, which is why the dis-
sociated molecules are observed in some studies and not
observed in others.
Theoretical computations (mostly DFT) produce re-
sults of either type, as the water adsorption energies,
both in the associated (molecular) state, Emolads , and in
the dissociated state, Edisads, strongly depend on computa-
tional details, such as the coverage, slab width, relaxation
constraints, and the exchange–correlation functional em-
ployed. This is illustrated in Table VI in which we cite
a few (out of many) recent calculations corresponding to
coverage Θ = 1/4 and lower, and to slab thickness of at
least four TiO2 trilayers.
Our TB results for rutile (110) favor dissociated water
in agreement with Refs. 39 and 54 and in disagreement
with Refs. 53, 55, and 56. In its absolute value, Emolads
is in excellent agreement with DFT results and experi-
ment, but Edisads seems overestimated. In order to get a
better understanding of the water dissociation process,
we made a number of MD NVT simulations 50 ps long
at temperatures 300 K, 400 K, 500 K, and 600 K. Since
TB predicts Edisads almost twice as negative as E
mol
ads , one
would expect dissociation to happen straight away. How-
ever, only in one simulation did we observe water disso-
ciation at T = 500 K. At 300 K and 400 K we did not
detected any events, at 500 K water molecules mostly
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FIG. 3. (color online) Equilibrium geometry of a 234 atom anatase cluster obtained with DFT GGA (PBE)64 (left panel) and
with TB (right panel). Titanium and oxygen atoms are shown with green and blue spheres, respectively. Arrows (same on
both panels) show the direction and relative magnitude of the spontaneous dipole which the clusters develop: 11.18 D in the
PBE relaxed geometry (pink arrow) and 12.04 D in the TB relaxed geometry (light blue arrow).
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FIG. 4. (color online) Same as Fig. 3 except for a bigger
cluster (1233 atoms). The difference between geometries ob-
tained by DFT GGA (PBE)64 and TB is indistinguishable
on the figure scale, thus only one instance of the cluster is
shown. Pink and light blue arrows correspond to dipoles
11.32 D (PBE–relaxed geometry) and 10.87 D (TB–relaxed
geometry), respectively.
diffused along the surface instead of dissociating, and
at 600 K they moved along rows of bridging oxygens,
jumped over them, formed hydrogen bonds with bridg-
ing oxygens, and eventually left the surface. It is possible
that the observed behavior might be relevant to the reluc-
tance of water to dissociate on the perfect (110) surface
of rutile.
For the water adsorption on rutile (100) surface, TB
predicts the dissociated and non-dissociated states to be
close in energy, with a slight preference for the dissocia-
tion. PBE calculation by Kamisaka and Yamashita53 fa-
vors the non-dissociated state by 0.25 eV (see Table VI),
whereas experimentally both dissociative and molecular
adsorption are observed—the current view is that water
initially adsorbs dissociatively, followed by the molecular
adsorption at higher coverage.3
The rutile (001) surface (see Table IV) has only four-
fold coordinated Ti4c and twofold coordinated O2c ex-
posed. As a result, it is less stable than other surfaces
and tends to facet or reconstruct. Hence, it is not a
common subject for experimental and theoretical inves-
tigation. A few existing studies agree on the dissociative
water adsorption.3 TB also predicts that dissociative ad-
sorption is favored by 0.37 eV.
In the anatase part of Table VI we observe a good
agreement between TB results and DFT results for all
three surfaces: (101), (100), and (001). Dissociation is
not favored for anatase (101), but is favored on (100)
and (001) surfaces, in the latter case with a sizable en-
ergetic effect. This is the only case in which the dis-
sociation occurs straight away in the MD simulations,
and it takes only 3–6 ps to happen. A large negative
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Edisadsfor the anatase (001) surface is also found in DFT
GGA calculations.42,60
Overall we conclude that our TB model adequately de-
scribes the principal features related to water adsorption
and dissociation at ideal stoichiometric titania surfaces.
B. Adsorption at reduced surfaces
Experiment suggests that the adsorption of a water
molecule into an oxygen vacancy at the (110) surface
of rutile should lead to straight decomposition of H2O
into two hydroxyl groups situated next to each other
in the bridging oxygen row.5 DFT53,57 and PBE+U57
simulations confirm that the dissociated molecule has a
large negative adsorption energy, especially within the
PBE+U approach (see the “(110) + VO” row in Ta-
ble VI). The TB prediction is that both Emolads and E
dis
ads
are large and negative, with Edisads being lower. That
means that the adsorbed H2O molecule should dissoci-
ate, in apparent agreement with experiment.
A closer inspection of the TB data, however, reveals
that it is more favorable for an adsorbed molecule on the
reduced surface to move onto a nearest neighbor (NN)
Ti5c site and then further down to the next nearest neigh-
bor (NNN) or third nearest neighbor (3NN) Ti5c site and
to dissociate there. In fact, that was exactly the behavior
we observed in an MD NVT simulation of H2O adsorbed
into the oxygen vacancy on rutile (110), at least in the
initial stages of the simulation: the molecule eventually
vacates the VO site and moves along the [001] direction to
the NNN Ti5c site. We never managed to observe disso-
ciation in our relatively short runs for reasons discussed
in Sec. VI A. This scenario, however, is not supported by
DFT results,57 according to which H2O dissociation at
VO corresponds to the lowest energy, both in PBE and
PBE+U . Note in passing that TB adsorption energies
appear a factor of two larger than their DFT counter-
parts.
Rutile (100) is another surface for which there are
DFT data with which to compare. Kamisaka and
Yamashita53 report Edisads for water in the vacancy to be
lower than Emolads at the regular Ti5c site on the ideal sur-
face, which is in turn lower than Edisads on the ideal sur-
face: Edisads(reduced) < E
mol
ads (ideal) < E
dis
ads(ideal). Our
TB prediction is exactly the opposite: Edisads(reduced) >
Emolads (ideal) > E
dis
ads(ideal). As a matter of fact, TB re-
sults for the rutile (100) surface stand out from those for
other surfaces. For instance, molecular adsorption into
VO results in significant relaxation of the top layer dur-
ing which the O atom of adsorbed water molecule breaks
its bond with one of the neighboring Ti atoms and tries
to reach out to another O atom from the opposite row
to form a H-bond with it. This leads to a pronounced
distortion in surrounding atoms resulting in a positive
Emolads . It would be interesting to investigate the reduced
rutile (100) surface with water using a more accurate ap-
proach, although there is, of course, a possibility that
FIG. 5. (color online) A snapshot of MD simulation of the
230 atom anatase cluster with 15 water molecules at T =
500 K. Green spheres are Ti atoms, red spheres are H atoms,
blue and light blue spheres are O atoms of water and titania,
respectively. O of course is the same species in both cases, it
is painted differently only for convenience.
some of TB predictions can be just an artefact of the
present model.
For all other reduced surfaces listed in Table VI, TB
predicts that water dissociation at an oxygen vacancy al-
ways leads to the lowest energy. This is true even for
anatase (101) for which dissociation at the ideal surface
is unfavorable. This is a plausible result, although more
generally it seems that the good performance of the TB
model observed for water adsorption at ideal surfaces
somewhat worsens for reduced titania surfaces.
VII. ANATASE CLUSTERS
There has been a surge of interest in titania clusters
lately. TiO2 clusters are easy to prepare and they keep
a good degree of crystallinity down to nanometer sizes.
Nanosize samples are found to possess a number of at-
tractive features, such as enhanced electrical properties
and photocatalytic activity (see Refs. 69 and 70, and ref-
erences therein). Expected enhancement of the surface
reactivity of nanoclusters compared to macroscopic sam-
ples could be equally important. In this section we re-
strict ourselves to the anatase polymorph since this is the
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stable form of TiO2 clusters smaller than 14 nm.
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A. Free standing clusters
We begin by considering isolated stoichiometric clus-
ters of anatase. A typical shape of a cluster shown in
Fig. 3 for a 234 atom cluster and in Fig. 4 for a 1233 atom
cluster has {101}, {100}, and {001} faces exposed. The
equilibrium Wulff shape of anatase crystals according to
DFT surface energies and that found in natural minerals
has only {101} and {001} facets.3 However, the equilib-
rium shapes of small particles can differ from the Wulff
shape since the Wulff construction neglects any energy
associated with edges and corners.69 In particular, the
{100} facet was indeed detected in anatase powder.3
The geometry of the clusters shown in Figs. 3 and 4
was optimized using DFT GGA (PBE)64 and TB meth-
ods. The relaxed atomic positions significantly deviate
from the initial ideal bulk positions (not shown), but in
both cases the relaxation process ends up in similar ge-
ometries. This can be seen from the comparison of DFT
relaxed (left panel) and TB relaxed (right panel) struc-
tures of the 234 atom cluster in Fig. 3. A relaxation of
the 1233 atom cluster results in geometries practically
indistinguishable on the plotted scale, therefore in Fig. 4
we show only the TB relaxed cluster.
A closer inspection of the TB results reveals that
during atomistic relaxation clusters develop spontaneous
dipole moments losing in the process the original sym-
metry of the cluster. The dipole was found both in the
relaxed TB geometry and in the relaxed DFT geometry
as indicated in Figs. 3 and 4 with blue and pink arrows,
respectively. The loss of symmetry and spontaneous po-
larization of the clusters is an interesting effect which
might not be completely surprising given the propensity
of titania to ferroelectricity. Thus, a ferroelectric phase
transition at negative pressure p ' −4 GPa was predicted
by Montanari and Harrison on the basis of DFT analysis
of phonon modes in rutile.72
The magnitude of the spontaneous dipole in anatase,
namely about 10 D, is modest but non negligible—for
comparison, the dipole of a water molecule in the gas
phase is only 1.84 D. The formation of a spontaneous
electrostatic dipole in water clusters with radius up to
3 nm was observed by Lever et al.73 in DFT and force
field simulations. It remains to be seen whether these
effects are related.
B. Anatase cluster with water
We consider next the interaction of an anatase cluster
and water molecules. There are a number of interesting
questions one can immediately pose, such as: (i) Do the
adsorption preferences of water molecules follow those at
flat surfaces? (ii) Do water molecules dissociate better
on clusters compared to planar semi infinite surfaces?
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FIG. 6. (color online) Fraction of water molecules, nw/n
tot
w
(where ntotw = 15) adsorbed on 5-fold coordinated titanium
atoms Ti5c (blue line), 4-fold coordinated titanium atoms Ti4c
(black line), and of unattached molecules (red line) collected
along the trajectory of three NVT simulations at 300 K (top
panel), 400 K (middle panel), and 500 K (bottom panel). See
Table VII for the average quantities.
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TABLE VII. Temperature T , length of production run τ ,
average proportion of water molecules adsorbed on facets
(water/Ti5c), on edges/corners of the cluster (water/Ti4c),
and of unattached molecules (see Fig. 6 for the trajectory pro-
files). The last two lines show the average number of H-bonds
formed between two water molecules 〈Ow–H· · ·Ow〉 and be-
tween a water molecule and titania’s O atom 〈Ow–H· · ·Ot〉
(see Fig. 7 for the respective histograms).
T [K] 300 400 500
length of MD run τ [ps] 144 134 152
〈n(water/Ti5c)〉/ntotw 45.87% 53.08% 42.61%
〈n(water/Ti4c)〉/ntotw 52.99% 45.98% 33.34%
〈n(unattached water)〉/ntotw 0 0.02% 22.82%
〈Ow–H· · ·Ow〉 0.17 0.068 0.0066
〈Ow–H· · ·Ot〉 20.99 20.69 13.13
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FIG. 7. Histograms showing the the number of hydrogen
bonds (a) between two water molecules; and (b) between a
water molecule and titania’s oxygen atom (Ot). See Table VII
for the average number of H-bonds.
(iii) What roˆle is played by edge and corner atoms of a
cluster? And ultimately, (iv) Are cluster surfaces more
reactive than those of semi infinite crystals?
In order to obtain some insight into these questions we
made an MD simulation in a canonical ensemble at three
temperatures: T = 300 K, 400 K, and 500 K. For our
simulation we employ a 230 atom anatase cluster from
Ref. 74. It has 78 TiO2 units and four oxygen vacancies,
so it is a reduced titania sample. Contrary to the similar
234 atom stoichiometric cluster shown in Fig. 3, it does
not have any “loose” oxygen atoms, such as those seen
in the equatorial plane in Figs. 3 and 4, which makes it
more suitable for MD simulations.
We first statically relaxed the cluster with 15 water
molecules randomly placed around it until forces were
smaller than 10−4 Ry/Bohr. In the relaxed configura-
tion, all 15 H2O molecules absorb on the surface, forming
bonds with Ti atoms. The average adsorption energy per
molecule, –0.82 eV, can be compared to those at planar
surfaces Emolads (101)= −0.81 eV, Emolads (100)= −0.70 eV,
and Emolads (100)= −0.58 eV, whereas the corresponding
vacancy adsorption energies are by 0.4 eV lower (see Ta-
ble VI). The HOMO–LUMO gap of the relaxed cluster,
2.0 eV, is significantly reduced compared to the band gap
of bulk anatase, 3.35 eV in our model (see Table III). The
static relaxation step was followed by 120–160 ps of equi-
libration, after which we collected data during the next
130–150 ps of production run (see Table VII).
One of the snapshots, shown in Fig. 5, demonstrates
a few typical features of molecular arrangement during
MD simulations. A number of water molecules indeed
attach to the (101) faces of the cluster which provide the
lowest adsorption energy for planar surfaces, at least in
our model. We also note five H2O molecules attached to
the edge of the (001) face (two at the top, and three at
the bottom of the cluster in Fig. 5) that lean toward the
(101) facet and form H-bonds with O atoms on it. This
configuration appears to be very stable, it persists in all
three MD simulations with minor modifications. There
are also two water molecules on the right hand side of
the cluster (in the equatorial region) that form an H-
bonded chain Ti–Ow–H· · ·Ow–H· · ·Ot (here and below
Ow and Ot denote oxygen atoms of water and titania,
respectively). This is a significantly less frequent event.
And on the opposite side of the cluster, there is a water
molecule moving along the surface and forming H–bonds
along its way.
A surprising result coming from our simulation is the
fact that none of the H2O molecules dissociated in any
of the MD runs. Even a molecule adsorbed on the (001)
face, for which it takes only 3–6 ps to dissociate on an
infinite (001) surface (see Sec. VI A), stays intact and ei-
ther leans toward the (101) facet or diffuses away along
the cluster. One of the reasons for high reactivity of the
(001) surface of anatase towards water dissociation is a
rather strained geometry of the surface layer.42 However,
it is much easier to reduce such strain for atoms in a
small cluster compared to a semi infinite crystal. Per-
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haps, that can explain the reluctance of water molecules
to dissociate. More generally, there are indications that
water should dissociate more readily on anatase clusters
compared to macroscopic crystals (see Ref. 75 and refer-
ences therein). Our simulations do not corroborate this
expectation, at least not for a nanocluster as small as
2 nm in size.
We consider next the competition between adsorption
onto facets, edges, and corners of a nanocrystallite. To
formally distinguish between these sites we use the O
coordination number of Ti atoms evaluated in the initial
bulk truncated geometry of the cluster. Bulk atoms have
6 oxygen neighbors, surface atoms have 5, whereas edge
and corner atoms have 4 neighbors each. We keep this
classification of Ti atoms along all three MD trajectories,
assuming that Ti–Ot bonds do not cleave or reform.
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The relative number of adsorbed water molecules taken
along the trajectories is shown in Fig. 6. There are 12
Ti4c atoms and 40 Ti5c atoms in the cluster. However,
the T = 300 K results show that the adsorbed molecules
split almost equally between two types of sites, with the
Ti4c even having some advantage (53% vs. 46% according
to Table VII). This indicates that edges and corners are
more favorable than the (101), (100), and (001) facets.
In the T = 400 K simulation, this picture changes to its
opposite: now 46% water molecules occupy Ti4c sites and
53% molecules adsorb on Ti5c. This is a clear manifesta-
tion of the entropic contribution to the free energy since
40 Ti5c sites have larger configurational entropy than 12
Ti4c sites. If the trend continues, one would expect oc-
cupations to tend to 23% and 77% in the hypothetical
high temperature limit. However, at T = 500 K both
occupations decrease to 33% and 43%, respectively, be-
cause at this temperature the onset of water evaporation
is observed on the simulation time scale. By the end of
150 ps of equilibration, the 500 K system has already lost
three out of 15 water molecules. The fourth molecule flew
away after 90 ps of the production run (see red line in
Fig. 6). Overall, in the adsorption behavior we clearly
see an interplay between potential energy and entropic
contribution, affected by adsorbate evaporation at higher
temperatures.
Finally, we look at the formation of hydrogen bonds in
the system. Do water molecules prefer to form H-bonds
with the substrate or with each other? The answer is the
former, as is clear from Table VII and Fig. 7. This is not
because the Ow–H· · ·Ot bond is much stronger than the
Ow–H· · ·Ow bond but rather because the Ow–H· · ·Ot
bonds are formed in addition to the adsorption onto Ti
sites (see Fig. 5), so it is in fact the competition between
the Ti–Ow–H· · ·Ot and Ow–H· · ·Ow bonds. Not sur-
prisingly, only a small fraction of frames have at least
one water–water H-bond (15% at 300 K, 7% at 400 K,
and less than 1% at 500 K, see Fig. 7a).
Ow–Ot bonds, on the other hand, are formed fre-
quently, with more than one bond per molecule on av-
erage. With temperature increasing, one would expect
the Gaussian–type distribution of H-bonds, such as those
shown in Fig. 7b, to widen. This is indeed the case for
T = 300 K and T = 400 K. The T = 500 K curve is
significantly shifted to the left due to the loss of some
water molecules. In addition, the distribution appears
less spread than the one at T = 400 K, for which we do
not have any clear explanation at the moment.
VIII. DISCUSSION AND CONCLUSIONS
We have described a lengthy and complicated fitting
procedure leading to a multi-parameter tight binding
model. Nevertheless it is remarkable that the resulting
model is able faithfully to reproduce a number of non
trivial properties of TiO2 that are normally controver-
sial and uncertain even at the level of DFT and quantum
chemistry calculations. In addition by combining and
merging this model with our parallel work on water, we
are able to make predictions about the reactive behavior
of water at TiO2 surfaces, in simulations that are beyond
the capability of other methods due to the large length
and time scales involved. It is due to this success as well
as that reported in the accompanying papers1,2 that we
can claim to have created a “universal” TB scheme that
amounts essentially to a computational tool that is freely
available to the community.27 In fact it is worth recall-
ing some of the phenomena that we are able to describe
with a single parameterization of the the oxygen atom:
these include, the O–O radial distribution function in wa-
ter and an explanation of the “fifth neighbour”;2 proton
transfer and enolization in aqueous solvent;1 transferable
and quantitatively accurate description of single and dou-
ble carbon–oxygen bonds;1 the dissociation of water on
TiO2 surfaces—both stoichiometric and reduced.
We must emphasize that our approach is radically dif-
ferent compared to recent TB models.78–81 Those authors
take the view that an optimal TB parameter set may
be discovered by explicit DFT calculations or the fit-
ting of bond integrals and on-site energies to directly
calculated integrals over projections from Kohn–Sham
orbitals. This is of course an attractive approach, but
in our view this leaves little room to move in the pa-
rameter space once the more fundamental parameters
are firmly established. In particular the volume or bond
length dependence of the on-site energies is implicit in
any DFT calculation but is absent in almost all TB mod-
els. In addition the pair potentials are much more diffi-
cult to extract from a DFT calculation, except by sim-
ple subtraction of the total and band energies. As we
have shown in this series of papers, careful negotiation is
needed between parameter sets in order to obtain a uni-
versal model. Furthermore the nature of the hydrogen
bond, which is particularly elusive, needs to be granted
particular attention and is at any event beyond the reach
of ab initio DFT.
In conclusion, we have demonstrated a TB model for
TiO2 and presented detailed results of simulations of
both the infinite solid, semi infinite solid, and nanocrys-
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talline free standing clusters. In each case we have made
comparisons with established and speculative results of
experiments and more accurate calculations. We have
discussed the question of water adsorption at both sto-
ichiometric and reduced surfaces and described condi-
tions under which it would be expected that the water
will dissociate. Finally, we use the model to explore the
adsorption of water on anatase nanoparticles at different
temperatures and demonstrate the interplay between ad-
sorption at facets, facet edges and corners, as well as be-
tween the potential energy and configurational entropy.
This work will be followed by large scale simulations
probably leading to new predictions of the behavior of
water at TiO2. In the near future we expect to be able
to model an entire process in catalysis at nanoparticle
surfaces.
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