We introduce the notion of (A, B)-colouring of a graph: For given vertex sets A, B, this is a colouring of the vertices in B so that both adjacent vertices and vertices with a common neighbour in A receive different colours. This concept generalises the notion of colouring the square of graphs and of cyclic colouring of plane graphs. We prove a general result which implies asymptotic versions of Wegner's and Borodin's Conjecture on these two colourings. Using a recent approach of Havet et al., we reduce the problem to edge-colouring of multigraphs and then use Kahn's result that the list chromatic index is close from the fractional chromatic index.
Introduction
Most of the terminology and notation we use in this paper is standard. All our graphs and multigraphs will be finite. A multigraph can have multiple edges; a graph must be simple. We will not allow loops. The vertex and edge set of a graph G are denoted by V (G) and E(G), respectively (or just V and E, if the graph G is clear from the context).
Given a graph G, the chromatic number of G, denoted χ (G) , is the minimum number of colours required so that we can properly colour its vertices using those colours. If we colour the edges of G, we get the chro-matic index, denoted χ (G). The list chromatic number or choice number ch(G) is the minimum value k, so that if we give each vertex v a list L(v) of at least k colours, then we can find a proper colouring in which each vertex gets assigned a colour from its own private list. The list chromatic index is defined analogously for edges.
The square G 2 of a graph G is the graph with vertex set V (G), with an edge between any two different vertices that have distance at most two in G. A proper vertex colouring of the square of a graph can also be seen as a vertex colouring of the original graph satisfying:
• vertices that are adjacent must receive different colours, and • vertices that have a common neighbour must receive different colours. Another way to formulate these conditions is as "vertices at distance one or two must receive different colours". This is why the name distance-two colouring is also used in the literature.
In this paper we consider a colouring concept that generalises the concept of colouring the square of a graph, but that also can be used to study different concepts such as cyclic colouring of plane graphs (definition will be given later).
Let A and B be two subsets of the vertex set V . (Note that we do not require A and B to be disjoint.) An (A, B)-colouring of G is an assignment of colours to the vertices in B so that:
• vertices of B that are adjacent must receive different colours, and • vertices of B that have a common neighbour from A must receive different colours. When each vertex v ∈ B has its own list L(v) of colours from which its colour must be chosen, we talk about a list (A, B)-colouring.
We denote by χ(G; A, B) the minimum number of colours required for an (A, B)-colouring to exist. Its list variant is denoted by ch(G; A, B), and is defined as the minimum integer k so that for each assignment of a list L(v) of at least k colours to vertices v ∈ B, there exists a proper (A, B)-colouring of G in which the vertices in B are assigned colours from their own lists.
Notice that we trivially have χ(G) = χ(G; ∅, V ) and χ(G 2 ) = χ(G; V, V ); and the same relations holds for the list variant. In the case A = B = V , there exist plenty of graphs G that require Ω(∆(G)
2 ) colours (where ∆(G) = ∆(G; V, V ) is the normal maximum degree of a graph). But for planar graphs, it is known that a constant times ∆(G) colours is enough (even for list colouring).
Following Wegner's Conjecture on colouring the square of planar graphs (see also the next subsection), we propose the following conjecture for planar graphs. 
If A = ∅ (hence ∆(G; A, B) = 0) and B = V , then the Four Colour Theorem means that the smallest possible value for c 1 is 4. The fact that planar graphs are 5-list colourable but not always 4-list colourable, shows the smallest possible value for c 2 is 5.
Our main result is that Conjecture 1.1 is asymptotically correct. To prove Theorems 1.1 and 1.2 we can as well assume that A contains all vertices of degree at most ∆ (G; A, B) . To simplify things, define 
The organisation of the paper is as follows: In the rest of this section we discuss two special consequences of our results. These special versions also show that the term 3 2 ∆(G; A, B) in these results is best possible. The main steps in the proof of Theorem 1.3 can be found in Section 2. The proof of Theorem 1.4 is given in Section 3. In Section 4 we discuss some of the algorithmic aspects of our work.
The full proofs can be found in the paper [2] .
Colouring the Square of Graphs
A vertex colouring of the square of a graph G will need at least ∆ + 1 colours, and the greedy algorithm shows that it is always possible to find a colouring of G 2 with ∆ 2 +1 colours. Diameter two cages show that there exist graphs that in fact require ∆ 2 + 1 colours. Regarding the chromatic number of the square of a planar graph, Wegner [22] posed the following conjecture (see also the book of Jensen and Toft [12] ), suggesting that far less than ∆ 2 + 1 colours suffice. 
Wegner also gave examples showing that these bounds would be tight. For even ∆ ≥ 8, these examples are sketched in Figure 1 Our proof of Theorem 1.1 uses several ideas from the proof in [9] . A detailed description of the differences are given in the full paper [2] .
Note that planar graphs do not have a K 3,3 -minor. In fact, for every surface S, there is a constant k so that all graphs embeddable on S do not have K 3,k as a minor. This proves that the first order term 3 2 ∆ in Wegner's Conjecture is asymptotically achievable for graphs embeddable on any fixed surface. Note that K 3, 7 has K 4 as a minor, and for K 4 -minor free graph we actually know the exact results (see [10, 16] ). Lih, Wang and Zhu [16] showed that the square of K 4 -minor free graphs with maximum degree ∆ has chromatic number at most 
Cyclic Colourings of Plane Graphs
A plane graph G is a planar graph with a prescribed planar embedding. The size (number of vertices in its boundary) of a largest face of G is denoted by ∆ * (G). A cyclic colouring of a plane graph G is a vertex colouring of G such that any two vertices incident to the same face have distinct colours. The minimum number of colours required in a cyclic colouring of a plane graph G is called the cyclic chromatic number χ * (G). This concept was introduced by Ore and Plummer [18] , who also proved that χ * (G) ≤ 2 ∆ * (G) for a plane graph G. Borodin [4] (see also Jensen and Toft [12, page 37]) conjectured the following.
The bound in this conjecture is best possible as Figure 1 (b) shows.
Borodin [4] proved Conjecture 1.3 for ∆ * = 4. For general values of ∆ * , the original bound χ * (G) ≤ 2 ∆ * of Ore and Plummer [18] was improved by Borodin et al. [7] to χ * (G) ≤ 9 5 ∆ * . The best known upper bound is due to Sanders and Zhao [19] : χ * (G) ≤ 5 3 ∆ * . Although Wegner's and Borodin's Conjectures seem to be closely related, nobody has ever been able to bring to light a direct connection between them. Most of the results approaching these conjectures use the same ideas, but up until this point (as far as the authors know) no one had proved a general theorem implying both a result on the colouring of the square and a result on the cyclic colouring of plane graphs.
To show that Theorem 1.1 provides an asymptotically best possible upper bound for the cyclic chromatic number of plane graphs G, we use a simple construction. Consider a plane graph G and for each face f of G, add a vertex x f and call X F the set of vertices that were added to G. For any face f of G, and any vertex v incident with f , add an edge between v and x f . We denote by G F the graph obtained from G by this construc-
. We get the following corollary of Theorem 1.1.
Corollary 1.3. Every plane graph G of maximum face degree ∆
* has cyclic list chromatic number at most
Proof of Theorem 1.3
We use the terminology and notation from the previous section. Throughout this section we assume that G = (V, E) is a plane graph with B ⊆ V , and β is a positive integer. Our goal is to show that for all ε > 0, if we take β large enough, then for every assignment L(v) of at least 3 2 + ε β colours to the vertices v ∈ B, there is a list (B β , B)-colouring of G where each vertex in B receives a colour from its own list. In other words, we want an assignment c(v) for each v ∈ B so that:
• for all u, v ∈ B with a common neighbour in B β (i.e., with a common neighbour of degree at most β) we have c(u) = c(v).
The First Steps
A β-neighbour of v is a vertex u = v, so that u and v are adjacent, or u and v have a common neighbour in B β . Denote the set of β-neighbours of v by N β (v), and its number by d β (v). Note that we have
For P, Q ⊆ V , the set of edges between P and Q is denoted by E(P, Q), and the number of edges between P and Q by e(P, Q) (edges with both ends in P ∩ Q are counted twice). An important tool in our proof of Theorem 1.3 is the following structural result. 
The complete proof of Lemma 2.1 can be found in the full paper [2] . In the proof we obtain γ = 132 and γ = 1060, values that are probably far from best possible. The important point, to our mind, is that these are constant. Here we give a sketch of the first part of the proof.
Sketch of the proof of Lemma 2.1
The proof uses the discharging method. In the first step, we reduce the graph to the following case: (a) The graph G is 2-connected and all its faces have degree three. Now suppose that G does not contain any of the structures (S1) or (S2), so that in order to prove Lemma 2.1, we only need to prove that G contains structure (S3). One can observe that: (b) All vertices have degree at least three. Denote the resulting charge of an element v ∈ V after applying rules (R1) -(R6) by µ (v). Since the global charge has been preserved, we have v∈V µ (v) = −8.
(c) For all pairs of adjacent vertices u, v we have
By using the observations (d) -(f), we then show that for most v ∈ V , µ (v) is non-negative. We find indeed that for all v / ∈ B β we have µ (v) ≥ 0, and hence we must have v∈B β µ (v) ≤ −8 < 0.
To derive the relevant consequence of this formula, we must make a detailed analysis of the neighbours of a vertex v ∈ B β . We need some extra notations. The plane embedding of G imposes a clockwise order on the neighbours of v. If u is a neighbour of v, then by u − (resp. u + ) we indicate the neighbour of v that comes before (resp. after) u in that order. Similarly, we denote by u −− (resp. u ++ ) the neighbour of v that comes before u − (resp. after u + ) in the same order.
The key speciality of this set is that most neighbours of all vertices v ∈ B β are in M 4b (v). More precisely, we can prove that 
0 . Again, by construction, (X 1 , Y 1 ) satisfies conditions (i) and (ii) of (S3). If it does not satisfy condition (iii) we iterate the process and eventually obtain a pair (X k , Y k ) satisfying conditions (i), (ii) and (iii) of (S3). At this point, we are left to check that X k = ∅ and Y k = ∅. The details of that can be found in [2] .
Applying Lemma 2.1
We continue with a description of how to apply Lemma 2.1 to prove Theorem 1.3, assuming that β ≥ γ . We use induction on the number of vertices of G. By Lemma 2.1, G contains one of (S1), (S2) or (S3). (S3) This is the only non-trivial case. In the remaining of this subsection we describe how to reduce this case to a list edge-colouring problem. In the next subsection, we then describe how Kahn's approach to prove that the list edge-chromatic number is asymptotically equal to the fractional edge-chromatic number can be used to conclude the proof of Theorem 1.3.
Let X and Y be the two disjoint sets as in (S3). This means that every vertex in X has degree at most β. Also recall that by (S3)(i), every vertex y ∈ Y has degree at most four. Moreover, y is adjacent to exactly two vertices of X and the other neighbours of y have degree at most four as well. As in (S3), let X y be the set of the two neighbours of y in X.
Suppose there is a vertex y ∈ Y with y / ∈ B. If N (y) = X y , then contract y to one of its two neighbours in X y . If y has a neighbour u outside X y , then contract the edge uy. Call the resulting graph By the construction of G 0 , it is easy to verify the following statement. Proof. This follows from Lemma 2.1, property (S3)(ii): for every two vertices y, z ∈ Y , if y and z are adjacent or have a common neighbour w / ∈ X, then X y = X z . This proves that the two vertices adjacent in Y or with a common neighbour not in X define parallel edges in H and so will have different colours. If two vertices y 1 and y 2 of Y have a common neighbour in X, e y1 and e y2 will be adjacent in H and so will get different colours. Since we have already removed from the list of vertices in Y the set of forbidden colours (defined by the colours of the vertices in V \Y ), there will be no conflict between the colours of a vertex from Y and a vertex from V \ Y . We conclude that the edge-colouring of H will provide an extension of c to a list (B β , B)-colouring of G. 
Lemma 2.3. Let e = uv be an edge in H. Then we have
|L(e)| ≥ 3 2 +ε β −(d G (u)−d H (u))−(d G (v)−d H (v))− 10.
Proof. If e originated because there was already an edge in G[X], then by construction we have |L(e)| ≥
The lemma follows.
Combining these two observations with the formula in (S3)(iii) immediately gives the required inequality.
At this point, our aim will be to apply Kahn's approach to the multigraph H with the list assignment L, to prove the existence of a proper list edge-colouring for H. This is described in the next subsection.
We summarise the properties we assume are satisfied by the multigraph H and the list assignment L to the edges of H. For these conditions we just consider d G (v) as an integer with certain properties, assigned to each vertex of H.
(H3) For all non-empty subsets W ⊆ V (H) we have:
End of the Proof: The Matching Polytope and Edge-Colourings
We briefly describe the matching polytope of a multigraph, more can be found in [21] .
Let 
following holds. If H is a multigraph and L a list assignment of colours to E(H) so that • H has maximum degree at most ∆; • for all edges e ∈ E(H): |L(e)| ≥ µ ∆;
• the vector x = (x e ) with x e = 1/|L(e)| for all e ∈ E(H) is an element of (1 − δ) MP(H).
Then there exists a proper edge-colouring of H where each edge gets a colour from its own list.
The theorem above is actually not explicitly stated this way in [14] , but can be obtained from the appropriate parts of that paper. Some details of that derivation are given in Subsection 2.5; see also [2] .
The next lemma shows how to use Theorem 2.1 to complete the induction. 
(H3') For all non-empty subsets W ⊆ V (H) we have:
w∈W (D(w)−d(w)) ≤ e H (W, V (H)\W )+γ |W |.
Then for all edges e ∈ E(H)

for e ∈ E(H) is an element of MP(H).
The proof of Lemma 2.5 can be found in [2] . The lemma guarantees that for all ε > 0, there is a β ε , so that for all β ≥ β ε Theorem 2.1 can be applied to a multigraph H with an edge list assignment L satisfying properties (H1) -(H3) stated at the end of the previous subsection. To see this, take δ ε = ε 3 + 2 ε , so 0 < δ ε < 1.
In order to be able to apply Theorem 2.1, we want to prove the existence of β ε,γ such that for any β ≥ β ε,γ , the vector x = (x e ), x e = 1/|L(e)|, is in (1−δ ε ) MP(H).
Let γ be the real number described in condition (H3) and let K γ be the number given by Lemma 2.5. Let b e = (1 − δ ε ) |L(e)|, so by condition (H2) we have
} (where γ, γ are given by Lemma 2.1, β ε,γ and δ ε are related to K γ from Lemma 2.5 as explained above, and ∆ δ ε ,1/2 is according to Theorem 2.1). Then using Lemma 2.5, we can apply Theorem 2.1 which implies that the multigraph H defined in Subsection 2.1 has a list edge-colouring corresponding to the list assignment L. Lemma 2.2 then implies that the colouring c can be extended to a list (B β , B)-colouring of the original graph G. This concludes the induction and completes the proof of Theorem 1.3.
Main ideas of the proof of Theorem 2.1
We present here Kahn's algorithm for list edgecolouring of multigraphs first introduced and analysed in [14] . We suppose that H is a multigraph and L a list assignment of colours to the edges of H so that the conditions of Theorem 2.1 are satisfied.
The algorithm works as follows: A sufficient number of iterations of this colouring procedure results in a graph H I , consisting of all the uncoloured edges at this step, such that with positive probability H I has maximum degree T , for some integer T , and such that the list sizes are at least 2 T (i.e., each uncoloured edge is in at least 2 T of the H I α 's). (Remember that the conditions of Theorem 2.1 imply that the lists are quite large at the beginning.) At this stage it is easy to finish the procedure by a simple greedy algorithm.
Proof of Theorem 1.4
Let γ and γ be as given in Lemma 2.1, and take γ 1 = max (iii) For all non-empty subsets W ⊆ X, we have: 
(the term |Y {x1,x2} \ {y}| is subtracted, since these vertices are counted twice in (d( 
Since Y X = Y by definition of X , e(X , Y \ Y X ) = 0. So using the inequality in (iii) with W = X leads to
These two estimates give d β (y) ≤ 3 2 β + 3 γ + 36 − 3 γ 1 , which contradicts (a), since 4 γ 1 ≥ 3 γ + 37.
If H is a star with at most two leaves, then similar arguments will give a contradiction.
Case 2. H is a star with at least three leaves. For any y ∈ Y , the β-neighbours of y in G are the neighbours of y, the neighbours of y's neighbours of degree four, the neighbours of the centre of the star (there are at most β of these), or the vertices adjacent to all the leaves of the star. Since H has at least three leaves and G is planar, there is at most one vertex of the last type. Subtracting one when y itself appears as one of the types above, we can estimate
Again we find a contradiction with (a), which completes the proof of the theorem. 
Algorithmic Issues
The proof of our main theorem uses three main ingredients: Lemma 2.1, Lemma 2.5 and Theorem 2.1. In this subsection we discuss the algorithmic issues relative to each of these lemmas, all the other parts of the proof (such as constructing the graph H, etc.) are easily seen to be done in polynomial time. The first question would be then: can the proof of Lemma 2.1 be turned into a polynomial time algorithm to find one of the substructures (S1), (S2), or (S3)? It is easy to check that finding (S1) or (S2) is easily done in quadratic time, so the main subtlety would be to find (S3), if neither (S1) nor (S2) appear in the graph. Indeed we suspect this to be a hard problem (which is almost manifest in the condition (iii) required by (S3)). Fortunately in our proof of Theorem 1.3, we do not need this lemma in this strong format. Indeed the only thing we need is to find X and Y such that in addition to conditions (i) and (ii) of (S3), the weaker inequalities of We remark that the two functions g and h are submodular, h is non-negative, and f is the difference of these two submodular functions. Since g is submodular, testing that g is non-negative can be done in polynomial time. Indeed we can use Schrijver's elegant algorithm [20] to find the minimum of g, and g is nonnegative if and only if this minimum is non-negative.
To turn the whole proof into a polynomial time algorithm, we need to slightly modify the proof of Lemma 2.1, in order to take into account the inequality of Lemma 2.4 (property (H3)), i.e., the non-negativity of g. In the current proof, we inductively define smaller pairs (X i , Y i ) such that at some point (X k , Y k ) is the desired pair of Lemma 2.1 (and then we take X = X k and Y = Y k ). Obviously, k is bounded by |V (G)|.
In the modified proof we start with X = B β and Y = v∈B β M 4b (v) (this corresponds to i = 0). At each step, conditions (i) and (ii) of (S3) are automatically satisfied, and we should just check if the set of inequalities f ≥ 0 are satisfied for all Z ⊆ X. We modify this step: instead check whether g(W ) ≥ 0 for any W ⊆ X. If not, then we find a set Z such that g(Z) < 0, and, a fortiori, f (Z) = g(Z)−h(Z) < 0. Now, using this Z, update X and Y in a similar way as is done in the proof of Lemma 2.1. If we have g(W ) ≥ 0 for all W ⊆ X, we stop, even though the stronger inequalities f ≥ 0 could be violated. The only thing we should check is that X and Y are non-empty, but this follows exactly as in the proof of Lemma 2.1 (see [2] ).
Lemma 2.5 is essentially used to guarantee the existence of a hardcore distribution with marginal vector equal to x = (x e ), x e = 1/|L(e)| (see [2] ). Given a vector x, the problem of finding activities (λ e ) which result in the marginal vector x is clearly an inverse problem. In [3] this problem is investigated, and in particular it is shown that if the vector x is strictly inside the matching polytope (i.e., if x ∈ (1 − δ) MP(G) for some constant δ > 0), then it is possible to approximately find the activities (λ e ). Approximately is measured with respect to a given positive real η, so one can find in time polynomial in |G| and η −1 , some activities (λ e ) resulting in a hardcore distribution with marginal vector y = (y e ) such that for each e ∈ E(G) we have (1 − η) x e ≤ y e ≤ (1 + η) x e .
The proof of Theorem 2.1 uses a semi-randomised algorithm. We can mimic Kahn's algorithm by using the approximate hardcore distribution, defined from the approximate activities (λ e ) we found in the previous step (with some appropriate η = η(ε)). It is then a routine to check that this algorithm provides a colouring of the graph in a polynomial time.
To summarise, the proof of our main theorem can be turned into a semi-randomised algorithm which provides in time polynomial in |V (G)| and ε −1 an (A, B) -colouring of G, provided that all lists have size at least 3 2 + ε ∆ (G; A, B) . We leave the details to the full version of this paper.
