Recently, Suyari has defined nonextensive information content measure with unique class of functions which satisfies certain set of axioms. Nonextensive entropy is then defined as the appropriate expectation value of nonextensive information content [H. Suyari, Phys. Rev E 65 066118 (2002)]. In this comment we show that the class of functions determined by Suyari's axioms is actually wider than the one given by Suyari and we determine the class. Particularly, an information content corresponding to Havrda-Charvát entropy satisfies Suyari's axioms and does not belong to the class given by Suyari but belongs to our class. Moreover, some of the conditions from Suyari's set of axioms are redundant, and some of them can be replaced with more intuitive weaker ones. We give a modification of Suyari's axiomatic system with these weaker assumptions and define the corresponding information content measure.
I. INTRODUCTION
In [3] , Suyari gives a nonextensive generalization of axioms for standard information content [4] . Nonextensive information content is defined as a function I q (p) of two variables q ∈ R + and p ∈ (0, 1], which satisfies the following axioms.
[T0] I 1 (p) = lim q→1 I q (p) = −k ln p, k = 0;
[T1] I q is differentiable with respect to p ∈ (0, 1) and q ∈ R + ,
[T2] I q (p] is convex with respect to p ∈ (0, 1] for any fixed q ∈ R + ;
[T3] there exists a function ϕ : R + → R such that
for any p 1 , p 2 ∈ (0, 1], where ϕ (q) is differentiable with respect to q ∈ R + and lim q→1 dϕ (q) dq = 0, lim q→1 ϕ (q) = ϕ (1) = 0, ϕ (q) = 0 (q = 1) . 
for q = 1, where k is a positive constant and
However, the class of functions which satisfy [T0]∼[T3] is actually wider than the class given by Suyari. For example, the information content given by
clearly does not belong to the class determined by equation (3). On the other hand, (5) obviously satisfies
. Moreover, if we introduce γ p (q) = p 1−q − 1 and δ(q) = 2 1−q − 1, and divide the numerator and denominator with 1 − q, we get
Now, [T0] straightforwardly follows if we take the limit, noting that γ p (q) → 0 and δ(q) → 0 as q → 1 and keeping in mind that lim
In section II we determine the class to which both information contents, (3) and (5), belong. After that, in section III, we show that averaging of information content (5) yields the Havrda-Charvát entropy [2] . (1 + α) 1 α = e, as we have shown in the previous paragraph. In addition, in section IV we give an alternative proof for the information content without use of the differentiability condition from [T1] so that the differentiability condition can be weakened to continuity. 
II. NEW CLASS OF INFORMATION CONTEXT FUNCTIONS -CORRECTION TO SUYARI'S PROOF
where k ∈ R + and (a) α (q) is differentiable with respect to any q ∈ R + and
Remark 1. Positivity of constant k directly follows from the convexity of I 1 (p). Positivity of k further implies nonnegativity of information content (7).
Remark 2. For the case α(q) = −ϕ(q) information content (7) reduces Suyari's information content (3) and the condition (9) reduces to (4).
Proof. Following Suyari [3] , we substitute p 1 = p and p 2 = 1 + ∆ in equation (1) and divide the equation with ∆p. By taking the limit ∆ → 0 on both sides of the resulting equation and using differentiability of I q (p), we obtain dI q (p) dp
where the function β(q) is defined with β(q) ≡ lim
. This can be solved analytically for every q; the rigorous solution is
where C(q) and β(q) are functions of q [5] . If we introduce
expression (11) becomes
For
with
Equality (14) can be satisfied if and only if I q (1) = 0 or I q (1) = − k ϕ(q) . The former case is not allowed since it is inconsistent with [T0]. Accordingly, I q (1) = 0, or equivalently K(q) = 1, and (13) reduces to (7).
We will now prove the property (a). Differentiability of α(q) follows from (7), since I q (p) and ϕ(q) are differentiable with respect to q. Moreover, by use of [T3] we have lim t → e when t → 0, we have
According to [T0], we have lim q→1 I q = −k ln p and property (a) follows. Property (b) can be proven by taking the second derivative of I q (p) with respect to p, which should be nonnegative for any fixed q ∈ R + , since I q (p) is convex by [T2] . Thus, we can derive a constraint
for any q ∈ R + . Since k is positive, the constraint (17) is satisfied if
We will now prove that α(q) ∈ 
and let α(q) ∈ [1, ∞) for some q > 1 (the case 0 < q < 1 can be considered analog). According to (8), for arbitrary small ε > 0 there exists δ > 0 such that |α(q ′ )| < ε for q ′ ∈ (1, 1 + δ). Hence, α(q ′ ) < ε and α(q) ≥ 1 for some q, q ′ > 1. According to the intermediate value theorem, if µ ∈ (ε, 1), then α(q ′′ ) = µ for some q ′′ > 1. If we combine the condition α(q ′′ ) ∈ (ε, 1) for some q ′′ > 1, with condition (18), we get
According to the intermediate theorem, (19) and (20) imply that there exists q ′ > 1 such that ϕ(q ′ ) = 0 for some q ′ > 1. This contradicts the condition ϕ (q) = 0 (q = 1) from [T3] and proves property (b).
III. HAVRDA-CHARVÁT ENTROPY AS EXPECTED INFORMATION CONTENT
Nonextensive entropy of distribution p, S q (p), is defined as the appropriate expectation value of I q (p),
Similarly, the Kullback-Leibler (KL) divergence between distributions p A and p B is defined by means of the information contents difference,
According to Suyari, the expectation should be chosen so that the KL divergence is nonnegative [3] . One possible choice is generalized q-expectation
By use of Jensen's inequality following Suyari's proof ( [3] ), it can be straightforwardly shown that generalized expectations (23) can be combined with information content (7) leading to nonnegative Kullback-Leibler divergence.
Generalized nonextensive entropy (21) is now defined by taking the expectation (23) of information content (7):
Let us now define
Functions ϕ(q) and α(q) satisfy conditions from Theorem 2, which means that information content from introductional example (5) belongs to the class determined by (30). Moreover, if we choose k = 1/ ln 2, generalized entropy (24) reduces to
which represents the Havrda-Charvát entropy [2] .
IV. NEW AXIOMATIC SYSTEM
As we noted in introduction, some conditions from Axiom [T1] requires differentiability of I q (p) with respect to p. This condition is necessary when differential equation (10) is constructed in order to get the form (7). However, the functional equation (1) can be solved without using the condition that I q (p) is differentiable with respect to p. If we introduce the transformation
equation (1) becomes Cauchy's functional equation,
, which has unique continuous solution [1] 
where α(q) is arbitrary real function of q. By substituting (28) in (27), we obtain (7). In this way, the solution is obtained only using the assumption that I q (p) is continuous with respect to p. Therefore, we suggest:
2. In [T1], replace the assumption "I q (p) is differentiable with respect to p" with "I q (p) is continuous with respect to p". In Suyari's proof the assumption about differentiability of ϕ(q) and the condition lim Axioms [T1] and [T3] require that I q (p) and ϕ(q) be differentiable with respect to q. These conditions are used only to show that α(q) is differentiable as stated in property (a); and differentiability of α(q) is then used only to conclude that α(q) is continuous, which, in turn, is used to prove property (b). Therefore, we make the following suggestion:
4. Relax the assumption about differentiability of I q (p) and ϕ(q) with respect to q, by supposing only that I q (p) and ϕ(q) are continuous with respect to q.
Note that if these assumptions are accepted, the statement "α(q) is differentiable" from property (a) should be changed to "α(q) is continuous". The discussion led us to the following modification of Theorem 1.
Theorem 2 Let I q (p) be a function of two variables q ∈ R + and p ∈ (0, 1], which satisfies the following axioms:
[T0] I 1 (p) = −k ln p, k = 0
[T1] I q is continuous with respect to p ∈ (0, 1] and q ∈ R + ,
[T2] I q (p) is convex with respect to p ∈ (0, 1] for any fixed q ∈ R + ,
[T3] there exists a function ϕ : R → R such that
for any p 1 , p 2 ∈ (0, 1], ϕ(q) = 0 for q = 1 and ϕ(q) is continuous.
Then,
where k is a positive constant and 
