Abstract-We consider the minimax estimation problem of a discrete distribution with support size k under privacy constraints. A privatization scheme is applied to each raw sample independently, and we need to estimate the distribution of the raw samples from the privatized samples. A positive number measures the privacy level of a privatization scheme. For a given , we consider the problem of constructing optimal privatization schemes with -privacy level, i.e., schemes that minimize the expected estimation loss for the worst-case distribution. Two schemes known in the literature provide order optimal performance in the high privacy regime where is very close to 0, and in the low privacy regime where e ≈ k, respectively. In this paper, we propose a new family of schemes which substantially improve the performance of the existing schemes in the medium privacy regime when 1 e k. More concretely, we prove that when 3.8 < < ln(k/9), our schemes reduce the expected estimation loss by 50% under 2 2 metric and by 30% under 1 metric over the existing schemes. We also prove a lower bound for the region e k, which implies that our schemes are order optimal in this regime.
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I. INTRODUCTION
A MAJOR challenge in the statistical analysis of user data is the conflict between learning accurate statistics and protecting sensitive information about the individuals. To study this tradeoff, we need a formal definition of privacy, and differential privacy has been put forth as one such candidate [2] , [3] . Roughly speaking, differential privacy requires that the adversary not be able to reliably infer an individual's data from public statistics even with access to all the other users' data. The concept of differential privacy has been developed in two different contexts: the global privacy context (for instance, when institutions release statistics of groups of people) [4] , and the local privacy context when individuals disclose their personal data [5] .
In this paper, we consider the minimax estimation problem of a discrete distribution with support size k under locally differential privacy. In the non-private setting, learning the distribution from observations is a classical problem in estimation theory, see e.g. [6] , [7] . In the private setting, we need to estimate the distribution of raw samples from the privatized samples, which are generated independently from each raw sample according to a conditional distribution Q (also called privatization scheme). Given a privacy parameter > 0, we say that Q is -locally differentially private if the probabilities of the same output conditional on different inputs differ by a factor of at most e . Clearly, smaller means that it is more difficult to infer the original data from the privatized samples, and thus leads to higher privacy. For a given , our objective is to find the optimal privatization scheme with -privacy level to minimize the expected estimation loss for the worst case distribution. In this paper, we are mainly concerned with the scenario where we have a large number of samples, which captures the modern trend toward "big data" analytics.
A. Existing Results
The following two privatization schemes are the most well-known in the literature: the k-ary Randomized Aggregatable Privacy-Preserving Ordinal Response (k-RAPPOR) scheme [8] , [9] , and the k-ary Randomized Response (k-RR) scheme [10] - [12] . The k-RAPPOR scheme is order optimal in the high privacy regime where is very close to 0, and the k-RR scheme is order optimal in the low privacy regime where e ≈ k [13] . At the same time, to the best of our knowledge, no schemes work well in the medium privacy regime, where e is far from both 1 or k. Arguably, this regime is of practical importance: Indeed, if is too close to 0, then we may need too many samples to estimate the distribution accurately; on the other hand, taking too large can compromise the privacy requirement.
Duchi et al. [14] gave a tight lower bound on the minimax private estimation loss for the high privacy regime where is very close to 0. At the same time, no meaningful lower bounds are known for the medium privacy regime.
B. Our Contributions
In this paper we first propose a family of new privatization schemes which are order-optimal in the medium to high privacy regimes when e k. We show that our schemes are better than the two existing schemes in the medium privacy regime where 1 e k. For instance, we show that for the 2 2 loss our scheme outperforms the k-RR scheme by a factor of (k/e ), and prove similar results for k-RAPPOR and 1 loss. We also show that when 3.8 < < ln(k/9), our 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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schemes reduce the expected estimation loss by 50% under the 2 2 metric and by 30% under the 1 metric over the existing schemes. This compares favorably with the existing literature (e.g., [13] ) where the improvement of several percentage points constitutes a substantial advance. Second, we prove a tight lower bound for the whole region e k, which implies that our schemes are order optimal in this regime. We also prove that in order to obtain the optimal performance, we only need to consider the privatization schemes formed by extremal configurations, namely, we can restrict ourselves to the privatization schemes with finite output alphabet and the property that the ratio between the probabilities of a given output conditional on different inputs is either 1 or e .
After this paper was completed, we learned that the privatization scheme and the empirical estimator that we derive have been proposed earlier in the work of Wang et al. [15] under the name of the k-subset mechanism. Wang et al. [15] showed that the k-subset mechanisms outperform the k-RR and k RAPPOR schemes, quantifying the improvement in experimental results. They also proposed the efficient implementation of their estimator that we discuss in Remark III.3 below. At the same time, Wang et al. [15] did not include a detailed analysis of the existing schemes and the new proposal in the medium privacy regime. Finally, Wang et al. [15] did not address lower bounds on the risk and therefore does not include the statement that the proposed privatization mechanisms are order-optimal in terms of the expected estimation loss.
Our paper is organized as follows: in Sect. II we formulate the problem and review the necessary background. In Sect. III we introduce our new schemes and evaluate their performance. In Sect. IV we prove optimality of extremal configurations and derive a tight lower bound on the minimax risk of estimation.
C. Subsequent Work
In a follow-up work [16] , we showed that for the 2 2 loss, the scheme proposed in this paper is not only order-optimal for the region e k, but also asymptotically optimal for every privacy level. In other words, for any k and , the ratio between the worst-case estimation loss of our scheme and the optimal value approaches 1 as the number of samples tends to infinity. Very recently, Acharya et al. [17] proposed a new privatization mechanism with improved communication complexity while maintaining the optimal order of sample complexity.
II. PRELIMINARIES AND PROBLEM FORMULATION
Notation: Let X = {1, 2, . . . , k} be the source alphabet and let p = ( p 1 , p 2 , . . . , p k ) be a probability distribution on X. Denote by k = {p ∈ R k : p i ≥ 0 for i = 1, 2, . . . , k, k i=1 p i = 1} the k-dimensional probability simplex. Let X be a random variable (RV) that takes values on X according to p, so that p i = Pr(X = i ). Denote by X n = (X (1) , X (2) , . . . , X (n) ) the vector formed of n independent copies of the RV X.
In the classical (non-private) distribution estimation problem, we are given direct access to i.i.d. samples
drawn according to some unknown distribution p ∈ k . Our goal is to estimate p based on the samples [7] . We define an estimatorp as a functionp : X n → R k and assess its quality in terms of the risk (expected loss)
where is some loss function. The minimax risk is defined as the following saddlepoint problem:
In the private distribution estimation problem, we can no longer access the raw samples
. Instead, we estimate the distribution p from the privatized samples
, obtained by applying a privatization mechanism Q independently to each raw sample X (i) . A privatization mechanism (also called privatization scheme) Q : X → Y is simply a conditional distribution Q Y |X . The privatized samples Y (i) take values in a set Y (the "output alphabet") that does not have to be the same as X.
The quantities
for any S ∈ σ (Y), where σ (Y) denotes an appropriate σ -algebra on Y. In accordance with this setting, the estimatorp is a measurable functionp : Y n → R k . Define the minimax risk of the privatization mechanism Q as
where m n is the n-fold product distribution and m is given by (1) .
Denote by D the set of all -locally differentially private mechanisms. Given a privacy level , we want to find the optimal Q ∈ D with the smallest possible minimax risk among all the -locally differentially private mechanisms. We further define the -private minimax risk as
In Sect. IV, we show that it suffices to restrict oneself to finite output alphabet Y, i.e., 1 Following the existing literature, we use the quantity e as a measure of privacy level even though is never used separately in our derivations and results.
where D ,F is the set of -locally differentially private mechanisms with finite output alphabet. For Q ∈ D ,F , Eq. (2) is equivalent to
We shall also write the definition of the marginal distribution m in (1) as m = pQ. We will use standard distance functions on distributions defined on finite sets Y. The KL divergence between two such distributions m 1 and m 2 is defined as
The total variation distance between m 1 and m 2 is defined as
III. NEW SCHEMES
In this section we introduce a family of new privatization schemes. Our schemes are parameterized by the integer d ∈ {1, 2, . . . , k − 1}. Given k and d, let the output alphabet be
for all y ∈ Y k,d and all i ∈ X. It is easy to verify that 
,
Using (1), we obtain
where m 4,,2 = pQ 4,,2 .
For d > 1, we can derive the marginal distribution of each coordinate of the output using the method illustrated above:
where
. It is easy to check that the final expression in (7) also holds for d = 1.
Solving for p i , we obtain the empirical estimator of p under Q k,,d in the following form
When d is large, the denominator in (6) is exponentially large in k. In practice, k can be several hundred to several thousand, and the conditional probability of each output can thus be very small. To circumvent computational difficulties in (6), we suggest the following recursive scheme for implementing Q k,,d . Given a raw sample (input) i ∈ X, we first produce the i -th coordinate of the privatized sample (output) Y i according to the distribution:
otherwise. When we choose d distinct elements uniformly from the set X \ {i }, we choose them one by one: we first choose i 1 uniformly from X \{i }, then we choose i 2 uniformly from X\{i, i 1 }, so on and so forth, until we choose d elements.
It is easy to verify that the procedure we described above produces exactly the same distribution as designed in (6) . Moreover, the smallest probability we need to deal with is at least 1/k in this procedure. So the scheme Q k,,d can be efficiently implemented in practice.
Let us calculate the risk under the 2 2 loss and 1 loss. Proposition 4: Suppose that the privatization scheme is Q k,,d and the empirical estimator is given by (8) . Let m = pQ k,,d . The expected 2 2 loss for all , n and k is given by (3) , and the expected 1 loss in the limit of large n is given by Eq. (4) at the top of the previous page.
The proof is elementary but somewhat tedious. It is given in Appendix A.
Next we find the optimal value of d which minimizes the 2 2 risk for all distributions in k and the 1 risk for the worstcase distribution. Proof: Let us begin with the 2 2 case. Starting from (3), we need to minimize the terms that contain d :
Denote the expression in the braces on the right-hand side by g(d). We have
It is easy to see that g (d) is an increasing function in the interval d ∈ (0, k). Thus g is a convex function, and the minimum of g(d) occurs when
Since d is an integer between 1 and k, the minimum is attained at one of the nearest integers to k/(e + 1). As for the 1 loss, by using the Cauchy-Schwarz inequality twice, we can easily see that the right-hand side of (4) reaches maximum for the uniform distribution p U = (1/k, 1/k, . . . , 1/k). The 1 loss for this worst case distribution is given by (9) , where
. . , k} is integer, this concludes the proof.
In order to avoid the case d = 0, below we take d = k/(e + 1) as a convenient and nearly optimal choice. The next proposition gives upper bounds on the 2 2 risk and 1 risk for this value of d.
Proposition 6: Let k ≥ max(4, e + 1). Suppose that the privatization scheme is given by
and the corresponding empirical estimator is given by (8) .
and for large n, we have that
In the regime e k we have 2 ,
In the regime 1 e k we have
Proof: We begin with proving the upper bound on 2 2 risk.
In (3), there are only two terms containing d. The first one
with k/(e + 1) + 1 gives an upper bound on this term:
where (a) follows from the assumption that k ≥ max(4, e +1) and the obvious inequality
, and (b) follows from the assumption that k ≥ e + 1.
The second term in (3) that we need to analyze is
gives an upper bound on this term:
Substituting inequalities (14) and (15) into (3) and discarding the negative term (
, we obtain (10). Next we prove the upper bound on 1 risk. As we noted before, the right-hand side of (4) is maximum when p = p U where
For this reason, we will bound from above the right-hand side of (9) . Again there are only two terms in (9) that contain d. The first one is
and it is an increasing function
with k/(e + 1) + 1, we obtain the following upper bound on this term:
The other term in (9) that involves d is
and it is a decreasing function of d for d ∈ (0, k). Replacing d = k/(e + 1) with k/(e + 1), we obtain the following upper bound on this term:
Substituting (16) and (17) into (9), we obtain the following inequality:
where (a) follows from the fact that (1 + x) 1/2 ≤ 1 + x/2 for all x ≥ −1. This proves (11), and the rest of the proposition follows immediately.
A. Comparison of Our Scheme With k-RR and k-RAPPOR
In this section we compare our scheme to the two existing privatization schemes in the literature. The k-RR scheme is the same as Q k,,1 in this paper. The empirical estimator for k-RR scheme is given by (8) once we put d = 1. In the low-privacy regime, where e ≥ k, our choice of d is d = 1, so in this regime our scheme coincides with the k-RR scheme.
To define the k-RAPPOR scheme [8] , [9] , let Y RAP = {0, 1} k . Given an input i ∈ X, the output vector Y is obtained by flipping each coordinate of e i independently with probability 1/(1 + e /2 ), where e i is the i -th vector in the standard basis of R k . Formally, the k-RAPPOR scheme Q RAP is defined as follows:
for all y = (y 1 , y 2 , . . . , y k ) ∈ Y RAP and all i ∈ X. The empirical estimator for the k-RAPPOR scheme iŝ
[8], [9] . The associated risk values for the worst-case distribution p U are given by
where m U = p U Q RAP [13, Prop. 4] . In the high-privacy regime, where is close to 0, the k-RAPPOR scheme and its empirical estimator give order-optimal performance. More specifically, when is small and k is large, the 2 2 risk is approximately At the same time, Duchi et al. [14] show that for close to 0 the minimax risk (5) behaves as
As a result, the k-RAPPOR scheme gives order-optimal performance in the high-privacy regime.
To compare our scheme with k-RAPPOR in the high privacy regime, let be small and k be large. According to (10)-(11), the 2 2 risk of our scheme is approximately 4k n 2 , and the 1 risk is approximately 2k 2 πn , which are exactly the same as those of k-RAPPOR scheme. Thus in the high-privacy regime the proposed scheme does not improve over the known results.
At the same time, the comparison is in favor of our schemes in the medium-privacy regime when 1 e k. 
We can make the claims of this proposition more specific by computing numerical bounds on the improvement of our scheme over the two existing schemes in the medium privacy regime. We show that if 3.8 < < log(k/9), then the expected loss of our scheme is at most 50% of the existing schemes under 2 2 loss and at most 70% of the existing schemes under 1 loss.
To show this, let r RAP (p) be the expected estimation loss of k-RAPPOR under its empirical estimator (18) and let r RR (p) be the same for k-RR, both measured by loss function . Let r OPT (p) be the expected estimation loss under Q k,,k/(e +1) given in (6) and its empirical estimator given in (8) ). The proof is given in Appendix B. Remark 9: As discussed in [13] , along with the empirical estimator for the k-RR and k-RAPPOR schemes, there are other estimators, for instance, the normalized estimator and the projected estimator. These estimators differ from the empirical estimator only when the latter gives some output which is not in k . Since the empirical estimator is unbiased, the probability of such events are exponentially small. As mentioned in the introduction, we are interested in the regime where n is large, so the performance of different estimators only have exponentially small difference and can be neglected. This justifies our choice of only comparing the performance under empirical estimators.
IV. LOWER BOUND
In this section, we give a tight lower bound on the minimax risk r ,k,n defined in (5). Our argument consists of two steps. In the first step we establish that in order to obtain the optimal performance, we can restrict ourselves to the privatization schemes with the so-called extremal configurations; cf. Theorem 13. In this part we are motivated by a result in [11] which shows that a similar property holds for schemes optimal in terms of information theoretic utilities, such as mutual information between the input and the output. In the second step we derive lower bounds on the risk that will establish order-optimality of the proposed privatization scheme. The main result of this section is given in the following theorem. 
A. Reduction to Extremal Configurations
We first show that we do not need to look beyond finite output alphabets in our search for optimal schemes. 
The proof of this lemma is given in Appendix C. We continue to implement the plan laid out in the beginning of the section. The next step is to show that we can further restrict ourselves to the following set of private schemes with extremal configurations:
for all x ∈ X and all y ∈ Y .
Before we show that we only need to consider Q ∈ D ,E , we establish the following easy claim. Proof: Basically this lemma says that every point in the cube is a convex combination of its 2 k vertices, which is of course obvious. To prove this formally, define a function f :
This establishes the induction basis. Now suppose that the claim holds true for every vector v such that f (v ) = i −1 and let v be such that f (v) = i. Without loss of generality, suppose that v 1 = 1 or e . Then we can write
where 
where m E = pQ E and m = pQ. Lemma 12) . According to Lemma 12, we can write this vector as
Without loss of generality, suppose that
i=0 are nonnegative coefficients that add to one, and b 0 , b 1 , . . . , b 2 k −1 are the 2 k vectors in the cube B (labeled in arbitrary order). Now define Q E : X → Y E = {0, 1, . . . , 2 k L −1} as follows:
It is easy to check that f (Y E ) has distribution pQ. In other words, we can use the output of Q E to reproduce the output of Q with exactly the same distribution. Given an estimatorp :
This completes the proof.
B. Derivation of the Lower Bound: Proof of Theorem 10
In the previous subsection we have prepared ground for the proof of the lower bounds on r ,k,n stated in Theorem 10. In the classical (non-private) minimax estimation problem, one standard approach to the proof of lower bounds on the minimax risk of estimation is Assouad's method [18] (see also [19] ). Duchi et al. [14] developed Assouad's method in the private setting. In our proof we refine the technique in [14] to obtain a tight lower bound in the regime e k. The first steps in the proof are inspired by the approach in [14] . Let δ ∈ [0, 1]. We begin with the case of even k (the proof for k odd requires only a minor modification). Let 1} k/2 , and for ε = (ε 1 , . . . , ε k/2 ) ∈ V let p ε be the distribution
For any privatization mechanism Q : X → Y and any estimator p :
According to (22), we only need to prove that the lower bounds on the risk hold for all Q ∈ D ,E .
1) Loss Function 2 2 :
We begin with the case of the loss function = 2 2 . Below we use the notationp(y n ) :
. ,p k (y n )). For every estimatorp and every
where sign(x) = 1 for all x ≥ 0, and sign(x) = −1 for all x < 0. For j = 1, 2, . . . , k/2, define the functions g j :
(Note that the function g j depends on the estimatorp. We will omit this dependence from the notation for simplicity.) For j = 1, 2 . . . , k/2, define the mixture distributions 2
Then for every estimatorp,
2 Duchi et al. [14] treat m M + j and m M − j as product distributions, which is obviously not the case. This mistake enables them to claim better constants in their lower bound than in ours.
(25)
where the infimum above is taken over all the functions mapping from Y n to {1, −1}. Define the set
Combining Equations (28)- (30), we obtain
We also have the following inequality,
where (a) follows from Cauchy-Schwarz inequality, and (b) follows from Pinsker's inequality. Substituting (32) into (31), we deduce that for every estimatorp,
Returning to (24), we now obtain the bound
Let p ε (i ), i = 1, 2, . . . , k be the i -th coordinate of p ε . For Q ∈ D ,E , we have inequality (25) at the top of the previous page. In the derivation of (25) step (a) follows from the fact that log(x) ≤ x − 1 for all x > 0; (b) follows from the normalization
(c) follows from the fact that p ε (i ) ≥ (1 − δ)/k for all ε ∈ V and all i = 1, 2, . . . , k, and finally, (d) follows from Lemma 14 below. Substituting (25) into (33), we obtain that for every 2 for e < 3,
64n(e −1) 2 , we have
For e ≥ 3, let δ 2 = k 2 8n(e −1) , we have
, where (a) and (b) follows from the condition n > max(
16(e −1) 2 ,
). This condition guarantees that 1 − 
2) Loss Function 1 :
The proof for = 1 is very similar to the proof above. The only difference is that in equation (26) we have δ/k instead of δ 2 /k 2 as the constant on the right-hand side:
Paralleling (34), we can show that for every Q ∈ D ,E , 2 for e < 3,
For e < 3, taking
.
8n(e −1) , we have
Similarly, the inequalities (a) and (b) above are for the purpose of giving unified lower bounds for both even and odd k. This completes the proof for = 1 .
For odd k, the only change we need to make in this proof is to set V = {−1, 1} (k−1)/2 , and for ε ∈ V let p ε be the distribution
where 1 k−1 is the all 1 vector with length k − 1. The rest of the proof is exactly the same as the proof for even k. Lemma 14: If k is even, and
Proof: LetQ(y|i ) = Q(y|i )/(min x∈X Q(y|x)). Since Q ∈ D ,E , we haveQ(y|i ) = 1 or e for all y ∈ Y and i ∈ X. It is also clear that
We would like to find a vector (Q(y|1),Q(y|2), . . . ,Q(y|k)) ∈ {1, e } k that maximizes the right-hand side of the last equation. First observe that ifQ(y| j + k/2) =Q(y| j ) = e for some j ∈ {1, 2, . . . , k/2}, then resettingQ(y| j ) = 1 increases the numerator and decreases the denominator, and thus increases the value of the expression above. As a result, in order to maximize the expression above, at least one of the two numbers Q(y| j + k/2) andQ(y| j ) must be 1 for all j = 1, 2, . . . , k/2. Under this condition, we have t := |{i ∈ {1, 2, . . . , k} :
We want to choose t ∈ {0, 1, . . . , k/2} to maximize the expression above. It is clear that t = 0 does not maximize this expression, thus we can restrict ourselves to t ∈ {1, 2, . . . , k/2}. We have
The right-hand side of (35) can be easily seen to satisfy the inequalities in the statement of the lemma. ,k,n = ke n(e − 1) 2 , r
Proof: According to Theorem 10, for e < 3,
For e ≥ 3,
≥ ke 96 n(e − 1) 2 1 2 ,
Combined with (12) , this completes the proof. Remark 16: When is close to 0, Theorem 15 implies that
), which coincides with the bounds given in [14] in this regime, as expected.
Remark 17: In (35), the left-hand side takes the maximum value for t = k/(e − 1). Note that the parameter t here plays the same role as the parameter d in Section III. This gives some intuition why d ≈ k/e is optimal.
Remark 18: The main technical improvement over [14] in the proof of the lower bound in this section is the bound in Lemma 14. Duchi et al. [14] bound the numerator and denominator separately. They bound the denominator in the following straightforward way: Q(y|x) ). Their method leads to a tight bound only when e is very close to 1, because only in this case their bound on the denominator is tight. Our method in Lemma 14, on the other hand, treats the numerator and denominator as a whole, and leads to a tight lower bound for the much larger region e k. (7)), and so
To shorten the formulas, let K :
. We have
Now substitute q i from (7) and we obtain Eq. (36) at the top of this page, where in step (a) we use k i=1 p i = 1. This proves (3) .
Similarly, for 1 risk,
By the central limit theorem we now claim that for n → ∞ the RV
Therefore, for large n we obtain Eq. (37) at the top of the previous page. This proves (4).
APPENDIX B PROOF OF PROPOSITION 8
From (10) 
For large n, according to (11) ,
According to (19) ,
The quantity r 1 RR (p) is given by (4) once we take d = 1 in it. We obtain
Therefore,
The proof relies on the following technical lemma whose proof is given in Appendix D. 
where P j := P j 1 × P j 2 × · · · × P j n is the n-fold product measure on the product measurable space
Proof of Lemma 11:
Define a clipping function g : R → [0, 1] as follows:
and define its extension g k : 
where m F = pQ F and m = pQ.
Given an integer t, we partition the interval
, where
Clearly, the collection
where the integrals are computed with respect to the product measure Q n (·|x n ). Therefore, for both = 1 and 2 2 we obtain the following estimate:
Note that apart from inequality (a), all the other inequalities in (40) do not depend on the choice of . The inequality (a) depends on the choice of = 1 , 2 2 , and is obtained by simple calculation.
Observe that Q(·|1), Q(·|2), . . . , Q(·|k) are k probability measures on the same measurable space (Y, σ (Y)), and Q n (·|x n ) = Q(·|x (1) ) × Q(·|x (2) ) × · · · × Q(·|x (n) ) is the nfold product measure on the n-fold product measurable space
). According to Lemma 19, for any α > 0, we can find a partition of Y into a finite number of disjoint sets
u are measurable with respect to the n-fold product
is generated by the following finite partition of Y n :
Thus we have
For both = 1 and 2 2 , we have that
, we obtain the following inequality:
where (a) follows from (41). Using inequalities (40) and (42) together with the triangle inequality, we deduce that E
By setting t > (4k)/α and α < α/(2t k k), we obtain the desired result (39) and thus complete the proof of the lemma.
APPENDIX D PROOF OF LEMMA 19
Consider the set of measurable rectangles
y The n-fold product σ -algebra σ (Y) ×n is the algebra generated by the set R of measurable rectangles. With a mild abuse of notation we will write σ (R) instead of σ (Y) ×n . The product measure is the Carathéodory extension of the premeasure on R [20, Ch. 20] . More specifically, for any multiindex j = ( j 1 , j 2 , . . . , j n ) ∈ {1, 2, . . . , k} n , the premeasure
and P j is the extension of λ j : R → [0, 1] on the σ -algebra σ (R).
A. Definition of the Sets B i
Since B i ∈ σ (R), i = 1, 2, . . . , N and since the product measure is σ -finite, we can use the Carathéodory-Hahn theorem to claim that for every i and every j ∈ [k] n , there exists a countable collection of sets {C
By (43), we have
Therefore, for all j ∈ [k] n ,
Next we would like to write the sets B i as countable unions of sets. To this end, we interchange the union and intersection in (44) and deduce that B i is the union of the following countable collection of sets
Since finite intersections of measurable rectangles are still measurable rectangles, C i ⊆ R. We re-label all the sets in C i as C i = {C i, j } ∞ j =1 , where C i, j ∈ R for all j ≥ 1. Thus,
By continuity of measure, for every j ∈ [k] n there exists a sufficiently large N i; j such that
Let N i = max j ∈[k] n N i; j . Then for all j ∈ [k] n P j
Now let us define the sets B i whose existence is claimed in the statement of the lemma:
By definition these sets form a partition of Y n . 
B. Proof That the Sets
By definition,
Since B i ∩ B l = ∅ for every l = 1, 2, . . . , i − 1, we have B i ∩ B l ⊆ B l \ B l . Therefore,
As a result, for any j
where (a) follows from (46), (47), and the fact that
Combining (49) and (50), we obtain that for any j ∈ [k] n and i = 2, 3, . . . , N − 1,
Since both {B i } N i=1 and {B i } N i=1 are partitions of Y n , we have
As a result,
This shows that the sets {B i } N i=1 satisfy (38) in the claim of the lemma. 
C. Existence of the Sets

