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1 Introduction
Consider the continuous-time system described by the equation:{
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
(1)
with initial condition:
x(0) = x0 (2)
where x(t) and u(t) take value respectively in Hilbert spaces X and U . A is a
linear bounded operator and is the infinitesimal generator of a C0-group S(t),
t ∈ R, of linear continuous operator on X. B is a linear bounded operator.
This system is a general representation of several physical systems described by
partial differential equation or differential equation with delays. Several papers
and books were devoted to the study of control problems for this type of systems
(see [3] and references given there). The problem of exact controllability is now
well known and studied. This property implies exponential stabilizability with
arbitrary decay rate. This result was in fact given in [7], where a feedback
control law was given. Komornik in [4] uses a feedback control law which is
look like ours, with an unbounded control operator B. It is well known that the
property of exact controllability for infinite dimensional systems depends on the
time of control T . The feedback law given by Slemrod or by Komornik depends
also on this time which may be calculated but it is, in general, a complicated
problem. Our purpose is to avoid this difficulty and to give a simpler way to
design the feedback law.
Often, if digital computation is involved, we need to work with discrete-time
versions which arise if the inputs and outputs are sampled at one fixed rate.
Consider the discrete-time system described by the equation{
xk+1 = Adxk +Bduk
yk = Cxk
(3)
with initial condition x0. This discrete-time system can be deduce from the
continuous-time system (1) and we will see relations in theorem 3.1. Several
papers and books are devoted to the study of this type of system (see for ex-
ample [1] or [2]). Properties of exact controllability and complete stabilizability
are well known and studied. From now, a lot of results are writing with a fixed
state feedback. In this paper, we describe a state feedback law which can sta-
bilize completely the system (3) and fix arbitrarily the dimension of the ball
containing eigenvalues.
The first section is devoted to continuous-time system. The subsection 2.1
of this paper is devoted to exact controllability of the system (1). After the
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definition, we consider a necessary and sufficient condition for exact controlla-
bility of the system which was also given in [6] as another different criterion of
controllability using the operator N(λ).
After, we determine a linear operator F from the inverse of the operator N(λ)
such that the control system with feedback control law u(t) = Fx(t) stabilizes
the system. Unlike Slemrod in [7], we can impose the decay rate of the system.
Finally, we apply result for a simple system modeled by the wave equation. We
show that the system is exactly controllable and we calculate a feedback law.
Afterwards, we verify the stability of the closed-loop system. We also verify
that our operator allow simpler results than those with Slemrod’s operator.
The second section is devoted to discrete-time system. After some definition
about exact controllability, we define an extended gramian of controllabilityKλ.
The end of this section is about complete stabilizability. We define an operator
F generated from the inverse of the operator Kλ. We verify the stability of the
closed loop system with the feedback law uk = Fxk.
2 Continuous-time systems
The mild solution of system (1), (2) is given by:
x(t, x0, u) = S(t)x0 +
∫ t
0
S(t− τ)Bu(τ)dτ.
Let ω0(−A) be the scalar defined by:
ω0(−A) = lim
t→+∞(
1
t
ln ‖S(t)‖).
This constant is called the growth bound of the semi-group. Therefore, we can
defined the decay rate of the semi-group. For all ω > ω0(−A), there exists a
positive constant Mω such that for all t ≥ 0, ‖S(t)‖ ≤Mωeωt. If ω0(−A) = −∞
then ω ∈ R may be chosen arbitrarily.
Let N(λ) be the bounded operator defined by:
N(λ) =
∫ ∞
0
e−λtS(−t)BB∗S∗(−t)xdt.
This operator is defined for all positive scalar λ such that λ > 2ω0(−A) (cf [6])
and is called the extended controllability gramian. This operator is a generali-
zation of the operator NT (λ) defined in [7] by:
NT (λ) =
∫ T
0
e−λtS(−t)BB∗S∗(−t)xdt,
with T <∞. This operator was used to design a stabilizing feedback in [7].
In the sequel, 〈., .〉 and ‖.‖ denote respectively the inner product and the
norm in the adequate space.
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2.1 Exact controllability
Definition 2.1 [5] A system is said to be exactly controllable if there exists a
positive time T such that for all x0, x1 ∈ X and for some control u, we have:
x(T ) = x(T, x0, u) = x1.
A necessary and sufficient condition for exact controllability is given by:∫ T
0
‖B∗S∗(τ)x‖dτ ≥ δT ‖x‖2 (4)
for some δT > 0 and for all x ∈ X. The condition (4) is verified if and only if
the operator KT defined by:
KTx =
∫ T
0
S(τ)BB∗S∗(τ)xdτ.
is uniformly positive definite that is to say that there exists some δT > 0 such
that:
〈KTx, x〉 ≥ δT ‖x‖2, ∀x ∈ X.
The operator KT is the controllability gramian.
The precedent criterion of controllability depends on the time T which is
not defined a priori. In the next proposition, we have a necessary and sufficient
condition where the time T does not appear.
Proposition 2.2 [6] The system (1), (2) is exactly controllable if and only if
the operator N(λ) is a uniformly positive definite operator, that is:
〈N(λ)x, x〉 ≥ δ‖x‖2, ∀x ∈ X, δ > 0. (5)
Let us note that this result may be formulated for a semi-group which is not a
group (see [5]).
If the relation (5) holds true then the operator N(λ) admits a bounded inverse
N(λ)−1.
2.2 Complete stabilizability
For the beginning, we precise the definition of complete stabilizability.
Definition 2.3 [5] The system (1), (2) is said to be completely stabilizable if
for all ω ∈ R, there exist a linear bounded operator F : X → U and a constant
M > 0 such that the semi-group generated by A+BF , say SF (t), verifies:
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‖SF (t)‖ ≤Meωt, t ≥ 0.
Exact controllability implies complete stabilizability. The converse does not
always hold true. In particular conditions, complete stabilizability implies exact
controllability. In our case, as A generates a group, it is true because of the
next theorem.
Theorem 2.4 [8] If system (1), (2) is completely stabilizable and the opera-
tor generates a group of operators S(t), t ∈ R, then system (1), (2) is exactly
controllable in some time T > 0.
We now recall a property of the operator N(λ).
Proposition 2.5 [6] The operator N(λ) maps the domain of definition D(A∗)
of the operator A∗ into the domain of definition D(A) of the operator A. More-
over, if x ∈ D(A∗), then the following relation holds:
AN(λ)x+N(λ)A∗x+ λN(λ)x = BB∗x (6)
After this recall of the operator N(λ), we can use it to define a feedback control
law which can stabilize our system.
Theorem 2.6 Let the system (1), (2) be exactly controllable. Let the operator
F be defined by:
F = −B∗N−1(λ).
Then the closed-loop system with u = Fx is exponentially stable. Moreover by
mean of the choice of λ, the decay rate may be arbitrarily chosen:
∀ω ∈ R, ∃λ, ‖SF (t)‖ ≤Mωeωt. (7)
Proof: The closed loop system with u = Fx can be written:{
x˙(t) =
(
A−BB∗N−1(λ))x(t)
x(0) = x0
With equation (6), we have:
AN(λ) +N(λ)A∗ + λN(λ) = BB∗ in D(A∗)
AN(λ)−BB∗ = −N(λ)A∗ − λN(λ) in D(A∗)
A−BB∗N−1(λ) = −N(λ)A∗N−1(λ)−N(λ)λN−1(λ) in D(A)
A−BB∗N−1(λ) = N(λ)[−A− λI]∗N−1(λ) in D(A)
Let A¯ = A− BB∗N−1(λ) and A˜ = [−A− λI]∗. Then there exists an operator
P = N(λ) such that:
A¯ = PA˜P−1.
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Operators A¯ and A˜ could be said to be “similar”. Let A¯µ = µA¯(µI − A¯)−1 and
A˜µ = µA˜(µI − A˜)−1. Then, we have:
lim
µ→∞‖A¯µx− A¯x‖ = 0, ∀x ∈ D(A¯)
and
lim
µ→∞‖A˜µx− A˜x‖ = 0, ∀x ∈ D(A˜).
We can deduce that the operators A¯µ and A˜µ are “similar” and that the same
holds true for their generated semi-groups.
If we take the limit when µ→∞, then:
lim
µ→∞e
A¯µt = lim
µ→∞[N(λ)e
A˜µtN−1(λ)]
eA¯t = N(λ)eA˜tN−1(λ)
.
Now, if we take the norm, we obtain:
‖eA¯t‖ = ‖N(λ)eA˜tN−1(λ)‖
≤ ‖N(λ)‖.‖eA˜t‖.‖N−1(λ)‖
≤ ‖N(λ)‖.‖e(−A∗−λI)t‖.‖N−1(λ)‖
≤ ‖N(λ)‖.e−λt‖e−A∗t‖.‖N−1(λ)‖
But from [3], there exist two scalars M and α such that:
‖e−A∗t‖ ≤Meαt.
The operator N(λ) is bounded and positive definite. Therefore, there exist two
positive scalars c1 and c2 such that:
‖N(λ)‖ ≤ c1, ‖N(λ)−1‖ ≤ c2.
Then, we have:
‖eA¯t‖ ≤ c1c2Meαte−λt
≤ c1c2Me(α−λ)t, ∀λ.
Now, we can see that the semi-group which is generated by A¯ = A−BB∗N−1(λ)
is exponentially stable for all λ > α. Therefore, the closed-loop system with the
feedback control u = Fx is exponentially stabilizable with F = −B∗N−1(λ).
We can write the relation (7) with ω = α− λ and Mω = c1c2M .
The theorem 2.6 is the converse of the theorem 2.4 edited by Zabczyk. In
fact, he says that a completely stabilizable system whose operator A generates
a group is exactly controllable. For us, with the assumption that A genera-
tes a group, an exactly controllable system is completely stabilizable with the
feedback law u = −B∗N−1(λ).
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2.3 Example
Let us consider the system described by the wave equation:

∂2z
∂t2
(t, r) = a∂
2z
∂r2
(t, r) + u(t, r)
z(t, 0) = z(t, 1) = 0
In first, we transform the system to obtain a new one in the form (1). Af-
ter, we verify that the semi-group is a group which is an important condition.
Therefore, we can show the controllability, calculate the feedback and verify the
stability of the closed loop system. At last, we compare results with operators
N(λ) and NT (λ).
Let x =
(
z
z˜
)
, then the wave equation may be rewritten as
x˙ =

 0 I
a ∂
2
∂r2
0

x+
(
0
I
)
u
Therefore, we have:
A =

 0 I
a ∂
2
∂r2
0

 , B =
(
0
I
)
Let
{
φk(r) =
(
φ1,k(r)
φ2,k(r)
)
, k ∈ Z∗
}
be the eigenvectors of the operator A and
let {λk, k ∈ Z∗} be the corresponding eigenvalues.
For all k ∈ Z∗, we have Aφk(r) = λkφk(r), which gives

φ2,k(r) = λkφ1,k(r)
a
∂2φ1,k(r)
∂r2
= λkφ2,k(r)
and then 

φ2,k(r) = λkφ1,k(r)
a
∂2φ1,k(r)
∂r2
= λ2kφ1,k(r)
We search eigenvectors {ψn(r), n ∈ N∗} of a ∂
2
∂r2
and eigenvalues {σn, n ∈ N∗}
associated.
Because of initial conditions of the systems, eigenvectors {ψn(r), n ∈ N∗} could
be written (see [3]):
ψn(r) = α sin(ωr) + β cos(ωr)
As ψn(0) = ψn(1) = 0, then ω = nπ and β = 0 and
ψn(r) = α sin(nπr)
a
∂2ψn(r)
∂r2
= −an2π2ψn(r)
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Therefore we have:
σn = −an2π2, n ∈ N∗
ψn(r) = α sin(nπr), n ∈ N∗
Hence, we obtain for the operator A:
λk = jkπ
√
a, k ∈ Z∗
φ1,k(r) = α sin(kπr), k ∈ Z∗
φ2,k(r) = λkα sin(kπr), k ∈ Z∗
that we can also write:
λk = jkπ
√
a, k ∈ Z∗
φk(r) = α
(
sin(kπr)
λk sin(kπr)
)
, k ∈ Z∗
The eigenvalues of the operator A are simple and the closure of {λk, k ∈ Z∗} is
totally disconnected. The eigenvectors {φk, k ∈ Z∗} form a Riesz basis. Hence,
A is a Riesz operator.
Let {ψk, k ∈ Z∗} be the eigenvectors of A∗ such that 〈φk, ψl〉 = δkl. Hence,
{ψk, k ∈ Z∗;φl, l ∈ Z∗} form a biorthogonal basis.
The C0-group SA(t) generated by A can be written:
SA(t) =
∑
k∈Z∗
eλkt〈., ψk〉φk
=
∑
k∈Z∗
ejkpi
√
at〈., ψk〉φk
As the operator B is defined by:
B =
(
0
I
)
,
therefore the operator B∗ is defined by:
B∗ =
(
0 I
)
.
The operator N(λ) is defined for all λ such that:
λ > 2ω0(−A) = 2 lim
t→∞
ln ‖S(−t)‖
t
.
In the other hand
‖S(−t)‖2 = 1‖x‖2 〈S(−t)x, S(−t)x〉
=
1
‖x‖2 〈
∑
k∈Z∗
e−λkt〈
∑
l∈Z∗
e−λ
∗
l
t〈x, ψl〉φl, ψk〉φk, x〉
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=
1
‖x‖2 〈
∑
k∈Z∗
e−(λk+λ
∗
k
)t〈x, ψk〉φk, x〉
=
1
‖x‖2 〈
∑
k∈Z∗
〈x, ψk〉φk, x〉
=
‖x‖2
‖x‖2
= 1
Therefore we have: 2ω0(−A) = 0. Then, N(λ) is definite for all strictly positive
λ. This operator may be precisely computed:
N(λ)x =
∫ +∞
0
e−λtSA(−t)BB∗S∗A(−t)xdt
=
∫ +∞
0
e−λt
∑
k∈Z∗
e−λkt〈BB∗
∑
l∈Z∗
e−λ∗l t〈x, ψl〉φl, ψk〉φkdt
=
∫ +∞
0
e−λt
∑
k∈Z∗
e−λkt
∑
l∈Z∗
e−λ∗l t〈x, ψl〉〈BB∗φl, ψk〉φkdt
=
∫ +∞
0
e−λt
∑
k∈Z∗
e−(λk+λ∗k)t〈x, ψk〉φkdt
=
∫ +∞
0
e−λt
∑
k∈Z∗
〈x, ψk〉φkdt
=
[
e−λt
−λ
]+∞
0
∑
k∈Z∗
〈x, ψk〉φk
= 1
λ
∑
k∈Z∗
〈x, ψk〉φk
N(λ)x = x
λ
Then, we have:
〈N(λ)x, x〉 = 1
λ
‖x‖2.
Therefore, there exists a positive constant δ such that: 〈N(λ)x, x〉 = δ‖x‖2.
The system is exactly controllable from proposition 2.2.
As N(λ) = 1
λ
, then we have N(λ)−1 = λ. Therefore, the closed-loop state F
can be written: F = −λB∗. The closed-loop system is given by x˙ = Aˆx, with
Aˆ =
(
0 I
a ∂
2
∂r2
−λ
)
.
From now on, we can calculate the eigenvalues {λˆk, k ∈ Z∗} of the closed-loop
system. The eigenvectors {φk, k ∈ Z∗} are the same as those of operator A.
For all k ∈ Z∗, the relation Aˆφk(r) = λˆkφk(r) gives:
φ2,k(r) = λˆkφ1,k(r)
a
∂2φ1,k(r)
∂r2
− λφ2,k(r) = λˆkφ2,k(r)
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which implies
φ2,k(r) = λˆkφ1,k(r)
a
∂2φ1,k(r)
∂r2
− λλˆkφ1,k(r)− λˆ2kφ1,k(r) = 0
Because of boundary conditions, the eigenvectors {φ1,k(r), k ∈ Z∗} can be writ-
ten:
φ1,k(r) = α sin(kπr)
We obtain for all k ∈ Z∗:
−ak2π2φ1,k(r)− λλˆkφ1,k(r)− λˆ2kφ1,k(r) = 0
λˆ2k + λλˆk + ak
2π2 = 0.
Finally,
λˆk = −λ± ikπ
√
a, k ∈ Z∗
and
φk(r) = α
(
sin(kπr)
λˆk sin(kπr)
)
, k ∈ Z∗.
As k 6= 0, the eigenvalues of the closed-loop system have their real part strictly
negative. The closed-loop system is stable.
If we take the operator NT (λ) instead of N(λ), we obtain:
NT (λ) =
1− e−λT
λ
and then we would have a more complicated feedback. The eigenvalues of the
closed-loop system are also complex. Moreover, we have use the time T which
is unknown. The operator N(λ) is really simpler than the other.
3 Discret-time systems
Relations between the system (1) and the system (3) are defined in the next
theorem:
Theorem 3.1 [1] The exact discrete linear system of the system (1) sampled
with a BOZ of frequency 1/T is defined by the representation (3) with
xk = x(kT )
Ad = e
AT
Bd =
(∫ T
0
eAt
)
B
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The solution of system (3) is given by:
xk = A
k
dx0 +
k−1∑
i=0
Ak−1−id Bdui (8)
where x0 designed the initial state.
Let Aλ the operator defined by:
Aλ = Ade
λT , λ > 0.
We chose λ so that ‖A−1λ ‖ < 1 that is to say
‖A−1d e−λT ‖ < 1
‖A−1d ‖e−λT < 1
‖A−1d ‖ < eλT
λ >
ln‖A−1
d
‖
T
3.1 Exact controllability
Definition 3.2 A system is said to be exactly controllable if for all x ∈ X, for
all initial condition x0 ∈ X there exists a scalar k such that for some control
ui, i = 1, . . . , k, xk verify equation (8) and xk = x.
From the next definition, we can deduce that the system is exactly controllable
if and only if
∞⋃
i=0
Im( Bd AdBd . . . A
k
dBd ) = X. (9)
We can show, with the open mapping theorem, that the relation (9) is equivalent
to
∃k such that Im( Bd AdBd . . . AkdBd ) = X.
Equivalently, the gramian of controllability K defined by:
K =
k∑
i=0
AidBdB
∗
dA
∗i
d
must be positive definite.
As continuous-time systems, the definition of an extended gramian of con-
trollability will allow us to defined a new criterion of controllability. Let Kλ
this gramian defined by:
Kλ =
∞∑
i=0
A−iλ BdB
∗
dA
∗−i
λ
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Theorem 3.3 Suppose Ad nonsingular.
The system (3) is exactly controllable if and only if the operator Kλ is positive
definite.
Proof:
We must show that the two gramian K and Kλ are equivalent. As Ad is
invertible, K is positive definite if and only if
k∑
i=0
A−iλ BdB
∗
dA
∗−i
λ
positive definite. Now, we must show that
k∑
i=0
A−iλ BdB
∗
dA
∗−i
λ positive definite
iff
∞∑
i=0
A−iλ BdB
∗
dA
∗−i
λ is positive definite. One implication is easy, we only show
the converse.
Suppose that the operator
∞∑
i=0
A−iλ BdB
∗
dA
∗−i
λ is positive definite. There exists a
δ > 0 such that
〈
∞∑
i=0
A−iλ BdB
∗
dA
∗−i
λ x, x〉 > δ‖x‖2.
Then
〈
k−1∑
i=0
A−iλ BdB
∗
dA
∗−i
λ x, x〉 = 〈
∞∑
i=0
A−iλ BdB
∗
dA
∗−i
λ x, x〉 − 〈
∞∑
i=k
A−iλ BdB
∗
dA
∗−i
λ x, x〉
≥ δ‖x‖2 − 〈
∞∑
i=k
A−iλ BdB
∗
dA
∗−i
λ x, x〉
We know that
〈
∞∑
i=k
A−iλ BdB
∗
dA
∗−i
λ x, x〉 ≤ |
∞∑
i=k
A−iλ BdB
∗
dA
∗−i
λ |.‖x‖2
As the series
∞∑
i=k
A−iλ BdB
∗
dA
∗−i
λ converges, for all ǫ > 0, there exists a number
M such that for all k > M , we have:
|
∞∑
i=k
A−iλ BdB
∗
dA
∗−i
λ | < ǫ
So, we obtain that
〈
k∑
i=0
A−iλ BdB
∗
dA
∗−i
λ x, x〉 ≥ (δ − ǫ)‖x‖2
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As we can choose a K such that δ > ǫ > 0, we have
〈
k∑
i=0
A−iλ BdB
∗
dA
∗−i
λ x, x〉 ≥ (δ − ǫ)‖x‖2 > 0
The operator
k∑
i=0
A−iλ BdB
∗
dA
∗−i
λ is positive definite.
3.2 Complete stabilizability
Proposition 3.4 The extended gramian of controllability Kλ is the solution of
the Lyapunov equation
A−1λ KλA
∗−1
λ = Kλ −BdB∗d (10)
Proof:
Kλ = BdB
∗
d +A
−1
λ BdB
∗
dA
∗−1
λ +A
−2
λ BdB
∗
dA
∗−2
λ + . . .
= BdB
∗
d +A
−1
λ [BdB
∗
d +A
−1
λ BdB
∗
dA
∗−1
λ + . . .]A
∗−1
λ
= BdB
∗
d +A
−1
λ KλA
∗−1
λ
Theorem 3.5 [2] The system (3) is stable if and only if the eigenvalues of A
are strictly less than one in magnitude (and strictly inside the unit circle in the
complex plane).
Theorem 3.6 The system (3) is supposed to be controllable.
Let F the operator defined by:
F = −B∗dK−1λ Aλ.
The closed loop system can be written
xn+1 = A˜xn
with
A˜ = Aλ −BdB∗dK−1λ Aλ
The operator A˜ is stable. Moreover, for all δ < 1, it is possible to find a positive
λ such that
‖A˜‖ < δ < 1.
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Proof:
Using the equation (10), we have:
A−1λ KλA
∗−1
λ = Kλ −BdB∗d
A−1λ KλA
∗−1
λ K
−1
λ = I −BdB∗dK−1λ
A−1λ KλA
∗−1
λ K
−1
λ Aλ = Aλ −BdB∗dK−1λ Aλ
(A−1λ Kλ)A
∗−1
λ (A
−1
λ Kλ)
−1 = Aλ −BdB∗dK−1λ Aλ
Let A1 = A
∗−1
λ and A2 = Aλ − BdB∗dK−1λ Aλ. Then there exists an operator
P = A−1λ Kλ such that:
A1 = PA2P
−1.
Operators A1 and A2 could be said “similar”.
As we defined:
Aλ = Ade
λT , λ >
ln‖A−1d ‖
T
,
we have
‖A∗−1λ ‖ ≤ ‖A∗−1d ‖e−λT < 1.
As the operator P is positive definite and bounded, there exist two positive
scalars c1 and c2 such that: ‖P‖ ≤ c1, ‖P−1‖ ≤ c1.
Then,we have also
‖Aλ −BdB∗dK−1λ Aλ‖ ≤ c1c2‖A∗−1d ‖e−λT
If we want to have
‖A˜‖ ≤ δ < 1,
we must have
c1c2‖A∗−1d ‖e−λT ≤ δ.
Finally, we have:
λ >
1
T
ln(
c1c2‖A∗−1d ‖
δ
)
4 Conclusion
The result given in this paper is quite general in the case of a bounded control
operator B. Moreover, we have seen on the example that the result is easily
applicable. This method may be also applied for the case of unbounded operator
B.
For discrete-time systems, results are similar. The state feedback law is
easily applicable as in the case of the continuous-time systems.
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