We study the problem of learning conjunctive concepts from examples on structural domains like the blocks world. This class of concepts is formally defined, and it is shown that even for samples in which each example (positive or negative) is a two-object scene, it is NP-complete to determine if there is any concept in this class that is consistent with the sample. We demonstrate how this result affects the feasibility of Mitchell's version of space approach and how it shows that it is unlikely that this class of concepts is polynomially learnable from random examples alone in the PAC framework of Valiant. On the other hand, we show that for any fixed bound on the number of objects per scene, this class is polynomially learnable if, in addition to providing random examples, we allow the learning algorithm to make subset queries. In establishing this result, we calculate the capacity of the hypothesis space of conjunctive concepts in a structural domain and use a general theorem of Vapnik and Chervonenkis. This latter result can also be used to estimate a sample size sufficient for heuristic learning techniques that do not use queries.
Introduction
Since the publication of Winston's results on learning blocks-world concepts from examples (Winston, 1975) , considerable effort has gone into improving and generalizing his learning algorithm and into developing a more rigorous and general model of this and related AI learning problems (Vere, 1975; Hayes-Roth, 1978; Knapman, 1978; Michalski, et al., 1983; Dietterich, 1983; Bundy, et al., 1985; Sammut, 1986; Kodratoff, 1986) . Whereas much of the earlier learning work, especially that associated with the field of Pattern Recognition (e.g. Duda, 1973) , relied on an attribute-based domain in which each instance of a concept is characterized solely by a vector of values for a given set of attributes, this work uses a structural domain in which each instance is composed of many objects and is characterized not only by the attributes of the individual objects it contains, but by the relationships among these objects. The classic example is Winston's arch concept, defined as any scene that contains three blocks, two having the attributes required of posts and a third having the attributes required of a lintel, with each of the posts supporting the lintel and the posts set apart from each other. This concept can be formalized by inventing variables x and y for the posts and z for the lintel and giving an expression in the predicate calculus roughly of the form 8 D. HAUSSLER "there exist distinct x, y, z such that fl and f2 and.., f~," where the f's are atomic formulae in the variables x, y and z that describe attributes of and relations between the objects represented by these variables. A concept of this type will be called an existential conjunctive concept. The notions of an instance space in a structural domain and the class of existential conjunctive concepts over this instance space are defined formally in Section 1 below. Instances in the instance space will be called scenes in deference to the pioneering work of Winston, even though our treatment is by no means limited to a blocks-world-like domain. Instances and concepts will be represented by labeled graphs, as described in Section 1. Mitchell (1982) gives an elegant framework for viewing the process of learning from examples and illustrates this framework by analyzing the process of learning simple existential conjunctive concepts. A general version of this framework can be described as follows. Let us assume that we are trying to learn some unknown target concept defined on the instance space. This concept may or may not be an existential conjunctive concept (i.e., the target concept is allowed to be any subset of the instance space). We are given a sequence of examples of this target concept, each of which is either an instance contained in (i.e., satisfying) the concept (a positive example) or an instance not contained in the concept (negative example), each labeled accordingly. This is called a sample of the target concept. The task is to produce an existential conjunctive concept that is consistent with the sample, in that it contains all instances from positive examples and none from negative examples, or to detect when no existential conjunctive concept is consistent with the sample. Thus we assume a restricted hypothesis space H consisting of only existential conjunctive concepts. The set of all hypotheses h E H that are consistent with the sample is called the version space of the sample (with respect to the hypothesis space/4). The version space is empty in the case that no hypothesis in H is consistent with the sample.
Mitchell shows how this learning task (and related tasks) can be solved by maintaining only two subsets of the version space: the set S of the most specific hypotheses in the version space and the set G of the most general hypotheses. These sets are updated with each new example. There are two computational problems associated with this method. The first is that in order to update the sets S and G, we must have an efficient procedure for testing whether or not one hypothesis is more general than another and whether or not a hypothesis contains a given instance. Indeed, the latter would seem to be a requirement for the existence of any practical learning method. Unfortunately, both of these problems are NP-eomplete if we allow arbitrarily many objects in scenes and arbitrarily many variables in existential conjunctive hypotheses (see Hayes-Roth, 1978 and Section 1 below). This problem is avoided by fixing the maximum number of objects in a scene (and hence variables in a consistent concept) to a reasonably small number. For example, Mitchell uses two objects per scene in the running example of (Mitchell, 1982) .
The second problem is that the size of the sets S and G can become unmanageably large. In Haussler (1988) , it is shown that using the hypothesis space of conjunctive concepts in a simple attribute-based domain (corresponding to existential con-9 junctive concepts on scenes with only one object), the size of G can already grow exponentially in the number of examples if the number of attributes is large, However, in this case S never contains more than one hypothesis (see Bundy, et al., 1985) , so a consistent (and maximally specific) hypothesis can be found by computing only S-(using the positive examples) and then checking to see if any negative example is contained in S in a second pass through the sample. This is not possible in structural domains. In fact, we show that both the size of S and the size of G can grow exponentially in the number of examples when structural domains are used. More precisely, even if we restrict ourselves to instance spaces like the one in Mitchell's paper in which 1. each scene has exactly two objects, 2. there are no binary relations defined between the objects, and 3. each object has only Boolean-valued attributes, then using the hypothesis space of existential conjunctive concenpts and letting the number of attributes grow, the size of both S and G grow exponentially in the number of examples. Furthermore, in this case it is NP-complete to determine if the version space is nonempty, i.e., if there is any existential conjunctive concept consistent with a given sample (Theorem 1, Section 2).
The version space paradigm of learning from examples is a rather demanding one in that it aims at either exact identification of the target concept or an exact description of the set of consistent hypotheses in the case that the number of examples is insufficient for exact identification. Another paradigm has recently been introduced by Valiant in which the goal of learning is merely to find a hypothesis that is a good approximation to the target concept in a probabilistic sense (Valiant, 1984) . This framework has been called "Probably Approximately Correct" (PAC) learning (Angluin, 1988) . We describe this framework in Section 3 and consider the problem of learning existential conjunctive concepts in this sense.
It turns out that using results from (Pitt, 1986) , Theorem I implies that existential conjunctive concepts are not learnable in the strict PAC sense, from random examples alone (Proposition 2, Section 3.1). In Section 3.2 we use results of Vapnik and Chervonenkis to show that the problem is not that too many training examples are needed, but only that it is, in general, computationally difficult to find a hypothesis that is consistent (or nearly consistent) with the training examples. We show that for reasonable sample sizes, any hypothesis that is consistent with all but a small fraction of the training sample is good with high probability (Propositions 3 and 4, Section 3.2) . This implies that heuristic techniques, such as those considered in Vere (1975) , Hayes-Roth (1978) , Michalski (1983) , Dietterich (1983), and Samrout (1986) , will be effective in producing accurate hypotheses, so long as the training set is reasonably large, and they do not run into computational difficulties (Theorem 2, Section 3.2).
Finally, in Section 3.3 we show how these computational difficulties can be overcome if we allowthe learning algorithm to make certain types of queries while it is learning, in addition to receiving random training examples. The type of query we consider is a subset query, as defined in Angluin (1988) . Here the learning algorithm asks if a hypothesis is contained in (i.e., equal to or more specific than) the target concept. We assume an oracle is available that answers yes or no. We show that existential conjunctive concepts are PAC learnable using subset queries and random examples, so long as we restrict the maximum number of objects per scene to a fixed constant (Theorem 3, Section 3.3). We close in Section 4 with a number of open problems.
Attributes, relations, and existential conjunctive concepts

Attributes and relations
We define a set of attributes for which each object we consider has particular values. For example, we might have attributes shape, color, and size, and a particular object (a small red square) might be characterized as having the value square for the attribute shape, red for color and 2 for size. The values an attribute can have are defined a priori, as is its value structure, which may be either tree-structured or linear (Michalski, 1983) . In a tree-structured attribute, the values are ordered hierarchically as illustrated in Figure la for the attribute shape. The lowest or leaf values of this tree are the only observable values, i.e., actual objects must have one of these values for the attribute shape. The other values, called abstract values, are used only in logical formulae that represent concepts, as defined below. We assume that the node for each abstract value in the tree has at least two children. The values of a linear attribute are all directly observable and are linearly ordered, as in the attribute size, which may be defined, for example, to take only integer values between 1 and 5. At the other extreme, a linear attribute may be defined to take on any real number as its value.
A scene that contains several objects is characterized not only by the attributes of its objects but by the relations between its objects. Here we will restrict ourselves to binary relations, but, for consistency with our treatment of attributes (henceforth viewed as unary relations), we will allow these binary relations to take on any of several values, with the same two types of possible value structures. To illustrate the flexibility of this model, we give a few examples of binary relations that might be used to characterize the spatial relationship between an ordered pair of objects in a two-dimensional scene. First, the relation distance-between may be defined as a linear binary relation in analogy with the attribute size, perhaps using the Euclidean distance between the centers of mass. In addition, the relative position in the x-y plane of two objects might be characterized similarly using two linear binary relations delta_x and delta y that give the difference in x coordinates and the difference in y coordinates of the centers of mass. Alternatively, a more qualitative binary relation to describe spatial relationship is given by the tree-structured relation rel_pos illustrated in Figure lb.
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Instances and existential conjunctive concepts
Henceforth we will assume a fixed set R of relations consisting of n attributes AI, .
•.,
A,, and 1 binary relations B1, . .., Bt. We will also assume a fixed upper bound k on the number of objects per scene. A scene with t objects, 0 <-t -< k, will be represented as a complete directed graph on t nodes (i.e., there are two directed edges between every pair of nodes, one going each way), with each node representing an object in the scene and labeled by the n-tuple that gives the observed value of each attribute for that object, and a directed edge from the node representing obj~ to the node representing oh j2 labeled with an/-tuple that gives the observed values of each binary relation on the ordered pair (objl, obj2) . A graph of this type will be called an instance graph. This representation is illustrated in Figure 2 , where the triples in the nodes give the values of the attributes size, shaded, and shape, respectively, and the pairs on the edges give the values of the relations teMpos and distance_between, respectively. Note that this representation implies that binary relations are not defined between an object and itself; this is reserved for attributes. Finally, the instance space is defined as the set of all instance graphs. Here, for simplicity, we identify scenes with the labeled graphs that represent them. By using variables to denote unknown objects, we can define the set of (elementary) atomic formulae over R as in (Michalski, 1983 (Objl, obj2) in a scene satisfies the atomic formula fix, y) if the binary relation between these objects has the appropriate value, as defined above for unary relations.
An existential conjunctive expression over R (see Figure 3 ) is a formula + of the form 3" Xl, .
•., X r : fl and f2 and • • • and fs, where s -> 1, each xj, 1 <-j -< r, is a variable and each f~, 1 -< i -< s, is an atomic formula over R involving either a single variable from {xl .... , Xr} or an ordered pair of distinct variables from this set. We have dropped the names of the variables appearing in the individual atomic formulae to simplify the notation. The first part of this expression (up to the colon) may be read "there exist distinct objects xl through Xr such that . . ." Thus a scene (or its instance graph) satisfies ~ if it contains r distinct objects obj~ .... obJr such that for every i, 1 -< i <-s, if f/ = f~(xj) then objj satisfies f~ and if f~ = f~(xj, x~) then the ordered pair (obj,, objk) satisfies f. Note that the scene may also contain objects other than these r objects (see Stepp, 1987) .
The set of all instance graphs that satisfy ~b is called the concept represented by qb. The class of all such concepts (varying ~b) is referred to as the class of existential conjunctive concepts. Different existential conjunctive expressions can represent the same concept. However, each nonempty existential conjunctive concept can be associated with an existential conjunctive expression that is unique up to renaming of the variables and rearranging the order of the atoms. Before describing resented by an existential conjunctive expression that 1. contains no useless atomic formulae, 2. for every variable contains at most one atomic formula in that variable for each unary relation, and 3. for every ordered pair of distinct variables contains at most one atomic formula in those variables for each binary relation.
(ii) Moreover, each such expression represents a distinct existential conjunctive concept, modulo renaming the variables and rearranging the order of the atomic formulae.
Sketch of Proof.
Condition (1) can clearly be enforced without loss of generality.
To see how condition (2) 
The generalization relation among existential conjunctive concepts
An expression in canonical form with r variables can also be represented as a complete directed graph on r nodes, similar to the way a scene is represented (see Figure 3 ). In this case, each node represents a variable of qb and the labels of nodes and edges represent restrictions imposed by the atomic formulae of +. Thus to label the graph, in addition to tuples of observable values, we will allow tuples that include abstract values for tree-structured relations and ranges of the form vl -v2, with Vl -< v2, for linear relations. (When vl = v2 only a single value will be used.) When no atomic formula is present for a given variable or pair of variables that involves a given relation, we will use the special symbol "?" to indicate that any value is possible. Such a graph is called a concept graph.
The graphical representation of existential conjunctive concepts is very useful for placing these concepts into a partial order from the most specific concepts to the most general concepts, as is used in the version space framework. This partial order is just the set containment relation: a concept +1 is (the same as or) more general than another concept +2 if +2 C_ +1. This relation can also be defined directly on concept graphs.
Let us first say that if ll and 12 are tuples of restrictions labeling nodes or edges in two different graphs, then 1i is stronger than 12 if every component of l~ represents a set of values that is contained in the set of values represented by the corresponding component of 12. If G~ and G2 are the graphs of existential conjunctive concepts (bl and d02, respectively, then it is easily verified that (b~ is more general than +2 if and only if there is a 1-1 mapping 19 from the set of nodes of G~ into the set of nodes of G2 such that each node in G2 in the range of 19 is labeled with a stronger tuple of restrictions than the corresponding node in G~ and each directed edge between two nodes in G2 in the range of 19 is labeled with a stronger tuple of restrictions then the corresponding edge in G~. Furthermore, we have used the "single representation trick" (Cohen, 1982) , representing both scenes and concepts with the same type of graph, and thus it is easily verified that we can also check if a concept is satisfied by a given scene by checking if the concept graph is more general than the scene's instance graph. Figure 4 illustrates a mapping that shows that the scene in Figure 2 is an instance of the concept in Figure 3 . An interesting special case occurs when the set of relations R contains no unary relations and only one binary relation, which has only two observable values: present and not_present. In this case, concept graphs labeled only with observable values correspond to simple, unlabeled directed graphs (edges marked present are there, others are not) and the problem of whether one such concept is more general than another, or indeed, the problem of whether a scene satisfies such a concept, is exactly the problem of subgraph isomorphism for directed graphs, known to be NP-complete (Garey, 1979) . Hence we cannot expect to be able to solve these problems efficiently in the general case for concepts with many variables and scenes with many objects. 2
It is for this reason that we limit the number of objects per scene to at most k, for some reasonably small constant k. Given this restriction, we would like to design learning algorithms that are efficient even when the number n of attributes and the number l of binary relations are large. In the next section we show that this also may be difficult, even when the number k of objects per scene is restricted to two.
Difficulty of finding consistent existential conjunctive concepts
We assume the reader is familiar with the basics of the theory of NP-completeness as described in Garey (1979) , and in particular with the fact that the following problem is NP-complete:
Definition. SAT: Given a pair (V, C) where V = {v j,..., v,} is a set of Boolean variables and C = {Ct,..., C,} is a collection of clauses, each of which is a set of literals (variables or their negations) over V, determine if (V, C) is satisfiable, i.e., if there is a truth assignment for the variables v~, . .., v, (each variable set to either true or false) such that each clause contains at least one literal that has value true.
The purpose of this section is to derive the following result.
Theorem 1. The problem of determining if there is an existential conjunctive
concept consistent with a sequence of m of examples over an instance space defined by n attributes (where m and n are variable) is NP-complete, even when there are no binary relations defined, each attribute is Boolean valued, and each example contains exactly two objects.
Proof. We describe a reduction of SAT to this problem, related to the reduction given in Theorem 3.2 of Pitt (1986) .
Let (V, C) be an instance of SAT with V = {vl,..., v,,} a set of Boolean variables and C = {C1, . .., C} a set of clauses over V.
Define a set of 2n Boolean attributes A = A~,..., A2n, each of which corresponds to one of the 2n literals vl, . .., vn, ~1, • • , vn. Let qJ be a mapping from literals to the indices of their corresponding attributes, i,e. +(vi) = i and +(~i) = n + i, 1 <-i _< n. It is assumed that t~ is also extended to map from clauses to sets of indices in the trivial manner, i.e., q~(S) = {,(s) : s C S}.
A two-object scene over the attributes A1 ..... A2, (with no binary relations)
is defined by an unordered pair (X, Y), where X is a Boolean vector of length 2n
giving the values of the attributes for one object in the scene, and Y is the vector for the other object. To_simplify our notation (following Pitt, 1986) , let 1 denote the vector of all l's and 0 the vector of all O's, and for any S _C {1 .... ,2n} let 0s denote the vector that is all l's except at the indices given in S and ls denote the vector that is all 0's except at the indices given in S. Using these conventions, define a sample Q with the n + 2 positive examples Proof. Assume that (V, C) is satisfiable. Let L be the set of literals that are true in an assignment that satisfies (V, C), i.e., such that for all i, 1 -< i -< n either vi L or ~i E L but not both, and for all j, 1 -< j -< t, L f7 Cj # 0. Let 40 be the existential conjunctive concept defined by 6 = 3*x : (Aq(x) = 1) and.., and (Ain(x) = 1), where{il ..
We will show that 40 is consistent with the sample Q. The concept 6 clearly includes the positive examples (1, 1) and (1, 0) of Q; in each case we may take x to be the first object listed, for which all attributes have the value 1. In each of the remaining positive examples of Q there is an index i, 1 -< i -< n, such that for one object, all attributes except A,(,i) have value 1, and for the other object, all attributes except A,(~i) have value 1. Since L does not contain both vi and ~i, if v/~ L then we may take x to be the former object, and if ~i ~ L, we may take x to be the latter object. Hence all of the positive examples of Q are included in +.
For each negative example in Q there is a clause C~ of C such that in each object, each of the attributes corresponding to the literals in C~ has value 0 and the remaining attributes have value 1. Since L contains a literal from each clause in C, L contains a literal in Cj, and hence there is an atomic formula in the conjunctive expression of 40 that requires that the attribute corresponding to this literal have the value 1. Thus neither object satisfies the conjunctive expression of +, and hence no negative example is included in +. Hence + is consistent with all the examples in Q.
For the other direction of the proof, assume that there exists some existential conjunctive concept 40 that is consistent with the sample Q. First note that the conjunctive expression of + cannot have any atomic formulae that sets the value of an attribute to 0, for otherwise 40 would not include the positive example (1, 1) . However, this implies that 40 cannot contain both atomic formulae for a variable x and atomic formulae for a different variable y, for otherwise we could not find an assignment of the objects in the positive example (1, 0) that would satisfy 40 (recall that the quantifier 3" means that distinct variables x and y must be mapped to distinct objects). Hence we may assume that 40 is of the form Since + also includes the remaining positive examples of Q, for any literal vi, 1 -< i -< n, + cannot include both an atomic formula for the attribute corresponding to vi and an atomic formula for the attribute corresponding to ~i; otherwise, + would not include the positive example (0+~, 0,~i~), in which each object has one of these attributes set to the value 0. Finally, since + does not include any of the negative examples of Q, for each clause Q, 1 -< j -< t, + must contain an atomic formula for an attribute corresponding to a literal that appears in Q; otherwise, the negative example (0,~cj~, 0,ccjl), in which all attributes except those corresponding to literals in Cj have the value 1 for both objects, would be included in +.
It follows that the set of literals L corresponding to the attributes that appear in the conjunctive expression of + can be used to define a truth assignment that satisfies (V, C): for any variable v E V, if v ~ L then set v to true, else set v to false. Hence (V, C) is satisfiable. [] Since the problem of finding a consistent existential conjunctive hypothesis can be solved in nondeterministic polynomial time for a fixed number k of objects per scene, and the above reduction can be accomplished in polynomial time, the theorem follows. [] One sidelight of the above proof is that it actually shows that the problem in question is NP-complete even if, in addition to the restrictions listed in the statement of the theorem, we restrict ourselves to existential conjunctive concepts whose canonical expressions have only one variable. This may appear contradictory at first, since such expressions are essentially equivalent to variable-free pure conjunctive expressions, e.g., as studied in (Haussler, 1988) , for which there are many known learning algorithms. However, these algorithms work only in the attributebased domain, where there is only one object in each example and hence no ambiguity regarding the mapping of attributes in the example to attributes in the hypothesis. The above result shows that as soon as we introduce even the minimal amount of ambiguity, i.e., by having two objects in each example instead of just one, then the problem of finding a consistent hypothesis becomes substantially more difficult.
Another interesting sidelight of the above proof is that it indicates how to construct samples in which the size of the sets S and G of Mitchell's version space algorithm are exponential. This is to be expected, since otherwise Mitchell's algorithm could be used to solve the version space nonemptiness problem for existential conjunctive concepts in polynomial time, implying that P = NP. An explicit construction can be given as follows. (The remainder of this section may be skipped without loss of continuity.) Let (V, C) be an instance of SAT with V = {v~ .... , vn} a set of Boolean variables and C = {C1, . .., C,} a set of clauses over V, where G = {vj, ~j} for all j, 1 -< j -< n. Clearly this is atrival instance of SAT, in the sense that every truth assignment of the variables in V satisfies this instance.
Using the reduction of SAT to the problem of finding a consistent existential conjunctive concept given in Lemma I above, we can construct a set of 2n Boolean attributes A = A1 .... , A2n and a sequence Q of m --2n + 2 two-object examples is consistent with Q, and conversely, any existential conjunctive concept that is consistent with Q has the form (1) for some L that constitutes the set of literals that are true in some truth assignment satisfying (V, C) . This can be verified by the arguments given in the proof of Lemma 1, and by the additional observation that for the particular choice of C above, in order to contain a literal in each clause of C, L must include either v or ~ for each variable v ~ V.
It follows that there is a 1-1 correspondence between the hypotheses in the version space of Q (with respect to existential conjunctive concepts) and the satisfying assignments of (V, C) . This implies that the version space has size 2 n, since this is the number of distinct satisfying assignments of (V, C). Furthermore, any two distinct concepts in this version space, i.e., any two expressions of the form given in (1) that are not identical up to a rearrangement of atomic formulae, are clearly incomparable with respect to the partial order of increasing generality. Hence the set S of maximally specific concepts in the version space equals the set G of maximally general concepts in the version space, which in turn equals the entire version space. Hence both S and G have sizes exponential in n, and hence in m as well.
Learning from random examples
Theorem 1 indicates that the computation time in the worst case is more than polynomial in the sample size for any learning algorithm that learns existential conjunctive concepts by drawing a set of examples and then producing an existential conjunctive hypothesis consistent with these examples, unless P = NP. There are several ways one might try to get around this negative result. We will look at two of them in Sections 3.2 and 3.3 below. Both involve making the assumption that the examples of the target concept are generated by choosing instance graphs independently at random (with replacement) from the instance Space according to some fixed probability distribution on this space, and labeling each instance as positive or negative according to whether or not it is an instance of the target concept. Such examples will be called random examples.
We begin by discussing a specific framework for studying learning from random examples.
Valiant' s PAC learning framework
Assume that given a sequence of random examples of some unknown existential conjunctive target concept, a learning algorithm produces a hypothesis that is itself an existential conjunctive concept, specified by a concept graph or an existential conjunctive expression. This hypothesis need not be consistent with all the examples. Rather, we define a successful learning algorithm as one that, with high probability, produces a hypothesis that will perform well on further random examples drawn according to the same fixed distribution. More formally, we define the error of a hypothesis as the probability that it disagrees with the target concept on a randomly drawn instance. A successful learning algorithm is then one that, from random examples of any existential conjunctive target concept,~ with high probability, finds a hypothesis with small error. (The assumption that the target concept is existential conjunctive is not actually needed in some of the results below (Propositions 3 and 4)).
If we now add the requirement that
(1) the learning algorithm uses only polynomial sample size and computation time and (2) it produces a hypothesis with small error with high probability for any probability distribution on the instance space, then we get (essentially) the learning framework defined by Valiant (1984) . This has been called Probably Approximately Correct (PA C) learning (Angluin, 1988) .
Here the polynomial in condition (1) is a function of the complexity of the learning task (i.e., the number of attributes and relations, and the syntactic size of the target concept in canonical form) and the inverses of the accuracy and confidence parameters, usually denoted e and ~, respectively. Learning with accuracy 1 -e and confidence 1 -~ means getting a hypothesis with error at most e with probability at least 1 -~. We are already fixing the number of objects per scene to at most k for some constant k to avoid NP-completeness problems in determining concept membership. Thus we would not demand that the polynomial in (1) depend on k as well. This means that we would look for algorithms that scale well with the number of relations, but not necessarily with the number of objects per scene. A more detailed discussion of the PAC framework may be found in Haussler (1988) and Haussler, et al. (1988) .
Since it is conceivable that one could find a hypothesis with small error without fitting the training examples exactly, at first glance there appears to be some hope that this PAC framework, by itself, could avoid the problems indicated by Theorem 1. However, results in Pitt (1986) show that finding hypotheses with small error for an arbitrary probability distribution on the instances is at least as hard as finding 22 D. HAUSSLER a consistent hypothesis. So this hope is unfounded. This observation is formalized as follows.
Let RP denote the class of all problems (expressed as formal languages) that have randomized polynomial time algorithms. These are deterministic algorithms that are allowed to flip a fair coin to decide their next move (Gill, 1977) . (This class is actually called VPP in Gill (1977) .) It is easy to show that RP C_ NP. Furthermore, just as it is strongly suspected that P ¢ NP, so it is strongly suspected that RP ~ NP. Using the results from (Pitt, 1986 ) (see Natarajan, 1987 , Blumer, et al., 1988 , Theorem 1 of the previous section implies.
Proposition 2. Existential conjunctive concepts are not learnable in the PAC framework described above unless RP = NP. Moreover, this holds even when no binary relations are defined, each attribute is Boolean-valued, and each example contains exactly two objects. U]
Hence it appears that we cannot avoid the computational complexity problems indicated by Theorem 1 by adopting the PAC model. In fact, adopting this model seems only to make matters worse, since even if we did find a consistent (or nearly consistent) hypothesis, we have no guarantee that it will have small error. We deal with this problem in the next section. For now we note only that Proposition 2 does not follow from Theorem 1 in a variant of the PAC framework in which the hypothesis space is allowed to be different from the target class (see e.g., Kearns, et al., 1987 . Thus there may be efficient PAC algorithms for existential conjunctive concepts that use different hypothesis spaces. Some very weak results of this type (from a practical point of view) are given in Haussler (1987) . We will not pursue this further here.
Sample size required to learn existential conjunctive concepts
Many heuristic techniques have been developed for finding existential conjunctive concepts consistent with a set of examples (Vere, 1975; Hayes-Roth, 1978; Michalski, 1983; Kodratoff, 1986) . Some of these techniques appear to work well in applications of practical interest even though Theorem 1 indicates that it is very likely that examples could be constructed that they will flounder on. We may try to get around Theorem 1 by postulating such a heuristic. However, suppose that we do find a heuristic technique that, in practice, often produces a hypothesis consistent with the sample in a reasonable time. What guarantee do we have that this hypothesis will have small error with respect to the target concept? We will show that learning any algorithm for existential conjunctive concepts, when it succeeds in finding a hypothesis consistent with a large enough random sample, inevitably produces a hypothesis that with high probability has small error. In fact, this also holds when hypotheses are not completely consistent with all training examples, but merely disagree with but a small fraction of training examples. Hence each of the above referenced learning algorithms for existential conjunctive concepts can be an effective method, if not always an efficient method.
Let us first return to Mitchell's version space framework, as discussed in the introduction. We define for any hypothesis space H and any sequence of examples Q, the version space of Q with respect to H as the set of all hypotheses in H that are consistent with all examples in Q. Assuming a fixed probability distribution on the instance space, as in (Haussler, 1988) we can define a situation in which enough critical examples have been drawn so that no hypothesis in the version space has large error.
Definition. Given a hypothesis space H, a target concept +, a sequence of examples Q of qb, and an error tolerance e, where 0 -< e -< 1, the version space of Q (w.r.t. H) is t-exhausted (w.r.t. +) if it does not contain any hypothesis that has error more than e with respect to qb.
If the version space (w.r.t. H) is t-exhausted for small e, then any hypothesis in this version space is a good approximation to the target concept in the sense that its error is small relative to the target, hence any learning algorithm that finds a hypothesis in H consistent with the sample has found a good hypothesis. Furthermore, as the sample gets larger, fewer hypotheses in H will be consistent with it, so the version space will shrink, increasing the probability that it becomes e-exhausted. This provides a way to force a learning algorithm that searches a hypothesis space H for a consistent hypothesis to produce either a good hypothesis or no hypothesis at all: we choose some small • and only run it on random samples Q that are large enough so that with high probability the version space of Q (w.r.t. H) is t-exhausted with respect to any possible target concept in H. This way, if it produces a consistent hypothesis, then with high probability this hypothesis has error less than e, simply because all hypotheses with error greater than • have been eliminated from the version space. The question that remains is how large Q must be.
In Haussler (1988) the notion of bias (Mitchell, 1980) inherent in a restricted hypothesis space is quantified in a way that relates the bias of a hypothesis space to the number of samples required to t-exhaust a version space within it with high probability. To do this, bias is quantified by the growth function (or capacity) (Vapnik, 1982) .
Definition. Let X be an instance space and let H be a hypothesis space defined on X. For any finite set S C_ X of instances, IIu(S) = {S N h : h E H}, i.e., the set of all subsets of S that can be obtained by intersecting S with a concept in H. Equivalently, one can think of UH(S) as the set of all ways the instances of S can be divided into positive and negative instances so as to be consistent with some hypothesis in H, i.e., the set of all dichotomies of S induced by hypotheses in H. The capacities of a variety of attribute-based concept classes are calculated in (Haussler, 1988 ) (see also Pearl, 1978) . The following result from (Blumer, Ehrenfeucht, Haussler, and Warmuth et al., 1988 ) (essentially due to Vapnik and Chervonenkis (Vapnik, 1982) and given in other forms in (Blumer, et al., 1988 ) (Haussler, 1986) ) relates the capacity of a hypothesis space to the rate at which version spaces within it become exhausted. Proposition 3. Let H be a hypothesis space 4 and 0 < e < 1. If Q is a sequence of m independent random examples (chosen according to any fixed probability distribution on the instance space) of any target concept d), then the probability that the version space of Q (w.r.t./4) is not e-exhausted (w.r.t. +) is less than
This result can also be extended to take into account a slightly larger version space, one that includes all hypotheses that disagree with the sample Q on at most a small fraction of the examples in Q (see Mitchell, 1982) . This can be useful when the target concept is not itself existential conjunctive, and more importantly, when there is a stochastic element in the labeling of the training examples, as well as in the selection of training instances. This occurs, for example, when there is noise either in the classification labels themselves, or in the measurement of the values of the attributes.
In order to model this more general setting, let us now extend the fixed probability distribution used above from a distribution on the instance space to a distribution on the space of all possible examples. Formally, we define a distribution D on the space X x { +, -}, where Xis the instance space (e.g., all possible instance graphs with up to k nodes on a given set of relations), and { +, -} is the set of possible classification labelings of examples. We use two classification values here only as a matter of convenience, in keeping with our focus on simple concept learning. Random examples are now generated by drawing (independently with replacement) directly from the distribution D. Each draw provides a whole example, not just an instance, 'so we no longer need the notion of a target concept. The distribution D itself acts as a kind of stochastic target concept. This is in fact the typical model used in the pattern recognition literature (Vapnik, 1982; Duda, 1973 ) (see also the appendix of Blumer, et al. (1988) for further discussion).
Using this model, the error of a hypothesis h with respect to the distribution D is defined as before: it is the probability that the hypothesis disagrees with an example drawn at random from D. In that case that the distribution D assigns probability 0 to all but one classification for any given instance, this reduces to the notion of the error of h relative to a certain target concept, defined above. Using the more general results of Vapnik and Chervonenkis for arbitrary distributions D on X x {+, -} (see Theorem A3. 3, Blumer, et al., 1988) , Proposition 3 can now be generalized to Proposition 4. Let X be an instance space, H be a hypothesis space on X, and 0 < e < 1. If Q is a sequence of m independent random examples chosen according to any fixed probability distribution on X x { +, -}, then the probability that there is any hypothesis in H that disagrees with a fraction less than e/2 of the examples in Q, yet has error more than e with respect to D, is less than 8IIH (2m)e ~m/,6. [] In essence, this result says that when the capacity of H does not grow too quickly as a function of the sample size m, then for large enough sample size, for any hypothesis h in H, the observed rate of error of h on the training sample is not much less than its true rate of error, i.e., the rate of error that would be observed on a large enough independent test sample. Thus a learning algorithm cannot be fooled into proposing a bad hypothesis just because it looks good on the training data. The choice of demanding observed rate of error less than ~/2 is somewhat arbitrary; any fixed fraction of e would do. Only the constants in the probability bound above would change (see Blumer, et al., 1988) .
To complete our analysis, we now calculate an upper bound on the capacity of the hypothesis space used in learning existential conjunctive concepts.
As in previous sections we will assume that scenes contain at most k objects, where k -> 2, and there is a fixed set of n attributes and l binary relations, each tree-structured or linear, that characterize objects and relations between objects in a scene. To simplify notation, we will assume that n = l and use n to denote both the number of attributes and the number of binary relations. This set of scenes defines the instance space X. Given a sequence of examples from this instance space, our heuristic learning algorithm will search some restricted hypothesis space for a hypothesis that is consistent with these examples. For the present purposes, this will always be one of the hypothesis spaces H,, 0 <-s <-nk 2, consisting of all existential conjunctive concepts that can be represented by an existential conjunctive expression with at most k variables and syntactic size at most s (i.e., using at most s atomic formulae). The restriction that s <-nk 2 comes from that fact that using the canonical form of Section 1, no expression needs more than one atomic formula for every combination of attribute and variable and one atomic formula for every combination of binary relation and ordered pair of distinct variables (k 2 = k + k (k -1)). Since all concepts that are represented by expressions that use at most k variables are included in Hnk2 and since, in view of our limitation of at most k objects per scene, any expression with more than k variables represents the empty concept, the hypothesis space Hnk2 is actually the class of all existential conjunctive concepts over the instance space X. Proof. Let S be a set of m scenes chosen from the instance space X. Let OBJ(S) be a list of all objects from scenes in S and PAIR(S) be a list of all ordered pairs of distinct objects from scenes in S, where both objects in each pair come from the same scene. Since each scene contains at most k objects, OBJ(S) includes at most km objects and PAIR(S) includes at most k (k -1)m pairs. To establish our result, we calculate an upper bound on the size of Hm(S ) = {Z C S : Z = S n h for some h E Hs}. Our strategy is to determine some conditions that imply that two distinct hypotheses ha and ha ~ Hs induce the same subset Z, in the sense that S N ha = Z = S N hz. From this we will get an upper bound on the number of distinct Z's induced by hypotheses in Hs.
We need the following notation. Similarly, for any ordered pair (xi, xj) of distinct variables in +, let RES(xi. xj)(+) be the pure conjunctive concept formed by the conjunction of all binary atomic formulae of + involving the pair (xi, xj). We claim that S 7/ha = S N h2 whenever
(1) The number of variables in ha and h 2 are the same and can be put in 1-1 correspondence such that (2) for each variable x of hi and corresponding variable 2 of h2, the set of all objects in OBJ(S) that satisfy RESx(h~) is the same as the set that satisfy RES(h2) and (3) for each ordered pair of distinct variables (x, y) of h~ and corresponding pair (x, Y) of h2, the set of all ordered pairs of objects in PAIR(S) that satisfy RES (x, y~(hi) is the same as the 04set that satisfy RES (~, y~(hz) .
To verify this, simply observe that under assumptions (1), (2), and (3), if a scene in S satisfies h~ according to the definition given in Section 1 then it will also satisfy h: and vice versa.
To obtain an upper bound on the cardinality of IIH,(S) we will now simply count (or upper bound) the number of ways we can (A) choose the number of variables r in a canonical expression, possibly with some useless atomic formulae, for an h C H~ and for a given r, assuming the variables in h are xl, . .., Xr, (B) choose the subsets of OBJ(S) consisting of all objects that satisfy RESxi(h) for each i, where 1 -< i -< r and (C) choose the subsets of PAIR(S) consisting of all ordered pairs of objects that satisfy RES(xi. ,~j)(h) for each i, j, where 1 <-i < j -< r.
As far as (A) is concerned, we can assume that the number of variables is between 1 and k. This is because any existential conjunctive expression with more than k variables is not satisfied by any scene in S, and hence these hypotheses add at most 1 to the cardinality of FIm(S ). As for (B) and (C), given r, where 1 -< r -< k, and h E Hs with variables xl ..... xr, we can assume that h has exactly s atomic formulae, since if h has less than s atomic formulae then we can add useless atomic formulae without changing the set of scenes that satisfy h. Since h has a total of r + r (r -1) = r 2 variables and pairs of distinct variables, there are a total of r 2~ ways that these s atomic formulae can be assigned to variables and pairs of distinct variables. In addition, each atomic formula can be defined using any one of n relations, so these relations can be assigned to the s atomic formulae in n" ways. Furthermore, there are many ways to assign value restrictions to the atomic formulae (i.e., pairs of values vl and v2 with vl -< v2 for linear relations and observable or abstract values for treestructured relations), but all that really matters is what subset of the objects in
OBJ(S) (or the pairs in PAIR(S) if the atomic formula is binary) have values that
comply with these restrictions. It is easy to see that the maximal number of such subsets occurs when the atomic formula is binary, PAIR(S) is as large as possible (i.e., has size k (k -1)m), each pair of objects in PAIR(S) has a distinct value for the relation of the atomic formula, and this relation is linear. In this case we can imagine that all k (k -1)m pairs are sorted in increasing order according to their values. A restriction that the value lie between two given values amounts to selecting an interval of pairs from this ordering, which can be done in 1 + k (k -l)m + (k(k21)m) --< (k (k -1)m) 2 ways, giving an upper bound of (k (k -1)rn) 2~ on the distinct (w.r.t. S) ways that the atomic formulae in h can be assigned value restrictions. Finally, the order of the atomic formulae is immaterial, so this gives an upper bound of ~ ns (k (~ -1)m) ~ s~ on the number of ways we can specify (B) and (C) for a given choice r for (A). Let the number of objects per scene in the instance space X be at most k and both the number of attributes defined on objects and the number of relations defined between pairs of objects in scenes be at most n. Let D be an arbitrary distribution on X × { +, -}. Then for any 1 <--s <-nk 2, there is a sample size m that is that is sufficient for learning existential conjunctive concepts over Xin the following sense: Given m independent random examples from D, any algorithm that succeeds in finding an existential conjunctive hypothesis with s atomic formulae that disagrees with at most em/2 of these examples has, with probability at least 1 -O (ke-"m) , found a hypothesis with error less than ~.
Proof. We show that this holds for
where In denotes the natural logarithm and e its base. We claim that using Lemma 2, with H = Hs and this value of m, the bound given in Proposition 4 is at most ke on/32 The result follows. ---ln--,
using the fact that s <-nk 2 < [3. [] Theorem 2 shows the sample size required grows only logarithmically as the number of objects per scene and the number of relations between attributes is increased. Note also that the bound given is independent of the number of values that each attribute and relation can take on. See (Haussler, 1988) for further discussion of this point. Finally, note that sample size bounds that hold for any algorithm that produces a nearly consistent hypothesis, regardless of the number of atomic formulae it contains, can be obtained by setting s = k2n, since this is the maximum number of atomic formulae needed in any existential conjunctive expression by Proposition 1.
The constant factors in the proof of Theorem 2 are still quite large. It is likely that with more work, including improvements to Proposition 4, smaller constants can be obtained. In the case that the hypothesis produced is completely consistent with the training examples, a sample size of 16s 64eh6n m = --log --, E can be used, where log denotes the logarithm base 2. The analysis is similar, but uses Proposition 3 in place of Proposition 4. However, there is a limit to how much this theorem can be improved. From Corollary 5.7 of Haussler (1988) using results from Ehrenfeucht, et al. (1988) it can also be shown that for k = 1 (i.e., for attribute-based instance spaces) is a lower bound on the sample size required by any learning algorithm for conjunctive concepts when examples are drawn according to the worst case distribution on the instance space and labeled correctly according to the worst case conjunctive target concept that has at most ~ atomic formulae. Clearly this lower bound also holds for larger k, and thus this shows that the bound in Theorem 2 cannot be improved by more than a logarithmic factor.
Finding good hypotheses using subset queries
The results above indicate that the only obstacle to learning existential conjunctive concepts from random examples is the computational complexity of finding a consistent or nearly consistent hypothesis. This leads us to consider learning algorithms that use other information to help them search the hypothesis space. One possibility is to allow the learning algorithm to formulate queries during learning, as in (Samrout, 1986; Subramanian, 1986; Muggleton, 1988; Valiant, 1984; Angluin, 1988) .
While many types of queries have been used, we will consider only subset queries.
In a subset query, the learning algorithm formulates a hypothesis h, here expressed as an existential conjunctive expression or concept graph, and then asks an oracle if h is contained in (i.e., equal to or more specific than) the target concept. The oracle, representing a teacher or expert that knows the target concept, responds yes or no. We do not assume that a eounterexample is returned when the answer is no, as in Angluin (1988) .
We will first describe an algorithm that, for a fixed bound k on the number of objects per scene, finds a hypothesis consistent with any set of examples of an existential conjunctive target concept using a number of subset queries at most linear in the number of examples. Then by applying a greedy simplification step as in (Haussler, 1988) , this hypothesis will be reduced to one that has a number of atomic formulae within a logarithmic factor of the minimum possible for any consistent hypothesis. The latter hypothesis will still be consistent with most of the examples. Using Proposition 4 above, we will show that this algorithm is a PAC learning algorithm for existential conjunctive concepts, modulo the added ability to make subset queries, and that it uses a sample size that is within a poly-logarithmic factor of optimal for any PAC learning algorithm.
The main technique used in the algorithm is that of matching positive eXamples with each other and with intermediate hypotheses to form maximally specific common generalizations. This is the technique used in constructing the set S in Mitchell's (1982) version space algorithm, and in many other learning algorithms for existential conjunctive concepts that have been investigated (see Dietterich, 1983) . In presenting the algorithm, we will, for simplicity, assume that all examples have exactly k objects, for some k -2.
The technique of forming maximally specific common generalizations (MSG's) can be illustrated by considering the set of examples and target concept given in Figure 5 . Here the attributes and relations are those given in Figures la and lb. Considering only the first two positive examples in Figure 5 , two MSG's can be obtained, each from one of the two possible 1-1 matchings between the objects in the first example and the objects in the second. These MSG's are given in Figure 6 .
The first is obtained by matching the triangle of the first example with the triangle of the second, and similarly for the circles. Since both circles are unshaded, we specify that the circle must be unshaded. Since one has size 1 and the other size 4, we specify a size range of 1 to 4 (Michalski's "closing interval rule" (Dietterich, 1983) ). The attributes for the triangle are calculated in a like manner, except that the size range of i to 5 leads to a useless atomic formula, which is denoted by the value "?". To calculate the relations between the objects, note that in the first example the triangle is to the left of the circle and in the second it is to the right. Therefore, the maximally specific value for the rel_pos relation between the objects is side-by-side (Michalski' s "climbing generalization tree rule"). Finally, in both examples the objects are close. The second MSG is computed in a similar manner, matching the triangle of the first example with the circle of the second.
In the same manner we can obtain the MSG's of any pair of existential conjunctive concepts, the MSG's of a pair of instances being a special case (using the single representation trick). The maximally specific generalization of two concept graphs under a given 1-1 matching of their nodes is defined by taking the maximally specific restrictions that include the value ranges specified in labels of the matched graphs as the value range of each attribute and relation in the resulting graph. Figure 7 shows the two MSG's obtained from the first generalization in Figure 6 and the third positive example. Each corresponds to one of the 1-1 matchings of the nodes in the generalization with the objects in the example. Note, however, that the first MSG is a specialization of the second MSG. This shows that not every matching leads to an MSG that is maximally specific among all possible MSG's of the two graphs (i.e., not every matching produces a generalization in Mitchell's S set). The notion of the MSG's of two concept graphs extends directly to the case of more than two graphs. Given m graphs with 2 nodes each (resp. k nodes each), there are 2 m-1 (resp. (k!) m-l) different 1-1 matchings among the nodes of these graphs, each potentially creating a distinct MSG. The set of positive examples used to create the exponential size set S in the construction at the end of Section 2 comes close to achieving this worst case for k = 2. However, to find a hypothesis consistent with a set of examples, it suffices to find just one of these MSG's of the positive examples that does not include any negative examples. Instead of doing this by heuristic search, a process that is very likely exponential time in the worst case by Theorem 1, we propose to do it by making subset queries. We use the following simple lemma.
Lemma 3. Let G, G1, G2 be concept graphs for existential conjunctive concepts +, qb~, +2, respectively, where G1 and Gz each have k nodes. If +1 C_ ~b and +2 C_ + then there exists a 1-1 matching between the nodes of G1 and the nodes of G2 such that the MSG of G1 and G2 under this matching is contained in +.
Proof. Since +1 C qb, there is a 1-1 mapping ®1 from the set of nodes of G into the set of nodes of G1 such that each node in G1 in the range of 1~1 is labeled with a stronger tuple of restrictions than the corresponding node in G and each directed edge between two nodes in G1 in the range of @1 is labeled with a stronger tuple of restrictions then the corresponding edge in G. Since 4)2 C qb, there is a similar mapping 192 from the nodes of G into the nodes of G2. The desired matching between the nodes of G1 and the nodes of G2 can be defined by taking 192 composed with the inverse of 191 and extending it to a full matching by defining an arbitrary 1-1 matching among the nodes of G1 and G2 that are not in the range of 191 or 1927 respectively. [] Theorem 3. For any fixed bound k on the number of objects per scene, existential conjunctive concepts are PAC learnable using subset queries.
Proof. Again we assume that each example contains a scene with exactly k objects; the proof of the general case with less than or equal k objects per scene is similar. We use the following simple learning algorithm:
Suppose that S is a set of examples of some existential conjunctive target concept +. If S contains no positive examples, return the empty hypothesis, Otherwise, choose any positive example in S and initialize the hypothesis h to be the most specific existential conjunctive concept that contains this example. We can do this by simply interpreting the instance graph for this example as a concept graph. Now, while there are still positive examples left in S that are not contained in h, do 1. choose any such positive example, 2. for each 1-1 matching of the nodes in this example with the nodes in h, form the MSG h' and make a subset query to determine if h' C_ +, until a matching is found for which the answer is yes, 3. replace h by h'.
When all positive examples are contained in h, return h.
To illustrate this algorithm, assume the sample S and target + are as given in Figure 5 , and that the first two positive examples in that figure are used to form the first MSG h' in step (2) , using the matching that leads to the first MSG in Figure 6 . It is easily verified that the subset query returns yes. Hence this MSG becomes the new h. Since the third positive example is not contained in h, another MSG is formed with this example; perhaps the first MSG given in Figure 7 . Again the subset query returns "yes" and h is updated. All positive examples are now included, so this hypothesis is returned.
To see that this algorithm always finds a consistent hypothesis, note that its initial hypothesis is always contained in the target ~b, and that this property is preserved in step (3), since the answer to the previous query in step (2) was yes. Thus by induction, Lemma 3 shows that step (2) will always terminate correctly, giving a matching for which the answer to the query is yes. Since the hypothesis is generalized in each execution of step (3), it must eventually contain all positive examples. Since it is always contained in the target concept, it will never contain any negative examples. Hence the algorithm is correct.
It is clear that for fixed k this algorithm is linear in the number m of training examples and the number n of relations, assuming each call to the oracle is charged unit cost. Furthermore, by Theorem 2 with s = k2n, this algorithm is a PAC learning algorithm for existential conjunctive concepts using sample size plus some small logarithmic term involving the confidence 8 (see e.g., Haussler, 1988) . [] 34 D. HAUSSLER The worst case computation time for the algorithm given above is proportional to k2k!nm, where n is the number of relations (in the worst case all binary). Note that this is the same as the time needed to find which of m instances are contained in a given concept by straightforward matching. The worst case number of queries used is approximately k!m. These bounds can probably be improved in practice by choosing examples and matchings judiciously. We do not pursue this further here.
We have also assumed that the examples are generated without noise and that the queries are always answered correctly. We can get around the former assumption to a certain extent by using queries to find an initial hypothesis that is contained in the target concept and then simply rejecting any positive example that is not included in the current hypothesis h and has no MSG with the current hypothesis that is contained in the target concept. When the fraction of such examples is small, Theorem 2 still applies. Here we rely on correct answers to the queries. We know of no way of avoiding this latter assumption.
The algorithm we have given does not make use of negative examples at all. This is similar to the classical algorithm for conjunctive concepts in attribute-based domains, which forms the unique MSG of the positive examples directly (see, e.g., the discussion in Haussler, 1988) . However, as in Haussler (1988) , a variant of the above algorithm that does use the negative examples can get by with fewer examples by restricting its hypothesis space to existential conjunctive concepts that are not much larger than the target concept. We briefly sketch this idea.
First note that since the algorithm of Theorem 3 always forms a maximally specific hypothesis, for smaller sample sizes, this hypothesis is likely to contain more atomic formulae than necessary to eliminate all the negative examples. For example, in the illustration of the algorithm given above, the final hypothesis contains superfluous atomic formulae indicating that the circle must be unshaded and have size between 1 and 4, among others. This means that the hypothesis h is more complex than it needs to be, in terms of the number s of atomic formulae it has. We call s the size of h.
Given an existential conjunctive hypothesis h that is consistent with a set of positive and negative examples, it is in general NP hard to find the smallest hypothesis which is consistent with the examples that can be obtained from h by deleting atomic formulae. This follows from the analogous result for attributebased domains given in Haussler (1988) . However, there is a greedy method that produces a simplification h' ofh that is consistent and reasonably small. We describe this method now.
First note that any simplification h' of h obtained by deleting atomic formulae, since it generalizes h, will still be consistent with all the positive examples. In order to be consistent with a single negative example, all possible 1-1 matchings from the nodes of h' into the nodes of the example must conflict with at least one atomic formula in h'. When such a conflict occurs, we will say that the atomic formula eliminates the given matching. Only if the set of atomic formulae of h' collectively eliminates every matching to every negative example is h' consistent with the negative examples.
The greedy method produces h' as follows: Starting with just the quantifiers, we add the atomic formula of h that eliminates the largest number of matches to negative examples. Ties are broken arbitrarily. Continuing the illustrative example from the proof of Theorem 3, using the hypothesis h given in the first graph of Figure 7 , this atomic formula could either be the one specifying that the node at the top of the graph (call it x) has shape(x) = regular_polygon or the one specifying that the other node (call it y) has shape(y) =-circle. The first formula eliminates 2 matchings from each of the second and fifth negative examples (counting left to right, row by row), and one matching from the third, fourth, and sixth negative examples, for a total of seven matchings eliminated. The second also eliminates seven matchings. Assume we add the former to our evolving expression. To continue with the greedy algorithm, we now add the atomic formula of h that eliminates the largest number of the remaining matches to negative examples, and continue in this way until all matches are eliminated. In our illustrative example, the next formula would be shape(y) = circle, which eliminates three of the five remaining matchings. Specifying that one object must be close to the other, but not touching or inside, e.g., by the formula distance_between(x, y) = close, eliminates the last two matchings, and we get the hypothesis h' = 3*x, y : (shape(x) = regular_polygon) and (shape(y) --circle) and (distance_between(x, y) 
= close).
Except for the fact that we are counting matchings, this greedy algorithm is the same as that used in Haussler (1988) for the attribute-based case. Now, however, we will make a slight modification to this algorithm, as suggested by M. Warmuth: Instead of continuing until all matchings are eliminated, we will continue only until the number of matchings that remain is less than era~2, where rn is the total sample size (positive and negative examples) and e is a bound on the error we can allow in the final hypothesis. This implies that the final hypothesis will be consistent with all but at most ern/2 of the training examples as required by Theorem 2, since there must be an uneliminated matching for each inconsistent negative example. (Here we assume perfect consistency with the positive examples, although this can also be relaxed somewhat.) The following Lemma bounds the complexity of this hypothesis.
Lemrna 4. Let s be the minimum number of atomic formulae from h needed to eliminate all matchings to the negative examples. Then the hypothesis h' produced by the above modified greedy method will have no more than ~ In (~) + 1 atomic formulae, where k is the maximum number of objects per scene.
Proof. Assume there are m negative examples. Hence we begin with at most k!m matchings. Since ~ atomic formula suffice to eliminate all these matchings, there is at least one formula that eliminates a fraction 1/3 of them. Hence, since the greedy method picks the formula that eliminates the most matchings, after the first formula is added, there will remain no more than (1 -1/~)k!m matchings.
Continuing this reasoning, using the fact that some formula always eliminates a fraction 1/3 of the remaining matchings, we conclude that after r formulae are added, there will remain no more than (1 -1/~)rk!m matchings. So long as there is still one more formula that will be added to h', this latter number must be at least em/2, Since 1 -1/3 -< e 1~, this implies that e-r/~k!m >-em/2, i.e. r -< ~ln (~). Hence h' will have no more than ~ln (2~!/+ 1 atomic formulae. ~] By applying Theorem 2 with s = ~ln (~!) +'~,/this shows that for existential conjunctive target concepts with at most ~ atomic formulae, the learning algorithm given in Theorem 3, followed by the modified greedy simplification method suggested by Warmuth, gives a PAC learning algorithm that requires only a sample size m that is O log--log--.
E
For constant k this is within a poly-logarithmic factor of the lower bound given above at the end of Section 3.2. When s is small and n is large, the savings in sample size obtained by using the greedy method could be significant. However, as the method is described above, there is no room for heuristics to reduce the number of matchings that have to be examined (unlike in the initial process of forming the hypothesis), so this method will not be practical unless k is very small.
Extensions and open problems
Our definition of existential conjunctive concepts is obtained by taking a class of concepts defined on attribute-based domains that is well-studied from a learning point of view, namely the pure conjunctive concepts as they are called in Haussler (1988) , and generalizing them by adding either single variables or pairs of distinct variables to the individual atomic formulae and allowing these variables to bind to the objects in a scene in any 1-1 mapping, i.e., prefixing the expression with the 3* operator. There are obviously many other variants of this scheme that yield interesting classes of concepts from a learnability point of view. One possibility is to use the standard 3 operator instead of 3*, i.e., to allow more than one variable to map to the same object. This is an easy modification of the framework given in Section 1 above; we simply insist that binary relations be defined between any object and itself and drop the restriction that the mappings be 1-1 in the definitions of satisfaction and the "more general than" partial order.
Many AI learning systems avoid these many-one mappings because they make the expressions for simple concepts more complex and add additional overhead to heuristic search algorithms. The problem is that once you allow many-one mappings, you have to take additional steps to avoid unwanted interpretations. For example, at first glance the expression 3x, y : (shape(x) = square) and (color(y) = red) seems to represent all scenes that contain one object that is square and another that is red, but in fact this expression is satisfied by some scenes that contain only one object, so long as that object is a red square. To avoid this interpretation, we must specify that x and y must be different objects by adding an atomic formula with something equivalent to a binary relation of identity that has a value different when applied to two distinct objects and a value identical when applied to an object and itself. (This relation is sometimes called '*equals," but this invites confusion with the Boolean-valued binary relation that has value 1 if both objects have the same values for all attributes and 0 otherwise.) In general, if there are r variables then up to r 2 -r additional atomic formulae must be added to the expression to force a 1-1 correspondence between variables and objects. However, the other side of this is that allowing many-one mappings increases the class of concepts we can rep~:esent. Several examples are given in Hayes-Roth (1978) . Hence it would certainly be of interest to extend the results given here to cover this case.
Another direction of generalization is to allow some disjunction among the atomic formulae of the expression, i.e, begin with a class of expressions more general than the pure conjunctive concepts and then add variables and prefix the expression with either 3 or 3*. Again, restricted cases that have been studied in the attributebased domains would be logical choices. Among these are the internal disjunctive expressions of (Michalski, 1983) and the k-CNF and k-DNF expressions of Valiant (1984) (see also Haussler, 1988) .. In Valiant (1985) it is shown that existentially quantified k-DNF expressions with a bounded number of variables (similar to the bound we have used on the number of objects per scene) are PAC learnable in structural domains with Boolean relations. No queries are used in this method, but the computational effort grows exponentially in the bound k on the number of atomic formulae per conjunction. Hence the method is not practical when this bound is large.
Other directions of generalization might further exploit the fact that we are using structural domains. One possibility is to enhance the system of concept representation by allowing objects to have types as well, and having different sets of attributes be defined for objects of different types. In most applications, these types would also be partially ordered, with the objects of one type inheriting the attributes from the types above it in addition to its own indigenous attributes (see e.g., Winston, 1984, Chapter 8) . In this enhanced representation, the set of binary relations relevant to an ordered pair of objects would also depend on the types of the objects. Computational time would be saved by disallowing matchings between objects whose types conflict.
Other extensions would be to allow the values of relations to be themselves objects or scenes, thereby creating a recursive structure (Boriga, et al., 1986; Sammut, 1986) , or allowing additional axioms that constrain the values of certain relations beyond those implicit in the tree-structured or linear ordering, e.g., an axiom that states that the relation distance_between must be symmetric (Kodratoff, 1986; Buntine, 1986) . This latter extension leads to the following more general question: To what extent can domain knowledge be incorporated into the learning methods we have described? When can it be used to replace the queries we have used to constrain the search for a hypothesis? Clearly a domain theory (Mitchell, et al., 1986 ) that is capable of determining if a given hypothesis is contained in the target concept could implement the oracle we have postulated for answering subset queries. This may lead to some interesting hybrid EBG/empirical learning systems.
Apart from extensions of the model, it would be interesting to know if the results we have given could be obtained with a simpler type of query, perhaps a membership query, in which the learning algorithm constructs an instance and asks if it is in the target concept. Except for some very special cases (corresponding to monotone conjunctions of Boolean relations (Angluin, 1988) ), we have not been able to show this. Finally, we may be able to avoid queries altogether by showing that for some useful classes of distributions on examples, there are algorithms that, given random examples, can be proven to produce existential conjunctive hypotheses that are nearly consistent in polynomial time with high probability. Proposition 4 could then be used to show that these are effective learning algorithms under this particular class of distributions. We are not currently aware of any results of this type in AI learning domains.
