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Abstract 
Performance evaluation is an important part of human resource management and the core of performance 
management, so the choice of evaluation methods is essential. The common methods are graphic rating scale, force 
distribution, behaviorally anchored rating scale, management by objectives, 360-degree evaluation method and so on. 
But these methods can not better handle the ambiguity and uncertainties of the data. To avoiding this problem, this 
paper applies fuzzy ID3 algorithm which integrates the different fuzzy degree to employee performance evaluation, 
so that to achieve a more effective and distinct classification in employee performance evaluation and provide a 
reasonable foundation for implementing effective classification. 
 
© 2011 Published by Elsevier Ltd. 
 
Keywords: Data mining, Generating fuzzy ID3 algorithm, Knowledge, Performance evaluation. 
1. Introduction 
Performance evaluation [1], is in according to predetermined criteria and certain evaluation procedures, 
using scientific evaluation methods, to regular and irregular assessment and evaluation in working ability 
and working performance of evaluation object. Effective and reasonable performance evaluation not only 
mobilize the enthusiasm of the staffs and encourage them to continuously improve work efficiency, but 
also find the problems of organizational personnel structure and promote rational and efficient allocation 
of talent. This is an important basis for enterprises to establish reasonable and effective human resources 
development strategy. 
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There are many methods of implementing performance evaluation, but these methods [2-4] can only 
get some surface information of data, can not better tap the potential correlation between the data. data 
mining methods represented by decision tree algorithm which are used in performance evaluation [5-7] 
effectively compensate for this lack. But with the depth of this algorithm being applied, the researchers 
found classical decision tree generation algorithm [8] can tap the potential correlation between the data, 
but can not better handle the ambiguity and uncertainties of the data. While because fuzzy decision tree 
[9-10] effectively integrates the advantages of fuzzy theory and decision trees, not only have a strong 
decision analysis ability, but also can better handle the ambiguity and uncertainties of the data, at the 
same time as the extension of decision tree, so it is applied to the performance evaluation [11]. 
It is worth noting, the current fuzzy decision tree induction algorithms do not systematically consider 
the impact of different fuzzy levels, do not simply make uncertainty treatment awareness into the 
selection of extended properties. To avoiding the lack of current algorithms, document [12] proposed a 
fuzzy ID3 algorithm based on generating Hartley measure, this algorithm generally considered the 
importance level and size of the cut set, then established a generating Hartley measure model with 
structural characteristics in fuzzy sets and used it in uncertainty measure of fuzzy partition, effectively 
reflected the different ambiguity degree effects on the classification. This paper uses this algorithm in 
employees performance evaluation, the generated knowledge rules can be as an important reference for 
business managers to implement staffs appraisal and management. 
2. Fuzzy ID3 Algorithm Based on Generating Hartley Measure  
Fuzzy ID3 algorithm [13] is an improvement of ID3 algorithm. In the recursive and structure process 
of decision tree, fuzzy ID3 algorithm adopted the divide and conquer strategy, i.e. using the fuzzy 
classification entropy of the attribute-value as heuristic function of expanded attributes, selecting the 
smallest classification fuzzy entropy of the attribute as expanded attributes. Here, we make the 
appointment: E={1, 2, � , N} denotes the training set, A={A1, A2,� , Am} represents condition 
attribute set, Range(Ai)={Ai1, Ai2,� , iimA } represents the range of the attribute Ai, Range(C)={c1, 
c2,� , cm} the range of the decision attribute, then: 1) In fuzzy environment, attribute-value can be 
considered as fuzzy set to the training set E={1, 2, � , N} (i.e. N dimensional fuzzy vector on E); 2) The 
nodes of the decision tree can be considered as fuzzy set on E. According to the above analysis and 
appointment, the following is the implementation process of fuzzy ID3 algorithm (where, for fuzzy set B 
on E, 1( ) ( )
N
iM B B i∗ == ∑  represents the cardinality of  B): 
Step 1  For the current node D: a) For the given leaf criterion (0 1)δ δ< < , if there is a {1, 2, , }k n′∈ �  
such that ( )kf D δ′ ≥ , then D is a leaf node; b) If father node of D has used all the condition attributes in 
branching process, then D is a leaf node. Where, ( ) ( ) ( )k kf D M D c M D
∗ ∗= ∩ . 
Step 2  If D is not leaf node, then calculate the fuzzy classification entropies ( , )iFE D A  of the condition 
attributes Ai which are not used by father node of D in branching process, and select the smallest 
classification fuzzy entropy to the attribute as expanded attributes( i.e. according to this attribute to 
branch). 
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Where, ( )ij ijm M D A
∗= ∩ , 1
ik
i j ijm m== ∑ , ( )ijk ij km M D A c
∗= ∩ ∩ , 1
n
ij k ijkm m== ∑ . 
Step 3  Repeat step 1 and step 2, until did not branch. 
Step 4  Conversion the generating tree to the corresponding rules. 
Actually, compared with the fuzzy ID3 algorithm, fuzzy ID3 algorithm based on generating Hartley 
measure adjust mij in (1) to (3), adjust ( )ijE D AI  in (2) to (4). 
1
0( ) ( ) | ( ) | dij ij ijm M D A W D A λλ λ= = ∫∩ ∩ ,                                            (3) 
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1
20
( ) ( ) log | | dH B W Bλλ λ= ∫ . 
Obviously, after the adjustment, fuzzy ID3 algorithm based on generating Hartley measure is still the 
extension of classical ID3 algorithm. W(λ) depicts the impact degree of cut-standard λ to the research 
question. In reality, according to the properties of the research questions and different emphases, we can 
select the specific form. At the same time, we can adjust the weight function W(λ) to reflect the 
importance of different membership degree, then make uncertainty treatment awareness into the selection 
of extended properties. 
In order to facilitate description, fuzzy ID3 algorithm based on generating Hartley measure is called 
generating fuzzy ID3 algorithm for short. 
3. Performance Evaluation Case and Analysis  
In a company, human resources department wants to imply assessment to the staffs of product sales 
department. Condition attributes indexes are Morality, Ability, Attitude and Knowledge. Decision 
attribute index is Performance. Now, it wants to assess a random sample of 20 staffs from 33 sales staffs, 
the score values in the following Table 1. 
For the above raw data, Now more commonly used approach was categorization to implement classify, 
namely using the below percentile score standard to category: While score is more than or equal 85, 
categorization is A (namely Excellent); While score is more than or equal 75 and less than 85, 
categorization is B (namely Good); While score is more than or equal 65 and less than 75, categorization 
is C (namely Ordinary); While score is less than 65, categorization is D (namely Poor). Categorization 
conversion table is following as Table 2. 
Obviously, in the process of the above index value categorization conversion, when a index value is 84, 
it is classified as categorization C, while 85 which is only a difference of 1 with 84 is classified as 
categorization B. Obviously it is unfair. Actually, for this kind of threshold, we can not clearly classify, so 
it has a certain ambiguity. In practice, for ambiguity problem, using a clear decision tree is not up to 
address of solving. So for the sort of performance evaluation problem, using vague language to describe 
the process is more rational. 
4. Performance Evaluation Model Based on Generating Fuzzy ID3 Algorithm 
4.1. The fuzzy processing of data 
In order to find the regularity between the data, we need to blur the original data. Now there are many 
methods to do it, then considering the value characteristics of this instance, we use trapezoidal 
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membership function to blur the original data and calculate the corresponding membership, to unity the 
data from quantitative to qualitative. Trapezoidal membership function is the following: 
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Table 1  The raw data of the sample set Table 2  The conversion data of the sample set 
No. Morality Ability Attitude Knowledge Performance No. Morality Ability Attitude Knowledge Performance
1 71 81 74 68 73 1 C B C C C 
2 73 58 61 94 71 2 C D D A C 
3 82 63 59 94 72 3 B D D A C 
4 71 83 89 84 82 4 C B A B B 
5 70 73 73 87 74 5 C C C A C 
6 69 92 65 92 79 6 C A C A B 
7 91 70 74 90 81 7 A C C A B 
8 56 93 88 78 79 8 D A A B B 
9 78 73 61 75 72 9 B C D B C 
10 90 76 90 90 88 10 A B A A A 
11 79 92 79 92 85 11 B A B A B 
12 69 58 83 91 73 12 C D B A C 
13 73 64 70 83 70 13 C D C B C 
14 83 87 63 82 79 14 B A D B B 
15 80 63 69 90 73 15 B D C A C 
16 57 65 75 61 64 16 D C B D C 
17 84 80 70 93 82 17 B B C A B 
18 82 55 55 73 66 18 B D D C C 
19 57 66 74 93 72 19 D C C A C 
20 55 72 81 73 70 
 
20 D C B C C 
      According to the above trapezoidal membership function, we use fuzzy logic toolbox in software 
Matlab to blur the original data, then get into the partial results is the following in Table 3. 
4.2. The results of data mining and analysis 
First, according to the classic Fuzzy ID3 algorithm, we do classification and generate decision tree for 
the data in table 3. Corresponding decision tree is the following. When we use generating fuzzy ID3 
algorithm to classify and generate decision tree for the data in table 3, corresponding decision tree is the 
following(i.e. the level importance weight function ( ( ) 2W λ λ= ). The related information (including the 
number of node, the number of leaf, depth, average accuracy and assessment accuracy) from the above 
decision tree is listed in the Table 4. We can know from the table, the value of the decision tree based on 
generating fuzzy ID3 algorithm(i.e. the level importance weight function ( ) 2W λ λ= ) is better than the 
value of the decision tree based on fuzzy ID3 algorithm [14]. This shows, when selecting appropriate 
weight function W(λ), that can generate the decision tree with more effective classification and higher 
accuracy. Thus indicates that the generating fuzzy ID3 algorithm can be as an effective method in 
implementing of employee performance evaluation. In addition, by these knowledge rule sets, enterprise 
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management personnels can generally find out the basic situation and discipline of employees. At the 
same time it also provides a reasonable foundation for implementing effective classification. 
Figure 1 The decision tree based on classic fuzzy ID3 algorithm 
 
Figure 2   The decision tree based on generating fuzzy ID3 algorithm 
Table 3  The data after fuzzy processing     
Morality Ability Attitude No. 
A B C D A B C D A B C D 
1 0 0 1 0 0 1 0 0 0 0.375 0.625 0 
2 0 0.25 0.75 0 0 0 0 1 0 0 0 1 
3 0.125 0.875 0 0 0 0 0.25 0.75 0 0 0 1 
4 0 0 1 0 0.25 0.75 0 0 1 0 0 0 
5 0 0 1 0 0 0.25 0.75 0 0 0.25 0.75 0 
6 0 0 1 0 1 0 0 0 0 0 0.5 0.5 
7 1 0 0 0 0 0 1 0 0 0.375 0.625 0 
8 0 0 0 1 1 0 0 0 0.875 0.125 0 0 
9 0 0.875 0.125 0 0 0.25 0.75 0 0 0 0 1 
10 1 0 0 0 0 0.625 0.375 0 1 0 0 0 
11 0 1 0 0 1 0 0 0 0 1 0 0 
12 0 0 1 0 0 0 0 1 0.25 0.75 0 0 
13 0 0.25 0.75 0 0 0 0.375 0.625 0 0 1 0 
14 0.25 0.75 0 0 0.75 0.25 0 0 0 0 0.25 0.75 
15 0 1 0 0 0 0 0.25 0.75 0 0 1 0 
16 0 0 0 1 0 0 0.5 0.5 0 0.5 0.5 0 
17 0.375 0.625 0 0 0 1 0 0 0 0 1 0 
18 0.125 0.875 0 0 0 0 0 1 0 0 0 1 
19 0 0 0 1 0 0 0.625 0.375 0 0.375 0.625 0 
20 0 0 0 1 0 0.125 0.875 0 0 1 0 0 
Table 4  Data summary
Data The number of node The number of leaf Depth Average accuracy Assessment accuracy 
Figure 2 9 28 4 87.40% 96% 
Figure 3 5 15 4 94.10% 100% 
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5. Conclusions 
Effective and reasonable performance evaluation not only mobilize the enthusiasm of the staff and 
encourage them to continuously improve work efficiency, but also find the problems of organizational 
personnel structure and promote rational and efficient allocation of talent. it is an important basis for 
enterprises to establish reasonable and effective human resources development strategy. There were many 
methods of implementing performance evaluation in the past, but these methods can not better handle the 
ambiguity and uncertainties of the data, this paper applies fuzzy ID3 algorithm which integrates the 
different fuzzy degree to employee performance evaluation. By defining the fuzzy membership functions 
and blurring the original data, we generate fuzzy decision tree and the corresponding rule sets, so that to 
achieve a more effective and distinct classification in employee performance evaluation and provide a 
reasonable foundation for implementing effective classification. At the same time, this algorithm is 
successfully applied, that explains the generating fuzzy ID3 algorithm may be used in a wider area of 
space to some extent, e.g. customer satisfaction evaluation, customer relationship management, economic 
analysis, rule extraction and so on. We will continue studies for these fields in the next step. 
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