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Abstract Conjugate heat transfer in a rectangular channel with lower and upper wall-mounted obstacles
is investigated using the Lattice Boltzmann Method (LBM). Laminar and incompressible flow of fluid
circulating through the channel is assumed. The simulations are performed at Pr = 0.72. Studies are
carried out for flow, with Reynolds numbers ranging from 200 to 1000, thermal diffusivity ratios (10,
100 and 1000) and the distance between obstacles, which are prescribed as multiples of obstacle width. A
uniform heat flux through the base of obstacles is assumed. Results show that LBM is suitable for the study
of heat transfer in conjugate problems. Results indicate that increase of thermal diffusivity yields to the
removal of a higher quantity of energy from obstacle faces. Results also show that reducing the distance
between obstacles makes the flow deviate and accelerate in the vicinity of faces, and causes an increase
in the rate of convective heat transfer from obstacles.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Conjugate heat transfer occurs when a fluid flows along
a conducting solid wall with finite thickness, such as the
cooling of turbine blades and electronic equipment [1,2]. The
behavior of the conjugate interface temperature or heat flux
is the main subject in these kinds of problem, and because it
depends on flow properties, flow dynamics andwall properties,
it cannot be prescribed easily. Numerical simulations that
use conventional CFD methods, such as finite difference and
finite volume, have great problems implementing boundary
conditions in this interface. Simple boundary implements, such
as constant wall temperature or constant heat flux, are no
longer suitable, because heat conduction in solids plays a very
important role in the overall heat transfer [2–4]. A fluid–solid
conjugate heat transfer condition is the reasonable boundary
∗ Corresponding author.
E-mail address:mfarhadi@nit.ac.ir (M. Farhadi).
1026-3098© 2011 Sharif University of Technology. Production and hosting by
Elsevier B.V.
Peer review under responsibility of Sharif University of Technology.
doi:10.1016/j.scient.2011.03.016
Open access under CC BY-NC-ND license.condition at the interface, which is restricted by temperature
and heat flux continuities. However, such an interface condition
brings about additional computational cost, which is almost
unacceptably large for classical CFD methods in complex
geometries [4]. However, the Lattice Boltzmann method, being
mesoscopic statistics based, can be used tomodel flow behavior
in complex geometries, due to its easy implementation under
complex fluid–solid boundary conditions [5,6]. In comparison
with conventional CFD methods, using the Lattice Boltzmann
method (LBM) in conjugate problems has many advantages,
such as a simple calculation procedure, simple and efficient
implementation for parallel computation, easy handling of
complex geometries, etc. However, the main advantage of
this method is the simple implementation of boundary
conditions at the conjugate interface, as with regard to the
difference between equilibrium distribution functions and
thermal diffusivity for solids and fluids, continuity of heat flux
and temperature is satisfied spontaneously.
From the other point of view, fluid flow around obstacles
mounted on channel walls forms a fundamental basis for
study of the convective cooling of electrical devices and
conjugate heat transfer. This interest was motivated by the
rapid advances in electronic technology, with the trends of
the electronic industry being oriented toward the development
of more and more compact and powerful computers. This
subject has received much attention, as electronic system and
device technology has improved, and performance increases
are sought [7]. Improved thermal design would increase
temperature uniformity to reduce thermal stresses and local
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away from the package, to allow increased energy throughput,
faster switching or higher operating temperatures [8].
Literature in this area is quite varied, as many experimen-
tal and theoretical studies have been reported. Ortega et al. [9]
studied experimentally conjugate convective and conductive
heat transfer for laminar, transitional and turbulent bound-
ary layer flows over a discrete flush-mounted. The authors
reported that substrate conduction decreased monotonically
with increased Reynolds number. Moreover, heat transfer was
found to depend not only on the maximum fluctuating veloc-
ity, but also on the geometry of the grooved surface. Young
and Vafai [10] investigated the forced convective heat trans-
fer of individual and the array of multiple two-dimensional ob-
stacles for Reynolds numbers ranging from 800 to 1300. The
effect of change in the channel height and input heat power
was investigated and an empirical correlation established. In
another study, Wang and Vafai [11] studied mixed convection
and pressure losses in a channel with discrete flush-mounted
and protruding heat sources. In the samework, the effect of ob-
stacle geometry and flow ratewas considered. An empirical cor-
relation for both pressure drop and Nusselt number (Nu) was
presented.
Bilen and Yapici [12], and Bilen et al. [13] carried out
experimental investigations on the effect of orientation angle
and geometrical position of wall-mounted rectangular blocks.
Their results indicated that the most efficient parameters were
the Reynolds number and orientation angle. The maximum
heat transfer rate was obtained at 45° orientation angle value.
Ko and Anand [14] reported an experimental investigation
of heat transfer and pressure drop in a uniformly heated
rectangular channel with wall-mounted porous baffles. Their
findings showed that the use of such material could enhance
heat transfer rates up to 300%, when compared to smooth
heated channels. However, this heat transfer enhancement was
accompanied by a significant increase in pressure drop. Korichi
and Oufer [15,16] carried out a numerical investigation of flow
field and heat transfer enhancement in a channel containing
three obstacles; two attached to the lower wall and one to
the upper wall. The results showed that transition from steady
to unsteady flow occurs at lower values of Reynolds number,
when compared to the channel with obstacles attached only to
the lower wall. A study in steady flow regime for two circular
cylinders in tandem arrangement, at four different Prandtl
numbers (Pr = 0.1, 1, 10 and 100) has been reported recently
by Juncu [17]. A numerical simulation of forced convective
incompressible flow in a horizontal plane channel and heat
transfer over two isothermal tandem square cylinders has
been carried out by Farhadi et al. [18] using the finite-volume
method. Their study details the effects of gap between two
squares, Reynolds numbers ranging from 100 to 300 and
blockage ratio, on the characteristics of flow field and heat
transfer.
The present study emphasizes the implementation of LBM
for the simulation of flow field and heat transfer in conjugate
problems. For this purpose, a systematic and thorough inves-
tigation of the forced convective cooling of heated obstacles
mounted upon insulated channelwalls is presented. Studies are
carried out for a series of parameters, such as Reynolds num-
ber, thermal diffusivity ratio (αs/αs) and the distance between
obstacles (d). Throughout the study, a constant flux is assumed
from the base of obstacle walls. The simulation results of a sin-
gle obstacle are also compared with conventional CFD simula-
tions and the experimental data of previous researchers.Figure 1: 2-D 9-velocity lattice (D2Q9) model.
2. Lattice Boltzmann method
In the last decade, the lattice kinetic theory and especially
the lattice Boltzmann method have been developed as signifi-
cantly successful alternative numerical approaches for the so-
lution of a wide class of problems [19–21]. The LBM is derived
from lattice gasmethods and can be regarded as a first order ex-
plicit discretization of the Boltzmann equation in phase space.
This method (LBM) is a powerful numerical technique, based
on kinetic theory, for simulating fluid flow [19,22,23] and heat
transfer [24,25], and has many advantages in comparison with
conventional CFD methods mentioned previously.
In contrast with the classical macroscopic Navier–Stokes
(NS) approach, the lattice Boltzmannmethod uses amesoscopic
simulation model to simulate fluid flow [24]. It uses modeling
of the movement of fluid particles to capture macroscopic fluid
quantities, such as velocity and pressure. In this approach, the
fluid domain is made discrete in uniform Cartesian cells, each
one of which holds a fixed number of Distribution Functions
(DF) that represent the number of fluid particles moving in
these discrete directions. Hence depending on the dimension
and number of velocity directions, there are different models
that can be used. The present study examined two-dimensional
(2-D) flow and a 2-D square lattice with nine velocities (D2Q9
model). The velocity vectors, c0, . . . , c8, of the D2Q9 model are
shown in Figure 1. For each velocity vector, a particle DF is
stored. The velocities of the D2Q9 model are:
ck =

(0, 0) k = 0
(±1, 0)c, (0,±1)c k = 1, 2, 3, 4
(±1,±1)c k = 5, 6, 7, 8
where c = ∆x/∆t and k is the Lattice velocity direction
(Figure 1).
The LB model used in the present work is the same as that
employed in [24]. The DFs are calculated by solving the Lat-
tice Boltzmann Equation (LBE), which is a special discretization
of the kinetic Boltzmann equation. After introducing Bhatna-
gar–Gross–Krook (BGK) approximation, the Boltzmann equa-
tion can be formulated as below [26]:
fk(xk + ck∆t, t +∆t)
= fk(xk, t)+ ∆t
τ

f eqk (xk, t)− fk(xk, t)

, (1)
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velocity in direction k, τ denotes the lattice relaxation time, and
f eqk is the equilibrium DF. The local equilibrium DF determines
the type of problem that needs to be solved. The basic LBM
consists of two steps; stream and collide. Here, the streaming
step represents the advection of particles in the fluid, which
thus can be written as:
fk(xk + ck∆t, t +∆t) = f˜k(xk, t +∆t). (2)
f˜k represents pre-streaming DFs and ∆x and ∆t are both equal
to one,which results in copying eachDF to its adjacent cell along
the corresponding velocity vector. Relaxing the DFs towards the
equilibrium is performed with relaxation time τ , which takes
values in the range zero to two. The DFs for the next time
step are then computed with the post-streaming DFs and the
equilibrium DFs, which are calculated using the velocity and
density given by the post-streaming DFs with:
f˜k(xk, t +∆t) = fk(xk, t)− ∆t
τ

fk(xk, t)− f eqk (xk, t)

, (3)
whose equilibrium DFs are calculated as:
f eqk = ωkρ
[
1+ ck.u
c2s
+ 1
2
(ck.u)2
c4s
− 1
2
u2
c2s
]
, (4)
where the weights ωk are ωk = 4/9 for k = 0, ωk = 1/9 for
k = 1, 2, 3, 4 andωk = 1/36 for k = 5, 6, 7, 8; and cs = ck/
√
3
is the lattice speed of sound. The macroscopic fluid variable
densities and velocities are computed as the first twomoments
of the distribution functions for each cell:
ρ =
8−
k=0
fk, u = 1
ρ
8−
k=0
fkck. (5)
This model is explained in more detail in [27]. Here, the
conversion of dimensional quantities, which are denoted by
primed symbols, into dimensionless quantities used in the
LBM will be described. Given real-world values for viscosity,
ν ′ (m2/s), domain size, H (m), a desired grid resolution, n, and
gravitational force, g ′ (m2/s), we compute lattice values in the
following way. For simplicity, we will assume that H is the
height of the domain, which should be resolved with n cells.
Thus the cell size used by the LBM can be computed as ∆x′ =
H/n. The dimensional time step, ∆t ′, is computed by limiting
compressibility due to gravitational force. In the following, a
value of gc = 0.005has been chosen to keep the compressibility
error below half a percent. Thus:
∆t ′ =

gc ·∆x′
|g ′| , (6)
yields a time step, ensuring that the force exerted upon each cell
due to gravitational acceleration is causing less than a factor, gc ,
of compression [28]. Given∆x′ and∆t ′, lattice viscosity, ν, and
relaxation time, τ , are computed as:
ν = ν ′ ∆t
′
∆x′2
, (τ = 3ν + 1/2). (7)
For both the flow and temperature fields, the thermal LB model
utilizes two distribution functions, f and g , respectively. The
f distribution is the same as flow field which was discussed
above; the g distribution is as below:
gk(xk + ck∆t, t +∆t)
= gk(xk, t)+ ∆t
τg

geqk (xk, t)− gk(xk, t)

. (8)Figure 2: Schematic diagram of flow and geometrical configuration.
The corresponding equilibrium DFs for fluid and solid, respec-
tively, are defined as follows [24]:
geqk = ωkT

1+ ck.u
c2s

, (9)
geqk = ωkT . (10)
The temperature field is computed as:
T =
−
k
gk.
3. Computational details
The physical geometry considered in this study is shown in
Figure 2. The flow is assumed to be laminar and incompressible.
The fluid is viscous Newtonian, and buoyancy effects are
assumed negligible. All physical properties of the fluid and solid
are considered to be constant. The Prandtl number is taken
equal to 0.72. The upstream face of the first obstacle is located
at Lin = 8w (w obstacle width). At the outlet, all gradients are
assumed to be zero. Downstream length, Lout, is considered long
enough to ensure that the recirculation takes place inside the
computational domain, and the outflow has no effect on the
physical variables investigated.
3.1. Boundary and initial conditions
Walls are placed on the lateral sides of the computational
domain. In the lower boundary, f5, f2, f6, and in the upper
boundary, f7, f4, f8 are unknown and should be specified for
streaming. Amid-grid, bounce back, no-slip boundary condition
is applied to the obstacle andwall nodes to determine unknown
distribution functions [22].
A fully developed velocitywith a parabolic profile of u0(y) =
4umax(Hy − y2)/H2 with negligible compressibility effects
(magnitude of 0.1 times the speed of sound) was prescribed at
the inflow boundary. At the inflow, f8, f1, f5, and at the outflow,
f6, f3, f7 are unknown distribution functions. Zou and He’s [29]
boundary conditions are used to determine these unknown
distribution functions.
At the outflow boundary, owing to the extremely large do-
main behind the cylinder, no influence is expected for the
results, and a fixed pressure is imposed in terms of the equi-
librium distribution function at the outlet. For this task, the ve-
locity components are extrapolated downstream [22,30].
For thermal boundary conditions, the upper and lower walls
are assumed to be insulated (∂T/∂y|w = 0), except at the
obstacle base where a dimensionless heat flux value of unity
is imposed (i.e. q′′ = 1). Finally, at the outlet (∂T/∂x)outlet =
0 is assumed and extrapolation is used to obtain unknown
distribution functions.
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Reynolds number for a single block configuration with reported data.
Figure 4: Validation plot of the local Nusselt number distributionwith reported
data.
At the solid–fluid interface, with regard to the difference
between equilibrium DF and thermal diffusivity for the solid
and fluid, the continuity of the heat flux and temperature is
satisfied spontaneously.
To begin, the simulation flow is assumed to be at rest. The
first computational iterations constitute the transitory part of
the flow and are not included in the computed statistics.
3.2. Verification of the numerical solution
The numerical simulation was done by an in-house code
written in FORTRAN, using LBM. Validation was carried out
with data from Billenness et al. [31] and Kim et al. [32] for
a single obstacle mounted on the lower wall of a channel.
The comparison is shown in Figure 3 for validation of the
dimensionless reattachment length (xr/h) at different Reynolds
numbers. For heat transfer, validation took placewith data from
Korichi and Oufer [15], which is shown in Figure 4. For the case
of heat transfer, there is a good agreement between the present
study and previous work (Figure 4). For the case of a flow field,Table 1: Effect of spatial resolution on themeanNusselt number at different
Reynolds numbers for obstacle periphery.
Obstacle Re Mean Nusselt number
80 points 120 points 160 points
Lower 400 (1) 11.528 (1.22%) 11.670 (0%) 11.670400 (2) 11.240 (1.92%) 11.460 (0%) 11.460
Upper 600 (1) 12.531 (1.76%) 12.626 (1.02%) 12.756600 (2) 12.193 (1.83%) 12.257 (1.31%) 12.420
Number within brackets gives the percentage deviation relative to the 160
points.
Figure 5: u-velocity component history at the reference point (x = 4, y = 0.5)
for Re = 200.
the results show good agreement up to Reynolds numbers of
700 (Figure 3).
The spatial adequacy was tested by varying the number of
grid points (80, 120 and 160 points), representing the height of
the channel, and comparing values of Num for different Re (see
Table 1). It is apparent that the variation in Num between the
three resolutions over a sufficiently large range of Re is small
(<2%). The above tests show that adequately resolved results
can be obtained on an 80-point grid for Re = 400 and a 120-
point grid for Re = 600. With the mentioned grids, spatial
resolution is small enough to allow reasonable computation
time, and as seen previously, good enough to provide accurate
data.
4. Results and discussion
Conjugate heat transfer in complex geometries, such as
electronic parts, is strongly dependent on the local flow
structure and relies, therefore, on prediction of the local flow
pattern. In such systems, the low velocities and small length
scales correspond to low Reynolds numbers, hence leading
to laminar flow characterized by complex structures, such as
separation, reattachment and recirculation. This makes the
study of the distribution of local convective heat transfer a
difficult task.
The focus of this work is to investigate the effects of change
in flow rate and other relevant parameters of heated obstacles
upon flow and heat transfer. The thermal diffusivity ratio of the
obstacles is supposed to be equal to 10, 100 and 1000, typical of
materials utilized in electronic packages, such as epoxy glass,
ceramics and heat spreaders. The flow rate is characterized by
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for Re = 800.
Figure 7: Variation of time-averaged streamlines and isothermswith Reynolds
number for αs/αf = 10 and (a) Re = 200, (b) Re = 400, (c) Re = 600, (d)
Re = 800, and (e) Re = 1000.
a Reynolds number based on channel height (ReH = HUm/ν)
ranging from 200 to 1000. This range of values is typical of
laminar forced convection studies of electronic cooling where
the inlet velocity may range from 0.3 to 5 m s−1 [33]. The
horizontal distance between obstacles on flow andheat transfer
is also studied. This distance is prescribed as multiples of
obstacle width (d = w to 4w).
The heat transfer rate is characterized by the value of the
local Nusselt number as a function of the obstacle peripheral
distance. The time-averaged dimensionless temperature and
velocity components are calculated in the interval containing
several flow cycles of vortex shedding. For a better concen-
tration of phenomena around the heated obstacles, only flow
and thermal fields in the vicinity of the heated obstacles are
presented in all figures. Local and mean Nusselt numbers andFigure 8: Effect of Reynolds number on the time-averaged local Nusselt
number for αs/αf = 10 and (a) lower and (b) upper obstacles.
dimensionless temperature are defined as:
Nux = −1
θm
∂θ
∂n

Obstacle surface
, (11)
Num = 1x
∫ x
0
Nuxdx, (12)
θ = T − T0
q′′H/kf
. (13)
4.1. Effects of Reynolds number
At lowReynolds numbers, the flow reaches steady state after
a period of time that corresponds to the flow development
time. The time history of the u-velocity component at reference
point (x = 4, y = 0.5) for Re = 200 is plotted in
Figure 5. As the Reynolds number increases, transition from
steady to unsteady state flow is occurred, which happens at
lower Reynolds number values when compared to the case of
a channel with mounted obstacles on a single wall. The time
evolution of the u-velocity component at reference point (x =
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surface of (a) lower and (b) upper obstacles for αs/αf = 10.
4, y = 0.5) is presented in Figure 6 for Re = 800 to illustrate
unsteadiness.
The time averaged streamlines and isotherms for obstacles
with h = 0.25H , w = 0.25H and αs/αf = 10 are shown for
ReH = 200, 400, 600, 800 and 1000 in Figure 7. The comparison
of streamlines at different Reynolds numbers shows that as
the flow is accelerated and redirected near the obstacles, a
very small vortex is formed in the vicinity of the lower left
corner. Downstream, as a result of sudden expansion in the
cross-section, the flow separates, a larger clockwise vortex is
formed behind the lower obstacle and flow reattachment is
then established. A similar phenomenon is observed near the
obstacle mounted on the upper wall with counterclockwise
vortices at the upstream and downstream obstacle. The time-
averaged isotherm contours obtained for different values of
Reynolds number are also shown in Figure 7. It is observed that
isotherm lines are denser near to the upstream and top faces
of the obstacles. It is also observed that when the Reynolds
number increases, the isotherm contours become thoroughly
denser, which yields to the removal of higher quantities of
energy from obstacle faces.Figure 10: Instantaneous streamlines per cycle of vortex shedding at Re =
1000.
Figure 11: Variation of time-averaged isotherms with αs/αf for Re = 500. (a)
αs/αf = 10; (b) αs/αf = 100 and (c) αs/αf = 1000.
The variations of local Nusselt number around obstacle
peripheries are shown in Figure 8 for different Reynolds number
(200 ≤ ReH ≤ 1000). As expected, obviously it can be
observed that values of Nusselt number become higher with
increasing values in Reynolds number. Along the left face (0 ≤
peripheraldistance ≤ 0.25), the Nusselt number has a local
minimum before rising quickly near the upper corner (lower
obstacle). At the lower corner, the recirculation and vicinity
of the input heat flux lead to locally large Nux values. Near
the upstream corner, due to an increase in flow momentum
and the pushing of isotherms towards the upper part of the
left face (above the recirculation zone), the magnitude of
the temperature gradient |∂θf /∂n| increases. The temperature
gradient also increases at the top face because greater flow rates
reduce the thickness of the thermal boundary layer. Along the
M. Mohammadi Pirouz et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 213–221 219Figure 12: Effect of thermal diffusivity ratio on the time-averaged local Nusselt
number for Re = 500. (a) Lower and (b) upper obstacles.
right face (0.5 ≤ peripheraldistance ≤ 0.75), Nux increases
slightly with increased ReH . However, the values themselves
are smaller in comparison with those of top and left faces.
In Figure 9, the time-averaged dimensionless temperature
of the obstacle surface, as a function of peripheral distance,
is illustrated. As expected, the obstacle surface temperature
decreases, while ReH increases; the latter being an important
measure in improving electronic device reliability.
In transition fromsteady to unsteady flows, awave is created
by vortex shedding behind the obstacles, which leads to a
change in the circulating zone behind the obstacle. Figure 10
shows instantaneous streamlines for five time intervals within
one period of oscillation.
4.2. Effects of solid thermal diffusivity
The thermal diffusivity of the obstacle has a great influence
on the conjugate heat transfer rate within the obstacle, as
illustrated by the isotherm plots in Figure 11. Here, we suppose
Re to be constant and equal to 500, but the thermal conductivity
ratio is equal to 10,100 and 1000. As the thermal diffusivityFigure 13: Variation of the time-averagedmeanNusselt numberwith Reynolds
for αs/αf = 10, 100 and 1000. (a) Lower and (b) upper obstacles.
ratio increases, the internal resistance to heat flow is reduced.
Distribution of the local Nusselt number at the surface of
the obstacles is shown in Figure 12. For αs/αf = 1, the
obstacle acts as a thermal insulator and the Nux distribution
is considerably different from higher diffusivity ratios. When
αs/αf is increased, the variations in surface temperature
decrease. For αs/αf ≥ 100, the Nux distributions are nearly
identical.
The variation of time-averaged mean Nusselt numbers with
Reynolds, for different thermal diffusivity ratios, is shown in
Figure 13, which is similar for both obstacles. Enlarging the
Reynolds number causes an increase in removed heat transfer
from obstacles. Also as the thermal diffusivity ratio increases,
the conductive flux in the solid phase meets less thermal
resistance and as a result for higher ratios, the solid phase
becomes nearly isotherm.
4.3. Effects of distance between obstacles
The last studied parameter is the horizontal distance
between obstacles. Figure 14 shows the peripheral distribution
220 M. Mohammadi Pirouz et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 213–221Figure 14: Distribution of time-averaged local Nusselt number on periphery
for different distance between obstacles for Re = 600, and αs/αf = 10 in (a)
lower and (b) upper obstacles.
of the local Nusselt number for lower and upper obstacles for
different configurations, respectively. Reducing the horizontal
distance (d) makes the flow deviate and accelerate in the
vicinity of obstacle faces, and causes an increase in the rate
of convective heat transfer. On the other hand, this reduction
is restricted due to an increase in pressure drop. As you can
see, the variation of obstacle distance has a more sensible
effect on the upper face of the lower obstacle and on the
left face of the upper one, which is due to deviation in flow
direction. Overall heat transfer from the surface of obstacles
can be estimated through mean Nusselt number. As shown in
Figure 15, approaching the obstacles will increase the amount
of energy removed from obstacle faces.
5. Conclusion
A detailed numerical study of the flow and heat transfer
through two wall-mounted obstacles placed in lower and
upper walls was carried out. A two-dimensional, Lattice
Boltzmann Method (LBM) was developed for the study ofFigure 15: Variation of the time-averagedmeanNusselt numberwith Reynolds
number for different distance between obstacles, αs/αf = 10, for (a) lower and
(b) upper obstacles.
conjugate heat transfer problems, and satisfactory agreement
with previous results was obtained. In comparison with
conventional CFD methods, using LBM in conjugate problems
has many advantages, such as having a simple calculation
procedure, an easy and robust handling of complex geometries
and boundary conditions, etc. To illustrate the flexibility
of the method, various parameters were investigated, such
as Reynolds number, the thermal diffusivity ratio of solids
and fluids, and horizontal distances between obstacles. The
obstacles were assumed to be heated with a uniform heat flux,
which simulates the heat generated by electronic components.
The results indicated that as the value of the Reynolds number
increases, the overall heat removed from the obstacles increases
sensibly with maximum heat removal around the obstacle
corners. The thermal diffusivity of the obstacle plays an
important role in the conjugate heat transfer rate through the
obstacle. As thermal diffusivity increases, internal resistance
to heat flow is reduced, and this yields to the removal of
higher quantities of energy from obstacle faces. Reducing the
M. Mohammadi Pirouz et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 213–221 221horizontal distance between obstacles makes the flow deviates
and accelerates near the convective faces, and causes an
increase in the rate of heat transfer from obstacles.
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