In this article we analyze the stochastic parabolic integral equation
where t ≥ 0, x ∈ R d , α ∈ (
Introduction
Let (Ω, F, P ) be a probability space, with {F t } t≥0 an increasing filtration of σ-algebras satisfying F t ⊂ F. Let P denote the predictable σ-algebra on R + × Ω generated by {F t } t≥0 , and assume {w k t | k = 1, 2, ....} is a family of independent one-dimensional F t -adapted Wiener processes defined on (Ω, F, P ).
In this setting, we consider the stochastic parabolic integral equation 
where the variables satisfy t ≥ 0, x ∈ R d , ω ∈ Ω, and k(t) = c α t −1+α , with c α , α given constants; α ∈ ( 1 2 , 1); and g k given functions. The infinite series of stochastic integrals on the right side of (1) converges in a weak sense made precise below. By modifying the analytic approach of Krylov [7] , developed for stochastic parabolic partial differential equations, we obtain an existence and uniqueness result on (1). As in [7] , the setting is L p , with p ≥ 2, thus a Hilbert space framework is not needed.
Before outlining the paper, we make some brief comments on the range of α-values.
With α = 1, the equation (1) is a (much studied) parabolic stochastic partial differential equation. See, e.g., [7] , for further references. Our proofs require k ∈ L 2 (0, 1), thus α > . For small α one may however formally argue as follows.
The equation (1) can be inverted to give
where 
s . Suppose that, in some sense, G ∈ C δ ; then F ∈ C δ−α . Assume that δ−α > 0. Equations of this type have been treated in Bessel potential spaces in [10] , [11] , and in Hölder spaces in [3] and [4] .
The case α ∈ (1, 2) will be included in future work. Equations of type (1) have been considered in Hilbert spaces in [1] and [2] by applying methods of [5] . In particular, certain regularity results on the stochastic convolution associated with (1) were obtained in [1] .
Stochastic integral equations of type (1) or (2) occur in models of anomalous diffusion.
In Section 2, we introduce the necessary machinery and show how the stochastic Banach spaces developed in [7] can be modified in order to apply to the equations we consider.
In Section 3 we state and prove an existence result on (1). The fact that α < 1 allows us to obtain additional time-regularity on the solution as compared to the case α = 1. This we do in Section 4.
We will develop the present approach further in forthcoming work.
Below, everywhere, p ≥ 2. Let n ∈ R, and let
Denote by l 2 the set of real-valued sequences g = {g
and, for a function g :
The stochastic solution spacesĤ n p (τ ) of (1) are then defined as follows.
holds for all t ≤ τ , a.s. The norm in the solution space is
By the assumption on g, the series of stochastic integrals in (3) does converge (uniformly in t) in probability on [0, τ ∧ T ], T < ∞. Thus, if u ∈Ĥ n p (τ ), then u can be represented as the sum (in the weak sense (3)), of a Lebesgue convolution integral and a series of stochastic integrals. (For simplicity, we take u(t = 0) = 0).
An obvious question is whether this representation is unique. For α = 1 the wellknown answer is yes. Below, in Lemma 2, we show that uniqueness holds also for α ∈ ( 
and let both be adapted to {F t } t≥0 . Suppose that for t ∈ [0, T ],
are integrable over (0, T ). Let t 0 be a Lebesgue point of both functions. Consider the orthogonal projection P in L 2 (Ω) :
where we used the fact that since f is adapted to F t ,
The series k t 0 g k (s) dw k s has the martingale property:
We conclude that
and therefore, a.s.,
Use Hölder and the fact that P is an orthogonal projection in L 2 (Ω), to estimate the L 2 -norms:
5 where the last inequality follows from t 0 being a Lebesgue point. By Itos identity,
Combine (4), (5) and (6), and use the fact that t 0 is a Lebesgue point of
where 2α > 1 was used. Lemma 2 follows.
To show thatĤ n p (τ ) is a Banach space, proceed as in [7] , Theorem 3.7, and use k ∈ L 2 (0, 1). We also recall the density result proved in [7] , Theorem 3.10: If g ∈ H n p (l 2 ), then there exist g j ∈ H n p (l 2 ); j = 1, 2, ....; such that g − g j H n p (l 2 ) → 0, as j → ∞, and such that
and g
Existence of Solutions
Our goal is now to prove the existence result Theorem 4, formulated at the end of this Section. Take n = 1 in the definition ofĤ
. Consider (1) with finitely many stochastic terms, each g k being of the simple structure (7):
Define
The resolvent S(t) ⊂ B(X) (take, e.g.,
In fact, see [9] , one has a kernel representation for S, such that
Hence u is welldefined. By the stochastic Fubini theorem, see, e.g., p. 159 of [8] , and by (10) , it follows that u as defined in (9) satisfies (8) a.s., t ≥ 0. Our next purpose is to obtain apriori bounds on u. In the case α = 1, these are implied by the key result of [6] . This result is not immediately applicable in the case α < 1, and so, to prove the needed estimates, we proceed differently.
where c = c(d, p, α, T ).
. Proof of Lemma 3. Take the subadditive map
If this is shown to map
and
then, by the Marcinkiewicz interpolation theorem, (11) follows. To prove (12), one argues as follows. Suppose we can show that for any h k ∈ L ∞ (R d ; l 2 ), and for i = 1, ...d;
with c = c(α, d). Replace t by t − s in (14), and integrate in s over [0, t] . This gives
which is (12). To prove (14), take Laplace transforms in t in the resolvent equation, solve for the transform of S(t)h k (x), and invert. This results in
where
and ψ ∈ ( π 2 , π). In (16), use analyticity, change variables and apply
. This gives
where µ = ( s t ) α is complex-valued. Consequently,
needs to be evaluated. One obtains, after some calculations,
, and where K ν (z) is the modified Bessel function of second kind of order ν.
For infinite rays Γ τ originating at the origin one has
uniformly in |arg Γ τ | ≤ θ < π 2 . Now use (18) and (19) in (17), recall Hölders inequality, estimate, and sum in k. The relation (14) follows -hence also (12).
To obtain (13) one argues in much the same way. Lemma 3 is proved.
To proceed, observe that Burkholder-Davis-Gundys inequality can be applied to the martingale The solution u can be estimated in an analogous fashion, using modified Bessel functions, to obtain which is (ii). The relations (i), (iii) are proved in much the same fashion. Theorem 5 follows.
