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Abstract
This thesis proposes several novel methods for realistic synthesis of images containing participating
media. This is a challenging problem, due to the multitude and complexity of ways how light
interacts with participating media, but also an important one, since such media are ubiquitous in our
environment and therefore are one of the main constituents of its appearance. The main paradigm
we follow is designing efficient methods that provide their user with an interactive feedback, but are
still physically plausible.
The presented contributions have varying degrees of specialisation and, in a loose connection to
that, their resulting efficiency. First, the screen-space scattering algorithm simulates scattering in
homogeneous media, such as fog and water, as a fast image filtering process. Next, the amortised
photon mapping method focuses on rendering clouds as arguably one of the most difficult media
due to their high scattering anisotropy. Here, interactivity is achieved through adapting to certain
conditions specific to clouds. A generalisation of this approach is principal-ordinates propagation,
which tackles a much wider class of heterogeneous media. The resulting method can handle
almost arbitrary optical properties in such media, thanks to a custom finite-element propagation
scheme. Finally, spectral ray differentials aim at an efficient reconstruction of chromatic dispersion
phenomena, which occur in transparent media such as water, glass and gemstones. This method is
based on analytical ray differentiation and as such can be incorporated to any ray-based rendering
framework, increasing the efficiency of reproducing dispersion by about an order of magnitude.
All four proposed methods achieve efficiency primarily by utilising high-level mathematical abstrac-
tions, building on the understanding of the underlying physical principles that guide light transport.
The methods have also been designed around simple data structures, allowing high execution paral-
lelism and removing the need to rely on any sort of preprocessing. Thanks to these properties, the
presented work is not only suitable for interactively computing light transport in participating media,
but also allows dynamic changes to the simulated environment, all while maintaining high levels of
visual realism.
III

Kurzzusammenfassung
Diese Arbeit stellt mehrere neue Verfahren zum Erzeugen von realistischen Bildern vor, die trübe
Medien enthalten. Dabei handelt es sich aufgrund der vielfältigen und komplexen Art und Weise,
wie Licht mit trüben Medien interagiert, um ein anspruchsvolles Problem. Gleichzeitig ist es ein
Problem von großer Bedeutung, da diese Medien in unserer Umgebung allgegenwärtig sind und
daher maßgeblich zum ihrem Erscheinungsbild beitragen. Unser Hauptparadigma ist der Entwurf
von effizienten Methoden, die ihrem Anwender interaktives Feedback ermöglichen, dabei aber
physikalisch plausibel bleiben.
Die vorgestellten Beiträge haben unterschiedlich stark ausgeprägte Spezialisierungsgrade und sind,
damit einhergehend, unterschiedlich effizient. Zuerst bildet der Screen-Space Scattering-Algorithmus
Streuung in homogenen Medien wie Nebel und Wasser mit Hilfe eines schnellen Bildfiltervorgangs
nach. Die Amortised Photon Mapping-Methode beschäftigt sich dann mit dem Rendern von Wolken,
einem Medium, das wegen seiner großen Streuungsanisotropie wohl zu den kompliziertesten gehört.
Dabei wird Interaktivität durch das Anpassen an bestimmte Beschaffenheiten von Wolken erzielt.
Eine Verallgemeinerung dieses Ansatzes ist Principal Ordinates Propagation, das eine weitaus
größere Kategorie heterogener Medien angeht. Die resultierende Methode kann dank eines speziel-
len Finite-Elemente-Ausbreitungsschemas mit nahezu beliebigen optischen Eigenschaften solcher
Medien umgehen. Abschließend sind Spectral Ray Differentials auf eine effiziente Rekonstruktion
von Farbdispersionsphänomenen ausgerichtet, die in transparenten Medien wie Wasser, Glas oder
Edelsteinen auftreten. Diese Methode basiert auf analytischer Strahlendifferenziation und kann als
solche in jedes strahlenbasierte Rendering-Framework eingegliedert werden, was beim Nachbilden
von Dispersionen zu einer Effizienzsteigerung von etwa einer Größenordnung führt.
Alle vier vorgestellten Methoden verdanken ihre Effizienz hauptsächlich der Verwendung von
höheren mathematischen Abstraktionen, für die Kenntnisse der zugrunde liegenden physikalischen
Prinzipien des Lichttransports das Fundament liefern. Die Methoden wurden außerdem so entworfen,
dass sie mit einfachen Datenstrukturen auskommen, was eine in hohem Maße parallele Ausführung
erlaubt und dazu führt, dass auf Vorberechnungen komplett verzichtet werden kann. Dank dieser
Eigenschaften ist die vorliegende Arbeit nicht nur dazu geeignet, Lichttransport in trüben Medien
interaktiv zu berechnen, sondern erlaubt auch dynamische Veränderungen der simulierten Szenerie.
Das hohe Niveau des visuellen Realismus’ wird dabei jederzeit beibehalten.
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Summary
This thesis proposes several novel methods for realistic synthesis of images containing participating
media. This is a challenging problem, due to the multitude and complexity of ways how light
interacts with participating media, but also an important one, since such media are ubiquitous in our
environment and therefore are one of the main constituents of its appearance. The main paradigm
we follow is designing efficient methods that provide their user with an interactive feedback, but are
still physically plausible.
The presented contributions have varying degrees of specialisation and, in a loose connection to
that, their resulting efficiency. First, the screen-space scattering algorithm simulates scattering in
homogeneous media, such as fog and water, as a fast image filtering process. Next, the amortised
photon mapping method focuses on rendering clouds as arguably one of the most difficult media
due to their high scattering anisotropy. Here, interactivity is achieved through adapting to certain
conditions specific to clouds. A generalisation of this approach is principal-ordinates propagation,
which tackles a much wider class of heterogeneous media. The resulting method can handle
almost arbitrary optical properties in such media, thanks to a custom finite-element propagation
scheme. Finally, spectral ray differentials aim at an efficient reconstruction of chromatic dispersion
phenomena, which occur in transparent media such as water, glass and gemstones. This method is
based on analytical ray differentiation and as such can be incorporated to any ray-based rendering
framework, increasing the efficiency of reproducing dispersion by about an order of magnitude.
The text is structured as follows. First, the topic and motivation are introduced in Chapter 1, followed
by a review of the relevant theoretical and methodological background in Chapter 2. The core
contributions of the thesis are then detailed in Chapters 3–6. Finally, the summary and conclusions
of the work are discussed in Chapter 7, including an overview of possible future outlooks.
Screen-Space Scattering Chapter 3 presents an approximate algorithm for computing light scat-
tering within homogeneous participating environments in image space. Instead of simulating the full
global illumination in participating media, the scattering process is modelled by a physically-based
point spread function. This function is applied efficiently by performing a discrete hierarchical
convolution in a texture MIP map. The main problem of this approach, ‘illumination leaking’, is
dealt with by designing a custom anisotropic incremental filter. The algorithm is fully parallel, runs
in hundreds of frames-per-second for usual screen resolutions and is directly applicable in most
existing 2D or 3D rendering architectures.
Amortised Photon Mapping Chapter 4 presents a novel interactive algorithm for simulating
light transport in clouds. Exploiting the high temporal coherence of the typical illumination and
morphology of clouds the method builds on volumetric photon mapping, which is modified to
allow for interactive rendering speeds – instead of building a fresh irregular photon map for every
scene state change, photon contributions are accumulated in a regular grid structure. This is then
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continuously being refreshed by re-shooting only a fraction of the total amount of photons in each
frame. To maintain temporal coherence and low variance, a low-resolution grid is initially computed,
and then upsampled to the density field resolution on a physical basis in each frame. Another key
contribution is a technique to store and reconstruct the angular illumination information by exploiting
properties of the standard Henyey-Greenstein function, namely its ability to express anisotropic
angular distributions with a single dominant direction. The resulting method is physically-plausible,
conceptually simple and comparatively easy to implement. Moreover, it operates only above the
cloud density field, thus not requiring any precomputation.
Principal-Ordinates Propagation Chapter 5 proposes a novel finite-element method for rendering
participating media with multiple anisotropic scattering, achieving real-time speeds on modern GPUs
without imposing any significant restrictions on the rendered medium. This is achieved by dynam-
ically decomposing all illumination into directional and point light sources, and propagating the
light from these virtual sources in independent discrete propagation domains. These are individually
aligned with approximate principal directions of light propagation from the respective light sources.
Such decomposition allows to use a very simple and computationally efficient unimodal basis for
representing the propagated radiance, instead of using a general basis such as spherical harmonics.
The resulting approach is biased but physically plausible, and largely reduces the rendering artefacts
inherent to all existing finite-element methods. At the same time it allows for virtually arbitrary
scattering anisotropy, albedo, and other properties of the simulated medium, again without requiring
any precomputation.
Spectral Ray Differentials Light refracted by a dispersive interface leads to beautifully coloured
patterns that can be rendered faithfully with spectral Monte-Carlo methods. Regrettably, results
often suffer from chromatic noise or banding, requiring high sampling rates and large amounts of
memory compared to renderers operating in some trichromatic colour space. Addressing this issue,
Chapter 6 introduces spectral ray differentials, which describe the change of light direction with
respect to changes in the spectrum. In analogy with the classic ray and photon differentials, this
information can be used for filtering spectral ray properties in the spatial domain. The effectiveness
of this approach is demonstrated by filtering in offline spectral light and path tracing as well as for an
interactive GPU photon mapper based on splatting. Results show considerably less chromatic noise
and spatial aliasing while consistently converging to reference solutions, with negligible tracing
overhead in the order of milliseconds.
All four proposed methods achieve efficiency primarily by utilising high-level mathematical abstrac-
tions, building on the understanding of the underlying physical principles that guide light transport.
The methods have also been designed around simple data structures, allowing high execution paral-
lelism and removing the need to rely on any sort of preprocessing. Thanks to these properties, the
presented work is not only suitable for interactively computing light transport in participating media,
but also allows dynamic changes to the simulated environment, all while maintaining high levels of
visual realism.
Zusammenfassung
Diese Arbeit stellt mehrere neue Verfahren zum Erzeugen von realistischen Bildern vor, die trübe
Medien enthalten. Dabei handelt es sich aufgrund der vielfältigen und komplexen Art und Weise,
wie Licht mit trüben Medien interagiert, um ein anspruchsvolles Problem. Gleichzeitig ist es ein
Problem von großer Bedeutung, da diese Medien in unserer Umgebung allgegenwärtig sind und
daher maßgeblich zum ihrem Erscheinungsbild beitragen. Unser Hauptparadigma ist der Entwurf
von effizienten Methoden, die ihrem Anwender interaktives Feedback ermöglichen, dabei aber
physikalisch plausibel bleiben.
Die vorgestellten Beiträge haben unterschiedlich stark ausgeprägte Spezialisierungsgrade und sind,
damit einhergehend, unterschiedlich effizient. Zuerst bildet der Screen-Space Scattering-Algorithmus
Streuung in homogenen Medien wie Nebel und Wasser mit Hilfe eines schnellen Bildfiltervorgangs
nach. Die Amortised Photon Mapping-Methode beschäftigt sich dann mit dem Rendern von Wolken,
einem Medium, das wegen seiner großen Streuungsanisotropie wohl zu den kompliziertesten gehört.
Dabei wird Interaktivität durch das Anpassen an bestimmte Beschaffenheiten von Wolken erzielt.
Eine Verallgemeinerung dieses Ansatzes ist Principal Ordinates Propagation, das eine weitaus
größere Kategorie heterogener Medien angeht. Die resultierende Methode kann dank eines speziel-
len Finite-Elemente-Ausbreitungsschemas mit nahezu beliebigen optischen Eigenschaften solcher
Medien umgehen. Abschließend sind Spectral Ray Differentials auf eine effiziente Rekonstruktion
von Farbdispersionsphänomenen ausgerichtet, die in transparenten Medien wie Wasser, Glas oder
Edelsteinen auftreten. Diese Methode basiert auf analytischer Strahlendifferenziation und kann als
solche in jedes strahlenbasierte Rendering-Framework eingegliedert werden, was beim Nachbilden
von Dispersionen zu einer Effizienzsteigerung von etwa einer Größenordnung führt.
Der Text ist wie folgt gegliedert. Zunächst werden in Kapitel 1 Thema und Motivation erläutert,
gefolgt von einer Besprechung relevanter theoretischer und methodologischer Hintergründe in
Kapitel 2. Die Hauptbeiträge dieser Arbeit werden daraufhin in den Kapiteln 3–6 ausführlich
beschrieben. Zum Schluss werden in Kapitel 7 eine Zusammenfassung und Schlussfolgerungen
gegeben, einschließlich einer Übersicht möglicher zukünftiger Ausblicke.
Screen-Space Scattering Kapitel 3 stellt einen approximativen Algorithmus zur Berechnung
von Lichtstreuung in homogenen trüben Umgebungen vor, der im Bildraum operiert. Statt die
globale Beleuchtung in trüben Medien vollständig nachzubilden, wird der Streuungsvorgang mit
Hilfe einer physikalisch motivierten Punktbildfunktion modelliert. Diese Funktion wird effizient
angewendet, indem eine diskrete hierarchische Faltung in einer MIP-Map-Textur durchgeführt
wird. Das Hauptproblem dieser Vorgehensweise, ‘Lichtlecks’, wird durch die Konstruktion eines
problemspezifischen anisotropen inkrementellen Filters behandelt. Der Algorithmus ist vollkommen
parallel, verarbeitet bei gängigen Bildschirmauflösungen Hunderte von Bildern pro Sekunde und ist
in die meisten bestehenden 2D oder 3D Rendering-Architekturen unmittelbar einsetzbar.
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XAmortised Photon Mapping Kapitel 4 stellt einen neuartigen interaktiven Algorithmus zur Nach-
bildung des Lichttransports in Wolken vor. Die hohe zeitliche Kohärenz der in Wolken zu beobach-
tenden Beleuchtung und Morphologie ausnutzend, basiert die Methode auf volumetrischem Photon
Mapping, das abgewandelt wurde, um interaktive Renderzeiten zu ermöglichen – statt bei jeder
Veränderung des Szenenzustands eine neue unregelmäßige Photon Map zu erstellen, werden die
Beiträge der Photonen in einer regelmäßigen Rasterstruktur akkumuliert. Diese wird dann fortlaufend
aktualisiert, indem pro Einzelbild nur ein Teil der Photonen neu in die Szene geschossen wird. Um
zeitliche Kohärenz und eine geringe Varianz beizubehalten, wird anfangs ein Raster mit geringer
Auflösung berechnet. Dann findet ein physikalisch basiertes Upsampling auf die Dichtefeldauflösung
in jedem Einzelbild statt. Ein weiterer Hauptbeitrag ist ein Verfahren, um die winkelabhängige
Beleuchtungsinformation zu speichern und wiederherzustellen. Dabei werden Eigenschaften der
gewöhnlichen Henyey-Greenstein Funktion ausgenutzt, genauer gesagt ihr Vermögen, anisotrope
Winkelverteilungen mit Hilfe einer einzigen dominanten Richtung auszudrücken. Die resultierende
Methode ist physikalisch plausibel, konzeptionell einfach und vergleichsweise leicht zu implemen-
tieren. Darüber hinaus operiert sie ausschließlich über dem Wolkendichtefeld und ist deshalb auf
keinerlei Vorberechnungen angewiesen.
Principal-Ordinates Propagation Kapitel 5 schlägt eine neuartige Finite-Elemente-Methode zum
Rendern trüber Medien mit mehrfacher anisotroper Streuung vor. Dabei werden auf modernen GPUs
Echtzeitgeschwindigkeiten erzielt, ohne dem gerenderten Medium wesentliche Einschränkungen
aufzuerlegen. Dies wird erreicht, indem die gesamte Beleuchtung dynamisch in gerichtete und
Punktlichtquellen zerlegt und Licht von diesen virtuellen Quellen in unabhängige diskrete Ausbrei-
tungsbereiche propagiert wird. Diese Bereiche sind einzeln an näherungsweise Hauptrichtungen des
Lichttransports der jeweiligen Lichtquellen angeglichen. Eine solche Zerlegung lässt die Verwendung
einer sehr einfachen und recheneffizienten unimodalen Basis zu, um die propagierte Strahlendichte
darzustellen, statt eine allgemeine Basis, wie beispielsweise Kugelflächenfunktionen, zu verwenden.
Die resultierende Vorgehensweise ist biased aber physikalisch plausibel und verringert großenteils
die Rendering-Artefakte, die allen Finite-Elemente-Methoden zu eigen sind. Gleichzeitig erlaubt die
Methode nahezu beliebige Streuungsanisotropien, Albedos und andere Eigenschaften des simulierten
Mediums, wiederum ohne Vorberechnungen zu benötigen.
Spectral Ray Differentials Licht, das von einem streuenden Gegenstand gebrochen wird, führt zu
visuell ansprechenden farbigen Mustern, die mit spektralen Monte-Carlo-Methoden wirklichkeitsge-
treu gerendert werden können. Bedauerlicherweise leiden die Ergebnisse oft unter Farbrauschen oder
Banding, weshalb im Vergleich zu Renderern, die in einem trichromatischen Farbraum operieren,
hohe Abtastraten und große Speichermengen benötigt werden. Kapitel 6 beschäftigt sich mit diesem
Problem und führt dabei Spectral Ray Differentials ein, welche die Veränderung der Lichtrichtung
bezüglich der Veränderungen im Spektrum beschreiben. Diese Information kann, analog zu klassi-
schen Strahlen- und Photonendifferenzialen, dazu benutzt werden, spektrale Strahleneigenschaften
im Ortsraum zu filtern. Die Effektivität dieses Ansatzes wird sowohl mittels Filterung im spektralen
Offline-Light- und Path-Tracing, als auch im Rahmen eines interaktiven Splatting-basierten GPU-
Photon-Mappers gezeigt. Die Ergebnisse weisen deutlich weniger Farbrauschen und räumliches
Aliasing auf, konvergieren dabei durchweg zu Referenzlösungen und verursachen vernachlässigbaren
Tracing-Overhead im Bereich von Millisekunden.
Alle vier vorgestellten Methoden verdanken ihre Effizienz hauptsächlich der Verwendung von
höheren mathematischen Abstraktionen, für die Kenntnisse der zugrunde liegenden physikalischen
Prinzipien des Lichttransports das Fundament liefern. Die Methoden wurden außerdem so entworfen,
dass sie mit einfachen Datenstrukturen auskommen, was eine in hohem Maße parallele Ausführung
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erlaubt und dazu führt, dass auf Vorberechnungen komplett verzichtet werden kann. Dank dieser
Eigenschaften ist die vorliegende Arbeit nicht nur dazu geeignet, Lichttransport in trüben Medien
interaktiv zu berechnen, sondern erlaubt auch dynamische Veränderungen der simulierten Szenerie.
Das hohe Niveau des visuellen Realismus’ wird dabei jederzeit beibehalten.
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Chapter 1
Introduction
This thesis focuses on the development of efficient approaches for simulating the interaction of light
with participating media. Several methods with different specialisations and ranges of applicability
are proposed. In the first chapter we introduce the topic, describe its relations to computer graphics,
explain our motivation for exploring it, and finally outline the thesis structure and its contributions.
1.1 Topic and Motivation
“One picture is worth a thousand words.” Nobody knows the precise origin of this saying, likely
because there is none. It is a part of common sense that visual information is the dominant channel
in our environmental perception – about 90 % of communication is non-verbal [Mehrabian 1981],
which is not a surprise since we process visual information four orders of magnitude faster than text
[Levin 1989], in the order of 100 Mb of ‘raw’ data per second [Koch et al. 2006].
All this visual information, of course, is nothing else than visible light emitted or reflected by objects.
On the first sight (figuratively speaking) it might seem that the visual richness around us must have
many different causes, but in fact all the visible light we observe can be attributed to only fifteen
different physical mechanisms [Nassau 2001]. Many of these can be ascribed to interactions with
participating media, which is the reason that inherently motivated this thesis. Participating media
(also “volumetric media” or simply “media” hereinafter) scatter, absorb, and occasionally also emit
light and via these interactions give appearance to physical objects and phenomena that we observe.
Guided by physical laws, it is one of the prime interests of computer graphics to understand and
simulate these interactions to render realistic images. That is because, naturally, any application that
deals with visual content related to real world will likely need algorithmic methods to simulate and
visualise such phenomena. That includes applications aimed both at recreation – primarily computer
games and digital movies – but also serious ones, such as scientific visualisation, simulator software,
or virtual prototyping and manufacturing. We do not focus on any specific one, but generally target
the group of interactive applications which need to provide immediate feedback to their users.
Characteristics of Participating Media To understand our interest in participating media we
would like to illustrate their abundance and contributions to our environment’s appearance. From
the human perspective, literally the most ubiquitous participating medium is the earth’s atmosphere.
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While computer graphics—for convenience reasons—often operates on scenes composed of solid
objects separated by vacuum, it is not true that the effects of participating media are entirely ignored
even in those cases. Several examples can be made:
• Coloured transparency: since the early Whitted ray tracing [1980] it is one of the few correctly
simulated volumetric effects, commonly found in tinted glasses, gemstones, or pigmented liquids.
The accessibility of this effect stems from the fact that it is described by the Beer-Lambert-Bouguer
law [Born and Wolf 1999], leading to a simple non-recursive linear integral (in contrast to most
other volumetric effects).
• Diffuse reflection: a common surface reflectance approximation used in computer graphics
(usually calculated by the Lambert or Oren-Nayar [1994] models). It assumes strong scattering
below the surface of an object, causing light to diffuse rapidly. This allows to treat the interaction
as a local isotropic reflection, leading to the smooth appearance of some opaque objects, such as
stone, clay, wood or paper.
• Exponential fog: a crude empirical approximation to atmospheric scattering based on a simple
distance-based exponential formula, not unlike the Beer-Lambert-Bouguer law (Section 2.4.1).
Used mostly in real-time applications—particularly games—to model outdoor aerial perspective
and enhance perceived depth.
Most volumetric effects cannot be approximated so easily, however, and require a more explicit
treatment. Although an ideal rendering method should be universal, it is often necessary to specialise
on a particular type of medium or phenomenon for sake of efficiency. It is therefore useful to attempt
at least a loose categorisation of these phenomena:
1. Sparse phenomena: usually caused by large-scale, homogeneous media, most notably atmo-
sphere, natural waters and fog (Figure 1.1, a–c). Typical visual effects include colour shifts
(due to wavelength-dependent scattering and absorption), blurring of sharp features, and (aerial)
perspective effects.
2. Translucency: typically caused by optically thick fluid or solid media, for instance clouds,
smoke, steam, organic tissues, or wax (Figure 1.1, d–g). Translucency is associated with an
overall soft appearance and brightening around object boundaries (silver lining).
3. Volumetric occlusion: similar to shadows, usually caused by media with high density gradients
(e. g., clouds) or opaque objects being suspended in a sparse medium (Figure 1.1, g–h). The
most notable visual feature from this category are crepuscular rays (also sometimes dubbed “god”
rays).
4. General transparency: similarly to coloured transparency caused by media without an apparent
scattering but possible spectral dispersion, such as glass, transparent plastic, and many clear
liquids. Typically leads to chromatic aberration and colourful rainbow-type caustics (Figure 1.1,
i).
5. Emission: usually due to high temperature or excitation of specific media, e. g., plasma, fire or
ionised gas. Normally modelled separately since it does not influence the propagation of light
through the medium.
The methods presented in this thesis focus primarily on sparse phenomena (Chapter 3), the effects of
translucency (Chapters 4 and 5) and general transparency (Chapter 6). Please refer to Section 1.3 for
more details.
3 1.2. PROBLEM DESCRIPTION
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g) h) i)
Figure 1.1: Examples of various types of participating media. Image credit: (b) Roban Kramer, flickr.com;
(c) pexels.com; (d) user “rore”, flickr.com; (e) user “Rondador”, commons.wikimedia.org; (f) Jorge Royan,
commons.wikimedia.org; (g) user “kalilo”, rgbstock.com; (h) Ferdinand Kozeluh, pixabay.com; (i) Peter Kutz,
peterkutz.com.
1.2 Problem Description
Computer science generally faces two kinds of problems: discrete and continuous. Discrete problems
deal with well-defined individual entities, be it concrete or abstract – employees of a company,
computers connected by a network, data files, letters of a genome, etc. They are concerned with
issues like efficient organisation, sorting, searching or finding relationships between these entities.
The latter category, in contrast, attempts to solve questions related to continuous quantities. These can
either directly mirror the physical world, or arise as a statistical abstraction from discrete problems
where treating each entity individually would be too impractical or even completely intractable. It
should be obvious that physically based rendering belongs to the second category, as its object of
interest is the physical behaviour of light and its interactions with objects.
In simple terms, the central problem that rendering faces can be described in two steps:
1. determine what the observer sees, and
2. determine the colour it has.
The observer is usually represented by a virtual ‘camera’ which captures an image of the scene of
interest. Since the image is composed of pixels, we need to ‘measure’ the light arriving from the
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objects visible through each of the pixels. Such measurement can be formulated as the rendering
equation (RE) established in computer graphics by Kajiya [1986]. However, the RE ignores any
explicit presence of participating media in the scene, as we previously mentioned.
Problem Statement Light transport in participating media is an instance of the more general
radiative transport problem [Chandrasekhar 1960]. One of the possible mathematical formulations
is the volume rendering equation (VRE, see Section 2.4.2), which uses the RE as its boundary
condition. On an abstract level, the VRE can be written as
L =
∫
D3
B ·L+C. (1.1)
This equation ‘measures’ the light energy (radiance) L in a certain position and direction. Its right
side integrates across a three-dimensional domain D3, where one of the dimensions are positions
along the measured direction and the remaining two are secondary spherical directions. The terms
B and C are medium-dependent parameters, and in general are both spatially and directionally
dependent. Evaluating the VRE for each pixel yields the solution to the volume rendering problem.
The main difficulty of the light transport problem arises from the recursive nature of Equation 1.1,
since the quantity we are trying to calculate—radiance L—is also contained inside the right-side
integral. Intuitively, to obtain the radiance arriving from a certain direction ω, one has sum up
(integrate) the radiance redirected by the participating medium intoω from all other directions and
positions lying alongω. This logic is then propagated further to evaluate the second-order radiance
values, and so on. Expanding this definition therefore leads to an infinitely-dimensional integral
which—aside from relatively trivial cases—does not have an analytic solution.
In addition to its recursivity, another difficulty in solving the VRE is its global nature, giving rise
to the way how the rendering problem is often addressed: “global illumination” (abbreviated GI).
This means that solving for the radiance at some location, it is potentially necessary to access the
information about any arbitrary point in the scene. A photon emitted or scattered at even distant
locations can reach the observer, as long as there exists a light path that can possibly carry it.
Consequently, the inability to limit the evaluation of the VRE to a certain local neighbourhood of the
points of interest complicates the design of algorithms to solve it and the data structures they use.
Solving the VRE Let us take a brief look at the complexity of this problem. A trivial solution to
evaluate Equation 1.1 would be to use regular numerical quadrature. Evaluating m spatial samples
and n2 directional samples would imply a complexity of O(min2i), with i being the number of
expansions of the right-side integral. Given that in some optically thick media a photon can scatter
hundreds of times on average (which is proportional to the number of required expansions i) such
naïve solution is not computationally tractable. This is often referred to as the curse of dimensionality.
More sophisticated numerical integration methods are therefore a necessity.
Two important characteristics of a rendering algorithm are consistency and bias, which originate
from statistics [Lehmann and Casella 2001]. These terms are formulated in respect to the number of
samples n that a particular numerical method computes (though what a sample is can significantly
differ for each method).
• A method is biased if its solution contains a certain systematic error for some or all values of n.
An unbiased method does not contain any quantifiable systematic error for any n (but still can
differ from the true physical solution due to, e. g., variance).
• A method is consistent if and only if the solution it produces converges to a certain value and its
bias to zero with increasing n, and inconsistent otherwise.
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The two most frequently utilised frameworks are stochastic Monte Carlo (MC) and deterministic
finite-elements (FE) methods. MC methods perform a point sampling of Equation 1.1 using randomly
distributed samples. They are typically consistent and often unbiased. MC methods are usually also
more general without necessarily relying on any particular assumptions about the medium. However,
the solutions often suffer from uncorrelated noise; the noise vanishes with increasing amounts of
samples, but this can take a very long time in some difficult cases. Contrary to that, FE approaches
attempt to discretise the integration domain and then use a deterministic iterative process to converge
to a solution. They are usually numerically stable, but can suffer from discretisation artifacts and
always contain an inherent bias.
Recently, the growing popularity of employing programmable graphics processing units (GPUs) for
solving global illumination problems has increased the need for local approaches (as opposed to the
more traditional global ones). This is caused by the massively parallel computational model of GPUs,
where coherent access to underlying data structures is imperative at formulating efficient rendering
methods. This gives advantage to FE methods (over MC methods which require random data access),
especially their local formulations such as discrete-ordinates method (DOM) and lattice-Boltzmann
method (LBM) [Chandrasekhar 1960; Geist et al. 2004]. Even though local FE methods tend to suffer
from various forms of bias even more than the global variants, their simplicity and performance
advantages in parallel environments gained them increased popularity in recent years. This also
lead us to choose a local FE formulation as the basis for our method presented in Chapter 5. If fact,
we employ GPUs in all our work and typically try to centre the algorithmic design around their
computational model.
The affinity of GPUs towards coherent processing also leads to considerations about data access
patterns. These can be categorised as gathering and scattering (which should not be confused with
the physical interaction of the same name). The distinction between them is that while gathering
reads a set of inputs to produce a single output value, scattering iterates over input data to contribute
to possibly multiple output values. A classic example is convolution-based (e. g., Gaussian) filtering
(see Section 2.8), which can be formulated in terms of both access patterns. It is to be expected
that GPUs prefer the former access pattern, which has lead to a whole group of image-space (or
screen-space) methods that attempt to approximate global illumination solutions using only the
information about scene illumination and geometry directly visible to the camera (and stored in an
intermediate image-based representation). Our method presented in Chapter 3 aims at approximating
light scattering using this paradigm as well.
As is often the case in computer science, many methods opt to trade memory for computation speed,
and the extent to which this is done determines the resulting performance and usually accuracy as
well. Typical examples are techniques that use caching or precomputation to store the radiance
function (or other components of Equation 1.1) and repeatedly reuse it during the visualisation stage.
Other approaches use prior knowledge about the simulated phenomenon to improve their results,
e. g., by an enhanced reconstruction. We tend to avoid precomputation as it limits the possibilities
of interacting with the simulated scene, but use caching and priors in the methods described in
Chapters 4 and 6, respectively.
Another means to increasing efficiency is to focus on a specific subset of media, possibly allowing to
simplify some of the terms in Equation 1.1. The most frequently made assumptions are:
• Medium homogeneity: assumes the terms B and C to be spatially invariant. This is a reasonable
assumption for media like fog and water, since they tend to have a constant density which normally
determines these terms’ values. We make this assumption in the method from Chapter 3.
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• Scattering isotropy: assumes that B is directionally invariant. For most media this is not valid,
but in some cases of highly optically thick materials the resulting error may be small. This
assumption is the key to allow analytic approximations, most importantly the diffusion method.
• Single scattering: substitutes the source term L with only incident energy L0, preventing the
infinite expansion of the right-side integral. This is a crude approximation which we do not
employ, although it can lead to qualitatively good results in very sparse, optically thin media.
Such assumptions allow the rendering method to focus computation where it matters more. They are
usually motivated by a specific knowledge about the simulated environment. This can be knowledge
about the physics of the phenomenon in question, or the perceptual impact of different features that
the phenomenon may contain. A typical example is to focus sampling effort to areas where the
illumination gradient is high (which can be a consequence of a high medium density gradient or
occlusion).
In addition, it is useful to recognise that different application areas generally have different require-
ments on the methods they employ.
• Virtual prototyping has the highest computational budget. The employed methods must however
produce unbiased solutions with physically predictive accuracy.
• Architectural and product visualisation requires still a very high accuracy, which can be traded for
lower temporal coherence (since usually only still images are rendered).
• Movie production needs reasonably accurate and temporally coherent methods, but constrains
the computation typically to several minutes per frame. Biased methods are acceptable, the main
quality metric is perceptual fidelity instead. Another important requirement is flexibility of the
employed methods to allow artistic interventions, even beyond the limits of physical correctness.
• Scientific visualisation prioritise interactivity and the ability of the utilised methods to produce
expressive results, facilitating understanding and analysis of the visualised data.
• Real-time applications such as training simulators, interactive architectural visualisations and
games require the rendering cost to be bounded to a certain limited budget, usually in the order of
tens of milliseconds per frame. Physical accuracy is welcome but not required – the accent is on
perceptual fidelity and temporal stability of the results.
An important remark is that we do not use the typical classification of algorithms into real-time,
interactive and non-interactive (where real-time algorithms are understood to run at 25 Hz or more
and interactive ones at least at 6 Hz [Akenine-Möller et al. 2008]). While this is justified in the
human-perceptual sense, from the computational perspective such classification is very subjective as
it depends on the specific use conditions and rendering hardware. Instead, we consider a method
interactive if its response speed (i. e., the time necessary to produce one image) can be reasonably
bounded, either theoretically or at least by experiment. For non-interactive algorithms this is
not possible – a typical example are stochastic MC methods where the absolute convergence is
individually dependent on scene configuration and usually cannot be determined a priori.
Finally, it is also good to bear in mind that radiative transport is not an isolated subject. The most
directly related fields are particle transport and heat transfer. These lead to major developments of
Monte Carlo and finite-elements methods from which rendering greatly benefits. Other related areas
include general wave propagation (e. g., electromagnetic or acoustic), fluid flow simulation, and
n-body problems. For a more detailed overview please refer to the seminal work of Veach [1997].
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1.3 Contributions and Structure
In this section we briefly summarise the contributions presented in this thesis and describe its general
structure. After introducing the topic in the current chapter, we describe the background on which this
thesis builds in Chapter 2. This includes an exposition of the relevant theory, as well as an overview of
the work relevant to this thesis or related to the questions that it tackles. The core part, Chapters 3–6,
describes several novel methods that focus on different aspects of light transport in participating
media. This part is based on the following publications: [Elek et al. 2012a; Elek et al. 2012b;
Elek et al. 2013; Elek et al. 2014c; Elek et al. 2014d; Elek et al. 2014b; Elek et al. 2014a]. The author
of this dissertation has been the primary investigator in all of these works.
Chapter 3 describes screen-space scattering, a fast approximate method for
computing the effects of light absorption and scattering in image-space (based
on [ Elek et al. 2013]). Here we primarily focus on qualitative reproduction of
optically thin, homogeneous participating media (such as fog or water). The
specific contributions are:
• Design of a screen-space approximation to light scattering based on a physically motivated
Gaussian point spread function (PSF).
• Formulation of an image formation model based on a spatially-varying version of this function.
• Design of a GPU-optimised filtering process which applies a custom anisotropic version of the
PSF in a pyramidal fashion.
While the approach is limited to homogeneous media, its main advantage is speed – a full HD image
can be computed in a fixed time of a few milliseconds, while an unoptimised application of the PSF
alone takes several seconds and an unbiased Monte Carlo solution computes in the order of hours.
Despite that, results qualitatively comparable to the reference ones are often obtained.
The proposed filtering process builds an incremental Gaussian pyramid of the original scene image;
this is a very fast process as each level of the pyramid takes a constant computational effort per
pixel. The spatially variant PSF is then evaluated by fetching a level of this hierarchy with the closest
correspondence to the required filtering kernel size at each location. Additionally, the proposed
solution avoids the artifacts characteristic to this class of pyramidal filtering techniques, most
notably energy leaking (commonly encountered in other image-space methods e. g., depth-of-field
rendering). This is done by a custom anisotropic modification of the originally isotropic filtering
kernel: essentially the energy that would cause the leaking is prevented from propagating to the
higher levels of the pyramid.
Chapter 4 targets the rendering of clouds, which are arguably among the most
difficult media to simulate due to their inherent optical properties. A real-time
approach dubbed amortised photon mapping, specifically designed for this
task, is presented (based on [Elek et al. 2012a; Elek et al. 2012b]). The specific
contributions are:
• Formulating the standard photon beam tracing so that the propagated energy is coherently spread
across multiple frames and then aggregated when displayed.
• Design of a custom GPU-friendly representation of the underlying photon map as a series of
compact 3D lattices organised in a circular buffer. The directional information in these lattices is
stored in a specialised unimodal basis that takes advantage of the illumination properties typical to
clouds.
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• An efficient reconstruction technique to convert between incident and out-scattered radiance.
• Adaptation of the standard bilateral upsampling by utilizing prior knowledge about the involved
distributions, leading to more detailed solutions.
The method reaches real-time rendering speeds and compared to other dedicated cloud rendering
techniques is not limited to specific cloud types, nor does it rely on any sort of precomputation.
Thanks to this, both the underlying cloud data and the illumination can be dynamic to the extent
which is normal in this setting (i. e., to the point when the rate of environmental change is comparable
with the update period of the algorithm).
The key to the efficiency of this approach is using a very compact representation of the radiance
function within the cloud. First, the resolution of the caching lattices is kept low, allowing for
efficient caching in local GPU memory and requiring only a small amount of photon beams to be
traced per frame (in addition to the tracing being amortised across multiple frames). Second, we
utilise the fact that the dominant source of illumination in clouds is the sun, and use simple unimodal
ellipsoid lobes to represent the directionality of the radiant energy passing through the cloud (as
opposed to costlier general approaches such as spherical harmonic functions). The low resolution of
the caches is then compensated for by an upsampling procedure guided by the cloud density field
(which typically has a significantly higher resolution).
Inspired by the versatility of the unimodal directional basis described above,
in Chapter 5 we present a real-time finite-elements method for solving light
transport in more general, heterogeneous participating media. This chapter
is based on [Elek et al. 2014c; Elek et al. 2014d] and presents the following
contributions:
• Reformulating the classic discrete-ordinates method we obtain principal-ordinates propagation
(POP). The core idea is to decompose the source illumination into smaller quanta which can be
more efficiently propagated in a set of separate discrete domains along their approximate principal
directions.
• Representation of the propagated radiance by a superposition of the specialised unimodal distribu-
tions, where each lattice contains only a single such distribution (‘lobe’) per cell.
• Deriving a set of physically-plausible rules for propagating radiant energy in such domains.
• Application of this propagation scheme to volumetric transport of light from directional, point,
and environment (area) sources.
• Multiple improvements to increase the method’s generality, namely an importance propagation
step to improve the illumination discretisation, adaptive illumination prefiltering for eliminating
singularity artefacts in highly anisotropic media, and a two-phase extension of the propagation for
improved handling of very dense media.
The resulting approach is able, in real-time speeds, to simulate light transport in a very broad range
of participating media including fog, smoke, and even clouds. Most notably, very high scattering
anisotropy can be handled, a feature eluding virtually all existing rendering approaches (let alone the
interactive ones). And yet again, in contrast with many contemporary methods, principal-ordinates
propagation does not require any precomputation, so even fully dynamic datasets can be simulated.
This is again achieved by using a suitable representation for execution on GPUs – each of the
propagation lattices has a small resolution and a regular topology. Warping this topology then allows
to adapt the lattices to specific light source types, so that they are aligned with the intrinsic principal
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directions of the radiance energy emitted by the light sources. Also akin to the previous method,
the propagation basis is a single unimodal lobe per lattice element. Aligning these lobes with the
respective principal directions then allows propagating light without losing its directionality, so that
anisotropic scattering can be handled.
Finally, the class of transparent materials is explored in Chapter 6. Here we
describe spectral ray differentials (SRD), an efficient technique for the filtering
(reconstruction) of chromatic dispersion in refractive transparent media (based
on [Elek et al. 2014b; Elek et al. 2014a]). The following contributions are
presented:
• Theory of spectral ray differentials, inspired by previous work on spatial ray differentiation in
Monte Carlo tracing methods.
• Closed-form solutions for the spectral ray differential update after a refractive transmission
between two general dielectric media.
• Family of SRD-based reconstruction techniques to reduce chromatic noise and aliasing in images
generated by MC methods (demonstrated for ray and light tracing).
• Combination of SRD with the established theory of progressive kernel reduction (employed widely
in, e. g., photon mapping methods), leading to consistent convergence of the resulting solutions.
Ray differentials are partial derivatives of the traced ray’s position and direction along its propagation
path. While the classic ray differentials track the derivatives in respect to image-space coordinates,
spectral differentials analogously track the derivatives w. r. t. the spectral domain. Hence if a
polychromatic ray undergoes a dispersive interaction its spectral components are spread along a
certain direction which our method allows to calculate. This information is then used depending
on the specific technique employed by the rendering algorithm to reconstruct illumination (e. g.,
splatting in light tracing or kernel density estimation in photon mapping).
The application of SRD typically leads to an order-of-magnitude less noise when reproducing
chromatic dispersion effects in the context of ray-based rendering methods. They also incur a
minimal overhead thanks to their analytic formulation and the fact that virtually all renderers already
track some form of (spatial) ray differentials. The resulting progressive SRD framework also allows
a convenient semi-interactive work with dispersive effects, since a smooth solution is produced very
rapidly but as more samples are traced the result consistently converges to the true solution (because
the initial bias is progressively removed).
The thesis is concluded in Chapter 7 by providing a summary and discussion of the obtained
knowledge. Further directions and future outlooks are also discussed for each of the presented topics
and their combinations.

Chapter 2
Background
This chapter provides a theoretical background to the contributions of the thesis presented in
Chapters 3–6. Sections 2.1 and 2.2 describe basic related physics, followed by Section 2.3 which
focuses on participating media. The mathematics of volumetric light transport are detailed in
Section 2.4, with a thorough overview of methods targeting this problem in Section 2.5. Then,
Section 2.6 focuses on another important aspect of how media interact with light – refraction and
dispersion – and reviews approaches specialising on this topic. Finally, Sections 2.7 and 2.8 detail
reconstruction and image formation models for both general light transport and in the presence of
media.
A few notes about the used notation should be made. Throughout the remainder of the thesis, scalar
quantities will be denoted by standard italicised mathematical font (e. g., radiance L or phase function
f ), while vector quantities will be signified by a boldface font (e. g., position x or direction d). An
exception will be quantities related to the spherical domain, to follow the conventions traditionally
used in rendering – most notably the spherical domainΩ and its hemispherical equivalentΩ+, plus
a direction with an associated solid angle ω. Discretised versions of 2D and 3D functions (i. e.,
tensors) will be denoted by a sans font, for instance an image I or a density field D. For clarity, basic
arithmetic operations and functions will be applied to entire vectors and tensors, where (assuming the
operands have matching dimensions) the result will again be a vector / tensor where the respective
operation is applied for each element separately (for instance per-pixel or per-voxel).
2.1 Optics
Optics is the part of physics which provides the most theoretical knowledge for physically based
rendering. It is most commonly divided into four successive levels: quantum optics, electromagnetic
optics, wave optics and geometric (ray) optics [Born and Wolf 1999]. Each of these levels is an
abstraction upon the previous one, meaning that they provide increasingly higher-level descriptions
of optical phenomena but the actual set of described phenomena generally decreases in size.
From the perspective of rendering, by far the most useful abstraction is geometric optics, simply
because most phenomena are observed by humans on a sufficiently macroscopic scale. Some of the
assumptions about the behaviour of light made by geometric optics are [Dutré et al. 2006]:
• Light travels along straight trajectories and bends only discontinuously, i. e., each light path is a
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Φ = ʃA ʃΩ L(x, ω) dμ(ω) dμ(x)Radiant flux (power):
I(ω) = ʃA L(x, ω) dμ(x)
Radiant intensity:
E(x), B(x) = ʃΩ L(x, ω) dμ(ω)Irradiance, Radiosity:
L(x, ω)Radiance:
A(x)
Ω(ω)
Figure 2.1: Diagram depicting the main radiometric quantities – radiance, irradiance, radiosity, intensity and
flux – and their relations.
piecewise-linear construct.
• Light propagates instantly, i. e., the equilibrium energy in a scene can be measured by estimating
the number of light paths passing through an area of interest.
• Light is not influenced by external force fields, such as gravitational or electromagnetic.
However, there are specific problems where some of these assumptions must be relaxed, for instance
the rendering of phosphorescence, media with continuously varying refractive index, or relativistic
effects. Furthermore, some phenomena cannot be modelled by any adaptation of geometric optics
and require wave optics to be simulated. The most important examples of these are diffraction and
interference.
Light transport in participating media (most notably scattering and dispersive refraction, see Sec-
tion 2.3) is an intermediate category: it cannot be explained by geometric optics, but it can be
simulated by it for most practical purposes. More specifically, phase function (Section 2.3.2) in the
wave-optical sense is the far-field amplitude of a polarised scattered light wave [van de Hulst 1981].
However, computer graphics regards phase functions as spherical probabilistic density distributions
which can be discretely sampled to redirect light paths.
2.2 Radiometry
Radiometry is the study of measuring electromagnetic radiation, including the visible light relevant
for us. Radiometry is an objective discipline concerned with purely physical quantities, as opposed
to photometry (which accounts for the properties of human visual system). These quantities are
primarily related to spatial and directional distributions of energy with given spectral properties.
Arguably the most important radiometric quantity is radiance L [W·m-2·sr-1], sometimes (incorrectly)
referred to as intensity. Radiance is the quantity measured by sensors, including our eyes. That is
likely due to the fact that it is invariant along light paths, meaning that the radiance leaving point
x towards point y will be equal to the radiance reaching y from the direction of x (assuming their
perfect mutual visibility).
Other relevant radiometric quantities can be obtained by integrating radiance along its domains
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(please refer to the diagram in Figure 2.1):
• Radiant intensity I [W·sr-1] is obtained by integrating radiance across an area A (which can be
surface area, projected surface area, or any closed 2-dimensional region in free space).
• Integrating in the directional domain Ω yields irradiance E [W·m-2] and radiosity B [W·m-2],
which are particularly useful in surface radiosity methods (hence the name).
• The combined integration in both these domains results in radiant flux Φ [W]. Flux is the basic
quantity used to specify radiant power of light sources.
In addition, all these quantities are also defined in terms of their wavelength λ. A radiometric entity
can have a single wavelength associated with it (and then is qualified as monochromatic), or an entire
(discrete or continuous) spectrum of wavelengths.
2.3 Participating Media
The notion of participating media in computer graphics has already been introduced in Section 1.1.
Let us now look at some important properties of participating media that influence the way how they
interact with light. For a detailed exposition of the knowledge summarised here please refer to the
excellent book by van de Hulst [1981].
2.3.1 Types of Interaction
We understand participating media as agglomerations of small particles, which can be liquid droplets,
solid corpuscles, and even individual atoms and molecules. It is a common assumption in all
computer graphics (and most physics as well) that the interaction of light can be described for
each particle individually and then extended to the medium as a whole by superposition. Let us
temporarily assume that the medium is composed of identical particles, where each is characterised
by its absorption and scattering cross-sections Ca [m2] and Cs [m2] and a phase function f (see
Section 2.3.2), and the density of these particles at a location x is ρ(x) [m-3]. The values of Ca and
Cs are roughly proportional to the particle size, but also relate to its electromagnetic properties.
On the level of individual medium particles and photons, three things can happen: a photon that hits
a particle can be absorbed or scattered, or a new photon can be emitted. Statistically, these events
can occur at any point within the medium where ρ(x)> 0. Figure 2.2 illustrates these interactions.
Max [1995] reviews these interactions from the rendering perspective and derives several image
formation models resulting from them.
Absorption If a photon passing through a medium is absorbed, it is lost and its energy is transformed
into another form, such as kinetic energy of the medium particle. Macroscopically, absorption
decreases the intensity of light passing through the medium; for example, water absorbs light with
longer wavelengths slightly more, causing any light passing through to become bluer after some
travelled distance.
The absorption intensity of a medium is determined by its absorption coefficient σa [m-1]:
σa(x) [m-1] =Ca [m2] ·ρ(x) [m-3]. (2.1)
Scattering If a photon is scattered its energy is diverted into another direction (which depends on
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Figure 2.2: Basic interaction types in participating media, demonstrated on a smoke plume (rendered for a
single wavelength for clarity).
the medium phase function, Section 2.3.2). For instance, our atmosphere scatters short-wavelength
light stronger, diverting more blue photons into the direction of ground observers, making the sky
appear blue as well.
Similarly to absorption, scattering is guided by the medium’s scattering coefficient σs [m-1]. Its
definition and interpretation are equivalent to the one of σa as well:
σs(x) [m-1] =Cs [m2] ·ρ(x) [m-3]. (2.2)
Emission Finally, a medium can emit photons from within its volume, most often as a consequence
of black-body radiation. The emitted radiant energy Le is sometimes referred to as source function.
Further in this text we will not describe volumetric emission. This is mainly for two reasons: first,
we do not focus on modelling emissive media in our work, and second, the inclusion of emission
into the simulation is simple, as it is an additive spatially-varying diffuse term (see Section 2.4.2)
and by itself usually does not influence how light propagates in the medium.
Extinction This is not a distinct type of interaction, but rather the combined effect of absorption
and scattering. Thanks to the linearity of these two interactions one can simply define extinction as
an event when a photon is either absorbed or scattered. Extinction therefore decreases the intensity
along a light beam passing through the medium.
Consequently the extinction coefficient σt [m-1] can be defined as σt = σa+σs. Extinction coefficient
inversely defines the mean free path of a photon in a medium; for instance, in a homogeneous
environment with σt = 0.5m-1 the average distance a photon travels until it is absorbed or scattered
is 2 m.
Furthermore, based on σt we define the scattering efficiency or the scattering albedo α as
α=
σs
σa+σs
=
σs
σt
. (2.3)
The notion of scattering albedo equivalent to the one of material albedo: if a photon hits a medium par-
ticle with albedo α, it gets scattered with the probability of α and absorbed with the complementary
probability 1−α.
In abstract terms, the higher the albedo of a participating medium is, the more difficult is to simulate
it. This is because, on average, photons will propagate through a high-α medium for longer, until
they either leave the medium entirely or are terminated with the probability 1−α. This is even more
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prominent in media with high optical thickness τ, which is a quantity defined along a linear optical
path l as
τ(l) =
∫
l
σt(t) dt. (2.4)
The function τ accounts for the changes of extinction coefficient σt in heterogeneous media; for
homogeneous media it is analytically defined as
τ(l) = σt · ‖l‖. (2.5)
Most notable examples of difficult media in the above sense are clouds and milk, where typically the
albedo is higher than 0.999 and the medium sizes hundreds to thousands times larger than the mean
free paths.
Some of the qualitative properties these interactions produce can be seen in Figure 2.2. A (hypo-
thetical) purely emissive medium does not cast shadow, since there is no mechanism that would
attenuate light. On the other hand absorption just attenuates light, so the cloud appears black (this
is a behaviour similar to, e. g., coal dust). However, none of these two gives a particularly good
information about spatial relations and mass distribution in the cloud – only scattering does, as it
is the only interaction that influences light directionality. Also notice that the combined effect of
absorption and scattering creates a darker shadow than just absorption alone. This is the consequence
of the extinction coefficient σt containing both σa and σs; the only difference is that while absorbed
light is ‘lost’, scattered light just changes its direction and ultimately a portion of it also reaches the
observer via another light path.
σa = 5 m-1 σa = 10 m-1 σa = 15 m-1 σa = 30 m-1
Figure 2.3: The effects of absorption strength increase on medium appearance.
As we will see in Section 2.4.1, the relation between the coefficients and the increase or decrease of
light intensity is not linear, but exponential instead. The effect of increasing value of σa is illustrated
in Figure 2.3; seemingly, the cloud with σa = 30m-1 is less than six times ‘darker’ than the one with
σa = 5m-1.
A consequence of these relations is that the absorption and scattering coefficients scale linearly with
local medium density. We can therefore represent participating media by storing their peak σa and σs
and a normalised density field ρ(x). Not only can this strategy decrease memory requirements, but in
some cases also allows us to change the medium absorption and scattering properties independently
by changing only the values of σa and σs, instead of altering the entire medium dataset. Likewise,
for media composed of multiple substances or particle types, the same representation may be used as
long as the relative densities of each particle type remain the same (which often holds for gaseous
and liquid media).
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2.3.2 Phase Function
So far we have only described how frequently interaction events in a participating medium occur, yet
we do not know what happens after such an event takes place.
As already mentioned above, light scattering is a wave phenomenon. If an incident light wave meets
a scattering particle the latter will start to oscillate, inducing a secondary ‘scattered’ wave. The
amplitude of this newly created wave is given by the spherical magnitude function f ′(ωi,ωo), for a
pair of incident and outgoing directions ωi and ωo. Since we would like to work in the realm of
discrete light rays and particles within geometrical optics, we will instead utilise the phase function
f (ωi,ωo), which is derived from f
′ (please refer to van de Hulst [1981] for details). Both f and f ′
are also wavelength-dependent.
A commonly made assumption about participating media (which we also employ throughout this
work) is that the medium particles have random, uncorrelated orientations. This has two conse-
quences. First, the phase function becomes independent on the incident direction ωi, and can
therefore be expressed in terms of the relative orientation between ωi and ωo as f (θ,φ), where
θ ∈ [0,pi] is the polar angle (also referred to as scattering angle) and φ ∈ [0,2pi] the azimuthal
angle. Second, f becomes rotationally invariant around the scattering axisωi, which allows us to
further omit the azimuth φ in the notation. Some limitations of this assumption are discussed in
Section 2.3.4.
Each phase function f has to fulfil several key requirements – it must be non-negative (Equation 2.6),
energy-conserving (Equation 2.7) and reciprocal (Equation 2.8):
∀θ,φ : f (θ,φ)≥ 0, (2.6)∫
Ω
f (ω′) dµ(ω′) =
∫ 2pi
0
∫ pi
0
f (θ′,φ′)sin(θ′) dθ′ dφ′ = 1, (2.7)
f (ωi,ωo) = f (−ωo,−ωi). (2.8)
Equations 2.6 and 2.7 also make every phase function a proper spherical probability density function
(PDF).
In a rendering system that uses geometrical optics for light simulation, the above properties enable f
to be used in two ways. The first, direct use allows us to take ωi and ωo at a scattering point and
use the corresponding value of f to scale the intensity of the light beam or particle that scatters into
ωo. The second, more interesting use enables us to generate a new outgoing scattering direction
ωo from the incident directionωi with the probability density defined by f . Importance sampling
or rejection sampling can be used for this purpose. Such approach saves us from scaling down the
newly generated beam or light particle intensity – the method itself ensures that the light energy
carried by the generated samples will be directionally distributed according to f . And since f is a
valid PDF, both of these techniques conserve energy.
However, the main issue with f is that it is generally hard to evaluate. The values of both the
magnitude function and the phase function are the result of a complex oscillating behaviour of the
scattering particle induced by the incident light wave. In a great majority of configurations (meaning
shape of the scatterer and the light wave state) f does not have a closed analytical form and hence
involved numerical methods have to be used to evaluate it. To avoid this we can make use of the two
existing theoretical approximations, each building on a set of assumptions that hold quite well for
certain groups of media.
Rayleigh theory Proposed by John William Strutt, The Lord Rayleigh, in a series of papers starting
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Figure 2.4: Plots of Mie phase functions for several orders of scattering particle sizes (computed for
λ = 500nm). For small particles in the order of single nm, the phase function converges to the Rayleigh
approximation (left). Generated with MiePlot (Philip Laven, http://www.philiplaven.com/mieplot.htm).
in 1871 [Strutt 1871], Rayleigh theory describes light scattering by particles which are very small
in comparison to the incident light wavelength. Formally, the scattering particle diameter d has to
conform to
d λ
2pi
(2.9)
which holds quite well for particles ranging from individual atoms to small organic molecules. If
Equation 2.9 holds, the phase function for non-polarised light is
fRayleigh =
3
4
(1+ cos2θ). (2.10)
The plot of fRayleigh is shown in Figure 2.4, left.
An important property of Rayleigh scattering is that its scattering coefficient σs is inversely pro-
portional to λ4, which means that shorter wavelengths are scattered with much higher intensity
than longer ones. For this reason the Rayleigh scattering is chromatic and responsible for many
well-known scattering phenomena, the most prominent being the sky colour. Also, as opposed to
Mie scattering (below), Rayleigh scattering yields a strongly polarised light, mainly for scattering
angles around 90◦.
Mie theory The solution of Maxwell’s equations for electromagnetic waves interacting with
perfectly spherical dielectric particles of an arbitrary size has been described by Gustav Mie [1908].
There is no single Mie phase function; rather, for every particle diameter there exists a unique
corresponding phase function. Figure 2.4 shows several examples. Despite being band-limited, Mie
functions have complicated a behaviour revealed by the logarithmic plots (bottom). However, for
particle sizes comparable to the light wavelength or bigger the dominant portion of scattered light
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Figure 2.5: The appearance of otherwise identical media with different phase function anisotropy values,
for two opposing viewpoints. The particular phase function model used here was the Henyey-Greenstein
function (see Section 2.3.3). The top row was exposed 1 EV higher to compensate for the lower brightness.
Rendered with Mitsuba [Jakob 2010].
will be redirected forwards. This kind of behaviour is universal for Mie scattering: the larger the
scattering particle is, the more light is scattered into forward directions.
Although Mie theory is derived for perfectly spherical dielectric particles, it is widely useful. For one
instance, fluid phenomena are constituted by tiny droplets with mostly spherical shapes. However,
to work with Mie scattering we need to evaluate its phase function somehow. Since no analytic
expression exists (the solution is an infinite series expansion), there are two options to do that:
either by using precomputed tabulated values of the rigorous phase functions, or by utilising an
empirical approximation. As explained in Section 2.3.3 we opt for the latter variant, due to certain
mathematical properties that some of these approximations offer, but also because it is technically
simpler and more portable.
Let us also remark that there is no sharp transition between Rayleigh and Mie scattering. Instead,
Rayleigh scattering is a limit case of Mie scattering for very small particles. When decreasing the
size of an examined spherical particle, its phase function eventually converges to fRayleigh. One of
the implications is that Mie scattering is in fact also wavelength dependent, but the differences of
the Mie phase function values for different wavelengths are quickly disappearing as the scatterer
size approaches the visible light wavelengths. Because of this, Mie scattering is considered to be an
achromatic phenomenon for most purposes.
To understand the way how different phase functions influence the behaviour of light on the macro-
scopic scale we need to characterise them in some way. As no single expression encompassing
the entire space of phase functions exists, we can attempt to characterise them indirectly. The sim-
plest such characteristic is the first angular moment (also anisotropy coefficient or just anisotropy),
commonly referred to as g. This quantity is a weighted spherical cosine average of the given phase
function f :
g =
∫ 2pi
0
∫ pi
0
f (θ′,φ′)cos(θ′)sin(θ′) dθ′ dφ′. (2.11)
The interpretation of g, which has values ∈ [−1,1], is as follows. For positive g the phase function
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scatters predominantly into forward directions, and vice versa for negative values. Special cases
occur at the extremes: for g =−1 all light scatters back into −ωi and for g = 1 into ωi (i. e., the
directionality remains unchanged). Due to the symmetric nature of this relation we will focus only
on the positive g values from now on. This is in part because virtually all natural media exhibit
forward scattering [ Narasimhan et al. 2006].
Figure 2.5 demonstrates the impact of different scattering anisotropy values on the appearance of
a generic gaseous medium. The medium parameters and illumination are otherwise identical in
all cases. It is immediately apparent that more anisotropic scattering causes the medium to appear
more translucent and ‘thinner’. This is a consequence of the fact that light penetrates into media
with stronger forward scattering faster and generally also exits them earlier. Perfectly transparent
media correspond to the limit case of g = 1, where light travels through the medium undisturbed by
scattering. Also notice the non-linearity of the appearance space defined by g. For small values up to
roughly 0.6 the visual impact of changing g is typically very small, but for highly forward scattering
close to g = 1 even small changes of anisotropy can have dramatic effects on the resulting medium
appearance.
2.3.3 Henyey-Greenstein Function
One of the most widely established approximations to Mie phase functions is the Henyey-Greenstein
function (abbreviated HGF hereinafter), which was originally introduced in astrophysics [Henyey
and Greenstein 1941]. This is the phase function model which we use throughout all our work.
HGF is a unimodal spherical distribution parametrised by the anisotropy coefficient g ∈ [−1,1] (see
Equation 2.11):
fHG(θ,φ,g) =
1
4pi
· 1−g
2
(1+g2−2gcosθ)3/2 . (2.12)
Notice that the function is independent on the scattering azimuth φ due to its symmetry around the
scattering axis. For further convenience, fHG can be written as
fHG(ϑ,g) =
1
4pi
· 1−g
2
(1+g2−2gϑ)3/2 (2.13)
by defining ϑ= cosθ. It is not difficult to verify that fHG indeed fulfils the requirements given by
Equations 2.6, 2.7 and 2.8.
Basic properties HGF has proven useful for approximating scattering phase functions, since it
represents the preferred directionality of scattered distributions by only the anisotropy coefficient g
and has several useful mathematical properties. HGF behaves intuitively in respect to g, in agreement
with the general intuition given in Section 2.3.2:
• positive values of g correspond to dominantly forward scattering,
• symmetrically, negative g’s represent backward scattering,
• g = 0 defines a constant (isotropic) phase function, and
• g = 1 and g =−1 correspond to perfectly forward / backward scattering, i. e., Dirac function in
the corresponding direction.
Please refer to Figure 2.6 for 2D and Figure 2.7 for 3D plots of FHG. Several sample images rendered
with HGF are shown in Figure 2.5 for different values of g. An interesting property of HGF is also
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Figure 2.6: Linear polar plots of fHG for g ∈ {0,0.3,0.6,0.9} w. r. t. scattering angle θ. At g = 0 the function
is isotropic, and for negative g values the function is just mirrored around the y-axis. Note that although HGF
is properly normalised on a sphere (according to Equation 2.7) the plots show only the polar component and
as such appear to have larger areas for increasing g’s.
that it is an identity function in respect to g:
g = 2pi ·
∫ pi
0
fHG(cos(θ′),g)cos(θ′)sin(θ′) dθ′ (2.14)
= 2pi ·
∫ 1
−1
ϑ′ · fHG(ϑ′,g) dϑ′, (2.15)
where the second part (Equation 2.15) integrates along the cosine of the scattering angle θ instead.
Sampling In Monte Carlo methods it is useful to generate samples distributed according to the
given phase function. This is easy to do for HGF thanks to its analytical invertibility – a spherical
direction (θ,φ) with the distribution fHG(g) can be generated [Pharr and Humphreys 2010] as
cosθ=
1
|2g| ·
(
1+g2−
(
1−g2
1−g+2gξ1
)2)
(2.16)
φ= 2piξ2 (2.17)
where ξ1,ξ2 ∈ [0,1] are uniformly distributed random variables. This technique is used in Chapter 4
to trace photons through the medium.
g = 0 g = 0.3 g = 0.5
Figure 2.7: 3D plots of fHG for g ∈ {0,0.3,0.6}.
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Integration In our work we utilise HGF no only to model the scattering phase functions, but for
representing directional radiance distributions (specifically in Chapter 5). This of course limits us
to unimodal distributions of radiance, but allows efficiently calculating the radiance represented by
HGF for a certain range of directions thanks to its analytical integrability. Calculating the spherical
integral of Equation 2.13 means evaluating its cumulative distribution function
FHG(ϑ,φ,g) =
∫ 2pi
0
∫ ϑ
−1
fHG(ϑ′,φ′,g) dϑ′ dφ′, (2.18)
for which a closed-form solution exists:
FHG(ϑ,φ,g) = φ · 1−g
2
4pig
·
(
1
(1+g2−2gϑ)1/2 −
1
1+g
)
. (2.19)
Convolution Another useful feature of HGF, which we utilise in Chapter 5, is its self-convolution
property [Max et al. 2004]. This means that the distribution resulting from i successive (spheri-
cal) convolutions of multiple fHG is again a HGF parametrised by the product of the convolved
distributions’ parameters:
fHG(g1)∗ · · · ∗ fHG(gi)︸ ︷︷ ︸
i terms
= fHG(
i
∏
j=1
g j). (2.20)
This requires ∀ j ∈ [1..i] : g j ∈ [0,1]. If this is fulfilled we can see that the resulting function will
have a lower anisotropy g that any of the convolved distributions. This agrees with the intuition that
applying a convolution to a distribution should result in distributions with decreasing anisotropy.
2.3.4 Other Phase Function Models
HGF has proven to be an efficient model for anisotropic phase functions in computer graphics and
this is the reason we have chosen to work with it. In spite of that it is certainly not always the
best choice, especially when numerical precision is the primary simulation objective. In such cases
it might be preferred to precompute a tabulated version of the respective rigorous phase function
[Toublanc 1996; Bai et al. 2011], including the rendering of certain specific appearance features of
clouds [ Bouthors et al. 2006; Bouthors et al. 2008]. It has also been noted [Binzoni et al. 2006;
Zolek et al. 2008] that certain issues might arise when HGF is sampled. Additionally, HGF also does
not represent well the mentioned transition between Rayleigh and Mie scattering – in such case a
hybrid function is more suitable [Cornette and Shanks 1992; Liu and Weng 2006].
In principle it is possible to use any spherical function that conforms to the requirements dis-
cussed in Section 2.3.2. Many such functions are available, for instance the efficient expression
by Blasi et al. [1993] or the more general von Mises-Fisher distribution [Fisher 1953] which is a
spherical version of isotropic 2D Gaussian distribution. The latter has been used in recent work
[Gkioulekas et al. 2013; Zhao et al. 2014] to create a hybrid bimodal distribution to improve the
appearance reproduction of (mainly) solid materials.
Finally, some media are composed of particles or structures with highly elongated or correlated
shapes. If that is the case it is necessary to use the more general model of phase function
f (ωi,ωo) which allows a bi-directional scattering anisotropy. Examples of such media include hair
[Zinke et al. 2008; Ren et al. 2010], fur [Kajiya and Kay 1989], textiles [ Zhao et al. 2011] or any
general material composed of small fibres or filaments [Zinke and Weber 2007].
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2.4 Light Transport
Section 2.3 describes how participating media interact with light locally. Here we introduce the
principles that describe this behaviour on a global level.
2.4.1 Volumetric Visibility
Section 2.3.1 explains how to quantify the mean free path of a photon in a participating medium.
However, this does not tell us how much will a beam of light be attenuated if it travels a certain
distance in a medium. This attenuation is described by the Beer-Lambert-Bouguer law (Equa-
tion 2.21) for a thin pencil of light carrying radiance L that enters a participating medium with
extinction coefficient of σt. The (reduced) radiance L′ after travelling along an optical path l will be
L′ = L ·T (l), where T is transmittance function defined as
T (l) = e−τ(l), (2.21)
and τ is the optical thickness (Equation 2.4). The optical path l is an abstraction: in most cases it
will simply correspond to a linear segment between two points, but in general can be curved for light
travelling in media with continuously varying refractive index (these we however do not consider).
The reason why the Beer-Lambert-Bouguer law is exponential can intuitively be understood as
follows. The process of light attenuation by absorption and scattering is a constant continuous decay
process in the limit case. As such it is naturally described by the exponential function. For instance,
if the attenuation rate of light in a homogeneous medium is 100 % (i. e., σt = 1m-1), then the light
travelling a path of length 1 m in this medium will be attenuated by the factor of e−σt = 1/e. This is
however exactly what we expect from a continuous decay process along a unit path, since
σt = 1 ⇔ lim
n→∞(1−
σt
n
)n =
1
e
. (2.22)
Free path sampling Algorithms based on tracing rays (or particles) generally need to perform two
basic operations in each tracing step: finding the point where the light interacts with the medium,
and (if the interaction was scattering) finding a new scattering direction. The second task is usually
solved by importance-sampling the phase function (see Section 2.3.3). As for the first one, one needs
to follow the principle of exponential extinction described by the Beer-Lambert-Bouguer law.
The simplest case are homogeneous media. Here the extinction is governed by the simple analytic
function given by the Equation Equation 2.5. Finding the distance to the next extinction event devent
(w. r. t. to a given starting point x0) means evaluating the following equation:
devent =− logξ
σt
, (2.23)
where ξ is a uniform unit random variable. This procedure is stochastic as scattering and absorption
are defined in probabilistic terms.
However, we typically deal with heterogeneous media. Here it is necessary to search along the
examined light path to find the next interaction event, since the medium composition along the path
is not known in advance. Therefore to find the distance devent we must evaluate the following implicit
equation derived from Equation 2.21:∫ devent
0
σt(x0+ t ·ω) dt =− log(1−ξ). (2.24)
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This equation has to be evaluated numerically since the distribution of σt cannot usually be expressed
analytically. The most straightforward method is to use ray marching: the algorithm steps through
the medium (either using constant steps, or random-sized steps to avoid aliasing) and accumulates
the value of the τ function (which is basically the left side of Equation 2.24). This is done until the
accumulated value of τ exceeds the value on the right side, or until the stepping does not leave the
medium boundary.
Input:
x0,ω: origin and direction of the starting ray
σt: majorant extinction coefficient
[dmin,dmax]: interval of the ray to account for
rand() ∈ [0,1]: uniform random number generator
Result:
devent: distance along the ray where the interaction occurs
begin
devent = dmin− log(1− rand())/σt
while devent ≤ dmax ∧ σt(x0+devent ·ω)/σt < rand() do
devent = devent− log(1− rand())/σt
end
return devent
end
Algorithm 1: Woodcock tracking.
Ray marching is a conceptually simple, but unfortunately biased algorithm – the bias arises from the
choice of the step size. A better technique to use is Woodcock tracking (Algorithm 1, also known
as delta tracking) which was originally proposed by Woodcock et al. [1965] for neutron tracing in
nuclear reactions, and introduced into computer graphics by Raab et al. [2006].
Woodcock tracking works in the following way. First, the so-called majorant extinction coefficient
σT is computed: σT = max(σt(x)) for all x lying inside the medium. The algorithm then performs
a randomised ray marching through the medium, but treats it as homogeneous with the extinction
coefficient σT. In each tracking step the algorithm then looks up the actual σt at the current position
x= x0+devent ·ω. The event is accepted as a real extinction with the probability σt(x)/σT; otherwise
the event is declared as virtual, discarded and the tracking continues. After generating a real event
the decision if it is absorption or scattering is decided based on the medium albedo α (Equation 2.3).
This method was proven to generate correct unbiased mean free path values [Coleman 1968].
However, for media with high density variation, Woodcock tracking can become very inefficient due
to the acceptance probability σt/σT being low in a majority of the volume. Accelerations methods
based for example on regular grids [ Szirmay-Kalos et al. 2011] and kD-trees [Yue et al. 2010] have
been proposed to alleviate this issue.
Transmittance evaluation Another frequent operation in light transport computation is evaluating
the visibility between two points. In the absence of participating media this is a binary function. In
media, however, visibility is fractional and corresponds to the transmittance function (Equation 2.21).
Similarly to the free path sampling problem, this can be integrated by numerical quadrature (i. e., ray
marching) in a biased manner, or using Woodcock tracking to produce an unbiased but potentially
inefficient solution. Recent work by Novák et al. [2014] has dramatically improved the situation by
adding a new unbiased but efficient transmittance estimator dubbed residual ratio tracking.
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Figure 2.8: Scheme depicting the volume rendering equation (VRE, Equation 2.27). Both the surface
(Equation 2.28) and volume (Equation 2.26) contributions are shown for specific respective sample points xs
and xt and directions ω′.
2.4.2 Volume Rendering Equation
At this point we have all the necessary components that define the behaviour of light in partici-
pating media: how light interacts with the medium particles (Section 2.3.1), how frequently these
interactions occur (Section 2.4.1) and how the light propagation changes after each interaction
(Section 2.3.2). With that we can now formalise the light transport problem which has already been
briefly exposed in Chapter 1.
The first step is to unify all the interaction types in a single relationship. This is called the radiative
transport equation (also radiative transfer equation or just RTE), which has seen one of its first uses
in heat transport [Chandrasekhar 1960]. The RTE defines the differential radiance change due to the
combined effects of the medium at a given location x along a directionω:
(ω ·∇)L(x,ω) = Le(x,ω)︸ ︷︷ ︸
emission
+σs(x)Li(x,ω)︸ ︷︷ ︸
in-scattering
−σa(x)L(x,ω)︸ ︷︷ ︸
absorption
−σs(x)L(x,ω)︸ ︷︷ ︸
out-scattering
= Lv(x,ω)︸ ︷︷ ︸
contribution
−σt(x)L(x,ω)︸ ︷︷ ︸
extinction
.
(2.25)
We can see that the loss of energy due to absorption and out-scattering is expressed together as
extinction (Equation 2.25). In contrast, energy increases due to the combined effect of emission and
in-scattering. This is expressed by the volume contribution radiance Lv defined as
Lv(x,ω) = Le(x,ω)+σs(x)Li(x,ω)
= Le(x,ω)+σs(x)
∫
Ω
f (x,ω′,ω)L(x,ω′) dµ(ω′).
(2.26)
While the emitted radiance Le is included trivially, we can see that the in-scattered radiance Li
expands into a convolution of the phase function f and the incoming radiance L within the spherical
domain Ω. It is precisely this operation that changes the directionality of light passing through
a medium, and is consequently responsible for all directionally dependent visual phenomena that
participating media exhibit.
Now the key step to obtaining the volume rendering equation (VRE) is to integrate both sides of
Equation 2.25. By doing so we obtain a ‘measurement’ of the total radiance L along the optical path
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in the directionω, starting at x:
L(x,ω) =
∫ s
0
T (x,xt) ·Lv(xt ,ω) dt︸ ︷︷ ︸
total volume contribution
+T (x,xs) ·Ls(xs,ω)︸ ︷︷ ︸
surface contribution
. (2.27)
This is depicted in Figure 2.8. The integral on the right side accumulates all energy that the volume
emits or in-scatters intoω, attenuated by the transmittance function T at the respective location xt .
The integration is stopped at the closest surface point xs, which additionally contributes the radiance
reflected by this surface. This can be expressed as
Ls(x,ω) = Le(x,ω)+
∫
Ω+
r(x,ω′,ω)L(x,ω′)〈n,ω′〉 dµ(ω′), (2.28)
where n is the surface normal and r a hemispherical function called the bi-directional reflectance
distribution function (BRDF) – it is essentially the surface equivalent of phase function.
It can be observed that there are only minor differences between the surface contribution (Equa-
tion 2.28) and the volume contribution at a given point (Equation 2.26). The surface contribution
is gathered from only the upper hemisphere Ω+ (in respect to n) and this further necessitates the
use of a different distribution (a hemispherical distribution r instead of a spherical distribution f ).
In fact, in the absence of any participating medium (i. e., σa = σs = 0 and Le = 0) the volume
contribution in Equation 2.27 will be zero and hence it reduces to the standard surface rendering
equation [Kajiya 1986]. Since we focus on solving the volumetric portion of light transport, we will
not discuss this part further and refer the reader to the standard texts [Dutré et al. 2006; Pharr and
Humphreys 2010] instead.
2.5 Methods for Solving the Light Transport Problem
The first effort in numerically solving transport problems in participating media comes from the
areas of nuclear physics and heat transport [Mishra and Prasad 1998]. Blinn [1982] has been one of
the first to bring considerations about participating media into computer graphics. Since then a lot of
effort has been invested into solving the related problems – see, e. g., the (somewhat dated) survey of
Cerezo et al. [2005].
This section provides an overview of methods that attempt to solve the light transport problem,
formulated either by the RTE (Equation 2.25), the VRE (Equation 2.27), or a simplified version
of one of them. Rather than providing a chronological overview we divide these methods into
categories, and that in a hierarchical manner with the focus on the ones closely related to this work.
We will see that, somewhat paradoxically, many of these methods were adapted from solutions of
the RE on surfaces, in spite of the fact that transport problems in other fields were primarily defined
for participating media.
2.5.1 Stochastic Methods
The concept behind stochastic methods is to compute the solution by probabilistic sampling of the
function that defines a given problem. These methods are usually unbiased or consistently biased,
and also very general thanks to small numbers of assumptions they typically make (see the discussion
in Section 1.2). On the other hand they are always subject to variance stemming from the stochastic
sampling they perform.
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Monte Carlo methods The most general and direct implementation of the above idea are MC
methods. Suppose we want to evaluate a (definite) integral in the form of
I =
∫
D
f (x) dµD (x), (2.29)
where D is a domain with any (even infinite) number of dimensions and µD the measure on this
domain. MC methods approximate this integral using the following probabilistic estimator Iˆn:
Iˆn =
1
n
·
n
∑
i=1
f (Xi)
p(Xi)
. (2.30)
Here Xi ∈ D are random variables sampled according to the probability density function (PDF)
p. From the linearity of the expected value E[X ] if follows that since E[ f (X)/p(X)] = I then also
E[Iˆn] = I for all n. Note that, as Iˆn is defined in terms of the random variables Xi, it is a random
variable itself and will differ from I by an error n ∝ Var[Iˆn] = Var[Iˆ1] ·n−1/2. However this error
normally tends to zero unless Var[Iˆ1] = ∞ (which under some conditions can happen).
The most direct MC method is path tracing, first introduced in graphics by Kajiya [1986] and
extended to participating media by Pattanaik and Mudur [1993] and Hanrahan and Krueger [1993],
for normal media and subsurface scattering respectively. Path tracing (PT) directly applies the
estimator from Equation 2.30 to evaluate the VRE (Equation 2.27) by generating light paths: starting
at the camera, each path is built independently by incrementally adding vertices until a light source is
found. Each vertex corresponds to an interaction with scene objects or medium. For efficiency sake
the length of each path can be limited by heuristics such as Russian roulette (unbiased) or relative
thresholding (biased).
By combining path tracing with light tracing [Arvo 1986], Veach and Guibas [1994] have proposed
bi-directional path tracing (BPT) which was extended to light transport in media by Lafortune
and Willems [1996]. BPT traces paths both from the camera and light sources and optimally
combines them by unbiased heuristics [Veach and Guibas 1995]. In addition, BPT is frequently
used as the starting point for Metropolis light transport [Veach and Guibas 1997; Pauly et al. 2000;
Raab et al. 2006], a class of methods belonging to the sub-category of Markov chain Monte Carlo
approaches.
Caching-based methods The main insight that motivates the use of caching in light transport
solutions is that the sampled functions are actually smooth in most of the scene domain, with
discontinuities caused by visibility variation or other strong sources of illumination anisotropy.
Caching methods therefore store parts of the VRE (the radiance itself, visibility, etc.) and then re-use
the cached information multiple times, which usually involves some kind of reconstruction. This is
typically done in multiple stages called passes.
Arguably the most widespread caching method is photon mapping (PM) originally proposed by
Jensen [1996], and together with Christensen [1998] extended it to volumetric media. The basic
version of the algorithm works in two passes as follows:
1. Tracing All emitted flux in the scene is uniformly divided among n particles simply called
photons. These are traced through the scene using random walks, in the same way as in other
MC methods. The only difference is that every time a photon interacts with a surface or medium
its incident flux is stored in a photon map (a spatial data structure, e. g., a kD-tree or regular
grid). At the end of the first pass the stored photons jointly represent the energy distribution in
the scene.
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2. Reconstruction The illumination is reconstructed by tracing short paths from the camera
into the scene. When a path hits a surface at a location x the resulting outgoing radiance is
reconstructed by a kernel density estimate from the m nearest photons as
Ls(x,ω)≈
m
∑
i=1
r(x,ωi,ω)
kd(‖x−xi‖) ·φi
pid2K
, (2.31)
where d is the distance to the farthest of the m photons, φi andωi are the i-th photon’s stored flux
and incident direction, r is the surface BRDF and finally K =∑i kd(‖x−xi‖) is the normalisation
constant corresponding to the reconstruction kernel kd (typically Gaussian). The volumetric
estimate is similar, except that it needs to be executed along the entire portion of the path which
intersects the medium. Also the normalising term pid2 becomes 43pid
3 as the kernel is spherical
instead of circular.
Significant improvements to volumetric PM have been achieved by Jarosz et al. [2008b; 2011a] by
extending the dimensionality of both the traced primitives and the estimate. The state of the art in
photon mapping methods can be found in the recent report by Hachisuka et al. [2013]. Additionally,
a unified way to combine different kinds of estimation methods (even beyond density estimation)
has been described by Krˇivánek et al. [2014].
Other methods that rely on storing an re-using illumination information include radiance caching
[ Jarosz et al. 2008a; Moon et al. 2008], instant radiosity with virtual point lights [ Engel-
hardt et al. 2010; Engelhardt et al. 2012] and its ray-based extension [Novák et al. 2012b]. Caching
has also been successfully applied to render sub-surface scattering, most notably using analytic
approximations such as diffusion [Stam 1995] and dipole [Jensen et al. 2001] models – these ap-
proximations are deterministic, but still utilise stochastic methods to compute the initial energy
distribution in the scene.
Beside noise, the main issue of stochastic methods are optically dense, high-albedo media, since
these methods’ complexity is linear in the number of scattering events that light undergoes on average.
This might not seem significant, but in effect it might take hundred times longer to render a glass
of milk than a room full of smoke. A partial remedy can be the application of similarity theory
[Wyman et al. 1989; Zhao et al. 2014], but only by a constant factor.
Anisotropic scattering can be handled by stochastic methods, although much higher sampling rates
are necessary in very anisotropic media (for example, four times more samples were necessary to
render the results in Figure 2.5 for g = 0.95 than for the other, lower g values). In pure MC methods
this is caused by the increased difficulty of sampling high-frequency distributions that are induced by
anisotropic scattering. Caching methods require higher cache densities since anisotropic scattering
decreases the robustness of the reconstruction techniques that these methods respectively utilise
(such as the kernel density estimate in PM, Equation 2.31).
Progressive approaches On a high level the basic premise of progressive methods is to rapidly
produce a coarse solution and then progressively refine it until a certain quality is met. These kinds
of approaches exist outside computer graphics as well, e. g., in image processing or compression. In
rendering, progressiveness is a natural part of most unbiased algorithms, with examples including
regular and bi-directional path tracing, or Metropolis transport. Here it is a consequence of the
estimator’s expected value matching the true one, so that progressively converging to the true solution
amounts simply to adding more samples.
In biased algorithms, however, additional considerations are necessary to ensure that the bias de-
creases over time and the solution converges correctly. In surface rendering, the basic photon mapping
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[1996] has been formulated in progressive manners by Hachisuka et al. [2008; 2009] and Knaus
and Zwicker [2011]. Jarosz et al. [2011b] have proposed a progressive variant of volumetric PM by
utilising the same framework as Knaus and Zwicker. Furthermore, the combination of beam tracing
and virtual lights by Novák et al. [2012b] has been made progressive as well [Novák et al. 2012a].
Denoting the error of pass i as i, the average error after n passes is n = 1n ∑
n
i=1i. Since each pass
is assumed to be independent, the errors i can be interpreted as realisations of a random variable n.
The expected value (bias) and variance (noise) of n can then be expressed as
E[n] =
1
n
n
∑
i=1
E[i], (2.32)
Var[n] =
1
n2
n
∑
i=1
Var[i]. (2.33)
An algorithm converges to a stable solution if Var[n]→ 0 as n→ ∞ 1. The main difference between
unbiased and biased methods is that the average error E[n] = 0 in unbiased methods at any point
during the solution computation; for biased methods this does not hold. However the bias in
approaches such as progressive photon mapping is consistent, which means that also E[n]→ 0 as n
approaches infinity and therefore the result converges to the true unbiased solution. This is achieved
by decreasing the size of the density estimation region in each pass by a small factor; this of course
increases the variance of each pass Var[i], however the overall variance of the solution Var[n] still
decreases.
Despite unbiased approaches being mathematically advantageous to the biased ones, often in practice
the latter are preferred. The reason is their usually better robustness, meaning that the actual error of
the solution n tends to be smaller in biased algorithms, albeit its expected value E[n] is non-zero.
An additional benefit that progressiveness can provide is interactive manipulation and feedback
[Laine et al. 2007; Dammertz et al. 2010], allowing immediate changes to scene parametrisation.
This is because the solution can be visualised after each pass, so as long as the passes can be made
sufficiently short to provide a rapid response an artist can interactively edit the scene and then
let the solution converge automatically afterwards. Because of this, progressive approaches are
being adopted by an increasing number of production [Arnold 2015; Octane 2015] and research
[Kroes 2015] renderers with volumetric transport capabilities. This is one of the factors that has
motivated the progressive formulation of spectral ray differentials (Chapter 6).
2.5.2 Deterministic Methods
The core of all deterministic, or finite-elements (FE), methods is to discretise the domain where light
transport takes place (the scene, in other words). The simplest such discretisation is a regular 3D
grid (lattice) that divides the scene into a set of mutually exclusive elements, often referred to as cells
or sites in volumetric methods. For reproducing anisotropic effects it is also necessary to discretise
the directional domain, which is often done using basis functions. FE methods typically operate
in an iterative manner, where each iteration computes the amount of energy that the discrete cells
exchange. The exchange rate is defines by the so-called form factor, which loosely corresponds to
the mutual (volumetric) visibility between the cells.
The above properties constitute the basic design space of FE methods – the main differences usually
1It does not matter whether n expresses the number of samples or passes, as there is usually a fixed proportion between
the two.
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lie in how the discretisation is performed, which groups of cells are considered during the energy
exchange, and how are the form factors evaluated.
One of the first volumetric FE methods used in rendering was the zonal method by Rushmeier
and Torrance [1987], albeit the concept and terminology originate from earlier work in general
radiance transfer [Hottel and Sarofim 1967]. The zonal method simulates (isotropic) light transport
as a global energy exchange between the cells, i. e., all combinations are considered. This is akin
to the classic surface radiosity methods [Goral et al. 1984; Cohen et al. 1993]. Also in a similar
fashion to these also the zonal method has been formulated in a hierarchical manner [Bhate 1993;
Sillion 1994; Sillion 1995]. The use of this approach is limited due to the limits on the illumination
directionality, but in some cases such as low-frequency atmospheric rendering this can be acceptable
[Haber et al. 2005].
For handling anisotropic effects it is necessary to represent the illumination directionality. This can be
done using constant basis functions or spherical harmonics expansion [Kajiya and Herzen 1984; Bhate
and Tokuta 1992]. Here the common predecessor from classic radiance transport work is the discrete
ordinates method (DOM) [Chandrasekhar 1960]. In contrast to the zonal method, these approaches
are local, which implies that only a small neighbourhood around each cell is considered in the energy
exchange. Considerations about the light directionality however only emphasise the main issues
of FE methods [Lathrop 1968], mainly false scattering (i. e., numerical dissipation) and ray effects
(selective over- or under-estimation of scattered light due to the discrete directional representation).
Max [1994] attempted to solve this issue by a finer sampling in the directional domain, although a
more accurate method based on coherent ‘sweeps’ through this domain has been proposed recently
by Fattal [2009]. The diffusion approximation [Stam 1995] can also be used to accelerate the
computation of local form factors, as employed by, e. g., Zhou et al. [2008b] to interactively render
isotropic smoke. Another local method based on the lattice-Boltzmann (LB) propagation has been
introduced by Geist et al. [2004]. LB transport uses a different propagation scheme than DOM, but
its behaviour is otherwise similar, including convergence properties and the types of media that can
be simulated.
Although most FE methods handle highly scattering media well, they only consider isotropic or
moderately anisotropic scattering to avoid ray effects caused by their piecewise constant (LB)
and spherical-harmonic (DOM) representations. This is necessary to avoid the numerical issues
mentioned above. Despite isotropic scattering being acceptable in some cases, it is generally not
a valid approximation since most real-world media exhibit relatively high anisotropy (with values
g ≈ 0.9 or more [ Narasimhan et al. 2006]). We address this inherent problem in Chapter 5 by
aligning the propagation domain(s) with approximate principal directions of the source illumination,
and by using a custom propagation basis well suited to represent anisotropic scattering and radiance
distributions.
2.5.3 Analytic Methods
It is widely conjectured that the radiative transport problem does not have an analytic solution
for sufficiently general definitions of participating media. However, arriving to exact or at least
reasonably accurate solutions is possible if certain simplifications are made about the medium and
transport conditions.
There are two main obstacles in solving transport problems analytically. First, for general phase
functions the RTE does not have a closed-form solution, even for the simplest anisotropic models
such as the HG function (Section 2.3.3). Second, analytically defining boundary conditions for
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basically any realistic medium is not feasible. Consequently, the methods from this category simplify
the problem in either or both of these two regards.
Sub-surface scattering Approaches from this group focus on optically thick media with well
defined boundaries, usually solids (stone, wax, plastic, organic tissues) and liquids (milk, juice). The
main advantage of optically thick media is that it is reasonable to expect any high-frequency and
anisotropic illumination features to dissipate very quickly so that isotropic transport can be used. In
addition, solid and liquid media can be assumed to have hard (discrete) boundaries and only a small
degree of internal heterogeneity. Combining the two factors, these methods try to solve the transport
for semi-infinite media where the only boundary condition is the surface defined as an infinite plane.
Under such conditions it can be expected that light does not propagate very far under the medium
surface which can therefore be treated as locally planar, leading to the concept of bi-directional
scattering-surface reflectance distribution function. BSSRDF can be seen as an extended definition
of BRDF (see Equation 2.28) but with additional spatial dependence to account for the sub-surface
light propagation. In graphics, the work in this direction has been pioneered by Jensen et al. [2001],
who defined a BSSRDF based on the so-called dipole model. The solution predicts that under the
simple assumption of a semi-infinite isotropic medium the incident light will scatter according to a
Gaussian profile, essentially amounting to diffusion.
Subsequent work has focused on treating some of the issues of the basic diffusion model, and
generalising it to a broader range of media. Jensen and Buhler [2002] designed a more practical
hierarchical two-pass approach based on the dipole model. Its further extension to multi-layer
materials [Donner and Jensen 2005] has enabled the simulation or much richer materials, most
interestingly human skin and other biological tissues [D’Eon et al. 2007; Donner et al. 2008].
D’Eon and Irving [2011] generalised the model for multiple Gaussians, so that thicker layers can be
simulated in conjunction with more localised light sources.
The limitations to isotropic propagation has been addressed by Donner et al. [2009] by designing
an empirical closed-form fit to MC-simulated data. This expression allows the simulation of low-
albedo materials with anisotropic scattering, although no directional effects can be reproduced. The
directional dipole by Frisvad et al. [2014] additionally includes the incident light direction in their
expression. The hybrid approach based on photon beam diffusion by Habel et al. [2013] has similar
properties and results, but in the context of stochastic methods. In spite of the great progress in this
area, a full directional model capable of treating the directionality of both the incident and outgoing
(‘emergent’) light has yet to be designed.
Sparse media An alternative to sub-surface scattering is to assume infinite but optically thin
media, possibly allowing for anisotropic scattering. Such an approach is mainly suitable for various
environmental conditions, such as scattering in atmospheres, fog, or deep water.
In such environments it is necessary to analytically describe light transport on a global scale, since
the RTE (Equation 2.25) defines only the local behaviour of light in the presence of a participating
medium, and the VRE (Equation 2.27) is not suitable for analytical integration unless significant
simplifications are made about the source radiance function. One way to bridge these two paradigms
on a larger scale is to use the path integral formulation [Tessendorf 1987; Premože et al. 2003;
Premože et al. 2004; Tessendorf 2011]. However, instead of considering discrete paths as, e. g.,
Veach [1997], a continuous notion of path space is used. This is similar to the concept of sum over
particle histories [Feynman and Hibbs 1965] widely used in quantum mechanics to statistically
describe the propagation of individual particles or their agglomerations.
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As Premože, Tessendorf and others observed, in light transport we can similarly obtain the light
intensity in a certain point and direction by integrating all possible photon paths that conform to this
single boundary condition. This can informally be written as
L≈
∫
all paths
e−τ(path). (2.34)
Here τ defines an effective attenuation of a path, essentially stating its contribution to the result
in accordance with the Beer-Lambert-Bouguer law (Equation 2.21) – assuming that all paths are
equivalent, i. e., that they initially carry the same radiant energy. Obviously the difficult part of
this relatively intuitive idea is to rigorously express the infinitely-dimensional integral over the path
space, and this has been the focus of the above-cited works.
A step towards formalising this idea is to consider a pair of boundary conditions, namely the starting
coordinates of the path x′,ω′ and its end x,ω. In this case the RTE can be reformulated using the
Green’s function G (also called Green’s propagator or evolution operator [Green 1828]) as
L(x,ω) =
∫ ∫
G(x,x′,ω,ω′)Le(x′,ω′) dµ(x′) dµ(ω′), (2.35)
with Le being the initial radiance distribution in space. It can be seen that G expresses how the initial
energy distribution changes when the individual path’s boundary conditions are taken into account.
It is however not immediately obvious how this mathematical formulation relates to the underlying
physical process. What the Green’s function describes is an averaged high-level behaviour of
many individual photons, which are randomly scattered in the medium. This method states that the
probability of a particle being in a certain position in space is obtained by superposing all possible
paths the particle might have taken within the given boundary conditions. Deriving increasingly
accurate approximations to G has been the primary focus of Premože, Tessendorf et al. [1987; 2003;
2004; 2011], primarily using the conceptual framework of most probable paths.
The most directly useful for rendering is the result of Premože et al. [2004], which we employ in
Chapter 3. This work considers only the spatial spreading of a collimated pencil of light between
two points x and x′. The multiple-scattering distribution after travelling a distance s is assumed to be
Gaussian, akin to most of the aforementioned methods. The standard deviation (‘width’) W of the
resulting Gaussian profile based on the travel distance s is then expressed as
W (‖x−x′‖) =W (s) =
√
1
2
(
2σa
3s
+
4
s3σs(1−g)
)−1
. (2.36)
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Figure 2.9: Behaviour of the function W (s) (Equation 2.36) for σa = 0.1, σs = 0.3 and g = 0.9: plot of the
function in dependence on the travel distance s (left) and the resulting Gaussian profiles for three different
travel distances (right). The corresponding standard deviations of the curves in (right) are marked in (left).
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The behaviour of Equation 2.36 is shown in Figure 2.9.
Another approach has been chosen by Narasimhan et al. by expanding the HG phase function
into an infinite series using Legendre polynomials. The resulting expression for angular spread-
ing can be used for analysing weather conditions [Narasimhan and Nayar 2003], direct render-
ing [ Narasimhan et al. 2004], but also acquisition of volumetric parameters of diluted media [
Narasimhan et al. 2006].
Air-light integral In conditions similar to the above, it is possible to arrive to an exact solution if
only a single scattering bounce is considered. Sun et al. [2005] arrived to an analytic solution for
isotropic in homogeneous media and point light sources. A significant extension has been achieved
by Pegoraro et al. [2011] who can handle both anisotropic scattering an light sources. The limitation
to single scattering is obviously quite restricting, but under some conditions can still provide relevant
visual cues about the medium.
Additionally, for specific media with known conditions, good low-order approximations can be
derived. A prime example are planetary atmospheres, where the density distribution is vertically
exponential and radially symmetric. Utilising this knowledge, closed-form models with good visual
fidelity can be derived [Preetham et al. 1999; Hošek and Wilkie 2012], again, based on analytic
fitting to simulated data.
2.5.4 Interactive and Specialised Methods
Aside from the more general, core works (Sections 2.5.1 and 2.5.2) and their analytic approximations
(Section 2.5.3) there is a whole spectrum of approaches focused primarily on interactive performance.
Some of these methods are fast adaptations of the respective non-interactive versions, while others
are built on certain simplifying assumptions or focus only on a particular group of media. Rather
than a complete enumeration, a representative overview is provided.
Photon mapping Several attempts to speed-up photon mapping by continuously updating the
photon map exist. Airieau et al. [2011] developed an interactive technique for continuous streaming
of photons, where parts of the scene where illumination changes more rapidly are updated with
higher priority. A similar (interactive) method has been described by Dmitriev et al. [2002], who
utilised the periodicity properties of Halton sequences to identify the photon groups to update.
Jiménez et al. [2005] then generalised this approach to participating media, which however causes
the algorithm to perform about an order of magnitude slower than necessary for interactive frame
rates. Notable GPU implementations of photon mapping were proposed by Purcell et al. [2003]
and Zhou et al. [2008a], but only Krüger et al. [2006] consider participating media. Photons can be
splatted from surfaces efficiently using the GPU instead of performing costly density estimations
[Herzog et al. 2007; McGuire and Luebke 2009]. We employ this idea in Chapter 4 within the
amortised volumetric photon mapping approach.
Local FE methods As already hinted in Section 1.2 the locality of transport methods is preferred
on contemporary computing architectures, and it will likely remain that way. Both CPUs and
GPUs benefit from local, coherent memory access patterns as their predictability improves caching
efficiency. Due to their massively-parallel architecture, GPUs especially suffer from random access
patterns that global methods use, as incoherent memory access often causes execution stalls. Efficient
interactive methods based on the local paradigm have therefore been developed. Kaplanyan and
Dachsbacher [2010] developed light propagation volumes (LPV) for surface light transport as an
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adaptation of DOM [Chandrasekhar 1960], which has subsequently been extended to multiple
scattering for various types of media [Billeter et al. 2012; Borlum et al. 2011; Koa and Johan 2014].
Bernabei et al. [2011] obtained interactive performance by combining LB propagation with photon
tracing for initialising the lattice. The core limitation of these methods is similar to what has been
described in Section 2.5.2: general spherical bases are used to represent the propagated energy
(either constant or spherical harmonic), which significantly limits the anisotropy of the resulting
illumination. Our proposed solution to this is to use a different propagation basis, presented in
Chapter 5.
Precomputation Sometimes precomputation is used to speed up the rendering of translucent
objects. Sloan et al. [2002] include simple participating media in their precomputed radiance transfer
approach, which pre-computes the entire transport operator in the scene for a limited number of
locations and their combinations. Static discretisations of the medium are used for instance by
Wang et al. [2010] and Zhou et al. [2008b]. The former work uses a static tetrahedral discretisation
and applies a BSSRDF approximation to compute multiple scattering. Zhou et al. decompose the
medium into a low frequency representation and a high-frequency residual field, and solve the
transport by applying the diffusion equation to the low-frequency portion. Since these approaches
rely significantly on precomputation they are limited to static media. Similarly to the previous
approaches, these methods are typically limited to isotropic scattering. We generally try to avoid
these limitations as they decrease the range of media that can be simulated by a significant amount.
Low-order effects Approaches that consider only a subset of light paths in the medium are also com-
mon, partly because they usually map well to modern GPU architectures. They restrict themselves to
modelling low-order or usually even single scattering, often focusing on individual optical phenomena
to achieve interactive or real-time performance. These include light shafts [ Ren et al. 2008; Engel-
hardt and Dachsbacher 2010], volume caustics [Krüger et al. 2006; Wyman and Ramsey 2008; Liktor
and Dachsbacher 2011] and shadows [Lokovic and Veach 2000; Baran et al. 2010; Salvi et al. 2010].
Ihrke et al. [2007] use wavefront rendering to evaluate the Eikonal equation in volumes, considering
continuous refraction and single scattering in heterogeneous media.
Cloud rendering Although specialised methods for rendering of clouds are more typical in the
interactive domain, early non-interactive methods focused on simulating this phenomenon exist.
Examples of these include works by Gardner [1985] and Nishita et al. [1996]. The interactive
category they can roughly be divided into empirical and physically-based methods. From the
former group we mention the classic billboard-based technique by Wang [2003] used for instance in
Microsoft Flight Simulator 2004 or CryEngine2 [Wenzel 2006].
On the other hand, several different paradigms have been followed in the existing physically-based
approaches (for a full review please refer to Bouthors [2008]). Riley et al. [2004] used the half-angle
slicing technique of Kniss et al. [2002]. The method, however, is still semi-empirical and considers
only the forward portion of multiple scattering and a single light source. The concept of Monte-Carlo
illumination networks by Szirmay-Kalos et al. [2005] is more theoretically sound, its main drawback
however is the necessity to recalculate the entire network from scratch every time the cloud density
field changes. Another approach has been taken by Bouthors et al. [2006; 2008] who analysed the
behaviour of light in plane-parallel homogeneous slabs and computed an ad-hoc analytic fit to the
obtained data for a rapid evaluation of the cloud illumination. This approach produces interesting
results, it is however limited to simple light sources and builds primarily on theoretical assumptions
rather than on actual observations of the simulated environment, which as Chapter 4 shows we
believe to be important for specialised methods.
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Visualisation Various approaches can also be found in volume visualisation literature, e. g., half-
angle slicing [Kniss et al. 2002] which empirically computes only the forward portion of multiple
scattering. For an comprehensive overview please refer to Jönsson et al. [2014]. In general, volume
visualisation works with similar phenomena, but focuses on different priorities such as a good level
of data abstraction instead of physical realism.
Discussion We can observe that the interactive methods can be categorised in yet another way. The
first group are approaches that can very rapidly simulate low-order scattering, but handle multiple
scattering either in a supplemental way or even not at all. On the other hand, approaches that
compute multiple scattering (typically) using lattice-based propagation or diffusion techniques fail at
reproducing low-order scattering and anisotropic effects. In addition to the already discussed issues,
another difficulty of anisotropic media lies in the fact that the transition from low- to high-order
scattering is very gradual, and thus these effects need to be handled in a consistent manner. To
remedy this situation is the target of Chapters 4 and 5.
2.6 Refraction and Dispersion
Refraction is a high-level phenomenon exhibited by the specific category of transparent media. In a
fashion similar to scattering (Section 2.3.1), refraction is explained by the wave-optical framework,
but can comfortably be simulated by geometric optics – even more so, given its deterministic nature.
The primary effect of refraction is the bending of light which enters a transparent medium such
as glass or water (see Figure 2.10, a). The internal structure of transparent media causes light to
‘average out’ on the level of individual waves, so the effects characteristic to scattering (translucency,
spreading, etc.) are not visible. In spite of that, scattering still occurs, causing a decrease of the
phase velocity in which light propagates within the medium. Refraction is an apparent consequence
of the sudden change of this velocity at the medium boundary. In addition, since these effects are
typically wavelength-dependent, different parts of the visible spectrum are bent in different directions
(Figure 2.10, b), causing the so-called dispersion (not to be confused with diffraction, a related but
different phenomenon).
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Figure 2.10: Refraction for a single monochromatic ray d (left) and dispersion of rays d1,d2 depending on
wavelength λ (right). Notice that the dispersion magnitude depends on the angle of incidence.
When a ray hits a smooth surface it is reflected and/or refracted depending on the nature of the
object and the incoming direction. This is determined by the Fresnel’s law [Born and Wolf 1999]. If
refraction occurs its strength depends on the ratio of indices of refraction (IOR) between the original
and the entered medium, commonly denoted by η= nn′ (with n and n
′ being the respective media
IORs). Dispersion occurs because η is usually not constant but depends on the light wavelength in
vacuum λ (Figure 2.10). As with all other quantities we will assume wavelength-dependency from
now on and contract η(λ) to just η for better readability. Now, according to the Snell’s law, light
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propagating along the direction d will be refracted into d′ as
sinθ
sinθ′
=
n
n′
. (2.37)
Here θ,θ′ are the angles between d,d′ and the local vertical axis, i. e., θ = arccos〈d,n〉 and θ′ =
arccos〈d′,−n〉, with n being the refractive interface’s normal. In the vector form, Snell’s law can be
written as
d′ = ηd−νn, where
ν= η〈d,n〉+
√
1−η2+η2〈d,n〉2.
(2.38)
Consequently, the refracted direction also becomes dependent on the wavelength λ.
Realistic image synthesis While many renderers assume RGB or other trichromatic models, dis-
persion is a typical example where spectral rendering excels. Stochastic Monte-Carlo methods, both
the forward-tracing [Arvo 1986; Jensen 2001] backward-tracing ones [Kajiya 1986; Thomas 1986],
can be trivially extended to support dispersion. Regardless of the particular algorithm, spectral
rendering introduces an additional dimension (the spectral domain) into the rendering equation. The
prevalent strategies to sample this domain are stochastic sampling, which leads to chromatic noise
(cf. [Wilkie et al. 2014]), and regular sampling in uniform intervals (so-called bands), which causes
aliasing artifacts that manifest as colour fringes. The overhead of spectral rendering is due to the
higher memory and computational costs of storing and processing colour spectra and also due to the
fact that more rays need to be traced as each path is monochromatic or carries only a small fraction
of the spectrum. Please refer to Chapter 6 for additional discussion.
Light tracing and photon mapping are the primary alternatives that connect light paths to the sensor
for simulating caustic phenomena that are difficult to capture when only eye paths are considered.
Caustics are a particularly intriguing manifestation of reflection and refraction, where light interacts
at a smooth interface and then concentrates at a diffuse (rough) surface. In the case of dispersive
interaction, caustics can have a coloured rainbow-like appearance. Photon mapping naturally extends
to spectral rendering, but special considerations need to be taken when a photon interacts with a
dispersive interface and the aforementioned challenges in storing and processing spectral information
persist (cf. [Lai and Christensen 2007]).
Lens simulation Dispersive and other chromatic aberration phenomena are prominent in both
the human eye and optical lens systems. When simulating these, blurring has been used to reduce
variance between colour bands such as for apertures simulated with Fraunhofer diffraction [Kaki-
moto et al. 2004], the human eye [Ritschel et al. 2009] or lens systems [ Hullin et al. 2011]. In these,
either the special properties of diffraction are exploited (Fraunhofer diffraction at one wavelength is
a scaled copy of another wavelength) or the blur size and direction is defined by the lens system. In
comparison, spectral ray differentials allow to trace this information directly.
Real-time rendering Using different directions to perform look-ups into an environment map is
a classic approximation technique for rendering dispersive refractions [Kilgard 2001]. Artists can
use image editing tools to turn a regular refraction in an RGB image into a dispersive refraction
with coloured edges by blurring with an appropriate empirical filter. One exceptional use of ray
differential-like considerations is the filtering of caustics by Wyman and Dachsbacher [2008].
Without considerations about the spectral behaviour of light transport, however, the results suffer
from under-sampling where a spatially blurred version of discrete colour bands is visible instead of a
continuous spectrum with sharp geometric features.
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Chromatic aberration Filtering between different colours is a classic task when dealing with
sensors [Laroche and Prescott 1994]. Chromatic aberration is present in many optical systems, and
commercial software such as Adobe Photoshop offer tools to reduce it. A careful analysis of chro-
matic aberrations and ways to reduce them can be found in Kang [2007]. Boult and Wolberg [1992]
proposed a warping-based approach to remove aberration, that is, with the opposite intent than
simulating it. Remarkably, dispersive effects are present in all real images but often are missing in
synthetic images [Johnson and Farid 2006], a fact that may be used to detect forged images.
2.7 Reconstruction
Discrete sampling and reconstruction of continuous signals are topics of high importance for
rendering. Pharr and Humphreys [2010] provide an excellent overview, especially with regard
to image-space sampling, reconstruction and resulting aliasing issues. General high-dimensional
sampling is extensively reviewed by Veach [1997]. For the purposes of this thesis, the more directly
relevant is the analysis and reconstruction of illumination, since the method proposed in Chapter 6
focuses on doing so in the specific context of dispersive refraction.
Statistics Simple statistical methods can be used to analyse and reconstruct illumination. In addition
to the kernel density estimation widely used in photon mapping and other approaches that use caching
in unordered point representations (see Section 2.5.1), a good example is the irradiance filtering
approach by Kontkanen et al. [2004] based on local variance estimation. More advanced methods,
such as greedy error minimisation [Rousselle et al. 2011] or unbiased risk estimation [Li et al. 2012],
can be used to adaptively sample and reconstruct global illumination in general stochastic settings.
Fourier analysis Light transport in the frequency domain has been theoretically analysed in
the seminal work of Durand et al. [2005]. Sheared filters within this domain can be used to
reconstruct complex multi-occluder soft shadows [Egan et al. 2011] and even combined distribution
effects [Yan et al. 2014]. Due to the cost of sheared filters, however, using simpler filtering in the
primal domain or even image space is preferred (see also Section 2.8). With some assumptions,
approximations by axis-aligned Gaussians have shown to be feasible to reconstruct effects like soft
shadows [ Mehta et al. 2012], diffuse inter-reflection [ Mehta et al. 2013], or motion blur and depth
of field [ Belcour et al. 2013; Mehta et al. 2014]. Similar techniques based on covariance matrix
tracking can even be used to filter and adaptively sample low-order scattering [ Belcour et al. 2014].
Ray differentials Fourier analysis is mathematically quite involved and requires making certain
compromises in order to derive the reconstruction filter parameters. This is even more so in the case
of more advanced, nonlinear effects, such as dispersion in the context of this thesis. A more tractable
alternative is ray differentiation, with the added benefit of an easier incorporation to ray-based
rendering methods.
The concept of ray differentials has been introduced by Igehy [1999] and is commonly used to
improve for instance texture filtering. Ray differentials describe the spatial change of a ray (that po-
tentially undergoes several interactions) when changing its sensor coordinate by a small, differential
step. Later, path differentials [Suykens and Willems 2001] extended the idea to full paths, which
can start at the camera or the light. Photon differentials [Schjøth et al. 2007] are a special case of
path differentials for light paths, where the traced footprint is used to improve density estimation
when connecting to the eye paths. Fabianowksi and Dingliana [2009] have used differentials for
reconstruction on diffuse surfaces in the context of photon mapping. So far, no previous work has
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Figure 2.11: Concept and notation of the classic ray differentials, for eye paths (left) and light paths (right).
considered using ray differentials within the spectral domain, which is the aim of Chapter 6.
The classic ray differentials describe how the position and direction of a ray change when its initial
sensor position is differentially offset (please refer to Figure 2.11). Here the sensor is assumed to be
a simple pinhole camera. Let a position p and direction d define a ray R = (p,d), and x and y be the
sensor coordinates. Let also R(x,y) be the ray through that pixel. The initial ray position p(x,y) is set
to the camera position e for all rays starting at the sensor. The ray direction d(x,y) = v+ xvx+ yvy
depends on the view direction v and its reference frame spanned by vx and vy. The ray differential is
then a pair of partial derivatives with respect to the sensor coordinates x and y:
∂R
∂x
=
(
∂p
∂x
,
∂d
∂x
)
and
∂R
∂y
=
(
∂p
∂y
,
∂d
∂y
)
. (2.39)
Igehy [1999] presented closed-form solutions for transport (rays travelling in free space), reflection
and monochromatic refraction. For more complex camera models (e.g. thin-lens), finite differences
can be used to compute the initial directional differential.
The application of ray differentials has two phases. First, each ray maintains its differential as it
is traced through the scene, updating it at each interaction. The reconstruction itself then depends
on the particular rendering algorithm – in path tracing, for example, an approximate 2D filtering
footprint is determined from the positional differential ( ∂p∂x ,
∂p
∂y ).
2.8 Image Formation
In a direct relation to image and illumination reconstruction (Section 2.7) is filtering and methods
that operate in image space based on it. Filtering is a canonical operation in image processing and
traditionally performs removal or modification of a certain frequency range in an image. Recently,
however, filtering-like methods have also become popular for performing various tasks in computer
graphics, including synthesis. In our context, the screen-space method presented in Chapter 3 is
directly based on this paradigm, and Chapters 4 and 5 also employ techniques from this category.
Filtering Arguably the simplest way to filter an image is convolution with a linear (usually low-pass)
filtering kernel k, such as the box function or more frequently (truncated) Gaussian kernel [Gonzalez
and Woods 2001]. Applying large filters can however be quite costly – discrete convolution in (2D)
image space has the complexity of O(nm2) where n is the number of image pixels and m is the filter
size; for filters with size comparable to the image m≈√n the complexity becomes O(n2), which is
often prohibitive. Most isotropic kernels are separable and can be applied in O(nm) time. In addition,
convolution can be performed in the frequency domain with the complexity of O(n logn), regardless
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Figure 2.12: Two examples of point spread functions: circular Gaussian with the standard deviation of 3 (left)
and a circular aberration of an optical system in different de-focus levels (top right) with the corresponding
longitudinal section (bottom right).
of the filter size. However, neither of these optimisations can be applied to spatially varying filters.
An interesting alternative is pyramidal filtering [Burt 1981], which has the complexity of O(n log
√
n)
and can approximatively deal with spatially variant filters.
However, most interesting filters are not only spatially variant but also anisotropic and non-linear.
This is because local adaptivity is required to preserve features of the original signal. The simplest
feature-preserving technique is bilateral filtering [Tomasi and Manduchi 1998] which includes the
image range in calculating the pixel distance that the kernel operates on. Adding other (so-called
guiding) signals yields a joint (also cross) multi-lateral filter, which can be used, e. g., for increasing
the apparent resolution of a signal that is only available in low-resolution or is costly to obtain
[Kopf et al. 2007]. Multi-lateral filters are however even more expensive, especially if the filtered
signal has more than two dimensions (such as in Chapters 4 and 5, where joint bilateral upsampling
is used on 3D data). For this reason, various advanced equivalents to multi-lateral filters have been
developed, such as guided filtering [He et al. 2010], Gaussian kD-tree filtering [Adams et al. 2009],
domain transform [Gastal and Oliveira 2011], or adaptive manifolds [Gastal and Oliveira 2012].
One of the typical uses of filtering for rendering purposes is removing noise from MC solutions.
More advanced methods employed in this context include guided filtering [Bauszat et al. 2011]
and non-local means filtering [Rousselle et al. 2012]. Better results can be achieved if additional
information be embedded in each pixel, for instance surface-incident radiance [Schwenk 2013] or
sample colour histograms [Delbracio et al. 2014]. Also, since the noise in MC images tends to
vary spatially and comes from different sources than in natural images (as considered by image
processing), additional effort is needed to determine its actual amplitude and resulting filter strength
[Sen and Darabi 2012; Kalantari and Sen 2013]. Suppression of ‘fireflies’ (i. e., high-amplitude
noise) can be done efficiently using outlier detection and removal [DeCoro et al. 2010], even beyond
the image domain.
Point spread function The aim in Chapter 3 is the development of an approximate image-space
method for modelling light transport in homogeneous media. The most natural approach of doing
so is to use a PSF model. In general, PSF is a function f (x) ∈ R2 → R+ which defines the
spreading (i. e., distortion) of a point signal, which is usually represented by the Dirac pulse function.
Figure 2.12 shows two characteristic examples. Phenomena modelled by PSFs usually cause blurring
or other distortion of the original signal and appear for various causes, e. g., flaws or limitations of
measurement systems, or, as in our case, as a direct result of a physical process.
Akin to filtering, a PSF is normally applied by convolving the original signal with a particular
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expression of the PSF, which can be discrete and tabulated or might have a closed analytical form.
Unfortunately as is often the case in filtering, PSFs are potentially spatially varying, and hence do not
conform to the definition above. We therefore define the functional that maps every spatial location
to its corresponding PSF F(x,y) ∈ (R2×R2)→ R+. Applying this spatially varying, distance-
dependent PSF to an image is not a simple convolution with the PSF itself, but a convolution-like
operation with a kernel that is only similar to the PSF. Additionally this kernel will likely be
anisotropic, although the original PSF might have been isotropic.
Screen Space Approximating costly computation of 3D illumination effects by simple 2D image
operations has become increasingly popular, especially in practical interactive applications such as
computer games. The general idea behind such screen-space methods is that modern GPUs produce
more than just RGB colour when making use of deferred shading pipelines [Deering et al. 1988];
often per-pixel depth, normal or reflectance information complements the colour framebuffer. Screen-
space techniques utilise this additional information and, in parallel over all pixels, compute advanced
shading effects from it.
Ambient occlusion [Mittring 2007] was one of the first effects to be simulated in screen-space,
followed by later extensions to directional occlusion and indirect light [Ritschel et al. 2009]. As
for participating media, Jimenéz et al. [2009] simulated sub-surface scattering in human skin using
image-space blurring with an approximate diffusion profile. Another approach to convey the presence
of sparse media has been proposed by Lopez-Moreno et al. [2008], who however aimed at their
artistic depiction without the focus on efficiency or physical plausibility. Besides light transport,
approximations to depth-of-field [Rokita 1993; Lee et al. 2009], glare [Kawase 2005] or motion blur
[Ritchie et al. 2010] are of practical importance.
In line with the previous discussion in this section, all screen-space methods face the difficulty of
balancing between fast and simple but approximate local linear filtering and complex non-linear
filtering that has to account for a high number of neighbouring pixels. Again, PSFs define how much
a pixel contributes to other pixels (resulting in the ‘scatter-type’ access patters). This is not identical
to functions that encode for every pixel how much to ‘gather’ from its neighbours. Nonetheless
in these methods, scatter-type computation is routinely replaced by gathering ones as they fit the
execution on modern GPUs much better.
The problems with large filter kernels however remain. The aforementioned filtering optimisations
certainly help, notably the class of pyramidal filtering methods [Burt 1981]. In practical terms
this amounts to building an appropriately down-sampled (usually Gaussian) MIP map, which in
addition can employ anisotropic kernels to avoid the problems stemming from a strong spatial
variation of the underlying PSF. Such MIP maps contain only values that actually should contribute
to the result, depending on additional criteria such as scene depth. Our screen-space scattering
(Chapter 3) or the depth-of-field method by Lee et al. [2009] follow this approach. Alternatively,
the computation can be accelerated using stochastic sub-sampling [Jimenez et al. 2009] or separable
filtering [Huang et al. 2011], if applicable. Although, diagonal structures or high-dynamic-range
content are likely to cause artefacts with both simplifications.
Naturally, the biggest limitation shared by all screen-space methods is that objects or lights which
are not visible in the framebuffer do not contribute to the image. Still, in performance-oriented
applications, screen-space methods – due to their efficiency, ease of implementation and control – are
likely to remain the solution of choice until the full simulation of distribution effects [Cook et al. 1984]
becomes feasible.

Chapter 3
Screen-Space Scattering
Figure 3.1: The presented method reproduces blurring and colour shifts in participating media, such as
sea water, from just a single HDR image and its depth buffer (bottom) in real-time (4.3 ms for the scattering,
40 ms framebuffer generation (HDR, PCF soft shadows, SSAO), 2048×1024 resolution).
3.1 Introduction
This chapter focuses on rendering sparse (or more precisely, optically thin) homogeneous media in
high real-time speeds, while still retaining physical plausibility. Prime examples of such conditions
are foggy outdoor scenes and underwater environments (see an example in Figure 3.1).
As Chapter 2 demonstrates, light scattering is a complex physical phenomenon and under general
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conditions it is indeed difficult to simulate. On the other hand, understanding the high-level behaviour
of this process is easier. For instance, if a beam of collimated light enters a medium its photons
will gradually scatter, resulting in a blurring of the beam. The blur magnitude will increase with
advancing penetration, as well as higher scattering coefficient of the medium.
Based on this intuition, it is conceivable to design a method that approximates scattering as a blurring
operation in image space. Akin to other image-space methods (Section 2.8), instead of considering
individual light sources in 3D space explicitly, every pixel of the rendered image is implicitly a light
source. The blurring of each pixel will be proportional to its distance from the camera and the optical
thickness of the medium itself. Accounting for the scattering of the visible portion of the scene then
roughly entails
1. obtaining the corresponding distance-dependent blurring kernel (i. e., PSF) at every pixel, and
2. convolving the rendered scene image with this kernel.
Section 2.5.3 discusses some possible approaches to obtain a physically plausible PSF for modelling
the desired effects. The most relevant are the works of Narasimhan et al. [2003; 2004] and Pre-
može et al. [2003; 2004]. The presented approach utilises the results of the latter work, since the
resulting PSF is conveniently expressed by a Gaussian (instead of an infinite series expansion).
To avoid convolution by large spatially varying filter kernels, we adapt and improve a variant of
hierarchical anisotropic filtering [Burt 1981; Lee et al. 2009]. The main improvements (described
in Section 3.2) lie in modifying the anisotropic Gaussian filter that prevents the main issue of
these approaches—illumination leaking—with greater efficiency. Additionally, a way to relate the
per-pixel distance-dependent amount of light scattering with the corresponding level of the filtering
hierarchy (represented by a standard MIP map) is described.
3.2 Screen-Space Scattering
This section exposes the SSS method. An overview is provided first, followed by detailed descriptions
of all the core algorithmic steps.
Overview The input is an HDR image I : N2 → R3 containing outgoing scene radiance (in the
sensor’s direction) and a distance map D :N2→R of the same resolution. D contains the world-space
distance of every pixel to the camera; the common depth buffer is approximately such a distance
map. The output is an image J which includes the scattering and absorption caused by a specified
homogeneous medium.
The challenge of rendering participating media efficiently in screen space is to avoid performing
convolutions by large and spatially varying PSF kernels. Instead, SSS approximates scattering
computation by a gathering computation and performs only constant per-pixel-time local image
modifications, combined with a specially constructed anisotropic Gaussian MIP map. The algorithm
proceeds in three steps (Figure 3.2), each of which operates fully in parallel over image pixels:
1. First, the attenuation of the medium is accounted for. This step produces three images: I′ :
N2→ R3 which contains the radiance that did not interact with the medium at all, I[0] : N2→ R3
containing the radiance that was scattered in the medium, but not absorbed, and W[0] : N2→ R
which stores additional distance-dependent information necessary to build the MIP map in the
next step. Section 3.2.1 describes this step in detail.
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Figure 3.2: The three stages of the proposed algorithm shown for a box filled with water and glossy objects.
The input is first split into attenuated and scattered radiance as well as spread-space distance. Second, the
scattering and spread-space MIP maps are constructed (the first three levels are shown). Finally, the result
is produced by combining the attenuated and the scattered radiance blurred according to the spread-space
distance.
2. The second step produces an K-level MIP map I[1..K] out of I[0]. This MIP map is used to
approximate the spatially-varying filter required in Step 3. Every level of I[1..K] contains an
increasingly blurred version of I[0]. In contrast to classic Gaussian MIP maps, SSS accounts for
the non-linearity caused by applying the scattering PSF by a Gaussian gather function. To this
end, a second MIP map W[0..K] storing the so-called spread-space distance is constructed and
used. This is the core step of the algorithm and is detailed in Section 3.2.2.
3. Finally, the distance s of every pixel in I stored in D is used to select a MIP level to fetch an
approximation of the convolution of I with a Gaussian similar to W (s) (Equation 2.36). This
fetched value is then simply composited with I′, producing the final image J. Section 3.2.3
describes this step.
3.2.1 Preprocessing
This step produces the images I′, I[0] and W[0] (see Figure 3.2, Step 1):
I′ = e−σtD · I (3.1)
I[0] = e−σaD · (1− e−σsD) · I (3.2)
W[0] =W (D) (3.3)
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Equation 3.1 calculates the attenuated radiance according to the Beer-Lambert-Bouguer law, that is,
the fraction of light that reaches the camera directly without interacting with the medium. This is the
original colour of the scene, but attenuated in proportion to the pixels’ distance and the current σt. I′
will only be utilised in the final Step 3 (Section 3.2.3).
Equation 3.2 obtains the part of the radiant energy that was not absorbed (first factor) but was
scattered (second factor) on its way to the camera. This is the energy that will be blurred in
Step 2, therefore will show colour shifts caused by the medium absorption, e. g., in water will turn
increasingly blue for more distant pixels. Again this effect can be seen in Figure 3.2, Step 2. The
consequences of decoupling absorption and scattering in this way are discussed later, in Section 7.1.1.
Finally, Equation 3.3 projects the pixels’ distances into what we call the spread space. The motivation
for this is to provide a guidance for our anisotropic filter so that it more closely matches the scattering
behaviour. This will be detailed in the following section.
3.2.2 Filtering
This section introduces the screen-space reference solution, as well as two approximations to it based
on pyramidal filtering: a naïve (isotropic) and the proposed (anisotropic) approximations. This is the
method’s core phase (see also Figure 3.2, Step 2).
Screen-space reference To compute scattering in screen space for every pixel location x in I[0],
one could (quadratically) iterate over all other pixels y and evaluate how much the (spatially varying)
PSF of y contributes to x according to F [y](y−x). Even if the set of pixels to visit for every pixel
can be limited to a smaller neighbourhood – which is generally not possible for HDR conditions
or optically thicker media – the effort is substantial and can take up to several tens of seconds for
a single image. We will denote this method the screen-space reference and compare it to SSS in
Figure 3.4.
Naïve approximation If the PSF was spatially invariant, we could compute the convolution of the
image with the PSF by building a simple Gaussian MIP map. Gaussian MIP maps can be constructed
efficiently (cf. Section 2.8), and the convolution of the image and the PSF could be evaluated
accurately by a single fetch from the corresponding MIP level, at each pixel.
Using this approach to apply a spatially variant PSF naturally bears some limitations. First, fetching
a value for a pixel corresponding to its distance assumes that each pixel from its neighbourhood
contributes to it with an identical PSF. In addition, the convolution kernel is not even a Gaussian
anymore, but for sake of our approximation we assume that it can be reasonably approximated by
one. We call this the naïve method and compare to it in Figure 3.3.
This approximation works reasonably well if the PSF does not change abruptly across the image.
Unfortunately this is not the case for distance discontinuities on object boundaries. The most visible
consequence of such variation is illumination leaking (Figure 3.3, a), which happens because bright
image locations close to the camera are blurred into the higher MIP levels that correspond to more
distant parts of the scene. When the radiance of a distant pixel is then read from the corresponding
MIP level, it is influenced by this leaked radiance, although it should not be as the source highlight is
closer to the camera. Regrettably, this issue is especially apparent for scenes where the effects in
question are most desired: scenes with high dynamic range, such as the one shown.
Our approximation We remedy the above problem in a similar manner as done for depth-of-field
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Figure 3.3: Analysis of SSS in various stages and compared with other, basic filtering approaches. Applying
the standard Gaussian MIP map (a) leads to light leaking, which is slightly reduced by applying step (b)
and the smoothstep (c) thresholding, but then significantly by weighting the spread-space distance by the
pixels’ luminance during the averaging (d). The discontinuities that still remain are successfully removed by
blurring the distance map (e). The screen-space reference (f) resulting from a spatially variant Gaussian PSF
computed by gathering from a 100×100-neighbourhood is three orders of magnitude slower (2.1 s versus
2.7 ms for the proposed solution). For illustration, (g) shows the scattering MIP map used to produce (e).
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rendering by Lee et al. [2009]. To prevent leaking of illumination from ‘closer’ MIP levels to higher,
more ‘distant’ levels during the MIP map construction we need to know the distance of the target
pixels and incorporate it into the filtering process. The resulting anisotropic filter then masks out
such leaking pixels as the higher MIP levels are constructed. For this the MIP pyramid W[0..K] is
built, containing the distance projected to spread space, which can be used in the same manner as
the distance itself thanks to the direct dependence between them (see Figure 2.9). The spread-space
distance performs better for the intended purpose, because it allows to directly relate the MIP levels
with the distance-dependent masking thresholds, as detailed shortly.
The construction of the MIP pyramid I[1..K] is described first. To obtain I[k] (where k = 1..K) we need
to mask out those pixels of I[k−1] during the filtering that correspond to smaller distances in the scene,
in order to avoid the leaking of illumination:
I[k] = (M[k] · I[k−1])∗G′, (3.4)
where G′ is a discrete filter approximating Gaussian; the representative implementation of SSS uses
a 4×4 filter with weights {0.13,0.37,0.37,0.13} for each dimension. As shown by Burt [1981], for
the given size this is the filter that leads to the smallest deviation from the exact Gaussian distribution.
The auxiliary mask M at level k can be defined as
M[k] = smoothstep(t,(1+) · t,W[k−1]). (3.5)
The definition uses the standard smoothstep function to perform the masking smoothly. The pa-
rameters t and  control the masking threshold distance and width. Burt demonstrates that, when
a discrete hierarchical convolution of this kind is performed, the width of the corresponding result
filter doubles with every level of the hierarchy, and therefore the threshold that separates these levels
must double in size as well. Because of this we define t = c · 2k−1, where c is a scaling constant
described in Section 3.2.3.
In lockstep with I[1..K] the MIP chain W[1..K] is built. The MIP map W[0..K] holds the average spread-
space distances for whole groups of 2k×2k (original) pixels at the corresponding levels k, as they are
needed for computation of I[1..K] (Equation 3.5):
W[k] =
(Y[k] ·W[k−1])∗U
Y[k] ∗U , (3.6)
where U is the uniform distribution of the same size as G′. We further define the auxiliary mask Y at
level k as
Y[k] = y(I[k−1]). (3.7)
The average is obtained by weighting the distance of each pixel by its absolute RGB luminance y,
as brighter pixels ought to contribute more to the average distance that will be used as a masking
criterion for obtaining the next MIP level (since their energy leakage we need to avoid primarily). In
other words, the brighter an area is the more precise will our approximation at that position be.
We mathematically describe the averaging process in Equation 3.6 as weighting W by Y and then
performing the averaging as a convolution with the box filter U. The uniform distribution is used
instead of a Gaussian in this case, because for the average spread-space distance there is no reason to
favour the central samples – we only need to take into account the pixels which can potentially cause
the leaking.
The effectiveness of our formulation in reducing the light leaking is shown in Figure 3.3, b–d and
the overall comparison to the screen-space reference is provided in Figure 3.4.
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3.2.3 Final Compositing
Having the filtered MIP map that represents the scattering computed, obtaining J essentially amounts
to reading each pixel’s corresponding distance-dependent MIP level from I[0..K] and adding it to I′.
The mapping from a pixel’s distance to its MIP level needs to take into account that both the
corresponding filter size and the masking threshold t grow exponentially with the increasing MIP
level (Section 3.2.2). Therefore, the corresponding MIP level will grow logarithmically with spread-
space distance as
`(D) = clamp
(
log2
W (D)
c
,0,K
)
(3.8)
The scaling constant c determines the actual width of the corresponding filter in the MIP chain.
Burt [1981] uses c = 0.56 for a 5×5 incremental filter, we however found that the value of 0.8
matches the screen-space reference solution much better in the case of the 4×4 filter used here. And,
since the MIP levels must closely correspond to the masking threshold applied to them, c is also
included in the definition of t in Section 3.2.2.
The issue with the direct application of Equation 3.8 to obtain the appropriate MIP level is the
emergence of discontinuities in the resulting image, as shown in Figure 3.3, a–d. This problem
is inherent to pyramidal convolution methods. The common workaround to this problem first
introduced in Bertalmio et al. [2004] is to create a uniformly blurred version of the distance map and
use this to determine the appropriate MIP level instead. This creates smooth transitions around depth
discontinuities and therefore also gradual increase of the blurring level in these places.
The simplest way to perform this is applying an isotropic Gaussian pyramidal blur to D. This is very
fast as the isotropic Gaussian filter is separable and D is a single-channel image. However the main
flaw of simply using an uniformly blurred distance map is that the areas closer to the camera are
blurred just as much as distant areas. A logical solution is based on the intuitive observation that the
size of the blurring transition at distance discontinuities should be proportional to the blurring due to
the scattering itself. This translates to using the distance of a pixel to first determine the strength
of blurring the distance map, and then use this blurred distance value to calculate the query to the
scattering MIP map and obtain the final image, J:
L = `(D[`(D
[0])]) (3.9)
J = I′+ I[L]. (3.10)
This solution is similar to Lee et al. [2009], but simpler. It is made possible by the fact that the
blurring caused by light scattering increases monotonically (albeit non-linearly) with the distance
from camera, while in depth-of-field simulation it increases in both directions with increasing
distance from the focal plane. Therefore, instead of building the specialised anisotropic MIP map
(described by Lee et al. ) SSS builds a simple isotropic MIP pyramid, which can further be utilised
by other screen-space methods, may the need arise.
3.2.4 Implementation
This section discusses additional performance considerations about the algorithm described above.
First, it should be noted that it is usually not always necessary to build the full MIP chain of I (i. e.,
down to the 1-pixel level). If the maximal distance in the scene is known, then the value of the
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Figure 3.4: Evaluation of SSS for different values of medium optical thickness τ in a highly absorbing
underwater environment (top) and a high-albedo fog (bottom). Numerical evaluation against the screen-space
reference is included to gauge the performance of our filtering solution under different optical conditions.
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Figure 3.5: Comparison to screen-space and path-tracing references for two different scattering intensities.
We measured the average RMS error for RGB intensities and also per-pixel differences in HSB space. The
peak error that the HSB difference images represent is 20 %.
function W can be bounded with this distance and the used medium parameters. With the bound
of W we can then determine the highest necessary MIP level K in the same way as ` is obtained in
Equation 3.8. In our implementation K = 6 has proven to be sufficient in all cases.
Additionally, as an optimisation the spread space distances W can be packed into the alpha channel of
the radiance texture when constructing the MIP map of I. Only one MIP map is therefore constructed,
just its RGB channels are computed differently than its alpha channel.
Finally, to read I[0..K] in Equation 3.10 a linear-bi-cubic fetching operation is used to obtain as smooth
result as possible. This means that to obtain a value at level ` (which is generally fractional as
defined by Equation 3.8), the two adjacent levels b`c and b`c+1 are read, each with a bi-cubic fetch,
and then linearly combined to obtain the result. This would however require reading 32 samples
in total, leading to an excessive cost of this step. We therefore modify the bi-cubic fetch in the
way that groups of 4 pixels are fetched at the same time by a single bi-linear fetch from a position
obtained by relating the respective pixels’ weights given by the bi-cubic filtering function [Sigg and
Hadwiger 2005]. This decreases the number of performed fetches to 8 bi-linear ones, which on
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Figure 3.6: Application of SSS to a photograph with an automatically segmented distance map using three
different media.
GPUs are virtually as fast as point fetches. We have also experimented with the circular filtering
described in Lee et al. [2009], but found it to perform considerably worse in our context, in spite of
the same number of fetches it requires. This might be a consequence of the different PSFs that the
two simulated phenomena yield.
3.3 Results
The described algorithm has been implemented within an interactive rendering framework written
in C++ and GLSL, using OpenGL. The GPU used in all tests and examples was NVidia GeForce
GTX 485 Mobile with 2 GB video memory.
Figure 3.1, Figure 3.4 and Figure 3.5 show typical results of thee proposed approach (please refer
to the captions for the corresponding settings and details). Figure 3.6 shows the application of the
method to an RGBZ photograph. Such images are likely to become increasingly popular in the
future, with depth sensors such as Microsoft Kinect commonly available to the mass market.
A quantitative evaluation is shown in Figure 3.5. In addition to the screen-space reference we also
compare to a path-tracing solution. Please note that path tracing was applied just to the scattered
portion of the illumination, instead of the full global illumination. The reason for this is to eliminate
differences caused by the traditional approximations to global illumination on surfaces that we utilise,
such as soft shadow maps or ambient occlusion. It can be seen that despite numerous approximations
SSS builds on (cf. Sections 3.4 and 7.1.1), it is still able to obtain qualitatively comparable results
even for very dense media.
The performance of the technique is detailed in Table 3.1; as can be seen it is always in hundreds
of frames per second, making it a good candidate, e. g., for a post-processing step integrated in a
real-time graphics engine. Probably the most important observation is that – in agreement with the
prediction – the computation time scales linearly with the number of rendered pixels, as opposed to
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Table 3.1: Performance of SSS for different image resolutions. Each step is measured individually, Step 2
for different filter types. The total time is the sum of Steps 1–3 with the 4×4 kernel used in Step 2.
I / D Resolution Step 1 Step 2 Step 3 Total
Ours Naïve
2×2 4×4 6×6 4×4
1 MPx 0.3 ms 0.7 ms 1.1 ms 2.6 ms 1.0 ms 1.2 ms 2.6 ms
2 MPx 0.6 ms 1.2 ms 1.6 ms 4.6 ms 1.5 ms 2.1 ms 4.3 ms
4 MPx 1.2 ms 1.9 ms 2.6 ms 8.6 ms 2.3 ms 4.2 ms 8.0 ms
the quadratic growth in the screen-space reference solution. In addition, the measurements show that
using the anisotropic filter incurs a negligible additional cost in comparison to the naïve solution,
despite increasing the quality considerably. Finally, performance for different filtering kernel sizes
has been evaluated; please refer to Section 3.4 for a discussion in this regard.
3.4 Discussion
The described approach is an addition to the increasing number of screen-space methods, the history,
strengths and weaknesses of which are summarised in Section 2.8. An extended discussion is
provided in Section 7.1.1.
Depth-of-field rendering As already mentioned, SSS closely relates to Lee et al. [2009], and
some of the involved steps might be regarded as adaptations from this method. Further, similarly to
depth-of-field methods, an explicit bilateral filtering could be used to limit the illumination leakage
even more (although our anisotropic filter in fact acts comparably to a bilateral filter). Finally, an
interesting possibility to examine is using the scattering MIP map to render depth-of-field effects
as well. This should be well feasible, and the main step towards such modification would be to
combine the degrees of blurring due to scattering and de-focus and use the result to query the filtering
hierarchy.
Filtering kernel size Because the resolution of the MIP map levels halves with each additional
level, the size of the filtering kernel must be even. Taking into account the results of Burt [1981],
we found that the filter size which provides the best compromise between price and quality is 4×4.
While it is possible to use a 2×2 filter (with an approximately 30 % performance gain in the filtering
step, cf. Table 3.1), its application does not correspond to a Gaussian kernel anymore, as it is
equivalent to a simple box filter. Its limited spatial support also causes disturbing temporal flickering
artefacts, especially in scenes with a high dynamic range. On the other hand, using a 6×6 kernel
increases the cost of the filtering step considerably, roughly in proportion to the increase of fetches
required to compute it (i. e., more than twice). Though slightly reducing the temporal flickering, all
experiments indicate that it does not compensate for the increased computational costs.
Parametrisation The method also requires the specification of one arbitrary parameter, in addition
to the physical properties of the simulated medium. This is the threshold width  (Section 3.2.2).
However, it is an intuitive quantity and once configured for a given scene it can typically remain
unchanged.

Chapter 4
Amortised Photon Mapping
Figure 4.1: Cumulus congestus and Cirrocumulus altocumulus clouds rendered fully dynamically by the
proposed approach at 50 and 90 FPS respectively. Shown in two different times of day.
4.1 Introduction
In contrast to the previous chapter, the focus of the following method is on efficient physically-based
rendering of clouds (see Figure 4.1 for sample results). Interactive cloud rendering is often needed
when an application includes interactive visualisation of outdoor environments. That includes
serious applications such as flight and soaring simulators or meteorological visualisations, but also
recreational ones, for instance 3D games and packages like Google Earth.
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Cloud photograph Simulation, anisotropic Simulation, isotropic
Figure 4.2: Anisotropic scattering is a defining visual property of clouds, causing above all the silver lining
effect. Without correctly handling anisotropic scattering it is difficult to reproduce this phenomenon.
Even among participating media, clouds stand out as a particularly difficult case for state-of-the-art
volumetric light transport techniques. This can clearly be seen from the volume of work related to
cloud rendering, part of which is reviewed in Section 2.5.4. Their virtually unit albedo and small
relative mean free photon path imply the necessity to simulate many orders of multiple scattering.
The very high scattering anisotropy of cloud droplets (often in the order of g = 0.95, see Figure 4.2
for a comparison) in turn causes difficulties for stochastic methods (Section 2.5.1) and approaches
based on discrete light propagation volumes (Section 2.5.2). The latter property in combination with
the usual high complexity of cloud shapes also makes analytic approaches unsuitable (Section 2.5.3),
mainly because it is usually difficult to fulfil the boundary conditions of the employed approximations.
Finally, the high variability of morphological cloud types makes it difficult to establish a unified
representation of their density distributions. Naturally, these issues are even more challenging for
interactive rendering techniques.
The method presented in this chapter deals with these issues to a good extent by building on the
following design decisions. Consequently, it is able to reach real-time rendering speeds on current
consumer GPUs.
• Light energy is propagated via photon beam tracing [ Jarosz et al. 2011a], which ensures a correct
handling of scattering anisotropy. The basic similarity theory [Wyman et al. 1989], guided by a
physically meaningful heuristic, is employed to avoid excessive tracing computation.
• To greatly decrease photon storage costs and accelerate the reconstruction of scattered radiance,
the photon energy is accumulated in a compact grid structure with a fixed memory footprint.
This structure is aligned with the cloud density field, but otherwise no coupling between them is
maintained, which importantly enables dynamic changes to the density field (i. e., cloud shape).
• Instead of using a general spherical basis to represent the stored radiance directionality, we take
advantage of the characteristic illumination in this environment (Section 4.2) and represent the
radiance by simple unimodal distributions, namely the Henyey-Greenstein function (Section 2.3.3).
This implies a very compact storage (usually using only a few lobes aligned with the respective
reference illumination directions), but also an efficient radiance reconstruction.
• Using multiple grids to cache the photon energy, the tracing costs can be amortised across many
frames (bounded only by available memory). This is feasible since cloud dynamics are typically
much slower than the simulation update rate.
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• Finally, to improve the apparent resolution of the solution, an enhanced version of the joint bi-
lateral upsampling [Kopf et al. 2007] is used. This process relies on additional statistics calculated
during the photon propagation. Upsampling is a very fast parallel operation which however
significantly reduces the volume of photons that needs to be traced and stored.
Single directional scattering High-order dir. scattering Skylight scattering Combined solution
Figure 4.3: Decomposition of the three basic scattering categories in clouds. Note that the transition from
single to second and higher orders of scattering is very fluent due to the high scattering anisotropy. For this
reason methods that handle single and multiple scattering separately typically produce inconsistent results.
4.2 Amortised Photon Mapping
This section describes APM, first stating the method’s assumptions and high-level structure, followed
by a detailed exposition of each individual step (Sections 4.2.1–4.2.5). While the target platform are
contemporary GPUs, the description is valid for any general fine-grained parallel machine. Such a
machine executes many parallel threads, can coherently read from and write into buffers, read from
special buffers (‘textures’) that provide efficient one-, two- and three-dimensional linear filtering,
and can read and write a fast ‘local’ memory.
Assumptions First we need to establish some assumptions about the simulated environment, based
primarily on actual observations. It is explained later how these are used to the method’s advantage.
• Illumination Clouds are virtually always illuminated by a single strong yet slowly-moving light
source with one dominant direction (i. e., the sun or the moon) and by additional slowly-changing
environmental light sources (the sky, street lights in urbanised areas, etc.). Occurrences such as an
airplane rapidly flying through a cloud are sufficiently rare and deemed acceptable to be neglected.
In other words, clouds are illuminated by low-frequency light sources, and that both in temporal
and spatial sense.
• Density distribution Clouds are indeed dynamic media, as their shape changes due to air con-
vection, precipitation, etc. However, not only is this process never very rapid, it is seldom even
noticeable for a human observer. Movement of whole clouds across the sky due to wind is usually
relatively slow as well, and does not influence the shape in a significant way.
Apart from these, no other assumptions are made by the method. Multiple light sources can be
handled, as long as there is one with a dominant radiant power and direction. Even local light sources
are acceptable, as long as they move slowly. Similarly, all cloud shapes that can be reasonably
represented by a 3D discrete density field are allowed. The source of this density field can be arbitrary
– it can be stored as a series of volumetric animation frames in memory, or can result from a dynamic
fluid convection simulation. Importantly, no precomputations need to be performed on these data.
Finally, APM does not impose any limitations on the observer position or movement.
Overview The input to APM is a scalar density field of the simulated cloud D(i, j,k) :N3→R (see
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Figure 4.4: Schematic view of the algorithm’s pipeline.
Figure 4.4). At the beginning of each frame D is updated (e. g., using a cloud dynamics simulation or
by streaming the dataset from memory on-the-fly) and stored in a regular 3D texture.
Assuming a slowly changing environment, the illumination is cached in a separate (regular) grid
I(i, j,k) : N3 → R4. Every cell in I stores the RGB flux as well as one anisotropy coefficient g
(Equation 2.11) to model the light distribution (Section 4.2.2). The grid I is updated progressively,
so that each cell stores a mix of the current and several increasingly outdated values – however, as
long as the above assumptions hold, the difference from the ideal solution will be very small (as
demonstrated in Section 4.3).
The back-end of the caching data structure is a circular buffer of m (we typically use m= 100) partial
caches H0(i, j,k), . . . ,Hm−1(i, j,k) that combine as
I(i, j,k) =
1
m
m−1
∑
l=0
Hl(i, j,k) (4.1)
to the full cache. The spatial resolution of the cache I is assumed to be much lower than the one of
the density field D to keep the amount of consumed memory and the variance of I low. To improve
quality, before reconstructing the final image from I and D using ray-marching, the solution I is
upsampled to a second cache J, which has the same resolution as D.
The global energy state of the cloud is represented by nt photons, which are uniformly divided into
m generations, each containing ng = nt/m photons. In each frame f the algorithm performs the
following steps:
1. The flux of ng photons that are shot and traced through D (Section 4.2.1) is stored into a new
partial cache Hnew (Section 4.2.2).
2. The partial cache Hold = H f modm in the circular buffer becomes the old partial cache and we
replace it with the a partial cache Hnew as: I( f ) = I( f−1)−Hold+Hnew (Section 4.2.3).
3. The low-resolution cache I is upsampled to another cache J using the density field D as a guiding
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Figure 4.5: Scheme of the photon beam propagation procedure. Only the blue-framed grid cells receive
photon energy.
signal (Section 4.2.4).
4. Ray-marching D and J together produces the final image (Section 4.2.5).
4.2.1 Light Propagation
Illumination is computed by tracing photon beams in cloud the density field D and storing them into
a new partial cache Hnew (Section 4.2.2). The spatial resolution of H is typically much lower than of
D: as an example, in the presented implementation the number of cells in each partial cache should
not exceed 2400 (for a cubic grid this limits the resolution to 133) in order to fit into the 48 kB of
shared local memory available on tested GPU (see Section 4.3 for more details).
Photon tracing In every step, ng photons are shot from the sun and the sky. Note that different
numbers of photons may be traced in each frame, e. g., if there is a need to balance the computation
time against other tasks performed by the GPU; the only requirement is that these photons carry the
same flux, so that the energy state of the scene remains consistent. Each photon is firstly attenuated by
atmospheric scattering using a tabulated model [Bruneton and Neyret 2008], [Elek and Kmoch 2010].
For the propagation, we adapt the photon marching technique presented by Jarosz et al. [2011a]: for
every photon a parallel thread is started which runs in a while-loop that scatters and stores photons
(Section 4.2.2) until each individually leaves the volume. Instead of depositing photons in constant
[ Jarosz et al. 2011a] or adaptively-sized [Krüger and Westermann 2003] steps, APM performs
randomly-sized steps. This is because Woodcock tracking (that itself performs randomly-spaced
steps to generate interaction events, Section 2.4.1) is employed for obtaining free photon paths
through the medium. Consequently, photons are deposited at the locations where Woodcock tracking
examines the currently generated event. This essentially helps to avoid two simultaneous stepping
procedures along the propagation ray. See Figure 4.5 for an illustration of this process.
The downside of such an approach is of course the potentially higher variance of the solution, since
the photon beams are discretised into points instead of being treated as full 1D primitives. However,
as the photon contributions are aggregated in the grid cells (which are much larger than the average
mean free path in the medium) this effect turns out to be small.
In addition, the original photon marching technique traces each photon beam up to the medium
boundary. Such an approach is suitable for optically thin media such as fog and certain kinds
of smoke which Jarosz et al. [2011a] typically use in their experiments. However, in optically
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Figure 4.6: Comparison between fHG with g = 0.05 and the first order spherical harmonic function y1. The
dashed orange plot represents the difference between these two functions.
thick environments such as clouds, this approach invests large amounts of computational effort into
simulating and storing photons that—due to low transmittance—carry only very little energy. To
overcome this problem APM simply stops tracing a beam if its transmittance gets below a small
threshold. Although this of course introduces a slight additional bias, the resulting speed-up can
reach and order of magnitude.
Further, we use the similarity theory [Wyman et al. 1989] to speed up the tracing process. A fixed
threshold t = 0.05 is posed, and if the cumulative scattering anisotropy of a traced photon gets below
t, the algorithm switches to the reduced scattering coefficient σ′s = σs · (1−g) and isotropic phase
function. This can be determined heuristically, because the angular distribution of light scattered
i times roughly corresponds to i self-convolutions of the phase function, which for the Henyey-
Greenstein function in turn corresponds to just using gi instead of g as its anisotropy parameter (see
Section 2.3.3 for more details). Therefore for a given photon we switch to σ′s and isotropic scattering
after i = log(t)/ log(g) bounces, where g has to be positive.
The choice of t is not arbitrary; according to the derivation of the original similarity theory
[Wyman et al. 1989] the equivalence relations are valid if the radiance anisotropy is linear, i. e., if it
can be expressed by spherical harmonic functions with the maximum degree of one. Except for the
case of g = 0 this is unfortunately not possible for fHG. We can therefore aim at least for a difference
within some error threshold (Figure 4.6). The traditional threshold of a 2 %-error corresponds roughly
to g = 0.1; however, a lower error margin needs to be reached as the error accumulates with each
scattering bounce. Using t = 0.05 ensures an approximately five times lower error margin, which is
arguably sufficient for this application.
4.2.2 Photon Storing
The classic caching-based volumetric rendering methods, such photon mapping [Jensen and Chris-
tensen 1998] and irradiance caching [ Jarosz et al. 2008a] (Section 2.5.1) have shortcomings that
hinder their application to interactive cloud rendering: maintaining and querying of complex spatial
data structures and a limited support for highly-anisotropic scattering due to spherical harmonic
functions used for the caching. APM overcomes both these limitations by using a simple regular
grid and a different, simpler directional representation.
Regular photon grids Classic volumetric photon mapping stores photons into hierarchical data-
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Figure 4.7: Local Henyey-Greenstein lobes – (b) shows a slice of the greyscale-encoded anisotropy
coefficients of the illumination solution that correspond to the marked region in the cloud (a). The exact
shape of the lobes in the cache locations is shown in (c). The light in (c) is coming from the left.
structures—such as kD-trees—that can adaptively resolve fine spatial details in the photon distribution
as found, e. g., in occlusions or caustics in surface lighting. For clouds however, fine spatial details are
usually induced by gradients in the density field rather than radiance itself. From another perspective,
inserting photons into a complex structure and performing adaptive density estimation is less suitable
for the targeted massively-parallel processors.
We therefore suggest to trade adaptivity for simplicity and revert to a plain regular grid in which
the illumination is accumulated, similar to irradiance volumes [Greger et al. 1998] (illustrated in
Figure 4.5). This grid H is sufficiently small to fit into local memory shared by a block of threads
executed on the same multi-processor. Storing a photon into such a three-dimensional grid is now as
efficient as splatting it in two dimensions [McGuire and Luebke 2009]. Also, since atomic operations
are necessary to perform the accumulation without access collisions, for the fast local shared memory
we found them not to cause virtually any additional overhead.
The resolution of such cases is naturally limited, and with it also the illumination features that can be
reproduced. Section 4.2.4 explains how a specifically tailored upsampling scheme can be used to
improve the effective spatial resolution of the cache.
Henyey-Greenstein basis Approaches that cache the illumination information inside the volume [
Jarosz et al. 2008a; Moon et al. 2008] typically use spherical harmonics to approximate the radiance
directionality. This is suitable for isotropic or moderately anisotropic scattering media, but not for
strongly forward-scattering media such as clouds, where a very high number of SH coefficients is
required. This is problematic, as the strong forward scattering in clouds is visually important for
their appearance, mainly causing the well known silver lining phenomenon (Figure 4.2).
To overcome this limitation we propose to represent caches using the Henyey-Greenstein function
(Equation 2.13). Evidence shows [Ihrke et al. 2007] that in situations where most energy in scene
comes from a single direction then also a majority of scattered light will intuitively propagate in a
very similar direction, which will be especially true for media with high scattering anisotropy. Thus,
when storing a photon into a cache cell, in addition to its radiant flux the algorithm also accumulates
its cosine with respect to the dominant light direction. This only requires storing four values (an
RGB-triple for flux and a single cosine value) per cell and the projection consists of evaluating just a
single dot product per photon. In addition the number of photons arriving at each cell is counted, and
after the tracing stage finishes, the accumulated cosines are divided by the number of contributing
photons for a proper normalisation. The value obtained this way is exactly the anisotropy factor for
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the given cache cell (Equations 2.14 and 2.15). The Henyey-Greenstein function can then be directly
parametrised by this value to represent the per-cell angular illumination distribution (Figure 4.7).
Photons which are not emitted by the sun but arrive from the sky are not projected into the HG basis.
As they—in difference from the sun photons—arrive from a wide distribution of directions, their
angular contribution to the caches will likely be close to uniform. In case this does not hold (for
instance if the sky is much brighter than the ground) it is easy to add an additional HG lobe and obtain
the reference direction by weighting the sphere of directions by the relative energy contributions of
the environmental lighting.
4.2.3 Cache Update
After resolving the illumination via photon tracing, the partial cache Hnew is added to the global
solution I and the outdated cache Hold is removed. This is done using a simple parallel addition and
subtraction over all cache cells.
4.2.4 Solution Upsampling
At this point the cache I could already be used for rendering. However, as described above its spatial
resolution is usually much lower than the one of D. This is required to fit it into shared local memory
and to reduce variance of the illumination solution (see the discussion in Section 4.3), as well as the
overall memory footprint. This, however, has two problems. First, the low resolution of I can cause a
substantial blur of the stored light energy and cause interpolation artefacts. Second, as the relation
between the anisotropy factor g and the resulting lobe shape is quite non-linear, linearly interpolating
it during the cache fetching would sometimes produce incorrect angular distributions of the scattered
radiance.
To avoid these limitations, we propose to upsample I to J, a cache with the same spatial resolution as D
(Figure 4.8). One possible approach to this is to apply the joint bilateral upsampling [Kopf et al. 2007].
The idea of the joint bilateral upsampling is to use a bilateral filter consisting of two parts: a traditional
domain filter, e. g., Gaussian, and a range filter operating above a guiding signal, which provides an
additional regulatory mechanism over the filtering process. In our case it is very natural to use D as
the guidance signal. This approach produces empirically good results, which is not surprising as it
can be assumed that the density field D and the scattered radiance function Lout (Section 4.2.5) will
spatially correlate on a local scale (roughly within one mean free path distance).
The main issue with the basic joint bilateral upsampling is that it employs Gaussian filters, as
mentioned above. This requires specifying their parameters – standard deviations and, in case of
their truncated versions, also effective radii. It is not necessarily clear what these values should
be, and moreover, they can vary not only for different clouds, but also for a single cloud during its
evolution.
To overcome this problem it is useful to exploit the additional knowledge available here, both in
terms of the working data and the fact that the upsampled quantities have direct physical meanings.
Based on this knowledge a more suitable physically-plausible upsampling filter can be designed.
At the end of the tracing process I contains two different quantities that need to be upsampled: the
‘concentration’ of radiant energy inside the cloud and its angular distribution represented by the HG
anisotropy factor.
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I + D J + D + noise I + D (inset) J + D + noise (inset)
Figure 4.8: Upsampling of the coarse illumination solution I to J removes the artefacts caused by linear
interpolation and incorrect handling of the radiance anisotropy. The additional noise perturbation helps to
break the unnatural smoothness of the underlying density field D.
Radiant energy From the RTE we can see that the radiant energy L is locally proportional to the
medium scattering coefficient, which in turn depends linearly on the density field D. Our proposition
for its upsampling is using a joint bilateral filter fL as follows. The domain filter needs to take into
account that L is exponentially attenuated in space due to the medium transmittance. The range
filter, which naturally uses D as the guiding signal, has to incorporate the linear dependence of the
scattered L on the medium density. Mathematically this can be written as follows:
fL(dD,dR,τ,r) = ftexp(dD,τ,r) · flin(dR), (4.2)
where dD and dR are the distances in the spatial and range domain respectively, τ is the optical
thickness in the medium and r is the effective filtering radius. Please refer to the end of this section
for the definition of these parameters.
The functions flin and ftexp are the linear and truncated exponential distributions respectively:
ftexp(d,λ,r) = max
(
f ′texp(d,λ,r)− f ′texp(r,λ,r)
1− r · f ′texp(r,λ,r)
,0
)
with f ′texp(d,λ,r) =
λ · e−λd
1− e−λr ,
flin(d) = max(1−d,0).
The truncated exponential distribution ftexp is defined by normalising the thresholded exponential dis-
tribution1 f ′texp. The reason for this formulation is the infinite support of the exponential distribution
(which should correctly be used). However, since only a local neighbourhood is used for filtering,
using the exponential distribution would introduce discontinuities in the upsampled solution J.
1 f ′texp parametrised by r is the basic exponential distribution modified to have a unit integral on the interval [0,r].
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Radiance anisotropy As already mentioned the upsampling of the anisotropy g′ has to take into
account the nonlinear relation between its value and the distribution it represents. There is however
no straightforward way to compensate for this nonlinearity without an additional information about
the medium.
Section 4.2.1 describes how the radiance anisotropy changes by scattering – when light progresses
into the medium, its anisotropy decreases with the increasing number of scattering orders. Hence
the anisotropy at a given position will likely well correlate with the average scattering order at that
point. This quantity, dubbed penetration depth γ, can easily be obtained during the tracing process;
we track the number of times a photon scatters, and store this value along with the photon’s flux
and average cosine. In contrast to anisotropy, γ already is close to linear, and thus can be linearly
interpolated from the low-resolution grid during the upsampling. The upsampling filter for g′ can
then be defined as
fg′(δ,g) = gδ, (4.3)
where δ is the difference of penetration depth γ between the upsampled point and the point from
which we the anisotropy value is being extrapolated, and g is the medium scattering anisotropy
parameter. The logic behind this filter is exactly the same as in the similarity heuristic in Section 4.2.1.
Note that δ can also have a negative value, which means that if the upsampled point has a lower
penetration depth than the extrapolated point, its anisotropy will be higher.
Final upsampling The upsampling procedure itself then iterates through a local neighbourhood ∆
of the upsampled point p, extrapolating the contributions from the neighbouring points to its radiant
energy and anisotropy:
JL(p) =
∑q∈∆ IL(q) ·wL
∑q∈∆wL
with wL = fL(dD,dR,τ,r), (4.4)
Jg′(p) =
∑q∈∆ Ig′(q) ·wg′ ·wL
∑q∈∆wg′ ·wL
with wg′ = fg′(δ,g), (4.5)
and dD = ‖p−q‖, dR = |D(p)−D(q)|, δ= Iγ(p)− Iγ(q), τ= σs ·dR /2 and r is the shortest distance
from the centre of ∆ to its boundary.
It should be pointed out that the anisotropy weights wg′ are multiplied by wL as well. This is because
the points in the cache which contribute more energy to the upsampled point should also have a
higher overall impact on its resulting anisotropy.
The upsampling procedure maps well to parallel execution environments – it is a purely local
operation executed exactly once per each upsampled solution cell. According to our experiments
using a 33 neighbourhood already produces good results, although ideally it should be in the same
order as the resolution ratio between D and I. The upsampling could also be performed directly
during the final ray-marching stage (Section 4.2.5), but it is much faster when done in an intermediate
step, as this allows a coherent reading of I and D and no work is duplicated.
4.2.5 Cloud Visualisation
To visualise clouds APM relies on the standard, front-to-back, early-exit ray marching [Krüger
and Westermann 2003]. For every pixel a thread is started that linearly marches through D and
J, accumulates radiance from J (see below) and transmittance T from D, applies compositing
accordingly and terminates when T is less than 2 %.
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Figure 4.9: Cirrocumulus altocumulus rendered at 1920×1080 (HD) resolution (top, ray-marching time
77 ms) and half-HD resolution (bottom, ray-marching time 21 ms).
To keep the memory consumption in affordable levels only moderate resolutions for D are recom-
mended (see Table 4.1). The amount of detail can then be increased by procedurally perturbing
the texture coordinates for fetching D and J by several octaves of simple vector noise stored in a
compact 3D texture, similarly to Kniss et al. [2002] (Figure 4.8). Typically we use three octaves,
although this can be regulated depending on the cloud’s projected size.
For most clouds it is not necessary to ray-march them in full screen resolution, as the frequency of
the applied noise is still lower than the screen sampling frequency (see Figure 4.9). Therefore in all
cases we opted to render the clouds in half of screen resolution.
In addition, because of the good temporal coherence of the environment, it is wasteful to conserva-
tively ray-march the cloud volume in every frame. It is therefore beneficial to implement an impostor
caching strategy to avoid this. Our proposition is to use several empirical thresholds, which, if any is
exceeded, indicate that the cloud impostor should be updated:
1. Angular criterion – if the relative angle under which the cloud is seen changes by more than 5◦.
2. Distance criterion – if the relative distance from the cloud changes by more than 20 %.
3. Illumination criterion – if the photon map has been updated by more than 4 % (with respect its
update period m).
4. Animation criterion – if the cloud shape has changed significantly.
Naturally, all these criteria are dependent on the cloud type, evolution speed, camera movement
pattern and so on, and therefore need to be tuned individually. As Section 4.3 details, the two above
optimisations (resolution reduction and impostors) increase the ray-marching speed by about an
order of magnitude, and that without causing any visible degradation in quality.
Reconstruction Aside from its compactness, there are additional benefits of the proposed Henyey-
Greenstein representation. Not only is the illumination directionality represented well for the highly
anisotropic scattering characteristic in clouds, but at the same time is the representation smooth. This
prevents high-frequency noise that could possibly emerge if another basis was used, which in clouds
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Figure 4.10: Two possible ways of reconstructing the illumination information represented by the Henyey-
Greenstein function. Left: the yellow area represents the value of Lout(ω) obtained by convolving Lin and
fHG(g). Right: the yellow segment is directly the value of Lout(ω).
would appear visually disturbing.
The illumination reconstruction itself can be done efficiently during the ray marching though J. Each
cell of J contains RGB intensities of the directional and environmental illumination energy and the
local directional anisotropy factor g′, which represents the angular distribution of this energy.
It is however important to note that since APM uses the incident photon direction for the projection
step during the photon tracing procedure (Section 4.2.1), the stored value g′ represents the incident
radiance function Lin at the cache location. To obtain the desired outgoing radiance value Lout(ω) for
a given view directionω it is necessary to convolve Lin (represented by fHG(g′)) with the medium
phase function centred around the viewing direction (Figure 4.10, left). Instead of computing the
convolution directly (e. g., numerically) we can once more utilise the self-convolution property of
the Henyey-Greenstein function (Section 2.3.3), and simply evaluate fHG(θ,g ·g′), where g is the
HG anisotropy coefficient used for the scattering simulation (Figure 4.10, right).
This is mathematically equivalent. Recalling the RTE (Equation 2.25), it can be seen that its
scattering contribution factor (Equation 2.26) is a spherical convolution between the incident radiance
(hereinafter Lin) and the medium phase function f at the scattering location x.
APM approximates the incident photons’ distribution Lin with the fHG basis function by averaging
their cosine values in respect to the dominant (sun) direction, thus producing an anisotropy factor g′
representing the angular distribution of scattered photons at x (Section 4.2.2). Therefore Lin≈ fHG(g′)
and the integral term of Equation 2.26 becomes∫
Ω
f (ω′,ω) ·Lin(ω′) dµ(ω′)≈
∫
Ω
f (ω′,ω) · fHG(ω′,g′) dµ(ω′),
omitting the spatial dependence from the notation. Note that the orientation of fHG(g′) in space
is given by the dominant light direction, which is constant for the entire cloud (although nothing
prevents the orientation from varying in space by storing the direction separately for each cell).
Since in APM the used medium phase function is also fHG parametrised by g, utilising the self-
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Table 4.1: Performance of the algorithm across various stages. All other steps not listed in the table took
less than 1 ms to execute.
Dataset D resolution D size (km) σs (m-1) g I resolution
Altostratus undulatus 70×22×71 1.4×0.4×1.4 0.03 0.96 15×10×15
Cumulus congestus 48×62×90 0.9×1.2×1.8 0.03 0.96 10×12×18
PBRT smoke (anim.) 100×40×100 2×0.8×2 0.03 0.96 15×10×15
Dataset Photon Upsampling Ray-marching Ray-marching Totaltracing (conservative) (impostors) (cons. / imp.)
Altostratus undulatus 6.1 ms 2.3 ms 22.2 ms 7.4 ms 30.6 ms / 15.8 ms
Cumulus congestus 9.1 ms 3.0 ms 20.7 ms 7.9 ms 32.8 ms / 20.0 ms
PBRT smoke (anim.) 7.8 ms 3.3 ms 33.2 ms 9.5 ms 44.3 ms / 20.6 ms
convolution property of fHG the above can be rewritten as[∫
Ω
fHG(ω′,ω,g) · fHG(ω′,g′) dµ(ω′)
]
(ω) = fHG(ω,g ·g′).
Thus the outgoing radiance function is directly represented by the HG distribution as Lout ≈ fHG(g ·
g′), allowing an efficient closed-form evaluation during the ray marching.
4.3 Results and Discussion
The presented experiments have been conducted on a laptop PC with 2 GHz Intel Core-i7 CPU,
NVidia GTX 485 Mobile GPU and Windows 7 64-bit. All tests use the following global settings: 819k
photon beams, m = 100 partial caches, ray-marching step size of 1/300-th of the cloud bounding
box diagonal, and a screen resolution of 1920×1080. All density fields beside the PBRT smoke
were modelled by hand as meshes and voxelised into 3D grids. We have performed three kinds
of tests – method performance measurements, analysis of the illumination out-dating during scene
state changes, and the rendering quality in dependence on the photon map resolution. An extended
discussion is provided in Section 7.1.2.
Performance We have used three datasets for timing measurements: two static datasets of Cumulus
congestus (dense concentrated cloud) and Altostratus undulatus (sparse wavy cloud) and the animated
smoke dataset available in PBRT renderer (pbrt.org). The respective scene settings and measured
timings are summarised in Table 4.1. Figures 4.1, 4.13 and 4.14 show several results of the method,
including the measured datasets.
As Table 4.1 shows, the photon tracing costs are in the order of milliseconds, since only a low
number of photon beams is traced per frame (about 8.2k in our tests). Under such conditions, the ray
marching becomes the most expensive step, if performed conservatively in each frame. The impostor
caching decreases the ray-marching costs by a factor of three, on average, which then also decreases
the total rendering time significantly.
Illumination obsolescence Since APM progressively amortises the illumination computation, the
partial solutions in the circular buffer are increasingly obsolete. To show that the update process
is sufficiently fast we compare clouds rendered under constant light source movement against
clouds under static illumination. Figure 4.11 shows the resulting images. The maximum luminance
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Figure 4.11: Illumination obsolescence in Cumulus congestus and Altostratus undulatus in two different
times of day. The out-dated cases were captured during a continuous sun movement of 0.5 deg/s.
Figure 4.12: Quality comparison for different photon map resolutions, m= 100. Left: 270 cells (0.5 MB video
memory), 102k photon beams, 4.8 ms per frame. Middle: 2080 cells (4.2 MB video memory), 819k photon
beams, 9.1 ms per frame. Right: 16640 cells (33.8 MB video memory), 4096k photon beams, 33.4 ms per
frame. The settings used to generate the middle image are used in all the other results for the particular
dataset.
difference was about 1.5 % throughout all cases, mostly due to a residual low-frequency photon noise.
Please note that although the angular speed of sun was only 0.5 deg / s, this is still 120 times faster
than the real speed and several times faster than is commonly used in interactive 3D applications
(for instance the common time ratio in games is 1 game-time hour to 2 real-time minutes, which
corresponds to an angular speed of 0.125 deg / s).
Photon map resolution Figure 4.12 shows the Cumulus congestus dataset rendered with three
different resolutions of the photon map: the resolution used in all other measurements, and two
others, one with eight times less and one with eight times more cells. The photon tracing times
naturally differ as well, because (as discussed below) different amounts of photon beams have
to be used to obtain coherent results. It can however be seen that for lower numbers of photon
beams the simulation time does not scale down linearly. This is because if too few beams are traced
simultaneously, the GPU utilisation becomes too low. The conclusion is that although the quality
degrades rather gracefully with decreasing photon map resolution (mainly thanks to the upsampling
stage), from a certain point doing so does not pay off anymore.
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Figure 4.13: Examples of clouds rendered at night time.
Temporal coherence In order to avoid low frequency temporal noise in the rendered images it is
necessary to maintain a low variance of the illumination solution I. Since the convergence rate of a
Monte Carlo estimate is O(n1/2), to maintain 2 % error in each grid cell the total number of photons
in the scene nt needs to be set so that each cell in I receives at least around n≈ 2.5k photons (together
from all partial caches H0, . . . ,Hm−1). Because the photon budget is roughly fixed, the grid resolution
needs to be adjusted accordingly to fulfil this criterion (in addition to the limitation imposed by the
available shared memory of GPUs, see Section 4.2.1).
Note however that it is necessary to distinguish photon beams and individual photons – a single
photon beam can dispose many photons into the grid (Figure 4.5). There is of course no exact
way to determine the ratio between these two for a particular non-trivial dataset, but a good initial
approximation can be derived from the scattering coefficient σs, the average density of the dataset D
and its spatial dimensions.
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Cumulus humilis Cumulonimbus incus Altostratus undulatus
Altocumulus lenticularis Stratocumulus PBRT smoke
Figure 4.14: Additional results of the method. The apparent darkness of the sky in some images is caused by
the used global tone mapping operator, the exposure of which is determined from the (very high) brightness
of the clouds.
Chapter 5
Principal-Ordinates Propagation
Figure 5.1: Dense smoke exhibiting strong multiple anisotropic scattering produced by a steam locomotive
under complex environment illumination. The presented method renders it dynamically without any precom-
putations at 25 Hz (NVidia GeForce GTX 770). Notice, e. g., the correct reproduction of the characteristic
anisotropic illumination features (top row).
5.1 Introduction
This chapter proposes principal-ordinates propagation (POP) – a novel, physically plausible method
for interactive rendering of general heterogeneous participating media. The main focus is on optically
thick, translucent media with arbitrarily anisotropic scattering, which, recalling the discussion in
previous chapters, is one of the most difficult combinations to simulate. As in the other approaches
presented in this work, POP has no reliance on any sort of precomputation, and therefore is fully
suitable for simulating dynamic media. Several sample results are shown in Figure 5.1.
The core of the approach is to transport light in discrete propagation volumes oriented along a set of
approximate principal ordinates of the source illumination. For this POP typically uses multiple
rectilinear grids to propagate environmental (distant) lighting, and spherical grids to account for
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point light sources. In both cases, the critical feature of the method is that one dimension of the grids
is aligned with the prominent directional part of the source radiance for which the grid has been
created.
In contrast to previous methods based on similar propagation paradigms (e. g., [Kaplanyan and
Dachsbacher 2010; Billeter et al. 2012]), discretising the illumination into directional and point light
sources enables POP to approximately describe the anisotropy (directionality) of light transport by a
single scalar value per grid cell and per light source. Specifically, this anisotropy value corresponds
to the unimodal Henyey-Greenstein distribution (Section 2.3.3) implicitly aligned with the respective
principal ordinate (similarly to the representation used in Chapter 4). In addition to exploiting data
locality and the parallelism of GPUs, the benefit of these decisions is a significant reduction of the
false scattering (numerical dissipation) and ray effects (misalignment errors). These artifacts arise
in many finite-element methods as a consequence of representing the propagated radiance by, e. g.,
spherical harmonics or piecewise-constant functions (see discussion in Section 2.5.2). POP also
shares similarities with the finite-difference time domain method by Musbach et al. [2014], although
only the radiance amplitude is considered in the propagation as the overall focus is on efficiency.
5.2 Principal-Ordinates Propagation
Virtually all existing variants or extensions of DOM (on which this work builds; also see Sec-
tion 2.5.2) use a single scene-aligned propagation grid, where every cell stores a representation of the
directional radiance function using spherical harmonics (SH) or piecewise-constant functions. This
representation is then used to iteratively calculate energy transfer between nearby cells, typically
within a local 6-, 18- or 26-neighbourhood. However, this approach is only suited for moderately
anisotropic scattering at best – especially for anisotropic media under complex (high-frequency)
illumination it causes prominent ray effects and false scattering artifacts.
The core aim of POP is to reduce these drawbacks, which are intrinsic to all iterative FE methods
and stem from the fact that the propagation domain is generally not aligned with the prominent
light transport directions. We in contrast propose to identify the most important light propagation
directions (principal ordinates) in the scene and then use multiple propagation grids explicitly aligned
with these directions, instead of a single one.
Additionally, this enables using a single scalar value per grid cell to describe the local anisotropy
of the directional light distribution. This value is again the anisotropy coefficient which is used to
parametrise the unimodal HG function in each grid cell, in a fashion similar to how the method from
Chapter 4 represents radiance distributions in clouds. Using principal directions implies that for more
complex lighting scenarios, it is necessary to use multiple grids that approximate their directionality
sufficiently well; for local light sources we propose to use spherical grids centred around them.
These choices inherently assume that the principal directions can be derived from the initial radiance
distribution and do not change strongly when light travels through the medium. Such variation
certainly might occur if the density of the simulated medium changes abruptly. Still, we deem this to
be a necessary compromise if speed is the priority, and as discussed in Section 5.3.5, violating this
assumption does not cause our algorithm to fail, but only leads to a gradual decrease of accuracy.
The method is exposed as follows. First, the concept of principal-ordinates propagation itself is
explained for a single directional source (Section 5.3). Then we describe how to extend this scheme
to environment illumination (Section 5.4) and local light sources (Section 5.5) by using multiple,
importance-sampled, rectilinear and spherical propagation volumes respectively.
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Figure 5.2: For distant (parallel) light POP uses rectilinear grids aligned with its principal direction, and
spherical grids for point light sources. Every grid cell stores only radiance magnitude and anisotropy. The
propagation scheme is almost identical for both cases.
The propagation scheme is explained using radiance as the radiometric quantity; it is assumed that all
other quantities (such as irradiance from environment maps or flux from point lights) be converted
accordingly. All frequently used notation is summarised in Table 5.1.
5.3 Rectilinear Propagation Grids (Directional Illumination)
The concept as well as the theory behind the proposed propagation scheme can be best explained for
parallel (distant) light travelling along a direction d through a region in space (Figure 5.2, top). For
this case the space is discretised into a uniform rectilinear grid similar to DOM; however, one of
its dimensions is explicitly aligned with d. For every grid cell i, the radiance magnitude Li and its
directional distribution are stored (all computations are performed independently per-wavelength,
which is omitted here for brevity).
The main difference to DOM is that POP represents both the directional distribution of light and the
medium phase function using the HG distribution implicitly aligned with d. To distinguish radiance
anisotropy (directional distributions) from phase functions, we denote the HG anisotropy parameter
for the former as ai ∈ [−1,1], and g ∈ [0,1] for the latter (negative values of g are not considered
because of the physical implausibility of dominantly backscattering media). That is, the directional
radiance distribution of a grid cell centred at xi is expressed as L(xi,ω) = Li · fHG(ϑ,ai), where fHG
is the HG function (Section 2.3.3) and ϑ=ω ·d is the cosine of the angle between a direction ω
and the principal light direction d.
It is further assumed that the medium is characterised by its spatially-varying scattering coefficient σs
and absorption coefficient σa; these two quantities as well as the (potentially also spatially varying)
anisotropy of the phase function defined by the HG parameter g are wavelength-dependent and stored
for every cell of the medium volume (which stands independently of the light propagation volumes).
Conceptually, two grids are required in the propagation procedure. The first, propagation grid, stores
the unpropagated (residual) energy. This will be denoted as L and its state at the iteration m∈ {1..M},
CHAPTER 5. PRINCIPAL-ORDINATES PROPAGATION 72
Directional
light
Represented
byma=1 a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=1
a=0.6
a=0.1
a=0.2
a=0.4
a=0.6
a=0.3
a=0.4
a=0.6
a=0.8
a=0.7
a=0.8
a=0.9
a=1
a=0.9
a=0.9
a=1
Iterationm0 Iterationm
. . . . .
#mofmiterations
Figure 5.3: The propagation grid aligned with the direction of incidence is initialised with the attenuated
radiance and anisotropy parameter ai = 1 (which corresponds to perfectly forward Dirac distributions). During
the propagation both radiance magnitude and anisotropy change towards lower anisotropy.
where M is the total number of propagation iterations, as Lm. The second, accumulation grid Lacc, is
needed to accumulate the energy transported through the medium over the course of the computation.
Importantly, two options are available for implementing Lacc: it could either store the overall radiance
distribution that has passed though each cell during the propagation, or alternatively store only the
observer-dependent out-scattered radiance at each iteration. We opted for the second approach,
because storing the entire directional radiance distribution at each cell is much more expensive than
just accumulating the outgoing radiance (which is essentially a single scalar value per wavelength).
Although this of course requires recomputing the solution on every observer position change, it is in
agreement with our premise of a fully dynamic algorithm without relying on precomputations.
5.3.1 Grid Initialisation
At the beginning each propagation grid – which is scaled to span the entire medium (Figure 5.2, top)
– needs to be initialised by the incident radiance at each cell. As no scattering has been accounted for
yet, the anisotropy is set to the HG coefficient of ai = 1, an equivalent of the Dirac function in the
direction d (Figure 5.3). That is, for every cell, the algorithm computes the transmittance Ti (from
the point where light enters the medium, travelling along d to xi) and sets the radiance magnitude to
Li = Lin(d) ·Ti. Note that this can be efficiently computed using ray marching: as the grid is aligned
with d the transmittance can be calculated incrementally along individual ‘slices’ of the grid in a
single sweep along d, accessing each cell only once.
5.3.2 Light Energy Propagation
This section describes the core step of the method: how to iteratively update the propagation grid
to simulate light transport. The minimal propagation stencil is used, where the radiance of each
grid cell is propagated to its six direct neighbours in every iteration. Specifically, akin to the other
presented methods also POP uses the more GPU-friendly gathering-type computation of how much
radiance flows into each grid cell from its neighbours based on their radiance distributions. These
contributions are then combined to yield the new distribution at that cell (Figure 5.4, right). In the
following we denote the neighbouring source cell with the subscript src, and the (current) target
destination cell as dst.
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Table 5.1: Table of frequently used symbols (in the order of appearance).
d (principal) direction
g scattering anisotropy coefficient
σs, σa scattering / absorption coefficient
xi location of grid cell i
Li, ai (per-cell) radiance magnitude and anisotropy
fHG, FHG HG function and its cumulative distribution
ϑ scattering angle cosine
L, Lacc propagation and accumulation grid
M, m number of iterations / iteration index
Lin(d) incident radiance from direction d
∆Lsrc→dst src to dst radiance contribution
Ti, Tsrc→dst transmittance to cell i and between cells
Ωi,Ωn solid angle subtended by cell i or ordinate n
N, n number of principal ordinates / ordinate index
Radiance magnitude contribution The first thing to determine is the amount of radiant energy
that flows from cell src towards dst according to the radiance distribution in src. To this end, we
efficiently integrate L(xsrc,ω) over the solid angle subtended by dst (denoted as Ωsrc→dst below)
using the closed form of the cumulative HG function (see Equations 2.18 and 2.19). The radiance
contribution from src travelling towards dst is then computed using the inter-cell transmittance
Tsrc→dst as
∆Lsrc→dst = Lsrc ·Tsrc→dst ·
[
FHG(cosθ1,φ1,asrc)−FHG(cosθ2,φ2,asrc)
]
(5.1)
using the following approximate parametrisation for the subtended solid angleΩsrc→dst (depending
on mutual positions of src and dst):
Ωsrc→dst(θ1,θ2, |φ1−φ2|) =

(0, pi4 ,2pi) dst in front of src
(pi4 ,
3pi
4 ,
pi
2 ) dst next to src
(3pi4 ,pi,2pi) dst behind src
(5.2)
(see Figure 5.4, left, for a sample illustration of the second case of Equation 5.2). Since the HG
distribution is rotationally-symmetric (Figure 5.4, middle) only the absolute value of the difference
of the azimuthal angles |φ1−φ2| is required.
Note that here the transmittance Tsrc→dst accounts just for absorption that affects the radiance
propagation on its way from src to dst. This is because POP treats scattering as a decrease of
anisotropy and not as an extinction process, as explained below. For practical purposes, it is usually
sufficient to take the averaged absorption coefficients σa at the source and destination cells and the
distance between their centres t, and apply the Beer-Lambert-Bouguer law (Equation 2.21). To avoid
aliasing if the resolution of the propagation grid is much smaller than the medium volume resolution,
the medium parameters need to be sampled from a downscaled version of the volume. On GPU,
downscaling is a very fast operation, as it corresponds to building a small number of MIP map levels
(depending on the ratio between the grid resolutions, but usually 1 or 2 in the presented results).
Alternatively, ray marching with a small number of steps might be used if for some reason building a
MIP map is not desired.
Radiance anisotropy contribution Similarly to absorption attenuating the radiant energy flowing
between neighbouring cells, the anisotropy of the energy propagated from src to dst will decrease
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Figure 5.4: Left: Polar parametrisation of the solid sphere used in the propagation. The coloured patches
correspond to the approximate solid angles subtended by the cells next to (green), in front (purple) and
behind (orange) src. Middle: The HG cumulative function FHG is used to integrate the radiance from the
source cell flowing towards the destination cells (depicted as coloured patches of fHG, for g = 0.5). Right:
On the way the light undergoes scattering and is possibly reduced by absorption.
due to scattering. In agreement with the RTE, within the presented propagation scheme this can be
computed exploiting the self-convolution property of the HG distribution. Recalling Equation 2.20,
in a medium with scattering anisotropy of g the radiance anisotropy reduces to a′ = a ·gs·σs after
travelling a distance s (assuming a constant σs along this path). Here σs and s are obtained the same
way as for computing Tsrc→dst above. The change of radiance anisotropy from src to dst is therefore
∆asrc→dst = asrc ·gs·σs . (5.3)
We can easily see that this formula cannot lead to an increase of anisotropy, since g ∈ [0,1]. Addi-
tionally, in non-scattering media (σs = 0) the directionality will be preserved perfectly, which is the
sought-for behaviour.
Combining contributions from neighbours Updating the radiance distribution at the cell dst
now entails accumulating the contributions from its six neighbours (indexed by src) as
Ldst =∑
src
∆Lsrc→dst , (5.4)
adst =
∑src∆Lsrc→dst ·∆asrc→dst
∑src∆Lsrc→dst
. (5.5)
While the radiant energy contributions simply need to be added up, the anisotropy is a weighted
average of its neighbours, since the update has to yield an anisotropy value adst within the valid
range [0,1]. Figure 5.4, right, shows a sketch of this procedure.
This concludes the exposition of the elementary propagation operation. The advantage of the
proposed formulation is its simplicity and speed, which is due to the fact that all integration is
performed analytically. Moreover, the data access is coherent thanks to the propagation locality
and the actual amount of data read per each cell is very small due to the compactness of the HG
basis. However, such formulation of course bears certain implications, which are elaborated on in
Section 5.3.5.
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5.3.3 Iterating the Solution
The update procedure defined by Equations 5.4 and 5.5 is performed for every cell of Lm to yield
Lm+1 for every iteration m. Implementation-wise, this requires maintaining a second grid identical to
the propagation grid and swapping these at each iteration.
Additionally, the results of every propagation iteration need to be accumulated in Lacc by evaluating
the updated distributions in Lm+1:
Lm+1acc,i = L
m
acc,i+L
m+1(xi,e−xi)
= Lmacc,i+L
m+1
i · fHG(ϑ,am+1i )
(5.6)
for every cell i. Here e is the observer position and µ is therefore the dot product of d and the view
direction.
5.3.4 Upsampling and Rendering
When the solution has converged after a sufficient number of iterations (discussed later), using
it for rendering is relatively straightforward. Again, ray marching is employed to integrate the
incoming radiance for every camera ray using the common front-to-back emission-absorption model
[Max 1995]. In this case the emission term corresponds to the scattered radiance accumulated in Lacc,
which in each cell already contains a view dependent outgoing radiance value (see Equation 5.6).
As discussed in Section 5.6, for performance reasons the typical resolutions of the propagation
volumes need to be kept small (most of the shown examples use 203 grids or less). In order to
improve the rendering quality with such low grid resolutions it is desired to upsample them prior to
their visualisation. For this the density field of the medium D (in other words the spatially varying
scattering coefficient) is used as a guiding signal and the same 3D upsampling technique is applied
as in the previous chapter (Section 4.2.4). Typically, the density field is significantly more detailed
than the propagation volumes; this detail is ‘transferred’ to the solution by the upsampling procedure.
According to our experiments, low-resolution propagation grids are usually sufficient for plausible
results.
5.3.5 Discussion of the Propagation Scheme
Using pre-aligned unimodal HG functions to represent directional radiance distributions obviously
means that there are distributions in a cell that cannot be represented well. On the other hand, this is
compensated for this by using multiple grids (Section 5.4), each of which can handle anisotropic
scattering significantly better than previous work thanks to the design of the propagation scheme.
For a comparison, an exceedingly large number of SH coefficients is required to represent highly
anisotropic distributions, and this still does not prevent false scattering issues if a local propagation
scheme is employed.
The most approximate step of our scheme is arguably the recombination of reduced anisotropies from
neighbouring cells (Equation 5.5). The logic behind this formulation is that the radiance distribution
at dst will result from superposing the neighbouring distributions according to how much energy
they contribute to dst. The main limitation of this approach lies in the fact that combining multiple
HG distributions with different anisotropy values cannot generally be represented by any single HG
distribution. Although experimenting with fitting the resulting HG distribution to the combination
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Figure 5.5: Three examples of local propagation behaviour. Left: all source cells exhibit strong forward
scattering which is preserved well by our propagation scheme. Centre: radiance anisotropy is reduced
due to in-scattering from Source 2 which has isotropic radiance distribution. Right: light from Source 1 to
destination is almost entirely absorbed. Light from Source 2 should then be deviated ‘upwards’, which our
scheme cannot represent.
of its neighbours in terms of the least-square error, we found that the simple weighted arithmetic
average produces comparable results while keeping the computational cost of this core operation
minimal. In addition, Equation 5.5 preserves the anisotropy of light transported along the principal
direction very well, thus greatly reducing any apparent false scattering effects.
Note that there are cases of very heterogeneous media where POP might locally become inaccurate
(see Figure 5.5). If light travelling along the principal direction undergoes strong absorption, while
light from other directions does not, the resulting distribution could potentially become skewed,
which cannot be represented within the proposed framework. Although this is obviously a failure
case of this representation, occurrences of such strong absorption fluctuations are comparatively
rare, and more importantly, the resulting radiance magnitude in these cases is typically very small
(therefore having little impact on the resulting image). Also note that multiple propagation volumes
can actually faithfully reproduce complex multimodal radiance distributions, despite each grid being
composed of unimodal HG distributions.
In the remainder of this section, two key points of the method are analysed: the proof of energy
conservation of Equation 5.4 and its convergence to an energy equilibrium, and a more detailed
connection of Equation 5.5 to the underlying light transport physics (as given by the RTE).
HG propagation convergence An important concern in an iterative light transport solver is to
ensure its convergence to an energy equilibrium in a finite number of iterations. The following
demonstrates that this is indeed the case for POP.
Recalling Equation 5.1 for computing the radiance contribution ∆Lsrc→dst from cell src to cell dst,
∆Lsrc→dst = Lsrc ·Tsrc→dst ·
[
FHG(cosθ1,φ1,asrc)−FHG(cosθ2,φ2,asrc)
]
, (5.7)
we need to verify that this formula does not distribute more radiant energy to the six neighbouring
dst cells that the source cell src contains. For this, first consider an empty propagation domain,
i. e., σt = 0 in the entire considered portion of the scene. Then the transmittance Tsrc→dst = 1 and
Equation 5.7 simplifies to
∆Lsrc→dst = Lsrc ·
[
FHG(cosθ1,φ1,asrc)−FHG(cosθ2,φ2,asrc)
]
, (5.8)
If we first consider propagating the energy from src to the entire sphereΩ, so that |φ1−φ2|= 2pi,
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Figure 5.6: Plots of fHG (left) and FHG (right) for parameter g values of 0, 0.5 and 0.9. Please note that the
plots of fHG have a logarithmic scale and the values of FHG are evaluated for the full azimuthal range, i. e.,
|φ1−φ2|= 2pi.
θ1 = 0 and θ2 = pi and the resulting propagated energy will be
∆Lsrc→Ω = Lsrc ·
[
FHG(cos0,2pi,asrc)−FHG(cospi,2pi,asrc)
]
= Lsrc · (1−0) = Lsrc,
(5.9)
as FHG by definition (Equation 2.18) peaks at 1 regardless of its anisotropy parameter (see Figure 5.6,
right). At this point it is only necessary to ensure that our parametrisation of the solid anglesΩsrc→dst
subtended by the six neighbouring cells divides the sphere of directions into 6 mutually exclusive
solid angles without any gaps. Using the approximate parametrisation in terms of polar angles from
Equation 5.2 (for illustration see Figure 5.4, left) we can rewrite Equation 5.9 as (extracting the
azimuth φ from inside of FHG and leaving out the anisotropy parameters asrc of FHG for better clarity)
∆Lsrc→Ω = Lsrc ·2pi ·
[
FHG(cos0)−FHG(cospi)
]
= Lsrc ·2pi ·
[
FHG(cos0)−FHG(cos pi4 )
]
+
+4 ·Lsrc · pi2 ·
[
FHG(cos
pi
4
)−FHG(cos 3pi4 )
]
+
+Lsrc ·2pi ·
[
FHG(cos
3pi
4
)−FHG(cospi)
]
.
(5.10)
It is now easy to see that this decomposition corresponds to an expansion of the following equation
∆Lsrc→Ω = Lsrc =∑
dst
∆Lsrc→dst (5.11)
when the corresponding parameters for each of the six dst cells are used according Equation 5.2.
This, however, is exactly the scattering equivalent of the energy accumulation defined in Equation 5.4,
since it iterates over the same neighbourhood.
It can now be seen that propagating radiant energy either from a cell (Equation 5.11) or gathering
into a cell (Equation 5.4) by using ∆Lsrc→dst as defined in Equation 5.1 conserves energy perfectly.
Therefore, unless a cyclic propagation domain is used, even at this point the algorithm will eventually
converge, since a small portion of the energy contained in the propagation volume will dissipate
away from its outermost cells in every iteration. Furthermore, in an absorbing medium (σa > 0) the
transmittance becomes Tsrc→dst < 1, which will lead to an additional attenuation of the propagated
energy, increasing the rate of convergence.
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Radiance anisotropy contribution In spite of the fact that POP utilises some heuristic steps to
achieve better performance in exchange for bias, it is still based on the underlying mathematical
description of light propagation in participating media. The following shows the connection between
the radiative transport equation and the way POP treats scattering as an iterative convolution of
radiance distributions and the medium phase function.
The first part follows the argumentation of Premože et al. [2003; 2004] in their work on formulating
light scattering within the path integral framework. Recalling the time-dependent version of the RTE
[Chandrasekhar 1960], (
∂
∂ s
+ω ·∇+σt
)
L(s,x,ω) =
Le(x,ω)+σs(x)
∫
Ω
f (x,ω′,ω)L(s,x,ω′) dµ(ω′),
(5.12)
one can already see that the change of the directional radiance distribution L at the position x is a
spherical convolution with a general phase function f . Here the dependence on time t is expressed
in terms of travelled distance s = ct, with c being the speed of light, and Le is the (initial) source
radiance distribution.
Equation 5.12 can be expressed as a convolution of Le with the Green’s function G (see Section 2.5.3):
L(s,x,ω) =
∫ ∫
G(s,x,x′,ω,ω′)Le(x′,ω′) dµ(x′) dµ(ω′), (5.13)
Recall that the Green’s function G(s,x,x′,ω,ω′) represents the radiance distribution at (x,ω) and
time s, originating at (x′,ω′) and zero time. Mathematically, G is the solution of the homogeneous
version of Equation 5.12 when the initial boundary condition is expressed as
G(s = 0,x,x′,ω,ω′) = δ(x−x′)δ(ω−ω′), (5.14)
where δ is the Dirac function. Premože et al. [2003; 2004] have shown that G can be used to formulate
light propagation in non-scattering and single-scattering media, and described an approximate
analytical solution to general multiple scattering formulated via G (Section 2.5.3, Equation 2.36).
At this point we can use the expansion of G into a superposition of ‘partial’ Green’s functions.
Consider a propagation from an initial source position xI to a final destination position xF. The
propagator G(s,x,x′,ω,ω′) can be expressed as
G(s,xI,xF) =
lim
N→∞
∫
· · ·
∫
G(s/N,xI,x1) · · · G(s/N,xN−1,xF) dµ(x1) · · · dµ(xN−1)
(5.15)
omitting the directional parametersωI andωF for clarity. This expansion is called a path integral
and its idea is to break the path into infinitesimally small segments and propagate energy within each
segment separately. Now, if s is equal to the distance between xI and xF then all the auxiliary vertices
x1 . . . xN−1 will lie on a straight path. Then, during the propagation, the change of the directional
distribution of energy will correspond to a spherical convolution with the partial propagator along
each linear segment.
This is exactly the notion utilised in the proposed propagation scheme. In POP, a propagation volume
corresponds to a discretisation of Equation 5.15 where each pair of neighbouring cells is virtually
connected by a linear path segment. The propagation then approximates the change of the directional
radiance distribution along this segment.
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Since the radiance distributions at each cell are aligned, we can define ω = ωsrc = ωdst. An
additional assumption is that the scattering coefficient σs can be considered constant along the path
between neighbouring cells src and dst (calculated as an average of the neighbouring cells, see
Section 5.3.2). In this context, the partial propagator can be defined as
G(s,xsrc,xdst ,ω) = σs
∫
s
∫
Ω
f (ω,ω′) dµ(ω′) ds′ (5.16)
where s = ‖xdst−xsrc‖ and f is a general phase function. However, since we describe the directional
distribution of radiance at src by a HG distribution parametrised by an anisotropy parameter asrc,
and also model the medium phase function by a HG function with an anisotropy g, the change of the
directional radiance distribution can be expressed as
∆asrc→dst = asrc ·gs·σs , (5.17)
which is obtained by utilising the self-convolution property of HGF. We can now see that this is
exactly Equation 5.3, which POP uses to describe the radiance anisotropy change when propagating
radiance between two neighbouring cells.
5.4 Multiple Propagation Grids (Environment Illumination)
The previous section describes the HG-based light propagation for a single directional light source.
In order to account for environmental lighting (typically modelled by an environment map), multiple
grids oriented along different principal directions will be necessary.
This section discusses how to choose these directions (Section 5.4.2) and, as every grid accounts for
light from a finite solid angle, how to prefilter the respective incident radiance to avoid singularity
artifacts, which can arise for highly anisotropic media when using the proposed propagation scheme
(Section 5.4.1). Further, Section 5.4.3 describes how multiple propagation grids are combined
together for rendering. Finally, Section 5.4.4 presents an additional (optional) step in the POP
pipeline, which allows splitting the propagation into two stages, anisotropic and isotropic, greatly
improving the convergence for media with high albedo values.
5.4.1 Prefiltering
A straightforward approach is importance-sampling the environment map to obtain N directions, dn,
each carrying an energy corresponding to its associated portion of the directional domain Ωn. To
avoid weak singularities arising from the discretised illumination representation (see Figure 5.7),
POP can account for the size ofΩn when determining the initial directional radiance distributions
(parameter ai in Section 5.3.1). Recall that the anisotropy parameter of fHG represents the average
cosine of the distribution. We can therefore approximate the initial anisotropy in a cell i as
an,i =
∫
Ωn
〈dn,−ω〉 dµ(ω)
‖Ωn‖ , (5.18)
i. e., the average cosine between dn and the directions coming from withinΩn, and use this value for
the grid initialisation.
In practice, an,i can be estimated without the integration overΩn for each ordinate or without even
knowing the exact shape ofΩn. As POP importance-samples the environment map, the importance
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Figure 5.7: The effect of prefiltered initialisation on a thin, strongly-scattering medium with increasing
anisotropy (left to right). Without prefiltering the individual ordinates become apparent. Using prefiltering the
resulting images become much smoother and yield an expected appearance (more anisotropic slabs appear
more transparent). Note that the prefiltering is energy-conserving (as opposed to, e. g., singularity clamping
in instant radiosity methods).
of the ordinate n is proportional and (up to a factor) very similar to the actual solid angle of Ωn.
Therefore, we propose a heuristic that maps the importance wn ∈ [0,1] to anisotropy as
an,i ≈ (1−wn/N)β, (5.19)
so that important ordinates are denser in the directional domain and will have small solid angles and
high anisotropy, and vice versa, less important ordinates are sparser, and will have larger solid angles
and low anisotropy. The scalar factor β> 0 defines the proportionality and currently needs to be
tuned manually once for each environment map; from our experience this is a simple and quick task.
5.4.2 Importance Propagation
The described sampling scheme can be further improved by considering how much illumination
from different directions actually contributes to the image. To this end, an additional importance
propagation step can be introduced before sampling the environment map: using a regular grid
(perspective-warped into the camera frustum and oriented along the view direction) importance from
the camera can be propagated through the medium. Thanks to the duality of light transport this is
equivalent to the radiance propagation as described before.
The result of this propagation is a directional importance distribution stored in the grid cells. By ray-
marching this grid the importance can be projected into the directional domain, creating a directional
importance map that aligns with the environment map. POP then samples the environment map
according to its product with the importance map (see Figure 5.8). We demonstrate that in certain
situations this step improves the sampling result, mainly when a low number of propagation grids is
used (Figures 5.8 and 5.15). It is also quite a cost-effective operation, since the directional importance
function is typically very smooth and therefore only low resolutions for the propagation grid and the
directional map are required (all examples use the resolutions of 163 for the former and 32×16 for
the latter).
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Figure 5.8: Importance propagation improves overall radiance distribution across the medium and visibility
of bright regions behind (yellow arrows). This especially holds for high-albedo media with strong scattering
anisotropy (here g = 0.96) and when using a low number of ordinates (27 here). The sampling visualisations
compare sampling patterns with and without incorporating the importance map. Here the sample disk sizes
are proportional to the corresponding sample’s solid angle Ωn (as described in Section 5.4.1), although the
sizes are clamped to prevent obscuring of the images. It is clearly visible that including importance into
the sampling process concentrates the samples to the areas that have a bigger impact on the resulting
appearance, which in most cases will be in the direction of the camera’s main axis.
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5.4.3 Merging Multiple Grids
Computing the transport for each of the N principal ordinates (as detailed in Section 5.3) yields a
separate, view-dependent accumulation grid Lacc,n for each. Although it is possible to visualise these
directly, this would be very inefficient as each grid in the set would have to be accessed at every
ray-marching step.
Because of this we instead opt to combine all Lacc,n into a single medium-aligned grid, prior to
upsampling and visualisation (Section 5.3.4). This merged grid typically has double the resolution
of the individual propagation grids, since these are oriented arbitrarily in space (and therefore not
increasing the resolution would result in undersampling). This is however still a very fast step
which, as an additional benefit, also allows the remainder of the pipeline to stay virtually identical
to the single-ordinate setting (even when propagation from local sources is included, as detailed in
Section 5.5).
5.4.4 Isotropic Residuum
The solution is considered converged when the residual energy in all Lmn is below a small threshold
L. This can however take a large number of iterations for high-albedo media, a problem inherent to
all finite-element transport methods. On the other hand, we can observe that scattering reduces the
anisotropy of the radiance distribution, so the propagation can be treated as (near-)isotropic as soon
as |an,i|< a ∀i,∀n, again for a small anisotropy threshold a.
As soon as all propagation grids fulfil this criterion the energy from them can be merged into a
single grid aligned with the medium, as there is no directionality present anymore. This is similar to
merging the accumulation grids (Section 5.4.3), except that here the propagation grids are merged as
well and the propagation process switches to isotropic scattering (i. e., the anisotropies an,i need not
be maintained anymore). This decreases the propagation costs tremendously, as from this point it is
performed just for a single global grid instead of one grid per principal ordinate (independently on
the number of ordinates N).
In practice, we can determine the iteration m′ when performing the switch to the cheaper isotropic
propagation based on the maximum radiance anisotropy, â (for a directional light â = 1, but pre-
filtering can lower it, to our benefit), and phase function anisotropy g. Both of these parameters
are already determined at the initialisation. Once again, making use of the the HG self-convolution
property (Section 2.3.3), one can estimate the distance s that light has to travel such that its anisotropy
falls below a from the implicit equation
â ·gσs·s = a, (5.20)
where σs is the average scattering coefficient in the medium. Furthermore, knowing that the travel
distance depends on the average grid spacing ∆x and the number of iterations, i. e., s = m ·∆x, m′ can
be obtained as
m′ =
loga− log â
logg
· 1
σs ·∆x . (5.21)
It is however usually a good idea to use m′ at least equal to the grid resolution along the propagation
direction, to allow for light even from the first ‘slice’ of cells to sufficiently penetrate into the rest of
the volume (cf. [Kaplanyan and Dachsbacher 2010]). The subsequent propagation then operates on
the residual isotropic radiance in the merged grid, iterating until the residual energy falls below L.
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Figure 5.9: Evaluation of the isotropic residuum (IR) propagation for a dense high-albedo medium. The
dragon dataset is rendered from two opposing viewpoints to demonstrate the view dependence of the
resulting light distributions. The used medium (milk [ Narasimhan et al. 2006], σs = {0.91,1.07,1.25}m-1,
g = 0.95) has an albedo over 99.9 % across the visible spectrum, making it a difficult material to render
because of the high number of iterations necessary to converge. The full propagation (64 ordinates, 163 grid
each) requires about 100 iterations to converge, taking 120 ms (illumination #1) and 90 ms (illumination #2).
In comparison, the proposed heuristic (Equation 5.21) switches to isotropic propagation after m′ = 20 full
anisotropic iterations (a = 0.1, ∆x = 0.25m). The IR propagation requires additional 20 iterations in a single
323 propagation grid. The combined propagation time for this case was, respectively for #1 and #2, 28 ms
and 24 ms (25 ms / 20.5 ms anisotropic part, 3 ms / 3.5 ms isotropic part). This is about a 4-fold speed-up
compared to the full propagation, with negligible visual difference.
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Reasonable values for a are around 0.1, or even higher. In fact this decision is not unlike the one
made in similarity theory [Wyman et al. 1989], in which after a certain number of scattering events
the propagation switches to isotropic scattering, which is accompanied by a switch to a so-called
reduced scattering coefficient. This is usually done on an empirical basis and despite the fact that
using the Henyey-Greenstein phase function allows us to quantify the decision better (discussed
in detail in Section 4.2.1) this approach is still an approximation. Similarity theory also does not
apply easily to heterogeneous media [ Zhao et al. 2014]. However, thanks to the fact that POP treats
scattering as a gradual decrease of anisotropy, the transition to isotropic propagation can be done in
a well controlled manner, and without changing the propagation parameters or compromising the
solution accuracy (aside from small geometric misalignments caused by the grid merging). This is
demonstrated in Figure 5.9.
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(g = 0.9)
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(g = 0.92)
Light tracing (g = 0.7) Light tracing (g = 0.8) Light tracing (g = 0.9)
Figure 5.10: Comparison of the radial propagation to a Monte-Carlo reference for a uniform spherical
medium (radius 2.5 m, σs = {0.8,1,1.3}m-1 and unit albedo). The resolution of the radial propagation grid
was 323. Our solution differs from the reference mainly due to low (but for this propagation type still present)
false scattering, in particular with lower anisotropy values. We found that this can be reduced by artificially
increasing g, if a specific appearance is desired.
5.5 Radial Propagation Grids (Local Light Sources)
In order to extend POP to local light sources, spherical grids can be used, with two angular coordinates
and a radial coordinate which is again aligned with the initial principal directions of the point source
(Figure 5.2, bottom). To obtain more isotropic cell shapes, the spacing of shells along the radial
coordinate grows exponentially (in proportion to the radial segment length at a given radius).
For parametrising the spherical domain, out of many possible options we opt for the octahedral
parametrisation [Praun and Hoppe 2003] mainly as it is simple, provides reasonably uniform
sampling, and above all, it discretises the domain into a 2D square where every cell has four natural
neighbours (plus two along the radial axis), similarly to rectilinear grids. The resulting grid is thus
topologically equivalent to a rectilinear grid (except for being cyclic in the two angular dimensions)
and albeit not being uniform, it allows to approximately treat the space as locally Euclidean and
obtain plausible results again using virtually the same propagation scheme as before. The main
difference in the propagation is that the quadratic fall-off needs to be accounted for: although the
propagation is based on radiance, it is necessary to explicitly compensate for the varying grid cell
sizes resulting from the non-uniform shell spacing. To this end, POP scales the radiance when
propagating along the principal direction in proportion to the radial coordinate spacing. A sample
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Figure 5.11: Workflow of the presented algorithm for a single directional light. For distant environment
illumination the volumetric part of the pipeline is very similar, with the exception of rectilinear grids being
used to propagate illumination from distant ordinates instead of the combination of VPLs and spherical grids.
‘didactical’ demonstration of this propagation type for a point light in a simple homogeneous spherical
medium is shown in Figure 5.10, including a comparison to MC reference.
Instant radiosity Given the ability to use local point lights, we can take advantage of instant
radiosity methods [Keller 1997; Engelhardt et al. 2010; Engelhardt et al. 2012], which represent
complex illumination as a collection of virtual point lights (VPLs), to simulate surface-to-volume
light transport. Normally these VPLs are obtained from random walks through the scene. In our
interactive setting, VPLs can be generated using a reflective shadow map (RSM) [Dachsbacher
and Stamminger 2005] for every primary light. These RSMs are importance-sampled according to
surface albedo and (attenuated) irradiance, aiming at keeping the total number of VPLs low. The
reflected radiance is then used to initialise the radial propagation grids.
Prefiltering can be done in the same way as for environment maps: VPLs with a large importance
have a high initial anisotropy and vice versa. Similar to surface lighting, using clamping to reduce
any remaining singularities [ Engelhardt et al. 2012] is also desirable. Figure 5.11 depicts the pipeline
of the algorithm when propagating scattering from one directional light and VPLs generated from its
RSM.
5.6 Results and Analysis
All results were computed on a desktop PC with a 3.7 GHz Intel Xeon CPU, 16 GB RAM and
NVidia GeForce GTX 770 GPU with 2 GB of VRAM. Our implementation is written in C++, using
OpenGL and GLSL for the GPU code. In all presented measurements we use the framebuffer
resolution of 800×600 in order to let the computation time be dominated by the propagation rather
than ray-marching (which itself should be subject to optimisations in order to reach full efficiency).
Resolutions of the medium density datasets are typically in the order of tens of voxels in each
dimension (but effectively enhanced by procedural noise, similarly to Chapter 4).
Although the number of propagation iterations needs to be chosen empirically at the moment, in
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Figure 5.12: Comparison of principal-ordinates propagation (POP) to SHDOM and a Monte-Carlo reference
(light tracing), for a smoke plume 10 m across with σs = {2.9,3.6,4.2}m-1, σa = {3.4,3.35,3.4}m-1 and
g = 0.9 using the “Uffizi” environment map as illumination. Here, POP used 64 and 125 principal ordinates,
grid resolutions of 203 and 503, with 10 and 30 propagation iterations, respectively. SHDOM used 5 and
10 SH bands to represent the directional radiance distribution in each cell and the same grid resolutions.
SHDOM required a strong prefiltering to avoid the typical ringing issues and due to false scattering it fails to
reproduce the high scattering anisotropy. Our method compares well to the reference solution, matching the
overall appearance well even with the lower (interactive) settings.
87 5.6. RESULTS AND ANALYSIS
Isotropic
scattering:BgB=B0
ModeratelyBanisotropic
scattering:BgB=B0.7
HighlyBanisotropic
scattering:BgB=B0.96
POPM-C M-C POP M-C POP
Red:BM-CBBBBBBlue:BPOP Red:BM-CBBBBBBlue:BPOP Red:BM-CBBBBBBlue:BPOP
Figure 5.13: Detailed analysis of POP in comparison to Monte-Carlo reference (light tracing). Here a sample
single-ordinate scenario is shown, with a 163 propagation domain aligned with the medium (homogeneous
cube 1 m3, σs = 4m-1 and unit albedo), using three representative anisotropy values. The plots compare the
converged radiance distributions within a 2D horizontal slice in the middle of the domain.
general we found that amounts similar to the propagation grid resolution along the propagation
dimension is sufficient (around 10–20 in most examples). Please note that the environment maps are
blurred only for presentation purposes (so that the medium lighting features can be examined better)
– the actual illumination is in fact sampled from the full-resolution maps. Other specific scene details
are provided in the caption of each discussed figure.
Reference comparisons We first compare POP to an unbiased Monte-Carlo reference (light
tracing, Section 2.5.1), as well as spherical harmonics (SH) DOM (Section 2.5.2), in Figure 5.12. It
is apparent that the described artifacts prevent SHDOM from handling anisotropic media correctly,
despite being theoretically capable to do so. In contrast POP, despite being biased, reproduces the
qualitative appearance well.
A simpler analysis for a single directional propagation is presented as well. Figure 5.13 shows
comparisons to the reference for a single ordinate, propagating in a simple cubic medium. Again,
despite some differences in the appearance, we can see the directional radiance distributions match
well. We note that this is actually a difficult case for POP, because the medium regularity and the high
density gradient on the faces parallel to the propagation direction violate the alignment assumption,
as discussed in Section 5.3.5. However, observe that the directional distributions produced by
POP have more complex shapes that the simple Henyey-Greenstein ellipsoid lobes, since they are
constituted by a superposition of many such lobes (one per propagation iteration, M in total). In
addition, Figure 5.10 shows a simplified analysis similar to this, but for a point light source and a
radial propagation grid.
Propagation behaviour The convergence of POP is examined in Figure 5.14. The setting is
identical to the second case in Figure 5.13. Notice that because of the absence of absorption the
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Figure 5.14: Convergence of the propagation scheme for the setting described in Figure 5.13, with scattering
anisotropy g = 0.7. The plots show the respective incident radiance distributions within a 2D horizontal slice
in the middle of the domain (marked by the red dashed line). The observed strong forward peaks represent
the unscattered energy which did not (yet) interact with the medium.
propagation takes a significant number of iterations, even for the small 163 grid. That is the main
motivation for introducing the isotropic residuum propagation (Section 5.4.4).
The effect of using different numbers of principal ordinates is shown in Figure 5.15. It can be seen
that the discretisation becomes apparent only with very few ordinates. The importance propagation
usually helps to alleviate this by sampling those directions which will influence the solution most
significantly. As Figure 5.8 demonstrates, this is most likely the opposite side of the medium,
suggesting that a simpler empirical heuristic could potentially work in certain cases.
One of the main shortcomings of the importance propagation is its potential temporal incoherence,
primarily manifested by temporal flickering. For this reason we filter the importance map both
spatially and temporarily, which, however, is not a fully robust solution to the issue. One of our main
targets for future work is therefore improving this by explicitly enforcing temporal coherence when
the sampled light sources relocate due to camera movement or illumination changes, similarly to,
e. g., Prutkin et al. [2012] (see further discussion in Section 7.1.3).
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Figure 5.15: The smoke dataset with an increasing number of ordinates using the “kitchen” environment
map (g = 0.9, 203 grid resolution, 10 propagation iterations). Accounting for importance improves the results,
mainly if low numbers of principal ordinates are used. The typical configuration we use (in the bottom-centre,
asterisk-marked) takes 5 ms for importance propagation, 2 ms for determining the ordinates, 2 ms for grid
initialisation, 12 ms for propagation, 2 ms for residuum propagation, 4 ms for grid merging and upsampling
and 5 ms for ray-marching.
Prefiltering (Section 5.4.1) helps to improve the rendering quality in most scenarios and has been
used to generate all the presented results. It is particularly indispensable for media with an optical
thickness too low to sufficiently ‘redistribute’ the sampled illumination, as for instance in Figure 5.7,
where weak singularity artefacts would appear otherwise. The prefiltering removes these artifacts
but still allows perceiving some features of the background illumination, thanks to its adaptivity (as
opposed to a naïve ‘flat’ prefiltering of the source illumination).
Scattering anisotropy The shortcomings of current methods in handling highly anisotropic scat-
tering were the main motivation for this work, since by far the majority of both natural and artificial
media exhibit anisotropic scattering (cf. [ Narasimhan et al. 2006]).
Akin to Chapter 4 we tested POP for clouds, which are media with naturally very high scattering
anisotropy, and compared to their isotropic versions (Figure 5.16). It can be seen that the proposed
propagation scheme handles both cases well, and that correctly handling anisotropic scattering is a
key to reproducing such media. The same can be observed in Figure 5.1, since steam has properties
similar to clouds. Interestingly, grid resolutions as well as computation times required to render
plausible participating media are rather insensitive to their anisotropy, i. e., anisotropic media render
roughly as fast as isotropic media. Although a larger number of ordinates might be required to
reproduce high-anisotropy effects, this additional effort is usually compensated by a decreased
complexity of the spatial radiance distribution, which enables using coarser propagation grids.
The dual propagation scheme (i. e., including the separate step to propagate residual isotropic energy)
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AnisotropicIsotropic
Figure 5.16: Clouds rendered at 35 Hz using 64 ordinates and 203 grid resolution for each of them, with
15 propagation iterations. In media like clouds the scattering anisotropy plays a crucial role in forming their
appearance, thus the common assumption of isotropic scattering (left) prevents a believable rendition of such
media. The scattering anisotropy for the right column has been g = 0.96, otherwise all settings and medium
parameters were kept identical.
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Figure 5.17: Animated sequence of an expanding smoke plume, rendered dynamically at 30 Hz by the
presented method, while maintaining good temporal coherence.
Figure 5.18: Scene with both animated medium and illumination, combining scattering from directional
and local virtual light sources, running at 16 Hz (including the generation of the 125 VPLs and rendering
the indirect illumination from surfaces, which alone takes 30 ms). The medium has a size of 203 m with
σs = {3.2,3.3,3.4}m-1, σa = {1.15,1.2,1.3}m-1, g = 0.7, and is very heterogeneous. The grid size for the
directional light is 1282×16, with the 16-cell axis oriented along the light shafts (i. e., along the principal
ordinate). The radial grids have a resolution of 83 each. These settings were used for local light sources in
all presented examples; note how even this small resolution proves to be sufficient for plausible results.
also efficiently handles optically thick anisotropic media, as seen in Figure 5.9. The initial, full
propagation handles the directionally-dependent portion of radiant energy, while the remaining
isotropic residuum is rapidly propagated in the second stage.
Animation Thanks to the fully dynamic nature of the algorithm it can seamlessly handle animated
media without any precomputations or performance penalty. Figure 5.17 shows several frames of
an animated smoke plume coherently rendered at real-time framerates. In Figure 5.18 the dynamic
interaction of POP with surfaces is demonstrated, as described in Section 5.5.
In general, we believe to have demonstrated the versatility of the method. The propagation along
principal ordinates is capable of computing direct illumination and low-order scattering effects (light
shafts), as well as arbitrary multiple scattering from directional, local and environment illumination.
Orthogonally to this, POP is capable of simulating media with wide ranges of optical thickness,
albedo and most importantly, scattering anisotropy. For an extended discussion and outlooks, please
refer to Section 7.1.3.

Chapter 6
Spectral Ray Differentials
Naïve (2 min.) Jittered (2 min.) SRD (2 min.) Reference (45 min.)
Figure 6.1: Complex dispersive caustic rendered with spectral light tracing using 7 spectral bands. The
naïve solution exhibits strong aliasing artifacts due to regular sampling of the spectrum; stochastically jittering
the spectral samples solves this problem, but the solution still contains significant chromatic noise. The
proposed spectral ray differentials (SRD) allow an efficient reconstruction of the solution, yielding images
visually identical to the reference (rendered with 35 spectral bands and 4 times more samples) at a fraction
of time.
6.1 Introduction
When light refracts at a dispersive interface (such as a glass prism) its new direction is wavelength-
dependent, resulting in colourful rainbow-like patterns (details are provided in Section 2.6). This
is both true for caustics where light disperses before it hits a diffusive surface, as well as for
objects when directly seen through dispersive interfaces (e. g., a low-quality lens system), exhibiting
chromatic aberrations. Creating light or eye paths for rendering in the presence of dispersion then
implies that a single unique wavelength has to be used for every path as different wavelengths take
different paths. This results either in spectral under-sampling (banding) or chromatic noise, as
demonstrated in Figure 6.1.
To address this problem, this chapter introduces the concept of spectral ray differentials (SRD). The
93
CHAPTER 6. SPECTRAL RAY DIFFERENTIALS 94
common ray, path and photon differentials [Igehy 1999; Suykens and Willems 2001; Schjøth et al. 2007]
describe the wavelength-independent change of a ray, path or photon in the spatial domain with
respect to the change of the initial coordinates in the respective domain where they originate from
(see Section 2.7). The domain is defined by the sensor plane for rays and paths, or by the light source
coordinates for photons. This information is then used primarily for improved texture filtering and
photon density estimation. In contrast, spectral ray differentials analytically model the spatial change
of a ray when interacting with dispersive interfaces with regard to change of wavelength. Intuitively,
they describe how light transport changes, when wavelength-dependent interactions occur along an
optical path.
Instead of making assumptions about the scene and trying to find approximate frequency bounds
(as many contemporary reconstruction methods discussed in Section 2.7), SRD rely on tracing
actual rays and their exact analytic derivatives, which makes them easily incorporated into existing
stochastic rendering methods (Section 2.5.1). The application of this information is then based on a
first-order Taylor expansion and is dependent how a particular rendering algorithm connects optical
paths to the sensor (Figure 6.2). Typically, however, the resulting reconstruction can be as simple
as a custom wavelength-dependent linear filter, either applied by a convolution in image space or
splatting from world space (see Section 6.5).
One shortcoming of the first-order approximation is the bias introduced into the solution, due to the
pre-determined finite size of the reconstruction region. In order to resolve this issue, the proposed
method is formulated in a progressive manner (cf. Section 2.5.1). The basic idea is analogous to
progressive photon mapping methods [Knaus and Zwicker 2011; Jarosz et al. 2011b] – to carefully
decrease the reconstruction scale of SRD with increasing number of illumination samples that are
traced though the scene. This allows SRD to consistently converge to a corresponding unbiased
Monte-Carlo solution.
SRD can be used for reconstructing wavelength-dependent phenomena in offline as well as interactive
rendering, which is demonstrated in Section 6.6 for dispersive ray and light tracing, as well as
interactive GPU photon mapping. The improved reconstruction resulting from the application of
SRD allows tracing and storing significantly less samples to obtain smooth solutions. Additional
examples are presented of how spectral differentials open up new possibilities besides rendering,
such as interactive local and non-physical artistic control over dispersion effects.
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Figure 6.2: Interaction of spectral light sample colour and intensity as well as an abstracted 1D sensor in
a classic (a) and spectrally dependent (b) image formation model. Commonly, the samples contribute all
wavelengths to the same sensor location (alignment with the colour axis). In our case, samples at different
wavelengths contribute to different sensor locations. This function can have a complicated shape (indicated
by a curve), for which SRD use a first-order, piecewise linear approximation.
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Figure 6.3: Concept and notation of spectral ray differentials, for eye paths (left) and light paths (right).
6.2 Spectral Ray Differentials
The key observation is that in the presence of dispersion the positions and directions of optical
paths (hereinafter simply referred to as rays) that start at the sensor are not only functions of sensor
position but also of wavelength. This situation is naturally symmetric for paths starting at light
sources. Therefore, for a ray R(λ) = (p,d) associated with wavelength λ, we want to compute the
partial differentials ∂p∂λ and
∂d
∂λ .
Initially, if the ray starts at the light or the sensor, its spectral differentials are zero (in contrast to
classic ray differentials). When the ray is traced through the scene, the differential is updated for
all transport, reflection and refraction events. For transport and reflection (which are wavelength-
independent) the formulas derived by Igehy [1999] can be used directly by substituting λ as the
differential variable instead of the sensor coordinates (Figure 2.11 in Section 2.7). However, for a
dispersive refraction event (Figure 6.3) the new direction of the ray now changes with the wavelength-
dependent refractive index ratio η (Equations 2.37 and 2.38).
Akin to the classic ray differentials, spectral ray differentials w. r. t. the associated wavelength λ are
the following pair of partial derivatives
∂R
∂λ
=
(
∂p
∂λ
,
∂d
∂λ
)
, (6.1)
which are updated after an interaction with a dispersive interface as
∂p′
∂λ
=
∂p
∂λ
and
∂d′
∂λ
=
∂ (ηd−νn)
∂λ
. (6.2)
Here, n is the interface normal, η depends on the used refractive index model (Section 6.2.2) and ν
is defined in Equation 2.38. Note that p, d, n, η and ν are generally all functions of λ. However,
since refraction does not change the positional differential, we are only interested in finding the
directional spectral differential as described below.
6.2.1 Directional Spectral Differential
For better readability, the cosine of the angle between the incoming ray direction and surface normal
will be denoted as ϑ = d ·n, where ‘·’ will be used as a shorthand for dot product ‘〈〉’. Using the
product rule applied to the two vectors, its partial derivative ∂ϑ∂λ is computed by
∂ϑ
∂λ
= n · ∂d
∂λ
+d · ∂n
∂λ
, (6.3)
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noting that the differentials of d and n are vectors. The new spectral directional differential after
refraction is then given by
∂d′
∂λ
= d
∂η
∂λ
+η
∂d
∂λ
−n∂ν
∂λ
−ν∂n
∂λ
(6.4)
with
∂ν
∂λ
= ϑ
∂η
∂λ
+η
∂ϑ
∂λ
+
η(ϑ2−1) ∂η∂λ +η2ϑ ∂ϑ∂λ√
1−η2+η2ϑ2 . (6.5)
Equation 6.4 is the main theoretical contribution in this chapter, with derivation details provided
below.
Note that the formulation of the normal differential ∂n∂λ by Igehy is still valid for spectral differentials
because it is solely based on the surface properties and the positional differential w. r. t. a given
variable. In Igehy’s case this is the screen coordinate x or y and here it is the wavelength λ.
The refractive-index ratio η is now dependent on the wavelength. It is defined by η= n(λ)n′(λ) where
n(λ) and n′(λ) are the index of refraction (IOR) of the medium through which the ray travelled and
the IOR of the medium that the newly generated ray will enter (this is illustrated in Figure 2.10,
right). Its derivative ∂η∂λ depends on the model used to obtain η itself, and for the most frequently
utilised models is derived later in Section 6.2.2.
Derivation Rephrasing the Snell’s law (Equation 2.38), the refracted direction of the incident ray
R = (p,d) with respect to index of refraction η, and ϑ defined above, is given by
d′ = ηd−νn with
ν= ηϑ+β and β=
√
1−η2+η2ϑ2.
(6.6)
Now, we seek the partial differential of d′ with respect to λ:
∂d′
∂λ
=
∂ (ηd)
∂λ
− ∂ (νn)
∂λ
Solving each term separately by applying the product rule, we get Equation 6.4:
∂d′
∂λ
= d
∂η
∂λ
+η
∂d
∂λ
−
(
n
∂ν
∂λ
+ν
∂n
∂λ
)
Out of the above terms, the remaining one to calculate is the partial differential ∂ν∂λ :
∂ν
∂λ
=
∂ (ηϑ)
∂λ
+
∂β
∂λ
= ϑ
∂η
∂λ
+η
∂ϑ
∂λ
+
∂β
∂λ
Finally, the partial differential ∂β∂λ is computed using the chain rule:
∂β
∂λ
=
1
2
(1−η2+η2ϑ2)− 12 ∂ (1−η
2+η2ϑ2)
∂λ
=
1
2β
∂ (1−η2+η2ϑ2)
∂λ
∂ (1−η2+η2ϑ2)
∂λ
=−2η∂η
∂λ
+
∂ (η2ϑ2)
∂λ
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Figure 6.4: Dependency of the index of refraction (IOR) on wavelength for a typical material (glass) using
different models, and their derivatives.
∂ (η2ϑ2)
∂λ
= 2ηϑ
(
ϑ
∂η
∂λ
+η
∂ϑ
∂λ
)
= 2ηϑ2
∂η
∂λ
+2η2ϑ
∂ϑ
∂λ
∂β
∂λ
=
−2η ∂η∂λ +2ηϑ2 ∂η∂λ +2η2ϑ ∂ϑ∂λ
2β
=
−η ∂η∂λ +ηϑ2 ∂η∂λ +η2ϑ ∂ϑ∂λ
β
Putting everything together, we arrive to Equation 6.5:
∂ν
∂λ
= ϑ
∂η
∂λ
+η
∂ϑ
∂λ
+
−η ∂η∂λ +ηϑ2 ∂η∂λ +η2ϑ ∂ϑ∂λ
β
.
6.2.2 Differential of η
The function η is defined as the ratio between the index of refraction for the original medium n(λ)
and the entered medium n′(λ). The differential of η is then computed by
∂η
∂λ
=
n′(λ) ∂n(λ)∂λ −n(λ) ∂n
′(λ)
∂λ
n′(λ)2
. (6.7)
The function n(λ) models the dependence between the wavelength (in vacuum) and the index of
refraction for a certain material. It can be measured, but is often approximated by physically-based
models, e. g., the Cauchy’s and Sellmeier’s formulas [Jenkins and White 2001], or even by a simple
linear function (Figure 6.4), in which case the derivative of n(λ) is constant.
Cauchy’s model The formula of Cauchy is defined as
nCauchy(λ) = B+
C
λ2
+
D
λ4
+ . . . , (6.8)
where B, C, D and so on are empirically measured, material-specific coefficients. Its derivative w. r. t.
wavelength is given by
∂nCauchy(λ)
∂λ
=−2C
λ3
− 4D
λ5
− . . . (6.9)
Sellmeier’s model Similarly, the generalised Sellmeier’s formula and its derivative are
nSellmeier(λ) =
√
1+∑
k
Bkλ2
λ2−Ck (6.10)
∂nSellmeier(λ)
∂λ
=−
∑k
BkCk
(λ2−Ck)2√
1+∑k
Bkλ2
λ2−Ck
. (6.11)
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6.3 Tracing Spectral Differentials
Unbiased spectral rendering requires tracing monochromatic rays which define a unique path through
the scene. To use spectral ray differentials when reconstructing a spectral image, the differentials
need to be tracked and updated along the ray at all interactions that occur, both for camera and
light rays. In any case, each ray (p,d,λ) is given by two 3D vectors (position and direction) and
a wavelength, and its spectral ray differential ( ∂p∂λ ,
∂d
∂λ) is described by two additional 3D vectors
(positional and directional differential).
Note that the spectral differential becomes non-zero only when a dispersive interface is hit along a
path. It is also important that while dispersion is the only event that causes spectral differentials to
become non-zero (and does so only in the directional component), the classic transport and reflection
differentiation still needs to be applied. Hence, both the positional and directional differentials have
to be maintained during the transport.
In practice, at every non-dispersive event (transport and reflection) the spectral differentials are
updated using the classic equations from Igehy [1999]. On the other hand, at every dispersive event,
Equation 6.4 is used to update the directional differential. Listing 6.1 shows the pseudo-code for
updating the current differential for a refractive event. It is apparent that the computational overhead
is small and only a relatively low number of arithmetic operations needs to be performed, that is,
compared to ray-scene intersections and other tasks that are executed with comparable frequency.
Listing 6.1: C-style pseudocode for the directional spectral ray differential update (Equation 6.4).
vec3 updateDirectionalDifferential(vec3 p,vec3 ∂p,vec3 d,vec3 ∂d,vec3 n,float η)
{
vec3 ∂n = normalDifferential(∂p);
float ∂η = etaDifferential(η);
float ϑ = dot(d,n);
float β = sqrt(1 - sqr(η) + sqr(η)*sqr(ϑ));
float ν = η*ϑ + β;
float ∂ϑ = dot(∂d,n) + dot(d,∂n);
float ∂β = (-η*∂η + η*sqr(ϑ)*∂η + sqr(η)*ϑ*∂ϑ)/β;
float ∂ν = ϑ*∂η + η*∂ϑ + ∂β;
vec3 ∂d′ = d*∂η + η*∂d - n*∂ν - ν*∂n;
return ∂d′;
} 
6.4 Reconstruction
SRD can be used for image filtering and reconstruction in different settings, such as dispersive
light tracing (Section 6.5.1), eye tracing (Section 6.5.2) or photon mapping (Section 6.5.3). As
described in Section 6.3, tracing a spectral differential amounts to maintaining a pair of 3D vectors
( ∂p∂λ ,
∂d
∂λ) associated with the ray R(λ) = (p,d). The reconstruction then uses the differential to make
predictions about the spatial ray changes in dependence on changes in its spectral coordinate λ
by a small differential offset ∆λ. In line with classic ray differentials [Igehy 1999], this spatial
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displacement is obtained by applying the first-order Taylor approximation:
R(λ+∆λ)−R(λ)≈ ∆λ∂R(λ)
∂λ
=: ∆R (6.12)
This defines a linear 1D footprint of the sample, with the spatial extent between (p−∆p) and
(p+∆p). Splatting of line primitives is one (and the simplest) way to reconstruct such samples.
The one-dimensionality of the footprint might seem surprising on the first sight (since the footprint
of classic differentials is two-dimensional), but mathematically it is a consequence of the spectral
domain’s dimensionality. Intuitively, if a polychromatic pencil of light disperses on a (smooth) planar
interface, the resulting footprint will indeed be a straight line, where each point receives light of only
a single wavelength. Successive dispersive interactions can distort this footprint and even introduce
discontinuities (Figures 6.5 and 6.6), but cannot increase its dimensionality.
An important observation is that since Equation 6.12 only provides a prediction of the true footprint,
it carries an inherent bias. The reconstruction size ∆λ acts as a user-controlled parameter here.
Increasing ∆λ will enhance the variance reduction of SRD (because each sample will contribute
to a larger area) but also increase bias (since the prediction scale is extended). And, vice-versa, if
∆λ→ 0 then the sample footprint shrinks, down to unbiased point estimates at ∆λ= 0. Performing
this shrinking automatically and in a progressive manner is the key ingredient to enable SRD-based
rendering that consistently converges to the true solution, similarly to the progressive formulations
of photon mapping (discussed in Section 2.5.1) on which the following theory builds.
Estimate Regardless of the method-specific reconstruction procedure, the radiance L in the direction
dx within the sample footprint can be estimated as
L(px,dx,∆λ)≈ k∆λ(u) ·γ, (6.13)
where px lies on the line between (p−∆p) and (p+∆p). Equation 6.13 expresses the reconstructed
radiance as a kernel estimate from the sample contribution γ (which combines the flux carried by the
sample modulated by the appropriate surface BRDF and geometry terms). The kernel k∆λ(u) with
the support size of ∆λ depends on the distance u = ‖p−px‖. Photon mapping traditionally uses the
Gaussian kernel, although in the context of SRD a simpler box kernel k∆λ(u) =
H(u+∆λ)−H(u−∆λ)
2·∆λ
proves sufficient.
The error L of the estimate provided by Equation 6.13 can be stated explicitly as the difference
between the estimated and the true radiance (at a given position and direction):
L(px,dx) = L(px,dx,∆λ)−L(∆λ). (6.14)
Analysing the statistical behaviour of L in dependence on ∆λ is the key step to derive the progressive
update of ∆λ.
Error analysis Thanks to the formulation of the estimate and error in Equations 6.13 and 6.14 we
can now directly apply the results of the one-dimensional probabilistic framework of Jarosz et al. [2011b].
The primary result of their analysis are estimates for the expected value and the variance of L(∆λ):
E[L(∆λ)]≈ ∆λ ·E[γ] ·C1, (6.15)
Var[L(∆λ)]≈ (Var[γ]+E[γ]
2) ·C2
∆λ
. (6.16)
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Here, C1 and C2 are constants that depend on the specific kernel shape and sampling strategy. These
estimates are derived for reconstructing a single sample at a given query location, but it can be shown
that they also generalise to a combined reconstruction from multiple samples with different size.
The most important conclusion to draw from Equations 6.15 and 6.16 is the linear relationship
between the reconstruction scale ∆λ and the resulting error characteristics. Specifically if ∆λ
decreases than the expected error will decrease linearly while its variance will increase linearly.
The first relationship is necessary for the progressive solution to consistently converge, while the
increasing variance will be compensated for by the increasing overall number of samples constituting
the solution. As will be shown next the proper balance between these two relationships is achieved
when ∆λ decreases sub-linearly.
Progressive update of ∆λ Under the conditions described previously, Knaus and Zwicker [2011]
show that a progressive convergence can be achieved by imposing the following ratio of variance
between successive passes:
Var[i+1]
Var[i]
=
i+1
i+α
, (6.17)
where α ∈ [0,1] is a user parameter controlling how steep the progression should be. Due to the
inverse proportion between the variance and the reconstruction scale ∆λ (Equation 6.16) we get an
update rule for the reconstruction scale at pass i:
∆λi+1
∆λi
=
Var[i]
Var[i+1]
=
i+α
i+1
. (6.18)
The intuition behind the parameter α is quite simple: for α close to 1 the reconstruction scale
will decrease slowly, hence leading to only a slow variance growth. This implies that the solution
becomes smooth quickly, but at the cost of only a slow decrease of bias. The opposite is true for
small α.
Note that Equation 6.18 is independent on the number of samples traced per pass (i. e., per single
batch of samples). This is obviously undesired, as different number of samples per pass will yield
different results. Jarosz et al. proposed the addition of a parameter M (denoting the number of
samples per pass) that compensates for this by applying the reconstruction scale update M-times
after each pass (note however that the original equation in Jarosz et al. [2011b] contains a typo
[Jarosz 2014]):
∆λi+1
∆λi
=
M
∏
j=1
(i−1)M+ j+α
(i−1)M+ j+1 (6.19)
This way the parameter α becomes independent of the pass size and corresponds to changing ∆λ for
every individual sample, albeit with a delayed application at the end of each pass. This is especially
beneficial in GPU implementations where tracing small sample batches and frequent ∆λ updates
would heavily under-utilise the available computational resources.
In addition, the recurrent relationship in Equation 6.19 can be reformulated to compute ∆λi directly:
∆λi = ∆λ1 · 1iM
iM−1
∏
k=1
k+α
k
(6.20)
However, this is less efficient than Equation 6.19 as the number of evaluated operations grows with
each successive pass.
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6.5 Application
Tracing ray differentials (both classic and spectral) is independent on the specific Monte-Carlo
method, and is described in detail Section 6.3. Different rendering algorithms then apply this
information depending on their specific illumination reconstruction methods, using the methodology
from Section 6.4.
6.5.1 Light Tracing
In light tracing, rays starting at the light are traced through the scene and eventually connected to the
sensor (Section 2.5.1). All paths that contain a dispersive interface can result in a non-zero spectral
differential. To utilise SRD for reconstruction, two differential-guided options are available: splatting
of linear light samples, or a gathering-type image-space filtering approach.
Splatting This approach directly ‘splats’ the spectral positional differential (a world space offset) of
every light path onto the sensor by drawing a line from ρ(p−∆p) to ρ(p+∆p), where ρ ∈R3→R2
is a projective mapping, p is the ray’s hit position, and ∆p and ∆λ are the spatial and spectral
neighbourhoods obtained according to Section 6.4.
The actual colours for each fragment (i. e., projected position) of the line are computed by Equa-
tion 6.13, with λ extrapolated in the spectrum based on the wavelengths λ±∆λ that correspond to
the start and end point. The spectral values are first converted to the XYZ colour space using the CIE
matching functions [CIE 1932] and then into the RGB space of the output device. For efficiency a
1D lookup table is used to represent the λ→ RGB mapping. This spectral conversion pipeline is
further applied in all methods presented in this chapter.
Additionally, to preserve edges induced by the receiver geometry, each fragment along the splat-
ted line is weighted by a term which gives higher weight to fragments with similar surface
properties, comparably to geometry-aware joint-bilateral filtering [Eisemann and Durand 2004;
Petschnigg et al. 2004]. These bilateral weights are obtained by storing the geometric properties
(positions and normals) of the receiver surface where the connecting camera rays hit it.
As mentioned before, in reality the footprint over the entire spectrum might potentially not be a
line or a connected curve, but can consist of multiple, disconnected segments due to the possible
divergence of rays with different λ. The precise reproduction of this effect depends on how finely the
spectrum is sampled and obviously is beyond the scope of the first-order approximation. However,
the occurrence of this phenomenon is comparatively rare, and mainly, by progressively decreasing
the filter footprint the reproduction consistently improves.
Gathering The other alternative is, along with producing a spectral radiance image L(x,λ), to
create an additional image where the positional differential of each light path is averaged at each
pixel. Practically, whenever a light sample is connected to the sensor, its positional differential is
accumulated at the sensor location x = ρ(p). The distribution of offsets is meaningfully represented
by a mean if a single caustic is projected onto a pixel and becomes gradually less precise if multiple
divergent light paths are averaged, e. g., in the case of overlapping caustics.
Now, two assumptions can be used to filter the image L. First, the projected offset ∆x = ρ(∆p) ∈ R2
should vary smoothly within the neighbourhood of each pixel at position x. Second, we need to
assume that the first-order approximation L(x,λ+∆λ)≈ L(x+∆x,λ) can predict radiance at one
position and one wavelength from the differential and the radiance at different positions and different
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d) SRD
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Figure 6.5: Narrow pencil of light dispersed by a curved object, comparing finite-difference reconstruction
(b,c) and spectral differentials (d,e) with the basic naïve (a) and jittered (f) sampling approaches, for two
different spectral resolutions. See the detailed discussion in Section 6.6.1.
wavelengths. If this holds, we can simply filter the radiance image with a 1D linear kernel with the
size and orientation of ±∆x. At every location x the values between L(x−∆x) and L(x+∆x) are
averaged, effectively corresponding to a convolution with a (spatially variant) oriented linear kernel.
Same as in splatting the estimate employs the bilateral weights based on the receiver geometry.
6.5.2 Eye Tracing
Eye tracing operates similarly to light tracing except that the sensor (i. e., the image L) is sampled
instead. In each pass, rays are started at sensor positions xe and traced through the scene, yielding
(emitting) receiver intersections p and the corresponding spectral differentials. These again define
1D sensor footprints from (xe−ρ(∆p)) to (xe +ρ(∆p)) due to the reciprocity of light transport.
Although splatting is still applicable, it is less practical here since the samples already correspond to
sensor (and image) locations directly.
Same as in the gathering version of light tracing, it is alternatively possible to store the SRD statistics
(∆p and optionally multi-lateral filtering weights) in separate images and after the tracing stage apply
a 1D spatially-variant linear filter to the solution of each pass, before it is accumulated with the
overall solution. Advantageously, in contrast to light tracing, here this approach does not suffer from
the additional bias due to averaging of the differential statistics, as each progressive pass is filtered
separately and only then accumulated. In principle this would be possible in both methods, however
in light tracing the projected samples will have noisy and most likely also irregular distributions,
decreasing the robustness of the filtering process significantly.
Further consideration is also necessary in defining the geometry-based filtering weights. In addition
to the receiver geometry, the weights (based on positional and normal discrepancies between
neighbouring samples) need to be derived from the dispersive object itself. However, these cannot
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Figure 6.6: Narrow pencil of light dispersed by a curved object, comparing basic (a) to progressive SRD (b)
and the reference (c), across multiple passes. For details see the discussion in Section 6.6.1.
a) b) c) d)
Figure 6.7: Schematics of the scene compositions used for Figures 6.8–6.11, as well as Fig-
ures 6.12 and 6.13. The resulting images in these figures are essentially caustic ‘maps’, representing
the radiance reflected by the receiver. Refractive objects are drawn red, while blue corresponds to an opaque
diffuse receiver, with a constant directional light field coming from the top.
be based on its first-intersected surface (as is normally done), because rays originally entering
through the same interface can easily become divergent due to effects like internal reflection, causing
them to exit the object in different locations and yield entirely different differentials as a result
(cf. Figures 6.17, 6.18 and 6.19). The solution to this issue is to base these weights on the exiting
locations’ geometry, which correctly prevents the blurring of discontinuities between divergent
sample rays.
6.5.3 Photon Mapping
Photon mapping combines the two above approaches, connecting them via a kernel density estimate
(Section 2.5.1). Spectral differentials add an additional dimension to this estimate, which results in
an anisotropic density estimation kernel as opposed to the standard isotropic (e. g., Gaussian) kernel
(Equation 2.31). Essentially, the photon map becomes the differential of the entire illumination
function: it describes where photons land, but also the first order approximation of where they would
move if the wavelength was changed by a differential increment. A simpler alternative is again direct
splatting of photons, which is used in the presented interactive application in Section 6.6.4.
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Figure 6.8: Analysis of the “slabs” caustic scene (Figure 6.7, a) discussed in detail Section 6.6.2. The
rendering time was: 10 seconds (naïve and jittered) versus 2 minutes (reference).
6.6 Results and Analysis
The presented results use the three common image synthesis approaches discussed in Section 6.5
(offline light and eye tracing and interactive splatting-based photon mapping, all implemented on GPU
using OpenGL and GLSL). Splatting is performed by rasterising line (light tracing) and quad (photon
mapping) primitives procedurally generated from point samples in a geometry shader. Additionally
we show how spectral differentials can be used for interactive artistic control of physically based
rendering and conclude with an additional analysis.
Light tracing has been chosen as the primary representative algorithm to analyse SRD. This is
because the effects of applying them can be well isolated and examined most clearly, as no other
sources of illumination or bias are present (compared to the alternatives). This also facilitates the
most direct numerical analysis.
Two ways of sampling the spectral domain are used throughout this section: “naïve” and “jittered”.
The naïve results are generated with discrete sampling of the spectrum at regular intervals. On the
other hand, the jittered variants are produced by sampling the spectrum stochastically. The latter is
naturally preferred (and is also used to produce all reference images), although we have decided to
compare against the naïve approach as well, because, despite being overly simplistic, there can still
be encountered cases when it is used in practice (typically due to software limitations).
Another important remark is that, when relevant, the analysis is done separately for non-progressive
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Figure 6.9: Analysis of the “sphere” caustic scene (Figure 6.7, b) discussed in detail in Section 6.6.2. The
rendering time was: 15 seconds (naïve and jittered) versus 4 minutes (reference).
and progressive SRD (Section 6.4). This is to first understand and quantify the impact that using
spectral differentials has on the resulting images. Therefore, in the non-progressive variants the ∆λ
is kept constant, typically in relation to the spectral sampling granularity – for naïve sampling it is
inversely proportional to the number of bands, and same for the jittered variants so that they remain
comparable to the naïve results.
Performance is reported for an NVidia GeForce GTX 770 graphics card. All the presented images
were rendered at the resolution of 5122. For eye tracing, one sample is traced per pixel and per pass,
while light tracing universally uses M = 200k samples per pass, which in all experiments amounts
approximately to 50 ms (meaning that tracing SRD does not incur an appreciable overhead).
6.6.1 Basic Analysis
To gain an insight about the behaviour of SRD, the first test consists of a single narrow beam of light
dispersed by a curved object, resulting in a simple ‘rainbow’ caustic (Figure 6.5). The first row (a),
shows the naïve variant of sampling the spectrum, resulting in discrete discontinuous sampling of
the caustic as expected. Second, rows (b,c) show results using (naïve and jittered) finite differences,
which essentially correspond to tracing a second ‘virtual’ ray alongside the actual one, with the
wavelength offset by ∆λ. This approach works to an extent, although the curvature of the object
is neglected, resulting in a poor approximation of the caustic’s shape. Finally, rows (d,e) apply
(again, with naïve and jittered sampling respectively) analytic spectral differentials, leading to more
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Figure 6.10: Analysis of the “diamond” caustic scene (Figure 6.7, c) discussed in detail in Section 6.6.2.
The rendering time was: 2 minutes (naïve and jittered) versus 60 minutes (reference).
continuous approximation closer to the reference (row (f)) thanks to the fact that SRD take into
account also normal differentials which are influenced by the object curvature.
In spite of that, due to the intrinsic limitations of the first-order approximation, the SRD variant still
contains a certain bias. This is better visible in Figure 6.6, a, where the refractive index range has
been expanded. The bias is manifested as a spatial blur, clearly visible in comparison to the reference
(row (c)). On the other hand, the progressive SRD variant (row (b)), despite initially containing
this bias as well, over multiple passes converges to the correct shape since the blur diminishes with
decreasing ∆λ.
6.6.2 Light Tracing Results
Basic SRD Figures 6.8–6.11 show results of light tracing in combination with spectral ray differen-
tials. Four scenes are presented: simple “slabs” (for didactic purposes, Figure 6.8), and three more
complex objects – tessellated “sphere” (Figure 6.9), faceted “diamond” gem (Figure 6.10) and finally
“monkey” containing many high-curvature features and concavities (Figure 6.11). Both the “naïve”
and the “jittered” results are generated using 7 spectral bands for the traced samples. The references
are generated using 35 jittered spectral bands and 2–4 times more samples (depending on the scene).
All scenes show caustics on a diffuse white receiver from the objects with an IOR of 1.6–1.4 lit by a
white beam light source from the top (see Figure 6.7). Included in a line integral-convolution (LIC)
visualization [Cabral and Leedom 1993] of the projected positional spectral ray differential, with a
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Figure 6.11: Analysis of the “monkey” caustic scene (Figure 6.7, d) discussed in detail in Section 6.6.2. The
rendering time was: 1.5 minutes (naïve and jittered) versus 30 minutes (reference).
false-colour coding for its magnitude.
First, note that the naïve solutions suffer from visible spatial aliasing artifacts (‘banding’). Jittering
the spectrum removes the aliasing but generally contains more noise (i. e., the error is only distributed
differently if an equivalent number of samples is used, as indicated by the quantitative analysis
at the end of this section). For both of the sampling variants we first applied a spatially uniform
Gaussian filter with a support just large enough to remove the respective aliasing and noise artifacts.
As expected this removes most details in the caustics as well. We then applied the SRD-based
splatting and gathering reconstruction techniques (Section 6.5.1). Gathering works well in case of
a single structured caustic, such as Figure 6.8, but fails to remove noise or leads to over-blurring
in cases where the accumulated positional differential estimate is noisy as well or when multiple
divergent caustics overlap at a same location (e. g., Figures 6.10 and 6.11). Splatting, on the other
hand, does not suffer from these problems as each sample is reconstructed independently, and
consequently its application removes all visible noise and in the jittered variant leads to results
visually indistinguishable from the reference. As a few examples, notice how details like the
concentric streaks in Figure 6.9, individual facets in Figure 6.10, or curved features in Figure 6.11
are well preserved in contrast to the original unfiltered solutions.
Progressive SRD A separate analysis is provided for the “monkey” (Figure 6.12, with a different
orientation corresponding to Figure 6.1) and “diamond” (Figure 6.13) scenes. The aim has been
to examine the rate of convergence and resulting bias (visually and numerically, see below) of the
progressive version of SRD in comparison to the basic one and to unbiased reference. The SRD
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Figure 6.12: Progressive convergence of the “monkey” caustic (see Section 6.6.2 for a detailed discussion).
The insets show false-colour-coded RMSE differences between the SRD / PSRD solutions and the reference.
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Figure 6.13: Progressive convergence of the “diamond” caustic (see Section 6.6.2 for a detailed discussion).
The insets show false-colour-coded RMSE differences between the SRD / PSRD solutions and the reference.
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Figure 6.14: Intricate caustic resulting from chromatic dispersion on a brilliant-cut gemstone (Figure 6.7, c)
but with a very wide refractive index range (from 2.2 for the violet end to 1.2 for the red end of the spectrum).
The (jittered) light tracing reference produces very noisy results, due to the large dispersion magnitude, and
does not fully converge even after a high number of passes. Basic SRD lead to a smooth solution and an
order of magnitude faster convergence, the solution is however biased, which is manifested as blur of the
caustic features (see insets below). The progressive SRD variant converges almost as fast and leads to the
unbiased solution in the limit, so that the sharp features are correctly reproduced.
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Figure 6.15: Convergence for the caustic result images Figures 6.8–6.11 using the splatting reconstruction
(RMSE between the result and the reference images).
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Figure 6.16: RMSE plots showing the progressive convergence over 10k passes of the monkey (Figure 6.12)
and gem (Figure 6.13) scenes. SRD converge very fast but to a biased solution, while PSRD, regardless of
the actual value of parameter α, approach the correct solution at the rate characteristic for other Monte-Carlo
approaches.
solutions here use a constant ∆λ value corresponding to 1/6 of the visible spectrum range. In
contrast, the PSRD solutions start with the same ∆λ value, which is then progressively updated using
Equation 6.19 with α= 0.9. All the solutions are shown after selected numbers of passes, as well as
converged to a stable state.
The conclusions to draw from this experiment are in agreement with the theory discussed in Sec-
tion 6.4. The reference solution is very noisy, especially in areas with low sample density, and
therefore requires a high number of passes to converge. SRD produce an exceptionally smooth
solution, requiring about 1–1.5 orders of magnitude less passes (and samples thereof). The results
however contain visible bias manifested as spatial blurring of features, similarly to Figure 6.6 (cf.
difference images). In contrast the PSRD solution, as expected, has a slightly slower convergence
rate but the converged results are visually indistinguishable from the reference and numerically
converge to it.
Although the bias produced by SRD is often subtle it will generally increase with the dispersion
magnitude, but also with distance the light travels after the interaction, as dispersion is an angular
phenomenon. In Figure 6.14 this is demonstrated this by artificially increasing the IOR range, which
leads to a much stronger dispersion. Here the bias is immediately apparent, causing blurring or even
different shaping of the caustic features.
Quantitative analysis While the basic SRD reconstruction results in images with less noise, it
might not be immediately obvious if they actually are better in relation to the reference, as any blur
results in a biased solution. The plots of the root mean squared error (RMSE) in Figure 6.15 however
show, that even with the blur, the results indeed are closer to the corresponding references and
converge to a very similar solution. Here we analyse the convergence of the splatting reconstruction
compared to the original solutions for both the naïve and jittered variants of Figures 6.8–6.11. It can
easily be seen that the SRD-based solutions are not only numerically better in all test cases, but also
converge much faster. This is thanks to the fact that the splatted samples are 1D lines as opposed to
just point samples in the original solutions.
We have additionally measured the RMSE between the SRD and PSRD solutions, both in comparison
to a converged reference solution. These measurements (corresponding to Figures 6.12 and 6.13) are
plotted in Figure 6.16. For the PSRD variant, three different values of the parameter α have been
tested. It is apparent that the basic SRD solutions converge the fastest, but not to the expected error
value of 0, resulting in bias. The PSRD empirically turn to behave optimally for α values around 0.9.
CHAPTER 6. SPECTRAL RAY DIFFERENTIALS 112
For smaller α, such as 0.8 or less, the algorithm arrives to very small ∆λ values too quickly, leading
to higher variance and slower convergence. And naturally, the opposite holds for α values close to 1.
FilteringBdirectionsReferenceSRDB(jittered) ReferenceB(zoom-in)SRDB(jittered,Bzoom-in)
Naïve Jittered
Original OriginalUniformBBlur UniformBBlurSRDB(gather) Reference FilteringBdirs.SRDB(gather)
Figure 6.17: Icosahedron object made of glass. Computed using dispersive eye tracing and reconstructed
using different methods (insets). Detailed discussion in Section 6.6.3.
6.6.3 Eye Tracing Results
Figures 6.17, 6.18 and 6.19 present eye tracing results for three sample objects and transparent
materials (glass icosahedron, diamond gemstone and monkey composed of water). The corresponding
references were again generated using 35 jittered spectral bands with 40 samples per pixel, while the
original (unfiltered) naïve and jittered variants used 5 spectral bands and 4 samples per pixel. The
variants containing SRD-based reconstruction were, again, about 1–1.5 orders of magnitude faster
than the reference.
The comparison is similar to the light tracing case (Section 6.6.2), although only the gathering
reconstruction is evaluated, since the rendering and the resulting reconstruction natively take place
in the image space (see discussion in Section 6.5). The artefacts inherent to the naïve and jittered
variants are present here in a similar form, as expected. Gathering also suffers from similar problems
(noisy guide images of the bilateral filter and overlapping positional differentials), but in general
produces results with less noise and closer to the reference. We have opted for rather conservative
settings regarding filtering magnitudes and bilateral weighting, so that some noise can remain
but the edges in the image are preserved. The remaining problems, however, are only visible at
strong close-up views and the rendered objects under normal viewing conditions generally look very
plausible.
6.6.4 Interactive Photon Mapping and Editing
Figure 6.20 shows image-space dispersion in an interactive rendering setting using SRD for eye
and light paths at the same time. To generate the images with approximate reflection, refractions
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Figure 6.18: Brilliant-cut diamond. Computed using dispersive eye tracing and reconstructed using different
methods (insets). Detailed discussion in Section 6.6.3.
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Figure 6.19: Monkey head composed of water. Computed using dispersive eye tracing and reconstructed
using different methods (insets). Detailed discussion in Section 6.6.3.
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Figure 6.20: Interactive caustic rendering and editing (see Section 6.6.4) using photon splatting (20482
caustic map, 40 ms rendering). Dispersion is selectively generated by image space filtering in about 1 ms,
using purely the information provided by spectral differentials. The strokes (bottom left) are not binary, but
actually specify the dispersion magnitude, which—if artistically desired—allows consistently specifying a
separation between the spectral components even beyond physical limits.
and caustics, we use a GPU-based photon mapper based on splatting [McGuire and Luebke 2009]
in combination with caustic mapping [Wyman and Davis 2006]. Along with eye-refractions and
caustics, the spectral differential is computed and averaged in screen space per-pixel. In the final
pass, a 1D filter with 5 jittered taps in the direction defined by the positional differential is used
to convolve the RGB image with RGB spectral response curves. This filter is very fast, requiring
roughly 1 ms per megapixel.
Artistic control Dispersion can undoubtedly yield images with certain artistic qualities, such as
shown in Figure 6.21 or by the work of Peter Erskine (example at www.thisiscolossal.com/2015/04/
peter-erskine-prisms). However, artistic control over physically-based image synthesis is difficult
to achieve. For dispersion, the proposed positional differential offset field can be used to guide
artistic effects and can be controlled locally in image space by simple scaling. Starting from an
image without dispersion (Figure 6.20, left) the user paints a multiplicative 2D control field (shown
inverted) and the system interactively produces a plausible dispersed image by applying the filtering
step using an offset field that is modified by the user guide, leading to the result in Figure 6.20,
middle. Note how such local and interactive control would be very difficult—if not impossible—to
achieve by modifying physical scene parameters such as IORs or geometry.
a) b) c) d) e)
Figure 6.21: Caustic by a diamond (a) (violet-to-red IOR range 2.5–2.4) and multiple caustics resulting from
different meta-materials with IOR ranges 1–1.5 (b), 0.05–2.4 (c), 0.5–2.5 (d) and 3.5–0.1 (e). The scene
composition is identical to Figure 6.10.
Chapter 7
Conclusion
The work presented in this thesis deals with physically-based rendering of various types of partici-
pating media. We have briefly exposed this problem in Chapter 1 and provided an overview of the
relevant physical and mathematical bases, as well as some of the difficulties associated with the
topic, in Chapter 2. Chapters 3–6 then presented several approaches to solve particular questions in
the area.
This chapter summarises and concludes this effort. A general discussion is provided first, followed
by a summary of the presented topics and possible future work stemming from each.
7.1 Summary and Outlooks
Light interacting with participating media has a behaviour that is complex to simulate. The most
characteristic type of interaction is scattering, which is at the same time most difficult to reproduce
properly in all conditions. On one hand, scattering is formulated as a highly multi-dimensional
integration problem, and no analytic solutions are available to solve it except for the simplest of
cases. From another point of view, scattering can be seen as a loss of information, since it locally
corresponds to a directional convolution and globally leads to a decrease of frequency of an incoming
illumination (proportionally to the medium’s optical thickness). Yet again, due to its spatially varying
nature it is difficult to characterise scattering by available statistical approaches except for most
trivial (homogeneous and isotropic) conditions. Even transparent media which do not visibly exhibit
scattering (due to their internal structure) still cause dispersion, which is a nonlinear, spectrally
dependent phenomenon that has proven difficult for stochastic methods to sample.
All these interactions can theoretically be simulated by general Monte Carlo methods, but in practice
this can be too cost-prohibitive due to the multitude of visual effects that media can have on scenes’
appearance. This is especially true for interactive applications. Here it is virtually unavoidable to
rely on specialized methods that utilise prior knowledge about the environment to be simulated.
The ordering of the thesis’ core chapters is mirrored in the remainder of this section. The chosen
order is not incidental, but reflects the degree of specialization of each of the presented methods
and also its resulting efficiency. Chapters 3 and 4 make relatively restrictive assumptions about the
simulated media (homogeneous media and clouds), but as a result reach fast execution speeds in the
order of milliseconds. Chapter 5 focuses on the more general glass of optically thick media, relaxing
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most of the preceding work’s assumptions yet still achieving interactive speeds in around tens of
milliseconds. Finally, Chapter 6 describes the specific interaction with dispersive transparent media
but is applicable in most general MC methods, increasing the efficiency of reproducing dispersion by
about an order of magnitude.
7.1.1 Screen-Space Scattering (SSS)
The approach from Chapter 3 allows approximating the distinct colouring and blur effects that can
be essential to convincingly depict participating media such as water or foggy environments. It
shares the usual shortcomings of screen-space approaches, in that it does not account for illumination
not directly present in the framebuffer, but also all their beneficial properties, like high speed –
taking only a few milliseconds for typical screen resolutions – and the ease of implementation and
integration into an existing image-space / deferred-shading pipeline.
Approximation by a PSF Approximating scattering or any other global effect in this way is
inherently limited. First, the derivation of the underlying PSF itself by Premože et al. [2004]
(Equation 2.36) relies on many simplifying assumptions. Although the derivation considers multiple
scattering, the PSF expression is limited to homogeneous media and a narrow incident light beam.
It would still be possible to include heterogeneous media in an approximate way by using ray-
marching to integrate the medium parameters for each pixel individually; this would however
increase the cost of our approach significantly. An alternative could be using the PSF derived by
Narasimhan et al. [2003; 2004] which is not limited to a simple Gaussian and is also valid for
point light sources; the disadvantage of this model is its formulation as an infinite series, so further
investigation would be required to see how this model could be implemented in an efficient way
using, e. g., the presented pyramidal approach.
Also, as the employed model simulates multiple scattering as a blurring operation, high-frequency
effects due to both on- and off-screen sources are not captured by our technique. These include
phenomena such as light shafts and volumetric caustics, which in scenes with high dynamic range
are often important to convey the presence of a participating medium. Given the character of
our method, it is clear that simulating these requires employing a complementary approach for
calculating low-order scattering effects, such as the epipolar-sampling technique by Engelhardt and
Dachsbacher [2010].
Screen-space limitations Using only the HDR image of the scene as a starting point for ap-
proximating scattering is of course not entirely correct. The reason is that the calculation of the
illumination even before considering the camera should already take the medium into account. A
closely related limitation is that light sources not directly visible are not accounted for. The simple
measure used in most of our examples is the addition of an emissive term derived from the intensity
of the total illumination in the scene. A more interesting and systematic approach would be to
use deep screen space [Nalbach et al. 2014a] which is a general framework aimed at overcoming
the inherent limitations of screen-space techniques. The advantage of deep screen space is that
it provides information about all scene objects, including the occluded and off-screen ones. Its
volumetric extension [Nalbach et al. 2014b] however considers only single and double isotropic
scattering. Combining this approach with a more general anisotropic PSF expression and a fast
pyramidal gathering in image space could greatly extend the amount of reproducible effects. The
main challenges in doing so are how to actually calculate the multiple-scattering contributions from
source objects, but also how to efficiently access them (since, currently, deep screen space is limited
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to a splatting-based accumulation of these data).
Decoupling scattering and absorption Despite the fact that absorption and scattering are inter-
twined effects the former needs to be taken care of before the latter in a screen-space method like ours.
The reason is that absorption is a distance-dependent effect that can produce subtle but perceivable
hue changes even for small distance variations. As such it needs to be calculated in the full-screen
resolution where the distance information is pixel-accurate, and hence is already cannot be done
during the lower-resolution MIP map construction. However, it can neither be calculated after the
filtering phase, because the blurred radiance coming from different distances will exhibit different
levels of absorption; if one tried to compute the absorption after first blurring the scattered radiance,
multiple ‘halos’ from different distances could potentially overlap in any given pixel, but each pixel
would be attenuated depending on its own distance, which might not correspond to distances the
halos originate from.
Hierarchical convolution The approximation of an incremental convolution by a hierarchical one
also bears some limitations, especially if an anisotropic filter is used as in our case. Although the
lower-resolution MIP levels are sufficient to represent the blurred information from the perspective of
its frequency, some spatial or temporal high-frequency artefacts can still appear – mostly due to the
fact that the distance information in the higher MIP levels is averaged. This might become a problem
in the presence of high-frequency illumination or very dense media, in which case increasing the
filter support size might be necessary.
7.1.2 Amortised Photon Mapping (APM)
Chapter 4 presents an interactive cloud rendering method. The algorithm utilizes a temporally-
coherent illumination caching process to amortize the simulation costs across multiple frames. Our
novel representation of angular illumination distribution inside clouds enables reproducing the
characteristic appearance of clouds, while keeping the computational and storage costs modest. The
algorithm maps very well to the architecture of modern graphics hardware, and hence all its major
steps can be evaluated in parallel on the GPU.
The proposed method improves on the existing techniques in multiple regards. Realistic observations
about the typical environment of clouds were used in its design. The approach is not limited to any
particular cloud type or any subset of possible light paths in clouds, and can handle the light sources
important in the simulated environment. All physically plausible properties of clouds are considered
and the entire method is physically meaningful.
Scaling In the current form the method’s performance scales linearly with the number of simulated
clouds, which is certainly not practical. It would be beneficial to investigate if, and what kind of a
multi-resolution scheme can improve this. A suitable hierarchical representation of the photon cache
could significantly reduce the number of photons required for rendering clouds that are distant from
the camera.
Directional caching In addition, the algorithm could be improved and even adapted to other types
of media by relaxing or even completely dropping the specific assumptions about the simulated
environment. For example, multiple HG lobes could be used to represent more complex illumination
distributions than the ones dealt with in the described approach. Such representation could be used
not only for (approximate) direct rendering, but also to guide an unbiased algorithm such as path
tracing (which has actually been the original motivation behind photon mapping [Jensen 1995]).
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Several related approaches for clustering both spatial [Jakob et al. 2011] and directional [Lauri-
jssen et al. 2010; Vorba et al. 2014] photon distributions based on expectation maximisation are
already available.
The most relevant is the work of Vorba et al. [2014] which employs a mixture of spherical Gaussians
to cluster indirect illumination on surfaces, and uses this information for importance sampling in
an additional rendering pass. In theory this approach could be transferred to volumetric rendering
directly, since the Gaussian mixtures are not limited to hemispherical distributions (despite being
used that way). It is however likely that designing an efficient representation suitable for volumes will
require additional considerations about spatially distributing the caches. Another issue to overcome
would be factoring the phase function into the cached distributions, since currently the method relies
on multiple importance sampling to combine the cached information with surface BRDFs (causing
issues if both of the distributions have appreciable anisotropic behaviour).
7.1.3 Principal-Ordinates Propagation (POP)
Chapter 5 proposes a novel discrete ordinates method capable of computing light transport in
heterogeneous participating media which exhibit arbitrarily anisotropic scattering. This approach
does not require any precomputations, which makes it well suitable for simulating dynamic and
evolving media without extra considerations. Both the scattering and the radiance distributions
are represented by the Henyey-Greenstein function; the latter (radiant energy) is propagated by
a novel scheme using lattices oriented along estimated principal light directions. The employed
representation also adapts to and pre-filters incident lighting.
In general the steps of the proposed method are physically-plausible. The employed heuristics
introduce a certain bias but allow making design decisions that result in real-time performance on
contemporary graphics hardware. Also the decomposition into a finite number of directions for
distant light can only be successful if the variation of the initial light distribution is not too high;
this however holds for all the HDR environment maps we tested in our experiments. In addition
the prefiltered initialization can be used to avoid discretization artefacts in favour of a smooth
approximation.
Temporal coherence The propagation stage of our method has turned out to be very stable and
robust in respect to changes of the observer position and the medium itself. However, some temporal
coherency issues still occur if the illumination discretisation changes too abruptly, either due to
changes of the propagated importance function or simply changes in the lighting itself. These issues
are typical to instant radiosity approaches [Keller 1997] or any other approach that relies on a discrete
representation of the source illumination. An easy workaround is to apply some form of temporal
filtering to the importance function (which can be as simple as averaging the importance maps across
several consecutive frames). This works to an extent, but a more systematic solution would be to use
an illumination discretisation method that explicitly enforces temporal coherence, for instance akin
to the clustering approach of Prutkin et al. [2012] proposed in surface rendering.
Approximate principal ordinates Although we have not observed significant problems in this
regard, theoretically in volumes with high density gradients the light distribution might not be
faithfully reproduced by the HG basis aligned with the initial light direction. This is because strong
heterogeneities of the medium may cause local deviations of the principal propagation direction,
which globally aligned rectilinear grids cannot follow. An attractive way to deal with this problem
would be using adaptive propagation grids. Such grids could still be treated as locally Euclidean, but
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their topology would be ‘warped’ along the locally varying principal directions of propagation, as
long as this variation remains smooth. We believe that this alignment should follow the gradient of
the medium density, which amounts to solving the Eikonal equation commonly used in rendering
media with varying refractive index (see for instance Ihrke et al. [2007]).
Surface boundaries Handling of opaque surfaces is a problem related to the above and one of
the intrinsic limitations of DOM which our approach shares. While the light attenuated by the
medium and reflected from surfaces back into the medium is handled by the local (spherical)
propagation grids, higher-order interactions between surfaces and media are currently not accounted
for. Although the first-order bounce is usually the most salient (since it reproduces most of the colour
bleeding from surfaces to media), one way to reproduce multiple bounces would be to trace the local
VPLs beyond the first surface interaction. This would be similar to volumetric instant radiosity [
Engelhardt et al. 2010; Engelhardt et al. 2012], except that the energy from VPLs would not be
gathered directly, but transported further in the local grids to account for additional higher scattering
orders.
Alternatively it is possible to treat solid surfaces as strong volumetric scatterers and occluders, and
represent them using voxelisation (either in a separate volume or merged with the medium density
field). This is an approach used, e. g., by Kaplanyan and Dachsbacher [2010] and Billeter et al. [2012].
The main limiting factor is naturally the propagation grids’ resolution (in our case typically in the
range of 83–203), but it is conceivable that low-frequency (i. e., diffuse) illumination could be
represented this way with the help of proper pre-filtering.
Convergence rate Another property inherent to all FE methods is their dependence on the dis-
cretisation accuracy. The resolution of every propagation grid is limited and the general limitations
of discrete sampling apply – for finer details higher resolutions are required. Our approach deals
with this issue by using multiple superimposed but relatively small propagation grids, in which
a low number of iterations is sufficient to propagate most of the radiant energy. The upsampling
and prefiltering steps also help to defer these issues and for typical volume data sets moderate
grid resolutions have shown to be capable of handling a wide range of illumination conditions and
medium properties.
However, on the basic level the relative complexity of our method is still O(n3) in space and at least
O(mn3) in computation, where n is the relative scale of the smallest detail one wishes to reproduce.
The additional term m expresses the increase in the number of iterations necessary for the solution
to converge; typically m = O(n1+p) with p ∈ [0,1] (depending on the medium properties). It is
the increase of the number of required iterations that makes DOM methods unusable for higher
resolutions of the propagation lattice.
The classic solution to these problems is to use a hierarchical discretisation scheme, which is widely
utilised in volume radiosity [Bhate 1993; Sillion 1994; Sillion 1995]. Stam [1995] suggested this
approach to accelerate his local propagation method based on the diffusion approximation. In the
context of POP, this would lead to a slightly increased spatial complexity of O(n3 log3 n), but would
dramatically reduce the number of necessary iterations to m = O(log1+p n). This however represents
a challenging direction for future work – in contrast to isotropic transport (as described by diffusion,
for instance), designing a hierarchical propagation scheme in the context of an anisotropic method is
much more difficult. This is especially the case with POP, since the employed HG basis is non-linear.
A related characteristic of FE methods is that their rate of convergence depends not only on the
propagation domain resolution but also on the optical thickness of the simulated medium; especially
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for dense high-albedo media the number of iterations required for producing a converged solution
might be prohibitively high (even in small domains). Employing ideas from similarity theory
[Wyman et al. 1989] and utilising mathematical properties of the HG distribution (Section 2.3.3), this
issue is effectively dealt with by using the proposed two-step propagation scheme (Section 5.4.4).
Here only a small part of energy is propagated in full-resolution anisotropic mode. To our benefit,
highly scattering media also decrease the anisotropy of the propagated light faster, allowing us to
switch to the cheaper isotropic propagation mode earlier. The lighting frequencies resulting from
the isotropic transport are by definition low and therefore lower-resolution propagation domains
are sufficient here as well. It is likely that a hierarchical propagation scheme would increase the
efficiency of this step even more.
7.1.4 Spectral Ray Differentials (SRD)
Chapter 6 introduces a method for reconstructing dispersion phenomena. Aside from providing a
better mathematical description of these effects, the main purpose of SRD is reducing noise when
rendering chromatic phenomena by offline ray and particle tracing methods as well as their interactive
counterparts. In general these results extend the family of ray differentials [Igehy 1999], which have
proven widely useful and are implemented in many contemporary renderers.
A common side-effect of image reconstruction techniques based on a first-order approximation,
including the proposed approach, is that they introduce bias into the final result due to the finite
footprint of the respective employed filter. This effectively introduces a certain amount of blur into
the image, which however in most cases is visually more appealing than uncorrelated noise. On
top of that the progressive formulation of SRD makes this bias consistently diminishing, so that in
the limit the solution converges to the true, unbiased one. Additionally this enables a very rapid,
near interactive way of working with dispersion – even in the context of non-interactive rendering
methods. This is because the variable reconstruction scale (i. e., the filter footprint) makes it possible
to first render dispersion fast and coarsely (with larger bias), and then by fluently decreasing this
value achieving a more accurate, consistently converging solution.
In addition to the applications in standard Monte-Carlo rendering pipelines (Section 6.5), other
specific areas of rendering might benefit from our work. Examples of these include simulation of light
transport in optical systems, most prominently human eye [Kakimoto et al. 2004; Ritschel et al. 2009]
and artificial lens systems [ Hullin et al. 2011; Hullin et al. 2012]. The application of SRD is even
more beneficial in rendering meta-materials or exotic materials with high IOR ranges, where the
dispersion is much stronger. Therefore, while standard solutions will produce even more noise
than usually (due to the higher divergence of dispersed light), spectral differentials will maintain
their good convergence properties since their footprints grow proportionally with the magnitude of
dispersion. Rendering such materials results in especially interesting images with a certain artistic
value.
Convergence Our analysis shows that the convergence of SRD-based solutions is much better than
their basic (point-based) counterparts. This naturally comes from the fact that each linear sample
footprint generally covers many pixels in the resulting image. Since the size of the footprint is defined
in the world space and not in the image space, an interesting side effect is that the convergence with
SRD becomes even better if the resolution of the rendered image is higher (because the number of
pixels covered by a particular sample footprint increases proportionally with resolution).
Robustness As in the previous work on differentials it is to be assumed that the differentiated
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function is sufficiently smooth. Spectrally-varying transmission, absorption or emission do change
the (radiance) function smoothness, especially if the respective spectra are peaky (i. e., they contain
higher frequencies than the original illumination). Understanding how this affects spectral differen-
tials definitely requires further investigation. It is certainly feasible that higher-order differentiation
within the spectrum might solve the associated issues.
A related question is how to utilise spectral differentials in more general conditions. We have
demonstrated their use in the comparatively simple context of ray and particle tracing methods
where the reconstruction is done by gathering or splatting. Methods such as photon mapping with
kernel density estimation, bi-directional path tracing, or even their combination – vertex connection
and merging [Georgiev et al. 2012] would require additional considerations when extending their
respective estimates into the spectral domain. Further evaluation would also be required to find
robust ways of applying SRD on surfaces with complex geometry, e. g., strongly concave ones, where
the proposed method based on geometrically aware multi-lateral weighting might not be sufficient.
Gathering versus scattering The presented gathering-based implementations currently assume
that at a single image location the dispersive caustic is dominated by photons that are refracted mostly
by the same sequence of interfaces (or different interfaces with similar relative orientations). This is
not the case for example when two distinct caustics cross each other, and for overlapping transparent
surfaces. In such areas, our approach gracefully degrades to the unfiltered original because the size
of the accumulated footprint tends to diminish (especially if the incoming rays’ differentials are close
to perpendicular). The scattering solution does not suffer from this limitation and is to be preferred,
although its implementation is more application-specific. Consequently, software limitations or other
requirements can make gathering a necessary alternative, so it is useful to have it included in the
analysis.
Parametrisation Same as all progressive photon mapping approaches our algorithm is controlled
by a scaling parameter. Although the intuition behind it is easily grasped, the actual value optimal
in a given scene configuration is not easy to determine without prior experimentation. A very
interesting direction for future work is therefore an automatic determination of an optimal value
for this parameter. This might be based on a suitable statistical error metric, similar to the work of
Hachisuka et al. [2010]. Conceivably, different values should be used in different parts of the scene
(or even per-pixel) instead of a single global value, depending on the local energy density from the
incoming illumination.
Beyond dispersion A natural course of action would be to extend SRD beyond just dispersive
refraction. Other existing sources of fascinating chromatic effects are of interest to computer graphics,
most notably diffraction and interference. These phenomena are however more complex, since they
require wave-optical considerations, and as such deriving corresponding differentials will likely be
more involved. In spite of that it might still be feasible, given that at least diffraction can (to a good
extent) be simulated within ray-based rendering frameworks [Stam 1999; Cuypers et al. 2012]. Even
dispersion itself requires additional work, since transparent media can cause light paths to curve if
their refractive varies smoothly, which is something that SRD ignore at the moment. Such extension
should be possible by differentiating the Eikonal equation that describes this behaviour.
As already mentioned, spectral differentials belong to the group of ray differentials which comprises
image-space differentials (i. e., the classic differentials of Igehy [1999]), light-space differentials
(dubbed photon differentials by Schjøth et al. [2007]), path differentials (describing glossy reflection
and refraction [Suykens and Willems 2001]), and other methods that employ differential-like
CHAPTER 7. CONCLUSION 122
techniques (e. g., by Fabianowski and Dingliana [2009]). It is logical and highly desirable to
consider the use of differentials to reconstruct other phenomena, especially distribution effects
which tend to contribute the most to the variance in MC solutions. One of the ways to reconstruct
such effects is axis-aligned and sheared filtering, which most notably utilises frequency analysis
[Durand et al. 2005] to explain effects like soft shadows [ Mehta et al. 2012], diffuse inter-reflection [
Mehta et al. 2013], motion blur and depth of field [ Belcour et al. 2013; Mehta et al. 2014], their
combinations [Yan et al. 2014], and to a certain extent even scattering [ Belcour et al. 2014]. While
these methods achieve tremendous results in noise reduction, their mathematical complexity requires
many approximations to be made during the derivation but also reconstruction itself, especially when
reconstructing multiple different phenomena together. The major advantage of ray differentials is
that they are tracked individually for each ray or path, so that the reconstruction can be performed
with considerations about each individual sample, in contrast to the above approaches which perform
the filtering based on local statistics about incoming light, scene configuration, etc. Ultimately, we
envision the derivation of a total ray differential, which would consider the full dimensionality of
the radiance function and track the differentials in respect to all its variables. Reconstructing the
illumination would then entail combining all this information in a joint multi-dimensional filtering
step.
Finally, given the existence of differentiation schemes that describe distributed effects (primarily
glossy surface reflections [Chen and Arvo 2000; Suykens and Willems 2001]), it seems a realistic
proposition to derive scattering differentials since (anisotropic) scattering shares many similarities
with glossy reflection. In addition to reconstruction, scattering differentials could be an important
ingredient in designing higher-level rendering primitives in the context of volumetric rendering.
Efforts in this direction have already been made, mainly represented by methods utilising photon
beams [ Jarosz et al. 2011a], diffusion of such beams [Habel et al. 2013], and virtual beam lights
[Novák et al. 2012a]. This spiritually follows the classic work in surface rendering that has striven
to enrich rays as a rendering primitive (such as beams [Heckbert and Hanrahan 1984], cones
[Amanatides 1984], pencils [Shinya et al. 1987] and voxel cones [Crassin et al. 2011]). It is an
interesting subject for future work whether such scattering differentials make a conceptual sense, and
if so how can they be derived and applied to improve the quality of volumetric rendering solutions.
7.1.5 General Discussion
The methods presented in this thesis have similar applications but are largely complementary in the
types of conditions they target. The common important trait they share is a complete independence
on any precomputation that many other interactive methods rely on. This enables them to be applied
in any conditions where the rendered scene is dynamic and changes unpredictably. It should also be
understood that all the documented implementations are working prototypes, implying that numerous
low-level optimisations could still be performed and therefore the performance measurement figures
should be taken as rather conservative estimates. In fact, none of the methods exhibits any significant
bottleneck, so a consistently good GPU occupancy is achieved. Thanks to that it is to be assumed
that the performance of all the proposed methods will scale well with the constantly increasing
processing power of graphics hardware.
• Screen-space scattering is a very fast method that achieves computation times of only a few
milliseconds per frame (and a significant part of that comes from the use of a costly double
bi-cubic interpolation). As such it qualifies for use in high-performance real-time applications
that may require the rendering of homogeneous media. These are primarily computer games
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and training simulators, but possibly also image editing tools since SSS does not require a 3D
representation of the scene to operate.
• Amortised photon mapping runs in about 10–20 milliseconds per frame, for a single cloud. This
still qualifies it for real-time applications with higher computational resources, but not for games
which need to assume an average consumer hardware. However, APM degrades gracefully with
lower resolutions of the caching lattice, and, at the cost of a linear memory increase the photon
tracing cost can be amortised across longer time periods. Combined with the proposed hierarchical
caching scheme it is conceivable that the total per-frame cost could drop below 10 ms, which is
affordable even in gaming.
• Principal-ordinates propagation reaches speeds of about 30–60 milliseconds per frame, at least
for the tested scenes. This will not be sufficient for high-performance applications (at least within
the next few years) but can be used for applications which require high-quality rendition of
volumetric media but also interactive feedback. Prime examples of these are scientific and medical
visualisations. It should be noted that for the somewhat increased computation price (measured
in the context of interactive applications) POP delivers unprecedented qualitative results. To our
knowledge no other existing method with comparable performance can reproduce the effects of
anisotropic multiple scattering for such a broad range of media, and even non-interactive rendering
algorithms struggle with some of the lighting phenomena that POP can handle.
Noticeably, POP targets a superset of media than what APM can handle. In terms of quality APM
is surpassed by POP even for clouds, simply because the latter uses multiple lobes for representing
the radiance directionality. On the other hand APM is several times faster (even with the relatively
conservative settings used for its evaluation) because it exploits the assumptions of temporal
coherence in clouds that POP cannot rely on.
• Finally, spectral ray differentials target all applications that are based on tracing rays or ray-like
primitives. These can be very accurate and non-interactive stochastic MC methods but also
interactive algorithms based, e. g., on photon splatting. The overhead of tracking SRD is usually
negligible, since it takes only a handful of arithmetic instructions per each dispersive interaction to
update them. The cost of their reconstruction varies for each applied method, but again is never a
very significant factor. Most importantly, SRD typically lead to an order-of-magnitude less noise
compared to the baseline methods, and the progressive diminishing of their approximation bias
enables a seamless transition from an interactive manipulation mode to a non-interactive regime
that produces an accurate converged solution.
Scattering and blurring At this point we can see that on the macroscopic scale, scattering shares
many similarities with blurring and filtering in general. For instance, taking a closer look at the
relations between the screen-space scattering and principal-ordinates propagation methods, it can be
seen that they deal with similar problems. The pyramidal approach applied to fast filtering in SSS is
designed to overcome the innate complexity of computing a response of an arbitrarily large filtering
kernel. There are of course some limitations of this approximate approach – the partial kernels
contained in each of the filtering pyramid levels have an increasing but finite size, while the Gaussian
filter that is being approximated is infinite for even very small standard deviations. The difference
can be apparent for light sources with very high brightness but small distance to the camera. Aside
from that, however, the filtering pyramid successfully fulfils its purpose: to connect all image pixels
and distribute energy between them in a logarithmic number of steps. As explained in Section 7.1.3
the propagation scheme of POP suffers from virtually the same issue – how to efficiently distribute
energy between the lattice voxels without requiring a super-linear number of iterations to do so.
Although the information contained in the propagation lattices is richer than what images represent,
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it is likely that some inspirations can be taken from pyramidal filtering when designing a hierarchical
propagation solution for the anisotropic light transport.
Furthermore, by utilising this knowledge one could design a hybrid method for volumetric light
transport that, akin to POP, propagates light in principal lattices, but instead of an iterative approach
performs only a single forward sweep through the medium. Unsurprisingly, methods based on
similar considerations already exist. Light propagation can be done in a single blurring sweep but
with neglecting an entire backward portion of the path space [Kniss et al. 2002; Riley et al. 2004].
An accurate propagation in this sense on the other hand requires multiple sweeps [Fattal 2009].
Bi-directional scattering-surface reflectance distribution functions (BSSRDFs) require no sweeps
at all, but cannot handle heterogeneous media, suffer from difficult boundary conditions such as
concave object boundaries, and despite continuous improvements [Frisvad et al. 2014] are unable to
represent fully anisotropic scattering. By performing a sweep through the medium, the shortcomings
of the BSSRDF-based approaches could be removed if the blurring kernel used in SSS was extended
to represent directional radiance distributions as well. Removing the limitation to only a forward
portion of the transport would require a global knowledge about the medium, which could however
be provided as simply as by building a MIP-map of the medium density field.
Perception of media The aspect of volumetric rendering which we have not considered in sufficient
detail is the perception of effects created by participating media. While measuring and validating
the methods against accurate reference solutions is definitely important, in the end the resulting
images will be observed by humans (in most cases anyway). Early work by Sundstedt et al. [2007]
has identified that—as can be expected—the most salient regions within participating media are
those with low attenuation (in other words, good visibility) and edges of objects and lighting
features (most notably light shafts and caustics). Objective frequency analysis supports this as
well [ Belcour et al. 2014]. The situation is however more complex than that. As shown by
Gkioulekas et al. [2013] and confirmed by our observations, even the simplest 1D space of HG
phase functions is highly non-linear, which only gets stronger as one considers more general phase
functions and all other basic medium parameters. Understanding the perception of media under such
conditions is not trivial. Recent work by Nguyen et al. [2015b; 2015a] has examined the topology
of other non-linear spaces, specifically colours and shapes, showing methods of extracting lower
dimensional embeddings of these spaces. Identifying such embeddings provides insights into the
structure of their parent spaces and enables users to more easily navigate within them. We believe
that a similar analysis could be very beneficial in our situation as well.
Media editing In a direct relation to the perception of participating media are their manipulation
and editing. In addition to the direct importance of editing for rendering content creation, it impacts
areas such as constructive 3D fabrication [Papas et al. 2013], since most objects made this way
have some translucent qualities, desirable or not. While acquiring shapes of most solid media is
relatively established, obtaining density fields of fluid phenomena is significantly more difficult.
This is especially true for large-scale media such as clouds, which are practically impossible
to acquire in a laboratory and difficult to simulate the dynamics of [Heus 2008]. For this reason
techniques for generating cloud shapes from single images have been proposed [ Dobashi et al. 2010;
Dobashi et al. 2012], but still a lot of space for improvement remains.
Direct manipulation of existing data is not straightforward either, due to their three-dimensional
nature and expertise that is required from the user to understand the impact of changing parameters
defined in terms of light transport physics. While direct edits to the medium parameters can be
visualised interactively [Hašan and Ramamoorthi 2013], inverse editing guided by simple user
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painting is so far only feasible under the strong constraint of single-scattering, and still does
not achieve interactive responses [Klehm et al. 2013; Klehm et al. 2014]. This is caused by the
overwhelming dimensionality of this problem. Additionally, the existing methods natively allow
only for changing the medium emissivity and albedo, and the more interesting parameters such as
density and anisotropy remain unsolved. It is therefore apparent that future work in this area should
ultimately strive to provide interactive inverse editing of as broad range of parameters as possible.
It is arguably safe to assume that solving this task will not be feasible in the near future, as it will
require developing our understanding of media, more advanced mathematical tools, and last but not
least, computing hardware.
Stereo rendering In recent years, an increasing popularity has been gained by stereoscopic dis-
play technologies, such as conventional or head-mounted displays and projection systems. While
stereoscopic rendering can be trivially implemented as an interleaved generation of two images with
an appropriate horizontal offset, in practice most applications generate the stereo pair from a single
image, where this is aided by a perceptually motivated disparity field derived from the rendered
objects’ depth [Didyk et al. 2011]. Similar approaches are also necessary in decoupled rendering
architectures, where most computation is done server-side and sent to a client for displaying. The
potential latency of such systems needs to be compensated for without having full knowledge about
the rendered scene [Lochmann et al. 2014]. The key step of these approaches is warping, which es-
sentially hallucinates the information needed to synthesize novel views based on the already rendered
frame. When considering only (opaque) surfaces, one can rely on the existence of a surface single
point that the virtual camera captures for each pixel. This is however not the case with media, where
each pixel corresponds to an entire linear integral through the medium. Synthesizing novel views of
volumetric media is therefore a challenging but interesting direction for further investigation.
7.2 Closing Messages
This thesis is built on the assumption that synthesizing realistic images should be based on physical
laws. It argues that, for designing efficient rendering methods, these laws need to be understood to
the extent required to build the intuition about their behaviour on a macroscopic scale. One therefore
needs to go beyond mere optimisation of existing rendering frameworks – it is necessary to develop
more abstracted higher-level models, which are simple and intuitive, but still only make sensible
assumptions within the boundaries dictated by physics.
The focus of the presented work has been on participating media as one of the most important
constituents of our visual perception of the world. A lot of research effort has already been invested
into developing more narrow-oriented techniques that focus on specific phenomena. Thanks to these
contributions the graphics community now has a good understanding of many types of volumetric
materials and media. The logical future course of action is using this understanding to design
more general approaches that would unify the way how such media are handled in various graphics
workflows.
In a broader sense, we believe that the effect of complex lighting on dynamic participating media
is an exciting visual phenomenon that deserves more dedicated research, even outside the classic
topics, for instance to better understand human perception of volumetric illumination or the artistic
practice which can be applied to depict it.
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