ABSTRACT With the rapid expansion of road traffic and vehicle scale, citizens have to face the serious life safety risks caused by vehicle accidents while enjoying an increasingly convenient life. Fortunately, vehicular ad hoc networks have provided us with important information about vehicle big data, which makes us have new methods to analyze vehicle traffic accidents. In this paper, we tackle the problem of predicting the risk of vehicle accidents and propose the trichotomy Adaboost with SMOTE and One-Hot encoding (AdaBoost-SO) algorithm to attain a vehicle accident risk prediction model. In this paper, predicting accident risk is mainly based on the use of big data mining and analysis of real-life accidents data. First, the experimental dataset is reconstructed by a synthetic minority oversampling technique. We complement the missing data and encode each sample feature to one-hot code. Second, the trichotomy AdaBoost algorithm is, respectively, used to train a series of weak classifiers from the experimental dataset and then combine them into a strong classifier to get the prediction model. Finally, the extensive simulation results illustrate that using the prediction model by trichotomy AdaBoost-SO algorithm can take the area under the curve of 0.77 and real-time into account. Through risk prediction and early warning, it provides the intelligent transportation system and driving safety assistance with a theoretical foundation.
I. INTRODUCTION
With the advancement of technology and the improvement of living standards, the number of vehicles is gradually increasing. More and more families own private cars and the traffic congestion problems are getting worse. This has led to an increase in traffic accidents, which has seriously affected people's lives. Traffic accident prediction plays an important role in analyzing the trend of traffic accident under the present traffic condition. In order to reduce the incidence of accidents, in addition to personal safety awareness and driving technology needs to be improved, vehicle accident prediction has become a very effective method.
In the context of ITS, many applications prefer data collection from vehicles as collecting traffic data becoming an increasingly appealing paradigm [1] . In VANETs, data dissemination is a very important issue and large amounts of VANET data are typically collected from highly heterogeneous sources paving the way for a new era of VANET-Big Data [2] . Vehicles using wireless and mobile ad-hoc sensor network absorb large amount of information from environment and inspire many autonomous applications. Our major concern in sensor based VANET (S-VANET) issues are response time, data aging, bandwidth, packet delivery, message prioritization and communication cost [3] . For the information dissemination in VANETs, some routing protocols, such as, Ad hoc On-Demand Distance Vector (AODV), Dynamic Source Routing (DSR), and Destination-Sequenced Distance-Vector (DSDV) illustrates the best performance [4] . In VANETs, we can encode information about both target areas and preferred routes, and exploit it in several routing protocols to achieve rapid spread of VANET-Big Data [5] . At the same time, the cooperation between distributed sensing (e.g. GPS) and wireless communication is necessary to analyze and correct all vehicle detection data for the area [6] , [7] . As divers' information flowing through typical infotainment and telematics systems has potential privacy implications [8] , secure and efficient data gathering technique is proposed to provide security and confidentiality for data collection between vehicles and Road Side Units (RSUs) [9] .
On the road, the occurrence of vehicle accidents is generally combined by a variety of different reasons. Therefore, accident risk prediction is a challenging task. Fortunately, real VANET-Big Data can alert us to the combination of the reasons that could lead to a traffic accident. In this work, we focus on using VANET-Big Data to achieve our goals. The main goal is to judge the driving risk of the vehicle and provide alerts to the vehicle at any time.
The major contributions in this paper are proposing a vehicle accident risk prediction model with high performance and proposing the trichotomy AdaBoost-SO algorithm using in VANET-Big Data mining field. The trichotomy AdaBoost-SO algorithm includes the dataset reconstruction algorithm with SMOTE and One-Hot Encoding which improves the accuracy and convergence speed of the classification result greatly and the trichotomy AdaBoost algorithm which improves the classical AdaBoost algorithm to fit three-class classification scenes by improving the discriminant method. It could provide a theoretical foundation for intelligent transportation systems and driving safety assistance. We also expect it to be used as a general method in more scenes of data mining field.
The remainder of this paper is organized as follows. Section II focus on the related work done in the field of VANET for data analysis and mining. Section III describes the proposed accident risk prediction algorithm in VANETs. Section IV presents the experimental example and results of simulations. Finally, conclusions are presented in Section V.
II. RELATED WORK
In recent years, many experts and scholars in the world have conducted extensive research on VANET-Big Data and have achieved many results. This promotes the emergence and development of new technologies and inspires many of our study.
Literature [10] presents whether the speed of the vehicle or the number of vehicles has a greater effect on the road PM value using the sensor big data measured from the atmospheric measurement vehicle and the local road traffic data. Literature [11] classifies the vehicular data into locationcentric, user-centric and vehicle-centric, and then present a real-world big data application in social-based vehicular networks according to the data characteristics. Literature [12] proposes Grid and Kd-tree for Density-Based Spatial Clustering of Applications with Noise (GD-DBSCAN) to analyze the distribution of taxi demand in the city with the support of GPS data, so that the demand hotspot can be found. Literature [13] proposes a social-based localization algorithm (SBL) with the help of Overlapping and hierarchical social clustering model (OHSC) that uses location prediction to aid global positioning in vehicle networks by analyzing the potential social relationships between vehicles. Literature [14] proposes the SVM-based real-time highway traffic congestion prediction (SRHTCP) model and uses the spout and bolt components in Apache Storm to predict road speeds for the next time period by exploring streaming traffic and weather data. Literature [15] develops the intelligent network recommendation system, that paper recommends vehicles access the network by using its analytic framework which analyzing VANET-Big Data in real time. Literature [16] proposes a safe trajectory selection method for autonomous vehicles on cloud-based Internet vehicles, using VANET-Big Data mining and analyzing real-life accident data. Literature [17] analyzes large-scale real-time accident data obtained from the Florida Department of Transportation (FDOT)-District 4 and predicts traffic congestion by continuously updating the estimated time of arrival (ETA). Literature [18] presents a traffic control and guidance method based on large data traffic prediction with the real-time routing algorithm of vehicle dynamic network.
These works demonstrate road safety data collection and real-time analysis is feasible in VANETs. However, most of these methods focus on analyzing the causes of traffic accidents from existing traffic data, failing to obtain accident prediction models based on original and multi-dimensional traffic data with universal application value. The accuracy of these accident prediction models is generally lower and their solution cannot adapt to new computing architectures, such as edge computing. Therefore, this paper proposes the vehicle accident risk prediction model based on trichotomy AdaBoost-SO algorithm.
III. SYSTEM COMPONENTS AND ARCHITECTURE

A. ACCIDENT RISK PREDICTION MODEL
We generally believe that the road safety risk prediction belongs to the category of supervised learning object. Supervised learning is a group of techniques using labeled training sets to produce functions for data analyses. Executing this approach helps to group the target data into a few categories.
Certainly, the base of this study is to collect the road safety data by VANET. Vehicles and RSUs in VANET send the real-time data to cloud server as our research dataset. For processing the research dataset, a trichotomy AdaBoost-SO algorithm is proposed based on the boosting algorithm to predict the risk of traffic accidents. The purpose of this paper is to predict whether vehicles belong to hazardous vehicles. In order to achieve the goal, we need to build a prediction model based on the road safety data of the region and input the real-time driving data to discriminate the accident risk of the vehicle. In this paper, we assume that the experimental scene is a common urban road. We input the road safety data into the system for preprocessing, fill up the missing data, balance the number of samples in each category and One-Hot encode feature value. Then, we use the road conditions, vehicle type, vehicle age, driver age, driver gender, and other road safety data characteristics in the accident dataset and vehicle dataset as the elements in the collection X = (x 1 , x 2 , . . . , x n ), which are used as input samples for the model. The original labels of the samples include the value 0, 1 and 2. The output of the prediction model is C, divided into three cases C = {C 0 , C 1 , C 2 } based on the original label classification of the samples. The output value C 0 indicates that the vehicles have little probability suffer from an accident, C 1 indicates that the vehicle may have a certain degree of accident, and C 2 indicates that the vehicle may have a serious or even fatal event. Since the possibility of any slightly rubbing accidents during driving will exist, the high probability of no accidents is also marked with C 0 to simplify the research. The entire process of the accident risk prediction is shown in Figure 1 .
B. DATASET RECONSTRUCTION ALGORITHM
Since there are missing values in the selected data set, we should first preprocess the data set, which can increase the objectivity and usability of the data set. In general, the specific method is to use the average of the available features, special values or the average of similar samples to fill in the missing values, and even directly ignore the samples with missing values. Considering the particularity of the data set of this paper, we use a special value of 100 to fill in all missing values to avoid interfering with the original sample values.
SMOTE algorithm is used to solve the problem of unbalanced number of samples belong to each category in the research dataset [19] . In this paper, we use the SOMTE algorithm to preprocess the data set. The process is shown in Table 1 . In Table 1 , numattrs is the number of sample attributes, sample is a matrix of minority class samples, synthetic is a synthesized sample matrix, and newindex is a count of newly synthesized samples, which is initialized to zero. The SMOTE algorithm implementation process is:
• For each sample x in minority classes, the Euclidean distance is used as a criterion to compute the distance from other samples in minority classes to obtain their k-nearest neighbor, since all classification features are encoded as numerical features.
• The sampling ratio N is set according to the sample unbalance ratio. For each minority class sample x, several samples are randomly selected from their k-nearest neighbors, assuming that the selected neighbor is x n .
• For each selected neighbor, a new sample is constructed by using the original sample according to formula
After preprocessing the initial research datasets using the SMOTE algorithm, the relatively balanced number of the experimental datasets for each category can be obtained. VOLUME 7, 2019 Next, the discrete features of each sample are encoded to One-Hot code. One-Hot Encoding is also known as one bit valid encoding. The reason why One-Hot Encoding is used is that in machine learning algorithms such as regression, classification, clustering, etc., the calculation of the distance or the similarity between features is very important. The commonly used similarity calculation is to calculate the distance in European space. The general classifiers often have default data that is continuous and ordered, but the dataset for this study is not. Therefore, using One-Hot Encoding can make the calculation of distance more reasonable and obtain the meaningful distance relationship between the different values.
One-Hot encoding method uses an N-bit status register to encode N states, each state has a separate register bit, and only one bit is valid at any time [20] . That is to say, for each feature, if it has m possible values, it will become m binary features after being One-Hot encoded. Also, these features are mutually exclusive, with only one valid at a time. Therefore, the length of the data feature value will be greatly increased. After the One-Hot encoding of the discrete features, the features of each dimension can be regarded as continuous features, which greatly improve the convergence speed while maintaining accuracy because the convergence speed will be slow if the numerical difference between multiple features is large.
C. TRICHOTOMY ADABOOST ALGORITHM
To process the three-class road safety data in a common urban road, this paper proposes the trichotomy AdaBoost algorithm. Compared to the neural networks or deep learning, the trichotomy AdaBoost algorithm can be flexibly deployed, the training time can be adjusted according to the requirements, with less demanding computing power for vehicle terminal, which makes it possible to be deployed in edge computing environment. The usage of the trichotomy AdaBoost algorithm can be divided into three steps:
Input the training dataset T = (x 1 , y 1 ), (x 2 , y 2 ) . . . , (x N , y N ), x i is the feature vector, y ∈ {1, 2, 3}, and the weak classifier used in this paper is CART(classification and regression tree).
CART algorithm adopts a binary recursive segmentation technique. ID3 algorithm can only handle discrete attributes and tends to choose attributes with more values. Different from ID3 algorithm based on information entropy, CART algorithm calculates the GINI coefficients for each sample set. The smaller the GINI coefficient, the more reasonable the division. CART algorithm always splits the current sample set into two subsample sets, so that each non-leaf node of the generated decision tree has only two branches. Therefore, the decision tree generated by the CART algorithm has a simple structure and can achieve higher precision.
After the pre-processing work is completed, we can see the advantages of CART algorithm as follow:
1. It has generate rules that can be understood.
2. The amount of calculation is relatively small.
3. It has the ability to handle continuous and discrete target variables.
4. It can clearly show which fields are more important First of all, the weight of training data is initialized to:
Secondly, for the m-th iteration m = 1, 2, . . . , M : Training with the training dataset with weight distribution D m , get the basic classifier:
χ is the data to be trained. Calculate the error rate of G m (x) on the basis of the classification result of training data, w mi represents the weight of the i-th sample in the m-th iteration:
On account of the weight being normalized at each step, the denominator does not need to be divided by the sum of sample weight.
Considering the classical AdaBoost algorithm, the classification error rate should be e m ≤ 1 2 for the dichotomy AdaBoost. Otherwise a m < 0, sample weights will be updated in the opposite direction. However, it is very difficult to require the classification error rate e m ≤ 
Update the weight distribution of the training dataset according to the coefficient a m :
Among them, Z m as a normalization factor makes D m+1 become probability distribution:
Finally, the weight of the misclassified samples by the basic classifier G m (x) is constantly expanding after training, while the weight of the correctly classified samples is decreasing. Therefore, misclassified samples play a greater role in the next iteration.
Construct a linear combination of basic classifiers to get the final classifier:
The linear combination f (x) implements the weighted voting of the M basic classifiers. The value of f (x) determines the category of the instance x, and indicates the confidence of the classification as the function sign gives the 3-segment output of the classifier. The weak classifiers trained are combined into a strong classifier to obtain the vehicle accident risk prediction model. The structure of the trichotomy Adaboost used in this paper is shown in Figure 2 . 
IV. EXPERIMENTS, RESULTS AND ANALYSIS
Python is used to implement machine learning algorithms and run on the PyCharm platform. We set up the simulation environment as unobstructed urban road environment and special-event urban road environment. Special events are those sensitive to the timeliness of the prediction model include accidents, temporary road controls, etc. In this environment, the ROC curve and AUC of the trichotomy Adaboost-SO algorithm, the trichotomy Adaboost algorithm, the SVM algorithm, the Decision Tree algorithm and the kNN algorithm are shown and compared in simulation to evaluate the performance of the algorithm proposed in this paper.
A. ROAD SAFETY DATA
This paper uses data from 561,659 traffic accidents during the period from 2013 to 2016 as a data set. Annually, the British Department for Transportation publishes the current year statistics on national traffic safety in CSV format which we can download from its official website. The data set contains the information of millions of vehicle accidents since 1979. We divide the data set into vehicle data set and accident data set. Some of the most important features of the data set are vehicle type, vehicle age, driver age and driver gender, etc. The accident data set contains information such as the latitude and longitude, time, traffic status and victim status of the accident, etc. As shown in Table 2 , in order to get the main factors affecting vehicle accidents, we analyze the data set and compute the annual number of victims, the driver's sex ratio and the main period of accident. As can be seen from Table 2 , the number of victims is maximum in 2014 and then decreasing year by year; the proportion of the male perpetrators is much higher than that of female, but the ratio is decreasing with each passing year, showing that as the number of female drivers gradually increases, the number of the female perpetrators is also growing faster than that of male. In addition, the number of accidents occurred on Monday was found account for only 10% to 11% of the total number of accidents, much lower than other days in a week, but this proportion is also increasing year by year, reflecting the changing way of people's lifestyle.
B. PREDICTION RESULTS
We import the processed experimental datasets to the prediction model and train it by the trichotomy AdaBoost algorithm and the trichotomy AdaBoost-SO algorithm separately. The performance of each prediction model is tested by 6-fold cross validation. In the training process, maximum iterations value n of the trichotomy AdaBoost-SO algorithm is continuously adjusted in order to achieve the best performance. The ROC curve of the output system model with each maximum iterations value n is shown in Figure 3 . When the value of n is 1, the system model is Decision Tree model namely. In this case, the ROC value of Decision Tree model is relatively low and the performance is poor. In contrast, the ROC value of trichotomy AdaBoost prediction model is higher than Decision Tree model, and its performance is better than Decision Tree model. As the value of n increases, the trichotomy AdaBoost curve is gradually optimized, and the prediction accuracy of the trichotomy AdaBoost system model is gradually increasing. However, since all ROC curves are still at a distance from the upper left corner of the figure, its performance is not optimal and there is still space for improvement. As can be seen from Figure 4 , the value of n increases, the trichotomy AdaBoost-SO curve is gradually optimized, and the prediction accuracy of the trichotomy AdaBoost-SO system model is gradually increasing. At the same time, the ROC curve of the trichotomy Adaboost-SO system model is significantly higher than that of the general trichotomy Adaboost system model, which shows that the performance of the trichotomy AdaBoost-SO system model is greatly improved when taking each iterations value. iterations value n increases, the AUC of each system model also gradually increases. When the maximum iterations value n is 400 to 800, the AUC of the trichotomy Adaboost system model tends to converge, and its value is about 0.69. When the maximum number of iterations n is 100 to 800, the AUC value of the trichotomy Adaboost-SO system model approaches convergence, and its value is about 0.77. At the same time, the AUC of the trichotomy Adaboost-SO system model is higher than the trichotomy Adaboost system model when taking each iterations value. Figure 7 shows that the convergence speed of trichotomy Adaboost-SO is faster than trichotomy Adaboost especially at the beginning of the iterations value. The average AUC differs by 17.2%, which indicates the performance and convergence speed of the trichotomy Adaboost-SO system model have been optimized.
It can be seen from Figure 7 that when a single decision tree is used as the classifier, the time required to train the prediction model is the shortest, and the training time required for each prediction model is positively correlated with the value of n. SO, when we set the value of n = 800, the training time is the longest. However, when each iterations value is taken, the training time of the trichotomy Adaboost-SO system model is higher than that of the trichotomy Adaboost system model. And with the increase of the maximum iterations value n, the training time gap between these two is gradually widened, which indicates that One-Hot Encoding greatly increases the length of the data feature value and reduces the training iterative efficiency of the dataset. However, this does not mean that the trichotomy Adaboost-SO system model is less efficient than the trichotomy Adaboost system model because the trichotomy Adaboost-SO system model converges by the maximum iterations value of 100, while the trichotomy Adaboost system model converges by the maximum iterations value of 400. The difference between these two approaches is 13 seconds, but the performance of the trichotomy Adaboost-SO system model is 13.1% higher than that of the trichotomy Adaboost system model. Therefore, the overall performance of the trichotomy AdaBoost-SO system model is stronger than the general trichotomy Adaboost system model. We comprehensively consider the ROC curve, the AUC value and the required training time of each prediction model, that is, the accuracy and efficiency of the vehicle accident risk prediction that can be achieved, and believe that the value of n should be set 100 in unobstructed urban road environment and special-event urban road environment.
It can be seen from Figure 8 that the ROC curve of the trichotomy Adaboost-SO system model is significantly higher than that of several other machine learning algorithm system models, indicating that the performance of the three-class AdaBoost-SO system model is indeed stronger than that of other machines learning algorithm system model, using the algorithm in this paper can predict vehicle accident probability faster and more accurately. The hyperparameters of other algorithms have been set to the system's optimal output configuration.
When we use the number of vehicles and the driver's age band as the classification conditions, the results of using the above model to predict the real-time accident risk of the vehicle are shown in Fig. 9 .
In Figure 9 , we use areas and points to represent the output values of the prediction model and the actual values of the events respectively. The blue area indicates that the probability of an accident in the vehicle is very low, the white area indicates that the vehicle may have a quite degree of accident, and the red area indicates that the vehicle may have a serious or even fatal event. Correspondingly, the blue point indicates that the vehicle did not have an accident or only a slight collision occurred, the white area represents a quite degree of accidents in the vehicle, and the red point represents a serious vehicle accident. C 0 , C 1 and C 2 represent blue, white and red, respectively. We use whether the point fall into the area of the corresponding color to discriminate the performance of the prediction model. As shown in Fig. 9(a) , the prediction result in the case of a single weak classifier or the case of the maximum iteration value is not reasonable. C 1 is used as an intermediate region, but the output result is not the clearest. However, as the maximum iteration value n increases, the output is continuously optimized in Figure 9 (b), matching the ROC curve.
V. CONCLUSION
Traffic accidents are one of the world's public nuisances, causing serious loss of life and property to humans every year. Traffic accident prediction is one of the important contents of road traffic safety research. It explores the law of road VOLUME 7, 2019 traffic accidents, analyzes the future development trend of traffic accidents under existing road traffic conditions, and has great significance for road traffic safety planning and decision-making. Aiming at this problem, we propose the trichotomy AdaBoost-SO algorithm to predict the traffic accidents. Firstly, we fill up the research dataset, use the SMOTE algorithm to balance samples in the dataset and encode each feature value to One-Hot code. Then, the research dataset is trained by trichotomy AdaBoost-SO algorithm. By doing this, we obtain the system model. Finally, we compare the performance of the system model with different maximum iterations value n with general trichotomy AdaBoost and other machine learning algorithm system models. The simulation results illustrate that when the iteration value n is equal to 100, the prediction accuracy of the system model reaches the maximum under the normal road state. In some special cases, lower value of n is of great benefit to improve the timeliness of the system model, thus maximizing system performance. In summary, this method can effectively predict the occurrence of vehicle accidents and can be easily deployed in an edge computing environment due to its flexibility of iteration value setting. 
