Microarrays can measure the expression of thousands of genes to identify changes in expression between different biological states. Methods are needed to determine the significance of these changes while accounting for the enormous number of genes. We describe a method, Significance Analysis of Microarrays (SAM), that assigns a score to each gene on the basis of change in gene expression relative to the standard deviation of repeated measurements. For genes with scores greater than an adjustable threshold, SAM uses permutations of the repeated measurements to estimate the percentage of genes identified by chance, the false discovery rate (FDR). When the transcriptional response of human cells to ionizing radiation was measured by microarrays, SAM identified 34 genes that changed at least 1.5-fold with an estimated FDR of 12%, compared with FDRs of 60 and 84% by using conventional methods of analysis. Of the 34 genes, 19 were involved in cell cycle regulation and 3 in apoptosis. Surprisingly, four nucleotide excision repair genes were induced, suggesting that this repair pathway for UV-damaged DNA might play a previously unrecognized role in repairing DNA damaged by ionizing radiation.
D
NA microarrays contain oligonucleotide or cDNA probes for measuring the expression of thousands of genes in a single hybridization experiment. Although massive amounts of data are generated, methods are needed to determine whether changes in gene expression are experimentally significant. Cluster analysis of microarray data can find coherent patterns of gene expression (1) but provides little information about statistical significance. Methods based on conventional t tests provide the probability (P) that a difference in gene expression occurred by chance (2, 3) . Although P ϭ 0.01 is significant in the context of experiments designed to evaluate small numbers of genes, a microarray experiment for 10,000 genes would identify 100 genes by chance. This problem led us to develop a statistical method adapted specifically for microarrays, Significance Analysis of Microarrays (SAM).
SAM identifies genes with statistically significant changes in expression by assimilating a set of gene-specific t tests. Each gene is assigned a score on the basis of its change in gene expression relative to the standard deviation of repeated measurements for that gene. Genes with scores greater than a threshold are deemed potentially significant. The percentage of such genes identified by chance is the false discovery rate (FDR). To estimate the FDR, nonsense genes are identified by analyzing permutations of the measurements. The threshold can be adjusted to identify smaller or larger sets of genes, and FDRs are calculated for each set. To demonstrate its utility, SAM was used to analyze a biologically important problem: the transcriptional response of lymphoblastoid cells to ionizing radiation (IR).
Materials and Methods
Preparation of RNA. Human lymphoblastoid cell lines GM14660 and GM08925 (Coriell Cell Repositories, Camden, NJ) were seeded at 2.5 ϫ 10 5 cells͞ml and exposed to IR 24 h later. RNA was isolated, labeled, and hybridized to the HUGENEFL GENECHIP microarray according to manufacturer's protocols (Affymetrix, Santa Clara, CA).
Microarray Hybridization. Each gene in the microarray was represented by 20 oligonucleotide pairs, each pair consisting of an oligonucleotide perfectly matched to the cDNA sequence, and a second oligonucleotide containing a single base mismatch. Because gene expression was computed from differences in hybridization to the matched and mismatched probes, expression levels were sometimes reported by the GENECHIP ANALYSIS SUITE software as negative numbers.
Northern Blot Hybridization. Total RNA (15 g) was resolved by agarose gel electrophoresis, transferred to a nylon membrane, and hybridized to specific radiolabeled DNA probes, which were prepared by PCR amplification.
Results
RNA was harvested from wild-type human lymphoblastoid cell lines, designated 1 and 2, growing in an unirradiated state (U) or in an irradiated state (I) 4 h after exposure to a modest dose of 5 Gy of IR. RNA samples were labeled and divided into two identical aliquots for independent hybridizations, A and B. Thus, data for 6,800 genes on the microarray were generated from eight hybridizations (U1A, U1B, U2A, U2B, I1A, I1B, I2A, and I2B).
We scaled the data from different hybridizations as follows. A reference data set was generated by averaging the expression of each gene over all eight hybridizations. The data for each hybridization were compared with the reference data set in a cube root scatter plot. We chose the cube root scatter plot because it resolved the vast majority of genes that are expressed at low levels and permitted the inclusion of negative levels of expression that are sometimes generated by the GENECHIP software. A linear leastsquares fit to the cube root scatter plot was then used to calibrate each hybridization.
After scaling, a linear scatter plot was generated for average gene expression in the four A aliquots (U1A, I1A, U2A, and U2A) vs. the average in the four B aliquots (U1B, I1B, U2B, and U2B), a partitioning of the data that eliminates biological changes in gene expression (Fig. 1A) . The linear scatter plot confirmed that the data were generally reproducible but failed to resolve genes expressed at low levels. Better resolution of these genes was achieved by the cube root scatter plot (Fig. 1B) , which revealed three salient features: the large percentage of genes (24%) assigned negative levels of expression, the large percentage of genes with low levels of expression, and the low signal-to-noise ratio at low levels of expression.
To assess the biological effect of IR, a scatter plot was generated for average gene expression in the four irradiated states vs. the four unirradiated states (compare Fig. 1 B and C) . A few of the potentially significant changes in gene expression are indicated by arrows in Fig. 1C , but the effect was not easily quantified, and a method was needed to identify changes with statistical confidence.
Abbreviations: SAM, significance analysis of microarrays; FDR, false discovery rate; IR, ionizing radiation; FWER, family-wise error rate. ‡ To whom reprint requests should be addressed. E-mail: chu@cmgm.stanford.edu.
The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U.S.C. §1734 solely to indicate this fact.
Our approach was based on analysis of random fluctuations in the data. In general, the signal-to-noise ratio decreased with decreasing gene expression (Fig. 1) . However, even for a given level of expression, we found that fluctuations were gene specific. To account for gene-specific fluctuations, we defined a statistic based on the ratio of change in gene expression to standard deviation in the data for that gene. The ''relative difference'' d(i) in gene expression is:
where x I (i) and x U (i) are defined as the average levels of expression for gene (i) in states I and U, respectively. The ''gene-specific scatter'' s(i) is the standard deviation of repeated expression measurements:
where ⌺ m and ⌺ n are summations of the expression measurements in states I and U, respectively, a ϭ (1͞n 1 ϩ 1͞n 2 )͞ (n 1 ϩ n 2 Ϫ 2), and n 1 and n 2 are the numbers of measurements in states I and U (four in this experiment). The scatter plot for relative difference between states I and U is shown in Fig. 2 A. By contrast, the scatter plot for relative difference between cell lines 1 and 2 shows more marked changes in Fig. 2B . These relative differences exceeded random fluctuations in the data, as measured by the relative difference between hybridizations A and B in Fig. 2C .
Although the relative difference computed from hybridizations A and B provided a control for random fluctuations, additional controls were needed to assign statistical significance to the biological effect of IR. Instead of performing more experiments, which are expensive and labor intensive, we generated a large number of controls by computing relative differences from permutations of the hybridizations for the four irradiated and four unirradiated states. To minimize potentially confounding effects from differences between the two cell lines, we analyzed the data by using the 36 permutations that were balanced for cell lines 1 and 2. Permutations were defined as balanced when each group of four experiments contained two experiments from cell line 1 and two experiments from cell line 2. To find significant changes in gene expression, genes were ranked by magnitude of their d(i) values, so that d(1) was the largest relative difference, d(2) was the second largest relative difference, and d(i) was the ith largest relative difference. For each of the 36 balanced permutations, relative differences d p (i) were also calculated, and the genes were again ranked such that d p (i) was the ith largest relative difference for permutation p. The expected relative difference, d E (i), was defined as the average over the 36 balanced
To identify potentially significant changes in expression, we used a scatter plot of the observed relative difference d(i) vs. the expected relative difference d E (i) (Fig. 3A) . For the vast majority of genes, (Fig. 3B ) and in the scatter plot for the cube root of gene expression x I (i) vs. x U (i) (Fig. 3C) . Genes identified by d(i) do not necessarily have the largest changes in gene expression.
To determine the number of falsely significant genes generated by SAM, horizontal cutoffs were defined as the smallest d(i) among the genes called significantly induced and the least negative d(i) among the genes called significantly repressed. The number of falsely significant genes corresponding to each permutation was computed by counting the number of genes that exceeded the horizontal cutoffs for induced and repressed genes. The estimated number of falsely significant genes was the average of the number of genes called significant from all 36 permutations. For ⌬ ϭ 1.2, the permuted data sets generated an average of 8.4 falsely significant genes, compared with 46 genes called significant, yielding an estimated FDR of 18% ( Table 1) . As ⌬ decreased, the number of genes called significant by SAM increased but at the cost of an increasing FDR. (Omitting s 0 from Eq. 1 produced higher FDRs of 45, 35, and 28% for ⌬ ϭ 0.6, 0.9, and 1.2.)
Our method for setting thresholds provides asymmetric cutoffs for induced and repressed genes. The alternative is the standard t test, which imposes a symmetric horizontal cutoff, with d(i) Ͼ c for induced genes and d(i) ϽϪ c for repressed genes. However, the asymmetric cutoff is preferred because it allows for the possibility that d(i) for induced and repressed genes may behave differently in some biological experiments.
SAM proved to be superior to conventional methods for analyzing microarrays (Table 1 and Fig. 4A ). First, SAM was compared with the approach of identifying genes as significantly changed if an R-fold change was observed. In this ''fold change'' method, r(i) ϭ x I (i)͞x U (i)
Another approach attempts to account for uncertainty in the data by identifying genes as significantly changed if an R-fold change is observed consistently between paired samples (4). To apply this ''pairwise fold change'' method to our four data sets before IR and four data sets after IR, changes in gene expression were declared significant if 12 of 16 pairings satisfied the criteria r(i) Ͼ R or r(i) Ͻ 1͞R. Despite the demand for consistent changes between paired samples, this method yielded FDRs of 60-71%.
To understand why fold-change methods fail, note that the vast majority of genes are expressed at low levels where the signal-tonoise ratio is very low (Fig. 3C) . Thus, 2-fold changes in gene expression occur at random for a large number of genes. Conversely, for higher levels of expression, smaller changes in gene expression may be real, but these changes are rejected by foldchange methods. The pairwise fold-change method provides modest improvement but remains inferior to SAM.
Of the 46 genes most highly ranked by SAM (⌬ ϭ 1.2), 36 increased or decreased at least 1.5-fold (R ϭ 1.5). The number of falsely significant genes that met these two criteria was 4.5, corresponding to a FDR of 12% (Table 1) . Fas was identified three times as alternately spliced forms, leaving 34 independent genes ( Table  2) . As an indication of biological validity, 10 of the 34 genes have been reported in the literature as part of the transcriptional response to IR. TNF-␣ was reported to be induced by other investigators (5) but was repressed here. Quantitative reverse transcription-PCR confirmed this result. To test the validity of SAM directly, we performed Northern blots for genes that were randomly selected from the 46 and 57 genes most highly ranked by SAM (⌬ ϭ 1.2) and the fold-change method (at least 3.6-fold change), respectively. Northern blots showed little correlation with the genes identified by the fold change method (Fig. 4B) , but strong correlation with the genes identified by SAM (Fig. 4C) . Indeed, Northern blots contradicted only 1 (maxiK) of 11 genes identified by SAM, consistent with our estimated FDR.
Nineteen of the 34 genes most highly ranked by SAM appear to be involved in the cell cycle. Three are known to be induced in a p53-dependent manner: p21, cyclin G1, and mdm2 (6) (7) (8) . Six cell cycle genes were repressed: E2-EPF, p55cdc, cyclin B, ckshs2, cdc25, and wee1 (9, 10) . Five genes encoding the mitotic machinery were also repressed: PLK-1, MKLP-1, MCAK, C-TAK1, CENP-E (11-13). Three genes involved in cell proliferation were induced or repressed: PTP(CAAX1), LPAP, and c-myc (14) (15) (16) (17) (18) . Some responses appeared paradoxical. For example, cdc25 phosphatase and wee1 kinase have antagonistic effects on the phosphorylation state of cdc2, but both genes were repressed. Repression of these genes together with the mitotic genes may represent a damage response that dismantles the cell cycle machinery until the cell has repaired the damaged DNA.
Four of the 34 genes play roles in DNA repair, but none are involved in the repair of IR-induced double-strand breaks. Instead, the genes (p48, XPC, gadd45, PCNA) have roles in nucleotide excision repair, a pathway conventionally associated with UVinduced damage (19) (20) (21) (22) . We confirmed the induction of these genes by Northern blot (23) (24) (25) . Fornace et al. reported defective removal of base damage induced by IR in xeroderma pigmentosum cells (26) . Leadon et al. reported that a novel DNA repair pathway involving long excision repair patches of at least 150 nucleotides is activated by IR but not UV (27) . Our results suggest that this novel pathway might include p48, XPC, gadd45, and PCNA.
Four of the 34 genes play roles in apoptosis (Fas, bbc3, TNF-␣, OX40 ligand). The remaining genes may have previously unsuspected roles in the DNA damage response or may be among the estimated set of four falsely detected genes.
The 34 genes most highly ranked by SAM are only a subset of all of the genes that change 1.5-fold with IR. Indeed, we calculated the difference between the number of genes called significant and the number of falsely significant genes for decreasing ⌬ ϭ 0.3, 0.2, and 0.1, and found the differences to be 92, 170, and 184, respectively. Thus, SAM suggests that approximately 180 of the 6,800 genes on the microarray were induced or repressed by 5 Gy IR.
Discussion
SAM is a method for identifying genes on a microarray with statistically significant changes in expression, developed in the To increase the stringency for calling significant changes in gene expression, parameters for each method (⌬ and R) were increased, as described in the text. The false discovery rate (FDR) was defined as the percentage of falsely significant genes compared to the genes called significant.
context of an actual biological experiment. SAM was successful in analyzing this experiment as well as several other experiments with oligonucleotide and cDNA microarrays (data not shown).
In the statistics of multiple testing (28) (29) (30) , the family-wise error rate (FWER) is the probability of at least one false positive over the collection of tests. The Bonferroni method, the most basic method for bounding the FWER, assumes independence of the different tests. An acceptable FWER could be achieved for our microarray data only if the corresponding threshold was set so high that no genes were identified. The step-down correction method of Westfall and Young (29) , adapted for microarrays by Dudoit et al. (http:͞͞ www.stat.berkeley.edu͞users͞terry͞zarray͞Html͞matt.html), allows for dependent tests but still remains too stringent, yielding no genes from our data.
Westfall and Young (29) define ''weak control'' to be control of the FWER when all of the null hypotheses are true (i.e., when there are no changes in gene expression). ''Strong control'' is control of the FWER when any subset of the null hypotheses is true. Under certain conditions, weak control implies strong control. In fact, the step-down correction method exerts both weak and strong control.
The method of Benjamini and Hochberg (31) assumes independent tests and guarantees an upper bound for the FDR (with both weak and strong control) by a step-up or step-down procedure applied to the individual P values. For our data, the P value for each gene is calculated from permutations of the eight experiments. Because of the limited number of permutations, the FDR is too ''granular'', and we identified either zero or 300 significant genes, depending on how the P value was defined. A similar granular result was obtained for the adaptation to dependent tests by Benjamini et SAM does not have strong or weak control of the FWER. Instead, SAM provides an estimate of the FDR for each value of the tuning parameter ⌬. The estimated FDR is computed from permutations of the data and hence assumes that all null hypotheses are true, allowing for the possibility of dependent tests. It seems plausible that this estimated FDR approximates the strongly controlled FDR when any subset of null hypotheses is true. However, we have not proven this in general. It is possible for SAM to give an estimate of the FDR that is greater than 1. However, this has not occurred in our experience. Indeed, SAM provides a reasonably accurate estimate for the true FDR. To confirm this, we constructed artificial data sets in which a subset of genes was induced over a background of noise. SAM successfully identified the induced genes and estimated the FDR with reasonable accuracy.
Although this paper analyzes a simple two-state experiment, SAM can be generalized to other types of experiments by defining To identify genes with changes in expression in an experiment with three or more states, the parameter d(i) is defined in terms of the Fisher's linear discriminant. One goal might be to identify genes whose expression in one type of tumor is different from its expression in other types of tumors. Suppose that a set of n samples consists of K nonoverlapping subsets, such that the response parameter y j ⑀ {1, . . . , K}. Define C(k) ϭ { j : y j ϭ k}. Let n k ϭ number of observations in C(k). The average gene expression in each subset is x k (i) ϭ ⌺ jʦC(k) x j (i)͞n k and the average gene expression for all n samples is x (i) ϭ ⌺ j x j (i)͞n. Then define: 
