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Com a implantac¸a˜o da Rede Catarinense de Telemedicina tem-se veri-
ficado um aumento significativo no volume de imagens me´dicas, do
padra˜o DICOM, geradas pelos dispositivos me´dicos interconectados
nesta rede. Visando a manipulac¸a˜o dessas imagens me´dicas, foi desen-
volvido em um projeto pre´vio, um servidor conhecido como Cyclops-
DCMServer, para a manipulac¸a˜o das imagens DICOM considerando
a abordagem usando o Hierarchical Data Format (HDF5). Todavia, e´
esperado que a abordagem venha a encontrar gargalos devido ao cresci-
mento no volume de dados e operac¸o˜es simultaˆneas que sa˜o submetidas
ao servidor.
Com o objetivo de dar continuidade ao esforc¸o para prover uma me-
lhor escalabilidade ao servidor CyclopsDCMServer, nesta dissertac¸a˜o
apresenta-se uma pesquisa no sentido de potencializar a implementac¸a˜o
de um paradigma paralelo no servidor para o armazenamento e recu-
perac¸a˜o das imagens DICOM. Desta forma, desenvolveu-se um mo´dulo
considerando bibliotecas E/S paralelas de alto desempenho. Este mo´dulo
efetua uma comunicac¸a˜o com o servidor que e´ responsa´vel pela rea-
lizac¸a˜o do acesso paralelo no formato de dados hiera´rquico.
Visando a avaliac¸a˜o de desempenho da abordagem paralela, foram exe-
cutados experimentos em diferentes sistemas de arquivos distribu´ıdos.
Os experimentos foram focados principalmente nas operac¸o˜es de arma-
zenamento e recuperac¸a˜o das imagens me´dicas. Comparou-se o tempo
me´dio de execuc¸a˜o de cada operac¸a˜o em serial e paralelo. Foi coletado
tambe´m o tempo de E/S em cada operac¸a˜o, para averiguar somente
o desempenho do processo de escrita e leitura dos dados, descartando
qualquer atraso que pudesse interferir nos resultados.
Os resultados emp´ıricos demonstraram que, independente do sistema
de arquivos, a abordagem paralela ainda na˜o apresenta uma eficieˆncia
considera´vel, quando comparada com a arquitetura serial. A me´dia
do decl´ınio de desempenho pode ser considerado em torno de 45%
na operac¸a˜o de recuperac¸a˜o e 71% na operac¸a˜o de armazenamento.
Verificou-se tambe´m que o aumento do nu´mero de processos paralelos
pode causar uma perda maior de desempenho nesta abordagem.




With the deployment of Catarinense Network of Telemedicine has ve-
rified a meaningful increase in volume of medical images, DICOM stan-
dard, generated by medical devices interconnected on this network. In
order to manipulate this medical images was develop in one previous
project, a server known as CyclopsDCMServer, to manipulate DICOM
images considering the approach Hierarchical Data Format (HDF5).
However, it is expected that this approach will find bottlenecks due
the spread of data size and simultaneously operations submitted to the
server.
With focus to continue the effort to supply better scalability to the
server CyclopsDCMServer, this dissertation presents a research in the
sense to empowerment the implementation of a parallel paradigm in the
server to storage and retrieve DICOM images. Thus, it was developed
a module considering high performance parallel I/O libraries. This
module performs a communication with the server that is responsible
for the creation of parallel access in hierarchical data format
Aiming at the performance evaluation of the parallel approach, ex-
periments were performed in different distributed file systems. The
experiments were mainly focused on the operations of storage and re-
trieval of medical images. It was compared the average execution time
of each operation in serial and parallel. It was also collected the I/O
time in each operation, only to ascertain the performance of the process
of writing and reading data, discarding any delay that could meddle
the results.
The empirical results show that, regardless of file system, the parallel
approach does not present a considerable efficiency when compared to
the serial architecture. The average decline in performance can be seen
at around 45 % in the recovery operation and 71 % in the storage
operation. It was also observed that increasing the number of parallel
processes can cause a larger loss of performance in this approach.
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Aplicac¸o˜es alternativas a bancos de dados convencionais para
armazenamento de dados tem sido uma das soluc¸o˜es mais procura-
das pelos cientistas e empresas quando se trata de grandes volumes
de dados, em sistemas de computac¸a˜o de alto desempenho. Dentre os
alternativos que existem dispon´ıveis atualmente, o Hierarchical Data
Format (HDF) tem sido o mais utilizados em diversos a´reas de pes-
quisa. HDF5 e´ a quinta versa˜o deste formato, e foi desenvolvido pelo
grupo HDF Group da Iniversidade de Illlinois, nos Estados Unidos.
Desde o lanc¸amento do HDF, muitas aplicac¸o˜es de uso geral e ci-
ent´ıfico comec¸aram a usa´-lo como uma alternativa eficiente e de alto de-
sempenho para armazenar e acessar arquivos volumosos. Como exem-
plos de utilizac¸a˜o, a NASA utiliza o HDF para armazenar dados de mo-
nitoramento global; aplicac¸o˜es cl´ınicas para o gerenciamento de grandes
colec¸o˜es de imagens de raios-X; empresas petrol´ıferas que armazenam
grande quantidade de dados de sondagens s´ısmicas 3D (HDFGROUP,
2011), pesquisas de armazenamento e unificac¸a˜o de dados biolo´gicos
em alto desempenho para lidar com grandes quantidade de imagens
(DOUGHERTY et al., 2009) e pesquisas de alto desempenho em arma-
zenamento de ca´lculos de f´ısica nuclear (LAGHAVE et al., 2009). Como
tambe´m na a´rea me´dica os hospitais enfrentam problemas com arma-
zenamento de grandes quantidades de imagens geradas de dispositivos
me´dicos que, por lei, precisam ser armazenadas durante anos. Desta
forma o volume de imagens gerado diariamente e´ um problema cons-
tante dos servidores de banco de dados, principalmente em termos de
escalabilidade.
Um dos objetos desta pesquisa e´ o servidor de imagens me´dicas
DICOM CyclopsDCMServer. Este servidor vem sendo desenvolvido
pelo Laborato´rio de Telemedicina da Universidade Federal de Santa
Catarina no Brasil e tem o objetivo de fornecer armazenamento de ima-
gens me´dicas DICOM (PIANYKH, 2008) provido por aparelhos me´dicos
conectados a` Rede Catarinense de Telemedicina (RTCM) (WALLAUER
et al., 2008). Estas imagens hoje sa˜o armazenadas em bancos de dados
convencionais.
Em Santa Catarina, a RTCM conecta diferentes instituic¸o˜es de
sau´de, como hospitais e instalac¸o˜es de cuidados ba´sicos englobando 286
munic´ıpios do Estado. Esta rede fornece servic¸o de acesso a mais de
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10 modalidades DICOM. Dentre elas temos: eletrocardiogramas; res-
sonaˆncia magne´tica; tomografia computadorizada; radiografia compu-
tadorizada (MACEDO et al., 2009). Para que ocorra essa integrac¸a˜o entre
servidor e modalidades DICOM, a RCTM utiliza o Sistema de Comu-
nicac¸a˜o e Arquivamento de Imagens (Picture Archiving and Commu-
nication System - PACS ), que engloba suporte de hardware e software
para a maioria dos equipamentos me´dicos mascarando toda a parte de
comunicac¸a˜o, seguranc¸a e acessibilidade (HUANG, 1999).
Figura 1 – Representac¸a˜o do sistema PACS em Santa Catarina, na qual
todos os dados sa˜o replicados para uma base central na Telemedicina.
Em Santa Catarina, o sistema e´ acess´ıvel em praticamente todo o
Estado, sendo que a tendeˆncia e´, nos pro´ximos anos, dar cobertura total
a SC. Por lei, cada imagem me´dica deve permanecer acess´ıvel durante
20 anos, e cada imagem me´dica de uma tomografia possui, no mı´nimo,
512KBytes. E´ poss´ıvel concluir que a base de imagens DICOM e´ bem
abrangente e esta´ em constante crescimento, requerendo grandes inves-
timentos na manutenc¸a˜o dos dados. Analisando o problema similar em
outras a´reas e o resultado das pesquisas que utilizam base de dados
alternativos em vez de banco de dados convencionais, o Laborato´rio
de Telemedicina de Santa Catarina da Universidade Federal de Santa
Catarina, no Brasil, iniciou a pesquisa em 2006 e o projeto piloto em
2007, procurando uma soluc¸a˜o de armazenamento em alto desempenho,
utilizando a API HDF5 e sistemas de arquivos distribu´ıdos.
A versa˜o de pesquisa deste servidor buscou utilizar o HDF5 como
a base de dados para arquivos DICOM. Esta pesquisa iniciou-se em
2006 por Macedo et al., com o objetivo de abordar questo˜es da Teleme-
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dicina, com base em sistemas de bancos de dados relacionais tais como
escalabilidade, distribuic¸a˜o de informac¸a˜o, habilidade de usar te´cnicas
de sistema de alto desempenho, visando minimizar os custos operacio-
nais. Entre os procedimentos usuais para evitar o problema de escala-
bilidade, foi projetado uma camada de abstrac¸a˜o para utilizar sistemas
de alto desempenho distribu´ıdos, como clusters e grids computacionais
(MACEDO et al., 2009). Esta abordagem se distinguiu do sistema atual
por armazenar todas as informac¸o˜es hierarquicamente, organiza´-las e
armazena´-las no formato de dados HDF5. Os resultados dos experi-
mentos obtidos foram bastante satisfato´rios, obtendo-se rendimento de
rapidez ate´ cinco vezes superior em relac¸a˜o a banco de dados conven-
cionais, em que se utiliza PostgreSQL.
Outro fator observa´vel nas pesquisas que buscam maior desempe-
nho em armazenamento e´ a utilizac¸a˜o de bibliotecas para paralelizac¸a˜o
da leitura e escrita de grandes volumes dos dados, como por exemplos,
o Dennis et al.(DENNIS et al., 2012) e Nam et al. (NAM; SUSSMAN, 2003)
que sa˜o pesquisas que buscam utilizar bibliotecas de E/S em paralelo
para maximizar a largura de banda de disco. Ale´m disso, os sistemas
de arquivos distribu´ıdos nos u´ltimos anos, desenvolveram melhorias na
rotina de acesso paralelo via middlewares, como por exemplo, o RO-
MIO, que e´ uma biblioteca de alto de desempenho em E/S, suportado
pelos sistemas de arquivos como PVFS e NFS por exemplo (DIVISION,
2011).
Desta maneira, este projeto busca utilizar as tecnologias mais
atuais na a´rea de computac¸a˜o distribu´ıda, a fim de verificar se e´ poss´ıvel
melhorar ainda mais o desempenho do servidor CyclopsDCMServer.
Para isso, foi projetada uma arquitetura para utilizar caracter´ıstica de
acesso paralelo providas por sistemas de arquivos, e que possua com-
partibilidade com o formato HDF5 para o armazenamento de imagens
me´dicas. Buscou-se tambe´m aplicar te´cnicas de alto desempenho em
programac¸a˜o paralela em escrita e leitura de dados e, concomitante-
mente, verificar o desempenho desta abordagem, aplicando-a em diver-
sos sistemas de arquivos distribu´ıdos.
Os trabalhos submetidos (SOARES et al., 2011) e (SOARES et al.,
2012) como experimentos iniciais desta abordagem mostraram que o
tempo de leitura e escrita em paralelo no sistema de arquivos PVFS
teve um desempenho eficiente sob determinadas imagens. Desta ma-
neira, este trabalho tem o objetivo de realizar maior nu´mero de expe-
rimentos, com maior volume de dados e aumentar o nu´mero de com-
ponentes no ambiente de testes. Para avalizar o comportamento desta
abordagem, buscou-se realizar os experimentos em diferentes sistemas
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de arquivos distribu´ıdos, que possuem como caracter´ısticas distintas as
suas te´cnicas de distribuic¸a˜o de dados e arquitetura de sistema.
1.2 OBJETIVOS
Este trabalho investiga uma maneira de contornar problemas
de desempenho deparados na ana´lise apresentada por Macedo et al.,
e buscar novas maneiras de otimizar o desempenho desta tecnologia
(HDF5), que disponibiliza va´rias caracter´ısticas para aumentar a sua
eficieˆncia. Ainda sera´ pesquisada uma abordagem buscando utilizar
tecnologias de computac¸a˜o de alto desempenho, focando no paralelismo
em cluster para obtenc¸a˜o de maior desempenho.
1.2.1 Objetivo Geral
Implantar uma arquitetura paralela na aplicac¸a˜o CyclosDCM-
Server e aplicar sob diversos sistemas de arquivos distribu´ıdos, bus-
cando aumentar o desempenho de armazenamento e recuperac¸a˜o de
imagens me´dicas formatados hierarquicamente em HDF5.
1.2.2 Objetivos Espec´ıficos
Os objetivos espec´ıficos sa˜o:
• Estudar uma maneira eficiente para implantar o acesso paralelo
no servidor CyclopsDCMServer;
• Pesquisar configurac¸o˜es necessa´rias para a implantac¸a˜o de uma
API paralela em ambientes distribu´ıdos;
• Desenvolver a camada de abstrac¸a˜o paralela para o servidor Cyclops-
DCMServer;
• Realizar testes de desempenho, tanto de leitura quanto de escrita,
para fins de comparac¸a˜o com o servidor atual;
• Realizar testes nos sistemas de arquivos distribu´ıdos;
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1.3 ORGANIZAC¸A˜O DO TEXTO
Esta dissertac¸a˜o inicia-se com a introduc¸a˜o dos conceitos utili-
zados nesta pesquisa - Telemedicina, PACS e DICOM - e, em seguida,
uma introduc¸a˜o do que e´ HDF5 e suas principais estruturas, finalizando
com suas caracter´ısticas de acesso. Na sequeˆncia, no cap´ıtulo 2, sa˜o
discutidos os conceitos ba´sicos dos sistemas de arquivos distribu´ıdos,
desde as caracter´ısticas principais ate´ os tipos de sistemas de arquivos
distribu´ıdos. Nesta sec¸a˜o e´ dado eˆnfase aos agregados computacionais
(clusters), pois este e´ o ambiente utilizado neste trabalho, discutindo
os principais meios de programac¸a˜o paralela em clusters (MPI e PVM)
e suas principais caracter´ısticas.
No cap´ıtulo 3, sa˜o apresentados alguns exemplos de sistemas de
arquivos distribu´ıdos, com um detalhamento maior dos sistemas que
foram utilizados para a realizac¸a˜o dos experimentos.
No cap´ıtulo 4, e´ discutida a proposta da arquitetura, abrangendo
os conceitos de abordagem serial e paralelo, a implementac¸a˜o e sa˜o le-
vantados alguns trabalhos relacionados a esta pesquisa, desde trabalhos
que utilizam acesso paralelo em HDF5 ou em arquivo, ate´ trabalhos que
buscam melhorar as te´cnicas de acesso em paralelo.
Em seguida, no cap´ıtulo 5, sa˜o descritos o ambiente e a forma
de realizac¸a˜o dos experimentos, seguindo-se os resultados e as ana´lises.
Por fim, no u´ltimo cap´ıtulo, e´ relatada a conclusa˜o desta pesquisa e sa˜o





No fim dos anos 60 e comec¸o dos anos 70, com a evoluc¸a˜o da tec-
nologia da informac¸a˜o e da comunicac¸a˜o em geral, tendo em vista o alto
custo para fornecer uma boa assisteˆncia me´dica, surgiu a necessidade
de construir um sistema que buscasse minimizar os custos relativos ao
transporte de pacientes. A partir dessa necessidade, surgiu o termo
Telemedicina (BASHSHUR, 2002).
A Telemedicina vem sendo aplicada como uma forma de pro-
ver acesso a` sau´de para pessoas ou comunidades que, de uma forma
ou de outra, estejam isoladas ou desprovidas de me´dicos qualificados
(MACEDO et al., 2009). O objetivo e´ disponibilizar informac¸o˜es sobre o
paciente de forma remota, sendo que estas informac¸o˜es podem ser aces-
sadas pelos me´dicos de outras cidades atrave´s de aparelhos eletroˆnicos,
como computadores, tabletes, celulares, etc. Sua utilizac¸a˜o, nestes ca-
sos, pode reduzir o custo de transporte, diminuir os casos de mortes
devido a` espera de algum laudo me´dico ou durante um transporte de
paciente e, ale´m de aumentar a confiabilidade de uma medicac¸a˜o de-
vido a` integrac¸a˜o de va´rios me´dicos especializados em uma determinada
a´rea.
Normalmente estes projetos sa˜o de grande interesse para insti-
tuic¸o˜es de sau´de governamentais, que implementam programas de me-
lhoria da sau´de. A implantac¸a˜o da Telemedicina motiva-se principal-
mente pela diminuic¸a˜o de custos, pore´m existe um custo inicial para
implantac¸a˜o, pois ha´ necessidade de comprar equipamentos espec´ıficos
e desenvolver softwares para ana´lises e acessos. Como exemplos de
pa´ıses que implantaram a Temedicina temos: Estados Unidos, Alema-
nha, Japa˜o, China e Brasil (MAIA; WANGENHEIM; NOBRE, 2006). Estes
trabalhos teˆm em comum a implantac¸a˜o da Telemedicina voltada para
a teleconsulta entre me´dico e paciente, gerac¸a˜o de laudos por parte dos
me´dicos e teleconfereˆncias para casos extremos.
A funcionalidade da Telemedicina se resume basicamente na trans-
fereˆncia de informac¸o˜es e imagens me´dicas de um local pra outro. A
comunicac¸a˜o entre me´dicos vai desde telefonemas ate´ teleconfereˆncias.
Quando um paciente faz algum exame de caso complicado, este e´ envi-
ado a um ou mais me´dicos com a finalidade de se formar uma melhor
opinia˜o sobre os procedimentos a serem realizados.
No Brasil, especificamente em Santa Catarina, em parceria com
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a Secretaria de Estado da Sau´de de Santa Catarina, iniciou-se um pro-
jeto elaborado pelo grupo Cyclops da Universidade Federal de Santa
Catarina chamado Rede Catarinense de Telemedicina (RCTM) (MAIA;
WANGENHEIM; NOBRE, 2006). Este projeto possibilitou a disponibi-
lizac¸a˜o em rede de imagens, sinais e laudos me´dicos gerados a partir de
estabelecimentos de sau´de espalhados pelo Estado. Para este propo´sito,
o grupo Cyclops (CYCLOPS, 2011), da Universidade Federal de Santa
Catarina, foi designado para desenvolver uma soluc¸a˜o customizada, ba-
seada na tecnologia PACS.
2.1.1 Picture Archiving and Communication System
O arquivamento de imagens e sistema de comunicac¸a˜o (PACS)
e´ uma tecnologia que fornece armazenamento e acesso a imagens
me´dicas de va´rias modalidades, como eletrocardiogramas e ressonaˆncia
magne´tica, via redes de comunicac¸a˜o. Hoje em dia, milho˜es de radio-
logistas esta˜o analisando suas imagens atrave´s da Internet. A vanta-
gem da utilizac¸a˜o do sistema PACS e´ a de eliminar a necessidade de
transmissa˜o e acesso de arquivos fisicamente; filmes na˜o seriam mais
perdidos ou roubados, resultando na diminuic¸a˜o do tempo de trans-
missa˜o veicular tanto da imagem como possivelmente do paciente, e
ale´m de reduzir o tempo dos laudos me´dicos quando ha´ necessidade de
avaliac¸o˜es de me´dicos especializados, evitando a espera do paciente.
Quando se trata de PACS, este necessariamente consiste em qua-
tro componentes principais:
• Modalidades de imagem.
• Uma rede segura para a transmissa˜o de informac¸o˜es
• Estac¸o˜es de trabalho para interpretar e analisar imagens.
• Armazenamento e recuperac¸a˜o.
No projeto RCTM de Santa Catarina, seguem esses quatros com-
ponentes principais, tendo como modalidades: radiografia computado-
rizada, tomografia computadorizada, ressonaˆncia magne´tica, medicina
nuclear, ultrassom e x-ray angiografia. Essas modalidades utilizam o




O padra˜o Digital Imaging and Communications in Medicine (DI-
COM) e´ um dos padro˜es mais conhecidos e fundamentais quando se
trata de imagens me´dicas digitais. O padra˜o DICOM foi definido em
1992, e foi a terceira versa˜o do ACR-NEMA Standards Publication PS3.
Antes de o padra˜o ser estabelecido como DICOM, cada fabricante cri-
ava sua pro´pria soluc¸a˜o para armazenamento, visualizac¸a˜o, impressa˜o
de imagens digitais e principalmente na comunicac¸a˜o, resultando dire-
tamente em incompatibilidades entre dispositivos me´dicos. O primeiro
padra˜o ACR-NEMA foi concebido em 1983 pelo Cole´gio Americano de
Radiologia (American College of Radiology) com o princ´ıpio de tor-
nar as imagens me´dicas digitais independentes dos fabricantes dos dis-
positivos, criando um padra˜o u´nico para os equipamentos me´dicos e
facilitando a expansa˜o de imagens me´dicas digitais (PIANYKH, 2008).
Figura 2 – Exemplo de uma imagem DICOM
Essa padronizac¸a˜o herdou suas especificac¸o˜es mais importantes
de outros padro˜es, onde as primeiras verso˜es foram focadas na melhoria
e correc¸a˜o dos problemas dos padro˜es anteriores. Essas especificac¸o˜es
sa˜o relacionadas a`s interfaces de hardware introduzindo um conjunto
de formato de dados e um conjunto mı´nimo de comandos de software.
Duas verso˜es do ACR-NEMA surgiram com o passar do tempo, mas
somente em setembro de 1992 foi conclu´ıda a versa˜o atual.
A terceira versa˜o foi chamada DICOM 3.0 e veio com grandes
reviso˜es, fornecendo suporte a uma variedade de dispositivos digitais e
suporte aos seus protocolos de comunicac¸a˜o. A partir desta versa˜o, o
padra˜o e´ anualmente revisto e atualizado com novos suplementos, caso
necessa´rio (PIANYKH, 2008). O padra˜o DICOM foi criado para cobrir
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as seguintes necessidades contemporaˆneas:
• Um padra˜o universal na qual todos os dispositivos de aquisic¸a˜o
de imagens digital produzem imagens DICOM e se comunicam
atrave´s de redes DICOM.
• Excelente qualidade de imagem. DICOM suporta imagens com
mais de 65,536 (16 bits) tons de cinza para exibic¸a˜o de imagens
monocroma´ticas, em comparac¸a˜o com imagens em JPEGs e bit-
maps (BMP), na qual sa˜o limitadas a 256 tons de cinza, ofere-
cendo pouca visibilidade para diagno´sticos. O padra˜o oferece uso
das mais avanc¸adas te´cnicas de representac¸a˜o de imagens digitais,
proporcionando a elaborac¸a˜o de melhores de diagno´sticos.
• Suporte completo a inu´meros paraˆmetros de aquisic¸o˜es de ima-
gens e diferentes tipos de dados. E´ necessa´rio armazenar grande
quantidade de paraˆmetros da imagem DICOM e na˜o exclusiva-
mente a figura (pixel data. Esses paraˆmetros sa˜o, por exemplos,
posic¸a˜o 3D do paciente, tamanho f´ısico da imagem e espessura do
corte. Normalmente esses dados sa˜o ricos em informac¸o˜es que fa-
cilitam o processamento e interpretac¸a˜o das imagens de diferentes
maneiras.
• Codificac¸a˜o completa dos dados me´dicos. Arquivos e mensagens
DICOM utilizam mais de 2000 atributos padronizados, que sa˜o
codificados no diciona´rio DICOM. Esses atributos sa˜o utilizados
para transmitir dados me´dicos deste nome do paciente ate´ a cor
da imagem de fundo. Estes dados oferecem essencial precisa˜o
para diagno´sticos e captac¸a˜o de todos os aspectos da radiologia
atual.
• Clareza na descric¸a˜o dos dispositivos de imagens digitais e suas
funcionalidades. O padra˜o define funcionalidades de dispositivos
me´dicos em termos muito precisos e independentes de dispositivo.
Trabalhando com dispositivos me´dicos atrave´s de suas interfaces
DICOM torna-se um processo simples, deixando pouco espac¸o
para erros.
DICOM foi criado para suportar diversas modalidades de ima-
gens me´dicas, necessitando de um diciona´rio que lista todos os atributos
do padra˜o. Os fornecedores do padra˜o podem criar seus pro´prios di-
ciona´rios de atributos de dados proprieta´rios. Neste caso, as estruturas
desses diciona´rios devem seguir as mesmas regras pre´-definidas.
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Para organizar mais de 2000 itens, todos os itens sa˜o primeira-
mente divididos em grupos numerados (com base na similaridade do
conteu´do). Os grupos sa˜o organizados por elementos individuais. Por-
tanto, cada item e´ numerado com o seu pro´prio nu´mero, conhecido
como tag. A tag e´ constitu´ıda de dois nu´meros chamados de grupo e
elemento, e correspondem a um atributo do DICOM como “elemento
de dados”(data element). Os grupos e elementos sa˜o nu´meros curtos,
de tamanho fixo, e seguem uma estrutura hexadecimal. Como por
exemplo. o atributo “Data de nascimento”do paciente e´ identificado
pela tag “0010, 0030”. Deste modo, todas as aplicac¸o˜es referem-se a
um elemento usando a sua respectiva tag (grupo, elemento).
2.1.2.1 Estrutura hiera´rquica
A estrutura hiera´rquica de um arquivo DICOM segue por Pa-
ciente, Estudos, Se´ries e Imagens, respectivamente. Esta estrutura
e´ importante para saber como consultar determinados dados de uma
imagem. Por exemplo, para identificar uma se´rie, primeiro deve-se en-
contrar o paciente e o estudo a que esta se´rie pertence. Esta lo´gica e´
refletida em todas as interfaces DICOM.
Naturalmente, esta estrutura hiera´rquica reflete o que acontece
no mundo real quando um paciente realiza algum exame me´dico. Uma
pessoa chega a um hospital onde va´rios estudos podem ser programados
(por exemplo, tomografia e exames de ultrassom). Va´rios estudos de
acompanhamento podem ser necessa´rios mais tarde, com o tempo, e
cada estudo pode ter se´ries de imagens mu´ltiplas (com ou sem contraste,
com diferentes protocolos de imagem e assim por diante). Cada camada
da hierarquia tera´ um u´nico identificador (ID), tal como cada estudo
de um paciente tera´ um u´nico ID e assim por diante.
Como se pode observar na Figura 3, um paciente pode ter um
ou mais estudos, cada estudo por conter uma ou mais se´ries, e cada
se´rie um ou mais imagens. A Figura ilustra tambe´m alguns atributos
de cada camada da estrutura.
2.1.3 CyclopsDCMServer
Visado pela necessidade do desenvolvimento de um sistema PACS
para atender as necessidades do Estado de Santa Catarina, foi ne-
cessa´rio criar um servidor que comunique e armazene as imagens ge-
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Figura 3 – Representac¸a˜o da estrutura hiera´rquica de um documento
DICOM
radas pelos equipamentos me´dicos. Como a maioria dessas ma´quinas
me´dicas utilizam o padra˜o DICOM para comunicac¸a˜o, o laborato´rio de
Telemedicina desenvolveu um servidor DICOM chamado de Cyclops-
DCMServer.
CyclopsDCMServer foi desenvolvido com o objetivo de disponi-
bilizar servic¸o de integrac¸a˜o do padra˜o DICOM no ambiente PACS,
a fim de prover armazenamento de imagens me´dicas e acessibilidade
para a manipulac¸a˜o destas imagens atrave´s de estac¸o˜es de trabalho. O
servidor foi desenvolvido e baseado no padra˜o DICOM. Por exemplo,
o servidor implementa um tradutor das nomenclaturas (tags) baseado
no diciona´rio DICOM para bancos de dados convencionais. O padra˜o
tem como caracter´ıstica a flexibilidade para adicionar e remover no-
vas funcionalidades. Desta maneira, como servidor foi desenvolvido
para um ambiente espec´ıfico, somente as modalidades eletrocardiogra-
mas (ECG), ressonaˆncia magne´tica (MRI), tomografia computadori-
zada (CT), radiografia computadorizada (CR) sa˜o suportadas pelo ser-
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vidor, que tambe´m suporta fa´cil implantac¸a˜o em ambientes hospitala-
res.
A func¸a˜o mais importante deste servidor e´ prover o armazena-
mento das imagens DICOM. Pore´m, para que ocorra a integrac¸a˜o do
servidor com as ma´quinas me´dicas, e´ necessa´rio seguir o protocolo DI-
COM para a realizac¸a˜o da comunicac¸a˜o entre eles. O desenvolvimento
do servidor foi todo voltado ao protocolo, na qual e´ importante des-
tacar os servic¸os providos. A comunicac¸a˜o do servidor e´ realizada por
classes de servic¸os. As classes de servic¸o devem ser definidas atrave´s
de um protocolo chamado DIMSE (DICOM Message Service Element).
Este se situa na camada de aplicac¸a˜o que por sua vez encontra-se sobre
a camada de transporte. O protocolo de transporte e´ o TCP (Transfer
Control Protocol), que habilita um canal de comunicac¸a˜o confia´vel que
assegura que os dados transferidos cheguem ao destino, ale´m de ser um
protocolo comum para muitos equipamentos.
Os equipamentos que participam da comunicac¸a˜o via protocolo
DICOM possuem uma classificac¸a˜o dependendo do tipo da func¸a˜o exer-
cida. Basicamente todos os equipamentos (servidores e ma´quinas) sa˜o
chamados de entidades e sa˜o classificados em dois tipos: Service Class
Provider (SCP) e Service Class User (SCU) . O SCP e´ quando a enti-
dade proveˆ o servic¸o e o SCU e´ quando a entidade faz a requisic¸a˜o do
servic¸o. Quando um equipamento faz uma requisic¸a˜o de uma imagem
ao servidor, este fluxo normal e´ dividida em treˆs etapas. Primeiramente
devem realizar uma associac¸a˜o a fim de verificar se as duas entidades
esta˜o registradas entre si, e a negociac¸a˜o, especificando quais operac¸o˜es
podem ser executadas e quais extenso˜es de servic¸o esta˜o dispon´ıveis
para operac¸a˜o. Em seguida, sa˜o trocadas as mensagens referentes ao
servic¸o a ser realizado e, por fim, duas mensagens de liberac¸a˜o e con-
firmac¸a˜o do servic¸o.
Existem 4 tipos de servic¸os DICOM, sendo que somente treˆs sa˜o
implementados no servidor:
• Armazenamento ouC-Store (Composite Store). E´ o servic¸o em
que a entidade SCP e´ responsa´vel por executar o armazenamento
de um objeto DICOM no bancos de dados, retornando ao SCU o
resultado da operac¸a˜o.
• Busca ou C-Find (Composite Find). Tambe´m e´ reponsabilidade
da entidade SCP, no caso o servidor, realizar a busca do objeto em
uma base de dados. A busca pode ser realizada sob qualquer n´ıvel
de hierarquia mostrado na Figura 3, podendo definir qualquer
atributo respectivo do n´ıvel como filtro da busca. A entidade
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SCU deve fornecer a raiz da busca, o n´ıvel a ser pesquisado e
um conjunto de chaves de busca e enta˜o o SCP e´ responsa´vel
por recuperar as informac¸o˜es. Por exemplo, para requerer os IDs
dos estudos de um determinado paciente, podem ser utilizados os
paraˆmetros de busca universal (ID dos estudos) e busca por valor
u´nico (nome do paciente).
• Movimentac¸a˜o ou C-Move (Composite Move). O servic¸o de mo-
vimentac¸a˜o e´ utilizado no servidor CyclopsDCMServer como a
forma de recuperac¸a˜o do objeto DICOM. A sua func¸a˜o e´ vol-
tada para copiar o objeto do servidor para uma terceira entidade
SCP, que normalmente e´ outro servidor de imagens. Este servic¸o
requer duas conexo˜es e associac¸o˜es diferentes para transmissa˜o.
Este procedimento torna mais seguro o acesso a`s imagens, pois
a terceira entidade deve estar cadastrada no servidor e ainda e´
poss´ıvel controlar o acesso via seguranc¸a POSIX.
• Recuperac¸a˜o ou C-Get (Composite Get). Este servic¸o e´ similar
ao de movimentac¸a˜o, pore´m na˜o necessita de uma terceira enti-
dade. A func¸a˜o de recuperac¸a˜o retorna o objeto que e´ enviado
diretamente a` entidade SCU que fez a requisic¸a˜o. Este me´todo
e´ menos recomenda´vel, pois os n´ıveis de seguranc¸a sa˜o menores.
No caso do CyclopsDCMServer, este servic¸o na˜o e´ implementado
por vias de seguranc¸a de acesso.
2.2 HIERARCHICAL DATA FORMAT
O Hierarchical Data Format (HDF) (HDFGROUP, 2011) e´ um
software que foi desenvolvido pelo grupo HDF da Universidade de Illi-
nois, em conjunto com a NASA, no in´ıcio dos anos 90, visando trabalhar
com grandes quantidades de dados cient´ıficos. O principal objetivo do
HDF e´ prover armazenamento e acesso eficiente em grandes volumes
de dados, normalmente representados por matrizes extensas, sendo que
comparado com uma estrutura de dados comuns, o processo seria ine-
ficiente.
O HDF utiliza a formatac¸a˜o dos dados atrave´s da hierarquizac¸a˜o,
dividindo os dados em estruturas ba´sicas similares a sistemas de arqui-
vos. A sua forma de acesso e´ tambe´m diferenciada por prover acessos
paralelos, via a interface MPI, proporcionando alto desempenho na lei-
tura e escrita de dados.
O acesso e´ provido por meio de API disponibilizada nas lingua-
35
gens Fortran e C. Em ambas as linguagens, atrave´s das bibliotecas e´
poss´ıvel gerenciar, criar, remover e alterar os dados contidos em um
HDF5.
2.2.1 Estrutura do HDF5
No HDF5 existem treˆs estruturas simples e essenciais que for-
mam a base para a biblioteca: dataset (conjunto de dados), grupos e
atributos.
• dataset. E´ um conjunto de dados composto por um cabec¸alho
e uma matriz unidimensional ou multidimensional de dados. O
cabec¸alho e´ dividido em nome, tipos dos dados, espac¸o dos dados
e layout. O nome e´ utilizado para identificar os datasets. Os ti-
pos de dados normalmente sa˜o atoˆmicos (caracteres ou nu´meros)
ou podem ser do tipo composto, semelhantes a estruturas da lin-
guagem C/C++, que encapsula os tipos atoˆmicos. O espac¸o dos
dados (dataspace) e´ um metadado que pode ou na˜o ser definido,
que representa a dimensa˜o dos datasets, os quais suportam tama-
nhos infinitos. Por fim, o layout e´ forma de armazenamento dos
dados, que por padra˜o e´ cont´ınuo, mas pode ser segmentado em
blocos de tamanho fixo ou compacto.
• Grupo. Sa˜o basicamente recipientes que conteˆm outros grupos e
datasets. Sa˜o ana´logos a direto´rios de um sistema de arquivos
UNIX, os quais podem conter outros direto´rios ou arquivos. A
grande diferenc¸a entre uma estrutura Grupo do HDF5 com um
sistema de arquivos e´ que os grupos sa˜o ligados como um grafo
direcionado, permitindo refereˆncias circulares. Grupos sa˜o impor-
tantes para organizar a estrutura de um arquivo HDF5 como uma
estrutura de a´rvore. Todo arquivo HDF5 possui um grupo inicial
chamado raiz (“/”). Na Figura 4, os grupos sa˜o representados
no programa HDFview como direto´rios. Do mesmo modo que os
datasets, os grupos possuem nomenclatura. A partir dos nomes
dos grupos, formam-se os caminhos (paths), os quais, sa˜o utiliza-
dos por alguma API para acessar os grupos e os datasets. Ambos
os datasets e grupos podem estar associados ou compartilhados
entres outros elementos similares.
• Atributos. Sa˜o pequenos objetos metadados que descrevem a na-
tureza de um dado prima´rio (dataset ou grupo). Os atributos
sa˜o caracterizados como tipos primitivos de qualquer linguagem
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e sa˜o atoˆmicos, ou seja, na˜o podem se constituir de alguma es-
trutura mais complexa. Nos atributos na˜o ha´ armazenamentos
especiais, tais como compressa˜o ou chunking ; na˜o ha´ acesso par-
cial ou capacidade de subdefinic¸a˜o para dados de atributos; na˜o
podem ser compartilhados e na˜o podem conter outros atributos.
Um atributo e´ armazenado no cabec¸alho de uma outra estrutura,
portanto, sa˜o ligados diretamente a essa estrutura.
Para melhor ilustrac¸a˜o, a Figura 4 e´ retirada de uma aplicac¸a˜o
chamada HDFview, que tambe´m e´ desenvolvida pelo mesmo grupo, e
que disponibiliza uma interface gra´fica para trabalhar com a maioria
das func¸o˜es disponibilizadas pela biblioteca. Esta Figura ilustra a es-
trutura de um arquivo HDF5.
A estrutura do HDF5 e´ similar a uma estrutura UNIX, onde ha´
um direto´rio raiz que e´ identificado pelo caractere “/”. O direto´rio
e´ ana´logo a um grupo e o dataset e´ similar a um arquivo dentro de
um grupo, ou seja, e´ o elemento que conte´m os dados. Assim, como
sistema de arquivos, um grupo pode conter um ou mais datasets como
pode conter outro grupos internamente.
Figura 4 – Exemplo de uma estrutura HDF5 representada no programa
HDFview
Outra estrutura interessante provida pelo HDF e´ a distinc¸a˜o de
ligac¸a˜o simbo´lica (symbolic-links) e ligac¸a˜o direta (hard-lyncs). Ligac¸o˜es
simbo´licas sa˜o utilizadas para referenciar um dataset ja´ existente, afim
de que, ao remover essa ligac¸a˜o, na˜o ocorra a a perda do dado. Em
compensac¸a˜o, as ligac¸o˜es diretas sa˜o criadas no momento em que se
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cria um dataset e ao serem removidas (sendo a u´nica ligac¸a˜o ao objeto)
acarretam a perda do acesso aos dados.
2.2.2 Caracter´ısticas
As principais caracter´ısticas do HDF esta˜o relacionadas basica-
mente com a disposic¸a˜o dos dados e os modos de acesso a estes dados.
A disposic¸a˜o dos dados e´ importante, pois caracteriza a sua forma de
manipulac¸a˜o. No HDF, os dados esta˜o dispon´ıveis em formatos na-
tivos e organizados em matrizes multidimensionais, mas tambe´m su-
porta formatos complexos, como estruturas compostas. Os formatos
nativos normalmente sa˜o representados por descritores nume´ricos, tex-
tos e bina´rios (por exemplo, H5T NATIVE INT) que tornam o acesso
apropriado para qualquer plataforma. Os formatos complexos sa˜o es-
truturas compostas por esses diferentes formatos nativos, podendo ser
desde estruturas como Enumeration ate´ referencias a outros objetos de
outras regio˜es.
A disposic¸a˜o dos dados e´ configurada no momento da criac¸a˜o dos
pro´prios dados, na qual e´ preciso definir dois atributos antes da criac¸a˜o
dos elementos dataset, dataspace e dadatype. Como pode observar na
Figura 5, ambos dataspace e dadatype sa˜o composic¸o˜es do elemento
dataset, e caso este seja destru´ıdo
Figura 5 – Diagrama da composic¸a˜o da estrutura dataset
O datatype e´ o elemento que define o tipo de dados que sera´ ou
esta´ contido no dataset, que como ja´ foi discutido antes, pode apresen-
tar diferentes tipos de dados. Normalmente para representar formatos
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bina´rios, utilizam-se nu´meros (inteiros e ponto flutuante) e caracteres
(ASCII), diferenciando conforme o tipo de arquitetura. Por exemplo,
linguagens como C, utilizam a representac¸a˜o de bina´rio em “char”,
“short”, “int” e “long”. Este tipo de elemento e´ importante principal-
mente para a interpretac¸a˜o dos dados corretamente, uma vez que sa˜o
armazenados em sequeˆncias de bits.
O dataspace e´ o elemento que define as caracter´ısticas do dataset
relacionado a` sua forma de armazenamento em disco e memo´ria. Ale´m
de ser responsa´vel por caracterizar o tipo de padra˜o de acesso utilizado.
E´ atrave´s do dataspace que se obte´m o nu´mero de dimenso˜es o tamanho
de cada dimensa˜o de um vetor multidimensional no arquivo. No HDF,
e´ poss´ıvel definir um vetor de ate´ treˆs dimenso˜es (x,y,z) onde cada
dimensa˜o pode conter tamanhos indefinidos. O dataspace, ale´m de
informar as caracter´ısticas do dataset no arquivo HDF5, ele tambe´m e´
responsa´vel por coordenar a forma dos dados armazenados na memo´ria.
Portanto, o dataspace esta´ relacionado diretamente a operac¸o˜es de E/S.
Normalmente, a forma em que o vetor de dados e´ encontrado no
disco e na memo´ria e´ a mesma, mas o HDF5 tambe´m permite repre-
sentar dados em memo´ria de forma diferente dos dados em disco. Caso
ambas as formas da memo´ria e do disco sejam iguais, a definic¸a˜o e´ a
mesma; caso contra´rio, podera´ ser criado uma nova definic¸a˜o para a
memo´ria. Adicionalmente, nas func¸o˜es de leitura, o vetor sera´ lido em
diferentes formas na memo´ria, enquanto que na escrita os dados sera˜o
armazenados em forma especificada no arquivo. Essa caracter´ıstica
permite que os dados do vetor possam ser acessados de diversas formas
em diferentes espac¸os. Com isso, e´ poss´ıvel acessar uma certa regia˜o de
uma imagem, sem precisar alocar toda a imagem na memo´ria, evitando
perda de espac¸o na memo´ria e processamento no parse da imagem.
2.2.2.1 Acesso Paralelo
A proposta do HDF5 paralelo (PHDF5) e´ prover facilidades aos
usua´rios para usarem a biblioteca, apresentando compatibilidade com
acesso serial. A F´ıgura 6 demonstra as camadas de acesso de uma
aplicac¸a˜o paralela sob um sistema de arquivos paralelo. O seu de-
senvolvimento foi visado para dar suporte ao modelo de programac¸a˜o
MPI. Portando, a maioria dos seus acessos paralelos sa˜o providos pela
interface MPI.
A func¸a˜o de acesso aos dados via o dataspace de um dataset e´
chamado de hyperslabs. Esta func¸a˜o e´ responsa´vel por combinar regio˜es
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Figura 6 – Ilustrac¸a˜o das camadas de acesso de HDF5 paralelo
de um vetor multidimensional do disco com uma regia˜o na memo´ria, e
vice-versa. Essas regio˜es podem conter diferentes formatos variados de
objetos retangulares, podendo realizar mais uma vez a func¸a˜o, a fim de
adquirir uma regia˜o desregular. Essa func¸a˜o pode ser visualizada na
Figura 7, a qual ilustra o acesso de uma regia˜o em disco de uma deter-
minada forma, guardando na memo´ria de outra forma. No resultado
dessa operac¸a˜o deve constar o mesmo nu´mero elementos em ambas as
regio˜es.
Figura 7 – Exemplo de uma transfereˆncia dos dados via hyperslabs do
dataspace em arquivo para o dataspace da memo´ria. Esta transfereˆncia
deve manter o nu´mero de elementos de dados igual, enquanto a forma
do dataspace pode ser diferente.
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No caso do acesso paralelo em HDF5, os modelos hyperslabs sa˜o
caracterizados pelo tipo de divisa˜o do vetor dimensional entre os nodos
paralelos e pela propriedade de acesso. A biblioteca tem dispon´ıveis
dois tipos de propriedades de acesso aos dados (coletivo e indepen-
dente) e quatro modelos de hyperslabss (dados cont´ıguos, regularmente
espac¸ados, Padra˜o e Chunk). O acesso de dados coletivo e´ dependente
de todos os nodos da aplicac¸a˜o corrente, havendo uma barreira para
a concorreˆncia dos nodos, a fim de o acesso ser simultaˆneo. Em com-
pensac¸a˜o, no caso da propriedade de acesso independente na˜o ha´ ne-
cessidade de espera dos nodos na escrita ou leitura de dados, ou seja,
cada nodo realiza o seu acesso independente dos outros processos.
A Figura 8 ilustra os quatro modelos implementados na API do
HDF5 em paralelo, em que se utiliza a divisa˜o das regio˜es em quadro
nodos de E/S. No modelo Dados cont´ıguos, a matriz pode ser dividida
tanto por linhas ou por colunas de blocos de tamanhos ideˆnticos, e
gravada no sistema de arquivo em blocos. No modelo Regularmente
espac¸ados, cada nodo conte´m colunas ou linhas inteiras intercaladas da
matriz, que quando gravadas no arquivo, cada linha ou coluna pertence
a um nodo. No modelo Padra˜o, cada nodo escreve uma parte da sua
matriz no arquivo, na˜o havendo diviso˜es de acesso. Por fim, o modelo
Chunk divide a matriz em blocos iguais de acordo com o nu´mero de
nodos.
2.2.2.1.1 Configurac¸o˜es de acesso paralelo
Outra caracter´ıstica importante do PHDF5 sa˜o as suas confi-
gurac¸o˜es de acesso concorrente. No HDF5 ha´ duas formas de con-
figurac¸o˜es de acesso dispon´ıveis providos tambe´m pelo ROMIO, cha-
mados de independente (H5FD MPIO INDEPENDENT) e o coletivo
(H5FD MPIO COLLECTIVE).
No acesso independente, cada processo acessa os dados concor-
rentemente sem precisar esperar os outros processos para a realizac¸a˜o
da tarefa. Uma vez que um arquivo e´ aberto em paralelo usando um
comunicador (MPI COMM), o arquivo pode ser acessado e modificado
de forma independente por qualquer um dos processos no comunicador.
No acesso coletivo, no entanto, cada processo realiza a tarefa si-
multaneamente com os outros processos, havendo uma espera por cada
processo caso necessa´ria. Uma vez que todos os processos sa˜o obriga-
dos a participar, ha´ comunicac¸a˜o entre processos necessa´rios que podem
tornar o processo mais lento. A pesquisa de Laghave (LAGHAVE et al.,
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Figura 8 – Ilustrac¸o˜es dos tipos de hyperslabs implementados na API
HDF5 paralelo (Figura modificada da versa˜o original (HDFGROUP,
2011)).
2009) mostra que, dependendo da situac¸a˜o, o desempenho de acesso
concorrente coletivo e independente pode oferecer o mesmo tempo de
execuc¸a˜o.
O H5FD MPIO COLLECTIVE implementa o Collective buffe-
ring e o Data Sieving, que proveˆm um conjunto de otimizac¸o˜es dis-
pon´ıveis no ROMIO que melhoram o desempenho de E/S paralelo em
um arquivo compartilhado.
No caso do Collective buffering, por exemplo, tambe´m chamada
de duas fases E/S, ha´ quebra das operac¸o˜es de E/S em duas etapas.
Para uma leitura coletiva (Figura 9), a primeira etapa utiliza um sub-
conjunto de tarefas MPI (chamados agregadores) para se comunicar
com os servidores da E/S (e.g. OSTs em Lustre) e ler um grande
pedac¸o de dados em um buffer tempora´rio. Na segunda etapa, os agre-
gadores enviam os dados do buffer para o seu destino entre as tarefas
restantes MPI usando a rotina ponto-a-ponto (point-to-point) do MPI.
A escrita coletiva faz o inverso, agregando os dados atrave´s de
MPI em buffer nos no´s agregadores, em seguida, escrever a partir dos
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no´s agregadores para os servidores da E/S. A vantagem do Collective
buffering e´ prover menos no´s na comunicac¸a˜o com os servidores da E/S,
o que reduz o tempo de contenc¸a˜o provido da E/S em disco.
:
Figura 9 – Ilustrac¸a˜o dos agregadores da E/S Coletivo (THORBECKE,
2012).
43
3 SISTEMAS PARALELOS E DISTRIBUI´DOS
3.1 INTRODUC¸A˜O
De acordo com George Coulouris (COULOURIS; DOLLIMORE; KIND-
BERG, 2007), sistema distribu´ıdo e´: “colec¸a˜o de computadores autoˆnomos
interligados atrave´s de uma rede de computadores e equipados com soft-
ware que permita o compartilhamento dos recursos do sistema: hard-
ware, software e dados”. Sistemas distribu´ıdos e´ resultado do avanc¸o
das tecnologias de redes de comunicac¸a˜o e microprocessadores de alto
desempenho. Sa˜o sistemas compostos por grandes nu´meros de proces-
sadores, conectados atrave´s de redes de alta velocidade e que trocam
mensagens entre si. Um exemplo comum e´ a Internet, na qual diferen-
tes tipos de computadores esta˜o interligados e interagindo por trocas
de mensagens de dados a fim de realizar um ou va´rios servic¸os.
Sistemas distribu´ıdos teˆm com principal caracter´ıstica o compar-
tilhamento de recursos. O termo recurso abrange desde componentes
de hardware, como discos, impressoras e processadores, ate´ entidades
definidas pelo software, como arquivos, bancos de dados e objetos de
dados de todos os tipos. O avanc¸o de suas tecnologias, como a melho-
ria do tempo de execuc¸a˜o, comunicac¸a˜o via redes, contornando proble-
mas de concorreˆncia, falhas e relo´gios globais, e a diminuic¸a˜o do valor
agregado favoreceram o surgimento de sistemas distribu´ıdos na rede
mundial (COULOURIS; DOLLIMORE; KINDBERG, 2007). Outras carac-
ter´ısticas fundamentais para constituir um sistema distribu´ıdo que sa˜o
constantes desafios sa˜o:
• Transpareˆncia. Para que o sistema distribu´ıdo seja utiliza´vel para
diversos usua´rios e´ necessa´rio aplicar te´cnicas de transpareˆncia
dos recursos distribu´ıdos, a fim de evitar um conhecimento pre´vio
do usua´rio sobre o sistema e enxergar como um sistema u´nico. A
transpareˆncia de um sistema distribu´ıdo e´ dividida por modali-
dades: Transpareˆncia de acesso, que permite operac¸o˜es ideˆnticas
a acessos remotos e locais; Transpareˆncia de concorreˆncia, na
qual va´rios processos operam juntos recursos compartilhados sem
influeˆncia entre eles; Transpareˆncia de localizac¸a˜o, que permite
acesso aos recursos sem necessidade de saber a localizac¸a˜o f´ısica.
• Heterogeneidade. Esta caracter´ıstica e´ importante para abran-
ger diversos tipos de hardware de computadores (e. g. redes)
e software (e. g. sistemas operacionais e linguagens de pro-
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gramac¸a˜o). Ela permite troca de mensagens entre diferentes tipos
de aplicac¸o˜es, hardwares e sistemas operacionais, providos por al-
gum middleware ou protocolos de comunicac¸a˜o (Internet).
• Sistemas Abertos. Esta terminologia e´ dada quando um sistema
pode ser estendido ou reimplementado de outras maneiras, ou
seja, em que grau novos recursos podem ser adicionados. Caso
seja heterogeˆneo, o sistema deve prover mecanismos de comu-
nicac¸a˜o uniforme e interfaces do sistema pu´blicas.
• Seguranc¸a. Quando se trata de um sistema com compartilha-
mento de va´rios recursos, com va´rios clientes, a seguranc¸a dos
dados e´ essencial. A seguranc¸a deve propor confidencialidade dos
dados (na˜o expor dados privados a usua´rios na˜o autorizados),
integridade (protec¸a˜o contra alterac¸a˜o ou remoc¸a˜o) e disponibi-
lidade (protec¸a˜o contra interfereˆncia com os meios de acesso aos
recursos)
• Tratamento de falhas. Quando se trata de um sistema com va´rios
computadores heterogeˆneos ou na˜o, a ocorreˆncia de falhas no sis-
tema e´ comum, tanto em software como em hardware. Por exem-
plo, quando uma ma´quina desliga, as outras continuam funcio-
nando, podendo ou na˜o ocasionar falha no sistema. Portanto, o
tratamento dessas falhas e´ dif´ıcil. Algumas te´cnicas sa˜o conhe-
cidas para o tratamento dessas falhas, como: mascaramento de
falhas, redundaˆncia e toleraˆncia a falhas.
• Concorreˆncia. O sistema tem que estar preparado para o acesso
mu´ltiplo a um determinado recurso compartilhado. Te´cnicas de
programac¸a˜o, como sema´foro, sa˜o recomendadas para o controle
da concorreˆncia.
Como exemplo famoso de um sistema distribu´ıdo, a Amazon
se destaca pelo seu sistema bastante flex´ıvel. O foco e´ na utilizac¸a˜o
de computac¸a˜o nas nuvens e virtualizac¸a˜o de ma´quinas. O servic¸o
oferece a maioria das caracter´ısticas que um sistema distribu´ıdo deve
possuir. O foco da Amazon foi oferecer ao cliente total transpareˆncia
ao usua´rio, onde os recursos sa˜o facilmente estendidos ou virtualizados
atrave´s de um gerenciador dos recursos Web de acordo com a necessi-
dade do usua´rio.
Outro fator importante relacionado ao sistema distribu´ıdo, que
tambe´m e´ relevante quando se trata de utilizac¸a˜o, e´ a sua organizac¸a˜o
no aspecto de como os computadores sa˜o conectados e como se comu-
nicam entre si. A partir deste contexto, os computadores sa˜o divididos
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em dois sistemas: multiprocessadores, na qual os computadores interli-
gados compartilham a memo´ria; multicomputadores, em que os compu-
tadores sa˜o interligados, pore´m na˜o ha´ compartilhamento de memo´ria.
Multiprocessadores sa˜o compostos por diversos processadores que com-
partilham a mesma memo´ria por um barramento, sa˜o fortemente aco-
plados e normalmente gerenciados por um u´nico sistema operacional.
Multicomputadores sa˜o aglomerados de computadores conectados por
uma rede comum, na qual trocam mensagens entre si. Cada ma´quina
possui um sistema operacional pro´prio, onde sa˜o gerenciadas as suas
memo´rias locais, na˜o existindo compartilhamento de memo´ria.
3.1.1 Tipos de SAD
Os sistemas distribu´ıdos, de acordo com Steen e Tanenbaum
(STEEN; TANENBAUM, 2007), podem ser divididos em treˆs tipos: sis-
temas de informac¸a˜o distribu´ıdos, sistemas embarcados distribu´ıdos e
sistemas de computac¸a˜o distribu´ıda.
Sistemas de informac¸a˜o distribu´ıdos sa˜o importantes, pois atu-
almente sa˜o bastante utilizados em grandes organizac¸o˜es. A sua carac-
ter´ıstica foca na disponibilidade de execuc¸a˜o de uma aplicac¸a˜o, com-
partilhando ou replicando o servic¸o entre va´rias ma´quinas. O princ´ıpio-
base e´ cliente e servidor, na qual o servidor roda a aplicac¸a˜o e o cliente
faz requisic¸o˜es. Essa aplicac¸a˜o que roda no servidor e´ caracterizada
pela sua forma de distribuic¸a˜o de componentes. Esta forma pode ser
dividida em dois grupos: a primeira, em que duas aplicac¸o˜es distintas
se comunicam atrave´s de transac¸o˜es a fim de realizar um determinado
servic¸o ao cliente; e a segunda, que utiliza um middleware de integrac¸a˜o.
Existem va´rios tipos de middleware que proporcionaram essa
infraestrutura para estes tipos de sistema, como por exemplo, RMI,
RPC, Web Services, EJB, etc. E´ nota´vel que com o desenvolvimento
da tecnologia (processamento e redes), essas aplicac¸o˜es tornaram-se
mais sofisticadas e gradualmente sa˜o mais separadas em componentes
independentes, proporcionando maior interoperabilidade entre eles e
disponibilidade ao cliente.
Sistema embarcado distribu´ıdo recentemente vem sendo mais co-
mum devido a processadores de baixo consumo possu´ırem maior poder
de processamento, em consequeˆncia, maior o poder operacional nes-
tes dispositivos. Os dispositivos em um sistema embarcado distribu´ıdo
caracterizam-se por serem pequenos, compactos, usam bateria e pos-
suem conexa˜o wireless. Hoje em dia sa˜o mais vistos como smartfones,
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como tambe´m palmtop, tablete, etc. Um dos grandes problemas en-
frentados quando se utiliza sistemas embarcados e´ a mudanc¸a constante
de ambientes, havendo alguns locais que possuem conexa˜o e outros na˜o,
portanto, estes dispositivos devem possuir aplicac¸o˜es de adaptac¸a˜o para
essas mudanc¸as constantes. Geralmente estes dispositivos conectam ao
sistema em ordem de acessar e prover informac¸o˜es. Estes acessos signifi-
cam fa´cil leitura, armazenamento, remanejamento e compartilhamento
de informac¸o˜es entre outros dispositivos. Sabendo-se das mudanc¸as
de conectividades desses aparelhos, o local onde sera˜o acessadas essas
informac¸o˜es ira´ mudar todo o tempo.
Por fim, os sistemas de computac¸a˜o distribu´ıda sa˜o sistemas de
computac¸a˜o de alto desempenho, em que se encontra a computac¸a˜o
paralela e descentralizada. Esse sistema divide-se em dois subgrupos:
agregados computacionais (clusters) e computac¸a˜o em grade. Clusters
consiste numa colec¸a˜o de ma´quinas similares pro´ximas umas das ou-
tras, conectadas em uma rede local de alta velocidade na qual cada
nodo executara´ uma mesma aplicac¸a˜o. Em compensac¸a˜o, Grids sa˜o
constitu´ıdos por um conjunto de sistemas distribu´ıdos dispersos, nor-
malmente conectados por uma rede comum e agregados sob um soft-
ware gerenciador. O diferencial do sistema em Grid e´ a sua forma de
submeter um servic¸o ao sistema que, ao inve´s de submeterem o servic¸o
direto pra execuc¸a˜o, sa˜o enviados ao gerenciador sob uma determinada
pre´-configurac¸a˜o do sistema, a` qual e´ submetido quando este estiver
dispon´ıvel.
Como neste trabalho e´ focado em computac¸a˜o paralela em clus-
ter, sa˜o discutidas na sec¸a˜o seguinte as caracter´ısticas do sistemas de
computac¸a˜o distribu´ıdas em cluster.
3.2 AGREGADOS COMPUTACIONAIS
A capacidade de processamento mais ra´pido tem sido limitada
por uma se´rie de fatores como superaquecimento dos transistores, falta
de espac¸o para o crescimento de elementos eletroˆnicos e atraso de co-
municac¸a˜o. Por estas razo˜es, poucas alternativas sa˜o conhecidas para
conseguir um aumento da velocidade de processamento. As duas mais
usualmente conhecidas sa˜o: te´cnicas de algoritmos mais eficientes, mas
na˜o e´ garantida para todos os tipos de aplicac¸o˜es; ou a opc¸a˜o de repartir
tarefas, na qual um processo e´ distribu´ıdo a outros computadores para
atuar no mesmo objetivo. A segunda te´cnica e´ mais utilizada e e´ co-
nhecida como computac¸a˜o distribu´ıda, na qual se permite que diversos
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processadores conectados compartilhem recursos entre si, repartindo
um trabalho entre eles a fim de ganhar desempenho na execuc¸a˜o do
mesmo. (DANTAS, 2005)
Por definic¸a˜o, agregados computacionais (clusters) e´ um aglo-
merado de computadores conectados, com um propo´sito de suprir a
deficieˆncia proveniente da limitac¸a˜o dos processadores. O que caracte-
riza um cluster e´ o agrupamento de ma´quinas em um limite geogra´fico.
Este limite geogra´fico e´ derivado do tipo da conexa˜o dos dispositivos,
podendo ser apenas um gabinete ligado por uma interconexa˜o ou uma
sala com dispositivos separados e conectados por uma conexa˜o local.
3.2.1 Programac¸a˜o Paralela em cluster
A utilizac¸a˜o de clusters em ambientes paralelos tornou-se bas-
tante usual devido ao seu baixo custo de implantac¸a˜o e limitac¸a˜o do
poder de processamento dos processadores. Anteriormente, a pro-
gramac¸a˜o paralela era restrita para arquiteturas massivamente para-
lelas e de memo´ria compartilhada, restringindo bastante os desenvolve-
dores por se tratar de de uma arquitetura relativamente cara. Devido
a este custo-benef´ıcio, a maioria das organizac¸o˜es que trabalham com
alto desempenho tem adotado este paradigma.
Os gra´ficos da Figura 10 foram retirados do site Top500 de su-
percomputadores. O primeiro gra´fico demonstra a evoluc¸a˜o do tipo da
arquitetura de sistemas utilizados desde 1993 ate´ 2011, observando-se
claramente a preponderaˆncia do uso de clusters nos u´ltimos anos. No
segundo gra´fico, e´ ilustrada a evoluc¸a˜o da utilizac¸a˜o de supercomputa-
dores em diversos segmentos, sendo que as indu´strias se destacam no
aumento de utilizac¸a˜o de sistemas de supercomputac¸a˜o.
De fato, uma vantagem de computadores com memo´ria distribu´ıda
e´ ter mais do que um simples grande processador; e´ tambe´m poder pro-
ver mais memo´ria e mais cache. Quando se trata de ambiente de pro-
gramac¸a˜o em cluster, dois softwares sa˜o usualmente conhecidos, MPI
(Message passing Interface) e PVM (Parallel Virtual Machine) .
3.2.2 Messaging Parsing Interface
Message Passing Interface (MPI) e´ uma biblioteca padra˜o su-
portada nas linguagens C e Fortran77, a qual baseia-se em sub-rotinas
de comunicac¸a˜o para programac¸a˜o paralela e projetada para funcionar
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Figura 10 – Imagens do Top500 (TOP500, 2011) mostrando a evoluc¸a˜o
do uso de diferentes sistemas de computac¸a˜o distribu´ıda, e os segmentos
que esta˜o utilizando o clusters nos u´ltimos anos
em uma ampla variedade de computadores paralelos. O seu paradigma
e´ baseado na troca de mensagens (message passing) e e´ u´til em ambos
os computadores paralelos, como o SP2 da IBM, o ResearchT3D Cray,
como tambe´m em ma´quinas conectadas a redes de estac¸o˜es de trabalho.
Na Figura 11, pode-se observar a principal caracter´ıstica da in-
terface MPI, ilustrando a troca de mensagens entre os processos. Ale´m
da func¸a˜o de enviar e receber mensagens, o MPI tambe´m disponibiliza
realizar primitivas como BroadCast e Gather, onde a primeira envia
uma mensagem a todos os processos e o segundo recebe mensagem de
todos os outros.
MPI foi desenvolvido por um fo´rum aberto e internacional cons-
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Figura 11 – Ilustrac¸a˜o da troca de mensagens entre processos MPI,
representada pela aplicac¸a˜o UpShot (HAATAJA, 2011)
titu´ıdo de indu´strias, universidades e laborato´rios do governo, com a
finalidade de tornar a programac¸a˜o paralela mais acess´ıvel a` comuni-
dade tanto profissional como estudantil, tornando via´vel para os progra-
madores desenvolverem bibliotecas de programas paralelos, com carac-
ter´ısticas eficientes e porta´teis (PACHECO, 1997). Visando essa facili-
dade, mu´ltiplas bibliotecas foram criadas por grupos distintos, diferen-
ciando alguns focos durante os seus desenvolvimentos. Como exemplos
dessas variac¸o˜es temos o MPICH, Open-MPI e CHIMP-MPI.
A interface MPI tende a fornecer abstrac¸a˜o para os processos
a fim de ajudar na semaˆntica da comunicac¸a˜o. Pra isso, os processos
sa˜o nomeados com um rank do grupo, baseado na ordem de inicia-
lizac¸a˜o. MPI tambe´m fornece suporte para ambos os modos MPMD e
SPMD 1 de programac¸a˜o paralela. Ale´m disso, pode suportar ca´lculos
entre aplicac¸o˜es atrave´s de operac¸o˜es intercomunicac¸a˜o, que suportam
a comunicac¸a˜o entre aplicac¸o˜es de um grupo e entre grupos. MPI for-
nece uma API thread-safe, que sera´ u´til em ambientes multi-threads,
visto que atualmente o nu´mero de cores de processadores esta˜o au-
mentando, podendo influenciar novas aplicac¸o˜es a utilizarem ambientes
multi-threads.
As mais importantes vantagens dessa interface sa˜o propiciar uni-
versalidade (pois funciona bem em processadores separados e conecta-
dos por uma rede de comunicac¸a˜o lenta ou ra´pida), expressividade (MPI
foi criado para ser usual e modelo completo para expressar algoritmos
paralelos), fa´cil depurac¸a˜o (pois possui um bom gerenciador de erros
1SPMD (Single process/Mutiple data) e MPMD (Multiple Processor/Multiple
Data) sa˜o taxonomias Flynn’s para ambientes paralelos, na qual o SPMD tem
como base mu´ltiplos processos autoˆnomos em diferentes processadores e executam
o mesmo programa com diferentes entradas, enquanto o MPMD, mu´ltiplos processos
autoˆnomos executam aos menos dois diferentes processos.
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comparados com outros modelos paralelos) e principalmente desempe-
nho, raza˜o fundamental do message-passing continuar em ambientes de
programac¸a˜o paralelo (GROPP et al., 1996).
Ale´m de propiciar aumento do desempenho no processamento,
o MPI tambe´m e´ utilizada para a paralelizac¸a˜o de escrita e leitura
de dados via interface MPI-IO. Desta maneira, o projeto ROMIO do
Laborato´rio Nacional de Argonne em Chicago e´ uma implementac¸a˜o
da interface MPI-IO, em que o seu objetivo foi desenvolver uma API
de alto desempenho em E/S paralelo. ROMIO e´ basicamente uma
implementac¸a˜o da especificac¸a˜o do MPI versa˜o 2, que foi constru´ıdo sob
a especificac¸a˜o message-passing MPI versa˜o 1 e do ADIO 2. Portanto, o
ROMIO e´ suportado por qualquer sistema de arquivo que implementa
as func¸o˜es ADIO na API do sistema de arquivos.
Como ja´ citado no cap´ıtulo sobre HDF5 paralelo, as duas prin-
cipais otimizac¸o˜es implementadas pelo ROMIO sa˜o o data sieving e o
Collective buffering, em que ambos esta˜o relacionadas com a otimizac¸a˜o
da E/S concorrente. Basicamente, ambas foram desenvolvidas para oti-
mizar o acesso de dados armazenado de forma na˜o cont´ınua (te´cnica de
armazenamento de bloco de dados, normalmente encontrado em siste-
mas de arquivos paralelos).
3.2.3 Parallel Virtual Machine
O Parallel Virtual Machine (PVM) tambe´m e´ um pacote de
software sob o paradigma de trocas de mensagens cuja principal ca-
racter´ıstica e´ a interoperabilidade entre grupos de computadores he-
terogeˆneos (Unix e Windows) por uma rede para ser utilizado como
um u´nico grande computador paralelo. O PVM foi desenvolvido por
instituic¸o˜es compostas por Universidade do Tennessee, Laborato´rio Na-
cional de Oak Ridge e Universidade de Emory. A primeira versa˜o foi
escrita em ORNL em 1989, em seguida, a versa˜o 2 foi reescrita pela
Universidade do Tennessee em 1991 e por fim, a versa˜o 3 foi lanc¸ada
em 1993, aderindo toleraˆncia a falhas e melhorias na portabilidade. A
interface PVM busca ser simples, permitindo que a programac¸a˜o seja
intuitiva (PRAKASH, 2011).
O usua´rio escreve sua aplicac¸a˜o como uma colec¸a˜o de tarefas
cooperativas, a qual acessa rotinas PVM atrave´s de uma biblioteca que
permite a iniciac¸a˜o de tarefas atrave´s da rede, bem como comunicac¸a˜o e
sincronizac¸a˜o entre as tarefas. As comunicac¸o˜es sa˜o semelhantes a`s da
2ADIO e´ um conjunto de func¸o˜es ba´sicas para realizac¸a˜o do E/S em disco.
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interface MPI, a qual inclui envio e recebimentos de mensagens, como
tambe´m as primitivas de programac¸a˜o concorrente broadcast, gather e
barrier. Dentre as caracteristicas do PVM, temos:
• Interoperabilidade. Permite conexo˜es entre diferentes tipos de ar-
quiteturas, desde computadores massivamente paralelos (/emph-
Massively Parallel Processor, MPP) a computadores simples.
• Transpareˆncia. A aplicac¸a˜o enxerga o sistema todo como um
u´nico sistema, omitindo os diferentes tipos hardware.
• Paradigma de troca de mensagem. Possui um comportamento
semelhante ao MPI, fornecendo suporte para ambos os modos
MPMD e SPMD.
Ambos MPI e PVM sa˜o constitu´ıdos por duas partes. A primeira
e´ um daemon que reside em todas as ma´quinas, necessa´rio para iniciali-
zar ambos os ambientes. Estes daemon executam em background a fim
de realizar comunicac¸a˜o entre as outras ma´quinas, para comunicac¸a˜o
do ambiente e outros fatores como status do ambiente.
A segunda parte sa˜o as bibliotecas de rotinas das interfaces. Es-
sas bibliotecas normalmente proveˆm suporte para linguagem C, com o
objetivo de facilitar a integrac¸a˜o da aplicac¸a˜o sob o ambiente. Den-
tre as rotinas temos, por exemplo, a troca de mensagens, iniciac¸a˜o dos
processos e coordenac¸a˜o de tarefas.
3.3 SISTEMAS DE ARQUIVOS DISTRIBUI´DOS
Atualmente, sistemas de arquivos distribu´ıdos (SAD) veˆm sendo
mais constantes para os usua´rios, em que eles desconhecem o local
f´ısico de seus arquivos. O aumento da utilizac¸a˜o de SADs por empre-
sas e academias deve-se ao fato da deficieˆncia na evoluc¸a˜o do acesso
aos discos r´ıgidos quanto ao aumento do nu´mero de requisic¸o˜es, que
adicionado com o crescimento do nu´mero de arquivos (tamanho e/ou
quantidade), o acesso aos arquivos em um simples e u´nico disco r´ıgido
torna-se um gargalo para diversos sistemas, principalmente quando se
busca informac¸o˜es constantemente em disco.
Estes sistemas de arquivos teˆm por objetivo fornecer aos clientes
os mesmos servic¸os providos por um sistema de arquivo convencional,
com o adicional de poder ser acessado por qualquer ma´quina dentro de
uma determinada rede, de forma centralizada ou na˜o, com um desem-
penho compara´vel a de um disco local.
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O sistema de arquivo distribu´ıdo mais conhecido atualmente por
pequenas empresas e usua´rios comuns, e´ o Sun Microsystem’s Network
File System (NFS) (NOWICKI, 1989) , que busca a soluc¸a˜o para a dis-
ponibilidade de arquivos na rede de forma centralizada. No entanto,
como aplicac¸o˜es paralelas em cluster esta˜o se tornando mais frequentes
em aplicac¸o˜es que acessam grandes quantidades de dados, as soluc¸o˜es
centralizadas tendem a saturar, principalmente, a capacidade da rede
e ate´ do disco com o aumento do nu´mero de requisic¸o˜es. Desta ma-
neira, alguns sistemas buscaram explorar o paralelismo desses disposi-
tivos para aumentar o desempenho dos sistemas de arquivos. Para isso,
utilizaram-se alguns crite´rios para a vaza˜o dos dados entre um conjunto
de discos conectados em uma rede local (MARTIN; CULLER, 1999).
Desta forma, quando encontrada a presenc¸a de diversos clientes,
procurou-se distribuir na˜o so´ o armazenamento como tambe´m os ser-
vidores que atendem as requisic¸o˜es, a fim de dividir a carga associada
a` transmissa˜o de dados na leitura ou escrita, explorando o paralelismo
nas operac¸o˜es de entrada e sa´ıda. Essa explorac¸a˜o do paralelismo na
leitura e escrita de dados e´ dada como principal caracter´ıstica de siste-
mas de arquivos paralelos (SAP). .
3.3.1 Arquiteturas de SAD
Nesta sec¸a˜o, sa˜o demonstrados os tipos de organizac¸o˜es presen-
tes na maioria dos SAD classificados por Tanenbaum (STEEN; TANEN-
BAUM, 2007). Estes sa˜o classificados por treˆs tipos: cliente-servidor,
baseado em clusters e sistemas sime´tricos.
3.3.1.1 Cliente-Servidor
A arquitetura cliente-servidor, ilustrada na figura 12, e´ o conceito
base para o sistema de arquivos distribu´ıdos mais comum de qualquer
sistema UNIX quando se trata de compartilhamento de arquivos. A
ideia por tra´s da arquitetura cliente-servidor e´ um servidor de dados
disponibilizar o acesso a arquivos hospedados por qualquer cliente que
esteja suscet´ıvel de utilizar o servic¸o. Os clientes acessam os arquivos
como qualquer outro arquivo local, na˜o importando ao cliente onde eles
esta˜o fisicamente. O NFS disponibiliza uma interface de acesso como
a dos sistemas de arquivos locais, atrave´s da interface POSIX.
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Figura 12 – Arquitetura cliente-servidor
3.3.1.2 Baseada em cluster
A arquitetura baseada em cluster (Figura 13) e´ uma arquitetura
voltada para aplicac¸o˜es paralelas, que e´ a base para o surgimento das
te´cnicas de distribuic¸a˜o de dados de um arquivo (file-striping techni-
ques). Estas te´cnicas teˆm como func¸a˜o espalhar partes de um arquivo
em mu´ltiplos servidores, tornando poss´ıvel o acesso de diferentes par-
tes em paralelo. Para controlar a integridade dos dados sob mu´ltiplos
acessos paralelos, normalmente os SAD utilizam o mecanismo chamado
de lock, que impossibilita qualquer alterac¸a˜o do conteu´do do dado por
parte de outros processos, a menos que nenhum processo o esteja aces-
sando.
Todavia, nem sempre e´ efetivo ou de interesse da aplicac¸a˜o pa-
ralela distribuir um arquivo em partes. De tal modo, alguns sistemas
de arquivos permitem a configurac¸a˜o da distribuic¸a˜o de arquivos como
todo, sem a necessidade de dividi-lo.
Os SAD que comportam estas te´cnicas de distribuic¸a˜o dos dados,
permitindo o acesso paralelo entre os servidores de E/S, sa˜o chamados
de sistemas de arquivos paralelos (SAP). Este tipo de arquitetura e´
eficiente quando conte´m um gerenciador para tratamentos de falhas e
um gerenciador de coereˆncia de dados. Normalmente, cada sistema de
arquivo busca desenvolver o seu pro´prio gerenciador, de modo a servir
de melhor maneira para o sistema em questa˜o.
3.3.1.3 Sime´trica
A arquitetura sime´trica (Figura 14) e´ baseada na tecnologia peer-
to-peer, em que a proposta utiliza como base uma tabela de hash dis-
tribu´ıdo (Distributed Hash Table) para a distribuic¸a˜o de dados, combi-
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Figura 13 – Arquitetura baseada em cluster
nado com um mecanismo de pesquisa baseado em chaves. Ale´m disso,
esta arquitetura pode ser constru´ıda em cima de uma camada de ar-
mazenamento distribu´ıdo, ou todos os arquivos sa˜o armazenados local-
mente no nodo participante. Um exemplo de um sistema distribu´ıdo
que utiliza esta arquitetura e´ o sistema Apache Ivy.
Figura 14 – Arquitetura sime´trica
3.3.2 Componentes de SAD
Alguns conceitos ba´sicos que se aplicam aos sistemas de arqui-
vos distribu´ıdos em geral teˆm como base objetivos fundamentais de
fornecer ao cliente total transpareˆncia nos seus arquivos, na˜o havendo
necessidade de conhecer a localizac¸a˜o f´ısica do arquivo e garantir dis-
ponibilidade. Para prover estas necessidades, os sistemas de arquivos
distribuem as tarefas entre diferentes nodos. Esta divisa˜o de tarefas
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tende a dificultar o gerenciamento do sistema, contudo, torna o sis-
tema mais consistente a fim de garantir um maior controle de falhas
do sistema. E´ de importaˆncia saber ate´ que ponto os mecanismos de
consisteˆncias e sincronizac¸a˜o influenciam no desempenho do sistema.
Cada tarefa e´ delegada a um ou mais nodos, de modo que cada nodo
pode aderir mais de um tipo de tarefa.
Basicamente, sa˜o atribu´ıdos treˆs tipos de tarefas:
• Metadados. Estes sa˜o nodos dos sistemas responsa´veis por con-
ter as informac¸o˜es sobre os arquivos. Estas informac¸o˜es tratam
desde nomes, permisso˜es, datas de acesso e principalmente as lo-
calizac¸o˜es dos blocos dos dados no sistema. A distribuic¸a˜o dos ar-
quivos pode ser dada por blocos fixos enviados de maneira c´ıclica
entre os nodos, ou distribuic¸a˜o dinaˆmica de acordo com o tipo
do sistema ou de acordo com a necessidade da aplicac¸a˜o. Sa˜o os
primeiros nodos a serem consultados por um cliente, quando o
servidor de metadados pode repassar o caminho do arquivo ou ao
mapeamento dos dados.
• Servidores de dados. Sa˜o aqueles que va˜o realizar as operac¸o˜es de
entrada e sa´ıda dos blocos dos arquivos em disco. As operac¸o˜es
sa˜o realizadas de acordo com o servidor de metadados do sistema,
que este informa o tamanho do bloco de leitura e escrita, e a
localizac¸a˜o do bloco.
• Clientes. Os clientes realizam o acesso aos dados atrave´s de uma
interface. No caso dos SAD, basicamente existe dois tipos de
acesso, direto e indireto, ilustrados na Figura 15. No acesso di-
reto, o cliente acessa os arquivos diretamente apo´s consultar o
servidor de metadados, que verifica a permissa˜o e informa a lo-
calizac¸a˜o dos blocos dos arquivos, para que o cliente acesse esses
blocos. No acesso indireto, o cliente envia a operac¸a˜o ao servidor
de metadados, que envia a operac¸a˜o para os servidores de dados
que possuem os blocos do arquivo. Desta maneira, os sistemas
com acesso indireto possuem um custo adicional de transmissa˜o
de dados e os metadados teˆm total controle sobre os acessos dos
dados.
Independente do tipo de acesso, ambos trocam mensagens com
o servidor de metadados, e com o aumento do nu´mero de requisic¸o˜es,
pode tornar-se um gargalo de comunicac¸a˜o para o SAD. Alguns SAD
como PVFS e Lustre, distribuem os servidores metadados com a fi-
nalidade de contornar casos de sobrecarga de requisic¸o˜es. Para que o
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sistema funcione e´ necessa´rio prevenir a falta de consisteˆncia de da-
dos entre os metadados e e´ importante evitar processos desnecessa´rios,
como por exemplo, uma simples consulta de um cliente necessitando
buscar informac¸o˜es dos dados em todos os metadados (KASSICK, 2010).
Figura 15 – Ilustrac¸a˜o do acesso direto e indireto
3.4 EXEMPLOS DE SAD
3.4.1 Network File System
Quando o termo sistema de arquivos distribu´ıdos (SAD) e´ ci-
tado, o primeiro sistema mais referenciado, comum e conhecido pelos
usua´rios de UNIX e´ o NFS. O Network File System (NOWICKI, 1989)
se tornou ta˜o comum que e´ disponibilizado e suportado em quase todas
as distribuic¸o˜es Linux de hoje em dia. Sua versa˜o inicial foi desenvol-
vido pela Sun e liberado ao pu´blico em 19985, o que possibilitou que
outras empresas e desenvolvedores designassem diferentes variac¸o˜es do
sistema. Esta disponibilizac¸a˜o do co´digo repercutiu a integrac¸a˜o do
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protocolo NFS para diversos sistemas operacionais, inclusive o sistema
operacional Windows.
O NFS possui 4 verso˜es que sa˜o incompat´ıveis entre si, mas di-
ferenciam em alguns aspectos. A versa˜o 2 (NFSv2) e 3 (NFSv3) (PA-
WLOWSKI et al., 1994) aos poucos esta˜o deixando de serem usadas e a
versa˜o 4 (NFSv4) (SHEPLER et al., 2003) comec¸ou a ser implementada a
partir do kernel 2.6. Ambas as verso˜es 2 e 3 na˜o manteˆm o estado das
transac¸o˜es, permitindo uma implementac¸a˜o mais simples, sem necessi-
dade de qualquer procedimento de recuperac¸a˜o. Pore´m, essa pol´ıtica
gera problemas nas transac¸o˜es atoˆmicas 3 de gereˆncias de locks, por con-
seguinte, problemas no controle sobre acesso concorrente, problemas de
consisteˆncia de memo´ria cache e perdas de informac¸o˜es dos dados.
A partir da versa˜o 3, foi alterado o mecanismo de controle de
cache para possuir tamanho dinaˆmico, e a pol´ıtica de escrita, sendo
que na versa˜o anterior o arquivo so´ era escrito em disco quando fechado
(write-on-close ) ou somente gravado depois de um determinado tempo
(delayed-write ). Esse tempo de espera para realizar a E/S permite que,
caso o arquivo seja modificado e depois apagado, nenhum dado sera´
gravado em disco, evitando acessos desnecessa´rios. Outro diferencial e´
o aumento do tamanho dos blocos de tra´fego, que antes era limitado a
8KB, chegando a 56KB via UDP 4. Na versa˜o 3 foi implementado um
cache de dados, de tal maneira que o servidor retorna o status do pedido
ao cliente antes de realizar a operac¸a˜o de E/S, evitando a tomada de
tempo de E/S encontrada na versa˜o 2.
Por fim, outro diferencial entre essas duas verso˜es e´ a questa˜o da
seguranc¸a. No NFSv2, o cliente era responsa´vel pelo controle de acesso
aos arquivos, sem nenhuma interfereˆncia por parte do servidor. No
NFSv3, isso foi mudado, deixando a seguranc¸a a cargo do servidor, que
utiliza o mesmo padra˜o de seguranc¸a de um sistema UNIX. Para ter
esse controle, o servidor possui um servic¸o de informac¸a˜o criptografada
de rede, que e´ usado para fornecer sincronizac¸a˜o de usua´rios (uid) e
grupos (guid) entre as ma´quinas na rede.
Na versa˜o 4 do protocolo NFS (NFSv4) (SHEPLER et al., 2003)
foram incorporadas novas funcionalidades e alterac¸o˜es, que permitiram
va´rias vantagens em relac¸a˜o a`s verso˜es anteriores. Uma das grandes
diferenc¸as das verso˜es anteriores e´ a possibilidade de manter os estados
das transac¸o˜es, podendo garantir atomicidade das operac¸o˜es e garantias
3Transac¸o˜es atoˆmicas sa˜o operac¸a˜o que devem ser realizadas de forma u´nica,
evitando interrupimento durante a transac¸a˜o e garantindo a consisteˆncia dos dados
4Ambos as verso˜es 2 e 3 utilizam conexa˜o UDP, pois a vantagem e´ a diminuic¸a˜o
o overhead provido por uma conexa˜o TCP, ganhando mais desempenho e redes
menos congestionadas.
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de locks em arquivos pelos clientes.
Ale´m disso, servic¸os de migrac¸a˜o e replicac¸a˜o de arquivos foram
adicionados a fim de aumentar a disponibilidade de acesso e seguranc¸a
na perda de dados. No caso da migrac¸a˜o, o sistema possui atributos
que sa˜o consultados pelos clientes para indicar em qual servidor foram
imigrados os dados. Estes atributos tambe´m podem ser utilizados para
designar localizac¸o˜es alternativas de arquivos replicados, somente para
leitura.
E´ importante observar que como o NFS possui uma arquitetura
de acesso cliente-servidor, na qual diversos clientes possuem acesso a da-
dos armazenados em um u´nico servidor, este tipo de paradigma torna-se
desvantajoso quando ha´ muitos clientes acessando o sistema. Existem
variac¸o˜es deste protocolo que visam a distribuic¸a˜o do servidor de da-
dos, a fim de ganhar desempenho na leitura e escrita de dados para-
lelos. Como exemplos dessas variac¸o˜es temos NFSp, dNFSp, pNFS,
Split-Server, NFS e NFS-CD. (KASSICK; BOITO; NAVAUX, 2011)
3.4.2 Andrew File System
O AFS (HOWARD; CENTER, 1988) foi um projeto iniciado pela
Universidade Carniege-Mellon junto com a IBM em 1983. O objeto
inicial foi projetar e implantar um sistema distribu´ıdo para um ambi-
ente acadeˆmico com mais de 7000 ma´quinas, distribu´ıdas entre os es-
tudantes, professores e servidores, a fim de disponibilizar aos usua´rios
aplicac¸o˜es, gerenciamento e compartilhamento de arquivos.
O seu desenvolvimento foi dividido em verso˜es que foram tor-
nando o sistema cada vez mais eficiente, aderindo diversos mecanismos
de consisteˆncia de cache, de comunicac¸a˜o e infraestruturas dos servido-
res, resultando em um sistema mais escala´vel.
A sua arquitetura e´ parecida com NFS, possuindo um servidor
de metadados, dados e clientes. No caso do AFS, os clientes sa˜o aque-
les que va˜o manter os arquivos em caches e arquivos necessa´rios para
a inicializac¸a˜o da ma´quina, enquanto os servidores sa˜o encontrados a
partir de qualquer cliente conectado na mesma rede. Toda informac¸a˜o
do arquivo e´ mantida nos servidores, desde sua localizac¸a˜o, bloqueios,
ate´ suas permisso˜es. O cliente, quando necessita acessar um arquivo,
precisa perguntar aos servidores de metadados a sua localizac¸a˜o.
Um dos principais conceitos utilizados para amenizar problemas
de escalabilidade no AFS e´ conceito de callback. O Callback e´ uma
forma de controlar a consisteˆncia de dados dos clientes. Basicamente,
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quando um cliente solicita acesso a um arquivo, o servidor de metadados
envia uma co´pia do arquivo e tambe´m uma flag, ambos mantidos em
cache pelo cliente. Esta flag garante ao cliente que esta´ utilizando
a versa˜o mais recente do arquivo. Caso o arquivo seja modificado, a
flag fica inva´lida, tal que, quando o cliente for acessar novamente o
arquivo, o gerenciador de cache envia novamente os blocos do arquivo
modificado e uma nova flag atualizada. (AFS. . . , 1998).
A versa˜o da flag so´ e´ atualizada quando o arquivo e´ modificado
e salvo por um cliente, de tal maneira que o servidor de metadados
e´ encarregado de atualizar o cache do arquivo e a flag em todos os
clientes que estejam acessando o mesmo arquivo. Com esta forma de
gereˆncia de cache, o problema de escalabilidade e´ amenizado, devido a`s
operac¸o˜es de leitura e escrita serem realizadas em co´pias de arquivos.
Pore´m, essa pra´tica traz consequeˆncias aos clientes, que so´ tera˜o acessos
aos novos dados quando o outro cliente salvar o arquivo.
Os mecanismos de replicac¸a˜o sa˜o baseados no CODA, em que
cada alterac¸a˜o do arquivo e´ propagada para todos os servidores de
dados. A seguranc¸a e permissa˜o de acesso sa˜o providos pelas aplicac¸o˜es
Kerberos, que e´ um protocolo de autenticac¸a˜o na rede que utiliza chaves
criptogra´ficas para autenticac¸a˜o dos usua´rios.
3.4.3 CEPH
O sistema de arquivos CEPH(WEIL et al., 2006) foi desenvolvido
na Universidade da Califo´rnia em 2006 e buscou desenvolver um sistema
de arquivos mais eficiente, confia´vel e escala´vel. Os sistemas atuais que
adotaram armazenamento orientado a objetos sofrem problemas de li-
mitac¸a˜o de escalabilidade devido a` pouca distribuic¸a˜o dos gerenciadores
de metadados. O CEPH procura separar ao ma´ximo os gerenciadores
de metadados (MSD) dos servidores de dados (OSDs), substituindo ta-
belas de alocac¸o˜es por uma func¸a˜o aleato´ria de distribuic¸a˜o de dados,
projetada para clusters heterogeˆneos e dinaˆmicos.
O CEPH utiliza uma arquitetura de cluster altamente adaptativo
e distribu´ıdo de metadados que melhora drasticamente a escalabilidade
do acesso aos metadados, e com ela, a escalabilidade de todo o sistema.
Desenvolvido para sistema de larga escala, a arquitetura do CEPH e´
voltada para ambientes em petabytes, onde envolve milhares de com-
putadores acessando paralelamente um mesmo arquivo e onde nodos
falham o tempo inteiro. O CEPH visou contornar estes problemas
atrave´s de 3 caracter´ısticas.
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• Dissociac¸a˜o de dados e metadados. Busca total divisa˜o do ge-
renciamento de metadados com o armazenamento de dados. As
consultas dos metadados sa˜o gerenciadas pelo servidor de meta-
dados, enquanto as operac¸o˜es de entrada e sa´ıda sa˜o realizadas
pelos OSDs. Os arquivos sa˜o espalhados em pre´-determinados ob-
jetos, enquanto uma func¸a˜o de distribuic¸a˜o de dados chamado de
CRUSH (Controlled Replication Under Scalable Hashing) , atri-
bui objetos a um dispositivo de armazenamento.
• Gerenciador dinaˆmico de metadados distribu´ıdos. Utiliza uma
a´rvore hiera´rquica para o gerenciamento de mais de cem ser-
vidores de metadados, na qual cada um mante´m uma partic¸a˜o
da a´rvore, improvisando atualizac¸o˜es e consultas via padro˜es de
acesso concorrente.
• Armazenamento de objetos distribu´ıdos atoˆmicos e confia´veis (RA-
DOS). O aglomerado de OSD e´ responsa´vel pela replicac¸a˜o, de-
tecc¸a˜o de falhas e restaurac¸a˜o dos dados armazenados, ale´m de
prover suas principais func¸o˜es de E/S.
Desta maneira, a arquitetura e´ um pouco diferente da arquite-
tura padra˜o, sendo dividida em treˆs componentes: os dispositivos de
armazenamento de objetos (OSD) , que em coletivo armazenam os da-
dos e os metadados; gerenciador de metadados (MDS) , que gerencia o
arquivos e direto´rios, permisso˜es, coereˆncia e consisteˆncia do cluster; e
o cliente que utiliza uma interface POSIX de acesso ao sistema.
O diferencial do CEPH esta´ no seu mapa de hierarquia de obje-
tos. Quando um cliente necessita acessar um arquivo, primeiramente
deve mandar um chamado a um MDS. O gerenciador localiza as partes
do arquivo nos OSD no mapa de arquivo em questa˜o para traduzir o
nome do arquivo em um inode (nu´mero identificador de nodos), que re-
torna toda informac¸a˜o sobre a forma de distribuic¸a˜o do arquivo usado
para mapear os arquivos em objetos. Os arquivos e direto´rios sa˜o bem
pequenos, sendo o direto´rio composto somente pelo nome e os inodes
dos arquivos pertencentes ao direto´rio. Diferente de outros sistemas
de arquivos, na˜o ha´ necessidade de alocar os metadados, pois os obje-
tos sa˜o constru´ıdos a partir do nu´mero inode e distribu´ıdos via func¸a˜o
CRUSH. Isto simplifica a carga de trabalho de metadados permitindo
aos MDS gerenciar eficientemente grande conjunto de arquivo de qual-
quer tamanho.
No CEPH, um cliente consegue localizar todos os objetos do ar-
quivo somente com o inode, layout e o tamanho do arquivo, podendo
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localiza´-lo de qualquer componente (OSD ou MDS). Isso e´ permitido
devido a` func¸a˜o de distribuic¸a˜o CRUSH, que traduzindo significa: re-
plicac¸a˜o controlada sob hashing escala´veis.
A distribuic¸a˜o dos dados via CRUSH e´ representado na Fi-
gura 16 e funciona da seguinte maneira. Primeiro CEPH mapeia os
objetos em grupos de localizac¸a˜o chamados de grupos de posiciona-
mento (PG ou placement groups). Os grupos de posicionamento sa˜o
atribu´ıdos aos OSD usando CRUSH. O CRUSH e´ uma func¸a˜o pseu-
doaleato´ria de distribuic¸a˜o de dados que mapeia eficientemente cada
PG para uma lista ordenada de OSD com a finalidade de armazenar
re´plicas de objetos. Para localizar qualquer objeto, CRUSH requer
apenas o PG e um mapa de cluster de OSD (o mapa e´ uma descric¸a˜o
compacta hiera´rquica dos dispositivos que compo˜em o cluster de ar-
mazenamento). Desta maneira, e´ poss´ıvel que qualquer componente
calcule de forma independente a localizac¸a˜o de qualquer objeto no sis-
tema, sem qualquer troca de informac¸a˜o com os dos metadados
A vantagem desta distribuic¸a˜o via CRUSH e´ tentar manter ba-
lanceamento de carga entre os nodos, evitando a criac¸a˜o de hot-spots
e recursos ociosos. Esta func¸a˜o difere dos sistemas convencionais em
que a colocac¸a˜o de dados na˜o depende de qualquer bloco ou uma lista
de metadados dos objetos, permitindo que qualquer parte do sistema
seja o cliente, servidor de metadados ou pro´prio OSD localize qualquer
objeto.
Figura 16 – Ilustrac¸a˜o da distribuic¸a˜o dos dados no sistema CEPH
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Os mo´dulos de acesso do cliente podem ser tanto atrave´s de um
mo´dulo kernel quanto atrave´s de uma biblioteca acessada diretamente
por uma aplicac¸a˜o. Em ambos os casos utilizam a semaˆntica POSIX. A
semaˆntica POSIX exige que a leitura reflita quaisquer dados gravados
anteriormente, e que escrita seja atoˆmica. No CEPH, quando um ar-
quivo e´ aberto por mu´ltiplos clientes com mu´ltiplas func¸o˜es de escrita,
o MDS ira´ anular qualquer cache de leitura emitido anteriormente e
criar buffer de escritas, forc¸ando E/S do cliente para que o arquivo seja
sincronizado. Ou seja, cada aplicac¸a˜o de leitura ou operac¸a˜o de escrita
ira´ bloquear ate´ que este seja reconhecido pelos OSDs, efetivamente co-
locando a carga de atualizac¸a˜o da serializac¸a˜o e da sincronizac¸a˜o com os
OSD. Pore´m, a sincronizac¸a˜o da E/S possui baixo desempenho. Desta
maneira o CEPH proveˆ uma opc¸a˜o mais atenuada atrave´s de uma flag
chamada O Lazy, pore´m na˜o garante a consisteˆncia da sincronizac¸a˜o.
Com a flag O Lazy, a pro´pria aplicac¸a˜o gerencia a consisteˆncia de suas
operac¸o˜es, permitindo que ela crie os buffer de escritas e a cache das
leituras.
3.4.4 Hadoop File System
O sistema de arquivos HDFS (Hadoop File System) (SHVACHKO
et al., 2010), foi um projeto organizado pela Apache Foundation, que
buscou desenvolver um sistema de arquivos distribu´ıdos, confia´vel e
escala´vel, a fim de suprir as necessidades de um sistema de armazena-
mento largamente escala´vel e de grande vaza˜o. Desta maneira, HDFS
e´ projetado para aplicac¸o˜es que gerencia grandes quantidades de da-
dos, priorizando a alta vaza˜o de dados e baixa lateˆncia. Portanto para
aproveitar toda caracter´ıstica do sistema, devem-se utilizar aplicac¸o˜es
que acessam grandes quantidades de dados.
A arquitetura deste sistema e´ composto pelos elementos ba´sicos
de um SAD (servidor de metadados, servidor de dados e cliente). O
servidor de dados e´ centralizado e chamado de NameNode, que possui
diversos servidores de dados chamados DataNode, e a conexa˜o de dados
entre os elementos e´ via protocolo base TCP.
O grande diferencial do HDFS e´ garantir a confiabilidade dos
dados. Para isso, o sistema sempre replica os dados entre os servido-
res a fim de garantir a toleraˆncia a falhas. Os dados sa˜o divididos em
blocos, que sa˜o distribu´ıdos entre os DataNode e replicados automatica-
mente. As pol´ıticas de replicac¸a˜o visam maximizar a vaza˜o e ao mesmo
tempo evitar perda de dados por falhas tanto em discos ou DataNodes
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individuais, ate´ indisponibilidades de clusters.
O mecanismo de acesso a dados consiste na ideia de write-once-
read-many, em que na˜o e´ permitido que mais de um cliente escreva em
um mesmo arquivo. Assim, os mecanismos de consisteˆncia dos dados
sa˜o simplificados. Pore´m, no caso de leitura, os dados podem ser lidos
diversas vezes concorrentemente por uma aplicac¸a˜o paralela, uma vez
que estes dados sa˜o replicados em outros nodos. Desta maneira, com a
replicac¸a˜o dos dados, o mecanismo de leitura dos blocos tende a locali-
zar os dados mais pro´ximos em suas buscas. Outro atributo importante
do HDFS e´ que este implementa o mecanismo MapReduce do sistema
Google File System. MapReduce e´ um modelo de programac¸a˜o para-
lelo e uma implementac¸a˜o associada para o processamento e gerac¸a˜o de
grandes quantidade de dados. Este algoritmo se divide em dois passos
• Mapa. O NameNode recebe o arquivo, divide-o em pequenos ar-
quivos e distribui para os DataNodes, que repetem o mesmo pro-
cesso, conduzindo a uma estrutura de a´rvore de mu´ltiplos n´ıveis.
Os u´ltimos DataNodes processam o menor arquivo, e repassa a
resposta para o DataNode ”pai”.
• Reduzir. O NameNode, enta˜o, recolhe as respostas para todas as
sub-rotinas e combina-as de alguma forma para formar o mapa
de acesso.
Como pode notar, MapReduce automaticamente paraleliza e
executa o programa em um grande aglomerado de ma´quinas. O sistema
de execuc¸a˜o cuida de detalhes do particionamento dos dados de entrada,
a manipulac¸a˜o de falhas e a gesta˜o de comunicac¸a˜o entre ma´quinas.
Assim como o Google File System, HDFS e´ um sistema de ar-
quivo voltado para servic¸os de internet, em que o acesso de um cliente
e´ mais comum nesse cena´rio. Embora o acesso concorrente seja um
cena´rio buscado pela maioria dos sistemas de arquivos paralelos, Goo-
gleFS e HDFS na˜o oferecem otimizac¸a˜o para este caso de uso, supor-
tando somente acesso de um u´nico cliente para escrita em arquivo.
3.5 EXEMPLOS DE SAP
3.5.1 NFSp e dNFSp
O sistemas de arquivos NFSp (LOMBARD; DENNEULIN, 2002) e o
dNFSp (A´VILA, 2005) sa˜o sistemas derivados do sistema NFS, e focam
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em contornar problemas encontrados na arquitetura anterior. Nesta
arquitetura base, existe somente um servidor de metadados e va´rios
servidores de dados que, com o aumento de nu´mero de requisic¸o˜es dos
clientes, causa um overhead no servidor de metadados, diminuindo o
desempenho no sistema.
O NFSp e´ um SAP cujo objetivo e´ fornecer maior desempenho
no acesso aos dados atrave´s do mesmo protocolo NFS, na˜o havendo
nenhuma modificac¸a˜o no lado do cliente. O projeto foi iniciado no La-
boratoire Informatique et Distribuition (ID) de Grenoble, Franc¸a, no
ano de 2000, como parte de um projeto de um cluster de grande porte.
Tendo como motivac¸a˜o a falta de uma soluc¸a˜o que contemplasse as ca-
racter´ısticas desejadas pelo grupo, decidiram fazer uma implementac¸a˜o
sob o protocolo NFS.
O NFSp utiliza a versa˜o do protocolo NFSv2 e a sua arquitetura
e´ similar a sistemas de arquivos paralelos, sendo dividido em servidores
de metadados e servidores de dados, ou usualmente chamado, IOD (da-
emon de E/S) . Estes servidores possuem os daemon de leitura e escrita
que sa˜o responsa´veis pela realizac¸a˜o das func¸o˜es E/S no disco. Esta
te´cnica e´ bastante difundida em SAP, e apresenta algumas vantagens
como: fa´cil replicac¸a˜o de dados, aproveitamento de espac¸os livres nos
nodos e, principalmente, aumento da vaza˜o de dados devido a` operac¸a˜o
paralela. Similar ao NFS, os clientes enviam requisic¸a˜o baseados em
clusters, via acesso indireto, ou seja, quando um servidor de metadados
recebe uma requisic¸a˜o do cliente, o servidor consulta o servidor de me-
tadados adequado e repassa a requisic¸a˜o ao IOD correspondente. Este
por sua vez, obte´m o bloco desejado e transmite diretamente ao cliente.
O distributed NFSp (dNFSp) apresenta um modelo baseado no
NFSp, e segue o mesmo paradigma de manter os objetivos originais,
para na˜o implicar em grandes mudanc¸as na instalac¸a˜o ou acesso ao
sistema. A grande diferenc¸a foca na distribuic¸a˜o do servidor de me-
tadados, que implica escalar os sistemas com poss´ıveis sincronizac¸o˜es
entre os servidores de metadados a fim de garantir a leitura e escrita
concorrente. O projeto foi iniciado na Universidade Federal do Rio
Grande do Sul em 2003, sendo o primeiro per´ıodo foi dedicado a` inves-
tigac¸a˜o de desempenho de sistemas de arquivos.
A Figura 17 ilustra a arquitetura proposta para o dNFSp. O
cliente acessa o sistema utilizando o protocolo padra˜o do NFSv2, envia
a requisic¸a˜o a algum servidor de metadados dispon´ıvel, que sincroniza
com os outros servidores e realiza a requisic¸a˜o nos IODs configurados.
Assim como o NFSp, os IOD respondem as requisic¸o˜es diretamente aos
clientes. A divisa˜o de dados e´ fixa entre um conjunto pre´-configurado
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Figura 17 – Ilustrac¸a˜o da distribuic¸a˜o dos dados no sistema dNFSp
de IOD, delimitando a mudanc¸a dinaˆmica da arquitetura do sistema.
O dNFSp utiliza a abstrac¸a˜o de Virtual IODs (VIOD) para re-
plicac¸a˜o de arquivos. Cada VIOD conte´m um conjunto de IODs, que
podem ser adicionados ou removidos, tal que um IOD pode tambe´m
pertencer a outro VIOD, para visar o espelhamento em um nu´mero
mı´nimo de IODs. A replicac¸a˜o e´ feita pelo processo chamado de store-
and-foward, em que apo´s um IOD receber o bloco a ser escrito pelo
servidor de metadados, este armazena o bloco e o reenvia a outro IOD.
Este processo se repete ate´ todos os IODs possuam os blocos e o u´ltimo
nodo envie uma mensagem ao servidor confirmando a gravac¸a˜o dos da-
dos.
O processo garante a disponibilidade dos dados em todos os IODs
de um VIOD. Desse modo, quando o servidor de dados recebe a re-
quisic¸a˜o de leitura de um arquivo, e´ acionado cada IOD que conte´m a
re´plica dos dados, a fim de aumentar o desempenho da func¸a˜o de lei-
tura. Outra ferramenta importante que foi incorporada e´ o gerenciador
de tabelas de VIODs. Esta tabela e´ mantida junto aos servidores de me-
tadados, informando que IODs atendem as requisic¸o˜es de quais VIODs.
A ferramenta e´ tambe´m um daemon executado junto aos servidores de
metadados, sendo que atrave´s dela sa˜o recebidos os comandos de modi-
ficac¸a˜o do sistema de armazenamento. Cada servidor tera´ uma tabela
e um gerenciador, onde na inicializac¸a˜o do sistema e´ escolhido aleato-
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riamente um gerenciador para receber os comandos de reconfigurac¸a˜o
e repassa´-los ao outros daemon.
E´ tambe´m de responsabilidade do gerenciador inicial verificar o
funcionamento dos servidores de dados, pois no caso de que um dos
IOD deixe de responder ao servidor, este e´ descartado da configurac¸a˜o
do sistema. Por fim, uma outra caracter´ıstica interessante implan-
tada no dNFSp e´ a possibilidade de adaptar o sistema para dedicar
alguns IODs a uma aplicac¸a˜o espec´ıfica que requer grande capacidade
de armazenamento e alta vaza˜o na transfereˆncia de dados do sistema.
Esses servidores sa˜o chamados de Servidores de Aplicac¸a˜o (AppIODs
) e dependendo da grandeza da aplicaca˜o, pode apresentar um ganho
significativo.
3.5.2 Parallel Virtual File System
O Parallel Virtual File System (PVFS)(CARNS et al., 2000) foi
desenvolvido pela primeira vez em 1993 por Walt Ligon e Blumer Eric
como parte de um projeto da NASA para estudar os padro˜es de E/S de
programas paralelos. A versa˜o inicial foi baseada no sistema paralelo
desenvolvido pela IBM, chamada Vesta. Em 1994, a versa˜o 1 do PVFS
foi toda reescrita por Rob Ross, na qual passou a utilizar o protocolo
TCP/IP para comunicac¸a˜o. Uma das caracter´ısticas herdadas da Vesta
e´ a distribuic¸a˜o de arquivos em va´rios servidores, consentindo diferentes
tipos de padra˜o de acessos paralelos. Essa caracter´ıstica e´ que torna
esses sistemas ta˜o eficientes em termos de desempenho, pois a leitura
e escrita de dados sa˜o de forma paralela. O PVFS, diferente do Vesta,
foi desenvolvido focando na escalonamento das E/S de discos quando
va´rios clientes acessam ao mesmo tempo um mesmo arquivo.
Hoje em dia, o PVFS e´ mantido por uma companhia chamada
Omnibond, a qual proveˆ desenvolvimento de aplicac¸o˜es opensource e
oferece suporte a uma versa˜o mais atual do PVFS chamada OrangeFS
(OMNIBOND, 2011). As ultimas verso˜es lanc¸adas pela companhia pro-
cura melhorar o servic¸o de metadados e deficieˆncias em desempenho
em arquivos pequenos demonstrado no trabalho de Carns (CARNS et
al., 2000).
O PVFS permite diferentes configurac¸o˜es em sua arquitetura,
desde definir quantos nodos possuira´ o sistema, ate´ o nu´mero de blocos
em que um arquivo sera´ dividido. E´ constitu´ıdo pelos treˆs componentes
ba´sico de um SAP: servidor de metadados, servidor de dados e cliente.
O acesso a esses blocos (ilustrado na Figura 18), inicia-se acessando
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Figura 18 – Ilustrac¸a˜o do acesso paralelo dos dados no PVFS
um servidor de metadados, sendo que que no caso do PVFS o servi-
dor retorna uma tabela de localizac¸a˜o dos blocos nos diferentes nodos,
realizando o acesso em paralelo aos nodos que conte´m os blocos per-
tencentes ao arquivo. Este tipo de abordagem traz como consequeˆncia
maior utilizaca˜o banda da rede, podendo prejudicar o desempenho do
sistema.
A Figura 18 ilustra a forma de acesso paralelo, como tambe´m a
tabela de localizac¸a˜o de dados que o servidor de metadados disponibi-
liza. Nesta tabela sa˜o mapeados os direto´rios nos quais se encontram
os arquivos nos nodos (IODs ), a quantidade de blocos que cada nodo
conte´m e a sua localizac¸a˜o no arquivo. Dessa forma, o cliente consegue
localizar os caminhos dos blocos de arquivos e construir o arquivo por
completo. Este processo tambe´m e´ revers´ıvel, sendo que ao gravar um
arquivo, este e´ dividido de acordo com a configurac¸a˜o do sistema, ge-
rando outra tabela. Ale´m disso, nos nodos E/S, o PVFS utiliza daemon
que ficam executando enquanto o sistema funciona, para controlar os
acessos ao disco para armazenamento e leitura de dados
A Figura 19 ilustra a distribuic¸a˜o de dados na˜o cont´ınuos do
PVFS. Em sua configurac¸a˜o padra˜o, qualquer arquivo criado e´ divi-
dida em blocos de tamanho constante (64 KB por padra˜o) que sa˜o
distribu´ıdos atrave´s da func¸a˜o de escalonamento round-robin entre os
servidores de dados. O servidor que armazena o primeiro bloco e´ es-
colhido aleatoriamente durante a criac¸a˜o do arquivo. O tamanho do
bloco pode ser configurado durante a criac¸a˜o do arquivo para combi-
nar com os padro˜es de acesso a dados de aplicac¸o˜es espec´ıficas. Outros
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algoritmos de distribuic¸a˜o de dados tambe´m podem ser aplicados a
arquivos espec´ıficos. Uma das caracter´ısticas do PVFS e´ a sua ma-
neira de distribuir os dados de forma na˜o cont´ınua (noncontiguous),
facilitando a utilizac¸a˜o de mu´ltiplos acessos em diversas regio˜es. No
entanto, o nu´mero de chamadas de E/S pode aumentar com o nu´mero
de servidores de dados, aumentando a lateˆncia de E/S no sistema.
Figura 19 – Distribuic¸a˜o de um arquivo em dados na˜o cont´ınuos
O acesso aos arquivos no sistema PVFS pode ser realizado via
3 alternativas: atrave´s de uma API disponibilizada pela aplicac¸a˜o, na
qual os comandos assemelham-se com os de sistemas UNIX; atrave´s
da compilac¸a˜o do PVFS como mo´dulo do kernel, permitindo que os
comandos POSIX acessem o sistema; ou por uma API de alto desem-
penho dispon´ıvel em bibliotecas como o ROMIO, permitindo integrar
aplicac¸o˜es paralelas de alto desempenho em E/S atrave´s do MPI. O
PVFS possui uma segunda versa˜o (PVFS2), na qual se destaca pela
distribuic¸a˜o dos servidores de metadados e pela eliminac¸a˜o dos locks
de acesso aos arquivos. Esta medida tem o objetivo de permitir que o
sistema escale uma grande quantidade de clientes com pouco overhead
de gerenciamento, delegando a`s aplicac¸o˜es eventuais pol´ıticas de con-
sisteˆncia de dados necessa´rios devido ao acesso paralelo.
O dinamismo de nodos, a seguranc¸a e o mecanismo de toleraˆncia
a falhas deixam a desejar no sistema do PVFS. Quando se configura
o sistema, deve-se definir quantos nodos o sistema tera´, delimitando
acre´scimos de novos nodos ao sistema, tendo que gerar uma nova con-
figurac¸a˜o do sistema. Este problema repete-se quando uns dos nodos
falham, impedindo o funcionamento do sistema. Existem trabalhos que
focam nesses problemas como o trabalho de Zhu et al. (ZHU et al., 2003)
e Nieto et al. (NIETO et al., 2010), que visam explorar mecanismos de
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toleraˆncia a falhas, sendo que ambos utilizam a replicac¸a˜o de dados. O
trabalho de (KUHN; KUNKEL; LUDWIG, 2009) procura contornar acessos
a servidores de metadados, uma vez que a arquitetura conte´m muitos
metadados, podendo tornar o acesso aos dados muito lento.
3.5.3 Lustre
O sistema de arquivos Lustre foi iniciado em 1999 na Univer-
sidade de Carniege Mellon de Pittsburgh, em um projeto de pesquisa
de Peter Braam. Peter, que fundou uma companhia chamada Cluster
File Systems, desenvolveu o primeiro Lustre 1.0, lanc¸ado em 2003. Em
2007, a companhia foi comprada pela Sun, que hoje pertence a` Oracle,
sendo que o desenvolvimento foi estagnado na versa˜o 1.8. No final de
2010, os dois principais desenvolvedores do Lustre deixaram a Oracle
para trabalharem na Whamcloud, que em 2011 teve um contrato para
continuar o desenvolvimento do Lustre. Hoje o Lustre se encontra na
versa˜o 2.2. (WIKIPEDIA, 2012)
No primeiro contato com o Lustre pode-se notar um grande di-
ferencial no nu´mero de componentes comparado com sistemas SAP
em geral. O Management Sever (MGS) e´ responsa´vel por armaze-
nar a configurac¸a˜o de todo o sistema de arquivo e disponibilizar essas
informac¸o˜es a outros componentes. Este normalmente e´ alocado na
mesma ma´quina de um servidor de metadados (MDS), como mostra a
Figura 20. O servidor de metadados e´ subdivido em dois componentes:
Metadata Server (MDS) e Metadata Targets (MDT). (SCHWAN, 2003)
O MDS gerencia o armazenamento de metadados em um ou mais
MDTs e controla os acessos em cada MDT. Portanto, os MDTs sa˜o
aqueles que armazenam os metadados e sa˜o acoplados pelos menos a
um ou mais MDS. Essa subdivisa˜o ocorre tambe´m para os servidores de
dados. Neste caso, temos os Object Storage Servers (OSS), que fornece
os servic¸os de E/S e controla as requisic¸o˜es nos Object Storage Target
(OST) locais.
Em sistemas de arquivos tradicionais do UNIX, um nodo de es-
trutura de dados conte´m informac¸o˜es ba´sicas sobre cada arquivo, como
a localizac¸a˜o dos dados contidos do arquivo e´ armazenada. O sistema
de arquivo Lustre tambe´m usa nodo, mas o nodo em um MDTS aponta
para um ou mais objetos OST associados com o objeto em vez de blocos
de dados. Esses objetos sa˜o implementados como arquivos nos OSTs.
Quando um cliente abre um arquivo, a operac¸a˜o de abertura transfere
um conjunto de ponteiros de objetos e sua disposic¸a˜o a partir das MDS
70
Figura 20 – Componentes ba´sicos do Lustre
para o cliente, de modo que o cliente pode interagir diretamente com o
no´ OSS onde o objeto esta´ armazenado, permitindo que o cliente realize
E/S no arquivo sem comunicac¸a˜o com o MDS.
Os clientes Lustre acessam o sistema via operac¸o˜es POSIX, uma
vez que este seja acess´ıvel ao cliente. Estes podem manter uma cache
de metadados, a fim de evitar constantes acessos ao MDS, ficando a
cargo do servidor controlar a validade deste cache.
Como foi dito, os OST armazenam objetos dos arquivos em cada
componente. Um objeto representa uma unidade de armazenamento e
pode representar desde um arquivo por inteiro ou uma frac¸a˜o dele.
Quando armazenado em va´rios objetos, assim como o PVFS, estes sa˜o
distribu´ıdos pelo me´todo round-robin, em que cada objeto e´ gerenciando
somente por um OST. Por padra˜o, o Lustre divide os arquivos em
dois objetos, distribuindo aleatoriamente entre os OSTs, podendo ser
configurado o nu´mero de objetos por direto´rio e tambe´m por arquivo.
O sistema foi desenvolvido para ser dinaˆmico, permitindo a en-
trada e sa´ıdas de componentes, sem que comprometa o sistema. Para
adicionar um novo OSS e OST, basta configurar o sistema para conec-
tar ao MSG, que este ira´ orientar o resto do sistema desse novo com-
ponente. Como pode-se observar, e´ importante manter uma re´plica do
MSG pois, uma vez que este falhe, compromete todo o sistema. O Lus-
tre para fornecer um alto controle de falhas utiliza recursos de lock, de
gerenciamento e monitoramento dos componentes dos sistema. O re-
curso de lock protege o acesso simultaˆneo de mu´ltiplos nodos, evitando
a incompatibilidade dos dados. Os recursos de gerenciamento iniciam
e cessam os recursos do Lustre, preservando o estado do cluster, e o
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recursos de monitoramento teˆm a func¸a˜o de verificar a integridade dos
recursos hardware e softwares.
Ale´m do dinamismo, configurac¸o˜es de eventuais heterogeneida-
des sa˜o disponibilizadas nesse sistema. Atrave´s de servidores OSS,
e´ poss´ıvel configurar caracter´ısticas a determinados OST, como por
exemplos, especificar a interconexa˜o dos no´s, a velocidade de acesso
dos discos, especificar a demanda em diferentes OST, como por exem-
plo, OST que possui discos maiores ou mais ra´pidos.
Para finalizar, a comunicac¸a˜o no Lustre e´ realizada pelo seu
pro´prio protocolo de rede Lustre Networking (LNET), que proveˆ su-
porte para diferentes infraestruturas de rede atrave´s de drivers cha-
mados Lustre Network Drivers (LNDs), tornando o Lustre bastante
adapta´vel a diversas tecnologias e arquiteturas.(BRAAM, 2007)
3.5.4 Fraunhofer File System
O sistema de arquivos paralelo Fraunhofer File System (FhGFS)
(FS, 2012) foi desenvolvido para Linux, pelo centro de competeˆncia
Fraunhofer na Alemanha, e foi projetado para lidar com problemas
de escalabilidade e disponibilidade dos dados. A sua documentac¸a˜o
e´ limitada para o meio acadeˆmico, dificultando projetos de pesquisas
voltadas a este sistema.
A sua configurac¸a˜o e´ bem simples comparada com sistemas de
arquivos paralelos convencionais, na˜o requerendo configurac¸o˜es de siste-
mas de gerenciamento de permisso˜es, seguranc¸a etc. A Figura 21 ilustra
a arquitetura provida pelo FHGFS, tal que a sua estrutura segue um
SAP convencional, dividindo-se em treˆs componentes ba´sicos: clientes,
servidores de metadados e servidores de dados. Ale´m dos treˆs com-
ponentes ba´sicos ,o FHGFS possui dois componentes adicionais, sendo
um daemon de gerenciamento, que disponibiliza informac¸o˜es para os
componentes ba´sicos, e o servic¸o de administrac¸a˜o e monitoramento,
que disponibiliza uma interface Web para instalac¸a˜o e monitoramento
do sistema.
O sistema foi projetado para ser um sistema fa´cil de instalar e
utilizar, na˜o requerendo de uma pessoa muito especializada em UNIX,
como e´ encontrado em outros sistemas de arquivos. Desse modo, uma
das maneiras de instalar o sistema e´ via uma interface gra´fica amiga´vel
desenvolvida em JAVA, que com poucas configurac¸o˜es constro´i o ambi-
ente SAP. A sua instalac¸a˜o e´ baseada no co´digo-fonte do kernal do sis-
tema, possibilitando facil integrac¸a˜o com diversos tipos de distribuic¸o˜es
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Figura 21 – Ilustrac¸a˜o da arquitetura do FHGFS
Linux. E´ um sistema flex´ıvel, permitindo adicionar novos nodos sem
precisar reconfigurar todo o sistema. Este sistema tambe´m disponi-
biliza uma interface de monitoramento e administrac¸a˜o. A facilidade
tambe´m provida pelo sistema ser totalmente dinaˆmico. Ao conectar
qualquer componente no mesmo sistema, ou seja, onde o daemon de
gerenciamento e´ comum, o componente registra os no´s correspondentes
e seus servic¸os no daemon de gerenciamento FhGFS automaticamente.
O FHGFS separa os metadados e conteu´do do arquivo, e dis-
ponibiliza acesso direto aos servidores de dados podendo realizar E/S
com va´rios servidores simultaneamente, disponibilizando as aplicac¸o˜es
realizarem acesso paralelos aos dados. A sincronizac¸a˜o dos dados e´
realizada imediatamente a cada alterac¸a˜o de arquivos, descartando a
utilizac¸a˜o de cache de arquivo. Esta caracter´ıstica e´ eficiente principal-
mente para acessos paralelos, pore´m, como ja´ foi comentando, demanda
maior comunicac¸a˜o de rede.
A sua distribuic¸a˜o e´ de blocos de dados e pode ser configurada
por direto´rio ou por arquivo. Desta maneira, cada direto´rio tem uma
configurac¸a˜o padra˜o espec´ıfica de faixa, que sera´ derivada para novos
subdireto´rios e aplicada a qualquer arquivo criado no interior deste di-
reto´rio. Existem dois paraˆmetros que podem ser configurados para cada
direto´rio ou arquivo: o nu´mero de no´s desejado para o armazenamento
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dos dados, e o tamanho do bloco para cada faixa de arquivo.
A distribuic¸a˜o dos metadados definida por direto´rio significa
tambe´m que cada direto´rio em seu sistema de arquivos pode ser ge-
renciado por um servidor de metadados diferente. Quando um novo
direto´rio e´ criado, o sistema escolhe automaticamente um dos servi-
dores de metadados dispon´ıveis para ser responsa´vel pelos arquivos
dentro deste direto´rio. Novos subdireto´rios deste direto´rio podem ser
atribu´ıdos a outros servidores de metadados, de modo que a carga e´
equilibrada em todos os servidores de metadados dispon´ıveis. Ha´ um
nodo metadados que e´ representado como raiz especial, que serve como
coordenador inicial e como um guia para o sistema e para os clientes.
Esse nodo e´ eleito pelo daemon de gerenciamento somente durante a
inicializac¸a˜o do sistema.
3.6 ANA´LISE DOS SAD
No cap´ıtulo anterior, foi levantado um estudo sobre diferentes
tipos de sistemas de arquivos encontrado na literatura. Neste capitulo
foram selecionados quatro desses sistemas de arquivos e discutidos suas
principais diferenc¸as e dificuldades de utilizac¸a˜o.
3.6.1 Lustre
O sistema Lustre e´ um SAD que requer um conhecimento avanc¸ado
em sua instalac¸a˜o, configurac¸a˜o e manutenc¸a˜o do sistema. E´ instalado
via linha de comando e possui dependeˆncias de bibliotecas do sistema
para que seja compilado. O resultado e´ um novo kernel com as API
do Lustre. Desta maneira, torna-se um sistema mais integrado com
o Sistema Operacional (SO), deixando de ser somente uma aplicac¸a˜o
funcionando sob um SO. Durante a pesquisa, somente com o CentOS
que foi poss´ıvel realizar a instalac¸a˜o com eˆxito, devido esta distribuic¸a˜o
disponibilizar pacotes pre´-compilados que facilitaram a compilac¸a˜o. No
Debian e´ necessa´rio compilar o co´digo fonte, que caso na˜o tenha exa-
tamente as verso˜es das bibliotecas de dependeˆncias, o co´digo na˜o e´
compilado.
O sistema de arquivo Lustre tem como principais caracter´ısticas:
• Distribuic¸a˜o dos dados. Os dados sa˜o encapsulados em um ou
mais objetos (dependendo da configurac¸a˜o do sistema) e podem
ser distribu´ıdos de forma alinhada ou na˜o, e disponibiliza diversas
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configurac¸o˜es (tamanho do objeto, quantidade de nodos e etc.) de
acordo com o interesse do usua´rio.
• Componentes. E´ utilizado um nu´mero maior de componentes no
sistema do que encontrado na grande maioria dos SAD. Possui
seis tipos de componentes que sa˜o responsa´veis pela disponibi-
lizac¸a˜o dos dados no sistema, a fim de garantir as caracter´ısticas
necessa´rias de um sistema SAD. A diferenc¸a e´ a separac¸a˜o de
componentes de gerenciamento dos componentes de armazena-
mento, resultando no adicional de quatro componentes; dois para
metadados (MDS e MDT) e dois para dados (OSS e OST).
• Acesso concorrente. O Lustre, na sua configurac¸a˜o padra˜o, utiliza
lock para controlar a integridade dos dados, dificultando a escrita
concorrente.
3.6.2 PVFS
O PVFS e´ um sistema mais simples, que diferente do Lustre, e´
executado como uma aplicac¸a˜o no SO. A sua instalac¸a˜o e´ complexa de-
vido as quantidade de dependeˆncias necessa´rias para compilar o co´digo
fonte, ha´ necessidade de conhecer suas flags de compilac¸a˜o para supor-
tar tecnologias de alto desempenho (p. e. ROMIO). Durante o inicio
da pesquisa, buscou-se utilizar o PVFS devido sua forte integrac¸a˜o com
a interface ROMIO.
O sistema de arquivo PVFS tem como principais caracter´ısticas:
• Distribuic¸a˜o dos dados. A distribuic¸a˜o e´ feita em blocos de arqui-
vos de 64 Kbytes, podendo ser configura´vel, atrave´s do me´todo
round-robin em cada servidor de dados. Os dados sa˜o mapeados
em uma tabela de localizac¸a˜o de blocos, utilizado pelos clientes
para a localizac¸a˜o e acesso aos blocos.
• Componentes. Assim como a maioria dos sistemas, o PVFS pos-
sui os treˆs componentes ba´sico de um SAD (servidor de dados,
servidor de metadados e o cliente).
• Acesso concorrente. O grande diferencial do PVFS e´ a sua eli-
minac¸a˜o dos locks, permitindo a escrita concorrente dos dados e
delimitando a aplicac¸a˜o concorrente o controle de integridade dos
dados. Possui tambe´m suporte a API do ROMIO, possibilitando
aplicar sob o sistema diversas te´cnicas de E/S paralela.
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3.6.3 CEPH
CEPH e´ um SAD recente e em desenvolvimento, que vem com o
objeto de aplicar te´cnicas mais avanc¸adas de distribuic¸a˜o de dados. A
sua instalac¸a˜o tambe´m e´ complexa e deve seguir rigidamente as docu-
mentac¸o˜es online. A sua vantagem e´ a abrangencia da documentac¸a˜o
para diversas distribuic¸o˜es Linux. A configurac¸a˜o e´ delicada, devido a
grande quantidade de dados configura´veis.
O sistema de arquivo CEPH tem como principais caracter´ısticas:
• Distribuic¸a˜o dos dados. Assim como o Lustre, os dados sa˜o encap-
sulados em objetos e a distribuic¸a˜o e´ realizada via func¸a˜o CRUSH.
A func¸a˜o CRUSH replica os dados ao armazena-los e possibilita
acessar qualquer dado atrave´s de qualquer componente CEPH.
• Componentes. O CEPH possui somente os treˆs componentes
ba´sico, no entanto, o seu desenvolvimento buscou maior inde-
pendencia na divisa˜o de tarefas entre eles, que possibilitou a ca-
racter´ıstica de consulta de dados em qualquer componente.
• Acesso concorrente. Utiliza lock para controlar acesso concorrente
dos dados, pore´m possibilita utilizar a flag O Lazy que habilita o
controle de consisteˆncia dos dados por parte da aplicac¸a˜o.
3.6.4 FHGFS
O sistema desenvolvido pelo centro de competencia da Alemanha˜
e´ semelhante ao PVFS quando comparado com o funcionamento do sis-
tema. E´ um sistema simple, com um modelo de instalac¸a˜o pra´tico e
eficiente via uma interface gra´fica em que na˜o requer muitos paraˆmetros
de configurac¸a˜o, tornando-se bastante interessante para usua´rios inici-
antes. Pore´m, a sua documentac¸a˜o para usua´rios avanc¸ados e pesqui-
sadores e´ bastante limitado (indispon´ıvel), interferindo a sua utilizac¸a˜o
no meio acadeˆmica.
O sistema de arquivo FHGFS tem como principais caracter´ısticas:
• Distribuic¸a˜o dos dados. A distribuic¸a˜o e´ feita em blocos de ar-
quivos e pode ser configurave´l diferentemente em direto´rios e ar-
quivos. A sincronizac¸a˜o dos dados entre os servidores de dados e´
imediata, garantindo consistencia de dados entre os servidores.
• Componentes. Ale´m dos treˆs componentes ba´sicos de um SAD, o
FHGFS possui dois componentes visados principalmente para o
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gerenciamento e monitoriamento do ambiente, via uma interface
Web.
• Acesso concorrente. Apesar da falta de documentac¸a˜o, o compor-
tamento do acesso concorrente foi similar ao PVFS, na˜o utiliza
locks para acesso concorrente e possui suporte a` API do ROMIO.
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4 PROPOSTA DA ARQUITETURA
4.1 IMPLEMENTAC¸A˜O
Neste cap´ıtulo e´ apresentada a proposta de arquitetura, abran-
gendo a descric¸a˜o dos componentes utilizados. A primeira sec¸a˜o e´ a
descric¸a˜o da abordagem desenvolvida anteriormente, especificando as
mudanc¸as realizadas e as func¸o˜es implementadas. Em seguida, e´ apre-
sentada a abordagem projetada para este trabalho, focando nas prin-
cipais mudanc¸as das implementac¸o˜es.
4.1.1 H5wrap
A primeira mudanc¸a que foi necessa´ria no servidor CyclopsDCM-
Server para que comportasse o armazenamento em HDF5, foi criar uma
interface que utiliza-se func¸o˜es providas pela API do HDF5. A segunda
mudanc¸a foi fundamentar uma estrutura hiera´rquica para os dados DI-
COM. Para transformar os dados em uma estrutura HDF, foi criada
uma interface denominada H5Wrap, que basicamente encapsula os da-
dos de uma imagem DICOM em uma estrutura hiera´rquica e vice-versa.
Esta estrutura apresentada na Figura 22 foi introduzida no trabalho de
Macedo et al. (MACEDO et al., 2009), em que buscou seguir a estrutura
hiera´rquica de um arquivo DICOM demonstrada na Figura 3. Essa
mesma estrutura pode ser encontrada nas tabelas relacionais do ban-
cos de dados utilizadas no servidor original.
Diferente da estrutura hiera´rquica do DICOM, os atributos hos-
pital e paciente esta˜o contidos na camada Estudo. O motivo da uti-
lizac¸a˜o somente do modelo de estudo como raiz do n´ıvel de busca e´
baseado na premissa de que os grupos do HDF5 devem ter nomes
u´nicos para identificac¸a˜o global, evitando a ocorreˆncia de que pacientes
com mesmo nome interfiram na recuperac¸a˜o de dados que na˜o lhe per-
tence. Outro fator que e´ utilizado para identificac¸a˜o de cada camada
e´ o nu´mero de identificac¸a˜o (ID), e cada camada da imagem DICOM
possui um. Portanto, a estrutura HDF e´ dividida em treˆs camadas:
Estudo, Se´ries e Imagem.
Como se pode observar na Figura 20, os grupos esta˜o represen-
tados em elipses, que conteˆm um ou mais grupos do pro´ximo n´ıvel e
dataset, podendo conter va´rios ou nenhum dataset no grupo. Logo,
abaixo do grupo raiz (“/”), ha´ o n´ıvel de estudo, que ale´m de conter os
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Figura 22 – Estrutura hiera´rquica em HDF5 de uma imagem DICOM
metadados sobre o exame e o paciente, conte´m os grupos das se´ries per-
tencentes ao exame. No u´ltimo n´ıvel, ligada a` se´rie, ha´ uma instaˆncia
que e´ composta de va´rios metadados e os dados dos pixel.
Chamado de pixel data, este conte´m os bina´rios dos pixel da
imagem. E´ neste elemento que conte´m os dados de maior volume,
pois uma vez que a qualidade dessas imagens e´ de grande importaˆncia,
resulta um conjunto de dados consideravelmente grande. Dependendo
do tipo da modalidade que, como ja´ dito antes, essas imagens podem
chegar ate´ 600Mbytes.
Esta abordagem, inicialmente apresentou baixo desempenho na
busca de uma imagem, devido ao formato de dados HDF5 utilizar in-
ternamente uma implementac¸a˜o de a´rvore B. Consequentemente, o ge-
renciamento de consultas de dados e´ desfavora´vel, e o HDF na˜o proveˆ
nenhum elemento indexador dos objetos, tornando a busca de um dado
um trabalho bruto. A fim de tornar a consulta mais eficaz, foi proje-
tado um indexador em Clucene (SOURCEFORGE, 2011) pesquisada no
trabalho de Thiago (PRADO, 2012), a fim de melhorar o desempenho
na consulta dos dados. CLucene e´ uma plataforma de alto de desem-
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penho desemvolvido para a linguagem C, com uma grande variedade
de recursos voltado a indexac¸a˜o e busca de dados que sa˜o baseadas na
plataforma Apache Lucene em Java. Os resultados demonstraram um
ganho de desempenho bastante motivador.
Lembramos que o servidor CyclopsDCMServer implementa 3
comportamentos ba´sicos de um gerenciador de protocolo DICOM: gravac¸a˜o,
movimentac¸a˜o e consulta. Com a utilizac¸a˜o do HDF5 e do indexador
Clucene, o H5Wrap mante´m o mesmo comportamento provido anterior-
mente, do qual daremos eˆnfase a`s func¸o˜es de gravac¸a˜o e movimentac¸a˜o,
pois sa˜o a base para entender a abordagem paralela estudada nessa dis-
sertac¸a˜o.
4.1.2 Ana´lise do Servidor
Atualmente, o servidor CyclopsDCMServer compilado com a
API HDF5 possui um tamanho de aproximadamente 600 MB, com
mais de 5928 arquivos, em que houve diferentes programadores contri-
buindo para o seu desenvolvimento. Portanto, a paralelizac¸a˜o de uma
aplicac¸a˜o de grande porte como esta torna o processo dif´ıcil, pois ale´m
de que seria preciso ter um conhecimento das classes mais importantes,
cada processo paralelo teria um tamanho similar do servidor, podendo
comprometer o desempenho da aplicac¸a˜o e de suas funcionalidades.
Outro ponto importante esta´ na forma de paralelizac¸a˜o. A princ´ı-
pio, as melhores opc¸o˜es sa˜o paralelizar a aplicac¸a˜o, armazenar um ar-
quivo DICOM para cada processo paralelo, ou paralelizar o armazena-
mento do arquivo DICOM entre os processos. Como estamos buscando
utilizar sistemas de arquivos paralelos e distribu´ıdos, a paralelizac¸a˜o
do arquivo DICOM e´ vantajosa, pois busca utilizar adequadamente as
caracter´ısticas de acesso dos sistemas de arquivos paralelos, que sa˜o
voltados para comportar aplicac¸o˜es paralelas de alta vaza˜o de dados.
As alternativas que foram analisadas na paralelizac¸a˜o do arquivo
DICOM nos levam a dois princ´ıpios. Primeiramente, e´ separar as clas-
ses mais importantes, visando excluir funcionalidades do servidor na˜o
conveniente para esta abordagem, para facilitar a inclusa˜o dos para-
digmas de programac¸a˜o paralela. A segunda alternativa e´ criar uma
aplicac¸a˜o paralela que se comunica com o servidor, e que somente
fornec¸a o paralelismo do E/S dos dados com o sistema de arquivos.
Desta maneira, seria resolvido o problema de conhecimento de todo
co´digo, redirecionando o foco para a abordagem sugerida. A primeira
soluc¸a˜o requer mais tempo para ana´lise profunda de co´digo, enquanto
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que na segunda sa˜o previstos problemas de lateˆncia com a comunicac¸a˜o
de dados.
Ao paralelizar o arquivo DICOM, e´ importante observar que este
possui uma grande quantidade de pequenas informac¸o˜es (por exemplo,
nome do paciente, nome do hospital e tipo de modalidade) protocoladas
no padra˜o DICOM, constituindo informac¸o˜es de no ma´ximo 100 carac-
teres. Essas informac¸o˜es ao todo, compo˜em aproximadamente 10% de
uma imagem DICOM, enquanto que a informac¸a˜o volumosa esta´ relaci-
onada ao pixel data. A paralelizac¸a˜o dos metadados na˜o apresentariam
ganhos, por constitu´ırem dados ta˜o pequenos que resultaria em perda
de desempenho no acesso a estes dados. Portanto, foi focado no acesso
concorrente somente do pixel data, em que este e´ subdividido de acordo
com o nu´mero de nodos paralelos.
O software utilizado para a comunicac¸a˜o entre os processos e´ o
MPI. Esta escolha e´ devido ao fato de a biblioteca PHDF5 dar suporte
para este paradigma. Especificamente, utilizamos a biblioteca MPICH2
que disponibiliza a API porta´til ROMIO para realizar leituras e escritas
paralelas em alto desempenho. O ROMIO e´ utilizado automaticamente
pela API quando o sistema de arquivos suporta esse tipo de acesso.
Neste projeto foi buscado desenvolver ambas as alternativas pore´m,
durante os estudos, foi necessa´rio proceguir somente na segunda alter-
nativa, pois a primeira apresentou problemas na execuc¸a˜o do servidor.
Assim, sa˜o apresentados experimentos utilizando a segunda alternativa
para a paralelizac¸a˜o do servidor. A arquitetura abordada e´ apresentada
a seguir, e e´ chamada de PH5wrap.
4.1.2.1 PH5Wrap
O PH5wrap e´ o nome dado a esta abordagem que representa a
camada de comunicac¸a˜o desenvolvida no H5wrap com os processos pa-
ralelos. A linguagem utilizada foi a Linguagem C, a fim de desenvolver
a aplicac¸a˜o paralela de forma “mais simplista”, evitar a utilizac¸a˜o de
bibliotecas que pudessem influenciar no desempenho do servidor e para
obter maior integrac¸a˜o com a biblioteca do HDF5. No entanto, esta
medida trouxe dificuldades iniciais, pois foi necessa´rio tratar a trans-
missa˜o de dados e erros de transfereˆncia de dados como por exemplo,
dados indevidos na memo´ria e perdas de dados, encontrado na comu-
nicac¸a˜o entre o servidor CyclopsDCMServer com o processo Master.
Esta comunicac¸a˜o, especificamente, e´ realizada via socket.
No comec¸o, foi desenvolvida uma arquitetura em que os processos
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paralelos eram iniciados por uma chamada de sistema via co´digo do
servidor, pore´m, esta medida na˜o era interessante, pois era necessa´rio
esperar o carregamento dos processos paralelos na memo´ria para depois
realizar a comunicac¸a˜o. Desde enta˜o, ao carregar o servidor sa˜o tambe´m
carregados os processos paralelos, para que na˜o houvesse espera do
servidor pela iniciac¸a˜o dos processos.
A Figura 23 ilustra a arquitetura do PH5wrap, mostrando a
camada H5Wrap, a comunicac¸a˜o via socket com o processo Master e as
comunicac¸o˜es entre os processos MPI. O grande diferencial do PH5wrap
e´ o seu comportamento ao acessar o dataset do pixel data. O foco da
paralelizac¸a˜o neste conjunto de dados ocorre porque ele representa o
maior elemento de um arquivo DICOM. Em relac¸a˜o ao H5wrap, foi
necessa´rio adicionar uma interface de comunicac¸a˜o via socket, com o
objetivo de transmitir os dados necessa´rios para cada tipo de operac¸a˜o
ao processo Master.
4.1.2.1.1 Armazenamento
Para realizac¸a˜o da func¸a˜o de armazenamento sa˜o necessa´rias
duas entidades SCP e SCU ativas. No caso de experimentos, utilizou-se
uma aplicac¸a˜o que representa uma entidade DICOM provida na ins-
talac¸a˜o das bibliotecas, chamada de storescu, que como o nome ja´ des-
creve, e´ a entidade que faz a requisic¸a˜o do recurso de armazenamento,
enquanto que o servidor CyclopsDCMServer e´ a entidade SCP, que re-
aliza a requisic¸a˜o e retorna ao SCU o status da operac¸a˜o. A Figura 24
ilustra essa requisic¸a˜o.
A entidade StoreSCP necessita de alguns paraˆmetros para a en-
viar uma imagem DICOM ao servidor. Estes paraˆmetros sa˜o dados
identificadores da entidade SCP como o nome da entidade, o IP e a
porta utilizados pelo servidor. O servidor cria um thread de conexa˜o,
para receber os dados da entidade SCU, que fica responsa´vel por receber
e tratar os dados transmitidos. Os dados sa˜o analisados e mapeados
para o formato HDF5 seguindo a estrutura de um documento XML
que e´ carregado junto com a iniciac¸a˜o do servidor. O documento tem a
func¸a˜o tambe´m de estruturar quais informac¸o˜es de cada n´ıvel (Estudo,
Se´rie e Imagem) sera˜o indexadas. Por convenc¸a˜o, as informac¸o˜es que
na˜o esta˜o associadas em nenhum n´ıvel sa˜o colocadas no u´ltimo grupo
da camada HDF5.
Em geral, as operac¸o˜es de criac¸a˜o, abertura, leitura e de escrita,
providas pela biblioteca do HDF5, retornam um valor positivo inteiro
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ou -1. O valor positivo e´ um nu´mero identificador local da pro´pria
API, utilizado para a manipulac¸a˜o dos elementos, sendo gerado um
nu´mero diferente a cada instaˆncia do objeto. O segundo valor negativo
e´ utilizado para identificar um erro de operac¸a˜o. Portanto, e´ vis´ıvel a
necessidade do servidor realizar tratamento de erros.
Na operac¸a˜o de armazenamento sa˜o realizados dois processos
simultaˆneos: a criac¸a˜o dos dados em HDF5 e a criac¸a˜o dos ı´ndices
desses dados. No primeiro caso e´ verificada a existeˆncia do arquivo
HDF5 em disco. Em seguida, e´ realizada uma tentativa de acesso ao
grupo correspondente ao n´ıvel da informac¸a˜o, que caso o retorno da
Figura 23 – Ilustrac¸a˜o da abordagem PH5Wrap
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Figura 24 – Requisic¸a˜o do armazenamento atrave´s das entidades SCU
e SCP
func¸a˜o da interface de programac¸a˜o indique falha, e´ criado um novo
grupo correspondente. O mesmo acontece ao inserir os data elements
(metadados) deste grupo em que a tag e´ utilizada para tentar acessa´-
lo, em caso de falha um novo dataset com nome da tag e´ criado. Apo´s
a operac¸a˜o de criac¸a˜o ter sido realizada com sucesso, sa˜o escritos os
dados referente a` tag e associados ao grupo corrente.
O outro processo da operac¸a˜o de armazenamento e´ a monta-
gem do documento de ı´ndices do Clucene. Primeiramente e´ verificado
atrave´s de uma consulta com o valor do ID u´nico, se os dados corren-
tes ja´ foram indexados. Caso na˜o tenham sido indexados, e´ criado um
novo documento correspondente ao n´ıvel (Estudo, Se´rie, Imagem), os
campos deste documento sa˜o criados de acordo com o grupo de cada
data elements, os valores sa˜o processados pelo analisador do Clucene e
inseridos no documento, que por fim e´ adicionado ao ı´ndice.
No processo de criac¸a˜o de grupos e´ utilizada a func¸a˜o H5Gcreate,
que utiliza um nu´mero identificador local de um grupo superior, e que
caso seja o grupo raiz, utiliza-se o nu´mero gerado na abertura do ar-
quivo. O outro paraˆmetro e´ nome do grupo, composto por uma cadeia
de caracteres, similar a um caminho de um direto´rio dos sistemas de
arquivos LINUX, que ira´ representar o nome do grupo. Essa cadeia
de caracteres e´ representada pelo valor da tag referente a cada n´ıvel,
que torna a ser identificado como chave quando inserido no documento
de ı´ndices. Criado o grupo, o procedimento segue com a criac¸a˜o dos
datasets pertencentes a cada grupo.
A escrita dos metadados do DICOM se inicia com a criac¸a˜o do
elemento dataset via func¸a˜o H5Dcreate, em que necessita identificar
o nu´mero identificador do grupo e o nome do dataset. Criado com
eˆxito e´ retornado um nu´mero identificador do dataset, que e´ utilizado
para realizar a func¸a˜o de escrita H5Dwrite. Nesta func¸a˜o e´ preciso
configurar o nu´mero identificador do dataset, o formato de dados que
sera˜o escritos (por exemplo, caracteres, inteiros e ponto flutuante), o
espac¸o da memo´ria, o espac¸o em disco, a forma de acesso e o buffer em
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memo´ria que sera´ escrito.
Ambos os paraˆmetros espac¸o em memo´ria e espac¸o em disco sa˜o
definidos pelo elemento dataspace, representados pela func¸a˜o H5Screate
simple, que no caso do armazenamento, utiliza como paraˆmetro o ta-
manho do buffer que esta´ em memo´ria, e o tamanho do buffer que sera´
escrito em disco. Estes espac¸os sa˜o definidos via a API do HDF, em que
na˜o necessariamente ambos os espac¸os devem possuir a mesma forma
de matriz, pore´m devem constituir um mesmo tamanho. A Figura 7
mostrada anteriormente, ilustra essa diferenc¸a de forma dos espac¸os de
memo´ria e disco. Todos os dados dos metadados nesta implementac¸a˜o
sa˜o matrizes de ordem um e ideˆnticas, na qual suas dimenso˜es sa˜o ba-
seadas somente no tamanho dos elementos de dados (data element) das
imagens DICOM.
Figura 25 – Ilustrac¸a˜o do armazenamento do pixel data no PH5wrap
Apo´s o armazenamento dos metadados do DICOM, o H5Wrap
verifica se o elemento que sera´ armazenado conte´m a tag “7FE0,001”,
enta˜o inicia o processo de enviar este buffer a` aplicac¸a˜o paralela. Pri-
85
meiramente, o servidor envia dois dados referentes ao tipo de func¸a˜o
que sera´ realizado e o enderec¸o (os grupos para o acesso do dataset) que
sera´ armazenada, e logo em seguida envia o buffer que sera´ armazenado.
Esse procedimento pode ser visualizada na Figura 25.
No momento em que o H5wrap envia os dados (caminho dos
grupos, e a flag da func¸a˜o) ao processo Master, este se responsabiliza
por distribuir estes dados aos outros nodos via a func¸a˜o MPI Bcast
(Broadcast)1
Apo´s o processo ma´ster enviar os dados comuns para os outros
nodos, e´ enviado para cada processo uma partic¸a˜o do buffer, na qual
cada partic¸a˜o e´ gerada dividindo o buffer pelo nu´mero de processos
ativos (rank). Ou seja, caso haja somente dois nodos ativos, o buffer
sera´ dividido pela metade. Este envio e´ lento, pois o processo envia os
buffer para cada processo, sequencialmente.
Quando todos os processos receberem uma partic¸a˜o do buffer,
eles seguem o processo de escrita dos dados. O ca´lculo do dataspace
em arquivo de cada nodo e´ realizado dividindo o tamanho do buffer
original em tamanhos iguais e multiplicando esse resultado com o seu
rank para identificar qual ı´ndice do vetor sera´ acessado pelo processo
(start). Desta maneira, cada processo identifica a sua regia˜o de acesso.
Em seguida, todos os processos criam na memo´ria local um novo
dataset via func¸a˜o H5Dcreate, sendo que este retorna um nu´mero iden-
tificador u´nico para cada processo. Os nodos definem a func¸a˜o hypers-
labs de dados cont´ınuos, e realizam a operac¸a˜o de escrita no respectivo
espac¸o de dados no dataset, via a func¸a˜o H5Dwrite. Para a finalizac¸a˜o,
o processo Master envia uma mensagem para o servidor com o status
da operac¸a˜o. O servidor termina a operac¸a˜o reenviando para o cliente





start = rank ∗ size (4.2)




A func¸a˜o de movimentac¸a˜o requer mais uma entidade no pro-
cedimento, como ilustrado na Figura 26. Como citado no cap´ıtulo
2.1.3, essa entidade e´ a responsa´vel por receber o arquivo DICOM re-
tornado da func¸a˜o de recuperac¸a˜o dos dados do servidor. Da mesma
maneira que e´ realizado em experimentos de armazenamento, utiliza-
se a aplicac¸a˜o entidade moveSCU para inicializar o servic¸o de movi-
mentac¸a˜o no servidor, e a aplicac¸a˜o entidade storeSCP para receber o
DICOM restaurado do servidor. Portanto, o servidor representa duas
entidades, devido as funcionalidades de requisitar e prover um servic¸o,
representando a entidade SCP para o moveSCU e a entidade SCU para
o storeSCP.
Figura 26 – Requisic¸a˜o de recuperac¸a˜o atrave´s das entidades SCU e
SCP
Ao instanciar a entidade movescu, necessita identificar as entida-
des envolvidas e os filtros dos n´ıveis do paraˆmetro de consulta. Esses fil-
tros sa˜o necessa´rios devido a` necessidade de fazer uma busca inicial para
verificar se os dados existem. Normalmente, esses filtros sa˜o realizados
por um n´ıvel de hierarquia e os dados configurados nesses filtros sa˜o
as chaves u´nicas do determinado n´ıvel. Por exemplo, quando se deseja
recuperar um estudo de um paciente, e´ preciso especificar pelas tags, o
n´ıvel da hierarquia (“0008,0052=STUDY”) e o identificador u´nico desse
n´ıvel (“0020,000D=1.3.12.2.1107.5.5.6.953201.20110622135033.66019”).
A partir do valor da tag (que, por convenc¸a˜o, chamaremos de chave)
e´ acessado o documento de ı´ndices do Clucene, onde enta˜o sa˜o busca-
das todas as outras chaves de todas as se´ries e imagens pertencentes a
este estudo, as quais utilizadas para para acessar os grupos e dados do
arquivo HDF.
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Quando encontradas as chaves dos n´ıveis no documento de ı´ndices,
para cada n´ıvel, e´ realizado o acesso ao grupo respectivo na estrutura
HDF e sa˜o carregados todos os datasets pertencentes a esse grupo.
Para acessar os grupos e datasets do HDF, dois dados sa˜o importantes.
O primeiro e´ o nu´mero identificador local do HDF5 (nu´mero positivo)
de, pelo menos, um grupo antecedente ao grupo em questa˜o, que caso
seja o grupo raiz, deve-se utilizar o identificador gerado na abertura
do arquivo. Em seguida, deve-se utilizar o caminho desse grupo, re-
presentado por uma cadeia de caracteres similar a um caminho de um
direto´rio dos sistemas de arquivos LINUX.
Este caminho pode variar dependendo do grupo identificador
utilizado no primeiro paraˆmetro, e caso se deseje somente acessar os
datasets e os grupos deste n´ıvel, e´ poss´ıvel especificar somente os ca-
minhos locais. No caso do servidor, esses caminhos sa˜o constru´ıdos na
operac¸a˜o de armazenamento, na qual os enderec¸os dos grupos sa˜o re-
presentados pelas chaves provindas da busca no documento de ı´ndices.
As func¸o˜es utilizadas para o acesso de grupo e datasets sa˜o os
H5Gopen e H5Dopen respectivamente, em que ambas retornam um
nu´mero identificador local do grupo ou dataset. No caso dos grupos,
esses identificadores locais, ale´m de proporcionar o acesso aos grupos,
sa˜o utilizados para outras funcionalidades de programac¸a˜o, como por
exemplo, buscar o nu´mero de nodos filhos do grupo em questa˜o. Quanto
aos datasets, ale´m dos identificadores serem utilizados para realizac¸a˜o
das leituras e escritas dos dados, sa˜o importantes tambe´m para con-
figurar a forma de acesso que sera´ realizado no dataset. No caso do
paralelismo do HDF5, e´ atrave´s destes identificadores que e´ configu-
rada a maneira de realizar o paralelismo no determinado dataset.
Adquirido o identificador do dataset, e´ chamada a func¸a˜o H5Dread,
para realizar a leitura dos dados em disco. A configurac¸a˜o desta func¸a˜o
e´ similar a` func¸a˜o de escrita H5Dwrite, na qual os paraˆmetros sa˜o
ideˆnticos, com a distinc¸a˜o da origem e do destino dos dados. Neste
caso, a operac¸a˜o de leitura ira´ acessar o espac¸o em disco definido pela
func¸a˜o H5Screate simples, e carregado no espac¸o de memo´ria.
Do mesmo modo da operac¸a˜o de armazenamento, quando o H5wrap
depara-se com a tag “7FE0,001”do pixel data, inicia o processo de co-
municac¸a˜o com os processos MPI. O servidor H5wrap envia ao processo
master os dados referente ao tipo de func¸a˜o e o enderec¸o, que sa˜o dis-
tribu´ıdos via broadcast aos processos.
Cada nodo do processo chama uma func¸a˜o que calcula qual in-
tervalo (dataspace) do vetor sera´ acessado pelo processo com base do
seu rank no ambiente MPI. Para isso, sa˜o realizadas duas func¸o˜es:
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a primeira, que calcula o ı´ndice inicial de cada processo, e a outra,
que calcula o tamanho do “subarray”onde sera´ lida do arquivo para a
memo´ria.
Cada nodo do processo chama uma func¸a˜o que calcula qual inter-
valo (dataspace) do vetor sera´ acessada pelo processo com base do seu
rank no ambiente MPI. Para isso, e´ realizado duas func¸o˜es, a primeira
que calcula o ı´ndice inicial de cada processo, e a outra que calcula o
tamanho do subarray onde sera´ lida do arquivo para a memo´ria.
Essas func¸o˜es sa˜o as mesmas demonstradas na sec¸a˜o anterior,
em que o ca´lculo do tamanho do buffer em cada processo e´ realizado
dividindo o dataset em tamanhos iguais e multiplicando esse resultado
com o seu rank para identificar qual ı´ndice do vetor sera´ acessado pelo
processo.
A partir do tamanho do buffer e do ı´ndice do vetor, e´ criado
espac¸o em memo´ria (dataspace) onde sera˜o alocados os dados restaura-
dos e, em seguida, sa˜o definidos a forma da func¸a˜o hyperslabs e a forma
de acesso (coletivo ou independente). Definidas essas configurac¸o˜es,
cada processo realiza a func¸a˜o de leitura H5Dread, retornando zero
quando a operac¸a˜o foi realizada com sucesso, e negativo caso contra´rio.
Logo, todos os processos enviam, via func¸a˜o MPI Gather 2, para o pro-
cesso Master a sua respectiva parte lida do dataset. Por fim, o processo
Master envia o buffer completo para o servidor.
O servidor apo´s receber o buffer do pixel data, todos os dados em
memo´ria sa˜o empacotados em estruturas DICOM, e enviado ao servidor
storeSCP o arquivo DICOM.
4.2 TRABALHOS RELACIONADOS
Os dois primeiros trabalhos sa˜o bastante interessantes para esta
pesquisa, pois sa˜o temas que buscam utilizar bibliotecas paralelas como
uma soluc¸a˜o para contornar problemas de gargalos de disco para gran-
des volumes de dados gerados em ca´lculos cient´ıficos. O primeiro tra-
balho relacionado de Laghave et al. (LAGHAVE et al., 2009), foca no uso
do HDF5 paralelo para contornar problemas de gargalos de disco ge-
rado pela aplicac¸a˜o que armazena os resultados em disco serialmente.
Esta aplicac¸a˜o envolve fe´rmions dinaˆmicos para a estrutura nuclear
(MFDn) e utilizaram o Lustre como sistema de arquivos. Neste tra-
balho, realizaram-se testes com os modelos coletivos e independentes
2Gather refere-se a um me´todo de envio de mensagens de va´rios remetentes
simultaneamente para um mesmo destinata´rio.
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disponibilizados no HDF5. Os resultados demonstraram que com os
arquivos de tamanho acima de 20 GB, o HDF5 paralelo tornou-se mais
produtivo do que sequencial e que o modelo independente demonstrou
ser mais ra´pido que o coletivo.
O trabalho de Adelmann et al. (ADELMANN et al., 2006) foca em
utilizar E/S paralela para part´ıculas baseados em simulac¸a˜o de acelera-
dor que envolveu grandes quantidades de dados e arrays dimensionais.
Eles utilizaram duas API: a primeira e´ o pro´prio MPI-IO puro, e a
segunda e´ a API do HDF5 paralelo. Ele comparou o desempenho de
leitura e gravac¸a˜o em simulac¸o˜es entre HDF5, MPI-IO e um arquivo
por processo (serial). O HDF5 mostrou bom desempenho na escrita,
embora o MPI-IO tenha mostrado melhores resultados.
No trabalho de Cohen et al. (COHEN et al., 2006) e´ apresentado
um estudo baseado em extenso˜es de sistemas gerenciadores de bancos
de dados relacionais que permitem a representac¸a˜o de dados cient´ıficos
em formatos multidimensionais. Para efeito de comparac¸a˜o, foram uti-
lizados os NetCDF e o HDF, dois dos formatos hiera´rquicos nativos
mais populares com o Oracle 10g. Nesse trabalho, ainda foram re-
alizadas operac¸o˜es estat´ısticas utilizando as extenso˜es dos SGBDs em
comparac¸a˜o com as operac¸o˜es nativas do NetCDF e HDF. Foi conclu´ıdo
que o banco de dados teve um bom desempenho quando o nu´mero de
elementos por matriz era pequeno, mas na˜o teve uma boa escala como
os modelos cient´ıficos de arquivo quando o nu´mero de elementos au-
mentou.
Outro trabalho interessante do Howison et al. (HOWISON et al.,
2010b), em que e´ proposta uma forma para otimizar o desempenho
das bibliotecas HDF5 e MPI-IO para o sistema paralelo de arquivos
distribu´ıdos Lustre. Mediram o desempenho em treˆs sistemas diferentes
para demonstrar a robustez de otimizac¸o˜es em diferentes configurac¸o˜es
e obtiveram otimizac¸o˜es em desempenho paralelo de E/S, em alguns
casos, de ate´ 33 vezes mais eficiente.
Os trabalhos de Fahey et al. (FAHEY; LARKIN; ADAMS, 2008)
Laros et al. (LAROS et al., 2007) e Weikuan Yu et al. (YU; VETTER;
ORAL, 2008) sa˜o interessantes artigos pois teˆm como foco trabalhar
com comparac¸o˜es e melhorias de desempenho de E/S em plataformas
como Jaguar e Red Storm. Estes sa˜o plataformas de supercomputac¸a˜o,
onde proveˆm servic¸os computacionais, como por exemplo, GTC para
spectrum, programa oceano paralelo (POP) de modelagem de oceano,
programa de ca´lculos f´ısicos, entre outros. Em destaque o trabalho pro-
posto por Weikuan et al. tem interessantes comparac¸o˜es com diferentes
tipo de E/S. Eles propo˜em melhorar e aperfeic¸oar o acesso em paralelo
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de uma aplicac¸a˜o chamada Jaguar do Laborato´rio Nacional Ridge Oak
e visaram va´rios objetivos dentre eles, a caracterizac¸a˜o do desempe-
nho E/S paralelo de uma unidade de armazenamento e a escalabilidade
de todo o sistema. Os resultados demonstraram um melhor desempe-
nho e menos escalabilidade de E/S paralelo em modo compartilhado
e que o FLASH E/S pode melhorar 34% com certos ajustes em E/S
compartilhado.
Tratando de sistemas de arquivos, temos o trabalho de Boito et
al. (BOITO et al., 2011) que realizou treˆs experimentos em um sistema de
modelo atmosfe´rico. Os experimentos tratam de aplicar uma mesma
aplicac¸a˜o com um diferencial na sua arquitetura que adiciona thread
nos seus processos. Os testes realizados com escrita local (disco local)
obtiveram o melhor desempenho por na˜o necessitar comunicac¸a˜o entre
os nodos do sistema de arquivos. O ambiente com threads teve um me-
lhor desempenho quando utilizado os sistemas de arquivos distribu´ıdos
PVFS, devido a` utilizac¸a˜o das facilidades do MPI. Nos experimentos
realizados foram utilizados 30 clientes para um ambiente PVFS de 4
nodos. Como cada processo acessa constantemente o sistema de ar-
quivo para escrever os resultados, quando se tem mais de um processo
por ma´quina, estes competem pelo acesso ao disco, diminuindo o tempo
de execuc¸a˜o. Isso na˜o ocorre na aplicac¸a˜o com Threads, uma vez que
roda um processo por ma´quina e melhor uso da memo´ria
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5 AMBIENTE E RESULTADOS EXPERIMENTAIS
Os experimentos realizados neste projeto teˆm como objetivo ava-
liar o desempenho de acesso do servidor com a aplicac¸a˜o paralela em
relac¸a˜o a` aplicac¸a˜o serial utilizando o HDF5 sob um sistema de arqui-
vos distribu´ıdo e avaliar a escalabilidade de acordo com o aumento do
nu´mero de imagens no sistema. O ambiente utilizado para a realizac¸a˜o
de testes foi um cluster na˜o dedicado de oito ma´quinas dispon´ıveis,
pertencentes ao laborato´rio de Telemedicina. Estas ma´quinas sa˜o utili-
zadas para o desenvolvimento de aplicac¸o˜es. Portanto, a arquitetura de
redes utilizada na˜o e´ favora´vel se comparada com um cluster dedicado
somente para o armazenamento. A sua arquitetura de rede e´ ilustrado
na Figura 27.
Figura 27 – Arquitetura da rede do cluster
O cluster com 8 ma´quinas possui 4 ma´quinas que esta˜o ligadas
a um su´ıte ethernet de 10/100 MBytes que esta conectado a um outro
su´ıte gigabit. Desta maneira, pode-se relatar que a conexa˜o com esses
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quatro computadores pode comprometer o desempenho da aplicac¸a˜o e
dos SAD dependendo da largura de dados transferidos. Essas ma´quinas
diferem tambe´m no hardware conforme a tabela abaixo.
Tabela 1 – Configurac¸a˜o dos nodos do cluster
HOSTNAME MEMO´RIA PROCESSADOR DISCO
Cluster1 8Gbytes Intel Core i5 2.8 GHz 20 GBytes
Cluster2 8Gbytes Intel Core i5 2.8 GHz 20 GBytes
Cluster3 8Gbytes Intel Core i5 2.8 GHz 20 GBytes
Cluster4 8Gbytes Intel Core i5 2.8 GHz 20 GBytes
Cluster5 8Gbytes Intel Core i5 2.8 GHz 20 GBytes
Cluster6 8Gbytes Intel Core i5 2.8 GHz 20 GBytes
Cluster7 2Gbytes AMD Athlon x2 2.0 GHz 20 GBytes
Cluster8 8Gbytes Intel Core i5 2.8 GHz 20 GBytes
O sistema operacional utilizado em todas as ma´quinas do cluster
e´ o CentOS 6.2. O motivo da utilizac¸a˜o do CentOS e´ o fato de a
distribuic¸a˜o fornecer os pacotes da aplicac¸a˜o Lustre, sem a necessidade
de compilar a fonte da aplicac¸a˜o, que e´ mais intricado se comparado com
outras aplicac¸o˜es utilizadas nos experimentos. As verso˜es das aplicac¸o˜es
sa˜o listadas abaixo.
• HDF5 - Versa˜o 1.8.9.
• MPI - MPICH2, versa˜o 1.4.1-p1.
• PVFS - OrangeFS, versa˜o 2.8.5.
• Lustre - Versa˜o 2.1.55.
• FHGFS - Versa˜o 2011.04-r19.
• CEPH - Versa˜o 0.47.2-4
A ma´quina que hospeda o servidor DICOM e´ uma ma´quina ser-
vidora de ma´quinas virtuais para fins de experimentos, em que foi vir-
tualizada uma ma´quina com a configurac¸a˜o de 1GB de RAM, proces-
sador Intel de 1.6 GHz com 10 GByte de disco e sistema operacional
GNU/Linux CentOS versa˜o 6.2. A ma´quina do cliente DICOM e´ um
servidor de backup de imagens DICOM reais com processador AMD 64
x2 1 GHz e 2Gbytes de memo´ria.
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Para a realizac¸a˜o dos experimentos, foram coletados os tempos
em segundos da execuc¸a˜o das func¸o˜es de escrita e leitura somente do
pixel data, e os tempos totais de construc¸a˜o e armazenamento das ima-
gens DICOM (metadados e pixel data ) a fim de comparar o desempe-
nho de ambos as arquiteturas paralela e serial sob diferentes sistemas
de arquivos. A base de imagens utilizadas nos experimentos, sa˜o ima-
gens coletadas aleatoriamente sob a base de dados de produc¸a˜o. Ale´m
isso, foi buscado comparar diferentes tipos de sistemas de arquivos dis-
tribu´ıdos, a fim de detectar o sistema com melhor desempenho de acesso
e de melhor controle de escalabilidade.
A coleta dos tempos foi realizada via co´digo das aplicac¸o˜es,
atrave´s da diferenc¸a entre o tempo inicial da execuc¸a˜o dos comandos de
armazenamento ou recuperac¸a˜o e o tempo final e a diferenc¸a do tempo
inicial e final do comando de escrita ou leitura.
Foram realizados cena´rios de experimentos de leitura serial e pa-
ralela, como tambe´m cena´rios de escrita serial e paralela. Em todos os
cena´rios foi associado somente um servic¸o SCU para um SCP, descar-
tando ambientes com mu´ltiplos clientes, pois estes tratam de trabalhos
futuros. Foram utilizadas variac¸o˜es de volumes de imagens de 1000,
2500, 5000 e 10000 a fim de avaliar a escalabilidade dos sistemas.
Em cada volume foram executados, tanto para leitura quando
para escrita, 25 iterac¸o˜es para garantir significaˆncia estat´ıstica aos re-
sultados. Esses volumes de dados sa˜o imagens aleato´rias que esta˜o
armazenadas na ma´quina cliente, e estas imagens sa˜o constitu´ıdas de
tomografias computadorizadas, angiografias, ultrassons, ressonaˆncias
magne´ticas e raios-x. Para as 25 iterac¸o˜es dos cena´rios de leitura e es-
crita paralela, utilizou-se o mesmo nu´mero de servidores de dados para
servir como processos do MPI-IO, a fim de observar o comportamento
da escalabilidade do sistema de arquivos e desempenho da aplicac¸a˜o
com todo ambiente dispon´ıvel para os experimentos.
No entanto, foram realizados testes em quantidades menores de
nodos paralelos, para comparar o desempenho do E/S em diferentes
sistemas de arquivos. Para este caso, somente foi realizada uma iterac¸a˜o
por experimento a fim de verificar o impacto do nu´mero de processos
paralelos.
A coleta de tempo dos experimentos foi realizada via co´digo,
atrave´s da diferenc¸a do tempo inicial da execuc¸a˜o dos comandos de ar-
mazenamento, ou recuperac¸a˜o, com o tempo final. Foram mensurados
tambe´m os tempos de E/S em disco e o tempo de transmissa˜o do pixel
data pelo socket do H5wrap para o nodo Master para enta˜o calcular o
tempo me´dio de perda de desempenho desta comunicac¸a˜o.
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Na montagem dos sistemas de arquivos, utilizou-se um padra˜o
de arquitetura para todos os SADs, em que a ma´quina Cluster 1 atua
como servidor de metadados e servidor de dados, enquanto as outras
7 somente sera˜o utilizadas como servidores de dados. Foi definida esta
abordagem devido ao fato de o ambiente de experimentos somente con-
ter uma aplicac¸a˜o cliente no sistema de arquivos, buscando contornar
problemas de overhead no servidor de dados, ale´m de o cluster se cons-
tituir de poucos nodos de servidor de dados, na˜o necessitando mais de
um servidor de metadados.
Nas pro´ximas sec¸o˜es, os gra´ficos dos resultados sa˜o apresentados
com o eixo horizontal representando a variac¸a˜o do volume dos exa-
mes enviados ou presentes na base e o eixo vertical a me´dia de tempo
da execuc¸a˜o da operac¸a˜o das func¸o˜es, das bibliotecas empregadas, em
segundos.
5.1 ARMAZENAMENTO
Os experimentos aplicados no armazenamento sa˜o divididos em
volumes de imagens (1000, 2500, 5000, 10000) para cada forma de
acesso serial e paralelo, a fim de averiguar o comportamento de cada
armazenamento de acordo com a escalabilidade dos sistemas.
O gra´fico representado na Figura 28 compara o desempenho de
armazenamento de uma imagem DICOM em HDF5 em paralelo e serial
nos sistemas de arquivos paralelos FHGFS e PVFS. Para os ambientes
CEPH e Lustre, na˜o foi poss´ıvel realizar o armazenamento paralelo de-
vido a restric¸o˜es que sera˜o discutidas no final deste capitulo, enquanto
os experimentos com o servidor serial e´ estudado na pro´xima subsec¸a˜o.
Como se pode observar, independente do sistema de arquivos, a
aplicac¸a˜o composta somente do armazenamento serial obteve um de-
sempenho superior ao do PH5wrap. Este desempenho no caso do PVFS
teve uma me´dia em torno de 0.3369 segundos de diferenc¸a no pior caso,
enquanto no FHGFS foi de 0,2558 segundos, tambe´m no pior caso.
Outro dado que e´ poss´ıvel observar e´ o desempenho de cada sis-
tema de arquivos. E´ vis´ıvel que o servidor sob o FHGFS foi o sistema
que obteve o melhor desempenho tanto no serial quanto no paralelo, em
que a sua me´dia de armazenamento em todos os volumes manteve-se
pro´ximo 0.828 segundos. Como tambe´m nota-se que o armazenamento
no FHGFS em serial manteve o desempenho mesmo com o aumento do
volume de dados, enquanto o PVFS serial teve uma perda de desempe-
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Figura 28 – Tempo me´dio do armazenamento paralelo e serial em HDF5
Figura 29 – Tempo me´dio de escrita do pixel data
nho de ate´ 5% comparando os volumes de 1000 e 10000. Os ambientes
paralelos FHGFS e PVFS obtiveram uma perda de 6,35% e 1,36%,
respectivamente. Esta mesma ana´lise e´ verificada tambe´m na Figura
29.
No gra´fico 30, buscou-se uma comparac¸a˜o do tempo de E/S
dos processos paralelos, variando a quantidade de nodos paralelo da
aplicac¸a˜o, a fim de verificar a escalabilidade do PH5wrap em termos de
nu´mero de processos paralelos. Para estes experimentos apresentados
na Figura 30, em excec¸a˜o, foi realizada somente uma tentativa, na˜o
havendo significaˆncia estat´ıstica, e o sistema de arquivos utilizado foi o
PVFS.
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Figura 30 – Tempo me´dio das escritas dos pixel data de acordo com o
nu´mero de nodos paralelos
O objetivo deste gra´fico e´ buscar um melhor ambiente para-
lelo, uma vez que estamos trabalhando com uma colec¸a˜o de imagens
aleato´rias e a me´dia do tamanho das imagens pode se adaptar melhor
de acordo com o nu´mero de processo. Isso se deve ao fato de que cada
pixel data e´ dividido de acordo com o nu´mero de processos paralelos
existentes no ambiente, e dependendo do tamanho da imagem, a di-
visa˜o desta em muitas regio˜es pode levar a` depreciac¸a˜o do desempenho
da aplicac¸a˜o.
E´ poss´ıvel analisar que com este conjunto de imagens aleato´rias
utilizadas para os experimentos, quando o E/S paralelo utiliza o nu´mero
de nodos igual 4, o desempenho me´dio comparado com o 8 nodos e´
de 0,013 segundos, ficando pro´ximo do desempenho da escrita serial.
Quanto ao volume de 1000 dados, o ambiente paralelo com 4 nodos
teve uma sutil vantagem de 1,03 milissegundos, pore´m, com o volume
de 10000 dados a vantagem e´ perdida, sendo que a diferenc¸a e´ de 2,44
milissegundos
Em relac¸a˜o aos outros resultados, com 8 processos paralelos,
manteve-se uma me´dia mais constante comparada com as demais, mesmo
com o aumento do volume de dados. Enquanto com 8 processos houve
uma perda de desempenho de aproximadamente 1,8% quando calcu-
lado a diferenc¸a entre o volume de 10000 e 1000, com 4 e 2 processos
obteve-se uma perda de 2,91% e 2,71%, consecutivamente.
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5.1.1 Armazenamento Serial
Nesta sec¸a˜o e´ discutido o desempenho dos quatros sistemas de
arquivos citados nesta pesquisa, apresentadas nas Figuras 31 e 32. Para
os experimentos foram utilizados somente o servidor com o H5wrap, e
cada teste segue o padra˜o dos testes anteriores. Em todos os ambientes,
buscou uma configurac¸a˜o simples e padra˜o do sistema quando este e´
instalado.
E´ nota´vel que o sistema de arquivos CEPH tenha obtido um
rendimento na escrita bem superior que os outros sistemas, enquanto o
Lustre obteve baixo desempenho na escrita dos dados. No armazena-
mento do DICOM, os sistemas PVFS, FHGFS, Lustre e CEPH tiveram
o desempenho me´dio de 0,11490, 0,08291, 0,11497 e 0,01714 segundos,
respectivamente, sendo que o CEPH teve um desempenho de 82,59%
superior a` me´dia do sistema ao todo e a escrita do pixel data em torno
de 92.11% mais eficiente.
Outra ana´lise que se pode fazer e´ o baixo desempenho do Lustre
ao escrever o pixel data, de 85,08% inferior em relac¸a˜o a me´dia de
todos os SAD. Contudo, a escrita dos metadados foi mais eficiente do
que comparado com o PVFS, que mesmo tendo a escrita do pixel data
superior ao Lustre, a me´dia de armazenamento de todos os dados do
DICOM e´ equivalente ao do Lustre, sendo a me´dia de ambas em torno
de 0.1149 segundos.
Figura 31 – Comparac¸a˜o do tempo de armazenamento em serial dos
sistemas de arquivos
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Figura 32 – Comparac¸a˜o do tempo de escrita serial dos sistemas de
arquivos
5.2 RECUPERAC¸A˜O
Assim como os experimentos de armazenamento, nos experimen-
tos de recuperac¸a˜o na˜o foi coletado o tempo do indexador Clucene. O
Clucene somente e´ usado para a recuperac¸a˜o da localizac¸a˜o de cada
exame dos cena´rios de estudo (centenas de exames), se´rie (dezenas de
exames) e imagem, em que sa˜o recuperados todos os UID para cons-
truc¸a˜o do caminho para extrac¸a˜o (path) do conteu´do do HDF5. A
partir dos resultados dos caminhos obtidos, e´ iniciada a contagem de
tempo e e´ somente finalizada quando recuperado os dados e convertidos
a um arquivo DICOM.
A realizac¸a˜o dos experimentos de recuperac¸a˜o e´ projetada de
acordo com a hierarquia definida nos projetos anteriores, em que sa˜o
recuperados os dados (metadados e pixel data ) de um estudo com-
pleto e uma se´rie completa, ou seja, restaurando todos os dados das
hierarquias correspondentes ao estudo e se´rie, e por fim, sa˜o feitos ex-
perimentos utilizando somente a hierarquia da imagem. No caso do
estudo selecionado para os experimentos, nas bases de dados geradas
atrave´s dos experimentos de armazenamento ha´ uma u´nica se´rie, e esta
se´rie possui 4 imagens. Desta maneira, foram calculadas as me´dias das
somas de todas as imagens recuperadas dos estudos, das se´ries e das
imagens.
Os sistemas de arquivos utilizados nos experimentos sa˜o os mes-
mos utilizados no armazenamento. Na Figura 28 e´ comparado o de-
sempenho do servidor paralelo PH5wrap com o servidor serial H5wrap
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ambos nos sistemas de arquivos PVFS e FHGFS. No caso da leitura pa-
ralela, na˜o requer o mesmo controle de escrita concorrente provido pela
maioria dos sistemas de arquivos, que dificultou a realizac¸a˜o dos expe-
rimentos anteriores, sendo poss´ıvel realizar os experimentos de leitura
paralela nos sistemas CEPH e Lustre. Mas para manter a coereˆncia nos
resultados, so´ sera´ demonstrado o acesso paralelo dos mesmos sistemas
de arquivos utilizados nos experimentos de armazenamento.
(a) Estudo (b) Serie
(c) Imagem
Figura 33 – Tempo me´dio de recuperac¸a˜o de um estudo completo, uma
se´rie completa e de uma imagem em paralelo e serial
Nos gra´ficos da Figura 33 sa˜o ilustrados os resultados em 3
gra´ficos referentes a cada hierarquia. Os resultados dos estudos e das
se´ries sa˜o semelhantes, devido a hierarquia da se´rie utilizada possuir
a mesma quantidade de imagens recuperadas dos estudos. Pode-se
notar, primeiramente, que o servidor serial manteve vantagem na re-
cuperac¸a˜o das imagens DICOM, e em destaque, o PVFS se sobressaiu
nos experimentos serial e paralelo, comparado com o FHGFS. Nos ex-
perimentos de estudos e se´ries, essa diferenc¸a manteve-se em torno de
0.036 segundos no serial e 0.074 no paralelo, um ganho de 4% e 7% ,
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respectivamente.
Outro ponto observa´vel e´ a me´dia de tempo de recuperac¸a˜o que e´
mantida nos SAP, principalmente no PVFS, que mesmo com o aumento
do volume de dados, manteve-se na me´dia de 0.23 segundos no serial
e 0.498 segundos no paralelo em ambos os experimentos de estudo e
se´rie.
Os experimentos demonstrados no terceiro gra´fico mostram o
comportamento na recuperac¸a˜o de uma u´nica imagem. Neste caso, a
recuperac¸a˜o do FHGFS em serial possuiu um desempenho semelhante
do PVFS nos diferentes volumes exceto de 2500 imagens, que pode ter
tido influeˆncias mais significativas da rede de comunicac¸a˜o.
(a) Estudo (b) Serie
(c) Imagem
Figura 34 – Tempo me´dio de leitura do pixel data de um estudo com-
pleto, uma se´rie completa e de uma imagem em paralelo e serial.
Em resumo a Figura 34, basicamente, a aplicac¸a˜o paralela no
PVFS teve um desempenho inferior de aproximadamente 46% no es-
tudo e na se´rie e 45% inferior na imagem, enquanto que no FHGFS
esse desempenho foi de aproximadamente 47% e 42%.
A Figura 34 mostra resultados bem interessantes, que da mesma
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maneira que foi coletado o tempo de escrita, nestes gra´ficos e´ coletado
o tempo de leitura do pixel data, de cada experimento realizado na
recuperac¸a˜o e mostrou-se que a leitura paralela teve um desempenho
equivalente a` leitura serial em determinados casos. Por exemplo, na
leitura em paralelo no PVFS teve um desempenho de 4,41% em relac¸a˜o
a` leitura serial PVFS nos casos do n´ıvel de estudo e se´rie, pore´m, teve
uma perda de desempenho em torno de 10,15% no n´ıvel de imagem.
E´ poss´ıvel acrescentar que o tempo de comunicac¸a˜o do socket
determinou bastante a perda de desempenho em ambas as func¸o˜es de
recuperac¸a˜o e armazenamento em paralela. A sua me´dia de tempo de
socket independente do ambiente, foi de 0.078 segundos para cada en-
vio do pixel data. No caso da recuperac¸a˜o de um estudo ou uma se´rie,
a me´dia da soma de todos os tempo de socket foi de 0.267 segundos.
E´ nota´vel a influeˆncia negativa deste tempo para abordagem, pore´m,
quando retiramos esse tempo da me´dia do tempo total da recuperac¸a˜o
serial, o desempenho ainda e´ baixa, comparado com o tempo da abor-
dagem serial.
5.2.1 Recuperac¸a˜o Serial
Nos resultados de recuperac¸a˜o serial apresentadas na Figura 35,
nos quatro ambientes distribu´ıdos e´ poss´ıvel observar que ambos o Lus-
tre e o CEPH obtiveram um desempenho superior comparado aos siste-
mas de arquivos paralelos FHGFS e PVFS. No caso do Lustre, obteve
uma me´dia de desempenho superior de 67,36% sob o PVFS e 71,38%
sob o FHGFS, enquanto o CEPH obteve um desempenho me´dio de
63,73% e 68,59%.
Ale´m disso, ambos os sistemas de arquivos CEPH e o Lustre,
ao contra´rio do FHGFS, tambe´m mostraram manter a escalabilidade
do sistema equivalente com o aumento do volume de dados. A me´dia
de recuperac¸a˜o de um estudo completo e de uma se´rie completa e´ de
0,075 segundos para Lustre e 0,083 segundos para o CEPH e a me´dia
de recuperac¸a˜o do n´ıvel de imagem e´ de 0,018 segundos no Lustre, e
0,021 segundos no CEPH
5.3 ANA´LISE DOS SISTEMAS LUSTRE E CEPH
Como se pode observar nos resultados somente dos experimentos
em serial, ambos Lustre e CEPH demonstraram maior capacidade de
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(a) Estudo (b) Serie
(c) Imagem
Figura 35 – Tempo me´dio de recuperac¸a˜o de um estudo completo, uma
se´rie completa e de uma imagem em paralelo e serial, sob os sistemas
de arquivos.
acesso serial nos experimentos de recuperac¸a˜o e o bom desempenho do
CEPH no armazenamento. No entanto, a realizac¸a˜o do acesso paralelo
foi impossibilitada pelos sistemas de arquivos devido a fatores de con-
figurac¸a˜o dos sistemas que comprometeram os experimentos de acesso
paralelo. Nesta sec¸a˜o, sera´ discutida a experieˆncia encontrada nos ex-
perimentos e as poss´ıveis razo˜es que podem ter dificultado a realizac¸a˜o
dos testes.
Atrave´s da realizac¸a˜o dos experimentos do sistema de arquivos
Lustre, notou-se que na escrita paralela em arquivo HDF5, na medida
em que o volume de dados ultrapassava aproximadamente 2600 ima-
gens, o processo tornava-se extremamente lenta ate´ que, ou o servidor
DICOM congelava todo o sistema operacional, ou a escrita paralela
falhava seguidamente. Assim, foi pesquisado em fo´runs e lista de e-
mails o motivo deste comportamento e verificou-se que o acesso para-
lelo via MPI E/S no Lustre e´ um problema conhecido na a´rea cientifica.
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Verificou-se que o acesso utilizado pelo ROMIO para escrita em paralela
atrave´s da te´cnica data sieving na˜o e´ bem suportado pelo Lustre. Isto
ocorre porque a maioria dos sistemas de arquivo sa˜o suporta ou na˜o
tem configurada (como o caso do Lustre) a caracter´ıstica de suporte a
locking 1
Sistemas de arquivos implementam este bloqueio para evitar que
o cena´rio de atualizac¸a˜o cla´ssico intercessa˜o de mu´ltiplos acessos, fa-
zendo que a camada do MPI-IO fique estagnada quando mais um cliente
escreve no mesmo arquivo.
Para contornar esse problema no Lustre, e´ recomendando utilizar
a flag “lock” pelo cliente ao montar a partic¸a˜o do Lustre. Esta flag
habilita ou remove carater´ıstica de travamento de acesso concorrente
a` um arquivo. O “lock” disponibiliza dois tipos de trava, share lock e
exclusive lock, que como no nome ja´ diz, o primeiro tipo permite que
mu´ltiplos acessos ao mesmo tempo, enquanto o segundo tipo, apenas
um processo por vez.
Outra recomendac¸a˜o que algumas listas de e-mails comentam e´
desabilitar o data sieving do ROMIO e configurar somente o collective
buffer que tambe´m e´ uma te´cnica de E/S implementada no ROMIO,
ale´m de que esta te´cnica proveˆ maior suporte pelo Lustre. Buscou-se
aplicar esta te´cnicas nos experimentos do Lustre, pore´m a` medida do
aumento do nu´mero de imagens armazenadas no sistemas de arquivos,
ocorre uma saturac¸a˜o da rede e finalizando com a queda do sistema.
Nos sistemas de arquivos CEPH, notou-se um problema com
caracter´ıstica similar a estes derivados de travas de acesso, pois nos
experimentos, o PH5wrap trava na escrita do pixel data da terceira
imagem enviada pelo cliente. No CEPH, quando mu´ltiplos processos
invocam a operac¸a˜o de escrita, o sistema bloquea o acesso concorrente
e revoga qualquer cache de leitura e buffer de escrita que seja invocada
anteriormente por outras aplicac¸o˜es, e somente ira´ liberar a escrita
quando for de conhecimento de todos os servidores de dados (OSD).
Esta´ pol´ıtica de acesso pode ser um dos motivos que impossi-
blitou a escrita concorrente nos experimento, uma vez que para cada
acesso paralelo, ocorre um acesso serial por parte do servidor, que pode
estar bloqueando a escrita paralela.
Uma poss´ıvel soluc¸a˜o, pore´m na˜o muito recomendado pelos de-
senvolvedores do CEPH devido a` perda de desempenho, e´ a utilizac¸a˜o
da flag dispon´ıvel no CEPH chamada de O LAZY. Esta flag basica-
mente permite que aplicativos deixem de preocuparem-se com a coereˆncia
1Locking e´ um mecanismo que restringe o acesso a um arquivo, permitindo o
acesso apenas de um cliente ou processo.
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requerida pelo sistema de arquivos na escrita paralela, de tal maneira
que o aplicativo controla sua pro´pria consisteˆncia de dados.
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6 CONCLUSO˜ES E TRABALHOS FUTUROS
Este projeto apresentou uma nova abordagem para o servidor de
imagens me´dicas DICOM, chamado de CyclopsDCMServer, buscando
melhorar o desempenho de armazenamento e recuperac¸a˜o das imagens
sob o formato de dados hiera´rquicos HDF5. Desta maneira, buscou-
se aplicar te´cnicas de escrita e leituras concorrentes e distribuir estes
dados via sistemas de arquivos distribu´ıdos, para prover melhor dispo-
nibilidade dos processos concorrentes. O mecanismo utilizado para a
paralelizac¸a˜o da escrita e leitura de dados foi a API de alto desempenho
em E/S em disco, chamado ROMIO, que disponibiliza te´cnicas de E/S
concorrentes abrangidas por diversos sistemas de arquivos distribu´ıdos.
Neste trabalho, optou-se por uma arquitetura voltada para re-
alizac¸a˜o de escrita e leitura paralela da estrutura dataset do HDF5,
que conte´m os dados do pixel data provindas de uma imagem DICOM.
Foi necessa´rio criar uma aplicac¸a˜o externa encarregada da realizac¸a˜o
do E/S paralelo, devido a` complexidade encontrada no servidor atu-
almente. O efeito colateral desta arquitetura e´ esperado devido a` co-
municac¸a˜o de dados necessa´rio entre o servidor e a aplicac¸a˜o paralela.
Toda a interface entre o servidor e a aplicac¸a˜o paralela, as func¸o˜es de
escrita e leitura no arquivo HDF5 foram chamadas de PH5wrap. Ale´m
da proposta de uma arquitetura paralela, neste projeto procurou-se
aplicar os experimentos em sistemas de arquivos distribu´ıdos, a fim de
avaliar o desempenho da aplicac¸a˜o nos sistemas mais conhecidos na
a´rea cient´ıfica (Lustre, PVFS, CEPH, FHGFS).
Foram realizados experimentos em diferentes sistemas de arqui-
vos, em que no decorrer da pesquisa, foi constatado dificuldades para
realizar a escrita paralela nos sistemas Lustre e CEPH, devido ambas
implantarem em suas configurac¸o˜es, carater´ısticas de acesso que dificul-
taram a realizac¸a˜o dos experimentos de escrita paralelo. No entanto,
os ambientes PVFS e FhGFS proveˆm esta compatibilidade do sistema
com a escrita paralela fornecida pela interface MPI. Desta maneira, os
resultados demonstraram que esta abordagem apresentada na˜o e´ eficaz
para este tipo de problema, por apresentar baixo desempenho na escrita
dos dados em paralelo, ale´m de que, o PH5wrap tambe´m apresentar um
acre´scimo de penalidade devido a` comunicac¸a˜o de rede adicional.
No entanto, como esta abordagem foi aplicada para uma base de
dados reais do ambiente da Telemedicina, o tamanho das imagens na˜o
foi adequado para este tipo interface paralela. Para um bom desem-
penho de E/S, no entanto, imagina-se que o tamanho de um pedido
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de E/S deve ser maior (na ordem de megabytes), tendo em vista que
o desempenho de E/S sofre consideravelmente com penalidades se as
aplicac¸o˜es de acesso a dados fazem pequenos pedidos de E/S. Desta
maneira, como trabalho futuro, espera-se estudar esta abordagem em
imagens DICOM de tamanhos superiores a estes aplicados nos experi-
mentos.
Verificou-se tambe´m que apesar de na˜o proporcionarem por padra˜o
caracter´ısticas voltadas para a escrita paralela, ambas os sistemas Lus-
tre e CEPH, demonstraram melhores desempenhos na leitura e escrita
serial nos dados, principalmente o sistema CEPH que manteve o melhor
desempenho na escrita serial. Em trabalhos futuros, e´ esperado aplicar
as configurac¸o˜es explicadas no cap´ıtulo anterior, a fim de corrigir os
problemas encontrados e proporcionar mais resultados nesta pesquisa.
A proposta para trabalhos futuros, que possam desempenhar
melhores resultados, e´ buscar melhorar as configurac¸o˜es das tecnologias
utilizadas neste trabalho. Como exemplo, a pesquisa de Howison et al.
(HOWISON et al., 2010a), que e´ um estudo voltado para otimizar o MPI-
IO do HDF5 sob o Lustre. Como tambe´m o trabalho do Philip Carns et
al. (CARNS et al., 2009), que avaliou 5 te´cnicas para otimizar a escrita de
dados pequenos no PVFS. Outra caracter´ıstica que e´ recomendada nos
sistemas de arquivos como o CEPH e o FHGFS e´ utilizar o XFS como
sistema de arquivo local, pois este proveˆ uma melhor escalabilidade e
taxa de acesso que os sistemas ext3 e ext4, especialmente para RAID.
Aplicar melhorias que podem desempenhar um ganho de desem-
penho recomendados pelo grupo HDF e alterar a estrutura do dataset
utilizada para armazenar o pixel data. Desde a implantac¸a˜o do HDF5
no servidor, a estrutura e´ armazenada em um vetor simples, impossi-
bilitando a utilizac¸a˜o de diferentes acessos hyperlabs, te´cnicas de com-
pactac¸a˜o de dados providos pela API HDF5, como tambe´m a realizac¸a˜o
de armazenamento dos dados diferentes da cor preta do pixel data de
uma imagem DICOM.
Por fim, como o acesso paralelo em um mesmo dataset mostrou-
se ser desvantajoso neste determinado ambiente, seria interessante como
trabalho futuro realizar estudos de uma abordagem utilizando as API
paralelas estudadas nesta abordagem, em que cada processo realiza o
armazenamento de um pixel data em datasets diferentes, na˜o havendo
concorreˆncia e espera dos processos na escrita dos dados.
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