Abstract-Convolutional neural networks (CNNs), particularly those designed for object segmentation and pose estimation, are now applied to robotics applications involving mobile manipulation. For these robotic applications to be successful, robust and accurate performance from the CNNs is critical. Therefore, in order to develop an understanding of CNN performance, several CNN architectures are benchmarked on a set of metrics for object segmentation and pose estimation. This paper presents these benchmarking results, which show that metric performance is dependent on the complexity of network architectures. These findings can be used to guide and improve the development of CNNs for object segmentation and pose estimation in the future.
Mobile manipulation is an important component of robotics applications, enabling the robot to perform tasks involving physical interaction with the environment. One application that showcases the tasks involved in mobile manipulation and robotics perception is the autonomous motorcycle engine oil This research was funded through the Internal Research and Development (IRAD) Program at Draper. 978-1-5386-1235-4/17/$31.00 ©2017 IEEE change task, as performed by a robot autonomously. The autonomous engine oil change process can be broken down into a planned sequence of several key steps for adding new oil to the engine, with perception playing a key role along each step of the way in the execution. Some of these steps include picking up and grasping a funnel or oil bottle, inserting the funnel into the engine as depicted in Figure 1 , and pouring the engine oil into the funnel. Overall, because of the numerous steps and objects involved in the oil change process, with each of the objects needing to be identified and manipulated in different ways, such as grasping, twisting, or turning, the entire oil change process is dependent on robotic perception. Two essential components of robotic perception that enable complex scene understanding and robotic interaction with the environment include object segmentation and pose estimation.
Object segmentation is used in order to detect objects of interest in a scene. This is done by classifying every pixel of an image that the robot sees into a given set of objects or regions. Figure 2 shows an example of this, with the original image in 2a and the corresponding semantic segmentation mask in 2b. Each of the different white regions in 2b corresponds to a different class of interest and encompasses the entire area corresponding to that class in the original image. Pose estimation is also critical in mobile manipulation as the robot must be able to reason about a given object's pose in order to know how to manipulate the object to successfully complete the task. Pose is comprised of two components: position and orientation. Position is represented along the three axes, x, y, and z, in meters, as shown in Equation 1. Orientation is represented in Roll-Pitch-Yaw (RPY) form, which corresponds to the angle of rotation in radians around each of the three axes, x, y, and z, respectively, in a three dimensional plane, with the corresponding vector representation denoted in Equation 2. Both position and orientation are necessary in informing the robot about the location of an object and how to adjust its arm to manipulate the object.
Together, object segmentation and pose estimation provides a process through which a robot is able to perceive and manipulate objects in its environment. Figure 3 shows the pipeline of this process, separated into the object segmentation and pose estimation stages. The ultimate objective of this process is to obtain a pose estimate that the robot can use as a goal to plan object manipulation. As part of this process, convolutional neural networks (CNNs) are used to simultaneously detect and obtain the object segmentation. The object segmentation is then used to crop a point cloud, which is subsequently aligned to a previously-generated point cloud model from the database of object models using the Iterative Closest Point (ICP) algorithm. After ICP finds the best match in alignment between the two point clouds, the robot uses this pose estimate as an initial target to plan how to manipulate the object [9] .
In an effort to improve robotic perception, especially pertaining to the autonomous motorcycle engine oil change task, this work primarily focuses on the segmentation block in Figure 3 . In particular, this work explores the use of four CNN architectures that perform object segmentation and develops benchmarking functionality built upon a CNN framework to allow for objective comparison, evaluation, and analysis of CNN object segmentation performance. This work also investigates an initial attempt at simultaneous object segmentation and pose estimation through a single CNN architecture.
II. METHODS
This work explores four CNN architectures: SegNet, FuseNet, PoseNet, and SegNetGAN. Based on existing research, we examined these network architectures and built upon them in order to examine their object segmentation performance. We also propose a method of simultaneous object segmentation and pose estimation by modifying PoseNet.
A. Background
SegNet performs pixel-wise semantic segmentation in an efficient manner [1] . SegNet consists of 13 encoder layers, and a corresponding decoder layer for each encoder layer, for a total of 13 decoder layers. Each encoder consists of a convolutional layer, a batch normalization layer, and a Rectified Linear Unit (RELU) layer. Max-pooling layers are also interspersed throughout the encoder architecture and placed after every three or four encoder layers. The decoder uses the maxpooling indices to upsample the feature maps and to undo the effects of the downsampling. Since there is no learning in this upsampling process, following the upsampling, the trainable decoder filters are convolved with the upsampled feature maps to generate the full output feature maps. Consequently, the use of the max-pooling indices in the decoder reduces the amount of information that needs to be stored with minimal impact on performance. The final decoder produces a multi-channel feature map, with the number of channels corresponding to the number of objects to be classified. The final soft-max layer acts as the object classifier, predicting class probabilities for every pixel in the image. SegNet currently performs well on object segmentations, even in indoor scenes, so this work seeks to extend upon this capability, by applying it to the autonomous engine oil change context as well as by using it as a model architecture of which several other architectures are based on to determine if these modified architectures can yield improvements in object segmentation. The remaining CNNs explored in this work are all built off of SegNet. Fig. 4 : SegNet Architecture -The neural network layers forming the encoder-decoder structure making up SegNet. The network takes in an RGB input and produces an object segmentation at the output. Graphic from [1] .
The use of CNNs with depth may also provide a way to extract better object segmentations, especially for objects that have similar appearances. This idea is explored through FuseNet, a network that keeps depth information in a separate channel and recombines this information throughout the neural network, as shown in Figure 5 [3] . Like SegNet, FuseNet is also based on an encoder-decoder structure, but has two encoders, one for the RGB image and one for the depth information, that are then combined before each pooling layer. This set of combined feature maps are then upsampled at the decoder. Since FuseNet has shown to provide successful semantic segmentations, our work aims to explore whether the additional information provided by the depth channel, particularly with regards to an object's structure, may provide better object segmentations within the oil change context.
CNNs have also been used for applications extending beyond image classification. One such application is the use of CNNs to estimate the camera pose of an object relative to the scene. PoseNet is a CNN implementation for camera pose estimation that regresses an objects pose from a pre-trained classifier by leveraging transfer learning from the classification data [5] . It has 23 layers, which allows it to learn high level features, while also making it more robust to lighting, motion blur, and camera properties. Moreover, the architecture enables meter level accuracy for position coordinates, within 2-5 degrees for angle approximations, and is easily trainable, The network takes in an RGB and depth map input and produces an object segmentation at the output. Graphic from [3] .
as very few training samples are needed for convergence.
B. Proposed Methods
For simultaneous pose estimation and object segmentation, we design a modified version of the PoseNet architecture, 1 based off of SegNet, by retaining the SegNet encoder-decoder architecture, while also adding a linear regression layer following the SegNet encoder. This results in a two-branch parallel network architecture that predicts both object segmentation and pose, as shown in Figure 6 . The parallel architecture was chosen because the regression layers in pose estimation adds additional parameters that can be optimized, allowing us to explore whether or not this additional information is able to improve object segmentation. Finally, this work explores the effectiveness of Generative adversarial networks (GANs) for object segmentation. GANs are a two-model network architecture consisting of a generative model and a discriminative model [2] . The generative model creates samples based on features that it learns from the original data distribution. The discriminative model, on the other hand, attempts to discern between the samples created by the generative network and the original data samples, essentially acting as a classifier. Especially in cases with limited labeled data, this can improve network performance, as the generative model can act as an additional source of training data. In our work, we utilize the idea of GANs for semantic segmentation [6] to develop our own GAN for object segmentation, which we will refer to as SegNetGAN, as shown in Figure 7 . With this, the generative model is the SegNet architecture, which generates predictions of object labels, while the discriminative model discerns between the ground truth training labels and the generative model predictions. This network architecture and approach are further detailed in [10] . Fig. 7 : SegNetGAN Architecture -The generator-discriminator structure for SegNetGAN. The generator takes in an RGB input and produces an object segmentation at the output. The discriminator takes in ground truth or the predicted object segmentation labels and classifies the input as a real or fake label.
III. BENCHMARKING FRAMEWORK A. Data
To train the CNNs to detect objects relevant to the oil change task, we created our own data set consisting of scenes containing objects pertaining to the autonomous oil change task. Thus, ground truth RGB images were captured along with the corresponding depth, position, and orientation to generate training and testing data. The objects in the RGB images were also labeled. A sample of the dataset components is shown in Figure 8 . This data was taken using the Microsoft Kinect and Asus Xtion sensors. Using these sensors, RGB images and 3D point clouds were captured in cluttered indoor environments. In fact, at least one object of interest was included in the scene approximately 90 percent of the time. The remaining 10 percent of images were of just the background environment, with no objects of interest in the frame, to help the network discriminate between the objects of interest and clutter in the environment. Each pixel in the image was categorized with a particular object label. The pixels not corresponding to any particular object were labeled as background.
There are currently six classes of objects to enable a robot to perform the autonomous motorcycle engine oil change task. These are:
Oil Bottle 1.
Fluid Bottle 2.
Oil Filter 3.
Funnel

4.
Engine 5.
Blue Funnel 6. Sample images of the objects of interest are shown in Figure  9 . While the data set is currently only specific for the six objects in the oil change task, new objects can be added to extend the number of objects of interest in the data set for the oil change task. Moreover, new objects can also be added to target different object recognition and manipulation tasks.
The final data set is divided approximately 80/20 between training images and validation images, respectively. A total of 13643 images were used for training, while 2720 images were used for validation and testing. The distribution of objects for the training and validation data sets are shown in Figure 10 . For object segmentation, both RGB images and the corresponding 3D point clouds that form a depth map of the scene were captured by the sensors at 640x480 resolution. Once the RGB images were collected, the objects in approximately twothirds of the images were hand labeled using LabelMe [8] , while the ground truth labels for the remaining third of the images were autogenerated using a Motion Capture System. The motion capture system was also used to collect groundtruth pose data, consisting of both orientation and position. 
B. Benchmarking Metrics
To understand the performance of the network models, metrics for both object segmentation and pose estimation performance are calculated at the pixel-level with respect to each of the individual object classes.
For object segmentation, there are four categories for the relation between the predicted class of a pixel and the ground truth label class: true positives (TP), true negatives (TN), false positives (FP), false negatives (FN). With true positives, the predicted class matches the ground truth class. For true negatives, a pixel that is not labeled as a given class in the ground truth is also not predicted to be of that class. In the case of false positives, or false detections, a particular class has been predicted, but the ground truth is not of that class. Finally, false negatives, or missed detections, are when the ground truth is of a particular class, but that class is not predicted. With these differing relations between the ground truth and predicted labels, four metrics -accuracy, precision, recall, and intersection over union (IOU) -can be calculated at the pixel level for each individual class. Background is ignored as a class in the metric calculations since most of the pixels in an image are background and can artificially inflate performance.
Accuracy reflects the number of correctly identified pixels as well as the number of correctly rejected pixels and is calculated using Equation 3 for a given class i:
Precision identifies the probability that a pixel predicted to be of a given class is actually of that class, which is calculated using Equation 4 for a given class i:
Recall is the probability that for a pixel in the ground truth label of a given class, the predicted class will match. Recall is calculated using Equation 5 for a given class i:
IOU is a measure of overlap for a given class between the ground truth and prediction (intersection) divided by the sum total of the prediction and ground truth labels for that given class (union), which reflects how closely the ground truth label and the predicted class label are aligned. IOU is calculated using Equation 6 for a given class i:
To benchmark the pose estimates, pose is separated into its two components: position and orientation. For each of these components, a distance metric is used to calculate the position or orientation estimation error, thereby providing a measure of the similarity between the ground truth and the predicted position or orientation. Separate metrics are used for calculating the position and the orientation errors in order to identify the contributions of both error sources with respect to the pose estimates for each object class. The per-class position error is calculated using Equation 7, with d x , d y , and d z representing the ground truth position vector corresponding to the 3D position of a given object class, as defined in Equation 1, whiled x ,d y , andd z represent the similarly defined corresponding predicted position vector.
Due to the 2π periodicity of rotation angles, slight adaptations are made to the per-class position distance metric in order to calculate the per-class orientation error so that the associated ambiguities are resolved and SO(3), the set of all rotations in 3D space about the origin, is preserved [4] . This modified distance metric is shown in Equation 8, given the ground truth orientation in RPY form as described in Equation 2 consisting of each of the three components, roll, pitch, and yaw, or R, P , and Y , along with the corresponding predicted orientation in RPY form, similarly expressed asR,P , andŶ .
Error ori = e 2 (R,R) + e 2 (P,P ) + e 2 (Y,Ŷ )
where for any given pair (a, b):
and R,R, Y ,Ŷ ∈ [−π, π), while P ,P ∈ [−π/2, π/2)
IV. RESULTS
A. Object Segmentation Results
For each of the four network architectures, data from the validation set was sampled using the best trained model to obtain the predicted segmentation results. Select instances of these results consisting of both good and poor segmentations are depicted. For each of these detailed examples, the corresponding ground truth object segmentations are also showcased, with the top row of each figure representing the ground truth segmentations, and the bottom row representing the predicted segmentations. Figure 11 shows the segmentation results from the SegNet model; Figure 12 Overall, based on the segmentation results across all four models, the most prominent regions of both false and missed detections are along the object boundary edges. Examples of false detections are shown in Figures 12c and 13c , which can be attributed to the resolution loss in downsampling, followed by upsampling. For FuseNet, this is further compounded by the depth channel introducing additional noise into the network and degrading the object segmentation quality as a result. Thus, networks such as DilatedNet [11] , which learns features at multiple scales without resolution loss, may improve the segmentation results. Furthermore, background objects of similar appearance, with respect to shape and color to the actual objects of interest, are misidentified as objects of interest, as seen in Figure 11c and 11d, since the CNN learns to associate these high-level features with the particular objects. Isolating the mistaken objects from the background and training them alongside the current objects of interest, would mitigate this. Moreover, objects that were either black or white and reflective had higher instances of missed detections, as seen in Figures  14c and 14d , and 13d, due to the extreme brightness or darkness of the objects, making the correct object features harder to detect. Finally, occlusions, where only a small part of the object was in the camera frame, resulted in a higher incidence of missed detections or false detections, as shown in Figure 12d , as compared to when the majority or the entirety of the object was in the camera frame. As such, segmentation performance is related to the number of pixels needed to identify particular object features since segmentation was successful when a significant portion of the object remained in the camera frame, indicating that training the objects at different scales may reduce missed detections when the object is not well represented within the camera frame.
B. Segmentation Metric Comparisons
To get an overall understanding of network performance, the mean accuracy, IOU, precision, and recall values were calculated. Table I shows a comparison of the mean metric values for each of the four network models. Overall, both PoseNet and SegNetGAN were able to outperform SegNet across the range of metrics and object classes, while FuseNet performed the worst across the board.
These metric results can be explained based on the differing network architectures. PoseNet produces few false positives and missed detections, while correctly identifying pixels corresponding to the objects of interest. This indicates that PoseNet's complex parallel network architecture enables the network to identify the relevant object classes correctly by using the pose estimates to inform the object segmentation and discern the given object class, thereby reducing both missed detections and false detections. This is accomplished in spite of the poor pose estimates that contribute to poor object segmentation performance in PoseNet. By contrast, high performance in SegNetGAN is due to the SegNetGAN generator creating a source of additional training data, helping the network to better learn the features associated with an object. With regards to SegNet, however, the metric results are best explained by the fact that SegNet generally performs consistently, as it is designed specifically for object segmentation, but lacks the additional information that allowed for performance gains in SegNetGAN and PoseNet. Furthermore, depth did not improve segmentation performance in FuseNet, as it performed even worse than SegNet, which does not include depth. Since this is due to the noise associated with the depth map, which makes it difficult for FuseNet to identify the objects, the problem could be mitigated by smoothing the depth map.
Even with these differences in network architectures, there were several patterns in the metric results across the networks. Most notably, IOU has shown to be the most informative metric, due to the fact that both false detections and missed detections are taken into account in the metric computation, instead of only one or the other, as with precision and recall. On the other hand, accuracy is less informative, as the true negatives inflate the accuracy calculation, as evidenced by the high scores, with very little deviation across all of the object classes and network architectures. 
C. On-Robot Performance Comparisons
With on-robot performance, robustness in terms of both missed detections and false positives are important factors to consider when testing performance on a robot, because on one hand, detections are necessary for any object manipulation with the robot, while on the other hand, minimizing false detections will allow for better alignment with the point cloud model. Therefore, in order to determine the robustness of the network models, the four networks investigated were fed directly through the robot perception pipeline to determine the segmentation performance across the models in a scene that differed from the scenes provided in training and validation Ground Truth testing, but contained three of the same objects that the networks were trained on: the engine, oil bottle, and blue funnel, as a way of measuring network model performance beyond the validation dataset. Figure 15a showcases the original image view from the robot, while the remaining subfigures in Figure  15 show the predicted object segmentations on the robot as an overlay on top of the original image for each of the given network models. In particular, Figure 15b is the visualization with the SegNet model; Figure 15c is with the PoseNet model; Figure 15d is with the SegNetGAN model; and Figure 15e is with the FuseNet model. Comparing the performances from these results, SegNetGAN performed the best, as it was able to segment all three objects entirely, and without false detections, while PoseNet performed the worst, with missed detections for two out of the three objects.
D. Pose Estimation Results
In addition to object segmentation, our work performed benchmarking on pose estimates generated by PoseNet. Preliminary results from this benchmarking are presented below. Quantitatively, there were discrepancies between the estimated and ground truth pose for all object classes in both orientation and position, as reflected by Table II , which shows the average orientation error in radians and position error in meters for each of the object classes. Across all classes, the average position error is 0.332 meters, while the average orientation error is 0.657 radians or approximately 38 degrees.
These quantitative differences between ground truth and estimated pose also correspond to visible qualitative error, as shown in Figure 16 , which shows sample pose estimates from the validation set using the best trained PoseNet model. The top row represents the ground truth pose projected into the frame, while the bottom row represents the projection given the predicted pose. This projection takes both the orientation and position relative to the camera view into account.
In Figures 16a through 16d , all of the objects are shifted or rotated from their ground truth positions and orientations, except for the engine in Figure 16a . Drastic differences between the estimated and ground truth values in object orientation can be seen with the oil bottle, which is rotated 180 degrees and the oil filter, which is rotated 90 degrees, as shown in Figures  16c and 16d , respectively.
In general, pose estimation error can be attributed to diffiGround Truth culties in identifying accurate pose for asymmetrical objects, as asymmetrical objects had high errors, while symmetrical objects had low errors. In addition, orientation error can be attributed to ambiguities in orientation representation resulting in discontinuities that can cause 180 degree flips in orientation, as evidenced by Figure 16c . Addressing these factors can reduce the error and improve the pose estimations. This improvement, in turn, improves PoseNet object segmentations, since poor pose estimates yield poor object segmentations, as pose estimates and object segmentations are intertwined throughout the PoseNet architecture.
Overall, the error in both the position and orientation estimates indicates that PoseNet was not able to regress either effectively, but there are several potential ways to mitigate this. Orientation error could be improved by using quaternions for the orientation representation, instead of RPY, as this eliminates the possibility that rotating along one axis results in the other two rotational axes pointing in the same direction. Adding additional layers to the pose estimation branch may also lead to improvements, as the single regression layer used in the pose estimation branch of PoseNet could have been too limited to be able to produce pose estimates with low errors. Moreover, tweaking weighting between the object segmentation and pose estimation branches, could improve the training of both simultaneously, thus improving pose estimate. Finally, applying constraints to join the position estimate and the predicted object segmentation could produce smaller position error, since no constraints are applied currently. 
V. CONCLUSIONS A. Summary
In this work, SegNet, SegNetGAN, PoseNet, and FuseNet, were benchmarked to compare their object segmentation performance. Pose estimates from PoseNet were also benchmarked. Overall, this paper shows that all four network architectures are able to perform object segmentation. However, while PoseNet and SegNetGAN are able to improve upon SegNet with regards to specific metrics, not all network architectures are able to improve object segmentation, and in some cases may hinder the segmentation quality, as evidenced by the FuseNet results, which were affected by the noise associated with depth maps. Other factors that impact object segmentation quality, as identified in this work, include resolution loss due to the upsampling and downsampling, objects in the background being mistaken as objects of interest, and occlusions. Finally, this work presents an initial attempt at simultaneous object segmentation and pose estimation with a single convolutional neural network architecture and determines reasons behind poor pose estimation performance, which include asymmetry in the objects, the RPY orientation representation, and the lack of position constraints.
B. Future Work
Given the results from this work, there still remains room for improvement in both object segmentation and pose estimation. Consequently, this work can be extended in several directions in the future. First, due to time constraints, the optimization of network parameters was not fully explored. Therefore, optimizing the loss based on IOU scores, rather than based on accuracy, could be one area of investigation that could potentially improve object segmentation performance [7] . Secondly, with regards to the data set, reducing the noise in the depth, generating more data to fill in the gaps that currently remain in the data set so that all objects are equally represented, generating objects in more varied viewpoints, as well as further data augmentation to incorporate objects at different scales, rotations, and lighting conditions would all help to improve performance. Thirdly, additional CNN architectures, such as DilatedNet, can be explored to determine how these architectures contribute to high performance [11] . Furthermore, training additional objects that have similar appearance to the current objects of interest in the scene would reduce instances of the network falsely identifying these objects that are presently in the background as one of the six object classes investigated. Lastly, specifically for pose estimation, constraining the pose estimates using the object segmentations may reduce pose error.
