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1. Introduction and preliminaries
1.1. Motivations of the work
We are interested in the stationary Navier equations of linear elasticity with the traction boundary
conditions. Our main objective ﬁnds its roots in asymptotic analysis where the boundary of a smooth
bounded domain is perturbed in a singular way. The situation of small inhomogeneities or inclusions
on the border of the body is considered in [18,19,15,13,10]. In those studies, the main ingredient is a
corrector term called the proﬁle that is deﬁned in a perturbed half-space. Let us explain how such a
domain is deﬁned.
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Fig. 2. The perturbed domain.
Let us describe the geometrical setting of these works: Ω0 is an open bounded subset of Rn with
smooth boundary containing the origin O . We assume, for simplicity in this presentation, that the
boundary ∂Ω0 coincides with a straight hyperplane (say xn = 0) near the origin, precisely for |x| < r∗ .
On the other hand, H∞ denotes an inﬁnite domain of Rn , which coincides with the upper half-space
at inﬁnity, precisely for |x| > R∗ (see Fig. 1). The perturbed domain Ωε is deﬁned for small ε by (see
Fig. 2)
Ωε =
{
x ∈ Ω0; |x| > εR∗
}∪ {x ∈ εH∞; |x| < r∗}. (1)
We deﬁne uε as the solution in H1(Ωε) of Navier equations of linear elasticity⎧⎪⎨
⎪⎩
−μuε − (λ + μ)∇ div uε = f in Ωε,
uε = 0 on ΓD ,
σ(uε) · n = 0 on ∂Ωε \ ΓD ,
(2)
where f is some function in L2(Ωε) vanishing in a neighborhood of the origin. In Navier equations,
uε denotes the displacement ﬁeld, λ and μ are the Lamé constants, σ stands for the stress tensor and
n the outward normal vector. Here, we consider Dirichlet boundary conditions on ΓD ⊂ ∂Ωε (which
does not reach the origin) and Neumann boundary conditions elsewhere.
When one adopts the point of view of multiscale asymptotic expansions, it appears (see [10,7] for
a proof) that the solution uε can be approximated at ﬁrst order by a superposition of the unperturbed
solution u0 and a proﬁle, via cut-off functions in slow and rapid variables:
uε = ζ
(
x
ε
)
u0(x) + χ(x) W 1
(
x
ε
)
+OH1(Ωε)
(
ε2
)
. (3)
The cut-off functions ζ and χ are chosen smooth, radial, and satisfying:
• the function ζ(x) equals 1 for |x| > R∗ , and vanishes for |x| < R∗/2;
• the function χ(x) equals 1 for |x| < r∗/2 and vanishes for |x| > r∗ .
The proﬁle W 1 is deﬁned as the solution in the domain H∞ of a homogeneous model problem. The
proﬁle W 1 solves the homogeneous problem
{
−μ W 1 − (λ + μ)∇ div W 1 = 0 in H∞,
σ ( W 1) · n = G on ∂H∞. (4)
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and on the derivative of uε at O . In the expansion (3), the term u0 only contributes away from the
origin and the information concerning the perturbing pattern is carried by the proﬁle. These two
contributions interact in the transition zone through the cut-off functions.
We are interested in studying the equations deﬁning the proﬁle that is to say Navier’s equations
of linear elasticity with traction boundary condition on a perturbed half-space. We will present a
theory as general as possible for this equation studying weak solutions, strong solutions and very
weak solutions of this problem in the Lp setting and not only in the Hilbert case. Working in the Lp
spaces provides additional informations on the proﬁle.
As a ﬁrst step, we consider in this manuscript the case of the half-space itself since this particular
case is the keystone of the analysis of the general case. In a second part of this work, we will con-
sider the perturbed half-space. Since Navier equations are set in the half-space, a natural functional
framework is provided by weighted Sobolev spaces. Let us recall their deﬁnitions and the needed
properties.
1.2. The functional setting and the whole space
For any real number p > 1, p′ always stands for the Hölder conjugate of p, that is 1p + 1p′ = 1.
For any integer n  2, writing a typical point x ∈ Rn as x = (x′, xn), we denote by Rn+ the upper
half-space of Rn and Γ ≡Rn−1 its boundary. We will use the two basic weights  = (1+ |x|2)1/2 and
lg = ln(2+ |x|2), where |x| is the Euclidean norm of x.
For any integer q, Pq stands for the space of polynomials of degree smaller than or equal to q;
Pq (resp. P
2
q ) is the subspace of harmonic (resp. biharmonic) polynomials in Pq; Aq (resp. Nq ) is
the subspace of polynomials of Pq , odd (resp. even) with respect to xn , or equivalently, which satisfy
the condition ϕ(x′,0) = 0 (resp. ∂nϕ(x′,0) = 0); with the convention that these spaces are reduced to
{0} if q < 0. For any real number s, we denote by [s] the largest integer less than or equal to s.
Given a Banach space B , with dual space B ′ and a closed subspace X of B , we denote by B ′ ⊥ X
the polar subspace of B ′ to X . The notation g ⊥ X means that g is an element of the polar subspace
of X . For any k ∈ Z, we will denote by {1, . . . ,k} the set of the ﬁrst k positive integers, with the
convention that this set is empty if k is nonpositive.
Throughout this paper, the arrow style is used for vector and matrix or tensor ﬁelds, which are
respectively printed v and α, whereas bold style is used for the corresponding spaces. So, depending
on the context, X stands for Xn or Xn×n .
For weighted Sobolev spaces, we refer the reader to Hanouzet’s classic article [12] and more
especially to [2] for logarithmic weights. Let Ω be an open set of Rn . For any m ∈ N, p ∈ ]1,∞[,
(α,β) ∈R2, we deﬁne the following space:
Wm,pα,β (Ω) =
{
u ∈D′(Ω); 0 |λ| k, α−m+|λ|(lg)β−1∂λu ∈ Lp(Ω);
k + 1 |λ|m, α−m+|λ|(lg)β∂λu ∈ Lp(Ω)}, (5)
where k =m − n/p − α if n/p + α ∈ {1, . . . ,m}, and k = −1 otherwise. In the case β = 0, we simply
denote the space by Wm,pα (Ω). Note that W
m,p
α,β (Ω) is a reﬂexive Banach space equipped with its
natural norm:
‖u‖p
Wm,pα,β (Ω)
=
∑
0|λ|k
∥∥α−m+|λ|(lg)β−1∂λu∥∥pLp(Ω)
+
∑
k+1|λ|m
∥∥α−m+|λ|(lg)β∂λu∥∥pLp(Ω).
We also deﬁne the semi-norm:
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( ∑
|λ|=m
∥∥α(lg)β∂λu∥∥pLp(Ω)
)1/p
.
The weights in deﬁnition (5) are chosen so that D(Rn+) is dense in Wm,pα,β (Rn+) and so that the fol-
lowing Poincaré-type inequality holds in Wm,pα,β (R
n+) (see [3]): Let q∗ = inf(q,m − 1), where q is the
highest degree of the polynomials contained in Wm,pα,β (R
n+). If n/p + α /∈ {1, . . . ,m} or (β − 1)p = −1,
then
∀u ∈ Wm,pα,β
(
R
n+
)
, ‖u‖Wm,pα,β (Rn+)/Pq∗  C |u|Wm,pα,β (Rn+),
and
∀u ∈ ◦Wm,pα,β
(
R
n+
)=D(Rn+)‖·‖Wm,pα,β (Rn+) , ‖u‖Wm,pα,β (Rn+)  C |u|Wm,pα,β (Rn+).
We denote by W−m,p
′
−α,−β(Rn+) the dual space of
◦
Wm,pα,β (R
n+) and we notice that it is a space of distribu-
tions. If n/p + α /∈ {1, . . . ,m}, we have the imbeddings
Wm,pα,β
(
R
n+
)
↪→ Wm−1,pα−1,β
(
R
n+
)
↪→ ·· · ↪→ W0,pα−m,β
(
R
n+
)
.
If n/p + α = j ∈ {1, . . . ,m}, then we have
Wm,pα,β ↪→ ·· · ↪→ Wm− j+1,pα− j+1,β ↪→ Wm− j,pα− j,β−1 ↪→ ·· · ↪→ W0,pα−m,β−1.
In order to deﬁne the traces of functions of Wm,pα (Rn+) (here we do not consider the case β = 0),
for any σ ∈ ]0,1[, we introduce the space
Wσ ,pα
(
R
n)= {u ∈D′(Rn); wα−σ u ∈ Lp(Rn), ∫
Rn×Rn
|α(x)u(x) − α(y)u(y)|p
|x− y|n+σ p dxdy < ∞
}
,
where w =  if n/p + α = σ and w = (lg)1/(σ−α) if n/p + α = σ . For any s ∈R+ , we set
Ws,pα
(
R
n)= {u ∈D′(Rn); 0 |λ| k, α−s+|λ|(lg)−1∂λu ∈ Lp(Rn);
k + 1 |λ| [s] − 1, α−s+|λ|∂λu ∈ Lp(Rn); ∂ [s]u ∈ Wσ ,pα (Rn)},
where k = s−n/p−α if n/p+α ∈ {σ , . . . , σ +[s]}, with σ = s−[s] and k = −1 otherwise. In the same
way, we also deﬁne, for any real number β , the space Ws,pα,β(R
n) = {v ∈D′(Rn); (lg)β v ∈Ws,pα (Rn)}.
These spaces are reﬂexive Banach spaces equipped with their natural norms. If
n/p + α /∈ {σ , . . . , σ + [s] − 1},
we have the imbeddings
Ws,pα,β
(
R
n) ↪→ Ws−1,pα−1,β(Rn) ↪→ ·· · ↪→ Wσ ,pα−[s],β(Rn),
Ws,pα,β
(
R
n) ↪→ W[s],pα+[s]−s,β(Rn) ↪→ ·· · ↪→ W0,pα−s,β(Rn).
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Ws,pα,β ↪→ ·· · ↪→ Ws− j+1,pα− j+1,β ↪→ Ws− j,pα− j,β−1 ↪→ ·· · ↪→ Wσ ,pα−[s],β−1,
Ws,pα,β ↪→ W[s],pα+[s]−s,β ↪→ ·· · ↪→ W[s]− j+1,pα−σ− j+1,yβ ↪→ W[s]− j,pα−σ− j,β−1 ↪→ ·· · ↪→ W0,pα−s,β−1.
If u is a function on Rn+ , we denote its trace of order j on the hyperplane Γ by
∀ j ∈N, γ ju : x′ ∈Rn−1 → ∂ jnu
(
x′,0
)
.
Let us recall the following trace lemma due to Hanouzet (see [12]) and extended by Amrouche and
Necˇasová (see [3]) to the critical values with logarithmic weights.
Lemma 1.1 (The trace lemma). For any integer m  1 and real number α, we have the linear continuous
mapping
γ = (γ0, γ1, . . . , γm−1) : Wm,pα
(
R
n+
)→ m−1∏
j=0
Wm− j−1/p,pα
(
R
n−1).
Moreover γ is surjective and Kerγ = ◦Wm,pα (Rn+).
Remark 1.2. As we saw in [4] and [5], it is possible to give a sense to traces in such spaces Ws,pα (Rn)
with s < 0 for particular classes of functions or distributions. For instance, if u ∈ W0,pα (Rn+) with
u = 0, then we have γ0u ∈ W−1/p,pα (Rn−1).
Last, we recall some results (see [20, Subsection 2.5]) on the linear elasticity system in Rn
div σ(u) = f in Rn. (6)
For any k ∈ Z, we introduce the polynomial space
Lk =
{ χ ∈P2k ; div σ( χ) = 0}.
Theorem 1.3. Let  ∈ Z and assume that
n/p′ /∈ {1, . . . , } and n/p /∈ {1, . . . ,−}. (7)
For any f ∈W−1,p (Rn) ⊥L[1+−n/p′] , problem (6) admits a solution u inW1,p (Rn), unique up to an element
of L[1−−n/p] , with the estimate
inf
χ∈L[1−−n/p]
‖u + χ‖
W1,p (R
n)
 C‖f ‖
W−1,p (Rn)
.
Theorem 1.4. Let  ∈ Z and m 1 be two integers and assume that
n/p′ /∈ {1, . . . ,  + 1} and n/p /∈ {1, . . . ,− −m}. (8)
For any f ∈ Wm−1,pm+ (Rn) ⊥ L[1+−n/p′] , problem (6) admits a solution u in Wm+1,pm+ (Rn), unique up to an
element of L[1−−n/p] , with the corresponding estimate.
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poshnikova have build in [17] spaces where the weights are not radial but power of the distance to
the boundary: namely the Sobolev spaces Vm,ap (R
n+) associated with the norm
‖u‖Vm,ap (Rn+) =
( ∑
|β|m
∫
R
n+
∣∣x|β|−mn ∂βu(x)∣∣pxpan dx
)1/p
.
In these spaces, they obtained existence and regularity results for the Dirichlet problem in a large
class of operators which includes the elasticity operator.
1.3. The main results and organization of the paper
For convenience, we now restrict ourselves to the case of dimension three. However, this case
presents all the ingredients to deal with the general case n  2 that can be adapted up to some
modiﬁcations in the weighted spaces. We want to solve the system
div σ(u) = f in R3+, (9a)
σ(u) · n = g on Γ = ∂R3+. (9b)
We also introduce the strain tensor
ε(u) = 1
2
(∇u + ∇uT),
where u is the displacement vector ﬁeld. In the classic setting of the isotropic linear elasticity, the
stress tensor is linked to the strain tensor by the relation
σ = λTr(ε)I + 2με,
where I is the identity matrix. So, we have
σ(u) = λ(div u)I + μ(∇u + ∇uT).
Now, using the identity div ε(u) = 12 (u + ∇ div u), we get
div σ(u) = μu + (λ + μ)∇ div u, (10)
hence another formulation of (9a):
μu + (λ + μ)∇ div u = f in R3+. (11a)
In the same way, we can precise the boundary conditions in this geometry. Since Γ = ∂R3+ ≡R2, we
have n = (0,0,−1) and then
σ · n = −σ·3 = −
(
σ13
σ23
σ33
)
.
So, we can rewrite (9b) as
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with
σ·3(u) = λ(div u)
(0
0
1
)
+ 2μ
(
ε13
ε23
ε33
)
=
(
μ(∂1u3 + ∂3u1)
μ(∂2u3 + ∂3u2)
λdiv u + 2μ∂3u3
)
.
We can now state our results. The ﬁrst one concerns the well-posedness of the problem in the
weak sense, where we will concentrate on the central case of weight zero.
Theorem 1.5 (Generalized solutions). For any function f ∈W0,p1 (R3+) and distribution g ∈W−1/p,p0 (Γ ), sat-
isfying the following compatibility condition:
∀ χ ∈P [1−3/p′],
∫
R
3+
f · χ dx = 〈g, χ〉
W−1/p,p0 (Γ ),W
1/p,p′
0 (Γ )
, (12)
problem (9) admits a unique solution u ∈W1,p0 (R3+)/P [1−3/p] , with the estimate
inf
χ∈P [1−3/p]
‖u + χ‖
W1,p0 (R
3+)
 C
(‖f ‖
W0,p1 (R
3+)
+ ‖g‖
W−1/p,p0 (Γ )
)
. (13)
Next, we will establish the existence of strong solutions, as a regularity result.
Theorem 1.6 (Strong solutions). Assume that p′ = 3. For any f ∈W0,p1 (R3+) and g ∈W1−1/p,p1 (Γ ), satisfying
the compatibility condition (12), problem (9) admits a unique solution u ∈ W2,p1 (R3+)/P [1−3/p] , with the
estimate
inf
χ∈P [1−3/p]
‖u + χ‖
W2,p1 (R
3+)
 C
(‖f ‖
W0,p1 (R
3+)
+ ‖g‖
W1−1/p,p1 (Γ )
)
. (14)
Last, we will deal with the very weak solutions for the homogeneous problem, by a duality argu-
ment from the strong solutions.
Theorem 1.7 (Very weak solutions). Assume that p = 3. For any distribution g ∈W−1−1/p,p−1 (Γ ) ⊥P [1−3/p′] ,
problem (9) with f = 0 admits a unique solution u ∈W0,p−1 (R3+)/P [1−3/p] , with the estimate
inf
χ∈P [1−3/p]
‖u + χ‖
W0,p−1 (R3+)
 C‖g‖
W−1−1/p,p−1 (Γ )
. (15)
2. Preliminary results: the Hilbert case
2.1. A Green formula
Our goal is both to give a sense to traces of particular functions and to establish a Green formula
which will be useful in the sequel. The proof will follow the method of J.L. Lions and E. Magenes [16].
However this statement is crucial in our work and we hence present a rather detailed proof.
For any  ∈ Z, we introduce the space
Ep,1
(
R
3+
)= {v ∈W0,p−1(R3+); div σ(v) ∈W0,p+1,1(R3+)},
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result.
Lemma 2.1. Let  ∈ Z, and assume that
3/p′ /∈ {1, . . . ,  − 1} and 3/p /∈ {1, . . . ,− + 1}; (16)
then the spaceD(R3+) is dense in Ep,1(R3+).
Proof. For every continuous linear form T ∈ (Ep,1(R3+))′ , there exists (u1, u2) in W0,p
′
−+1(R
3+) ×
W0,p
′
−−1,−1(R
3+) such that for any v ∈ Ep,1(R3+),
〈T , v〉 =
∫
R
3+
u1 · v dx+
∫
R
3+
u2 · div σ(v)dx. (17)
Let us suppose that T = 0 on D(R3+) and thus on D(R3+), then we deduce from (17) that
u1 + div σ(u2) = 0 in R3+,
hence div σ(u2) ∈ W0,p
′
−+1(R
3+). Let ˜u1 and ˜u2 be respectively the extension by 0 of u1 and u2 to R3.
For any ψ ∈D(R3), we have
∫
R3
˜u1 · ψ dx+
∫
R3
˜u2 · div σ( ψ)dx =
∫
R
3+
u1 · ψ dx+
∫
R
3+
u2 · div σ( ψ)dx = 0,
according to the assumption on T , since ψ |
R
3+ ∈D(R3+). Therefore, we obtain that
˜u1 + div σ(˜u2) = 0 in R3,
and thus div σ(˜u2) ∈W0,p
′
−+1(R3). Besides, by means of formulation (10), we readily get the following
Green formula: for any ψ ∈D(R3),
∫
R3
div σ(˜u2) · ψ dx =
∫
R3
˜u2 · div σ( ψ)dx. (18)
On the other hand, we have both L[1−−n/p] ⊂ W2,p+1,1(R3) and the imbedding W2,p+1,1(R3) ↪→
W0,p−1(R3) under hypothesis (16). Then, by the density of D(R3) in W2,p+1,1(R3), (18) holds for
any ψ ∈ L[1−−3/p]; hence the compatibility condition: div σ(˜u2) ⊥ L[1−−3/p] . According to Theo-
rem 1.4, we deduce that ˜u2 ∈ W2,p
′
−+1(R3), under hypothesis (16). Since ˜u2 is an extension by zero,
u2 ∈
◦
W2,p
′
−+1(R
3+). By density of D(R3+) in
◦
W2,p
′
−+1(R
3+), there exists a sequence (ϕk)k∈N ⊂D(R3+) such
that ϕk → u2 in
◦
W2,p
′
−+1(R
3+). Thus, for any v ∈ Ep,1(R3+), we have
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∫
R
3+
div σ(u2) · v dx+
∫
R
3+
u2 · div σ(v)dx
= lim
k→∞
{
−
∫
R
3+
div σ(ϕk) · v dx+
∫
R
3+
ϕk · div σ(v)dx
}
= 0.
Thus T is identically zero on Epl,1(R
3+) and the Hahn–Banach Theorem allows to conclude. 
Thanks to this density lemma, we get the following result.
Lemma 2.2. Let  ∈ Z and assume (16). We deﬁne the linear continuous mapping:
γN : Ep,1
(
R
3+
)→W−1−1/p,p−1 (Γ ),
v → ( σ(v) · n)∣∣
Γ
= −σ·3(v)|Γ .
In addition, we have the Green formula:
∀u ∈ Ep,1
(
R
3+
)
, ∀ϕ ∈W2,p′−+1
(
R
3+
)
such that σ(ϕ) · n = 0 on Γ,〈
div σ(u), ϕ〉
W0,p+1,1(R3+),W
0,p′
−−1,−1(R3+)
=
∫
R
3+
u · div σ(ϕ)dx+ 〈 σ(u) · n, ϕ〉
W−1−1/p,p−1 (Γ ),W
2−1/p′,p′
−+1 (Γ )
. (19)
Proof. We start from the following Green formula:
∀u ∈D(R3+), ∀ϕ ∈W2,p′−+1(R3+) such that σ(ϕ) · n = 0 on Γ,∫
R
3+
div σ(u) · ϕ dx =
∫
R
3+
u · div σ(ϕ)dx+
∫
Γ
σ(u) · n · ϕ dx′. (20)
Indeed, applying the classic Green formula, we get after some calculations
∫
R
3+
σ(u) : ∇ ϕ dx = −
∫
R
3+
u · div σ(ϕ)dx+
∫
Γ
σ(ϕ) · n · u dx′
= −
∫
R
3+
u · div σ(ϕ)dx,
hence (20). Now, we deduce the estimate
∣∣〈 σ(u) · n, ϕ〉
Γ
∣∣ ‖u‖Ep,1(R3+)‖ϕ‖W2,p′ (R3 ),−+1 +
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W2,p
′
−+1(R
3+) such that ϕ = ζ and σ(ϕ) · n = −σ·3(ϕ) = 0 on Γ , satisfying moreover
‖ϕ‖
W2,p
′
−+1(R3+)
 C‖ζ‖
W2−1/p
′,p′
−+1 (Γ )
,
where C is a constant independent of ϕ and ζ . Indeed, any function ϕ in W2,p′−+1(R3+), such that
(
ϕ1 ∂3ϕ1
ϕ2 ∂3ϕ2
ϕ3 ∂3ϕ3
)
=
⎛
⎝ ζ1 −∂1ζ3ζ2 −∂2ζ3
ζ3 − λλ+2μ(∂1ζ1 + ∂2ζ2)
⎞
⎠ on Γ,
satisﬁes
ϕ = ζ and σ·3(ϕ) =
(
μ(∂1ϕ3 + ∂3ϕ1)
μ(∂2ϕ3 + ∂3ϕ2)
λdiv ϕ + 2μ∂3ϕ3
)
= 0 on Γ ;
and thus it is a desired lifting function. Then, the inequality
∣∣〈 σ(u) · n, ζ 〉
Γ
∣∣ C‖u‖Ep,1(R3+)‖ζ‖W2−1/p′,p′−+1 (Γ )
holds for any ζ ∈W2−1/p′,p′−+1 (Γ ) and thus
∥∥ σ(u) · n∥∥
W−1−1/p,p−1 (Γ )
 C‖u‖Ep,1(R3+).
So, the linear mapping γN : v → ( σ(v) · n)|Γ deﬁned on D(R3+) is continuous for the norm of
Ep,1(R
3+). In addition, since D(R3+) is dense in Ep,1(R3+), the mapping γN can be extended by con-
tinuity to a mapping still called γN in L(Ep,1(R3+);W−1−1/p,p−1 (Γ )). Finally, formula (19) is deduced
from (20) by density of D(R3+) in Ep,1(R3+). 
Remark 2.3. The left-hand term in (19) is nothing but the integral
∫
R
3+
div σ(u) · ϕ dx.
Remark 2.4. The reason for the logarithmic factor in the deﬁnition of Ep,1(R
3+) is that the imbed-
ding W2,p
′
−+1(R
3+) ↪→ W0,p
′
−−1(R
3+) fails if 3/p′ ∈ {,  + 1} when the imbedding W2,p
′
−+1(R
3+) ↪→
W0,p
′
−−1,−1(R
3+) holds without supplementary critical value with respect to (16).
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Let us start with the question of the kernel and the compatibility condition which symmetri-
cally appears for the data. For that, we can consider a wide scale of weights. Let  ∈ Z, and let
u ∈ W1,p (R3+) be an element of the kernel of the linear elasticity operator with Neumann boundary
conditions in R3+ .
In [11], Duﬃn gave the continuation formulae for the linear elasticity system with free boundary
conditions in cylindrical regions (thus in particular in the half-space). That is, if a function u satisﬁes
div σ(u) = 0 in R3+ and σ·3(u) = 0 on Γ,
then there exists a unique continuation ˜u of u in R3 which satisﬁes
div σ(˜u) = 0 in R3.
Moreover, such ˜u is a biharmonic tempered distribution in R3, and thus it is a polynomial. For all
k ∈ Z, let us denote
LNk =
{ χ ∈P2k ; div σ( χ) = 0 in R3+ and σ·3( χ) = 0 on Γ }.
According to the maximum degree of polynomials in weighted Sobolev spaces (see [2]), we can char-
acterize this kernel as follows.
Lemma 2.5. Let  ∈ Z, and assume that
3/p′ /∈ {1, . . . , } and 3/p /∈ {1, . . . ,−}. (21)
The kernel of the linear elasticity operator with Neumann boundary conditions in W1,p (R
3+) is the space
LN[1−−3/p] .
Remark 2.6. Let us notice that:
(i) The only critical values deﬁned by (21) are: p = 3 (thus p′ = 3/2) if −1 or  2, and p = 3/2
(thus p′ = 3) if −2 or  1;
(ii) If  > 0, the kernel is reduced to {0};
(iii) If  = 0, LN[1−3/p] =P [1−3/p] , that is {0} if 1< p < 3, and R3 if p  3.
Conversely, for  0 there appears a compatibility condition between the data f and g .
Lemma 2.7. Let  ∈ Z, and assume that
3/p′ /∈ {1, . . . ,  + 1} and 3/p /∈ {1, . . . ,−}. (22)
Let f ∈ W0,p+1(R3+) and g ∈ W−1/p,p (Γ ). If problem (9) admits a solution u ∈ W1,p (R3+), then we have the
following compatibility condition:
∀ χ ∈ LN[1+−3/p′],
∫
R
3+
f · χ dx = 〈g, χ〉
W−1/p,p (Γ ),W
1/p,p′
− (Γ )
. (23)
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∫
R
3+
div σ(u) · χ dx =
∫
Γ
σ(u) · n · χ dx′. (24)
Now, as in Section 2.1, we can show under assumption (21), that D(R3+) is dense in E1,p,1 (R3+) = {v ∈
W1,p (R
3+); div σ(v) ∈W0,p+1,1(R3+)}.
Second, since the stress tensor σ(u) belongs to the space
W0,p0,1
(
div;R3+
)= { w ∈W0,p (R3+); div w ∈W0,p+1,1(R3+)},
according to [4, Lemma 6.4], we can give a sense to the trace of σ(u) · n in the space W−1/p,p (Γ ) —
with the supplementary critical value 3/p′ =  + 1.
Last, condition (23) is deduced from (24) by density of D(R3+) in E1,p,1 (R3+). 
This kernel describes the lack of uniqueness of the solution to the boundary value problem in the
half-space by prescribing the allowed behavior at inﬁnity. Conditions for elliptic problems to be well-
posed when the region is unbounded have been investigated since a long time [21,8]. Another way
to impose uniqueness is to deﬁne some physically motivated radiation conditions, like Sommerfeld
condition for Helmholtz equation or Silver–Müller condition for Maxwell equation.
2.3. The homogeneous problem
Here, we are interested in the case f = 0, that is in the problem
div σ(u) = 0 in R3+, (25a)
σ(u) · n = g on Γ, (25b)
or equivalently,
μu + (λ + μ)∇ div u = 0 in R3+, (26a)
σ·3(u) = −g on Γ. (26b)
We can now state our central result.
Proposition 2.8. For any g ∈ W−1/p,p0 (Γ ) ⊥ P [1−3/p′] , problem (25) admits a unique solution u ∈
W1,p0 (R
3+)/P [1−3/p] , with the estimate
inf
χ∈P [1−3/p]
‖u + χ‖
W1,p0 (R
3+)
 C‖g‖
W−1/p,p0 (Γ )
.
Remark 2.9. Let us emphasize that this statement is also valid in the critical cases p = n or p′ = n
where the logarithmic weight is required. Indeed, if the logarithmic weight is omitted, no Hardy
inequality holds, then no inf–sup condition is valid and hence the statement would fail.
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ond prove some a priori estimates for any p > 1, ﬁnally conclude. But before proving Proposition 2.8,
let us make some comments on this statement.
First, it is clear that the compatibility condition g ⊥P [1−3/p′] is nothing but (23) in the homoge-
neous case for the basic weight  = 0.
Second, we observe that problem (25) is equivalent to the following variational formulation: ﬁnd
u in the space
E1,p0,1
(
R
3+
)= {u ∈W1,p0 (R3+); div σ(u) ∈W0,p1,1(R3+)}
such that for any v ∈W1,p′0 (R3+),
2μ
∫
R
3+
ε(u) : ε(v)dx+ λ
∫
R
3+
div u div v dx = 〈g, v〉Γ . (27)
Indeed, we have σ(u) ∈ W0,p0,1 (div;R3+) = { w ∈ Lp(R3+); div w ∈ W0,p1,1 (R3+)} and according to [4, Lem-
ma 6.4], the following Green formula holds
∫
R
3+
div σ(u) · v dx = −
∫
R
3+
σ(u) : ∇v dx+ 〈 σ(u) · n, v〉
W−1/p,p0 (Γ ),W
1/p,p′
0 (Γ )
.
Moreover, by the symmetry of the tensors σ and ε, we notice that
∫
R
3+
σ(u) : ∇v dx =
∫
R
3+
σ(u) : ∇vT dx,
then
∫
R
3+
σ(u) : ∇v dx =
∫
R
3+
σ(u) : ε(v)dx
=
∫
R
3+
(
λ(div u)I + 2με(u)) : ε(v)dx
= 2μ
∫
R
3+
ε(u) : ε(v)dx+ λ
∫
R
3+
div u div v dx.
Hence the variational formulation (27).
2.4. The Hilbert case p = 2
Here, the central argument is Korn’s inequality. In the more general case of a cone K centered at
the origin, Kondratiev and Oleinik have proved in [14] the following Korn’s inequality in weighted
spaces (Theorem 2 in [14]). If a + n = 0 and
C. Amrouche et al. / J. Differential Equations 253 (2012) 906–932 919∫
K
(
1+ |x|)a∣∣ε(u)∣∣p dx < ∞,
then there are a constant C and a constant skew-symmetric matrix A such that
∫
K
(
1+ |x|)a∣∣∇(u − Ax)∣∣p dx C ∫
K
(
1+ |x|)a∣∣ε(u)∣∣p dx.
We present here an alternative proof for this classic result to the class of weighted Sobolev spaces in
the half-space.
Theorem 2.10 (Korn’s inequality). (See Kondratiev and Oleinik [14].) For any function u ∈ W0,2−1(R3+), such
that ε(u) ∈ L2(R3+), we have ∇u ∈ L2(R3+), and moreover
∀u ∈W0,2−1
(
R
3+
)
,
∥∥ε(u)∥∥L2(R3+)  C |u|W1,20 (R3+) = C‖∇u‖L2(R3+). (28)
Proof. Let u ∈W0,2−1 (R3+) with ε(u) ∈ L2(R3+). Thanks to the identity
∂2jkui = ∂ jεik(u) + ∂kεi j(u) − ∂iε jk(u),
we get ∂2jkui ∈ W−1,20 (R3+) for any i, j,k ∈ {1,2,3}, that is ∇(∂kui) belongs to W−1,20 (R3+) for any i,k.
Let us introduce the spaces
V = {v ∈D(R3+); div v = 0},
V 1,2 = {v ∈ ◦W1,20 (R3+); div v = 0}.
We have
∀v ∈ V, 〈∇(∂kui), v〉D′(R3+),D(R3+) = 〈∂kui,div v〉D′(R3+),D(R3+) = 0.
By density of V in V 1,2, we get
∀v ∈ V 1,2, 〈∇(∂kui), v〉W−1,20 (R3+), ◦W1,20 (R3+) = 0.
Then, according to De Rham’s Theorem, there exists a unique q ∈ L2(R3+) such that
∇(∂kui) = ∇q.
Since L2(R3+) ↪→ W−1,2−1 (R3+), ∂kui ∈ W−1,2−1 (R3+) and the constant functions do not belong to
W−1,2−1 (R
3+), we deduce that ∂kui ∈ L2(R3+), that is ∇u is in L2(R3+). Hence, we have u ∈ W1,20 (R3+).
Let us denote
E = {u ∈W0,2−1(R3+); ε(u) ∈ L2(R3+)}.
The continuous injection of W1,20 (R
3+) into E is thus also surjective. Then, by the Banach Theorem,
this mapping is an isomorphism, therefore Korn’s inequality (28) is obtained. 
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In this particular case, Proposition 2.8 is more simply written as
Proposition 2.12. For any g ∈ W−1/2,20 (Γ ), problem (25) admits a unique solution u ∈ W1,20 (R3+), with the
estimate
‖u‖W1,20 (R3+)  C‖g‖W−1/2,20 (Γ ).
Proof. Let us consider the variational formulation (27) in the particular case p = p′ = 2. In order
to apply Lax–Milgram’s Theorem, we must verify that the continuous bilinear form deﬁned by the
left-hand side of (27) is coercive. To that end, we observe that a consequence of Theorem 2.10 is that
∀u ∈W1,20
(
R
3+
)
,
∥∥ε(u)∥∥L2(R3+)  C |u|W1,20 (R3+);
which implies
∀u ∈W1,20
(
R
3+
)
, 2μ
∥∥ε(u)∥∥L2(R3+) + λ‖div u‖L2(R3+)  C |u|W1,20 (R3+).
Moreover, we know that
∀u ∈W1,20
(
R
3+
)
, |u|W1,20 (R3+)  C‖u‖W1,20 (R3+);
hence this bilinear form is coercive. Then, Lax–Milgram’s Theorem asserts the existence of a unique
solution u ∈W1,20 (R3+) to the variational formulation (27) of problem (25). 
3. Existence of weak solution for p > 1
3.1. Induced problems and a priori estimates for any p > 1
First, let us establish a preliminary result concerning the general Neumann problem for the Laplace
operator.
Theorem 3.1. For any k ∈ (W1,p′0 (R3+))′ ⊥P[1−3/p′] , there exists a unique u ∈ W1,p0 (R3+)/P[1−3/p] such that
∀χ ∈ W1,p′0
(
R
3+
)
/P[1−3/p′],
∫
R
3+
∇u · ∇χ dx = k(χ),
with the estimate
inf
ξ∈P[1−3/p]
‖u + ξ‖
W1,p0 (R
3+)
 C‖k‖
(W1,p
′
0 (R
3+))′
.
Remark 3.2. As this statement is based on Proposition 2.8, Remark 2.9 concerning the logarithmic
weight is still pertinent.
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Theorem. First, we need to give a partial Helmholtz decomposition that involves the space
◦
Hp
(
R
3+
)= {z ∈ Lp(R3+); div z = 0 in R3+, z3 = 0 on Γ }.
Lemma 3.3. For any g ∈ Lp(R3+), there exist ϕ ∈W1,p0 (R3+) and z ∈
◦
Hp(R3+) such that
g = ∇ϕ + z,
with the estimate
‖∇ϕ‖Lp(R3+) + ‖z‖Lp(R3+)  C‖g‖Lp(R3+).
Proof. Let ˜g be the extension by zero of g to R3. Then we have ˜g ∈ Lp(R3), div ˜g ∈ W−1,p0 (R3) ⊥P[1−3/p′] and
‖˜g‖Lp(R3) = ‖g‖Lp(R3+), ‖div ˜g‖W−1,p0 (R3)  ‖g‖Lp(R3+).
According to the isomorphism results for the Laplace operator in Rn (see [2]), there exists a unique
v ∈W1,p0 (R3)/P[1−3/p] such that
v = div ˜g in R3
and
‖∇v‖Lp(R3)  C‖g‖Lp(R3+).
Then, ˜g − ∇v ∈ Lp(R3) and div(˜g − ∇v) = 0 in R3. We deduce that g˜3 − ∂3v is in W−1/p,p0 (Γ ) and
moreover
〈g˜3 − ∂3v,1〉Γ = 0.
By the classic results on the Neumann problem (see [4, Theorem 3.4]), we know that there exists a
unique w ∈ W1,p0 (R3+)/P[1−3/p] satisfying
w = 0 in R3+, ∂3w = g˜3 − ∂3v on Γ,
with the estimate
‖∇w‖Lp(R3+)  C‖g‖Lp(R3+).
Finally, we readily check that ϕ = v + w and z = g − ∇ϕ satisfy the statement of this lemma. 
Besides, we have the following result.
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∀v ∈ W1,p′0
(
R
3+
)
,
∫
R
3+
z · ∇v dx = 0.
Proof. This is obvious by means of a Green formula and thanks to the density of D(R3+) in
◦
Hp(R3+)
and the density of D(R3+) in W 1,p
′
0 (R
3+). 
We now establish the following inf–sup condition.
Theorem 3.5. There exists a constant β > 0 such that
inf
w∈W1,p′0 (R3+)/P[1−3/p′]
w =0
sup
v∈W1,p0 (R3+)/P[1−3/p]
v =0
∫
R
3+ ∇v · ∇w dx
‖∇v‖Lp(R3+)‖∇w‖Lp′ (R3+)
 β. (29)
Proof. For any w ∈ W1,p′0 (R3+)/P[1−3/p′] with w = 0, we write
‖∇w‖Lp′ (R3+) = supg∈Lp(R3+),g =0
∫
R
3+ ∇w · g dx
‖g‖Lp(R3+)
.
By assumption, ∇w = 0; therefore Lemma 3.4 implies that this supremum cannot be reached for
g ∈ ◦Hp(R3+). Hence, we can assume that g /∈
◦
Hp(R3+) and according to Lemma 3.3, we split g into a
sum:
g = ∇v + z,
where z ∈ ◦Hp(R3+), v ∈W1,p0 (R3+), ∇v = 0 and
‖∇v‖Lp(R3+)  C‖g‖Lp(R3+).
In addition, by Lemma 3.4, we have
∫
R
3+
∇w · g dx =
∫
R
3+
∇w · ∇v dx.
Then,
∫
R
3+ ∇w · g dx
‖g‖Lp(R3+)
 C
∫
R
3+ ∇w · ∇v dx
‖∇v‖Lp(R3+)
 C sup
v∈W1,p0 (R3+)/P[1−3/p]
v =0
∫
R
3+ ∇w · ∇v dx
‖∇v‖Lp(R3+)
.
Setting β = 1C , this yields condition (29). 
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and Brezzi [9]). Let X and M be two reﬂexive Banach spaces and X ′ and M ′ their dual spaces. Let
b be a bilinear form deﬁned and continuous on X × M , let B ∈ L(X;M ′) and B ′ ∈ L(M; X ′) be the
operators deﬁned by
∀v ∈ X, ∀w ∈ M, b(v,w) = 〈Bv,w〉 = 〈v, B ′w〉,
and let V = KerB .
Theorem 3.6 (Babuška–Brezzi). The following statements are equivalent:
(i) There exists a constant β > 0 such that
inf
w∈M
w =0
sup
v∈X
v =0
b(v,w)
‖v‖X‖w‖M
 β.
(ii) The operator B is an isomorphism from X/V onto M ′ and 1
β
is the continuity constant of B−1 .
(iii) The operator B ′ is an isomorphism from M onto X ′ ⊥ V and 1
β
is the continuity constant of (B ′)−1 .
So, in order to use Theorem 3.6, we take
X = W1,p0
(
R
3+
)
/P[1−3/p] and X ′ =
(
W1,p0
(
R
3+
))′ ⊥ P[1−3/p];
M = W1,p′0
(
R
3+
)
/P[1−3/p′] and M ′ =
(
W1,p
′
0
(
R
3+
))′ ⊥ P[1−3/p′];
and last, we deﬁne
b(v,w) =
∫
R
3+
∇v · ∇w dx.
Then,
V =
{
v ∈ W1,p0
(
R
3+
)
/P[1−3/p]; ∀w ∈ W1,p
′
0
(
R
3+
)
/P[1−3/p′],
∫
R
3+
∇v · ∇w dx = 0
}
.
Since the kernel of the classic Neumann problem for the Laplace operator in W 1,p0 (R
3+) is reduced to
P[1−3/p] , it is easy to check that V = {0}.
Theorems 3.5 and 3.6 imply that for any k ∈ (W 1,p′0 (R3+))′ ⊥ P[1−3/p′] , there exists a unique solu-
tion u ∈W1,p0 (R3+)/P[1−3/p] to
∀χ ∈ W1,p′0
(
R
3+
)
/P[1−3/p′],
∫
R
3+
∇u · ∇χ dx = k(χ);
that is Theorem 3.1. 
Now, we establish a priori estimates for any p > 1.
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π = −
(
1+ λ
μ
)
div u (30)
and introducing this term in (11a), we get
−u + ∇π = 0 in R3+. (31)
Now, applying the operators ∂3 and ∂1 respectively to the 1st and the 3rd components of (30), we
obtain
−∂3u1 + ∂1∂3π = 0 in R3+,
−∂1u3 + ∂1∂3π = 0 in R3+.
Hence, by combination of these two equations
−σ13 + 2μ∂1∂3π = 0 in R3+.
Similarly, from the other components of (30), we obtain
−σ23 + 2μ∂2∂3π = 0 in R3+
and
−σ33 + 2μ∂23π = 0 in R3+.
In addition, (25a) yields
div σ·3 = 0 in R3+.
Setting now
ϑ = 2μ∂3π, (32)
with the boundary condition (26b), we get the system
− σ·3 + ∇ϑ = 0 in R3+,
div σ·3 = 0 in R3+,
σ·3 = −g on Γ, (33)
that is a classic Stokes system with a (singular) Dirichlet boundary condition. Since g ∈W−1/p,p0 (Γ ) ⊥
P [1−3/p′] , according to [4, Theorem 6.9], we deduce that ( σ·3, ϑ) ∈ Lp(R3+) × W−1,p0 (R3+), with the
estimate
∥∥( σ·3,ϑ)∥∥Lp(R3 )×W−1,p(R3 )  C‖g‖W−1/p,p(Γ ).+ 0 + 0
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W−1−1/p,p0 (Γ ). Then, we ﬁnd the following Neumann problem
π = 0 in R3+,
∂3π = 1
2μ
ϑ on Γ. (34)
By [4, Theorem 3.3], we know that there is a compatibility condition for the existence of solutions to
this problem, namely:
∀ϕ ∈N[2−3/p′], 〈ϑ,ϕ〉W−1−1/p,p0 (Γ ),W2−1/p′,p′0 (Γ ) = 0. (35)
Depending on the values of p, we can have N[2−3/p′] = {0} if p′ < 32 , or N[2−3/p′] = R if 32  p′ < 3,
or N[2−3/p′] =R⊕Rx1 ⊕Rx2 if p′  3. Thus, we must verify (35) for ϕ ∈ {1, x1, x2} in the worst case.
Knowing that ϑ ∈W−1,p0 (R3+) and ϑ = 0 in R3+ , we have
ϑ ∈ Y2,1
(
R
3+
)= {v ∈ W−1,p0 (R3+); v ∈ W0,p3,1(R3+)};
and, besides a sense to the trace of ϑ in W−1−1/p,p0 (Γ ), [4, Lemma 3.7] yields the following Green
formula:
∀v ∈ Y2,1
(
R
3+
)
, ∀ψ ∈ W3,p′0
(
R
3+
)
such that ψ = ψ = 0 on Γ,
〈v,ψ〉
W0,p3,1 (R
3+),W
0,p′
−3,−1(R3+)
− 〈v,ψ〉
W−1,p0 (R3+),
◦
W1,p
′
0 (R
3+)
= 〈v, ∂3ψ〉W−1−1/p,p0 (Γ ),W2−1/p′,p′0 (Γ ). (36)
Now, to apply this formula, it suﬃces to remark that for any ϕ ∈ N[2−3/p′] , that is ϕ ∈ {1, x1, x2},
there exists ψ ∈ A[3−3/p′] such that ϕ = ∂3ψ , namely ψ ∈ {x3, x1x3, x2x3}. Then, it is clear that the
two terms of the left-hand side in (36) are null for v = ϑ and ψ ∈ {x3, x1x3, x2x3}. Therefore the
right-hand side term in (36) is also zero; and the compatibility condition (35) is proved. Then, we can
deduce that π ∈ Lp(R3+), with the estimate
‖π‖Lp(R3+)  C‖ϑ‖W−1−1/p,p0 (Γ )  C‖g‖W−1/p,p0 (Γ ).
Here again, since π = 0 in R3+ , we have π |Γ ∈ W−1/p,p0 (Γ ). Next, we get successively three
generalized Neumann problems.
Step 1:
div(∇u3 − πe3) = 0 in R3+,
∂3u3 −π = − λ + 2μ
2(λ +μ)π −
1
2μ
g3 on Γ, (37)
where ∇u3 − πe3 ∈ Lp(R3+) and thus, according to [4, Lemma 6.4], we get ∂3u3 − π ∈ W−1/p,p0 (Γ ).
The variational formulation of this system is given by
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(
R
3+
)
/P[1−3/p′],∫
R
3+
∇u3 · ∇χ dx =
∫
R
3+
π∂3χ dx+
〈
λ + 2μ
2(λ + μ)π +
1
2μ
g3,χ
〉
Γ
.
To apply Theorem 3.1, we must verify that the linear form
k : χ →
∫
R
3+
π∂3χ dx+
〈
λ + 2μ
2(λ + μ)π +
1
2μ
g3,χ
〉
Γ
satisﬁes the condition k(1) = 0 if p′  3. It is evident for the ﬁrst term and 〈g3,1〉Γ = 0 by assump-
tion. It remains to show that 〈π,1〉Γ = 0. This is the same argument as for ϑ with the formula (36)
and here ψ = x3. Then, by Theorem 3.1, we deduce that u3 ∈W1,p0 (R3+), with the estimate
inf
ξ∈P[1−3/p]
‖u3 + ξ‖W1,p0 (R3+)  C
(‖π‖Lp(R3+) + ‖g3‖W−1/p,p0 (Γ )
)
 C‖g‖
W−1/p,p0 (Γ )
.
Step 2:
div(∇u1 − πe1) = 0 in R3+,
∂3u1 = ∂1u3 − 1
μ
g1 on Γ, (38)
where ∇u1 −πe1 ∈ Lp(R3+) and thus ∂3u1|Γ ∈ W−1/p,p0 (Γ ). The variational formulation of this system
is given by
∀χ ∈ W1,p′0
(
R
3+
)
/P[1−3/p′],∫
R
3+
∇u1 · ∇χ dx =
∫
R
3+
π∂1χ dx−
〈
∂1u3 − 1
μ
g1,χ
〉
Γ
.
Here the compatibility condition with the constants is obvious and then, by Theorem 3.1, we deduce
that u1 ∈W1,p0 (R3+), with the estimate
inf
ξ∈P[1−3/p]
‖u1 + ξ‖W1,p0 (R3+)  C
(‖π‖Lp(R3+) + ‖u3‖W1,p0 (R3+) + ‖g1‖W−1/p,p0 (Γ )
)
 C‖g‖
W−1/p,p0 (Γ )
.
Step 3:
div(∇u2 − πe2) = 0 in R3+,
∂3u2 = ∂2u3 − 1
μ
g2 on Γ, (39)
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is given by
∀χ ∈ W1,p′0
(
R
3+
)
/P[1−3/p′],∫
R
3+
∇u2 · ∇χ dx =
∫
R
3+
π∂2χ dx−
〈
∂2u3 − 1
μ
g2,χ
〉
Γ
.
Again by Theorem 3.1, we get u2 ∈ W1,p0 (R3+), with the estimate
inf
ξ∈P[1−3/p]
‖u2 + ξ‖W1,p0 (R3+)  C‖g‖W−1/p,p0 (Γ ).
Hence, the global estimate
inf
χ∈P [1−3/p]
‖u + χ‖
W1,p0 (R
3+)
 C‖g‖
W−1/p,p0 (Γ )
. (40)
3.2. Proof of Proposition 2.8
Let us ﬁx p > 1 and consider a sequence (gk)k∈N ⊂D(Γ ) such that gk goes to g in W−1/p,p0 (Γ ).
Remind the assumption g ⊥ P [1−3/p′] in Proposition 2.8. Naturally, this compatibility condition
vanishes if 1 − 3/p′ < 0, that is if p > 3/2. However, if 1 < p  3/2, we can simply write it as
〈gi,1〉Γ = 0 for each of the three components gi of g . Let us show that there is a sequence (˜gk) in
D(Γ ) satisfying also ˜gk goes to g in W−1/p,p0 (Γ ) and 〈g˜ik,1〉Γ = 0. We deduce it from the sequence
(gk)k∈N . Let ψ ∈D(Γ ) with
∫
Γ
ψ dx′ = 1, then the sequence (˜gk) deﬁned by its three components
g˜ik = gik −
〈
gik,1
〉
Γ
ψ
has clearly the desired properties.
Since D(Γ ) ↪→ W−1/2,20 (Γ ), Proposition 2.12 yields for any k ∈ N, a unique uk ∈ W1,20 (R3+) which
is a solution to the problem
div σ(uk) = 0 in R3+,
σ·3(uk) = −gk on Γ.
With πk and ϑk deﬁned from uk as π and ϑ in Section 3.1, and setting τk = σ·3(uk), we know that
(τk, ϑk) ∈ L2(R3+) ×W−1,20 (R3+) satisﬁes the classic Stokes system
−τk + ∇ϑk = 0 in R3+,
div τk = 0 in R3+,
τk = −gk on Γ.
Since gk ⊥ P [1−3/p′] , by [4, Theorem 6.9], there exists a unique solution pair (zk, ξk) ∈ Lp(R3+) ×
W−1,p0 (R
3+) to
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div zk = 0 in R3+,
zk = −gk on Γ.
So, setting yk = τk − zk and ψk = ϑk − ξk , we have
−yk + ∇ψk = 0 in R3+,
div yk = 0 in R3+,
yk = 0 on Γ,
with (yk,ψk) ∈ L2(R3+)×W−1,20 (R3+)+ Lp(R3+)×W−1,p0 (R3+). So, we have (yk,ψk) ∈S ′(R3+)×S ′(R3+)
and thanks to continuation formulae (see [5]), we can show that they are polynomials. Last, we
deduce by a uniqueness argument for polynomials in these spaces, that (yk,ψk) = (0,0) and thus
τk ∈ Lp(R3+) and ϑk ∈ W−1,p0 (R3+). Moreover, this yields the estimate
∥∥(τk,ϑk)∥∥Lp(R3+)×W−1,p0 (R3+)  C‖gk‖W−1/p,p0 (Γ ).
In addition, since gk goes to g in W−1/p,p0 (Γ ), except the trivial case g = 0, we always have
‖gk‖W−1/p,p0 (Γ )  C‖g‖W−1/p,p0 (Γ ).
Therefore, (τk) and (ϑk) are respectively bounded in Lp(R3+) and W−1,p0 (R3+). Repeating these argu-
ments for the problems (34), (37), (38) and (39), with the corresponding estimates, we show that
uk ∈W1,p0 (R3+), with the estimate
‖uk‖W1,p0 (R3+)  C‖g‖W−1/p,p0 (Γ ).
Therefore, (uk) is bounded in W1,p0 (R3+) and there exists a subsequence (uk j ) j∈N such that uk j ⇀ u
weakly in W1,p0 (R
3+). Then u is a weak solution of (11).
We now can deal with the complete problem (9) and prove Theorem 1.5.
3.3. The nonhomogeneous problem. Proof of Theorem 1.5
Let us denote by ˜f ∈W0,p1 (R3) the extension of f to R3 deﬁned by
˜f (x′, x3)=
{ f (x′, x3) if x3 > 0,
−f (x′,−x3) if x3 < 0.
According to the established results in the whole space (see [20, Theorem 2.7]), there exists a unique
solution ˜w ∈W1,p0 (R3)/P [1−3/p] to the problem
div σ( ˜w) = ˜f in R3, (41)
satisfying
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χ∈P [1−3/p]
‖ ˜w + χ‖
W1,p0 (R
3)
 C‖˜f ‖
W0,p1 (R
3)
 C‖f ‖
W0,p1 (R
3+)
, (42)
provided the compatibility condition ˜f ⊥ P [1−3/p′] is fulﬁlled. Naturally, this condition vanishes if
p′ < 3; and if p′ > 3, we can write it as
∀i ∈ {1,2,3},
∫
R3
f˜ i
(
x′, x3
)
dx = 0.
By the choice of the extension ˜f , this condition clearly holds. Now, putting w = ˜w|
R
3+ ∈ W
1,p
0 (R
3+)
and g = g − ( σ( w) · n)|Γ ∈W−1/p,p0 (Γ ), we consider the homogeneous problem
div σ(v) = 0 in R3+, σ(v) · n = g on Γ. (43)
Naturally, we have for all χ ∈P [1−3/p′] ,∫
R
3+
f · χ dx = 〈 σ( w) · n, χ 〉
W−1/p,p0 (Γ ),W
1/p,p′
0 (Γ )
,
and the condition (12) is equivalent to g ⊥ P [1−3/p′] . So, by Proposition 2.8, we know that system
(43) admits a unique solution v ∈W1,p0 (R3+)/P [1−3/p] , satisfying
inf
χ∈P [1−3/p]
‖v + χ‖
W1,p0 (R
3+)
 C‖g‖W−1/p,p0 (Γ )
 C
(‖f ‖
W0,p1 (R
3+)
+ ‖g‖
W−1/p,p0 (Γ )
)
. (44)
Then, u = v + w ∈ W1,p0 (R3+) is a solution to (9) and the estimate (13) is a consequence of the
estimates (42) and (44).
4. Strong and very weak solutions
4.1. Strong solutions. Proof of Theorem 1.6
In this subsection, we are interested in the existence of strong solutions. We show that the gener-
alized solutions of Theorem 1.5, with a stronger hypothesis on the boundary data, are in fact strong
solutions.
Proof of Theorem 1.6. We start with the homogeneous problem (25), i.e., we assume that f = 0.
First, we can split the imbedding W1−1/p,p1 (Γ ) ↪→ W−1/p,p0 (Γ ) into the successive W1−1/p,p1 (Γ ) ↪→
W0,p1/p(Γ ) and W
0,p
1/p(Γ ) ↪→ W−1/p,p0 (Γ ). The ﬁrst one holds in any case and, by duality, the second one
is equivalent to the imbedding W1/p,p
′
0 (Γ ) ↪→ W0,p
′
−1/p(Γ ), which holds if p′ = 3.
Thus, thanks to Proposition 2.8, we know that problem (25) admits a unique solution u ∈
W1,p0 (R
3+)/P [1−3/p] . Now, to show that in fact u ∈ W2,p1 (R3+)/P [1−3/p] , we use the regularity results
for the Stokes system (33) and the Neumann problem (34). It is the same for the three generalized
Neumann problems (37), (38) and (39), that we can write now in the classic form.
Then, this yields successively ( σ·3, ϑ) ∈ W1,p1 (R3+) × W0,p1 (R3+) (see [5, Theorem 3.3]), next π ∈
W1,p1 (R
3+) (see [4, Theorem 3.4]), and last u3,u1,u2 are in W
2,p
1 (R
3+) (see [1, Corollary 3.3]).
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yields a solution ˜w ∈ W2,p1 (R3)/P [1−3/p] to the extended problem (41), next a solution v ∈
W2,p1 (R
3+)/P [1−3/p] of the homogeneous problem (43), with g ∈ W1−1/p,p1 (Γ ); and last the solution
u = v + w of the complete problem is in W2,p1 (R3+)/P [1−3/p] . 
4.2. Very weak solutions. Proof of Theorem 1.7
Now, we consider the homogeneous problem with very singular data on the boundary. That is
problem (25) with g ∈ W−1−1/p,p−1 (Γ ). As usual, we will get this result by a duality reasoning from
the strong solutions and the key is the Green formula established in Lemma 2.2.
Proof of Theorem 1.7. First, let us remark that such a vector ﬁeld u belongs to Ep0,1(R3+), and then
Lemma 2.2 gives a sense to these boundary conditions. Next, we observe that problem (25) is equiv-
alent to the variational formulation:
Find u ∈ Ep0,1(R3+) satisfying
∀v ∈W2,p′1
(
R
3+
)
such that σ(v) · n = 0 on Γ,∫
R
3+
u · div σ(v)dx = −〈g, v〉
W−1−1/p,p−1 (Γ ),W
2−1/p′,p′
1 (Γ )
. (45)
Indeed, the direct implication is straightforward. Conversely, if u satisﬁes (45), then we have for any
ϕ ∈D(R3+),
〈
div σ(u), ϕ〉D′(R3+),D(R3+) = 〈u,div σ(ϕ)〉D′(R3+),D(R3+) = 0,
and thus div σ(u) = 0 in R3+ . In addition, by the Green formula (19), we have
∀v ∈W2,p′1
(
R
3+
)
such that σ(v) · n = 0 on Γ,〈 σ(u) · n, v〉
W−1−1/p,p−1 (Γ ),W
2−1/p′,p′
1 (Γ )
= 〈g, v〉
W−1−1/p,p−1 (Γ ),W
2−1/p′,p′
1 (Γ )
.
As we saw in the proof of Lemma 2.2, for any ζ ∈ W2−1/p′,p′1 (Γ ), there exists a lifting function v ∈
W2,p
′
1 (R
3+) such that v = ζ and σ(v) · n = −σ·3(v) = 0 on Γ . Consequently,
∀ζ ∈W2−1/p′,p′1 (Γ ),
〈 σ(u) · n − g, ζ 〉
W−1−1/p,p−1 (Γ ),W
2−1/p′,p′
1 (Γ )
= 0,
that is σ(u) · n = g on Γ . Hence u satisﬁes problem (25).
Now, let us solve problem (45). According to Theorem 1.6, we know that under the assumption
p = 3, for all f ∈W0,p′1 (R3+) ⊥P [1−3/p] , there exists a unique v ∈W2,p
′
1 (R
3+)/P [1−3/p′] , solution to
div σ(v) = f in R3+,
σ(v) · n = 0 on Γ,
with the estimate
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W2,p
′
1 (R
3+)/P [1−3/p′]
 C‖f ‖
W0,p
′
1 (R
3+)
.
Now, consider the linear form
Ξ : f → −〈g, v〉
W−1−1/p,p−1 (Γ ),W
2−1/p′,p′
1 (Γ )
,
deﬁned on W0,p
′
1 (R
3+) ⊥P [1−3/p] . Since g ⊥P [1−3/p′] , we have for any χ in P [1−3/p′] ,
|Ξ f | = ∣∣〈g, v + χ〉
W−1−1/p,p−1 (Γ ),W
2−1/p′,p′
1 (Γ )
∣∣
 C‖v + χ‖
W2,p
′
1 (R
3+)
‖g‖
W−1−1/p,p−1 (Γ )
.
Thus
|Ξ f | C‖v‖
W2,p
′
1 (R
3+)/P [1−3/p′]
‖g‖
W−1−1/p,p−1 (Γ )
 C‖f ‖
W0,p
′
1 (R
3+)
‖g‖
W−1−1/p,p−1 (Γ )
.
Hence Ξ is continuous on W0,p
′
1 (R
3+) ⊥ P [1−3/p] , and thanks to the Riesz representation theorem,
there exists a unique u in the dual space, that is u in W0,p−1 (R3+)/P [1−3/p] , such that
∀f ∈W0,p′1
(
R
3+
)⊥P [1−3/p], Ξ f = 〈u, f 〉W0,p−1 (R3+),W0,p′1 (R3+).
Then, we conclude that u satisﬁes (45). 
Appendix A. The Dirichlet conditions
In [20], we was interested by a generalized Stokes system with Navier — also called slip —
boundary conditions in Rn+ . We used the equivalence between this system and the linear elastic-
ity system (26a). In the same way, but resting on the study of the classic Stokes system with Dirichlet
boundary conditions in Rn+ (see [4]), we can get similar results for the linear elasticity system with
this type of boundary conditions.
Let us notice that for the Navier and Dirichlet conditions, the arguments for the Lp theory are
simpler than for the Neumann boundary conditions treated above. Indeed, we can show that the
solutions of induced problems directly yield the solution of the initial problem and then it is not
necessary to start with the Hilbert case.
The ﬁrst result concerns the generalized solutions. Such a result was already obtained by Kon-
dratiev and Oleinik in [14].
Theorem A.1. For any f ∈W−1,p0 (R3+) and g ∈W1−1/p,p0 (Γ ), the problem
div σ(u) = f in R3+, (46a)
u = g on Γ = ∂R3+ (46b)
admits a unique solution u ∈W1,p0 (R3+), with the estimate
‖u‖
W1,p0 (R
3+)
 C
(‖f ‖
W−1,p0 (R3+)
+ ‖g‖
W1−1/p,p0 (Γ )
)
. (47)
932 C. Amrouche et al. / J. Differential Equations 253 (2012) 906–932Then, we successively get the results on strong and very weak solutions.
Theorem A.2. Assume that p′ = 3 (thus p = 3/2). For any f ∈ W0,p1 (R3+) and g ∈ W2−1/p,p1 (Γ ), prob-
lem (46) admits a unique solution u ∈W2,p1 (R3+), with the estimate
‖u‖
W2,p1 (R
3+)
 C
(‖f ‖
W0,p1 (R
3+)
+ ‖g‖
W2−1/p,p1 (Γ )
)
. (48)
TheoremA.3. Assume that p = 3. For any g ∈W−1/p,p−1 (Γ ), problem (46)with f = 0 admits a unique solution
u ∈W0,p−1 (R3+), with the estimate
‖u‖
W0,p−1 (R3+)
 C‖g‖
W−1/p,p−1 (Γ )
. (49)
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