In this paper, the manufacturing blocking system (MBS) is studied from the Network Calculus (NetCal) perspective. By dominating an MBS by a window flow controller (WFC), we obtain service curves for systems with instantaneous and noninstantaneous acknowledgements. The explicit expression for the system service curve leads to the optimal allocation of the buffer sizes, which guarantees the ideal system service curve: that is, the service curve for the system with no restrictions on the sizes of in-between buffers. This allocation is more efficient than one based on guarantees of individual service curves. In addition, a method of simulation of NetCal systems is developed exploiting the duality between arrival curves and strict service curves. Simulation experiments are conducted to show the tightness of the theoretical bounds obtained using NetCal.
Introduction
For a tandem system with limited buffer capacity, a job may be lost due to the lack of space at a downstream buffer. The manufacturing blocking mechanism has been developed to avoid job loss once it has entered the system.
The traditional analyses of the manufacturing blocking system (MBS) are based on the Markov Chain approach [1, 9, 14] . However, existing results on tandem queues are mainly confined to analysis of backlogs although the expected delay can be obtained using Little's formula. The calculation of the probability distribution of the delay is complicated even for a two-server system, which may involve cumbersome derivations of functional Laplace transforms. Consequently, optimization of buffer allocations is hard to carry out. Finally, these methods focus on the steady-state behavior of the system, which does not allow for the worst case analysis.
The theory of Network Calculus (NetCal) offers a new alternative to the stochastic queueing theory, with special emphasis on the worst case analysis, or in other words, on the performance bound analysis. Based on (min, +) algebra, NetCal has been developed to study deterministic queueing systems in communication networks. Pioneering works in this area were undertaken by [3, 4, 6, 7, 12] among others, and the key contributions have been well presented in [5] and in [13] .
The main theoretical advantage of NetCal is that it supplies hard performance bounds needed for Quality of Service (QoS) guarantees. A variety of performance analysis issues have been successfully treated by NetCal. The list includes: provision of a common language for packet schedulers; computation of delay bounds used in the IETF guaranteed service; definition of deterministic effective bandwidth, and optimization of video traffic smoothing.
The concatenation theorem in NetCal shows that the service curve of a system consisting of servers in tandem is the (min, +) convolution of individual service curves. This result enables one to connect multiple servers into a network which still possesses a NetCal description. However, an implicit assumption of the concatenation result is that the buffers between consecutive servers are large enough to avoid blockage of service or loss of jobs. Due to finiteness of the buffer sizes between tandem servers, the service curve obtained from convolution may not be guaranteed.
In communications network engineering, the window flow control (WFC) mechanism is often used to coordinate the job processing between servers in tandem. This control mechanism has a nice NetCal representation. By observing the connection between WFC and MBS, we are able to characterize MBS from the NetCal perspective.
The rest of the paper is organized as follows. In Section 2, we prove that the output of a WFC system is dominated by that of the corresponding MBS with buffer sizes equal the window sizes in the WFC. In Section 3, with the NetCal methodology we obtain the service curve for an N -server WFC system with non-instantaneous acknowledgements, which leads to the characterization of the worst case performance of MBS. In Section 4, using the explicit formula of the system service curve, we find the optimal buffer allocation schemes which guarantee the system service curve, individual service curves, and non-occurrence of blocking. Finally in Section 5, we introduce a notion of workload regulation to perform NetCal simulations. Next, simulation experiments are conducted to illustrate the tightness of the theoretical bounds obtained using NetCal techniques.
Dominance of MBS by WFC
In this section, we study two flow control mechanisms between servers in series: manufacturing blocking, and window flow control (WFC). We assume that all servers are FIFO. We prove that the delays in MBS are dominated from above by the delays experienced in the WFC system. Therefore, the service curve guaranteed by WFC, to be derived in the next section, is also guaranteed by the MBS.
Definition 2.1 ([2]
Manufacturing Blocking). Consider a serial system of servers, where each server always serves a job as long as there is a job available for processing, and it is not "blocked". It is termed blocked if a job with completed service cannot proceed to the downstream buffer because that buffer is full. The server is immediately unblocked as soon as the downstream buffer is available to receive a new job.
To start our discussion, we need to introduce some notation first. For any real number a, b, define a∨b := max{a, b} and a ∧ b := min{a, b}.
Consider an MBS with N servers. For any n ≥ 1 and 1 ≤ i ≤ N , let τ X (n) be the arrival time of the nth job in flow X , and ∆ X i (n) be the departure time of the nth job from the server i. Also, let S i (n) be the service time of the nth job in server i. Suppose the system is empty at time zero. It is well known ( [2] , p. 185, (5.39)) that the following recursive formula holds for MBS. For n ≥ 1 and 1 ≤ i ≤ N ,
where ∆ X i (n) = 0 for n ≤ 0; ∆ X 0 (n) = τ X (n) and ∆ X N +1 (n) = 0 for n ≥ 1; b i ≥ 1 is the output buffer of the ith server (one position at the server (i + 1) is always included in this count).
Notice that the dynamic equation (2.1) contains only the order preserving operators, ∨ and +. It is clear that the following monotone property is implied by the dynamic equation (2.1).
Lemma 2.2 (Monotone Property of MBS)
. Suppose two traffic flows, X and Y , are passing through two identical MBS and moreover both systems are empty at time zero. Assume τ X (n) ≤ τ Y (n). Then the departure times satisfy We will formulate the MB mechanism based on WFC. Let us first introduce the notion of window flow control.
Definition 2.3 ([13] Window Flow Control).
A job, after its arrival, is allowed to enter the network if the total number of jobs in the network does not exceed the window size W immediately after its entry to the network.
The window flow controller limits the number of jobs admitted into the network so that the total backlog in the network is less than or equal to a constant W (see [5] , P. 82).
In Fig. 1 , ⊕ is a window flow controller, and the open rectangle is an infinite buffer. Let I (t) be the cumulative number of jobs admitted to the network during [0, t], A(t) denote the cumulative number of jobs that have arrived at the edge of the network during [0, t] and D(t) be the cumulative number of jobs that have left the network during [0, t]. In Fig. 1 , one has
Consider an MBS with N servers shown at the top in Fig. 2 (for N = 3) . We now construct the corresponding WFC system displayed at the bottom in Fig. 2 . Here ⊕ is a window flow controller, is a server, is a finite buffer and a i , b i , c i are the buffer sizes and W i stands for the window size. The bottom figure can be created from the top figure by using a pair of buffers c i and a i+1 with a controller i in the middle to replace the original buffer b i (i ≥ 0). Set
In the MBS and the corresponding WFC, the service times of the nth job in server i are assumed to be equal. Denote the common service time as S i (n), 1 ≤ i ≤ N , n = 1, 2, . . .. Consequently, the total number of jobs in the ith window which starts from the ith controller and ends at the i + 1 server (including the i + 1 server) cannot exceed W i . Let us denote as τ (n), n = 1, 2, . . ., the arrival times of the nth job at the system and as
. ., the departure times of the nth job from the ith server in the WFC (MBS). We are going to show that, for identical input, the departure time of each job from each server in the MBS is earlier than that in the corresponding WFC system. 
then the departure times of the (m + 1)st job from the first server satisfy
Proof. By assumption (2.4), we have
; so, using (2.6), we have
By our construction of WFC, W 1 = b 1 so we have
Note that b 1 ≥ 1, and thus
. So, combining with (2.8), we have
By (2.1), we have
Thus, combining (2.7), (2.9) and (2.10) completes the proof. 
Proof. For N = 1, there are neither WFC nor manufacturing blocking mechanisms. Therefore
Assume (2.11) is true for N = K . We need to prove that it is also true for N = K + 1.
We proceed with mathematical induction on n, which is the sequence number of a job in the traffic flow. First, because the first job is never blocked in either MBS or in WFC systems, we have
Then, by Lemma 2.4, we have
Notice that the downstream K server viewed as a sub-system forms an MBS (WFC) by itself. The job departing from the server 1 becomes the input job for this K -server MBS (WFC) sub-system. From the induction assumption applied to the sub-system, and the monotone property of MBS shown in Lemma 2.2, one has
Now (2.14) and (2.15) together complete the proof.
NetCal characterization of WFC
The dominance result in Section 2 allows one to analyze the performance of an MBS based on a WFC system. Now we present a NetCal characterization of WFC systems. First, NetCal fundamentals are summarized in Section 3.1, with which the two-server WFC system is analyzed in Section 3.2, and its extension to the N -server WFC system is presented in Section 3.3. The NetCal analysis enables the development of various buffer allocation schemes in Section 4 which offer different levels of Quality of Service (QoS) guarantees.
NetCal fundamentals
Let us now recall basic notation and results from the NetCal theory. The reader may consult [13] for further details. First, denote by F the set of non-negative non-decreasing functions defined on [0, ∞).
Definition 3.1 (Convolution). For f and g ∈ F the (min, +)-convolution of f and g is defined as
The n-fold convolution of f with itself is denoted by
Definition 3.2 (De-Convolution). For f and g ∈ F the de-convolution of f and g is defined as
Definition 3.4 (Sub-Additive Closure). For f ∈ F, the sub-additive closure of f is defined as
In the following, we describe the job flows (the input and output flows) by the cumulative functions x(t) and y(t) which represent the number of jobs seen in the flow during the time interval [0, t], t ≥ 0. For convenience, we let x(t) = y(t) = 0 if t ≤ 0. This assumption holds for all the cumulative input and output functions that we consider. Definition 3.6 (Arrival Curve). We say that a flow x is constrained by an arrival curve α ∈ F if and only if for all s ≤ t,
Equivalently, for all t ≥ 0, we have x(t) ≤ (α ⊗ x)(t). We also say that x has α as an arrival curve, or x is α-smooth.
A common example of arrival curves is given by the following class of affine functions.
Definition 3.7 (Affine Arrival Curve). Define the affine arrival curve as
for some r, b ≥ 0, where r is the rate parameter, and b is the burst parameter.
Definition 3.8 (Service Curve). For a flow through server S with input and output functions x(t) and y(t), we say that S offers to the flow a service curve β ∈ F if and only if for all t ≥ 0, there exists some t 0 ≤ t, such that
Again, using the ⊗ operation, this is equivalent to y(t) ≥ (β ⊗ x)(t).
Definition 3.9 (Strict Service Curve). A system S offers a strict service curve β ∈ F if during any backlogged period of duration u, the output of the flow is at least β(u).
It is known that if a server offers β as a strict service curve to a flow, then it offers β as a service curve to this flow.
Definition 3.10 (Maximum Service Curve). Consider a system S and a flow through S with input and output functions x and y, respectively. We say that S offers to the flow a maximum service curve β ∈ F if and only if y ≤ x ⊗ β.
A commonly used service curve is called a rate-latency service curve.
Definition 3.11 (Rate-Latency Service Curve). Define the rate-latency service curve as
for some r, b ≥ 0, where r is the rate parameter, and b is the delay parameter, where a + = a ∨ 0.
Lemma 3.12 (Node Concatenation [13] Theorem 1.4.6, p. 34). The concatenation of a series of servers with service curves β i , i = 1, . . . , N , guarantees a system service curve β g defined by
Remark 3.13. The concatenation result stated in Lemma 3.12 implicitly assumes that the buffers between servers are sufficiently large, and the transmissions between servers are instantaneous. For MBS, where the finiteness of buffer size could become a limiting factor, we will identify the system service curve, and determine, in the next section, the minimal size of each buffer, such that (a) the ideal system service curve β 1 ⊗ · · · ⊗ β N is maintained; (b) individual service curves β i are maintained; or (c) no blocking occurs.
The dominance result shown in Section 2 implies that MBS guarantees the same system service curve as the corresponding WFC system with parameters as defined in (2.3). Hence, MBS performance bounds can be derived based on the NetCal bounds of WFC.
Moreover, in real life, only non-instantaneous communication between servers is possible. We will first formulate WFC for two-server systems in the non-instantaneous case. The result is then generalized to the N -sever case which includes the instantaneous case.
Two-server WFC
We now consider the case when both the transmission and the acknowledgement between the server 1 and the server 2 take non-negligible time. The results in this section have been established in [8] under the assumption of "strict" service curves, as defined in that paper. Their notion is stronger than the service curve and is weaker than the strict service curve currently in use (see Definition 3.9). Here we provide an alternative proof which significantly simplifies the original proof, and also generalizes the original result to the case of general service curves.
Suppose that traffic departs from the first server and feeds a "network element", N f , which processes traffic in a FIFO manner and feeds the second server.
As traffic from the original source departs from the second server, acknowledgements are generated by the second server and fed back to the first server via a network element N b . The network element N b operates in a FIFO manner.
The following Fig. 3 illustrates the configuration of the system, and Theorem 3.14 gives the effective service curve of server 1, that is, the actual guaranteed service curve of server 1 under WFC.
The new symbols introduced in the next figure are: J (t) which stands for output from server 1 and D (t) is the output from network element N b . Let A be the number of arrivals, I be the admitted input, i.e., I (t) is the number of jobs that were admitted into the window by time t. Let D(t) be the number of outputs from the window, D (t) the acknowledgement feedback from network element N b , and J (t) is the number of outputs from the first server. Each of these quantities denotes the cumulative number in the interval [0, t].
Theorem 3.14. Consider the system with two servers under WFC with window size W shown in Fig. 3 . Assume that server i, as an isolated server, guarantees a service curve β i (i = 1, 2), and the network elements N f and N b guarantee service curves S f and S b , respectively. Define S loop = β 1 ⊗ S f ⊗ β 2 ⊗ S b and β g as the system service curve. Then server 1 guarantees an effective service curve (that is, the actual service curve under WFC) β 1 , where
and the system service curve
Proof. (See Fig. 3 .) Note first that D ≥ D ⊗ S b . Recall that the admitted input, I (t), is defined by the following equation:
The network offers service curve β = β 1 ⊗ S f ⊗ β 2 for the flow. Clearly, 
This completes the proof of (3.9). Based on this, we have
Finally, for J (t), the output from server 1, we have
which completes the proof of (3.8).
As a corollary, we have:
Corollary 3.15 ( [13] ). For the instantaneous case, S f = S b = δ 0 , server 1 in the two-server WFC system has an effective (actual) service curve
15)
and the system service curve has the expression . To obtain the reverse inequality, note that
Hence, the output flow from the leaky bucket has the expression
Now for the admitted traffic flow I (t), by (3.13),
To obtain the reverse inequality, note that I ≤ D + b. Taking this together with (3.16),
and finally,
All these are shown pictorially in Fig. 4 .
N-server WFC
Now, consider the system consisting of N > 2 servers in tandem. All servers except the last one are controlled hop-by-hop by the WFC mechanism (Fig. 2) . The controller i allows a job in buffer c i−1 to enter for service only when the backlogged jobs between controller i and server i + 1 (including ones in service) are fewer than W i ; otherwise the server i does not begin a new service. The key result in Theorem 3.18 is first shown in [5, p. 83] for the instantaneous case. Here we provide an alternative proof with additional results for effective (actual) service curves.
Denote the service curve of server i as β i when viewed as an isolated server, and let β i denote its effective (actual) service curve when viewed as part of the WFC system. Assume the network elements N 
and β g satisfies
which is the guaranteed service curve for the N-server MBS.
Proof. Apply Theorem 3.14 to the (N − 1)st window consisting of servers N − 1 and N to obtain
loop + W N −1 . Repeating this procedure backwards in i for 1 ≤ i < N − 2, we have
From (3.20) and the concatenation result in Lemma 3.12, we have
Next, we prove
by backward induction from (i + 1) to i, beginning at i = N − 1. Then (3.18) follows from (3.22) directly.
In the following, we prove the main part of the theorem. When i = N − 1, we have β N = β N . From Theorem 3.14, (3.22) holds.
From the induction assumption, (3.18) is true for all indices larger than i. Define
Therefore, (3.20) can be rewritten as
and we have
The first inequality is from f ⊗ h ≥ f ⊗ h for f, g ∈ F, and the last inequality uses the induction assumption. From (3.22) and (3.24), we have
Finally, by (3.21),
(3.27) From β i ≤ β i , and (3.21), we have
The combination of (3.28) and (3.27) completes the proof.
As a special case, we have:
Lemma 3.19. If the transmission and acknowledgement between servers are instantaneous, then the system guarantees a service curve
In particular, assume the service curves have the rate-latency form, i.e.,
Optimal buffer size allocation
Next, we are going to determine lower bounds for each window size W i , 1 ≤ i ≤ N −1, such that the corresponding system service curve β g still equals β ideal where
Recall that β ideal is the system service curve when W i = ∞, 0 ≤ i ≤ N − 1. So, we are looking for a finite buffer allocation for which β g = β ideal .
(a) the system guarantees the service curve β ideal if
(b) the individual servers guarantee the service curve β i if
(c) assume the traffic input is constrained by the arrival curve α; then the system guarantees that no blocking occurs at any server provided
Proof. (a) To ensure β g = β ideal , we need for all 1 ≤ i ≤ N − 1,
As it is easy to see that f g ≤ h iff f ≤ g ⊗ h, and it is equivalent to
Note that β ideal β ideal is sub-additive; then (4.6) is equivalent to
and we need only
Now (4.2) follows immediately, and (a) is proved.
(b) The proof is almost identical to that of (a).
(c) The proof is a direct application of the results on the output bound, and the backlog bound (see [13] , p. 28). In fact, the output from server i is bounded by α ⊗ i k=1 β k , and therefore the backlog is bounded by sup t≥0 [α ⊗ i k=1 β k − β i+1 ](t), which equals the right hand side in (4.4). We have β ideal = β R,T , β ideal β ideal = β R,0 , and β i ⊗ β i+1 = β r i ∧r i+1 ,(t i +t i+1 ) . Therefore, for any i = 1, 2, . . . , N − 1,
So, the ideal system service curve β ideal = β R,T is guaranteed if
However, to guarantee each individual server's service curve, the following two conditions must be satisfied:
Clearly, the combination of (4.10) and (4.11) is stronger than (4.9) alone, which implies that it is unnecessary to allocate arbitrarily large buffer sizes to ensure β i = β i . Moreover, the buffer allocations under criteria (a) and (b) are not affected by the input traffic. On the other hand, the allocation to guarantee non-blocking in criterion (c) depends on the input regulation α. So there is no need to guarantee non-blocking in order to maintain the system service curve.
Finally, for the non-instantaneous case, with additional assumptions, it is possible to allocate buffer sizes smaller than the corresponding buffer sizes without causing job loss. The following theorem generalizes [8] and [11] from a NetCal perspective. Theorem 4.3. Consider the system depicted in Fig. 3 . Assume that N b has maximum service curve δ θ b , and N f has maximum service curve δ θ f and minimum service curve δ T . The output of server 1 is α 1 -smooth and server 2 has strict service curve β 2 . The window size is W . Define Γ = T − θ f and θ = θ f + θ b . Then the amount of traffic B 2 (t) in the second buffer satisfies
(4.13)
Proof. Denote the outputs from server 1, N f , server 2 and N b as J 1 , J f , J 2 and J b , respectively. Then the backlog of server 2 at time t is
(4.14)
Define u = sup{s : s ≤ t, B 2 (s) = 0}. We need to consider two cases according as u < t − θ or u ≥ t − θ where
In this case, B 2 (s) > 0 for s ∈ (t − θ, t). Now,
The above inequality follows from the definition of the maximum service curve,
The right hand side of (4.15) can rewritten as
Using the definition of WFC,
Also, from the definition of the maximum service curve,
From the definition of the strict service curve, one has J 2 (t) − J 2 (t − θ ) ≥ β 2 (θ ). So finally,
In this case, J f (u) = J 2 (u) as B 2 (u) = 0. Hence,
Next let us consider the first term. Because
It takes at least θ = θ f + θ b units of time for an acknowledgement generated by a job after finishing service at server 1 to reach the controller. Hence for t − s ≤ θ, one has
Hence, if t − u + Γ > θ then
In a similar fashion if t − u + Γ > nθ then
Finally, note that for the terms in the second parentheses of (4.16)
Hence,
This completes the proof.
Numerical validations
In this section, examples are given to illustrate the numerical calculations needed to determine the system service curve; the conditions for system stability are then derived; and a concept of workload regulation is introduced for constructing NetCal servers for simulation. Finally, the simulation results for delay and backlog bounds are reported and compared with the corresponding NetCal bounds.
System service curve computation
Let us first consider a two-server system consisting of server 1 and server 2, with service curves β i , respectively (i = 1, 2). Assume that the size of buffer 0 is infinite and the size of buffer 1 is b. The system operates under the manufacturing blocking mechanism. As shown in Theorem 2.5, the delay in this MBS is dominated from above by a system under window flow control, having service curve β = β 1 ⊗ β 2 , and the window size W = b. According to Lemma 3.19 the system service curve is β g = β 1 ⊗ β 2 ⊗ β 1 ⊗ β 2 + W . Example 5.1. Assume that β 1 = β r 1 ,t 1 , β 2 = β r 2 ,t 2 . Let R = r 1 ∧ r 2 and T = t 1 + t 2 . One can show
In Fig. 5 the system service curves β g for various window sizes W are plotted. It is shown that once W reaches RT (note that W can also be interpreted as the size of buffer 1 in the MBS), any further increase of the buffer size does not improve the system service curve. Consequently, the delay and backlog bounds obtained by NetCal techniques do not change either. In this sense, the optimal buffer size is RT . This result is consistent with the result on the optimal buffer size allocation in Section 4. Intuitively, RT is the threshold for preventing the buffer from becoming the limiting factor for the system service curve.
Next consider a network with N > 2 servers in tandem. Each server except the last one is controlled by the manufacturing blocking mechanism. Let the size of buffer i be b i , i = 0, 1, 2, . . . , N − 1, where b 0 = ∞. From the analysis of the corresponding WFC system with window size W i = b i , i = 1, . . . , N − 1, we know that the MBS has a service curve
Example 5.2. Consider a system with four servers, and assume that
where R i = r i ∧ r i+1 and T i = t i + t i+1 (i = 1, 2, 3).
For the ease of presentation, we further confine ourselves to the following special case satisfying two conditions:
(1) R 1 = R 2 = R 3 = R (e.g., r 1 , r 4 ≥ r 2 = r 3 = R); and (2) there exists a k ∈ {1, 2, 3} such that
Under these two conditions, one can easily prove
Simulation for the service curve based on workload regulation
The NetCal theory offers an elegant characterization of QoS for queueing systems, which starts with defining the input and output flows with arrival and service curves, respectively.
The widely used Poisson arrival process leads to an infinite arrival curve. However, by passing the Poisson arrivals through a leaky bucket controller, the resulting traffic flow becomes constrained by an affine arrival curve. See Remark 3.17.
Similarly, a server with i.i.d. exponential service times guarantees only a trivial service curve β ≡ 0. In order to construct servers with a non-trivial service curve, we introduce the concept of workload regulation. This concept was first introduced in [10] as the "inverse leaky bucket".
In the following, denote S(m) as the service time of the mth job, and CW(K ) = K i=m S(m) as the cumulative workload for the first K jobs, CW(0) = 0. where the ceiling function x denotes the smallest integer greater than or equal to x. If the cumulative workload CW satisfies
then we say that the cumulative workload CW is regulated by γ . For an interval (s, t] in a busy period, let D(s) = n, D(t) = n + m, and let β(t − s) = l; we only need to prove that m ≥ l. Note that s ≥ ∆(n).
By (5.2), γ (l) ≤ t − s, and from inequality (5.3),
and thus
which implies l ≤ m. This completes the proof.
Corollary 5.6. If the cumulative workload is regulated by an affine function γ r,b (t) = (r t + b) ∧ δ 0 , then the server guarantees the rate-latency service curve β 1/r,(r +b) (t) = (t − (b + r )) + /r . Therefore, we use {CW (m)} M 1 as the cumulative regulated workload, and equivalently, S (m) = CW (m) − CW (m − 1) as the service time of the mth job, then the system guarantees a strict service curve β 1/r,(r +b) . Moreover, if we use multiple leaky bucket controllers as the workload regulator, we can construct systems with piecewise linear concave arrival curves and convex service curves.
Simulations for delay and backlog bounds
To ensure effectiveness, the systems under simulation study are set to be stable in the NetCal sense, i.e., the backlog and delay are bounded away from infinity.
We consider the input flow that is regulated by an affine arrival curve, α(t) = γ r,b (t). The regulated flows can be easily constructed by passing an arbitrary flow through a leaky bucket controller with leaky rate r and bucket size b.
With arrival curve α and system service curve β g specified, a sufficient condition of system stability in Example 5.1 is described as follows: min(W/T, R) ≥ r , or equivalently, min(W/(t 1 + t 2 ), r 1 , r 2 ) ≥ r . This condition can be easily verified by Fig. 6 , in which the sufficient condition ensures that the arrival curve and the service curve intersect, and consequently, ensures that the delay and backlog bounds are finite. Similarly, in Example 5.2, if we assume that the arrival flow of this four-server system has an affine arrival curve α = γ r,b , then the sufficient condition for system stability can be specified by min(W * /T * , R) ≥ r .
The NetCal bounds of delay and backlog can be calculated using the functions α(t) and β g (t). To evaluate the tightness of the bounds obtained, we conduct a series of simulation studies.
The simulation models are constructed as follows. Jobs originate from a Poisson stream with rate λ, which then pass through a leaky bucket with leaky rate r and bucket size b before entering buffer 1. In other words, the arrival process is a leaky-bucket-regulated Poisson stream with arrival curve α = γ r,b . To construct the NetCal servers, the exponentially distributed service times (with mean µ For the four-server system we follow the same approach as was outlined above. As before, the arrival process is a leaky-bucket-regulated Poisson stream with arrival curve α = γ r,b . The service times in server i (i = 1, 2, 3, 4), exponential with mean µ −1 i , are modified as before to guarantee the service curve β i (t) = β r i ,t i . The size of buffer i is W i (i = 1, 2, 3) , where W 0 = ∞. In other words, the window flow control of server i has a window size W i (i = 1, 2, 3 ). The number of arrival jobs used in the simulation is K , and the parameter settings are as follows:
In Fig. 9 , α(t) = 0. The simulation experiments provide strong empirical validations of theoretical NetCal bound properties by showing that these bounds are never violated. Also, the tightness of the bounds is clearly demonstrated. In particular, the backlog bounds can be achieved exactly, and the delay bounds can be very closely approached. The experiments suggest a good match between NetCal theory and simulation.
This study suggests promising potential for Network Calculus methodology in the analysis of complex service systems. Special systems such as those with parallel input flows, aggregated flows, and those with various QoS guaranteed scheduling mechanisms are under further investigation. Extension of the simulation methodology to construct servers with general service curves (rather than strict service curves) will further expand the scope of NetCal applications. 
