A homogeneous random process on the circle {X(P): P c S) is a process whose mean is zero and whose covariance function depends only on the angular distance 6 between the points, i.e. E{X(P)} = 0 and E{X(P) X(Q)} = R(0). We assume that the homogeneous process X(P) is observed at a finite number of points, equally spaced on the circle. Given independent realizations of the process, we first propose unbiased estimates for the parameters of the aliased spectrum and for the covariance function. We assume further that the process is Gaussian. The exact distribution of the spectral estimates and the asymptotic distribution of the estimates of the covariance function are derived. Finally, it is shown that the estimates proposed are in fact the maximum likelihood estimates and that they have minimum variance in the class of unbiased estimates.
Introduction
Let (X(P): P E S} be a real-valued process on the unit circle S of the two-dimensional space R2, which has finite second-order moment and which is continuous in quadratic mean (q.m.). Under these conditions, the process X(P) can be expanded in a Fourier series which is convergent in q.m.: m The integrals in (1.2) are defined in the q.m. sense and the series (1.1) converges in q.m. (see [8] ).
The process X(P) is said to be homogeneous if its first-and secondorder moments are invariant under the group of rotations of the circle. This is equivalent to say that the mean E{X(P)} is constant (and in this paper we will assume that E{X(P)} = 0) and that the covariance function E{X(P) X(Q)} depends only on the angular distance 8, between the points P and Q. Obviously, E{X(P)} = 0 implies that E{C,,} = 0 and from [ 8, Theorem 51 (see [ 61 for a more elementary treatment) the restriction on the covariance function of X(P) implies that the coefficients Cni are uncorrelated, i.e., E{Cni Cmj} = 6v 6n,n U, > 0 7 for all possible values of i, j, PZ and m, where 6 is the Kronecker delta. From ( 1.1) and ( 1.31, it is easily deduced that WW') x(Q)) = n(e,) = fi n=O 11, cOs(rlepQ ) , The purpose of this paper is to develop a spectral analysis when the process is observed at N points equally spaced on the circle: X(W , r=O, l,..., N --1 , where 6 = 27r/N. The case of complete realizations has been studied in and using (1.8), the relation (1.7) follows directly, So, from ( 1.7), we see that the estimation of the parameters A, is equivalent to the estimation of the parameters R(6r).
Estimates of the parameters A, were first proposed by Hannan [4] . In Section 2 of this paper, these estimates are studied in more detail. They are shown to be unbiased and in the case of a Gaussian process their exact distribution is derived. Also estimates of R(h), r = 0, 1, . . . .
[+N] , are proposed.
In Section 3 it is shown that the estimates considered, again in the Gaussian case, are in fact the maximum likelihood estimates and have minimum variance among unbiased estimates.
Construction of the estimates
The basic statistic to be used for the estimation of the spectral parameters is the finite Fourier transform . N-1 dp(X) = rFo X(6r) e-irh , XE R , where X(O), X(S), . . . . X(6(N -1)) are observations belonging to the same realization of the Gaussian process X(P). The frequencies of interest in this case are those of the form an, n = 0, 1, . . . . [i N] . In the following, %!(1-(, a2) will denote a real normal variable with mean p and variance u2. Similarly, %c(p, a2) will denote a complex normal variable with mean I-( and variance 02.
Theorem 2.1. Let X(P) be a Gaussian homogeneous process with mean zero. Then the random variables dp(Sn),
, are mutually independent with dp(Sn) being distributed as a cMc(O, iN2An) for O<n<+Nandasa Vl(0,N2An)forn=0,3N.
Proof. This theorem can be proven by showing that the cumulants of the finite Fourier transform are those associated with the alleged distributions. For an analogous proof, see [ 2, Theorem 4.4.11. The main difference here consists in the fact that we obtain the exact distribution rather than the asymptotic one; this is particular to a process on the circle. This point is explained by looking at the behavior of the covariance structure of the finite Fourier transform. Since E{dp(Sn)} = 0, n = 0, 1, . . . . rfN], we have Cov(dF)(Gq), dp(Sn2)) =
Writing zl = Y -S, using the fact that R(6(N --II)) = R(Grr) and eq. (1.9), it follows that
From this relation we deduce that
Cov(d~)@q ), dp(6r17)) The distribution of 2, is given by: (2.2) (here the symbol -is used for "distributed as" and xi denotes a chisquare random variable with 11 degrees of freedom). Given T independent realizations {X,(&r): Y = 0, 1, . . . . N -1, t = 1, ***, T}, of the process X(P) and if A n t is the estimate (2. The estimate k(&) can be written in a more familiar form, from which we can show that it is unbiased for any homogeneous process. For this we need the following lemma. For any homogeneous process X(P) (not necessarily Gaussian), we deduce from this last relation that k(C) is unbiased for R(&r), r = 0, 1, . . . .
[:Nl . 
KiNI.
If T independent realizations are available, a consistent estimate of R( 6r) will be given by (2.9) where &(Sr) is the estimate (2.4) corresponding to the tfh realization. From (2.9) we see that (Ro(O), R(T) (6) Identity (3.1) implies that Z is a circulant matrix. Keeping to X(P) Gaussian, if T realizations of the process X(P) are available, the matrix ZZ is to be estimated from the T vectors X, = (X,(O), X, (6) For Z non-singular, we first obtain that the estimates previously defined are the maximum likelihood estimates of the corresponding parameters. In the following we shall show that the estimates considered have minimum variance among unbiased estimates. Proof. Let the true value of R(6r) be R,@r). From Section 2 we know that Var(RQ(6r) I Ro(6r)) < 00. Now let f(X, , . . . . XT) be an unbiased estimate of zero such that VarCf(X1, . . . . XT) 1 R,(h)) < 00. In order to show that R(T)(h) has minimum variance at the value R(b) = R,( 6r), it is sufficient to prove that Covcf(X1, . . . . XT), R(n(6r) I Ro(Sr)) = 0 , (3.6) (see [5, p. 3171 Replacing now U/ad(r) by its expression in (3.7), we deduce that s fR(n(6r) L dp = 0, and (3.6) follows. Moreover, since the proof is valid whatever the chosen value R,(b), we can conclude that R(n(hr) is uniformly of minimum variance in the class of unbiased estimates of R(b), r = 0, 1, . . . . [;N] .
Finally, using (1.6) and (2.8), it follows from result (e) in [ 5, p. 3 181 that AiF is also of minimum variance for A,, tz = 0, 1, . . . . [+N] .
