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Capitolo 1
Introduzione
1.1 Motivazione
L’oggetto di questa tesi e` lo studio di due problemi matematici: l’iterazione
di funzioni e campi vettoriali. Si vorrebbe ora motivare l’interesse mostrando
come il primo problema e` conseguenza dello studio di zeri di applicazioni e
il secondo e` strettamente collegato alla fisica.
1.1.1 Zeri di applicazioni
Uno dei piu` importanti problemi che non solo la matematica e la fisica
ma tutte le materie scientifiche si pongono e` il calcolo delle soluzioni di
un’equazione. Vale a dire, data una qualsiasi espressione F si deve trovare
un valore p tale che
F (p) = 0. (1.1) Equazione
In generale non sono disponibili metodi espliciti per calcolare le soluzioni
di (1.1), risolvendo cos`ı il problema. L’unico metodo veramente efficace ma
per nulla pratico sarebbe quello di provare tutte le possibili soluzioni! Ma
il problema potrebbe avere un’infinita` di candidate. Dunque la matematica
applicata e` ricorsa allo studio di metodi iterativi che consentono di appros-
simare le soluzioni con una precisione prestabilita. In generale si tratta di
metodi, detti metodi di iterazione funzionale, della forma
xk+1 = f(xk). (1.2) Iterazione
con cui, a partire da un valore iniziale x0, e` possibile approssimare le solu-
zioni dell’equazione
x = f(x). (1.3) Pto fisso
Le soluzioni di (1.3) sono dette punti fissi della funzione f(x).
Osserviamo che nel caso in cui f sia una funzione continua e {xj}j∈N sia una
successione che soddisfa (1.2), allora, se le xj convergono, il limite e` proprio
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un punto fisso di f .
L’equazione (1.1) deve quindi essere trasformata in un’equazione equivalente
della forma (1.3). Successivamente si devono trovare condizioni sufficienti
per la convergenza di una successione delle iterate di f , che pero` noi non
discuteremo.
Metodo delle tangenti di Newton
Mostreremo ora un metodo, ancora oggi utilizzato dai computer, che risale
a Sir Isaac Newton (1642-1727), per trovare zeri di applicazioni. Nell’estate
del 1669 Newton fin`ı il suo De Analysi per Aequationes Numero Terminorum
Infinitas. All’interno si puo` trovare quello che oggigiorno e` chiamato metodo
di Newton o iterazione di Newton o ancora metodo delle tangenti.
Data una funzione F in n variabili, definita su un aperto di Rn a valori
in un campo K, il metodo permette di approssimare le soluzioni dell’equazio-
ne F (x) = 0 (o, che e` lo stesso, di calcolare gli zeri della funzione y = F (x))
alla sola condizione di saper calcolare la funzione e il suo differenziale, vale
a dire il gradiente.
Per semplicita` consideriamo il caso di una funzione reale y = F (x).
Prima di tutto e` necessario essere abbastanza vicini ad una soluzione, per
esempio si puo` prendere un punto di partenza (anche detto di innesco) x0 che
sia abbastanza vicino a una soluzione; praticamente serve che la concavita`
della funzione non cambi in un intorno della soluzione. .
x
1 0
x
_
x
y=f(x)
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Nel disegno sopra si vede che F attraversa l’asse delle x vicino ad x0. Del
punto x0 dobbiamo essere in grado di calcolare il valore della funzione F (x0)
e della derivata F ′(x0). L’idea e` che se ci vogliamo avvicinare al valore zero
dobbiamo andare nella direzione di massima crescita nel caso in cui il valore
di F nel punto x0 sia negativo, in direzione opposta altrimenti.
Nell’esempio, dal punto P0 = (x0, y0) si puo` ora tracciare la tangente
alla curva; tale tangente incontrera` l’asse delle ascisse per un valore di x che
e` la prima approssimazione della soluzione cercata.
La tangente avra` per coefficiente angolare il valore della derivata in
x0, F
′(x0). Utilizzando l’equazione della retta generica (o fascio di rette)
per P0 : y − y0 = m(x− x0), sostituendo m con F ′(x0) e imponendo y = 0
si ha:
−y0 = F ′(x0)(x− x0)
A questo punto si risolve rispetto alla x e si ha con facili passaggi:
x1 := x = x0 − y0
F ′(x0)
o anche ricordando che y0 = f(x0)
x1 = x0 − F (x0)
F ′(x0)
:= f(x0).
x x
 n n+1
x
 n+2
x
_
Il procedimento si puo` iterare, calcolando il valore y1 = F (x1), tracciando
la tangente per questo nuovo punto ecc. ecc. In generale, chiamando xk la
k-esima approssimazione e xk+1 quella successiva si ha la classica formula
di Newton:
xk+1 = xk − F (xk)
F ′(xk)
:= f(xk).
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Il procedimento e` convergente, nel senso che fissato un margine di errore
piccolo quanto si vuole, si trovera` sempre una approssimazione per la quale
l’errore e` minore di tale margine.
Il problema di trovare una soluzione F (x) = 0 si e` dunque trasformato
ora nel trovare un punto fisso
f(p) = p,
tramite lo studio delle iterate di f .
Il problema sarebbe semplice se potessimo scrivere in modo esplicito
le iterate della mappa f . Per questo ci piacerebbe ricondurci ad un caso in
cui la f abbia una forma piu` semplice nel senso che sia facile scrivere le sue
iterate.
1.1.2 Punti di equilibrio
In fisica e` molto importante studiare quando un sistema e` in equilibrio, vale
a dire se le forze che agiscono su un particolare oggetto mobile o immobile
hanno risultante nulla o meno nella traiettoria dell’oggetto. In particolare,
come fa osservare Keplero, se un oggetto e` fermo in un punto su cui non
agiscono forze rimarra` immobile. Dunque i fisici sono interessati a studiare
cosa succede quando un oggetto e` vicino ad un punto di equilibrio; piu`
correttamente, vogliono analizzare un campo di forze in un intorno di un
punto in cui il campo si annulla.
In termini matematici il problema si descrive nel seguente modo. Sia
Γ(M) l’insieme delle sezioni del fibrato tangente di una varieta` M ; sia X ∈
Γ(M), quindi un campo vettoriale di M ; siamo interessati alle curve σ sulla
varieta` tali che in ogni punto hanno devivata uguale al campo dato, vale a
dire
σ˙(t) = Xσ(t).
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Restringeremo il nostro interesse ad un intorno di un punto singolare, i.e.,
un punto p tale che
X(p) = 0.
Il problema e` dunque quello di risolvere un’equazione differenziale data una
condizione iniziale σ(t0) = q e trovare quindi il flusso associato ϕt(q) che
verra` interpretato come l’evoluzione temporale dei punti della varieta`.
In generale, e` difficile integrare un campo, vale a dire, trovare un’e-
spressione esplicita dell’evoluzione temporale che pur sempre esiste. La dif-
ficolta` dipende dal campo X. Il nostro intento sara` quello di ridurci in
qualche modo a integrare un campo piu` semplice.
1.1.3 Sistemi dinamici
I due problemi discussi sono in stretta analogia e relazione. Entrambi sono
detti sistemi dinamici. In generale, un sistema dinamico e` l’azione di un (se-
mi)gruppo su un insieme. Dunque l’iterazione di una mappa f si puo` vedere
come l’azione del semigruppo N (non e` un gruppo, manca l’inverso) sull’in-
sieme dei punti della varieta`. In questo caso parleremo di sistema dinamico
(a tempo) discreto. Invece, se abbiamo un campo vettoriale, possiamo con-
siderare il flusso generato ϕt(q) e quindi ad ogni punto q della varieta` e ogni
tempo t ∈ R (o C se il campo vettoriale e` complesso) possiamo associare
il nuovo punto ϕt(q), dando cos`ı un’azione di R, o C, sull’insieme dei pun-
ti della varieta`. In questo caso parleremo di sistema dinamico (a tempo)
continuo.
Notiamo che se p ∈M e` tale che f(p) = p oppure X(p) = 0, allora il
punto p e` un punto fisso del sistema dinamico, i.e., ad ogni tempo (o elemento
del (semi)gruppo dell’azione) il punto p viene mandato in se`. Inoltre, poiche`
saremo interessati solo allo studio del sistema in un intorno di questo punto
fisso, parleremo di sistema dinamico locale in p.
1.2 Metodi
Se due varieta` sono diffeomorfe, ogni sistema dinamico dell’una puo` esser
visto come sistema dinamico dell’altra. Ogni campo vettoriale dell’una puo`
essere trasportato sulla seconda e ogni endomorfismo dell’una ne induce uno
sulla seconda. Infatti, consideriamo un diffeomorfismo tra due varieta`
h : M1 −→M2.
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M 1 M 2
h
Siano f ∈ End(M1) un endomorfismo e X ∈ Γ(M1) un campo vettoriale
della prima varieta`. Allora sono ben definiti h∗f ∈ End(M2) e h∗X ∈ Γ(M2)
nel modo naturale:
h∗f = h ◦ f ◦ h−1
h∗X = dh.Xh−1 .
In conclusione, studiare i sistemi dinamici su M1 o su M2 e` la stessa
cosa. Infatti,
(h∗f)
◦ν = h∗(f)
◦ν
e se σ e` una curva integrale per X che per t0 passa per q, allora h ◦ σ e` una
curva integrale per h∗X che per t0 passa per h(q).
Con questa idea in mente, vogliamo mettere una relazione di equiva-
lenza sulla classe di tutti i sistemi dinamici.
Siano f1 : U1 →M1 e f2 : U2 →M2 due sistemi dinamici locali discreti
in p1 ∈M1 e p2 ∈M2 rispettivamente. Diremo che f1 e f2 sono localmente
(topologicamente) coniugati se vi sono due intorni aperti W1 ⊆ U1 di p1,
W2 ⊆ U2 di p2, e un omeomorfismo h : W1 →W2 con h(p1) = p2 tale che
f2 = h∗f1,
cioe`,
f1 = h
−1 ◦ f2 ◦ h su h−1
(
W2 ∩ f−12 (W2)
)
= W1 ∩ f−11 (W1).
h e` detto cambio di variabili.
In particolare, come prima, abbiamo che per ogni k ∈ N
fk1 = h
−1 ◦ fk2 ◦ h
su h−1
(
W2 ∩ · · · ∩ f−(k−1)2 (W2)
)
= W1 ∩ · · · ∩ f−(k−1)1 (W1).
Analogamente consideriamo due sistemi dinamici locali continui in
p1 ∈ M1 e p2 ∈ M2, cioe`, due campi vettoriali locali X1 ∈ Γ(U1) e X2 ∈
Γ(U2) con U1 ⊆ M1 e U2 ⊆ M2 intorni aperti di p1 e p2 rispettivamente.
Diremo che X1 e X2 sono localmente coniugati se vi sono due intorni aperti
12
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W1 ⊆ U1 di p1, W2 ⊆ U2 di p2, e un omeomorfismo C1 h : W1 → W2 con
h(p1) = p2 tale che
X2 = h∗X1.
h e` detto cambio di variabili o anche trasformazione.
Cos`ı il sistema dinamico locale di f1 (risp. X1) in p1 e` del tutto
equivalente al sistema dinamico locale di f2 (risp. X2) in p2.
1.2.1 Discussione sul setting
Fino ad ora non abbiamo dato molta attenzione alla regolarita` dei sistemi
dinamici considerati. Vale a dire che se abbiamo due sistemi dinamici locali
con una certa regolarita` allora non solo ci chiediamo se sono topologicamente
coniugati ma se si puo` scegliere il cambio di variabili con la stessa regolarita`
dei due sistemi considerati. E` normale aspettarsi che il problema abbia
soluzioni molto diverse a seconda che il nostro setting sia continuo, C∞,
analitico reale, olomorfo...
Nel seguito, la nostra attenzione sara` concentrata quasi esclusivamen-
te sul caso olomorfo.
1.2.2 Oggetti locali
Di entrambi i due oggetti che stiamo studiando, campi vettoriali e mappe,
siamo interessati alla dinamica in un intorno del punto di equilibrio o del
punto fisso rispettivamente. Quindi possiamo usare le carte della varieta` per
avere un coniugio con lo spazio modello e dunque ridurci al caso di Cn.
Sia f una funzione olomorfa su una varieta` complessa che ha un punto
fisso. Utilizzando coordinate locali centrate nel punto fisso otteniamo un
coniugio locale olomorfo in un intorno del punto fisso tra il sistema dinamico
olomorfo di partenza e un nuovo sistema dinamico olomorfo in un intorno di
O ∈ Cn, dove n e` la dimensione della varieta`. Dunque il sistema dinamico
diventa un germe di mappa olomorfa f : (Cn, 0) → (Cn, 0), dove n e` la
dimensione della varieta`.
1.2.3 Intento
E` facile vedere che l’essere coniugati olomorficamente e` una relazione di
equivalenza.
Ognivolta che abbiamo una relazione di equivalenza su una classe di
oggetti, ci sono degli ovvi problemi di classificazione. Dunque ci poniamo il
seguente naturale problema. Trovare una classe (possibilmente piccola) F di
sistemi dinamici locali olomorfi in 0 ∈ Cn tale che ogni sistema dinamico lo-
cale olomorfo f o X in un punto di una varieta` complessa n-dimensionale sia
olomorficamente localmente coniugato ad un (possibilmente unico) elemento
di F , detto forma normale olomorfa di f o X.
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1.2.4 Linearizzabilita` e studio della parte lineare
Se indichiamo con z il vettore (z1, . . . , zn) abbiamo concluso che, poiche` gli
oggetti in esame sono locali, ci si puo` ridurrre a studiare le mappe olomorfe
della forma
z 7−→ f(z) = Lz +O(z2) (1.4) mappa
oppure i campi vettoriali
X = Lz +O(z2) (1.5) CV
definiti in un intorno dell’origine. La mappa lineare L ∈ M(n × n,C) e` il
differenziale di f in 0, rispettivamente la parte lineare di X.
E` noto che per ogni applicazione lineare esiste una base dello spazio
vettoriale Cn tale che in questa base l’applicazione lineare e` data da una
matrice di Jordan. Dunque, a meno di questo cambio di variabili, possiamo
supporre che L sia gia` nella forma canonica di Jordan.
Riassumendo, d’ora in avanti nello studio di un sistema dinamico
olomorfo useremo mappe e campi gia` preparate in modo che
p = 0 ∈ Cn
e il differenziale in p sia in forma di Jordan.
Allo scopo di studiare il comportamento dell’oggetto locale, si puo`
provare ad usare una forma piu` semplice della 1.4 o 1.5 introducendo nuove
coordinate. Chiaramente, la situazione ottimale sarebbe raggiunta rimuo-
vendo tutti i termini di ordine piu` alto e riducendo l’oggetto semplicemente
alla sua parte lineare L. Il fatto e` che gli oggetti lineari diagonali sono i
piu` semplici da studiare. I nostri prototipi saranno, fissata una n-upla di
numeri complessi λ = (λ1, . . . , λn),
Λ : z 7−→
n∑
j=1
λjzjej , λj ∈ C,
la mappa lineare diagonale e e
S :=
n∑
j=1
λjzj∂j , λj ∈ C,
il campo lineare diagonale.
Il nostro interesse e` studiare il sistema (olomorfo) di equazioni diffe-
renziali
z˙(t) ≡
(
dz1(t)
dt
, . . . ,
dzn(t)
dt
)
= X(z(t)),
in breve z˙ = X(z).
14
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Lo studio della soluzione del sistema sarebbe piu` facile se X fosse S,
la parte lineare (diagonale), i.e., non avesse termini di ordine superiori al
primo: il sistema
z˙j = λjzj (1.6) CVdiag
ha soluzione zj(t) = cje
λj t, con cj ∈ C che dipende dalle condizioni iniziali.
Anche nel caso del problema dell’iterazione di funzione
z(ν) 7−→ z(ν+1) = f(z(ν)),
la soluzione sarebbe immediata se f fosse lineare (diagonale), Λ, i.e., non
avesse termini di ordine superiori al primo: il sistema
z
(ν)
j 7−→ z(ν+1)j = λjz(ν)j (1.7) mapdiag
ha soluzione z
(ν)
j = λ
ν
j z
(0)
j , con z
(0) condizione iniziale.
Tuttavia non ci si puo` senpre ridurre a questi casi; dunque e` naturale
l’introduzione della prossima definizione.
Definizione 1.1 (Linearizzabilita`.) Se esiste un cambio di variabili che
porti il nostro oggetto locale in esame in forma lineare diremo che e` linea-
rizzabile.
In generale un oggetto locale non e` linearizzabile. Comunque, a patto
che alcune condizioni siano soddisfatte, se esiste un cambiamento formale di
variabili che riduce l’oggetto locale alla sua parte lineare, allora c’e` anche un
cambiamento di variabili analitico con questa proprieta`. Si veda
Schroder
[29],
Siegel
[30],
Poincare
[22],
Reich 2
[25],
Brjuno
[7],
Russmann 1
[27],
Russmann 2
[28],
Y1
[32],
Y2
[33] per lo sviluppo storico. Per una semplice
esposizione in una variabile,
Mi
[17]; per le piu` variabili
Herman
[12] e
Abate 2
[2].
1.3 Il problema dei Piccoli Divisori
Non esiste una definizione precisa di cosa siano i piccoli divisori. Essenzial-
mente sono una successione di numeri che potrebbe dare un’ostruzione alla
risoluzione di un problema. Di solito se ne parla nella risoluzione formale per
serie di Fourier o serie di potenze dell’inversione di un operatore quando ci si
trova di fronte un’equazione (formale) e per risolvere formalmente l’inversione
si deve dividere per un elemento della successione. Si ha subito un impe-
dimento se l’elemento e` nullo oppure un ulteriore problema puo` essere che
decadendo la successione troppo velocemente gli inversi crescano troppo ra-
pidamente facendo divergere la serie formale della soluzione. Facciamo qui
un semplice caso esplicativo con le serie di Fourier.
Esempio. Fissato α ∈ Rn, data u ∈ C∞(Tn,Rn) funzione C∞ dall’n-
toro a Rn, consideriamo la nuova funzione
Du.α :=
n∑
j=1
∂u
∂θj
αj, (1.8) bost
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dove θj sono le coordinate standard del toro visto come R
n/Zn; notiamo che
otteniamo una funzione a media nulla.
Poniamoci il problema di invertire l’operatore definito da 1.8. Utilizziamo
lo sviluppo in serie di Fourier: se u ∈ C∞(Tn,Rn) si definiscono per ogni
k ∈ Zn
uˆ(k) =
∫
Tn
e−2pii〈k|θ〉u(θ)dθ,
e si ha che
u(θ) =
∑
k
uˆ(k)e2pii〈k|θ〉, (1.9) serieFourier
cioe` e` vero che la serie converge e che e` uguale alla funzione di partenza.
Dunque, integrando per parti,
D̂u.α(k) =
∑
j
∫
Tn
e−2pii〈k|θ〉
∂u(θ)
∂θj
αjdθ
=
∑
j
−
∫
Tn
∂
∂θj
e−2pii〈k|θ〉u(θ)αjdθ
=
∑
j
∫
Tn
2piikjαje
−2pii〈k|θ〉u(θ)dθ
= 2pii 〈k|α〉 uˆ(k)
Quindi se si ha una v ∈ C∞(Tn,Rn) a media nulla e si cerca u ∈ C∞(Tn,Rn)
tale che Du.α = v, si deve prendere{
uˆ(k) = (2pii 〈k|α〉)−1 vˆ(k) , ∀k ∈ Zn \ {0} ,
uˆ(0) = 0.
Si possono avere due problemi:
1. puo` esistere qualche k per cui 〈k|α〉 = 0 allora non si puo` proprio risol-
vere il problema a livello formale. Si parla in questo caso di presenza
di risonanze;
2. anche se non ci sono risonanze, la serie 1.9 potrebbe non convergere
piu` se i 〈k|α〉−1 crescono troppo velocemente. Per questo i 〈k|α〉 sono
detti piccoli divisori.
Riassumendo, le risonanze sono un’ostruzione alla risoluzione for-
male; i piccoli divisori sono un’ostruzione alla convergenza della soluzione
formale.
1.4 Notazioni e nomenclature
Raccogliamo qui un po’ di notazioni, definizioni e nomenclature che useremo
in seguito.
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N = {0, 1, 2, ...}.
N∗ = {1, 2, ...}.
ej denota il j-esimo vettore della base canonica di C
n.
∂j denota il vettore tangente indotto da ej.
Dati λ = (λ1, . . . , λn) ∈ Cn, Q = (q1, . . . , qn) ∈ Zn e z = (z1, . . . , zn)
coordinate,
〈λ|Q〉 =∑nk=1 λkqk il prodotto scalare standard.
‖Q‖ = q1 + · · ·+ qn.
zQ = zq11 · · · zqnn .
Nj = {Q = (q1, . . . , qn) ∈ Zn : qj ≥ −1, ql ≥ 0 ∀l 6= j; ‖Q‖ ≥ 0}.
N = N1 ∪ · · · ∪Nn.
q
q
2
1
N in dimensione 2.
On e` l’anello dei germi in 0 delle funzioni olomorfe in n variabili complesse
z1, . . . , zn, a valori in C.
Ôn e` l’anello delle serie formali in n variabili a coefficienti complessi.
End(Cn, 0) e` il modulo dei germi in 0 delle mappe olomorfe in n variabili
complesse a valori in Cn che fissano 0, anche dette sistemi dinamici
olomorfi locali discreti.
Mn ⊂ On l’ideale massimale di On, i.e., i germi che si annullano in 0.
M̂n ⊂ Ôn l’ideale massimale di Ôn
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Xn e` il modulo dei germi di campi vettoriali olomorfi con un punto singolare
in 0, vale a dire che si annullano nello zero, anche detti sistemi dinamici
olomorfi locali continui.
X̂n e` il modulo dei germi di campi vettoriali formali con un punto singolare
in 0.
Oggetti locali:
• X campo vettoriale (∈ X̂n)
• f mappa (∈ End(Cn, 0))
L la parte lineare dell’oggetto locale.
λ1, . . . , λn ∈ C spettro di L.
S :=
∑n
j=1 λjxj∂j la parte lineare diagonale di un campo vettoriale,
Λ : zj 7−→ λjzj la parte lineare diagonale di una mappa,
λ = (λ1, . . . , λn) ∈ Cn autovalori di Λ o S contati con molteplicita`
Una matrice e` detta risonante (come sistema dinamico continuo1) se
i suoi autovalori ammettono risonanze additive. Una risonanza additiva per
λ = (λ1, . . . , λn) ∈ Cn e` una relazione del tipo
〈λ|R〉 = λj Risonanza additiva
per qualche j ∈ {1, . . . , n} e R ∈ Nn, ‖R‖ ≥ 1 diversa da quelle banali date
da R = ej .
Notiamo che se c’e` R tale che 〈λ|R〉 = λj con R ∈ Nn, (automatica-
mente ‖R‖ ≥ 1) allora Q = R− ej e` tale che
〈λ|Q〉 = 0 Risonanza additiva generica
e Q ∈ Nj e viceversa. Inoltre R 6= ej diventa Q 6= 0.
Una matrice e` detta risonante (come sistema dinamico discreto) se i
suoi autovalori ammettono risonanze moltiplicative. Una risonanza molti-
plicativa per λ = (λ1, . . . , λn) ∈ Cn e` una relazione del tipo
λR = λj Risonanza moltiplicativa
per qualche j ∈ {1, . . . , n} e R ∈ Nn, ‖R‖ ≥ 1 diversa da quelle banali date
da R = ej .
1Attenzione: il concetto di risonanza per sistemi dinamici continui (sistemi di equa-
zioni differenziali) e` diverso da quello per sistemi dinamici continui cioe` che provengono
dall’iterazione di mappe con punto fisso; una matrice risonante in uno dei due sensi non
e` detto che lo sia anche nell’altro.
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Notiamo che se c’e` R tale che λR = λj con R ∈ Nn, (automaticamente
‖R‖ ≥ 1) allora Q = R− ej e` tale che
λQ = 1 Risonanza moltiplicativa generica
e Q ∈ Nj e viceversa. Inoltre R 6= ej diventa Q 6= 0.
Un monomio cwR∂j nello sviluppo in serie di un campo vettoriale ana-
litico (rispettivamente cwRej nello sviluppo in serie di una mappa analitica)
tale che 〈λ|R〉 = λj (risp. λR = λj), con R ∈ Nn, sara` detto monomio riso-
nante nella j-esima coordinata. D’altra parte, tale monomio si puo` scrivere
cwjw
Qej con 〈λ|Q〉 = 0 (risp. λQ = 1) e Q ∈ Nj.
Dunque i monomi lineari cwkek = cwkw
0ek non sono considerati ri-
sonanti. Mentre se λk = λl, con k 6= l, il monomio cwkel = cwkw0el e`
risonante.
1.5 Risultati noti
teoremi noti,
Teorema 1.2 (Poincare´, 1893) Sia X ∈ X̂n un sistema dinamico continuo
olomorfo locale tale che l’inviluppo convesso degli autovalori della parte li-
neare non contenga lo zero. Allora X e` olomorficamente linearizzabile se e
solo se e` formalmente linearizzabile. In particolare, se non ci sono risonanze
allora X e` olomorficamente linearizzabile.
Teorema 1.3 (Poincare´, Reich) Sia f ∈ End(Cn, O) un sistema dinamico
discreto olomorfo locale invertibile con un punto fisso attrattivo o repulsivo.
Allora f e` olomorficamente linearizzabile se e solo se e` formalmente lineariz-
zabile. In particolare, se non ci sono risonanze allora f e` olomorficamente
linearizzabile.
Omettendo ancora qual e` la definizione di forma normale,
Teorema 1.4 (Poincare´, Dulac) Un oggetto locale e` sempre formalmente
coniugato ad una forma normale.
1.5.1 Stabilita`
Definizione Un’applicazione f si dice stabile nell’origine se per ogni in-
torno limitato V di 0 esiste un intorno U di 0 tale che fm e` definita su U e
fm(U) ⊂ V .
Poiche´ ogni famiglia olomorfa equilimitata e` normale, la nozione di
stabilita` in 0 e` equivalente all’esistenza di un intorno di 0 su cui le iterate
di f sono definite e formano una famiglia normale. Vale a dire,
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Proposizione 1.5 Sia f una mappa olomorfa. Allora f e` stabile nell’ori-
gine se e solo se esistono V0 e U0 due intorni limitati di 0 tale che f
m e`
definita su U0 e f
m(U0) ⊂ V0.
Proviamo l’equivalenza dei due fatti. Una implicazione e` ovvia. Se
l’affermazione e` vera per un preciso V0 mostriamo che e` vera per ogni altro
V . Poiche` V e` un intorno aperto di 0, possiamo prendere Dm intorno aperto
(a chiusura compatta) di 0 tale fm(Dm) ⊂ V . Ma, per ipotesi la famiglia
{fm}m delle iterate ristrette a U0 e` equilimitata e dunque relativamente
compatta per la topologia compatto-aperta. Come base per tale topologia
si possono prendere gli intorni
N (K,A) := {g : Ω ⊂ Cn → Cn | Ω aperto g(K) ⊂ A, }
al variare di K compatto e A aperto. non riesco ..., quindi esistono un
numero finito Dm1 , . . . , Dmk tali che, se U := ∩jDmj , fm(U) ⊂ V per ogni
m. c.v.d.
Vediamo ora come questa concetto, inizialmente solo topologico, da`
un primo criterio per la linearizzabilita`, concetto analitico. Quand’e` che
una mappa lineare e` stabile? Consideriamo solo quelle diagonali 1.7. La
soluzione dell’iterazione e` z
(ν)
j = λ
ν
j z
(0)
j che e` stabile sse |λj| ≤ 1 per ogni j.
In particolare se c’e` un autovalore di modulo maggiore di 1 la mappa non e`
stabile.
Per una meravigliosa dimostrazione in dimensione 1 del prossimo
teorema si veda
Marmi
[14].
Teorema 1.6 Sia Λ ∈ GL(n,C) la parte lineare di un germe f di biolo-
morfismo di (Cn, 0).
Se l’applicazione lineare z 7→ Λz e` stabile nell’origine e f e` lineariz-
zabile allora anche f e` stabile nell’origine.
D’altra parte, se
∥∥Λ−1∥∥ ≤ 1, se f e` stabile nell’origine allora f e`
linearizzabile e
∥∥Λ−1∥∥ = 1, precisamente |λj| = 1 per ogni j.
Dim. Se f e` linearizzabile e` ovvio che sia stabile nell’origine se lo
e` l’applicazione lineare z 7→ Λz poiche´ il coniugio mantiene la stabilita`.
Viceversa, se f e` stabile nell’origine le sue iterate formano una famiglia
normale. Notiamo2 che ‖Λ−m‖ ≤ ∥∥Λ−1∥∥m ≤ 1. Consideriamo
φm :=
1
m
m−1∑
j=0
Λ−jf j.
La famiglia {φm}m e` normale, poiche´ e` equilimitata. Infatti, per ogni K
compatto su cui le {fm}m sono definite ed equilimitate, se z ∈ K
|φm(z)| ≤ 1
m
m−1∑
j=0
|Λ−jf j(z)| ≤ 1
m
m−1∑
j=0
∥∥Λ−j∥∥∥∥f j∥∥
K
= sup
k∈N
∥∥∥fk∥∥∥
K
=: M <∞.
2Ricordo che ‖AB‖ ≤ ‖A‖ ‖B‖
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Quindi possiamo estrarre una sotto successione delle φm convergente
ad una mappa φ tangente all’identita`.
Per come e` stata definita φm si ha
φm ◦ f = Λφm + Λ
m
(Λ−mfm − Id).
Passando al limite si ha φ ◦ f = Λφ, poiche´∥∥∥∥Λm(Λ−mfm − Id)
∥∥∥∥ ≤ ‖Λ‖m (M + 1) → 0.
Il fatto che non puo` esistere j con |λj | > 1 segue dalla discussione sulla
stabilita` delle mappe lineari: se fosse |λj | > 1 allora Λ non sarebbe stabile
contraddicendo il fatto, appena provato, che e` coniugata ad una mappa
stabile. Poi,
∥∥Λ−1∥∥ = 1 segue dal fatto che la norma non e` altro che il
massimo modulo degli autovalori.

Osservazione 1.7 Dalla nozione di stabilita` si evince che, se |λj | = 1 per
ogni j e un’iterata della f e` linearizzabile allora f stessa e` linearizzabile.
1.5.2 Equivalenza mappe-campi
I due oggetti locali presi in esame non hanno solo una somiglianza nei
“conti” ma anche nella “ geometria”
Teorema 1.8 di Realizzazione in una variabile (Perez-Marco, Yoccoz)
Per ogni α > 0, ogni germe olomorfo della forma
f(z) = e2piiαz +O(z2)
e` realizzato come olonomia di una foliazione definita dal sistema di equazioni
differenziali {
x˙ = −x(1 + . . .)
y˙ = α y(1 + . . .).
Per mostrare in un caso semplice come si correlano i due oggetti ana-
lizziamo la costruzione nel caso lineare. Sia α > 0, consideriamo la foliazione
di C2 in rette complesse z1 + αz2 =costante, cioe` definite dalla (1,0)-forma
αdz1+dz2. La forma e` invariante per l’azione di Z
2, quindi passa al quozien-
te e definisce una foliazione olomorfa di C2/Z2. L’applicazione esponenziale
da` un biolomorfismo tra C2/Z2 e C2\{xy = 0}. La forma αdz1+dz2 diventa
dy
y
+ α
dx
x
. conclusione?
definizioni? (...)
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Teorema 1.9 di Realizzazione in piu` variabili (Ilyashenko)
Ogni germe di biolomorfismo di (Cn, 0) in se´ puo` essere realizzato
come trasformazione di monodromia di un punto singolare 1-iperbolico di
un campo vettoriale olomorfo.
In realta` il teorema segue da un risultato piu` generale sui sistemi
fuchsiani.
1.5.3 Teoremi di Brjuno
Teorema 1.10 (Brjuno).[caso semi-semplice] ...
Seguendo le idee di Brjuno
Brjuno
[7], Ru¨ssmann
Russmann 2
[28] dimostro` il seguente
Teorema 1.11 (Ru¨ssmann). Sia f un germe olomorfo in 0. Se esiste
una cambio formale di coordinate
w 7→ z = h(w)
tangente all’identita` che linearizza formalmente f , i.e., f e` ridotta formal-
mente alla sua parte lineare
h(−1) ◦ f ◦ h = Λ,
allora c’e` anche una trasformazione convergente con la stessa proprieta` a
patto che siano soddisfatte le seguenti condizioni:
1. Λ e` diagonalizzabile e non singolare:
2. gli autovalori λ1, . . . , λn di Λ soddisfano le disuguaglianze
|λj11 · · · λjmm − λl| ≥
1
Ω(j1 + . . .+ jm)
per ogni jα ∈ N, α, l = 1, . . . ,m con (j1+. . .+jm) ≥ 2 e λj11 · · · λjmm 6= λl
per una qualche funzione Ω : N∗ → R vincolata dalle disuguaglianze
k ≤ Ω(k) ≤ Ω(k + 1) ∀k ∈ N∗
e
∞∑
k=1
log Ω(k)
k2
<∞.
1.6 Metodo di Newton
filosofia del metodo KAM (...)
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1.6.1 Linearizzazione
Denotiamo con F(f, h) l’operatore
F(f, h) := h−1 ◦ f ◦ h;
il nostro intento e` quello di risolvere l’equazione F(f, h) = Λ nell’incognita
h. L’idea del metodo e` quella di considerare una soluzione approssimata
risolvendo una versione “linearizzata” dell’equazione; dopodiche´ impostare
un processo che converga alla coniugazione vera e propria.
Scriviamo h = id + ψ e
F(f, h) = F(Λ, id) +D1F(Λ, id)(f − Λ) +D2F(Λ, id)(h− id) +R(f, h)
= Λ +D1F(Λ, id)(f − Λ) +D2F(Λ, id)ψ +R(f, h),
dove DjF e` la derivata di F rispetto al j-esimo argomento e R e` del secondo
ordine in (f − Λ) e ψ = h− id.
Ora, F(·, id) = id e cos`ı D1F(Λ, id) = id. D’altra parte,
D2F(Λ, id)ψ = lim
t→0
1
t
[F(Λ, id + tψ)−F(Λ, id)]
= lim
t→0
1
t
[
(id + tψ)−1 ◦ Λ ◦ (id + tψ)− Λ]
= lim
t→0
1
t
[
(id− tψ) ◦ Λ ◦ (id + tψ)− Λ +O(t2)]
= lim
t→0
1
t
[
t(Λ ◦ ψ − ψ ◦ Λ) +O(t2)] = Λ ◦ ψ − ψ ◦ Λ.
Dunque h e` una soluzione di F(f, h) = Λ se e solo se ψ soddisfa
(f − Λ) + Λ ◦ ψ − ψ ◦ Λ +R(f, id + ψ) = 0.
Ponendo f˜ = f − Λ, si studia l’equazione “linearizzata”
(f − Λ) + Λ ◦ ψˆ − ψˆ ◦ Λ = 0,
f˜ +D2F(Λ, id)ψˆ = 0.
Si considera hˆ = id + ψˆ e f1 = F(f, hˆ) = Λ + R(f, hˆ). Poiche´ f˜ = O(z2)
si ha che f1 − Λ = o(f − Λ), e percio`, iterando questo procedimento si
ottengono approsimazioni sempre migliori. Ovviamente si deve provare che
questo procedimento converge ad una soluzione concreta.
1.6.2 Normalizzazione
In presenza di risonanze non possiamo porci in generale il problema della
linearizzazione poiche` la soluzione potrebbe non esistere neanche formalmen-
te. Bada bene che non e` vero che un germe risonante non e` mai linearizzabile;
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per esempio la mappa lineare stessa lo e` banalmente. Comunque e` piu` na-
turale chiedersi se possiamo trovare un cambio di variabili che coniughi la
mappa di partenza ad una forma normale. Quindi ora il nostro intento e`
quello di risolvere l’equazione F(f, h) = G nelle incognite h e G. Cerchia-
mo una soluzione approssimata risolvendo l’equazione “linearizzata”. Per il
momento supponiamo che G sia gia` stata trovata, magari in qualche altro
modo, per esempio formalmente eguagliando i coefficienti nell’equazione del
coniugio.
Scriviamo h = id + ψ e
F(f, h) = F(G, id) +D1F(G, id)(f −G) +D2F(G, id)(h− id) +R(f, h)
= G+ (f −G) +D2F(G, id)ψ +R(f, h).
Ora,
D2F(G, id)ψ = lim
t→0
1
t
[F(G, id + tψ)−F(G, id)]
= lim
t→0
1
t
[
(id + tψ)−1 ◦G ◦ (id + tψ)−G]
= lim
t→0
1
t
[
(id− tψ) ◦G ◦ (id + tψ)−G+O(t2)]
= lim
t→0
1
t
[
G ◦ (id + tψ)− tψ ◦G−G+O(t2)]
= lim
t→0
1
t
[G ◦ (id + tψ)−G]− ψ ◦G = dGidψ − ψ ◦G.
Quindi l’equazione linearizzata da studiare e`
f −G+ dGψ − ψ ◦G = 0.
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Capitolo 2
Forme normali di campi
vettoriali olomorfi
Sia On (risp. Ôn) l’anello dei germi in 0 delle funzioni olomorfe in n variabili
complesse z1, . . . , zn (risp. le serie formali in n variabili); indicheremo con
Mn ⊂ On (risp. M̂n ⊂ Ôn) l’ideale massimale, i.e., i germi che si annullano
in 0. Infine chiameremo Xn (risp. X̂n) il modulo dei germi di campi vettoriali
olomorfi (risp. campi vettoriali formali) con un punto singolare in 0, vale a
dire che si annullano nello zero.
Richiami di geometria differenziale
Un campo vettoriale X di una varieta` M puo` esser visto come derivazione
sull’algebra delle funzioni della varieta` a valori in un campo K; infatti, per
ogni funzione f : M → K, X agisce su f dando luogo ad un’altra funzione
definita da
(X.f)(z) =
d(f ◦ σ)
dt
(0),
dove σ(t) e` una qualsiasi curva che al tempo 0 passa per z con vettore
tangente X(z). Si mostra che la definizione non dipende dalla particolare σ
scelta e che X e` una derivazione, cioe` e` lineare nello spazio vettoriale delle
funzioni di M e che vale la legge di Liebniz:
X.(fg)(z) = f(z)(X.g)(z) + g(z)(X.f)(z).
Nel caso particolare in cui M = Cn, lo spazio tangente in ogni punto
e` identificabile con Cn stesso tramite la base canonica ∂1, . . . , ∂n. Quindi un
campo vettoriale si puo` scrivere come
X =
n∑
j=1
Xj∂j . (2.1) CVcompo
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Se K = C ci limitiamo alla derivazione sull’algebra delle funzioni olomorfe,
oppure sull’algebra delle serie complesse formali.
Col termine campo vettoriale formale intendiamo una scrittura del
tipo 2.1 con Xj serie formali. Quindi se X e` un campo formale e f =∑
Q fQz
Q e` una serie di potenze formali, abbiamo
(X.f)(z) =
 n∑
j=1
Xj∂j
 .
∑
Q≥0
fQz
Q

=
∑
j,Q
XjfQ∂jz
Q
=
∑
j,Q
XjfQqj
zQ
zj
.
Sviluppiamo anche le coordinate di X in serie di potenze Xj =
∑
P Xj,P z
P ,
dalla formula sopra si ha
(X.f)(z) =
∑
j,Q
∑
P≥0
Xj,P z
P fQqj
zQ
zj
=
∑
j,Q,P
Xj,PfQqj
zQ+P
zj
.
Da cui si nota che se X e f in 0 valgono zero, quindi |P |, |Q| ≥ 1, allora
Q+ P − ej ha modulo maggiore di 1 e quindi anche X.f vale zero in 0. In
generale, se |Q| ≥ 1 e |P | ≥ k allora Q+ P − ej ≥ k, vale a dire, se X ∈ X̂n
e f ∈
(
M̂n
)k
, allora X.f ∈
(
M̂n
)k
. Riassumendo,
X.
(
(M̂n)k
)
⊂ (M̂n)k ∀ X ∈ X̂n.
Definizione 2.1 Definiamo i k-jet (o k-getti) J kn di elementi di Ôn come
classi di equivalenza di elementi in Ôn modulo (M̂n)k+1; Jkn = Ôn/(M̂n)k+1.
Abbiamo una proiezione
pi : Ôn ↪→ {k−jet}
che puo` esser vista come il troncamento di una serie ad i suoi termini di
grado ≤ k. Inoltre i k-jet si possono proiettare sui l-jet se l < k per il fatto
che (M̂n)k ⊂ (M̂n)l. Tale proiezione sara` indicata con
pikl : {k−jet} ↪→ {l−jet}
Quindi ogni elemento di Jkn ha un elemento privilegiato che e` quell’uni-
co polinomio di grado k; questa associazione e` un’iniezione che chiameremo
ι : {k−jet} ↪→ Ôn.
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I k-jet sono un’algebra: le operazioni di somma e prodotto si conser-
vano al quoziente, o, se si preferisce, per troncamento.
Notiamo che se X.
(
(M̂n)k
)
⊂ (M̂n)k, allora la derivazione X pas-
sa al quoziente come applicazione lineare; denotiamo tale applicazione con
X(k). Possiamo anche vedere X (k) definita dal diagramma
X(k) : {k−jet} −→ {k−jet}
↓ ι ↑ pi
X : Ôn −→ Ôn
.
Ovviamente il seguente diagramma e` commutativo:
X(l) : {l−jet} −→ {l−jet}
↓ ιlk ↑ pikl
X(k) : {k−jet} −→ {k−jet}
↓ ι ↑ pi
X : Ôn −→ Ôn
. (2.2) diagrcomm
Dal calcolo fatto sopra, (X.f)(z) =
∑
j,Q,P Xj,PfQqj
zQ+P
zj
. Quindi,
prendiamo i monomi zQ, con |Q| ≤ k, come base di Jkn e vediamo come ci
agisce X(k):
X(k)(zQ) = pi
(
X.zQ
)
= pi
∑
j,P
Xj,P qjz
Q+P−ej

=
∑
j, P
|Q+ P − ej | ≤ k
Xj,P qjz
Q+P−ej =:
∑
fQ′z
Q′ .
Dato ora un altro campo Y =
∑
l Yl∂l =
∑
l,R Yl,Rz
R∂l ∈ X̂n, vediamo cosa
succede se applichiamo a quello che abbiamo ottenuto l’applicazione lineare
Y (k),
Y (k)
(
X(k)(zQ)
)
=
∑
l, R
|Q′ +R− ej | ≤ k
Yl,RfQ′q
′
jz
Q′+R−el
=
∑
l, j, P,R
|Q+ P − ej | ≤ k
|Q+ P +R− ej − el| ≤ k
Yl,RXj,P qj(Q+ P − ej)lzQ+P+R−ej−el
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Poiche` X.f manda 0 in 0 se X ∈ Xn e f ∈ M̂n, ha senso calcolare
Y.(X.f) e, sui monomi della base viene
Y.(X.zQ) =
∑
l,j,P,R
Yl,RXj,P qj(Q+ P − ej)lzQ+P+R−ej−el
Vedendo Y.X come applicazione lineare (Y.X non e` un campo!) pos-
siamo calcolare (Y.X)(k) e, sempre sulla base,
(Y.X)(k)(zQ) =
∑
l, j, P,R
|Q+ P +R− ej − el| ≤ k
Yl,RXj,P qj(Q+P−ej)lzQ+P+R−ej−el
Ma, osservando che |Q+P +R−ej−el| ≤ k implica |Q+P −ej | ≤ k poiche`
|R| ≥ 1, si ha Y (k) ◦X(k) = (Y.X)(k). Quindi se col simbolo [·, ·] indichiamo
rispettivamente la parentesi di Lie per campi vettoriali o il commutatore
(rispetto alla composizione) per applicazioni lineari nello spazio dei k-jet,
otteniamo:
[Y (k), X(k)] = [Y,X](k).
Tutto cio` si riassume nella seguente
Osservazione 2.2 La proiezione pi : X 7−→ X (k) e` un omomorfismo di
algebre di Lie.
Analogamente, tenendo conto del diagramma 2.2 si ha
Osservazione 2.3 La proiezione pikl : X
(k) 7−→ X(l) e` un omomorfismo di
algebre di Lie.
2.1 Decomposizione di Jordan di un campo for-
male
Sia X ∈ X̂n; tale campo induce una derivazione su Ôn ed essendo nullo
nell’origine, questa derivazione lascia stabile ogni potenza dell’ideale massi-
male M̂n. Possiamo ridurci all’algebra dei k-jet J kn di elementi di Ôn; poi-
che` tale algebra ha dimensione finita, la derivazione indotta da X diventa
un’applicazione lineare in dimenzione finita e sara` indicata con X (k). Siano
ι : {k−jet} ↪→ Ôn l’iniezione canonica e pi : Ôn ↪→ {k−jet} la proiezione.
Allora
X(k) : {k−jet} −→ {k−jet}
↓ ι ↑ pi
X : Ôn −→ Ôn
.
Poiche´ X(k) e` un’applicazione lineare di uno spazio di dimensione finita,
ammette una decomposizione di Jordan:
X(k) = X
(k)
S +X
(k)
N ,
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dove X
(k)
S e X
(k)
N sono le parti semi-semplice e nilpotente di X
(k), cioe` X
(k)
S
e` diagonalizzabile mentre X
(k)
N e` nilpotente. Inoltre X
(k)
S e X
(k)
N commu-
tano come derivazioni in Jkn , questo ultimo concetto possiamo esprimerlo
utilizzando il commutatore: [X
(k)
S , X
(k)
N ] = 0.
Le decomposizioni ai diversi ordini sono compatibili per troncamento,
cioe` pikl(X
(k)
S ) = X
(l)
S e pikl(X
(k)
N ) = X
(l)
N e cio` segue dal diagramma commu-
tativo 2.2; in questo modo si ottiene, quando k → ∞, una decomposizione
canonica:
X = XS +XN ,
dove
XS , XN ∈ X̂n e [XS , XN ] = 0,
dove ora [·, ·] indica la parentesi di Lie dei due campi vettoriali.
Questa decomposizione e` chiamata decomposizione di Jordan del cam-
po X; il campo XS e` la parte semi-semplice e XN la parte nilpotente.
Un campo X sara` detto semi-semplice (risp. nilpotente) se XN = 0
(risp. XS = 0).
Notiamo che mentre si vedra` in seguito che XS e` ancora diagonalizza-
bile, nel senso che ammette una base di autovalori, XN non sara` nilpotente
nel senso che una sua potenza e` nulla, ma che ristretta ad ogni k-jet sara` nil-
potente. Quindi, applicando XN piu` volte a un qualsiasi germe, si aumenta
il suo ordine di annullamento in zero, e otteniamo (motivarlo...) dunque la
seguente
Osservazione 2.4 Un campo e` nilpotente se e solo se la sua larte lineare
in 0 vista come matrice e` una matrice nilpotente.
Inoltre,
Osservazione 2.5 La decomposizione di Jordan e` naturale: se X ∈ X̂n e
ϕ e` un diffeomorfismo locale (formale) di (Cn, 0), allora ϕ∗(XS) + ϕ∗(XN )
e` la decomposizione di Jordan di ϕ∗(X). Infatti, ϕ∗(XS) e` ancora semi-
semplice (poiche´, se vν sono una base di J
k
n formata da autovettori per
X
(k)
S , allora vν ◦ ϕ sono una base di Jkn formata da autovettori per ϕ∗X(k)S ),
ϕ∗(XN ) e` nilpotente (ha parte lineare nilpotente) e [ϕ∗(XS), ϕ∗(XN )] =
[dϕ(XS), dϕ(XN )] = dϕ([XS , XN ]) = 0.
Osservazione 2.6 Lo spazio X̂n e` un’algebra di Lie di dimensione infinita,
limite proiettivo delle algebre di Lie di dimensione finita X kn (k-jet di campi
nulli in 0). La decomposizione di Jordan del campo X ∈ X̂n e` il limite
proiettivo delle decomposizioni di Jordan dei k-jet di X in X kn .
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2.1.1 Normalizzazione di un campo formale
Nel seguito, Λ denotera` la matrice jacobiana in 0 del campo X in esame e S
sara` il campo lineare diagonale formato dagli autovalori λ1, . . . , λn (contati
con molteplicita`) della matrice Λ, cioe`
S :=
n∑
j=1
λjxj∂j.
Come si era anticipato, ogni campo semi-semplice e` diagonalizzabile. Infatti,
dimostreremo che
Proposizione 2.7 Ogni un campo semisemplice X = XS ∈ X̂n e` coniugato,
tramite un diffeomorfismo formale, ad un campo lineare diagonale S.
Sara` sufficiente costruire un sistema di coordinate formali y1, . . . , yn
tali cheX.yj = λjyj, vale a dire tale che le funzioni yj siano autofunzioni diX
visto come derivazione. La costruzione verra` fatta per ricorrenza sull’ordine.
Definizione 2.8 Si chiamano forme normali tutti i campi X ∈ X̂n dove la
parte semi-semplice e`, nelle coordinate canoniche di Cn, lineare diagonale.
Vale a dire che X = XS + XN dove XS =
∑n
j=1 λjxj∂j , XN nilpotente e
[XS , XN ] = 0.
Come conseguenza della proposizione,
Teorema 2.9 Tutti i campi X ∈ X̂n sono isomorfi formalmente ad una
forma normale.
Sara` sufficiente mettere la parte semi-semplice in forma lineare dia-
gonale. Comunque un campo X non ha in generale una forma normale ben
determinata, poiche` la parte nilpotente nella forma normale non e` unica
ma e` determinata modulo l’azione del gruppo di diffeomorfismi formali che
lasciano invariato S.
2.1.2 Problemi
Sia X ∈ Xn un germe di campo vettoriale olomorfo. Ci poniamo le seguenti
domande:
• La sua decomposizione di Jordan, a priori formale, e` convergente? Vale
a dire, XS e XN sono convergenti? Ovviamente basta studiarne uno
solo.
• Se si ha che anche una forma normale e` convergente, allora la trasfor-
mazione normalizzante e` olomorfa? Se non lo e` in generale, quando e`
vero che e` olomorfa?
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• Dare una condizione su una forma normale per poter affermare che:
“tutti i germi formalmente coniugati a questa particolare forma nor-
male sono anche olomorficamente coniugati ad essa”.
• Dare una condizione su una forma normale, possibilmente il piu` simile,
se non uguale, alla precedente, per poter affermare che: “se una forma
normale non soddisfa tale condizione allora esiste almeno un germe
coniugato ad essa formalmente ma non olomorficamente”.
2.1.3 Decomposizione spettrale
Sia
S :=
n∑
j=1
λjxj∂j , λj ∈ C,
un campo lineare diagonale. Studiamo l’azione (aggiunta) di S su X̂n, vale
a dire l’operatore di Lie LS(X) := [S,X] := SX −XS.
Si ponga, come fa Brjuno:
X =
n∑
j=1
X˜jxj∂j ,
dove X˜j := x
−1
j Xj (Xj ∈ M̂n) potrebbero essere meromorfe.
Con un calcolo immediato otteniamo
LS(X) = [S,X] =
n∑
j=1
(S.X˜j)xj∂j .
Dunque X e` un autovettore per l’operatore LS con autovalore α se
S.X˜j = αX˜j per j = 1, . . . , n. D’altra parte, utilizzando la scrittura con i
multiindici,
S.xQ = (
n∑
j=1
λjqj)x
Q = 〈λ|Q〉 xQ.
Risulta dunque che
LS(xQxj∂j) = [S, xQxj∂j ] = 〈λ|Q〉 xQxj∂j.
Quindi abbiamo trovato che alcuni autovalori dell’operatore LS in X̂n sono
i numeri complessi αQ = 〈λ|Q〉 dove Q e` tale che le sue coordinate qi sono
interi ≥ −1, con al piu` una sola (la j-esima) uguale a −1, e |Q| ≥ 0; lo
spazio in cui variano i Q sara` denotato con N . L’insieme degli αQ, denotato
con S, e` detto lo spettro dell’operatore di Lie LS.
Ad ogni α ∈ S corrisponde un autospazio Eα ⊂ X̂n; tale spazio ha co-
me base naturale l’insieme dei campi monomiali xQxj∂j dove α = 〈λ|Q〉 con
Q ∈ Nj := {Q ∈ Zn : qj ≥ −1, qk ≥ 0 per k 6= j e |Q| ≥ 0}; N = ∪jNj.
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Poiche` i monomi xQxj∂j al variare di j = 1, . . . , n e Q ∈ Nj non sono
altro che i monomi xP∂j con j = 1, . . . , n e P ∈ Nn, essi formano una base
di X̂n, dunque 1
X̂n =
⊕̂
α∈S
Eα.
Poiche` abbiamo trovato una base di autovettori (autofunzioni) per l’opera-
tore LS , abbiamo che ogni autofunzione con autovalore α, cioe` elemeno di
Eα, e` allora combinazione lineare infinita di monomi x
Qxj∂j con α = 〈λ|Q〉.
Quindi abbiamo trovato tutti gli autovalori dell’operatore LS.
Dall’identita` di Jacobi si ha
[Eα, Eβ] ⊂ Eα+β ∀α, β ∈ S,
dove pero` Eα+β = 0 se α+ β /∈ S. Infatti, se Xα ∈ Eα e Xβ ∈ Eβ,
[S, [Xα, Xβ ]] = −[Xα, [Xβ , S]]− [Xβ , [S,Xα]]
= β[Xα, Xβ ]− α[Xβ , Xα]
= (α+ β)[Xα, Xβ].
Lo spazio E0 e` lo spazio dei campi che commutano con S, sara` particolarmen-
te importante poiche` le forme normali con parte semi-semplice S avranno
parte nilpotente in E0.
I generatori di E0 sono di due tipi:
a) i campi della forma xQxj∂j , dove 〈λ|Q〉 = 0 e i qk sono tutti
non negativi; una Q del genere e` detta risonanza di Siegel, essa da` luogo
all’esistenza di integrali primi per il campo S. Infatti, la funzione x 7→ xQ
(definita anche in 0 poiche` qj ≥ 0) e` costante lungo le orbite di S, essendo
S.xQ = 〈λ|Q〉 xQ = 0.
Dunque possiamo dire che ogni orbita di S giace in una foglia della foliazione
(singolare in 0) {
xQ = c
}
c∈C
,
In altre parole, le soluzioni dell’equazione differenziale x˙(t) = S(x(t)) sono
contenute nelle superfici di livello xQ =costante.
0 sta solo nella foglia xQ = 0 che non e` altro che l’insieme degli assi
coordinati xk = 0 tali che qk 6= 0.
1Con cL si intendono somme infinite.
32
Normalizzazione di oggetti locali
i
j
O
i
j
O
xy = c yx3 = c
i
j
O
i
j
O
x2y = c y = c
Tipo (a)
b) i campi xQxj∂j dove 〈λ|Q〉 = 0 e qj = −1 (le restanti componenti
di Q sono non negative). Questi tipi di risonanza, dette risonanze di Du-
lac, danno luogo all’esistenza di varieta` integrali di S, regolari nell’origine.
Infatti, supponendo per semplicita` di notazione che j = 1, come nel caso
precedente S e` tangente alle superfici di livello della funzione xQ la quale
pero` ora non e` definita nell’origine. Ma possiamo isolare la variabile x1 in
modo che Q+ e1 abbia coordinate non negative, quindi{
xQ = c
}
=
{
x−11 x
Q+e1 = c
}
.
Dunque la foliazione {
x1 =
xQ+e1
c
}
c∈C
e` un insieme di varieta` integrali per S definite anche in 0. Notiamo che 0
sta in tutte le varieta`.
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i
j
O
i
j
O
xy−1 = c x2y−1 = c
y = c′x y = c′x2
Tipo (b)
Definizione 2.10 W ∈ X̂n si dice k-piatto se nel suo sviluppo di Taylor
sono nulli tutti i termini fino all’ordine k, cioe` lo sviluppo parte dai termini
di grado k + 1; dunque W ∈ M̂knX̂n.
Proposizione 2.11 Invertibilita` di LX . Sia X = S + N ∈ X̂n una
forma normale. Per ogni α elemento dello spettro dell’operatore LS, sia Eα
l’autospazio corrispondente. Allora LX e` invertibile ristretto a
⊕
α6=0 Eα e
la sua inversa e`
L−1X =
∞∑
l=0
(−1)l(L−1S )(l+1) ◦ (LN )l.
Se ci si limita ai k-jet si puo` prendere la somma fino a 2m−1 dove m = m(k)
e` tale che Nm e` nullo ristretto allo spazio dei k-jet. Inoltre, se W e` k-piatto,
anche L−1X (W ) lo e`.
Dimostrazione. Notiamo che
LS(xQxj∂j) = [S, xQxj∂j ] = 〈λ|Q〉 xQxj∂j ,
dove λ e` l’ n-vettore formato dagli autovalori della parte lineare S.
Quindi L−1S (xQxj∂j) =
1
〈λ|Q〉x
Qxj∂j per 〈λ|Q〉 6= 0 (i.e., xQxj∂j /∈
E0).
Notiamo inoltre che LX = LS + LN e che LS commuta con LN , e
pertanto LS , L−1S , LN commutano fra loro.
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Ora
L−1X LX =
∞∑
l=0
(−1)lL−(l+1)S LlN (LS + LN )
=
∞∑
l=0
(−1)lL−lS LlN +
∞∑
l=0
(−1)lL−(l+1)S Ll+1N
=
∞∑
l=0
(−1)lL−lS LlN +
∞∑
l=1
(−1)l+1L−lS LlN = (−1)0L0SL0N = Id.
Analogamente LXL−1X = Id.
Notiamo infine che se limitiamo la serie al termine 2m − 1 dove m e`
tale che piNm = 0, si ha
L−1X LX =
2m−1∑
l=0
(−1)lL−(l+1)S LlNLX
=
2m−1∑
l=0
(−1)lL−lS LlN +
2m∑
l=1
(−1)l+1L−lS LlN
= Id + (−1)2m+1L−2mS L2mN ;
ma L2m−1N e` 0 ristretto ai k-jet poiche´ L2m−1N (X) e` composto da monomi del
tipo AXB con Nm come fattore in A o in B ma Nm = 0.

Proposizione 2.12 Risolubilta` dell’equazione di Lie Sia X = S+N ∈
X̂n una forma normale; sia S ⊆ C lo spettro dell’operatore LS su X̂n e siano
Eα, α ∈ S, gli autospazi corrispondenti. Allora per ogni Y ∈ X̂n fissato, si
puo` risolvere l’equazione
Y = Y0 + [S +N,Z]
in modo unico con Y0 ∈ E0 e Z ∈
⊕
α6=0 Eα. Inoltre, se Y e` k-piatto
(Y ∈ M̂knX̂n), lo sono anche Y0 e Z.
Dimostrazione. La dimostrazione e` immediata dalla proposizione pre-
cedente. Infatti, sia Y0 la proiezione di Y su E0, dunque Y = Y0 +W con
W ∈ ⊕α6=0 Eα, basta prendere Z = L−1X (W ). Inoltre, se Y e` k-piatto, lo
sono anche Y0, W e quindi anche Z.

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2.2 Normalizzazione (formale) col metodo di New-
ton
Sia X ∈ X̂n. Supponiamo che X sia gia` normalizzato fino all’ordine k ≥ 1,
vale a dire
X = S +N1 +R1,
dove S +N1 e` una forma normale che rappresenta lo sviluppo di Taylor di
X all’ordine k; N1 e` dunque un campo polinomiale di grado k e R1 e` un
campo k-piatto.
Consideriamo l’equazione:
R1 = N
′
1 + [S +N1, U ] (2.3) M.CV1
con incognite N ′1 e U . Dalla proposizione precedente sappiamo che e` risol-
vibile con N ′1 ∈ E0 e U ∈
⊕
α6=0 Eα ed inoltre sono entrambi k-piatti.
Nel seguito, dato un qualsiasi campo U ∈ X̂n, denoteremo con expU
il flusso al tempo 1 associato al campo vettoriale U .
Proposizione 2.13 Il primo passo Sia ϕ := expU , con U che soddisfa
l’equazione 2.3; si ha
ϕ∗X = S +N1 +N
′
1 +R2
dove R2 e` 2k-piatto.
Dimostrazione. Dalla formula classica
(exp tU)∗X =
∞∑
n=0
tn
n!
L◦nU (X) = X + t[U,X] +
1
2
t2[U, [U,X]] + . . .
si ha, chiaramente, che il coefficiente di t e` k-piatto, quello di t2 e` 2k-piatto,
. . . , quello di tp e` pk-piatto.
Dunque ϕ∗X ≡ X + [U,X] modulo campi 2k-piatti. Usando la 2.3 si
conclude. Infatti,
ϕ∗X ≡ S+N1+R1+[U, S+N1+R1] ≡ S+N1+R1−[S+N1, U ] = S+N1+N ′1
modulo campi 2k-piatti.

In conclusione
Teorema 2.14 Sia X ∈ X̂n un germe di campo vettoriale formale. Allora
tramite un cambio di variabili formale si puo` portare X in forma normale.
Dimostrazione. Con le notazioni precedenti, lo sviluppo di Taylor di
ϕ∗X all’ordine 2k e` S + N1 + N
′
1 e questo campo polinomiale di grado 2k
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rappresenta, per costruzione, una forma normale di X all’ordine 2k. Inoltre
si ha una costruzione esplicita di un diffeomorfismo normalizzante (expU),
k-piatto in rapporto all’identita`, nel senso che esso meno l’identita` e` k-piatto.
Si ottiene lo stesso risultato risolvendo la 2.3 modulo campi 2k-piatti,
vale a dire utilizzando solo gli sviluppi di Taylor all’ordine 2k di N ′1 e U ,
ottenendo cos`ı campi polinomiali.
Se si itera questa procedura, si ottiene un metodo per la normalizza-
zione formale tale che l’ordine di approssimazione (della forma normale e
del diffeomorfismo normalizzante) duplica ad ogni tappa; questo si chiama
metodo di Newton.

2.3 Normalizzazione di campi olomorfi semi-semplici
Teorema 2.15 (Brjuno)(caso semi-semplice)
Sia X ∈ Xn un germe di campo vettoriale olomorfo, tale che gli auto-
valori λ1, . . . , λn della sua parte lineare in 0 soddifano la condizione aritme-
tica ω (sotto). Se X e` formalmente semi-semplice, allora e` olomorficamente
coniugato a S :=
∑n
j=1 λjxj∂j.
2.3.1 La condizione aritmetica ω introdotta da A. D. Brjuno
Poniamo, per ogni k ≥ 0:
ωΛ(2
k) := min{| 〈Q|Λ〉 | : 〈Q|Λ〉 6= 0, |Q| ≤ 2k+1, Q ∈ N},
brevemente, con le notazioni precedenti,
ωk := min{|αQ|
∣∣ αQ 6= 0, |Q| ≤ 2k+1},
La condizione ω si enuncia:
∞∑
k=0
− 1
2k
log ωk < +∞.
2.3.2 Dimostrazione del teorema di Brjuno nel caso semi-
semplice
L’idea e` classica: si utilizza il metodo precedente di normalizzazione di New-
ton e si stima il raggio di convergenza del diffeomorfismo finale tramite un
metodo di “conteggi successivi”.
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Notazioni : Dato ρ > 0, sia Dρ = {x ∈ Cn : |xj | ≤ ρ} il polidisco di
raggio ρ. Se f =
∑
Q fQx
Q e` una funzione olomorfa su un intorno di Dρ,
poniamo ‖f‖ρ =
∑
Q |fQ|ρ|Q|. Se X e` un campo di vettori, ‖X‖ρ designera`
la piu` grande delle norme delle sue componenti nel senso precedente, viste
come funzioni.
Sia S =
∑n
j=1 λjxj∂j, λj ∈ C verificante ω. Supponiamo inoltre che
ωk siano ≤ 1. Se cos`ı non fosse saremmo nel caso di Poincare´.
Poniamo:
σk := (ωk)
1/mm−2/m
e
τk := (ωk)
1/mm−1/m
dove m = 2k. Si ha σk < τk < 1 e, dalla condizione ω, σk → 1 quando
k →∞.
Ci servira` una stima di quanto variano i raggi di convergenza ad ogni
passo, ma prima serve un lemma:
Lemma 2.16 Se k e` abbastanza grande allora per ogni ρ ≥ 12 si ha
σkρ+
1
2k
< τkρ.
Dimostrazione. Detto m = 2k e sostituendo le definizioni di σk e τk,
si vuole dimostrare che
(ωk)
1/mm−2/mρ+m−1 < (ωk)
1/mm−1/mρ
cioe`
1
m
< (ωk)
1/mm−1/m(1−m−1/m)ρ.
Poiche´ ρ ≥ 12 , basta dimostrare che
2
m
< (ωk)
1/mm−1/m(1−m−1/m).
Siccome, m−1/m e (ωk)
1/m tendono a 1 (il secondo poiche´ se una serie con-
verge (condizione ω) il termine della somma deve essere infinitesimo) risulta
che
(ωk)
1/mm−1/m
(
1−m−1/m
2/m
)
−→ +∞
se k −→ +∞, poiche´ 1− x
x
x
−→ +∞ se x −→ 0.
Quindi per k grande (ωk)
1/mm−1/m
(
1−m−1/m
2/m
)
e` maggiore di 1.
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
Proposizione 2.17 (Stime per l’Iterazione) Sia 12 ≤ ρ ≤ 1, e sia Y un
campo di vettori olomorfo sul polidisco Dρ, 2
k-piatto in 0 (k che soddisfa
il lemma precedente), con ‖Y ‖ρ < 1. Sia U il campo polinomiale di grado
2k+1 soluzione dell’equazione:
Y ≡ Y0 + [S,U ]
modulo campi 2k+1-piatti (Y0 ∈ E0). Allora:
(a) detto r := τkρ si ha
‖U‖r <
1
2k
;
(b) detto ρ1 := σkρ e ϕ := expU si ha
ϕ(Dr) ⊃ Dρ1 e ϕ(Dρ1) ⊂ Dr;
r
(c) detto Y1 := ϕ∗(S + Y )− S si ha
‖Y1‖ρ1 < 1.
Dimostrazione. (a)
U =
n∑
j=1
U˜ jxj∂j Y =
n∑
j=1
Y˜ jxj∂j
U˜ j =
∑
2k≤|Q|<2k+1
αQ 6=0
U˜ jQx
Q Y˜ j =
∑
|Q|≥2k
Y˜ jQx
Q
U˜ j =
∑
2k≤|Q|<2k+1
αQ 6=0
Y˜ jQ
αQ
xQ
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∥∥U j∥∥
ρ
=
∑
2k≤|Q|<2k+1
αQ 6=0
|Y˜ jQ|
|αQ|ρ
|Q|ρ ≤ 1
ωk
∑
2k≤|Q|<2k+1
αQ 6=0
|Y˜ jQ|ρ|Q|ρ =
1
ωk
∥∥Y j∥∥
ρ
≤ 1
ωk
‖Y ‖ρ
Passo al sup su j
‖U‖ρ ≤
1
ωk
‖Y ‖ρ ≤
1
ωk
Cambio raggio, usando che
r
ρ
< 1
∥∥U j∥∥
r
=
∑
2k<|Q|≤2k+1
|U jQ|r|Q| =
∑
2k<|Q|≤2k+1
|U jQ|ρ|Q|
(
r
ρ
)|Q|
≤
(
r
ρ
)2k ∥∥U j∥∥
ρ
Passo al sup su j
‖U‖r ≤
(
r
ρ
)2k
‖U‖ρ ≤
(
r
ρ
)2k 1
ωk
= (τk)
2k 1
ωk
=
1
2k
(b) Ricordiamo che ϕ e` la mappa flusso a tempo 1 dell’equazione
differenziale associata ad U , i.e., x˙ = U ,
|x˙| = |U | < 1
2k
∀x ∈ Dr
dunque se x ∈ Dρ1 allora ϕ(x) ∈ Dρ1+1/2k ⊂ Dr (il lemma precedente
afferma proprio che ρ1 + 1/2
k < r); poiche` un punto che si muove con
velocita` al massimo 1
2k
per un tempo 1 non si puo` allontanare piu` di 1
2k
.
L’altro contenimento vale poiche` ϕ−1 = exp(−U) e` per −U vale la
stessa stima di U .
(c) e` facile... ma che dico! facilissimo!!!
Y1 = ϕ∗(S + Y )− S =
∞∑
n=0
1
n!
LnU (S + Y )− S = Y +
∞∑
n=1
1
n!
LnU (S + Y )
E POI? ...
Nel punto (b) abbiamo provato che ϕ dilata al massimo di 1
2k
e quindi
anche il suo differenziale aumenta il modulo di un vettore al massimo di 1
2k
.
e vero? e QUINDI?
ϕ∗(S + Y ) = S + Y1
ϕ−1∗ (S + Y1) = S + Y
ϕ−1∗ = Id + ψ con ψ lineare
Y1 + ψ(S + Y1) = Y
Ammettiamo che esista 0 < c < 1 tale che |ψ(W )| ≤ c|W | allora
Y1 = Y − ψ(S + Y1)
40
Normalizzazione di oggetti locali
|Y1| ≤ |Y − ψ(S)| + |ψ(Y1)|
(1− c)|Y1| ≤ |Y − ψ(S)| + |ψ(Y1)| − c|Y1| ≤ |Y − ψ(S)| ≤ |Y |+ c|S|.
quindi
‖Y1‖ρ1 ≤
1
(1− c) (‖Y ‖ρ1 + c ‖S‖ρ1)
≤ 1
(1− c)
(
(σk)
2m + cρσk max
j
|λj |
)
=
1
(1− c)
(
(ωk)
2m4 + cρσk max
j
|λj |
)
?
<
1.

Siamo pronti per dare la dimostrazione del teorema di Brjuno nel caso
semi-semplice. Attenzione che semi-semplice non vuol dire non risonante,
bens`ı che il campo lineare associato al differenziale e` una forma normale per
il campo di partenza.
Dimostrazione del teorema.
Sia X un campo olomorfo, formalmente semi-semplice, che soddisfa
la condizione ω.
i) la condizione ω, letta passando agli esponenziali, afferma che il
prodotto infinito
∏
k σk e` convergente, quindi la coda tende a 1. Si scelga
un intero p tale che
1
2
<
∏
k≥p
σk < 1
.
ii) Si puo` supporre il campo X normalizzato fino all’ordine 2p, vale a
dire che
X = S + Yp
e Yp e` 2
p-piatto; inoltre, tramite un’omotetia di Cn, si puo` supporre Yp
olomorfo su D1 e ‖Yp‖1 < 1.
Applichiamo la proposizione precedente con Yp = Y e ρ = 1. Si
ottiene (prop 2.3) una normalizzazione di X all’ordine 2p+1:
(ϕp)∗X = S + Yp+1
e Yp+1 e` 2
p+1-piatto; non ci sono parti risonanti per l’ipotesi che X sia semi-
semplice. La proposizione mostra che Yp+1 ha norma < 1 (per il punto c) su
Dσp e che il diffeomorfismo normalizzante e` 1/2
p-vicino all’identita` su Dτp
(per il punto a).
Si puo` dunque applicare il lemma a ripetizione.
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Considero la composizione delle inverse. Ogni mappa ϕk e` tale che la
controimmagine del polidisco di raggio ρk+1 e` contenuta in Dρk .
r
Dunque la composizione ϕ−1k ϕ
−1
k+1 e` definita in Dσkσk+1 e cos`ı via...
La composizione dei diffeomorfismi sucessivi converge sul polidisco Dσ con
σ =
∏
k≥p σk (per il punto b), la dimostrazione e` quindi conclusa.

2.3.3 Necessita` di una condizione aritmetica
Teorema 2.18 Se il campo lineare S :=
∑n
j=1 λjxj∂j verifica la condizione
ω¯ (sotto), esiste un campo olomorfo Y , 1-piatto in 0, tale che:
i) S + Y e` semisemplice (quindi formalmente coniugato a S)
ii) S + Y non e` olomorficamente linearizzabile.
Condizione ω¯
lim sup
m→+∞
− 1
2k
log ωk = +∞.
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Capitolo 3
Forme normali di mappe
olomorfe
ricreando e rileggendo in questa ambientazione Martinet
WORK IN PROGRESS
3.1 Decomposizione di Jordan di un campo for-
male
Sia On (risp. Ôn) l’anello dei germi in 0 delle funzioni olomorfe in n variabili
complesse z1, . . . , zn (risp. le serie formali in n variabili); indicheremo con
Mn ⊂ On (risp. M̂n ⊂ Ôn) l’ideale massimale, i.e., i germi che si annullano
in 0.
Sia f ∈ End(Cn, 0); tale mappa induce una derivazione f ∗ su Ôn
f∗ : ϕ 7−→ f∗.ϕ := ϕ ◦ f
ed essendo f nulla nell’origine, questa derivazione lascia stabile ogni potenza
dell’ideale massimale M̂n. Possiamo ridurci all’algebra dei k-jet J kn di ele-
menti di Ôn; poiche` tale algebra ha dimensione finita, la derivazione indotta
da f∗ diventa un’applicazione lineare in dimenzione finita e sara` indicata
con f∗(k). Siano ι : {k−jet} ↪→ Ôn l’iniezione canonica e pi : Ôn ↪→ {k−jet}
la proiezione. Allora
f∗(k) : {k−jet} −→ {k−jet}
↓ ι ↑ pi
f∗ : Ôn −→ Ôn
.
Poiche´ f ∗(k) e` un’applicazione lineare di uno spazio di dimenzione finita,
ammette una decomposizione di Jordan. Notiamo che una matrice in forma
di Jordan e` scritta come Λ+M con Λ diagonalizzabile e M nilpotente e tali
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che commutano tra loro; ma possiamo anche scrivere
Λ +M = Λ(id + Λ−1M) = Λ(id +N) = (id +N)Λ
con Λ diagonalizzabile e N nilpotente.
Dunque possiamo scrivere
f∗(k) = f
∗(k)
S ◦
(
id + f
∗(k)
N
)
=
(
id + f
∗(k)
N
)
◦ f∗(k)S
dove f
∗(k)
S e id + f
∗(k)
N sono le parti semi-semplice e identita`+nilpotente di
f∗(k), cioe` f
∗(k)
S e` diagonalizzabile mentre f
∗(k)
N e` nilpotente.
Le decomposizioni ai diversi ordini sono compatibili per troncamento
(provarlo... ); in questo modo si ottiene, quando k →∞, una decomposizione
canonica:
f∗ = f∗S ◦ (id + f ∗N) = (id + f ∗N ) ◦ f∗S,
dove ...
Questa decomposizione e` chiamata decomposizione di Jordan della
mappa f ;
3.1.1 Decomposizione spettrale
Sia
Λ(x) :=
n∑
j=1
λjxjej , λj ∈ C,
una mappa lineare diagonale. Studiamo l’azione (aggiunta) di Λ su End(Cn, 0),
vale a dire l’operatore di coniugio tramite la composizione
LΛ(ψ) := D2F(Λ, id)ψ := Λ ◦ ψ − ψ ◦ Λ.
Si ponga,
ψ =
n∑
j=1
ψ˜jej .
Con un calcolo immediato otteniamo
LΛ(ψ) = Λ ◦ ψ − ψ ◦ Λ =
n∑
j=1
(λjψ˜j − ψ˜j ◦ Λ)ej .
D’altra parte, utilizzando la scrittura con i multiindici e scrivendo λ :=
(λ1, . . . , λn),
xP ◦ Λ =
n∏
j=1
λ
pj
j x
P = λPxP .
Risulta dunque che
LΛ(xP ej) = (λj − λP )xP ej .
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Quindi gli autovalori dell’operatore LΛ in End(Cn, 0) sono i numeri complessi
αjP = λj − λP con P ∈ Nn L’insieme dei αjP , denotato con S, e` detto lo
spettro dell’operatore di coniugio LΛ.
Ad ogni α ∈ S corrisponde un autospazio Eα ⊂ End(Cn, 0); tale
spazio ha come base naturale l’insieme delle mappe monomiali xP ej dove
α = λj − λP . Abbiamo mostrato la seguente
Osservazione 3.1 LΛ e` invertibile ristretto a
⊕
α6=0 Eα e la sua inversa e`
L−1Λ (xP ej) =
1
αjP
xP ej
per αjP = λj − λP 6= 0 (i.e., xP ej /∈ E0).
Poiche` i monomi xP ej al variare di j = 1, . . . , n e P ∈ Nn formano
una base di End(Cn, 0), dunque 1
End(Cn, 0) =
⊕̂
α∈S
Eα.
Poiche` abbiamo trovato una base di autovettori (autofunzioni) per l’opera-
tore LΛ, abbiamo che ogni autofunzione con autovalore α, cioe` elemeno di
Eα, e` allora combinazione lineare infinita di monomi x
P ej con j e P tali che
α = λj − λP .
Lo spazio E0 e` lo spazio dei commutatori di Λ, sara` particolarmente
importante poiche´ le forme normali con parte semi-semplice Λ avranno parte
nilpotente in E0.
Estendiamo la nozione di operatore L anche quando non dipende da
una mappa lineare Λ:
Definizione 3.2
LG(ψ) := D2F(G, id)ψ = dG ◦ ψ − ψ ◦G.
Osservazione 3.3 LG(ψ) e` lineare in ψ ma non in G .
Definizione 3.4 W ∈ End(Cn, 0) si dice k-piatto se nel suo sviluppo di
Taylor sono nulli tutti i termini fino all’ordine k, cioe` lo sviluppo parte dai
termini di grado k + 1; dunque W ∈ M̂knEnd(Cn, 0).
Proposizione 3.5 Invertibilita` di LG. Sia G = Λ+N ∈ End(Cn, 0) una
forma normale. Per ogni α elemento dello spettro dell’operatore LΛ, sia Eα
l’autospazio corrispondente. Allora LG e` invertibile ristretto a
⊕
α6=0 Eα.
Non c’e` una semplice dimostrazione di questo fatto come nel caso dei
campi vettoriali; la verifica va fatta in coordinate, vedi capitoli successivi.
1Con cL si intende somme infinite.
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
Proposizione 3.6 Risolubilta` dell’equazione omologica. Sia G = Λ+
N ∈ End(Cn, 0) una forma normale; sia S ⊆ C lo spettro dell’operatore LΛ
su End(Cn, 0) e siano Eα, α ∈ S, gli autospazi corrispondenti. Allora per
ogni Y ∈ End(Cn, 0) fissato, si puo` risolvere l’equazione
Y = Y0 + LΛ+N (φ)
in modo unico con Y0 ∈ E0 e φ ∈
⊕
α6=0 Eα. Inoltre, se Y e` k-piatto
(Y ∈ M̂knEnd(Cn, 0)), lo sono anche Y0 e φ.
Dimostrazione. La dimostrazione e` immediata dalla proposizione pre-
cedente. Infatti, sia Y0 la proiezione di Y su E0, dunque Y = Y0 +W con
W ∈ ⊕α6=0 Eα, basta prendere φ = L−1X (W ). Inoltre, se Y e` k-piatto, lo
sono anche Y0, W e quindi anche φ.

3.2 Normalizzazione (formale) col metodo di New-
ton
Sia F ∈ End(Cn, 0). Supponiamo che F sia gia` normalizzato fino all’ordine
k ≥ 1, vale a dire
F = Λ +N1 +R1,
dove Λ +N1 e` una forma normale che rappresenta lo sviluppo di Taylor di
F all’ordine k; N1 e` dunque un mappa polinomiale di grado k e R1 e` una
mappa k-piatto.
Consideriamo l’equazione:
R1 = N
′
1 + LΛ+N1(φ) (3.1) M.M1
con incognite N ′1 e φ. Dalla proposizione precedente sappiamo che e` risolvi-
bile con N ′1 ∈ E0 e φ ∈
⊕
α6=0 Eα ed inoltre sono entrambi k-piatti.
Proposizione 3.7 Il primo passo Sia φ soddisfacente l’equazione 3.1; si
ha, ponendo h = id− φ,
h−1 ◦ F ◦ h = Λ +N1 +N ′1 +R2
dove R2 e` 2k-piatto.
Dimostrazione. Usiamo lo sviluppo ai primi termini dell’operatore
coniugio. Si ha, usando la 3.1 con G = Λ +N1,
h−1 ◦ F ◦ h = G+ (F −G) +D2F(G, id)(−φ) +R(F, h)
= Λ +N1 + (F − Λ−N1)−LΛ+N1(φ) + o(F −G)
= Λ +N1 +R1 −R1 +N ′1 + o(F − Λ−N1)
= Λ +N1 +N
′
1 + o(R1).
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se R1 e` k-piatto, allora o(R1) e` piu` piatto! cosa?.

In conclusione
Teorema 3.8 Sia F ∈ End(Cn, 0) un germe di mappa formale. Allora
tramite un cambio di variabili formale si puo` portare F in forma normale.
Dimostrazione. Con le notazioni precedenti, lo sviluppo di Taylor di
h∗F all’ordine k+qualcosa e` Λ+N1+N
′
1 e questa mappa polinomiale di grado
k+qualcosa rappresenta, per costruzione, una forma normale di F all’ordine
k+qualcosa. Inoltre si ha una costruzione esplicita di un diffeomorfismo
normalizzante (h), k-piatto in rapporto all’identita`, nel senso che esso meno
l’identita` e` k-piatto.
Se si itera questa procedura, si ottiene un metodo per la normalizza-
zione formale tale che l’ordine di approssimazione (della forma normale e
del diffeomorfismo normalizzante) duplica ad ogni tappa; questo si chiama
metodo di Newton.

3.3 Normalizzazione di mappe olomorfe semi-semplici
Proposizione 3.9 (Stime per l’Iterazione) Sia 12 ≤ ρ ≤ 1, e sia g una map-
pa olomorfa sul polidisco Dρ, 2
k-piatta in 0 (k che soddisfa il lemma prece-
dente), con ‖g‖ρ < 1. Sia φ la mappa polinomiale di grado 2k+1 soluzione
dell’equazione:
g ≡ g0 + LΛφ
modulo mappe 2k+1-piatte (g0 ∈ E0). Allora:
(a) detto r := τkρ si ha
‖φ‖r <
1
2k
;
(b) detto ρ1 := σkρ e ϕ := expU si ha
ϕ(Dr) ⊃ Dρ1 e ϕ(Dρ1) ⊂ Dr;
(c) detto Y1 := ϕ∗(S + Y )− S si ha
‖Y1‖ρ1 < 1.
Dimostrazione. (a)
φ =
n∑
j=1
φjej g =
n∑
j=1
gjej
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φj =
∑
2k≤|Q|<2k+1
λQ 6=λj
φjQx
Q gj =
∑
|Q|≥2k
gjQx
Q
φj =
∑
2k≤|Q|<2k+1
αQ 6=0
gjQ
αjQ
xQ
∥∥φj∥∥
ρ
=
∑
2k≤|Q|<2k+1
αjQ 6=0
|gjQ|
|αjQ|ρ
|Q| ≤ 1
ωk
∑
2k≤|Q|<2k+1
αQ 6=0
|gjQ|ρ|Q| =
1
ωk
∥∥gj∥∥
ρ
≤ 1
ωk
‖g‖ρ
Passo al sup su j
‖φ‖ρ ≤
1
ωk
‖g‖ρ ≤
1
ωk
Cambio raggio, usando che
r
ρ
< 1
∥∥U j∥∥
r
=
∑
2k<|Q|≤2k+1
|U jQ|r|Q| =
∑
2k<|Q|≤2k+1
|U jQ|ρ|Q|
(
r
ρ
)|Q|
≤
(
r
ρ
)2k ∥∥U j∥∥
ρ
Passo al sup su j...
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Capitolo 4
Condizione A &
normalizzazione olomorfa di
campi vettoriali
Nel seguito vogliamo cercare di utilizzare il fatto che in Cn vi sono delle
coordinate standard con le quali e` piu` facile fare stime e conti. Comunque,
essendo i nostri oggetti in esame locali, non si perdera` di generalia`.
4.0.1 Introduzione
Sia X un campo vettoriale olomorfo su una varieta` complessa definito in
un intorno di un punto p, e supponiamo che p sia un punto singolare, i.e.,
X(p) = O. Letto in carte centrate in p, X diventa un germe di un campo
olomorfo X : (Cn, 0) → (Cn, 0), dove n e` la dimensione della varieta`. Quindi,
se indichiamo1 con z il vettore (z1, . . . , zn) possiamo ridurci a studiare i
campi olomorfi della forma
X(z) = Lz +O(|z|2)
definiti in un intorno dell’origine. L, la parte lineare di X in 0, puo` essere
identificata con una matrice n × n e, a meno di un cambio di coordinate
lineare, possiamo supporre che sia gia` nella forma canonica di Jordan 2.
Con λ1, . . . , λn indichiamo gli autovalori di L contati con molteplicita` e
3
1Se una lettera e` in grassetto vuol dire che indica un vettore.
2Non stiamo facendo nessuna assunzione sulla linearizzabilita` di L; per questo motivo
non la chiameremo Λ se non quando sara` diagonale.
3Nel seguito indicheremo con Diag l’n-upla degli n numeri posti sulla diagonale di una
matrice in forma di Jordan, vale a dire gli n autovalori contati con molteplicita`.
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λ := Diag(L) = (λ1, . . . , λn) ∈ C. Quindi
L =

λ1 0 · · · · · · 0
2 λ2 0
...
0
. . .
. . .
. . .
...
...
. . . n−1 λn−1 0
0 · · · 0 n λn

,
con j = 0, 1 e se j = 1 allora λj = λj+1. Inoltre poniamo per convenzione
1 = 0.
Ci chiediamo se esista un cambio di coordinate olomorfo
z = h(w), con h(0) = 0,
tale che il campo nelle coordinate w sia un campo lineare; oppure, se cio`
non e` possibile, ci si vorra` comunque ridurre a qualche forma piu` semplice
da studiare. Vorremo inoltre trovare il biolomorfismo h vicino all’identita` e
si spera che imponendo la condizione
Dh(0) = id,
si abbia unicita`.
Poincare´ inizio` lo studio di questo problema nella sua tesi di dottorato
Poincare
[22]. Per l’esposizione di questo paragrafo seguiremo l’articolo
Brjuno
[7] di Brjuno
con l’aggiunta di preziosi commenti di Martinet
Martinet
[16].
4.1 Forme normali
Ricordo le notazioni:
Nj = {Q = (q1, . . . , qn) ∈ Zn : qj ≥ −1, ql ≥ 0 ∀l 6= j; ‖Q‖ ≥ 0}.
N = N1 ∪ · · · ∪Nn.
q
q
2
1
N in dimensione 2.
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Poiche´ X(z) e` olomorfo, possiamo scriverlo in serie di potenze; usando
la notazione dei multiindici e ricordando che X(0) = 0,
X(z) =
n∑
j=1
f j(z)∂j =
n∑
j=1
zjF
j(z)∂j =
n∑
j=1
zj
∑
Q∈Nj
F jQz
Q∂j .
Attenzione: le F j non sono necessariamente olomorfe in 0; potrebbero avere
una singolarita` in 0.
Un campo olomorfo, sempre con parte lineare L,
Y(w) =
n∑
j=1
gj(w)∂j
e` detto in forma normale se, sviluppato come sopra, si ha GjQ = 0 per ogni
Q tale che 〈Q|λ〉 6= 0, cioe`, se
Y(w) =
n∑
j=1
wj
∑
Q ∈ Nj
〈Q|λ〉 = 0
GjQw
Q∂j .
Una forma normale quindi e` un campo contenente solo termini risonanti.
Analogamente possiamo sviluppare in serie il cambio di variabili h,
h(w) =
n∑
j=1
wj
∑
Q∈Nj
HjQw
Qej.
A questo punto possiamo definire la serie
h♦(w) =
n∑
j=1
wj
∑
Q ∈ Nj
〈Q|λ〉 = 0
HjQw
Qej ,
i.e., la serie dei soli termini risonanti di h.
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4.2 Condizioni di Brjuno
Ora daremo una serie di condizioni introdotte da A. D. Brjuno
Brjuno
[7] per poter
enunciare i teoremi del prossimo paragrafo.
Condizione ω
Consideriamo la funzione4
Ωλ(m) := min {| 〈Q|λ〉 | : 〈Q|λ〉 6= 0, ‖Q‖ < m, Q ∈ N} .
Quindi diciamo che L (in realta`, λ) soddisfa la condizione di Brjuno, anche
detta condizione ω, se
∞∑
k=0
− 1
2k
log Ωλ(2
k) < +∞. (Condizione ω)
Condizione ω¯
Diciamo che L soddisfa la condizione ω se
lim sup
k→+∞
− 1
2k
log Ωλ(2
k) < +∞, (Condizione ω)
cioe` la successione dei termini − 1
2k
log Ωλ(2
k) e` limitata.
E` un’osservazione banale, ma va fatta: la condizione ω¯ e` piu` forte di
quella ω, poiche´ la convergenza di una serie implica la limitatezza dei suoi
termini; comunque ci possono essere casi intermedi in cui e` verificata la se-
conda ma non la prima.
Condizione A
Mentre le precedenti condizioni si impongono solo sulla matrice L,
o meglio sui suoi autovalori, le prossime riguardano una fissata forma nor-
male, anche se in realta` la loro formulazione dipende principalmente dalla
disposizione degli autovalori di L nel piano complesso.
Consideriamo gli autovalori di L come n punti nel piano complesso.
Possiamo avere due casi:
Caso 1 esiste almeno una retta passante per l’origine che lascia tutti questi
punti dallo stesso lato;
4La definizione e` diversa da quella data nel caso di un sistema dinamico discreto, quindi
anche la condizione sara` diversa.
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Caso 2 per ogni retta passante per l’origine c’e` almeno un punto in ciascuno
dei due semipiani che la retta individua.
Storicamente per indicare questa dicotomia si sono adoperati i seguen-
ti termini
Caso 1 una n-upla di autovalori appartiene al dominio chiuso di Poincare´
se l’inviluppo convesso degli n punti λ1, . . . , λn nel piano complesso
non contiene al suo interno lo zero:
0 /∈ Int Conv(λ);
. 0
Caso 1
Caso 2 una n-upla di autovalori appartiene al dominio di Siegel se l’invi-
luppo convesso degli n punti λ1, . . . , λn nel piano complesso contiene
al suo interno lo zero:
0 ∈ Int Conv(λ).
. 0
Caso 2
Osservazione 4.1 In verita` si definisce il dominio di Poincare´ in modo che
zero non sia nel convesso, cioe` l’insieme {λ ∈ Cn : 0 /∈ Conv(λ)}. In questo
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modo i due domini sono entrambi coni5 aperti e sono separati dal cono fatto
dai punti che hanno zero sul bordo del loro inviluppo convesso nel piano.
Da notare che per n = 2 il dominio di Siegel ha codimensione reale 1 in C2.
Definizione 4.2 Diremo che una forma normale Y soddisfa la condizione
A2 se λ appartiene al dominio di Siegel (caso 2) ed esistono due serie di
potenze a(w) e b(w) tali che la forma normale ha coordinate
gj(w) = λjwja(w) + λ¯jwjb(w) , j = 1, . . . , n.
Nel seguito si cerchera` di dare anche un senso geometrico a queste e alle
prossime condizioni.
Se λ appartiene al dominio chiuso di Poincare´ (caso 1), si deve studiare
la questione piu` in dettaglio. Sia r una retta che soddisfi la richiesta; rinume-
rando le variabili possiamo supporre che i primi l autovalori, λ1, . . . , λl, sia-
no esattamente in r, mentre λl+1, . . . , λn siano tutti in un semipiano aperto
individuato dalla retta.
Vedremo (teorema (4.18)) che in questo caso 1, ogni forma normale e`
del tipo
gj(w) =

ψj(w
′) j = 1, . . . , l∑n
m=l+1 bjm(w
′)wm + ηj(w) j = l + 1, . . . , n,
dove ψj(w
′) e bjm(w
′) sono serie di potenze in w′ := (w1, . . . , wl) e le ηj(w)
non contengono ne´ termini lineari in w1, . . . , wl ne´ termini indipendenti in
queste variabili; in parole povere, non ci sono termini del tipo cw′Q
′
.
Definizione 4.3 Diremo che una forma normale Y soddisfa la condizione
A′1 se λ appartiene al dominio chiuso di Poincare´ (caso 1) ed esiste una
serie di potenze a(w) tale che la forma normale abbia coordinate
gj(w) = λjwja(w1, . . . , wl) , j = 1, . . . , l.
Ulteriore suddivisione:
1* λ1, . . . , λl sono incommensurabili
6 a coppie;
1** c’e` una coppia di numeri commensurabili.
Sia D = (d1, . . . , dn) il vettore le cui coordinate rappresentano le distanze
tra la retta r e i punto λ1, . . . , λn.
5se x appartiene all’insieme anche ρx ci appartiene per ogni ρ positivo.
6λ e µ ∈ C∗ sono commensurabili sse esiste p
q
∈ Q t.c. λ = p
q
µ sse esiste β ∈ C t.c. βλ
e βµ sono razionali sse ∃n,m ∈ Z t.c. nλ = mµ.
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Definizione 4.4 Diremo che una forma normale Y soddisfa la condizione
A′′1 se λ e` nel caso 1**, e esistono al+1(w), . . . , an(w), serie di potenze in
w1, . . . , wl tali che
a) se Q ∈ N e 〈Q|D〉 = 0, allora ∑nj=l+1 qjaj(w) ≡ 0;
b) la matrice
R := {bij − δij(λia+ ai)}ij i, j = l + 1, . . . , n.
e` nilpotente, i.e., Rn−1 ≡ 0.
Definizione 4.5 Diremo che una forma normale Y soddisfa la condizione
A1 se λ appartiene al dominio chiuso di Poincare´ e, nel caso 1*, verifica
A′1, mentre nel caso 1** verifica simultaneamente A
′
1 e A
′′
1.
Definizione 4.6 Diremo che una forma normale Y soddisfa la condizione
A se soddisfa la condizione A1 nel caso 1 o la condizione A2 nel caso 2.
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4.3 Risultati
Con le notazioni del paragrafo 2, il teorema di Poincare´
Poincare
[22] si enuncia nel
seguente modo.
teo I Teorema 4.7 Per ogni sistema dinamico continuo olomorfo locale esiste un
cambio di coordinate formale h che riduce il sistema ad una forma normale.
Inoltre, h♦ puo` essere scelto in modo arbitrario, ma appena fissato, il cambio
di coordinate e la forma normale sono univocamente determinati.
I fatti successivi sono stati provati da A. D. Brjuno all’inizio degli anni
’70. Le dimostrazioni si possono trovare in
Brjuno
[7]; comunque nel seguito cer-
cheremo di dare un’idea delle strategie con l’ausilio di molte semplificazioni
consigliate da J. Martinet
Martinet
[16].
Innanzitutto, la condizione A e` una condizione che dipende solo dal
campo vettoriale iniziale e non dalla particolare forma normale a cui lo si
vuol portare.
Teorema 4.8 Se una forma normale di un sistema differenziale soddifa la
condizione A, allora ogni altra forma del sistema soddisfa la condizione.
Il seguente e` noto come il ‘Teorema di Brjuno in Piu` Variabili per
Campi Vettoriali’.
teo II Teorema 4.9 Sia L la parte lineare di un sistema differenziale olomorfo
che soddisfa la condizione ω e sia data una forma normale che soddisfa
la condizione A. Allora il cambio di coordinate formale h che riduce il
sistema alla forma normale converge se e solo se h♦ converge in un intorno
dell’origine.
Brjuno provo` anche un parziale viceversa.
teo III Teorema 4.10 Sia data una forma normale proveniente da un sistema dif-
ferenziale olomorfo. Ipotizziamo che non sia soddisfatta la condizione ω¯
oppure quella A. Allora esiste un sistema differenziale che ha ancora come
forma normale quella di partenza e ogni cambio di coordinate che riduce il
sistema alla forma normale diverge.
Inoltre, vedi
Brjuno
[7] Teorema 1, Capitolo II,
Proposizione 4.11 Una forma normale che soddifa la condizione A puo`
essere integrata in forma chiusa, i.e. si puo` quadrare e trovare la soluzione
esplicita del sistema differenziale.
Dunque e` stata un’effettiva semplificazione per il nostro scopo, che era
quello di poter scrivere esplicitamente la soluzione del sistema differenziale.
56
Normalizzazione di oggetti locali
4.4 Riduzione diretta in forma normale
Proveremo in maniera diretta che ogni sistema puo` essere ridotto formalmen-
te in forma normale tramite un adeguato cambio di variabili; studieremo poi
le proprieta` di tali cambiamenti di coordinate.
Nel seguito useremo le seguenti notazioni. Dato un sistema differen-
ziale analitico singolare nell’origine z˙ = X(z), riscriviamolo nella forma
z˙ = X(z) = Lz + Xˆ(z).
Se
Xˆ =
n∑
j=1
fˆj∂j ,
sviluppiamo in serie di potenze le coordinate
fˆj(z) = zjFj(z) = zj
∑
Q
F jQz
Q dove Q ∈ Nj , Q 6= 0.
Sia w˙ = Y(w) una sua forma normale; scriviamo anch’essa nello
stesso modo:
w˙ = Y(w) = Lw + Yˆ(w)
con Yˆ =
∑n
j=1 gˆj∂j e
gˆj(w) = wjGj(w) = wj
∑
Q
GjQw
Q dove Q ∈ Nj, Q 6= 0, 〈Q|λ〉 = 0.
Dato invece un cambio di variabili tangente all’identita` z = h(w),
avremo
h(w) = w + hˆ(w)
con hˆ =
∑n
j=1 hˆjej e
hˆj(w) = wjHj(w) = wj
∑
Q
HjQw
Q dove Q ∈ Nj , Q 6= 0
e indichiamo la serie dei soli termini risonanti di h cos`ı:
h♦(w) =
n∑
j=1
wj
∑
〈Q|λ〉=0
HjQw
Qej .
Xˆ, Yˆ, hˆ sono serie di potenze che non contengono termini di grado
minore di due.
Inoltre useremo le notazioni:
FQ := (F
1
Q, . . . , F
n
Q) ∈ Cn
in modo che
F := (F1, . . . , Fn) ≡
∑
Q
FQz
Q.
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4.4.1 Esistenza
esistenza Teorema 4.12 Per ogni sistema differenziale olomorfo
z˙ = Lz + Xˆ(z)
esiste localmente un cambio di coordinate formale
z = h(w) = w + hˆ(w)
che riduce il sistema ad una forma normale
w˙ = Lw + Yˆ(w).
In altre parole, in Y e` nullo ogni termine non risonante, cioe`, con le nota-
zioni precedenti, GQ = 0 se 〈Q|λ〉 6= 0.
Inoltre, per 〈Q|λ〉 = 0, HQ puo` essere scelto in modo arbitrario; i
rimanenti HQ e GQ sono univocamente determinati.
Notare che HQ con 〈Q|λ〉 = 0 sono proprio i coefficienti di h♦.
Dimostrazione. Basta considerare l’equazione del coniugio
X = h∗(Y)
cioe`
X ◦ h(w) = Dh(w).Y(w)
e sostituire secondo le notazioni. Fissate le HQ, con 〈Q|λ〉 = 0, in modo
arbitrario, si avra` un sistema risolvibile nelle incognite HQ, con 〈Q|λ〉 6= 0,
e GQ, con 〈Q|λ〉 = 0.
Ecco il calcolo esplicito:
L ◦ h + Xˆ ◦ h = D(id + hˆ).(L+ Yˆ),
L(id + hˆ) + Xˆ ◦ (id + hˆ) = L+ Yˆ + Dhˆ.(L+ Yˆ).
Cancello L
Lhˆ + Xˆ ◦ (id + hˆ) = Yˆ + Dhˆ.(L+ Yˆ),
sostituisco L = LD +LSD dividendo la parte diagonale dalla sottodiagonale
LDhˆ + LSDhˆ + Xˆ ◦ (id + hˆ) = Yˆ + Dhˆ.LD + Dhˆ.LSD + Dhˆ.Yˆ,
prendo la componente j-esima
λjhˆj + εjhˆj−1 + fˆj ◦ h = gˆj + ∂khˆjλkwk + ∂khˆjεkwk−1 + ∂khˆj gˆk,
dove sono sottintese le somme su k. Sostituisco hˆj = wjHj e gˆj = wjGj ,
λjwjHj+εjwj−1Hj−1+fˆj◦h = wjGj+∂k(wjHj)λkwk+∂k(wjHj)εkwk−1+∂k(wjHj)wkGk.
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Osserviamo che ∂k(wjHj) = δjkHj + wj∂kHj ; dunque il secondo membro
diventa
wjGj +Hjλjwj + wj∂kHjλkwk +Hjεjwj−1
+wj∂kHjεkwk−1 +HjwjGj + wj∂kHjwkGk.
Cancello il termine λjwjHj da entrambi i lati e ottengo
εjwj−1Hj−1 + fˆj ◦ h = wjGj + wj∂kHjλkwk +Hjεjwj−1
+wj∂kHjεkwk−1 +HjwjGj + wj∂kHjwkGk.
Sviluppiamo in serie Hj(w) =
∑
QH
j
Qw
Q e Gj(w) =
∑
QG
j
Qw
Q, osservan-
do che ∂kHjwk =
∑
QH
j
Qqkw
Q, abbiamo
εjwj−1H
j−1
Q w
Q + fˆj ◦ h
= wjG
j
Qw
Q + wjλkH
j
Qqkw
Q +HjQw
Qεjwj−1
+wjH
j
Qqkw
Qεkwk−1w
−1
k +H
j
Qw
QwjG
j
Rw
R + wjH
j
Qqkw
QGkRw
R,
dove stiamo sottintendendo la somma su k, R e Q. Mettiamo in evidenza
la potenza di w in fondo ad ogni termine:
εjH
j−1
Q wjw
Q+ej−1−ej + fˆj ◦ h
= GjQwjw
Q + λkqkH
j
Qwjw
Q +HjQεjwjw
Q+ej−1−ej
+εkH
j
Qqkwjw
Q+ek−1−ek +HjQG
j
Rwjw
Q+R +HjQqkG
k
Rwjw
Q+R,
e calcoliamo il coefficiente del termine wjw
Q
εjH
j−1
Q−ej−1+ej
+ fˆj ◦ h
= GjQ +
∑
k
λkqkH
j
Q + εjH
j
Q−ej−1+ej
+
∑
k
εkH
j
Q−ek−1+ek
(qk + 1) +
∑
P+R=Q
HjPG
j
R +
∑
k
∑
P+R=Q
HjPpkG
k
R;
attenzione che nei termini del tipo wQ+ek−1−ek ho dovuto cambiare indice e
che la componente k-esima di Q−ek−1 +ek e` qk +1. Osservo che
∑
k λkqk =
〈λ|Q〉 e` il prodotto scalare.
εjH
j−1
Q−ej−1+ej
+ fˆj ◦ h
= GjQ + 〈λ|Q〉HjQ + εjHjQ−ej−1+ej
+
∑
k
εkH
j
Q−ek−1+ek
(qk + 1) +
∑
P+R=Q
HjPG
j
R +
∑
k
∑
P+R=Q
HjPpkG
k
R.
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Riordinando i termini siamo arrivati a
GjQ + 〈λ|Q〉HjQ = −HjQ−ej−1+ejεj −
∑
P+R=Q
HjPG
j
R (4.1) 1.5
−
∑
k
εkH
j
Q−ek−1+ek
(qk + 1)−
∑
k
∑
P+R=Q
HjP pkG
k
R
+εjH
j−1
Q−ej−1+ej
+ {fˆj ◦ h}Q,
dove {·}Q indica il coefficiente di wjwQ della serie argomento.
L’insieme degli n-vettori reali puo` essere totalmente ordinato nel se-
guente modo: il vettore P precede Q se la prima differenza non nulla nelle
seguenti differenze
‖Q‖ − ‖P‖ , q1 − p1, . . . , qn−1 − pn−1
e` positiva. Per esempio (0, 1) precede (1, 0). Ovviamente ogni Q ∈ Zn
e` preceduto da solo un numero finito di vettori a coefficienti interi. Tale
ordinamento degli indici sara` chiamato ordinamento lessicografico.
Osserviamo che il membro di destra nella 4.1 dipende solo dalle H jP
e GkR per cui i vettori P e R precedono Q. Cio` e` ovvio per il primo, terzo
e quinto termine poiche´ Q − ej−1 + ej precede Q; per il secondo e quarto,
notiamo che se P+R = Q allora ‖P‖+‖R‖ = ‖Q‖ ed essendo ‖P‖ , ‖R‖ > 0
si ha ‖P‖ , ‖R‖ < ‖Q‖. Infine, {fˆj ◦ h}Q contiene solo termini H jP per cui
‖P‖ < ‖Q‖, poiche´ fˆj e` del secondo ordine.
Abbiamo gia` imposto che i termini lineari degli oggetti considerati
fossero uguali. Infatti nei passaggi si sono semplificati automaticamente.
Per quanto riguarda i termini successivi, detto CjQ il membro di destra
nella 4.1, possiamo porre
GjQ = 0 , H
j
Q = 〈λ|Q〉−1 CjQ, se 〈λ|Q〉 6= 0 (4.2)
GjQ = CjQ, H
j
Q arbitrario, se 〈λ|Q〉 = 0 (4.3)
Notare il problema dovuto all’annullamento dei piccoli divisori.
Dunque, seguendo l’ordine lessicografico degli indici si possono determinare
induttivamente i coefficienti H jQ e G
j
Q con le proprieta` volute.

Nella dimostrazione del teorema abbiamo provato che i coefficienti
della forma normale si possono trovare dalla formula
GjQ + 〈λ|Q〉HjQ = CjQ (4.4) formulaesistenza
dove CjQ e` un polinomio nelle variabili H
j
P e G
j
P con P che precede Q
nell’ordine lessicografico.
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Dal teorema segue anche che dato un sistema iniziale non e` sempre uni-
camente determinata la forma normale. Ipotizziamo che un qualche sistema
possa essere ridotto in due modi diversi in forma normale (vedi Ru¨ssmann
Russmann 2
[28]), nel senso che ci sono due diverse forme normali ad esso coniugate. Per
la proprieta` transitiva del coniugio siamo quindi in presenza di due diverse
forme normali coniugate. Cerchiamo di vedere la struttura dei cambi di
variabili che mandano forme normali in forme normali; in modo da poter
conoscere tutte le riduzioni del sistema originale in forma normale appena
conosciamo una sua riduzione.
Teorema 4.13 Se il cambio di variabili
z = h(w) = w + hˆ(w)
coniuga una forma normale di un sistema differenziale ad un’altra forma
normale del sistema, allora HQ = 0 se 〈Q|λ〉 6= 0.
Dimostrazione. Siano Y e Y˜ le due forme normali. Nella dimostrazio-
ne del teorema precedente siamo arrivati alla formula (4.1). Riscriviamola
per 〈Q|λ〉 6= 0 e ricordiamo che in questo caso G˜jQ = 0
〈λ|Q〉HjQ = −HjQ−ej−1+ejεj −
∑
P+R=Q
HjPG
j
R (4.5) 1.8
−
∑
k
εkH
j
Q−ek−1+ek
(qk + 1)−
∑
k
∑
P+R=Q
HjPpkG
k
R
+εjH
j−1
Q−ej−1+ej
+ {gˆj ◦ h}Q.
Si ordinano i vettori lessicograficamente e si osserva che nel membro di destra
ci sono gli HjP per cui P precede Q. Si mostra per induzione che
HjP = 0 se 〈P |λ〉 6= 0. (4.6) 1.9
La base dell’induzione e` verificata per P = en− e1. Assumiamo che la (4.6)
sia verificata per tutti i P che precedono il vettore Q ∈ N tale che 〈Q|λ〉 6= 0.
Mostriamo che il membro di destra della (4.5) si annulla. (...)

4.4.2 Transformazioni speciali
Dal teorema precedenti segue la relazione di convergenza tra i vari cambi
che portano il campo vettoriale in forma normale, detti brevemente trasfor-
mazioni normalizzanti.
teo3cap1 Teorema 4.14 Se esiste una trasformazione convergente del campo vetto-
riale
X(z) = Lz + Xˆ(z),
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allora ogni altra trasformazione normalizzante h del sistema converge non
appena h♦ converge. Quindi, se il sistema ha almeno una trasformazione
normalizzante h divergente tale che h♦ converge, allora ogni altra trasfor-
mazione normalizzante diverge.
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4.5 Classificazione di base
Data L una matrice n × n in forma di Jordan, siano λ1, . . . , λn i suoi
autovalori. Abbiamo la dicotomia
Caso 1 (λ1, . . . , λn) appartiene al dominio chiuso di Poincare´: esiste alme-
no una retta r passante per l’origine che lascia tutti questi punti dallo
stesso lato; a meno di rienumerare le variabili possiamo supporre che
λ1, . . . , λl ∈ r mentre λl+1, . . . , λn appartengono tutti ad uno stesso
semipiano dei due individuati dalla retta.
. 0 Caso 1
Caso 2 (λ1, . . . , λn) appartiene al dominio di Siegel : per ogni retta passante
per l’origine c’e` almeno un punto in ciascuno dei due semipiani che la
retta individua.
. 0
Caso 2
Sia N = Conv(λ) l’inviluppo convesso di λ1, . . . , λn. N puo` essere un
singolo punto, un segmento o un poligono. Ovviamente, nel caso 2, N e` un
poligono con l’origine al suo interno.
Dividiamo il caso 1 in quattro ulteriori sottocasi:
1.a 0 /∈ N; esiste una retta r che passa per l’origine e lascia i λj tutti da
una stessa parte ma non ne incontra nessuno (dominio di Poincare´).
. 0
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Caso 1.a
1.b 0 ∈ Vert(N); zero e` un vertice del poligono N (o un punto finale se N e`
un segmento). Quindi λ1 = · · · = λl = 0 (con 0 < l < n), e i rimanenti
sono tutti diversi da zero; esiste una retta r passante per l’origine tale
che i λl+1, . . . , λn sono tutti da una stessa parte di r ma non in r. In
pratica 0 e` un autovalore di molteplicita` l.
. 0
Caso 1.b
1.c 0 ∈ lati di N e N e` un poligono; zero giace su uno spigolo di N. Siano
λ1, · · · , λl (con 1 < l < n) i punti allineati che giacciono su questo
spigolo; in questo caso la retta r e` quella definita da tali punti.
. 0
Caso 1.c
1.d N e` un segmento contenente al suo interno lo 0; la retta r e` determinata
dal segmento, in questo caso l = n.
. 0
Caso 1.d
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Quindi, per come abbiamo scelto l, e` sempre vero che λ1, . . . , λl ∈ r mentre
λl+1, . . . , λn /∈ r e sono tutti da una stessa parte di r. Definendo dj la
distanza tra λj e r, possiamo rienumerare le variabili in modo che
0 = d1 = · · · = dl < dl+1 ≤ · · · ≤ dn.
Nei casi 1.c e 1.d la retta r e` determinata univocamente. Nei casi 1.a e 1.b
abbiamo un’infinita` di scelte all’interno di un settore angolare; scegliamo r
in modo che di = dj solo se λi = λj. Sia τ il versore ortogonale a r che
giace nello stesso semipiano dei punti λj, quindi di N; se si moltiplica per
τ−1 si fa coincidere r con l’asse immaginario, quindi la distanza dei punti
dalla retta diventa la parte reale. Poniamo
dj := (λj|τ)R2 = <e(λjτ−1) = distanza(λj , r)
pj := (λj |iτ)R2 = =m(λjτ−1) = proiezione di λj su r, lungo iτ.
. 0
r
p
d
Se D := (d1, . . . , dn) ∈ Rn e P := (p1, . . . , pn) ∈ Rn, abbiamo la
scomposizione
Diag(L) = (D + iP )τ
Abbiamo cos`ı ricondotto una combinazione di vettori complessi a due
di vettori reali.
〈Q|λ〉
Cn
= 0 ⇐⇒
{ 〈Q|D〉
Rn
= 0
〈Q|P 〉
Rn
= 0
. (4.7) 2.8
Nel seguito, dato un qualsiasi vettore V = (v1, . . . , vn), indicheremo
con V ′ il vettore (v1, . . . , vl) di lunghezza l e con V
′′ il vettore restante
(vl+1, . . . , vn) di lunghezza n − l. La disuguaglianza V ≤ 0 significa v1 ≤
0, . . . , vn ≤ 0. Per esempio, si ha che D′ = 0 e D′′ > 0.
Osservazione 4.15 Sia λ :=Diag(L) ∈ Cn. Nel caso 1 gli n-vettori λ′ e λ¯′
sono linearmente dipendenti su C; nel caso 2 i vettori λ e λ¯ sono linearmente
indipendenti su C. Infatti, se un vettore V di Cn e il suo complesso coniugato
V sono linearmente dipendenti su C vuol dire che esiste un numero complesso
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non nullo β tale che βV = V , cioe` βVj = Vj ∈ C e, poiche` V e V hanno la
stessa norma, β avra` modulo unitario, β = eiθ con θ reale. Dunque i punti
eiθ/2Vj coincidono con i loro coniugati:
eiθ/2Vj = e
−iθ/2Vj = e
−iθ/2eiθVj = e
iθ/2Vj,
quindi sono reali, in particolare giacciono su una stessa retta, in conclusione
i Vj stanno sulla retta e
−iθ/2R. Le implicazioni sono tutte invertibili.
Lemma 4.16 Se L e` nel caso 1, allora l’equazione
〈Q|D〉
Rn
= 0
ha solo le seguenti soluzioni Q ∈ Ni:
• se i ≤ l,
Q′′ = 0;
• se i > l,
Q′′ = ej − ei, (4.8) 2.9
per qualche j tale che di = dj; oppure
Q′′ =
m∑
j=l+1
qjej − ei, dove qj ≥ 0,m < i, dm < di. (4.9) 2.10
Cioe`, nel caso i > l, abbiamo i casiQ′′ = (0, . . . , 0, 1, 0, . . . , 0,−1, 0, . . . , 0)
oppure Q′′ = (ql+1, . . . , qm, 0, . . . , 0,−1, 0, . . . , 0).
In poche parole, non e` possibile che Q′′ > 0. Piu` precisamente, poiche`
D = 〈0|D′′〉, essendo D′ = 0, e inoltre D′′ > 0, si ha
0 = 〈Q|D〉 = 〈Q′′|D′′〉 ,
e se sommo un po’ di distanze poi, per ottenere 0, ne devo togliere una
piu` grande di tutte quelle tolte. Per la dimostrazione precisa, vedi pag 166
dell’articolo
Brjuno
[7].
Da 4.7 e` automatico:
Corollario 4.17 Se L e` nel caso 1, allora l’equazione
〈Q|λ〉
Cn
= 0
ha solo le soluzioni descritte nel lemma precedente.
Un risultato immediato a questo punto e` il seguente
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teo5cap1 Teorema 4.18 Se L e` nel caso 1, allora la forma normale e` data da{
w˙j = ψj(w
′) j = 1, . . . , l
w˙j =
∑n
m=l+1 bjm(w
′)wm + ηj(w) j = l + 1, . . . , n,
dove la somma e` fatta per le le m > l per cui vale la 4.8 e
ηj(w) =
∑
bjql+1···qj+1(w
′)w
ql+1
l+1 · · ·w
qj+1
j+1
in cui la somma e` presa per quegli interi ql+1 · · · qj+1 per cui e` soddisfatta
la 4.9. In particolare quindi ηj(w) non contengono ne´ termini lineari in
w1, . . . , wl ne´ termini indipendenti in queste variabili.
Mostriamo ora cosa comporta il precedente teorema nei vari sottocasi
del caso 1.
(...)
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Interpretiamo geometricamente in Rn i vari casi della classificazione
di L. Siano
O := {Q ∈ Rn : Q ≥ 0} ,
l’ortante (quadrante, ottante, etc.) non negativo e R il sottospazio lineare
di Rn formato dalle soluzioni reali dell’equazione di risonanza 〈Q|λ〉 = 0,
i.e.,
R := {Q ∈ Rn : 〈Q|λ〉 = 0} .
1.a R ∩O = 0
Infatti, i punti dell’inviluppo convesso sono della forma
〈Q|λ〉
‖Q‖ e quindi,
poiche´ 0 non appartiene al convesso, non ci sono Q in R a parte 0.
1.b R ∩O e` la faccia l-dimensionale del cono O definita da Q′′ = 0.
Infatti, ovviamente {Q′′ = 0} ⊆ R ∩ O poiche´ 〈Q|λ〉 = 〈Q′|λ′〉 +
〈Q′′|λ′′〉 = 0 (poiche` nel caso 1.b si ha λ′ = 0); viceversa λ′′ e` nel caso
1.a quindi non ci sono soluzioni non banali.
1.c R ∩ O e` un sottoinsieme (l − 1)-dimensionale contenuto nella faccia
{Q′′ = 0}.
Infatti, {Q′′ = 0} ⊇ R ∩O poiche` i λj con j > l stanno tutti da una
stessa parte della retta r, nessuno di essi puo` dare contributo positivo
(qj > 0). Quindi la condizione si riduce a 〈Q′|λ′〉 = 0 e λ′ rientra
nel caso 1.d con dimensione l, si vedra` che la dimensione sara` quella
dell’ambiente diminuita di 1 (in questo caso l − 1).
1.d R ∩O ha dimensione n− 1.
Infatti, in questo caso λ e λ¯ sono linearmente dipendenti, quindi
R := SpanR{<eλ,=mλ}⊥ = SpanR{<eλ}⊥
ha dimensione n−1. Inoltre R contiene un punto interno di O. Infatti,
per ogni j = 1, . . . , n esiste εj > 0 tale che −εjλj ∈ Conv(λ); per cui
−εjλj =
n∑
i=1
βijλi
con βij ≥ 0.
Sommando otteniamo
0 =
∑
j
εjλj +
∑
ij
βijλi =
∑
i
(εi +
∑
j
βij)λi
con εi +
∑
j βij ≥ εi > 0.
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2 In questo caso λ e λ¯ sono linearmente indipendenti, per cui R :=
SpanR{<eλ,=mλ}⊥ ha dimensione n−2. Poiche` anche qui R contiene
un punto interno di O come nel caso 1.d, R e R ∩O hanno la stessa
dimensione. In particolare hanno lo stesso ortogonale.
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4.6 Condizione A
4.6.1 Formulazione
Vogliamo classificare le forme normali
w˙ = Y(w)
Nel seguito non isoleremo la parte lineare come in precedenza.
Consideriamo prima il caso 2:
. 0
Condizione A2: Se L e` nel caso 2, allora esistono due serie di potenze
a(w) e b(w) tali che la forma normale abbia coordinate (Y =
∑
gj∂j)
gj(w) = λjwja(w) + λ¯jwjb(w) , j = 1, . . . , n.
Scritta la forma normale nella forma
w˙j = gj(w) = wjGj(w) = wj
∑
Q
GjQw
Q,
si puo` notare che, mentre a priori le funzioni Gj potevano avere una singo-
larita` in 0, la condizione A2 afferma che in particolare le Gj sono olomorfe.
In particolare L deve essere diagonale. Se
GQ := (G
1
Q, . . . , G
n
Q) ∈ Cn. G := (G1, . . . , Gn).
allora, detta λ := Diag(L), la condizione A2 si legge come
G = λa+ λ¯b (A2)
i.e. GQ = λaQ + λ¯bQ, dove a =
∑
Q aQw
Q e b =
∑
Q bQw
Q.
Consideriamo ora il caso 1:
. 0
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Il teorema 4.18 asserisce che se siamo nel caso 1, la forma normale e`
data da {
w˙j = gj(w
′) j = 1, . . . , l
w˙j =
∑n
m=l+1 bjm(w
′)wm + ηj(w) j = l + 1, . . . , n,
dove le ηj(w) non contengono termini di grado minore di due nelle variabili
w′′ e la matrice B e` diagonale a blocchi, i.e., bjm = 0 se dj 6= dm. For-
muleremo separatamente condizioni sulle g1, . . . , gl (condizione A
′
1) e sulle
gl+1, . . . , gn (condizione A
′′
1).
Condizione A′1: Se L e` nel caso 1, allora esiste una serie di potenze
a(w′) tale che la forma normale ha coordinate
gj(w) = λjwja(w
′) , j = 1, . . . , l.
Ricordo che con l’apice ′ indichiamo le prime l componenti di qualsiasi n-
vettore. Analogamente si puo` enunciare dicendo che
G′ = λ′a. (A′1)
Si nota subito un’analogia tra le due condizioni A2 e A
′
1. La condizione
A′1 non e` altro che la condizione A2 sulle prime l coordinate, infatti, il
teorema 4.18 afferma in particolare che la dinamica delle prime l variabili e`
separata, inoltre se ci limitiamo al sistema in Cl ⊂ Cn siamo nel caso 1.d
che non e` altro che un caso degenere del 2.
Nel caso 1 gli n-vettori λ′ e λ¯′ sono linearmente dipendenti; nel caso
2 i vettori λ e λ¯ sono linearmente indipendenti.
La condizione A2 quindi e` l’affermazione che i due vettori λ e λ¯ gene-
rano un 2-spazio (complesso) in Cn tale che, per ogni Q ∈ N , ogni GQ giace
in esso.
La condizione A′1 afferma che la retta (complessa) generata da λ
′ (o,
equivalentemente, da λ¯′) contiene ogni GQ per ogni Q ∈ N . Essendo ap-
punto λ′ e λ¯′ linearmente dipendenti e` sufficiente l’esistenza della sola serie a.
In particolare vediamo cosa succede nei vari sottocasi:
1.a Poiche` l = 0, la condizione A′1 e` vuota, quindi sempre vera.
1.b Poiche` λ′ = 0, A′1 significa che g1 ≡ . . . ≡ gl ≡ 0.
1.c Questo sara` il caso piu` complicato, anche nel seguito.
1.d Poiche` l = n, le condizioni A′1 e A2 coincidono.
Per enunciare la condizione A′′1 dobbiamo differenziare i due casi:
1* Esiste un numero complesso β 6= 0 tale che βλ1, . . . , βλl sono numeri
reali razionali.
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1** Per ogni numero complesso β 6= 0 tale che βλ1, . . . , βλl sono reali allora
almeno uno di essi e` irrazionale.
L’argomento del numero complesso β e` tale da portare a far coincidere la
retta r passante per i punti λ1, . . . , λl con l’asse reale.
Supponiamo che la condizione A′1 sia soddisfatta, i.e. esiste la a(w
′)
richiesta. Quindi possiamo introdurre la
Condizione A′′1 : Se L e` nel caso 1**, devono esistere serie di potenze
al+1(w
′), . . . , an(w
′) tali che
a) se Q ∈ N e 〈Q′′|D′′〉 = 0, allora 〈Q′′|A′′(w′)〉 ≡ 0, dove A′′ =
(al+1, . . . , an);
b) la matrice
R := {bij − δij(λia+ ai)}ij i, j = l + 1, . . . , n.
e` nilpotente, i.e. Rn−1 ≡ 0.
Se L e` nel caso 1, la condizione A1 e` il verificarsi simultaneo di A
′
1 e
A′′1
La condizione A e` il verificarsi della condizione A2 nel caso 2 o di A1
nel caso 1.
Osservazione 4.19 Analizziamo un po’ meglio il caso complicato 1.c. Si
ha l ≥ 2 e n − l ≥ 1. Ma non sempre la condizione A′′1 rappresenta una
restrizione. Se l = 2, allora il sottocaso 1** afferma che λ1/λ2 e` irrazionale
e ?QUINDI? A′′1 e` vuota. Allora A
′′
1 e` essenziale solo per l ≥ 3. Se invece
n− l = 1, allora 〈Q′′|D′′〉 = qndn e l’equazione 〈Q′′|D′′〉 = 0 non ha soluzioni
Q′′ 6= 0 i.e. A′′1 e` vuota. Dunque la condizione A′′1 e` essenziale solo quando
l ≥ 3 e n− l ≥ 2, i.e. n ≥ 5.
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Interpretazione geometrica in Rn delle condizioni A2 e A
′
1.
Siano
O := {Q ∈ Rn : Q ≥ 0} e R := {Q ∈ Rn : 〈Q|λ〉 = 0}
rispettivamente l’ortante non negativo e il sottospazio lineare delle soluzioni
reali dell’equazione di risonanza. Sia inoltre
T := {Q ∈ Rn : 〈Q|GR〉 = 0 ∀R ∈ N} .
Poiche` L = S = G0 abbiamo T ⊂ R.
Mostreremo che le condizioni A2 e A
′
1 sono equivalenti a
R ∩O ⊂ T.
In altre parole, se Q ≥ 0 e 〈Q|λ〉 = 0 allora 〈Q|GR〉 = 0.
Nel caso 2, dimR = dim(R ∩ O) = n − 2, quindi R ∩ O ⊂ T e`
equivalente a R = T. Consideriamo lo spazio R⊥ ortogonale a R. Allora
R⊥ e` generato dai vettori <eλ e =mλ. Se abbiamo che R = T, allora <eGR
e =mGR giacciono in R⊥, cioe` possono essere scritti come combinazione
lineare di <eλ e =mλ. Dunque ogni GR e` una combinazione di λ e λ¯ a
coefficienti complessi e quindi la condizione A2 e` soddisfatta.
Viceversa, sempre nel caso 2, assumendo la condizione A2, cioe` G =
λa+ λ¯b, il fatto 〈Q|λ〉 = 0 implica
〈Q|GR〉 =
〈
Q|λaR + λbR
〉
= 〈Q|λaR〉+ 〈Q|λbR〉 = 0,
cioe` R ⊂ T, quindi R = T e la tesi.
Nel caso 1.d la situazione e` simile alla precedente, eccetto che dimR =
n− 1 e dimR⊥ = 1. Dunque GR puo` essere espresso come un multiplo del
solo vettore λ.
Infine, se l < n nel caso 1, allora per ogni Q ∈ R ∩O si ha necessa-
riamente Q′′ = 0. Quindi la condizione 〈Q|GR〉 = 0 non rappresenta alcuna
restrizione su G′′. Pioche´ le restrizioni riguardano solo G′, l’equivalenza
con la condizione A puo` esser mostrata nello stesso modo dei precedenti,
tenendo in considerazione ora i vettori Q′, G′ e λ′ nel sottospazio Rl.
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La foliazione
{
zR = c
}
Se r e` un numero reale non e` sempre ben definita la potenza zr per ogni
numero complesso z. Infatti gia` la radice quadrata, z1/2 da` problemi: sia i
che −i al quadrato danno −1, quindi, chi e` √−1?
Il problema viene dal fatto che si hanno piu` determinazioni del loga-
ritmo: se z ∈ C e l ∈ C sono tali che el = z allora anche l + 2piik, con
k ∈ Z e` tale che el+2piik = ele2piik = z. Inoltre in questo modo abbiamo
caratterizzato tutti i possibili logaritmi di z. In conclusione, log z non e` ben
definito, ma log z + 2piiZ s`ı.
Per quanto riguarda il nostro problema, se z ∈ Cn e R ∈ Rn non e`
ben chiaro cosa si intenda per zR = c, pero` mostriamo che ha senso dire
zR ≡ c ( mod ΓR) e ΓR := er12piiZ+...+rn2piiZ,
dove il modulo e` fatto vedendo C∗ come gruppo moltiplicativo.
Se c = 0 non ci sono problemi: se rj > 0 allora z ∈
{
zR = 0
}
implica
zj = 0 e non ci sono vincoli sugli zj se rj = 0. In generale, prendiamo
determinazioni qualsiasi per zj , abbiamo
zR := exp (r1 (log z1 + 2piiZ) + . . .+ rn (log zn + 2piiZ))
= exp (r1 log z1 + . . . + rn log zn) exp (r12piiZ + . . . + rn2piiZ)
Dunque, sia R ∈ Rn sia Ω := C∗/ΓR e` ben definita la funzione
Cn −→ X
z 7−→ zR.
Le curve di livello
{
zR = c
}
c∈Ω
danno una foliazione di Cn. Analogamente
il vettore
∇ =
n∑
j=1
rj
zR
zj
∂j
non e` ben definito se non a meno di una costante.
Proposizione 4.20 (Martinet) Sia 0 ∈ Int Conv(λ). (Nel caso in cui
Conv(λ) e` ridotto ad un segmento l’interno e` il segmento meno i suoi estre-
mi)7
Un campo vettoriale X singolare nell’origine con parte lineare L e`
tangente ad ogni foliazione
{zR = costante}
per ogni R tale che 〈λ|R〉 = 0, con rj ≥ 0, rj ∈ R, se e solo se X e` della
forma
X =
n∑
j=1
(
λjzja(z) + λ¯jzjb(z)
)
∂j.
7Cioe` siamo nel caso 2 o 1.d
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Dimostrazione. Scriviamo X =
∑
j X˜jzj∂j con X˜j =
∑
Q∈Nj
gjQz
Q.
Essere tangenti alla foliazione {zR = costante} equivale ad essere
ortogonali al gradiente
∇ =
n∑
j=1
rj
zR
zj
∂j,
il quale e` definito a meno di una costante, ma comunque siamo solo interes-
sati alla sua direzione. Quindi
(∇,X) =
∑
j
rj
zR
zj
X˜jzj
=
∑
jQ
rjz
RgjQz
Q
= zR
∑
Q
∑
j
rjg
j
Q
 zQ.
Si hanno percio` le seguenti equivalenze
0 = (∇,X) ⇐⇒
∑
j
rjg
j
Q = 0 ∀Q ∈ Nj , ∀R ∈ R ∩O
⇐⇒ gjQ = ajQλj + bjQλ¯j ,
quest’ultima implicazione e` vera perche` si ha∑
j
rjg
j
Q = 0 ∀R ∈ R ∩O ⇔ 〈GQ|R〉C = 0 ∀R ∈ R ∩O
⇔ <e(GQ),=m(GQ)⊥(R ∩O)
⇔ <e(GQ),=m(GQ)⊥R
(poiche`, come abbiamo mostrato prima, dim(R) = dim(R ∩O)).
Ma R = SpanR{<eλ,=mλ}⊥ e quindi<e(GQ),=m(GQ) ∈ SpanR{<eλ,=mλ}R
e GQ ∈ SpanC{λ, λ¯}, dove λ = (λ1, . . . , λn).

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Considerazioni sulla condizione A′′1 . Le entrate della matrice R
sono serie di potenze in w′. Assumiamo che questa matrice sia triangolare.
Allora per la condizione A′′1b) abbiamo aj = bjj − λja, e la condizione
A′′1a) afferma che gli elementi diagonali bjj non sono arbitrari, ma, quando
considerati come serie di potenze, devono soddisfare certe condizioni lineari.
(...) In generale la matrice R non e` triangolare e cio` causa significative
complicazioni nella dimostrazione della convergenza.
4.6.2 Invarianza
Le forme normali, come il cambio di variabili, non sono univocamente de-
terminate. In questa sezione mostreremo che le condizioni A sulla forma
normale sono invarianti rispetto a cambi di variabili che portano ad altre
forme normali. In altre parole, se la condizione A e` verificata per una qual-
che forma normale di un dato sistema differenziale, allora ogni altra forma
normale del sistema soddisfa la condizione.
Proposizione 4.21 Se il cambio di variabili
z = h(w) = w + hˆ(w)
coniuga una forma normale di un sistema differenziale
z˙ = Lz + Yˆ1(z)
ad un’altra forma normale del sistema
w˙ = Lw + Yˆ2(w),
e se la prima forma normale soddisfa 〈P |G〉 ≡ 0 per ogni P ∈ N con
〈P |λ〉 = 0, allora Gj sono delle vere serie di potenze (nel senso che nello
sviluppo non ci sono monomi elevati a coefficienti negativi) e G2j = G1j(h).
Dimostrazione. Mostriamo che non ci sono termini wkG
k
Qw
Q (o solo
wQ? ) se Q ha componenti negative. Sia Q ∈ N con qk = −1, allora Q /∈ Nj
per j 6= k; quindi GjQ = 0 e 〈Q|GQ〉 = GkQ. Ma quindi l’ipotesi dice che
〈Q|GQ〉 = 0, cioe` GkQ = 0 e dunque Gj sono delle vere serie di potenze.
(...)Per il teorema 2 cap I

Teorema 4.22 Se almeno una forma normale di un dato sistema diffe-
renziale soddifa la condizione A, allora ogni altra forma del sistema la
soddisfa.
Dimostrazione. La condizione A e` il verificarsi della condizione A2 nel
caso 2 o di A′1 e A
′′
1 nel caso 1. La dimostrazione sara` data separatamente
per ognuna delle condizioni A2, A
′
1 e A
′′
1 .
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Caso 2. Siano z˙ = Lz+ Yˆ1(z) e w˙ = Lw+ Yˆ2(w) due forme normali
e la prima soddisfi A2, quindi G1 = λa1 + λ¯b1. In particolare vale la propo-
sizione precedente. Dunque G2 = λa2 + λ¯b2, dove a1 = a2(h) e b1 = b2(h),
i.e. vale la condizione A2 per la seconda forma normale.
Caso 1 (...) DA FARE

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4.7 Dimostrazione della convergenza col metodo
di Newton
Poniamo ωk := min | 〈Q|λ〉 |, dove il minimo e` preso sui Q per cui 〈Q|λ〉 6= 0,
‖Q‖ ≤ 2k, Q ∈ N .
La Condizione ω e`
∞∑
k=0
− 1
2k
logωk < +∞.
Nel caso 1* la condizione ω e` sempre verificata, poiche´ e` possibile
provare che ωk ≥ ε > 0 e, dunque,
∞∑
k=0
−2−k logωk ≤ − log ε.
Questo paragrafo sara` interamente dedicato alla dimostrazione del
teorema principale sulla convergenza delle trasformazioni normalizzanti. Fac-
ciamo notare che quando una forma normale soddisfa la condizione A allora
in particolare il suo differenziale in 0 non ha parte nilpotente, dunque sara`
della forma
S :=
n∑
j=1
λjzj∂j , λj ∈ C.
Il risultato piu` importante di A. D. Brjuno e` il seguente.
Teorema 4.23 Supponiamo che S, corrispondente ad un sistema differen-
ziale olomorfo
z˙ = Sz + Xˆ(z), (4.10) 4.1
soddisfi la condizione ω e che una forma normale del sistema soddisfi la
condizione A. Allora esiste un cambio di coordinate analitico che riduce il
sistema alla forma normale.
Il teorema 4.9 segue da questo e dal 4.14.
La dimostrazione si basa sul metodo di Newton generalizzato. La
trasformazione e` costruita per approssimazioni successive. Diamo uno sketch
della dimostrazione.
Supponiamo che il sistema z˙ = Sz + Xˆ(z) coincida con la forma
normale fino all’ordine m. Allora esiste un cambio di variabili
z = w + hˆ(w) (4.11) 4.2
tale che, nelle nuove coordinate, il sistema coincidera` con la forma norma-
le fino all’ordine (rispetto a w) ≤ 2m. hˆ soddisfera` un sistema di PDE
lineari (Lemma 4.24). Il Lemma 4.26 elenchera` proprieta` del sistema di
partenza che seguono dalla condizione A. Sulla base di queste proprieta` e
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stime sul sistema differenziale per |zj | < ρ, proveremo che |hˆj| < c2ω−ak+1
dove m = 2k e c2 e a dipendono solo da λ. La dimostrazione sara` por-
tata avanti separatamente per ognuno dei casi 2, 1*, 1** nei Lemmi 4.27,
4.28, 4.29 rispettivamente. L’ultimo, come sempre, sara` il piu` complicato e
la dimostrazione si basera` sui casi precedenti. Poiche´ la serie hˆj comincia
con i termini d’ordine m, il raggio di convergenza decresce, dopo la k-esima
iterazione, di
(
c2ω
−a
k+1
)1/m
volte. Comunque il prodotto infinito
n∏
k=1
(
c2ω
−a
k+1
)1/2k
converge per la condizione ω. Quindi la trasformazione risultante ha un
raggio positivo di convergenza, cos`ı la dimostrazione e` completata.
Il punto piu` difficile della dimostrazione sta nel provare che anche il
nuovo sistema nelle w soddisfa le stesse stime del sistema originario in z.
4.7.1 Introduzione all’iterazione
Un po’ di notazioni.
Sia h(w) = (h1(w), . . . , hn(w)) una serie (vettoriale) di potenze in
w. Per ogni numero complesso δ, l’espressione {hj}δ denota la serie che
consiste solo di quei termini cwjw
Q della serie hj per cui 〈Q|λ〉 = δ; quindi
per una forma normale Y abbiamo {gj}0 = gj e {gj}δ = 0 per δ 6= 0. Con
le notazioni alla Martinet avremmo {hj}δ = piEδ(hj)
Inoltre, per un arbitrario monomio cwQ poniamo
ord(cwQ) := ‖Q‖ ;
per una serie di potenze h, ord(h) e` l’insieme degli ordini di tutti i ter-
mini della serie. (Infine, ord(h):=min ord(h) forse levabile). Il simbolo
m <ord(h)≤ 2m significa che tutti i termini di h hanno ordine piu` grande
di m ma non di 2m.
[h]m denota l’m-jet di h, i.e. la serie definita dalla serie dei termini di
h il cui ordine non e` piu` grande di m; quindi ord[h]m ≤ m. Per il vettore
h = (h1, . . . , hn) poniamo ord(h) = ∪nj=1ord(hj) e in modo simile per le
matrici.
Consideriamo il sistema
z˙j = λjzj + ψj(z) + ϕj(z), j = 1, . . . , n, (4.12) 4.4
che coincide con una forma normale nei termini di ordine ≤ m:
1 ≤ ord(ψj) ≤ m, {ψj}0 = ψj , m+ 1 ≤ ord(ϕj), (4.13) 4.5
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le serie ψj non contengono termini lineari eccettuata eventualmente la parte
nilpotente dello jacobiano.
Cerchiamo una trasformazione z = w+ hˆ(w) con ord(hˆj) ≥ m+1, che
porti il sistema in esame ad un sistema che coincida con una forma normale
nei termini di ordine ≤ 2m, cioe`, della forma
w˙j = λjwj + ψj(w) + ψ˜j(w) + ϕ˜j(w), j = 1, . . . , n, (4.14) 4.6
con
m+ 1 ≤ ord(ψ˜j) ≤ 2m, {ψ˜j}0 = ψ˜j , 2m+ 1 ≤ ord(ϕ˜j).
Inoltre possiamo supporre ord(hˆj) ≤ 2m.
A questo punto dobbiamo provare che tutto cio` e` possibile.
Lemma 4.24 (Lemma base) Il cambio di variabili z = w + hˆ(w) chelemma 3
trasforma
z˙j = λjzj + ψj(z) + ϕj(z)
in
w˙j = λjwj + ψj(w) + ψ˜j(w) + ϕ˜j(w),
con
m+ 1 ≤ ord(hˆj) ≤ 2m,
1 ≤ ord(ψj) ≤ m < ord(ϕj), (4.15) 4.10
m+ 1 ≤ ord(ψ˜j) ≤ 2m < ord(ϕ˜j),
esiste ed e` unicamente determinato dalla condizione
{hˆj}0 = 0 e {hˆj}δ = [{ζj}δ ]2m (4.16) 4.7
dove ζj e` la soluzione del sistema
δ{ζj}δ +
∑
k
∂{ζj}δ
∂wk
· ψk =
∑
k
∂ψj
∂wk
· {ζk}δ + {ϕj}δ (4.17) 4.8
per ogni δ 6= 0 e j = 1, . . . , n. Inoltre
ψ˜j = [{ϕj}0]2m . (4.18) 4.9
Osservazione 4.25 Se si preferisce il sistema non in coordinate e` δ{ζ}δ +
[ψ, {ζ}δ ] = {ϕj}δ, o equivalentemente,
[S + ψ, ζ] = piE⊥0
ϕ
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e, detta ζ =
∑
j ζj∂j, si ha hˆj = pi2mpiE⊥0
ζj. Attenzione: ζ e` un campo
vettoriale, invece h e` un diffeomorfismo!
Dimostrazione. Deriviamo il cambio di variabili z = w + hˆ(w), in
coordinate zj = wj + hˆj(w),
z˙j = w˙j +
n∑
k=1
∂hˆj
∂wk
(w) · w˙k.
Imponiamo il coniugio sostituendo le ipotesi.
λjzj + ψj(z) + ϕj(z) =
= λjwj + ψj(w) + ψ˜j(w) + ϕ˜j(w) +
n∑
k=1
∂hˆj
∂wk
(w) ·
(
λkwk + ψk(w) + ψ˜k(w) + ϕ˜k(w)
)
,
che diventa
λj
(
wj + hˆj(w)
)
+ ψj(w + hˆ(w)) + ϕj(w + hˆ(w))
= λjwj + ψj(w) + ψ˜j(w) + ϕ˜j(w) +
∑
k
∂hˆj
∂wk
(w) ·
(
λkwk + ψk(w) + ψ˜k(w) + ϕ˜k(w)
)
.
Semplificando λjwj , omettendo la dipendenza esplicita da w, poiche´ tutto
dipende da w, e riordinando, otteniamo
ψ˜j+ϕ˜j+
∑
k
∂hˆj
∂wk
·
(
λkwk + ψk + ψ˜k + ϕ˜k
)
−λjhˆj = ψj(w+hˆ)−ψj+ϕj(w+hˆ).
Usiamo la formula di Taylor
ψj(w + hˆ) = ψj(w) +
∑
k
∂ψj
∂wk
· hˆk + 1
2
∑
k,l
∂2ψj
∂wk∂wl
· hˆkhˆl + . . .
e, poiche´ m+ 1 ≤ ord(hˆj) ≤ 2m, la seconda somma e i puntini sono termini
di grado piu` grande di 2m+ 1. Analogamente,
ϕj(w + hˆ) = ϕj(w) +
∑
k
∂ϕj
∂wk
· hˆk + . . .
e ord(
∑
k
∂ϕj
∂wk
· hˆk + . . .) ≥ (m+ 1− 1) + (m+ 1) = 2m+ 1. Sostituendo e
considerando i termini di ordine compreso tra m+ 1 e 2m:
ψ˜j +
∑
k
[
∂hˆj
∂wk
· (λkwk + ψk)
]
2m
− λj hˆj =
∑
k
[
∂ψj
∂wk
· hˆk
]
2m
+ [ϕj ]2m .
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Facciamo questa importante, anche se semplice, osservazione
LS(xQxj∂j) := [S, xQxj∂j ] = 〈Q|λ〉xQxj∂j
se S :=
∑n
j=1 λjxj∂j , cioe`∑
k
∂(wQwj)
∂wk
λkwk − λjwjwQ = 〈Q|λ〉wQwj .
Percio` ∑
k
∂{hˆj}δ
∂wk
λkwk − λj{hˆj}δ = δ{hˆj}δ. (4.19) 4.12’
Infine otteniamo, usando il fatto che {ψ˜j}0 = ψ˜j e {ψ˜j}δ = 0 se δ 6= 0,
δ{hˆj}δ +
∑
k
[
∂{hˆj}δ
∂wk
· ψk
]
2m
=
∑
k
[
∂ψj
∂wk
· {hˆk}δ
]
2m
+ [ϕj ]2m
per ogni δ 6= 0 e j = 1, . . . , n.
La risolubilita` unica del sistema puo` esser provata come il primo teo-
rema di esistenza. Vale a dire si da` un ordinamento ai multiindici e per
ricorrenza si mostra la risolubilita` che avviene in modo unico.

Dalla dimostrazione del teorema segue la seguente formula utile in
seguito:
ψ˜j = −
∑
k
∂hˆj
∂wk
· ϕ˜k − ϕ˜j −
∑
k
∂hˆj
∂wk
·
(
λkwk + ψk + ψ˜k
)
+ λj hˆj+
+
∑
k
hˆk · ∂ψj
∂wk
(w1 + θ1hˆ1, . . . , wn + θnhˆn) + ϕj(w + hˆ) (4.20) 4.13
dove θj ∈ [0, 1] danno il resto nella formula di Taylor in forma integrale di
Lagrange (no! e` quell’altra...come si chiama?).
lem4 Lemma 4.26 Se la forma normali del sistema
z˙j = λjzj + ψj(z) + ϕj(z), j = 1, . . . , n,
soddisfa la condizione A, allora la forma normale “troncamento”
w˙j = λjwj + ψj(w), j = 1, . . . , n, (4.21) 4.14
soddisfa “quasi” la condizione A; nel senso che valgono A2, A
′
1 e A
′′
1a) nei
rispettivi casi; tuttavia la condizione A′′1b) subisce un lieve cambiamento.
Dimostrazione. Per quanto riguarda A2, A
′
1 e A
′′
1a) il risultato e` auto-
matico dalla linearita` e dal fatto che la condizione A e` invariante per coniugio
tra forme normali.
Per A′′1b) il fatto e` piu` rognoso.(...)

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4.7.2 Stime di base
Si comincia con le stime. Se b(w) =
∑
Q bQw
Q e` una serie di potenze,
definiamo la sua serie assoluta (a termini positivi)
‖b‖ :=
∑
Q
|bQ|wQ
e la sua norma
‖b‖ρ :=
∑
Q
|bQ|ρ|Q|.
Diciamo che, se dQ ≥ 0,∑
Q
bQw
Q ≺
∑
Q
dQw
Q ⇐⇒ |bQ| ≤ dQ ∀Q.
Osserviamo alcune proprieta` semplici ma fondamentali nel seguito.
1. a) Se b ≺ d, allora ‖b‖ρ ≤ ‖d‖ρ;
b) se b = ‖d‖m, allora b ≺ ‖d‖;
c) se b = d · e, allora ‖b‖ ≺ ‖d‖ ‖e‖.
2. Se la serie b contiene solo potenze non negative nelle variabili, allora
|b(w)| ≤ ‖b‖ρ se |w1|, . . . , |wn| ≤ ρ.
3. Se m ≤ ord(b) e ρ ≤ r, allora
‖b‖ρ ≤
(ρ
r
)m ‖b‖r .
4. Se ord(b) ≤ m, allora ∥∥∥∥ ∂b∂wk
∥∥∥∥
ρ
≤ m
ρ
‖b‖ρ .
Nel seguito con c1, c2, . . . si indicheranno costanti positive opportuna-
mente scelte, tutte dipendenti solo da λ. Alcune di queste saranno definite
esplicitamente, delle altre mostreremo solo l’esistenza.
lem5 Lemma 4.27 Nelle ipotesi del lemma base 4.24, e assumendo inoltre che λ
sia nel caso 2 e il sistema “troncato” 4.21
w˙j = λjwj + ψj(w), j = 1, . . . , n,
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soddisfi la condizione (A2), esistono costanti c1 e c2 tali che se, dato
1
2 <
ρ ≤ 1, sono verificate le diseguaglianze
n∑
j=1
‖ϕj‖ρ < 1,
n∑
j=1
‖ψj‖ρ < c1,
n∑
j,k=1
∥∥∥∥ ∂ψj∂wk
∥∥∥∥
ρ
< c1, (4.22) 4.15
per m = 2k, allora si ha
n∑
j=1
∥∥∥hˆj∥∥∥
ρ
< c2ω
−2
k+1.
Dimostrazione. Ci saranno due parti.
1. Soluzione del sistema 4.17. Osserviamo che per una serie arbitraria
a da 4.19 si ha ∑
k
∂{ζj}δ
∂wk
λkwka− λj{ζj}δa = δ{ζj}δa.
Dalla condizione A2, Gj = aλj + bλ¯j (ψj = Gjwj = awjλj + bwj λ¯j),
otteniamo ∑
k
∂{ζj}δ
∂wk
ψk − {ζj}δGj = (aδ + bδ¯){ζj}δ .
Allora il sistema 4.17 puo` essere scritto come
δ(1 + a+ υb){ζj}δ =
∑
k
wj
∂Gj
∂wk
· {ζk}δ + {ϕj}δ
dove υ := δ¯/δ, |υ| = 1. Introduciamo la matrice D :=
{
wj
∂Gj
∂wk
}n
k,j=1
, in
modo da scrivere la formula trovata come
δ(1 + a+ υb){ζ}δ −D{ζ}δ = {ϕ}δ . (4.23) 4.19
Gli elementi di D2 sono{∑
k
wj
(
λj
∂a
∂wk
+ λ¯j
∂b
∂wk
)
wk
(
λk
∂a
∂wl
+ λ¯k
∂b
∂wl
)}
jl
.
Comunque, per definizione di forma normale,
∑
k
wkλk
∂a
∂wk
=
∑
k
wkλk
∂(
∑
Q aQw
Q)
∂wk
=
∑
Q
aQw
Q 〈Q|λ〉 = 0,
cioe`,
S.a = 0.
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Analoghe equazioni si ottengono per λ¯j e b; dunqueD
2 ≡ 0. Quindi abbiamo
la formula
[id− cD]−1 = id + cD
con c scalare. Quindi dalla 4.23
{ζ}δ =
(
id +
D
δ(1 + a+ υb)
) {ϕ}δ
δ(1 + a+ υb)
. (4.24) 4.20
2. Stime della soluzione Prima di tutto cerchiamo una costante c1
tale che le ipotesi 4.22 implichino che
‖a‖ρ <
1
4
, ‖b‖ρ <
1
4
.
Poiche´ siamo nel caso 2, i vettori λ e λ¯ sono linearmente indipendenti e,
senza perdita di generalita`, possiamo supporre
∆ :=
∣∣∣∣ λ1 λ¯1λ2 λ¯2
∣∣∣∣ 6= 0.
Dalla condizione A2 otteniamo
(
G1
G2
)
=
(
λ1 λ¯1
λ2 λ¯2
)(
a
b
)
. Invertiamo
il sistema:
(
a
b
)
= ∆−1
(
λ¯2 −λ¯1
−λ2 λ1
)(
G1
G2
)
, cioe`
a = ∆−1(λ¯2G1 − λ¯1G2), b = ∆−1(λ1G2 − λ2G1),
da cui
‖a‖ ≺ |∆−1|max
j
|λj |
n∑
k=1
‖Gk‖
rivedere e simile per b. Tenendo in considerazione che wjGj = ψj e ρ > 1/2,
otteniamo
‖a‖ρ < 2|∆−1|maxj |λj |
n∑
k=1
‖ψk‖ρ .
Possiamo quindi determinare c1 dall’equazione
2|∆−1|max
j
|λj |c1 = 1
4
.
Percio`, sfruttando il fatto che | 11+c | ≤ 11−|c| ,∥∥(1 + a+ υb)−1∥∥
ρ
≤ (1− ‖a‖ρ − ‖b‖ρ)−1 <
(
1− 1
2
)−1
= 2.
Dalla condizione A2, le Gj non contengono potenze negative nelle variabili.
Dunque (wjGj = ψj)
wj
∂Gj
∂wk
≺
∥∥∥∥ ∂ψj∂wk
∥∥∥∥
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e dalle ipotesi 4.22
n∑
j,k=1
∥∥∥∥wj ∂Gj∂wk
∥∥∥∥
ρ
≤
n∑
j,k=1
∥∥∥∥ ∂ψj∂wk
∥∥∥∥
ρ
≤ c1,
quindi ‖D‖ ≤ c1. La relazione 4.24 implica, considerando separatamente
ogni componente, la stima
‖{ζ}δ‖ ≺
(
id +
‖D‖
|δ|(1 − ‖a‖ − ‖b‖)
) ‖{ϕ}δ‖
|δ|(1 − ‖a‖ − ‖b‖) ,
la quale, con le precedenti due stime, da`
n∑
j=1
‖{ζj}δ‖ρ < (n+ 2c1|δ|−1)2|δ|−1
n∑
j=1
‖{ϕj}δ‖ρ . (4.25) 4.22
Ricordo che δ = 〈Q|λ〉, e che abbiamo bisogno solo dei termini {ζj}δ
per cui 1 + ‖Q‖ ≤ 2m. Comunque m = 2k e percio` |δ| ≥ ωk+1. Abbiamo(
n+
2c1
|δ|
)
1
|δ| ≤
(
n+
2c1
ωk+1
)
1
ωk+1
=
ωk+1n+ 2c1
ω2k+1
≤ ω1n+ 2c1
ω2k+1
poiche´ ω1 ≥ ωk+1.
Dunque da 4.16 e 4.25 otteniamo
n∑
j=1
∥∥∥{hˆj}δ∥∥∥
ρ
<
c2
ω2k+1
n∑
j=1
‖{ϕj}δ‖ρ ,
dove c2 = 2(nω1 + 2c1). Infine, sommando su tutti i δ e ricordandosi che
dall’ipotesi
∑n
j=1 ‖ϕj‖ρ ≤ 1, otteniamo la tesi.

lem6 Lemma 4.28 Nelle ipotesi del lemma base 4.24, e assumendo inoltre che λ
sia nel caso 1* e il sistema “troncato” 4.21
w˙j = λjwj + ψj(w), j = 1, . . . , n,
soddisfi la condizione (A′1), esistono costanti c1 e c2 tali che se, dato
1
2 <
ρ ≤ 1, sono verificate le diseguaglianze 4.22
n∑
j=1
‖ϕj‖ρ < 1,
n∑
j=1
‖ψj‖ρ < c1,
n∑
j,k=1
∥∥∥∥ ∂ψj∂wk
∥∥∥∥
ρ
< c1,
per m = 2k, allora si ha
n∑
j=1
∥∥∥hˆj∥∥∥
ρ
< c2. (4.26) 4.23
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Dimostrazione. Poniamo
ζj = wjhj = wj
∑
Q
hjQw
Q, g˘j = gj −λja =
∑
Q
g˘jQw
Q j = 1, . . . , n.
(4.27) 4.23’
Dalla condizione A′1, G˘
′ ≡ 0. E` facile verificare che
n∑
k=1
∂{ζj}δ
∂wk
ψk − {ζj}δgj = wj
∑
P,R
hjP 〈P |GR〉wP+R
= wj
∑
P,R
hjP 〈P |λaR〉wP+R + wj
∑
P,R
hjP
〈
P |G˘R
〉
wP+R
= δa{ζj}δ + wj
∑
P,R
hjP
〈
P ′′|G˘R
〉
wP+R, (4.28) 4.24
dove 〈P, λ〉 = δ. Per il lemma 1, esiste ε > 0 tale che |δ| > ε. Per il lemma
2, per tale ε si puo` trovare c tale che |P ′′| < c|δ|. Allora
wj
∑
P,R
|hjP ||
〈
P ′′|G˘R
〉
|wP+R ≺ wj
∑
P
|hjP ||P ′′|wP
∑
k>j
∑
R
|g˘kR|wR
≺ c|δ| ‖{ζj}δ‖
∑
k>j
‖g˘k‖
≺ c|δ| ‖{ζj}δ‖
∑
k>j
‖gk‖+ |Λ| ‖a‖
 .(4 29) 4.24’
Poiche` ρ > 1/2, la 4.22 porta a
n∑
k=1
‖gk‖ρ < 2c1, |λ′| ‖a‖ρ < 2c1.
Se λ′ = 0, poniamo a = 0 e λ˘ = 1. Se λ′ 6= 0, poniamo λ˘ = |λ′|. Allora
‖a‖ρ < 2c1λ˘−1. Scriviamo la 4.17 nella forma
δ{ζj}δ = −
(
n∑
k=1
∂{ζj}δ
∂wk
ψk − {ζj}δgj
)
− {ζj}δgj +
n∑
k=1
∂ψj
∂wk
{ζk}δ + {ϕj}δ ,
con j = 1, ..., n. Dividendo entrambi i membri per δ, usando la disugua-
glianza |δ|−1 < ε−1, la formula 4.28 e l’ultima stima 4.29 e infine sommando
su tutti i δ e j = 1, . . . , n otteniamo
n∑
j=1
‖ζj‖ ≺ c
n∑
j=1
‖ζj‖
(
n∑
k=1
‖gk‖+ |Λ| ‖a‖
)
+
n∑
j=1
‖ζj‖ ‖a‖+ε−1
n∑
j=1
‖ζj‖
n∑
k=1
‖gk‖+
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+ε−1
n∑
j,k=1
∂ψj
∂wk
n∑
j=1
‖ζj‖+ ε−1
n∑
j=1
‖ϕj‖ .
Percio`
n∑
j=1
‖ζj‖ρ <
n∑
j=1
‖ζj‖ρ
[
c
(
2c1 + |Λ|2c1λ˘−1
)
+ 2c1λ˘
−1 + ε−12c1 + ε
−1c1
]
+ε−1
n∑
j=1
‖ϕj‖ρ .
Ora scegliamo c1 dall’uguaglianza
c1
(
2c+ 2|Λ|cλ˘−1 + 2λ˘−1 + 3ε−1
)
=
1
2
.
Dunque, per la 4.22
n∑
j=1
‖ζj‖ρ <
2
ε
n∑
j=1
‖ϕj‖ρ <
2
ε
Dalla 4.16 abbiamo∥∥∥hˆj∥∥∥ ≺ ‖ζj‖ e n∑
j=1
∥∥∥hˆj∥∥∥
ρ
<
2
ε
e quindi in 4.26 abbiamo c2 = 2/ε.

lem7 Lemma 4.29 Nelle ipotesi del lemma base 4.24, e assumendo inoltre che λ
sia nel caso 1** e il sistema “troncato” 4.21
w˙j = λjwj + ψj(w), j = 1, . . . , n,
soddisfi la condizione (A′1) e (A
′′
1) “modificata” come nel lemma 4.26, esi-
stono costanti c1, c2 e a tali che se, dato
1
2 < ρ ≤ 1, sono verificate le
diseguaglianze 4.22
n∑
j=1
‖ϕj‖ρ < 1,
n∑
j=1
‖ψj‖ρ < c1,
n∑
j,k=1
∥∥∥∥ ∂ψj∂wk
∥∥∥∥
ρ
< c1,
per m = 2k, allora si ha
n∑
j=1
∥∥∥hˆj∥∥∥
ρ
< c2ω
−a
k+1.
Dimostrazione. Omessa.

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4.7.3 Conclusione della dimostrazione del teorema di con-
vergenza
I vari lemmi provati in precedenza posso esser riassunti in un caso unico.
Corollario 4.30 Nelle ipotesi del lemma base 4.24, ipotiziamo che il siste-
ma “troncato” 4.21
w˙j = λjwj + ψj(w), j = 1, . . . , n,
soddisfi la condizione (A), che esistano costanti a ≥ 0, c1 e c2 tali che se,
dato 12 < ρ ≤ 1, siano verificate le diseguaglianze 4.22
n∑
j=1
‖ϕj‖ρ < 1,
n∑
j=1
‖ψj‖ρ < c1,
n∑
j,k=1
∥∥∥∥ ∂ψj∂wk
∥∥∥∥
ρ
< c1,
per m = 2k. Allora si ha
n∑
j=1
∥∥∥hˆj∥∥∥
ρ
< c2ω
−a
k+1. (4.30) 4.45
La dimostrazione del teorema e divisa in 4 parti ed e` basata su un
processo iterativo. Nel seguito assumeremo che il membro destro della 4.30
sia piu` grande di 1:
1 ≤ c2
ωak+1
.
Se cos`ı non fosse possiamo sempre ridurci a questo caso prendendo c2 abba-
stanza grande.
1◦. Mantenimento delle diseguaglianze 4.22 ad ogni passo.
Nelle ipotesi del lemma base 4.24, sia m = 2k e valgano le diseguaglianze
4.22. Dal corollario vale
n∑
j=1
∥∥∥hˆj∥∥∥
ρ
< c2ω
−a
k+1 := γ
−m, (4.31) 4.46
con γ ≤ 1, per come supposto prima. Poniamo
r := m−1/mρ e R := γm−1/mr = γm−2/mρ. (4.32) 4.47
Si ha R < r < ρ. Le propieta` della norma introdotta e 4.15, 4.22, 4.31, 4.32
implicano
n∑
j=1
‖ϕj‖R <
(
R
ρ
)m+1
< γm+1m−2−
2
m < m−2, (4.33) 4.48
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n∑
j=1
∥∥∥hˆj∥∥∥
R
< γm−2−
2
m < m−2−
2
m < m−2. (4.34) 4.49
Si puo` mostrare che per m ≥ 3 e per w nel polidisco di raggio R, vale
che per ogni θ ∈ [0, 1]
|w + θhˆ| < r. (4.35) 4.50
(la prendiamo per buona io la farei ... serve m > 3)
Da 4.35, 4.22 e 4.15
n∑
j=1
∥∥∥ϕj(w + hˆ)∥∥∥
R
<
n∑
j=1
‖ϕj‖r <
(
r
ρ
)m+1
< m−1. (4.36) 4.51
Poiche´ ord(hˆj) ≤ 2m, 4.32 e 4.34 implicano
n∑
j=1
∥∥∥∥∥ ∂hˆj∂wk
∥∥∥∥∥
R
<
2m
R
n∑
j=1
∥∥∥hˆj∥∥∥
R
<
2m−1
ρ
≤ 4m−1. (4.37) 4.52
Da 4.18, 4.15 e 4.33 otteniamo
n∑
j=1
∥∥∥ψ˜j∥∥∥
R
<
n∑
j=1
‖ϕj‖R < m−2,
n∑
j=1
∥∥∥∥∥ ∂ψ˜j∂wk
∥∥∥∥∥
R
<
2m
R
n∑
j=1
‖ϕj‖R < 4m−1,
da cui
n∑
j=1
∥∥∥ψ˜j∥∥∥
R
<
4n
m
,
n∑
j,k=1
∥∥∥∥∥ ∂ψ˜j∂wk
∥∥∥∥∥
R
<
4n
m
. (4.38) 4.53
L’identita` 4.20, combinata con le stime 4.22 e 4.33-4.38, implica
n∑
j=1
‖ϕ˜j‖R < 4m−1
n∑
j=1
‖ϕ˜j‖R +m−1c10, (4.39) 4.53’
dove c10 = 6 + 5c1 + 5|Λ|. Percio`
n∑
j=1
‖ϕ˜j‖R <
m−1c10
1− 4m−1 =
c10
m− 4 , (4.40) 4.54
e
∑n
j=1 ‖ϕ˜j‖R < 1 per m > c10 + 4. Sotto le ipotesi del lemma base
4.24, le diseguaglianze 4.38 e 4.40 insieme con
1
2
< ρ ≤ 1, ∑nj=1 ‖ϕj‖ρ < 1∑n
j=1 ‖ψj‖ρ < c1 −
8n
m
,
∑n
j,k=1
∥∥∥∥ ∂ψj∂wk
∥∥∥∥
ρ
< c1 − 8n
m
(4.41) 4.55
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(se m > 8n/c1, allora c1 − 8n/m > 0) implicano, per
m = 2k > max
[
c10 + 4,
8n
c1
, 3
]
,
la diseguaglianza 4.31 e ancora le diseguaglianze
n∑
j=1
‖ϕ˜j‖R < 1,
n∑
j=1
∥∥∥ψj + ψ˜j∥∥∥
R
< c1 − 8n
m
+
4n
m
= c1 − 8n
m′
, (4.42) 4.56
n∑
j,k=1
∥∥∥∥∥∂(ψj + ψ˜j)∂wk
∥∥∥∥∥
R
< c1 − 8n
m′
.
Queste diseguaglianze sono analoghe alle 4.41, ma corrispondono ai
nuovi valori di R = γm−2/mρ, m′ = 2m e al nuovo sistema 4.14.
2◦. Introduzione alle iterazioni e variazione di ρ
Consideriamo il processo di iterazione. Ad ogni passo il valore di m duplica e
quello di ρ diminuisce di γm−2/m volte. Poniamo, esplicitando la dipendenza
da k, mk := 2
k e γk := (c2ω
−a
k+1)
−1/mk . Allora
ρk+1 = γkm
−
2
mk
k ρk.
Dunque
ρk+1 = ρs
k∏
l=s
γlm
−
2
ml
l ,
Pioche´ γk < 1, si ha
ρk > ρs
∞∏
l=s
γlm
−
2
ml
l , k > s.
Comunque il prodotto infinito
∞∏
l=1
γlm
−
2
ml
l > 0,
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i.e. converge. Infatti, il suo logaritmo e` dato dalla serie
∞∑
k=1
log γk − 2
∞∑
k=1
logmk
mk
= −
∞∑
k=1
log(c2ω
−a
k+1)
mk
− 2
∞∑
k=1
k log 2
2k
= a
∞∑
k=1
logωk+1
2k
−
∞∑
k=1
log c2
2k
− 2 log 2
∞∑
k=1
k
2k
.
La convergenza delle ultime due serie e` ovvia e la prima serie converge per
la condizione ω. Quindi il prodotto infinito converge e dunque esiste s tale
che
∞∏
l=s
γlm
− 2
ml
l >
1
2
,
ma allora ρk > ρs/2 per k > s.
3◦. L’inizio delle iterazioni
Sia m0 = 2
k0 abbastanza grande affinche´
m0 > max
[
c10 + 4,
8n
c1
, 3, 2s
]
Utilizzando il lemma base 4.24, riduciamo il sistema 4.10 con m = m0
tramite un numero finito di iterazioni del sistema 4.12. Poiche´ ad ogni
passo dell’iterazione il corrispondente cambio di variabili e` polinomiale, in
particolare e` analitico. Per le ipotesi del teorema, il membro destro nel
sistema 4.10 e` analitico; dunque il membro destro nel sistema 4.12 e` anche
analitico nell’origine. Per definizione la matrice della parte lineare di una
forma normale e` una matrice di Jordan. Dunque in 4.12
ψj = εjzj−1 + ηj, j = 1, . . . , n
dove le ηj non contengono termini costanti ne´ lineari. Sostituiamo in 4.12
zj = β
juj, j = 1, . . . , n; allora 4.12 implica
u˙j = λuj + β
−1εjuj−1 + . . . .
Sia β ∈ R+ un numero positivo tale che
β−1
n∑
j=2
|εj | < α
2
, dove α = c1 − 8n
m0
> 0.
Sostituiamo uj = δvj , j = 1, . . . , n, dove δ ≤ 1 e` scelto in modo che nel
sistema risultante 4.12 valga
n∑
j=1
‖ϕj‖1 < 1,
n∑
j=1
‖ηj‖1 <
α
2
,
n∑
j,k=1
∥∥∥∥ ∂ηj∂wk
∥∥∥∥
1
<
α
2
.
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Questo puo` sempre esser fatto perche´ ϕj e ηj non contengono termini co-
stanti e lineri. Quindi in queste nuove variabili valgono le diseguaglianze
4.41 con ρ = 1, e dunque vale 4.22.
In accordo con la prima parte della dimostrazione, valgono analoghe
condizioni per il sistema 4.14 con ρk+1 = γkm
−2/m
k e mk+1 = 2
k+1. Poiche´
per ogni k vale che 12ρk ≤ 1 per la scelta di m0, le ultime condizioni sono
soddisfatte ad ogni passo dell’iterazione.
4◦. Convergenza delle approssimazioni successive
Per m = 2k la trasformazione 4.11 sara` denotata con
Uk : w 7→ z.
Se |wj | < ρk+1, la 4.34 ci da`
∑ |wj − zj | < m−2m boh!. Poniamo
Vk = Uks ◦ Uks+1 ◦ . . . ◦ Uk.
Allora la mappa Vk : w 7→ z e` tale che per |wj | < 1/2
n∑
j=1
|wj − zj | <
k∑
j=k0
m−2j .
Poiche´ la serie
∑∞
j=1m
−2
j converge, la successione di mappe Vk convergono
per |wj | < 1/2. Percio` la trasformazione limite e` analitica nell’origine. Inol-
tre, questo cambio di variabili era stato costruito in modo che portasse il
sistema 4.12 in forma normale. Dunque abbiamo ottenuto un cambio di va-
riabili analitico del sistema 4.12 con m = m0 in forma normale. Comunque
il sistema 4.12 era stato ottenuto dal sistema 4.10 tramite un biolomorfismo.
La dimostrazione e` conclusa.

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Capitolo 5
Ancora sulla normalizzazione
di mappe
5.1 Normalizzazione diretta di mappe olomorfe
Proveremo in maniera diretta che ogni mappa puo` essere ridotta formalmen-
te in forma normale tramite un adeguato cambio di variabili; studieremo
propieta` di tali cambiamenti di coordinate.
Nel seguito useremo le seguenti nomenclature. Data una mappa ana-
litica con punto fisso nell’origine f(0) = 0, riscriviamola nella forma
f(z) = Λz + f˜(z)
dove
f˜j(z) = zjFj(z) = zj
∑
Q
F jQz
Q dove Q ∈ Nj , Q 6= 0.
Sia g(w) una sua forma normale; scriviamo anch’essa nello stesso
modo:
g(w) = Λw + g˜(w)
dove
g˜j(w) = wjGj(w) = wj
∑
Q
GjQw
Q dove Q ∈ Nj, Q 6= 0,ΛQ = 1.
Dato invece un cambio di variabili tangente all’identita` z = h(w),
avremo
h(w) = w + h˜(w)
dove
h˜j(w) = wjHj(w) = wj
∑
Q
HjQw
Q dove Q ∈ Nj , Q 6= 0
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e indichiamo la serie dei soli termini risonanti di h cos`ı:
h♦(w) =
n∑
j=1
wj
∑
ΛQ=1
HjQw
Qej.
f˜, g˜, h˜ sono serie di potenze che non contengono termini di grado
minore di due.
Inoltre useremo le notazioni:
FQ := (F
1
Q, . . . , F
n
Q) ∈ Cn
in modo che
F := (F1, . . . , Fn) ≡
∑
Q
FQz
Q.
5.1.1 Esistenza
Teorema 5.1 I Per ogni mappa olomorfa
Λz + f˜(z)
esiste localmente un cambio di coordinate formale
z = h(w) = w + h˜(w)
che riduce la mappa ad una forma normale
Λw + g˜(w),
i.e., tale che GQ = 0 se Λ
Q 6= 1, cioe` e` nullo ogni termine non risonante.
Inoltre, per ΛQ = 1, HQ puo` essere scelto in modo arbitrario; i
rimanenti HQ e GQ sono univocamente determinati.
Notare che HQ con Λ
Q = 1 sono proprio i coefficienti di h♦.
Dimostrazione. Basta compilare l’equazione del coniugio
h−1 ◦ f ◦ h = g
e sostituire secondo le notazioni. Fissate le HQ, con λ
Q = 1, in modo
arbitrario, si avra` un sistema risolvibile nelle incognite HQ, con λ
Q 6= 1, e
GQ, con λ
Q = 1.
Ecco il calcolo esplicito:
f ◦ h = h ◦ g
Sostituendo h = id + h˜, f = Λ + f˜ e g = Λ + g˜ si ha
(Λ + f˜ ) ◦ (id + h˜) = (id + h˜) ◦ (Λ + g˜)
Λ + Λh˜ + f˜ ◦ (id + h˜) = Λ + g˜ + h˜ ◦ (Λ + g˜)
Λh˜ + f˜ ◦ (h) = g˜ + h˜ ◦ (Λ + g˜).
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Consideriamo la coordinata j-esima,
λj h˜j + εj h˜j−1 + f˜j ◦ h = g˜j + h˜j ◦ (Λ + g˜).
Sostituisco lo sviluppo in serie di potenze:
λj
∑
|Q|≥2
hjQw
Q + εj
∑
|Q|≥2
hj−1,Qw
Q +
∑
|R|≥2
fjR
n∏
k=1
wk + ∑
|P |≥2
hkPw
P
rk =
=
∑
|Q|≥2
gjQw
Q +
∑
|R|≥2
hjR
n∏
k=1
λkwk + εkwk−1 + ∑
|P |≥2
gkPw
P
rk .
Vogliamo ora calcolare il coefficiente di wQ. Consideriamo il primo mem-
bro; abbiamo le componenti λjhjQ e εjhj−1,Q dalle prime due somme e poi
un altro contributo che non siamo interessati a calcolare ma che dipende
polinomialmente dai coefficienti di f e h. Pero` i termini hkP con |P | ≥ |Q|
non danno contributo poiche´ f˜ e` del secondo ordine. Infatti, nel prodot-
to
[
wk +
∑
|P |≥2 hkPw
P
]rk
le potenze a cui appartiene hkP hanno ordine
maggiore o uguale di P ; la serie f˜ ha indici |P | ≥ 2 quindi hkPwP verra`
moltiplicato per qualche altro ws. Dunque si ha dipendenza da hkP solo per
|P | < |Q|.
Per quanto riguarda il secondo membro, la prima somma da` contributo gjQ
e per il resto dobbiamo fare un ragionamento simile al precedente ma con
una stima un po’ piu` precisa sulla dipendenza dalle variabili. Come prima
|P | < |Q|. Inoltre R ≤ Q, nel senso dell’ordinamento lessicografico intro-
dotto per i campi vettoriali. Sia nel caso in cui R > Q sia in quello in cui
R = Q e nel prodotto
[
λkwk + εkwk−1 +
∑
|P |≥2 gkPw
P
]rk
contribuiscono
gli εk otteniamo un indice che e` preceduto da Q; dunque l’unico termine
significativo e` λQhjQ. Riassumendo
λjhjQ+εjhj−1,Q+Pol.(fjR, hkP : |P | < |Q|) = gjQ+λQhjQ+Pol. (hjR, gkP : |P | < |Q|, R < Q) .
Dunqu abbiamo ottenuto la formula:
gjQ+(λ
Q−λj)hjQ = εjhj−1,Q+Pol.(fjR, hkP : |P | < |Q|)−Pol. (hjR, gkP : |P | < |Q|, R < Q) .
(5.1) ricorrenza
Abbiamo gia` imposto che i termini lineari degli oggetti considerati fossero
uguali. Infatti nei passaggi si sono semplificati automaticamente. Per quan-
to riguarda i termini successivi, detto CjQ il membro di destra nella 5.1,
possiamo porre
gjQ = 0 , hjQ = (λ
Q − λj)−1CjQ, se λQ − λj 6= 0 (5.2)
gjQ = CjQ, hjQ arbitrario, se λ
Q − λj = 0 (5.3)
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Notare il problema dovuto all’annullamento dei piccoli divisori.
Dunque, seguendo l’ordine lessicografico degli indici si possono determinare
induttivamente i coefficienti gjQ e hjQ con le proprieta` volute.

Dal teorema segue che dato un sistema iniziale non e` sempre unica-
mente determinata la forma normale. Ipotizziamo che un qualche sistema
puo` essere ridotto in due modi diversi in forma normale (vedi Ru¨ssmann
Russmann 2
[28]), nel senso che ci sono due diverse forme normali ad esso coniugate. Per
la propieta` transitiva del coniugio siamo quindi in presenza di due diverse
forme normali coniugate. Cerchiamo di vedere la struttura dei cambi di
variabili di questo tipo; in modo da poter conoscere tutte le riduzioni del
sistema originale in forma normale appena conosciamo una sua riduzione.
Teorema 5.2 Se il cambio di variabili
z = h(w) = w + h˜(w)
coniuga una forma normale di una mappa ad un’altra forma normale, allora
HQ = 0 se Λ
Q 6= 1.
5.1.2 Distinguished transformations
Teorema 5.3 Se esiste una trasformazione convergente del sistema
Λz + f˜(z),
allora ogni altra trasformazione normalizzante h del sistema converge non
appena h♦ converge. Quindi, se il sistema ha almeno una trasformazione
normalizzante h divergente tale che h♦ converge, allora ogni altra trasfor-
mazione normalizzante diverge.
In simboli:
∃h1 converg. =⇒ (∀h : h♦ converg.) h converg.
∃h1 converg. con h♦ diverg. =⇒ (∀h) h diverg.
5.2 Classificazione di base
Data una matrice L o anche solamente la sua parte semisemplice Λ, siano
λ1, . . . , λn gli autovalori. Sia S
1 := {z ∈ C : |z| = 1}. Abbiamo la dicotomia
Caso 1 (λ1, . . . , λn) appartiene al dominio chiuso di Poincare´: i punti
λl+1, . . . , λn sono in modulo o tutti minori o uguali a 1 o tutti mag-
giori o uguali a 1. In altre parole, ce ne saranno alcuni in S1 e altri in
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una delle due regioni aperte che S1 individua. A meno di rienumerare
le variabili possiamo supporre che λ1, . . . , λl ∈ S1 mentre λl+1, . . . , λn
appartengono tutti ad una stessa regione delle due individuate: |z| < 1
o |z| > 1.
Caso 1
Caso 2 (λ1, . . . , λn) appartiene al dominio di Siegel : esiste un punto con
modulo minore stretto di 1 ed un altro di modulo maggiore stretto di
1. In altre parole, ci sono almeno due punti ciascuno in una delle due
regioni, |z| < 1 o |z| > 1, che S1 individua.
Caso 2
Dividiamo il caso 1 in quattro ulteriori sottocasi:
1.a min
{
maxj |λj |,maxj |λ−1j |
}
≤ 1; i punti sono o tutti dentro o tutti fuori
la circonferenza unitaria (dominio di Poincare´).
Caso 1.a
1.b 1 e` un autovalore di Λ e i restanti sono nel dominio di Poincare´. Quindi
λ1 = · · · = λl = 1 (con 0 < l < n), e i rimanenti λl+1, . . . , λn sono
tutti o modulo < 1 o > 1. In pratica 1 e` un autovalore di molteplicita`
l.
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1
Caso 1.b
1.c min
{
maxj |λj|,maxj |λ−1j |
}
≤ 1. Siano λ1, · · · , λl (con 1 < l < n) i
punti che giacciono su S1.
Caso 1.c
1.d λj ∈ S1 In questo caso l = n.
Caso 1.d
Quindi, per come abbiamo scelto l, e` sempre vero che λ1, . . . , λl ∈ S1 mentre
λl+1, . . . , λn /∈ S1 e sono tutti da una stessa parte di S1. Nel caso 1, per
semplicita` di esposizione ci limiteremo allo studio del caso semiattrattivo,
i.e. |λj | ≤ 1, poiche` comunque dal caso semirepulsivo ci si riconduce consi-
derando la mappa inversa. Consideriamo i moduli ρj , la distanza tra λj e
0; possiamo rienumerare le variabili in modo che
1 = ρ1 = · · · = ρl > ρl+1 ≥ · · · ≥ ρn ≥ 0.
Poniamo
ρj :=
(
λj λ¯j
)1/2
= distanza(λj , 0)
fasej :=
λj
ρj
= λj
(
λjλ¯j
)−1/2
= angolo tra λj e R.
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Se ρ := (ρ1, . . . , ρn) ∈ Rn+ e fasi := (fase1, . . . , fasen) ∈
(
S1
)n
, abbiamo
la scomposizione
λ = Diag(Λ) = ρ ∗ fasi,
con il simbolo ∗ indendiamo il prodotto componente per componente.
Abbiamo cos`ı ricondotto una combinazione di vettori complessi a due
di vettori reali.
ΛQ = 1 ⇔
{
ρQ = 1
fasi
Q = 1
. (8)
Nel seguito, dato un qualsiasi vettore V = (v1, . . . , vn), indicheremo
con V ′ il vettore (v1, . . . , vl) di lunghezza l e con V
′′ il vettore restante
(vl+1, . . . , vn) di lunghezza n − l. La disuguaglianza V ≤ 0 significa v1 ≤
0, . . . , vn ≤ 0. Per esempio, si ha che ρ′ = 1 e ρ′′ < 1.
M :=
{
Q ∈ Zn : ΛQ = 1}
=
{
Q ∈ Zn : (ρ ∗ fasi)Q = 1}
=
{
Q ∈ Zn : ρQ = 1} ∩ {Q ∈ Zn : fasiQ = 1}
=
{
Q ∈ Zn : ρQ = 1} ∩ {Q ∈ Zn : 〈Θ|Q〉 ∈ Z}
=
{
Q ∈ Zn : ρQ = 1} ∩ ∪m∈Z {Q ∈ Zn : 〈Θ|Q〉 = m} .
M e` uno Z-modulo, ovviamente libero, sottomodulo di Zn. Usiamo il fatto
che ogni sottomodulo di un modulo libero e finitamente generato su un
anello a ideali principali e` libero e finitamente generato. Dunque M e` un
reticolo isomorfo a Zk, per qualche k. M = SpanZ {r1, . . . , rk} con k ≤ n.
Sarebbe piu` comodo se il reticolo non fosse altro che l’intersezione tra Zn ed
un iperpiano. Cio` non sara` vero in generale; ma mostriamo che ci possiamo
ricondurre a quel caso.
{
Q ∈ Zn : ρQ = 1} = {Q ∈ Rn : ρQ = 1} ∩ Zn
{Q ∈ Zn : 〈Θ|Q〉 = m} = {Q ∈ Rn : 〈Θ|Q〉 = m} ∩ Zn
e
{
Q ∈ Rn : ρQ = 1} e` uno spazio vettoriale e {Q ∈ Rn : 〈Θ|Q〉 = m} e`
uno spazio affine.
Esistono numeri reali l∗1, . . . , l
∗
n tali che e
l∗j = ρj, i.e. l
∗
j e` il logaritmo
(reale) di ρj. Se ρj = 0, poniamo l
∗
j = −∞. Per quanto riguarda le fasi,
la prossima scelta non sara` unica. Esistono θ1, . . . , θn numeri reali tali che
fasej = e
2piiθj . Se richiediamo che 2piiθj ∈ (−pi, pi] allora la scelta e` forzata
e tali argomenti (2piiθj) son detti classicamente logaritmi principali. Anche
in questo caso se ρj = 0, poniamo θj = −∞.
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Riassumendo abbiamo
ρ = (ρ1, . . . , ρn) ∈ Rn+,0 (5.4)
l∗ = (l∗1, . . . , l
∗
n) ∈ (R ∪ {−∞})n (5.5)
Θ = (θ1, . . . , θn) ∈ (R ∪ {−∞})n (5.6)
λQ = 1 ⇔
{
ρQ = 1
fasi
Q = 1
⇔
{ 〈l∗|Q〉 = 0
〈Θ|Q〉 ∈ Z ⇔ 〈l
∗ + 2piiΘ|Q〉 ∈ 2piiZ (5.7)
Lj := l
∗
j + 2piiθj verra` detto logaritmo principale di λj.
Per le mappe si ha una complicazione che non e` presente nel caso di
campi vettoriali: la torsione. La torsione e` quel ben determinato τ naturale
tale che (
1
τ
)
2piiZ = 2piiQ ∩
2piiZ ⊕
1≤j≤n
LjZ
 (5.8)
Da notare che il membro di destra non dipende dalla determinazione del
logaritmo scelta poiche` si sommo 2piiZ. In altre parole, considero il gruppoZ ⊕
1≤j≤n
Lj
2pii
Z
/Z. (5.9) gruppotorsione
In esso gli elementi che provengono da numeri irrazionali non possono essere
nilpotenti poiche´ anche se sommo tante volte un numero irrazionale non pos-
so mai ottenere un intero. Quindi la torsione del gruppo e` del tipo
(
1
τ Z
)
/Z
(da spiegare ancora?) e, se τ fosse 1, dunque non ci sarebbe torsione.
Consideriamo un’iterata della mappa; gli autovalori del differenziale
in 0 vengono elevati alla potenza del passo di iterazione ν, cioe` i λj diventano
λνj e quindi lj diventano νlj . Dunque dalla formula si vede che, a meno di
passare all’iterata f τ , possiamo supporre che la torsione sia 1.
Proposizione 5.4 Se una mappa e` priva di torsione (τ = 1) esiste (non
unica) una determinazione coerente del logaritmo L, vale a dire che ho una
risonanza λQ = 1 se e solo se 〈L|Q〉 = 0; nota che Q ∈ Zn.
Dimostrazione. sono in grado di farla (...)

Notiamo che se λ ha determinazione coerente del logaritmo L allora L e` una
determinazione coerente del logaritmo per λ.
Estendiamo quindi la definizione di elevazione a potenza.
Definizione 5.5 Sia Λ la mappa lineare diagonale di un sistema dinamico
continuo privo di torsione, sia L una determinazione coerente del logaritmo.
Dato Q ∈ Rn diciamo che λQ = 1 se 〈L|Q〉 = 0.
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Esercizio 5.6 Sia R ∈ Rn tale che λR = 1 (nel senso sopra). Allora la
foliazione
{
zR = c
}
e` invariante per la dinamica della mappa
zj 7−→ zj exp(a(z)Lj),
dove a(z) e` una serie di potenze (a valori in C).
Svolgimento. Sia z ∈ Cn e f(z) la sua immagine. Consideriamo una
determinazioe del logaritmo, dunque 〈log z|R〉 = c′ (zR = c). Si hanno
percio` le seguenti equivalenze
〈log f(z)|R〉 = c′ ⇐⇒
n∏
j=1
(
λ
a(z)
j λ¯
b(z)
j zj
)rj
= c
⇐⇒
n∏
j=1
(
λ
a(z)
j λ¯
b(z)
j
)rj
z
rj
j = c⇐⇒
n∏
j=1
λ
a(z)rj
j λ¯
b(z)rj
j = 1
⇐⇒
n∏
j=1
exp (a(z)rjLj) exp
(
b(z)rjLj
)
= 1 ⇐⇒ exp
 n∑
j=1
a(z)rjLj + b(z)rjLj
 = 1
⇐⇒ a 〈L|R〉+ b 〈L|R〉 = 0
quest’ultima implicazione e` vera perche` si ha 〈L|R〉 = 0 per ipotesi e 〈L|R〉 =
〈L|R〉 = 0.

Un esempio facile di mappa che soddisfa le ipotesi dell’esercizio e`(
z1
z2
)
7−→
(
z1e
θa(z)
z2e
−θa(z)
)
.
Se inoltre richiediamo che la mappa sia una forma normale allora, poiche´
in questo caso le risonanze generiche sono zr1z
r
2, la funzione a deve essere in
realta` funzione nel prodotto z1z2. Quindi possiamo tenere a mente l’esempio
concreto (
z1
z2
)
7−→
(
z1e
θ+z1z2
z2e
−θ−z1z2
)
.
Osservazione 5.7 Ricordo che
a ∈ S1 ⇐⇒ a = 1
a
.
Nel caso 1 il vettore L′ ha componenti immaginarie pure.
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Lemma 5.8 Se Λ e` nel caso 1, allora l’equazione
ρQ = 1
ha solo le seguenti soluzioni Q ∈ Ni:
• se i ≤ l,
Q′′ = 0;
• se i > l,
Q′′ = ej − ei, (9)
per qualche j tale che ρi = ρj; oppure
Q′′ =
m∑
j=l+1
qjej − ei, dove qj ≥ 0,m < i, ρm < ρi. (10)
Cioe`, nel caso i > l, abbiamo i casiQ′′ = (0, . . . , 0, 1, 0, . . . , 0,−1, 0, . . . , 0)
oppure Q′′ = (ql+1, . . . , qm, 0, . . . , 0,−1, 0, . . . , 0).
In poche parole, non e` possibile che Q′′ > 0. Piu` precisamente, poiche`
ρ = (1, ρ′′) essendo ρ′ = 1 e inoltre ρ′′ < 1, si ha
1 = ρQ = ρ′Q
′
ρ′′Q
′′
= ρ′′Q
′′
,
e se moltiplico un po’ di moduli poi, per ottenere 1, devo dividere per uno
piu` grande di tutti quelli tolti. Per la dim precisa, seguire la dimostrazione
per campi a pag 166 dell’articolo.
Da (8) e` automatico:
Corollario 5.9 Se Λ e` nel caso 1, allora l’equazione
ΛQ
Cn
= 1
ha solo le soluzioni descritte nel lemma precedente.
Un risultato immediato a questo punto e` il seguente
Teorema 5.10 Se Λ e` nel caso 1, allora la forma normale e` data da{
w˙j = ψj(w
′) j = 1, . . . , l
w˙j =
∑n
m=l+1 bjm(w
′)wm + ηj(w) j = l + 1, . . . , n,
dove la somma e` fatta per le le m > l per cui vale la (9) e
ηj(w) =
∑
bjql+1···qj+1(w
′)w
ql+1
l+1 · · ·w
qj+1
j+1
in cui la somma e` presa per quegli interi ql+1 · · · qj+1 per cui e` soddisfatta
la (10). In particolare quindi ηj(w) non contengono ne´ termini lineari in
w1, . . . , wl ne´ termini indipendenti in queste variabili.
Mostriamo ora cosa comporta il precedente teorema nei vari sottocasi
del caso 1.
(...)
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Interpretiamo geometricamente in Rn i vari casi della classificazione
di Λ. Siano
O := {Q ∈ Rn : Q ≥ 0} ,
l’ortante (quadrante, ottante, etc.) non negativo e R il sottospazio lineare
di Rn formato dalle soluzioni reali dell’equazione di risonanza ΛQ = 1, i.e.,
R :=
{
Q ∈ Rn : λQ = 1} := {Q ∈ Rn : 〈L|Q〉 = 0} = SpanR {l∗,Θ}⊥ .
1.a R ∩O = 0
ρ < 1
Infatti, se moltiplico un numero positivo di moduli tutti minori (o tutti
maggiori) di 1 non posso ottenere 1.
1.b R ∩O e` la faccia l-dimensionale del cono O definita da Q′′ = 0.
λ′ = 1
ρ′ = 1 e L′ = 0
Infatti, ovviamente {Q′′ = 0} ⊆ R ∩ O poiche´ 〈Q|L〉 = 〈Q′|L′〉 +
〈Q′′|L′′〉 = 0 (poiche` nel caso 1.b si ha L′ = 0); viceversa λ′′ e` nel caso
1.a quindi non ci sono soluzioni non banali.
1.c R ∩ O e` un sottoinsieme l − 1-dimensionale contenuto nella faccia
{Q′′ = 0}.
ρ′′ < 1
Infatti, {Q′′ = 0} ⊇ R ∩ O poiche` i λj con j > l stanno tutti da
una stessa parte di S1, nessuno di essi puo` dare contributo positivo
(qj > 0). Quindi la condizione si riduce a (Q
′, L′) = 0 e λ′ rientra
nel caso 1.d con dimensione l, si vedra` che la dimensione sara` quella
dell’ambiente −1 (in questo caso l − 1).
1.d R ∩O ha dimensione n− 1.
ρ = 1, l∗ = 0 e L = 2piiΘ ∈ iRn
Infatti, in questo caso gli Lj sono immaginari puri, quindi R e` l’orto-
gonale di Θ
R = SpanR {Θ}⊥
dunque ha dimensione n − 1. Inoltre R contiene un punto interno
di O. Rivedere: Infatti, per ogni j = 1, . . . , n esiste εj > 0 tale che
−εjLj ∈ Co(L); per cui
−εjLj =
n∑
i=1
βijLi
con βij ≥ 0.
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Sommando otteniamo
0 =
∑
j
εjLj +
∑
ij
βijLi =
∑
i
(εi +
∑
j
βij)Li
con εi +
∑
j βij ≥ εi > 0.
2 In questo caso non so dire quando e se l∗,Θ sono linearmente indipen-
denti, per cui R := SpanR {l∗,Θ}⊥ ha dimensione n−2 (o forse n−1).
Poiche´ anche qui R contiene un punto interno di O come nel caso 1.d,
R e R ∩O hanno la stessa dimensione. In particolare hanno lo stesso
ortogonale.
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5.3 Condizione A & normalizzazione olomorfa di
mappe
Supponiamo che Λ abbia torsione nulla e sia L un vettore di logaritmi coeren-
ti dei suoi autovalori. Se a e` un numero complesso, definiamo λaj := exp(aLj)
e λ¯aj := exp(aL¯j) .
5.3.1 Formulazione
Vogliamo classificare le forme normali
g(w)
Nel seguito non isoleremo la parte lineare come in precedenza.
Considereremo per semplicita` solo il caso in cui 0 ∈ Int Conv(L), per
esempio il caso 1.d.
Condizione A: Se Λ e` tale che 0 ∈ Int Conv(L), allora esistono due
serie di potenze a(w) e b(w) tali che la forma normale abbia coordinate
gj(w) = wjλ
a(w)
j λ¯
b(w)
j , j = 1, . . . , n.
La seguente proposizione da` un’interpretazione geometrica della con-
dizione. Non so se e` giusta!
Proposizione 5.11 (Martinet) Se 0 ∈ Int Conv(L). (Nel caso in cui
Conv(L) e` ridotto ad un segmento l’interno e` il segmento meno i suoi
estremi)
Un mappa f con punto fisso nell’origine e con parte lineare Λ e`
tangente ad ogni foliazione
{zR = costante}
per ogni R tale che ΛR = 1, con rj ≥ 0, rj ∈ R se e solo se f e` della forma
f(z) =
n∑
j=1
(
λ
a(z)
j λ¯
b(z)
j zj
)
ej .
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Dimostrazione. Scriviamo f =
∑
j Fjzjej con Fj =
∑
Q∈Nj
f jQz
Q.
Sia z ∈ Cn e f(z) la sua immagine. Consideriamo una determinazione del
logaritmo, dunque 〈log z|R〉 = c.
Si hanno percio` le seguenti equivalenze
f(z)R = c⇐⇒
n∏
j=1
(Fjzj)
rj = c⇐⇒ F (z)R = 1 ⇐⇒ 〈log F (z)|R〉 = 2piiZ
Poiche`, come abbiamo visto, R ha un punto interno a O si ha dim(R) =
dim(R∩O) e in particolare hanno lo stesso ortgonale; R := SpanR {l∗,Θ}⊥
〈logF (z)|R〉 = 0 ∀R ∈ R∩O ⇐⇒ logF (z) ∈ SpanR {l∗,Θ} = SpanR
{
L, L¯
}
⇐⇒ log F (z) = a(z)L+ b(z)L¯⇐⇒ F = λaλ¯b.

5.4 Teorema generale di Brjuno per mappe
Poniamo ωk := min |ΛQ − 1|, dove il minimo e` preso sui Q per cui ΛQ 6= 1,
‖Q‖ ≤ 2k, Q ∈ N .
Condizione ω:
∞∑
k=0
− 1
2k
logωk < +∞.
(Congettura) Se Λ, corrispondente ad un sistema dinamico olomor-
fo discreto
z˙ = Λz + f˜(z),
soddisfa la condizione ω e una forma normale del sistema soddisfa la condi-
zione A. Allora esiste un cambio di coordinate olomorfo che riduce il sistema
alla forma normale.
5.5 L’equazione omologica ricavata in coordinate
Notazioni:
Sia h(w) = (h1(w), . . . , hn(w)) una serie (vettoriale) di potenze in w.
Per ogni numero complesso δ, l’espressione {hj}δ denota la serie che consiste
solo di quei termini cwjw
Q della serie hj per cui Λ
Q = δ; quindi per una
forma normale g abbiamo {gj}0 = gj e {gj}δ = 0 per δ 6= 0.
Inoltre, per un arbitrario monomio cwQ poniamo
ord(cwQ) := ‖Q‖ ;
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per una serie di potenze h, ord(h) e` l’insieme degli ordini di tutti i termini
della serie. Infine, ord(h):=min ord(h). Il simbolo m <ord(h)≤ 2m significa
che tutti i termini di h hanno ordine piu` grande di m ma non di 2m.
[h]m denota l’m-jet di h, i.e. la serie definita dalla serie dei termini di
h il cui ordine non e` piu` grande di m; quindi ord[h]m ≤ m. Per il vettore
h = (h1, . . . , hn) poniamo ord(h) = ∪nj=1ord(hj) e in modo simile per le
matrici.
Consideriamo la mappa
zj 7−→ λjzj + ψj(z) + ϕj(z), j = 1, . . . , n, (4)
che coincide con una forma normale nei termini di ordine ≤ m:
1 ≤ ord(ψj) ≤ m, {ψj}0 = ψj , m+ 1 ≤ ord(ϕj), (5)
le serie ψj non contengono termini lineari a meno della parte nilpotente dello
jacobiano.
Cerchiamo un cambio di varibili z = w + h˜(w) con ord(h˜j) ≥ m+ 1,
che porti il sistema dinamico in esame ad una mappa che coincida con una
forma normale nei termini di ordine ≤ 2m, cioe`, della forma
wj 7−→ λjwj + ψj(w) + ψ˜j(w) + ϕ˜j(w), j = 1, . . . , n, (6)
con
m+ 1 ≤ ord(ψ˜j) ≤ 2m, {ψ˜j}0 = ψ˜j, 2m+ 1 ≤ ord(ϕ˜j).
Inoltre possiamo supporre ord(h˜j) ≤ 2m.
A questo punto dobbiamo provare che tutto cio` e` possibile:
Lemma 5.12 Lemma “3”. Tale cambio di variabili z = w + h˜(w) con
m+ 1 ≤ ord(h˜j) ≤ 2m che trasforma
zj 7−→ λjzj + ψj(z) + ϕj(z)
in
wj 7−→ λjwj + ψj(w) + ψ˜j(w) + ϕ˜j(w),
esiste ed e` unicamente determinato dalla condizione
{h˜j}0 = 0 e {h˜j}δ = [{ζj}δ]2m
dove ζj e` la soluzione del sistema
δ{ζj}δ +
∑
k
∂{ζj}δ
∂wk
· ψk =
∑
k
∂ψj
∂wk
· {ζk}δ + ϕj
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per ogni δ 6= 0 e j = 1, . . . , n. Inoltre
ψ˜j = [{ϕj}0]2m .
Dimostrazione. Imponiamo il coniugio:
(ΛD + ψ + ϕ) ◦ h = h ◦ (ΛD + ψ + ψ˜ + ϕ˜)
ΛD + ΛDhˆ+ ψ ◦ h+ ϕ ◦ h = ΛD + ψ + ψ˜ + ϕ˜+ hˆ(ΛD + ψ + ψ˜ + ϕ˜)
ΛDhˆ+ ψ ◦ (id + hˆ) + ϕ ◦ (id + hˆ) = ψ + ψ˜ + ϕ˜+ hˆ
(
(ΛD + ψ) + (ψ˜ + ϕ˜)
)
Vogliamo usare la formula di Taylor
ψj(w + hˆ) = ψj(w) +
∑
k
∂ψj
∂wk
· hˆk + 1
2
∑
k,l
∂2ψj
∂wk∂wl
· hˆkhˆl + . . .
e, poiche` m+ 1 ≤ ord(h˜j) ≤ 2m la seconda somma e i puntini sono termini
di grado piu` grande di 2m+ 1.
Analogamente,
ϕj(w + hˆ) = ϕj(w) +
∑
k
∂ϕj
∂wk
· hˆk + . . .
e ord(
∑
k
∂ϕj
∂wk
· hˆk + . . .) ≥ (m+1−1)+(m+1) = 2m+1 dunque la somma
e i puntini sono trascurabili modulo 2m.
Inoltre
hˆ
(
(ΛD + ψ) + (ψ˜ + ϕ˜)
)
= hˆ ◦ (ΛD + ψ) + dhˆ ◦ (ΛD + ψ).(ψ˜ + ϕ˜) + . . .
e ord(dhˆ ◦ (ΛD + ψ).(ψ˜ + ϕ˜) + . . . ≥ (m+ 1− 1)1 + (m+ 1) = 2m+ 1.
Sostituendo sopra
ΛDhˆ+ ψ + dψ.hˆ + . . .+ ϕ+ . . . = ψ + ψ˜ + ϕ˜+ hˆ ◦ (ΛD + ψ) + . . . .
Dunque
(ΛD + dψ).hˆ − hˆ ◦ (ΛD + ψ) + ϕ ≡ 0
modulo 2m piatti.
La risolubilita` unica del sistema puo` esser provata come il primo
teorema di esistenza. (...)

Dalla dimostrazione del teorema segue la seguente, e utile in seguito,
formula:
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Divergenza del cambio di
variabile normalizzante per
campi vettoriali
6.1 Principi per la costruzione di esempi di diver-
genza
In questo paragrafo daremo un metodo per la costruzione di esempi di cam-
pi olomorfi non olomorficamente normalizzabili. E` notevole che tutte que-
ste costruzioni poggiano su alcune proprieta` relativamente semplici della
normalizzazione.
In tutto il seguito, si designera` con X0 = S + N una forma normale
fissata, dove S =
∑n
j=1 λjxj∂j . Ricordo che indichiamo con S lo spettro di
LS e con Eα l’autospazio relativo a α ∈ S.
Se P ⊂ S, poniamo EP :=
⊕
α∈P Eα. Diremo che P soddisfa le
proprieta`
(pi) 0 /∈ P¯ :=
{∑
j njαj : αj ∈ P, nj ∈ N,
∑
j nj ≥ 1
}
.
(pi′) nessuna combinazione
∑
j njαj (αj ∈ P, nj ∈ N,
∑
j nj ≥ 2) e` in P.
Chiaramente la proprieta` (pi′) e` piu` forte di quella (pi).
Teorema 6.1 Sia P ⊂ S un sottinsieme avente la proprieta` (pi). Sia Y ∈
EP un campo 1-piatto. Allora
1. il campo X0 + Y e` formalmente coniugato a X0.
2. la parte semi-semplice della decomposizione di Jordan di X0 + Y e`
S + U , dove U =
∑∞
k=0 Uk e` definito dall’equazione:
[X0 + tY,
∞∑
k=0
tkUk] = [S, Y ].
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Dimostrazione. L’idea consiste nell’applicare il metodo “dei cammi-
ni”.
Consideriamo le equazioni:
[X0 + tY, Z(t)] = Y
[X0 + tY, U(t)] = [S, Y ].
con Z = Z0 + tZ1 + . . .+ t
kZk + . . . e U = U0 + tU1 + . . .+ t
kUk + . . .
(...)
Risolviamo il sistema d’equazioni differenziali (formale):{
x˙(t) = Z(t, x(t)),
x(0, x0) = x0.
.
Possiamo quindi considerare il flusso formale associato ϕt, che per ogni t e`
un diffeomorfismo formale di (Cn, 0).
Magicamente si ha
(ϕt)∗X0 = X0 + tY
per ogni t ∈ C e dunque per t = 1 si ha il punto (1).
Motiviamo la magia.
Possiamo vedere l’equazione differenziale che dipende dal tempo come
l’equazione differenziale data da un campo vettoriale di Cn×C, cioe` vedendo
il tempo come una nuova coordinata; siano
x˜ = (x, t) ∈ Cn × C
Z˜(x, t) = Z(x, t) +
∂
∂t
.
Risolviamo l’ equazione
dx˜
ds
(s) = Z˜(x˜(s))
che equivale a 
dx
ds
(s) = Z(x(s), t(s)),
dt
ds
(s) = 1;
otteniamo il flusso
ϕ˜s(p, t) = (ϕs(p), t+ s).
Usando la formula
[Z˜, W˜ ](p˜) =
d
ds
(ϕ˜−s)∗W˜ϕ˜s(p˜)|s=0
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otteniamo
d
ds
(ϕ˜−s)∗W˜ϕ˜s(p˜)|s=s0 =
d
du
(ϕ˜−u−s0)∗W˜ϕ˜u+s0(p˜)|u=0
=
d
du
(ϕ˜−s0)∗(ϕ˜−u)∗W˜ϕ˜u(ϕ˜s0 (p˜))|u=0
= (ϕ˜−s0)∗
d
du
(ϕ˜−u)∗W˜ϕ˜u(ϕ˜s0 (p˜))|u=0
= (ϕ˜−s0)∗[Z˜, W˜ ](ϕ˜s0 p˜)
Con un cambio di variabili s = u + s0 nella prima uguaglianza; sfruttando
il fatto che il flusso (di un sistema autonomo) e` un (semi)gruppo rispetto
al tempo nella seconda uguaglianza; si e` usata la linearita` del differenziale
nella terza uguaglianza; e, infine, nell’ultima la formula sopra.
Vogliamo sostituire ora W˜ = X0 + tY = X0 + tY + 0
∂
∂t
. Notiamo che
[Z +
∂
∂t
,X0 + tY ] = [Z,X0 + tY ] + [
∂
∂t
,X0 + tY ]
= −Y + Y = 0
dal fatto che
[
∂
∂xj
,
∂
∂t
]
= 0 per j = 1, . . . , n. Quindi
d
ds
(ϕ˜−s)∗(X0 + tY )ϕ˜s(p˜) = 0
vale a dire che (ϕ˜−s)∗(X0 + tY )ϕ˜s(p˜) e` costante,
(ϕ˜−s)∗(X0 + tY )ϕ˜s(p˜) = (X0 + tY )p˜,
e quindi, ponendo s = −t,
(ϕ˜t)∗(X0 + tY )(ϕ−t(p),0) = (X0 + tY )p
cioe`
(ϕ˜t)∗(X0)ϕ−t(p) = (X0 + tY )p.
Per la parte 2, il campo vettoriale S + tU e`, per ogni t, semisemplice
poiche´ formalmente coniugato a S per il punto 1 (in effetti ∈ EP¯). Inoltre
commuta con X0 + tY ; infatti,
[S + tU,X0 + tY ] = [S,X0 + tY ] + [tU,X0 + tY ]
= [S,X0] + t[S, Y ] + t[U,X0 + tY ]
= 0 + t[S, Y ]− t[S, Y ] = 0,
dove si e` usata la (2) e il fatto che X0 e` una forma normale. Notiamo infine
che
X0 + tY − (S + tU) = N + t(Y − U)
e` nilpotente. Dunque abbiamo trovato la decomposizione di Jordan del
campo X0 + tY e in particolare la sua parte semi-semplice e` S + tU .
113
Enrico Le Donne

Corollario 6.2 Sia X0 = S +N una forma normale olomorfa. Sia P ⊂ S
un sottinsieme avente la proprieta` (pi ′). Sia Y ∈ EP un campo olomorfo
1-piatto. Allora, se l’equazione in U0
[X0, U0] = [S, Y ]
non ha soluzioni olomorfe, la decomposizione di Jordan di X0 + Y e` diver-
gente.
In effetti il teorema precedente si applica al campo X = X0 + Y ,
dove la parte semi-semplice e` fornita dal procedimento precedente. Siccome
P ⊂ S soddisfa la proprieta` (pi′) (si vede che, U0 e` la componente del campo
U lungo il sottospazio EP . Questa componente e` formata da solo alcuni
termini della serie di potenze di U , il quale e` dunque divergente.
Dimostrazione.
(...)

Con un altro po’ di lavoro tayloriano, ma tutto cos`ı “elementare”,
Brjuno dimostra il risultato seguente piu` preciso
Teorema 6.3 Sia X0 = S + N una forma normale olomorfa. Sia P ⊂ S
un sottinsieme avente la proprieta` (pi ′). Sia Y ∈ EP un campo olomorfo
1-piatto. Allora, se l’equazione [X0, Z] = Y non ha soluzioni Z convergenti,
non esiste un diffeomorfismo olomorfo che trasforma X = X0 + Y in X0.
Vale il viceversa?
Osservazione 6.4 La seconda parte del teorema 3.1 e il corollario non fi-
gurano in Brjuno, il quale non distingue chiaramente la decomposizione di
Jordan e la forma normale.
Sistemi speciali in coordinate
Riprendiamo tutto il discorso precedente, condotto in maniera intrinseca,
tramite le coordinate standard di Cn, in questo modo possiamo arrivare a
dimostrazioni dirette dei teoremi.
Se F =
∑
Q FQX
Q e` una serie vettoriale o scalare, ci associamo
D(F ) := {Q : FQ 6= 0} ⊂ Zn ⊂ Rn,
gli esponenti che veramente appaiono nello sviluppo in serie.
Se L e` il differenziale in 0 di F , consideriamo la proiezione dell’insieme
D(F ) sul δ-piano complesso
d(F ) := {δ : 〈Q|λ〉 = δ, FQ 6= 0} .
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Quindi se ho una forma normale
w˙ = Y(w)
il suo insieme d contiene solo l’origine.
Definiamo D+(F ) e d+(F ) come gli insiemi contenenti tutte le somme
finite di elementi nel rispettivi spazi di provenienza
Definizione 6.5 Se Y e` una forma normale e ϕ una serie 1-piatta, il
sistema, perturbazione di Y,
z˙ = Y(z) + ϕ(z)
e` allora detto pi′-speciale se vale che per ogni δ1, . . . , δs ∈ d(F ) (s > 1) si ha
δ1 + · · ·+ δs /∈ d(F );
e` invece detto pi-speciale se vale che per ogni δ1, . . . , δs−1 ∈ d(F ) (s > 1) si
ha
δ1 + · · · + δs−1 6= 0.
Chiaramente la proprieta` pi′-speciale e` piu` forte di quella pi-speciale.
Teorema 6.6 Sia
z˙ = X(z) = Y(z) + ϕ(z)
un sistema pi′-speciale con Y forma normale. Sia
z = h(w) = w + hˆ(w)
la trasformazione normalizzante unicamente definita dalla condizione h♦ =
0.
Allora e` vero che:
1. la forma normale a cui viene coniugata X e´ proprio Y,
2. per ogni δ ∈ d(F ) le serie {hˆj}δ sono l’unica soluzione formale del
sistema1 lineare∑
k
∂{ξj}δ
∂wk
· ψk(w) =
∑
k
∂ψj
∂wk
· {ξk}δ + {ϕj}δ(w) j = 1, . . . , n.
Dimostrazione. (...)

Osservazione 6.7 Nella dimostrazione del primo punto del teorema non
abbiamo fatto uso della propieta` pi ′-speciale ma di quella piu` debole pi-speciale.
1[ψ, ξ] = ϕ
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6.2 Necessita` della condizione ω¯
Il raggio di convergenza ρ di una serie di potenze φ =
∑
Q φQz
Q e` dato da
1
ρ
= lim sup
‖Q‖→∞
|φQ|1/‖Q‖.
E´ noto che la serie φ converge assolutamente nel polidisco di raggio ρ
e non si puo` avere un ρ maggiore con questa proprieta`. La serie e` divergente
se ρ = 0. h(w) e` divergente se hˆj(w) e` divergente per qualche j. Il problema
della divergenza del cambio di variabili ha senso solo per quelle forme normali
che provengono da qualche sistema olomorfo. La dimostrazione sara` fatta
prima per forme normali convergenti e poi, con un semplice argomento, si
generalizzera` a tutte le forme normali. Ricordiamo che
Ωλ(m) := min {| 〈Q|λ〉 | : 〈Q|λ〉 6= 0, ‖Q‖ < m, Q ∈ N} .
Condizione ω¯
lim sup
m→+∞
− 1
2k
log Ωλ(2
k) < +∞.
Se questa condizione non e` verificata, allora esiste una sequenza di
punti Q ∈ N tali che il prodotto scalare 〈Q|λ〉 decresce a zero troppo veloce-
mente; vale a dire, piu` velocemente di ogni esponenziale. (commento sulla densita`
di tali possibili λ?)
Teorema 6.8 Se L, corrispondente ad una forma normale convergente
z˙ = Lz + Yˆ(z),
non soddisfa la condizione ω¯, allora esiste un campo vettoriale olomorfo
che puo` esser coniugato formalmente alla forma normale, pero` il coniugio e`
divergente.
Dimostrazione. Se la condizione ω¯ non e` soddisfatta, allora
lim sup
k→+∞
− 1
2k
log Ωλ(2
k) = +∞.
Il minimo Ωλ(2
k) e` preso in qualche punto Q(k) ∈ N :〈
Q(k)|λ
〉
6= 0,
∥∥∥Q(k)∥∥∥ ≤ 2k, ωk := |〈Q(k)|λ〉 |.
Percio` ∥∥∥Q(k)∥∥∥−1 log ||〈Q(k)|λ〉 |−1 ≥ 2−k log ω−1k ,
lim sup
k→+∞
∥∥∥Q(k)∥∥∥−1 log ||〈Q(k)|λ〉 |−1 = +∞.
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Sia ora α ∈ R tale che
Q ∈ Zn : (Q|<eλ) + α(Q|=mλ) = 0 =⇒ (Q|λ) = 0
e perche esiste?
Poniamo L := <eλ+α=mλ, in modo che (Q(k)|L) 6= 0 poiche´ (Q(k)|λ) 6=
0. Dividiamo la successione {Q(k)}k in 2n sottosuccessioni
pij := {Q(k)}k ∩Nj ∩ {(Q|L) > 0} =
{
Q(k) : Q(k) ∈ Nj , (Q(k)|L) > 0
}
,
pin+j := {Q(k)}k ∩Nj ∩ {(Q|L) < 0} =
{
Q(k) : Q(k) ∈ Nj , (Q(k)|L) < 0
}
,
j = 1, . . . , n. Il fatto lim sup
∥∥Q(k)∥∥−1 log | 〈Q(k)|λ〉 |−1 = +∞ deve valere
ancora per una delle sottosuccessioni, diciamo pi1 e poniamo pi1 = {S(m)}m
Possiamo assumere che
∥∥S(1)∥∥ > 1 (e che gli S(m) siano ordinati in
maniera lessicografica). Riassumendo le proprieta`, abbiamo
S(m) ∈ N1 , (S(m)|L) > 0 , lim sup
∥∥∥S(m)∥∥∥−1 log |〈S(m)|λ〉 |−1 = +∞.
Vogliamo costruire un sistema speciale: la forma normale gia` l’abbia-
mo; per la variazione vogliamo definire
ϕ1 = x1
∞∑
m=1
θmz
S(m) , |θm| = 1,
ϕ2 = . . . = ϕn = 0,
definiremo in seguito gli argomenti dei θm. Comunque il raggio di conver-
genza della serie e` 1, quindi il sistema speciale sara` convergente. Il fatto che∥∥S(1)∥∥ > 1 ci dice che ϕ risulta 1-piatto.
Proviamo che il sistema e` pi-speciale. Infatti, poniamo δ(m) =
〈
S(m)|λ〉
in modo che d(ϕ) = {δ(m)}∞1 . Abbiamo <eδ(m) + α=mδ(m) > 0, dunque se
δ1, . . . , δs−1 ∈ d(F ) (s > 1) si ha δ1 + . . . + δs−1 6= 0, poiche`
<e(δ1+. . .+δs−1)+α=m(δ1+. . .+δs−1) = <eδ1+α=mδ1+. . .+<eδs−1+α=mδs−1 > 0.
Quindi possiamo applicare il teorema precedente, il cambio di variabili
z = h(w) = w + hˆ(w) , h♦ = 0.
porta il sistema speciale nella forma normale.
Quando formalmente imponiamo il coniugio e ci troviamo a definire i
HjQ nel Teorema di Esistenza 4.12 arriviamo alla formula 4.4 che in questo
caso si legge (se X = Y + ϕ) c’e` qualcosa che non torna
HjQ 〈Q|λ〉 = F jQ + CjQ,
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dove i cQj dipendono solo dai vettori di indice inferiore a Q. In particolare,
H1
S(m)
〈
S(m)|λ
〉
= θm + cm
Poiche´ i vettori S(l) con l < m precedono il vettore S(m), il coefficiente
cm dipende solo da θ1. . . . , θm−1. Siamo pronti a definire esattamente i θm
per ricorrenza:
|θm| = 1 e arg θm =
{
arg cm per cm 6= 0
0 per cm = 0
Quindi |θm + cm| ≥ |θm| = 1, dunque
|H1
S(m)
| ≥ |
〈
S(m)|λ
〉
|−1
e
|H1
S(m)
|1/‖S(m)‖ ≥ exp log |
〈
S(m)|λ〉 |−1∥∥S(m)∥∥ .
Dunque si ha la divergenza
lim sup
k→+∞
|H1
S(m)
|1/‖S(m)‖ = ∞.

6.3 Necessita` della condizione A
6.3.1 Necessita` della condizioni A′1 e A2
Teorema 6.9 Se una forma normale convergente
z˙ = Lz + Yˆ(z),
non soddisfa la condizione A′1 se L e` nel caso 1 o A2 se L e` nel caso 2. Allora
esiste un campo vettoriale olomorfo che puo` esser coniugato formalmente
alla forma normale, pero` il coniugio e` divergente.
Dimostrazione. (schema) Per quanto visto in precedenza l’ipotesi si
puo` riformulare dicendo che non ci sono gj con potenze negative e che
R ∩O ⊂ T,
dove
O := {Q ∈ Rn : Q ≥ 0} e R := {Q ∈ Rn : 〈Q|λ〉 = 0}
e
T := {Q ∈ Rn : 〈Q|GR〉 = 0 ∀R ∈ N} .
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Ricordo cheD(G) := {Q ∈ Zn : GQ 6= 0}. Quindi il fatto che gj abbia poten-
ze negative equivale all’esistenza di Q tale che GQ 6= 0 e qj = −1, dunque,
equivale a D(G) non giace in O. L’insieme delle forme normali che non
soddisfano l’ipotesi saranno divise in tre insiemi
(i) D(G) non e` contenuto in O;
(ii) D(G) ⊂ O, R ∩O ∩ Zn non e` contenuto in T;
(iii) R ∩O ∩ Zn ⊂ T, R ∩O non e` contenuto in T.
La dimostrazione della divergenza avverra` nei differenti casi in modi diversi,
con il seguente schema:
I. Lemma ausiliari 2, 3, 4, 5.
II. Insieme (i) teorema 3 e lemma 6
III. Sottocaso 1b) teorema 4; lemma 7 per l ≥ 2; lemma 8 e 9 per l = 1;
IV. Insieme (ii) teorema 5 e lemma 10
V. Insieme (iii) teorema 6
VI. Dimostrazione del Teorema.

6.3.2 Necessita` della condizione A′′1
Questo come al solito sara` piu` difficile.
Teorema 6.10 Sia L il differenziale in 0 di una forma normale convergente
z˙ = Lz + Yˆ(z).
Se L e` nel caso 1** e soddisfa la condizione A′1 ma non soddisfa la condizio-
ne A′′1. Allora esiste un campo vettoriale olomorfo che puo` esser coniugato
formalmente alla forma normale, pero` il coniugio e` divergente.
Dimostrazione. (...)

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Capitolo 7
Divergenza del cambio di
variabile normalizzante per
mappe
7.1 Criteri di non linearizzabilita`
7.1.1 Punti periodici che si accumulano
L’esistenza di punti periodici che si accumulano sono un ostacolo alla linea-
rizzabilita`...
Questo criterio e` stato utilizzato da Buff e Cheritat in ??? per dare
una “semplice” dimostrazione del teorema di Yoccoz.
7.1.2 Criterio di Il’yashenko
Definiamo
En := {g : (Cn, 0) → (C, 0) germi olomorfi : g(0) = Dg(0) = 0}
Proposizione 7.1 Criterio di non-linearizzabilita` (Il’yashenko). Sia
L l’operatore L : Enn −→ Enn definito da
L(g) := −D2F(Λ, id)g = g ◦ Λ− Λ ◦ g,
dove Λ ∈ GL(n,C) non e` risonante. Se L non e` surgettivo, cioe` c’e` almeno
una funzione f ∈ Enn \ L(Enn ), allora
Λ + tf : (Cn, 0) → (Cn, 0)
non e` linearizzabile per quasi ogni valore di t ∈ C.
Osservazione 7.2 Se Λ non e` risonante, allora L e` iniettivo. Infatti se
g ∈ Enn , Lg = 0 allora gΛ = Λg, quindi id + g coniuga Λ a se stessa; poiche´
l’unica serie formale di un tale coniugio e` l’identita`, allora g = 0.
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Osservazione 7.3 L e` in un certo senso la linearizzazione di h−1fh.
Prima della dimostrazione premettiamo alcuni lemmi.
Lemma 7.4 Sia f ∈ Enn e Λ non risonante; sia Ht ∈ Cn[[z]] la serie formale
della linearizzazione di Λ + tf , cioe` H−1t ◦ (Λ + tf) ◦ Ht = Λ. Scrivendo
Ht = id + ht e
ht(z) =
∑
j=1,...,n, |k|≥2
hjk(t)z
kej ,
allora si ha che gli hjk(t) sono polinomi in t di grado minore di |k|.
Dim. Ponendo hjk(t) = δ
j
i se k = ei, possiamo scrivere
Ht(z) =
∑
j=1,...,n, |k|≥1
hjk(t)z
kej
.
La dimostrazione sara` per induzione su s = |k|, per s ≥ 1.
La serie ht soddisfa
L(ht) = htΛ− Λht = tf ◦ (id + ht). (7.1) Il4.1
Per ogni g ∈ Enn ed s ∈ N indichiamo con (g)s la componente di g omogenea
di grado s in z. Ovviamente
degt(Ht)s = max{degt hjk(t) : |k| = s, j = 1, . . . , n}.
Mostriamo che
(Lg)s = L(g)s ∀s ∈ N.
Per la linearita` di L basta provarlo per g(z) = zkej per ogni k ∈ Nn. Infatti,
se |k| = r, allora L(g)r(z) = (Lg)(z) = (gΛ−Λg)(z) = (Λz)kej − zk(Λej) =
(Lg)r(z), poiche´ (Λz)
k e` un polinomio omogeneo di grado r in z. Quindi se
s = r e` ok, se s 6= r allora (Lg)s = 0 = L(g)s = L0.
Vale anche
degt L(ht)s = degt(ht)s ∀s ∈ N.
Infatti degt L(g)s = degt(g)s con g ∈ Enn [t], i polinomi in t a coefficienti in
Enn . Per la linearita` di L basta provarlo per g = tmg˜, con g˜ 6= 0, g˜ ∈ Enn . Ma
Lg = tmLg˜ ha ancora grado m poiche´ Lg˜ 6= 0 per l’iniettivita` di L.
Passo iniziale dell’induzione: s = 1 e` banale. Mostriamo anche per
s = 2. Si ha che
L(ht)2 = (Lht)2 = t(f)2,
poiche´ (f ◦ (id + ht))2 = (f)2. Quindi degt(ht)2 = 1.
Ipotesi induttiva: assumiamo di aver provato che degt(Ht)r ≤ r −
1 ∀r = 1, . . . , s − 1. Tesi: usando il fatto che t(f ◦ Ht)s = L(ht)s, basta
provare che degt(f ◦Ht)s ≤ s− 2.
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Abbiamo
f ◦Ht(z) =
∑
|α|≥2,j=1,...,n
f jα
 ∑
|β|≥1,i=1,...,n
Hiβ(t)z
βei
α ej
Quindi (f ◦ H(z))s sara` combinazione lineare (a coefficienti vettoriali) di
termini della forma
m∏
l=1
Hilβ(l)z
β(l)
con m ≥ 2, β(l) ∈ Nn, |β(l)| ≥ 1, ∑ml=1 |β(l)| = s, (quindi |β(l)| < s per
ogni l). Da cui, usando l’ipotesi induttiva,
degt
m∏
l=1
Hilβ(l)z
β(l) =
m∑
l=1
degtH
il
β(l) ≤
m∑
l=1
(|β(l)| − 1) = s−m ≤ s− 2.

Lemma 7.5 (N.S. Nadirashvili). Sia P un polinomio di grado m. Sia
DR il disco di centro 0 e raggio R e sia E ⊂ DR ⊂ C un insieme di misura
positiva (secondo Lebesgue). Se esiste q ∈ N+
|P (z)| ≤ qm ∀z ∈ E,
allora esiste C, costante che dipende solo dalla misura di E e da R (e non
da m o P o da q), tale che
|P (z)| ≤ (Cq)m ∀z ∈ DR.
La prova e` un’applicazione della teoria del potenziale.
Dim.(criterio) Supponiamo per assurdo che esista un insieme M ⊂
C di misura positiva tale che per ogni t ∈ M , ht converge in un intorno
dell’origine. Allora per ogni t ∈M la funzione
q(t) := inf{q : q|k| > |hjk(t)| ∀k ∈ Nn, ∀j = 1, . . . , n}
e` ben definita e finita. poiche´ per il primo lemma le funzioni hjk(t) sono
polinomi, la funzione q(t) e` misurabile, essendo il sup di misurabili: q(t) =
sup{(|hjk(t)|)
1
|k| : k ∈ Nn, j = 1, . . . , n}. Quindi possiamo trovare un intero
q in modo che l’insieme E := {t : q(t) < q} abbia misura positiva. Quindi
su E si ha che q|k| > |hjk(t)|. Per il secondo lemma la stima si estende su
tutto un disco DR, (tale che mis(DR ∩E) > 0) e
|hjk(t)| < (Cq)|k|
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per una qualche C. poiche´ siamo riusciti a stimare i coefficienti di ht con
i coefficienti di una serie geometrica, possiamo affermare che le ht sono
convergenti in un intorno dell’origine. A questo punto possiamo considerare
la funzione
h :=
∂
∂t
ht|t=0
olomorfa in un intorno dell’origine; tale funzione esiste poiche´ Differenziando
l’equazione 7.1 rispetto a t in t = 0 otteniamo che h ha immagine f tramite
L, e questo contraddice l’ipotesi.

Caso Λ non diagonalizzabile
Teorema 7.6 (Il’yashenko - Yoccoz). Sia Λ non risonante e non dia-
gonalizzabile. Allora esiste un germe in GΛ non linearizzabile.
ma forse si deve dire che il blocco non banale deva avere autovalore
di modulo unitario.
Prima di dimostrare il teorema abbiamo bisogno di un lemma preli-
minare
Definiamo
E = {g : (C2, 0) → (C, 0) : g(0) = Dg(0) = 0}
e Aλ,t : E −→ E
(Aλ,tg)
(
z1
z2
)
:= g
((
λ tλ
0 λ
)(
z1
z2
))
−λg
(
z1
z2
)
= g(λ(z1+tz2), λz2)−λg(z1, z2)
Lemma 7.7 Per ogni |λ| = 1 e ogni t 6= 0, Aλ,t non e` invertibile.
Dim. Si veda l’articolo sull’Asterisque.
Dim.(Teorema) Se Λ non e` diagonalizzabile allora n ≥ 2. Possia-
mo limitarci a n = 2, poiche´ comunque possiamo lavorare solo nelle pri-
me due variabili e lasciare invariate le altre. Possiamo anche prendere
Λ =
(
λ λ
0 λ
)
.
Consideriamo l’operatore L : E2 −→ E2
L(g) := g ◦ Λ− Λ ◦ g.
Se si scrive g = (g1, g2) si ha che la seconda componente di L(g) e` uguale a
Aλ,1(g2). poiche´ Aλ,1 non e` surgettiva, allora L non e` surgettiva. Sia f in E 2
ma non nell’immagine di L, allora secondo il criterio di non-diagonizzabilita`
di Il’yashenko Ft = Λ + tf non e` linearizzabile per quasi ogni valore di t.

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7.1.3 Dicotomia di Perez-Marco
Teorema 7.8 (Perez-Marco). Siano n,m ≥ 1 e d ≥ 0 interi. Per ogni
multindice k = (k1, . . . , km) ∈ Nm con 0 ≤ |k| := k1 + · · · + km ≤ d, sia fk
un germe in 0 di una mappa olomorfa
fk : (C
n, 0) −→ (Cn, 0)
con valutazione maggiore o uguale a 2 (i.e. fk(z) = O(z
2)). Per t =
(t1, . . . , tm) ∈ Cm, consideriamo il germe di funzione olomorfa
ft(z) := Λz +
∑
|k|≤d
tkfk(z)
dove Λ ∈ GLn(C) e` un’applicazione lineare fissata senza autovalori risonan-
ti.
Allora si ha “totale convergenza per ogni valore del parametro op-
pure divergenza eccetto per un eventuale insieme eccezionale di valori del
parametro molto piccolo”.
Precisamente, ogni mappa ft e` formalmente linearizzabile, i.e. coniu-
gata alla sua parte lineare, cioe` esiste un’unica serie formale ht tangente
all’identita` tale che
ht ◦ ft = Λ ◦ ht,
e si ha la seguente dicotomia:
1. La famiglia olomorfa {ft}t∈Cm e` olomorficamente linearizzabile, cioe`
per ogni t ∈ Cm ht definisce un germe di biolomorfismo. Inoltre il
raggio di convergenza R(t) della linearizzazione ht e` limitato dal basso
sui compatti; piu` precisamente si ha
R(t) ≥ C0
1 + ‖t‖
per qualche costante C0 positiva.
2. Eccetto per un insieme eccezionale E ⊂ Cm di Γ-capacita` 0 di valori
di t, ft non e` olomorficamente linearizzabile.
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