In this paper we studied the double scaling limit of a random unitary matrix ensemble near a singular point where a new cut is emerging from the support of the equilibrium measure. We obtained the asymptotic of the correlation kernel by using the Riemann-Hilbert approach. We have shown that the kernel near the critical point is given by the correlation kernel of a random unitary matrix ensemble with weight e −x 2ν . This provides a rigorous proof of the previous results in [18] .
Introduction
In this paper we studied a double scaling limit of the unitary random matrix model with the probability distribution The eigenvalues x 1 , . . . , x n of the matrices in this ensemble is distributed according to the probability distribution (See, e.g. [25] , [12] )
whereẐ n,N is the normalization constant.
A particular important object is the m-point correlation function R 
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The correlation function is a very useful quantity in the calculation of probabilities. In fact the 1-point correlation function R (n,N ) 1 (x) gives the probability density of finding an eigenvalue at the point x. (Note that, however, the m-point correlation function R (n,N ) m is not a probability density in general.)
A well-known result concerning the m-point correlation function is that it admits a determinantal expression with a kernel constructed from orthogonal polynomials. (See e.g. [17] , [25] )
To be precise, let π n (x) be the degree n monic orthogonal polynomials with weight e −N V (x) on R. [29] R π n (x)π m (x)e −N V (x) dx = h n δ nm .
(1.4)
Let us construct the correlation kernel by
By the Christoffel-Darboux formula, this kernel can be expressed in terms of the two orthogonal polynomials π n (x) and π n−1 (x) instead of the whole sum:
Then the m-point correlation function can be written as the determinant of the kernel (1.5) [17] , [25] , [ 
27] R
(n,N ) m (x 1 , . . . , x m ) = det (K n,N (x j , x k )) 1≤j,k≤m
In the limit n, N → ∞, n N ∼ 1, the 1-point correlation function R (n,N ) 1 (x) of the ensemble (1.1) is asymptotic to the equilibrium measure ρ(x) [12] , [22] , [28] : among all Borel probability measures µ on R. The fact that µ min (x) admits a probability density follows from the assumption that V (x) is real and analytic [14] . Moreover, it was shown in [14] that for real and analytic V (x), the equilibrium measure is supported on a finite union of intervals.
The following conditions are satisfied by the equilibrium density ρ(x) [12] , [28] 2 R log |x − s|ρ(s)ds − V (x) = l, x ∈ Supp(ρ(x)), 2 R log |x − s|ρ(s)ds − V (x) ≤ l, x ∈ R/Supp(ρ(x)).
(1.6)
For a generic potential V (x), the inequality in (1.6) is satisfied strictly 2 R log |x − s|ρ(s)ds − V (x) > l, x ∈ R/Supp(ρ(x)).
However, for some special potential V (x), this inequality may not be strict and we may have 2 R log |x − s|ρ(s)ds − V (x) = l, x = x * at some point x * / ∈ Supp(ρ(x)). In this case, if we change the potential slightly, a new interval may emerge from the support of the equilibrium measure. This is the 'birth of new cut' critical limit that we are going to consider in this paper.
According to [15] , the 'birth of new cut' critical limit is a singularity of type I for the random matrix model (1.1). Other singular cases include:
1. Type II singularity is the case where the equilibrium density vanishes at a point x * inside the support.
2. Type III singularity is the case where the equilibrium density vanishes faster than a square-root at an edge point x * of the support. (Generically it vanishes like a square-root at the edge)
The asymptotic behavior of a random matrix ensemble near singular points has been studied extensively [2] , [4] , [5] , [7] , [8] , [9] , [10] , [11] , [13] , [20] , [30] . In these studies, one considers a one or multi-parameter family of potential V t j (x) in which the singular point is achieved at t j = t c j . One then studies the asymptotic behavior of the random matrix model (1.1) when t j is close to t c j . The 'double scaling limit' is the study of the these asymptotic behavior when the differences between t j and t c j are coupled with n and N. A remarkable feature is that in the double scaling limit, a universality can be observed. Upon a suitable scaling of the variables x and x ′ , the asymptotic behavior of the kernel (1.5) near the critical point x * depends only on the type of singularity rather than the potential V (x) itself.
In many cases, the behavior of the kernel in a double scaling limit is described by integrable hierarchies such as the Painlevé equations. In the case of the type II singularity, [3] , [8] , [10] and [30] has shown that the kernel can be described by the Hastings-McLeod solution of the Painlevé II equation in the double scaling limit. While for the type III singularity, the kernel can be described by the Painlevé I transcendent [11] , [13] . In [18] , the double scaling limit of the 'birth of new cut' was studied and the kernel was described by the orthogonal polynomials with weight e −x 2ν on the real axis. However, the formulae derived in [18] have not been rigorously proven and it is the purpose of this paper to provide a rigorous proof of these results.
Statement of results
We should now introduce some notations and state the results in this paper.
In this paper, we should consider a one parameter family of potential
. We should consider the double scaling limit of t → 1 and n, N → ∞ such that
exist. In particular, for t ≤ 1, we considered the regime where t − 1 is of order n −k for any k greater than or equal to 1 − 1 2ν
, while the scaling for t > 1 is fixed. Let us now state the assumptions that are used in this study. Since the main point of this study is the treatment of the critical point x * , we will assume the followings:
1. The support of the equilibrium density ρ(x) consists of one interval only, that is, the first equation of (1.6) holds precisely on a single interval (a, b). Without lost of generality, we will assume that a = −2 and b = 2.
2. The equilibrium measure does not vanish at any interior point of (−2, 2).
3. The point x * is the only point outside Supp(ρ)(x) where the inequality in (1.6) is not strict and we assume that x * > 2.
4. As pointed out in [16] , the function 2 R log |x − s|ρ(x)ds − V (x) − l vanishes to an even order at x * . We will assume that this order of vanishing is 2ν.
Let the equilibrium measure of V t (x) be ρ t (x) such that 8) and denote by c x * the following
It is known that both tρ t (x) and the support of ρ t (x) are increasing with t [24] , [13] , [28] , [31] . In particular, for t ≤ 1, the equilibrium measure is supported on one interval while for t slightly greater than 1, the equilibrium measure is supported on 2 intervals. Let S t be the support of ρ t (x). Then in [6] , it was shown that the equilibrium measure dµ t (x) = ρ t (x)dx satisfies the Buyarov-Rakhmanov equation
where ω Sτ is the equilibrium measure of the set S τ . Namely, it is the unique probability measure supported on S τ that minimizes the logarithmic potential
among all the Borel probability measuresμ supported on S τ . If S τ consists of one interval only, then ω Sτ (x) is given by
In particular, we have, at t = 1
The fact that w(x)dx is the equilibrium measure on the interval [−2, 2] means that
for some constant ς.
Let us defined a function φ(x) that is closely related to w(x)dx.
In this paper, we will use an anzatz in [18] to construct an approximated equilibrium densityρ t (x) for t > 1 and use it to modify the Riemann-Hilbert problem of the orthogonal polynomials (1.4).
We shall denote the correlation kernel for the random matrix model 15) where π ν m (x) is the degree m monic orthogonal polynomial on R with respect to the weight e −x 2ν and h ν m is the corresponding normalization constant as in (1.4). We can now state our main result. Theorem 1.1. Let V (x) be real and analytic on R such that lim x→±∞ V (x) log(x 2 +1) = +∞. Let ρ(x) be the density of the equilibrium measure of V (x) supported on the interval [−2, 2] . Then
where x * > 2 and Q(x) is real analytic on R with Q(x * ) > 0. Let n, N → ∞ such that (1.7a) and (1.7b) hold and let u, u be the following
where φ(x * ) is defined in (1.13) and [x] is the greatest integer that is smaller than or equal to x.
Let K n,N be the correlation kernel (1.5) , then for u / ∈ N + 1 2
, the limit of the kernel is given by (1.15) and c x * is defined in (1.9) and ϕ(x * ) is given by
.
The result shows that for u / ∈ N + 1 2
, the correlation kernel near x * for t > 1 is given by the correlation kernel of a finite random matrix ensemble (1.14) with size [u + 1 2 ]. This confirms the results in [18] . When u goes pass a half integer, the size of the finite random matrix ensemble jumps by 1 and a non-trivial transition takes place. This is due to the non-uniform converges of (1.17a) in u when u is close to a half integer. When u is close to a half integer, error terms that depends on K ν u±1 which are not seen in (1.17a) become significant and start taking over the K ν u terms, which results in a jump when u goes pass a half integer.
Note that (1.17b) implies that the leading order term of the kernel at x * is e c x * . This leading term tends to zero when n, N → ∞ unless t = 1. This is not surprising as for t < 1, there is no eigenvalue near the point x * and the correlation kernel should be vanishing near x * in the limit.
Remark 1.1. Claeys [7] has simultaneously and independently used the Riemann-Hilbert method to study the birth of new cut double scaling limit. In Claeys [7] , the case when ν = 1 was studied and the Hermite polynomials was used to construct the asymptotic kernel. Despite the similarity of our work to [7] , a very different treatment to the equilibrium measure was used in [7] . In [7] , the equilibrium measure with total mass 1 − 2 [7] , the behavior of the kernel when u is close to a half integer was studied.
This paper is organized as follows. In section 2 we will use the ansatz obtained in [18] to construct an approximated equilibrium density for t > 1. We then show that conditions of the type (1.6) are satisfied for this approximated density outside some neighborhoods of the edge points and the critical point. We then study the error terms in these conditions.
In section 3 we will apply the Deift-Zhou steepest decent method to the RiemannHilbert problem of the orthogonal polynomials (1.4). We will use the approximated density to construct a 'g-function' and use it to modify the Riemann-Hilbert problem. We then approximate this modified Riemmann-Hilbert problem by a Riemann-Hilbert problem that can be solved explicitly and construct parametrices to solve this approximated Riemann-Hilbert problem. These parametrices then give us the asymptotics of the orthogonal polynomials (1.4). These asymptotics will then be used to derive the asymptotics of the kernel (1.5) in section 4.
Equilibrium measure
We will now study the behavior of the equilibrium measure ρ t (x) (1.8) when t is close to 1. Let t be a real parameter and let us define
Then V 1 (x) = V (x). We shall consider the case when t ≤ 1 and t > 1 separately. For t > 1, we will replace the eigenvalues on the newborn interval by a point charge. Let the support of the equilibrium measure S t be
Let us define the function h t by
where the principal branch of the logarithm is taken in the above,
The boundary values of h t (x) on the real axis are then
In particular, the function h t is analytic on C/[a t , ∞) and it satisfies the following
In [14] , it was shown that for a real analytic potential V (x) on R, the equilibrium measure dµ t (s) can be expressed in terms of the negative part of an analytic function q t (x).
Theorem 2.1. [14] Let V (x) be real analytic in a neighborhood V of the real axis and let q t (x) be the following function
Then the equilibrium measure has a density ρ t (x) which can be written as
where q − t (x) is the negative part of q t (x), that is,
Moreover, we have the following
2.1 Approximated equilibrium measure for t > 1
For t > 1, a new cut in the support of the equilibrium measure is emerging at x = x * . We would like to find an approximation to the equilibrium measure and study its properties.
The Buyarov-Rakhmanov equation (1.10) for the equilibrium measure is a nonlinear ODE which is difficult to solve. In [18] , an ansatz was used to solve this differential equation up to some leading order terms in t − 1. As this ODE becomes singular at t = 1, it is difficult to prove rigorously that the solution in [18] does indeed give the equilibrium measure for t slightly greater than 1.
Instead of showing that the solution obtained in [18] gives the correct equilibrium measure for t > 1, we would use the ansatz in [18] to construct an approximated densitỹ ρ t (x), together with a functionh t (x) analogue to the function h t (x) defined in (2.2). We will then show that this approximated density satisfies conditions of the type (1.6) up to a certain order in t − 1.
First note that the function q t (x) defined in (2.4) has the following form at t = 1.
where Q(x) is analytic in a neighborhood V of the real axis.
We can now define a functionq t (x) analogous to q t (x).
where α t and β t are,
is a monic polynomial defined by
The function η(x) is defined by 10) and the constant y is defined by
and φ(x * ) is defined in (1.13).
Remark 2.1. The function η(x) is analytic in the neighborhood V of the real axis.
We will now show that the density defined by the function q t (x) satisfies the BuyarovRakhmanov equation outside a fixed neighborhood of x * .
Proposition 2.1. Let B s δ be the set B s δ = {x| |x − s| ≤ δ} and let r 1 = −2, r 2 = 2 and r 3 = x * . Then for sufficiently small δt, there exist compact subset K ⊂ V and δ > 0 independent on t, such that the functionq t (x) satisfies
, where δt = t − 1. Proof. We will expand (2.7) in terms of δt and − δt log δt . Let us first consider the product
ν . Let δ > 0 be fixed. Then for small enough δt, the following Taylor series expansion is valid outside of B
Now from the Taylor series expansion of (
we see that (c.f. [18] )
where Pol(X) denotes the polynomial part of X.
Therefore we have
Then, for a small enough δt, we have, for |x − x * | > δ,
This means that, for x ∈ K/B x * δ , we have
Now let us look at the terms of order δt. Again, for small enough δt, the following Taylor series expansions are valid outside
where the function Ξ(x) is defined by
The identity (2.16) implies that, for small enough δt, we have, for
Combining this with (2.15) and (2.10), we see that, outside of B x * δ , the limit (2.12) is given by
which is just
This gives the assertion of the proposition.
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Let us now define the approximated equilibrium density to bẽ 19) and leth t (x) be the following
Then we have the following analogue of (1.11) forh t (x).
Proposition 2.2. For sufficiently small δt, there exists δ > 0 such that the following is satisfied forh
where h(x) is the following Proof. Let us first divide the real axis in to different parts
where the R j are the following intervals, that is, Let us now define Γ to be the line right above R 3 ,
Then we have . First let us consider the integral on R 1 . On R 1 , the following power series expansions are valid. 25) where the branch of log(x + 2) is chosen to be the principal branch. It is not difficult to check that the coefficients in the above series remain finite as δt → 0. Moreover, from (2.15), we have
In particular, this means that on R 1 the functions have the following estimates
Therefore the integral on R 1 can be evaluated as
Similarly, the following integrals for ρ(x) and the equilibrium measure on [−2, 2] are given by
(2.27)
Next let us consider the integral on R 2 . Since |x + 2| > δ, for s ∈ R 2 , we can find constants independent on t and s such that
Then, by using the the Taylor series expansion of √ s − α t in (2.16), we see that
for some positive constants E 1 , E 2 and E 3 . One needs to be careful about the terms that contains negative power of x + 2 as they may become large in R 2 . If we integrate (2.29) and consider the leading order term in δt, we see that
for some positive constant E. This implies that
We then see that
To compute the integral on R 3 , observe that for small enough δt, the relation (2.12) holds uniformly on Γ. Therefore by (2.24), the integral on R 3 is given by
By applying the argument used for R 1 and R 2 to R 4 and R 5 , we obtain
Let us now consider the contribution from the interval [x − σ t , x + σ t ]. From the power series expansions on R 6 , we have the following estimates,
Therefore, the integral on R 6 satisfies the following estimate.
To evaluate the integral on the right, let us note that H t (x) can be written in the following form [18] ,
where P (s) is the following polynomial of degree 2ν − 2,
Then by a change of variable
in the integral on the right hand side of (2.34), we have
To evaluate this integral, we will use the following differential equation for P (ξ) in [18] .
Using this and integration by parts, we find that the integral in (2.37) is given by 2y −2y
Hence the integral (2.37) is
. Now by the use of induction, one can compute P (2y) easily [18] , and that 
Corollary 2.1 suggests thatρ t (x) is a good approximation to the actual equilibrium density ρ t (x). The following corollary follows immediately from the proof of proposition 2.2 and the fact that h(
δ , the following is satisfied.
In particular, by using h(
, we see that the following is satisfied at x = x * .
43)
where φ(x * ) is defined in (1.13 ).
This corollary is essential for the construction of the local parametrix inside the neighborhood B 
Riemann-Hilbert analysis
A result by Fokas, Its and Kitaev [19] shows that the orthogonal polynomials (1.4) can be expressed in terms of a Riemann-Hilbert problem. In this section we will apply the Deift-Zhou steepest decent method to approximate this Riemann-Hilbert problem by a Riemann-Hilbert problem that is solvable explicitly. We will achieve this by using the approximated equilibrium measure constructed in section 2. We will modify the measurẽ ρ t (x)dx by replacing the charges on [x * − σ t , x * + σ t ] by a point charge. This then allows us to construct local parametrix near the critical point x * from orthogonal polynomials with weight e −x 2ν on the real axis.
Riemann-Hilbert problem for the orthogonal polynomials
One important property of the orthogonal polynomials (1.4) is that they can be represented as a solution to a Riemann-Hilbert problem [19] . Consider the following Riemann-Hilbert problem for a matrix-valued function
where Y + (x) and Y − (x) denotes the limiting values of Y (x) as it approaches the left and right hand sides of the real axis. This Riemann-Hilbert problem has the following unique solution.
where κ n−1 = −2πih
n−1 [12] . The correlation kernel (1.5) can be expressed in terms of the solution of the Riemann-Hilbert problem Y (x) via [8] 
We shall apply the Deift-Zhou steepest decent method to the Riemann-Hilbert problem (3.1) to obtain the asymptotics for the orthogonal polynomials and the correlation kernel.
Initial transformation of the Riemann-Hilbert problem
We shall perform a series of transformation to the Riemann-Hilbert problem (3.1) and approximate it with a Riemann-Hilbert problem that can be solved explicitly. We will than use the solution of the final model Riemann-Hilbert problem to compute the asymptotics of the orthogonal polynomials and the correlation kernel.
The g-function
To begin with, let us denote t by t = n N and rewrite the jump matrix in (3.1) as
where
We will now define a function g t (x) from the functionh t (x) constructed in section 2 to transform this Riemann-Hilbert problem.
Let u t be the following
where R 6 is defined in (2.22). For later convenience, let us denote by u t the non-negative integer closest to u t :
From (2.39), we see that if u t > 0, then
By inserting the scaling (1.7a) into (3.4), we see that u t is finite in this limit. As mentioned before, we would like to replace the charges in the interval [x * −σ t , x * +σ t ] by a point charge when t > 1. We should therefore define the g-function to be the following.
where in the above equations, we have extended the definitions of the end points α t and β t (2.8) to include the the values of t that are less than or equal to 1:
, t > 1,
Then, from (3.4) and (2.40), we see that, for x ∈ C/B
It then follows from corollary 2.1 and the properties (2.41) that the function g t (x) satisfies the following 
wherel is the following constantl
The function υ t (x) remains uniformly bounded in
The function g t (x) is analytic on C/(−∞, x * ) and has the following jump discontinuities on (−∞, α t ) and (β t , x * ).
(3.8)
we can now transform the Riemann-Hilbert problem with the function g t (x). Let T (x) be the following function
where σ 3 is the Pauli matrix
Then T (x) is a solution to the following Riemann-Hilbert problem.
T (x) is analytic in
where J T (x) is the following matrix on R.
, x ∈ R.
Opening of the lens
We now perform a standard technique in the steepest decent method [3] , [15] , [16] . First note that, from (3.7), we see that J T (x) becomes the following on the interval [α t , β t ].
where D n (x) is the function
which is bounded on [α t , β t ] under the double scaling limit (1.7a). Then from (3.8), the jump matrix J T (x) has the following factorization on [α t , β t ].
As in [3] , [15] , [16] , we can open a lens around the interval [α t , β t ] as shown in Figure 1 and define the matrix S(x) to be the following
x outside the lens;
The opening of the lens and different regions in the lens.
Then the function S(x) will satisfy the following Riemann-Hilbert problem.
S(x) is analytic in
where J S (x) is now defined by the following
Then from (3.7), we see that for some large enough n and t close to 1 such that δt
δ . Therefore, in the double scaling limit, the jump matrix J S (x) behaves as
3.3 Parametrix outside of the points α t , β t and x * We will now construct the parametrix outside of the singular points. We would like to find a solution to the following Riemann-Hilbert problem.
(3.14)
where J ∞ (x) is the following matrix-valued function.
We should construct several scalar functions and use them to 'dress' the 1-cut parametrix constructed in [15] so that it satisfies the Riemann-Hilbert problem (3.14) with the jumps (3.15).
The limiting Abelian differential
The discussions in sections 3.3.1 and 3.3.2 are only relevant when t > 1. Let us first construct a function F (x) with the following jump discontinuities
We have the following Lemma 3.1. The function F (x) defined by
satisfies the following scalar Riemann-Hilbert problem.
is bounded as x approaches α t or β t . 
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where the square roots and logarithm are chosen such that the branch cut is on the negative real axis. Also, to avoid ambiguity, we set
Proof. First let us show that the only singularity of F (x) is at x * . The function F (x) can become singular when the argument becomes zero or infinity. The numerator and the denominator of the argument can become zero if
which implies
Since the denominator is non-zero at x = x * , we see that the denominator does not vanish for all x ∈ C. Near x = x * , we can expand the numerator and the denominator in a power series of x − x * .
where c 0 is the following constant
Therefore near x = x * , F (x) behaves like
this proves 4. The other points where F (x) can be singular are the points x = α t , β t or x = ∞, where the argument may become infinite. However, near x = α t , the function Then near x = β t , Φ(x) behaves like
which is bounded and non-zero as x → β t . We now consider the point x = ∞. Near x = ∞, we can rewrite Φ(x) as
Therefore the asymptotic behavior of Φ(x) near x = ∞ is given by
Hence F (x) has a singularity at x = x * only and this proves 5 and 6. We will now study the jump discontinuities of F (x). First note that F (x) can only have jump discontinuities outside [α t , β t ] if
Simple calculations shows that x ∈ R. Therefore F (x) can only have jumps on the real axis.
We will first consider the jump on [α t , β t ]. On [α t , β t ] the square function x−αt x−βt has the following jump discontinuity.
Hence F − (x) is given by
This proves property 2.
We now consider the jump on [β t , x * ]. The function Φ(x) in (3.18) is real on R/[α t , β t ] and we need to show that it is negative on (β t , x * ) and positive elsewhere. Let us first consider a point x ∈ (β t , ∞). The the denominator of Φ(x) is positive for x ∈ (β t , ∞). To study the signs of the numerator, let us consider its derivative 19) we see that the numerator is a strictly increasing function on (β t , ∞). Since it vanishes at x = x * , we see that it is negative on (β t , x * ) and positive on (x * , ∞). Now let us look at the sign of Φ(x) on (−∞, α t ). First note that, on (β t , ∞), the square root x−αt x−βt is positive and strictly decreasing and hence it is greater than 1 on (β t , ∞). In particular, we have
Now let x ∈ (−∞, α t ). In this region, the square root
is positive and strictly decreasing from (3.19) . Near −∞, it approaches 1 while at α t , it becomes zero. Therefore on (−∞, α t ), it takes values between 0 and 1. Therefore we have
Hence the Φ(x) is positive on (−∞, α t ). Summarizing, we have
This proves 3. Since F (x) cannot have any jump discontinuities and singularities other than the ones that are considered here, property 1. is true.
Remark 3.1. The function F (x) can be thought of as the limit of an Abelian integral on an elliptic curve. Let us consider the following elliptic curve
and define the a and b-cycles of this curve as in Figure 2 . Then the normalized holomorphic Abelian differential on this curve is given by for some constant C such that a Ω(x) = 1
In the limit σ t → 0, the curve becomes degenerate and the Abelian integral
x Ω(s) degenerates into the function F (x).
Scalar function with jump D n (x)
We will now seek a scalar function K n (x) that is bounded at infinity and has jump 2D n (x) on [α t , β t ]. (cf. the Szego function used in [23] , [32] ) We shall construct a function K(x) that satisfies the following Riemann-Hilbert problem.
This function can be constructed by the use of Cauchy transform easily [26] . (3.23) satisfies the Riemann-Hilbert problem (3.22) .
Proof. Let C(f ) be the Cauchy transform
Then from the Plemelj formula (See, e.g. [26] ), we have
where the principal value is taken in the integral on the right hand side. Taking into account the change of sign of (x − α t )(x − β t ) across [α t , β t ], we have
To see that K(x) has the desired property at x = ∞, let us write the factor
Therefore the function K(x) behaves as follows as x → ∞.
which is property 3. in (3.22).
Parametrix outside of special points
We are now in a position to construct the parametrix outside of the special points. First let us consider the following matrix.
where γ(x) = γ t (x) is defined by
Recall that this matrix satisfies the following Riemann-Hilbert problem [15] , [12] , [3] .
We can now combine Π(x), K(x) and F (x) to form our parametrix outside the special points. The main result is the following.
satisfies the Riemann-Hilbert problem (3.14) and (3.15) . In particular, when t ≤ 1, both u t − u t and K(x) vanishes and the above equation reduces to
Proof. First let us consider the asymptotic behavior near x = ∞. We have
This proves 3. in (3.14). Next we consider the jump discontinuities. It is given by
where A i (x) is given by
From (3.17) and (3.22), we see that A 1 (x) and A 2 (x) are in fact the following
Since u t is an integer, we see that
Substituting these back into (3.27), we see that the matrix S ∞ (x) does indeed satisfy the jump conditions (3.15).
Remark 3.2. The appearance of the degenerate Abelian integral F (x) (3.16) in the parametrix (3.25) comes from the appearance of the elliptic theta function in the 1-cut parametrix. Let the 1-cut parametrix outside of the special points be
is given by [15] :
, ℑ(z) < 0. 3.4 Parametrix near the edge points α t and β t At the edge points α t and β t the approximated densityρ t (x) vanishes like a square root and the local parametrices S ±2 (x) near these points can be constructed by the use of Airyfunctions. Such construction has been done many times in the literature and we should not repeat the details here. An interested reader can consult [15] , [16] , [3] for example.
3.5 Local parametrix near the critical point x * for t > 1
We will now consider the parametrix near the critical point x * . As in [18] , the parametrix will be constructed out of the monic orthogonal polynomial π ν u t (ζ) of degree u t and weight e −ζ 2ν , where 2ν is the order of vanishing of 2h(x) − V (x) + l at x * . We would like to construct a parametrix S x * (x) in B
x * δ such that
(3.28)
Let us define a conformal map ζ = f (x) that maps the neighborhood B x * δ into the complex plane, such that, as n → ∞, the boundary of B x * δ is mapped into infinity. We will define ζ as follows. vanishes to order 2ν at x * and that it is real and negative on the interval [x * − δ, x * + δ] due to (2.41).
Since
vanishes to order 2ν at x * , the function ζ is of the form
such that ϕ(x) is independent on n and ϕ(x * ) = 0. By choosing δt and δ smaller if necessary, we can assume that ϕ(x) and hence ζ is conformal inside the neighborhood B x * δ . Then ζ maps the neighborhood B x * δ into the complex ζ-plane such that the boundary of B x * δ is mapped into infinity. Let us now define the constant Z t and function τ t (x) by
Note that τ t (x) does not have a pole at x = x * and that by taking δt and δ smaller if necessary, we can assume that τ t (x) is analytic inside B x * δ . Then it is easy to see that ζ, τ t (x) and Z t satisfy
Moreover, we have the following Proposition 3.3. As n → ∞ under the scaling (1.7a), the constant Z t and function τ t (x) are of order 
Then by using (3.4) to eliminate nδt, we obtain the following,
Now by taking the logarithm of (1.7a), we see that, log n + log δt = log log n + O(1).
M. Y. Mo
Hence we obtain
This proves the 1st equation in (3.33) . Given the first equation in (3.33), the second equation in (3.33) now follows easily from the definition of ζ (3.29), τ t (x) (3.31) and the relation (2.42) from corollary 2.2.
Construction of the parametrix
We should now construct the parametrix by using orthogonal polynomials with weight exp (−ζ 2ν + τ t (x)ζ). Let π ν k (ζ, τ ) be the monic orthogonal polynomial of degree k with respect to the weight −ζ 2ν + τ ζ,
where h ν k (τ ) is the normalization constant as a function of τ . Let us denote by Ψ ν (ζ, s) the following matrix constructed from the orthogonal polynomial π ν u t (ζ, τ ).
where κ
Then the matrix Ψ ν (ζ, τ ) satisfies the following Riemann-Hilbert problem.
(3.36)
Let E(x) be the following matrix-valued function,
(3.37)
Then from (3.25) we see that
From property 4. of (3.17), we see that the factor
is analytic inside B 
Then, under the double scaling limit (1.7a), S x * (x) satisfies the conditions
(3.40)
Proof. The properties 1. and 2. follows immediately from (3.32) and property 2. of (3.36).
We should now prove property 3.
At the boundary of B
x * δ , we have ζ → ∞ and hence the function S x * (x) behaves as
From (3.29), we see that
) at the boundary of B x * δ , hence the above equation becomes
where the second equality follows from the fact that S ∞ (x) is bounded in B x * δ as n → ∞. This proves the proposition.
3.6 Local parametrix near the critical point x * for t ≤ 1
We will now construct the parametrix in B x * δ when t ≤ 1. In this case, the parametrix can be constructed from the Cauchy transform [16] .
Conformal map in
We will use the same conformal map (3.29) defined in section 3.5.1. However, the function τ t (x) and the constant Z t are now defined to be
(3.41)
Then by (1.7b) and the Buyarov-Rakhmanov equation (1.11), we see that Z t is of order
As we see in (1.17b), the limiting kernel will be of order e Zt . However, one should bear in mind that Z t is negative and therefore the term e Zt is bounded as n → ∞. We can now deduce the order of τ t (x) from (1.11) ,(1.7b) and (3.42).
From the definition (3.41), we see that ζ, Z t and τ t (x) together satisfies the following
Construction of the parametrix
Let us now construct the local parametrix by using Cauchy transform (cf. [16] ). Let Ψ(ζ, τ t (x)) be the following matrix.
Then Ψ(ζ, τ t (x)) is the unique solution to the following Riemann-Hilbert problem.
1. Ψ(ζ, τ t (x)) is analytic on C/R;
We can use Ψ(ζ, τ t (x)) to construct the local parametrix S x * (x). Let us define the matrix E(x) to be 
48)
Then, under the double scaling limit (1.7b), S x * (x) satisfies the conditions
(3.49) Figure 3 : The contour Σ on which R(x) is not analytic.
Proof. As in the proof of proposition 3.4, properties 1. and 2. are clear from (3.44) and (3.46). Let us take a look at the condition at the boundary of B x * δ . We need to be careful as Z t may contain powers of n in it. At the boundary of B x * δ , we have ζ → ∞, and
but from the expression of Z t (3.41) and the property of the equilibrium measure (2.3), we see that Z t < 0 and hence e 2Zt is bounded. Hence we have
This completes the proof of the proposition.
Last transformation of the Riemann-Hilbert problem
Let us now define R(x) to be the following function.
(3.50)
where r 1 = −2, r 2 = 2, r 3 = x * and S ±2 (x) are the local parametrices near the edge points α t and β t . Then the function R(x) has jump discontinuities on the contour Σ shown in Figure 3 .
In particular, R(x) satisfies the Riemann-Hilbert problem
From the definition of R(x) (3.50), it is easy to see that the jumps J R (x) has the following order of magnitude.
, for some fixed γ > 0 on the rest of Σ.
(3.52)
, for sufficiently large n, n
(log n) u t 2ν and n − 1 2ν are small. Then by the standard theory, [12] , [15] , [16] , we have
, t ≤ 1. When t > 1, this approximation becomes poor as |u t − u t | gets close to 1 2 . However, if we restrict our attention to a small neighborhood of x * such that
is finite, then we can still use this approximation to obtain the asymptotic kernel (1.17a).
Asymptotics of the correlation kernel
We should now compute the kernel using the the asymptotics obtained in section 3. Recall that the kernel and the solution Y (x) of the Riemann-Hilbert problem (3.1) are related by (3.2).
Asymptotics of the kernel when t > 1
First let us recover the asymptotics of Y (x) from that of S(x). By reversing the series of transformations (3.11) and (3.9), we find that, for x ∈ B x * δ , the matrix S(x) and Y (x) are related by Y (x) = e nl 2t σ 3 S(x)e n " g t (x)−l 2t " σ 3 , x ∈ B x * δ . We now use the estimate (3.54) and the expression of (3.39) to obtain Y (x) = e nl 2t σ 3 R(x)E(x)Ψ ν (x, τ t (x))e n " g t (x)−l 2t −u t log ζ−Zt Let us now study the behavior of E(x) and R(x) in the vicinity of x * when z defined by (3.55) is finite. First let us consider E(x). From (3.38), we see that E(x) is analytic inside the neighborhood B for some constants E 0 and E 1 that are bounded as n → ∞. Now consider R(x). Let m be the biggest integer such that m 1 − 2|u t − u t | < 1.
Then from the Riemann-Hilbert problem (3.50), we see that R(x) is analytic inside B . The constants Λ j are finite in the limit n → ∞.
In particular, from (4.2) we see that E −1 (x ′ )E(x) satisfies the following Hence the product E −1 (x ′ )R −1 (x ′ )R(x)E(x) satisfies the following estimate
(log n) u t ν (4.6)
If we now substitute (4.1) and (4.6) back to (3.2), we obtain the following estimate for the kernel If we now take these into account and substitute (3.35) into (4.7), then we obtain the limit of the kernel as . This can be seen from the expression (2.5). From (2.5), we have
then from the fact that 2h(x * ) − V (x * ) − l = 0 and the expressions of of q(x) (2.6) and ζ (3.29), we see that, upon integration, we have n(x − x * ) 2ν ϕ 2ν (x * ) = n(x − x * ) 2ν Q(x * ) (x * ) 2 − 4 2ν this completes the proof of theorem 1.1 for the case t > 1.
Asymptotics of the kernel when t ≤ 1
We will now use the local parametrix S x * (x) (3.48) constructed for t ≤ 1 to compute the kernel. In this case, the solution Y (x) to (3.1) is given by (4.1) with Ψ ν (x, τ t (x)) replaced by Ψ(x, τ t (x)) and τ t (x) defined by (3.41).
Let z be the variable defined by (3.55) and assume that z is finite. Then by using the power series expansion of E(x) and R(x) inside B (4.10)
