Confocal microscopy is frequently used to examine the subcellular distributions of proteins or other biological macromolecules, but essentially all interpretation of the patterns in the resulting images is done by visual inspection. The difficulties associated with this approach include lack of reproducibility of assignments (both from viewer to viewer and from image to image), lack of precision in assigning location (especially for mixed patterns or patterns constituting a subdomain of an organelle, and potential inability to distinguish subtle changes in populations of cells. Automating this process allows it to be done more objectively, more rapidly, and more accurately.
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With this in mind, my group has previously described systems for automated recognition of the major subcellular structures in 2D fluorescence microscope images of cultured cells [1] [2] [3] . These systems are based on sets of numerical features (which we term Subcellular Location Features, or SLFs) that capture the essence of the subcellular pattern without being overly sensitive to the size, shape, position and orientation of each cell. We have described 180 features of a variety of types, including 6 features that describe a protein pattern with reference to a parallel image of total DNA [4] . Feature selection by Stepwise Discriminant Analysis revealed that a set of 47 of these features in combination with a mixture-of-experts classifier can achieve over 92% accuracy for classifying ten subcellular patterns in 2D images of HeLa cells. Of particular importance was the observation that two Golgi proteins included in the set could be distinguished with over 86% accuracy even though they could not be distinguished beyond random accuracy by visual examination [3] .
The success obtained in classifying subcellular patterns in 2D images led us to investigate whether improvement could be obtained by acquiring 3D images and implementing features to take advantage of the additional information in them [5] . To enable fully automated analysis of images that might contain more than one cell, we acquired three-color confocal images using probes for total DNA and total protein in addition to a probe for each of nine different proteins (an example is shown in Fig. 1 ). The total DNA and total protein images were used to create single-cell regions by a seeded watershed algorithm. Classification accuracy for the 3D images improved to 96% (with over 97% accuracy in distinguishing the two Golgi proteins) [4] . The improvement in accuracy over 2D images was in part due to the fact that 2D images do not always capture the most informative region of a cell and in part due to the additional information present in 3D images.
The finding that subcellular patterns can be recognized with sensitivity and specificity higher than human observation using SLFs validates the use of SLFs for comparing protein patterns (e.g., in the presence and absence of a drug) and for clustering proteins by their subcellular patterns. They also indicate the value of collecting full 3D images when determining protein subcellular location [6] . 
