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Sur l’autocorre´lation multiplicative de la fonction
« partie fractionnaire »
Luis BA´EZ-DUARTE, Michel BALAZARD, Bernard LANDREAU et Eric SAIAS
Le texte qui suit est un document de travail, contenant les pre´requis et les de´tails des calculs menant aux
re´sultats de notre article,
E´tude de l’autocorre´lation multiplicative de la fonction « partie fractionnaire »
a` paraˆıtre au Ramanujan Journal.
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1 Transformation de Mellin
1.1 Convergence absolue
Soit ]a, b[ un intervalle ouvert non vide de R , et W(a, b) l’espace vectoriel des fonctions f : ]0,+∞[→ C,
mesurables au sens de Lebesgue, et telles que, pour tout σ ∈]a, b[,∫ +∞
0
|f(x)|xσ−1dx < +∞.
Observons que W(a, b) ⊂ W(a′, b′) si ]a′, b′[⊂]a, b[.
Si f ∈ W(a, b), la transforme´e de Mellin de f est la fonction Mf de´finie par
Mf(s) :=
∫ +∞
0
f(x)xs−1dx.
Elle est de´finie et holomorphe dans la bande verticale a < ℜs < b (qui peut eˆtre un demi-plan, ou meˆme le plan
tout entier). Elle est borne´e dans toute bande verticale α 6 ℜs 6 β, ou` a < α 6 β < b.
Proposition 1 (Injectivite´ de la transformation de Mellin) Si f ∈ W(a, b) et Mf = 0, alors f = 0 p.p.
Exemples
• f(x) = e−x ; f ∈ W(0,+∞) et Mf(s) = Γ(s).
• f(x) = sinx ; f ∈ W(−1, 0) et Mf(s) = sin pis2 Γ(s).
• f(x) = cosx -1 ; f ∈ W(−2, 0) et Mf(s) = cos pis2 Γ(s).
• Posons
f(x) =
{
x−ρ(log x)k 0 < x 6 1,
0 x > 1,
ou` ρ ∈ C et k ∈ N. On a : f ∈ W(ℜρ,+∞) et
Mf(s) =
(−1)kk!
(s− ρ)k+1 .
On constate que Mf est une fraction rationnelle et que f(x) = Res
(
Mf(s)x−s, ρ
)
pour 0 < x 6 1.
• Posons
f(x) =
{
0 0 < x 6 1,
x−ρ(log x)k x > 1,
ou` ρ ∈ C et k ∈ N. On a : f ∈ W(−∞,ℜρ) et
Mf(s) = − (−1)
kk!
(s− ρ)k+1 .
On constate que Mf est l’oppose´e de la fraction rationnelle pre´ce´dente et que f(x) = −Res(Mf(s)x−s, ρ) pour
x > 1
Appelons polynoˆme ge´ne´ralise´ toute somme finie∑
cx−ρ(log x)k, (1)
ou` les c et les ρ sont des nombres complexes, et les k des nombres entiers naturels. Associons a` ce polynoˆme
ge´ne´ralise´ la fraction rationnelle
F (s) :=
∑
c
(−1)kk!
(s− ρ)k+1 .
C’est une fraction rationnelle nulle a` l’infini. Inversement, toute fraction rationnelle nulle a` l’infini s’e´crit sous
cette forme et on peut lui associer le polynoˆme ge´ne´ralise´ (1). La correspondance ainsi de´finie est bijective et
les deux derniers exemples conduisent a` la proposition suivante.
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Proposition 2 Soit
P (x) =
∑
cxρ(log x)k
un polynoˆme ge´ne´ralise´, et
F (s) :=
∑
c
(−1)kk!
(s− ρ)k+1
la fraction rationnelle associe´e. On pose a = minℜρ et b = maxℜρ.
On a, pour tout x > 0,
P (x) =
∑
ρ
Res
(
F (s)x−s, ρ
)
,
ou` la somme porte sur les poˆles de F .
D’autre part, la fonction
f(x) =
{
P (x) 0 < x 6 1
0 x > 1,
appartient a` W(b,+∞) et ve´rifie Mf = F ; et la fonction
g(x) =
{
0 0 < x 6 1
P (x) x > 1,
appartient a` W(−∞, a) et ve´rifie Mg = −F .
Proposition 3 Si f ∈ W(a, b) et ρ ∈ C, alors la fonction g de´finie par g(t) := tρf(t) appartient a`
W(a−ℜρ, b−ℜρ) et
Mg(s) =Mf(s+ ρ).
Proposition 4 Si f ∈ W(a, b), alors la fonction g de´finie par g(t) := f(1/t) appartient a` W(−b,−a) et
Mg(s) =Mf(−s).
Proposition 5 Si f ∈ W(a, b), alors f ∈ W(a, b) et
Mf(s) = (Mf)∗(s) :=Mf(s).
Proposition 6 Si f ∈ W(a, b) et λ > 0, alors la fonction g de´finie par g(t) = f(λt) appartient a` W(a, b) et
Mg(s) = λ−sMf(s).
Proposition 7 Si f et g appartiennent a` W(a, b), la fonction f ∗ g de´finie presque partout par
f ∗ g(x) :=
∫ +∞
0
f(t)g(x/t)
dt
t
,
appartient a` W(a, b) et ve´rifie
M(f ∗ g) =Mf ·Mg.
Observons que f ∗ g est continue si f ou g est continue et a` support compact dans ]0,+∞[.
Exemples
• Si f ∈ W(a, b) et
g(x) =
{
x−ρ 0 < x 6 1,
0 x > 1,
ou` ℜρ 6 a, alors
f ∗ g(x) =
∫ +∞
x
f(t)
(x
t
)−ρ dt
t
= x−ρ
∫ +∞
x
f(t)tρ−1dt.
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On a f ∗ g ∈ W(a, b) et
M(f ∗ g)(s) = Mf(s)
s− ρ .
• Si f ∈ W(a, b) et
g(x) =
{
0 0 < x 6 1,
x−ρ x > 1,
ou` ℜρ > b, alors
f ∗ g(x) =
∫ x
0
f(t)
(x
t
)−ρ dt
t
= x−ρ
∫ x
0
f(t)tρ−1dt.
On a f ∗ g ∈ W(a, b) et
M(f ∗ g)(s) = −Mf(s)
s− ρ .
Proposition 8 Si f ∈ W(a, b) et si les nombres complexes ck et les nombres re´els positifs λk sont tels que∑
|ck|λ−σk < +∞
pour tout σ ∈]a, b[, alors la fonction g de´finie presque partout par
g(t) =
∑
ckf(λkt)
appartient a` W(a, b) et ve´rifie
Mg(s) =Mf(s) ·
∑
ckλ
−s
k .
Proposition 9 (Inversion de Mellin) Soit f ∈ W(a, b). L’ensemble des c ∈]a, b[ tels que τ 7→ Mf(c + iτ)
est dans L1(R) est un intervalle (e´ventuellement vide). Si c est choisi dans cet ensemble, on a
f(t) =
1
2pii
∫
σ=c
Mf(s)t−sds p.p.
Nous dirons d’une fonction F (s) me´romorphe dans la bande verticale a < ℜs < b qu’elle est a` croissance
polynoˆmiale si elle n’a qu’un nombre fini de poˆles et si, pour tous α, β tels que a < α 6 β < b, existent deux
nombres re´els T0 > 0 et K, pouvant de´pendre de α et β, tels que
|F (σ + iτ)| 6 |τ |K , α 6 σ 6 β, |τ | > T0.
Proposition 10 Soit ]a, b[ et ]a′, b′[ deux intervalles ouverts non vides, avec b 6 a′. Soit F (s) une fonction
me´romorphe et a` croissance polynoˆmiale dans la bande verticale a < ℜs < b′. Soit enfin f ∈ W(a, b) et
g ∈ W(a′, b′) deux fonctions telles que
Mf(s) = F (s), a < ℜs < b;
Mg(s) = F (s), a′ < ℜs < b′.
Alors g(t)− f(t) coincide presque partout avec le polynoˆme ge´ne´ralise´
P (t) =
∑
ρ
Res
(
F (s)t−s, ρ
)
,
ou` la somme porte sur les poˆles de F .
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De´monstration
Soit A(s) la fraction rationnelle obtenue en ajoutant les parties polaires de F (s) en tous ses poˆles. On a :
Res
(
F (s)t−s, ρ
)
= Res
(
A(s)t−s, ρ
)
pour tout t > 0 et tout poˆle ρ de F .
D’apre`s la proposition 2, la fonction g − Pχ(0,1) appartient a` W(a′, b′) et admet F −A comme transforme´e
de Mellin ; et la fonction f + Pχ(1,+∞) appartient a` W(a, b) et admet F − A comme transforme´e de Mellin.
D’autre part, F − A est holomorphe et a` croissance polynoˆmiale dans la bande a < ℜs < b′. Si le re´sultat est
connu dans le cas ou` F est holomorphe, le cas ge´ne´ral en de´coule donc.
Supposons donc F holomorphe. Comme F est une transforme´e de Mellin dans les deux bandes verticales
a < ℜs < b et a′ < ℜs < b′, le principe de Phragmen-Lindelo¨f prouve que F est borne´e dans toute bande
verticale α 6 ℜs 6 β, ou` a < α 6 β < b′. Soit ϕ une fonction deux fois continuˆment de´rivable et a` support
compact dans ]0,+∞[ ; les fonctions ϕ ∗ f et ϕ ∗ g appartiennent respectivement a` W(a, b) et W(a′, b′) et ont
pour transforme´es de Mellin F (s) ·Mϕ(s) dans les deux cas. Comme Mϕ(s) est O((1+ |τ |)−2) sur toute droite
verticale (et meˆme uniforme´ment dans toute bande verticale de largeur finie), la formule d’inversion de Mellin
donne pour presque tout t
(f ∗ ϕ)(t) = 1
2pii
∫
σ=c
Mϕ(s) · F (s)t−sds, a < c < b,
et
(g ∗ ϕ)(t) = 1
2pii
∫
σ=c′
Mϕ(s) · F (s)t−sds, a′ < c′ < b′.
Le the´ore`me de Cauchy prouve alors que (f ∗ ϕ)(t) = (g ∗ ϕ)(t) presque partout, et meˆme pour tout t, par
continuite´. Comme cette e´galite´ est valable pour toute ϕ, on a f(t) = g(t) p.p. 
1.2 Transformation de Mellin-Plancherel
Soit f ∈ L2(0,+∞). Pour T > 1, posons :
FT (s) :=
∫ T
1/T
f(t)ts−1dt.
La restriction de FT a` la droite ℜs = 1/2 appartient a` L2(1/2 + Ri; dτ/2pi) et, dans cet espace, FT a une
limite quand T tend vers l’infini. Nous noterons encore Mf(s) cette fonction, dite transforme´e de Mellin-
Plancherel de f (ou simplement : transforme´e de Mellin), de´finie presque partout sur la droite ℜs = 1/2. Le
the´ore`me de Plancherel affirme que l’application f 7→ Mf est un ope´rateur unitaire entre les deux espaces de
Hilbert L2(0,+∞) et L2(1/2 + Ri; dτ/2pi).
Si α ∈ R, on de´finit plus ge´ne´ralement la transformation de Mellin-Plancherel sur l’espace
L2(0,+∞; tαdt), a` valeurs dans L2((α+ 1)/2 + Ri; dτ/2pi). C’est encore un ope´rateur unitaire.
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2 La fonction « partie fractionnaire »
2.1 Une formule sommatoire
La proposition suivante∗ illustre un principe ge´ne´ral de syme´trie.
Proposition 11 Soit θ et x deux nombres re´els positifs, f(n) une fonction a` valeurs complexes, de´finie pour n
entier, 0 6 n 6 θx, et g(m) une fonction a` valeurs complexes, de´finie pour m entier, 0 6 m 6 x. On suppose
de plus que f(0) = g(0) = 0.
Si θ est irrationnel, on a∑
16m6x
f
(⌊mθ⌋)(g(m)− g(m− 1))+ ∑
16n6θx
g
(⌊n/θ⌋)(f(n)− f(n− 1)) = f(⌊θx⌋)g(⌊x⌋).
Si θ = p/q, ou` p et q sont des nombres entiers positifs premiers entre eux, ce re´sultat est a` remplacer par
f
(⌊θx⌋)g(⌊x⌋)+ ∑
16k6x/q
(
g(kq)− g(kq − 1))(f(kp)− f(kp− 1)).
De´monstration
Voyons d’abord comment le re´sultat pour p/q de´coule du cas ou` θ est irrationnel. Faisons tendre θ vers p/q
par valeurs supe´rieures et irrationnelles. La limite de∑
16m6x
f
(⌊mθ⌋)(g(m)− g(m− 1))− f(⌊θx⌋)g(⌊x⌋)
s’obtient en remplac¸ant θ par p/q, alors que celle de∑
16n6θx
g
(⌊n/θ⌋)(f(n)− f(n− 1))
vaut ∑
16n6px/q
nq/p6∈N
g
(⌊nq/p⌋)(f(n)− f(n− 1))+ ∑
16n6px/q
nq/p∈N
g
(
nq
p
− 1
)(
f(n)− f(n− 1))
=
∑
16n6px/q
g
(⌊nq/p⌋)(f(n)− f(n− 1))+ ∑
16n6px/q
nq/p∈N
(
g
(
nq
p
− 1
)
− g
(
nq
p
))(
f(n)− f(n− 1)).
La dernie`re somme se re´crit en posant n = kp :∑
k6x/q
(
g(kq − 1)− g(kq))(f(kp)− f(kp− 1)),
d’ou` le re´sultat.
Si θ est irrationnel, on a :∑
16m6x
f
(⌊mθ⌋)(g(m)− g(m− 1)) = ∑
06n6θx
f(n)
∑
16m6x
⌊mθ⌋=n
(
g(m)− g(m− 1)).
Or
⌊mθ⌋ = n⇔ n 6 mθ < n+ 1
⇔ n
θ
6 m <
n+ 1
θ
⇔
⌊n
θ
⌋
+ 1 6 m <
⌊
n+ 1
θ
⌋
.
∗Cf. Lemma 7 dans : G. H. Hardy et J. E. Littlewood, Some problems of Diophantine approximation : The lattice-points of
a right-angled triangle (Second memoir), Abh. Math. Sem. Hamb. Un. 1 (1922), 212-249.
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Si n 6 θx − 1, cet encadrement entraˆıne que m 6 x, alors que si n = ⌊θx⌋ on a
⌊mθ⌋ = n et m 6 x ⇔ n 6 mθ < n+ 1 et m 6 x
⇔
⌊n
θ
⌋
+ 1 6 m 6 ⌊x⌋.
Par conse´quent on a
∑
m6x
⌊mθ⌋=n
(
g(m)− g(m− 1)) = {g (⌊n+1θ ⌋)− g (⌊nθ ⌋) si n 6 θx − 1,
g
(⌊x⌋)− g (⌊nθ ⌋) si n = ⌊θx⌋.
Il en re´sulte que∑
06n6θx
f(n)
∑
16m6x
⌊mθ⌋=n
(
g(m)− g(m− 1)) = ∑
06n6θx−1
f(n)
(
g
(⌊
n+ 1
θ
⌋)
− g
(⌊n
θ
⌋))
+ f
(⌊θx⌋) (g(⌊x⌋)− g(⌊⌊θx⌋
θ
⌋))
= g
(⌊x⌋)f(⌊θx⌋)+ ∑
16n6θx
g
(⌊n/θ⌋)(f(n− 1)− f(n)),
comme annonce´. 
En prenant f(n) = g(n) = n dans la proposition 11, on obtient en particulier le re´sultat suivant†.
Proposition 12 Soit x et θ deux nombres re´els positifs. La quantite´∑
16m6x
⌊mθ⌋+
∑
16n6θx
⌊n/θ⌋
vaut ⌊x⌋⌊θx⌋ si θ est irrationnel, et ⌊x⌋⌊θx⌋+ ⌊x/q⌋ si θ = p/q, avec p ∈ N∗, q ∈ N∗, (p, q) = 1.
2.2 La fonction « partie fractionnaire »
La partie fractionnaire du nombre re´el x est l’unique nombre re´el u ∈ [0, 1[ tel que x− u soit entier. On
note
{x} := u = x− ⌊x⌋,
car l’entier x− u est ne´cessairement la partie entie`re de x.
On dispose donc d’une fonction « partie fractionnaire » : { } : R→ [0, 1[.
Proposition 13 La fonction « partie fractionnaire » est l’unique fonction f : R→ R, pe´riodique de pe´riode 1,
et ve´rifiant f(x) = x pour 0 6 x < 1.
La fonction « partie fractionnaire » posse`de donc une se´rie de Fourier
1
2
−
∑
n6=0
ei2pinx
i2pin
,
qu’on peut re´crire sous la forme
1
2
−
∑
n>1
sin 2pinx
pin
.
†J. J. Sylvester, Sur la fonction E(x), C. R. A. S. 50 (1860), 732-734.
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Proposition 14 On a
1
2
−
∑
n>1
sin 2pinx
pin
=
{
{x} si x 6∈ Z ;
1
2 si x ∈ Z.
De plus‡, pour tout nombre entier N on a
0 <
N∑
n=1
sin 2pinx
pin
<
1
pi
∫ pi
0
sin t
t
dt = 0, 589 . . . , 0 < x <
1
2
.
Proposition 15 Pour x > 0, on a∑
n6x
n =
x2
2
− x({x} − 1/2)+ {x}2
2
− {x}
2
.
De´monstration
On a ∑
n6x
n =
⌊x⌋(⌊x⌋+ 1)
2
=
(
x− {x})(x− {x}+ 1)
2
=
1
2
(
x2 − 2{x}x+ {x}2 + x− {x})
=
x2
2
− x({x} − 1/2)+ {x}2
2
− {x}
2
. 
E´valuons maintenant une inte´grale du type de Frullani faisant intervenir la fonction « partie fractionnaire ».
Proposition 16 Soit x et θ deux nombres re´els positifs. On a∫ x
0
t−2
({θt} − θ{t})dt = θ log 1
θ
+ θ
∫ θx
x
u−2{u}du.
De´monstration
Posons α = min(1, 1/θ). On a :∫ x
0
t−2
({θt} − θ{t})dt = ∫ x
α
t−2
({θt} − θ{t})dt
=
∫ x
α
t−2{θt}dt− θ
∫ x
α
t−2{t}dt
= θ
(∫ θx
θα
u−2{u}du−
∫ x
α
u−2{u}du
)
= θ
(∫ α
θα
u−2{u}du+
∫ θx
x
u−2{u}du
)
= θ log
1
θ
+ θ
∫ θx
x
u−2{u}du. 
‡T. H. Gronwall, U¨ber die Gibbsche Erscheinung und die trigonometrischen Summen sinx+ 1
2
sin 2x+ · · ·+ 1
n
sinnx, Math.
Annalen 72 (1912), 228-243.
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2.3 Fonctions de Bernoulli
On de´finit les polynoˆmes de Bernoulli bn(x), n > 1, par l’identite´ formelle
text
et − 1 =
+∞∑
n=0
bn(x)
tn
n!
.
On a par exemple
b0(x) = 1
b1(x) = x− 1
2
b2(x) = x
2 − x+ 1
6
b3(x) = x
3 − 3
2
x+
x
2
b4(x) = x
4 − 2x3 + x2 − 1
30
.
Les fonctions de Bernoulli Bn(x) sont les fonctions de variable re´elle, de pe´riode 1, de´finies par
B1(x) =
{
{x} − 12 si x 6∈ Z;
0 si x ∈ Z,
et, pour n > 2,
Bn(x) = bn({x}).
Proposition 17 Pour tout x ∈ R, on a
B1(x) =
{x} − {−x}
2
.
Proposition 18 Bn a la parite´ de n :
Bn(−x) = (−1)nBn(x).
Proposition 19 Pour n > 2, on a
Bn(x) =
∫ x
0
nBn−1(t)dt+Bn(0).
Par conse´quent, Bn est de classe Cn−2.
Proposition 20 Pour n > 1, la se´rie de Fourier de Bn est
−n!
∑
k 6=0
ei2pikx
(i2pik)n
;
elle converge pour tout x vers Bn(x).
Proposition 21 Soit x et θ deux nombres re´els positifs. On a∑
16n6θx
B1(n/θ) +
∑
16m6x
B1(mθ) =
1
2θ
({θx} − θ{x})2 + θ − 1
2θ
({θx} − θ{x}).
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De´monstration
Commenc¸ons par supposer θ irrationnel. Nous aurons, d’apre`s les propositions 12 et 15,∑
16n6θx
B1(n/θ) +
∑
16m6x
B1(mθ) =
∑
16n6θx
(
n/θ − ⌊n/θ⌋ − 1
2
)
+
∑
16m6x
(
mθ − ⌊mθ⌋ − 1
2
)
=
1
θ
(
(θx)2
2
− θx({θx} − 1/2)+ {θx}2
2
− {θx}
2
)
+
+ θ
(
x2
2
− x({x} − 1/2)+ {x}2
2
− {x}
2
)
+
− ⌊x⌋⌊θx⌋ − 1
2
⌊θx⌋ − 1
2
⌊x⌋
= θ
x2
2
− x{θx}+ x
2
+
{θx}2
2θ
− {θx}
2θ
+
+ θ
x2
2
− θx{x} + θx
2
+ θ
{x}2
2
− θ{x}
2
+
− (x− {x})(θx− {θx})− 1
2
(
θx− {θx})− 1
2
(
x− {x}).
On constate que tous les termes ou` x apparaˆıt sans accolades { } s’e´liminent. Il reste la quantite´ suivante :
θ
2
{x}2 + 1
2θ
{θx}2 − {x}{θx}+ θ − 1
2θ
{θx}+ 1− θ
2
{x},
qui est bien e´gale a` celle apparaissant dans l’e´nonce´.
Si θ est rationnel, θ = p/q avec p ∈ N∗, q ∈ N∗, (p, q) = 1, on a
n/θ ∈ Z et 1 6 n 6 θx⇐⇒ n
p
∈ Z et 1 6 n
p
6
x
q
,
et
mθ ∈ Z et 1 6 m 6 x⇐⇒ m
q
∈ Z et 1 6 m
q
6
x
q
.
Il faut donc ajouter ⌊x/q⌋ au second membre de la premie`re ligne du calcul ci-dessus. Mais en vertu de la
proposition 12, on retranchera ⌊x/q⌋ lors de l’e´tape suivante, ce qui fait que le re´sultat est inchange´. 
Proposition 22 Soit x et θ deux nombres re´els positifs. On a
∑
16m6x
B1(mθ)
m
+ θ
∑
16n6θx
B1(n/θ)
n
=
θ
2
∫ x
0
{t}2t−2dt+ 1
2
∫ θx
0
{t}2t−2dt−
∫ x
0
{t}{θt}t−2dt+
+
θ − 1
2
log
1
θ
+
θ − 1
2
∫ θx
x
{t}t−2 + 1
2θx
({θx} − θ{x})2 + θ − 1
2θx
({θx} − θ{x}).
De´monstration
Posons
Sθ(x) :=
∑
16m6x
B1(mθ).
La somme a` e´valuer peut s’e´crire au moyen d’inte´grales de Stieltjes :∫ x
0
t−1dSθ(t) + θ
∫ θx
0
t−1dS1/θ(t) =
∫ x
0
u−1d
(
Sθ(u) + S1/θ(θu)
)
=
Sθ(x) + S1/θ(θx)
x
+
∫ x
0
u−2
(
Sθ(u) + S1/θ(θu)
)
du.
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D’apre`s la proposition 21, on a
Sθ(x) + S1/θ(θx) =
1
2θ
({θx} − θ{x})2 + θ − 1
2θ
({θx} − θ{x}).
Or, ∫ x
0
u−2
({θu} − θ{u})2du = ∫ x
0
u−2{θu}2du− 2θ
∫ x
0
u−2{u}{θu}du+ θ2
∫ x
0
u−2{u}2du
= θ
∫ θx
0
u−2{u}2du + θ2
∫ x
0
u−2{u}2du− 2θ
∫ x
0
u−2{u}{θu}du ;
avec la proposition 16, cela fournit le re´sultat annonce´. 
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3 Sur la fonction Γ
Nous rappelons dans ce chapitre§ quelques proprie´te´s de la fonction Γ, de son logarithme, et de sa de´rive´e
logarithmique
ψ(z) :=
Γ′
Γ
(z).
Proposition 23 La fonction ψ est me´romorphe dans le plan complexe. Ses poˆles sont les nombres entiers
ne´gatifs ou nuls −n, n ∈ N, et on a pour tout autre nombre complexe z
ψ(z) = −γ − 1
z
+ z
+∞∑
n=1
1
n(n+ z)
,
ou` γ est la constante d’Euler¶.
Proposition 24 Pour z ∈ C, −z 6∈ N, on a
ψ′(z) =
∑
n>0
1
(n+ z)2
.
Proposition 25 Pour z ∈ C et n entier positif tels que −nz 6∈ N, on a
log Γ(nz) = −n− 1
2
log 2pi +
(
nz − 1
2
)
log n+
n−1∑
k=0
log Γ
(
z +
k
n
)
;
en particulier,
n∑
k=1
log Γ
(
k
n
)
=
n− 1
2
log 2pi − 1
2
logn.
Proposition 26 Pour z ∈ C et n entier positif tels que −nz 6∈ N, on a
ψ(nz) = logn+
1
n
n−1∑
k=0
ψ
(
z +
k
n
)
;
en particulier,
n∑
k=1
ψ
(
k
n
)
= −n(logn+ γ).
Proposition 27 On a ∫ 1
0
log Γ(x)dx =
1
2
log 2pi;∫ 1
0
xψ(x)dx = −1
2
log 2pi;∫ 1
u
xψ′(x)dx = log Γ(u)− uψ(u)− γ, u > 0;∫ 1
0
x2ψ′(x)dx = log 2pi − γ.
§Voir par exemple N. Nielsen, Handbuch der Theorie der Gammafunktion.
¶On peut retenir cette expression sous la forme
∑
n>0
(
1
n
− 1
n+z
)
, ou` le symbole 1
0
doit eˆtre interpre´te´ comme valant −γ.
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De´monstration
La premie`re inte´grale est l’inte´grale de Raabe‖.
Pour la deuxie`me, on a∫ 1
0
xψ(x)dx = x log Γ(x)dx
∣∣∣1
0
−
∫ 1
0
log Γ(x)dx = −1
2
log 2pi.
Ensuite, ∫ 1
u
xψ′(x)dx = xψ(x)
∣∣∣1
u
−
∫ 1
u
ψ(x)dx = log Γ(u)− uψ(u)− γ.
Enfin, ∫ 1
0
x2ψ′(x)dx = x2ψ(x)
∣∣∣1
0
−
∫ 1
0
2xψ(x)dx = −γ + log 2pi. 
Proposition 28
ψ(1 + z) = ψ(z) +
1
z
.
Proposition 29 Pour tout nombre entier naturel N , on a
ψ(N + 1) = HN − γ,
ou`
HN :=
N∑
k=1
1
k
.
Proposition 30
ψ(1 − z) = ψ(z) + pi cotpiz.
Proposition 31 Le de´veloppement de Laurent de (2pi)−sΓ(s) en s = −1 commence par
2pi
(−(s+ 1)−1 + γ − 1 + log 2pi + . . . )
De´monstration
D’une part,
(2pi)−s = 2pie−(s+1) log 2pi
= 2pi
(
1− (s+ 1) log 2pi + . . . ).
D’autre part,
Γ(s) =
Γ(s+ 2)
s(s+ 1)
=
−1
1− (s+ 1) ·
1
s+ 1
(
Γ(1) + (s+ 1)Γ′(1) + . . .
)
= −((s+ 1)−1 + 1 + . . . )(1− γ(s+ 1) + . . . )
=
−1
s+ 1
+ γ − 1 + . . .
Le re´sultat en de´coule par multiplication. 
Nous poserons
J(z) := J1,1(z, 0) =
∫ +∞
0
{t} − 12
t+ z
dt.
On peut exprimer la fonction J a` l’aide de la fonction Γ.
‖N. Nielsen, loc. cit. §34, formule (17).
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Proposition 32 Pour z ∈ C\]−∞, 0], on a
J(z) = − log Γ(z) + (z − 1
2
) log z − z + 1
2
log(2pi).
En particulier, pour tout nombre entier positif N , on a
J(N) = − logN ! + (N + 1
2
) logN −N + 1
2
log(2pi).
Proposition 33 On a pour tout z ∈ C\]−∞, 0],
|J(z)| 6 1 + pi
√
2
12dist(z, ]−∞, 0]) .
Pour x ∈ R et z ∈ C\]−∞,−x], on pose
J1,2(z, x) :=
∫ +∞
x
B1(t)
(t+ z)2
dt.
Proposition 34 La fonction z 7→ J1,2(z, x) est analytique pour z ∈ C\]−∞,−x]. On a, pour x+ ℜz > 0,
|J1,2(z, x)| 6 1
2(x+ ℜz) .
Proposition 35 Pour z ∈ C\]−∞, 0], on a
J ′(z) = −J1,2(z, 0) = −ψ(z) + log z − 1
2z
.
En particulier, pour tout nombre entier positif N , on a
J ′(N) = logN + γ +
1
2N
−HN ,
ou` HN := 1 +
1
2 + · · ·+ 1N .
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4 Sommes de Vassiounine
Soit q un nombre entier positif. Nous avons
1 +X + · · ·+Xq−1 = 1−X
q
1−X .
En de´rivant, on obtient
1 + 2X + · · ·+ (q − 1)Xq−2 = −qX
q−1(1 −X) + 1−Xq
(1−X)2
=
1− qXq−1 + (q − 1)Xq
(1 −X)2 .
Par conse´quent,
q−1∑
n=0
nXn =
X
(1 −X)2 (1− qX
q−1 + (q − 1)Xq).
Proposition 36 Soit z une racine q-e`me de l’unite´. On a
q−1∑
n=0
nzn =
{
q(q−1)
2 si z = 1 ;
q
z−1 si z 6= 1.
De´monstration
Si z = 1, la somme en question vaut
1 + · · ·+ (q − 1) = q(q − 1)
2
.
Si z 6= 1, la formule ci-dessus donne
q−1∑
n=0
nzn =
z
(1− z)2 (1− qz
q−1 + q − 1)
=
qz(1− zq−1)
(1− z)2
=
q(z − 1)
(1− z)2
=
q
z − 1 . 
Si p et q sont deux nombres entiers premiers entre eux, q e´tant positif, nous de´finissons la somme de
Vassiounine∗∗ V (p, q) par la formule
V (p, q) : =
q−1∑
k=1
{
kp
q
}
cot
kpi
q
=
1
q
q−1∑
k=1
(kp mod q) cot
kpi
q
=
q−1∑
k=1
k
q
cot
kppi
q
,
ou` pp ≡ 1 (mod q). Par convention, V (p, 1) = 0.
∗∗V. I. Vassiounine, Sur un syste`me biorthogonal relie´ a` l’hypothe`se de Riemann (en russe), Alg. i An. 7 (1995), 118-135 ;
traduction anglaise dans St-Petersburg Math. J. 7 (1996), 405-419.
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Proposition 37 La somme de Vassiounine V (p, q) est une fonction impaire et de pe´riode q de la variable p :
V (p+ q, q) = V (p, q); V (−p, q) = −V (p, q).
Proposition 38 On a
V (p, q) =
q−1∑
k=1
B1
(
kp
q
)
cot
kpi
q
= 2
∑
16k<q/2
B1
(
kp
q
)
cot
kpi
q
De´monstration
Comme cot(pi − x) = − cotx, on a
V (p, q) =
q−1∑
k=1
{
kp
q
}
cot
kpi
q
=
q−1∑
k=1
{
(q − k)p
q
}
cot
(q − k)pi
q
= −
q−1∑
k=1
{
−kp
q
}
cot
kpi
q
=
q−1∑
k=1
{kp/q} − {−kp/q}
2
cot
kpi
q
=
q−1∑
k=1
B1
(
kp
q
)
cot
kpi
q
.
D’autre part, pour 1 6 k 6 q − 1,
B1
(
kp
q
)
cot
kpi
q
= B1
(
(q − k)p
q
)
cot
(q − k)pi
q
,
donc la contribution a` la dernie`re somme de l’intervalle q/2 < k 6 q−1 est e´gale a` celle de l’intervalle 1 6 k < q/2
(celle de k = q/2 est nulle). 
Proposition 39 Pour p, q ∈ Z, q > 2, on a V (p, q)≪ q log q.
De´monstration
Pour 0 < x 6 pi/2, on a cotx = 1/x+O(1), d’ou`
V (p, q) =
2
pi
∑
16k<q/2
B1(kp/q)
k
+O(q)
≪ q log q. 
On peut exprimer les sommes de Vassiounine au moyen de la de´rive´e logarithmique de la fonction Γ.
Proposition 40 On a
V (p, q) = − 2
pi
q−1∑
k=1
B1
(
kp
q
)
ψ
(
k
q
)
= − 2
pi
q−1∑
k=1
{
kp
q
}
ψ
(
k
q
)
− q
pi
(log q + γ).
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De´monstration
V (p, q) =
q−1∑
k=1
{
kp
q
}
cot
kpi
q
=
1
pi
q−1∑
k=1
{
kp
q
}(
ψ
(
1− k
q
)
− ψ
(
k
q
))
=
1
pi
q−1∑
k=1
{
kp
q
}
ψ
(
q − k
q
)
− 1
pi
q−1∑
k=1
{
kp
q
}
ψ
(
k
q
)
=
1
pi
q−1∑
k=1
{
(q − k)p
q
}
ψ
(
k
q
)
− 1
pi
q−1∑
k=1
{
kp
q
}
ψ
(
k
q
)
=
1
pi
q−1∑
k=1
({−kp
q
}
−
{
kp
q
})
ψ
(
k
q
)
= − 2
pi
q−1∑
k=1
B1
(
kp
q
)
ψ
(
k
q
)
= − 2
pi
q−1∑
k=1
{
kp
q
}
ψ
(
k
q
)
+
1
pi
q−1∑
k=1
ψ
(
k
q
)
= − 2
pi
q−1∑
k=1
{
kp
q
}
ψ
(
k
q
)
− q
pi
(log q + γ). 
On peut conside´rer les sommes apparaissant dans la proposition 40 en y remplac¸ant p et q par des nombres
entiers positifs a et b non ne´cessairement premiers entre eux.
Proposition 41 Soit a et b des nombres entiers positifs, d leur plus grand diviseur commun, p = a/d et q = b/d.
On a :
b−1∑
m=1
B1
(ma
b
)
ψ
(m
b
)
= −pid
2
V (p, q),
et
b−1∑
m=1
{ma
b
)
ψ
(m
b
}
= −pid
2
V (p, q)− b
2
(log b+ γ) +
d
2
(log d+ γ).
De´monstration
Observons que l’on peut remplacer les
∑b−1
m=1 par des
∑b
m=1.
Pour 1 6 m 6 b = qd, e´crivons
m = qk + r; 0 6 k 6 d− 1; 1 6 r 6 q.
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On a :
b∑
m=1
B1
(ma
b
)
ψ
(m
b
)
=
d−1∑
k=0
q∑
r=1
B1
(
(qk + r)pd
qd
)
ψ
(
qk + r
qd
)
=
d−1∑
k=0
q∑
r=1
B1
(
rp
q
)
ψ
(
k
d
+
r
qd
)
=
q∑
r=1
B1
(
rp
q
) d−1∑
k=0
ψ
(
k
d
+
r
qd
)
=
q∑
r=1
B1
(
rp
q
)(
ψ
(
r
q
)
− log d
)
d
= d
q∑
r=1
B1
(
rp
q
)
ψ
(
r
q
)
= −pid
2
V (p, q).
D’autre part,
b∑
m=1
{ma
b
)
ψ
(m
b
}
=
b∑
m=1
B1
(ma
b
)
ψ
(m
b
)
+
1
2
b∑
m=1
ψ
(m
b
)
− 1
2
d∑
k=1
ψ
(
k
d
)
= −pid
2
V (p, q)− b
2
(log b+ γ) +
d
2
(log d+ γ). 
Nous e´valuons maintenant d’autres sommes trigonome´triques au moyen de sommes de Vassiounine.
Proposition 42 Soit p et q deux nombres entiers premiers entre eux, q e´tant positif. On a∑
16k,l6q
klei2piklp/q =
q2
4
(
3q + 1− 2iV (p, q)).
De´monstration
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∑
16k,l6q
klei2piklp/q =
∑
16k,l6q−1
+
∑
16l6q−1
k=q
+
∑
16k6q−1
l=q
+q2
=
q−1∑
k=1
k
q−1∑
l=1
lei2piklp/q + 2q
q−1∑
j=1
j + q2
=
q−1∑
k=1
k
q
ei2pikp/q − 1 + 2q
q(q − 1)
2
+ q2 d’apre`s la proposition 36
= q
q−1∑
k=1
k
ei2pikp/q − 1 + q
3
= q
q−1∑
k=1
k
e−ipikp/q
2i sinpikp/q
+ q3
= q
q−1∑
k=1
k
(
− i
2
cotpi
kp
q
− 1
2
)
+ q3
= − i
2
q2
q−1∑
k=1
k
q
cotpi
kp
q
− 1
2
q
q(q − 1)
2
+ q3
=
3
4
q3 +
1
4
q2 − i
2
q2V (p, q),
comme annonce´. 
Proposition 43 Soit p et q deux nombres entiers premiers entre eux, q e´tant positif. On a∑
16k,l6q
(
1
2
− k
q
)(
1
2
− l
q
)
ei2piklp/q =
1
4
− i
2
V (p, q).
De´monstration
On a
∑
16k,l6q
(
1
2
− k
q
)(
1
2
− l
q
)
ei2piklp/q =
1
4
∑
16k,l6q
ei2piklp/q − 1
2q
∑
16k,l6q
lei2piklp/q+
− 1
2q
∑
16k,l6q
kei2piklp/q +
1
q2
∑
16k,l6q
klei2piklp/q .
La premie`re somme vaut
1
4
∑
16l6q
k=q
1 +
1
4
q−1∑
k=1
q∑
l=1
(ei2pikp/q)l =
q
4
.
La deuxie`me, comme la troisie`me, vaut
− 1
2q
 ∑
16k6q
l=q
q +
q−1∑
l=1
l
q∑
k=1
(ei2pilp/q)k
 = − q2 .
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Par conse´quent, la proposition 42 nous donne∑
16k,l6q
(
1
2
− k
q
)(
1
2
− l
q
)
ei2piklp/q = −3
4
q +
1
q2
∑
16k,l6q
klei2piklp/q
= −3
4
q +
3
4
q +
1
4
− i
2
V (p, q)
=
1
4
− i
2
V (p, q). 
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5 Somme des inverses des termes d’une progression arithme´tique
La source de ce paragraphe est l’article de D. H. Lehmer, Euler constants for arithmetical progressions,
Acta Arith. 27 (1975), 125–142.
Soient q et r des nombres entiers positifs.
Proposition 44 On a pour x > 0,∑
06n6x
1
qn+ r
=
log x
q
− 1
q
ψ
(
r
q
)
+
1
q
log
(
1 +
r
qx
)
+
1
2 − {x}
qx+ r
+
1
q
J1,2
(
r
q
, x
)
.
De´monstration
On a∑
06n6x
1
qn+ r
=
∫ x
0−
d⌊t⌋
qt+ r
=
∫ x
0
dt
qt+ r
+
∫ x
0−
d
(
1
2 − {t}
)
qt+ r
=
1
q
log
qx+ r
r
+
1
2 − {x}
qx+ r
+
1
2r
+ q
∫ x
0
1
2 − {t}
(qt+ r)2
dt
=
log x
q
+
1
q
log
q
r
+
1
2r
+ q
∫ +∞
0
1
2 − {t}
(qt+ r)2
dt+
1
q
log
(
1 +
r
qx
)
+
1
2 − {x}
qx+ r
− q
∫ +∞
x
1
2 − {t}
(qt+ r)2
dt,
d’ou` le re´sultat puisque
1
q
log
q
r
+
1
2r
+
1
q
J ′
(
r
q
)
= −1
q
ψ
(
r
q
)
. 
Proposition 45 On a pour x > r, ∑
n6x
n≡r mod q
1
n
=
log x
q
+ γ(r, q) +R(x, r, q),
ou`
γ(r, q) := −1
q
(
ψ
(
r
q
)
+ log q
)
,
et
R(x, r, q) :=
1
2 − {x−rq }
x
+
1
q
J1,2
(
r
q
,
x− r
q
)
.
On a R(x, r, q) 6 1/x.
De´monstration
On a ∑
n6x
n≡r mod q
1
n
=
∑
06n6(x−r)/q
1
qn+ r
=
1
q
log
(
x− r
q
)
− 1
q
ψ
(
r
q
)
+
1
q
log
(
1 +
r
x− r
)
+R(x, r, q)
=
log x
q
+ γ(r, q) +R(x, r, q). 
Proposition 46 Soit g : N∗ → C une fonction de pe´riode q. On a, pour x > q,∑
n6x
g(n)
n
= S(g) log x+ γ(g) +R(x, g),
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ou`
S(g) :=
1
q
q∑
r=1
g(r),
γ(g) :=
q∑
r=1
g(r)γ(r, q),
et
R(x, g) :=
q∑
r=1
g(r)R(x, r, q).
On a |R(x, g)| 6 x−1∑qr=1 |g(r)|.
De´monstration
On a ∑
n6x
g(n)
n
=
q∑
r=1
g(r)
∑
n6x
n≡r mod q
g(n)
n
=
q∑
r=1
g(r)
(
log x
q
+ γ(r, q) +R(x, r, q)
)
= S(g) log x+ γ(g) +R(x, g). 
Proposition 47 Soit g : Z → C une fonction de pe´riode q. La se´rie ∑n>1 g(n)/n converge si et seulement si
S(g) = 0 et on a alors ∑
n>1
g(n)
n
= γ(g) =
q∑
r=1
g(r)γ(r, q) = −1
q
q∑
r=1
g(r)ψ
(
r
q
)
.
De´monstration
Cela re´sulte de la proposition 46. 
Voici une application de cette proposition.
Proposition 48 Soit p et q deux nombres entiers premiers entre eux, q e´tant positif. La se´rie∑
k>1
B1(kp/q)
k
converge et a pour somme pi2qV (p, q).
De´monstration
La fonction g : k 7→ B1(kp/q) est pe´riodique, de pe´riode q et
S(g) =
1
q
q∑
r=1
B1(rp/q)
=
1
q
B1(rp)
= 0.
La se´rie est donc convergente et a pour somme
γ(g) = −1
q
q∑
r=1
g(r)ψ(r/q)
= −1
q
q∑
r=1
B1(rp/q)ψ(r/q)
=
pi
2q
V (p, q). 
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Proposition 49 Soit g : Z→ C une fonction de pe´riode q. On a
∑
n>1
g(n)
n(n+ 1)
= g(0) +
1
q
q∑
r=1
(
g(r − 1)− g(r))ψ(r
q
)
.
De´monstration
Comme g est borne´e, on a par sommation d’Abel :∑
n>1
g(n)
n(n+ 1)
= g(0) +
∑
n>1
h(n)
n
,
ou` h(n) := g(n)− g(n− 1). Or h est de pe´riode q comme g et, d’une part,
S(h) :=
1
q
q∑
r=1
h(r) =
1
q
(
g(q)− g(0)) = 0,
d’autre part,
γ(h) =
q∑
r=1
h(r)γ(r, q) = −1
q
q∑
r=1
h(r)ψ
(
r
q
)
.
Le re´sultat de´coule donc de la proposition 47. 
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6 La fonction d’Estermann
6.1 De´finitions et proprie´te´s fondamentales
Soit h et k deux nombres entiers premiers entre eux, k e´tant positif. La fonction d’Estermann†† E(s;h/k)
est de´finie pour ℜs > 1 par la se´rie de Dirichlet absolument convergente
E(s;h/k) :=
+∞∑
n=1
τ(n)ei2pinh/kn−s.
Observons que E(s;h/k) = E(s;h′/k) si h ≡ h′ (mod k).
On a en particulier E(s; 0/1) = ζ(s)2. Plus ge´ne´ralement, on peut exprimer E(s;h/k) a` l’aide de la fonction
ζ d’Hurwitz.
Proposition 50
E(s;h/k) = k−2s
∑
16j,l6k
ei2pijlh/kζ(s, j/k)ζ(s, l/k).
Proposition 51 La fonction E(s;h/k) se prolonge me´romorphiquement au plan complexe, avec un seul poˆle,
double, en s = 1. La partie polaire de E(s;h/k) en s = 1 est
k−1(s− 1)−2 + k−1(2γ − 2 log k)(s− 1)−1.
Proposition 52 La fonction E(s;h/k) ve´rifie l’e´quation fonctionnelle suivante
E(s;h/k) = 2(2pi)2s−2Γ2(1− s)k1−2s(E(1− s;h/k)− cospisE(1− s;−h/k))
ou` hh ≡ 1 (mod k) ( si k = 1, on pose E(s;h/k) = ζ2(s)).
Proposition 53 On a∗
E(0;h/k) =
1
4
− i
2
V (h, k),
ou` hh ≡ 1 (mod k) et ou` V (h, k) de´signe la somme de Vassiounine
V (h, k) =
k−1∑
j=1
j
k
cot
jhpi
k
.
De´monstration
D’apre`s la proposition 50, on a
E(0;h/k) =
∑
16j,l6k
ei2pijlh/kζ(0, j/k)ζ(0, l/k)
=
∑
16j,l6k
(
1
2
− j
k
)(
1
2
− l
k
)
ei2pijlh/k,
car ζ(0, a) = 12 − a. La proposition 43 permet de conclure. 
Comme la fonction ζ d’Hurwitz, la fonction d’Estermann est a` croissance polynoˆmiale, uniforme´ment dans
toute bande verticale. Pour sa fonction de Lindelo¨f
µ(σ) := lim sup
|τ |→+∞
log |E(σ + iτ ;h/k)| / log |τ |,
on a les estimations suivantes
µ(σ) = 0, σ > 1 (se´rie de Dirichlet)
µ(σ) = 1− 2σ, σ 6 0 (e´quation fonctionnelle et formule de Stirling)
µ(σ) 6 1− σ, 0 < σ < 1 (convexite´).
††M. Jutila, Lectures on a method in the theory of exponential sums, §1.1
∗Cf. theorem 1 dans M. Ishibashi, The value of the Estermann zeta functions at s = 0, Acta Arith. 73 (1995), 357-361.
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6.2 Les fonctions Esin et Ecos
Nous de´finissons une fonction d’Estermann « en cosinus » et une « en sinus ».
Ecos(s;h/k) :=
+∞∑
n=1
τ(n)
ns
cos 2pin
h
k
=
1
2
E(s;h/k) +
1
2
E(s;−h/k);
Esin(s;h/k) :=
+∞∑
n=1
τ(n)
ns
sin 2pin
h
k
=
1
2i
E(s;h/k)− 1
2i
E(s;−h/k).
Observons que, pour k = 1, Esin = 0 et Ecos = ζ2.
Proposition 54 La fonction Esin est entie`re. De plus, l’abscisse de convergence de sa se´rie de Dirichlet est
infe´rieure ou` e´gale a` 1/2.
De´monstration
D’une part, E(s;h/k) et E(s;−h/k) ont meˆme partie polaire en s = 1.
D’autre part, le the´ore`me de Schnee-Landau et la valeur µ(0) = 1 pour la fonction de Lindelo¨f de la fonction
d’Estermann fournissent l’assertion sur l’abscisse de convergence. 
Proposition 55 La fonction Esin ve´rifie l’e´quation fonctionnelle
Esin(s;h/k) = 2(2pi)2s−2Γ2(1− s)k1−2s(1 + cospis)Esin(1− s;h/k),
ou, en posant
E˜sin(s;h/k) := sin
pis
2
Γ(s)(2pi/k)−sEsin(s;h/k),
E˜sin(s;h/k) = E˜sin(1− s;h/k).
De´monstration
Posons
χ(s) := 2(2pi)2s−2Γ2(1 − s)k1−2s.
D’apre`s la proposition 52, on a
E(s;h/k) = χ(s)
(
E(1 − s;h/k)− cospisE(1− s;−h/k)),
et
E(s;−h/k) = χ(s)(E(1− s;−h/k)− cospisE(1 − s;h/k)).
Par conse´quent,
Esin(s;h/k) = χ(s)
(
Esin(1− s;h/k)− cospisEsin(1 − s;−h/k)).
Mais, la fonction sinus e´tant impaire, on a Esin(s;−h/k) = −Esin(s;h/k), donc
Esin(s;h/k) = χ(s)(1 + cospis)Esin(1− s;h/k).
Comme
(1 + cospis)χ(s) = 2 cos2
pis
2
· 2(2pi)2s−2Γ2(1− s)k1−2s
=
(
2 cos
pis
2
sin
pis
2
Γ(1− s)
) 2 cos pis2
sin pis2
Γ(1− s)(2pi)2s−2k1−2s
=
(
pi
Γ(s)
)
2 cos pis2
sin pis2
Γ(1− s)(2pi)2s−2k1−2s
=
cos pis2 Γ(1− s)
sin pis2 Γ(s)
(2pi/k)2s−1
=
sin pi(1−s)2 Γ(1− s)(2pi/k)s−1
sin pis2 Γ(s)(2pi/k)
−s
,
on obtient la forme syme´trique annonce´e. 
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Proposition 56 On a
Esin(0;h/k) =
1
2
V (h, k),
et
Esin(1;h/k) =
+∞∑
n=1
τ(n)
n
sin 2pin
h
k
= −pi
2
2k
V (h, k).
De´monstration
On a
Esin(0;h/k) =
1
2i
E(0;h/k)− 1
2i
E(0;−h/k)
= ℑE(0;h/k)
= −1
2
V (h, k).
D’autre part, l’e´quation fonctionnelle de la fonction Esin donne
−1
2
V (h, k) = Esin(0;h/k)
= 2(2pi)−2Γ2(1)k · 2Esin(1;h/k)
= kpi−2Esin(1;h/k),
d’ou`
Esin(1;h/k) = −pi
2
2k
V (h, k). 
Proposition 57 La fonction Ecos est me´romorphe dans C avec un seul poˆle, double, en s = 1, ou` sa partie
polaire est
k−1(s− 1)−2 + k−1(2γ − 2 log k)(s− 1)−1.
Proposition 58 La fonction Ecos ve´rifie l’e´quation fonctionnelle
Ecos(s;h/k) = 2(2pi)2s−2Γ2(1− s)k1−2s(1− cospis)Ecos(1− s;h/k),
ou, en posant
E˜cos(s;h/k) := cos
pis
2
Γ(s)(2pi/k)−sEcos(s;h/k),
E˜cos(s;h/k) = E˜cos(1− s;h/k).
Proposition 59
Ecos(0;h/k) =
1
4
.
De´monstration
On a
Ecos(0;h/k) =
E(0;h/k) + E(0;−h/k)
2
= ℜE(0;h/k)
=
1
4
. 
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6.3 Les fonctions G0 et G1
Nous utiliserons les fonctions
G0(s;h/k) := cos
pis
2
Ecos(s;h/k)− sin pis
2
Esin(s;h/k)
et
G1(s;h/k) := (2pi)
−sΓ(s)G0(s+ 2;h/k).
Si k = 1, on a G0(s;h) = cos
pis
2 ζ(s)
2 et G1(s;h) = −(2pi)−sΓ(s) cos pis2 ζ(s+ 2)2.
Proposition 60 La fonction G0 est me´romorphe dans C avec un seul poˆle, simple, en s = 1, ou` son de´veloppement
de Laurent commence par
− pi
2k
(
(s− 1)−1 + 2γ − 2 log k − piV (h, k)).
De´monstration
Au voisinage de s = 1, on a
G0(s;h/k) = cos
pis
2
Ecos(s;h/k)− sin pis
2
Esin(s;h/k)
=
(
−pi
2
(s− 1) +O((s− 1)3))( 1
k
(s− 1)−2 + 2γ − 2 log k
k
(s− 1)−1 +O(1)
)
+(
−1 +O((s− 1)2))(−pi2
2k
V (h, k) +O(s− 1)
)
= − pi
2k
(s− 1)−1 + pi
2V (h, k)− 2pi(γ − log k)
2k
+O(s− 1). 
Proposition 61 La fonction G0 ve´rifie l’e´quation fonctionnelle
G0(s;h/k) = 2(2pi)
2s−2Γ2(1− s)k1−2s sinpisG0(1 − s;h/k).
De´monstration
Posons
χ(s) := 2(2pi)2s−2Γ2(1 − s)k1−2s.
D’apre`s les e´quations fonctionnelles de Esin et Ecos, on a
G0(s;h/k) = cos
pis
2
Ecos(s;h/k)− sin pis
2
Esin(s;h/k)
= χ(s)
(
cos
pis
2
(1 − cospis)Ecos(1− s;h/k)− sin pis
2
(1 + cospis)Esin(1− s;h/k)
)
= χ(s)
(
cos
pis
2
· 2 sin2 pis
2
Ecos(1− s;h/k)− sin pis
2
· 2 cos2 pis
2
Esin(1− s;h/k)
)
= χ(s) sinpis
(
sin
pis
2
Ecos(1− s;h/k)− cos pis
2
Esin(1 − s;h/k)
)
= χ(s) sinpis
(
cos
pi(1− s)
2
Ecos(1− s;h/k)− sin pi(1− s)
2
Esin(1− s;h/k)
)
= χ(s) sinpisG0(1− s;h/k). 
Proposition 62 On a
G0(0;h/k) =
1
4
.
De´monstration
G0(0;h/k) = Ecos(0;h/k) =
1
4
. 
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Proposition 63 La fonction G1(s;h/k) est me´romorphe dans C avec des poˆles en 0,−1,−2, . . .
La partie polaire en s = −1 est
pi2
k
(
1
(s+ 1)2
+
1 + γ − 2 log k − log 2pi − piV (h, k)
s+ 1
+ . . .
)
.
Le poˆle en s = −2 est simple, avec re´sidu pi2/2.
De´monstration
D’apre`s les propositions 31 et 60, on a au voisinage de s = −1,
(2pi)−sΓ(s) = 2pi
( −1
s+ 1
+ γ − 1 + log 2pi + . . .
)
,
et
G0(s+ 2) = − pi
2k
(
1
s+ 1
+ 2γ − 2 log k − piV (h, k) + . . .
)
.
On trouve alors par multiplication la partie polaire de G1 en s = −1 :
−pi
2
k
( −1
(s+ 1)2
+
2 log k − 2γ + γ − 1 + log 2pi + piV (h, k)
s+ 1
+ . . .
)
,
d’ou` le re´sultat annonce´.
Au voisinage de s = −2, on a Γ(s) ∼ 12(s+2) et (2pi)2G0(0;h/k) = pi2. 
Proposition 64 La fonction G1(s;h/k) ve´rifie l’e´quation fonctionnelle suivante
G1(s;h/k) = k
−2s−3 (s+ 2)(s+ 3)
s(s+ 1)
G1(−s− 3;h/k).
De´monstration
D’apre`s la proposition 61, on a
G1(s;h/k) = (2pi)
−sΓ(s)G0(s+ 2;h/k)
= (2pi)−sΓ(s)2(2pi)2(s+2)−2Γ2(1− s− 2)k1−2(s+2) sinpi(s+ 2)G0(1− s− 2;h/k)
= 2(2pi)s+2Γ(s)Γ2(−1− s) sinpis k−2s−3G0(−1− s;h/k).
Or,
Γ(s)Γ2(−1− s) sinpis = Γ(s)Γ(1 − s)
s(s + 1)
(s+ 2)(s+ 3)Γ(−3− s) sinpis
= pi
(s+ 2)(s+ 3)
s(s+ 1)
Γ(−3− s),
donc
G1(s;h/k) = 2(2pi)
s+2 · pi (s+ 2)(s+ 3)
s(s+ 1)
Γ(−3− s)k−2s−3G0(−1− s;h/k)
= k−2s−3
(s+ 2)(s+ 3)
s(s+ 1)
(2pi)s+3Γ(−3− s)G0(−1− s;h/k)
= k−2s−3
(s+ 2)(s+ 3)
s(s+ 1)
G1(−s− 3;h/k). 
Proposition 65 Le polynoˆme ge´ne´ralise´
Res
(
G1(s;h/k)t
−s,−2)+Res(G1(s;h/k)t−s,−1)
est
pi2
2
t2 − pi
2
k
t
(
log t+ piV (h, k) + 2 log k + log 2pi − γ − 1).
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De´monstration
Au voisinage de s = −1, on a
G1(s;h/k)t
−s =
pi2
k
(
1
(s+ 1)2
+
1 + γ − 2 log k − log 2pi − piV (h, k)
s+ 1
+O(1)
)
· t
(
1− (s+1) log t+O((s+1)2)),
d’ou`
Res
(
G1(s;h/k)t
−s,−1) = pi2
k
t
(− log t+ 1 + γ − 2 log k − log 2pi − piV (h, k)). 
Proposition 66 La fonction G1(s;h/k) est a` croissance polynoˆmiale, uniforme´ment dans toute bande verticale.
De´monstration
C’est en effet le cas pour les fonctions Γ(s) cos pis2 , Γ(s) sin
pis
2 , Ecos et Esin. 
Remarque
Si l’on avait de´fini G0 par la formule
cos
pis
2
Ecos(s;h/k) + sin
pis
2
Esin(s;h/k),
les re´sultats ci-dessus seraient les meˆmes, sauf a` changer V (h, k) en son oppose´.
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7 Les fonctions ϕn
7.1 De´finition de ϕn pour n > 2
Soit n un nombre entier supe´rieur ou e´gal a` 2, et x un nombre re´el positif. On pose
ϕn(x) :=
∑
k>1
Bn(kx)
kn
.
Proposition 67 La fonction ϕn est pe´riodique, de pe´riode 1. Elle est de classe Cn−2 et, pour n > 3, on a
ϕ′n = nϕn−1.
Proposition 68 Pour n > 2 et x ∈ R, on a
ϕn(x) 6Mnζ(n) 6 6n!(2pi)
−n.
Proposition 69 Pour n > 2 et x ∈ R, on a ϕn(−x) = (−1)nϕn(x).
Proposition 70 Pour n > 2, la se´rie de Fourier de ϕn est
−n!
∑
m 6=0
τ(|m|)
(i2pim)n
ei2pimx,
ou` τ(|m|) de´signe le nombre de diviseurs positifs de |m|.
7.2 La fonction ϕ1
Commenc¸ons par une interversion formelle de sommations :∑
k>1
B1(kx)
k
= − 1
pi
∑
k>1
1
k
∑
l>1
sin 2pilkx
l
= − 1
pi
∑
k>1, l>1
sin 2pilkx
lk
= − 1
pi
∑
m>1
τ(m)
m
sin 2pimx.
Les propositions 48 et 56 montrent que cette manipulation est justifie´e quand x est un nombre rationnel p/q,
ou` p et q sont entiers, premiers entre eux, et q positif : les deux se´ries convergent alors et ont la meˆme somme
pi
2qV (p, q).
Proposition 71 Les se´ries ∑
k>1
B1(kx)
k
et − 1
pi
∑
m>1
τ(m)
m
sin 2pimx
convergent presque partout et dans L2(0, 1) vers une meˆme fonction.
De´monstration
L’assertion sur L2(0, 1) re´sulte de l’e´galite´
K∑
k=1
B1(kx)
k
= − 1
pi
∑
m>1
m−1
(∑
d|m
d6K
1
)
sin 2pimx,
et de la convergence de la se´rie ∑
m>1
τ(m)2
m2
.
L’assertion « presque partout » est duˆe a` Chowla et Walfisz†.
†Cf. Hilfssatz 14 dans S. Chowla, A. Walfisz, U¨ber eine Riemannsche Identita¨t, Acta Arith. 1 (1936), 87-112.
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Nous noterons
ϕ1(x) :=
∑
k>1
B1(kx)
k
en tout point de convergence de cette se´rie‡. La fonction ϕ1 est de´finie presque partout, et appartient a` L
2(0, 1).
Sa se´rie de Fourier est
− 1
pi
∑
m>1
τ(m)
m
sin 2pimx. (2)
7.3 Majoration du module de continuite´ de ϕ2
Proposition 72 On a
ϕ2(x) =
∫ x
0
2ϕ1(t)dt+
pi2
36
.
En particulier, ϕ2 est presque partout de´rivable et ϕ
′
2 = 2ϕ1 presque partout.
Afin de majorer le module de continuite´ de ϕ2, donnons une majoration des sommes partielles de la se´rie de
Fourier de ϕ1
§
Proposition 73 Pour x ∈ R et K > 2, on a∑
16k6K
τ(k)
k
sin kx≪ logK.
De´monstration
On a ∑
16k6K
τ(k)
k
sin kx =
∑
ab6K
sin abx
ab
=
∑
16a6K
1
a
∑
b6K/a
sin bax
b
.
La somme inte´rieure est borne´e (proposition 14), donc le re´sultat de´coule de l’estimation∑
16a6K
1
a
≪ logK. 

Si f : R→ C est uniforme´ment continue, son module de continuite´ est la fonction de δ de´finie par
ω(δ; f) := sup
|x−y|6δ
|f(x)− f(y)|.
On a ω(δ; f) = o(1) quand δ tend vers 0.
Proposition 74 Pour 0 < δ 6 1/2, on a ω(δ;ϕ2)≪ δ log 1/δ.
‡L’ensemble de ces points de convergence est pre´cise´ment connu ; il co¨ıncide d’ailleurs avec l’ensemble des points de convergence
de la se´rie de Fourier (2). Cf. J. R. Wilton, An approximate functional equation with application to a problem of diophantine
approximation, J. reine angew. Math. 169 (1933), 219-237, et R. de la Brete`che et G. Tenenbaum, Se´ries trigonome´triques a`
coefficients arithme´tiques, a` paraˆıtre au Journal d’analyse mathe´matique.
§Cf. formule (25V I) dans A. Walfisz, U¨ber einige trigonometrische Summen, Math. Z. 33 (1931), 564-601.
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De´monstration
On peut supposer δ suffisamment petit.
Si |x− y| 6 δ et K > 2, on a
ϕ2(x)− ϕ2(y) = 2
∫ y
x
ϕ1(t)dt
= − 2
pi
∫ y
x
∑
k6K
τ(k)
k
sin 2pikt dt− 2
pi
∫ y
x
∑
k>K
τ(k)
k
sin 2pikt dt.
La premie`re inte´grale est ≪ δ logK, d’apre`s la proposition 73. L’ine´galite´ de Schwarz montre que le carre´
de la deuxie`me inte´grale est
≪ δ
∫ 1
0
(∑
k>K
τ(k)
k
sin 2pikt dt
)2
dt
≪ δ
∑
k>K
τ(k)2
k2
,
d’apre`s l’e´galite´ de Parseval.
Comme ∑
k>K
τ(k)2
k2
≪ log
3K
K
,
on obtient
ϕ2(x) − ϕ2(y)≪ δ logK + δ1/2K−1/2 log3/2K.
En choisissant
K =
1
δ
log
1
δ
,
on aboutit au re´sultat annonce´. 
7.4 Transforme´e de Mellin de ϕ2(p/q + t)− ϕ2(p/q)
Soit p et q deux nombres entiers premiers entre eux, q e´tant positif. La fonction
t 7→ ∆p,q(t) := ϕ2
(
p
q
+ t
)
− ϕ2
(
p
q
)
appartient a` W(−1, 0) en tant que fonction continue, borne´e, et O(t log 1/t) au voisinage de 0 (proposition
74). Si q = 1, ∆p,q(t) = ϕ2(t) − ϕ2(0). Dans ce cas, la fonction ∆p,q(t), qui joue un roˆle ci-dessous, vaut par
convention la meˆme chose. Notons aussi que notre de´finition de ∆p,q(t) vaut pour tout nombre re´el t, mais que,
dans ce paragraphe, nous ne conside´rons que les valeurs positives de t.
Proposition 75 Pour −1 < ℜs < 0, on a
M∆p,q(s) = − 1
pi2
G1(s; p/q).
De´monstration
On a
ϕ2(t) =
1
pi2
∑
m>1
τ(m)
m2
cos 2pimt,
donc
∆p,q(t) =
1
pi2
∑
m>1
τ(m)
m2
cos 2pim
(
p
q
+ t
)
− 1
pi2
∑
m>1
τ(m)
m2
cos 2pim
p
q
=
1
pi2
∑
m>1
τ(m)
m2
cos 2pim
p
q
· (cos 2pimt− 1)− 1
pi2
∑
m>1
τ(m)
m2
sin 2pim
p
q
· sin 2pimt.
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Comme t 7→ cos t− 1 et t 7→ sin t appartiennent a` W(−1, 0), et comme∑
m>1
τ(m)
m2
(2pim)−σ < +∞
pour tout σ ∈]− 1, 0[, la proposition 8 confirme que ∆p,q ∈ W(−1, 0) et prouve que, pour −1 < ℜs < 0,
M∆p,q(s) =
1
pi2
cos pis
2
Γ(s)
∑
m>1
τ(m)
m2
cos 2pim
p
q
· (2pim)−s − sin pis
2
Γ(s)
∑
m>1
τ(m)
m2
sin 2pim
p
q
· (2pim)−s

=
1
pi2
Γ(s)(2pi)−s
(
cos
pis
2
Ecos(s+ 2; p/q)− sin pis
2
Esin(s+ 2; p/q)
)
= − 1
pi2
Γ(s)(2pi)−sG0(s+ 2; p/q)
= − 1
pi2
G1(s; p/q). 
Proposition 76 Soit p et q deux nombres entiers premiers entre eux, q > 2. La fonction
f : t 7→ (qt)3∆p,q(1/q2t)− 2q3
∫ t
0
u(3u− t)∆p,q(1/q2u)du
appartient a` W(−3,−2) et ve´rifie
Mf(s) = − 1
pi2
G1(s; p/q), −3 < σ < −2.
De´monstration
Nous allons appliquer syste´matiquement les re`gles de calcul de transforme´es de Mellin vues au chapitre 1.
• La fonction
f1 : t 7→ ∆p,q(t)
appartient a` W(−1, 0) et ve´rifie
Mf1(s) = − 1
pi2
G1(s; p/q), −1 < σ < 0.
• La fonction
f2 : t 7→ ∆p,q(1/t)
appartient a` W(0, 1) et ve´rifie
Mf2(s) =Mf1(−s)
= − 1
pi2
G1(−s; p/q), 0 < σ < 1.
• La fonction
f3 : t 7→ t3∆p,q(1/t)
appartient a` W(−3,−2) et ve´rifie
Mf3(s) =Mf2(s+ 3)
= − 1
pi2
G1(−s− 3; p/q), −3 < σ < −2.
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• La fonction
f4 : t 7→ q−3f3(q2t) = q3t3∆p,q(1/q2t)
appartient a` W(−3,−2) et ve´rifie
Mf4(s) = q
−2s−3Mf3(s)
= − 1
pi2
q−2s−3G1(−s− 3; p/q), −3 < σ < −2.
• La fonction
f5 : t 7→ f4(t)− 6
∫ t
0
f4(u)u
−1du + 2t
∫ t
0
f4(u)u
−2du
= q3
(
t3∆p,q(1/q
2t)− 6
∫ t
0
u2∆p,q(1/q
2u)du+ 2t
∫ t
0
u∆p,q(1/q
2u)du
)
appartient a` W(−3,−2) et ve´rifie
Mf5(s) =
(
1 +
6
s
− 2
s+ 1
)
Mf4(s)
= − 1
pi2
q−2s−3
(s+ 2)(s+ 3)
s(s+ 1)
G1(−s− 3; p/q)
= − 1
pi2
G1(s; p/q), −3 < σ < −2,
d’apre`s la proposition 64. 
7.5 Comportement de ϕ2 au voisinage d’un nombre rationnel
Les propositions 10, 65, 66, 75, 76 montrent que ∆p,q ve´rifie l’e´quation fonctionnelle suivante.
Proposition 77 Pour t > 0 et p, q, deux nombres entiers premiers entre eux, q > 0, on a
∆p,q(t) =
t log t
q
+
t
q
(
piV (p, q)+2 log q+log 2pi−γ−1)− t2
2
+(qt)3∆p,q(1/q
2t)−2q3
∫ t
0
u(3u− t)∆p,q(1/q2u)du.
Pour la fonction ∆p,q(−t), t > 0, des calculs analogues me`nent a` l’e´quation fonctionnelle
∆p,q(−t) = t log t
q
+
t
q
(−piV (p, q)+2 log q+log 2pi−γ−1)− t2
2
+(qt)3∆p,q(−1/q2t)−2q3
∫ t
0
u(3u−t)∆p,q(−1/q2u)du.
On en de´duit notamment le comportement asymptotique de ϕ2 au voisinage d’un nombre rationnel quel-
conque.
Proposition 78 On a, uniforme´ment pour t ∈ R, p ∈ Z, q ∈ N∗, (p, q) = 1,
ϕ2
(
p
q
+ t
)
− ϕ2
(
p
q
)
=
1
q
|t| log |t|+ t
q
piV (p, q) +
|t|
q
(
2 log q + log 2pi − γ − 1)t− t2
2
+O
(
(qt)3
)
.
Observons que le terme
t
q
piV (p, q) = 2ϕ1
(
p
q
)
t
correspond a` la de´rivation terme a` terme de la se´rie de Fourier de ϕ2.
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8 L’espace de Hilbert H := L2(0,+∞; t−2dt)
8.1 Dilatations dans H
Conside´rons l’espace de Hilbert suivant :
H := L2(0,+∞; t−2dt).
Rappelons¶ que la transformation de Mellin-Plancherel de´finit un ope´rateur unitaire entre H et L2(−1/2+
Ri; dτ/2pi).
Pour tout nombre re´el positif λ, on de´finit la dilatation Kλ : H → H par
Kλf(x) = λ
−1/2f(λx), 0 < x < +∞.
Proposition 79 L’application
]0,+∞[×H→ H
(λ, f) 7→ Kλf
est continue.
Proposition 80 Les Kλ forment un groupe d’ope´rateurs unitaires de H :
KλKµ = Kλµ; K1/λ = K
−1
λ = K
∗
λ.
Proposition 81 Pour f ∈ H et λ > 0, on a :
MKλf(s) = λ
−1/2−sMf(s).
8.2 Fonctions d’autocorre´lation
Soit ϕ un e´le´ment de H. Pour λ > 0, on pose
Aϕ(λ) :=
∫ +∞
0
ϕ(t)ϕ(λt)t−2dt
=
√
λ〈ϕ,Kλϕ〉.
Proposition 82 L’application
]0,+∞[×H → C
(λ, ϕ) 7→ Aϕ(λ)
est continue.
Observons que |Aϕ(λ)| 6 ‖ϕ‖2
√
λ, donc Aϕ se prolonge par continuite´ en λ = 0 en posant Aϕ(0) = 0.
Proposition 83 Pour λ > 0 et ϕ ∈ H,
Aϕ(λ) = λAϕ(1/λ).
De´monstration
Cela re´sulte du changement de variable u = λt. 
Proposition 84 Si ϕ ∈ W(a, b), ou` a < −1/2 < b, alors Aϕ ∈ W
(
max(a,−b− 1),min(b,−a− 1)), et
MAϕ(s) =Mϕ(−s− 1)(Mϕ)∗(s).
¶Cf. §1.2.
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De´monstration
Posons pour t > 0,
f(t) = t−1ϕ(t) et g(t) = ϕ(1/t),
de sorte que Aϕ(λ) = f ∗ g(1/λ).
D’autre part,
f ∈ W(a+ 1, b+ 1) et Mf(s) =Mϕ(s− 1);
g ∈ W(−b,−a) et Mg(s) = (Mϕ)∗(−s).
Par conse´quent,
f ∗ g ∈ W(max(a+ 1,−b),min(b + 1,−a)) et Mf ∗ g(s) =Mϕ(s− 1)(Mϕ)∗(−s),
d’ou` le re´sultat. 
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9 L’autocorre´lation multiplicative
de la fonction « partie fractionnaire »
9.1 De´finition et premie`res proprie´te´s de la fonction A(λ)
La fonction d’autocorre´lation multiplicative de la fonction « partie fractionnaire » est de´finie pour λ > 0 par
l’inte´grale
A(λ) :=
∫ +∞
0
{t}{λt}dt
t2
.
Observons pour commencer que A(0) = 0 et A(λ) > 0 pour tout λ > 0.
La fonction « partie fractionnaire » appartient a` l’espace de Hilbert H, et A n’est autre que sa fonction
d’autocorre´lation, au sens du §8.2. On a donc le re´sultat suivant.
Proposition 85 A(λ) est une fonction continue de λ pour λ > 0, et
A(λ) = λA(1/λ), λ > 0.
D’autre part, la fonction « partie fractionnaire » appartient a` W(−1, 0) et‖∫ +∞
0
{t}ts−1dt = ζ(−s)
s
, −1 < ℜs < 0.
La proposition 84 me`ne donc au re´sultat suivant.
Proposition 86 La fonction A appartient a` W(−1, 0) et
MA(s) = −ζ(−s)ζ(s + 1)
s(s+ 1)
.
9.2 Premie`re relation entre A et ϕ1
Proposition 87 A(1) = log 2pi − γ.
De´monstration
A(1) =
∫ +∞
0
{t}2t−2dt
=
∫ 1
0
t2
∑
n>0
(n+ t)−2dt
=
∫ 1
0
t2ψ′(t)dt
= log 2pi − γ. 
Proposition 88 Soit λ un nombre re´el positif tel que la se´rie ϕ1(λ) =
∑
k>1 B1(kλ)/k converge. Alors il en
est de meˆme pour ϕ1(1/λ) et
A(λ) =
1− λ
2
logλ+
λ+ 1
2
(log 2pi − γ)− ϕ1(λ)− λϕ1(1/λ).
De´monstration
En faisant tendre x vers l’infini dans la proposition 22, on obtient :
ϕ1(λ) + λϕ1(1/λ) =
λ
2
A(1) +
1
2
A(1)−A(λ) + λ− 1
2
log
1
λ
,
d’ou` le re´sultat. 
En particulier, la fonction λ 7→ ϕ1(λ) + λϕ1(1/λ) se prolonge en une fonction continue sur ]0,+∞[. En
choisissant λ rationnel, on obtient le re´sultat suivant.
‖E. C. Titchmarsh, The theory of the Riemann zeta function, formule (2.1.5).
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Proposition 89 Soit p et q deux nombres entiers positifs premiers entre eux et λ = p/q. On a
A(λ) =
1− λ
2
logλ+
λ+ 1
2
(log 2pi − γ)− pi
2q
(
V (p, q) + V (q, p)
)
.
9.3 Repre´sentation graphique de la fonction A(λ)
En calculant A(λ) graˆce a` la proposition 89 quand λ de´crit la suite de Farey d’ordre 287, on obtient la
repre´sentation graphique suivante.
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1/4 1/3 1/2 2/3 3/4 1 3/2 2
9.4 Deuxie`me relation entre A et ϕ1
Proposition 90 On a pour tout λ > 0,
A(λ) =
1
2
logλ+
1− γ + log 2pi
2
− λ
∫ +∞
λ
ϕ1(t)
dt
t2
=
1
2
logλ+
1− γ + log 2pi
2
+
ϕ2(λ)
2λ
− λ
∫ +∞
λ
ϕ2(t)
dt
t3
.
De´monstration
D’abord, une inte´gration par parties donne bien∫ +∞
λ
ϕ1(t)
dt
t2
= −ϕ2(λ)
2λ2
+
∫ +∞
λ
ϕ2(t)
dt
t3
.
D’autre part, pour tout c ∈ C et tout λ > 0, on a
−ϕ2(λ)
2λ2
+
∫ +∞
λ
ϕ2(t)
dt
t3
= −ϕ2(λ) − c
2λ2
+
∫ +∞
λ
(
ϕ2(t)− c
)dt
t3
.
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Choisissons c = ϕ2(0), de sorte que ϕ2(t)−c = ∆0,1(t). D’apre`s la proposition 75, on sait que ∆0,1 ∈ W(−1, 0)
et que
M∆0,1(s) = − 1
pi2
G1(s; 0).
Par conse´quent, la fonction
f : t 7→ ∆0,1(t)
2t
− t
∫ +∞
t
∆0,1(u)u
−3du
appartient a` W(0, 1) et ve´rifie
Mf(s) =
1
2
M∆0,1(s− 1)− M∆0,1(s− 1)
s+ 1
= − 1
2pi2
s− 1
s+ 1
G1(s− 1; 0).
Ve´rifions que cette dernie`re fonction n’est autre que
−ζ(−s)ζ(s + 1)
s(s+ 1)
.
On a
− 1
2pi2
s− 1
s+ 1
G1(s− 1; 0) = − 1
s+ 1
s− 1
2pi2
(
−(2pi)1−sΓ(s− 1) cos pi(s− 1)
2
ζ(s+ 1)2
)
= −ζ(s+ 1)
s(s+ 1)
· Γ(s+ 1)2(2pi)−1−s sin pi(−s)
2
ζ(1 + s)
= −ζ(−s)ζ(s+ 1)
s(s+ 1)
,
d’apre`s l’e´quation fonctionnelle de la fonction ζ sous la forme
ζ(s) = 2(2pi)s−1Γ(1− s) sin pis
2
ζ(1 − s).
Il re´sulte alors des propositions 10 et 86 que
f(λ) = A(λ) + Res
(
−ζ(−s)ζ(s+ 1)
s(s+ 1)
λ−s, 0
)
,
d’abord pour presque tout λ > 0, mais en fait pour tout λ > 0 par continuite´ de f et A.
Au voisinage de 0, on a les de´veloppements suivants :
ζ(−s) = −1
2
+
log 2pi
2
s+O(s2);
1
1 + s
= 1− s+O(s2);
λ−s = 1− s logλ+O(s2);
ζ(1 + s) =
1
s
+ γ +O(s),
donc le coefficient constant de λ−sζ(−s)ζ(s+ 1)/(s+ 1) en s = 0 est
−γ
2
+
1
2
logλ+
1
2
+
log 2pi
2
,
d’ou` le re´sultat. 
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Proposition 91 Soit λ > 0 tel que la se´rie ϕ1(λ) converge. Alors,
ϕ1(λ) + λϕ1(1/λ)− λ
∫ +∞
λ
ϕ1(t)
dt
t2
= −1
2
λ logλ+
log 2pi − γ
2
λ− 1
2
,
et ∫ +∞
0
ϕ2(λ+ u)− ϕ2(λ)
(λ+ u)3
du =
1
2
logλ− log 2pi − γ
2
+
1
2λ
+ ϕ1(1/λ) + ϕ1(λ)/λ.
De´monstration
Pour la premie`re relation, on compare les propositions 88 et 90 :
1− λ
2
logλ+
λ+ 1
2
(log 2pi − γ)− ϕ1(λ) − λϕ1(1/λ) = 1
2
logλ+
1− γ + log 2pi
2
− λ
∫ +∞
λ
ϕ1(t)
dt
t2
.
D’autre part,∫ +∞
0
ϕ2(λ+ u)− ϕ2(λ)
(λ+ u)3
du = −ϕ2(λ)
2λ2
+
∫ +∞
λ
ϕ2(u)
du
u3
=
∫ +∞
λ
ϕ1(u)
du
u2
=
1
2
logλ− log 2pi − γ
2
+
1
2λ
+ ϕ1(1/λ) + ϕ1(λ)/λ. 
9.5 De´veloppement asymptotique de A(λ) au voisinage d’un nombre rationnel
Dans ce paragraphe, on conside`re deux nombres entiers p et q positifs et premiers entre eux. Rappelons la
notation
∆p,q(t) := ϕ2
(
p
q
+ t
)
− ϕ2
(
p
q
)
, t ∈ R.
Proposition 92 Pour t > −p/q, on a
A
(
p
q
+ t
)
−A
(
p
q
)
=
1
2
log(1 + tq/p)− t
(
1
2
log
p
q
− log 2pi − γ
2
+
q
2p
+
pi
2p
(
V (p, q) + V (q, p)
))
+
∆p,q(t)
2
(
p
q + t
) + (p
q
+ t
)∫ t
0
∆p,q(u)
(
p
q
+ u
)−3
du.
De´monstration
D’apre`s la proposition 90, on a
A
(
p
q
+ t
)
=
1
2
log
(
p
q
+ t
)
+
1− γ + log 2pi
2
+
∆p,q(t)
2
(
p
q + t
) − (p
q
+ t
)∫ +∞
t
∆p,q(u)
(
p
q
+ u
)−3
du.
En particulier,
A
(
p
q
)
=
1
2
log
p
q
+
1− γ + log 2pi
2
− p
q
∫ +∞
0
∆p,q(u)
(
p
q
+ u
)−3
du,
d’ou`, par soustraction,
A
(
p
q
+ t
)
−A
(
p
q
)
=
1
2
log(1+tq/p)+
∆p,q(t)
2
(
p
q + t
)+(p
q
+ t
)∫ t
0
∆p,q(u)
(
p
q
+ u
)−3
du−t
∫ +∞
0
∆p,q(u)
(
p
q
+ u
)−3
du,
d’ou` le re´sultat, puisque, d’apre`s la proposition 91, on a∫ +∞
0
∆p,q(u)
(
p
q
+ u
)−3
du =
1
2
log
p
q
− log 2pi − γ
2
+
q
2p
+
pi
2p
(
V (p, q) + V (q, p)
)
. 
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Proposition 93 Pour 0 < |u| 6 1/2q, on a
∆p,q(u) = q
−1
(|u| log |u|+ C±(p, q)u − qu2/2 +O(q4u3))
= q−1
(|u| log |u|+ C±(p, q)u +O(q3u2)),
ou` ± est le signe de u et
C±(p, q) := piV (p, q)± (2 log q + log 2pi − γ − 1)≪ q log 2q.
De´monstration
D’apre`s la proposition 78, on a
∆p,q(u) =
1
q
|u| log |u|+ u
q
C±(p, q)− u
2
2
+O(q3u3),
d’ou` la premie`re approximation. D’autre part, q3u3 et u2 sont O(q2u2), ce qui donne la deuxie`me. Enfin,
V (p, q)≪ q log 2q (proposition 39), donc C±(p, q) ve´rifie la meˆme estimation. 
Proposition 94 Pour 0 < |t| 6 1/2q, on a(
p
q
+ t
)−1
∆p,q(t) = p
−1
(
|t| log |t|+C±(p, q)t∓ qp−1t2 log |t|−(qp−1C±(p, q)+q/2)t2± q2p−2t3 log |t|+O(q4t3)).
ou` ± est le signe de t.
De´monstration
On a :(
p
q
+ t
)−1
∆p,q(t) = p
−1(1 + qt/p)−1
(|t| log |t|+ C±(p, q)t− qt2/2 +O(q4t3))
= p−1
(
1− qt/p+ q2p−2t2 +O(q3p−3t3))(|t| log |t|+ C±(p, q)t− qt2/2 + O(q4t3)).
De plus, (
1− qt/p+ q2p−2t2 +O(q3p−3t3))O(q4t3)≪ q4t3;(−qt/p+ q2p−2t2 +O(q3p−3t3)) · (−qt2/2)≪ qp−1t · qt2
≪ q4t3;(
q2p−2t2 +O(q3p−3t3)
) · C±(p, q)t≪ q2p−2t2 · q(log 2q)t
≪ q4t3;
O(q3p−3t3) · |t| log |t| ≪ q3p−3t3 · q−1 log 2q
≪ q4t3.
Dans le de´veloppement du produit, il y a donc dix termes dont la contribution totale est ≪ q4t3, et six
termes restants qui sont :
|t| log |t| ∓ qp−1t2 log |t| ± q2p−2t3 log |t|+ C±(p, q)t− qp−1C±(p, q)t2 − qt2/2,
d’ou` le re´sultat. 
Proposition 95 Pour 0 < |u| 6 1/2q, on a(
p
q
+ u
)−3
∆p,q(u) = q
2p−3
(|u| log |u|+ C±(p, q)u ∓ 3qp−1u2 log |u|+O(q3u2)).
ou` ± est le signe de u.
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De´monstration
(
p
q
+ u
)−3
∆p,q(u) = q
3p−3(1 + qu/p)−3∆p,q(u)
= q2p−3
(
1− 3qu/p+O(q2p−2u2))(|u| log |u|+ C±(p, q)u+O(q3u2)),
d’apre`s la proposition 93.
On a
1− 3qu/p+O(q2p−2u2)≪ 1,
donc (
1− 3qu/p+O(q2p−2u2))O(q3u2)≪ q3u2.
D’autre part,
−3qu/p+O(q2p−2u2)≪ qp−1u,
donc (−3qu/p+O(q2p−2u2))C±(p, q)u≪ q2 log 2q · p−1u2
≪ q3u2.
Enfin,
O(q2p−2u2)|u| log |u| ≪ q2p−2u3 log |u|
= p−2q−1|u| log |u| · q3u2
≪ p−2q−2 log 2q · q3u2
≪ q3u2.
Dans le de´veloppement du produit, il y a donc six termes dont la contribution totale est ≪ q3u2, et trois
termes restants qui sont :
|u| log |u|+ C±(p, q)u∓ 3qp−1u2 log |u|. 
Proposition 96 Pour 0 < |t| 6 1/2q, on a∫ t
0
(
p
q
+ u
)−3
∆p,q(u)du =
1
2
q2p−3
(±t2 log |t|+ (C±(p, q)∓ 1/2)t2 ∓ 2qp−1t3 log |t|+O(q3t3))
= q2p−3
(
± t
2
2
log |t|+O(q2t2)
)
.
ou` ± est le signe de t.
De´monstration
En inte´grant par parties, on trouve∫ t
0
|u| log |u| du = ±
(
t2
2
log |t| − t
2
4
)
;
∫ t
0
u2 log |u| du = t
3
3
log |t| − t
3
9
.
Par conse´quent, d’apre`s la proposition 95,∫ t
0
(
p
q
+ u
)−3
∆p,q(u)du = q
2p−3
(
± t
2
2
log |t| ∓ t
2
4
+ C±(p, q)
t2
2
∓ 3qp−1
( t3
3
log |t| − t
3
9
)
+O(q3t3)
)
=
1
2
q2p−3
(±t2 log |t|+ (C±(p, q)∓ 1/2)t2 ∓ 2qp−1t3 log |t|+O(q3t3)) .
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Pour la deuxie`me estimation, on observe que(
C±(p, q)∓ 1/2)t2 ≪ q(log 2q)t2
≪ q2t2;
qp−1t3 log |t| = qp−1 · t log |t| · t2
≪ qp−1q−1(log 2q)t2
≪ q2t2,
et q3t3 ≪ q2t2. 
Proposition 97 Pour 0 < |t| 6 1/2q, on a(
p
q
+ t
)∫ t
0
(
p
q
+ u
)−3
∆p,q(u)du =
1
2
qp−2
(±t2 log |t|+ (C±(p, q)∓ 1/2)t2 ∓ qp−1t3 log |t|+O(q3t3)) .
ou` ± est le signe de t.
De´monstration
D’apre`s la proposition 96, on a
p
q
∫ t
0
(
p
q
+ u
)−3
∆p,q(u)du =
1
2
qp−2
(±t2 log |t|+ (C±(p, q)∓ 1/2)t2 ∓ 2qp−1t3 log |t|+ O(q3t3)) ,
et
t
∫ t
0
(
p
q
+ u
)−3
∆p,q(u)du = q
2p−3
(
± t
3
2
log |t|+O(q2t3)
)
,
d’ou`(
p
q
+ t
)∫ t
0
(
p
q
+ u
)−3
∆p,q(u)du =
1
2
qp−2
(±t2 log |t|+ (C±(p, q)∓ 1/2)t2 ∓ (2qp−1 − qp−1)t3 log |t|+O(q3t3)) .

Proposition 98 Pour 0 < |t| 6 1/2q, on a
A
(
p
q
+ t
)
−A
(
p
q
)
=
|t| log |t|
2p
+D±(p, q)t− q(p+ q ± 1)
4p2
t2 +O(q4p−1t3),
ou`
D±(p, q) := −1
2
log
p
q
+
log 2pi − γ
2
± log q
p
± log 2pi − γ − 1
2p
− pi
2p
V (q, p).
et ± est le signe de t.
De´monstration
D’apre`s les propositions 92, 94 et 97, on a
A
(
p
q
+ t
)
−A
(
p
q
)
=
1
2
qp−1t− 1
4
q2p−2t2 +O(q3p−3t3)+
− t
(
1
2
log
p
q
− log 2pi − γ
2
+
q
2p
+
pi
2p
(
V (p, q) + V (q, p)
))
+
+
1
2
p−1
(
|t| log |t|+ C±(p, q)t∓ qp−1t2 log |t| − (qp−1C±(p, q) + q/2)t2 ± q2p−2t3 log |t|+O(q4t3))+
1
2
qp−2
(±t2 log |t|+ (C±(p, q)∓ 1/2)t2 ∓ qp−1t3 log |t|+ O(q3t3)) .
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Le coefficient de |t| log |t| est 1/2p ; ceux de t2 log |t| et t3 log |t| sont nuls. Le coefficient de t est :
1
2
qp−1 −
(
1
2
log
p
q
− log 2pi − γ
2
+
q
2p
+
pi
2p
(
V (p, q) + V (q, p)
))
+
1
2
p−1C±(p, q)
= −1
2
log
p
q
+
log 2pi − γ
2
± log q
p
± log 2pi − γ − 1
2p
− pi
2p
V (q, p).
Le coefficient de t2 est
− 1
4
q2p−2 − 1
2
p−1
(
qp−1C±(p, q) + q/2
)
+
1
2
qp−2
(
C±(p, q)∓ 1/2)
= −1
4
qp−2(p+ q ± 1).
Enfin, le terme comple´mentaire est O(q4p−1t3). 
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