The aim of this paper is to propose for the first time a reconstruction scheme and a stability result for recovering from acoustic-optic data absorption distributions with bounded variation. The paper extends earlier results in [3] and [5] on smooth absorption distributions. It opens a door for a mathematical and numerical framework for imaging, from internal data, parameter distributions with high contrast in biological tissues.
Introduction
In the recent papers [3] , [4] , and [5] , an original mathematical and numerical framework for modeling biomedical imaging modalities based on mechanical perturbations of the medium is developed. The objective is to enhance the resolution and stability of tissue property imaging.
Many kinds of waves propagate in biological tissues over certain frequency ranges. Each one of them can be used to provide an image of a specific physical parameter. Low-frequency electromagnetic waves are sensitive to electrical conductivity; optical waves tell about optical absorption, ultrasonic waves reveal tissue's density, mechanical shear waves indicate how tissues respond to shear forces. However, single-wave imaging modalities are known to suffer from low specificity as well as intrinsic instabilities and low resolution; see [2] and [15] . These fundamental deficiencies are impossible to eliminate, unless additional a priori information is incorporated. Single-wave imaging modalities can only be used for anomaly detection. Expansions techniques for data analysis, which reduce the set of admissible solutions and the number of unknowns, allow robust and accurate reconstruction of the location and of some geometric features of the anomalies, even with moderately noisy data.
One promising way to overcome the inherent limits of single-wave imaging and provide a stable and quantitative reconstruction of a distribution of physical parameters is to combine different wave-imaging modalities; see again [2] and [15] . A variety of multi-wave imaging approaches are being introduced and studied. In such approaches, two or more types of physical waves are involved in order to overcome the individual deficiencies of each one of them and to combine their strengths. Because of the way the waves are combined, multi-wave imaging can produce a single image with the best contrast and resolution properties of the two waves.
Three different types of wave interaction can be exploited in multi-wave imaging [8] : (i) the interaction of one kind of wave with tissue can generate a second kind of wave; (ii) a lowfrequency wave that carries information about the desired contrast can be locally modulated by a second wave that has better spatial resolution; (iii) a fast propagating wave can be used to acquire a spatio-temporal sequence of the propagation of a slower transient wave.
In [3] and [5] , by mechanically perturbing the medium we proved both analytically and numerically the stability and resolution enhancement for reconstructing optical tissue parameters. We showed how the high contrast of optical tomography [6] can be coupled to the high resolution of the acoustic propagation in soft tissues. The use of mechanical perturbations of the medium modeled by acoustics equations in fluids enhance the resolution to the order of the front width of the acoustic wave, which propagates inside the object. It dramatically increases the low resolution of optical tomography [14] .
This paper is a continuation and an extension of the work started in [3] and [5] . We keep here the same models for the diffusive light propagation [7] and for the acoustic perturbations. Our aim is to extend the reconstruction algorithm developed in [3] to a large class of non smooth functions taken in a subclass of BV(Ω), the set of functions with bounded variation.
The reconstruction and the stability of the inversion are shown in this general case. Such an extension is essential for applying the proposed hybrid method to biological tissues. Indeed, the physiologic parameters that we want to recover cannot be considered smooth or piecewise smooth as assumed in [5] .
Under this natural assumption, new mathematical difficulties rise to prove that the acoustooptic data contain enough information for reconstructing the absorption map. The lack of smoothness also causes difficulties to ensure the stability of the algorithm. This paper resolves these challenging issues. It provides both an original reconstruction formula and a new stability result in the general setting. As far as we know, together with the recent work [11] , it is the first work in imaging discontinuous parameter distributions from internal measurements.
Throughout this paper, we denote by S the space of Schwartz and by S its dual. We use the notation H s for the usual Sobolev spaces and set D to be the set of C ∞ compactly supported functions.
As in [3] and [5] , we consider a smooth bounded domain Ω of R d , for d ∈ {2, 3}, and a light fluence field defined as the unique solution of the diffusion equation
in Ω,
where a ∈ L ∞ (Ω) satisfying a ≥ a > 0 and supp (a − a 0 ) ⊂ D Ω is the absorption parameter to be recovered; see [6] and [14] . The extrapolation length l, and the bounds a and a 0 are known positive constants. The incoming illumination g ∈ H 1/2 (∂Ω) is a non negative non zero map and is also supposed to be known. Moreover, the support D of a − a 0 is assumed to be smooth. The acoustic perturbations are assumed to be generated by spherical pressure waves. Let η be the front width of the acoustic wave and let w be the wave shape. The acoustic perturbations take the form:
where y ∈ Y ⊂ R d , η > 0 and r ∈]η, +∞[; see [4] . Here, Y ⊂ Ω \ D is a smooth surface. Moreover, the map w ∈ D(R) is non negative and satisfies supp (w) ⊂ [−1, 1], w > −1 and w L 1 = 1. The last assumption ensures that the map
The effect of the displacement v on the absorption map is assumed to be only a shifting effect, that is, to say that a becomes a v implicitly defined on Ω v = (Id + v)(Ω) by
or equivalently, by the formula a v = a • (Id + v) −1 . We introduce the displaced light fluence as the unique solution of
by extending a v by a 0 if necessary. Computing now the cross-correlation on the boundary ∂Ω between Φ and Φ v it follows that
Assume that the term in the left-hand side of the above identity can be measured. We define the measurement as the real quantity given by
Throughout this paper, we assume that M v is known for any displacement field v given by (2) . For a smooth surface Y ⊂ Ω \ D and η > 0, we assume that we are in possession of
The imaging problem considered in this paper is to reconstruct a from the measurement data M η given by (7) . The aim is to prove that the reconstruction algorithm from acoustooptic differential measurements presented in [3] can be extended for a very general class of discontinuous absorption maps. For doing so, we start from the same differential boundary measurements (7) and consider the case where a has bounded variations. Under some additional hypothesis, we correctly interpret the first order term in the asymptotic formula when v L ∞ goes to zero. Then, by giving a weak definition of the spherical means Radon transform R, we show how the internal data Ψ, satisfying
can be reconstructed stably in H s (D) with s < 1/2 and D being a smooth domain. This is done through a stable reconstruction of R[Ψ] in H (d−1)/2+s . Here, Da and DΨ are defined by (8) .
The second part is to show that a stable reconstruction of the absorption map a is possible from this internal data Ψ. In order to do so, we establish a system of two coupled elliptic equations for (a, Φ) and solve this coupled system by the classical fixed point theorem. We also show that the solution depends continuously on Ψ and therefore can verify the global stability of the reconstruction.
Finally, we present numerical illustrations to substantiate the potential of the proposed method. We consider the imaging of a highly discontinuous absorption map, chosen from a real biological tissue data.
Preliminaries
In order to work with a wide set of discontinuous functions, we introduce BV (Ω) and several important subspaces of BV (Ω).
Some subclasses of functions with bounded variation
Definition 2.1: A function u ∈ L 1 (Ω) is said to have bounded variation if its weak derivative Du is a finite Radon measure. For any ϕ ∈ C 1 c (Ω) d , we have
The Radon measure Du can be uniquely decomposed into three singular measures as follows:
which are respectively called the Lebesgue part, the jump part, and the Cantor part of Du. The Lebesgue part is absolutely continuous with respect to the Lebesgue measure and is identified to D l u ∈ L 1 (Ω) d , which is called the smooth variation of u. The jump part D j u is such that there exists a set S ⊂ Ω of Hausdorff dimension (d − 1), rectifiable admitting the existence of a generalized normal vector ν S (x) for almost every x ∈ S. This part is written as
is the Hausdorff measure on S. The Cantor part D c u is supported on a set of Hausdorff dimension less than (d − 1), which means that its (d − 1)-Hausdorff-measure is zero; see [1] .
In many cases it is very difficult to deal with such a general measure derivative. We introduce the special class of functions of bounded variation SBV (Ω). This class still describes a very large set of discontinuous functions.
Definition 2.2:
A function u ∈ BV(Ω) is in the special class of bounded variation if D c u = 0. We denote by
In some cases, we shall work in some specific L p framework. Hence, we use the following spaces. 
Roughly speaking, a function u ∈ SBV p (Ω) is a function of class W 1,p admitting surface discontinuities. In the following, we state some Sobolev regularity results for functions of bounded variation. The embedding rule for BV (Ω) in the Sobolev spaces behaves like that for W 1,1 (Ω). 
If a function is in SBV ∞ (Ω) we can expect a better Sobolev regularity. We provide the following embedding result.
Proposition 2.2:
This proves that Du ∈ H α−1 (Ω) d and so, u ∈ H α (Ω).
The light fluence operator
The light fluence Φ associated to the absorption a is defined as the solution of
where g is smooth (in H 3/2 (∂Ω)), non negative, and non zero. This problem is well posed if a ∈ L ∞ (Ω) and admits a positive lower bound. Throughout this paper, we assume that there exist three constants 0 < a ≤ a 0 ≤ a < +∞ such that a ≤ a ≤ a in Ω and supp (a − a 0 ) ⊂ D. Under this condition, the light fluence Φ is uniquely determined in H 2 (Ω). We define the set of the admissible absorption maps by
and the light fluence operator as follows.
Definition 2.4:
Let the light fluence operator F be given by
where Φ is the unique solution of (9).
As in dimensions 2 and 3,
we define the following two quantities
The following result is from [3] .
Proposition 2.3:
The quantity Φ is finite and depends only on g, l, Ω and a. Moreover, if g ≥ 0 and g = 0 in ∂Ω, then Φ > 0 and depends only on g, l, Ω, and a.
The following proposition is a direct application of standard elliptic regularity results [9] on the equation satisfied by
Proposition 2.4: The operator F is Lipschitz continuous from A 0 to H 2 (Ω) in the sense that there exists a constant C > 0 depending only on Ω such that for any a and a in A, we have
In the following, we will suppose that a is in SBV ∞ (Ω) and get from that a little Sobolev regularity enhancement due to Proposition 2.2. We have a ∈ H s (Ω) for s ∈]0, 1 2 [. For such number s, we define a new admissible set for the absorption map:
where R As is a positive real number called the radius of A s . This gain of regularity for a implies that of regularity for Φ = F [a], which is stated in the following proposition.
Proposition 2.5: Assume that g is the trace of a smooth function on ∂Ω. Then for any s ∈]0,
is Lipschitz continuous in the following sense: There exists a constant C > 0 depending only on Ω and s such that, for any a and a in A s , we have
Proposition 2.5 follows immediately from standard regularity estimates. In dimensions 2 and 3,
This and the smoothness of g imply Φ ∈ C 1,α (Ω) for some α ∈ (0, 1).
Spherical means Radon transform
Here, we introduce the spherical means Radon transform R and the normalized spherical flow operator R. We extend their definition to tempered distributions in order to deal with derivative of non smooth functions. We also give several useful properties of these operators. We denote by Σ = Y ×]0, +∞[.
Definition 2.5 (Spherical means Radon transform):
where σ is the surface measure of the unit sphere. To extend this definition to distributions, we introduce the dual operator R * :
Then, for any tempered distribution u ∈ S (R d ), we define its spherical mean Radon transform R[u] ∈ S (Σ) as follows:
Injectivity and invertibility issues for R have been studied in several works; see, for instance, [12] . In [12, Corollary 6.4] , the continuity of R and its inverse were proved. The following result holds.
Theorem 2.6: Consider s ∈ R and suppose that for some α < s and any u ∈ H α (Ω) with compact support, R[u] = 0 implies u = 0. Then there exist two positive constants c 1 and c 2 such that
In the following, we always suppose that we are in the context where this theorem applies. Injectivity issues are essentially controlled by the set of centers Y ; see, for instance, [13] .
To extend this definition to distributions, we introduce the dual operator R * :
Then, for any tempered distribution U ∈ S (R d ) d , we define its normalized flow through the sphere S(y, r) denoted by R[U ] ∈ S (Σ) as
The following result is easy to prove.
we have the following identities in the sense of distributions:
and
3 Recovering the internal data
The aim of this section is to recover the internal data Ψ with enough stability in order to use it in the next section to recover the absorption map a. The section is divided into five steps.
In the first step, we prove that when a belongs to SBV ∞ (Ω), the approximation
holds as η goes to zero. In the second step, we link the approximated measurement to R[Φ 2 Da] through the exact formula:
where * is the convolution product with respect to the variable r and w η (r) = 1 η w(r/η). In the third step, we give a weak Helmholtz decomposition of 
Step 1: From physical to ideal measurements
Definition 3.1 (Ideal measurements): We call the ideal measurement function associated to the absorption a ∈ SBV ∞ (Ω) the function defined on Σ bỹ
In order to prove that M η is close toM η when η goes to zero, we need several definitions.
Definition 3.2 (Wrap condition):
Let Ω Ω be a smooth domain. We say that the surface Y ⊂ Ω \ Ω satisfies the wrap condition around Ω if there exists a constant C > 0 such that for any x ∈ Ω , Γ ⊂ S d−1 measurable, we have
where Cone(x, Γ) = {x + tξ, ξ ∈ Γ, t ∈ R + }. 
where P is the operator defined by
To prove this result, we need several lemmas. The first one is a spherical density result for the Radon measure |Da|. Its proof uses some measure density results and is given in Appendix A. η , where w is given by (2) . Suppose that Y satisfies the wrap condition around D. Then, the sequence of functions defined on Σ by
with C depending on |Da|(Ω), |Y |, and the wrap constant.
In the next lemma, we rewrite the measurement map M η . Lemma 3.3: For any (y, r) ∈ Σ, we have
where
Proof. Since we fix y (supposed to be zero), r > r 0 and η > 0, we will not write the dependence with respect to these variables. We first introduce an approximation sequence of smooth functions (a ε ) ε>0 such that supp (a ε − a 0 ) ⊂ Ω and a ε → a in L 2 (Ω). Note that its derivative ∇a ε converges to Da for the H −1 (Ω) d norm.
We define now a flow ϕ(
The condition w > −1 ensures that this flow is invertible in the sense that there exists a flow ϕ −1 (x, t) of class C ∞ such
where p = ΦΦ v . Hence, using the change of variables x → ϕ(x, t), we get
As p ∈ H 2 (Ω), the function F belongs to H 1 (Ω) d . Passing to the limit when ε goes to zero in the previous equation, the term in the left-hand side goes to Ω (a u − a)p and as
holds. In order to simplify the writing of F , we recall two useful properties satisfied by ϕ and ϕ −1 . Deriving the identity ϕ −1 (ϕ(x, t), t) = x with respect to t and x, we get
We recall that d x ϕ(x, t) = Id + tdv(x). Now noticing that ∂ t ϕ −1 (ϕ(x, t), t) = −(Id + tdv(x)), we rewrite F as follows:
Fortunately, dv(x) is diagonal in the spherical orthonormal basis B = (ξ, e 2 , · · · , e d ), where ξ = x/|x| and (e 2 , · · · , e d ) is an orthonormal basis of ξ ⊥ , the hyperplane orthogonal to ξ. Its matrix in this basis is given by
Then,
and from this matrix we deduce that
Therefore,
Replacing |x| by |x − y| and rewriting the dependence in y, r, and η, we finally get the expected formula.
The next result shows that the shifted absorption map a v stays close to a in L 1 (Ω) if η is small. The key result is optimal in the sense that it requires that a to be of bounded variation. In fact, it shows that any reconstruction would be impossible without this minimal regularity.
Proposition 3.4:
Consider a ∈ A 0 ∩ BV (Ω) and let the internal displacement v be given by (2) . We have the following estimate:
with C depending only on the space dimension d.
Proof. Let us consider an approximation sequence (a
The condition w > −1 ensures that this flow is invertible in the sense that there exists a flow
In particular, it satisfies for any x ∈ R d , ϕ −1 (x, 0) = x and ϕ −1 (x, 1) = (Id + v η ) −1 (x).
For all x ∈ R d , ε > 0, we get
A similar computation to the one in the proof of (3.3) leads to
Passing now to the limit when ε goes to zero, we get the expected result.
As a consequence of Proposition 3.4, we deduce that the modified light fluence Φ v is close to Φ in H 2 (Ω) when η is small. By combining (3.4) and (2.4), the following result holds.
Corollary 3.5: Consider a ∈ A 0 ∩ BV (Ω) and the internal displacement v given by (2) . We have the following estimate:
where C depends on d and Ω.
Lemma 3.6: Consider a subdomain Ω ⊂ Ω such that dist(Ω , Y ) ≥ r 0 > 0. There exists a constant C > 0 depending on Ω, Φ and a such that
Proof. For fixed η > 0 and (y, r) ∈ Σ, for t ∈ [0, 1] and x ∈ Ω ,
Recalling that for x ∈ Ω , |x − y| ≥ r 0 , we use the previous inequality in (20) to get the desired result.
Now, we are ready to prove Theorem 3.1.
Proof. (of Theorem 3.1) For any (y, r) ∈ Σ,
Applying Lemmas 3.6 and 3.2, we get the first inequality,
Next, taking the derivative with respect to the variable y, it follows that
The vector field v y,r,η satisfies d y v y,r,η = ∂ r v y,r,η + |v y,r,η |B(y, r, x),
where B(y, r, x) is a matrix uniformly bounded with respect to all variables. Moreover,
with reminder uniform with respect to all variables. Thus we write
where the reminder R(y, r, x) = O(η 1/2 ) uniformly with respect to all variables. Here, T denotes the transpose.
Using this identity, we can integrate by parts with respect to r to get
Finally, we integrate over Ω and use Lemma 3.2 in order to control these three terms. We control all of these by η d−1 2d .
Step 2: Linking the measurement with Φ 2 Da
In the previous subsection, we have shown that the measurement M η is approximated bỹ
in a certain sense when η goes to zero. We suggest here another form ofM η using the spherical operators defined in subsection 2.3. As Da is a finite measure compactly supported, it is a tempered distribution on R d . Since Φ ∈ C 0 Ω , the vector field Φ 2 Da is a tempered distribution on R d defined by
The following result holds.
Proposition 3.7:
For any a ∈ A, η > 0 we have the formulã
where * is the one dimensional convolution product with respect to the variable r and w η (r) = 1 η w r η .
Proof. Consider a test function ϕ ∈ S(Σ). We have
.
Step 3: Helmholtz decomposition of Φ 2 Da
Since Φ 2 Da is a tempered distribution, we can consider its Fourier transform. As a ∈ H s (Ω) with s ∈ [0, 1/2[ and Da is supported in some compact subset K of Ω , it follows that Da ∈ H s−1
The following proposition gives a generalization of the Helmholtz decomposition for some compactly supported distributional vector fields.
in the sense of distributions.
We have the decomposition U = i uξ + iξ ∧ A. As i uξ is the Fourier transform of ∇u where u is the inverse Fourier transform of u and has the same integrability as U , we deduce that u ∈ H α+1 (R d ) and A, the inverse Fourier transform of A, is in H α+1 curl (R d ).
Using this last result, we write
with ψ ∈ H s (R d ) and therefore, we get
in the sense of distributions. Using this last identity in (20) we obtain that
Equation (23) plays an important role to recover the internal data in the next step.
Step 4: Approximating R[Ψ]
We can show now that from the previous identity, the quantity R[Ψ] can be approximated up to a function depending only in y in H d−1
2 (Σ) in order to apply Palamodov's theorem (see [12] ). +s (Σ) where g is a function depending only on y. More precisely, there exists a constant C depending on d, s, α, and Σ such that
Proof. Starting from (23) and integrating by parts, we writẽ
Now, applying P toM η , we get
Let us develop the test function as follows:
, where C depends on r 0 , R, and d. Finally, we write
Using Lemma C.1, we bound the H . Using the same argument, the second term goes to g(y) = R[Ψ](y, r 0 ) in the same manner. We finally obtain that
, where C depends on d and the manifold Σ.
Step 5: Approximating Ψ
We recall here that we have assumed the invertibility of the spherical means Radon transform. We apply R −1 to the inequality given in Theorem 3.9 to get
for some positive constant C independent of η.
The problem that we have here is that we do not know the map h = R 
where This map Ψ will be now the starting point of the reconstruction procedure. In the next section, we assume that Ψ is known in H s (D) up to a small error in H s (D). We will see how to approximate the absorption parameter a from this data.
Stable reconstruction of the absorption map
In this section, we assume that the assumptions of Theorem 3.10 are satisfied and suppose in addition that Y = ∂D. This is possible since Da is assumed to be compactly supported in D. It simply suffices to enlarge D. As a consequence, we assume the knowledge of Ψ ∈ H s (D) of class C ∞ in a neighborhood of ∂D, which satisfies Ψ| ∂D = 0. The goal of this section is to present a method to estimate the absorption map a from the knowledge of Ψ. We choose s such that H s+1 (Ω) is embedded in L ∞ (Ω) in dimensions 2 and 3. This is true for any s ∈]1/3, 1/2[. Let us take the divergence of (25) in the sense of distributions to get
which looks like an elliptic equation with unknown a. There are two difficulties here. The first one is that we do not have enough regularity to deal with this equation using a variational approach. To do so, we should have Ψ in H 1 (D) and look for a solution a in H 1 (D). The second difficulty is that the diffusion term Φ 2 is unknown here and depends on a by
where F is the light fluence operator. Finally, we recall the definition of the set of admissible absorption distributions:
The change of function argument
The main idea is to introduce a new variable:
which is well defined in H s (D) since Φ ≥ Φ. Proof. In the sense of distributions, we have
Consider a test function ϕ ∈ D(D) and using the fact that ∇Φ ∈ L ∞ (D), which follows from the fact that Φ ∈ H 2+s (Ω), we have
and so
and so 2∇(log Φ)·Dã ∈ H −1 (D). Finally, since ã ∈ H −1 (D) andã is smooth in a neighborhood of ∂D and satisfiesã| ∂D = 0, it follows from the standard regularity theory thatã ∈ H 1 0 (D).
From the previous computation, it follows thatã is defined as the unique solution of
This system allows us to define an operator
and the one which gives a from Φ,
The global problem that we have to solve now is to find a pair (ã, Φ) ∈ H 1 (D) × B s such that
where 1 D denotes the characteristic function of D.
Fixed point algorithm
We look for a solution a as the fixed point of the map G Ψ • F : A s −→ H s (Ω). In order to cycle this operator, we introduce the truncation operator
and look for a fixed point of the operator
is H s -Lipschitz and, for any a, a ∈ A, we have
and if Ψ H s (Ω) is small enough, T • G Ψ • F is a contraction from A s into A s and admits a unique fixed point in A s called a Ψ .
Proof. Reconsidering the Lipschitz estimate of the system 9 with a ∈ H s (Ω) and taking into account that F [a] belongs to W 1,∞ (Ω) (see the last paragraph of Subsection 2.2) we can deduce that F :
is Lipschitz and obtain that
Consider now Φ and Φ in B s , then
This inequality proves thatG Ψ : B s −→ H 1 0 (Ω) is Lipschitz and that
We can now control the Lipschitz norm of G Ψ . Noticing that
we get
and finally,
The proof is then complete.
In the case of a contraction map, the iterative algorithm converges exponentially to the fixed point a Ψ and yields a map
From the Lipschitz continuity ofG Ψ with respect to Ψ, the following stability result holds.
for some positive constant C.
Proof. Consider Ψ, Ψ ∈ H s (D) such that G Ψ • F and G Ψ • F are contractions and call a Ψ and a Ψ their fixed points. We have for any Φ ∈ B s ,
Remarking that
it follows that
We can now estimate
which completes the proof.
Numerical simulations
In this section, we show how this new technique allows a very good reconstruction of highly discontinuous absorption map. We consider here a realistic absorption map taken from a blood vessels picture.
Forward problem
As we said in introduction, the main application of this acousto-optic method would be the imaging of red light absorption which has high contrast in tumors due to the high level of vascularization. In the following, the domain is fixed to Ω =]0, 1.6[×]0, 1[ and we consider the absorption map a given by Figure 5 .1 (2) . We define our domain D as a disk strictly included in Ω represented by the red circle in Figure 5 .2.
Using the same method as in the numerical simulation in [3] we compute the forward problem in order to generate virtual measurements. For some centers y taken on Y := ∂D, r > 0 and η = 10 −4 fixed, we compute a discrete form of the map As we can observe the blood vessels in the representation of the map Ψ, we shall confirm that there is a good information about the absorption map. If we try the algorithm presented in [3] , we take the derivative of the data map Ψ in order to compute the source term Ψ which destroys the information due to the numerical noise. It is even worse with additional measurement noise. Here, we use the fixed point algorithm proposed in Theorem 4.2. We compute the fixed point sequence (a n , Φ n ) n∈N defined by (a 0 , Φ 0 ) :
and ∀ n ∈ N, (a n+1 , Φ n+1 ) :
After few iterations of this sequence, we get a good reconstruction of the absorption map a.
To fix the ideas, let us say that the variational information about a is in the map Ψ/Φ 2 . We correct it with a smooth functionã in order to reach the map a. The difference of these two functions gives an approximation of a − 1 at each iteration. reconstruction of the discontinuities of the absorption map a and illustrates the fixed point Theorem 4.2 which works for functions in H s (Ω) with s < 1/2.
Remark 5.2:
Our finest reconstruction is given in Figure 5 .6 (4). Even if the vessels are easy to recognize, two problems occur. The first one is that the reconstructed solution is lightly attenuated. This is due to the approximation made using the asymptotic formula given in Theorem 3.9. A nice improvement would be to solve a deconvolution problem instead of the asymptotic formula. The second problem is the strong attenuation close to the boundary ∂D. This phenomenon is normal and is due to the fact that the measurements have no sense for small radius r. In the mathematical part, we have supposed that a = a 0 in a neighborhood of ∂D. In this numerical example, this hypothesis is not respected and the consequence is that the reconstruction is not valid close to ∂D. Nevertheless, the inside part of the reconstruction is quite satisfying.
Concluding remarks
In this paper we have introduced for the first time a mathematical and numerical framework for reconstructing highly discontinuous contrast distributions from internal measurements. The framework yields stable and accurate reconstructions. We have illustrated our approach on a highly discontinuous absorption map, chosen from a real biological tissue data. Many challenging problems are still open. It would be very interesting to develop an optimal control scheme for reconstructing highly discontinuous contrast distributions and prove its convergence, starting from a good initial guess. Another challenging problem is to estimate the resolution of the developed approach in terms of the signal-to-noise ratio in the data.
A Spherical density of Da 
where C depends on |Da|(Ω), |Y |, and the wrap constant.
Let us fix ε > 0 and define
Using the fact that a ∈ SBV ∞ (Ω), the Radon measure |Da| can be decomposed as
. Thus, we can control the upper (d-1)-densities of |Da| using that for any x ∈ Ω
In fact, [10, Theorem 6.2] says that for any x ∈ S, lim sup That simply shows that the left-hand integral is bounded when ε goes to zero. We finally arrive at 
where the constant C 1 depends on |Da|(Ω) and |Y |. The second integral that we have to control is Y Ω 2 \Zε w η (|x − y| − |x − y|)|Da|(dx)|Da|(dx )dy.
For that, we define for any (x, x ) ∈ Ω 2 the set Y η (x, x ) = y ∈ Y, |x − y| − |x − y| ≤ 2η .
As Y satisfies the wrap condition around Ω , a computation leads to
where C 2 is the wrap constant relative to Y and Ω . We can now control the second term,
Y Ω 2 \Zε w η (|x − y| − |x − y|)|Da|(dx)|Da|(dx )dy
(31) Finally, putting together (30) and (31), we obtain
which is true for any choice of ε > 0. So, we fix it at the best choice ε = η 1/d to obtain Fortunately, these spaces have also a Fourier characterization. For any u ∈ H −α K (D), u is a compact supported distribution, i.e., an element of E (D), which naturally embeds in S (R d ). So, the Fourier transform u is defined in S (R d ).
Proposition B.1: For any α > 0, K ⊂ D compact,
Proof. Let us take u ∈ H −α K (D). As u ∈ S (R d ), we take u ∈ S (R d ), ϕ ∈ S (R d ) and we compute (1 + |ξ| 2 ) −α/2 u, ϕ
which proves that (1 + |ξ| 2 ) −α/2 u ∈ L 2 (R d ) and
Conversely, if u satisfies these conditions, we show that it is in H α (D) and that
Then the proof is complete.
We can now define the Helmholtz decomposition of a distribution vectorial field in the Sobolev sense for fractional order greater than −1. This allows us to precise the regularity of Ψ depending on the regularity of a.
C Kernel operators in partial Sobolev spaces
In this appendix, we give two useful results about some kernel operators acting on one variable of a function. These results are given for functions defined in R d in order to use the Fourier transform. They stay valid for functions defined on any manifold isomorphic to an open domain of R d up to a multiplicative constant depending on the isomorphism. 
