Abstract In this paper, we modify the adaptive cubic regularization method for large-scale unconstrained optimization problem by using a real positive definite scalar matrix to approximate the exact Hessian. Combining with the nonmonotone technique, we also give a variant of the modified algorithm. Under some reasonable conditions, we analyze the global convergence of the proposed methods. Numerical experiments are performed and the obtained results show satisfactory performance when compared to the standard trust region method, adaptive regularization algorithm with cubics and the simple model trust-region method.
Introduction
Consider the following unconstrained optimization problem min f (x), x ∈ R n (1) where f : R n → R is a continuously differentiable function and its gradient g(x) is available. In addition to the trust-region (TR) [10] and line-search [24] methods, Cartis et al. [8] suggested a third alternative for solving (1) -the use of a cubic overestimator of the objective function as a regularization technique.
Let x k be the current iterate point, g k = g(x k ) and B k denotes the exact Hessian of f at x k or its symmetric approximation. According to the adaptive regularization algorithm using cubics (ARC) proposed in [8] , at each iteration k, the cubic model is
where σ k > 0 is an adaptive parameter which can be viewed as the reciprocal of the trust-region radius. The trial step s k is computed as an approximate global minimizer of m k (s). The next iterate x k + s k is accepted if the value of the metric function
is greater than some positive constant of η 1 . The adaptive parameter σ k is updated by a similar mechanism in the trust region method.
Compared to the standard trust region approach, the ARC method has a better numerical performance for small-and medium-scale test problems, see [8] for more details. Another good point for ARC method is its worst-case complexity when the exact second order information is provided, which means that we can find an ǫ-approximate first-order critical point for an unconstrained problem with Lipschitz continuous Hessians in at most O(ǫ −2/3 ) evaluations of the objective function (and its derivatives).
Since then, more and more researchers take their attention to this new topic. Bianconcini et al. [5] supplied a viable alternative to the implementation of ARC method using the GLRT routine of GALAHAD library [16] . Bergou et al. [3] considered the energy norm of s M = √ s T Ms instead of the general Euclidean norm s , where M is a symmetric positive definite matrix. Bianconcini and Sciandrone [4] introduced the line search and nonmonotone techniques to the ARC algorithm. Some worst-case evaluation complexity results can be found in [6, 7, 9] . We refer the readers to [2, 15, 18, 21, 22] and references therein for more related work.
However, from the view of numerical simulation, the TR or ARC method will be not suitable for large-scale problems, it may be very expensive to evaluate the exact Hessians. Moreover, choosing the true or a quasi-Newton approximate Hessian as B k will make finding the minimizer of the cubic model (2) more difficult and more complex, see more details in [8] . Such of these drawbacks can restrict the applications of the TR and ARC methods in practice.
Recently, Zhou et al. [30] introduced a nonmonotone adaptive trust region method with line search based on diagonal updating the Hessians, then Zhou et al. [31] embedded the Barzilai-Borwein step length [1] in the framework of simple model trust-region method. The resulted algorithm simplifies the computation of solving the trust-region subproblems and shows better numerical performance when compared with the global Barzilai-Borwein method [25] .
In this paper, we will take B k as a real positive definite scalar matrix γ k I, where γ k > 0 is the Barzilai-Borwein step length or some of its variants, which will inherit some certain quasi-Newton property. The minimizer of the resulted cubic model can be easily determined, and at the same time, the convergence of the algorithm is also maintained.
The rest of this paper is organized as follows. In Sect. 2, we propose a modified adaptive regularization algorithm by introducing the Barzilai-Borwein parameter. Under some certain conditions, the global and strong convergence of the modified method is studied in Sect. 3. With nonmonotone technique, we also present a variant of the MARC algorithm and analyze the corresponding convergence in Sect. 4 . Numerical experiments are performed in Sect. 5. Finally, in Sect. 6, we give some conclusions to end this paper.
The MARC Method
We first review the Barzilai-Borwein gradient method [1] which is given by
where
Due to its very satisfactory performance compared to the steepest descent method and better convergence property, Barzilai-Borwein gradient method now has been developed into a competitive method for large scale problems and got broad attention of numerous experts. Moreover, the Barzilai-Borwein step length is also widely applied in other optimization algorithms, such as the trust region method [31] and the conjugate gradient method [12] , and was used to solve constrained optimization problem [11, 20] , multiobjective optimization problem [23] and so on.
By using the real positive definite scalar matrix γ k I to approximate the Hessian, where γ k is defined by (3) as before, the subproblem (2) in the ARC algorithm can be written as
which can be easily solved.
Thus the exact solution of (4) is
which implies that
Since the Barzilai-Borwein steplength γ k would be very large or negative, the truncation technique will be used, we restrict γ k to the interval [γ min , γ max ]. Now, recall the framework of the adaptive cubic regularization algorithm and the trust region method, we state our algorithm as below:
3: Set
5: Compute γ k+1 by (3), (9) or (10) . Set γ k+1 = max{γ min , min{γ k+1 , γ max }}.
Note that the scalar γ k plays an important role in Algorithm 1, hence, another two formulas developed by Yabe et al. [27] and Zheng et al. [29] to compute γ k are considered, they are defined as
where θ k ∈ [0, 3], and
Convergence Analysis
Our convergence analysis is similar to that of the ARC method in [8] . However, the real positive scalar matrix, a special approximation of Hessian can simplify the analyses of some conclusions in some sense. Throughout this and the next section, we denote the index set of all successful iterations of the MARC algorithm by S {k ≥ 0 : k is successful or very successful}.
We first give a lower bound on the decrease in f predicted from the cubic model.
Suppose that the step s k is computed by (5) . Then for all k ≥ 0, we have that
Proof. By a direct computation, we have
In the above proof, we remark that α k is also less than
Suppose that ǫ > 0 and I is an infinite index set such that
and
Furthermore, if for some x * ∈ R n ,
then each iteration k ∈ I that is sufficiently large is very successful, and
holds for all k ∈ I sufficiently large.
Proof. We first estimate the difference between the function and the model at
for some ξ k on the line segment (x k , x k + s k ), which, together with (6), further gives
On the other hand, it follows from (11) and the boundedness of γ k that
holds for all k. By employing the limit in (13) , for all k ∈ I sufficiently large, we have
Thus, by (15) , we obtain that
for all k ∈ I sufficiently large. (6) and (13) imply that s k → 0 as k → ∞, k ∈ I. Therefore ξ k → x * as k → ∞, k ∈ I due to (14) . Since g is continuous, we conclude that g(
Thus, the limits in (13) and (16) imply that r k < 0, for all k ∈ I sufficiently large. Recalling that
which means that the k-th iteration is very successful, and hence σ k+1 ≤ σ k .
The following lemma shows that if there are only finitely many successful iterations, then all later iterates are first-order critical points.
Suppose that there are only finitely many successful iterations. Then x k = x * for all sufficiently large k and g(x * ) = 0.
Proof. See the proof of Lemma 2.4 in [8] . Now, we are ready to show the global convergence of the MARC algorithm. We conclude that if f is bounded from below, either g k = 0 for some finite k, or there is a subsequence of {g k } converging to zero.
Proof. Lemma 3.3 shows that (17) is true when there are only finitely many successful iterations. Now we assume that infinitely many successful iterations occur, and recall the notation S. We prove (17) by contradiction. Assume that there is some ǫ > 0 such that
holds for all k ≥ 0. We first prove that (18) implies that
which further gives that g k /σ k → 0, and hence σ k → ∞ as k → ∞. It follows from (11), (18) and the construction of algorithm that
Since the sequence {f (x k )} is monotonically decreasing and bounded below, it is convergent. As k → ∞, the minimum on the right-hand side of (20) will be attained at g k /(2 √ σ k ) and the left-hand side of (20) converges to zero. Thus we obtain
for all k ∈ S sufficiently large. Summing up (21) over all sufficiently large iterations provides that
holds for some index k 0 sufficiently large and for any j ∈ S, j ≥ k 0 . Since {f (x j+1 )} is convergent, letting j → ∞ in (22) yields (19) . Now we show that the sequence of iterates {x k } is a Cauchy sequence. It follows from (6) and the construction of the algorithm that
for l ≥ 0 sufficiently large and any r ≥ 0, whose right-hand term tends to zero as l → ∞ due to (19) . Thus {x k } is a Cauchy sequence, and there is some x * ∈ R n such that
Then all the conditions of Lemma 3.3 hold with I := S, and all k ∈ S sufficiently large are very successful. Now, if all k sufficiently large belong to S, then by (8), σ k+1 ≤ σ k for all k sufficiently large, and so {σ k } is bounded above. This, however, contradicts σ k → ∞. Thus (18) cannot hold. It remains to show that all sufficiently large iterations belong to S. Conversely, let {k i } denote an infinite subsequence of very successful iterations such that k i − 1 is unsuccessful for all i ≥ 0. Then, σ k i = c 1 σ k i −1 and g k i = g k i −1 for all i. Thus, we deduce that
It follows from (18), (23) and (24) that (12)- (14) are satisfied with I := {k i − 1 : i ≥ 0}, and so Lemma 3.2 provides that k i − 1 is very successful for all i sufficiently large. This contradicts our assumption that k i − 1 is unsuccessful for all i.
Furthermore, if we assume that g is uniformly continuous, the whole sequence of gradients {g k } converges to zero. Theorem 3.2. Let f ∈ C 1 and its gradient g is uniformly continuous, {x k } is the sequence generated by Algorithm 1. If {f (x k )} is bounded below, then
Proof. Lemma 3.3 implies that (25) holds if there are finitely many successful iterations. Now assume that there is an infinite subsequence {t i } ⊆ S such that g t i ≥ 2ǫ, for some ǫ > 0 and for all i. By Theorem 3.1, for each t i , there exists a first successful iteration l i > t i such that g l i < ǫ. Thus {l i } ⊆ S, and we have
for all i and for all k with t i ≤ k < l i . Let K {k ∈ S : t i ≤ k < l i }, where {t i } and {l i } were defined above. Since K ⊆ S, it follows from (11), (18) and the construction of algorithm that
Since {f (x k )} is monotonically decreasing and bounded from below, it is convergent, i.e., f (
which, together with (6) and (27) , implies for all
Summing up the above inequation over k with t i ≤ k < l i , we have
for all i sufficiently large. Since {f (x k )} is convergent, {f (x t i ) − f (x l i )} converges to zero as i → ∞. Thus x t i − x l i → 0 as i → ∞, and hence g t i − g l i → 0 since g is uniformly continuous. Then we have reached a contradiction, since
Remark: We could set γ min = 0 in Algorithm 1, which means that we will ignore the second-order term when γ k < 0. In this case, the model
is just the linear model plus a term of cubic regularization, the minimizer of
, which can be reduced from (2) with γ k = 0, and
Then the argument of Lemma 3.1 still holds. Thus this change will not affect our above analysis.
A Variant of MARC Algorithm
Recently, nonmonotone technique is always applied to develop more efficient optimization algorithms. Combining with the nonmonotone line search of Grippo et al. [19] , Raydan [25] proposed a globally convergent Barzilai and Borwein gradient method for large scale unconstrained optimization problem, Deng et al. [13] and Sun [26] generalized the above nonmonotone rule into the trust region framework. Bianconcini and Sciandrone [4] introduced the line search and nonmonotone techniques to the ARC algorithm. In this section, we will present a variant of MARC algorithm based on Hager and Zhang's nonmonotone technique [28] .
To determine the step-size in the line search methods, Hager and Zhang [28] considered the following type of nonmonotone line search rule
where C k is defined as
The initial value C 0 = f 0 and Q 0 = 1. Replacing f (x k ) with C k in (7), then we state a variant of MARC algorithm in Algorithm 2.
Algorithm 2 A Variant of MARC Algorithm (VMARC)
Require:
5: Compute γ k+1 by (3), (9) or (10) . Set γ k+1 = max{γ min , min{γ k+1 , γ max }}. 6: Update C k and Q k when k is a very successful or successful iteration.
Now we analyze the convergence of this variant of the MARC algorithm. Some of the following analysis is similar to that of MARC method in Sect. 3. For the completeness of the paper, we give a sketch of the proof.
Lemma 4.1. Let {x k } be the sequence generated by Algorithm 2. Then for any k ≥ 0, we have
Proof. Obviously, there is f (x k+1 ) ≤ C k . Since C k+1 is a convex combination of C k and f (x k+1 ), we have f k+1 ≤ C k+1 ≤ C k for each k.
We note that the conclusions of Lemma 3.2 and Lemma 3.3 in Section 2 also hold in this case.
Furthermore, if for some x * ∈ R n , x k → x * , k → ∞, k ∈ I, then each iteration k ∈ I that is sufficiently large is very successful, and σ k+1 ≤ σ k holds for all k ∈ I sufficiently large.
Proof. Firstly, we have that
for all k ∈ I sufficiently large. Thus, by (15), we obtain that
for all k ∈ I sufficiently large. Since ξ k belongs to the line segment (x k , x k + s k ), we have ξ k − x * ≤ x k − x * + s k . In addition, s k → 0 and ξ k → x * , as k → ∞, k ∈ I and g is continuous, we conclude that g(ξ k ) − g k → 0 as k → ∞, k ∈ I.
Thus, the limit of g k /σ k , (30) and (29) imply that r k < 0, for all k ∈ I sufficiently large. Recalling that
we conclude that the k-th iteration is very successful, and hence σ k+1 ≤ σ k .
Theorem 4.1. Let f ∈ C 1 . Suppose that {x k } is the sequence generated by Algorithm 2. If {f (x k )} is bounded below, then
Proof. By way of contradiction, we assume that there is some ǫ > 0 such that
holds for all k ≥ 0. It follows from ρ k ≥ η 1 and Lemma 2 that
which, together with (32) and the definition of C k , implies
Since {f (x k )} is bounded below and f k ≤ C k , so {C k } is bounded below. Also, (33) implies that {C k } is monotonically decreasing, and hence it is convergent. Therefore the left-hand side of (33) converges to zero as k → ∞, thus,
The rest analysis is similar to that of Theorem 3.1, so we omit it.
Furthermore, if we assume that g is uniformly continuous, we have the strong convergence of the VMARC method. Theorem 4.2. Let f ∈ C 1 and its gradient g is uniformly continuous, {x k } is the sequence generated by Algorithm 2. If {f (x k )} is bounded below, then
Proof. The proof is similar to that of Theorem 3.2, so we omit it.
Numerical Experiments
In this section, through testing a set of 54 unconstrained optimization problems from CUTEst library [17] , we analysis the effectiveness of Algorithm VMARC and compare it with the TRMSM algorithm of Zhou et al. [31] , the standard trust region method and adaptive regularization algorithm with cubics. All the codes were written in Fortran 77 with double precision and run on a personal desktop computer with 3.60 GHz CPU, 4.0 GB memory and 64-bit Ubuntu operation system. In all our tests, the parameters in Algorithm VMARC are as follows: σ 0 = 1,
6 , ψ k = 0.2 and η k = 0.7. We call the VMARC type method employing (3), (9), (10) as the γ k parameter the MARC1 method, MARC2 method and MARC3 method, respectively. The corresponding TRMSM type methods are the TRMSM1 method, TRMSM2 method and TRMSM3 method. Our experiments contains two parts. In the first part, we give some numerical comparisons between TRMSM3, MARC3, standard TR and ARC methods. During this work, the TRU and ARC packages (Fortran implementation of the standard TR and ARC methods) of GALAHAD [16] are used and we change the stopping criteria of MARC3 and TEMSM3 methods as TRU and ARC packages, that is, we stop the iteration when g k ≤ max{10 −5 , 10 −9 g 0 }.
The detailed numerical results 1 are included in Table 1 with the the number of iterations (iter), the number of function-gradient evaluations (nf) and the cost time (cpu). The sign '-' denotes a failure of the algorithm. For each problem, some more information are also given in Table 1 , r is the ratio of the cost time of computing the exact Hessians once and cost time of one function-gradient calculation, the 4th column Time gives the cost time of 20 functiongradient calculations. For different r, when the exact Hessian is used, the TRU and ARC method always need less iterations but more cost time than the TRMSM3 and MARC3 methods. Firstly, when r is very large, such as 3641 for problem VARDIM, calculating the exact Hessians even once could cost much computing resource. On the other hand, even if r is small, another inner iterative algorithm for solving trust region or cubic model subproblems is still needed and this step may cost much time. But for the TRMSM3 or MARC3 method, we only use the function value and the gradient information, and at each step, O(n) operations are needed to form γ k .
Next, we mainly compare MARC with TRMSM methods when employing different γ k . We terminate the iteration when
In addition, we also stop the algorithm if the number of iterations exceeds 5000. The detailed numerical results are given in Tables 2-3 . Dolan and Moré's [14] performance profiles are used to display the behaviors of these methods. Figure 1 shows comparison of different methods based on cpu time. By using the same γ k parameter, the VMARC algorithm obviously outperform the TRMSM algorithm. Among these six methods, the MARC3 method has the best numerical performance, which can solve about 45% of the tested problems in the shortest time. Similar conclusions can be draw from Figure 2 , which show the performance profiles based on iterations and function evaluations. 
Conclusion
In this paper, combing with the Barzilai-Borwein step size, we present a modified adaptive cubic regularization method for large-scale unconstrained optimization problem. With nonmonotone technique, a variant of the modified method is also proposed. Convergence of the method is analyzed under some reasonable assumptions. Numerical experiments are performed to show the effectiveness of the new methods. 
