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Abstract—Decentralized medium access control schemes for
wireless networks based on CSMA/CA, such as the IEEE 802.11
protocol, are known to be unfair. In multihop networks, they can
even favor some links to such an extent that the others suffer from
virtually complete starvation. This observation has been reported
in quite a few works, but the factors causing it are still not well
understood. We find that the capture effect and the relative values
of the receive and carrier sensing ranges play a crucial role in the
performance of these protocols. Using a simple Markovian model,
we show that an idealized CSMA/CA protocol suffers from star-
vation when the receiving and sensing ranges are equal, but quite
surprisingly that this unfairness is reduced or even disappears
when these two ranges are sufficiently different. We also show
that starvation has a positive counterpart, namely organization.
When its access intensity is large the protocol organizes the trans-
missions in space in such a way that it maximizes the number of
concurrent successful transmissions. We obtain exact formulæ for
the so-called spatial reuse of the protocol on large line networks.
Index Terms—Ad hoc networks, CSMA/CA, medium-access
control (MAC), modeling, multihop, performance analysis.
I. INTRODUCTION
T HE IEEE 802.11 [1] medium-access control (MAC) pro-tocol is unfair. This statement has been so often repeated
that it is now widely accepted. Indeed, in single-hop networks
where all nodes can communicate directly, it has been shown
that the Binary Exponential Backoff (BEB) of the 802.11
protocol creates situations where a single node has an almost
exclusive access to the communication channel. In multihop
networks, similar starvation phenomena have been reported
([2]–[6]). However, contrary to the single-hop case, very few
models are able to explain the starvation problems encountered
in multihop topologies. Existing models often concentrate
on very small network topologies or describe how a specific
feature of the 802.11 protocol affects its fairness. In addition,
it is common to assume that the receiving and carrier sensing
ranges are equal, or to neglect the the so-called “capture effect”
and to assume instead that two packets received at the same
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time always collide. We elaborate on existing models and their
assumptions in Section II.
The goal of this work is to shed some light on how such as-
sumptions affect the performance of general CSMA/CA proto-
cols. Our approach is the following. Instead of concentrating
on specific implementation aspects, we consider an idealized
protocol that retains the key features of CSMA/CA protocols
such as their carrier sensing, collision avoidance, and backoff
mechanisms. Section III describes this protocol and the met-
rics used to evaluate its performance. We use continuous time
Markov chains to describe the dynamics of the protocol. We find
that even though this idealized protocol does not suffer from
the well-known problems that have already been identified in
single-hop and multihop networks, it is still subject to the star-
vation phenomenon described in the literature. However, we ob-
serve that the starvation phenomenon results from an optimal or-
ganization of the transmissions in space. Indeed, at high access
intensities the idealized protocol maximizes, in a completely de-
centralized way, the number of simultaneous successful trans-
missions in the network. This is quite surprising as the problem
of finding the transmission patterns that maximize spatial reuse
in a general network is NP-Complete (by equivalence with the
maximal independent set problem [7]). Following the work of
[8], [9] and [10] have recently proposed several distributed al-
gorithms to approach this goal1. Yet, we also show that the per-
formance of the protocol are very sensitive to the assumptions
made in terms of carrier sensing range and capture effect.
The main contribution of this paper is the explanation of the
starvation and the organization phenomenons. In particular, we
show under which condition these phenomenons occur and why.
We separate our analysis into three classes of assumptions, each
leading to a different Markov chain structure. Section IV covers
the simplest case, that has previously been studied in the liter-
ature. It includes known results together with our own results.
The purpose of this section is to keep the paper self-contained
and to serve as a reference case for the study in the two next
sections.
In Sections V and VI, we develop new Markov models to
address the cases where the nodes’ receiving range and car-
rier sensing range are significantly different. These two sections
differ in the underlying assumptions on the nodes’ capture capa-
bility, and consequently in the structure of the Markov models
involved. In particular, in terms of their reversibility.
Finally, the Appendix contains a lemma used to derive exact
formulæ for the performance of the idealized protocol under a
simple line network topology.
1In fact, they consider a slightly more general problem, the maximal weight
independent set problem.
0018-9448/$25.00 © 2009 IEEE
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II. RELATED WORK
For a long time, models for the 802.11 protocol have been
limited to the single-hop setting and numerous works have
extended the original papers of Bianchi [11] and Cali, Conti,
and Gregori [12], [13]. Similarly, the capture effect has first
been studied for slotted Aloha schemes [14]–[16], and more
recently for single-hop 802.11 networks [17], [18]. Unfortu-
nately, models for the 802.11 protocol in the single-hop setting
are not easy to extend to the multihop setting, because they
rely explicitly on the central assumption that all nodes can
hear each other and that there are no hidden terminals. Lately
however, several papers have attempted to model the behavior
of CSMA/CA protocols in the multihop setting. This section is
dedicated to such papers, as our work is devoted to CSMA/CA
multihop networks. In particular, we concentrate on their ability
to characterize the spatial reuse/fairness performance of these
protocols. We also try to highlight the assumptions made in
terms of carrier sensing and capture models.
[19] makes a first step towards a multihop analysis of the
802.11 protocol. Their model accounts for the capture effect
but is valid only for a limited number of hidden terminals. [20]
and [21] are really the first to consider the operation of the
802.11 protocol on a real multihop network. Their models ei-
ther perform a fixed point iteration or use numerical methods
to obtain the throughput performance of the 802.11 protocol
on specific network topologies (a ring for [20] and a Poisson
topology for [21]). The work of [2] forms the basis our paper.
It extends the Markov chain formalism used by [22], [23] to
model the CSMA protocol to an idealized CSMA/CA protocol.
The strength of this model is to preserve the dependence be-
tween nodes, which is typical of CSMA and CSMA/CA proto-
cols. Using this model, [2] is probably the first to predict and
explain the starvation phenomenon on general multihop topolo-
gies. The ability of CSMA/CA protocols to reach a high spatial
reuse or throughput when all nodes of a multihop networks are
saturated has been highlighted in [3], [24], and [25]. [26] studies
the throughput region using mean-field techniques, which are
valid in the limit when the number of nodes within the same
interference range is arbitrary large but allow to include adap-
tive back-offs. However, all these works ([20], [21], [3], [2],
[24]–[26]) consider only the case where the receiving and car-
rier sensing ranges are equal, and do not take the capture effect
into account.
[4]–[6], [27], [28], and [29] relax the assumption of equal
receiving and carrier sensing ranges but still neglect the capture
effect. These papers present results in terms of throughput and
fairness, but only the models of [5] and [6] are able to predict
the starvation phenomenon. The work of [6] does not investigate
the effect of the carrier sensing range on the performance of
the 802.11 protocol, it rather concentrates on the role played by
the minimum contention window in the starvation phenomenon.
[27], [28], and [29] concentrate on the end-to-end throughput
of a single flow or path. [5] uses a 50 node 2-D topology on a
m square area to validate its model. The receiving
range is set to 200 m and the carrier sensing range to either 200
or 400 m. [5] observes that the unfairness of the 802.11 protocol
Fig. 1. A typical exchange between Node 3 and Node 2. At point (a) the backoff
timer of Node 3 reaches zero, Node 3 sends a RTS packet to Node 2. Upon
receiving the RTS (b) (respectively CTS (c)) Node 4 (respectively Node 1) sets
its NAV (bold line) to cover the duration of the exchange between Node 3 and
Node 2.
is higher at a large carrier sensing range. Although the model of
[4] does not fully predict the starvation phenomenon, the authors
also observe it by simulation. Interestingly, they use the same
experimental setting as [5] (with different node positions), but
their simulations show that the unfairness of the 802.11 protocol
is now higher at a small carrier sensing range. These apparently
contradicting results are probably a consequence of the limited
amount of multihopping possible in the topology used in [5] and
[4] (indeed, the receiving and carrier sensing ranges are such
that they cover a large part of the network).
In this paper, we recognize the need to consider larger net-
work topologies with reduced border effects to obtain more pre-
dictable results. We extend the work of [2] to 1) allow for dif-
ferent receive and carrier sensing ranges, 2) account for the cap-
ture effect, and 3) provide closed-form expressions for the spa-
tial reuse of CSMA/CA protocols on large line networks. We
favor the model of [2] over the other models as it makes the
starvation phenomenon directly apparent in its equations.
Part of this work has been presented in the conference papers
[3] and [30].
III. FRAMEWORK
A. Medium-Access Control (MAC) Layer
1) Protocol Overview: We first provide a high-level
overview of the CSMA/CA protocol that we analyze.
In this protocol, a node intending to transmit senses first the
medium. Physical and virtual carrier sensing mechanisms are
used to determine the state of the medium. The physical car-
rier sensing is provided by the physical layer. The virtual car-
rier sensing is done through an RTS/CTS handshake, as illus-
trated in Fig. 1: The sender first sends a “request to send” packet
(RTS), to which the receiver answers with a “clear to send”
packet (CTS). Both packets contain information about the time
at which the exchange will be completed, so that overhearing
nodes can update their network allocation vector (NAV) and re-
frain from emitting during the exchange. In this way, interfer-
ences from other transmissions are avoided.
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Fig. 2. All links with an end-node in the gray domain around the active link are silenced (nine directed links are thus silenced). As the nodes in the transmitter’s
CSRange are in its RXRange, the exclusion domain is symmetric.
Fig. 3. As the CSRange is much larger than the RXRange, more nodes are silenced around the transmitter (Node 3). The exclusion domain is asymmetric.
However, this mechanism has the drawback of synchronizing
transmission attempts: If several nodes have been waiting to
transmit due to an ongoing transmission, they will attempt to ac-
cess the channel as soon as the transmission completes (i.e., as
soon as they sense no activity on the channel). This creates pre-
dictable collisions. To avoid this problem, each node maintains
a backoff timer, which is initialized to a random value chosen
according to some backoff distribution. Timers run when the
channel is idle; when a node senses the channel busy, it tem-
porarily freezes its timer. Nodes may start emitting only when
their timer reaches zero. After each transmission, the emitter re-
sets its timer to a new random value. This mechanism causes
random delays between the end of a transmission and the start
of the next one, and spreads transmission attempts in time.
2) Assumptions: In this paper, we consider an idealized
CSMA/CA protocol in order to capture the essential features
of CSMA/CA systems, and leave aside the effects due to the
imperfection of real protocols (we refer the reader to [31] for
an overview of those effects in IEEE 802.11).
First, we assume that the RTS/CTS handshake is so short that
its duration can be ignored in the model. In addition, we con-
sider a continuous backoff distribution, instead of the discrete
distribution implemented in actual protocols, so that two timers
have a zero probability to expire at the same time. These two
assumptions imply that no collision occurs due to simultaneous
transmission attempts.
We also assume that nodes maintain a separate backoff timer
for each of their outgoing links, as recommended by [32] in an
attempt to guarantee per link fairness at least in the context of
single-hop networks.
3) Interaction With the Physical Layer: We model the phys-
ical layer using three parameters: the receiving range, the carrier
sensing range and the interference range.
• The receiving range (RXRange) is the maximum distance
from the source at which a packet can be successfully re-
ceived in the absence of interfering nodes. In practice, the
RXRange depends on the rate at which a packet is sent. In
our model, we assume that all packets (including RTS and
CTS packets) are sent with the same rate, so that the same
ranges apply to any transmission. We say that there is a link
from the source to each of the nodes in its RXRange.
• The carrier sensing range (CSRange) is the maximum dis-
tance from the emitter at which its transmission can still be
detected, but not necessarily decoded. In this way, all nodes
within the CSRange of an emitter sense the channel busy
during its transmission. The CSRange is always larger than
or equal to the RXRange.
After the initial RTS-CTS handshake, nodes in the
RXRanges of the sender and the receiver are silenced by
their virtual carrier sensing mechanism. In addition, nodes
within CSRange of the sender are kept from sending by
their physical carrier sensing mechanism. We refer to
the domain silenced around an active link by its virtual
and physical carrier sensing as its exclusion domain. In
this work we distinguish between symmetric exclusion
domains (Fig. 2, Section IV) and asymmetric exclusion
domains (Fig. 3, Sections V and VI).
• The interference range (IRange) is the maximum distance
from the receiver at which an interferer can prevent the suc-
cessful decoding of a transmission. Unlike the other two
ranges, the interference range follows from a SINR con-
straint at the receiver and depends on the actual distance
between the emitter and the receiver. The IRange is the
largest when this distance is equal to the RXRange, and
we denote this maximal interference range by .
4) Collisions: A collision is the failure of a packet transmis-
sion due to the interference from another concurrent transmis-
sion. In our framework, collisions are avoided if the protocol
successfully prevents all nodes in the interference range of the
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receiver to start a transmission. In the sequel, we will assume
that it is the case. In other words, we assume that any node in
the interference range of a receiver is also in the exclusion do-
main of the receiver’s link. This happens if
RXRange IRange
or if
CSRange IRange RXRange (1)
or of course if no node happens to lie in the interference range
of the receiver (for example because of a regular placement of
the nodes).
5) Capture Effect: However, the above assumption does not
completely prevent overlapping transmissions: Assume that a
node in the receiver’s CSRange but outside of the link’s exclu-
sion domain (for example Node 6 in Fig. 3) starts to transmit. As
the two nodes (Node 4 and Node 6 in the example) are within
CSRange of each other, the new transmission (from Node 6)
can be sensed at the receiver (Node 4) and thus interferes with
the ongoing transmission (from Node 3 to 4). However, because
of the assumption (1), the new transmitter (Node 6) is neces-
sarily outside the receiver’s IRange, so that the interference is
not strong enough to create a collision. The signal-to-interfer-
ence ratio at the receiver (Node 4) is still high enough for suc-
cessful decoding the ongoing transmission and the new inter-
fering signal is simply ignored: this is called the capture effect.
In this work, we will consider two different models for capture
effects, described, respectively, in Sections V-A and VI-A.
B. Metrics
Denote by the number of node pairs that can communicate
(i.e., are in receiving range of each other). There are thus
directed links in the network. We use two metrics to characterize
the performance of our protocol.
1) Average Spatial Reuse : We define the average spatial
reuse as the number of active links normalized by (and aver-
aged over time) in the network.
2) Fairness Index (FI): To assess the MAC layer fairness of
the protocol we use Jain’s Fairness Index [33]. Denote by
the probability that link be active under a given medium access
control protocol. The link fairness index of the protocol is
The maximum fairness index is 1. It corresponds to a network
where all links access the channel equally. Yet, if only of the
directed links have an equal access to the channel and the re-
maining links have no access to the channel, the fairness index
is .
C. Problem Setting
Our analysis assumes saturated traffic conditions (i.e., nodes
always have a packet to send to each of their one-hop neighbors)
and, unless otherwise specified, we consider exponentially dis-
tributed backoff and exchange times.
Fig. 4. Random 2-D topology.
All simulations in this paper were performed using a ded-
icated event driven simulator for our idealized protocol (code
available at [34]). We simulated two different network topolo-
gies: a line network topology (50 equally spaced nodes at a dis-
tance of 250 m) and a random 2-D topology (1065 nodes are
randomly deployed on a area, the isolated nodes
are then removed to keep a connected component of 970 nodes,
the average node degree is approximately 5 (Fig. 4)). In both
topologies, the RXRange is 250 m. For symmetric exclusion
domains, the and the CSRange are equal to 250m as
well. For asymmetric exclusion domains, the is 445 m
and the CSRange is equal to 550 m for the line and to 695 m for
the random 2-D topology (this is necessary to make the protocol
collision free). The simulations correspond to approximately 15
min of traffic. To provide accurate results, each simulation is re-
peated 20 times (using different random seeds). The presented
results consist of the values averaged over the 20 experiments
and, of the 95% confidence intervals.
IV. THE SYMMETRIC CASE
A. Specific Assumptions
The exclusion domain around a link is symmetric if the set
of nodes silenced by it is the same as the set silenced by the
reverse link (the link with permuted emitter and receiver). In our
physical layer model, this happens if no node is located outside
the RXRange of the transmitter while being located inside its
CSRange.
Exclusion domains are always symmetric if the CSRange
and the RXRange are equal. However, symmetric exclusion do-
mains often arise when the network topology is regular (see ex-
ample in Fig. 2). For example, indoor environments with their
carefully designed network topologies and strong signal attenu-
ation may lead to such a situation.
The case with symmetric exclusion domain has already been
studied in [2] using a Markov model very similar to the one pre-
sented below, which is a class of loss networks [35]. This section
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Fig. 5. Markov chain for a small line topology of 5 nodes. The RXRange and the CSRange cover exactly one neighbor. There are 13 states,     state with
no active link,      states with 1 active link, and      states with 2 active links.
extends the results of [2] by looking at a specific topology: the
line topology. In particular, we obtain a closed-form formula for
the spatial reuse of the protocol on large line networks (Theorem
1).
B. Markov Modeling
The dynamics of our idealized protocol can be described by a
continuous Markov chain. At any given time, a set of directional
links is active in the network. Such a set is called a transmission
pattern and defines a state of the Markov chain. Clearly, only
patterns that respect the constraints set by the exclusion domains
of active links are possible. Hence the set of all valid patterns
forms the state space of the Markov chain. We say that a state is
at level if the corresponding transmission pattern has exactly
active links, and we denote by the number of such states.
The states at the highest level are called patterns of maximal
spatial reuse: they will be of particular interest for the analysis
of the Markov chain.
Transitions in the Markov chain can only occur between
states that are separated by one level: A transition between
a state at level and a state at level corresponds to the
completion of a transmission, and a transition between a state
at level and a state at level corresponds to the beginning
of a new transmission (which is of course possible only if the
new link does not lie in the exclusion domain of already active
links).
Denote by the average exchange time and by the
average backoff time. The transition rate between a state at level
and a state at level (respectively, at level ) is (resp.
). Fig. 5 gives an example of such a Markov chain. Finally, we
define the access intensity as .
The stationary distribution of this reversible Markov chain
can be computed using the global balance equations and has a
product form. Indeed, the stationary probability of any state at
level is equal to
(2)
where is the stationary probability of the empty transmis-
sion pattern which is equal to
(3)
This form of stationary distributions first appeared in the context
of circuit-switched loss networks [35] and it is known [36] that
(2) and (3) are insensitive to the exchange time distribution. The
average spatial reuse is then
(4)
where is the number of undirected links in the network. To
derive the long-term fairness of the protocol, we also need to
compute the probability that a specific link is active. A link
is active if the chain is in a state whose transmission pattern
contains link . Denote by the number of such patterns
with a total number of active links equal to . The probability
that link is active is
(5)
and the fairness index can be computed using the definition of
Section III-B2.
For increases with the value of , and the trans-
mission patterns with a high number of active links have an in-
creased probability of appearing, compared to those with only
a few active links. In the limit , only the transmis-
sion patterns that maximize the spatial reuse have a nontrivial
stationary probability. Consequently, when the average backoff
time is much lower than the average exchange time, the ideal-
ized protocol achieves the maximal spatial reuse. However, all
links that do not belong to the transmission patterns of maximal
spatial reuse are starved.
The Line Topology: Equations (2) through (5) are valid for
any network topology. Unfortunately, it is in general not pos-
sible to obtain a closed form expression for nor .
However, we can do so for a line topology, where nodes
(numbered from 0 to ) are equally spaced (by 1 space unit)
along a straight line (Fig. 6).
We define the parameter as 1 plus the minimal distance sep-
arating two noncolliding transmissions. This means that there
can be an active link every space units. For example, if the
RXRange and the CSRange cover exactly one neighbor, trans-
missions can take place simultaneously every space units (see
Fig. 6), so that in this case. Therefore, finding possible
transmission patterns boils down to packing segments of length
in a line interval of length (the additional term
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Fig. 6. A transmission pattern of maximal spatial reuse with symmetric exclusion domains (both RXRange and CSRange covering one neighbor).
compensates for the border effects, and is illustrated by
the dashed segments in Fig. 6). If we place such segments,
there remains vacant units in the interval.
The number of ways one can dispose these segments is thus
equal to choose . Finally, as each segment of length cor-
respond to two possible link activations in the network (due to
the symmetry assumption, each link and its reverse link occupy
the same space), each possible arrangement of segments cor-
responds to possible link activation patterns, and we get
Next, we count the number of valid transmission patterns with
active links that include a given link. We denote by the
link between node and node , and by the link between
node and node . To compute , we have to count
the number of ways to place active links around the already
active link . Assume that we place of these active links
on the left of link , and on its right. We obtain
where and
. Clearly, as the exclusion domain of link
and link are identical by assumption, the computation
of yields the same result. By (5), this implies that, in
the symmetric setting, two links in opposite directions have the
same probability to be active.
Plugging the expressions for and
in (2) through (5) we can com-
pute analytically the spatial reuse and the fairness index of the
protocol on a finite line topology. Note that these values depend
on the total length of the network .
Theorem 1: For large line networks, i.e., when , the
average spatial reuse of the protocol under symmetric exclu-
sion domains converges to
where is the positive real root of .
Proof: The result is obtained by applying Lemma 1 (in the
Appendix) with and
. We then divide by to obtain the average
spatial reuse .
Alternatively, this theorem can also be shown by adapting the
approach of [37] which uses multivariate generating functions
combined with the residue method. Although this approach
yields the same result, we believe our approach is simpler.
Moreover, Lemma 1 can also be used to obtain the average
spatial reuse under asymmetric exclusion domains, as we will
see in the next section. As expected, when increases, tends
to , which is the maximal spatial reuse.
C. Simulation Results
The plain curves of Figs. 7 and 8 show the performance of
the idealized protocol on the 50 node line network topology de-
scribed in Section III-C2 with symmetric exclusion domains.
Our analytical predictions and the values obtained by simula-
tion differ by at most 0.2%. Figs. 7 and 8 clearly illustrate the
trade-off between spatial reuse and fairness. As increases (i.e.,
as the average backoff time becomes small compared to the av-
erage exchange time), the spatial reuse of the protocol reaches
the maximal spatial reuse of 0.3469 (the value is slightly above
because of the border effects) but the fairness decreases.
Fig. 9(a) gives the pr bability that a link is active during the sim-
ulation. We see that only the links that belong to the pattern of
maximal spatial reuse have a good access to the channel. In fact,
our analysis tells us that in the limit, when , only these
links have a nontrivial probability of accessing the channel: This
means that, like the spatial reuse, the fairness index converges to
0.3469. To summarize, under symmetric exclusion domains, a
large fraction of the links ( in our case) can be completely
starved3.
V. THE ASYMMETRIC CASE WITH FULL CAPTURE EFFECT
A. Specific Assumptions
The exclusion domain around a link is asymmetric if there
are nodes inside the transmitter’s CSRange that are outside its
RXRange (as Node 1 in Fig. 3). In our model, these nodes are
unable to decode the RTS packets from the transmitter and are
silenced only through the physical carrier sensing. Therefore,
more nodes are silenced on the transmitter’s side, and this is
why we call the exclusion domain asymmetric.
As described in Section III-A4, if the set of nodes covered
by the emitter’s RXRange and CSRange differs, transmissions
may overlap and create a capture effect. In this section, we
assume that capture occurs whenever a node receives concur-
rently a strong signal from an emitter in its RXRange and a
weaker signal from another emitter in its CSRange (but not in
its RXRange). In particular, we do not take the order of arrival
of the signals into account: even if the strongest signal begins
after the weakest one, the receiver is able to synchronize on the
strongest signal (see Fig. 10 for an example). This is a rather
optimistic scenario, although it is supported to some extent by
2The impatient reader will have to wait until Section VI to discover the results
on the 2-D topology as the line topology makes it easier to visualize and explain
the behavior of the protocol.
3More detailed simulation studies under this setting have been performed in
[3]. These studies show in particular that the above observations remain valid
for other backoff and exchange time distributions.
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Fig. 7. Spatial reuse achieved by the idealized protocol on a line topology of
50 nodes, as a function of the access intensity  . The markers correspond to the
results obtained by simulations and the curves to the results obtained analytically
(except for the ‘asymmetric (   m/  m), limited capture’ case
where we do not have the exact analytical curve).
Fig. 8. Fairness index of the idealized protocol on a line topology of 50 nodes.
The format is the same as in Fig. 7.
experimental evidences. [38] reports that capture occurs even if
the strongest packet arrives later, but within the physical pre-
amble of the first packet. In essence, full capture means that the
order of arrival of the transmissions does not matter and it im-
plies that patterns are valid independently of the order of arrival
of the transmissions. Note that this last assumption will be re-
moved in Section VI.
As an example, consider again a line network topology where
nodes are equally spaced and the RXRange covers one neighbor,
but where the CSRange covers two neighbors. A transmission
pattern is valid if two consecutive receivers are separated by at
least 2 space units, and if two consecutive transmitters are sep-
arated by at least 3 space units (see Fig. 11). Under this setting,
the maximal spatial reuse is still 1/3, but it is not possible to
Fig. 9. On the  axis, a line topology of 50 nodes. To each link  (going
from left to right) we associate a vertical bar that corresponds to the prob-
ability 	 
 that the link be active in the simulation for     (the
	 
 can be obtained flipping the graphs). (a) Symmetric exclusion domains
(       m).      . (b) Asymmetric
exclusion domains (    m,    m) with full cap-
ture.      . (c) Asymmetric exclusion domains (   
 m,    m) with limited capture.      .
Fig. 10. Assume there is an ongoing DATA transmission between Node 6 and
Node 7. As Node 4 is in the CSRange of Node 6, it can detect this transmission.
If Node 3 sends a RTS to Node 4 we have two possibilities. Either Node 4 can
resynchronize on this stronger signal, in which case the RTS will be followed
by a complete exchange between Node 3 and Node 4; or it cannot resynchronize
on the strongest signal and the RTS will be lost. In the full capture model, we
always assume the first possibility whereas in the the limited capture model, the
second possibility is assumed. Note that in the full capture model, a node that
is silenced only through its physical carrier sensing (such as Node 4) can play
the role of a receiver but it cannot initiate an exchange.
Fig. 11. Among the four possible configurations of two active links placed as
closely to each other as possible (with   ), only the three first ones maximize
spatial reuse.
have two transmitters back to back in a pattern of maximal spa-
tial reuse.
B. Markov Modeling
Asymmetric exclusion domains and capture effects make the
analytical study of the CSMA/CA protocols more challenging
and no model has been proposed so far. We now show that the
Markovian framework of the previous section can be extended
to include this case. The structure of the Markov chain remains
essentially unchanged but some states (and the corresponding
transitions) disappear. Take for example the Markov chain of
Fig. 5 and assume that the CSRange now covers two neighbors
instead of one. All transmission patterns remain valid except the
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Fig. 12. A transmission pattern of maximal spatial reuse (with     ). Active
links are sorted in two groups, inside which all links point in the same direction.
Fig. 13. A transmission pattern with one vacant space (with     ). There are
three points where links change direction.
pattern 2.3 at the top level of the Markov chain, where two trans-
mitters are back to back. This change in the set of valid trans-
mission patterns does not affect the reversibility of the Markov
chain. Equations (2) through (5) still hold, and the asymptotic
properties of the protocol for are thus unchanged. How-
ever, the number of valid transmission patterns with ac-
tive links and the number of such patterns including link
have to be recomputed. Again, this is only tractable for the
simple topologies. We compute these numbers explicitly for the
line topology in the following paragraph.
The Line Topology: We begin with the observation that two
consecutive active links along the line can be separated by the
least number of space units if and only if their orientation is
such that the two transmitters are not back to back (see Fig. 11).
Again, to each active link we associate an interval of length
on the line. Consider a transmission pattern of maximal spatial
reuse and assume that, once we have placed the intervals corre-
sponding to its active links, there is no vacant space4; because
of the above observation, all active links must point in the same
direction until a certain point, and then point to the other direc-
tion (see Fig. 12). If is the number of active links, there are
clearly possible settings. Now, let us assume that there is
one vacant space. This vacant space will allow for an additional
change of direction, as depicted in Fig. 13. Therefore, in this
case, there is a total of three points where links change direc-
tion and there are
ways to pick these three points5. This reasoning can be extended
to an arbitrary number of vacant spaces , and we find
where .
To obtain an expression for we follow the same pro-
cedure as in Section IV-B. If link from node to node
is active, we enumerate the possible ways to place active links
on its left side and active links on its right side. On
the right side, the problem consists simply in packing
intervals of length in an interval of length . On the left
4Note that this is only possible for certain values of line size .
5Note that these points can be collocated. Two collocated points correspond to
a vacant space without a change of direction. Three collocated points correspond
to a vacant space and two receivers facing each other. The problem is equivalent
to counting the number of -combinations with repetition of an -element
set.
side, the problem is slightly trickier, as node cannot emit,
which means that in our previous reasoning we can do one less
change of direction. We obtain
possible settings only, where . Combining the
left and right parts, we get
where .
The same reasoning allows to compute the value of :
Note that in the asymmetric case with full capture links and
do not necessarily have the same probability to be active.
We can then plug the expressions for and in
(2)(3)(4) through (5) to obtain the exact curve for the spatial
reuse and the fairness index of the protocol.
The asymptotic spatial reuse for large networks is obtained in
a similar way as in the case of symmetric exclusion domains.
Theorem 2: For line networks with , the average spa-
tial reuse of the protocol under asymmetric exclusion domains
and full capture converges to
where is the positive real root of .
Proof: The result is obtained by applying Lemma 1 (in the
Appendix) with and
. We then divide by to obtain the
average spatial reuse .
Again, we verify that tends indeed to when tends to
infinity.
C. Simulation Results
We illustrate by simulation the influence of asymmetric ex-
clusion domains on the performance of the idealized protocol.
Fig. 7 shows that its spatial reuse increases less rapidly than in
the symmetric case. At a given , the protocol with asymmetric
exclusion domains has therefore on average fewer active links
than in the symmetric case. This has a positive effect on the fair-
ness of the protocol, especially at high values of , where op-
erating with a slightly lower number of active links greatly im-
proves the fairness. Fig. 9(b) confirms that the starvation phe-
nomenon is less pronounced than in the symmetric case and
that the links in the middle of the line topology obtain a fairer
access to the channel. Yet, we also see that the distribution of
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the link activity is not symmetric anymore. This is in agreement
with our analysis that tells us that two links in opposite direc-
tions do not necessarily have the same probability of accessing
the channel. This effect has a negative impact on the fairness
index of the protocol. We have therefore two competing effects.
Fig. 8 shows that, at low values of , the two effects compen-
sate each others; the fairness index of the protocol is very similar
under symmetric and asymmetric exclusion domains. However,
at high values of , the positive effect dominates; the fairness
index of the protocol in the asymmetric case with full capture is
above its fairness index in the symmetric case. In the limit, when
, the behavior of the protocol under asymmetric exclu-
sion domains with full capture is essentially the same as under
symmetric exclusion domains. The spatial reuse goes to 0.3469
and approximately of the links get starved. The only dif-
ference is that under asymmetric exclusion domains some links
belong to more patterns of maximal spatial reuse as others, de-
pending on their direction: this reduces the FI from 0.3469 to
0.2676.
VI. THE ASYMMETRIC CASE WITH LIMITED CAPTURE EFFECT
A. Specific Assumptions
In this section, we consider asymmetric exclusion domains
with limited instead of full capture. Limited capture means that
the capture effect occurs only if the strongest signal comes first.
This assumption reflects the fact that in practice, many radio
circuits cannot resynchronize to a stronger signal if they are al-
ready locked on another (weaker) carrier. Consequently, in this
capture model, the order of arrival of the transmissions does
matter.
Consider the example in Fig. 10. The transmission from
Nodes 6 to 7 begins first. Node 4 senses this first transmission
and locks its synchronization circuit on it. When Node 3 sends
a RTS packet to initiate a transmission, Node 4 is unable to
resynchronize and decode it. The RTS packet is lost and no
transmission follows. As a result, in Fig. 11, the first (top) case
is possible only if the left most link becomes active first (the
opposite is true for the third case).
The limited capture effect is implemented in the most well-
known network simulators, including Ns-2 and Qualnet.
B. Simulation Results
These simulation results were at first quite surprising to us.
Figs. 7 and 8 show the performance of the idealized protocol
with asymmetric exclusion domains and limited capture. The
spatial reuse of the protocol increases to a value much below 1/3
but the fairness index of the protocol remains above 0.9, even
for large values of . The access probabilities of the different
links presented in Fig. 9(c) illustrate even better the dramatic
improvement of the protocol fairness at high access intensity.
Except at the borders, the situation is now completely fair. These
results are good news in practice: They show that the starvation
phenomenon is fixed by receivers having a limited capture capa-
bility, without requiring any other modification to the protocol.
To consolidate our findings, we show by simulation that this
observation also holds in a random two-dimensional topology.
Fig. 14. Spatial reuse achieved by the idealized protocol on the 2-D topology
(simulation results). The average spatial reuse is computed using the definition
of Section III-B1 with     . In this particular topology, at most 217 links
can be activated simultaneously, yielding a maximal spacial reuse of 0.089.
Fig. 15. Fairness index of the idealized protocol on the 2-D topology (simula-
tion results).
The spatial reuse and fairness are reported in Fig. 14 and 15 re-
spectively (the details of the simulation settings are described
in Section III-C). Our study of the line topology showed that
in the asymmetric case with limited capture, border effects can
spread 5 hops away from the border; it was thus important to
generate a sufficiently large topology to avoid that the perfor-
mance of the protocol merely reflects the border effects. Now,
a random topology has an inherent source of unfairness that is
absent from regular topologies such as the line and is simply
caused by the varying number of neighbors of each node. It ex-
plains why even at very low values of the access intensity the
fairness index is not close to 1, contrary to the line. Despite this
“topological unfairness” (which would be present not only in
CSMA/CA protocols but also in any access protocol that does
not adapt explicitly to the varying node degree), we see that in
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Fig. 16. The nonreversible Markov chain used to model the idealized protocol under asymmetric exclusion domains and limited capture.
this topology as well, the protocol with asymmetric exclusion
domains and limited capture is the fairest when the value of
becomes large.
C. Markov Modeling
The set of the valid transmission patterns (and thus the state
space) is unchanged from the case with full capture effect. How-
ever, some states can now be reached only from a restricted set of
lower states. Fig. 16 illustrates the Markov chain used to model
the idealized protocol with limited capture effect. We see that,
compared to the original Markov chain, two transition arrows
have been removed: it accounts for the fact that the state at the
top level can only be reached if the links become active in the
right order.
Removing possible transitions between the states of the
Markov chain breaks its regular structure, and the chain looses
its reversibility property. This makes the analytical study of the
chain very difficult as its stationary distribution does not have
a nice product form anymore. However, a careful observation
of the structure of the chain allows for the explanation of the
results observed by simulation.
Let us first look back at the reversible case (corresponding
to the two previous sections). For large values of , the chain
spends most of its time in the states of maximal spatial reuse.
Indeed, when a transition occurs from a state at the top level to
a state at the lower level (i.e., when an active link becomes idle),
as , the next transition is most likely the reactivation of
the same link, bringing the chain back to the same top level state.
This explains why the protocol almost achieves maximal spatial
reuse in the reversible case.
In the nonreversible case, this cannot happen anymore, be-
cause many of the transitions from top level states to lower level
states cannot be reverted (see Fig. 16). Therefore, if the chain
leaves a top level state, it might have to go down two or more
levels before it can climb back to a top level state. The main
consequence of this new dynamic is that the time spent in non-
maximal spatial reuse states (states below the top level) becomes
nonnegligible.
In Proposition 1, we show that some states below the top level
have a nontrivial (i.e., nonzero) stationary probability when
, contrary to the two previous cases. As a consequence, the
average spatial reuse does no longer tend to the optimal value
for increasing .
Proposition 1: There exist transmission patterns of nonmax-
imal spatial reuse with a strictly positive stationary probability
when .
Proof: Consider a transmission pattern of maximal spa-
tial reuse, and another pattern obtained by removing an active
link from and such that there is no possible transition (in the
Markov chain) from to (which is only possible in the lim-
ited capture case). Assume furthermore that has active links.
Now, the balance equation for reads
where denotes the set of the states at level such that
a transition from to is possible. Dividing both sides of this
equation by , we obtain that . Therefore, when
tends to infinity, if has a non trivial asymptotic stationary
probability, then so does .
However, the loss in the spatial reuse is compensated by an
increase in the fairness of the protocol. Indeed, contrary to the
two previous cases, links that do not belong to a pattern of max-
imal spatial reuse do not necessarily get starved.
Proposition 2: There exist links that do not belong to the
patterns of maximal spatial reuse but have a strictly positive
probability of being active when .
Proof: Take a state as above. Remove one additional
active link (next to the one removed to obtain from ) to
obtain state . From state it is now possible to reach a state
that contains a link that does not belong to any patterns of max-
imal spatial reuse. We now show that this state has a nontrivial
probability. Using the balance equations, we have
where is the number of states at level connected to . As
we obtain
IE
EE
 P
roo
f
W
eb
 V
ers
ion
DURVY et al.: SELF-ORGANIZATION PROPERTIES OF CSMA/CA SYSTEMS AND THEIR CONSEQUENCES ON FAIRNESS 11
which implies that for
Therefore, if has a nontrivial asymptotic stationary proba-
bility, so does , and hence there are links that do not belong to
the patterns of maximal spatial reuse but have a strictly positive
probability of being active when .
Proposition 2 implies that, on the line topology, the starvation
effect can always be avoided. In addition, we can show that in
the asymmetric case with limited capture links in opposite direc-
tion have the same probability of being active (this was not the
case under full capture). Indeed given any transmission pattern,
a link can become active if and only if there is no transmitting
node in the carrier sensing range of its two end nodes. Thus, if
link can become active so can link .
Note that Propositions 1 and 2 are not restricted to the line
topology and can be applied to any network topology provided
that the corresponding Markov chain includes states of type
, and .
VII. CONCLUSION
In multihop ad hoc networks, CSMA/CA protocols can create
a high level of unfairness among the network links. This unfair-
ness appears even on the simplest regular network topologies
where all nodes, except the ones at the border, have the same
number of neighbors.
In this paper, we introduce a class of continuous Markov
chain models which explains accurately this observation but
also shows that the performance of these protocols vary with
the capture and sensing capabilities of the network nodes.
On the positive side, we find that for a given (finite) access in-
tensity , CSMA/CA protocols are fairer when the receiving and
carrier sensing ranges are significantly different (asymmetric
case) than when they have virtually the same values (symmetric
case). On the negative side, we show that the price to pay for
this higher fairness is a lower spatial reuse.
In addition, we demonstrate that, when , the capture
capabilities of the network nodes play a decisive role on the
performance of the protocol. In the asymmetric case with full
capture (as well as in the commonly adopted symmetric case),
the spatial reuse is maximal but all the links that do not belong
to the patterns of maximal spatial reuse are starved. In contrast,
in the asymmetric case with limited capture, the spatial reuse is
not maximal but starvation can be avoided.
APPENDIX
In this Appendix, we establish the following lemma, which
we use to prove Theorems 1 and 2.
Lemma 1: Let , be an infinite sequence of
discrete random variables defined by their distribution
otherwise
where and are fixed finite integer parameters with
and is a positive real number, and where
is a normalizing constant. Then
(6)
where is the positive real root of .
Theorems 1 and 2 are two particular cases of this lemma,
where the random variables are the levels of the Markov
chain (with ), and whose invariant dis-
tribution coincides with the distribution in the
lemma, for particular values of and that differ for both
theorems. As a result, the asymptotic average spatial reuse for
large (and thus ) is given by (6), for the appropriate values
of and .
A. Outline of the Proof of Lemma 1
The proof can be subdivided in three main steps:
1) we first show that there is an integer such that
is maximal;
2) we then show that
This implies that exists if and only if
exists;
3) the last step of the proof consists in computing this limit,
and showing that it is (6).
B. Computation
1) Step 1: We first show that the function is maximum
for some , by using functions of the ratios of these
quantities. We define the functions for as
(7)
where the notation stands for .
Therefore, the ratio between two consecutive terms is
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which can be rewritten as
A close observation of each fraction allows to see that for
each fraction is strictly smaller than one. Thus, is a strictly
decreasing function that ranges from
to .
This implies that there is a value such that
and . Consequently, is maximal, and
.
2) Step 2: We now move on to the computation of the
expected value of . We will see that the expected
value is close to for large ; hence, we directly compute
instead of . We also introduce the
values and , where
is an integer function such that but
, to decompose the summation in
in three terms
(8)
We show that each of these three terms is of order . For the
first one, using the definition of and the fact that it is a striclty
decreasing function, we find that
where that last line follows from . As
, this expression tends to 0 when tends to infinity, which
shows that the first term in (8) is . The third term can be
bounded in a similar manner, whereas the computation for the
middle term reads
Combining the three terms, we conclude that (8) is of order
, and thus that
which implies in turn that exists if and
only if exists.
3) Step 3: The last step of the proof thus consists in com-
puting the latter limit. We first extend the support of the func-
tion from to , by observing in (7) that is well
defined for noninteger values of . The function over
, is a continuous, strictly decreasing function, and we
can therefore find the value such that .
Clearly, , so that .
We need therefore to compute the root of the equation
, which can be expanded from (7) as
Dividing the numerator and denominator by , we obtain
Taking the limit of both sides for we get
and solving for , we obtain
(9)
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Let
or equivalently
(10)
Using this change of variables in (9), we get
which we can recast as
(11)
By Descartes’ rule of signs, the difference between the number
of positive real roots of a real polynomial and the number of
changes of signs of the sequence of its coefficients is always an
even, non positive number. The polynomial has one
change of sign, and therefore only one positive real root (as we
could expect since is continuous and strictly decreasing
for ), which we denote by .
Because of (10), we have therefore proven that
where is the real solution of (11).
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Self-Organization Properties of CSMA/CA Systems
and Their Consequences on Fairness
Mathilde Durvy, Student Member, IEEE, Olivier Dousse, Member, IEEE, and Patrick Thiran, Member, IEEE
Abstract—Decentralized medium access control schemes for
wireless networks based on CSMA/CA, such as the IEEE 802.11
protocol, are known to be unfair. In multihop networks, they can
even favor some links to such an extent that the others suffer from
virtually complete starvation. This observation has been reported
in quite a few works, but the factors causing it are still not well
understood. We find that the capture effect and the relative values
of the receive and carrier sensing ranges play a crucial role in the
performance of these protocols. Using a simple Markovian model,
we show that an idealized CSMA/CA protocol suffers from star-
vation when the receiving and sensing ranges are equal, but quite
surprisingly that this unfairness is reduced or even disappears
when these two ranges are sufficiently different. We also show
that starvation has a positive counterpart, namely organization.
When its access intensity is large the protocol organizes the trans-
missions in space in such a way that it maximizes the number of
concurrent successful transmissions. We obtain exact formulæ for
the so-called spatial reuse of the protocol on large line networks.
Index Terms—Ad hoc networks, CSMA/CA, medium-access
control (MAC), modeling, multihop, performance analysis.
I. INTRODUCTION
T HE IEEE 802.11 [1] medium-access control (MAC) pro-tocol is unfair. This statement has been so often repeated
that it is now widely accepted. Indeed, in single-hop networks
where all nodes can communicate directly, it has been shown
that the Binary Exponential Backoff (BEB) of the 802.11
protocol creates situations where a single node has an almost
exclusive access to the communication channel. In multihop
networks, similar starvation phenomena have been reported
([2]–[6]). However, contrary to the single-hop case, very few
models are able to explain the starvation problems encountered
in multihop topologies. Existing models often concentrate
on very small network topologies or describe how a specific
feature of the 802.11 protocol affects its fairness. In addition,
it is common to assume that the receiving and carrier sensing
ranges are equal, or to neglect the the so-called “capture effect”
and to assume instead that two packets received at the same
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time always collide. We elaborate on existing models and their
assumptions in Section II.
The goal of this work is to shed some light on how such as-
sumptions affect the performance of general CSMA/CA proto-
cols. Our approach is the following. Instead of concentrating
on specific implementation aspects, we consider an idealized
protocol that retains the key features of CSMA/CA protocols
such as their carrier sensing, collision avoidance, and backoff
mechanisms. Section III describes this protocol and the met-
rics used to evaluate its performance. We use continuous time
Markov chains to describe the dynamics of the protocol. We find
that even though this idealized protocol does not suffer from
the well-known problems that have already been identified in
single-hop and multihop networks, it is still subject to the star-
vation phenomenon described in the literature. However, we ob-
serve that the starvation phenomenon results from an optimal or-
ganization of the transmissions in space. Indeed, at high access
intensities the idealized protocol maximizes, in a completely de-
centralized way, the number of simultaneous successful trans-
missions in the network. This is quite surprising as the problem
of finding the transmission patterns that maximize spatial reuse
in a general network is NP-Complete (by equivalence with the
maximal independent set problem [7]). Following the work of
[8], [9] and [10] have recently proposed several distributed al-
gorithms to approach this goal1. Yet, we also show that the per-
formance of the protocol are very sensitive to the assumptions
made in terms of carrier sensing range and capture effect.
The main contribution of this paper is the explanation of the
starvation and the organization phenomenons. In particular, we
show under which condition these phenomenons occur and why.
We separate our analysis into three classes of assumptions, each
leading to a different Markov chain structure. Section IV covers
the simplest case, that has previously been studied in the liter-
ature. It includes known results together with our own results.
The purpose of this section is to keep the paper self-contained
and to serve as a reference case for the study in the two next
sections.
In Sections V and VI, we develop new Markov models to
address the cases where the nodes’ receiving range and car-
rier sensing range are significantly different. These two sections
differ in the underlying assumptions on the nodes’ capture capa-
bility, and consequently in the structure of the Markov models
involved. In particular, in terms of their reversibility.
Finally, the Appendix contains a lemma used to derive exact
formulæ for the performance of the idealized protocol under a
simple line network topology.
1In fact, they consider a slightly more general problem, the maximal weight
independent set problem.
0018-9448/$25.00 © 2009 IEEE
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II. RELATED WORK
For a long time, models for the 802.11 protocol have been
limited to the single-hop setting and numerous works have
extended the original papers of Bianchi [11] and Cali, Conti,
and Gregori [12], [13]. Similarly, the capture effect has first
been studied for slotted Aloha schemes [14]–[16], and more
recently for single-hop 802.11 networks [17], [18]. Unfortu-
nately, models for the 802.11 protocol in the single-hop setting
are not easy to extend to the multihop setting, because they
rely explicitly on the central assumption that all nodes can
hear each other and that there are no hidden terminals. Lately
however, several papers have attempted to model the behavior
of CSMA/CA protocols in the multihop setting. This section is
dedicated to such papers, as our work is devoted to CSMA/CA
multihop networks. In particular, we concentrate on their ability
to characterize the spatial reuse/fairness performance of these
protocols. We also try to highlight the assumptions made in
terms of carrier sensing and capture models.
[19] makes a first step towards a multihop analysis of the
802.11 protocol. Their model accounts for the capture effect
but is valid only for a limited number of hidden terminals. [20]
and [21] are really the first to consider the operation of the
802.11 protocol on a real multihop network. Their models ei-
ther perform a fixed point iteration or use numerical methods
to obtain the throughput performance of the 802.11 protocol
on specific network topologies (a ring for [20] and a Poisson
topology for [21]). The work of [2] forms the basis our paper.
It extends the Markov chain formalism used by [22], [23] to
model the CSMA protocol to an idealized CSMA/CA protocol.
The strength of this model is to preserve the dependence be-
tween nodes, which is typical of CSMA and CSMA/CA proto-
cols. Using this model, [2] is probably the first to predict and
explain the starvation phenomenon on general multihop topolo-
gies. The ability of CSMA/CA protocols to reach a high spatial
reuse or throughput when all nodes of a multihop networks are
saturated has been highlighted in [3], [24], and [25]. [26] studies
the throughput region using mean-field techniques, which are
valid in the limit when the number of nodes within the same
interference range is arbitrary large but allow to include adap-
tive back-offs. However, all these works ([20], [21], [3], [2],
[24]–[26]) consider only the case where the receiving and car-
rier sensing ranges are equal, and do not take the capture effect
into account.
[4]–[6], [27], [28], and [29] relax the assumption of equal
receiving and carrier sensing ranges but still neglect the capture
effect. These papers present results in terms of throughput and
fairness, but only the models of [5] and [6] are able to predict
the starvation phenomenon. The work of [6] does not investigate
the effect of the carrier sensing range on the performance of
the 802.11 protocol, it rather concentrates on the role played by
the minimum contention window in the starvation phenomenon.
[27], [28], and [29] concentrate on the end-to-end throughput
of a single flow or path. [5] uses a 50 node 2-D topology on a
m square area to validate its model. The receiving
range is set to 200 m and the carrier sensing range to either 200
or 400 m. [5] observes that the unfairness of the 802.11 protocol
Fig. 1. A typical exchange between Node 3 and Node 2. At point (a) the backoff
timer of Node 3 reaches zero, Node 3 sends a RTS packet to Node 2. Upon
receiving the RTS (b) (respectively CTS (c)) Node 4 (respectively Node 1) sets
its NAV (bold line) to cover the duration of the exchange between Node 3 and
Node 2.
is higher at a large carrier sensing range. Although the model of
[4] does not fully predict the starvation phenomenon, the authors
also observe it by simulation. Interestingly, they use the same
experimental setting as [5] (with different node positions), but
their simulations show that the unfairness of the 802.11 protocol
is now higher at a small carrier sensing range. These apparently
contradicting results are probably a consequence of the limited
amount of multihopping possible in the topology used in [5] and
[4] (indeed, the receiving and carrier sensing ranges are such
that they cover a large part of the network).
In this paper, we recognize the need to consider larger net-
work topologies with reduced border effects to obtain more pre-
dictable results. We extend the work of [2] to 1) allow for dif-
ferent receive and carrier sensing ranges, 2) account for the cap-
ture effect, and 3) provide closed-form expressions for the spa-
tial reuse of CSMA/CA protocols on large line networks. We
favor the model of [2] over the other models as it makes the
starvation phenomenon directly apparent in its equations.
Part of this work has been presented in the conference papers
[3] and [30].
III. FRAMEWORK
A. Medium-Access Control (MAC) Layer
1) Protocol Overview: We first provide a high-level
overview of the CSMA/CA protocol that we analyze.
In this protocol, a node intending to transmit senses first the
medium. Physical and virtual carrier sensing mechanisms are
used to determine the state of the medium. The physical car-
rier sensing is provided by the physical layer. The virtual car-
rier sensing is done through an RTS/CTS handshake, as illus-
trated in Fig. 1: The sender first sends a “request to send” packet
(RTS), to which the receiver answers with a “clear to send”
packet (CTS). Both packets contain information about the time
at which the exchange will be completed, so that overhearing
nodes can update their network allocation vector (NAV) and re-
frain from emitting during the exchange. In this way, interfer-
ences from other transmissions are avoided.
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Fig. 2. All links with an end-node in the gray domain around the active link are silenced (nine directed links are thus silenced). As the nodes in the transmitter’s
CSRange are in its RXRange, the exclusion domain is symmetric.
Fig. 3. As the CSRange is much larger than the RXRange, more nodes are silenced around the transmitter (Node 3). The exclusion domain is asymmetric.
However, this mechanism has the drawback of synchronizing
transmission attempts: If several nodes have been waiting to
transmit due to an ongoing transmission, they will attempt to ac-
cess the channel as soon as the transmission completes (i.e., as
soon as they sense no activity on the channel). This creates pre-
dictable collisions. To avoid this problem, each node maintains
a backoff timer, which is initialized to a random value chosen
according to some backoff distribution. Timers run when the
channel is idle; when a node senses the channel busy, it tem-
porarily freezes its timer. Nodes may start emitting only when
their timer reaches zero. After each transmission, the emitter re-
sets its timer to a new random value. This mechanism causes
random delays between the end of a transmission and the start
of the next one, and spreads transmission attempts in time.
2) Assumptions: In this paper, we consider an idealized
CSMA/CA protocol in order to capture the essential features
of CSMA/CA systems, and leave aside the effects due to the
imperfection of real protocols (we refer the reader to [31] for
an overview of those effects in IEEE 802.11).
First, we assume that the RTS/CTS handshake is so short that
its duration can be ignored in the model. In addition, we con-
sider a continuous backoff distribution, instead of the discrete
distribution implemented in actual protocols, so that two timers
have a zero probability to expire at the same time. These two
assumptions imply that no collision occurs due to simultaneous
transmission attempts.
We also assume that nodes maintain a separate backoff timer
for each of their outgoing links, as recommended by [32] in an
attempt to guarantee per link fairness at least in the context of
single-hop networks.
3) Interaction With the Physical Layer: We model the phys-
ical layer using three parameters: the receiving range, the carrier
sensing range and the interference range.
• The receiving range (RXRange) is the maximum distance
from the source at which a packet can be successfully re-
ceived in the absence of interfering nodes. In practice, the
RXRange depends on the rate at which a packet is sent. In
our model, we assume that all packets (including RTS and
CTS packets) are sent with the same rate, so that the same
ranges apply to any transmission. We say that there is a link
from the source to each of the nodes in its RXRange.
• The carrier sensing range (CSRange) is the maximum dis-
tance from the emitter at which its transmission can still be
detected, but not necessarily decoded. In this way, all nodes
within the CSRange of an emitter sense the channel busy
during its transmission. The CSRange is always larger than
or equal to the RXRange.
After the initial RTS-CTS handshake, nodes in the
RXRanges of the sender and the receiver are silenced by
their virtual carrier sensing mechanism. In addition, nodes
within CSRange of the sender are kept from sending by
their physical carrier sensing mechanism. We refer to
the domain silenced around an active link by its virtual
and physical carrier sensing as its exclusion domain. In
this work we distinguish between symmetric exclusion
domains (Fig. 2, Section IV) and asymmetric exclusion
domains (Fig. 3, Sections V and VI).
• The interference range (IRange) is the maximum distance
from the receiver at which an interferer can prevent the suc-
cessful decoding of a transmission. Unlike the other two
ranges, the interference range follows from a SINR con-
straint at the receiver and depends on the actual distance
between the emitter and the receiver. The IRange is the
largest when this distance is equal to the RXRange, and
we denote this maximal interference range by .
4) Collisions: A collision is the failure of a packet transmis-
sion due to the interference from another concurrent transmis-
sion. In our framework, collisions are avoided if the protocol
successfully prevents all nodes in the interference range of the
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receiver to start a transmission. In the sequel, we will assume
that it is the case. In other words, we assume that any node in
the interference range of a receiver is also in the exclusion do-
main of the receiver’s link. This happens if
RXRange IRange
or if
CSRange IRange RXRange (1)
or of course if no node happens to lie in the interference range
of the receiver (for example because of a regular placement of
the nodes).
5) Capture Effect: However, the above assumption does not
completely prevent overlapping transmissions: Assume that a
node in the receiver’s CSRange but outside of the link’s exclu-
sion domain (for example Node 6 in Fig. 3) starts to transmit. As
the two nodes (Node 4 and Node 6 in the example) are within
CSRange of each other, the new transmission (from Node 6)
can be sensed at the receiver (Node 4) and thus interferes with
the ongoing transmission (from Node 3 to 4). However, because
of the assumption (1), the new transmitter (Node 6) is neces-
sarily outside the receiver’s IRange, so that the interference is
not strong enough to create a collision. The signal-to-interfer-
ence ratio at the receiver (Node 4) is still high enough for suc-
cessful decoding the ongoing transmission and the new inter-
fering signal is simply ignored: this is called the capture effect.
In this work, we will consider two different models for capture
effects, described, respectively, in Sections V-A and VI-A.
B. Metrics
Denote by the number of node pairs that can communicate
(i.e., are in receiving range of each other). There are thus
directed links in the network. We use two metrics to characterize
the performance of our protocol.
1) Average Spatial Reuse : We define the average spatial
reuse as the number of active links normalized by (and aver-
aged over time) in the network.
2) Fairness Index (FI): To assess the MAC layer fairness of
the protocol we use Jain’s Fairness Index [33]. Denote by
the probability that link be active under a given medium access
control protocol. The link fairness index of the protocol is
The maximum fairness index is 1. It corresponds to a network
where all links access the channel equally. Yet, if only of the
directed links have an equal access to the channel and the re-
maining links have no access to the channel, the fairness index
is .
C. Problem Setting
Our analysis assumes saturated traffic conditions (i.e., nodes
always have a packet to send to each of their one-hop neighbors)
and, unless otherwise specified, we consider exponentially dis-
tributed backoff and exchange times.
Fig. 4. Random 2-D topology.
All simulations in this paper were performed using a ded-
icated event driven simulator for our idealized protocol (code
available at [34]). We simulated two different network topolo-
gies: a line network topology (50 equally spaced nodes at a dis-
tance of 250 m) and a random 2-D topology (1065 nodes are
randomly deployed on a area, the isolated nodes
are then removed to keep a connected component of 970 nodes,
the average node degree is approximately 5 (Fig. 4)). In both
topologies, the RXRange is 250 m. For symmetric exclusion
domains, the and the CSRange are equal to 250m as
well. For asymmetric exclusion domains, the is 445 m
and the CSRange is equal to 550 m for the line and to 695 m for
the random 2-D topology (this is necessary to make the protocol
collision free). The simulations correspond to approximately 15
min of traffic. To provide accurate results, each simulation is re-
peated 20 times (using different random seeds). The presented
results consist of the values averaged over the 20 experiments
and, of the 95% confidence intervals.
IV. THE SYMMETRIC CASE
A. Specific Assumptions
The exclusion domain around a link is symmetric if the set
of nodes silenced by it is the same as the set silenced by the
reverse link (the link with permuted emitter and receiver). In our
physical layer model, this happens if no node is located outside
the RXRange of the transmitter while being located inside its
CSRange.
Exclusion domains are always symmetric if the CSRange
and the RXRange are equal. However, symmetric exclusion do-
mains often arise when the network topology is regular (see ex-
ample in Fig. 2). For example, indoor environments with their
carefully designed network topologies and strong signal attenu-
ation may lead to such a situation.
The case with symmetric exclusion domain has already been
studied in [2] using a Markov model very similar to the one pre-
sented below, which is a class of loss networks [35]. This section
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Fig. 5. Markov chain for a small line topology of 5 nodes. The RXRange and the CSRange cover exactly one neighbor. There are 13 states,     state with
no active link,      states with 1 active link, and      states with 2 active links.
extends the results of [2] by looking at a specific topology: the
line topology. In particular, we obtain a closed-form formula for
the spatial reuse of the protocol on large line networks (Theorem
1).
B. Markov Modeling
The dynamics of our idealized protocol can be described by a
continuous Markov chain. At any given time, a set of directional
links is active in the network. Such a set is called a transmission
pattern and defines a state of the Markov chain. Clearly, only
patterns that respect the constraints set by the exclusion domains
of active links are possible. Hence the set of all valid patterns
forms the state space of the Markov chain. We say that a state is
at level if the corresponding transmission pattern has exactly
active links, and we denote by the number of such states.
The states at the highest level are called patterns of maximal
spatial reuse: they will be of particular interest for the analysis
of the Markov chain.
Transitions in the Markov chain can only occur between
states that are separated by one level: A transition between
a state at level and a state at level corresponds to the
completion of a transmission, and a transition between a state
at level and a state at level corresponds to the beginning
of a new transmission (which is of course possible only if the
new link does not lie in the exclusion domain of already active
links).
Denote by the average exchange time and by the
average backoff time. The transition rate between a state at level
and a state at level (respectively, at level ) is (resp.
). Fig. 5 gives an example of such a Markov chain. Finally, we
define the access intensity as .
The stationary distribution of this reversible Markov chain
can be computed using the global balance equations and has a
product form. Indeed, the stationary probability of any state at
level is equal to
(2)
where is the stationary probability of the empty transmis-
sion pattern which is equal to
(3)
This form of stationary distributions first appeared in the context
of circuit-switched loss networks [35] and it is known [36] that
(2) and (3) are insensitive to the exchange time distribution. The
average spatial reuse is then
(4)
where is the number of undirected links in the network. To
derive the long-term fairness of the protocol, we also need to
compute the probability that a specific link is active. A link
is active if the chain is in a state whose transmission pattern
contains link . Denote by the number of such patterns
with a total number of active links equal to . The probability
that link is active is
(5)
and the fairness index can be computed using the definition of
Section III-B2.
For increases with the value of , and the trans-
mission patterns with a high number of active links have an in-
creased probability of appearing, compared to those with only
a few active links. In the limit , only the transmis-
sion patterns that maximize the spatial reuse have a nontrivial
stationary probability. Consequently, when the average backoff
time is much lower than the average exchange time, the ideal-
ized protocol achieves the maximal spatial reuse. However, all
links that do not belong to the transmission patterns of maximal
spatial reuse are starved.
The Line Topology: Equations (2) through (5) are valid for
any network topology. Unfortunately, it is in general not pos-
sible to obtain a closed form expression for nor .
However, we can do so for a line topology, where nodes
(numbered from 0 to ) are equally spaced (by 1 space unit)
along a straight line (Fig. 6).
We define the parameter as 1 plus the minimal distance sep-
arating two noncolliding transmissions. This means that there
can be an active link every space units. For example, if the
RXRange and the CSRange cover exactly one neighbor, trans-
missions can take place simultaneously every space units (see
Fig. 6), so that in this case. Therefore, finding possible
transmission patterns boils down to packing segments of length
in a line interval of length (the additional term
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Fig. 6. A transmission pattern of maximal spatial reuse with symmetric exclusion domains (both RXRange and CSRange covering one neighbor).
compensates for the border effects, and is illustrated by
the dashed segments in Fig. 6). If we place such segments,
there remains vacant units in the interval.
The number of ways one can dispose these segments is thus
equal to choose . Finally, as each segment of length cor-
respond to two possible link activations in the network (due to
the symmetry assumption, each link and its reverse link occupy
the same space), each possible arrangement of segments cor-
responds to possible link activation patterns, and we get
Next, we count the number of valid transmission patterns with
active links that include a given link. We denote by the
link between node and node , and by the link between
node and node . To compute , we have to count
the number of ways to place active links around the already
active link . Assume that we place of these active links
on the left of link , and on its right. We obtain
where and
. Clearly, as the exclusion domain of link
and link are identical by assumption, the computation
of yields the same result. By (5), this implies that, in
the symmetric setting, two links in opposite directions have the
same probability to be active.
Plugging the expressions for and
in (2) through (5) we can com-
pute analytically the spatial reuse and the fairness index of the
protocol on a finite line topology. Note that these values depend
on the total length of the network .
Theorem 1: For large line networks, i.e., when , the
average spatial reuse of the protocol under symmetric exclu-
sion domains converges to
where is the positive real root of .
Proof: The result is obtained by applying Lemma 1 (in the
Appendix) with and
. We then divide by to obtain the average
spatial reuse .
Alternatively, this theorem can also be shown by adapting the
approach of [37] which uses multivariate generating functions
combined with the residue method. Although this approach
yields the same result, we believe our approach is simpler.
Moreover, Lemma 1 can also be used to obtain the average
spatial reuse under asymmetric exclusion domains, as we will
see in the next section. As expected, when increases, tends
to , which is the maximal spatial reuse.
C. Simulation Results
The plain curves of Figs. 7 and 8 show the performance of
the idealized protocol on the 50 node line network topology de-
scribed in Section III-C2 with symmetric exclusion domains.
Our analytical predictions and the values obtained by simula-
tion differ by at most 0.2%. Figs. 7 and 8 clearly illustrate the
trade-off between spatial reuse and fairness. As increases (i.e.,
as the average backoff time becomes small compared to the av-
erage exchange time), the spatial reuse of the protocol reaches
the maximal spatial reuse of 0.3469 (the value is slightly above
because of the border effects) but the fairness decreases.
Fig. 9(a) gives the pr bability that a link is active during the sim-
ulation. We see that only the links that belong to the pattern of
maximal spatial reuse have a good access to the channel. In fact,
our analysis tells us that in the limit, when , only these
links have a nontrivial probability of accessing the channel: This
means that, like the spatial reuse, the fairness index converges to
0.3469. To summarize, under symmetric exclusion domains, a
large fraction of the links ( in our case) can be completely
starved3.
V. THE ASYMMETRIC CASE WITH FULL CAPTURE EFFECT
A. Specific Assumptions
The exclusion domain around a link is asymmetric if there
are nodes inside the transmitter’s CSRange that are outside its
RXRange (as Node 1 in Fig. 3). In our model, these nodes are
unable to decode the RTS packets from the transmitter and are
silenced only through the physical carrier sensing. Therefore,
more nodes are silenced on the transmitter’s side, and this is
why we call the exclusion domain asymmetric.
As described in Section III-A4, if the set of nodes covered
by the emitter’s RXRange and CSRange differs, transmissions
may overlap and create a capture effect. In this section, we
assume that capture occurs whenever a node receives concur-
rently a strong signal from an emitter in its RXRange and a
weaker signal from another emitter in its CSRange (but not in
its RXRange). In particular, we do not take the order of arrival
of the signals into account: even if the strongest signal begins
after the weakest one, the receiver is able to synchronize on the
strongest signal (see Fig. 10 for an example). This is a rather
optimistic scenario, although it is supported to some extent by
2The impatient reader will have to wait until Section VI to discover the results
on the 2-D topology as the line topology makes it easier to visualize and explain
the behavior of the protocol.
3More detailed simulation studies under this setting have been performed in
[3]. These studies show in particular that the above observations remain valid
for other backoff and exchange time distributions.
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Fig. 7. Spatial reuse achieved by the idealized protocol on a line topology of
50 nodes, as a function of the access intensity  . The markers correspond to the
results obtained by simulations and the curves to the results obtained analytically
(except for the ‘asymmetric (   m/  m), limited capture’ case
where we do not have the exact analytical curve).
Fig. 8. Fairness index of the idealized protocol on a line topology of 50 nodes.
The format is the same as in Fig. 7.
experimental evidences. [38] reports that capture occurs even if
the strongest packet arrives later, but within the physical pre-
amble of the first packet. In essence, full capture means that the
order of arrival of the transmissions does not matter and it im-
plies that patterns are valid independently of the order of arrival
of the transmissions. Note that this last assumption will be re-
moved in Section VI.
As an example, consider again a line network topology where
nodes are equally spaced and the RXRange covers one neighbor,
but where the CSRange covers two neighbors. A transmission
pattern is valid if two consecutive receivers are separated by at
least 2 space units, and if two consecutive transmitters are sep-
arated by at least 3 space units (see Fig. 11). Under this setting,
the maximal spatial reuse is still 1/3, but it is not possible to
Fig. 9. On the  axis, a line topology of 50 nodes. To each link  (going
from left to right) we associate a vertical bar that corresponds to the prob-
ability 	 
 that the link be active in the simulation for     (the
	 
 can be obtained flipping the graphs). (a) Symmetric exclusion domains
(       m).      . (b) Asymmetric
exclusion domains (    m,    m) with full cap-
ture.      . (c) Asymmetric exclusion domains (   
 m,    m) with limited capture.      .
Fig. 10. Assume there is an ongoing DATA transmission between Node 6 and
Node 7. As Node 4 is in the CSRange of Node 6, it can detect this transmission.
If Node 3 sends a RTS to Node 4 we have two possibilities. Either Node 4 can
resynchronize on this stronger signal, in which case the RTS will be followed
by a complete exchange between Node 3 and Node 4; or it cannot resynchronize
on the strongest signal and the RTS will be lost. In the full capture model, we
always assume the first possibility whereas in the the limited capture model, the
second possibility is assumed. Note that in the full capture model, a node that
is silenced only through its physical carrier sensing (such as Node 4) can play
the role of a receiver but it cannot initiate an exchange.
Fig. 11. Among the four possible configurations of two active links placed as
closely to each other as possible (with   ), only the three first ones maximize
spatial reuse.
have two transmitters back to back in a pattern of maximal spa-
tial reuse.
B. Markov Modeling
Asymmetric exclusion domains and capture effects make the
analytical study of the CSMA/CA protocols more challenging
and no model has been proposed so far. We now show that the
Markovian framework of the previous section can be extended
to include this case. The structure of the Markov chain remains
essentially unchanged but some states (and the corresponding
transitions) disappear. Take for example the Markov chain of
Fig. 5 and assume that the CSRange now covers two neighbors
instead of one. All transmission patterns remain valid except the
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Fig. 12. A transmission pattern of maximal spatial reuse (with     ). Active
links are sorted in two groups, inside which all links point in the same direction.
Fig. 13. A transmission pattern with one vacant space (with     ). There are
three points where links change direction.
pattern 2.3 at the top level of the Markov chain, where two trans-
mitters are back to back. This change in the set of valid trans-
mission patterns does not affect the reversibility of the Markov
chain. Equations (2) through (5) still hold, and the asymptotic
properties of the protocol for are thus unchanged. How-
ever, the number of valid transmission patterns with ac-
tive links and the number of such patterns including link
have to be recomputed. Again, this is only tractable for the
simple topologies. We compute these numbers explicitly for the
line topology in the following paragraph.
The Line Topology: We begin with the observation that two
consecutive active links along the line can be separated by the
least number of space units if and only if their orientation is
such that the two transmitters are not back to back (see Fig. 11).
Again, to each active link we associate an interval of length
on the line. Consider a transmission pattern of maximal spatial
reuse and assume that, once we have placed the intervals corre-
sponding to its active links, there is no vacant space4; because
of the above observation, all active links must point in the same
direction until a certain point, and then point to the other direc-
tion (see Fig. 12). If is the number of active links, there are
clearly possible settings. Now, let us assume that there is
one vacant space. This vacant space will allow for an additional
change of direction, as depicted in Fig. 13. Therefore, in this
case, there is a total of three points where links change direc-
tion and there are
ways to pick these three points5. This reasoning can be extended
to an arbitrary number of vacant spaces , and we find
where .
To obtain an expression for we follow the same pro-
cedure as in Section IV-B. If link from node to node
is active, we enumerate the possible ways to place active links
on its left side and active links on its right side. On
the right side, the problem consists simply in packing
intervals of length in an interval of length . On the left
4Note that this is only possible for certain values of line size .
5Note that these points can be collocated. Two collocated points correspond to
a vacant space without a change of direction. Three collocated points correspond
to a vacant space and two receivers facing each other. The problem is equivalent
to counting the number of -combinations with repetition of an -element
set.
side, the problem is slightly trickier, as node cannot emit,
which means that in our previous reasoning we can do one less
change of direction. We obtain
possible settings only, where . Combining the
left and right parts, we get
where .
The same reasoning allows to compute the value of :
Note that in the asymmetric case with full capture links and
do not necessarily have the same probability to be active.
We can then plug the expressions for and in
(2)(3)(4) through (5) to obtain the exact curve for the spatial
reuse and the fairness index of the protocol.
The asymptotic spatial reuse for large networks is obtained in
a similar way as in the case of symmetric exclusion domains.
Theorem 2: For line networks with , the average spa-
tial reuse of the protocol under asymmetric exclusion domains
and full capture converges to
where is the positive real root of .
Proof: The result is obtained by applying Lemma 1 (in the
Appendix) with and
. We then divide by to obtain the
average spatial reuse .
Again, we verify that tends indeed to when tends to
infinity.
C. Simulation Results
We illustrate by simulation the influence of asymmetric ex-
clusion domains on the performance of the idealized protocol.
Fig. 7 shows that its spatial reuse increases less rapidly than in
the symmetric case. At a given , the protocol with asymmetric
exclusion domains has therefore on average fewer active links
than in the symmetric case. This has a positive effect on the fair-
ness of the protocol, especially at high values of , where op-
erating with a slightly lower number of active links greatly im-
proves the fairness. Fig. 9(b) confirms that the starvation phe-
nomenon is less pronounced than in the symmetric case and
that the links in the middle of the line topology obtain a fairer
access to the channel. Yet, we also see that the distribution of
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the link activity is not symmetric anymore. This is in agreement
with our analysis that tells us that two links in opposite direc-
tions do not necessarily have the same probability of accessing
the channel. This effect has a negative impact on the fairness
index of the protocol. We have therefore two competing effects.
Fig. 8 shows that, at low values of , the two effects compen-
sate each others; the fairness index of the protocol is very similar
under symmetric and asymmetric exclusion domains. However,
at high values of , the positive effect dominates; the fairness
index of the protocol in the asymmetric case with full capture is
above its fairness index in the symmetric case. In the limit, when
, the behavior of the protocol under asymmetric exclu-
sion domains with full capture is essentially the same as under
symmetric exclusion domains. The spatial reuse goes to 0.3469
and approximately of the links get starved. The only dif-
ference is that under asymmetric exclusion domains some links
belong to more patterns of maximal spatial reuse as others, de-
pending on their direction: this reduces the FI from 0.3469 to
0.2676.
VI. THE ASYMMETRIC CASE WITH LIMITED CAPTURE EFFECT
A. Specific Assumptions
In this section, we consider asymmetric exclusion domains
with limited instead of full capture. Limited capture means that
the capture effect occurs only if the strongest signal comes first.
This assumption reflects the fact that in practice, many radio
circuits cannot resynchronize to a stronger signal if they are al-
ready locked on another (weaker) carrier. Consequently, in this
capture model, the order of arrival of the transmissions does
matter.
Consider the example in Fig. 10. The transmission from
Nodes 6 to 7 begins first. Node 4 senses this first transmission
and locks its synchronization circuit on it. When Node 3 sends
a RTS packet to initiate a transmission, Node 4 is unable to
resynchronize and decode it. The RTS packet is lost and no
transmission follows. As a result, in Fig. 11, the first (top) case
is possible only if the left most link becomes active first (the
opposite is true for the third case).
The limited capture effect is implemented in the most well-
known network simulators, including Ns-2 and Qualnet.
B. Simulation Results
These simulation results were at first quite surprising to us.
Figs. 7 and 8 show the performance of the idealized protocol
with asymmetric exclusion domains and limited capture. The
spatial reuse of the protocol increases to a value much below 1/3
but the fairness index of the protocol remains above 0.9, even
for large values of . The access probabilities of the different
links presented in Fig. 9(c) illustrate even better the dramatic
improvement of the protocol fairness at high access intensity.
Except at the borders, the situation is now completely fair. These
results are good news in practice: They show that the starvation
phenomenon is fixed by receivers having a limited capture capa-
bility, without requiring any other modification to the protocol.
To consolidate our findings, we show by simulation that this
observation also holds in a random two-dimensional topology.
Fig. 14. Spatial reuse achieved by the idealized protocol on the 2-D topology
(simulation results). The average spatial reuse is computed using the definition
of Section III-B1 with     . In this particular topology, at most 217 links
can be activated simultaneously, yielding a maximal spacial reuse of 0.089.
Fig. 15. Fairness index of the idealized protocol on the 2-D topology (simula-
tion results).
The spatial reuse and fairness are reported in Fig. 14 and 15 re-
spectively (the details of the simulation settings are described
in Section III-C). Our study of the line topology showed that
in the asymmetric case with limited capture, border effects can
spread 5 hops away from the border; it was thus important to
generate a sufficiently large topology to avoid that the perfor-
mance of the protocol merely reflects the border effects. Now,
a random topology has an inherent source of unfairness that is
absent from regular topologies such as the line and is simply
caused by the varying number of neighbors of each node. It ex-
plains why even at very low values of the access intensity the
fairness index is not close to 1, contrary to the line. Despite this
“topological unfairness” (which would be present not only in
CSMA/CA protocols but also in any access protocol that does
not adapt explicitly to the varying node degree), we see that in
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Fig. 16. The nonreversible Markov chain used to model the idealized protocol under asymmetric exclusion domains and limited capture.
this topology as well, the protocol with asymmetric exclusion
domains and limited capture is the fairest when the value of
becomes large.
C. Markov Modeling
The set of the valid transmission patterns (and thus the state
space) is unchanged from the case with full capture effect. How-
ever, some states can now be reached only from a restricted set of
lower states. Fig. 16 illustrates the Markov chain used to model
the idealized protocol with limited capture effect. We see that,
compared to the original Markov chain, two transition arrows
have been removed: it accounts for the fact that the state at the
top level can only be reached if the links become active in the
right order.
Removing possible transitions between the states of the
Markov chain breaks its regular structure, and the chain looses
its reversibility property. This makes the analytical study of the
chain very difficult as its stationary distribution does not have
a nice product form anymore. However, a careful observation
of the structure of the chain allows for the explanation of the
results observed by simulation.
Let us first look back at the reversible case (corresponding
to the two previous sections). For large values of , the chain
spends most of its time in the states of maximal spatial reuse.
Indeed, when a transition occurs from a state at the top level to
a state at the lower level (i.e., when an active link becomes idle),
as , the next transition is most likely the reactivation of
the same link, bringing the chain back to the same top level state.
This explains why the protocol almost achieves maximal spatial
reuse in the reversible case.
In the nonreversible case, this cannot happen anymore, be-
cause many of the transitions from top level states to lower level
states cannot be reverted (see Fig. 16). Therefore, if the chain
leaves a top level state, it might have to go down two or more
levels before it can climb back to a top level state. The main
consequence of this new dynamic is that the time spent in non-
maximal spatial reuse states (states below the top level) becomes
nonnegligible.
In Proposition 1, we show that some states below the top level
have a nontrivial (i.e., nonzero) stationary probability when
, contrary to the two previous cases. As a consequence, the
average spatial reuse does no longer tend to the optimal value
for increasing .
Proposition 1: There exist transmission patterns of nonmax-
imal spatial reuse with a strictly positive stationary probability
when .
Proof: Consider a transmission pattern of maximal spa-
tial reuse, and another pattern obtained by removing an active
link from and such that there is no possible transition (in the
Markov chain) from to (which is only possible in the lim-
ited capture case). Assume furthermore that has active links.
Now, the balance equation for reads
where denotes the set of the states at level such that
a transition from to is possible. Dividing both sides of this
equation by , we obtain that . Therefore, when
tends to infinity, if has a non trivial asymptotic stationary
probability, then so does .
However, the loss in the spatial reuse is compensated by an
increase in the fairness of the protocol. Indeed, contrary to the
two previous cases, links that do not belong to a pattern of max-
imal spatial reuse do not necessarily get starved.
Proposition 2: There exist links that do not belong to the
patterns of maximal spatial reuse but have a strictly positive
probability of being active when .
Proof: Take a state as above. Remove one additional
active link (next to the one removed to obtain from ) to
obtain state . From state it is now possible to reach a state
that contains a link that does not belong to any patterns of max-
imal spatial reuse. We now show that this state has a nontrivial
probability. Using the balance equations, we have
where is the number of states at level connected to . As
we obtain
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which implies that for
Therefore, if has a nontrivial asymptotic stationary proba-
bility, so does , and hence there are links that do not belong to
the patterns of maximal spatial reuse but have a strictly positive
probability of being active when .
Proposition 2 implies that, on the line topology, the starvation
effect can always be avoided. In addition, we can show that in
the asymmetric case with limited capture links in opposite direc-
tion have the same probability of being active (this was not the
case under full capture). Indeed given any transmission pattern,
a link can become active if and only if there is no transmitting
node in the carrier sensing range of its two end nodes. Thus, if
link can become active so can link .
Note that Propositions 1 and 2 are not restricted to the line
topology and can be applied to any network topology provided
that the corresponding Markov chain includes states of type
, and .
VII. CONCLUSION
In multihop ad hoc networks, CSMA/CA protocols can create
a high level of unfairness among the network links. This unfair-
ness appears even on the simplest regular network topologies
where all nodes, except the ones at the border, have the same
number of neighbors.
In this paper, we introduce a class of continuous Markov
chain models which explains accurately this observation but
also shows that the performance of these protocols vary with
the capture and sensing capabilities of the network nodes.
On the positive side, we find that for a given (finite) access in-
tensity , CSMA/CA protocols are fairer when the receiving and
carrier sensing ranges are significantly different (asymmetric
case) than when they have virtually the same values (symmetric
case). On the negative side, we show that the price to pay for
this higher fairness is a lower spatial reuse.
In addition, we demonstrate that, when , the capture
capabilities of the network nodes play a decisive role on the
performance of the protocol. In the asymmetric case with full
capture (as well as in the commonly adopted symmetric case),
the spatial reuse is maximal but all the links that do not belong
to the patterns of maximal spatial reuse are starved. In contrast,
in the asymmetric case with limited capture, the spatial reuse is
not maximal but starvation can be avoided.
APPENDIX
In this Appendix, we establish the following lemma, which
we use to prove Theorems 1 and 2.
Lemma 1: Let , be an infinite sequence of
discrete random variables defined by their distribution
otherwise
where and are fixed finite integer parameters with
and is a positive real number, and where
is a normalizing constant. Then
(6)
where is the positive real root of .
Theorems 1 and 2 are two particular cases of this lemma,
where the random variables are the levels of the Markov
chain (with ), and whose invariant dis-
tribution coincides with the distribution in the
lemma, for particular values of and that differ for both
theorems. As a result, the asymptotic average spatial reuse for
large (and thus ) is given by (6), for the appropriate values
of and .
A. Outline of the Proof of Lemma 1
The proof can be subdivided in three main steps:
1) we first show that there is an integer such that
is maximal;
2) we then show that
This implies that exists if and only if
exists;
3) the last step of the proof consists in computing this limit,
and showing that it is (6).
B. Computation
1) Step 1: We first show that the function is maximum
for some , by using functions of the ratios of these
quantities. We define the functions for as
(7)
where the notation stands for .
Therefore, the ratio between two consecutive terms is
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which can be rewritten as
A close observation of each fraction allows to see that for
each fraction is strictly smaller than one. Thus, is a strictly
decreasing function that ranges from
to .
This implies that there is a value such that
and . Consequently, is maximal, and
.
2) Step 2: We now move on to the computation of the
expected value of . We will see that the expected
value is close to for large ; hence, we directly compute
instead of . We also introduce the
values and , where
is an integer function such that but
, to decompose the summation in
in three terms
(8)
We show that each of these three terms is of order . For the
first one, using the definition of and the fact that it is a striclty
decreasing function, we find that
where that last line follows from . As
, this expression tends to 0 when tends to infinity, which
shows that the first term in (8) is . The third term can be
bounded in a similar manner, whereas the computation for the
middle term reads
Combining the three terms, we conclude that (8) is of order
, and thus that
which implies in turn that exists if and
only if exists.
3) Step 3: The last step of the proof thus consists in com-
puting the latter limit. We first extend the support of the func-
tion from to , by observing in (7) that is well
defined for noninteger values of . The function over
, is a continuous, strictly decreasing function, and we
can therefore find the value such that .
Clearly, , so that .
We need therefore to compute the root of the equation
, which can be expanded from (7) as
Dividing the numerator and denominator by , we obtain
Taking the limit of both sides for we get
and solving for , we obtain
(9)
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Let
or equivalently
(10)
Using this change of variables in (9), we get
which we can recast as
(11)
By Descartes’ rule of signs, the difference between the number
of positive real roots of a real polynomial and the number of
changes of signs of the sequence of its coefficients is always an
even, non positive number. The polynomial has one
change of sign, and therefore only one positive real root (as we
could expect since is continuous and strictly decreasing
for ), which we denote by .
Because of (10), we have therefore proven that
where is the real solution of (11).
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