The telecom arena has become very competitive in dense urban areas where the number of potential customers as well as the requirement of high bandwidth are very important. Sparse areas, on the contrary, are left outside the broadband roll out due to the scarce expected revenues and high predicted investments. This work aims at comparing different architectures combining different technologies from different aspects such as investments, power consumption and delivered bandwidth. A particular case study of a sparse area in Iceland is analyzed in detail.
INTRODUCTION
Several national and international communication plans target a significant increase of bandwidth connectivity. One example is the European Commission's strategy plan to achieve 30Mbps or more for all users in 2020 [1] . The goal is to increase the availability and take-up of high capacity networks to achieve the so-called Digital Single Market. For that, three objectives have been defined for 2025: Gigabit connectivity, 5G coverage for all urban areas and offering at least 100 Mbps to all European households. This last objective seems realistic to be implemented in dense urban areas where optical distribution networks (ODNs) are available and hence operators expect low required investments and high revenues. Different alternatives have been proposed in literature to upgrade and migrate existing access networks to offer at least 100 Mbps per user: for both passive [2] and active [3, 4] access solutions. However, the problem is to find the best access technology able to offer 100 Mbps per household in rural areas: the sparser the area, the higher the cost per user and hence, the lower (if not negative) expected benefits for the operator.
In this paper we study and compare different alternatives that can be used in sparse areas. The comparison is performed in terms of delivered bandwidth, connection availability, cost per household and energy consumption. A very sparse area in Iceland has been used as case study.
The paper is organized as follows: Section 2 presents different architectures that can be used in sparse areas. Section 3 presents the comparison for a particular case study and concludes the paper.
BROADBAND ACCESS ARCHITECTURES
This section gives an overview of the different architectures that can deliver at least 100Mbps to end users. For each architecture, a description of the equipment and infrastructure required is provided. Furthermore, a brownfield scenario based on existing copper network is considered as realistic case for Europe.
Fiber To The Home/Building (FTTH/FTTB)
FTTH is interconnecting every Home or Building to the central office (CO) with optical fiber. Different technologies have been proposed based on Time Division Multiplexing (TDM) (e.g., APON/BPON [5] , EPON [6] , GPON [7] and XG-PON [8] ), Wavelength Division Multiplexing (WDM) (e.g., WR-WDM PON and WS-WDM PON [9, 10] ), or Hybrid WDM/TDM solutions [10, 11] . All these solutions consider a passive ODN, that is, no active component is installed between CO and the Optical Network Unit (ONU) at the user. However, in order to increase the reach, other solutions consider active ODN, e.g., a cabinet with an Ethernet Switch. The socalled Active Optical Networks (AONs) have been also considered as broadband access solutions [3, 4] .
The planning of FTTH/B networks is very dependent on the equipment at the remote node and the number of splitting points. For example, the 10Gbps per wavelength transmitted in a XG-PON is shared by up to N users when a 1:N power splitter is used. Hence, each user gets up to 10/N Gbps. Since our target is to deliver at least 100Mbps, the splitting ratio should be 1:64 at most. Operators may not have just one 1:64 splitter as shown in Fig. 1(a) , but may place splitters with lower ratio at different cascading nodes: e.g., use 1:8 at one first node and 1:8 at a second a closer to the user node as shown in Fig. 1(b) . The placement of these nodes impacts significantly the required fiber layout, especially in rural/sparse areas. 
Fiber To The Cabinet (FTTC)
FTTC offers a compromise of required investments and delivered bandwidth. Since the targeted delivered bandwidth (100Mbps) can be lower than the delivered by FTTH solutions (up to 500 Mbps), it can be shared by several households using other technologies.
1. Copper: copper can transmit 100 Mbps up to 100 meters for CAT5e and 200 m for CAT6 cables as declared by CustomCable.ca. Using XG-PON allows connecting up to 100 households to the same cabinet, subject to be within 200 m from the cabinet (it has been shown that using the 17a vectoring profile, 100 Mbps can be offered, and the distance is kept as for ADSL [14] ). 2. Radio: wireless communication point to point is possible by using radio equipment, which does not require any additional infrastructure other than the base stations and user equipment. Nowadays, several products allow up to 2 Gbps connections operating at several bands (e.g., E-band [12]). The maximum distance is hence, limited by the band, the area and the meteorological and atmospheric conditions. In this work a maximum distance between building and cabinet of 5 km as presented in [13] is considered.
Satellite
Satellite networks are suitable for offering connection to large areas since one satellite can around 600 beams, each beam covering an area of 14000 km 2 (approx. a circle of 130 km diameter). In order to calculate the sustainable bandwidth to each user, the capacity from gateway to satellite (equivalent to the Feeder Fiber in FTTH/Cab networks) should be divided among all the beams and all users covered by each beam. So for example, a 1 Tbps from gateway to a satellite of 500 beams, each beam covering 14000 users (assuming very sparse areas with 1 household/km 2 ), each household would get 0.14 Mbps, significantly lower than the required bandwidth. In order to increase the delivered bit rate to 100 Mbps, one option could be to cover a smaller area and use less beams per satellite. If we reduce the covered users from 14000 to 200 and the number of beams from 500 to 50, 100 Mbps can be delivered. However, this solution will require more complex antennas at the satellite. Although the delivered bandwidth in satellite systems seems limited, they are very important for resilient purposes in case of disaster or major failure scenario.
LTE (Long Term Evolution)
The LTE roll out considers the placement of the required cells in the area to guarantee coverage and the interconnection either to the central office or aggregation node via µwave links or with optical fiber. The number of base station eNodeBs can be calculated from the cell area, which depends on whether the site is omnidirectional, bi-sectoral or tri-sectoral. Let us consider 4G LTE eNodeB from YateBTS which offers 100 Mbps downlink capacity sectoral-antenna 50 m high for less than 10 k€. This solution has a coverage from 13.9 to 20.2 km 2 (for 3600 to 700 of operating band respectively). This requires a high number of eNodeBs to cover all the rural area. 
CASE STUDY
We have considered a very sparsed area in Iceland of 1260 km 2 with just 117 buildings (i.e., less than a building per km 2 ). The goal is to deliver at least 100 Mbps to each building with the different solutions presented in the previous section:
• "FTTB-P2P": This solution interconnect the Central Office (CO) with each building with dedicated fiber and 100 Mbps transceivers.
• FTTB-XGPON: This solution uses 10 Gbps transceivers to connect up to 64 buildings. Two planning alternatives have been compared: "FTTB-64" considers one single remote node hosting a 1:64 power splitter; and "FTTB-8-8" considers two cascading remote nodes hosting each a 1:8 power spliter. This second alternative promises more flexibility to cluster buildings and less required fiber.
• FTTCx: These set of solutions consider fiber to the cabinet, which is placed x meters from the building. Three alternatives have been compared "FTTCx-P2P", "FTTCx-64" and "FTTCx-8-8" following the same nomenclature as for FTTB. Existing copper infrastructure can be re-used and the transmitted bandwidth can be increased when using vectoring. It has been shown that up to 200 m, the capacity is not significantly reduced due to copper transmission [14] . With wireless communication, 500 m can be considered.
• "FTTMBS": Offering LTE access with the LTE eNodeB mentioned in the previous section, we place the required stations to cover all the buildings within the coverage area. The MBS are then connected point to point to the CO. It has to be mentioned that the delivered bandwidth will be less since the air is a shared.
• "Satellite": As alternative to avoid optical fiber installation, we consider the case of satellite. It has been shown that existing solutions offer significantly less bandwidth than the 100 Mbps considered in this study. The comparison of cost and power consumption have been depicted in Fig. 2 . Although this is just a particular study, some conclusions can be drawn:
• The cost per user are significantly lower for solutions with more remote nodes, which adds the required flexibility in sparse areas.
• Solutions with wirless and satellite soltuions have a high penalty in power consumption.
• The savings expected by using FTTC with copper are very low due to the long distances between CO to the cabinets. The savings become even losses when new system such vectoring and copper line has to be installed (considered in this study as last mile).
• Satellite can offer low cost when considering the utitlization of all the beams. However, the delivered bandwidth is low and hence, the cost and power consumption per Mbps is higher than with the other solutions.
• Since the distances are large and the number of intersection points in rural areas are significantly less than in urban and dense urban areas, the savings of FTTC solutions become important when the second technology offers high bit rate with long distances (at least 500 m).
• The topology of the area is important in order to gurantee the required Light of Sight need by most of the wireless technolgoies.
