ABSTRACT
INTRODUCTION
he major concern for investors, policy makers as well as researchers, mainly in the case of emerging economies, is grasping foreign investments. Recently, the world witnessed considerable changes at the level of economics, geopolitics, and production organization and distribution (Vijayakumar et al., 2010) . Thanks to their developed consumer market, the emerging economies vastly lure capital; yet the research on FDI determinants in those markets is really scarce. This scarcity may be accounted for by the shortage of data and by some macroeconomic variables.
The literature has widely dealt with potential FDI determinants. Such determinants comprise the availability of an educated workforce (Noorbakhsh et al. 2001) , infrastructure (Wheeler and Mody 1992), a stable climate for international investors such as political security (Schneider and Frey 1985) , trade openness (Albuquerque et al. 2005) , comparative costs like labor cost (Lucas 1993) , tariffs and taxes (Gastanaga et al. 1998) , and eventually access to natural resources (Agosin and Machado 2007) . Onyeiwu (2008) has recently stipulated that the key determinants of FDI flows are the openness of economy, the GDP per capita and the political risk, relying on a sample of 61 countries belonging or not to the MENA region. Contrary to a number of prior studies on the FDI determinants in the emerging countries, (Jiménez, 2011 ; Agosin and Machado 2007) , the empirical findings of Eltayeb and Sidiropoulos (2010) focus on a spatial error model of panel data to account for the economic and institutional variables' impact in 12 MENA countries between the subperiod of . Their major contribution is that structural breaks during such long period can lead to biased results. Wei (1997 Wei ( , 2000 believes that the risk of corruption negatively affects the FDIs and the multinationals' location choice. Also, good governance positively and significantly influences FDI inflows and outflows (Globerman and Shapiro, 2003) . The institutional theory is of great importance for the emerging economies. Onyeiwu (2003) relies on a fixed effects regressions panel to study the impact of institutional and economic fundamentals on FDI in the MENA region from 1975 to 1999 in 61 countries. However, the author has recently stipulated that show that the key determinants of FDI flows are the openness of economy, the GDP per capita and the political risk, relying on a sample of 61 countries belonging or not to the MENA region.
The contribution of the present paper to the existing literature on FDI determinants in emerging economies is twofold. Firstly, it concentrates in particular on 68 emerging countries over a period going from 1984 to 2011. Secondly, the developed panel cointegration techniques of Westerlund and Edgerton (2008) is used to provide reliable results that consider both structural breaks and cross-sectional dependence. This paper's results show that a positive long term relationship exists between economic growth, openness and FDI, while a negative long term relationship exists between inflation, real effective exchange rate and FDI. Section 2 is devoted to the empirical approach used to measure and account for FDIs. Section 3 deals with presenting and discussing the results while section 4 is the conclusion.
EMPIRICAL ANALYSIS
Our dataset of annual time series related to Foreign Direct Investment (FDI), Growth rate (Growart), Inflation (Inflrat), Trade Openness (Open) and Real Effective Exchange Rate (Reer). FDI is Net inflows of foreign direct Investment over GDP. Data is sourced from the World Bank (World Development Indicators). We consider a panel of 68 1 emerging countries over the period 1984-2011. The macroeconomic variables, fully reviewed and analyzed in the literature, set the background of this paper's FDI model.
Following Kamaly (2007) , FDI is written as a function of GDP growth (Growart), inflation (Inflrat), trade openness (Open) and real effective exchange rate (Reer).The model to estimate is as follow:
The FDI inflows, which are determined in terms of GDP percentage in order to account for the disparities in size amidst countries, do not bear an explosive endogenous variable in the regression (Kamaly, 2003) .
• Growart is Real growth of Gross National Income per capita in percent as an expression the wealth of the host market. It is expected that this variable positively affects the FDI inflows growth.
• Open accounts for the country's economic openness, is measured in terms of imports and exports in GDP and has a positive impact on the FDI inflows. This variable affects positively the FDI inflows.
• Inflrat is the change in consumer price index and has been referred to in prior studies as the economic instability surrogate. It bears a negative expected sign.
• Reer is called the real effective exchange rate. This variable measures the development of the real value of a country's currency against the basket of the trading partners of the country.
RESULTS

Pre-Testing Results of Stationary: Panel Unit Root Tests
The panel-based methods proposed by Levin et al. (2002) , Im et al. (2003) , Fisher-ADF and Fisher-PP tests of Maddala and Wu (1999) , Breitung (2000) and Carrion-i-Selevestre and al. (2005) Notes: Probabilities for the Fisher-type tests are computed using an asymptotic Chi-square distribution. All other tests assume asymptotic normality. The choice of lag levels for the Breitung, IPS and Fisher-ADF test are determined by empirical realisations of the Schwarz Information Criterion.The LLC and Fisher PPtests were computed using the Bartlett kernel with automatic bandwidth. Automatic lag length selection based on Schwarz Information Criteria (SIC):5. Δ denotes the first difference.
Test of Carrion et al. (2005):
The number of break points has been estimated using the LWZ information criteria allowing for a maximum of m max = 5 structural breaks. The long-run variance is estimated using both the Bartlett spectral kernel with automatic spectral window bandwidth selection as in Andrews (1991) , Andrews and Monahan (1992) and Sul et al. (2003) . The bootstrap distribution is based on 2,000 replications. The p-values are respectively in parentheses. The bootstrapped critical values are respectively in the brackets.
Thus, the null unit root hypothesis is worth considering for the first five tests with no dependencies and structural breaks for all variables. Yet, when considering the first difference, the null hypothesis is discarded; which entails that the first difference reinforces the panel unit root results. Therefore, all the variables dealt with in this paper are order one-integrated. In the two tests of Carrion-i- Selevestre et al. (2005) , the null hypothesis of panel stationarity cannot be rejected at the 5% level of significance when computing the long-run variance assuming homogeneity. The critical value of the bootstrap distribution leads to the same conclusion, i.e. we cannot reject the null hypothesis of stationarity.
We assume that the tests are running with individual intercept and deterministic trend. The results of Pedroni are reported inTable2. According to the Pedroni test (1999 the Pedroni test ( , 2004 , the cross-sectional units have to be independent, otherwise their size properties would be misleading. Yet, when dealing with long time spans, such tests become inadequate as they fail to account for the structural change during those periods. Therefore, both the economic dependencies and the structural breaks in panel context are worth pondering in case of studying any cointegration with the macroeconomic and financial data according to Westerlund and Edgerton (2008) . Since their test is general, it generates serially correlated and heteroskedastic errors, time trends that are unit-specific and unknown structural breaks at the level of the intercept and slope of the cointegrated regression, with dates varying from one unit to another. The findings of Westrlund and Edgerton (2008) are shown in table 3. The null hypothesis is that the variables are not cointegrated Note: The test is implemented using the Campbell and Perron (1991) automatic procedure to select the lag length. We use three breaks, which are determined by grid search at the minimum of the sum of squared residuals. The P-values are for a one-sided test based on the normal distribution. Table 2 indicates that the four panel statistics among the four statistics used of the within-dimension, discard the no cointegration null hypothesis and approve the variables cointegration. The null hypothesis is further discarded by two out of the three between-dimension staistics, namely the PP-statistic and the ADF-staistic, which further confirms the existence of cointegration among variables. To conclude, six out of seven tests confirm the long-term variables cointegration. For panel OLS, DOLS and FMOLS long-run estimates, we find that economic growth and openness appear to play a positive and significant effect on the entry of FDI in emerging countries while inflation, as a proxy for economic instability and real effective exchange rate have a negative and significant role.
CONCLUSION
In this paper, we have reported on a study of cointegration analysis between FDI and GDP growth, inflation, trade openness, real effective exchange rate based on a cross-country panel data set covering 68 countries and the time period between 1984 and 2011. The results indicate presence of cointegrating relationship between the variables concerned for all the country-groups considered. Economic growth and openness have a positive effect while inflation and real effective exchange rate have a negative and role on the entry of FDI in emerging countries.
