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Abstract
We consider the image classification problem via kernel collaborative representation classification with locality constrained dictio-
nary (KCRC-LCD). Specifically, we propose a kernel collaborative representation classification (KCRC) approach in which kernel
method is used to improve the discrimination ability of collaborative representation classification (CRC). We then measure the
similarities between the query and atoms in the global dictionary in order to construct a locality constrained dictionary (LCD) for
KCRC. In addition, we discuss several similarity measure approaches in LCD and further present a simple yet effective unified
similarity measure whose superiority is validated in experiments. There are several appealing aspects associated with LCD. First,
LCD can be nicely incorporated under the framework of KCRC. The LCD similarity measure can be kernelized under KCRC,
which theoretically links CRC and LCD under the kernel method. Second, KCRC-LCD becomes more scalable to both the training
set size and the feature dimension. Example shows that KCRC is able to perfectly classify data with certain distribution, while
conventional CRC fails completely. Comprehensive experiments on many public datasets also show that KCRC-LCD is a robust
discriminative classifier with both excellent performance and good scalability, being comparable or outperforming many other
state-of-the-art approaches.
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1. Introduction
Recent years have witnessed the great success of the sparse
representation techniques in a variety of problems in computer
vision, including image restoration [1], image denoising [2] as
well as image classification [3, 4, 5]. Sparse representation is
widely believed to bring many benefits to classification prob-
lems in terms of robustness and discriminativeness. Specifi-
cally, sparsity is a regularizer that can reduce the solution space
under ill-conditioned problems, by seeking to represent a sig-
nal as a linear combination of only a few bases. These bases
are called the “atoms” and the whole overcomplete collection
of atoms together form what one call a “dictionary”. Many nat-
ural signals such as image and audio indeed have sparse priors.
Imposing sparsity not only returns a unique solution, but also
helps to recover the true signal structure, giving more robust
estimation against noise. In addition, the sparse representation
of a signal often leads to better separation and decorrelation
which benefits subsequent classification problems. Despite the
fact that sparse optimization is a nonconvex problem, the l1-
norm convex relaxation and its optimization techniques have
been thoroughly studied.
Wright et al. [3] employed the entire set of the training
samples as the dictionary and reported a discriminative sparse
∗Corresponding author
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representation-based classification (SRC) with promising per-
formance on face recognition. SRC approximates an input sig-
nal y with a linear combination of the atoms from an overcom-
plete dictionary D under the sparsity constraint and gives the
predicted label by selecting the minimum reconstruction resid-
uals. Despite the fact that SRC was widely used in various
applications [6, 7, 8], [9, 10, 11] still questioned the role that
sparse representation plays in the image classification tasks.
Zhang et al. [11] further commented that it is unnecessary
to enforce the sparse constraint with computationally expen-
sive l1-norm if the feature dimension is high enough. Their
work emphasized the importance of collaborative representa-
tion (CR) rather than the sparse representation, arguing that
CR is the key to the improvement of classification accuracy,
which was validated by their comparison experiments. They
used the l2-norm regularization instead of l1-norm, further im-
proving the classification accuracy while significantly reducing
much computational cost. The corresponding proposed method
is called collaborative representation classification (CRC).
Despite their robust performance, the linear nature of both
SRC and CRC makes them perform poorly when the train-
ing data are distributed vector-like in one direction. Kernel
function, proven useful in kernel principle component analy-
sis (KPCA) [12] and support vector machine (SVM) [13], was
introduced to overcome such shortcoming for both SRC and
CRC, leading to the kernel sparse representation-based classifi-
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cation (KSRC) [14] and the kernel collaborative representation
classification (KCRC) [15]. In particular, a Mercer kernel im-
plicitly defines a nonlinear mapping to map the data from the
input space into a high or even infinite dimensional kernel space
where features of the same class can be grouped together more
easily and different classes become linear separable.
Besides summarizing the KCRC [15], our major contribu-
tion in this paper lies in proposing a generalized framework for
KCRC with locality constrained dictionary and unified similar-
ity measure, giving both performance gain and significant re-
duction of computational cost. Due to the poor scalability of
the global dictionary (GD) used in CR-based methods, classifi-
cation becomes intractable in large database for KCRC with GD
(KCRC-GD). To enable the scalability to large databases, we
prune the dictionary via k-nearest neighbor (K-NN) classifier to
enforce locality. Specifically, the nearest neighbors of a query
serve to construct a locality constrained dictionary (LCD) for
KCRC. Such strategy is both intuitively reasonable and mathe-
matically appealing. Intuitively, LCD is well motivated by the
psychological findings about human perception that visual cat-
egories are not defined by lists of features, but rather by simi-
larity to prototypes [16]. In other word, coarse level matching,
for which K-NN is used, plays an important role in human per-
ception. Mathematically, LCD can be nicely incorporated un-
der the framework of KCRC. First, the LCD similarity measure
can also be kernelized under KCRC, which theoretically links
CRC and LCD under the kernel method. Second, KCRC-LCD
becomes more scalable to both the training set size and the fea-
ture dimension. The kernel gram matrix is now obtained from
a subset of the global dictionary, while KCRC operates on the
reduced kernel matrix without referring to original features.
The high level intuition of LCD is that local dictionary atoms
are typically the most important and informative samples. Look-
ing into these representative exemplars often brings even more
gains than globally considering all samples together. It is not
hard to see similar concepts and link the connections. For ex-
ample, if the query is located near decision boundary, then these
local atoms play the role similar to support vectors in an SVM,
or in an extreme case, exemplars in an exemplar SVM [17]. In
a model recommendation system, selecting the most responsive
models instead of all models has been reported to give gains
[15]. In fact, SRC also seeks to use only few exemplar atoms
in the dictionary. Yet the proposed method is able to run much
faster with even better performance. In the extreme scenario,
if K equals the number of atoms, then the proposed KCRC-
LCD degenerates to regular KCRC with global dictionary. If
K equals 1, KCRC-LCD degenerates to the simplest nearest
neighbor classifier.
In this paper, we specifically focus on the application of
our proposed framework to the image classification/visual cate-
gorization problem, demonstrating its robust performance with
a comprehensive series of image classification tasks. Image
classification is among the most fundamental computer vision
problems where each image is labeled with a certain or multi-
ple categories/tags. Though great advance has been achieved,
much is pending to be done since the current state-of-the-art
approaches are far from being able to achieve human-level per-
formance, particularly in handling cluttered, complicated sce-
narios and inferring abstract concepts. Such gap between the
machine and human remains an open challenge, motivating us
to exploit more discriminative and efficient image classifiers.
The outline of the paper is as follows. Section II discusses
related work of KCRC-LCD and presents our main contribu-
tions. In Section III, necessary preliminaries are briefly intro-
duced. Section IV elaborates the formulation of KCRC-LCD
and discusses some important details. The locality constrained
dictionary is proposed and discussed in Section V. Experimen-
tal results are provided and discussed in Section VI, followed
by concluding remarks in Section VII.
2. Related Work
Pioneering work for combining kernel technique to SRC is
proposed in [18, 14, 19]. Gao et al. first proposed the idea
of kernel-based SRC with a promising experimental results.
Zhang et al. [14] further unified the mathematical model [18]
to a generic kernel framework and conducted more comprehen-
sive experiments to evaluate the performance. To overcome the
shortcoming of handling data with the same direction distribu-
tion, Liu et al. [15] addressed the problem of kernel collabo-
rative representation. The authors presented a smooth formu-
lation to incorporate kernel function into the CRC model. A
practical application of kernel CRC in vehicle logo recognition
was further discussed in [20]. We happened to notice that a
very recent work [21] proposed a similar idea by combining
the column-generation kernel to CRC for hyperspectral image
classification. It should be pointed out, however, that both the
formulations as well as the applications are significantly dif-
ferent when dealing with the high dimension in kernel space.
In terms of application, [21] formulated the kernel collabora-
tive representation on pixel-level tasks for hyperspectral images
while our method focus on image-level classification. Signifi-
cant differences also exist in the formulation: [21] incorporated
the kernel function with column generation without consider-
ing dimensionality reduction in kernel space (possibly due to
the characteristics of the hyperspectral classification task). On
the contrary, our method combines the CRC with kernel func-
tion in a strategy similar to KPCA and kernel Fisher discrim-
inant analysis (KFDA). Moreover, a series of dimensionality
reduction approaches have been taken into account in our gen-
eralized formulation. In general, we aim at extending the idea
of KCRC by further improving formulation details of KCRC
and presenting specific methods to perform dimensionality re-
duction in kernel space.
We also noticed that [22] presented a similar idea of con-
structing locally adaptive dictionary, but such dictionary prun-
ing strategy was only applied in the standard CRC framework
instead of the kernel CRC framework. As one shall see, the
proposed KCRC-LCD is not a trivial extension of CRC-LCD
by combining KCRC with locality constrained dictionary, but
a well-motivated and appealing framework in which LCD and
KCRC are theoretically linked by kernelizing the distance used
in LCD. In addition, the kernelization in conjunction with LCD
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not only brings scalability in terms of data set size, but also fur-
ther extends its scalability to feature dimensionality. We will
show that the locally adaptive dictionary in [22] is a special
case of our proposed LCD.
3. Preliminaries
3.1. Collaborative Representation Classification
The principle of CRC [11] is briefly presented in this sec-
tion. In CRC, the dictionary D is constructed by all training
samples and a test sample y is coded collaboratively over the
whole dictionary, which is the essence of CRC.
LetD be the dictionary that is a set of k-class training sam-
ples (the ith class with ni samples), i.e.,D={D1,D2, · · · ,Dk}∈
Rm×n where n=
∑k
j=1 nj andm is the feature dimension. Here,
the dictionary associated with the ith class is denoted by Di=
{d[i]1 ,d[i]2 , · · · ,d[i]ni}∈Rm×ni in which d[i]j - also called atom -
stands for the jth training image in the ith class. Representing
the query sample y can be accomplished by solving x in the
following optimization model:
xˆ = argmin
x
‖x‖lp
subj. to ‖y −Dx‖lq ≤ ε
(1)
where ε is a small error constant. After Lagrangian formulation,
the model of CRC can be formulated as
xˆ = argmin
x
(‖y −Dx‖lq + µ‖x‖lp) (2)
where µ is the regularization parameter and p, q ∈ {1, 2}. The
combinations of p, q lead to different instantiations of CRC model.
For instance, SRC method is under the condition of p=1, q∈
{1, 2} and different settings of q are used to handle classifica-
tion with or without occlusion. Similar to SRC, CRC deter-
mines the class label via reconstruction residuals:
identity(y) = argmin
i
(‖y −Dixˆi‖2/‖xˆi‖2). (3)
In fact, the key to reduce the computational complexity is
to reasonably set the value of p, q. Based on different combi-
nations of p, q, two CRC algorithms were proposed in [11, 23].
One is the CRC regularized least square (CRC-RLS) algorithm
with p=2, q=2. The other is the robust CRC (RCRC) algorithm
with p=2, q=1. [11] concluded that sparsity of signals is useful
but not crucial for face recognition and proved that the collabo-
rative representation mechanism does play an important role.
3.2. Kernel Technique
In machine learning, kernel methods refer to a class of al-
gorithms for pattern analysis, whose best known members are
the SVM [24, 13], KPCA [12] and KFDA [25]. The general
task of pattern analysis is to find and study general types of re-
lations (for example clusters, rankings, principal components,
correlations, classifications) in datasets. For many algorithms
that solve these tasks, the data in raw representation have to be
explicitly transformed into feature vector representations via a
user-specified feature map: in contrast, kernel methods require
only a user-specified kernel, i.e., a similarity function over pairs
of data points in raw representation. Via kernels, we can eas-
ily generalize a linear classifier to a nonlinear one, generating a
reasonable decision boundary and consequently enhancing the
discrimination power.
Kernel methods owe their name to the use of kernel func-
tions, which enable them to operate in a high-dimensional, im-
plicit feature space without computing the coordinates of the
data in that space, but rather by simply computing the inner
products between the images of all pairs of data in the feature
space. This operation is often computationally cheaper than
the explicit computation of the coordinates. Kernel functions
have been introduced for sequence data, graphs, text, images,
as well as vectors. The amazing part of kernel function is that
it surpasses the direct calculation in the feature space and per-
forms the classification in the reproducing kernel Hilbert space
(RKHS), boosting the classification performance.
Algorithms that are capable of operating with kernels in-
clude the kernel perceptron [26, 27, 28], SVM [24, 13], Gaus-
sian processes [29], principal components analysis (PCA) [12],
canonical correlation analysis [30], spectral clustering [31] and
many others. In general, any linear model can be transformed
into a non-linear model by applying the kernel trick: replacing
its features by a kernel function.
4. Proposed KCRC Approach
4.1. Formulation of KCRC
To overcome the shortcoming of CRC in handling data with
the same direction distribution, kernel technique is smoothly
combined with CRC. Kernel function is used to create a non-
linear mapping mechanism v∈R 7→φ(v)∈H in which H is a
unique associated RKHS. If every sample is mapped into higher
dimensional space via transformation φ, the kernel function is
written as
K(v′,v′′) = 〈φ(v′),φ(v′′)〉 = φ(v′)Tφ(v′′) (4)
where v′,v′′ are different samples and φ denotes the implicit
nonlinear mapping associated with the kernel functionK(v′,v′′).
There are some empirical kernel functions satisfying the Mercer
condition such as the linear kernelK(v′,v′′)=v′Tv′′ and radial
basis function (RBF) kernel K(v′,v′′)=exp(−β‖v′ − v′′‖22).
According to [32], the distance function for similarity measure-
ment, designed to construct the LCD, can be transformed in a
straightforward way to the kernel for KCRC, via the linear ker-
nel function:
K(v′,v′′) = 〈φ(v),φ(v′)〉 = 〈v,v′〉
=
1
2
(〈v′,v′〉+ 〈v′′,v′′〉 − 〈v′ − v′′,v′ − v′′〉)
=
1
2
(
Dist(v′, 0) +Dist(v′′, 0)−Dist(v′,v′′))
(5)
where Dist is the carefully designed distance function, and the
location of the origin(0) does not affect the result [32]. Vari-
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ous ways of transforming a distance function into a kernel are
possible [33], i.e., K(v′,v′′) can be exp(−Dist(v′,v′′)/β2).
It is learned in [13] that the sample feature nonlinearly trans-
formed to high dimensional space becomes more separable.
Most importantly, the same direction distribution of data can
be avoided in kernel space. However, mapping to high dimen-
sional space makes CRC model harder to solve, so we need to
perform dimensionality reduction in the kernel feature space.
The nonlinear mapping mechanism is
y ∈ Rm 7→ φ(y) = [φ1(y), φ2(y), · · · , φs(y)] ∈ Rs (6)
where φ(y) is the high dimensional feature corresponding to
the sample y and sm. Then we define a universal label [k]
for d[i]j that denotes its position in the global dictionary, satis-
fying k=j+
∑i−1
l=1 nl. For conciseness, we only preserve the
universal label, representing atom as d[k]. According to the
nonlinear mapping mechanism, the original dictionaryD has a
much higher dimension: Φ={φ(d[1]),φ(d[2]), · · · ,φ(d[n])}∈
Rs×n, and the test sample becomes φ(y)=Φx. The KCRC
model is formulated as
xˆ = argmin
x
‖x‖lp
subj. to ‖φ(y)−Φx‖lq ≤ ε.
(7)
However, Eq. (7) is harder to solve than Eq. (1) because the
high dimensionality results in high complexity. A dimensional-
ity reduction matrixR, namely a projection matrix, can be con-
structed by utilizing the methodology in KPCA [12] and KFDA
[25]. With the matrixR ∈ Rs×c, we derive
RTφ(y) = RTΦx (8)
where R is related to kernelized samples. In both KPCA and
KFDA, each column vector inR is a linear combination of ker-
nelized samples, which is also adopted in KCRC. Namely
R = ΦΨ = {φ(d[1]), · · · ,φ(d[n])} · {ψ1, · · · ,ψc} (9)
where R={R1, · · · ,Rs} and ψi is the n-dimensional linear
projection coefficients vector: Ri=
∑n
j=1 ψi,jφ(d[j])=Φψi.
Moreover, Ψ∈Rn×c is also called pseudo-transformation ma-
trix [14]. Then we put Eq. (9) into Eq. (8) and obtain
(ΦΨ)Tφ(y) = (ΦΨ)TΦx (10)
from which we get ΨTK(D,y)=ΨTGx, where K(D,y)=
[K(d[1],y), · · · ,K(d[n],y)]T . G (Gij=K(d[i],d[j])), also equal
to ΦTΦ, is defined as the kernel Gram matrix that is symmet-
ric and positive semi-definite according to Mercer’s theorem.
Since G and K(D,y) are given a prior, dimensionality reduc-
tion requires to find Ψ instead of R. Several methods were
introduced in [14, 25, 12] to determine the pseudo transforma-
tion matrix Ψ. We will also further introduce the selection of
matrix Ψ in the next subsection. Note that, if Ψ is an identity
matrix, no dimensionality reduction is applied. Particularly, Ψ
can also be a random projection matrix to achieve dimensional-
ity reduction. After substituting the equivalent kernel function
constraint, we can derive
xˆ = argmin
x
‖x‖lp
subj. to ‖ΨTK(D,y)−ΨTGx‖lq < ε
(11)
which is the model of KCRC approach. Additionally, a small
perturbation would be added to ΨTG if the norm of a column
is close to 0. Another form of KCRC model is expressed as
xˆ = argmin
x
(‖ΨTK(D,y)−ΨTGx‖lq + µ‖x‖lp) (12)
from which we could derive two specific algorithms. With
p=2, q=2, x can be solved at the cost of low computational
complexity. The regularized least square algorithm is used to
solve the optimization problem (Algorithm 1). Handling im-
ages with occlusion and corruption, we can set p=2, q=1 for
robustness, making the first term a l1 regularized one. Let
e=ΨTK(D,y)−ΨTGx and p=2, q=1. Eq. (11) is rewritten
as
xˆ = argmin
x
(‖e‖1 + µ‖x‖2)
subj. to ΨTK(D,y) = ΨTGx+ e
(13)
which is a constrained convex optimization problem that can be
solved by the augmented Lagrange multiplier (ALM) method
[34, 35] as shown in Algorithm 2.
4.2. Determining the Pseudo-transformation Matrix for Dimen-
sionality Reduction
This subsection reviews several typical methods that are
proposed in [14] to determine the pseudo-transformation ma-
trix Ψ for dimensionality reduction. Moreover, we also present
a graph preserving method that has not been utilized to con-
struct pseudo-transformation matrix in previous work.
4.2.1. KPCA
Following the methodology in KPCA, the pseudo-transformation
vectors ψi ∈ Rn refer to normalized eigenvectors correspond-
ing to nonzero eigenvalues (or greater than a threshold) which
can be obtained from the following eigenvalue problem [12]:
nλψi = Gψi (14)
where ψi is normalized to satisfy λiψTi ψi = 1. Eq. 14 can be
easily solved by singular value decomposition (SVD) method.
Ψ is equal to {ψ1,ψ2, · · · ,ψc}.
4.2.2. KFDA
For KFDA [25], Ψ ∈ Rn×c is the solution of the optimiza-
tion problem shown as follows:
argmax
Ψ
tr
(
ΨSGb Ψ
)
tr
(
ΨSGω Ψ
) (15)
where tr( · ) denotes the trace of a matrix, and SGb ,SGω stand
for quasi within-class and between-class scatter matrices re-
spectively.
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4.2.3. Random Projection
[14] also proposed a simple and practical random dimen-
sionality reduction method. Since random projection can not
be performed in the RHKS, we can make Ψ a Gaussian ran-
dom matrix to reduce the dimensionality. Random projection
can be viewed as a less-structured counterpart to classic dimen-
sionality reduction methods like PCA and FDA. In other word,
the critical information will be preserved in a less-structured
way.
4.2.4. Identity
Particularly, the pseudo-transformation matrix Ψ can be de-
fined as an identical matrix with ones on the main diagonal and
zeros elsewhere, which indicates no dimensionality reduction
is performed in the RHKS. The method is the most simple way
for dimensionality reduction in KCRC, but it is effective at most
time, especially in KCRC-LCD. LCD is usually constructed in
relatively small size compared to the training sets, so we do
not always need to perform dimensionality reduction in kernel
space whose dimension is equal to the dictionary size. Thus,
in the classification experiments on public database, we simply
use identity matrix as Ψ.
4.2.5. Graph
Further, we propose a graph preserving dimensionality re-
duction method for the pseudo-transformation matrix Ψ. In
the light of [36], we first construct a weighted graph with n
nodes (n is the dictionary size, one node represents one atom
in the dictionary). Then we put an edge between node i and
j if they are close enough. Usually, there are two methods to
find the nodes that we use to construct the graph. The first is
-neighborhoods in which node i and node j are connected by
an edge if ‖di − dj‖2 < . The second is n-nearest neighbors
in which node i and j connected by an edge if di is among n
nearest neighbors of dj or dj is among n nearest neighbors of
di. After constructing the weighted graph which contains the
similarity information among atoms, we choose a measure for
the weight. In [36], the following weight measure between two
connected nodes is formulated as
Wij = exp
(‖di − dj‖2
t
)
(16)
besides which, there is another simple weighting method that
Wij = 1 if and only if vertices i and j are connected by an
edge. In order to group the connected nodes and separate the
distant nodes as much as possible, the object function is defined
as ∑
ij
(gi − gj)2Wij = 2gTLg (17)
where gi (0 ≤ i ≤ n) is the map from the graph to the real
sample and L is the Laplacian matrix satisfying L = D −W
in which Dii =
∑
jWij . Laplacian matrix is a symmetric,
positive semi-definite matrix which can be thought of as an op-
erator on functions defined on vertices of the graph. Then we
can formulate the minimization problem as
argmin
g
gTLg
subj. to gTDg = 1
(18)
which is equivalent to the solution of the following generalized
eigenvalue decomposition problem:
Lg = λDg (19)
which is similar to the optimization problem in PCA. We let
g0, g1, · · · , gn−1 be the solutions of Eq.19, sorted according to
their eigenvalues with g0 having the smallest eigenvalue (actu-
ally it is zero). After performing normalization on {g1, g2, · · · , gc},
we take them as the pseudo-transformation matrix Ψ, namely
Ψ = {g1, g2, · · · , gc}. (20)
The motivation of this dimensionality approach is quite intu-
itive. We construct Ψ with the graph constraint in order to
combine the graph information, or to be more accurate, the sim-
ilarity relation among atoms into the kernel space (after dimen-
sionality reduction).
4.2.6. Further Discussion
We present four methods to perform the dimensionality re-
duction in the kernel space. Reducing the dimensionality in the
kernel space brings several gains such as lowering the compu-
tational cost and enhancing the discrimination power. There
also exist a number of other ways to perform the dimensional-
ity reduction in the kernel space, namely construct the matrix
Ψ. Empirically, if the rank of matrix Ψ stays unchanged, then
different construction of Ψ will not lead to dramatical differ-
ence in classification accuracy. Thus, the matrix Ψ is not very
crucial to the classifier, which is supported by the experiments
conducted in [14]. Instead, the rank of the matrix Ψ plays a
crucial part in classification accuracy. This is why even using
random matrix as Ψ still serves our classifier well. In Section
IV, we conduct relevant experiments to study what the selection
of the matrix Ψ will do to the classification accuracy.
4.3. Practical KCRC Algorithms
There are two algorithms designed for KCRC. For normal
situations, p, q are both set as 2. The regularized least square
algorithm is adopted to solve the model with p, q=2. Specifi-
cally, we derive the new dictionaryD′=ΨTG and define P ′ as
the coding basis in kernel CRC-RLS (KCRC-RLS). Namely
P ′ =
(
(ΨTG)T (ΨTG) + µ · I)−1(ΨTG)T (21)
where µ is a small constant. The query sample is transformed to
ΨTK(D,y). Apparently, P ′ is independent of y′ so it can be
pre-calculated. When a query y comes, the query is first trans-
formed to the kernel space via y′ = ΨTK(D,y) and then
can be simply projected onto the coding basis P ′ via P ′y′. In
the decision making stage, class-specified representation resid-
ual ‖y′ −D′ixˆi‖2 is used for classification. Further, a l2 norm
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term ‖xˆi‖2 is added for more discriminative classification. The
specific algorithm of KCRC-RLS is shown in Algorithm 1.
For high level corruption and occlusion, kernel robust CRC
(KRCRC) algorithm (p=2, q=1) can be applied. Note that,
D′′=ΨTG andP ′′k are designed as the new dictionary and cod-
ing basis in kernel space respectively.
P ′′ =
(
(ΨTG)T (ΨTG) + 2µ/σk · I
)−1(
ΨTG
)T
(22)
where µ, σk are small constants. The augmented Lagrangian
function used for the optimization in Eq. (13) is formulated as
Lσ(e,x, z) = ‖e‖1+µ‖x‖22+〈z,y′′−D′′x−e〉+
σ
2
‖y′′−D′′x‖22
(23)
where σ is a positive constant that is the penalty for large rep-
resentation error, and z is a vector of Lagrange multiplier. The
ALM method iteratively estimates e,x for the Lagrange multi-
plier z via the following minimization:
(ek+1,xk+1) = argmin
e,x
Lσk(e,x, zk) (24)
where zk+1 = zk+σk(y′′−D′′x−e). According to [23, 34],
this iteration will converge to an optimal solution for Eq. (13)
if {σk} is a monotonically increasing sequence.
The minimization process in Eq. (24) can be implemented
by optimizing e,x alternatively and iteratively:
xk+1 = argmin
x
Lσk(x, ek, zk),
ek+1 = argmin
e
Lσk(xk+1, e, zk),
(25)
which has the closed-form solution as follows:
xk+1 = (D
′′TD′′ + 2µ/σkI)−1D′′T (y′′ − ek + zk/σk))
= P ′′k (y
′′ − ek + zk/σk),
ek+1 = S1/σk(y
′′ −D′′xk+1 + zk/σk),
(26)
where the function Sα, α ≥ 0 is the soft-thresholding (shrink-
age) operator given by
Sα(h) =

h− α, if x ≥ α
h+ α, if x ≤ α
0, otherwise
. (27)
If h represents a n-dimensional vector, then Sα(h) is given by
{Sα(h1), Sα(h2), · · · , Sα(hn)}. Similar to the KCRC-RLS,
the coding basis P ′′k is independent of y
′′ for the given σk, so
the set of projection matrices {Pk} can also be pre-calculated.
Once a query sample y comes, it is first transformed in the
kernel space via ΨTK(D,y) and then projected onto P ′′k via
P ′′k y
′′. After performing the iterative minimization above, a
classification strategy similar to KCRC-RLS is applied in KR-
CRC. Details of KRCRC is given in Algorithm 2.
Algorithm 1: KCRC-RLS
1. Normalize the columns ofD′=ΨTG to unit l2-norm.
2. Represent y′ = ΨTK(D,y) over dictionaryD′ by
xˆ = P ′y′
where P ′ = (D′TD′ + µI)−1D′T .
3. Obtain the regularized residuals
ri = ‖y′ −D′ixˆi‖2/‖xˆi‖2
where xˆi is the coding coefficients associated with class
i over P ′.
4. Output the identity of y′ (class label) as
identity(y′) = argmini(ri).
Algorithm 2: KRCRC
1. Normalize the columns ofD′′=ΨTG to unit l2-norm.
2. Input y′′=ΨTK(D,y), x0, e0, k=1 and τ > 0.
3. Proceed if |xk+1 − xk|2 > τ is true. If not, output eˆ, xˆ
and go to step 5.
4. Do the following iteration:
xk+1 = P
′′
k (y
′′ − ek + zk/σk)
ek+1 = S1/σk(y
′′ −D′′xk+1 + zk/σk)
zk+1 = zk + σk(y
′′ −D′′xk+1 − ek+1)
where P ′′k =(D
′′TD′′ + 2µ/σkI)−1D′′T and Sα, α≥0
is the shrinkage coefficient. k←k + 1 and go to step 3.
5. Represent y′′ over dictionaryD′′ by the converged x.
6. Obtain the regularized residuals
ri = ‖y′′ −D′′i xˆi‖2/‖xˆi‖2
where xˆi is the coding coefficients related to class i.
7. Output the identity of y′′ (class label) as
identity(y′′) = argmini(ri).
5. On the Locality Constrained Dictionary
This section elaborates the locality constrained dictionary.
Additionally, we present some typical distances used in LCD
for similarity measurement and further introduce a distance fu-
sion model, followed by the introduction of the KCRC method
combined with LCD, termed as KCRC-LCD.
5.1. Locality Constrained Dictionary
Most collaborative representation based methods [23, 37,
38] employ all the high-dimensional training samples as the
global dictionary. They may work fine when the global dictio-
nary is small, but the classification becomes intractable with in-
creasingly more training samples. To tackle with this problem,
we propose the LCD that utilizes the K-NN classifier to mea-
sure the similarities between the query sample and all atoms
in the global dictionary, and then selects K nearest atoms as
the local dictionary. The locality in LCD ensures discrimina-
tion, efficiency and robustness of KCRC. Compared to the lo-
cality constrained dictionary proposed in [39], we adopt a more
straightforward way to constrain the locality, which needs no
learning and training process, greatly reducing the computa-
tional cost in training. Under such locality constrained dictio-
nary, scaling to a large number of categories dose not require
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adding new features, because the discriminative distance func-
tion need only be defined for similar enough samples. From bi-
ological and psychological perspective, similarity between sam-
ples is the most important criteria to recognize and classify ob-
jects for human brains. So intuitively speaking, the proposed
locality constrained dictionary with various optional discrimi-
native distances makes our KCRC approach more scalable, dis-
criminative, efficient, and most importantly, free from the curse
of high-dimensional feature space. Moreover, the kernel idea
within KCRC well suits the idea of locality both mathemati-
cally and experimentally.
Define Dist(d′,d′′) as the distance metric between atom
d′ and d′′. To be simple, we adopt the l2 distance as example
in formulation, namely Dist(d′,d′′)=‖d′ − d′′‖2. We need
to calculate the distance between every atom d[k] and the query
sample y first. Then the LCD can be obtained via the following
optimization:
arg min
{t1,t2,··· ,tK}
K∑
m=1
Dist(d[tm],y)
subj. to 1 ≤ ti 6= tj ≤ n, for ∀i 6= j
(28)
where d[t1],d[t2], · · · ,d[tK ] denote different atoms in the global
dictionary. In fact, to solve Eq. (28) is to find the K atoms that
are located nearest to the query sample. As a result, the LCD is
obtained as Dlc={d[t1],d[t2], · · · ,d[tK ]}. Moreover, the com-
putational complexity of solving Eq. (28) is O(n log n), which
is efficient enough to perform in large-scale image databases.
Note that, when K=n, KCRC-GD becomes a special case of
KCRC-LCD.
5.2. Discriminative Distances for Similarity Measure
In the previous subsection, we simply use the l2 distance
as an example. In fact, there are many discriminative distances
for similarity measurement. Several well-performing distances
are introduced in [33], i.e., Mahalanobis distance, χ2 distance
[40], marginal distance [41], tangent distance [42], shape con-
text based distance [43] and geometric blur based distance [44],
etc. Each can be used to measure the similarity in order to con-
struct a well-performing LCD. These distances can either be
used alone or used in conjunction with each other, making the
LCD flexible and adaptive. We will review some of the discrim-
inative distances in this subsection.
5.2.1. General Pixel Similarity Measure
We consider several classical pixel distance metrics below.
Euclidean distance (l2 distancep) is the most popular similar-
ity measure. It is simple yet effective in certain situations and
defined as
Dist(d′,d′′) = ‖d′ − d′′‖2. (29)
City block distance, also known as Manhattan distance, as-
sumes that it is only possible to travel along pixel grid lines
from one pixel to another. This distance metric is defined as
Dist(d′,d′′) = ‖d′ − d′′‖1. (30)
Chessboard distance metric assumes that you can make moves
on the pixel grid as if you were a King making moves in chess,
i.e. a diagonal move counts the same as a horizontal move. The
metric is given by:
Dist(d′,d′′) = ‖d′ − d′′‖∞. (31)
There are a lot of other general pixel distances that can be uti-
lized in our framework, such as correlation distance, Maha-
lanobis distance, etc.
5.2.2. Texture Similarity Measure
We present some texture similarity measure as examples be-
low. The χ2 distance is proposed in [40] for texture similarity
measure. The main idea of the χ2 distance is to construct a
vocabulary of 3D textons by clustering a set of samples. Asso-
ciated with each texton is an appearance vector which charac-
terizes the local irradiance distribution. The similarity can be
measured by characterizing samples with these 3D textons.
In the view of statistics, marginal distance [41] is another
version of the χ2 distance. They both measure the difference
between two joint distribution of texture response. The differ-
ence is that marginal distance metric simply sums up the dis-
tance between response histograms from each filter while the
χ2 distance metric measures the similarity of the two joint dis-
tribution by comparing the histogram of textons.
As another texture similarity measure initially used for hand-
written digits recognition, Tangent distance [42] is defined to
compute the minimum distance between the linear surfaces that
best approximate the non-linear manifolds of different sample
categories. These linear surfaces, which are crucial to Tangent
distance, are derived from the images by including perturba-
tions from small affine transformation of the spatial domain and
change in the thickness of pen-stroke.
5.2.3. Shape Similarity Measure
The shape in an image can be represented by a set of points,
with a descriptor at a fixed point to measure the relative position
to that point. These descriptors are iteratively matched using a
deformation model. Shape context based distance [43] is de-
rived from the discrepancy left in the final matched shapes and
a score that denotes how far the deformation is from an affine
transformation. Various shape descriptors can be defined on a
gray scale image, for example, the shape context descriptor on
the edge map [45], the SIFT descriptor [46], and the geometric
blur descriptor [44], optimized local shape descriptor [47], etc.
5.2.4. Unified Similarity Measure
We use a simple and intuitive method to combine general
pixel similarity, texture similarity and shape similarity into a
unified locality constrained dictionary. Assume that we need to
construct a LCD with size K out of total N training samples.
First, we enforce locality to dictionary via general pixel sim-
ilarity, texture similarity and shape similarity, obtaining three
LCD with size K: D[pixel]lc ,D
[texture]
lc andD
[shape]
lc . From the
sets perspective, these three dictionaries constructed via differ-
ent similarity measure can be viewed in Venn diagram as shown
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in Fig. 1. Specifically, an atom in dictionary represents an el-
ement in a set, so a LCD can be regarded as a set with K ele-
ments. According to the demand of the given task, we can use
different combinations of similarity measures to construct the
LCD. Mathematically, we achieve the combination of similar-
ity measures by getting the union of the corresponding LCDs,
i.e.,Dlc =D
[texture]
lc ∪D[shape]lc for the combination of texture
and shape similarity measure. With unified similarity measure,
the distance metric used in the kernel function becomes a linear
combination of the distances that are utilized to construct the
new LCD. Normally, we suppose the weight of each distance
metric in the unified distance is equal. However, to use unified
similarity measure could add to computational cost, so we do
not recommend to use it under normal circumstance. Note that,
the same type similarity measures can also be unified by the
proposed method with similar procedure.
Figure 1. Venn diagram of LCDs constructed via general pixel similarity, tex-
ture similarity and shape similarity.
5.3. KCRC-LCD Algorithm
Intuitively, we use the locality constrained dictionary Dlc
in place of global dictionary D and then perform the KCRC
algorithm onDlc. The KCRC-LCD algorithm is as follows:
Algorithm 3: Naive KCRC-LCD
1. Compute the distances between the query sample and
all training samples, and pick the nearest K neighbors.
2. If the K neighbors have the same labels, the query is
labeled and exit; Else, construct the LCDDlc with the
K labeled neighbors and goto Step 3.
3. Convert the pairwise distance into a kernel matrix via
kernel trick and utilize KCRC approach with dictionary
Dlc instead of the global dictionaryD.
4. Output the label of the query sample.
The naive version of KCRC-LCD performs slowly because
it has to compute the distances of the query to all training sam-
ples. Inspired by [33], we consider to boost the efficiency in the
coarse-to-fine framework which is similar to the human percep-
tion procedure that human first perform a fast coarse pruning
and then recognize the object by details. The practical version
of KCRC-LCD is as follows:
Algorithm 4: Pratical KCRC-LCD
1. Compute the coarse distances (i.e. Euclidean distance)
between the query sample and all training samples, and
pick the nearest Kc neighbors. (Kc ≥ Kf )
2. Compute the fine distances between the query sample
and pick the nearest Kf neightbors.
2. If the Kf neighbors have the same labels, the query is
labeled and exit; Else, construct the LCDDlc with the
Kf labeled neighbors and goto Step 3.
3. Convert the pairwise distance into a kernel matrix via
kernel trick and utilize KCRC approach with dictionary
Dlc instead of the global dictionaryD.
4. Output the label of the query sample.
6. Experiments and Results
6.1. Evaluation of Dimensionality Reduction in Kernel Space
We evaluate the dimensionality reduction from two aspects.
First we compare the representation coefficients and reconstruc-
tion residuals that are obtained by SRC, CRC, KCRC with no
dimensionality reduction (KCRC-Identity), KCRC with KPCA
dimensionality reduction (KCRC-KPCA), KCRC with random
projection (KCRC-RP) and KCRC with graph projection (KCRC-
Graph). Second, we compare the recognition accuracy of these
methods in extended Yale B face database.
We randomly select 38 images per person (32 person, to-
tally 1216 images) in extended Yale B database [48] as training
samples. For the computation of representation coefficients and
reconstruction residuals, we use a single fixed test sample for
better comparison. To simplify the experiment, we only use the
global dictionary since the experiment focuses on the dimen-
sionality reduction methods in kernel space. In the recognition
accuracy test, we follow the same experiments settings as [3]
by randomly selecting 38 images per person (32 person, totally
1216 images) and using the remaining images as test samples.
The results are averaged over 20 times experiments.
Fig. 2 gives the representation coefficients and reconstruc-
tion residuals of SRC, CRC, KCRC-Identity, KCRC-KPCA,
KCRC-RP and KCRC-Graph. We can see all of these five ap-
proaches tell the correct label (the first class) of the test sample.
It can be obtain from Fig. 2 that KCRC-Identity and KCRC-
Graph achieve better sparsity, similar to the representation co-
efficients of SRC. Moreover, the reconstruction residuals of all
these approaches indicate the first class has the fewest recon-
struction residual. Table. 1 shows the recognition accuracy
of SRC, CRC, KCRC-Identity, KCRC-KPCA, KCRC-RP and
KCRC-Graph on extended Yale B database. We can see CRC
has the best recognition accuracy of these five methods. How-
ever, all these approaches are of the same level discrimination
ability since the difference between the highest recognition rate
and the lowest is less than 1%.
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Figure 2. (a) Representation coefficients obtained by SRC. (b) Reconstruction Residuals obtained by SRC. (c) Representation coefficients obtained by CRC. (d)
Reconstruction Residuals obtained by CRC. (e) Representation coefficients obtained by KCRC-Identity. (f) Reconstruction Residuals obtained by KCRC-Identity.
(g) Representation coefficients obtained by KCRC-KPCA. (h) Reconstruction Residuals obtained by KCRC-KPCA. (i) Representation coefficients obtained by
KCRC-RP. (j) Reconstruction Residuals obtained by KCRC-RP. (k) Representation coefficients obtained by KCRC-Graph. (l) Reconstruction Residuals obtained
by KCRC-Graph.
6.2. Experiments on Data with the Same Direction Distribution
We evaluate the performance on data with the same direc-
tion distribution. In Fig. 3, we compare 3 classifiers: CRC-GD,
KCRC-GD and KCRC-LCD. Two-class training data Q,W
with m-dimension are generated for the experiment. Each fea-
ture ofQ,W uniformly takes value from the interval [1, 3] and
[−3,−1] respectively, corrupted by Gaussian noise with zero
mean and 0.15 variance. Then, we letm vary from 2 to 256 and
perform the experiment. The results show that both KCRC-
GD and KCRC-LCD can perfectly classify data with the same
direction distribution while CRC performs poorly. This exper-
iment shows both KCRC-GD and KCRC-LCD could handle
data with special distribution, i.e. the same direction distribu-
tion in this case. Thus, kernel function makes our proposed ap-
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Figure 3. Performance comparison on data with the same direction distribution. Test samples are from the entire surface whose predicted labels are indicated by
gray or white. 2-D decision boundaries obtained by (a) CRC with global dictionary (CRC-GD), (b) KCRC with global dictionary (KCRC-GD), (c) KCRC with
locality constrained dictionary (KCRC-LCD). (d) Classification accuracy vs. dimensionality.
Table 1. Recognition results on extended Yale B database. 504 random projec-
tion features and the global dictionary (1216 atoms) are adopted. The results
below are averaged over 10 times experiments.
Method Accuracy(%)
SRC 97.15
CRC 97.67
KCRC-Identity 97.23
KCRC-KPCA 97.07
KCRC-RP 96.61
KCRC-Graph 97.35
proach more prepared for unknown data distribution than con-
ventional CRC.
6.3. Experiments on Public Databases
This subsection evaluates our approach on public databases.
Reliable results are obtained by 20 times repeated experiments
with different random splits of the training and test images.
6.3.1. MNIST
The MNIST database [49] of handwritten digits contains
60,000 samples (10 digits) for training and 10,000 for testing.
For the experimental settings, l2 distance and 28×28 raw pixel
features are used for similarity measure and classification. We
evaluate our approach via different dictionary size 100, 200,
500, 700, 1000 and 1500, namely 10, 20, 50, 70, 100 and 150
samples for training per category. For settings of KCRC-LCD
and CRC-LCD, we use the global dictionary of size 2000 (200
training samples per category) to generate the LCD and set K
for LCD as 100, 200, 500, 700, 1000 and 1500 for compari-
son. Experimental results in Fig. 4(a) show KCRC-LCD has
the best performance compared to CRC-LCD, CRC-GD and
KCRC-GD in the MNIST database. From Fig. 4(b), it can be
learned that K has slight impact on classification accuracy if
the global dictionary is fixed (atom number of GD stays un-
changed).
6.3.2. Extended Yale B Faces
The extended Yale B database consists of 2414 frontal face
images of 38 individuals [48]. The cropped 192 × 168 face
images are taken under various lighting conditions [48]. For
each person, we randomly select 32 images for training and the
remaining for testing. Therefore, there will be 1216 training
images and 1198 test images. For the experimental settings, l2
distance and 504-dimension random projection features [3, 51]
are used for similarity measure and classification. We evaluate
our approach via different dictionary size 380, 570, 760, 950
and 1216, namely 10, 15, 20, 25 and 32 samples for training
per category. For settings of KCRC-LCD, we use the global
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Figure 4. (a) Performance comparison on MNIST under different dictionary size. (b) KCRC-LCD with different size of the global dictionary that generates the
LCD under different K settings. Note that, l2 distance and 28× 28 raw pixel features are used for similarity measure and classification.
Figure 5. (a) Performance comparison with SRC-GD, CRC-GD, KCRC-GD, KCRC-LCD, LC-KSVD [50, 51] and discriminative K-SVD (D-KSVD) [52] on
extended Yale B database under different dictionary size. (b) KCRC-LCD with different size of the global dictionary that generates the LCD under different K
settings. Note that, l2 distance and the random projection features are used for similarity measure and classification.
dictionary of size 1216 (32 training samples per person) to gen-
erate the LCD and set K for LCD as 380, 570, 760, 950 and
1216 for comparison. Experimental results are given in Fig. 5.
In Fig. 5(a), KCRC-LCD has better classification accuracy than
the other approaches when dictionary size is small. It is mostly
because the global dictionary we use to generate LCD is more
informative than the small size dictionary, and LCD itself is de-
signed to be adaptive to use the important information for clas-
sification. We can also learn that the classification accuracy of
KCRC-LCD no longer stands out when dictionary size becomes
1216. When dictionary size comes to 1216, K for LCD is
also equal to 1216, making KCRC-LCD degenerate to KCRC-
GD. That is to say, we do not have enough training samples to
construct a discriminative LCD. Moreover, when K becomes
larger, the locality of LCD becomes weaker as well, leading
to less discrimination power. It is obtained from Fig. 5(b)
that LCD already has enough critical information to proceed
the classification when K reaches 380. Therefore, we can con-
clude that the performance ceiling for LCD has been reached
when K = 380 in this case. Compared to the global dictio-
nary with 1214 training samples, LCD with only 380 atoms can
achieve similar or even better classification accuracy.
6.3.3. Caltech101
The Caltech101 database [53] contains 9,144 images from
102 classes (101 objects and a background class). We train on 5,
10, 15, 20, 25, 30 samples per category (dictionary size is 510,
1020, 1530, 2040, 2550, 3060 respectively) and test on the rest.
Note that, we use the global dictionary of size 3060 (30 training
samples per category) to generate the LCD and set K for LCD
as 510, 1020, 1530, 2040, 2550 and 3060 for comparison. l2
distance and the spatial pyramid features are used for similarity
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Figure 6. (a) Performance comparison with KCRC-GD, KCRC-LCD, CRC-GD, LC-KSVD [50, 51], D-KSVD [52] and KSRC-GD [14] on Caltech101 under
different dictionary size. (b) KCRC-LCD with different size of the global dictionary that generates the LCD under different K settings. Note that, l2 distance and
the spatial pyramid features are used for similarity measure and classification.
measure and classification. Results in Fig. 6(a) show KCRC-
LCD outperforms other competitive approaches in Caltech101
database, especially when dictionary size is small. As we can
see in Fig. 6(a), the classification accuracy is improved little
when dictionary size is high. The reason is similar to the pre-
vious experiment on extended Yale B database. It is due to the
lack of extra training samples, or in other word, extra discrim-
inative information, to construct LCD since KCRC-LCD be-
comes KCRC-GD when K equals to the 3060. From Fig. 6(b),
we can learn that when LCD has obtained the most discrimi-
native and crucial atoms in the dictionary, keeping increasing
K will not help the classification accuracy much. In fact, if
we perform the experiment in Fig. 6(b) with smaller K, it will
end up like the curves in Fig. 5(b) where K obviously has a
saturation point for classification accuracy.
6.3.4. Caltech256
The Caltech256 database [54] contains 30607 images of
256 categories, each category with more than 80 images. It
is a very difficult visual categorization database due to the large
variations in object background, pose and size. We experiment
KCRC-LCD on 5, 15 and 30 training samples per category (dic-
tionary size is 1280, 3840 and 7680 respectively). For the set-
tings of KCRC-LCD, use the global dictionary of size 7680 (30
training samples per category) to generate the LCD and set K
for LCD as 1280, 3840 and 7680 for comparison. l2 distance
and 504-dimension Eigenface features are used for similarity
measure and classification. Results in Fig. 7 shows when dic-
tionary size is 7680, KCRC-GD, KCRC-LCD and locality con-
strained K-SVD (LC-KSVD) have similar classification accu-
racy. While LC-KSVD is slightly better, it can be observed that
KCRC-LCD performs better with small dictionary size.
6.3.5. 15 Scene Categories
This database contains 15 natural scene categories such as
office, kitchen and bedroom, introduced in [55]. Following the
Figure 7. Performance comparison with CRC-GD, KCRC-GD KCRC-LCD,
and LC-KSVD [50, 51] on Caltech256 under different dictionary size. Note
that, l2 distance and Eigenface features are used for similarity measure and
classification.
same experimental settings as [50], we randomly select 30 im-
ages per category for training and the rest for testing. Note that,
we generate the LCD withK = 450 from a global dictionary of
size 1500, similar to the training settings of LC-KSVD. Results
in Table. 2 and Fig. 8 validate the superiority of KCRC-LCD
in scenes.
6.4. Experiments on Running Time
We conduct experiments on running time to evaluate the
computational cost of KCRC-LCD. We use public databases
including MNIST, extended Yale B, Caltech101 and 15 scene
categories to perform our experiments. The detailed experi-
mental settings are given in Table. 3. Note that, l2 distance
is used for similarity measure. For SRC, we use the basis pur-
suit (BP) algorithm to solve the l1 minimization problem. Ex-
perimental results are shown in Table. 4. Compared to SRC
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Figure 8. Confusion matrices of (a) KCRC-LCD and (b) CRC-GD on the 15 scene categories database with dictionary size 450. Note that, l2 distance and the
spatial pyramid features are used for similarity measure and classification respectively.
Table 2. Classification results using spatial pyramid features on 15 scene categories database. Both the dictionary size and K for LCD are set as 450.
Method Accuracy(%) Method Accuracy(%)
KCRC-LCD 98.05 LC-KSVD [50, 51] 92.94
KCRC-GD 97.21 D-KSVD [52] 89.16
CRC-LCD 92.13 KSRC [14] -LCD 96.97
CRC-GD 90.92 KSRC [14] -GD 95.21
approach, KCRC performs much faster due to its l2 regular-
ization. Constrained with locality, KCRC-LCD performs faster
than KCRC-GD and CRC-GD under most circumstances.
6.5. Evaluation of The Unified Distance Measurement
Distance metrics are of great importance in the KCRC-LCD,
since they grant KCRC-LCD the scalability and discrimination
power. Selecting the proper distance metric for the objects can
greatly enhance the classification accuracy. Therefore, we vali-
date the superiority of discriminative distance metrics by com-
paring different distance metrics in USPS, extended Yale B,
MNIST and Caltech101 databases. For KCRC-LCD, we use
the identity matrix as Ψ. We use Euclidean distance as baseline
for comparison. The USPS database contains 9288 handwirtten
digits collected from mail envelops [56]. There are 7291 im-
ages for training and 2007 images for testing. This database is
fairly difficult since its human error rate is 2.5% [33]. We apply
tangent distance to construct the LCD. Specifically, tangents
are attained by smoothing each image with a Gaussian kernel
of width σ = 0.7. Results are shown in Table. 5. For extended
Yale B database, we use the same experimental settings as the
previous subsection. We apply the distance metric that is pro-
posed in [57]. In detail, local binary pattern (LBP) histograms
are extracted from divided face area and concatenated into a
single feature histogram. Then χ2 distance is used to measure
the similarity of different face histograms. The neighborhood
for LBP operator is set as (8, 2) and the window size is 11×13.
We term the distance as LBP-χ2 distance. Results are shown
in Table. 5. The MNIST database [49] of handwritten digits
contains 60,000 samples (10 digits) for training and 10,000 for
testing. We randomly select 20 samples per digit and construct
a global dictionary of 200 size and test on the given 10000 sam-
ples. K for LCD is set as 50 and raw pixel features are used.
Results are given in Table. 5. For Caltech101 database [53], we
randomly select 30 samples per class and test on the rest (global
dictionary size is 3060). K for LCD is set as 500 and spatial
pyramid features are used. Results are given in Table. 5.
Experimental results in Table. 5 show that properly se-
lecting a good distance metric can enhance the discrimination
power, and that the performance of different distance metrics
can vary significantly as the distance changes (eg., Euclidean
distance performs worse than Correlation distance on both USPS
and Extended Yale B, but better on MNIST and Caltech101).
Such variation is ubiquitous since in general every distance met-
ric only works well under certain situations, and that the char-
acteristics among different datasets are different due to dataset
bias. Fortunately, any distance metric can be adopted into our
proposed KCRC-LCD framework, showing its flexibility and
generalization ability. But while our framework allows such
flexibility, the unified distance measurement framework allows
to by pass the troublesome process of traversing every single
metric to examine its performance. In Table. 5, we can see
although the results of unified distance on USPS and extended
Yale B databases are not the best, but they are still very close
to the optimal one. Basically, one does not need to consider
the distance metrics one by one and the unified framework has
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Table 3. Experimental settings for running time test.
Database Feature Dimension Category Training Size Testing Size K for LCD
MNIST 784 10 500 10000 50
Extended Yale B 504 38 1216 1198 200
Caltech101 3000 102 3060 6084 510
15 Scene Categories 3000 15 1500 2985 200
Table 4. Comparison results of average running time (ms) per classification.
Database KCRC-LCD KCRC-GD CRC-GD SRC-GD
MNIST 2.2618 3.4723 2.5451 338.69
Extended Yale B 90.434 367.31 200.48 587.31
Caltech101 3016.1 9863.3 2350.9 19147
15 Scene Categories 246.64 2516.7 430.48 5943.8
automatically select the good ones, remedidating the distance
metric biases. In addition, the main reason why the unified
framework is not the best is because the distance metrics not
complementary in this dataset (There are very few cases where
other distances can complement the Tangent distance, and in-
cluding other distances are essentially just poisoning the good
results). Also the classification performance is pretty saturated
(close to 100%) and the dataset itself not diverse enough. If one
uses another distance that is complementary to Tangent distance
and LBP-χ2 distance, we believe the classification accuracy on
USPS and extended Yale B databases will be further improved.
On MNIST and Caltech101 however, one could see that the
combination even brings performance gain over the best single
distance.
7. Conclusions
We elaborated the KCRC approach in which kernel tech-
nique is smoothly combined with CRC. KCRC enhances the
discrimination ability of CRC, making the decision boundary
more reasonable. Additionally, we present a locality constrained
dictionary, of which the locality is exploited to further enhance
the classification performance. KCRC and LCD are mathemat-
ically linked via distance kernelization. On one hand, LCD not
only helps the classifier adaptive and scalable to large databases
via pruning the dictionary, but also reduce the dimensional-
ity in kernel space, enhancing both discrimination ability and
efficiency. On the other hand, kernel function makes our ap-
proach discriminative and robust to more data distribution, i.e.,
the same direction distribution. Furthermore, the coarse-to-fine
classification strategy of KCRC-LCD is similar to the human
perception process, which makes the intuition of KCRC-LCD
even more appealing.
We conduct comprehensive experiments to show the supe-
riority of KCRC-LCD. Our approach yields very good classifi-
cation results on various well-known public databases. While
achieving high level discrimination ability, efficiency is one of
the biggest merits of KCRC-LCD, which is validated in run-
ning time test. Moreover, we simulate the representation and
construction of KCRC with different dimensionality reduction
for kernel space, and further experiment these methods on pub-
lic database. The simulation results show the discrimination
ability of KCRC. Different distance metrics used in LCD are
also compared to support the idea that discriminative distance
metric can greatly improve the classification accuracy. We also
create a toy data sets to show CRC suffers from data with the
same direction distribution while KCRC perfectly overcomes
such shortcoming. To sum up, tested by various experiments,
KCRC is proven discriminative and efficient when combined
with LCD.
Possible future work includes improving the unified sim-
ilarity measure model and learning the most effective kernel
for KCRC-LCD instead of selecting the fixed kernel. It can be
predicted that KCRC-LCD will becomes more powerful when
combined with kernel learning, or even multiple kernel learn-
ing.
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