In this paper, we introduce a new classification algorithm called the optimization of distribution differences (ODD). The algorithm aims to find a transformation from the feature space to a new space where the instances in the same class are as close as possible to one another, whereas the gravity centers of these classes are as far as possible from one another. This aim is formulated as a multiobjective optimization problem that is solved by a hybrid of an evolutionary strategy and the quasi-Newton method. The choice of the transformation function is flexible and could be any continuous space function. We experiment with a linear and a nonlinear transformation in this paper. We show that the algorithm can outperform eight other classification methods, namely naive Bayes, support vector machines, linear discriminant analysis, multilayer perceptrons, decision trees, and k-nearest neighbors, and two recently proposed classification methods, in 12 standard classification data sets. Our results show that the method is less sensitive to the imbalanced number of instances compared with these methods. We also show that ODD maintains its performance better than other classification methods in these data sets and hence offers a better generalization ability.
each instance in S is represented by a vector. We also assume that feasible values for x j (called a variable throughout this paper), the jth element of the instance x, are ordered by the operator "≤" (i.e., x j is not categorical).
In reality, only a subset of S is given (the training set) for which the classes are known. It is then critical to find the best κ in a way that ψ κ ( x) is the true class of any x in the training set and, ideally, all possible instances in S. However, the distribution of instances in each class S i is unknown, making the best estimation of κ challenging.
Classification is required in many real-world problems. Although there have been many classification methods proposed to date, such as multilayer perceptrons (MLPs) [2] , decision trees (DTRs), support vector machines (SVMs) [3] , and extreme learning machines [4] , there are still some limitations associated with these methods. Some methods like SVMs are sensitive to an imbalanced number of instances in each class [5] . Also, although nonlinear classification methods outperform linear classification methods in the training set, they may perform worse performance when they are applied to new instances, an issue known as overfitting [6] .
We propose a new classification algorithm called optimization of distributions differences (ODD) in this paper. The ODD aims to optimize the distribution of instances in different classes to ensure that they do not overlap. The algorithm finds a transformation, F : R n → R p , where n is the number of dimensions (features) for each instance and p is a positive integer, in a way that maximizes the distance between the gravity centers of the instances in different classes while minimizing the spread of the instances within the same class. If such transformation exists, the instances could be assigned to each class based on their distances to the centers of the classes. We formulate the optimization of this transformation as a multiobjective optimization problem with two sets of objectives. The purpose for the first set of objectives is to ensure that the centers of different classes are as far as possible from one another by defining c(c − 1)/2 objectives, where c is the number of classes. The purpose of the second set of objectives is to ensure that the spread of instances within each class is minimized; this adds c extra objectives to the system. We solve this problem using a combination of evolutionary algorithms [7] and conjugate gradient methods [8] . We experiment with linear and nonlinear transformations and show that the performance of the method is comparable to the existing classification methods when they are applied to 12 standard classification benchmark problems and 4 artificial classification problems. We also show that the algorithm is not sensitive to imbalance in the number of instances in 2162-237X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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each class, assuming that the given instances for training represent, to some extent, the distribution parameters of the classes. Our experiments indicate that the method outperforms both nonlinear and linear classifiers in terms of generalization ability. We structure this paper as follows. Section II outlines background information on the classification methods and optimization algorithms we will use in this paper. Section III provides the details of our proposed method. Section IV reports and discusses the results of comparisons between multiple classification methods on 12 standard benchmark classification problems. Sensitivity to imbalance in the number of instances in each class and to overfitting is also discussed in Section IV. Section V concludes this paper and discusses potential future directions.
II. BACKGROUND
This section provides some background information about existing classification and optimization methods.
A. Classification Methods
In this section, we describe classification methods with which we compare our method.
1) K-Nearest Neighbor : K-nearest neighbor (KNN) [9] works based on the assumption that the instances of each class are surrounded mostly by instances from the same class. Hence, given a set of training instances in the feature space and a scalar k, a given unlabeled instance is classified by assigning the label which is most frequent among the k training samples nearest to that instance. Among many different measures used for distance between instances, the Euclidean distance is the most frequently used for this purpose.
2) Naive Bayes: Naive Bayes (NBY) is a classification algorithm that is based on the Bayes theorem [10] . The aim of the algorithm is to find the probability that a given instance x belongs to a class c, i.e., P(c| x). To calculate this, NBY uses the Bayes theorem as P(c| x) = (P( x|c)P(c)/P( x)). The values of P(c), P( x), and P( x|c) can be all estimated from the given instances in the training set. As the instance x is a vector that contains multiple variables, P( x|c) is estimated by P(x 1 |c) × P(x 2 |c) × · · · × P(x n |c) ignoring the dependence among variables, a "naive" assumption.
3) Support Vector Machines: The aim of SVM [3] is to find a hyperplane defined by the normal vector ω that separates two class of instances [3] . The separation is determined by the sign of ω x T + r that indicates to which side of the hyperplane the instance x belongs. In other words, given a set of instances and their classes (supervised learning), the algorithm outputs an optimal hyperplane which categorizes instances. The method can only distinguish between two classes. One way to extend this algorithm is to deal with multiclass classification problems by using one-versus-all or one-versus-one strategies proposed in [11] . 4) Multilayer Perceptrons: An MLP aims to optimize the parameters of a mapping from a set of input instances to their provided outputs to estimate the Bayes optimal discriminant [12] . The mapping can be linear or nonlinear and can be presented in multiple layers. The algorithm minimizes the mean square of error between the generated outputs and expected outputs for each instance. One of the most frequently used optimization methods in MLPs is the Levenberg-Marquardt algorithm [13] , [14] , which is also used in this paper. See [15] for more details.
5) Linear Discriminant Analysis:
The aim of linear discriminant analysis (LDA) is to calculate ω for which ω x T > k if the instance x belongs to the second class. Assuming that the conditional probabilities p( x|y = 0) and p( x|y = 1) (y is the label of x) are both normally distributed with mean and covariance parameters ( μ 1 , 1 ) and ( μ 2 , 2 ), Fisher [16] proved
The vector ω is the norm of a hyperplane that discriminates the two classes and k is the shift to ensure that this hyperplane is between the two classes.
If 1 and 2 are small, then ( 1 + 2 ) −1 becomes singular and ( μ 2 − μ 1 ) vanishes, i.e., a solution that leads to singular ( 1 + 2 ) −1 dominates over all other solutions, no matter the distance between the centers of the classes [17] . This is undesirable as it is important for the class centers to be separated for classes to be distinguishable. This scenario occurs particularly when the number of instances in a class is smaller than the number of dimensions n. The threshold k is effective only if the distribution of the classes are similar, which may not hold for many data sets.
This algorithm can be extended to deal with multiclass classification problems using one-versus-all or one-versus-one strategies proposed in [11] .
6) Direct-LDA: Direct-LDA is a variant of LDA that handles multiple classes [18] . Between-class spread for direct LDA is formulated as
where μ i is the average of the instances in the class i , and μ is the average of all μ i values. The within-class spread is defined by
where X i is an m i ×n matrix, m i is the number of instances in the class i , each row is an instance of the class i , and Cov(.) is the covariance operator. In the multiclass case, the optimum value for ω [which is no longer a vector but a n×(c−1) matrix] is then the first c − 1 eigenvectors corresponding to the c − 1 largest eigenvalues of S −1 W S B . If the number of dimensions is smaller than the number of classes, the algorithm may not find a ω that effectively distinguishes between classes [17] . Another limitation with this formulation is that, if the number of dimensions is smaller than the number of instances in one of the classes, the covariance matrix for that class is not full rank. Finally, if the distance between the centers of two classes is large, it may dominate the spread of the classes (S B ) and lead to an ineffective transformation [19] .
7) Decision Tree :
The DTR is a tree structure in which each interior node corresponds to one of the input variables and each leaf represents a class label. The outgoing edges from each interior node represent the decision made for variable values in that node. For a given instance, a path from the root of the tree that follows the values of each variable leads to the class label for that instance. The tree is trained (e.g., by the method proposed in [20] ) according to the given instances in the training set.
8) Structural Minimax Probability Machine: On the one hand, a minimax probability machine (MPM) is a type of discriminative classifier that aims to minimize the maximum misclassification probability of instances [21] . Unlike SVM, and similar to LDA, MPM attempts to find a generalizable margin by paying attention to the distributions within classes rather than the instances themselves. On the other hand, there exists evidence [22] suggesting that the structure of the instances in different classes provides important information for the design of generalizable transformations for classification. A structural minimax probability (SMP) machine [23] makes use of the structural information, approximated by two finite mixture models in each class, in the context of MPM for classification of instances. This idea has shown to be very effective on a set of standard data sets. 9) Discriminative Elastic Net : Elastic net incorporates the least absolute shrinkage and selection operator [24] and Tikhonov regularization [25] terms into the linear (or logistic) regression formulation [26] for regression or classification problems. For classification purposes, elastic net usually performs optimization in relation to the true class labels, restricting the algorithm to binary targets. This restriction was resolved in [27] where a term was used to relax the class labels. The optimization problem associated with this classification process was then introduced and solved via an iterative procedure.
B. Derivative-Free Optimization Methods
In this section, we provide a brief background information about the optimization algorithms used in this paper.
1) Quasi-Newton : The aim of quasi-Newton (QN) is to find a point in a search space that has zero gradient. The method assumes that the objective function can be estimated by a quadratic function around the local optimum and finds the root of the first derivative of the objective function by the generalized secant method. As the solutions to the secant method are not unique when there are more than one dimension, the method should be constrained to enable choosing one of the possible solutions. We use the Broyden-Fletcher-Goldfarb-Shanno algorithm [8] in this paper to constrain the solutions of the secant equation; this method is frequently used in the literature and, in practice, usually performs acceptably. The finite-difference gradient approximation is usually used when the gradient of the objective function cannot be calculated analytically.
2) Evolutionary Strategy: Evolutionary algorithms [e.g., particle swarm optimization [28] and evolutionary strategy (ES)] [7] work based on a population of candidate solutions that are evolved according to some rules until they converge to an optimum solution. Each evolutionary algorithm has specific properties that confer advantages/disadvantages for specific applications. These methods aim to use information coded in each individual in the population (with the size λ) and update them to find better solutions. For example, an ES generates new individuals using a normal distribution with the mean of the current location of the individual and an adaptive variance, calculated based on the distribution of "good" solutions. Covariance matrix adaptation ES (CMAES) employs a similar idea but updates the covariance matrix of the normal distribution (rather than the variance alone) to generate new instances, accelerating convergence to local optima. This idea takes into account the nonseparability of dimensions during optimization and hence is be more successful when the variables are interdependent. See [7] for the details of these methods.
While both ES and CMAES are effective in optimization, they can handle single-objective optimization problems only. Similar approaches exist that can handle multiple conflicting objectives, such as nondominated sorting genetic algorithm (NSGA-II) [29] and multiobjective particle swarm optimization (MPSO) [30] . We explore the efficiency of these methods to solve our optimization problem later in this paper.
III. PROPOSED ALGORITHM
We define a ψ κ by a tuple F, f, , a surjective transformation F, a discriminator f , and an optimization problem that aims to find the best F such that
where f denotes the class index of the transformed instance x. Although only F and f are required to classify a set of instances, the optimization problem, , is also very important to ensure the efficiency of the model and the discriminator.
In this paper, we consider that F : R n → R p , and f : R p → R. It is usually assumed that the discriminator f is constant while the parameters of the transformation F are formulated into and optimized through an optimization procedure. In the SVM with linear kernel, for example, the function F is defined by
where t is the activation function (usually tan or log sigmoid), and is to minimize the average of ( f (F(
Let us assume that the instances in each class S i are random variables that follow a distribution with specific moments. The optimization problem for the ODD algorithm is to find a transformation F : R n → R p such that the center of gravity of the instances that are in different classes are as far as possible from one another when transformed by F while the distance between instances that are in the same class is minimized, under the same transformation. After optimization of F, a discriminator f is simply defined by the distance between the given instances and the centers of the classes. We formulate F, f , and for ODD in the remainder of this section.
A. Optimization Problem for ODD
Let X (k) m k ×n include all the given instances of the class k (a subset of S k ), each row corresponds to one instance. We transform each row of this matrix by the function F to form Y (k) m k × p . We define a k , a p-dimensional vector, as the center of gravity of all m k instances in Y (k) m k × p as follows:
We also define the scalar v k , as the norm of the eigenvalues of the covariance matrix of Y (k)
where Cov(·) is the covariance operator and Eig(·) calculates the eigenvalues of its input matrix. The value of v k indicates how the instances in the class k have been spread around their center along with their most important directions (eigenvectors). The aim of ODD is to adapt the transformation F such that v k is minimized for all k while the distances among all possible gravity centers are maximized. This can be formulated by a multiobjective optimization problem
The problem contains c minimization and (c(c − 1)/2) maximization objectives. We use the following remarks to convert this multiobjective problem to a single objective problem: Remark 1: Let us assume that A i (x) is a function and A i (x) > 0 for all i and x. A solution that minimizes i A i (x) is on the true Pareto front of the multiobjective optimization problem: "minimize A i (x) for all i ."
Remark 2: Let us assume that A i (x) is a function and A i (x) > 0 for all i and x. A solution that maximizes i A i (x) is on the true Pareto front of the optimization problem:
The proofs for both these remarks are elementary and can be done by contradiction.
Using Remarks 1 and 2, the multiobjective optimization problem defined in (5) can be transformed to a single objective optimization problem defined by
where γ is a positive constant (set to 1 in our experiments) to ensure that, among all possible solutions for which c k=1 v k = 0, the one that maximizes centers distances ( c i c j =i+1 a i − a j ) is preferred. We use the regulator (1/c(c − 1)) to balance the growth rate of the nominator and the denominator. This ensures that the importance of distinction between the gravity centers is balanced against the importance of minimizing the spread of instances within each class. The product (rather than a simple weighted summation) enforces the optimizer to find solutions in which class centers are scattered. This is an extremely important point as, otherwise, the optimization algorithm may find an undesirable solution that maps some of the centers close to one another while moving the remaining centers far from the others.
Note that the transformation of the multiobjective optimization [see (5) ] to its single objective form [see (6) ] is effective only if the objectives are assumed to be equally important, that is the case here.
B. Discriminator Function f for ODD
After solving [see (6) ], we need to identify to which class a given vector y belongs. We define the function
. . , f c as follows:
where D k = y − a k is the distance between y and the center of the class k. The smaller the value of f k is, the more likely that the vector y belongs to class k. One can calculate 1− f k ( y) and then normalize the results to get the probabilities of y ∈ S k . This leads us to the following formula for f k :
Clearly, f k ( y) ∈ [0, 1], that can be interpreted as a measure for the probability of y ∈ S k . To convert the results to a categorical value (i.e., converting generative results to discriminative results), we use the threshold that maximizes the area under the curve (AUC) in the training set to classify test cases. This thresholding strategy is used for all generative methods in this paper (Direct-LDA, ODD, and MLP) unless specified.
C. Transformation Function F for ODD
We consider the linear case for F in this paper where (6) is dependent only on M n× p and r that introduces p(n +1) variables. In the rest of this paper, we combine M n× p and r and denote M n × p where n = n + 1. This, of course, would assume that an instance x i is presented as x i 1 , . . . , x i n , 1. ODD with this setting is very similar to MLP with no hidden layer that uses a different energy function: MLP uses the mean square error of the outputs of instances and expected classes independently, whereas ODD uses the idea of centrality of instances that are in the same class.
Not all problems could be effectively transformed by a linear function. Hence, one may add nonlinear flexibility to F by introducing a function g :
If the function g is nonlinear, then the final model is able to classify instances that are nonlinearly separable. The choice of the function g is problem-dependent; g can be chosen by trial and error. We test g( x) = tanh( x) as a method of introducing nonlinearity to our algorithm in Section IV. This function has been used frequently for this purpose in MLP articles. We note that, unlike other classification methods which require specific functions for their kernel, the transformation F for ODD can be defined in a more generic form as the optimization function for ODD is solved by a derivative-free optimization method.
D. Candidate Optimization Methods for ODD
The optimization problem, , introduced in (6) is nonlinear. It is also difficult to calculate the gradient and Hessian for this equation, necessitating the use of methods that are either derivative-free or approximate gradient and Hessian. In addition, it is not clear if this optimization problem is unimodal or multimodal, making the solution even more challenging. In this paper, we use three methods to solve this optimization problem: ES, CMAES, and QN. We have not used PSO, because it does not take into account dependence between variables [28] , a requirement for the purposes of this paper. The first two methods are stochastic and population-based and have a better exploration ability than the last. However, QN converges to a local optimum faster than other methods [31] . In this section, we compare the computational complexity of these methods.
Let F( x) = x M n× p , n v = np be the number of variables to optimize, m = kn v , where k is a constant. To assess the time complexities in practice, we designed a random data set in which m = knp instances were randomly (uniform distribution) sampled in an n-dimensional space (n-dimensional uniformly sampled instances) and assigned to two classes randomly. We set p = 2 in all examples and applied ES, CMAES, and QN to the objective function of ODD, each method for five iterations, 50 times. The function F was set as specified earlier (linear function), and λ was set to 50 for ES and CMAES. Fig. 1(a) shows the results when k was changed from 1 to 10 and n = 100. The figure shows that the average computation time for all methods is linear with respect to k. However, the calculations included much larger constant multipliers for QN that makes the algorithm significantly slower than other methods. Fig. 1(b) shows the results when n v was changed from 100 to 1000 and m = 2000. The figure shows that the required time is less for ES than for other methods and is largest for QN.
Another important factor that contributes to the performance of the optimization method is the convexity of the search space. As there is no reason to assume that the optimization problem defined in (6) is convex, the exploration ability of the algorithm becomes important. While methods like QN are very efficient in convex spaces, they have difficulty in finding good solutions in nonconvex problems. In contrast, ES and CMAES have a better exploration ability, enabling them to offer better final solutions in multimodal optimization problems. It is therefore beneficial to use a hybrid of ES and CMAES with QN to ensure that effective exploration at the beginning of the search is combined with better exploitation at the later stages of the search. Hence, in all of our implementations, we used CMAES in combination with QN for small problems (n v ≤ 300) and ES alone for large problems (n v > 300), set experimentally. Although the number of iterations for these methods could be set according to n v , our experiments showed that 100 for CMAES, 100 for QN, and 500 for ES work efficiently for our test cases. Also, ES and CMAES are terminated if their performance is not improved by at least 0.001 in the last 20 iterations. For QN, the algorithm was terminated if the gradient value was smaller than 1e-8.
E. Example
Here, we provide an example to clarify how ODD works. Assume that the data set presented in Fig. 2 is given, 1 containing 140 points in two classes (70 data points in each class) in which each instance x i is 4-D.
We set the transformation F as F( x ) = x M 5×2 , where
, and x k i is the kth element of the instance x i . We then solve the optimization problem, [see (6) ] to find the matrix M. After optimization, we find where T is the transpose operator. The transformed data set before and after optimization of M is shown in Fig. 3(a) and (b) (filled circles), respectively. The figures also indicate the centers of the distributions of transformed instances (crosses) as well as misclassified instances when the value of f is thresholded by an arbitrary value 0.5. With this threshold, the algorithm has classified 133 instances (over all 140) correctly. With an optimized threshold, this was improved to 137 correctly classified cases.
F. Comparison With LDA
In this section, we compare ODD with direct LDA on artificially generated data sets to demonstrate the differences between the methods. a normal distribution with mean equal to zero and standard deviation 30. The value of a is picked uniformly randomly from [15, 25] for both series. The frequency z is picked randomly (uniform distribution) from [65, 75] for 50 instances, whereas it is picked randomly (uniform distribution) from [15, 25] for 500 instances. The first 50 instances are labeled as 1 and the rest are labeled as 2. A similar set is used for testing purposes but with 500 instances from each class. 2) Db2: It is similar to the first data set, but this time we have four different frequency ranges: [10, 20] , [30, 40] , [50, 60], and [70, 80] in four classes. We place 50, 250, 500, and 10 instances from each time series for training and 500 from each class for testing. 3) Db3: It has two sets of time series, 100 instances in the first and 1000 in the second. Each sample of each series is generated by N(a, b) Fig. 3 ]. It includes 788 instances in seven classes in two dimensions. 2 We applied ODD and direct LDA to these four data sets and reported the results in Fig. 4 . For both the methods, we used the distance between the instances and the closest distribution center without any thresholding (function f ) (see Section III-B). ODD outperforms direct LDA in all training sets. In the cases where the number of dimensions was smaller than the number of classes (e.g., Db4) or the number of instances in at least one of the classes was smaller than the number of dimensions (e.g., Db3), direct LDA failed (the method could not find any solution for Db2 and Db4) while ODD performed well. We note that the second scenario is very common in time series, i.e., a large number of samples, each representing one dimension, and a small number of instances for each class.
IV. EXPERIMENTAL RESULTS
In this section, we provide the results of the comparisons between ODD and 8 other state-of-the-art classification methods when they are applied to 12 standard classification problems.
A. Comparisons Procedure
In this section, we introduce the data sets, preprocesses, and algorithms settings used for comparisons.
1) Data Sets: We use 12 data sets to compare classifiers, namely, Breast cancer (BC), GD, Glass chemical (GC), Parkinson (PR) [34] , Seizure detection (SD) [35] , Iris, Italian wines, Thyroid function, Yeast data set [36] , Red wine quality [37] , White wine quality (WQ) [37] , and Handwritten digits (HD). The main characteristics of these data sets are provided 2 The data are available online at https://cs.joensuu.fi/sipu/datasets/. Table I . These data sets are used frequently as standard benchmarks in machine learning studies. We used the oneversus-rest presentation for the classes. Hence, the class of each instance was represented by a binary vector of length c. The data set HD-convolutional has been generated by characterizing the HD data set using a convolutional neural network (CNN) [38] . Two convolutional layers with ReLU activation functions were used in the CNN (5 × 20 for the first layer and 3 × 20 for the second layer), each were then proceeded by a max pooling layer with strides of 2 × 2. A Softmax layer was then used for final classification. After the training of CNN, this Softmax layer was replaced by other classification methods, including the proposed method in this paper, for comparison. The number of dimensions of the last layer before the Softmax is 500, and hence, each classifier was facing a 500-D problem for classification.
The SD data set includes interacranial electroencephalogram (iEEG) from 12 subjects (4 dogs and 8 humans) with variable number of channels ( Table II shows the details of this data set) [35] . There are two classes, namely seizure (ictal) and no-seizure (interictal), in the data set with a variable number of instances and iEEG channels for each subject. While each seizure event might take up to 60 s, each instance labeled as ictal or interictal in the data set consists of 1 s of an event from all iEEG channels. As the properties of the signals belonging to the same ictal event are likely to be similar, the inclusion of different segments of a single event in both training and test sets may simplify the problem. We used all ictal segments that belonged to the same seizure event in either test or training set, but not both. The segment index associated with this data set was used to reconstruct the events. This procedure is usually used for cross validation in the SD and the prediction literature [35] .
2) Preprocessing and Performance Measures:
We preprocessed the instances in the SD data set by calculating the fast Fourier transform (FFT) of each channel and concatenating these transformed signals to generate one large signal (FFT of the channels one after another). The length of this signal is a function of the number iEEG channels. We used frequencies from 1 to 50 Hz only as this shows a sufficiently accurate presentation of a seizure [35] . For subject 1, for example, the preprocessed signal was 16 × 49 samples long (16 channels, 1-50-Hz FFT). Hence, the number of features in this data set is between 784 and 3528. The classifiers were trained for each patient independently. The training set was generated by selecting 70% of the seizure events randomly, and the rest of the seizure events were used for testing. We also selected 70% of nonseizure signals randomly for training and used the reminder as the test set. For each set of training signals, we trained KNN, MLP, SVM, DTR, LDA, and ODD models and tested their performance on the remaining instances. This was performed for 50 independent runs to decrease any possible effects due to biased selection in training and test sets. The number of instances in each class for the SD data set is imbalanced (the ratio of ictal to interictal instances is about 2:19 on average).
For other data sets, variables were normalized to [−1, 1] for the instances in the training set. The mapping to normalized the training set was applied to the test set to ensure that both training and test sets were in the same domain. The variables with zero variance across the entire data set were removed consideration. For the HD data set, we also used principle component analysis [39] to reduce the number of dimensions to 50, prior to normalization.
For each data set (except for HD), we randomly selected 70% of instances in each class for training purposes and used the reminder as test set. All methods were then applied to the training sets and then their performance on both training and test sets was measured. Selection and modeling were performed for 50 independent runs to ensure that the results were not biased toward a specific combination of the instances in the training set. For each run, the same training set was used for all methods. For the HD data set (70 000 instances), the number of instances selected for training at each run was set to 5% (rather than 70%) from each class and the remaining instances used for testing.
We used AUC of the recipient operation curve (ROC) [40] as a performance measure. For multiclass problems, the overall performance was calculated by averaging the AUC for each class. As MLP and ODD are generative classifiers, we used the best threshold identified from the ROC curve of the training set to threshold the results of the test set. The threshold was remained unchanged for testing.
We used the t-test (confidence 0.05) for statistical comparisons between the performance of each method and ODD.
3) Algorithms Settings: We compare the results of ODD with NBY, SVM (we used one-versus-all strategy to enable SVM to deal with multiple classes), MLP (with the number of neurons in the hidden layer equal to p, the dimension of the transformation F in ODD and using the Levenberg-Marquardt algorithm for training), 3 LDA (using a one-versus-all strategy to enable LDA to deal with multiple classes), DTR, and KNN (using a five neighbors model). We used MATLAB 2016b for implementations and tests. For SVM and LDA, linear kernels were used. Three settings for ODD were tested: ODD 1 in which p = 1 and F( x) = x M n × p , ODD l in which p = c and F( x) = x M n × p , and ODD n in which p = c and F( x) = tanh( x M n × p ). All implementations of ODD could handle multiclass classification without the use of external strategies.
Stopping criteria for MLP were set to gradient <1e-8 or 1000 iterations. For ODD 1 and ODD l , the stopping criteria were 100 iterations (constant) for CMAES and then 100 iterations for QN to ensure efficient exploration and exploitation. For CMAES, the algorithm was terminated if the improvement for the last 20 iterations was smaller than 0.0001. For QN, the algorithm was terminated if gradient was smaller than 1e-8. For large data sets (HD and SD), we only used ES for 500 iterations.
B. Multiobjective Comparison
We compare the results of optimizing the multiobjective optimization problem in (5) with optimizing the single objective optimization problem in (6) . We use NSGA-II [29] and MPSO [30] to optimize the multiobjective formulation whereas CMAES and ES to optimize the single objective formulation. BC and CG are used as data sets for this comparison. Because MPSO and NSGA-II offer a set of solutions on the Pareto front instead of one single solution, after optimization, we select the solution that minimizes (6) and compare the results with CMAES and ES (Table III ). The running time was limited to 100 ms for all the methods.
In comparison with MPSO, CMAES finds better solutions in average over 100 runs for both train and test sets for Table IV shows the comparative results of tested methods for all data sets except for SD. 4 The value in row i column and j shows P i, j − G i, j where P i, j is the number of data sets for which the j th form of ODD performed significantly better than the method indicated by row i and G i, j is the number of data sets for which the reverse is the case for the performance measure denoted by "Measure." For example, value 3 in row 3 (LDA) aND column 2 (ODD n ) for the measure "Test" indicates that the number of data sets for which ODD n performs significantly better than LDA is three data sets (over 11) more than the number of data sets for which LDA performs significantly better than ODD n .
C. Comparison With Existing Classifiers
The running time of all forms of ODD is significantly longer than that of NBY, SVM, LDA, DTR, and KNN. Compared with MLP, however, ODD l requires significantly less time in the majority of data sets. This was not the case for ODD n mainly because of the nonlinear function. Running time for 4 Details of this experiment is available in Appendix A. V   COMPARATIVE RESULTS AMONG DIFFERENT CLASSIFICATION  ALGORITHMS WHEN THEY WERE APPLIED TO SD DATA SET.  THE VALUES IN THE TABLE ARE SIMILAR TO WHAT  WAS DISCUSSED FOR TABLE IV ODD 1 was significantly less than for MLP in the majority of data sets.
ODD l significantly outperformed all other non-ODD methods in the majority of test data sets (all values in that column are positive). The algorithm also performed significantly better than other methods, except for MLP and DTR in the training data sets.
ODD 1 significantly outperformed other non-ODD with the exception of MLP and LDA, in the majority of the test data sets. For the training sets, ODD 1 outperformed significantly KNN, LDA, SVM, and NBY but not DTR and MLP.
For the test data sets, ODD n outperformed significantly other non-ODD methods except MLP, which performed equally well. ODD n also outperformed other non-ODD methods, except MLP and DTR, in the majority of training data sets. Table V shows the results of comparisons between methods for SD data set. 5 ODD l and ODD 1 significantly outperformed all other non-ODD methods in majority test data set. For most test data sets, ODD n outperformed all other non-ODD methods except for LDA. ODD l and ODD 1 also outperformed all methods except LDA and SVM for the majority of training data sets. ODD n outperformed all other methods except SVM, LDA, and MLP for most training data sets.
D. SD Data Set Results
All implementations of ODD had significantly longer running time than other methods.
E. Sensitivity to Between-Class Imbalance Data sets
ODD is not sensitive to the number of instances in each class. The reason is that ODD optimizes characteristics (mean and spread) of a class that is independent of the number of instances in that class.
We tested the sensitivity of ODD to between-class imbalance by using the CG data set. The data set include 200 instances, 100 instances in each class. We divided this data set to two subsets, one for training and the other for test. In each run, we selected 70% of instances from the first class and 100r %, r ∈ {0.1, 0.2, . . . , 0.7}, of instances form the second class. As the number of instances in each class is Fig. 5 . For ODD, p was set to 1 to ensure a fair comparison with SVM, hence, F( x) = x M n ×1 where n = 7 as the number of variables in the data set is 6.
As depicted in Fig. 5 , the performance of ODD and MLP changed slightly when the class ratio was changed from 0.1 to 0.7. This was not the case for SVM, NBY, LDA, DTR, and KNN which were markedly affected by the imbalance ratio.
F. Overfitting
Overfitting is a common issue faced by classification methods. It is usually measured by the extent to which the performance of a classification method can be generalized to unseen instances. To assess overfitting for a classification method, we calculate the performance extension index defined by
This index indicates the extent to which the performance of the classifier on the training data can be generalized to new (unseen) data while also taking into account how well the algorithm performs in the testing set. If we only use the first term (Test performance/Train performance), then an algorithm with a very poor performance (e.g., 50% accuracy for the training set, extendable to the testing set) provides a perfect G indx , G indx = 1. To avoid this, we have added the second term (test performance) in this formula to penalize algorithms that have a very low performance. For example, for the hypothetical algorithm mentioned before, G indx becomes 0.5. The larger the value of G indx , the better the algorithm is able to generalize its performance, taking into account how good is the algorithm performance in the test set. We calculated G indx for all methods based on their results in Section IV-C. Fig. 6 shows the average ranking of the algorithms based on their G indx value over all 11 data sets (the smaller the ranking the better the generalizability of performance). ODD l has the best ranking among these methods in terms of its G indx followed by LDA with a small margin and then NBY. Also, ODD n has a better generalization ability compared with all other nonlinear classification methods tested in this paper (i.e., MLP, DTR, and KNN).
G. Comparison With State-of-the-Art Classifiers
We compare the results of ODD 1 with two recently proposed methods, namely SMP and DSL, on four binary classification problems (BC, CG, GC, and PR), in Table VI. The character " * " for each method indicates that ODD 1 performed significantly better than that method ( p < 0.05). The character "+" and "−" for each method indicate that ODD 1 performed significantly worse and statistically the same as that method. In three out of four data sets, ODD 1 performed For test data, however, ODD 1 performed significantly better in two data sets while significantly worse in one. In comparison with DSL, ODD 1 performed significantly better in three out of four data sets for test data. For training, DSL used a 1-nearest neighbor strategy, and hence the training performance of DSL is always 100%. In terms of running time, ODD 1 and SMP perform closely, whereas DSL is the fastest among the three.
V. CONCLUSION AND FUTURE WORKS
We have introduced a new method based on ODD for classification. The aim of the algorithm was to find a transformation to minimize the distance between instances in the same class while maximize the distance between gravity centers of the classes. ODD allows the use of any transformation; however, this paper only tested a linear transformation and a specific nonlinear transformation. The algorithm was applied to 12 benchmark classification problems, and results were compared with the state-of-the-art classification algorithms. We showed that the proposed algorithm outperforms previous methods in most of the data sets. Results also showed that the method is less sensitive to between-class imbalance and it has maintained its performance for the new instances better than other tested methods. One should note that the main parameters that play a role in the performance of ODD, including the termination criteria, optimization algorithm, and transform function, have been experimentally set for the data sets in this paper. These parameters may, however, need to be optimized according to the problem at hand.
We experimented with reducing the number of dimensions to a value equal to the number of classes. However, the ODD design allows flexible changes to dimensionality that may be beneficial in some data sets. Future work includes the design of an adaptive method to increase the number of dimensions in the linear transformation ( p) to optimize the size of the transformation matrix. A small transformation matrix could be propitious for hardware implementations. In addition, the method could be extended to incorporate multiple layers in which each layer reduces the number of dimensions that could improve the performance of the algorithm for some classification tasks. Another interesting direction would be to change the stopping criteria and test its impact on overfitting, i.e., stop the algorithm as soon as the instances are separable in different classes. SD DATA SET. THE DETAILS WERE THE SAME AS WHAT WAS EXPLAINED FOR TABLE VII   APPENDIX A   Table VII shows the average results of 50 independent runs for all algorithms. The values in the table have been prefixed by three characters. The character in position one, two, and three after each value at a specific row and column indicate the results of the statistical test (t-test with confidence 0.05) between the method indicated in that column and ODD l , ODD n , and ODD 1 , respectively, for the data set at that row. " * ", "−", and "+" at a position indicate that that result is statistically worst, the same, or better than ODD l , ODD n , and ODD 1 , depending on the position of the character. For example, the value "96.37 * − * " in the row "BC," measure "Test," column NBY indicates that the average performance (AUC) of the method NBY was 96.37 on the training set that was significantly worse than ODD l and ODD 1 while statistically the same compared with ODD n . Table VIII shows the average results of 50 independent runs for all algorithms when they were applied to SD. The values in the table have been postfixed by three characters that have the same definitions as in Table VII. 
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