ABSTRACT. We study the asymptotic behavior of the solutions of the nonlinear Volterra integrodifferential equation
Introduction. A real nonlinear Volterra integrodifferential equation with a convolution kernel is an equation of the form
(1) x\t)+S[a(t-f)g(x(j))dT =M (0<f<~); X(0) = x0, where a, g and /are given real-valued functions, x0 is a given real constant, and x is the unknown solution (prime denotes differentiation). We are basically interested in asymptotic properties of a solution of (1) such as the boundedness on (with the appropriate assumptions on a, / and g the condition (2) will imply hm^,,, jc'(r) = 0, and the existence of brn^^ x(t)).
In the existing literature on this nonlinear problem the hypotheses on g and /have, in general, included g 6 C(-°°, °°), fE iHO, °°), and we shall assume throughout that these two conditions are satisfied (however, in some recent papers the condition /6 ¿'(0, °°) has been relaxed to lim^^ /(f) = 0, but then stronger conditions are needed on a and g, see [10, Theorem 2.5], [13 We shall also use the following notations (<£ stands for an element of some function space, and u for an element of the corresponding dual space, e.g. ip £ V and u e v'y.
(¡p. u): u evaluated at <p, lp: complex conjugate of ¡p, Ü: (ip, «> = <^T«>, ¿: ¿(w) = XI rt0e-,wf dt (-«o < co < «), û: dp, û) = (¡p, u), £: £(i) = ¡pX-t), ïï: dp, u) = Çp,u), n = {s G Cl Re s > 0}, «*: m*(s) = (es, u) (s € IT), where es(t) = é~st (-<» < t < °°), f*g-(f* g)(t) = JC fit -r)g(T) dT (see also [20, Definition 7 .18] ), /•r(/°iX*)«/W<».
IjuI: the total variation measure of ju.
With the exception of §6 all our functions, measures and distributions are complex-valued, unless explicitly stated otherwise. We identify a measure ju (or a function) with a distribution by the formula <v, ju> = fT» <¿>(f) dp(t) (<p G V)-The word "positive" is used as a synonym to "nonnegative", and we write "strictly positive" whenever we want to exclude zero. We extend all functions and measures, defined on some interval /, to (-<», °°) by zero outside /, unless we give a specific statement to the contrary (so e.g., V(0, °°) C £>(-<», °°), but C[0,oo)<£ C(-°o,oo)).
1. Positive definite measures. In this section we give the basic results on positive definite measures and their Fourier transforms. These measures form a subclass of Schwartz's positive definite distributions, which contains all positive definite functions in the sense of Cooper [2] . The proofs are based on [22] . Definition 1.1. By a locally finite (Radon) measure n on (-», °°) Qx G M(-°°, o«)) we mean a complex-valued set function that restricted to subsets of compact sets of(-°°, °°) is a complex Borel measure. By M[0, °°) ("locally finite measures on [0, °°)") we mean the subclass ofM(-°°, °°) vanishing on (-°°, 0). The class of positive, locally finite, Borel measures on (-<», °°) is denoted by P(-oo, oo). 
2 is a straightforward generalization to measures of the class of positive definite functions used in [4] , [16] , [18] and [21] . A seemingly slightly different class of positive definite functions, defined on (-<», °°) instead of [0, °°), has also been studied, e.g. by Cooper [2] . His definition generalizes to measures as follows: Definition 1.3. A measure v G M(-°°, °°) is positive definite (v G PD( -oo, oo)) if for every T>0and for every <p G L2(-T, T),
Note that the double integral in (1.2) is required to be real, and that a larger class of functions ip is admitted. 
The first term can be written, using Fubini's theorem followed by a change of variables and another application of The mere fact that i£S'n P(-°°, °°) whenever v G PD(-°°, °°) imposes a growth condition on v (see [22, p. 242] ). However, exploiting also the fact that v is of order zero in a neighborhood of { 0} one gets a much sharper bound on the size of v: Proposition 1.1. Given e, tj > 0 there exists K(e, tj) > 0 such that for every v G PD(-°°, °°), Remark 2.1. The statement about weak* convergence in L00^-00, °°) is equivalent to the following: for every b E ¿!(0, °°), J_1 *(-') *,(') dt = J7 *(* -fM0 dt-+0 (s -~).
The proof of Lemma 2.1 is essentially the same as the proof of Lemma 1 in [21] ; extend a to (-», °°) as in Theorem 1.1, apply Lemma 1.1, then continue the proof as in [21, §4] , and finally use two different versions of Wiener's tauberian theorem [20, Theorem 9.7(a)-(b)].
Remark 22. It follows from Corollary 1.1 that the measure induced by a function aELl(Q,<*>) (dp(i) = a(t) dt) is positive definite if and only if Re{a(co)}> 0 (-°° < w < °°). Whenever a locally integrable function induces a positive definite measure, we shall henceforth also call this function positive definite.
Remark 2.3. It is not hard to see that the conclusion of Lemma 2.1 does not necessarily hold if the condition Re{â(co)} > 0 is relaxed to Re{2(co)} > 0 (-oo < w < oo). The function a(t) = 0 provides a trivial example. A less trivial example is the following (cf. [11, Theorem 1]): Take U-r, 0</<l, a(t) = { {p(t) = e2ltit, t>0.
(0, t>l,
is nonnegative, but not strictly positive everywhere. A short computation yields
Re{Sle~2Ht JÓ «***^)<f)**}-¿ (T> 1), so (2.1) is satisfied. This shows that the assumption Re{â(cj)} > 0 (-°° < co <°°) is indeed essential. Our present objective is to improve Lemma 2.1 by removing the integrability condition a G ¿'(0, °°), i.e. we would like to replace the function a by a measure p G M[0, °°). In the view of Remarks 2.2-2.3 it seems natural to require that p be positive definite, and in addition that the derivative of Re{/x} with respect to a Lebesgue measure (i.e. the "density function"), be strictly positive in some sense. There is an almost trivial way of generalizing Lemma 2.1 to a class of "strictly positive definite" measures (Definition 2.1 and Theorem 2.1 below), but it is not immediately clear what this means in terms of Fourier transforms. However, we show below that this leads to a very natural subclass of positive definite measures, i.e. strict positive definiteness of p is equivalent to strict positivity of Re{£} in the appropriate sense. We shall also give a theorem on the strict positive definiteness of nonnegative, nonincreasing and convex functions. with Re{b(u>)} > 0 (-» < w < °°), such that the measure X defined by d\(t) = dp(t) -b(t)dt (t > 0) is positive definite. Re {£} is strictly positive. Then there exists ¡pE S such that ¿(co) > 0 (co G Í2), ip\ui) = 0 (co £ Í2), and the measure X defined by d\(t) = dp(f) -<p(t) dt (t > 0) is positive definite.
The proof of Lemma 2.2 is given in §3.
The "if part of Theorem 2.2 now follows immediately. Let i¿> be the function in Lemma 2.2, and define b(t) = <p(t) (t > 0), b(t) = 0 (t < 0). Then (iv) each interval has finite length.
It is clear from Definition 2.2 that f2 is open, and thus £2 is a countable union of disjoint open intervals. Since a countable union of countable collections of intervals is countable, it suffices to construct the intervals I, in the special case when Í2 is an open interval, say Í2 = (a, ß) (-oo < a < ß < °°). This can be done as follows: Define e(w) = sup{ el? -em > 0 in (w -e, co + e)} (-oo < co < °°).
Then it is easy to show that le(coj) -e(co2)l < Icoj -co21, i.e. e is continuous. Also e(co) > 0 (co G Í2). Take an arbitrary point co0 G (a, ß), and define positive definite measures Sometimes Laplace transforms are easier to compute than Fourier transforms; in particular it may happen that the Laplace transforms converge in the classical sense for every s G II (this is assumed throughout in [18]). In this case the criteria (ii) and (iii) in Theorem 4.1 can be quite useful. There also exists a condition similar to Theorem 4.1 (iii) which is equivalent to strict positive definiteness. In this connection it is helpful to know that Re {p*} has nontangential limits a.e. on the imaginary axis: Pick any a > 0, and define (A\\ u(co) = lim Re{p*(ï + ir})}
•lJ î->0 + ;lw-r)l<otÇ whenever this limit exists. We then have Remark 4.2. The function u in (4.1) is actually a.e. equal to the (measure theoretic) derivative of Re {p.} with respect to Lebesgue measure, i.e. it is a.e. equal to the derivative of the absolutely continuous part of Re {p}. We omit the proof of this fact since we shall not need it explicitly below. Conversely, suppose that (ii) holds. Theorem 1.2 and (5.1) then imply that v¡. EPD(-oo, oo) (| > o). Now use [2, Theorem 2] (which also is valid for positive definite measures by the same proof as in [2] ) to get v E PD(-°o, o°), and Theorem 1.1 then tells us that (ii) is satisfied.
Proof of Lemma 4.1. By Theorem 4.1, Re {ju*} is a positive harmonic function on II. Map II conformally onto the unit disk with a linear fractional transformation h (e.g. h(z) = h~l(z) = (1 -z)(l + z)-1). Then the functions = Re {p*}°A -1 is a positive harmonic function on the unit disk. This means that g can be written as the Poisson integral of a positive measure on the unit circle [19, Theorem 11.19] . Thus g has nontangential limits a.e. on the unit circle [7, p. 34] . Writing Re {p*} = g° h, and using the fact that h is conformai, we then find that the limit Next we turn to the converse part, and suppose that (ii) holds. Define /j£ as in the proof of Theorem 4.1 (£ > 0). It is an easy, although somewhat tedious, exercise to show that ju£ -► ß in S' as % -* 0+. Taking Fourier transforms this means that j3ç -► ß in S', so in particular Re {¿{} -* Re {ß} in S'(% -*■ 0+). Choose any nonnegative <¿> G V. Then by Theorem 4.1(h), (4.1), (5.1) and Fatou's lemma,
V<co)u(co) dcj < lim ! <p(co) Re {ßJof)}dcj = <v>, Re {£}>.
t-»o+"'~T his means that the measure X defined by d\
is positive, and so by (ii) and Definition 2.2, Re {ß} E SP(-<*>, <*>). Theorem 2.2 then tells us that (i) is satisfied.
Proof of Corollary 4.1. That ß E SPD [0, °°) implies u(co) > 0 (-<» < co < °°) is proved exactly as in the first part of the proof of Theorem 4.2. Conversely, the function v is lower semicontinuous, and so it assumes its minimum on every compact interval. This together with the condition u(co) > 0 (-°° < co < °°) implies that the function u defined in (4.1) satisfies Theorem 4.2(h), and thus ß E SPD[0,oo).
6. Applications to nonlinear Volterra equations. We shall now apply the theory developed in §1-5 to the nonlinear Volterra integrodifferential equation (6.1) x'(t) + / g(x(t-t))dß(T)=f(t) (0 < t <°°); x(0) = x0.
Here g and/are real-valued functions, ß is a real, locally finite measure,x0 is a real constant, and x is the unknown solution, which is required to be locally absolutely continuous, and satisfy (6.1) a.e. We are basically interested in the asymptotic behavior of x(t) as t -* °°. Uniqueness of the solution is not assumed. The following theorem gives the existence and boundedness of solutions of (6.1): Theorem 2] , and also Corollary 1.1 and Theorem 4.1 above; it is a trivial exercise to show that it suffices to take real-valued functions <p in (1.1) whenever p is real). Our smoothness condition on the kernel, i.e. the measure p, is somewhat weaker, and we have also removed the growth condition on the kernel found in [18, line (1.1)]. For a discussion of earlier results we refer the reader to [18] .
Our next theorem concerns the existence of lim^,» g(x(t)):
Theorem 6.2. Let (6.3) hold. In addition, suppose that To prove Theorem 6.2 it suffices to show that (2.2) holds with ip = g°x, which can be done exactly as in [21] , and then to apply Theorem 2.1 (note that uniform continuity of x together with (6.3) and (6.6) implies uniform continuity of g o x).
This theorem extends [18, Theorem 1(h)]. Our assumption on the kernel is weaker, in particular we do not need the growth condition [18, line (1.4)] on Re {p.} (cf. Theorem 4.2 and Remark 4.2 above). Additional conclusions concerning the existence of limits of x(t) and x'(t) as t -> ~ can be obtained as in [18] by restricting the growth of p at infinity.
The following theorem gives sufficient conditions, weaker than in [18, Theorem 1 (ii)] (see Proposition 6.1 below) for the solution x to be uniformly continuous on [0, °°) (as in Theorems 6.1-6.2 all functions and measures are real-valued):
Theorem 63. Let (6.3) hold. In addition, suppose that (6.7) dp(t) = d\(t) + a(t)dt (t>0), and let x be a solution of (6.1) satisfying (6.6). Then x is uniformly continuous on [0, °°).
Proof of Theorem 63. Define ip = g ° x, and rewrite (6.1) in the form (6.10) x'(t) = -f[ot] tfr -r) d\(T) -Jo' <p(t -tXt) dr + f(t) (t > 0).
By (6.3) and (6.6), supf>0 \ip(t)\ < °°, and together with (6.8) this implies that the first term in (6.10) is bounded. That the integral of the last term in (6.10) is uniformly continuous follows from (6.3). Thus it suffices to show that sup f <p(t -t)u(t) dr r>o K°< oo.
To do this, one first argues as in [21] to show that (2.2) holds. Then by (6.7)- holds. Then for every T<°°, (6.11) Jo tfT -T)a(T) dA < 2a(0) Jo <^(i)/0 rf.t -t)o(t) dr dt.
We have formulated this lemma for real functions a and ip. A complex version could also be given.
Proof of Lemma 6.1. Define b as the even extension of a to (-°°, °°). Then by (6.9) and Theorem 1.1, b E C(-<*>, «>) n PD(-<*>, «>). It then follows from Bochner's theorem [1, p. 326] that (6.12) b(t) m ± J~m e'»' db(a>) (~°° < t < °°),
where the measure b is positive and finite, i.e. b((-°°, °°)) < °°. Fix T> 0. Define tpT(t) = <p(t) (0 < t < 7), <pT(t) -0 (t < 0 or t > T), and let Q(T) denote the integral 
