Abstract. We study generalized amalgamation properties in simple theories. We state the definition of generalized amalgamation in such a way so that the properties are preserved under interpreted theories. To deal with the properties, new notions of generalized types and generalized Morley sequences are introduced.
Introduction
Generalized amalgamation properties were introduced by Shelah in the context of classes of atomic models [13] and later used by him in the proof of Main Gap theorem in [12] . For a certain subfamily of simple first order theories, generalized amalgamation for algebraically closed sets was studied by Hrushovski in [4, 2] .
In short, the generalized amalgamation is about being able to embed increasingly complex systems of algebraically closed sets (boundedly closed sets, models, etc.) into a model of the theory. One of the simplest such properties (P − (3)-amalgamation) was taken by Kim and Pillay in [8] as the basis for the Independence Theorem, a characteristic property of simple theories.
Motivated by [2] and a conjecture of Shelah in [15] , Kolesnikov introduced a family of generalized type-amalgamation properties for an arbitrary simple first order theory in [9] . These type-amalgamation properties generalize the Independence Theorem in the same way as P − (n)-amalgamation generalizes P − (3)-amalgamation. This paper is an extension of [9] in several directions. First, it states the definitions of generalized amalgamation in such a way that they are preserved under interpreted theories. We believe that the resulting notions will be quite useful in the subsequent study of simple theories. Second, it exposes an increasing complexity of amalgamation notions themselves as the dimension increases. For example, for 3-amalgamation (we drop the P − part) it does not matter whether we amalgamate types or boundedly closed sets; for 4-amalgamation and above it really does; 3-amalgamation over algebraically closed sets is a consequence of stationarity for stable theories; 4-amalgamation over algebraically closed sets fails in stable theories in general. More subtly, the two hierarchies: n-simple theories and K(n)-simple theories (two reasonable ways to describe when a theory would have amalgamation properties up to certain "dimension") coincide for n = 1, 2, but are shown to be different for n ≥ 3. We here point out that the definition of n-simplicity previously suggested in section 7 of [9] is correctly modified in this paper. We shall explain why we should take this new definition. Finally, we begin to address the question of what is "reasonable" to expect when it comes Byunghan Kim was supported by KOSEF grant R01-2006-000-10638-0.
1 to amalgamation of dimension 4 and above. Two different methods are explored in the last two sections of the paper. We assume the reader is familiar with the ideas and techniques developed in [9] 
, as one of the main parts of this paper is to lift those into the context of the new definitions.
It is worth mentioning that higher-dimensional amalgamation properties were used in [3] to study the group configuration problem; and, implicitly, in [11] to address Vaught's conjecture for a subclass of simple theories.
The paper is organized as follows. In Section 1 we discuss the motivation, state the definitions of generalized amalgamation notions and establish some basic facts. Another important definition in Section 1 (and Section 3) is that of a generalized type. In Section 2 we introduce the notions of generalized indiscernible and Morley sequences. We use those to state the definitions of n-simplicity and K(n)-simplicity. We summarize the results of the paper at the end of Section 2.
Section 3 is devoted to various results concerning generalized amalgamation and characterizations of n-simplicity. In Section 4 we provide examples, most interesting one is that of K(3)-simple theory that fails to have 5-amalgamation. The construction can be described as a variant of Hrushovski construction "with torsion".
Section 5 contains analysis of K(3)-simple theories. An important notion introduced there is that of an heir base for a finite Morley sequence. By a result of Lascar and Pillay [10] , in any simple theory for any element a 0 there is a model M such that whenever a 1 is a nonforking extension of tp(a 0 /M ) to M a 0 , we have that {a 0 , a 1 } is a coheir sequence over M . In stable case, any finite independent sequence over any model has to be a coheir sequence, but in simple case the answer depends on the strength of amalgamation hypotheses.
Section 6 introduces the notion of model-n-complete amalgamation; a property that holds in all stable theories and was used in [3] . 1 . Definitions of generalized amalgamation 1.1. Motivation. A key property of forking in simple theories is the Independence Theorem, proved by Kim and Pillay in [8] . The theorem asserts that, under appropriate conditions, three types p 1 (xy), p 2 (xz), and p 3 (yz) can be simultaneously realized by a triple of tuples (x, y, and z are strings of variables). The conditions demand that p 1 (xy) be realized by ∅-independent {a, b}; and the remaining two types by independent {a, c 0 }, {b, c 1 } respectively with lstp(c 0 ) = lstp(c 1 ). Equivalently, suppose p 1 is realized by independent {a, b}; then we are looking for a common independent solution for the system of two types {p 2 (a; z), p 3 (b; z)}. Thus, in the terminology of our paper, the Independence Theorem corresponds to 3-amalgamation property.
The idea behind 4-amalgamation property is to see if we can simultaneously realize four types p 1 (xyz), p 2 (xyw), p 3 (xzw), and p 4 (yzw) by four tuples. Equivalently, suppose p 1 is realized by an independent abc; then we are looking for a common solution to the system of types {p 2 (ab; w), p 3 (ac; w), p 4 (bc; w)}.
Some of the restrictions that should be imposed on such a system of types are obvious: we do want independence; and the types p 2 , p 3 , and p 4 must be coherent. For instance, p 2 (ab; w) a = p 3 (ac; w) a, and so on.
We now turn to a more subtle point: the generalized amalgamation should really be about amalgamating bounded closures (as opposed to amalgamating single boundedly closed points).
Let us start by noting that the Independence Theorem implies 3-amalgamation for boundedly closed sets. That is, in simple theories we can find an element b such that tp(bdd(a 0 b)) = tp(bdd(a 0 b 0 )) and tp(bdd(a 1 b)) = tp(bdd(a 1 b 1 )), while holding bdd(a 0 a 1 ).
We can view 4-amalgamation property as extension for 3-amalgamation in the following sense. Suppose that we have managed to amalgamate tp(bd) and tp(cd) over tp(bc); and now want to extend the amalgam to the one over a. Namely, we are trying to amalgamate tp(d/ab) and tp(d/ac) while preserving the type of abc and the type tp(bcd) of the original amalgam. Using this to extend 3-amalgamation of boundedly closed sets, we see that bdd(bc) becomes bdd(abc), and so on. Thus we end up needing to amalgamate four boundedly closed sets.
The last comment before we state the definitions: while the usual 3-amalgamation implies 3-amalgamation for boundedly closed sets, the situation changes dramatically when we go to 4-amalgamation. As shown in [3] , 4-amalgamation for algebraically closed sets over an algebraically closed set need not hold even in a stable theory. If one drops the demand to amalgamate the algebraic closures, then 4-amalgamation (for types) easily follows from stationarity.
Generalized amalgamation for boundedly closed sets.
In what follows S will be a partially ordered set with the least element 0 S , such that the infimum s ∧ t of any two elements s, t ∈ S exists, and if S contains an upper bound of s, t ∈ S, then the supremum s ∨ t exists in S as well.
Typical examples of the partially ordered sets that we will be using are: (1) subsets of P(n), ordered by inclusion, closed under initial segments; and (2) sets of the form [Λ] ≤n , where Λ is a set, [Λ] k is the set of all k-element subsets of Λ and [Λ] ≤n is k≤n [Λ] k . The order is again the inclusion. If in addition Λ is a linearly ordered set, then we identify the set of k-element subsets with the set of all < Λ -increasing k-element sequences from Λ. 
. We omit the maps π s t if they are all inclusion maps. We are now ready to state the definition of n-amalgamation property.
be an independent system of boundedly closed sets indexed by P − (n) = P(n) \ {n}. We say that a theory T has the n-amalgamation property if there is a boundedly closed A n and elementary maps π
is an independent system of boundedly closed sets indexed by P(n). Definition 1.6. We say that a simple theory T has the n-complete amalgamation property, or n-CA, if T has the k-amalgamation property for each 3 ≤ k ≤ n. Remark 1.7. If n-CA fails over arbitrary sets, but does hold for some set B (equivalently, for sets A ∅ of certain kind), then we say that T has n-complete amalgamation over B. For instance, stable theories may fail to have 4-CA, but they do have n-CA over models for all n < ω [3] (2) , and (3) hold for all u ∈ P(n).
Proof. We prove a stronger statement by induction on n ≥ 3. Namely, we show that, for each n, ( * ) the existence of types indexed by the entire P(n) and satisfying (1)- (3) is equivalent to n-complete amalgamation and ( * * ) given a non-empty S ⊂ P − (n+1) closed under subsets indexing a system of types that satisfies (1)-(3), assuming n-complete amalgamation we can extend such a system to the one indexed by P − (n + 1). For n = 3, all the statements involved hold outright in any simple theory by Independence theorem; the details are left to the reader.
For induction hypothesis, suppose both the equivalence ( * ) and the statement ( * * ) are true for some n − 1 ≥ 3 (I.H.). We first show that ( * ) holds for n.
(⇒) Assume the left hand side. To show n-CA, assume there given an independent directed system of boundedly closed sets indexed by P − (n). Let us produce the corresponding system of types satisfying (1)-(3).
This can be described as a level-by-level construction: at the bottom, enumerate A ∅ using the variables in the set x ∅ , and let r ∅ (x ∅ ) := tp(A ∅ /B). For k-th "level", i.e., for the kelement u ⊂ n, let x u := v u x v ∪ y u , where y u is the list of new variables enumerating
. With x u enumerating the set A u in the natural way, we let r u (x u ) := tp(A u /B). Using the definition of a directed system of sets, it is not hard to check that the properties (1)- (3) hold.
By the left hand side, there is r n (x n ) completing the system of types. Then conversely, with a n |= r n (x n ), the original system of closed sets are completed; the corresponding projections are π
(⇐) Assume n-CA. By I.H., it suffices to show the case when S = P − (n). For u ∈ P − (n), let a u |= r u . We claim that {a u | u ∈ P − (n)} forms an independent system of boundedly closed sets indexed by P − (n). Indeed, letting π a directed system by the assumption (1); it is an independent system by (2) and each set is boundedly closed by (3). Thus, there is a boundedly closed set a n and the projection maps π u n , u ∈ P − (n), that commute with the given system of projections. It is straightforward to check that, reversely, r n = tp(a n ) completes the system {r u | u ∈ P − (n)}. Now we deal with ( * * ). Take S ⊆ P − (n + 1) closed under subsets. Let S := S ∩ P(n). The system of types {r u | u ∈ S } satisfies (1)-(3), and so can be extended to the system indexed by P(n) by I.H. and what we proved in (*). For S 0 := P(n) ∪ S, we have defined the types r u for each u ∈ S 0 . It is easy to check that the resulting system {r u | u ∈ S 0 } still satisfies (1)- (3) .
Iterate this construction: suppose we have enriched the system indexed by S to a system indexed by S i , i < n + 1, such that
n}).
As the system of types {r u | u ∈ S i } still satisfies (1)- (3), can again extend it to the system indexed by the full P({0, . . . , n − i − 1, . . . , n}). We have defined the system {r u | u ∈ S i+1 } that satisfies (1)- (3), where
. This establishes ( * * ).
Here's yet another way to look at n-amalgamation property. We will use it throughout the paper to avoid cumbersome notation coming from the directed systems of boundedly closed sets.
In a nutshell, the approach is to view the (n + 1)-amalgamation as amalgamation of n objects over the base: for instance 3-amalgamation can be treated as amalgamation of two types while fixing the base; 4-amalgamation as simultaneously realizing three "sides" in a tetrahedron over the base triangle, and so on. 
The intuition is that given an (n + 1)-directed system {A u | u ∈ P − (n + 1)}, we let, for w ∈ P − (n), the set C w to be A w∪{n} , so in particular C ∅ = A {n} . And then we enumerate the elements of C w by variables x w in a coherent way. The following proposition shows that (n + 1)-amalgamation corresponds to strong n-amalgamation described in [9, 4.3 
Proof. (⇒) Suppose T has (n + 1)-CA. Take a coherent system of types {p w (x w ; A w ) | w ∈ P − (n)}. We are showing that p * := w∈P − (k) p w (x w ; A w ) is a consistent type. To do that, 6 we construct an independent directed system of boundedly closed sets {A u | u ∈ P − (n + 1)}, whose amalgam will produce a realization of the needed type.
First, let A n := bdd i∈n A {i} . This is possible since all the sets A w are inside C heq . Thus, for u, v ∈ P(n), we have the boundedly closed sets A u , and the projections π (⇐) We use induction on n ≥ 3. For n = 3, both statements are true in any simple theory, so the implication holds. Now we take an independent directed system of boundedly closed sets {A u | u ∈ P − (n + 1)}, and show that is has am amalgam A n+1 . First, by induction hypothesis, we have n-CA. So we may assume that the part {A w | w ∈ P(n)} of the directed system is contained in C heq . And now simply build the types p w (x w ; A w ) for w ∈ P − (n) by induction. For k < n we construct, for w ∈ [n] k , the variables x w , bijections f w : C w → x w , and the types p w (x w ; A w ) such that Thus, we get a coherent system of types over {A w | w ∈ P − (n)}. By hypothesis, the union w∈P − (n) p w (x w ; A w ) is a type realized by a set C n . Then there is a natural bijection f n := w∈P − (n) f w between C n and w∈P − (n) x w . We also have C ∅ n A ∅ A n . We take A n+1 := bdd(C n ) and π w∪{n} n+1
It is easy that the resulting system of boundedly closed sets indexed by P(n + 1) is a directed system. To check independence, we need to see if {π {i} n+1 (A {i} ) | i < n + 1} is an independent set in A n+1 over A ∅ . For the first n members this is immediate, and π
7 A significant part of the paper will be in the context where we have n-CA, and are trying to prove (n + 1)-CA, i.e., the next "level" of amalgamation under additional assumptions. By Proposition 1.10, it is enough to find a common independent realization for coherent systems of types over {A w | w ∈ P − (n)}. By n-CA, we do not loose the generality when assuming that the domain {A w | w ∈ P − (n)} for the system of types lies inside C heq . As a by-product of Proposition 1.8, we know that these sets can be enumerated in a coherent way. In particular, if the tuple a i enumerates the boundedly closed A {i} , then A w = bdd( i∈w a i ). This leads to the following notational agreements. 
To avoid too many subscripts, it is sometimes convenient to use a, b, and c in the place of a 0 , a 1 , and a 2 . In this case, we use p(x; abc) for p 012 (x 012 ; a 012 ). These types with simplified notation are called generalized types. One needs to keep in mind that the list of variables x is actually different in a generalized type p(x; ab) than in p(x; ac); and both lists are different than the one in the generalized type p(x; ab) a = p(x; a).
We shall see these issues again in Section 3.
n-simplicity
2.1. Generalized Morley sequences. Until now, we dealt with independent directed systems of boundedly closed sets indexed by P − (n), for some n. The generalized Morley sequences that we define below are examples of directed systems indexed by sets [Λ] ≤n partially ordered by inclusion, where |Λ| ≥ n + 1, in particular Λ can be infinite. We start with a simple example of such a system. We now formalize the notion. Definition 2.2. Let Λ, < Λ be a linearly ordered set. The set [Λ] ≤n is the following union
n -sequence if (1) a s is an ordered tuple enumerating the set bdd( t⊂s a t ) without repetitions for every
Again, it is immediate that a [Λ]
n -sequence is a directed system of boundedly closed sets indexed by [Λ] ≤n .
Now we turn to indiscernibility of [Λ]
n -sequences. Definition 2.3. Let Λ be a linearly ordered set. Let g : Λ → Λ be a partial order-preserving function. For each n < ω, there is a unique natural extension (partial)ḡ :
n -indiscernible, and in addition the sequence {a {i} | i ∈ Λ} is independent over a ∅ , we say that I is a [Λ] 
Proof. Let I ⊃ I be a long extension of the sequence I indexed by Λ ⊃ Λ. There are boundedly many ways to enumerate the closure bdd(A∪ i∈s a {i} ), so using Morley's method we can "extract" an infinite sequence J := {b {i} | i < ω} with the same type diagram over . It remains to note that an automorphism f ∈ Aut(C) sending the sequence {b {i} | i ∈ Λ} to I over A maps the set enumerated by b s to bdd(A ∪ i∈s a {i} ). Letting a s := f (b s ), we are done.
Immediately we get a corollary that will be useful later. It states that any finite, but infinitely extensible indiscernible sequence can be made into a generalized indiscernible sequence. To see the role of conditions (4) and (5) 
Proof. We treat the various extension properties separately.
Length extension follows easily by compactness, the same argument as for extension of usual indiscernible sequences of hyperimaginaries. Clearly, in the case of length extension we have that the sequence I itself, not just an automorphic image, is extended.
Dimension extension. We go up by one in dimension, n = k + 1. Let I be a [Λ] k -indiscernible sequence. We may assume that Λ = ω. We show that, for any n < N < ω,
≤n } such that the tuple a t enumerates the set bdd(a ∅ ∪ i∈t a {i} ), extending the tuples a s for each s ∈ [t] ≤k , and for any partial orderpreserving map g :
the map f g,J extends the map f g,I . This is enough by compactness.
Let
n , let a t enumerate the bounded closure bdd( i∈t a {i} ) in some way. Now color each sequence 
By Erdös-Rado theorem, there is an infinite monochromatic subset of λ, which, without loss of generality, includes ω. The resulting enumerations of bdd( i∈t a {i} ), for
Base extension. We may assume that Λ = Λ = ω and k = n. We show that for any The argument is similar to the one in the dimension extension part. We take The main idea behind the n-simplicity analysis is to see whether various extension properties hold for finite generalized Morley sequences. It is important to note that independence, not just indiscernibility, is now in the picture as well.
One of the main results of the first part of the paper is the following theorem. 
Definition 2.12. Let n ≥ 1. We say that T is n-simple if T satisfies the condition 2, and therefore each of the equivalent conditions, in Theorem 2.11.
Until we prove Theorem 2.11, we take the condition 2 as the definition of n-simplicity. As we pointed out earlier, this replaces the old definition in [9, 7] . R(a 0 , b) ∧ ¬R(a 1 , b) . We certainly cannot find b |= tp(b/a 0 a 1 ) such that {a 0 , a 1 , a 2 } are b -Morley. To be able to find the base extension, we need to demand that {a 0 , a 1 } are b-Morley to begin with. After we take the bounded closures into account, the condition (2) becomes what it is.
We saw in Lemma 2.10 that given an infinite [ω] k -Morley sequence I and any possible extension of the base, we can move the sequence (or equivalently the base) so that the image becomes [ω] k -Morley over the larger base. A natural question to ask is can we do it while fixing an initial segment of the sequence I. The resulting hierarchy of properties (originally introduced in Kolesnikov's paper [9] ) is what we call K(n)-simplicity in this paper. It turns out that the two hierarchies (n-and K(n)-simplicity) stay together for n = 1, 2, but diverge at n = 3. Even though K(n)-simplicity is not equivalent to (n + 2)-amalgamation, the former family of properties seems to generalize smoothly the definition of non-dividing. For example, if n = 2, then K(2)-simplicity provides a stronger consequence of independence of B from a 0 a 1 over A than non-dividing. Moreover originally, K(1)-simplicity (not 1-simplicity) is the key property showing the Independence Theorem (=3-amalgamation) in [8] . So it is of interest to study the family of K(n)-simple theories for n ≥ 3. A first step is a proof of amalgamation for "big" types. This is the content of Theorem 5.2 in Section 5.
Amalgamation results
This section contains various consequences of n-amalgamation property, involving amalgamation over more complicated systems than the ones indexed by P − (n). This is used in the proofs of Theorems 2.11 and 2.15.
We start by introducing a notion of the coherent system of types indexed by a partially ordered set S. This generalizes Definition 1.9 in a natural way.
Definition 3.1. Let S, < S be a partially ordered set with the least element 0, in which any two elements have the infimum and, provided there is an upper bound, supremum.
Let {A s | s ∈ S} be a directed independent system of boundedly closed sets, A s ⊂ C 
In these manners, the B-compatible generalized types p i induce a canonical coherent system of types over the family of intersections of the sets A i with the least element B and the greatest element A. Again, given an intersection, say A i ∩ A j ∩ A k , the variable for it comes from the same combination, say
Having these notational conventions, we can further simplify our description 1.10 of generalized amalgamation as follows: T has (n + 1)-amalgamation over B iff for B-independent A = {a 1 , ..., a n } and any B-compatible generalized types p i (x) over A i where
So (n + 1)-amalgamation is the property on a particular n-cover of an independent parameter set. The following "free amalgamation" theorem asserts that it gives more general property for n generalized types over any n-cover of the parameter set. Proof. We prove this by induction on n ≥ 2. When n = 2, the statement follows from the Independence Theorem. Assume the theorem holds for n − 1. For simplicity assume B = ∅. ( * ) Note that the n − 1 case finishes the proof of the theorem, and Claim 1 gives ( * ) for k = 1. Hence assume that ( * ) holds for k − 1 (k > 1) and we have q k−1 ⊇ q k−2 · · · ⊇ q 1 . We are proving ( * ) for k. For this, let V k = {v ⊆ I| |v| = n − k}, and let
Note that then
By induction on |V k |, we show that there is a generalized type q V over bdd(
q V is compatible with each p i and extends q k−1 . ( * * ) For V = ∅, we are given a type q k−1 over C k−1 . So it suffices to show the following claim which provides the induction step for ( * * ), and, as A V k = C k , completes the proof of ( * ) for k. Claim 2. Given a subset V of V k , and a generalized type q V satisfying ( * * ) and w ∈ V k \ V , there exists a type q w (or written q V ∪{w} ) over bdd(C k−1 ∪ A V ∪{w} ) satisfying ( * * ) and extending q V . Proof of Claim 2. Let w = {i 1 , . . . , i n−k }. Now consider n − k + 1 many types: q V and
We first check that they are compatible:
Thus, the types are indeed compatible.
Then by the induction hypothesis of the theorem for n − k + 1(< n), there is q w , an amalgam of q V and
This finishes the proof of Claim 2 and the proof of the theorem.
Amalgamation results.
The reader is probably convinced by now that results under the notions of strong (n−1)-amalgamation in terms of types, and strong n-simplicity in terms of Morley sequences in [9] can be smoothly lifted into the new context of n-amalgamation with generalized types, and n-simplicity with generalized Morley sequences, since after changing the set of definitions appropriately into the new context, the same ideas lead to the corresponding results.
The following lemma is stated in the context of definitions of n-amalgamation in this paper. This is the first result of [9] that we lift to the new context, so we provide a detailed proof. In particular, we do not use the full power of our notational agreement 1.11 and the remark below Definition 3.2. 
} be a coherent system of types over the directed system. If T has (n + 1)-amalgamation property, then the system of types can be independently amalgamated. That is, there is a type
Proof. We prove the statement by a stronger induction hypothesis. Namely we prove for any N = {0, ..., N − 1} ≥ n, 
Together with the type p w (x w ; A w ) (w = {N −n+2, . . . , N }) we obtain a coherent system of n types, which has an independent amalgam by Proposition 1.10. [9] , we provide precise references.
For the remainder of the section, we give the proofs of the new amalgamation results only, and for the parallel results coming from old results in
We now turn to amalgamation "over Morley sequences". In the simplest set-up, suppose we have a 3-element Morley sequence {a 0 , a 1 , a 2 } that we want to extend to a 4-element sequence, using 4-amalgamation. The idea is quite clear: take the type p 01 (x; a 0 a 1 ) := tp(a 2 /a 0 a 1 ), conjugate to a 0 a 2 and a 1 a 2 , and amalgamate the resulting three types p 01 , p 02 , and p 12 over the base a 0 a 1 a 2 . Looking a bit ahead, we then can use Lemma 3.4 to extend the sequence further, getting an infinite Morley sequence that extends {a 0 , a 1 , a 2 }.
In the full setting, we are dealing with the generalized Morley sequences, and need to account for the bounded closures. Therefore, the entire system of types must be conjugated. This motivates the following definition. Definition 3.5. We say that a system of boundedly closed sets
≤n } if there is an order-preserving bijection g : Λ → Λ and a corresponding elementary map f g :
≤n } be an isomorphic system of boundedly closed sets via an elementary map f g , where g : Λ → Λ is an order preserving bijection.
By conjugate system to {p u ( Immediately from the definitions, we get the following. ≤n } form a coherent system of types over I. We refer to such a system as the system of types generated by the extension J over I. (2) We also take simplified notational convention for generalized Morley sequences. When we call I = A; a 0 , ..., a n−1 (where the pure sequence a 0 , .., a n−1 is A-Morley) an
We now provide the main amalgamation results from [9] , stated in the context of this paper. Firstly, the following is a direct consequence of Lemma 3.4. We also refer the reader to Proposition 4.6 in [9] . 
Corollary 3.9. Suppose T is a simple theory with (n + 2)-complete amalgamation. Then T is n-simple and K(n)-simple.
The following proposition is a re-statement of Theorem 5.4 in [9] in the context of the present paper. (1) T has (n + 2)-complete amalgamation; Using the length extension terminology, the equivalence (1) ⇔ (3) can be restated as follows:
Corollary 3.11. Let T be a simple theory, n ≥ 1. Then (n + 2)-complete amalgamation is equivalent to length extension property for
We finish the subsection with re-statement of Theorem 6.5 in [9] . Proposition 3.12. If a theory T is K (2)-simple, then T has 4-amalgamation. 3.3. Proofs of Theorems 2.11, 2.15. As promised, we now provide with the proof of Theorem 2.11.
Proof of Theorem 2.11. The equivalence (1) ⇔ (3) is given by Proposition 3.10. The implication (1) ⇒ (2) follows from Proposition 3.8.
For ( We note that above proof, Corollary 3.9, and Proposition 3.12 clearly establish parts II and III(1) of Theorem 2.15. The rest examples of 2.15 will be constructed in the next section.
Examples
All the examples presented in this section are simple theories with elimination of hyperimaginaries, weak elimination of imaginaries, trivial forking, and trivial algebraic closure in the home sort. Thus, we will be working in C eq and with the algebraic closure in the place of bounded closure. We begin the section with a further simplification. Thus, the generalized types, generalized Morley sequences, and amalgamation of coherent systems of generalized types over algebraically closed sets simplify to just types, Morley sequences, and amalgamation of coherent types, all in home sort.
4.1.
Bi-partite tetrahedron-free hypergraphs. Let k ≥ 3. The theories T k we introduce below were studied in [9] . Fix k ≥ 3, let L k := {P, R, S}, where P is an unary predicate, S and R are k-ary predicates. Let T k be the model completion of the following set of sentences in L k :
(1) "R ⊂ P k ;" (2) "R is symmetric irreflexive (with respect to all permutations);"
× ¬P " (we use the notationx S y,x is understood to be a tuple in P k−1 ); (4) "S is symmetric irreflexive in the first k − 1 variables;"
It was shown in [9] that the theories T k are SU -rank 1, ω-categorical, and simple unstable. Moreover, for every k ≥ 3 the theory T k is K(k − 2)-simple, but fails to be K(k − 1)-simple. Visibly, T k fails to have (k + 1)-amalgamation, so it is not (k − 1)-simple. It is not hard to check that k-complete amalgamation holds in T k (this is essentially the content of the proof of Proposition 2.6 in [9] ). Thus T k is (k − 2)-simple.
Finally, the theory T rg of the generic (binary) graph is an example of an ω-simple(= nsimple for all n) and K(ω)-simple(= K(n)-simple for all n) unstable theory. Similarly to the examples in the previous subsections, it can be shown that the theories T F H k are SU -rank 1, ω-categorical, and simple unstable. Also for every k ≥ 3 the theory T F H k is both (k−2)-simple and
4.3. K(n − 1)-simple theories without (n + 1)-amalgamation; even n. We fix an even number n ≥ 4 and let R an n-ary relation symbol. We consider symmetric and irreflexive Rstructures. For such an R-structure A, let no(A) denote the number (modulo 2) of n-element subsets of A satisfying R. 
∪R

Ab
. We show that B can be expanded to an R-structure with ( * ), by preserving R on Aa and Ab. We prove this by induction on |A|. Let A = {a 1 , ..., a m , a m+1 }. By the induction hypothesis, we may assume that B 0 = {a 1 , ..., a m , a, b} By the last lemma, K has a generic structure M . Let U n be the theory of M . By a back-and-forth argument, we can easily show that U n is ℵ 0 -categorical and with elimination of quantifiers. It is also clear that acl(A) = A holds in any model of U n . We work in a big model M of U n .
Lemma 4.7. U n has weak elimination of imaginaries. (n ≥ 4).
Proof. We show for n = 4. The cases of other n can be proved similarly. By the ℵ 0 -categoricity and the elimination of quantifiers, we may assume that ϕ(x,ā) and ψ(x,b) are quantifier free formulas, and that they define a quantifier free complete type p(x) overā ∩b. We can also assume that if ϕ(d,ā) thend ∩ (ā ∪b) = ∅, since algebraic closure is trivial in M. We show that p(x) is equivalent to ϕ(x,ā). Suppose otherwise. Then there is a quantifier free formula ϕ (x,ā) such that
. X may not be a structure in K. However, by applying claim A to X with A =ā ∩b,
, contradicting the equivalence of ϕ and ψ. So we conclude that p(x) is equivalent to ϕ(x,ā). We have proved Claim 4.9.
Letā E be an imaginary element, where E(x,ȳ) is a ∅-definable equivalence relation. By reorderingx andȳ if necessary, we can chooseā 0 ,b 0 ,b 1 with the following properties:
• E(b iā0 ,ā) (i = 0, 1)
•ā 0 ∈ acl(ā E ) andb 1 ∩b 2 = ∅. Then, by claim 4.9, we have E(x,ā) is equivalent to a formula with the parameterā 0 . So we haveā E ∈ dcl(ā 0 ) andā 0 ∈ acl(ā E ). 
n−1 , e}. So by the indiscernibility, {a
n−2 , e} ⊂ JCB is also a counterexample. This is impossible, since JCB ∼ = JCB ⊂ M. So A must be the set {a
n−1 , e}. For this A , the m-value is m − 1. So A cannot be a counterexample, by the induction hypothesis.
By a similar argument as above, it follows that if a / ∈ A then tp(a/A) does not divide over ∅. Thus, U n is simple.
Again a similar argument shows that U n is K(ω)-simple. The theory U n is supersimple of SU -rank 1 and eliminates hyperimaginaries. Proof.
.., x n ) be the complete type generated by the formula R(x 0 , ..., x i−1 , x i+1 , ..., x n ). Suppose that a 0 , ..., a n ∈ M is a common solution of the (n+1)-types p 0 ,...,p n . Then no({a 0 , ...., a n }) = n+1 = 1, since n is even. So {a 0 , ..., a n } / ∈ K, a contradiction.
The proof of Theorem 2.15 is now completed. We question whether there are similar examples for odd n ≥ 5.
Heir base notion and amalgamation results for K(3)-simple theories
In this section, T is a complete simple theory with elimination of hyperimaginaries. We work in C eq , and our bounded closure is acl = acl eq . 5.1. Main results. As we have seen under K(3)-simplicity, T has 4-amalgamation, but need not have 5-amalgamation. Still, 5-amalgamation does hold for certain systems of types. This is what we are going to argue. We state our main theorems for the cases on generalized Morley sequences having acl(∅)-base parameters. Of course, it is only for convenience. We also use notational convention 3.7. 
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The above theorem will be deduced from the following two. But it is possible to find such a model under generalized amalgamation for generalized Morley sequences, in the form of an heir base. We give the precise definition. With some a n , if M ; a 0 , ..., a n is generalized Morley, then again by (2), the pure a 0 , ..., a n is a coheir sequence as well. Proof. This is an easy consequence of n-CA. a s A) ≡ A acl(C s a s A) . Then finally by (n + 1)-amalgamation, we have the desired set C. Proof. We assume A = acl(A). We first find a model satisfying 5.7 (1) and (2) Therefore if we set M = M i , then it is the desired model. Now the similar proof of 5.9 using (n + 1)-CA easily shows that M satisfies 5.7(2) for an arbitrary k < n as well. Now the following important lemma says the notion of coheir also behaves well in the context of generalized Morley sequences. (i ∈ s) , a n ; y s∪{n} )| s ⊆ n, |s| = k − 1} is consistent. Then it says a 0 , ..., a n is a length extension. By iteration we obtain the lemma. Now suppose not. Then by compactness, there is ϕ ∈ r such that consistent ϕ(a i (i ∈ s 1 ), a n ; y 0 ) ∧ ... ∧ ϕ(a i (i ∈ s m ), a n ; y m ) implies ¬ϕ(a i (i ∈ s m+1 ), a n ; y ). This violates that a 0 , ..., a n−1 is generalized Morley over M .
Now
5.3.
Comments about the rest of the section. We finish this section with proofs of main results. This is probably the most technical part of the paper. Not to complicate the presentation further, we adopt the following rules:
(1) All types, except coheir extensions or mentioned otherwise, are generalized types. So for example tp(e/M abc) denotes a generalized type over the system of algebraically closed sets indexed by P(3) with the root M and the maximal element acl(M abc). Aside from some obviously necessary care, one can deal with generalized types in much the same way as one deals with the usual types.
(2) All Morley sequences are generalized Morley, and we use the notational convention 3.7. But when we talk about a coheir sequence or extension, then the sequence/extension is a pure sequence/type. 11 a 22 a 10 a 21 a 32 }, as {a 00 a 10 a 21 , a 00 a 10 a 22 } and {a 10 a 22 a 32 , a 11 a 22 a 32 } are all critical pairs there. Now for A ⊆ X and a ∈ X \ A, we call {A 0 , A 1 } a critical pair in Aa, the first kind, if a ∈ A 0 and a / ∈ A 1 (or vice versa). Otherwise it will be called the second kind. Now the following claim finishes the proof.
