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FOREWORD 
Du ring March 16- 18, 1988 a workshop on coagulation was held at the Nuclear 
Research Center at Karlsruhe,Federal Republic of Germany. The workshop was 
sponsored by the Association for Aerosol Research (Gesellschaft für Aerosol-
forschung - GAeF) and hosted by the Laboratorium für Aerosolphysik und 
Filtertechnik in the Nuclear Research Center Karlsruhe. 
The basis for aerosol science was laid down at the turn of the last century by 
many researchers, mainly physicists. The first theory of the physics of coagulation 
was published by Smoluchowski seventy years ago (1). Many investigations on 
coagulation have been carried out experimentally and theoretically, since. ln its 
continuous series of workshops on fundamental problems in aerosol science 
GAeF provides a forum for discussion of the state-of-the-art. The coagulation 
workshop was centered around the problems of mathematical formulation 
(modelling), new experimental results, and future research needs. The following 
summary report gives the full text of the papers and the summarizing 
discussion.A short summary report of the workshop is to be published in the 
Journal of Aerosol Science. 
The editors wish to express their thanks to the participants from the various 
countries for their contribution in making the workshop successful. Special 
thanks are offered to the sponsoring society, the Association for Aerosol 
Research (GAeF), and to the host of the workshop, Nuclear Research Center 
Karlsruhe, for their support and cooperation. 
G. Metzig 
\lV.O. Schikarski 
(1) Smoluchowski, M.: Z.f. Phys. Chem., 92, 129- 168 (19'17) 
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MEASUREMENT OF THE COAGULATION FUNCTION FOR FINE PARTICLES 
THE INFLUENCE OF EXPERIMENTAL CONDITIONS 
1. Introduction 
AND OBSERVATION TECHNIQUES 
P.E. Wagner 
Institut für Experimentalphysik 
Universität Wien 
Dynamical changes of aerosols are freguently connected with 
coagulation. Particularly in the 
nucleation mode with accumulation 
atmosphere coagulation 
mode particles leads 
transformations of aerosol size distributions. 
of 
to 
The evolution in time of the aerosol size distribution n ( v, t) 
during coagulation can be described under certain idealizing 
assumptions by the Population Balance Eguation 
d. n(v~t) 1 V 
-- f K (u,v-u) n (u,t) n (v-u,t) du 
at 2 0 
"' 
( 1) 
- n (v,t) f K (v,u) n (u,t) du, 
0 
where K is the coagulation function. 
For the special case of the initial stages of coagulation in a 
monodispersed aerosol with particle radius a, integration of the 
Population Balance Eguation yields the well-known rate eguation 
dN 1 (2) 
dt 2 
where N is the total particle number concentration. 
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2. Dynamical Regimes for Brownian Coagulation 
The actual physical processes occuring during coagulation and 
their dependence on the radii a, b of the colliding particles are 
described by the Coagulation Function K (a,b). A consistent 
theoretical expression for K, valid over the whole interesting 
range of particle radii, is presently not available. Particularly 
for particles in the transi tion regime some controversy can be 
observed in the li terature. For practical purposes the 
semiempirical interpolation formula by Fuchs (1964) is most 
widely used for the description of thermal (Brownian) 
coagulation. The dependence of K on the radii of both colliding 
particles is shown in Fig. 1. It can be seen that K exhibits a 
mlnimum for equal-sized particles and increases strongly for 
unequal particles. 
Up to now in most experimental investigations the coagulation of 
egual-sized particles was considered. In order to show the 
coagulation in the various regimes, K is freguently plotted as a 
function of the Knudsen-number. This, however, can lead to some 
ambigui ty, because identical values of Kn can be obtained by 
chosing various combinations of particle radius and carrier gas 
pressure. In Fig. 2 the coagulation function K for egual-sized 
particles is plotted vs. particle radius and gas pressure. It can 
be seen that at constant gas pressure, e.g. atmospheric pressure, 
wi th decreasing particle radius, K first increases ( slip flow 
regime) and after passing through a maximum decreases again (free 
molecule regime). On the other hand, at constant particle size, K 
again increases with decreasing gas pressure (slip flow regime), 
but then approaches a constant limi ting value ( free molecular 
limi t) . Thus there is no unique dependence of the Coagulation 
Function K on the Knudsen number. This has to be kept in mind 
particularly if coagulation experiments at constant gas pressure 
(e.g. Shon et al., 1980; Okuyama et al., 1984) aretobe compared 
wi th data obtained for constant particle size and varying gas 
pressure (Wagner and Kerker, 1977). 
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Figure 1. Coagulation function K according to Fuchs (1964) shown 
vs. the radii of both colliding particles. 
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Figure 2. Coagulation function K according to Fuchs (1964) for 
egual-sized particles shown vs. particle radius and carrier 
gas pressure. Curves for constant pressure and for constant 
radius are indicated. 
-11-
The three-dimensional presentation of K shown vs. particle radius 
and gas pressure (Figure 3) allows a clear discrimination between 
the various dynamical regimes for Brownian coagulation. For 
comparatively large particle radii and gas pressures K is 
approximately constant and coagulation in the continuum regime 
(C) is observed. On the other hand, for small particle radii and 
sufficiently low gas pressures K decreases with decreasing 
particle radii and is independent of the gas pressure (free 
molecule regime, FM). Between these limiting regimes a slip flow 
region (SL) can be observed, where K is uniquely dependent on the 
Knudsen-Number and increases proportional to the particle 
diffusivity. The gap between the slip flow region (SL) and the 
free molecule regime (FM) is bridged by the transi tion regime 
(TR), where K exhibits a somewhat more complicated behavior. It 
should be noted that the slip flow region ( SL) is only found 
below a certain gas pressure, as can be seen in Fig. 3. Beyend 
this pressure a direct transition from the continuum (C) to the 
free molecule regime (FM) can be observed. 
3. Experimental problems associated with coagulation investi-
gations 
Coagulation experiments are generally performed in order to 
determine the coagulation function K (a,b) for various particle 
radii a, b. Usually particle nurober concentrations or size 
distributions are monitared during coagulation. As can be seen 
from eq. (1), however, thereby usually only an integral 
information on the coagulation function K can be obtained. Actual 
values for K at certain particle radii can only be determined 
experimentally, if special experimental conditions are chosen so 
that coagulation of particles with the actually considered sizes 
is predominant, while coagulation of other particles is of minor 
importance. 
Many phenomena in aerosol science can be studied under 
conditions, where microphysical (single particle) effects are 
observed. Under these conditions the aerosol concentration does 
not directly enter the experimental result and accurate 
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Figure 3. Coagulation function K according to Fuchs (1964) for 
equal-sized particles shown vs. particle radius and carrier 
gas pressure. Various dynamical regimes are indicated: C -
continuum regime, SL - slip flow regime, TR - transi tion 
regime, FM - free molecule regime. 
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concentration measurements are not required. Coagulation 1 
however 1 is inherently an aerosol macrophysical {collective) 
process and accordingly the determination of coagulation 
functions is directly related to the particle concentration. The 
accuracy of the experimental results depends on the accurate 
measurement of particle nurober concentrations. 
As can be seen from eqs. {1) 1 (2) 1 the changes of the particle 
size distribution depend on the square of the nurober 
concentration. As a consequence of this nonlinear dependence 
spatial inhomogeneities of a coagulating aerosol will generally 
lead to an increase of the coagulation rate as compared to a 
corresponding uniform aerosol. Accordingly the occurence of 
spatial aerosol inhomogenei ties can cause an overestimation of 
the coagulation function. 
A typical problern associated with coagulation experiments is 
caused by the possible simultaneaus occurence of other dynamical 
processes, e.g., diffusion, Sedimentation, condensational growth, 
Ostwald ripening 1 etc., which have to be taken into account 
properly. Most of these processes tend to cause similar size 
distribution changes as coagulation. Accordingly, neglecting 
these simultaneaus processes can lead to a systematic 
overestimation of the coagulation function. 
The theoretical description of aerosol coagulation is frequently 
restricted to spherical particles, which remain spherical after 
coagulation has occured. This condition is fulfilled only for 
liquid particles. In many practically important situations, 
however, the coagulation of solid particles is observed 1 which 
leads to the formation of randomly shaped aggregates. The 
presence of non-spherical particles, however 1 is significantly 
complicating the interpretation of coagulation experiments and 
the quantitative evaluation of the coagulation function. 
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4. Conditions for coagulation experiments 
In order to facilitate a unique quantitative interpretation of 
coagulation experiments, a nurober of conditions should be 
satisfied. In the following some important conditions are listed. 
4.1. Absolute concentration measurement. 
As mentioned earlier, the aerosol 
crucial parameter for coagulation 
directly the experimental result. 
nurober concentration is a 
experiments, which enters 
Thus sufficiently accurate 
absolute concentration measurements are of primary importance. 
Most of the experimental techniques for absolute nurober 
concentration measurement are based on single particle counting 
and thus restricted to rather low concentrations. Significant 
coagulation rates, however, are only observed at comparatively 
high particle concentrations. Therefore a certain dilution of the 
aerosol considered is usually required before nurober 
concentration measurement, which can lead to particle losses and 
thus introduce significant experimental uncertainties. .Absolute 
concentration measurements can also be performed gravimetrically. 
The evaluation of the particle nurober concentration from mass 
concentration measurement, however, requires accurate knowledge 
of the particle size distribution, otherwise significant errors 
may occur. Absolute measurements of aerosol nurober concentration 
can be performed by the Constant Angle Mie Scattering ( CAMS) 
method (Wagner 1 1985) 1 which is strictly linear over a wide 
concentration range and does not depend on empirical calibrations 
relative to external reference standards. The CAMS-rnethod has 
recently been applied to coagulation experiments ( Szymanski et 
al., 1989). 
Particularly for investigations of coagulation in ultrafine 
aerosols the concentration measurement is complicated by particle 
losses in the measuring system. If possible particle losses are 
not properly taken into account, the coagulation function will be 
systematically overestimated. 
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4.2. Measurement of particle size distribution. 
As can be seen from eq. (1), the coagulation process is 
sensitively dependent on the particle frequency distribution. 
Only for the initial stages of coagulation in monodispersed 
aerosols measurements of the total nurober concentration are 
suff icient for determination of the coagulation function ( eq. 
( 2)) . Usually i t is diff icul t to generate nearly monodispersed 
aerosols with sufficiently high particle nurober concentration. 
Therefore coagulation, particularly in the ultrafine size range, 
is frequently studied in aerosols with considerably large 
standard deviations. In this case it is essential to measure the 
actual frequency size distribution at various stages of the 
coagulation process. Comparison with corresponding nuroerical 
model calculations then yields quantiative information on the 
coagulation function. 
In connection with size distribution measurement it should be 
emphasized that a unique aerosol size distribution will only be 
observed, if the coagulating aerosol is spatially uniform. 
Otherwise the situation will be considerably complicated and 
non-uniformities will generally lead to an overestimation of the 
coagulation function. Spatial uniformi ty of an ini tially non-
uniform aerosol can be achieved by mechanical stirring, however, 
this will cause velocity gradients and an increase of the 
coagulation rate due to gradient and turbulent coagulation. 
4.3. Absolute measurement of coagulation time. 
If the coagulating aerosol is stagnant and contained in a vessel, 
measurement of the coagulation time is straightforward. However, 
as mentioned in the next section, it is sometimes advantageaus to 
observe coagulation in a flow system. In this case measurement of 
the coagulation time reguires absolute measurement of the flow 
velocity of the coagulating aerosol. This measurement should be 
performed without interfering with the coagulation process. In a 
steady-state laminar flow system a certain flow velocity profile 
will develop and hence various residence times will be observed 
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at different parts of the flow cross section. In order to 
facilitate a unique interpretation of the experimental results a 
singl.e, well-defined coagulation time should be considered. Hence 
the observation of aerosol coagulation in a flowing system should 
be restricted to a region with nearly constant, uniform flow 
velocity. 
4.4. Narrow size distribution modes. 
As mentioned earlier, coagulation experiments generally yield 
only an integral information on the coagulation function. In 
order to obtain more specific data on the coagulation function 
for particular particle sizes, aerosols with comparatively narrow 
size distributions should be considered. The coagulation function 
for equal-sized particles can be determined from experiments with 
monodispersed aerosols. For the determination of coagulation 
functions for unequal particles coagulation in a mixture of two 
different nearly monodispersed aerosol fractions can be 
considered. In this case the evaluation of the coagulation 
function is simplified if conditions are chosen, under which the 
coagulation of unequal particles is the predominant effect. Of 
course, during coagulation in a bimodal aerosol there will always 
be some contribution by the coagulation of equal-sized particles 
within each monodispersed fraction. If coagulation within each 
mode of the bimodal system cannot be neglected, coagulation 
measurements for each single monodispersed fraction should first 
be performed in order to determine the corresponding coagulation 
functions for equal-sized particles. Subsequently a coagulation 
experiment wi th the bimodal system will yield a unique 
information on the corresponding coagulation function for unequal 
particles. 
A meaningful determination of particle size requires knowledge of 
the particle shape. As mentioned earlier, coagulation of solid 
particles will generally yield randomly shaped aggregates. 
Well-defined spherical particles will be obtained for coagulation 
of liquid particles. However, even for coagulation of solid 
particles the effect of nonspherici ty may be small, if bimodal 
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systems with strongly different particle sizes are considered, 
where the coagulation of unequal particles is predominant. 
4.5. Suppression of simultaneaus processes. 
As mentioned earlier, coagulation experiments are generally 
complicated by various dynamical processes acting simultaneously 
to coagulation. A unique interpretation of a coagulation 
experiment can only be achieved, if coagulation is predominant as 
compared to the competing processes. This condition can generally 
be fulfilled, if sufficiently high particle number concentrations 
are chosen, which may, however, lead to some increase of 
polydispersity. In any case, a detailed analysis of the 
simul taneous dynamical processes is very important for a valid 
interpretation of coagulation experiments. In addition to 
theoretical estimates the simultaneaus processes can also be 
studied experimentally and independent of coagulation. To this 
end the aerosol considered should be diluted sufficiently with 
otherwise unchanged conditions, so that coagulation becomes 
negligible and the combined effect of other processes (diffusion, 
Sedimentation, etc.) can be quantitatively determined. 
5. Design of coagulation experiments 
Most of the coagulation experiments reported in the li terature 
can be considered either as container or as flow experiments. In 
container experiments the coagulating aerosol is observed in a 
vessel at stagnant conditions. Changes of the size distribution 
during coagulation are moni tored by taking aerosol samples at 
various times. On the other hand, in flow experiments the aerosol 
considered is passed through a tube at steady-state conditions. 
Size distributions of the aerosol can be determined for various 
coagulation times by extracting aerosol samples at different 
positions along the tube. In the following some important 
features of container and of flow experiments are discussed. 
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5.1. Container experiments 
The important advantage of container experiments is the 
Straightforward determination of the coagulation time. For the 
aerosol in the whole vessel there is one absolute and uniform 
time scale. The time resolution, however, is limited by the 
actual measuring instrument used. Particularly the measurement of 
one particle size distribution can take several minutes and thus 
changes due to coagulation, which are occuring during this time 
interval, cannot be properly resolved in a container experiment. 
In order to prevent significant wall effects during coagulation, 
usually comparatively large containers are chosen. At large 
container volumes, however, there is a tendency to spatial 
non-uniformities of the coagulating aerosol. These non-
uniformities can be prevented by sufficient mechanical stirring, 
however, thereby velocity gradients and turbulence are introduced 
in the chamber leading to possible changes of the coagula tion 
process. 
Another possible disturbance occuring in large vessels is thermal 
convection. Thereby portions of the aerosol, which are initially 
adjacent to the walls, can be transported to the center of the 
vessel causing significant measurement errors. 
Finally it should be mentioned that taking of aerosol samples 
from the vessel will generally lead to a dilution of the aerosol 
considered. This problem, however, can be avoided at bag 
experiments. 
5.2. Flow experiments 
At steady-state flow experiments constant conditions can be 
observed at each position along the flow tube. This allows a good 
time resolution regardless of the time required for performing a 
single aerosol measurement. Furthermore in flow systems usually a 
good spatial uniformity of the coagulating aerosol can be 
achieved. 
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In order to obtain well-defined and uniform coagulation times it 
is essential that the aerosol samples are only extracted from the 
axial region of the flow tube in laminar flow. The sample flow 
must be chosen sufficiently small, otherwise significant 
disturbances of the aerosol flow would occur. The sampling lines 
can usually be chosen much shorter than in container experiments 
and thus significant line losses can be prevented. 
For accurate determination of the coagulation time the aerosol 
flow velocity profile must be measured by an absolute method. In 
order to prevent disturbances of the aerosol flow, a non-invasive 
measurement technique, as for example Laser-Doppler velocimetry, 
should be applied for this purpose. 
Finally it should be mentioned that the accuracy of coagulation 
measurements in a flow system depends on a constant aerosol 
generation over an extended time period. Therefore it is 
important to check several times during an experiment, whether 
the aerosol production remains stable. 
6. Summary and comments 
Brownian coagulation is one of the most important dynamical 
processes in aerosols. However, a consistent theory, valid over 
the entire range of Knudsen-numbers, is presently not available. 
For most practical applications the semi-empirical flux-matching 
approach by Fuchs ( 1964) is used. On the other band, severe 
discrepancies between various experimental investigations can be 
observed in the literature. Some of these discrepancies are 
probably caused by the fact that coagulation experiments are 
complicated by various different effects, which can lead to 
significant experimental errors. In order to minimize systematic 
experimental errors and to facilitate a unigue interpretation of 
coagulation experiments, a nurober of experimental conditions 
should be fulfilled, as dicussed earlier (chapter 4). 
Up to now mostly coagulation in monodispersed or nearly 
monodispersed aerosols has been studied experimentally and thus 
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the coagulation function has been investigated mostly for 
equal-sized particles. However, for many practically important 
applications, e.g., the interaction of nucleation and 
accumulation mode of atmospheric aerosols, coagulation of 
particles with different size and chemical composition is of 
overriding importance. 
Much theoretical and experimental work is still required in order 
to clarify the coagulation of free-molecular aerosols, to 
determine the quantitative influence of particle interaction 
forces and to characterize material properties. This topic will 
be discussed in some detail in the following contribution. 
Unfortunately only very little information on the coalescence 
efficiency for aerosol particles and its possible dependence on 
particle size and composition is presently available. This 
situation appears to be similar to the problern of the sticking 
probability for condensation of vapor molecules to liquid 
surfaces. 
Theoretical treatments of coagulation are, strictly speaking, 
often restr.icted to liquid particles, which remain spherical 
during coagulation. However, in many practically important 
si tuations the coagulation of solid particles is encountered, 
which leads to the formation of non-spherical particles. A 
theoretical description of these processes, including the 
influence of shape factors, is complicated and much work remains 
to be done. Recently the concept of fractal dimension has been 
used to describe the statistical aggregation of solid particles 
during aerosol coagulation. 
Concluding this review it should be emphasized that a sound basis 
of accurate experimental data on aerosol coagulation is 
prerequisite for further theoretical developments. 
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LONG-RANGE FORCESAND THE COlliSIONS OF FREE-MOLECULAR AND 
TRANSITION REGIME AEROSOLS 
I. lntroduction 
William H. Marlow* 
Texas A and M University 
College Station, Texas 77843-3133 
An aeroso/ here is understood to be a two-component system comprised of 
gaseaus and condensed phases with the characteristic that the condensed phase is 
not an equilibrium subsystem. ln cantrast to the usual definitions based upon 
geometrical or mechanical variables (see Ref. 1 for discussion of alternative 
definitions), this quasi-thermodynamic formulation is framed to emphasize the 
dynamical behavior of aerosols by allowing for coagulation and other aerosol 
evolutionary processes as natural consequences of the interactions and state 
variables appropriate to the system. As will become clear later, it also provides a point 
of departure for distinguishing aerosol particles from unstable gas-phase cluster 
systems. 
The question of accommodation in particle collisions .must be addressed as a 
prelude to the discussion of the role of Iang-range forces. Microscopic re~ersibility is 
frequently assumed for molecular collisions with either molecules or solid surfaces. ln 
the case of aerosol collisions, the implication of this assumption is that collisions are 
elastic, which is contrary to the evidence from coagulation experiments and the 
conventional oparational assumption of sticking upon collision. Gay and Berne2 have 
performed comp~ter Simulations of the collision of two clusters consisting of a total of 
135 molecules interacting via Lennard-Jones potentials. That work showed that 
complete accommodation, accompanied by overall heating of the unified cluster, 
occurred. Since heating represents an irreversible degradation of the kinetic energy 
of the collision, the hamiltonian of the two-cluster system should be considered as 
dissipative and therefore microscopic reversibility does not apply. 
lntermolecular forces have lang been acknowledged to be of importance in 
atomic and molecular collisions and therefore in the equations of state for real gases. 
The best-known such equation of state is the van der Waals equation 
(P + -&)v- b) = NkT, (1) 
where P is pressure, V is gas volume, N is number density of molecules, T is 
temperature, k is Boltzmann's constant, a and b are constants, and the aJV2 term 
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accounts for attractive intermolecular forces. A form commonly used to fit experimental 
data which are dependent upon molecular force paramenters is the "Lennard-Jones" 
or "6-12" potential: 
r0 12 r0 s C!lL-J(r) = 4c[(;:-) - (;:-) ] (2) 
ln this formula, r is the intermolecular separation with c and ro fitting constants 
determined by the data. The implications of this intermolecular potential for gas-phase 
collisions can be treated qualitatively by determining the di~tance of separation rk 
between molecules at which the potential is equal to the thermal energy, C!lL-J(rk) = -kT. 
This distance is to be compared with the minimum distance of separation rm (or hard-
sphere radius) which follows from the condition dcJ:>L~r(rm) = o. Then the ratio rk/r m is 
qualitatively the enhancement of the collision radius due to the Iang-range (i.e. the r-6 
part of the potential) and (rk/r m)2 is the corresponding enhancement of the collision 
cross section. These calculations for selected data based upon gas viscosity 
measurements3 imply that even for rare gas atoms, almest an order of magnitude 
enhancement in the collision rates can be exp_ected over what would follow from 
purely hard-sphere collisions as illustrated in Table 1. 
TABLE 1 
ENHANCEMENTS OFTHERMAL CAPTURE RADII FOR 
SELECTED RARE GASES(T =300°K) 
Sgegie~ (rk/rm) .(J:M:ml2 
Ne 2.13 4.5 
Ar 2.56 6.56 
Kr 2.69 7.2 
Xe 2.83 8.0 
Macroscopic objects also are subject to intermolecular forces (see Ref. 4 for 
brief review of experimental data) and play a major role in adhesion of particulate 
matter to surfaces5•6. ln cantrast to molecular collisions, however, there is no evidence 
that atmospheric continuum regime aerosol particle collision rate densities are in any 
way affected by the Iang-range, intermolecular forces. Therefore, particle transport as 
determined by background gas and other factors override the effects of the Iang-range 
intermolecular forces in continuum particle collisions. The situation is not so clear for 
submicrometer particulate matter, however. There is substantial experimental 
evidence in the transition and free-molecular regirnes7,8,9,1o that collisions rates 
exceed those which are calculated based solely upon brownian orthermal motion of 
hard-sphere particles '(i.e. no Iang-range attraction between equivalent-sphere 
particles) and that the magnitude of those collision rate enhancements is inversely 
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related ta the physical size af the calliding particles. Since incamplete 
accammadatian af the partielas upan callisian can never give an enhancement af the 
callisian rate, the conclusian must be drawn that lang range, interparticle forces are 
required ta fully describe experimental data. 
II. Nature af Lang-Range Farces 
ln the last sectian, the necessity af intraducing Iang-range farces inta transition 
and free-molecular regime particle collisions was argued withaut explicitly defining 
what is meant by Iang-range forces in the aerosol context. Let <:t> be the potential for the 
Iang-range force. Then l<:t>(R)I>kT when (R-r;j)>2A (R=center-of-mass separation and 
rij= sum of radii of spheres i and j) is taken here ta define a Iang-range force. 
Physically, this means that beyond the orbital overlap or "jellium" leakage range, 11,1 2 
the potential weil depth is greater than thermal energy. 
Lang-range, intermolecular forces arise from the specific atomic, molecular, and 
structural properties of individual molecules and molecules-in-aggregate in 
condensed matter4·6 . While permanent multipale maments make important 
contributions at the molecular Ievei, in most cases for candensed matter, even at low 
Ieveis of aggregation, they tend to "average out" leaving anly the dipole-induced-
dipole force as present in all matter. 
The simplest form of the induced-dipole force arises from the London-van der 
Waals interaction potentiaP3,14 
<l>Lon(R) = -. ~~6 J~~a1 (i~)a2(i~) (3) 
0 
ln the most general case, a tensor coupling of polarizability tensors must be 
considered and involves both electric and magnetic polarizabilities. Here, aj(i~) is 
electric polarizability of spherically symmetric molecule j at frequency co=i~, R is 
separation of point molecules 1 and 2, i=-v'(-i), and h is Planck's constant divided by 
2n. Eq.(3) gives the R-6 factor in the 6-12 potential, eq. (2), that is characteristic of the 
dipole-induced dipole interaction. Because the intermolecular coupling employed in 
eq. (3) assumes that the electric fields at the positions of the two molecules are equal, 
this potential is strictly valid only in the electrostatic Iimit. 
ln contrast, if the propagation speed, c, of the photans coupling the interacting 
molecules is taken into account, the Casimir-Polder form for the van der Waals 
interaction results: 
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(4) 
ln this equation, retardation is included explicitly, and has the effect of diminishing the 
strength of the Interaction relative to its nonretarded form, eq. (3). The effect of 
retardation is not uniform but is dependent upon the frequency, or wavelength, of the 
electromagnetic field coupling the molecules. ln the limiting cases, when the 
wavelength 'A=2rcc/ro >>R, then <I>c.p(R)--><l>Lan(R) and the full electrostatic coupling R-6 
is recovered. ln the other Iimit, for 'A << R, <I>c.p(R)--><l>ret.(R) where 
(R) -23hca1 (O)a2(0) <I>rat. = 4rcR7 (5) 
is the retarded Interaction potential. ln general, retardation is unimportant for 
molecular collision rates because at intermolecular separations !arge enough that the 
nonretarded energy is significantly !arger than the retarded energy, both energies are 
much less than thermal energies, i.e. when [<I>c.p(R)/<l>Lan(R)]<<1, I<I>Lan(R)I<<kT. One 
significant aspect of eq. (5) is that the transition in the functional dependence of the 
potential which accompanies retardation, the change from R-6 to R-7, lessens the 
attractive energy and prevents scaling of any physical Interaction which is dependent 
upon constant integral powers of radius. 
Lang-range, attractive interactions of condensed matter arise- from the 
intermolecular interactions discussed above and their appropriat~ generalizations. By 
far the most generally used form for these interactions is the sum-over-pair-
interactions, (<I>pr)As which can be expressed as 
(<I> ) _ _ Jd Jd AabPa(ra)Pb(rb) pr AB- . 'ta 'tb Ir -rbl6 
VA Vs a 
(6) 
Here, Aab is a constant related to <l>Lon(lra-rbl)•lra-rbl6 for molecules at locations ra and rb, 
VA is the volume of body A, d'ta is a volume element of A containing ra and Pa(ra) is the 
number density of oscillators (i.e. molecules) at ra. The constant Aab is customarily 
computed from molecular parameters12 and is related to the widely-used Hamakers 
constant AAs by 
(7) 
With this characterization of the Interaction energy, the Iang-range forces can be 
computed quite easily for partielas of a number of different geometries14. 
Unfortunately, the sum-over-pair interactions approach has not proved to be 
either reliable or necessarily accurate. lt does not include the effects on the 
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interparticle energy of either the collective behavior (e.g. conduction band in metals) or 
the mutual interactions of the atoms and molecules comprising the condensed matter. 
The role of retardation, though unimportant for molecules, is known4 to play an 
important role for condensed-matter interactions but again the naive pair-summation 
energy does not take this into account. 
A highly successful theory by Lifshitz15 has been developed for the Iang-range 
"intermolecular" interactions of condensed matter. ln the same manner that London's 
theory of the van der Waals interaction arises from fluctuating molecular dipoles and is 
based upon the dipole polarizability a(w) of the molecules, Lifshitz's theory is 
parameterized by the frequency-dependent dielectric permeability, E(w) (as weil as the 
corresponding magnetic permeability ll(w) which in most cases makes no appreciable 
contribution to the interaction energy). Consequently, Lifshitz theory accounts for the 
collective nature of the intermolecular interactions of condensed matter, though it does 
assume local dissipation, meaning that Eis independent of wavenumber. ln its original 
form for the interaction energy of two half-spaces separated by an infinite slab, the 
theory includes the effects of retardation and in this form has had extensive 
experimental confirmation4. Since Lifshitz's original derivation, the conceptual 
foundations of the theory have been established by use of the methods of quantum 
mechanical perturbation theory16, alternative, simplified derivations of the theory have 
been given, expressions applicable to several different geometries have bei3n derived, 
and highly accurate, _greatly simplified, formulas which facilitate application of the 
theory have appeared (see Refs. 6, 13, and 14 for reviews of many of these 
developments). 
111. Lang-Range Forces in Aerosol Collision Rate Densities 
ln the van der Waals potentials discussed above, the mathematical form of the 
interaction energies diverges as the partieiss approach to the point of contact, i.e. 
<I>(R)-->-oo as R-->nj. meaning that they are to be described as singu/ar, attractive 
contact potentials. The brownian collision rate densities, or collision kernals, of 
continuum regime aerosol partielas interacting via such interparticle potential energies 
can be computed from the well-known formula 
Kc( <I> )ij= 47tDij ( 8) 
00 
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where Dij=Di + Dj, with Di the diffusion coefficient for i and n1=ri + rl with n =radius of 
particle i. However, in the free-molecular regime, the customary form from gas 
molecular kinetic theory, 
(
8rtkT(mi+mj))112 Kij = mimi rij2 exp[-<l>(riJ)] (9) 
is not weil defined as <1>-->-oo. This complication can be resolved by describing the 
collision process by the use of the impact parameter for each collision17. While 
suitable for computation of a single trajectory, this approach requires finding the root of 
a possibly nonpolynomial function for each collision and consequently involves 
assumptions of how the ensemble of trajectories should be averaged in the 
computation of the thermal collision rates where pairs of colliding partielas initially 
have a Boltzmann distribution of center-of-mass energies. Also, how to reformulate 
the impact parameter solution for utilization in models of transition regime collisions is 
not at all clear, a requirement that cannot be overlooked because of the difficulties 
associated with rigorous transition regime kinetic theory. 
An exact computation of the free-molecular collision rate which resolves these 
difficulties can be written as18 
( JJcrd<l>(a) JJ •exp- kT~ 2da +<l>(a) (1 0) 
The derivation of eq. (1 0) is based upon the following assumptions: (1) the potential 
<I>(R) ~ 0, (2) is monotonically increasing, (3) and approaches minus infinity as the 
partielas come in contact; also, (4) a Boltzmann distribution of velocities holds for the 
colliding particles; (5) collisions between partielas occur when the centrifugal force in 
the center-of-mass system equals the attractive force due to the potential and the 
relative radial velocity of the partielas is less than or equal to zero. ln practice, what 
this means isthat for R-nj<4A, the potential -<l>(R)>>kT which assures convergence of 
the integral. A particular strength of this approach is that it can readily be generalized 
to apply to the calculation of transition regime collision rates by the utilization of a 
suitable transportmodelas weil as potantials which are not monotonic19. 
Equation (1 0) has been used 18 to generalize Fuchs' interpolation method for 
transition regime collision rates. Since this Generalized Fuchs Formula (KGFF )is the 
only general formuia in the Iiterature which computes the effects of Iang-range forces 
on transition regime coagulation rates, its usefulness must be carefully evaluated. 
Measurements of electrical charging of neutral aerosol partielas provide a useful test 
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of the formula for two reasons: the eleetrostatie image potential satisfies the eonditions 
on the potential assumed for eq. (1 0); reliable data on the eharging rates of neutral 
partielas are mueh less difficult to obtain than those on aerosol eoagulation. 
Reeognizing that the aerosol particle mass is mueh larger than the mass of the 
eharging ion suggests that treating the aerosol partiele as stationary in the ion-aerosol 
eoagulation problern will introduee little error. Reeently, this approaeh has been used 
to fit experimental data2o and the results21 are displayed in Figures 1 and 2. 
Figures 1 and 2 
Collision rate densities of atmospheric 
cluster ions with aerosol particles. 
Turbulent and laminar profiles indicate 
range of experimental uncertainties. 
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The Ieng-range intermoleeular interaetion energy (i.e. Lifshitz-van der Waals 
energy) of a pair of aerosol partielas is the only attraetive energy that is present under 
all eonditions. For partielas (represented as spheres), a highly aceurate 
approximation 22 to the nonretarded interaetion energy is a useful starting point for 
ealeulations of aerosol brownian or thermal eollision rates. As suggested above, 
retardation is expeeted to play a major role. Qualitatively, this importanee ean be 
understood based upon the faet that the nonretarded energy for identieal spheres of 
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radius r which are separated by a distance r is comparable to thermal energy, 
cD(3r)nonrat = -kT. lf r<1 nm, then retardation causes only a minor change in the 
attractive energy (i.e. A=27tc/co>r at wavelengths where the contribution to the energy is 
greatest). For r=1 0 nm, this is no Ionger true so that retardation must therefore be 
included for the calculations to be meaningful. While an expression by Langbein14 for 
the retarded energy of two spheres is in the literature, it is not suitable for utilization in 
expressions based on eq. (1 0). Consequently, a point-dipolar approximation has 
been used23 
00 . 
_ s ( 2R~ SR2~2 2R3~3 R4~4J 
<Pret(R) = Jd~<Pnonret(R,~)e 2 Ale. 1 + - 0- + 3a2 + 3a3 + 3a4 ( 11 ) 
whiah is an obvious adaptation of the exaat 
moleaular formula [see eq. (4)] for the 
interaations of condensed matter. ln Figura 3 
from Referenae 24, results of two sample 
aalculations based on eq. (11) are given. Note 
how I<P (R)I>>kT for R-rw=1-2A implying 
convergence of integrals related to eq. (1 0) and 
physiaal aapture of the two partiales (assuming 
dissipation of aollisional energy) without 
ahemiaal bonding. Note also that the relative 
strength of attraation is dependent on partiale 
sizes, an effect direatly attributable to the faat 
that "retardation damping" of the interaation 
energy is dependent upon frequenay and 
therefore affeats different materials in different 
ways. Had retardation not been inaluded, the 
100 nm aurves would have moved to beaome 
aoincident with the 1 nm aurves. 
What is of interest here is the role that the 
Iang-range foraes play in aerosol aollision rates. 
The example of water droplet aollisions has 
been treated in detail23 with the Iang-range 
energies computed acaording to eq. (11) and 
used in KGFF. For the purpese of establishing 
relative effeats, the results are presented in 
Table 2 as the ratio KGFFfKF where KF is the 
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Figure 3 
/0 
lifshitz-van der Waals attractive potential weil 
depth as a function of ratio (s/r) of surface-to 
surface separation, s, to radius, r. Radii of water 
and tetradecane spheres indicated on graph. 
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collision rate as determined by Fuchs' interpolation method without Iang-range forces. 
TABLE 2 
COLLISION RATE ENHANCEMENTS FOR WATER: KGFF;KF 
including retardation 
(excluding retardation) 
Radii Pressures 
(nm) (atm) 
Q.1 tQ 1 Q.Q 
1 ; 1 2.44 2.44 2.37 
(2.46) (2.46) (2.38) 
1 0;1 0 2.26 1.94 1.21 
(2.45) (2.02) (1.22) 
100;100 1.31 1.07 1.07 
(1.42) (1.15) (1.17) 
1; 1 0 1.55 1.54 1.30 
(1.59) (1.57) (1.30) 
10;100 1.35 1.09 1.02 
(1.50) ( 1 . 11) ( 1 .03) 
1 ;1 00 1.09 1.05 1.01 
(1.12) (1.07) (1.01) 
The radii on the left are of the colliding pair of partieles. Note that the effeet of the Iang-
range forees is greatest where the radii of the partielas is eomparable and least where 
the ratio of the radii is greatest as weil as where particle sizes approach the eontinuum 
regime. These calculations also clearly indieate that retardation has little effect for the 
collisions of the smallest partielas (1 nm) butthat its importanee inereases substantially 
with size. 
Calculations of collisions rates2s have also been performed to explain 
qualitative measurements of ultrafine Iead aerosol partiele eoagulation9 . Those 
measurements implied a faetor of approximately 4 enhaneement of the partiele 
eollision rates over the hard-sphere rates. To interpret their experimental data, the 
authors adapted the free-moleeular self-preserving size distribution26 to ineorporate 
the effeets ot collision rate enhaneement due to nonretarded, sum-over-pair interaetion 
energy between the eolliding partieles. Beeause of the form of the nonretarded 
interaetion, the interaetion energy scales with the partiele size (e.g. see diseussion of 
Fig. 3 above) to give a constant enhaneement faetor, thereby enabling it to be 
ineorporated into the self-preserving distribution. Their ealeulations gave an 
enhaneement of 2.2, a value that is ineonsistent the the error bars on the data that ean 
be interred from the original paper. ln eontrast, applieation of KGFF with the retarded 
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Lifshitz-van der Waals energy in the approximations discussed above gave a size-
dependent enhancement which bracketed the measured enhancement and lay within 
the error bars of the data. When retardation was dropped from the energy 
calculations, the resultant size-independent enhancement lay above the error bars for 
the data. 
Detailed measurements of the size distribution evolution of sodium chloride and 
silver aerosols have been published1 o with the Generalized Fuchs Formula used to 
the explain the data. Figure 4 taken from the original paper presents both the data 
points and the collision rate enhaneement eurves ealculated by use of pair-summation 
energy without retardation. 
Figura 4 
ß is the ratio of the coagulation rate to the rate computed according to 
Fuchs' formula. The points are experimental data and the lines are 
computed from KGFF using sum-over-pairs potentials 
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Journal of Colloid and Interface Science. Vol. 10 I. :-.Jo. I. September 1984 
For the salts in Fig. 4, where pair summation theory has been found to be useful in 
other eontexts, the theoretieal and experimental data agree reasonably weil for the 
smaller partielas and disagree for larger partielas exaetly where retardation would 
have suppressed the ealeulated eollision rates had it been ineorporated into the 
energy ealeulation. ln the ease of silver, the rates are far too high to be explained by 
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the energy expression used; nevertheless, the onset of a fall-off, with increasing 
diameter, in the collisional enhancements again points to the importance of 
retardation. 
The evidence discussed above implies that the effects of both Iang-range forces 
and their retardation must be included in calculations of the collision rates of free-
molecular and transition regime aerosols and therefore has implications for the validity 
of the free-molecular self-preserving size distribution26. ln its derivation, this 
distribution requires that the collision kernal scale with the radii of the colliding 
particles, a property that is adequately fulfilled by the nonretarded interaction9. 
However, retardation breaks scaling because it is dependent solely upon the 
wavelengths, not upon geometry of the colliding particles. Therefore, as measurement 
methodology for aerosol size distributions continues to improve, there is the likelihood 
that deviations from the free-molecular, self-preserving size distribution will continue to 
be found. 
IV. Collision Rates of Clusters 
A conceptual question exists of the distinction between ultrafine aerosol 
partielas and atomic or molecular clusters. ln the current literature, "cluster" can refer 
to atomic or molecular aggregates of greater than ten thousand units or to small 
clusters of two or three units. At the larger end of this spectrum, the clusters have 
nominal diameters of several nanometers which most aerosol scientists would 
consider to be aerosol partielas while the smaller end of this scale they would relegate 
to chemistry. This distinction is most pronounced for homogeneaus nucleation 
resulting in the formation of stable "particles" (which may be in the 50-i 00 monomer-
unit range or smaller) from the gas via a build-up of unstable clusters. ln other 
environments, gas phase clusters of the same size (i.e. same number of monomeric 
units) as these unstable ones are stable and participate in equilibrium thermodynamic 
processes that result in well-defined, "magic number" distributions (Ref. i 2 reviews 
aspects of the subject). 
To provide some characteristics of cluster systems for the determination of 
which should be encompassed in aerosol considerations, the following properties 
which are consistent with the thermodynamic characterization provided earlier for an 
aerosol, may be useful: Only in equilibrium does microscopic reversibility apply to all 
cluster collisions occurring in the gas phase; thus, if a cluster-cluster collision can be 
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treated as equilibrium processes, the clusters may be treated as an equilibrium 
subsystem and would not satisfy the characteristics of an aerosol. Consequently, if 
there is (effectively) no equilibrium vapor pressure of m-mers over the surface of an n-
mer (m~n}, then we may take the coagulation event, m + n ->(m+n) to be irreversible, 
implying the interaction hamiltonian is dissipative and the collisional behavior is 
identical to an aerosol. When local equilibrium of the clusters with the gas does exist, 
though not among the clusters as a subsystem, the distribution of clusters must reflect 
their relative free energies of formation from the "monomer" of the system. 
These properties satisfy the requirements both that the definition of aerosol 
cluster have meaning for the range of phenomena commonly encompassed by 
clusters and that it is consistent with known aerosol characteristics. Magie number 
cluster distributions have been observed in a variety of supersonic jet beam and gas 
agglomeration experiments where vapor equilibrium is clearly established. 8oth an 
overall equilibrium thermodynamic calculation 12 and a calculation based an the 
(equilibrium) Becker-Döring theory of nucleation have been shown capable of 
accounting for these distributions27. Conversely, for manifestly nonequilibrium 
systems, these same, weil-erdered distributions are not evident. The formation of 
these distributions may weil be heavily influenced by the dissipation of energy upon 
collision which is characteristic of aerosol systems and is implicit to the aerosol cluster 
properties discussed here. 
To calculate the collision rate densities of clusters, adequate expressions for 
the Iang-range Interaction energies of the clusters are needed. The Lifshitz theory 
calculations upon which !arger aerosol particle Interaction energies were based 
assume a continuum model of condensed media, a picture which clearly does not 
apply to clusters. As an alternative, the pair-summation energy is also inadequate 
because it does not take the collective nature of the Interaction energy into account. 
Langbein14 has given a derivation of the nonretarded Lifshitz energy based upon the 
iterated sum over induced-dipole interactions. lnstead of taking the Iimit of a large 
number of molecules in calculating the coupling energy as is done in the original 
calculation, Langbein's energy expressions can be truncated to apply only to the 
molecules comprising the clusters, thereby yielding the cluster Interaction energy, a 
procedure that has been used in the derivation of the collision rates for carbon dioxide 
clusters28. ln those calculations, the inability to define a radius for small clusters (13 
orfewer molecules) required the utilization of a heuristic method which averages over 
the four orientations wherein the clusters are in contact at the points of their surfaces 
which are the greatest and least distances from their centers-of-mass. When the 
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collision rate calculations were performed without the interaction energy, the results 
were little different from what is determined via the liquid drop model (which assumes 
a spherical cluster whose radius is proportional to the cube root of the number of 
molecules). With the interaction energy included in these model calculations, the 
collision rates were enhanced as much as a factor of 19 over their values without the 
attractive energies included. 
V. Future Work in Aerosols 
Understanding the roles and quantifying the effects of Iang-range forces on 
aerosol collisions are studies that are only in their aarliest stages. As is clear from the 
qualitative, thermodynamically-based characterizations of aerosols and aerosol 
clusters presented above, considerable improvement is still required in even defining 
the nonequilibrium thermodynamic characteristics of these systems. Apparently, the 
desirability of dropping the assumption of microscopic reversibility in particle collisions 
has not been suggested before this paper, so its broader implications have not been 
explored. From the viewpoint of the observed behavior of aerosols, framing a 
definition about this specific nonequilibrium characteristic has a value beyond simply 
restating what is already well-understood in different terms: it provides the·vehicle for 
defining which clusters can reasonably be included under the domain of aerosol 
studies as was done above. ln turn, one can speculate that this may contribute to 
rigorously defining the boundary of aerosol studies with homogeneaus nucleation 
theory by providing an alternative approach to the Szilard boundary condition that is 
needed to formulate the solutions that arise from the classical theory of nucleation29. 
Lang-range forces, taken by themselves, are of interest solely in nonequilibrium 
collisions. ln equilibrium, where microscopic reversibility pertains, the Iang-range part 
of the interaction potential energy is an arbitrarily-selected component of the total 
potential and makes a generally indistinguishable contribution to the thermodynamic 
functions that determine equilibrium evolution. However, when there is dissipation of 
the kinetic energy of collision, then microscopic reversibility is destroyed and the 
magnitude of the "incident" transport becomes a s!gnificant factor because it is no 
Ionger part of a balanced (i.e. time reversible) process. in this case which 
encompasses aerosols, the Ieng-range potential plays a centra! role in the evolution of 
the system. 
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ln this review, only the original Lifshitz theory of the van der Waals interaction 
has been discussed for aerosol collisions. Due to the disagreement between the data 
on coagulation of ultrafine silver1o aerosol and the calculations24 of the enhancement 
of the collision rates for silver, further work is clearly needed on the Iang-range 
interaction potential for nonlocal materials (as silver is known to be). 
Only a small number of experiments of aerosol coagulation have been 
performed which have the precision required to discriminate among collision rates. 
This is particularly important in the 1-100 nm range of partielas where severe, 
unresolved problems exist for the rigorous treatments of both retardation and transition 
regime collision rate density. 
An important problern with the treatment of retardation provided by eq. (11) is 
that it describes the retardation of the interaction between two extended bodies as if 
they were point dipoles. As a result, retardation is the same between all points of the 
two spheres, a result with clear problems whenever the separations or the radii of the 
spheres are comparable with wavelengths at which retardation would be expected. 
One approach for the improvement of the treatment of retardation which is under 
investigation by the author is to replace eq. (11) by 
00 
<I>ret(R) = Jds<I>nonret(R,s) Jdta Jdtbe·2slra-rbi/C 
0 VA Vs 
( 2lra-rbiS 5lra-rbl
2s2 2lra-rbl3s3 lra-rbl 4s4) 
• 
1 + c + 3c2 + 3c3 + 3c4 ( 12) 
This is essentially a "sum-over-pairs" approach where now only the effect of 
retardation between pairwise interactions and not the interactions themselves is 
treated. ln this form, the energy can be computed only for homogeneaus spheres, 
each of the same composition. 
While all calculations and measurements of Iang-range interaction 
enhancement discussed above have referred to spheres, there is a distinct possibility 
that the van der Waals forces may promote end growth for rod-like particles. 
Calculations have been made of the van der Waals sum-over-pair interactions for two 
spheroids as a function of their surface-to-surface separation and orientation.3o They 
showed that for a given separation, the ratio of the attractive energy to the energy for a 
pair of spheres was considerably greater than unity for "end to end" approach and 
much smaller than unity for side to side approach. 
Finally, the effect of polarizability upon the collisions of electrically charged 
aerosol particles has apparently not been investigated. This could be of particular 
interest at high temperatures and in the transition regime. There, thermal or brownian 
motion is still the transport process driving coagulation. For such particles, two similar-
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polarity partielas may have sufficient translational energy to penetrate their Coulomb 
barrier and become attracted by the force of mutual polarization. 
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1. Introduction 
An aerosol is a dynamic system. Changes occur because of 
chemical and physical processes within the aerosol as well as 
by interaction with surrounding walls. In this report we only 
consider physical processes. The investigated system is an 
aerosol contained in a rigid vessel. This system is used for 
instance for aerosol sampling, conditioning and storage for 
successive rneasurement. Any uncontrolled change in the aerosol 
will lead to errors in the measurement. Theoretical models, 
which allow the description of the dynamics of aerosols in a 
given situation, may be a powerful tool to estimate and reduce 
errors during the sampling and conditioning procedure of 
aerosols. In the reported investigation the applicability of 
modified codes for error analysis of aerosol handling in a 
vessel was checked especially considering coagulation. 
2. Operation of the vessel 
During handling processes aerosols may be stored in a vessel. 
The purpose of a vessel can also be to condition the aerosol. 
The aerosol properties are adjusted to the measurement ranges 
of the aerosol measurement instruments in a controlled way. 
Conditioning may include such processes as mixing to eliminate 
fluctuation in the aerosol concentration as well as dilution 
and/or temperature decrease by mixing the aerosol with cold 
particle free gas in the vessel. Since most measurement 
instruments need atmospheric conditions in the vessel, the 
starting point is particle free gas at atmospheric pressure in 
the vessel. The aerosol is added at a certain flow rate. To 
maintain atmospheric pressure gas has to exit the vessel at 
the same flow rate. If the instruments take samples from the 
vessel the aerosol has to be replaced by particle free gas. In 
both cases dilution processes take place. 
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3. Description of ideal behavior of an aerosol in a vessel 
In handling processes we wish to have no or at least a defined 
change in aerosol properties. Therefore, processes as 
coagulation, condensation or evaporation and particle 
deposition onto walls have to be avoided or at least 
minimized. Also the mixing should be ideally. 
The temperature adjustment can be described by an energy 
balan~e. Often only a small volume of aerosol is mixed with a 
large volume of particle free gas in the vessel. Then the 
temperature in the vessel stays almost constant. 
In an ideal case the particle nurober concentration does not 
change during storage of an aerosol. In case of dilution the 
change in nurober concentration can be described by the 
following differential equation: 
/1/ 
. 
V 
V CN dt 
B 
In this equation CN is the nurober concentration at time t, eNG 
is the nurober concentration of the input aerosol (generator) , 
V is the aerosol flow rate and VB is the volume of the vessel. 
The first part describes the changes due to the aerosol input 
flow, the second part describes the reduction of aerosol 
concentration due to the aerosol outp~t flow necessary to 
maintain atmospheric conditions. The solution of equation 1 
with CNO equal to the initial concentration at t = 0 is: 
/2/ C /.L.\ - c N 'LJ - NG 
• 
C \ ~"p 1 - 1 V/u )t\ NO' CA ,-, VB I 
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If only sampling occurs the nurober concentration as a function 
of time is: 
. 
/3/ CN (t) = CNO exp(-(V/VB)t) 
In fig. 1 relative concentrations as a function of time for 
• 
different ratios V/VB are shown. It demonstrates how the ratio 
• V/VB can be used to adjust the concentration in the vessP-1 
under ideal conditions during aerosol sampling from a vessel 
and dilution of an aerosol. 
4. Description of real behavior of an aerosol in a vessel 
During storage and conditioning of an aerosol additional 
physical effects occur, which change the aerosol. If no mass 
transfer between gas- and particle phase takes place, still 
unwanted changes by coagulation and by particle deposition 
onto the surrounding walls have to be considered. In recent 
papers (Fissan et al., 1987, 1987a; Turner et al., 1988) we 
describe the particle transport from a turbulently mixed gas 
to walls, including effects such as diffusion, Sedimentation, 
electrical forces and thermophoresis. The energy balance for 
our system showed that the temperature change in the vessel 
for aerosol temperature up to 200°C is rather small. Thus only 
a small temperature gradient occurs at the walls and 
thermophoresis can be neglected. The vessel itself is metallic 
and grounded. Therefore Coulombic forces, the most important 
electrical forces, can also be excluded. The "General Dynamic 
Equation (GDE)" (Friedlander 1977; Gelbard et al., 1979) 
describes the changes in an aerosol. There is no general 
analytical solution available. Several numerical solutions can 
be found in literature. In most cases the aerosol in a 
containment of a nuclear power plant after an accident is 
considered. A comparison of the developed codes (Sch~Tientek, 
1988) reveals that most of the codes allow any initial 
particle size 
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distribution. Some use the moment method based on a certain 
type of distribution. Detailed investigations of different 
programs (NEA, 1979; Fermandjian et al., 1986; Seigneur et 
al., 1986) showed good agreement even with codes assuming a 
log-normal size distribution. We also observed good agreement 
between our code ASTA (Schwientek, 1988) based on MAEROS 
(Ge1bard, 1982) and MAD (Whitby, 1986), which assumes a 
log-normal distribution. The codes differ also with respect to 
the considered effects. Before using a code it is therefore 
necessary to check whether the important effects are included 
or not. Differences also occur because of differences in the 
coefficients used in the GDE. There is still basic research 
needed to establish a correct set of coefficients for all 
conditions. 
The results described further on were gained using ASTA which 
is an expanded MAEROS version including sources and sinks in 
the vessel. The used equations are comparable to those given 
in NEA, 1979. The effects which are uncertain in literature 
like coagulation due to sedimentation and turbulence, thermo-
phoresis and diffusiophoresis (NEA, 1985) are unimportant in 
our case, because submicron particles in a vapour free gas are 
considered, small flow and only very small temperature gra-
dients occur in the vessel. Ideal mixing is assumed. Experi-
mentally a fan was used to achieve good mixing. To check the 
assumption of ideal mixing the particle nurober concentration 
as a function of time in the vessel challenged with nearly 
monodisperse aerosols with D = 0,1 ~m (small lasses at the p 
walls) and of low concentrRtion to avoid coagulation was 
measured for different nmnbers of fan revolutions per minute. 
Above 280 rpm the measured values ceropared very well with the 
ideal ones. With increasing mixing the thickness of the 
diffusion boundary layer should change. This is a system 
dependent parameter which has to be introd~ced into the code. 
A literature search reveated different thicknesses of the 
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diffusion boundary layer (Schwientek, 1988). Therefore these 
parameters had to be determined for our system as a function 
of particle size. The diffusion boundary 1ayer thickness for 
different numbers of revo1ution was determined as a function 
of particle size by measuring the partic1e nurober 
concentration in a filled vessel as a function of time. 
Monodisperse neutralized NaCl-particles of low concentration 
with 25 nm < D < 150 nm were used. Thus diffusion was the p 
only effect. In case of pure diffusion with an aerosol sink 
the relative nurober concentration as a function of time is: 
/4/ 
with ß the diffusion constant. 
The diffusion boundary layer thickness is derived using the 
relationship 
with D diffusion coefficient and A surface of vessel. 
In fig. 2 the thickness of the diffusion boundary layer is 
plotted for different numbers of revolution as a function of 
particle size. Above D = 0,16 ~m the thickness does not p 
change very much. It was found by extrapolation. 
In the particle size range D < 0,1 ~m model and experiment p 
were adjusted via the diffusion layer thickness. For particles 
with D > 0,1 ~m Sedimentation becomes more and more p 
important. Because diffusion and Sedimentation are coupled and 
the extrapolated diffusion layer thickness was used, an 
experimental check in this size range was performed. With 
increasing particle nurober concentration changes occur because 
of coagulation. Aerosols with high nurober concentrations were 
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also included in the experimental verification of the 
model because of the uncertainties in the coagulation 
coefficients and effects. 
5. Experimental verification of the model 
Polydisperse Dioctylphatalat (DOP) aerosols (D = 0,8 ~m and pg 
0 = 1,3) were produced (see fig. 3). The aerosol generator g 
(MAGE) produces a highly concentrated aerosol which was 
di1uted step by step (factor 10 per step; maximal 1000) . The 
aerosol flow rate into the mixing vessel (315 1) was 5 1/min. 
The aerosol was mixed in the chamber (280 rpm) with particle 
free air saturated with DOP to avoid evaporation of aerosol 
particles. An Aerodynamic Particle Sizer (APS) samp1ed from 
the vessel with the same flow rate. The APS determined the 
changes in the nurober concentration as well as the size 
distribution as a function of time. The diluters were moved 
one after the other from the place in front of the chamber to 
the place in front of the APS. By this procedure the generator 
concentration was increased step by step. The APS is chal-
lenged with almost the same aerosol. Differences occur only, 
if effects which are depending on nurober concentration 
(coagulation) are important. This procedure reduces 
measurement errors quite a bit. 
Fig. 4 and 5 show the relative concentration as well as 
geometric mean diameter and geometric standard deviation 
changes as a function of time during sampling and dilution 
from the filled vessel. The dots refer to the measured, the 
full lines to the calculated results. The calculations were 
performed using the code ASTA. The theoretical results have 
been confirmed using the code PARDISEKO (Bunz, 1988). The 
observed relative concentration changes are mainly due to 
dilution and to a small amount to particle losses at the wall 
for small nurober concentrations (compare with fig. 1). At 
-~-
higher nurober concentrations coagulation becomes important. 
The changes in nurober concentration increase. Only small 
changes in the geometric mean diameter and standard deviation 
(at most 15 %) occur. The shown discrepancy between theo-
retical and experimental results in the case of the geometric 
mean diameter is probably due to lack in the size resolution 
of the APS. This is obvious from fig. 6, which shows the size 
distribution measured at the beginning and after 120 min of 
filling the vessel. One needs a very accurate measurement 
technique with respect to sizing and concentration measurement 
to detect the differences in size distribution. 
The comparison of experimental and theoretical results leads 
to the conclusion that the code (ASTA) can be used to predict 
the changes occurring in aerosols with liquid particles during 
handling in a vessel. It can be used therefore for error 
estimations. 
In case of DOP this recommendation is limited to particles 
with D > 0,1 ~m in a saturated chamber, because small changes p 
in the rate of saturation will cause evaporation of or conden-
sation on particles. For conditioning (f. i. dilution) or 
investigation of coagulation processes of very small liquid 
particles a mixing chamber should not be used. A laminar tube 
flow with short residence times seems to be more appropriate 
in this case (Wagner, 1988). 
To study the changes in an aerosol with small solid particles 
especially at high concentrations (coagulation) nearly 
spherical 
D < 0,15 
sodium~chloride particles in the size range 
~m were produced (Bartz et al., 1985). The concen-
p ' 
tration was measured with a condensation nuclei counter (CNC). 
Fig. 7 gives an example of the measured and calculated concen-
tration ratio as .a function of time during sampling. The code 
shows results (dotted line) which are far above the measured 
values. 
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Using a factor of 3 in the coagulation function yields a good 
comparison of measured and calculated results. There are 
several reasons for the discrepancy. First of all during 
coagulation non-spherical aggregatAs are formed. Therefore an 
aP.rodynamic and coagulation shape factor has to be introduced 
into the coagulation function (Zeller, 1985). Also in the 
investigated size range uncertainties exist with respect to 
the coagulation function of spherical particles (for instance 
the ro1e of Van der Waals-forces) . Therefore the interpreta-
tion of the data is reconsidered at the present time 
(Schwientek, 1988). 
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6. Summary 
The dynamic changes of an aerosol in a mixing chamber caused 
by particle lasses to the walls (diffusion, Sedimentation) and 
coagulation were investigated theoretically and 
experimentally. It was demonstrated that the developed code 
ASTA based on the code MAEROS can be used for error estimation 
when using a mixing vessel in the handling procedure of an 
aerosol. This recommendation is limited to !arge liquid 
particles (D > 0,1 ~m for DOP; no condensation or p 
evaporation). Also the system specific diffusion boundary 
layer thickness has to be known. It was determined by 
observing the changes in an aerosol with solid particles in 
the size range D < 0,15 ~m and at low concentrations. In case p 
of solid particles at high concentr.ations (coagulation) the 
present code has to be extended to be applicable to 
non-spherical particles. Specific informations about 
aerodynamic and coagulation shape factors are needed. 
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8. Figures 
Fig. 1.: Ideal concentration changes in a vessel during 
sampling and dilution 
Fig. 2.: Diffusion boundary layer thickness as function of 
particle diameter 
Fig. 3: Experimental set-up for verification of the used 
model 
Fig. 4: Aerosol changes during sampling of liquid 
DOP-particles 
Fig. 5: Aerosol changes during dilution of liquid 
DOP-particles 
Fig. 6.: Camparisan of particle size distributions for 
dilution processes 
Fig. 7: Aerosol concentration changes during sampling of 
solid NaCl-particles 
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Abstract: 
Smoluchowski's theory of Brownian coagulation of aerosols in air 
as well as the corrections from Fuchs and Davies are discussed 
with respect to Knudsen numbers greater than 1. Own conside-
rations to the coagulation theory are also presented, leading to 
a correction of Smoluchowski's theory which pays more attention 
to the experimental results. PARDISEKO IV calculations were made 
to demonstrate the consequences when using the different 
corrections. 
Nomenclature: 
k 
1 
m 
r 
V 
c 
D 
K 
Kn 
Pe 
T 
;p-
~ 
Boltzmann constant 
mean free path 
mass of the unit; in air of one so-called "air-molecule" 
radius 
mean velocity 
Knudsen-Weber-(Cuningham) slip correction 
diffusion coefficient 
coagulation constant 
Knudsen nurober 
Peclet nurober 
temperature in Kelvin 
viscosity 
density 
gas kinetic constant equal 0.491 
Subscripts: 
g gas 
p particle 
SM Smoluchowski 
F Fuchs 
D Davies 
M own consideration 
GK gas kinetic conditions 
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Introduction 
The scientific discussions about the Brownian coagulation 
constant of spherical monodisperese as well as polydisperse 
aerosols in air are still going on. Two adapted theories are 
available to evaluate the Brownian coagulation constant, namely 
Smoluchowski's (1916) and the free molecule theory. Each is valid 
for a limited range of Kundsen numbers only. Which theory is 
usable depends on the size of the aerosol particles andjor on the 
mean free path of the carrier gas molecules. Difficulties occur 
between the two theories in the so-called transition regime. Many 
investigators (Fuchs, 1964; Hidy and Brock, 1970; Friedländer, 
1977; Davies, 1979 etc) tried to find a formula describing the 
Brownian coagulation constant as a unique function in the whole 
Knudsen number range. The formulae from Fuchs and Davies are 
coupled to Smoluchowski's coagulation constant K0 but are 
corrected by a factor. This one from Fuchs is explainable by his 
concentration jump theory, while Davies interpolates for Knudsen 
numbers greater than 15 between the values of K0 and those under 
gas kinetic conditions. He introduced a function of the Peclet 
nurober associating convective and diffusive motion. 
In this paper, a new interpolation between Smoluchowski's 
theory and the gas kinetic condi tions is presented. The new 
correction factor is not based on an own theory. The correction 
factor is based on Fuchs' concentration jump theory and under 
special considerations of the experimental resul ts from Shon 
(1979) and Fuchs and Sutugin (1965). 
On the other side, evaluating the coagulation constant in 
the transition regime from experiments run into difficulties too, 
due to problems in measuring ultrafine particles. The dilemma is 
to exclude other removal processes. In Mercier's (1978) review 
the erro:rs which occured in experiments are specified. 
The exact knowledge of the coagulation constant over the 
whole range of Knudsen numbers is for example of importance for 
simulations of aerosols in closed containments. Especially when 
ultrafine particles are present, i.e. early state situations with 
ongoing nucleation, the effect in changing the removal rate is 
the greatest. The longer the experiment or the simulation runs, 
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the smaller is the influence of the coagulation constant in the 
transition regime. It is well known that lengtime experiments 
(atmosphere) produce always the same distribution independent of 
the initial distribution. 
The coagulation constant 
Under the well-known assumptions, the rate of coagulation 
is controlled by the Smoluchowski coefficient of coagulation 
4 · k·T 
3. '1 (1) 
which is dependent on the properties of the carrier medium but 
independent of the size and density of the particles. Adapting 
this expression to gases, the Knudsen-Weber-(Cunningham) slip 
correction has to be included. The necessary coefficients are 
taken from Metzig (1983). The resulting equation is valid for 
small Knudsen numbers (Kn = 18/rp) and for big particles, 
K0 = Ksm · C = 
4 ~ ~  ·)1+1.2 Kn+ .432 Kn·e-1.039/Kn ~ (2) 
respectively. Equation (2) has been confirmed by many experi-
ments. However, this is not so in the case of large Knudsen 
numbers or small particles. The coagulation is now contro11ed by 
the gas kinetic theory. The idea is that very small particles 
have the same behaviour like the gas molecules. According to 
Jeans' gas kinetic theory (1925), the coagulation constant is: 
(3) 
The coagulation constant is independent on the Knudsen nurober and 
independent on the condition of the carrier gas. Involving this, 
equation (3) becomes: 
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K - 4 • ( llg ~2 • 
GK -12 \Kn·<J>·Pg ·13 ~~T) 
,!,. l~ 6·k·T· Kn ''f'' Pg·!mg 
llg · Pp ( 4) 
Now the physical and thermodynamical properties of the 
particles and the carrier gas, respectively, jointly control the 
coagulation constant under gas kinetic conditions. 
It is evident that the coagulation constant increases for 
small Knudsen numbers (following Smoluchowski's theory) up to a 
maximum and decreases when changing to gas kinetic conditions. 
If equation (2) and (4) are combined the resulting coagula-
tion constant curve will have a sharp bend. That is in contradic-
tion to processes which happen in nature. 
Fuchs' correction 
Fuchs tried to find a smooth curve transfering Smolu-
chowski's theory into the gas kinetic conditions. He explained 
the correction with his concentration jump theory. In his opinion 
the coagulation constant is described by the following equation: 
with 
n·mp 
8 · k·T 
(5) 
(6) 
Davies ( 1979) disagrees wi th this correction theory. He 
refuses to believe the analogy between the coagulation of 
particles and evaporation and condensation of gas molecules. He 
refers to an underestimation of the rate of coagulation as Kn 
rises from 0.5 to 15 (see fig. 1). 
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Davies' correction 
Davies agrees that the coagulation constant must change to 
gas kinetic condi tions for Knudsen numbers above 15. In his 
correction the decrease of the coagulation constant is affected 
Pe = (7) 
by the Peclet-number which is invariable in problems associating 
convective and diffusive motion. This can be explained as follows 
(Davies, 1979): The mean velocity at which a particle passes 
another particle, with which the possibility of collision exists, 
is proportional to vP; during the time of passing, the velocity 
of approach oo the particles, due to Brownian motion, is 
proportional to D/2 rP. Equation (7) is the ratio of the distance 
travelled at the velocity of translation to the distance diffused 
on account of Brownian motion, during the same short time 
interval. 
It is nescessary to find a function of Pe which will 
interpolate between the values of K0 and ~K· According to Davies 
the interpolation is restricted to Knudsen numbers greater than 
15. The coagulation constant due to Davies is now: 
8 . e(-9.03 · PeJ 
1+------
2 · Pe 
-1 
(8) 
In my opinion the value of 15 is choosen to high. As it will 
be shown later, there is no difference when using K0 or K0 in 
PARDISEKO IV calculations. The value of 15 is also higher than 
a number of experiments are showing. The coagulation constant 
curve should mark the lower boundary of all coagulation constant 
values found in experiments. Zeller (1983, 1985) who performed 
direct measurements of aerosol shape factors had to reduce the 
coagulation constant K0 to get agreement between measured and 
calculated size distributions. His maximum in Knudsen numbers was 
13.2. 
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own considerations 
No independent theory exists in the transition regime. An 
interpolation between gas kinetic and hydrodynamic conditions can 
be made only. Fuchs and Davies presented different physical 
conceptions of the coagulation process in the transition regime 
leading to different descriptions of the coagulation constant 
curve. Meanwhile, more experiments are available and can be used 
to find a good approximation to the "true" coagulation constant 
curve. 
The following conditions should be fulfilled: 
For Knudsen numbers smaller than o. 1, the coagulation 
constant is equal Ka· 
The theoretical coagulation constant curve represents a 
lower boundary for experiments. 
The coagulation constant curve is of smooth character. 
For very large Knudsen numbers, the coagulation constant 
values should pass over to the gas kinetic values. 
The following expression of the coagulation constant is 
based on the above statements, on Fuchs' concentration jump 
theory, and on experimental results: 
with 
I 2 + Kn/ 25 Mo = Go· 1 + Kni 100 
(9) 
(10) 
The r.::oagulation constant curves for each theory mentioned 
above are plotted in figure 1. For better orientation, some 
experimental results are added. All calculations are done for 
air, 293 Kelvin, and spherical particles of unit density. The 
conseque:nces when using the different corrections in computer 
programms for calculations of the aerosol behaviour are discussed 
in the next section. 
-68-
PARDISEKO IV calculations 
Adapting the coagulation constant to computer programms, 
like PARDISEKO IV (Bunz, 1983), the coagulation of particles with 
different radii has to be taken into account. For that, in all 
equations the physical properties of single particles must be 
replaced by an average value of the properties of the two 
different particles. 
For all PARDISEKO IV calculations, the thermodynamic 
conditions are chosen like those shown in figure 1. Only the 
Brownian coagulation process is considered, other removal effects 
are excluded. The mass (figure 2) and the nurober concentration 
(figure 3) are plotted versus the mass equivalent radius at three 
different times (0, 1.2 and 30 seconds after start). The initial 
distribution is selected for Knudsen nurobers between 25 and 230. 
Within one second, Davies' and Smoluchowski's coagulation 
constant, respecti vely, produce exactly the same nurober con-
centration as well as mass distribution. Using Fuchs' correction, 
the particle growth due to Brownian coagulation is not as fast 
as observed in experiments. With the own correction, the results 
are in between. Whether this correction describes the true 
condi tions or not can be checked wi th experiments only. The 
observation period in such an experiment must be within a few 
seconds having initial start distributions like above. During 
Ionger observation times, after 10 minutes at the latest, all 
corrections produce the same final distribution. Therefore in 
this case, the Smoluchowski · s coagulation constant curve is 
sufficient. The correction is nescessary for short-term calcula-
tions and of importance for source term evaluations and for 
nucleation processes. 
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TURBULENT COAGULATION INDUCED BY ACOUSTIC FIELD 
OF LIQUID AND SOLID AEROSOLS 
D, BOULAUD and C. MALHERBE 
Laberateire de Physique et Metrologie des Aerosols 
IPSNIDPTISPIN 
Commissariat a l'Energie Atomique 
BP 6, 92265 FONTENAY AUX ROSES CEDEX, France 
The acoustic conditionning of fine partieles in an aerosol is a-process by 
which the fraction of partieles having the smallest diameters vanishes through 
agglomeration on large partieles ; this phenomenon is indueed by an acoustic 
field. The corresponding variation in the partiele size distribution is an 
important faetor as it allows the fraction which is most difficult to filter 
direetly to be eliminated. Conventional equipment located further downstream 
such as eyclones, granular beds, ••• ean then be used to eliminated the 
agglomerates formed. 
Increased agglomeration rates leading to these rapid changes in size are 
due to the increase in partieles eollision rates through particle and aeoustie 
field interactions. 
Acoustic agglomeration has already been successfully used for particle size 
conditionning. Most of the experiments carried out are summarized in 
E.P. MEDNIKOV's book (1965) I 1 1. The subject has recently been the object of 
renewed attention by D.T. SHAW (1976) and K.H. CHOU et al (1981) I 2 I, I 3 I. 
The latter studies showed the effects of high acoustic intensities of the order 
of 160 dB (1 Wlcm2 ) on agglomeration mechanisms. 
In this paper after a brief recall on the theoretical background, the first 
part is devoted to experimental results obtained. On acoustic agglomeration (AA) 
of liquid and solid aerosols. 
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The second part concern the study of turbulence induced by strong acoustic 
field. 
And the last part concern the aerosol precipitation due to turbulence 
induced by strong acoustic field. 
2. THEORETICAL BACKGROUND 
Generally, the agglomeration equation describing variations in the 
concentration of particles of volume x over time t can be written : 
X 
on(x,t) 1 
ot = 2 ! K (y,x-y,t) n (x-y,t) n (y,t) dy 
0 
- n (x,t) ! 
0 
00 
K (x,y,t) n (y,t) dy 
(1) 
The first term of the righthand member of the equation represents the 
production of particles of volume x through collisions between particles of 
volume y and (x-y). 
The second term represents the vanishing of particles of volume x through 
collisions with other particles, n (x,t) is the distribution function expressed 
as a function of the volume of number of particles per unit volume of fluid at 
time t ; K (x,y,t) is the agglomeration coefficient for particles having 
volumes x and y. 
A knowledge of the coefficient of agglomeration is therefore entirely 
sufficient to predict n (x,t) behavior when the conditions at the origin are 
known. Unfortunately, the phenomena intervening in A-A are extremely complex and 
four types of interactions must be combined : 
- orthokinetic, 
- hydrodynamic, 
- turbulent inertial, 
- turbulent diffusional, 
in order to define an agglomeration coefficient that can be used in the 
preceeding integre-differential equation. 
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2.1. Orthokinetic interactions result from collisions between small particles 
highly influenced by vibrations and large particles which are virtually 
stationary. 
In this case, the coefficient of coagulation has the following form 
K 
oc 
(2) 
where N1 is the 
a 2 the radii of 
factor, E the 
oc 
large particle concentration, Nt the total concentration, a 1 and 
the large and fine particles, p 12 the relative entrainment 
collision efficiency and U the vibrational velocity of the g 
gas-medium. p 12 is a function of the vibrational frequency and the relaxation 
time of the particles, U is a function of the acoustic intensity, velocity of g 
sound and density of the gas-medium. 
2.2. Hydrodynamic interaction 
This type of interaction is mainly resulting from mutual distorsion of the 
flow fields araund interacting particles. In this case the agglomeration 
coefficient has the following form : 
EIH is the collision efficiency 
interacting particles. V 1 has re 
the vibrational velocity of the 
(3) 
and V 1 the relative velocities between re 
a complex analytical form which is a function of 
fluid, the relative entrainment factor, the size 
of the particles an vibrational frequency. 
2.3. Turbulent interactions 
When the acoustic intensity increases (I> 160 dB), interactions due to 
turbulence in the fluid become very important and lead to increased particles 
agglomeration. This type of interaction can be divided into two categories 
turbulent diffusional and turbulent inertial. In these interactions, the 
agglomeration process occurs in small eddies whose sizes are characterized by 
the Kolmogorov microscale 
(4) 
where € is the time rate of energy dissipation of turbulence per unit mass and V 
is the kinematic viscosity of the gas-medium. 
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In the case where particles are completely entrained by the fluid, the 
agglomeration process can be treated by an approach identical to the diffusional 
approach of Smoluchowski : In the opposite case the relative velocities of 
particles must be taken into account as a result of their different inertias 
collision likelihoods are increased in consequence. 
2,3.1. Turbulent diffusional interaction 
The hypothesis of particles being completely entrained leads to a 
coefficient of agglomeration of the following form : 
~T (5) 
where EDT is the collision efficiency, often taken as unit for particles of the 
same size. 
2.3.2. Turbulent inertial interaction 
The hypothesis of different degrees of entrainment for particles of 
different size leads to a coefficient of agglomeration of the following form 
K- TI EIT (al + a2)2 (1 - ~) (Tl - T2) (€3/V)l/4 (6) 
p 
where p and p are the respective densities of the gas and particles, T, the g p l. 
relaxation time of particles i and EIT the collision efficiency. 
A knowledge of the analytical forms of the different agglomeration 
coefficients enables their variations to be predicted as a function of the 
conditions imposed. In the K.H. CHOU et al article (1981), a parametric study as 
a function of particle concentration, aerosol median diameter, standard 
deviation, acoustic intensity and frequency, temperature and pressure is 
presented / 3 /. 
However, these studies are based on a mainly theoretical approach of 
particle collisions mechanisms under an acoustic field. Too scarce an amount of 
exploitable experimental sturlies are available to confirm theoretical 
predictions. 
This situation led our laboratory to engage in an experimental study. of AA 
in order to determine the sensitivity of this phenomenon to various parameters 
(acoustic intensities and frequencies, median diameters and standard deviations 
associated with size distributions of aerosols, residence times in agglomeration 
chambers). 
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During these experiments described in a first part of this article, 
significant particle deposits were observed on the agglomerator wall ; this 
phenomenon led us to undertake a specific study, described in the last part of 
this article, of particles precipitation under the influence of acoustic fields. 
3. EXPERIMENTAL STUDIES OF ACOUSTIC AGGLOMERATION I 11 I 
3.1. Experimental apparatus 
The experimental device used, sketched on figure 1, consists of the 
following elements : 
- Agglomeration chamber : this is a 4 liter glass cylinder (diameter 7 cm, 
length 100 cm). The aerosols produced are fed into the top of the tube at a flow 
rate of 20 to 100 1pm, corresponding to a residence time between 12 and 
2.4 seconds. 
Acoustic source : a 100 W compression chamber (BOUYER 2 R 200) is placed 
at the top of the agglomeration cylinder. This chamber is powered by a 
low-frequency signal generator (HEWLETT PACKARD 3310 A) combined with a 200 W 
amplifier (BOUYER AS 240). 
- Acoustic intensity measurement : this is performed by a BRUEL and KJAER 
measurement line comprising a microphone (BK 4136), a preamplifier (BK 2619) and 
a reading amplifier (BK 2609). The shape of the acoustic waves is monitared by 
an oscilloscope. 
- Aerosol source : a polydisperse liquid aerosol is produced by pneumatic 
spraying of dioctylphtalate (DOP) solution. Before entering the agglomeration 
chamber this aerosol passes through a neutralizer, consisting of a krypton 85 
source, tobring the electric charge of the aerosol to Boltzmann's equilibrium. 
For the case of solid aerosol an emery powder is produced with a fluidized 
bed generator. 
- Measurement of the aerosol size distribution samples are taken at the 
bottarn of the agglomeration chamber and measured by a cascade impactor (Andersen 
Mark II). The impactor calibration and data reduction have been described in 
earlier articles (D. BOULAUD et al 1981, D. BOULAUD and M. DIOURI 1982) 
141,151. 
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Figure 1 - Experimental set up for acoustic agglomeration and acoustic 
precipitation experiments 
3.2. Experimental procedure 
After measurement of the acoustic field in the tube the aerosol is produced 
and injected into the system. When the stationary state is established a first 
sampling with the impactor in the absence of acoustic field provides the 
original size distribution of the aerosol. The measured values of the 
aerodynamic mass median diameter (AMMD) and standard deviation (a ) are g 
reproducible, whatever the residence time chosen (3.8 or 8.6 seconds), which 
shows that agglomeration phenomena other than acoustic are negligible. The mass 
concentration value can vary slightly from one experiment to another, remaining 
. 3 
within the 0.5 to 1 g/m range whatever the nature of aerosol, 
The above operation is then repeated but in the presence. of an acoustic 
field. ThiB measurement gives the new aerosol size distribution after an 
agglomeration period corresponding to the residence time in the tube, 
Figure 2 shows an example of the results obtained with liquid aerosol. 
Curve 1 represents the original distribution, curves 2 and 3 the change in this 
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distribution under the effect of an acoustic field of rising intensity, 156.7 
and 162.7 respectively, and constant frequency 1020Hz, the residence time in 
the agglomerator remaining constant at 8.6 seconds. 
Qualitative analysis of these results shows as expected that the AMMD and 
a values increase with the sound pressure level. At the same time the mass g 
concentration of the aerosol falls sharply, due to deposition of the particles 
on the agglomerator walls. This phenomenon, clearly apparent here, is hardly 
mentioned in the literature except by K.H. CHOU and al (1982) I 6 /. 
3.3. Experimental results with liquid aerosols 
During these experiments the characteristics of the aerosol introduced in 
the agglomerator were kept constant, the variables being the residence time in 
the agglomeration volume, the sound pressure level and the acoustic frequency. 
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I = 156.7 dB 
3 C = 0.16g/m3 
f = 1020 hz 
I = 162.7 dB 
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Aerodynamic diameter(Dae,J.lm) · 
Figure 2 - Variations of the size distributions for different acoustic 
intensities (residence time t = 8.6 s) 
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Figures 3 and 4 show the AMMD and a variations after agglomeration as a g 
function of acoustic intensity for two different frequencies (540 and 1 020 Hz) 
and the same 8.6 seconds residence time. Figure 5 plots AMMD versus acoustic 
intensity for two different residence times (8.6 and 3.8 seconds) at the 
frequency 540 Hz. 
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Figure 3 - Aerodynamic mass median diameter after an 8,6 seconds agglomeration 
time versus acoustic intensity, for two acoustic frequencies 
(540 and 1 020 Hz) 
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Figure 4 - Standard deviation versus acoustic intensity, for two acoustic 
frequencies (540 and 1 020 Hz) 
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From these figures the following conclusions may be drawn 
little variation in AMMD and o is observed between 100 and 140 dB, g 
- AMMD increases from 1,5 to 4.5 pm between 140 and 155 dB, reaches a 
maximum between 155 and 158 dB then drops suddenly when the acoustic intensity 
is raised further, 
- similarly o rises from 1.75 to 5 in the 140 to 160 dB range. g 
The influence of acoustic frequency on the AMMD and o variations is g 
insignificant in the 500 to 1 000 Hz range, while the effect of residence time 
on AMMD remains negligible except araund the maximum. This tends to prove that 
agglomeration phenomena are effective mainly during the first few seconds, then 
diminish as the particles collide and their numerical concentration decreases. 
This effect is enhanced by heavy particle deposits on the walls as shown on 
figure 6, where the percentage aerosol mass deposition varies from 0 to 85 % as 
the sound pressure rises from 130 to 163 dß. 
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0 
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Figure 5 - Aerodynamic mass median diameter versus acoustic intensity for two 
different residence times (8.6 and 3.8 s) and constant frequency 540 Hz 
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Figure 6 - Wall deposition versus acoustic intensity for two different 
frequencies (540 and 1020Hz), Residence time 8,6 seconds 
3.4. Experimental results with solid aerosols 
In the same way during these experiments the characteristics of the aerosol 
introduced in the agglomerator were kept constant, the variable being mainly the 
sound pressure level in the agglomeration volume. 
Figures 7 and 8 show respectively the variations of the AMMD and the 
deposited fraction with the sound pressure level. Whatever the nature of the 
aerosol (liquid or solid) the behavior is similar when an acoustic field is 
applied and the following conclusions could be drawn : 
- a mutual agglomeration of particles occurs resulting in an increase in 
the median diameter of the aerosol and the corresponding standard deviation. 
These acoustic field effects begin to occur at araund 140 dB but only became 
significant above 155 dB. 
- The value of the acoustic frequency has little effect in the 500 to 
2 000 Hz range. 
- Partielee should spent a few seconds in the agglomerator (1 to 3 seconds) 
depending on the numerical concentration of the aerosol. 
- A strong phenomenon of aerosol precipitation on the wall occurs w·hen the 
sound pressure level increase, 
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Figure 8 - Variations of the aerosol deposition related to the 
sound pressure level 
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4. TURBULENCE INDUCED BY AN ACOUSTIC FIELD 
As we have seen hereabove the agglomeration is strongly reinforced and a 
phenomenon of precipitation is observed above 158 db. (This value could 
correspond to the great enhancement of acoustic turbulence). 
Given the importance of this mechanism the aim of this chapter is to study 
the aerodynamic behavior of the carrier gas in order to understand the acoustic 
coagulation in the case of very high sound pressure level. The object is moreover 
to determine velocity fluctuations of the system, eddies size and finally to 
evaluate the degree of turbulence by intermediary of the dissipation energy, which 
is a parameter allowing to calculate agglomeration kernels (see 2.3), 
4.1. Velocity fluctuations 
4.1.1. Experimental set-up 
The experiment consists in determining the effluent velocity of the gas to 
be processed, as a function of the acoustic energy. Frequency is set at 
1 000 Hz. 
Velocities are generally measured by laser velocimetry, an optical 
technique which does not disturb the medium I 7 I (BOUTIER (1979)). 
The principle of laser velocimetry with intersected beams is the 
following : an interference fringe pattern is created by intersecting two beams 
issued from a laser. When a particle goes successively through the dark and the 
bright areas of the pattern, it scatters light with a frequency v. This 
modulated light is collected by a photomultiplier, which transforms it into a 
sinusoidal electric signal. 
With i as the interfringe, the velocity component of the particle parallel 
to the bisectrix of the intersected beams is written : 
V = Vi (7) 
A laser velocimeter was integrated into an experimental device, previously 
developed in order to study the acoustic agglomeration (see 3.1). 
Our device is composed of the following components (see figure 9) : 
- agglomeration chamber, acoustic source, acoustic intensity measurement 
already have been described (see 3.1). 
- An aerosols generator : gas is seeded by a monodispersed aerosol of 
0.4 ~m sized particles (wholly carried along by the fluid) delivered from a 
generator of the type SINCLAIR-LAMER. Rise to Boltzmann's equilibrium is ensured 
by a krypton 85 source. 
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- A pump located downstream the agglomeration chamber supplies a mean flow 
velocity of 12 cm/s. 
- A two-dimensions laser velocimeter capable of measuring simultaneously 
2 velocity components. 
The emitting part is composed of a laser source (3 W) and some optical 
devices allowing to split the initial beam into 4. The residual beams are 
focussed on a limited area in space ; this is the measurement volume (cylinder 
of some mm in length and diameter 120 ~m). Two of the beams (in green) located 
in a vertical plan allow longitudinal velocity measurements (parallel to 
acoustic wave propagation). The two other beams (in blue) located in a 
horizontal plane are concerned with the radial velocity component. The resulting 
interference fringes create a grid. 
Light scattered by particles is collected by two photomultipliers and then 
transformed into electric signals displayed by an oscilloscope. Finally data are 
processed by two DISA counters. 
Numeric values of instantaneous frequency couples are processed by a 
micro-computer which calculates mean velocities and parameters characterizing 
the turbulence. 
For each particle passing through the probe volume, the following data are 
stored 
- the frequency relative to the axial component (green), 
- the frequency relative to the radial component (blue), 
- the measurement date. 
The acoustic signal interval (1 ms) is cut into 100 intervals (windows) of 
10 ~s. Pairs of frequency measurement, relative to each particle are 
''classified'' according to their date into the different temporal intervals of 
10 ~s. About 1 000 frequency couples are measured in each interval. For each 
experiment, the probe volume position along the tube axis and the acoustic 
energy are established previously. 
We thus obtain the following informations. 
4.1.2. Mean velocity as a function of the acoustic oscillation phase 
For each temporal class of 10 ~s, velocity is calculated by averaging 
instantaneous values by the number of measurements carried out in this class. 
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Figure 9 - Experimental apparatus destined to measure the velocity of the 
fluid inside the agglomeration chamber 
N. 
J 
L vij 
i = 1 
v. N. (8) J J 
v. 
J 
1 i 1 d h .th 1 1 Th 1 i d' 1 d : mean ve oc ty re ate to t e J tempora c ass. e ong tu 1na an 
transversal components of the velocity are successively calculated, 
v.. velocity dated at time j x 10 ~s (modu1o 1 ms), 
1 ] th 
Nj number of measurements carried out in the j c1ass. 
It shou1d be reca11ed that each instantaneous velocity verifies the 
relation 
V = Vi 
Where \) frequency measured by the DISA counter 
i interfringe. 
Into our experimental conditions, we get 
i 8.6 ~m green interfringe 
V 
in 8.2 ~m b1ue interfringe. 
J.) 
4.1.3. Velocity f1uctuations (standard deviation of mean velocity distributions) 
a. (9) 
J 
v'. velocity fluctuations relative to the jth class. 
J 
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For each experiment, acoustic frequency is set at 1 000 Hz. Sound pressure 
level, adjustable parameter, is limited to 163 db, maximum value allowed by the 
loudspeaker. 
The measurement volume is successively located at a velocity loop, between 
a loop and a node, and at a velocity node, and acoustic energy is then allowed 
to vary. 
Figure 10 shows mean velocities "stroboscoped" on 10 IJS classes. 
*Probe volume is located at a velocity loop (pressure node). 
* Acoustic intensity, measured at a pressure loop I(P,L), is equal to 
163 dB. 
* Acoustic intensity, LI measured at the volume location of measurement 
(local intensity) is equal to 155 dB. 
The mean longitudinal motion is oscillating and has a frequency of 
1 000 Hz ; the maximum velocity reaches 15 m/s. 
We may notice the irregular curve resulting from the presence of turbulent 
instabilities. The transversal velocity, which does not exceed 30 cm/s, is 
however higher than measurement uncertainties (5 cm/s). 
Figures 11 and 12 show velocity fluctuations as a function of the 
oscillating phase, at a velocity loop, respectively for a sound pressure level 
equal to 163 db and 153 dB. At 163 dB, longitudinal velocity fluctuations, of 
about 2.5 m/s, represent 30 % of the vibration velocity and we may point out 
peaks exceeding 6 m/s. At 153 dB, turbulence is also present but is less 
important. Velocity fluctuations don't become higher than 1 m/s. Transversal 
velocity fluctuations are weaker and do not exceed the order of magnitude of the 
transversal velocities averaged over 10 IJS classes. 
The same kind of curves have been drawn for different positions of probe 
volume and acoustic energies ; we then studied the evolution of velocities as a 
function of acoustic intensity. 
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Figure 10 - Mean velocity "stroboscoped" on the classes of 10 JJS 
Velocity fluctuations appear in a significant way at 152-153 dB (fig. 13) 
and then quickly increase with acoustic energy above 158 dB, However if the 
vibration velocity between a loop and a node is reduced by a factor 10 the 
longitudinal velocity fluctuations are nearly constant ; turbulence is 
convected. Transversal velocity fluctuations, which appear at about 160 dB, 
remain weak and only represent a third of the value of longitudinal velocity 
fluctuations at high intensity, Turbulence is homogeneaus (constant in the tube) 
but it is not isotropic (one direction is favoured). 
4.2. Turbulence spectrum 
The spectrum corresponds to the decomposition of kinetic energy into waves 
of different periods and different wave lengths (eddy size). The spectrum value 
at a given wave nurober represents the mean energy of this wave (HINZE; 1959). 
From a mathematical point of view, the spatial decomposition of the kinetic 
energy spectrum is equivalent to the Fourier transform of the autocorrelation 
function of instantaneous velocities (definition of frequency spectrum according 
to G.I. TAYLOR / 9 /. 
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The autocorrelation function represents the correlation existing between 
"* the velocities at two points separated by r. 
"* + + + + 
Ri (x, r) = vi (x, t) vi (x + r, t) (10) 
with v. (~, t) ith instantaneous velocity cornponent (~) 
1 + + + 
R .. (x, r ) only depends on r in the case of hornogeneous turbulence. 
11 
The Fourier transform f .. of the autocorrelation function is written as 
11 
follows 
+ 
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Figure 11 - Velocity fluctuations rneasured at a velocity loop at 163 dB 
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Figure 12 - Velocity fluctuations measured at a velocity loop at 153 dB 
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Figure 13 - Longitudinal velocity fluctuations in term of acoustic intensity 
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+ Kinetic energy is thus divided into the sum of waves k. 
The turbulence shown in our system arises mainly in the direction of the 
acoustic wave propagation. This is why the one - dimensional spectrum is of 
interest to us. 
The problern now is to know if the turbulence has enough time to get 
developed before primary eddies are carried out of the agglomerator by a 12 cm/s 
mean flow. 
The developed turbulence corresponds to the degeneracy of the largest 
structures into small eddies. The knowledge of the kinetic energy spectrum of 
fluctuations allows to foresee the evolution of the turbulence. If k1 is the + 
longitudinal component of the wave vector k, the spectrum is written as 
follows 
- 00 
- jk r R11 (r) e 1 dr (12) 
Determining f 11 requires the knowledge of instantaneous velocities, 
measured on a large nurober of nearly points. Such a detailed and complete 
exploration is not possible using the installation utilized. The difficulty can 
be avoided by determining the spatial spectrum starting from the temporal 
spectrum, which is easier to obtain experimentally. 
In the case of a stationary system, the spectrum density as a function of 
V, (temporal frequency) verifies the relation 
T 
F(V) ~ ( f v1 (x1t) exp (-2TijVt) dt) 
0 
T 
( f v1 (x1t) exp (2TijVt) dt) 
0 
(13) 
In practice, T corresponds to the duration of the experiment and x is the 
axial position of the point of measurement. 
If T >> Ta, Ta being the acoustic period, we can write 
T ~ n Ta 
(n being an integer number). 
In such a condition, the phenomenon is stationary during the time T. 
Turbulence is fully developed if the largest structures degenerate into 
smaller size eddies, to reach the Kolmogorov internal scale. One can see on 
figure 14 the 1 000 Hz peak (corresponding to the acoustic oscillation 
fundamental mode) and the first harmonic components. A systematic study between 
. -5/3 
145 and 163 dB allows us to ascertain that below 153 dB, the decrease with V 
is not maintained. 
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-5/3 The developed turbulence is characterized by a spatial spectrum in k , 
(Kolmogorov law). Up to now, we knew that if the spectrum with V temporal 
-5/3 frequency followed the law in V , the spatial spectrum followed the law in 
k-5/ 3 in the case of a constant velocity flow. Now a recent study 
(J. TAILLET, 1986, / 10 /) has shown that in the case where scanning is a 
periodic function of time, both the spatial and temporal decompositions follow 
-5/3 the same laws ; as regards our system, the V temporal spectrum decrease is 
thus representative of the developed character of the turbulence. 
In our system, the turbulence is fully developed above 153 dB. Below this 
value, the turbulence decreases. Under weak acoustic intensity, the degeneracy 
becomes slow, the latter eddies are ejected out of the system by a mean flow of 
12 cm/s before reaching the Kolmogorov scale. 
The turbulence frequency corresponds to the frequency at which a same 
instantaneous velocity is recorded by the sensor (fig. 15). 
The experimental device is composed of the elements described in the last 
section. However, we are only interested in the longitudinal Velocity component. 
Our device for the acquisition and processing of data incorporates a rapid 
Fourier analyzer. 
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Todetermine the turbulence kinetic energy spectrum F(v), we sample 
.. 
instantaneous velocities at a point with a rate of 200 kHz, for a function F(v) 
calculated for a V max value of 50 kHz. 
The Fourier analyzer calculates the product 
* TF (V) TF (V) with 
V V 
TF 
V 
1 (V) = -T 
0 
T 
J V exp (-2 Tij Vt) dt) (14) 
V, being the analog signal transmitted to the Fourier analyzer, is 
proportional to particles velocity. 
Under such conditions : 
* TF (v) TF (v) ~ F (V) represents the temporal turbulence spectrum. 
V V 
A typical spectrum is represented in figure 14. 
The acoustic energy, delivered by the loudspeaker reaches 161 dB at a 
pressure loop. The spectrum energy assessed in dB is equal to 
* 10 log I TF (V) TF (V) I 
V V 
-5/3 The turbulent kinetic energy spectrum decreases as V • This law of power 
spectrum density variation as a function of the fluid velocities variation 
frequency gives information on the turbulence evolution (fully developed or not). 
valocity 
t 
Figure 15 - Illustration of the size of the eddies 
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0 corresponds to the size of the two eddies. 
0 = 2 1 
thus k 2 7f 1 = 2 IT and 2\> (15) 
The largest structures sized L correspond to the acoustic frequency where 
the decrease in- 5/3 beginstobe observed (see fig. 14). 
If \> min represents the minimal turbulence frequency, we get 
L = V 
2\> i m n 
(16) 
however v < v max where v max is the wave velocity amplitude, thus 
V 
L = max 
2\> i m n 
(17) 
Figure 14 shows that \> i is equal to the acoustic frequency f, 
m n 
Let a be the acoustic wave amplitude : 
max 
v = 27ffa 
max max 
Let L = 7fa 
max 
(18) 
(19) 
The size of the largest structures is of the order of the local amplitude 
of the acoustic oscillation, peak-to-peak (some mm). 
Primary structures degenerate into smaller and smaller eddies until 
reaching the size lo (Kolmogorov internal scale). Insidethese eddies, energy is 
then dissipated into heat along the time. 
The maximum turbulence frequency recorded verifies the relation 
V 
lo = max 
2\> 
max 
The Kolmogorov internal scale is about 100 ~m. 
4.3. Application to acoustic agglomeration 
(20) 
The mea.n diameter of an aerosol subj ected to an acoustic field rapidly 
increases above 158 dB. This phenomenon corresponds to the sharp increase of the 
turbulence, induced by acoustic waves, as we have seen in the previous sections. 
It is generally admitted that under high sound pressure level, the two main 
mechanisms responsible for the acoustic agglomeration are directly linked to the 
dissipation energy of the system (E) (see 2.3). It is therefore necessary to 
know this parameter in order to nssess the turbulent acoustic agglomeration 
kerne!. Two methods allow to assess E. 
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4.3.1. Mednikov formula 
E.P. MEDNIKOV I 1 I links, in an empiric way, the energy dissipation per 
unit of mass and time E, the acoustic parameters (frequency f and sound pressure 
level I) and fluid properties 
I312 f 
E = 0,53 3/2 512 
pg cg 
(volumic mass p and wave propagation velocity c ) g g 
(21) 
The dependence of E thus defined on I(P,L) is shown in the figure 16. 
4.3.2. Velocity fluctuations 
According to the isotropic homogeneaus turbulence, dissipation energy is 
expressed as follows 
E = (22) 
v' : velocity fluctuations 
L : size of the largest eddies 
In our experimental conditions, turbulence is not isotropic. However, 
comparing our system to a fictitious isotropic system having the same kinetic 
energy, 
E becomes 
E = 
113 (v'12 + 2v'22)312 
L 
v' 1 longitudinal velocity fluctuations 
v' 2 transversal velocity fluctuations 
(23) 
Turbulence having originated from an oscillatory motion, we formulate the 
hypothesis that the size of the largest structures is equal to twice amplitude 
of the wave motion 
v1 
Let L = 4f (24) 
The variation of E with I (V, P) as evaluated by this metbad is shm,Tfl 
figure 16. 
Althougb obtained w·ith only one frequency ( 1 000 Hz), the E determination 
according to these two methods leads to almost similar results. Dissipation 
energy is a monotonously increasing function of the acoustic intensity. Above 
158 db, E quickly increases and reaches 500 m2 s-3 at 163 dB. To calculate the 
turbulent acoustic agglomeration kernels in which E interferes, the use of 
Mednikov's formula is justified with frequencies of about 1 000 Hz. 
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While € allows to assess the turbulence, it is also interesting to know the 
size of the eddies present in the system. At each point of the system, the 
largest eddies attain twice the acoustic wave oscillation amplitude (at the 
point, a few mm). In the case of an isotropic homogeneaus turbulence, the size 
of the smallest eddies verifies the following relation : 
3 1/4 
lo = (~) 
€ 
(25) 
The microscale, which is not very sensitive to dissipation energy, is about 
100 ~m (see table 1) 
The largest structures derive their kinetic energy from vibrating motion. 
Then energy cascade corresponds to the energy transfer to smaller and smaller 
eddies. For the smallest eddies (rv 100 ~m), the energy is transformed into heat 
along the time, 
I(P,L) (dB) € (m2 s-3) lo (~m) 
163 471 52 
161 186 65 
159 98 77 
157 65 85 
155 45 93 
153 35 99 
Table 1 - Kolmogorov's internal/scale 
As we have seen hereabove the agglomeration of particles subjected to an 
acoustic field becomes marked above 158 dB. This value corresponds to the sharp 
increase of velocity fluctuations, representative of an important turbulence. 
Starting from our experiments about the study of acoustic turbulence, the 
following conclusions could be drawn : 
Turbulence seems to appear between 152 to 153 dB ; above 153 dB, turbulence 
(which is revealed by fluctuating velocities) is developed in our system : the 
largest structures (whose size is about the acoustic oscillation amplitude) 
degenerate into smaller and smaller eddies to reach the Kolmogorov scale (about 
100 ~m in our system). 
-101--
Above 158 dB, the velocity fluctuations sharply increase and could 
represent up to 30 % of the acoustic wave oscillation velocity under high sound 
pressure level (163 dB). 
Acoustic agglomeration, resulting from agitation in the fluid appears 
between parti~les carried out by smallest eddies. The acoustic coagulation 
coefficient is generally determined from the energy transformed into heat by 
eddies of size equal to Kolmogorov scale. This parameter was experimentally 
measured in course of this work ; dissipated energy rises rapidly above 158 dB, 
thus acoustic agglomeration under high intensity could be related to the sharp 
increase of turbulence in the system. 
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Figure 16 - Dissipation energy in term of acoustic intensity 
Validity of Mednikov's formula 
5. ACOUSTIC PRECIPITATION 
The aim here is to determine the relations between the establishment of an 
acoustic field and the precipitation of an aerosol on the walls of a pipe. For 
these experiments therefore, unlike those described in part one, it was decided 
to keep the characteristic parameters of the aerosol constant (diameter and 
-102-
standard deviation). Forthis purpose the aerosol is monodispersed and has a low 
numerical concentration (under 50 particles/cm3 ) to reduce the collision 
frequency when the acoustic field is applied. 
5.1. Experimental apparatus 
The device used is represented on figure 1. The components are the same as 
those of the previous set-up except for the aerosol source and the numerical 
particle concentration measurement. 
- Aerosol source : a monodispersed DOP aerosol is produced by a vibrating 
orifice generator (TSI 3050). Before entering the precipitation chamber it 
passes through a krypton 85 source neutralizer to reach Boltzmann's equilibrium. 
Particles concentration measurement : this is accomplished by a "Kratel 
model 328" type spectrophotometer on samples taken at the bottarn of the 
precipitation tube. 
5.2. Experimental procedure 
Once the acoustic field has been measured in the tube, the DOP aerosol is 
injected into the system. When the stationary state is established a first 
concentration measurement is performed at the base of the tube (C ) , after which 
0 
the operation is repeated but in the presence of the acoustic field. This 
measurement supplies the new downstream concentration value (C). Assuming that 
the liquid DOP particles entering into contact with the wall are not carried 
away again the particle fraction deposited in the tube is given by the following 
expression 
Deposit (%) = 100 (1 - (C/Co)) (26) 
In this way, if the different wall precipitation mechanisms are considered 
to be independent, the measured deposit can only be due to application of the 
acoustic field. 
5.3. Experimental results 
During these experiments the geometry of the precipitation tube and the 
fluid flow rate inside were kept constant (fluid velocity = 12 cm/s), the 
variable being the particle diameter, sound pressure level and acoustic 
frequency. 
Figure 17 gives the results obtained for six diameters (0.7, 1, 2, 3, 5 and 
7 ~m) three sound pressure levels (152, 155 and 158 dB) and two acoustic 
frequencies (540 an 1020Hz), representing 36 experiments altogether. From 
these curves and for our experimental conditions the first conclusions are the 
following : 
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- the wall deposition rate increases with particle size, sound pressure 
level and acoustic frequency, 
- for given acoustic intensity and frequency the deposition rate increases 
abruptly between 0.7 and 2 ~m, then slightly between 2 and 7 ~m, 
for given particle size the deposition rate increases steadily with sound 
pressure level and frequency. 
From these wall deposition curves an acoustically induced deposition 
velocity (K ) may be deduced, as follows : 
a 
(27) 
where U is the mean flow volecity of the fluid in the tube, D the tube diameter 
and L its length. On figure 17 the K values are also plotted as ordinates. 
a 
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Figure 17 - Percentage wall deposition versus aerodynamic particle 
diameter, with four acoustic intensities and two frequencies. 
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Figure 18 - Acoustic deposition velocity versus acoustic intensity for 
different diameters. Acoustic frequency is constant 540 Hz 
On figure 18 the K values are plotted versus the acoustic intensity for 
a 
different values of particle diameter, in this case the acoustic frequency is 
maintained constant (540Hz). 
5.4. Interpretation 
More generally it is useful to relate acoustic deposition rate to particles 
diameter through dimensionless quantities. For this purpose a dimensionless 
acoustic velocity is introduced, defined by : 
K+ = K /(E , v) 1/ 4 
a a 
(28) 
V being the kinematic viscosity and E the energy dissipated per unit time and 
fluid mass due to turbulences induced by the acoustic field. 
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To describe the inertial behavior of aerosols, caused by acoustically 
induced turbulences, we introduce a dimensionless relaxation time defined by the 
expression 
T+ = T , (€/V) 112 
with T the particle relaxation time being expressed by 
T = Cu D2 p /18 ~ p p 
(29) 
(30) 
where Cu represents Cunningham's correction slip factor, D the particle p 
diameter, p its mass per unit volume and ~ the dynamic viscosity of the fluid, p 
By using the expression given by Mednikov (1) for € (see 4.3.1) all the 
results of figure 17 can be given in dimensionless form as shown on figure 19 
where K+ has been plotted against T+. 
a 
Fitting the points by a power function leads to the following expression 
K+ = 0.031 T+ 0 •471 
a 
for a T+ variation range between 10-3 and 1. 
(31) 
10~r-----------------------------------------~------~ 
K+ 
a Dimensionl'ess deposition velocity 
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Dimensionless relaxation time t+ 
Figure 19 - Dimensionless deposition velocity versus dimensionless 
relaxation time 
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This dimensionless relation, obtained under restricted experimental 
conditions (constant tube geometry and fluid flow rate) remains to be confirmed 
for different tube geometries (variable diameter) and varying aeraulic 
conditions (different flow rates) ; after fitting with a correlation coefficient 
of 0,834 it offers a first empirical approach to acoustic deposition phenomena 
if we take for E the expression given by E.P. MEDNIKOV / 1 /. 
5, CONCLUSIONS 
Two main phenomena occur when an aerosol pass through a volume exposed to 
an acüustic field : 
a mutual agglomeration of particles resulting in an increase in the 
median diameter of the aerosol and the corresponding standard deviation. These 
acoustic field effects begin to occur at araund 140 dB but only became 
significant above 155 dB. The value of the acoustic frequency has little effect 
in the 500 to 2 000 Hz range. Particle should spent a few seconds in the 
agglomerator (1 to 3 seconds) depending on the numerical concentration of the 
aerosol. Moreover, whatever the nature of aerosol (liquid or solid) the behavior 
is very similar, 
- a precipitation of particles on the wall of the volume ; this mechanism 
depends on, the size of this volume, fluid flow, level of turbulences induced by 
the acoustic field and particles inertia, 
- the turbulence seems to appear between 152 to 153 db ; above 153 db, 
turbulence (which is revealed by fluctuating velocities) is developed in our 
system : the largest structures degenerate into smaller and smaller eddies to 
reach the Kolmogorov scale (about 100 pm in our system). 
Above 158 dB the velocity fluctuations sharply increase and could represent 
up to 30 % of the acoustic wave oscillation velocity under high sound pressure 
level (163 dB). 
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PHYSICAL AND MATHEMATICAL MODELLING OF GRAVITATIONAL COAGULATION 
Contribution to the Coagulation Workshop 
held in Karlsruhe, FRG.from March 16 to 18, 1988 
Helmut Bunz 
Introduction 
Beside the Brownian coagulation the gravitional coagulation influences 
the behaviour of all particle size distributions dispersed in any 
arbitrary carrier gas whereas other effects as e.g. turbulence, electric 
forces and so on request the presence of certain conditions. 
The basic physics involved is quite well understood and can mathematical-
ly be formulated at least for some particle size regimes. Only ap-
proximate solutions are available if the particles are similar in size 
or either very large or of intermediate size. 
Ceroparing the different physical effects leading to coagulation the 
gravitional coagulation is of special importance for large particles 
(d>10~m) and for particles not too much different in size. Therefore, the 
most interest and research can be found in connection with cloud physics 
and the scavenging of aerosol particles by rain drops as for example the 
farnaus article by Fuks (1951) . 
. 
The flow past a single sphere 
Most approaches are bases on the description of the flow past a single 
sphere. since the velocity of aerosol particles is usually far below the 
velocity of the sound the flow can be assumed to be incompressible. The 
relaxation time of a settling particle is quite small which means that 
the flow can additionally be regarded as stationary. The flow areund a 
single settling sphere can, therefore, be described by the time 
independent Navier-Stokes equations for an incompressible flow. 
The meaning of the different terms is as follows: 
u9u: inertial term or convective acceleration 
( 1) 
accelaration of unit mass of flow by the (curved) convective field 
-Vpjp: pressure gradient 
1: external field (e.g. gravity, electric fields. etc.) 
~ 0 0 
vßU: V1SCOS1ty term 
force on the volume element by the local shear stress 
An additional equation is given by the continuity equation for an 
incompressible flow: 
vlt = o (2) 
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The Navier-stokes equations (1) can be further simplified 
defining the statical and the dynamical pressure. 
• -I> 
Wl th 17Pstat/ P =: f 
17Pstat: buoyancy 
by 
P = Pstat + Pdyn 
e.g. gravity ~ 
Therefore, the force term can be removed (or be hidden in the pressure 
term). 
Due to the condition (2) the flow field may be written as 
~ 
u 
~ . ~ ' 17 x A w1th A a vector potent1al ( 3) 
Since the flow past a settling sphere is axisymmetric the vector 
potential has only an azimüthal component which is called stream function 
by definition. Werking out the expression (3) the two (non-zero) velocity 
components ur and u 9 can be written: 
Ur - ( 1/r2sin0) 8 t/J/ 8 0 
u 9 = (1/r sinO) af/ar 
( 4a) 
( 4b) 
The equations (4a) and (4b) can be inserted into eq. (1) to yield a 
differential equation for the stream function 1/J. This differential 
equation has to be solved for the appropriate boundary conditions: 
1) u 9 = Ur = 0 for r = a with a: radius of the sphere. (5) 
For simplicity it assumed that the sphere is at rest and the fluid is 
moving. 
This non-slip or sticking boundary condition has to be modified for 
particles whose sizes are comparable to the mean free path length of the 
carrier gas and if two particles a very close tagether (in the order of 
the mean free path length) . 
2) In the infinity the flow has to be equal to an even flow in the 
direction of the gravity. 
- u .. coso 
u .. sino 
The Velocity u .. is the terminal settling velocity of the sphere. 
(6a) 
(6b) 
The flow can be further characterized by the Reynolds nurober (R) to get 
even more simplified equations for the different flow regimes. 
The magn:ltude of the two terms Ul7it ( inertial acceleration) and vt.'ii 
(friction) has to be estimated and compared which leads automatically to 
the Reynolds number. 
lüvüj 
lvllul 
u a 
<0 
V 
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R 
As examples some values of R for p 
a = 1 J..Lm: R = 7. 5 10-6 
a = 10 J..LID! R = 7. 5 10-3 
a = 51 J..LID: R 1 
a = 100 J..Lm: R = 7.5 
1) R » 1 
( 7) 
1 gjcm3 and air as carrier gas: 
The viscosity term v6U may be neglected which leads to the Navier-Stokes 
equations of a frictionless flow. The differential equation can be solved 
by a potential function: 
(8) 
The flow is, therefore, called potential flow and can be valid only in 
some distance from the particle or outside the boundary layer since it 
is not possible to fulfill the boundary conditions (5) (sticking 
condition at the particle surface) with a frictionless flow. 
2) R ~ 1 
Analytical solutions for this (transition) regime are not known. Only 
some approximative solutions based on either the Stokes flow or on the 
potential flow or numerical solutions can be found in the literature (see 
e.g. Pruppacher and Klett, 1978). 
3) R << 1 
This case is most important for aerosol particles as most particles are 
within this flow regime. In this case the inertial term may be neglected 
in comparison to the viscosity term. The Navier-Stokes equation (1) can 
be simplified to the equation for a viscous or Stokes flow. 
-+ 
v6u = \lpjp ( 9) 
Inserting the stream function ,P into (9) and solving the resulting 
partial differential equation leads to: 
1/Jst == ( 1/4) u.,a2sin2 0 ( 2r2/a2 - 3rja + a/r) 
ur = - u.,cosO (2r2/a2 - 3r/a + ajr) 
u8 = u.,sino (1 - 3a/4r - a 3/4r3 ) 
(10) 
( 11) 
(12) 
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Using the solutions (10) to (12) the. pressure gradient along the surface 
of the particle and the resul tin9 drag force on the particle can be 
calculated. The result is the well-known Stokes formula for the 
resistance of a sphere moving in a fluid. 
Calculation of the collision efficiency 
The collision efficiency is defined as the ratio between the real 
collision probability to the probability by pure geometric interception. 
By this definition the collision probability for the gravitional 
coagulation can be written as follows: 
(13) 
For most applications to aerosol particles the Reynolds nurober of the 
collecting particles is small against unity. Therefore Stokes-flow can 
be assumed for the flow past this particle. If in addition the collected 
particle is much smaller than the collecting particle it can further be 
assumed that the flow field is not influenced by the smaller particle. 
The method to calculate the collision efficiency consists of calculating 
the stream line passing the larger particle (number 1) at a distance of 
a 1+a2 based on the solution of the stream function for the flow past a 
single sphere (eq. 10). The distance of this stream line from the axis 
of symmetry Yc is equal to the impact parameter of particles with a 
settling velocity of zero. If the settling velocity of the collected 
particle is neglected the ratio (Yc/ (a 1+a2 )) 2 gives the requested collision 
efficieny already, a method as it was applied by Fuks (1951). The 
distance Yc may be calculated using eq. (10): 
lfist(al+a2t7r/2) = lf!sdr,yc/r) Ir~" 
=> y/ = (a 1+a 2 ) 2 - (3/2)ada1+a 2 ) + (1/2)a//(a1+a2 ) 
(14) 
(15) 
To calculate now the total flux of small particles 2 to the collecting 
particle the flow of particles 2 into the lower hemisphere of the sphere 
with a radius of a 1+a2 has to be calculated. since the particle 2 does not 
influence the flow field the velocity of particle 2 in the system of 
particle 1 ~2 may simply be calculated by: 
~ ~ -+ 
V 2 = U - U2"' ( 16) 
Eq. (16) is called the superposition principle. 
The flux of particles 2 in the system of particle 1 is given by n 2 ·~2 and 
the total flux in the hemisphere by intergrating over the particle flux. 
The integral consists of two terms, the first one the integral over ~' 
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the second one over \1;.,. Since the flow is imcompressible the first 
integral is equal to 7TY 0 2u 1.,. The second integral yields 1T (a 1+a2 ) 2u 2.,. 
The gravitional coagulation kernel can be calculated from the total 
particles flux by normalizing the flux by the particle concentration n 2 • 
.... 
Ko(a 11 a 2 ) = (1/n2 ) f n2V 2 dS = 
= rru 1.,(l+p) 2a 12 (1 - 3/2(1+1p) + 1/2(1+p) 3 - p 2 ) 
with p = a 2/a1 
(17) 
Eq. (17) may be simplified if p « 1 can be assumed. This assumption was 
already made deriving eq. (17) since it was necessary to apply the 
superposition principle~ 
(18) 
If eq. (18) fulfills certain limits it can formally be extended to p ~ 1. 
The velocity u~ has to be replaced by the velocity u~-u~. 
Ko(a 11 a 2 ) -+ 0 for p-+ 0 
and 
Ko(a 11 a 2 ) ~ 0 for p -+ 1 as the relative velocity approaches 0. 
Ko(a1 ,a2 ) = (1/2)rra/(u1.,-u2.,) (19) 
Using the definition eq. (13) the collision efficiency e (a11 a 2 ) can be 
derived from (19): 
(20) 
The difference of this formula to the so-called Fuks formula (Fuks, 1964) 
consists of replacing the factor 1/2 by 3/2. This difference is caused 
by neglecting the settling velocity of the smaller particle as already 
mentioned above. 
If the two approaching particles are similar in size the assumption that 
the flow field is dominated by the larger particle and that the 
superposition principle can be applied is not langer valid. The Navier-
Stokes equations have to be solved for a system influenced by two moving 
spheres (see e.g. Davis, 1972, Jonas, 1972 and Hocking, 1973). One of the 
problems arising is caused by applying the boundary conditions (5) for 
both spheres since these sticking conditions yield an inverse power law 
for the repelling force between the particles. Interacting by such a 
force the particles could never collide. Therefore to get the correct 
power law the boundary conditions have to be modified taking into account 
the slip at the particle surfaces. The power changes then from d- 1 (with 
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d the distance between the particles) to a logarthmic law allowing the 
particles to colllide. Fortunately, the resulting collision efficiencies 
of these more sophisticated calculations (Davis, 1972) and the simple 
model presented above differ not too much. The formula (20) seems, 
therefore, be applicable for aerosol behaviour calculations. 
If the Reynolds number of the collecting particles exceeds one the flow 
regime changes to a potential flow as already mentioned. In this case 
which is only important for large particles with low residence time and 
rain drops a back flow behind the collecting particle may cause a wake 
capture and the collision efficiency can even exceed one (Fig. 1 from 
Pruppacher and Klett, 1978). 
For non-spherical particles only qualitative theoretical statements or 
experimental investigations can be made. Depending on the geometry of the 
particles an increase or a decrease of the collision efficiency is 
possible. In particular an increase of the efficiency can be expected if 
the porosity of the particle is large enaugh t6. allow the flow to 
penetrate the particle and to diminish, therefore, the hydrodynamic 
deflection. 
Seme applications to aerosol behaviour calculations 
The gravitional coagulation frequency of a particle with a radius of 
10 ~m with smaller particles can be seen in Fig. 2 in comparison to the 
Brownian and the total (the sum) frequency. Only in a quite small size 
range the two frequ~ncies are of comparable magnitude justifying the 
simple superposition of the two frequencies as the dominating size 
regimes are quite different. The gravitional coagulation is of special 
importan9e for the coagulation if the size of the collected particle 
exceeds about 1 ~m. Smaller particles follow the flow areund the 
collecting particle due to their small inertia and are collected with a 
lower probability. Their chance to be collected increases only due to 
their enhanced Brownian motion or in other words due to diffusion to the 
collecting particle. 
To examine the effect of the gravi tional coagulation some numerical 
experiments were performed with the aerosol behaviour code NAUA-Mod5 
(Bunz et al., 1987). In these experiments which can unfortuantely not so 
easily be repeated in real experiments the Brownian or the gravitional 
coagulation were swi tched off and the resul ts were compared to the 
results üsing the combination of both processes. 
The ini tial particle size distribution is bimodal ( Fig. 3) , the two 
maxima at 0.1 ~m and at 1 ~m. Each mode represents a mass concentration 
of 1 gjm3 • The three final distributions (Fig. 4 to 6) are after 20000 sec 
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of time. Ceroparing the results of the calculations using the combined 
coagulation process and the Browni~n coagulation only the size distri-
bution differ only at the upper end due to less effective coagulation 
between the larger partiales in the absence of gravitional coagulation. 
In the case of gravitional coagulation only the mode of the smaller 
partiales is more or less uneffected and only the mode of the bigger 
partiales changes slightly. In this case the transport of the smaller 
partiales to the bigger ones is lacking and, therefore, the initiating 
event for an effective gravitional coagulation. 
Conclusions 
The gravitional coagulation can be quite well described by an analytical 
formula if the collecting partiale is within the Stokes regime (R « 1 
corresponding to a < 30 Mm) and the partiale to be collected is small 
against the collecting partiale. Camparisan of this model to more 
sophisticated models solving the Navier-Stokes equations for two spheres 
show that the numeriaal results of these models do not differ too much 
from the results if the formula mentioned above are extended to regimes 
where the sizes of the two partiales are comparable. Therefore, this 
formula seems to be sufficient for most applications as all aerosol 
partiales with noticable residence time are within the Stokes regime. If, 
however, the scavenging of partiales by rain or spray drop has to be 
considered the flow regime changes to a potential flow. For these cases 
andin particular for.the transition regime (R ~ 1) no analytical formula 
are available but only some resul ts of numeriaal solutions or of 
experiments. 
The same is true for the collision efficiency and the corresponding 
gravi tional coagulation frequency of non-spherical partiales. Theoretical 
results can only be obtained for special geometries like ellipsoids or 
are only rough gesses. Otherwise the collision efficiencies have to be 
determined by experiments with the difficulty that those measured data 
are applicable for the specific aerosol only. 
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Bipolar,. Coagulation of 
Asymmetrie Particle Distributions 
ABSTRACT 
Theoretical Considerations 
B. Eliasson and W. Egli 
Asea Brown Boveri 
Corporate Research 
CH-5405 Baden, Switzerland 
We present calculations of the coagulation rate of aerosol particles which have been charged 
with ions of both polarities. The classical theory for bipolar coagulation has been expanded to 
include distributions of polydisperse aerosols. We include abrief introduction explaining the 
reasons for the interest in this kind of work. We treat the general case of asymmetric particle 
distributions after giving a short description of the symmetric case of equal distributions of 
positive and negative charges. The numerical simulations are done with a measured fly ash 
distribution taken from the literature. 
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INTRODUCTION 
In the field of electrostatic precipitation one of the prob1ems which remains to be solved is 
the efficient precipitation of particles in the range from approximately 0.1 to 1 J.Lm radius. In an 
e1ectrostatic precipitator (ESP) the aeroso1 particles are charged and the pulled out of the stream 
by an applied fie1d. As the size of the particle diminishes the maximum charge it can carry 
diminishes also. The rate at which a particle can be removed from the gas stream is a function of 
the migration velocity perpendicular to that stream. The migration velocity is a function of the 
particle charge, its mass and the frictional forces. If one plots the migration velocity vs. radius 
one gets a curve similar to the one shown in Fig. 1. The important thing is to note that the 
Fig. 1: 
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A calculated plot of migration velocity vs. particle radius when both ionic polarities 
are present. The applied field is 1 kV/cm and the positive ion density (n+) is 10 
times the negative ion density (n·). 
migration velocity, w, has a minimum below 1 J.Lm. This leads to a minimum in the efficiency of 
the ESP as one can see from the Deutschapproximation of the efficiency Tl of an ESP, viz. 
Tl = i - exp (- w A I Q) (1) 
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where Ais the electrode area (cm2) and Q the gas flow rate (cm3/sec). 
The problern depicted in Fig. 1 is an inherent problern and difficult to deal with. One 
possible way is to make the area A larger, i.e. make the precipitator higher or longer. There are 
limits though imposed on these parameters by the space available. Another Iimit is costs. The 
flow rate Q is given and cannot easily be changed. This leaves the rnigration velocity w as a 
parametertobe increased. One solution in this direction is the two-stage ESP. Here one charges 
in a firststage and precipitates in a second stage. This way one hopes to increase w by achieving 
better charging with a higher charging field in the frrst stage and applying a higher migration 
field in the second stage. A third possible solution which has been suggested is to change the 
size distribution of the aerosol particles in the gas flow, i.e. shift it to larger particles by 
coagulation. There is one important limitation here and that is time. Coagulation takes time and 
the time available is given because the average residence time of an aerosol particle in the ESP is 
given by 
V 
'tr = Q (2) 
where V is the volume of the ESP. Both V and Q are basically fixed and cannot be changed 
much. Typical values for 'tr are of the order of 1-10 seconds. 
In a typical ESP all particles in the gas flow are charged by ions of the same polarity. Such 
particles, at least it they are of a sirnilar size, repel each other and do not coagulate. lf one wants 
to achieve efficient coagulation one has to do it in a coagulator before the precipitator itself. 
Neutral or uncharged particles do coagulate due to collisions induced by their random or 
Brownian motion. Such processes are characterized by a collision cross section and a relative 
collision velocity. There is a third important parameter and that is the adhesion probability. This 
parameter describes the probability of the two particles sticking together after the collision. It is a 
function of e.q. the collision velocity Vrel and the material of the particles. The effective collision · 
rate k of two particle densities of a certain size can be written as 
k = < h V rel (j > (3) 
where < > signifies an average over many collisions, h is the dimensionless probability of 
adhesion, Vrel the relative collision velocity and a is the collision cross section. The influence of 
the adhesion probability h on the coagulation rate was investigated in Ref. [1]. 
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The natural coagulation rate of neutral particles was first calculated by Smoluchowski [2]. 
If we assume that the adhesion coefficient is always h = 1 and that the cross sectional collision 
radius between particles i, with radius rj, and particles j, with radius fj, is R = rj + fj then the 
coagulation rate koij is given by [3] 
2 kT 
kolj = 311 (2 + r 1 I r 1 + r 1 I r 1) (4) 
where T is the gas temperature, k the Boltzmann constant and 11 the viscosity of the gas. This 
kind of coagulation, which.is due to Brownian diffusion, is a very slow process. If we assume 
that the coagulation rate is independent of r and put ko = koii. viz. 
8 kT k =-·-
0 3 11 (5) 
then as Smoluchowski has shown one can integrate the coagulation equations. In this case one 
can show that the sumofall particle densities nj(t) decreases with a time constant 't, such that 
(6) 
N N 
and 2.:n i(o} = no and 2.:n 1(t)=n 0 1 2 resp. 
i = 1 I= 1 
In air ko is of the order of 610-10 cm3/sec. Thus for technical particle densities in the range 
104-107 cm-3 't is of the order of hours or larger and thus 't >> 'tr. 
One way to increase the coagulation rate is to introduce attractive electrical forces and 
charge some of the particles with positive ions and the remainder with negative ions. This will 
be referred to as bipolar coagulation and will be the subject of the remaining part of this report. 
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BIPOLAR COAGULATION 
Fundamental studies of the coagulation rate of bipolarly charged particles were made by 
Fuchs [4]. He calculated a new coagulation rate coefficient which can be written with the aid of 
the Smoluchowski coagulation rate as 
where qi is the charge on a particle with radius Ti and one polarity and qj is the charge of the 
opposite polarity on a particle with radius Tj- For bipolar charges fij can be of the order of lo4 
or larger for 1 ~m particles. Thus the coagulation time, at least theoretically, can be reduced 
from hours to seconds. Fuchs assumed for his analysis that the particles had arbitrary charges 
but equal radii. In the above expression all inductive forces have been neglected. This implies 
that the above expressions are only valid as long as the charges do not differ by a very large 
factor. If the particles are of very unequal sizes or do have very unequal charges inductive forces 
become important. In this case even particles with charges of equal sign can attract each other 
because of induced charges [5]. The limit imposed upon the coagulation timeisthat it be less 
than tr. As we can only hope to reach that order of magnitude by bipolar coagulation we will 
devote the remainder of this report to that very phenomenon. We will estimate the effect of 
bipolar coagulation on various distribution functions, especially a function known to 
characterize the size distribution of fly ash from a coal power plant. In the following section we 
will assume that the above expressions arevalid for the entire range of particle radii considered. 
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SYMMETRIC BIPOLAR COAGULATION 
In this section we will assume that the aerosol is split up into two equal parts and that each 
half flows through a positive or respectively negative charging section (Fig. 2). In the following 
coagulator the particles coagulate during the time 't = t /vr where t is the length of the coagulator 
and Vf the flow velocity. After the coagulator section a second charging section might follow and 
thereafter a second coagulator etc. 
We will use the definitions given in [3). Thus we specify the particle density n(r,t) through 
,---, 
Charge r 1- 1 8 8 
"' 
Coagula tor 
Charge r I 8 8 
Coagul ator 
Charge r 1 + 1 8 8 
l 
---./ ~ 
Fig. 2: A sehemarle diagram of the charging section. 
the particle fraction density f(r,t) in such a way that the total particle density with radii between r 
and r + dr is given by 
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n( r,t) = n
0 
f(r,t) dr; Jf{r,O)dr=1 
0 (8) 
where n0 is the average particle density at time t = 0. Analogously we define a space charge 
fraction fp(r,t) and an average charge density p0 at time t = 0 such that 
p ( r, t) = n( r, t) q ( r, t) 
p(r,t) = p 0 fp(r,t)dr (9) 
where q(r,t) is the charge on an aerosol particle of radiusrat timet. In case of field charging the 
saturation value qs0 for unipolar charging is given by 
(10) 
where E is the charging field, p = 3 Er/(Er + 2) and Er is the dielectric constant of the particle. 
The differential equations which describe the temporal behaviour of n and p are given in 
discrete form in [3] as 
where 
dn. oo 
dt J =- n. Lk .. n. + J i=1 IJ I 
dp. 00 
dt 
1 
= - p . Lk .. · n. 
J IJ I 
i=1 
r3 
ßj. = 1. 'j 
Im 2 r 3 + r 3 
I m 
i=1 (11) 
m=H 
(12) 
(13) 
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(14) 
In Fig. 2 of Ref. [3] we show an evaluation of the above equation for monodispere wax 
particles of average radius = 2 Jlm and a distribution width of 0.82 Jlm. The coefficient of 
adhesion h was assumed to be equal for 1. The calculations were compared to measured values 
and a rough agreement was found. 
Calculations with realistic fly ash distributions and taking the variation of h with the relative 
impact velocity into account shows that the reduction in mass of particles below 1 Jlm is only of 
the order of 2 or 3. This is after 10 seconds and after going through 10 coagulations stages with 
. I • 1 . h ~ A • 1 1... • • • • .... , Th. . typlCa_ part1c.e concentrat10ns as t .. ey are ~ounu m coa~-uurnmg power stauons pJ. 1 1s 1s 
totally unsatisfactory considering that one is talking about calculations assuming idealized 
coagulation conditions and an unrealistic Iimit of 10 coagulation stages. 
The reason for the relatively slow coagulation rate in case of symmetric charging can be 
understood by viewing Figs. 3. Fig. 3a which shows the fractional distribution f(r,t) as a 
function of time in case of natural coagulation for a distribution which was initially reetangular 
0.08 
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The qualitative difference between natural (neutral) and bipolar coagulation as a 
function of time and radius. The initial average density n0 was lo4 higher 
(4·108 cm·3) in case of natural coagulation. 
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in the range 0.5 ~m - 10 ~m. Here the small particles disappear faster than the I arge particles 
due to the factor q/r2. This is qualitatively what one would like to have. On the right in Fig. 3b, 
one has the same initial distribution at a factor of 1 ()4 lower density for the case of symmetric 
bipolar coagulation. Here one has the opposite behaviour to Fig. 3a. The large particles disap-
pear much faster than the small particles. This is solely due to the factor <Xij which is propor-
tional to r3 for equal size particles, i.e. the large particles do coagulate among themselves and are 
thus less likely to coagulate with a small particle. This is the main reason for the relatively slow 
coagulation obtained with symmetric bipolar coagulation. The remedy for the situation is 
1.0 t-
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BIPOLAR COAGULATION 
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A schematic diagram showing how the case of symmetric coagulation can be 
improved by using asymmetric charging. 
obvious once one has understood what is shown in Fig. 3b. One has to keep the large particles 
from coagulating with other large particles. Whereas in symmetric bipolar coagulation all sizes 
have both positive and negative polarities in equal amounts (Fig. 4a), a better way would be to 
charge alllarge particles with the same polarity and likewise all small particles at the opposite 
polarity (Fig. 4b ). This is what we want to attain with what we in the following call asymmetric 
bipolar coagulation. 
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ASYMMETRIC BIPOLAR COAGULATION 
By asymmetriebipolar eoagulation we refer to a Situation where the density distribution of 
positive particles, n+, is different from the negative, n·. The two eases of symmetrie and 
asymmetrie bipolar eoagulation are sehematieally eompared in Fig. 5. 
SYMMETRie BIPOLAR eOAGULATION 
n+ = n-
r 
r 
ASYMMETRie BIPOLAR eOAGULATION 
n n+ :;e n-
r 
Fig. 5: A sehemarle eomparison of symmetrie and asymmetrie bipolar eharging. 
In our ease the original distribution is separated into two halves e.g. in a eyclone. Depending on 
the Separation efficieney of the eyclone the two halves are more or Iess weil separated. An ideal 
cyelone would separated the original distribution n(r) into two halves with a transition radius rm 
suchthat 
where 
n (r) = n+ (r) + n- (r) 
n+ (r) = n (r), 
n+ (r) = o, n· (r) = n(r) for rm < r ~ r2 
(15a) 
(15b) 
(15c) 
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We denote such a separation as a (0/1 00) % separation. In a more realistic case there will be 
some negative particles at sma11er radii and positive particles at larger radii. Such a separation we 
denote by (100-a/a)% and it is defined as 
n+(r)= 1 ~0 n(r), for r 1 ~r~rm (16a) 
n+ (r) = (1- 1 ~0 )n (r), n- (r) = 1 ~0 n (r) for rm<r~r2 (16b) 
This situation is shown in Fig. 6. In this notation the symmetric case corresponds to a (50/50) 
<;(, separation. 
ASYMMETRie BIPOLAR DISTRIBUTION 
n 
r 
Fig. 6: Definition of the transition radius rm and the generat (100-a/a)% distribution. 
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The differential equations which govem the coagulation of the positive and negative particles 
differ considerably from the symmetric case. This is due to two main factors, viz. 
a) particles can change classes, i.e. go from positive particles to negative particles or vice-
versa and 
b) the charge density corresponding to a radius fj can now either decrease or increase whereas 
it could only decrease before. 
These new rules are reflected in a somewhat more cumbersome system of equations which is 
given below: 
where 
and 
dn~ - ± 
dt J = - nf f2 k ii nf + F i 
j=1 
dp~ - ± 
J ±:L ± dt = - Pi . k ji n i + G i 
Rj > 0: 
Rj<O: 
Rj =0: 
N.= 
J 
j=1 
+ p: = 0 p. = 2Nj 
J ' J 
+ Fj = 2Nj p. = 0 J ' 
+ -Fj = Fj = Nj 
N~1 r ßj. k. (n:n- + n:-n+) 1m 1m 1 m 1 m 
i=1 
(m=j-i) 
+ G~ =0 Gj = 2Rj, J 
+ Gj = 2Rj a. =O J ' 
+ -a. = a. =O J J 
N~1 j 
R . = L ß. k . [n ~ n-m( q :- - q-m) + n:- n +m( q +m - q:-) l J 1m 1m , . , 1 . ~' 1 , 1 1 J 
i=1 
(m=j-i) 
(17) 
(18) 
(19) 
(20) 
(21) 
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The test distribution we have used is the same one which was used in Ref. [3] and it was 
taken from [6]. It is shown in Fig. 7, i.e. its density, surface and mass. The total mass density 
was n0 = 7 g!m3. In Fig. 8 we compare the case of a symmetric bipolar coagulation (Fig. 8a) 
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1 5! I I I I ' ' l 
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lJ... 
.3 
10 100 
RADIUS (J.Lm) 
Fig. 7: The density, surface and mass distribution of fly ash taken from Ref. [6]. 
with the asymmetric case with rm = 2 Jlm (Fig. 8b). The tremendous difference in the 
coagulation rate for small radii is very weil visible. E.q. for r = 1 Jlm and the case shown in Fig. 
8a the mass has hardly changed at all whereas in Fig. 8b the mass around 1 Jlm totally 
disappears within 10 sec. 
t2 
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The effect of symmetric vs. asymmetric bipolar coagulation on the coagulation 
speed. Fig. 8a shows the change in the surface and mass distributions due to 
symmetric coagulation during 10 sec. Fig. 8b shows the same situation for 
(0/1 00)% asymmetric coagulation and rm == 2Jlm. 
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ln Fig. 9 we show the effect of changing the transition radius Tm on the mass distribution after a 
coagulation time of t = 10 sec. 
Fig. 9: 
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The effect of the transition radius on the mass distribution after t = 10 sec and a 
single coagulation stage. 
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In Fig. 10 we compare the decrease in the average density < n > as a function of time for 
symmetric and asymmetric bipolar coagulation. After 10 seconds the asymmetric case with 
rm = lJ.Lm Ieads to approximately 7 times lower average density than the symmetric case. 
Fig. 10: 
0.4 
0.2 
BIPOLAR COAGULATION 
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0/100% 
Coagulation time (sec) 
The decrease in average density vs. time for the symmetric and asymmetric bipolar 
cases resp. 
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In Fig. 11 we compare the drop in average density after 10 seconds as a function of rm. 
Four different curves have been plotted the parameter being the extent of asymmetry of the 
charging. 
1.0 
0.8 
0.6 
0.4 
0.2 
<n>t=10sec 
<n>t=Osec 
ASYMMETRie BIPOLAR COAGULATION 
t = iO sec ; ichorging section 
50/50% 
n 
0~------------~--------------~------------~ 
0.1 1.0 10 100 
rm (,um) 
Fig. 11: The effect of the separation efficiency on the average density vs. the transition radius 
rm. There is an optimum transition radius at approx. rm = 0.5 J.lm. 
For the fly ash distribution there is an optimum radius rm = 0.5 J.lm. lf rm is too small or too 
large the results with asyrninetric charging are inferior to symmetric charging. In the last figure 
12 we show the results ofmeasurements which are described in [3]. An equal mass mixture of 
spherical glass particles with < r > = 6 J.lm and quartz particles with < r > = 1 J.lm coagulated for 
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t = 4 seconds. In Fig. 12a a neutral mixture was run through the coagulator for 4 seconds. In 
Fig. 12b we see the result of symmetric bipolar coagulation with half of each kind with one 
polarity and the other halves at the other polarity. Then in Fig. 12c we see the effect of 
asymmetric coagulation with all glass spheres charged positive and all quartz particles charged 
negative. The improvement in the coagulation rate for the small particles is evident. 
a ) no charging 
b ) bipolar charging : 
symmetric 
c ) bipolar charging : 
asymmetric 
Fig. 12: Coagulation experiments with glass spheres (< r > = 6J.Lm) and quartz particles 
( < r > = 1 Jlm) in a single coagulation stage. The total mass was 7 gfrn3, the 
coagulation time t = 4 sec. a) neutral particles, b) syrnrnetric bipolar charging, c) 
asyrnrnetric bipolar during (glass spheres positive, quartz particles negative). 
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CONCLUSIONS 
We have shown how, at least theoretically, a fast coagulation of smaller particles with 
I arger ones can be achieved by using asymmetric bipolar coagulation. By charging the smaller 
particles with one polarity and the !arger ones with the opposite polarity one can shift the particle 
distribution to !arger radü. Such a shifted particle distribution can then be separated more easily 
from the gas flow e.g. in an electrostatic precipitator. 
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COAGULATION BEHAVIOR OF NON-SPHERICAL AND OF MIXED AEROSOLS 
W. Schöck, H. Bunz 
Kernforschungszentrum Karlsruhe 
Laboratorium für Aerosolphysik und Filtertechnik 
Modelling of aerosol processes in general and of coagulation in particular 
always begins with the assumption that the aerosol is homogeneaus and the 
particles are spherical. As long as these assumptions are valid predictions 
of aerosol behavior show good agreernent with experimental observations in rnany 
cases, e.g. in a droplet aerosol [1]. However, with the exception of droplets, 
particles are rnostly non- spherical, and aerosols are frequently inhomogeneaus, 
i.e. cornposed of different species, they rnay be internally or externally 
rnixed. The non-sphericity of the particles is usually taken into account by 
introducing correction factors, so called shape factors, into the rnodel 
equations. Modelling of inhornogeneously cornposed aerosols can be done by 
different sirnplifying assumptions. In this article we give sorne exarnples for 
the present state of knowledge in these two areas of problerns with respect to 
coagulation. 
Shape factors in coagulation 
A shape factor, by definition, relates a rneasurable property of a real 
particle to the theoretical property of an ideal particle. An ideal particle 
in this sense is always spherical and rnostly has a density of 1 g/rn3 • By this 
definiton it is also obvious that the shape factor problern only occurs when 
theory is involved, i. e. in aerosol behavior rnodelling of real aerosol systerns 
where shape factors constitute a vast area of problerns. 
Relating rneasurable properties to properties of ideal spheres invokes 
irnrnediately at least as rnany shape factors as there are rneasurernent 
principles. For Brownian coagulation, the nurober of shape factors necessary 
to rnodel the coagulation rates is two, at least: the dynarnic shape factor ~ 
and the coagulation shape factor f in the coagulation kernel: 
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Eq. (1) 
The dynamic shape factor K. corrects particle mobility B(r,K) for the 
influence of non-sphericity and/or porosity of the particle: 
C(r) 
B(r,K) Eq. (2) 
K. is thus found in the equations for not only coagulation but nearly all 
aerosol processes. The coagulation shape factor I which accounts for the 
change in target size of coagulating particles is a parameter specifically 
introduced for coagulation. 
Following the definition, shape factors have to be measured. When, as in 
coagulation, two shape factors simultaneously influence an aerosol process 
rate there are two possibilities to determine their values: either, to run 
through an iterative two parameter best fit procedure with a sufficiently 
large number of data from experiments with coagulating aerosols, or, to 
determine one of them (K) by a separate measurement and then evaluate the 
other (I) from a direct coagulation experiment. Both methods have been used 
to determine the coagulation shape factor, a few examples will be given now. 
Fitting to experimental data 
Noticeable effects of coagulation on the overall aerosol behavior are only 
found in aerosols with high concentration. Up to date, the by far largest 
efforts to calculate the behavior of highly concentrated aerosols have been 
undertaken in nuclear aerosol behavior modelling. Most nuclear aerosols have 
high concentrations and irregular shapes, they are ideally suited for studying 
the effects of shape factors on aerosol behavior. 
The first attempt to fit experimental data with Eq.(l) by varying K. and 
I was made in 1972 [2]. In Fig.l four examples of calculated particle number 
concentration vs time are compared to the experimental values of an enclosed 
aerosol. The aerosol was generated by capacitor discharge vaporisation of a 
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Figure 1 Particle nurnber concentration vs time of a uraniurn dioxide aerosol: 
experiment and calculations with different sets of shape factors 
U02 -pellet, the maximurn initial concentration was 20mg/m3 • The particles were 
fluffy aggregates composed of large nurnbers of very small primary particles. 
The authors found the best fit with the values of K=3.5 and /=8.2. 
Much higher experimental aerosol concentrations have been reached in sodiurn 
fire aerosol experiments. Fig.2 shows an example of such an experiment [3]. 
The peak mass concentration was 100 g/m3 in a vessel of 850 m3 volume. During 
the burning interval up to 2000 s no good agreement between experiment and 
calculation could be obtained, which is quite common for aerosols from fires. 
Thereafter, during the removal phase of the experiment, the best fit is 
achieved with K=l.l and /=1. 5 2 in this case. The lower values, as 
compared to Fig.l, reflect the fact that the sodium fire aerosol particles are 
more compact and composed of less and coarser primaries. 
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Figure 2 Mass concentration of a sodium fire aerosol: experimental 
data and calculations with different sets of shape factors 
A systematic dependence on particle morphology can be seen as expected. For 
K, this dependence has been experimentally investigated by Kops [ 4] who 
developped an equation relating ~ of a linear chain aggregate particle to the 
nurober n of primary particles of which the chain is composed. 
where F(de) is the Cunningham correction. Fig.3 shows the experimental results 
in graphic form. It has to be noted that this correlation was established only 
for aggregates with less than 5 ·103 particles. For branched chains and 
clusters the concept of effective density of particles proved to be more 
suitable, which uses the envelopping dimensions of the aggregate as the size 
and corrects for the aerodynamic properties by introducing an effective 
density of the aggregate. 
e Na OlL 
a. Cu ox. 
111 u3o8 
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Figure 3 Gorrelation of shape factor K with aggregate structure 
Direct measurement of the coagulation shape factor 
A more convincing method than the two parameter fitting described above is 
to measure the dynamic shape factor K separately and then to do a coagulation 
experiment with the same aerosol to determine the coagulation shape factor f. 
A limited nurober of such time consuming experiments has been done by Zeller 
[5]. The dynamic shape factor was measured with a spiral centrifuge and the 
coagulation shape factor was evaluated from measurements of the size 
distibutions of fresh and aged aerosols in a coagulation tube. Coagulation 
tube experiments have been done earlier to measure coagulation rates [1]. A 
6 m long vertical tube of the same kind was now used for the coagulation shape 
factor measurement, the apparatus is shown in Fig.4. Two sampling locations 
at the low•ar and upper end were used, both equipped with sampling filters SF, 
flow meters FM and regulating valves NV. The experiments were done with 
irregularly shaped particles of platinum oxide and uranium dioxide aerosols. 
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Figure 4 Coagulation tube, experimental setup 
Fig.S shows the 
measured values of ~ as a 
function of particle size. 
Only a size averaged value 
of f could be determined 
which was f-1.8 for the 
platinum oxide aerosol and 
f-3.2 for the U02 aerosol. 
Most interesting is 
that the values of the 
averaged dynamic shape 
factor and of the 
coagulation shape factors 
were approximately equal. 
Although (with the trivial 
exception of spherical 
particles) there is yet no 
convincing proof for the 
shape factors ~ and f to 
be necessarily equal it 
appears somewhat plau-
sible. Equal shape factors 
would greatly facilitate the prediction of aerosol behavior because dynamic 
shape factors are known in many cases or are at least much easier to measure 
than coagulation shape factors. 
4~------------------------------------. 
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plalinum oxlde 
** uranlum dioxlde 
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Figure 5 Experimental values of dynamic shape factor 
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Collision efficiency in gravitational coagulation 
For gravitational coagulation the subj ect of discussion had been simply how 
to formulate the collision efficiency in the gravitational coagulation kernel. 
The recent theoretical work by Bunz (6] is becoming accepted now, this is 
described in another article in this volume and will not be discussed here. 
Yet, experimental work from which values of the collision efficiency could be 
determined to conclude this discussion finally is still missing. 
Coagulation of mixed aerosols 
One particular issue has been frequently discussed in connection with the 
behavior of highly concentrated aerosol systems, the so called coagglomeration 
issue. This deals with the question whether, in a mixed aerosol, coagulation 
processes between the components differ from coagulation of single component 
aerosols or not. 
If one considers coagulation as a mechanical aerosol process there is no 
reason to believe that coagulation should be selective with respect to the 
particle material or composition. This means that by coagulation an aerosol 
which is initially externally mixed should be converted to an internally mixed 
aerosol. The final state of a homogeneous internally mixed aerosol should be 
reached sooner or later, depending only on coagulation rates and time. 
On the other hand, experimental observations have been made which, on the 
first glance, seem to show the existence of persisting components which might 
not have taken part in the overall coagulation process. Fig. 6 shows an 
example. The figure shows the measured mass concentrations vs time of an 
enclosed two-component aerosol consisting of a fine MnO and a coarse CsOH 
fractions which were generated in separate generators and during separate 
overlapping time intervals [7]. It is seen that the mass concentration vs time 
functions of the two fractions are not identical at late stages of the 
experiment. The MnO fraction remains airborne longer than the CsOH fraction. 
This experimental result is of course not questioned. The subj ect of 
discussion is only whether the observed behavior is conflicting with the 
...... 
.., 
E 
....... 
C) 
...... 
c 
0 
~ 
... 
i: 
Cll (.) 
c 
0 (.) 
II) 
II) 
«< 
:::= 
-154-
10° 
10"1 
10"2 
1 o·3 L....._....~--_,___.~._,__....._-'--'----~.-,__..1.-..... 
0 100 200 300 
Time [mln] 
Figure 6 Time dependent behavior of a 
10 2 
g 
w 
10 I 
100 
X 1 o-' (.) 
mixed aerosol of MnO and CsOH 
E .. .. 
············· 
.................... 
existing coagulation theory and 
whether a 'persisting' MnO fraction 
existed which did not participate in 
the coagulation process for any 
reason, We will show qualitatively 
now that this is not the case and 
that the behavior shown in Fig.6 is 
in agreement with the assumption of 
non-selective coagulation among any 
components of a mixed aerosol. 
A series of calculations was made 
with a modified version of the 
aerosol behavior code NAUA [8] which 
was able to track the components of 
a two-component aerosol, 
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For these calculations the following assumption was made. Within a size 
class the composition of individual particles is not followed. Instead all 
particles in a size class are assumed to be equally composed. The composition 
may, however, change with size and with time. This simplifying assumption, of 
course, anticipates that no differences in coagulation behavior exist between 
particles of equal size but different composition, i.e. coagulation does not 
depend on composition but only on size distribution and concentration. 
The calculations were done for a two component aerosol in an arbitrary 
cubic enclosure with a volume of 1000 m3 • In order to understand the 
difference, the behavior of a homogeneaus aerosol has tobe discussed first. 
In Fig.7 the mass concentration vs time is shown for a fine aerosol with an 
initial median diameter of 0.2 J.lm. Fig.8 shows the same for an initially 
coarse aerosol with 2 J.lm diameter. The initial mass concentration was 10 g/m3 
in both cases to assure strong coagulation effects. The curves in the two 
figures are practically indentical, the same is true (after a short time) 
for the size distributions which are not shown here. This is a well known 
property of highly concentrated aerosols in enclosures: an enclosed 
coagulating aerosol, after lang enough time, asymptotically assumes a state 
which is independent of the initial state. 'After lang enough time' depends 
on the coagulation rate, the higher the coagulation rate the sooner the 
asymptotic state will be reached. The curves in Figs.7 or 8 can be regarded 
as an upper envelope for any aerosol in that particular vessel, aerosol 
concentrations in that vessel can only be lower but not higher than the 
envelope values. 
Now, in a third calculation, these two aerosols were mixedtagether and the 
partial concentrations of the two species are shown in Fig.9. Indeed, after 
some time the two concentrations are diverging as in Fig.6. But the important 
result is that the fine component is not persisting more than in the case 
when it is alone (Fig. 7), in fact the curves for the fine component are 
identical in Figs.7 and 9. Instead the removal rate of the coarse species 
is enhanced by the presence of the fine species as compared to Fig.8. 
Keeping in mind the fundamentals of coagulation this finding is not 
surprising. The coagulations rates in abimodal aerosol, as was used here, are 
always much larger between the two modes than within both of the modes, Also 
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the product of a single coagulation between a fine and a coarse particle will 
be a coarse particle, larger than the initial coarse particle. Consequently 
at the beginning the fine particles are moved into the coarse mode making the 
coarse mode still coarser and increasing the Sedimentation rate of the coarse 
mode. This effect is quite analogaus to the wash-out effect by condensation. 
This means that the coarse mode disappears more quickly from the airborne 
state in the presence of a fine particle fraction than without that. The 
overall concentration of the aerosol follows the envelope function of the 
vessel, and since the coarse fraction has disappeared faster, the fine 
fraction's concentration approaches the envelope function asymptotically. 
This explains the behavior of the two fractions in Fig.6 andin Fig.9 as 
well. The quick conclusion that the fine component may persist due to 
incomplete coagulation is proved to be not true. Instead, coagulation does not 
change the long term behavior of the fine component at all, but rather 
enhances the removal of the other component. The overall effect in a mixed 
aerosol is thus positive: while the fine fraction's behavior is not changed 
the coarse fraction is removed faster. 
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INTRODUCTION 
Aerosol technology is attractive for manufacture of particulate 
commodities (carbon blacks and pigments) and materials for high technology 
applications such as optical waveguides and advanced ceramies (Ulrich, 1984). 
Aerosol processes do not require the several tedious operations and high 
liquid volumes of wet chemistry. Thus, the 'chloride' process has gradually 
substituted the 'sulfate' process in industrial scale manufacture of titania 
pigments (Solomon and Hawthorne, 1983). Aerosol processes can be used for 
production of highly pure materials. Hence, in lightguide fabrication 
technology aerosol ('vapor' deposition) processes phased out the double 
crucible process for manufacture of low loss fibers for telecommunications 
(Nagelet al., 1982; Kim and Pratsinis, 1988). Reactant mixing is achieved in 
much shorter time scales in aerosol than in wet chemistry process.e's. 'Aerosol 
processes are also energy efficient operations for manufacture of 
particulates. A typical example is the production of silicon for photovoltaic 
applications in which the power consumption per unit silicon rnass can be an 
order of magnitude lower in an aerosol reactor than in the classic Siemens 
process (Alam and Flagan, 1986). 
The focus of traditional aerosol science has been on the environmental 
impact of aerosols. Its goal has been to understand the physicochemical 
phenomena controlling the behavior of rather dilute suspensions in processes 
involving relatively long residence times. In contrast, the technology of 
aerosol formation aims in generation of extremely high particle concentrations 
at short p:rocess residence times. As a result, coagulation plays a key role 
in determining the characteristics of the product particles and the overall 
process yield. 
This presentation reviews the role of coagulation in manufacture of 
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optical waveguides, ceramic powders and carbon blacks. Emphasis is placed on 
experimental and theoretical studies of current or potential aerosol formation 
technolCXJies. 
CARBON BLACKS 
Carbon blacks are the oldest rnanufactured aerosols. Carbon blacks are 
rnade primarily by the oil furnace process. According to this process, an 
arorr.atic residual oil ("feenRtock") is sprayed into a hat gas-air flame in a 
furnace where carbon black is formed as soot. The flue gas is rapidly 
q~enched and the soot is collected by electrostatic precipitators, cyclones 
and bag hause filters (Hedalia and Rivin, 1976). 
The control of particle size and size distribution of carbon blacks and 
the environmental implications (toxicity and visibility reduction) of released 
soot rnotivate the research of soot forrnation and growth. Although substantial 
progress has been made in understanding the fundamentals of fuel lean flames, 
the mechanism of soot forrnation in fuel rich flames such as those encountered 
in manufacture of carbon blacks has not been elucidated (Hornann, 1984). 
Studies of soot forrnation in laminar diffusion flames are especially 
important since these flames retain sorne of the key features (e.g. reactant 
mixing) of industrial processes for manufacture of carbon blacks. During 
hydrocarbon oxidation in laminar diffusion flames, soot particles are formed 
(incepted) by cyclization reactions at the fuel rich side of the flame. The 
soot particles grow by coagulation and surface reactions (material addition 
from the gas phase) and the total soot particle concentration decreases as its 
mass increases. At the end of the flarne, the soot is depleted by oxidation 
but the flame temperature is rapidly reduced (quenched) and, thus, soot 
particles are produced. At the later part of the flarne the total soot rnass 
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certainly decreases while the total particle concentration may either remain 
intact when oxidation takes place at the soot particle surface (e.g. by OH 
radicals) or increase when 02 diffuses into and disintegrates the particles 
(Santoro and Miller, 1987). 
Soot particles are characterized by in situ laser scattering/extinction 
dissymmetry (D'Alessio et al., 1974), thermophoretic (Dobbins and Megaridis, 
1987), fluorescence (Santoro and Semerjian, 1984) and microscopic analyses 
(~1edalia and Heckrnan, 1969; Wersborg et al., 1972). Laser measurements of 
soot concentration and size are popular since they are nonintrusive and can be 
rapidly made though an assumption rnust be rnade for the shape of the soot size 
distribution to facilitate inversion of the optical data. Nevertheless, 
particle concentrations as high as 1013 particlesjcm3 and sizes down to 
0 50 A have been measured by lazer techniques. 
Understanding the evolution of the soot size distribution as a function 
of time is important for proper inversion of light scattering/extinction data 
and for unraveling the effect of process variables (feedstock and oxidant 
flowrates) on the characteristics of carbon blacks. Wersborg et al. (1972) 
modeled soot generation in premixed flames in terms of nucleation, 
condensation and coagulation treating the soot particles as spheres of uniform 
size. This model was in good agreement with their data on soot from 
acetylene-oxygen flames when the coagulation rate was enhanced by a factor of 
30. This enhancement was attributed to interparticle van der Waals forces. 
Dobbins and Mulholland (1984) modeled particle formation and coagulation 
in the free molecule regime in terms of the leading rnoments of the soot size 
distribution which was approximated by a lognormal function. They found that 
solutions to the soot population balance equation in which monodisperse or 
fixed width distributions were used, resulted in distorted particle 
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concentrations along the flarre axis. t'legaridis and D:>bbins (1988) extended 
this model to birnodal distributions and accounted for surface growth 
reactions. Their results were in qualitative agreement with experimental 
studies of soot formation in premixed toluene/ethylene flames. Pratsinis 
(1988) developed a rnodel for particle inception, condensation (surface growth) 
and coagulation in the free molecule and continuum regimes approximating the 
aerosol size distribution by a unimodal lognormal function. He found that 
when surface growth and coagulation simultaneously take place the 
polydispersity of the product aerosol is lawer than that obtained when only 
coagulation takes place. 
Frenklach (1985) and Frenklach and Harris (1987) also developed rnoment 
models for soot aerosol dynarrdcs. They achieved closure of the moment 
equations by a series of approximations on the coagulation and oondensation 
(surface growth) kernels \~ithout assigning a specific shape (self preserving 
or lognormal) to the soot size distribution. Frenklach et al. (1984) 
developed a detailed kinetic model predicting the inception rate of soot 
particles. The moment models of Frenklach and Harris (1987) were in good 
agreement with the rnodel of Harris et al. (1986). The latter rnodel 
numerically solves the complete discrete population balance equation for 
10,000 particle sizes. Although this is a brute force approach, its results 
are free of numerical artifacts arising from approximations of the shape of 
the soot size distribution. Of course, the major limitation of this model is 
its excessive computer time requirements: simulations of soot dynamics for 2 
ms require 60 CPU minutes in a CRAY computer (Frenklach and Harris, 1987). 
As a result, r~is model is best suitable for the early stages of soot 
formation where there is substantial uncertainty on the distribution shape. 
Kennedy (1984) modeled free molecular soot dynamics in stagnation point 
-166-
diffusion flarnes utilizing a sectional representation of the aerosol size 
distribution (similar to the model by Gelbard and Seinfeld, 1979). Using the 
fuel atorn fraction, he calculated the flame ternperature and species 
composition profiles without resorting to computation of the detailed flarne 
kinetics. Kennedy (1984) found that the calculated soot size distribution 
attained its self preserving form away from the flarne front. 
More recently the application of fractal theory is actively explored in 
m::x:1eling soot forrnation and grOHth. Sarnson et al. ( 1987) found that an 
agglorneration rnode1 for fractal growth reproduces rnore closely the measured 
soot particle irnages than a diffusion lirnited aggregation rnodel. 
All rnodels of soot dynarnics ernploy the kinetic theory for coagulation and 
surface growth. There has been strong emphasis on the shape of soot size 
distribution frorn both rneasurernent and rnodeling points of view. Moment rnodels 
provide consistent results with the current understanding of soot generation 
at reasonable corrputational speed at the expense of accuracy. The popularity 
of these rnodels is justified since the approximations of the shape of the 
aerosol size distribution are insignificant corrpared to the ones associated 
with the estirnation of soot inception rates, interrnolecular forces, ionic 
effects and particle shape effects. Quantitative estirnates for these 
phenornena are either. obtained by comparison of rnodel predictions with 
experimental data or simply neglected. 
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CERAt-1IC ro·IDERS 
Ceramic powders of submicron size are used to make pigments, catalytic 
substrates, silicone rubbers, serniconductors, superconductors and other 
advanced ceramics. These pawders are made by aerosol processes in flames, 
shock tubes, lazer bearns, plasrnas, furnaces, condensers-hydrolyzers and by 
expansion of supercritical solutions. 
In flame reactors particles are forrned by chernical reactions frorn their 
precursor vapors in open flames. Usually srnall arnounts of fuel (e.g. CH4) are 
present in the feed to sustain the reaction. Production of rutile (Ti02) by 
oxidation of Tic14 in flame reactors (the "chloride process") is one of the 
largest rnanufacturing aerosol processes. George et al.(l973) investigated 
titania production in a prernixed laminar flame reactor. They found that 
titania grew by coagulation to spherical particles having a self preserving 
size distribution. 
Ulrich and his colleagues (1971, 1976, 1977, 1982) extensively studied 
silica forrnation in laminar prernixed and turbulent jet flame reactors. The 
silica was produced in aggregates of spherical primary particles. They 
suggested that the anomalaus high viscosity of silica rnade fusion the 
controlling growth rnechanisrn for prirnary particles and collision the 
controlling growth rnechanisrn for silica aggregates. They employed sampling 
and microscopic analyses as well as in situ lazer characterization of the 
silica aggregates. They developed a sectional model for sirnulation of the 
silica aggregate aerosol dynarnics in the free rnolecule and continuurn 
regirnes. Utilizing the initial surface area and temperature drop as 
adjustable parameters, they obtained good agreernent between their theory and 
data. They accounted for the irregular shape of the silica aggregates by 
enhancing the collision rate in the free rnolecule regirne by 20% (bulkiness 
-168-
factor, 1.2) based on the observations of Medalia and Heckman (1969). 
Nishida et al. (1987 a,b) and Bolsaitis et al. (1987) independently 
prepared ultrafine (0.01 < ~ < 0.5 ~ ) oxide pawders by oxidation of 
metallic vapors. They used electric furnaces to generate high purity Mg and 
Zn vapors. Oxide powders were formed by injecting the rnetal vapors through a 
nozzle into the oxidation region of the furnace. Bolsaitis et al. (1987) 
sirnulated ZnO powder production by the above process using the aerosol 
dynamics model of Gelbard and Seinfeld (1979). They found, however, 
substantial disagreement between the computed ZnO particle size distributions 
and the measured ones by an electrical aerosol analyzer. This was attributed 
to the irregular (chainlike) shape of the ZnO powders. 
In furnace reactors, particles are formed by chemical reactions of 
precursor gases in externally heated reaction vessels. Eversteijn (1971) used 
these reactors to study the onset of silicon particle formation ("snow 
formation") during chernical vapor deposition of thin silicon filrns in 
epitaxial reactors. Suyama and Kato (1976 and 1985) studied Ti02 production 
by Tic14 oxidation in vertical and horizontal furnaces. They found by a 
series of rnicroscopic and x-ray diffraction analyses that law concentrations 
of dopants (as law as 2% of inlet TiCl4) have a pronounced effect on the 
crystallinity and size distribution of the product pawder. This is an 
important result for industrial scale production of Ti02 where dopants such as 
AlCl3 and SiCl4 are used for manufacture of rutile and anatase particles, 
respectively (Mezey, 1966). Siliconnitride powders have been also rnade by 
gas phase reaction between NH3 and SiH4 in furnace reactors by Prochaska and 
Greskovich (1978). They found that reactant stoichiornetry and reactor 
ten~erature dete1uJned b~e color and crystallization temperature of the 
product powder. 
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Lay and Iya (1981) deve1oped a furnace reactor ('free space reactor') to 
make silicon particles by thermal decomposition of SiH4 for law cost 
production of silicon for photovoltaic applications. Alam and Flagan (1986), 
WU and Flagan (1987) and WU et al.(l987) generated Si particles up to 
10~ in size by thermally regulated SiH4 decomposition and controlled Si 
nucleation and growth in two furnace aerosol reactors in series. They 
monitared product size distributions by conventional aerosol characterization 
instrurnents (optical particle counter, consensation nuclei counter and 
electrical aerosol analyzer) as well as microscopic (Sfl1 and TD1) and x-ray 
diffraction analyses. By comparing reactor residence times to the 
characteristic collision times of the Si particles (seeds) frorn the first 
reactor with the newly forrred molecular Si clusters in the second reactor, WU 
and Flagan (1987) concluded that silicon growth took place by seed-cluster 
coagulation. 
Thermal decomposition of organametallic vapors in furnace reactors was 
investigated for production of ultrafine powders (dp < 0.01~ ) by Mazdiyasni 
et al. (1965) in mixed flaws, and by Komiyama et al.(l985) and Okuyama et 
al.(l986) in premixed laminar flaws. Okuyama et al.(l986) investigated 
production of Al2o3, Ti02 and Sio2 particles by thermal decomposition of their 
organametallic (alkoxide) vapors in a furnace reactor. They measured the 
size, shape and composition characteristics of the product pawders by real 
time aerosol instruments and microscopic/diffraction analyses at various 
reactor temperatures and inlet alkoxide vapor concentrations. Since in most 
experiments the decorrposition reaction had not been completed in their 
furnace, the product particles were fine (0.006 < d < 0.15 ~) and had broad p 
size distributions (o = 1.3- 2). They simulated their experiments using the 
corrputational scheme of Gelbard and Seinfeld (1979) by assuming plug flow in 
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the reactor and coagulation controlled particle growth. Fair agreement was 
obtained between theory and experirnent when most of the inlet alkoxide vapor 
had been converted to oxide powder. 
Nonoxide powders such as SiC, Si 3N4 and Si have been made by heating 
precursor gases with a gas laser (Cannon et al., 1982; Flint et al., 1986). 
This process achieves complete reactant mixing, reduces reactor wall deposits 
and results in high purity powders with fairly narrow size distribution since 
it confines the reaction to a small region whore high te111J!eratures and sort 
residence times prevail. Knudsen (1987) at ~7 has prepared ultrafine (0.01 < 
~ < 0.1 ~ ), equiaxed, loosely agglomerated s4c powders by 002 laser-
driven pyrolysis of BCl3/H2/CH4 mixtures. Flint et al. (1986) determined 
particle size and concentration by real time, nonintrusive 1aser 
scattering/extinction measurements (D'Alessio et al., 1974). They observed 
the particle concentration to decrease as a function of process residence 
time. This was attributed to a change of the Si refractive index or 
coagulation of newly formed Si or SiC particles. Knudsen (1987) and Flint et 
al.(l986) proposed nucleation and growth as the mechanisms for s4c, Si and 
sie particle growth. Rice (1987) at Exxon developed a 6-way cross lazer 
reactor for manufacture of SiC/Si3N4 and Ti02 pawders from organametallic 
precursor vapors. Fairly polydisperse powders with significant neck formation 
were produced in his reactor. By controlling the reactant gas composition it 
was possible to control reaction temperature and powder stoichiometry and 
crystallinity. 
In plasma reactors, particles are formed by heating the reactant gases 
and prornoting erdetherrnie reactions by an electric plasma. Young and Pfender 
(1985) reviewed generation of ceramic partic1es (0.001 < ~ < 100 ~ ) in a 
variety of plasma reactors during the last 40 years. Although temperature and 
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residence time distributions are well understood, very little is known about 
particle formation and growth in plasmas. A variety of carbide, nitride and 
boride powders has been produced in RF plasmas (Vogt et al., 1987). Precursor 
material can be fed in plasrnas even in solid state. Recently, industry is 
actively involved in developing plasmas for ceramic pawder production and 
processing (Smith et al., 1987; Sheppard, 1987). Partic1e production in 
plasmas is carried out empirica11y since particle size, composition and 
crysta1linity are usua1ly control1ed by trial and error procedures. Recently 
Gershick et al. (1988) rnodeled partic1e production in RF plasmas by 
coagulation in one dimensional (plug) flow at constant cooling rate using the 
computational scheme of Gelbard and Seinfeld (1979). They simulated 
production of iron particles and found that the rnean particle diameter was 
proportional to inlet iron vapor rnole fraction and inversely proportional to 
plasma cooling rate. These computations were in fair agreement with the data 
of Yoshida and Akashi (1981) and followed observations of other particle 
generation studies with RF plasmas (Sheppard, 1987). 
OPTICAL FIBERS 
Aerosol processes are unique for production of materials with high 
purity. This is an attractive feature in lightguide fabrication technology. 
Optical fibers are made by a series of processes: fabrication of a preform 
glass rod by silica (and dopant) particle deposition, rod sintering, fiber 
drawing and coating (Rowell, 1986). The key process, with respect to 
composition and purity of the product fiber, is the fabrication of the preform 
rod. The goal of this process is to make a prefor.m rod having a prescribed 
radial distribution of refractive index at the maxirnum process yield. 
Preforrns are rnade by external and internal particle deposition 
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processes. The outside vapor deposition (OVD) and vapor-phase axial 
deposition (VAD) processes are the external processes. They involve 
deposition of vapor and particles onto horizontal or vertical substrates from 
combustion of SiCl4, GeC14 and other precursor gases. Glass particles are 
formed at the combustion zone of the gas burner and deposit as aggregates on 
the surface of the substrate (glass boule). Miller et al.(l987) concluded 
that during OVD or VÄD particle deposition at the substrate takes place by 
thermophoresis. The fla~ generated particles are too large for molecular 
diffusion and too small for impaction to be irrportant. Rosner and Park (1988) 
investigated the external processes for preform fabrication by analyzing 
transport of hot aerosols araund cold wedges. They found that the particle 
deposition rate onto the wedge is higher than that predicted by classic 
thermophoretic calculations because high mass loadings of particles modify the 
gas stream velocity and temperature by an effect similar to 'massive suction' 
in single phase laminar boundary layer flaws. Both Brownian and shear induced 
coagulation have a pronounced effect on the size distribution of the silica 
deposits (Park and Rosner, 1987). 
Modified chemical vapor deposition (HCVD) and plasma chemical vapor 
deposition (PCVD) constitude the internal processes for preform manufacture. 
According to these processes, 02, SiCl4 and dopant vapors flow through a 
rotating quartz tube that is externally heated by a slowly, axially 
traversing, oxyhydrogen torch (or plasma). Inside the tube, the reactant 
gases are oxidized forming particles that either deposit to the tube walls or 
exit the tube with the process gases. Aside from oxidizing the reactants, the 
heat from the traversing torch also fuses the deposited particles forming a 
glassy layer in the interior of the substrate tube (Nagelet al.,l982). 
~1acChesney et al. (1974) invented the MCVD process for fabrication of 
-173-
lightguide preforrrs. Themophoresis is the dominant rrass transport rrechanisrn 
as it has been proven experimentally by Sirnpkins et al.(l979) and 
theoretically by Walker et al.(l979 and 1980). Rapid coagulation of the 
freshly forrned oxide clusters in the torch area of the preforrn reduces the 
irrportance of Brawnian diffusion in favor of therrnophoresis (Pratsinis and 
Kirn, 1989). Horse and Cipolla (1984) found that the deposition efficiency 
(process yield) in MCVD can be substantially irnproved by increasing and 
rnaintaining the temperature gradient inside the preforrn tube by axial lazer 
heating of the process gases. Kim and Pratsinis (1988) developed a detailed 
m::x'iel of the ~1CVD process accounting for both gas phase kinetics and silica 
aerosol dynarrdcs along the preform tube. They identified process conditions 
in which the MCVD deposition efficiency is lirnited by either rnass transfer or 
chernical reaction. 
A rnajor challenge in rnulticoroponent MCVD is to understand the 
relationship between glass particle size cornposition and process conditions. 
This is irnportant because it has been observed that during sintering of the 
rnulticomponent particulate deposits srnall particles lose Ge02 far rnore rapidly 
than large particles. The above relationship is also important for 
improvernent of the current 1& process yields (--50%). As the fiber optics 
rnarket becornes tighter this can be a critical issue from both econornical and 
environmental viewpoints (especially for some of the toxic dopants). 
CONCLUDING REMARKS 
Aerosol processes are frequently utilized for manufacture of particulates 
with high purity, chernical hornogeneity, srnall and uniform particle size and 
shape. Particulate commodities such as pigments and carbon blacks as well as 
rnaterials for high technology applications such as optical fibers and advanced 
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ceramies are currently made by aerosol processes on an industrial scale. 
Specific product requirements and engineering innovation has led to the 
development of a multitude of aerosol processes for material manufacture. 
Historically aerosol processes phased out wet chemistry processes in 
industrial scale particulate operations. Typical examples are the dominance 
of the 'chloride' over the 'sulfate' process for manufacture of pigmentary 
titania and the success of dry scrubbing over the wet scrubbing processes for 
removal of pollutants from flue gases. The sa~ trend is expected to develop 
for manufacture of ceramic powders that are currently made by sol-gel 
processes. There is a wide range of progress stages for production of ceramic 
powders by aerosol processes. Production of titania and silica powders by 
flame reactors is a well established industrial aerosol operation. On the 
other hand, production of non-oxide pawders (carbides, borides and nitrides) 
by aerosol processes is at its developmental stage. Various systems such as 
plasmas, lazers, expansion of supercritical solutions are currently 
explored. Research in this area aims in inventing new processes for 
production of powders with specific characteristics and in understanding the 
fundamentals of existing processes for better monitaring and control of powder 
production. Invention of real time aerosol instruments and construction of 
comprehensive models for powder production constitute the key goals of this 
research. 
Aerosol processes constitute one of the key operations in manufacture of 
optical waveguides. They determine the overall process yield and the 
distribution of refractive index across the fiber. There is good 
understandi.ng of the physicochemical phenomena taking place during preform 
fabrication. Research in this area aims in developing quantitative models and 
control instruments for optimal operation of existing industrial units and 
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design of nevJ highly efficient ones. 
A paucity of general correlations between process variables and 
particulate characteristics, places serious limitations to the development, 
design, scale up and control of industrial aerosol Operations. One of the 
encountered difficulties is the lack of standard instrurnents for real time 
particulate rneasurements. Conventional aerosol instruments such as electrical 
aerosol analyzers and optical particle counters find limited application in 
monitaring particulate production on an industrial scale. Tnese instrurnents 
require high dilution and transport of the sample away from its environment 
for measurement at room temperature. 
Basic studies of soot formation in flames have led to the invention of 
nonintrusive optical techniques for real time characterization of highly 
concentrated aerosols. These techniques are already used in laboratory 
studies for production of ceramic powders and have high potential to be used 
for monitaring industrial aerosol production. Research is needed to 
characterize generation of irregular particulates and to trace the early 
stages of particle formation by these instruments. 
Formation of particulates is described by moment, sectional and detailed 
solutions of the population balance equation. The results of these 
calculations serve two purposes. First, they relate process variables to 
particulate characteristics and second they are used to extract particulate 
size distributions from light scattering and extinction data. All models seem 
to perform reasonably well at least with respect to integral properties of the 
size distribution. Poor knawledge of specific physical phenomena (e.g. 
particle inception rates, van der waals forces etc.) does not allaw, hawever, 
precise model predictions frorn first principles, Quantitative estimates for 
these phenomena are usually obtained by fitting model calculations with 
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experimental data. 
Coagulation is one of the most irnportant physicochemical phenomena in 
industrial aerosol processes. Advances in experimental techniques and 
theoretical schemes (Euclidean or fractal) for studying coagulation of highly 
concentrated aerosols with non-spherical particle shape will greatly benefit 
the ernerging aerosol formation technology. 
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Summary of the final discussion 

Coagulation 
process 
Brownian 
v. d. Waals 
. Acoustic 
Summary of the Final Discussion of the Coagulation workshop 
Open problems 
Theory and experiments in the transition regime 
Experiments on non-equally sized particles 
Experiments on solid particles 
Coagulation of particles with unequal chemical 
composition 
Calibration of measuring instruments (e.g. CNC) 
Theory and experiments with irregular particles 
Experiments with highly concentrated aerosols 
and variable refractive index for monitaring by 
optical techniques 
Coalescence efficiency 
Much improved retardation treatment is necessary. 
V. d. Waals forces should more accurately be 
characterized by material properties like 
electrical and magnetic susceptibility. 
Local dissipation. 
Influence of size and shape on V. d. Waals forces 
is not yet understood. 
Interaction between hydrodynamic and orthokinetic 
mechanism should be examined. 
Experimental data from in-situ measurements 
are necessary. 
AIT/hydrodynamic interaction. 
almost c:larified 
Brownian coagulation in the limi ting regimes Kn « 1 
(continuous) and Kn > > 1 (free molecule) 
can be calculated and is understood. 
Discrepancies are still possible for the free-
molecule regime. 
The Knudsen number Kn is not a feasible para-
meter to characterize coagulation in the free-
molecule regime. 
Qualitative importance of forces on the 
coagulation rates in the free-molecule regime 
is agreed 
Free-molecule coagulation of electrolytes 
V. d. Waals interaction between completely 
characterized (e.g. known frequency dependent 
polarizability) materials can be calculated but 
not including size and shape effects. 
AlT-initiation and characterization 
Orthokinetic mechanism 
(AIT = Acoustic Induced Turbulence) 
~ 
CX> 
01 
Coagulation 
process 
Turbulence 
Other 
interaction 
forces 
Gravitation 
Open problems 
Fill-up factor 
stochastic factor 
Cnon-1miformi ty of turbulence) 
collision efficiency 
Electrostatic as well diffusiophoretic influence 
on coagulation rates should be examined to yield 
a solution for all boundary conditions. 
Analytical solution for cases with a 
Reynolds-number (R) of collecting particle in the 
order of R ~ 1 and R > > 1 are not yet available 
also if the ratio of particle radii r 2/r1 is between 0.1 and 1~ 
More experimental data for particles between 
5 and 50 j.liil are necessary. 
Closed solution for whole particle size range 
is still missing. 
Shape factors I More information to the effects of shape factors 
on all types of coagulation processes are 
necessary. 
General 
problems 
in 
Coagulation 
There is still no theory of shape factors available. 
Application of fractal analysis can possibly help 
to characterize particle shapes. 
Experiments (aerosol generation) can rarely be 
reproduced. 
No standards are available •. 
Experiments with particles having a non-spherical 
but well-defined geometry. 
Coagulation may be influenced by the flow 
characteristics. 
Coupled effects between coagulation and other aerosol 
processes. 
Coupling of different coagulation mechanisms. 
almest clarified 
Energy dissipation rate as characteristic 
parameter 
For the case of R < < 1, r 2 < < r 1 
and for spherical particles an analytical 
solution can be achieved. 
Qualitatively the process is also understood 
for the other range of R. 
Methods to measure shape factors are available 
Many values have been measured 
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