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tions, Math. Practice Theory 29 (4) (1999) 81–84] are extended from
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tieswithin the framework of relative convexity, J. Inequal. Pure Appl.
Math. 7 (1) (2005) (Article 27)]is used. In addition, some Ky Fan’s in-
equalities are discussed.
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1. Introduction
A vector y = (y1, y2, . . . , yn) in Rn is said to bemajorized by vector x = (x1, x2, . . . , xn) ∈ Rn (in
symbols, y ≺m x), if∑ik=1y[k]  ∑ik=1x[k] for all i = 1, 2, . . . , n and∑nk=1yk = ∑nk=1xk (see [12,
p. 7]). Here the symbols z[1]  z[2]  · · ·  z[n] stand for the entries of a vector z = (z1, z2, . . . , zn) ∈
R
n stated in decreasing order.
H.-N. Shi [22] proved the followingmajorization result (see also [8, Lemmas 2.2–2.3], [12, p. 7], [24,
Lemma 2], [12, p. 130]).
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Theorem 1 ([22, pp. 81–83]). If x = (x1, . . . , xn) ∈ Rn, n  2,∑ni=1xi = s > 0, c  s, then
ce − x
nc − s ≺m
x
s
and
ce + x
nc + s ≺m
x
s
,
where e = (1, 1, . . . , 1) ∈ Rn.
We denote by A(z1, z2, . . . , zn) and G(z1, z2, . . . , zn) the arithmetic and geometric means, respec-
tively, of positive numbers z1, z2, . . . , zn.
The following Ky Fan’s result [1, p. 5] is of interest.
Theorem 2 ([1, p. 5]). Let xi ∈ (0, 1/2] (i = 1, 2, . . . , n).
Then the following Ky Fan’s inequality holds:
G(x1, x2, . . . , xn)
G(1 − x1, 1 − x2, . . . , 1 − xn) 
A(x1, x2, . . . , xn)
A(1 − x1, 1 − x2, . . . , 1 − xn) .
Following [13], we introduce the notion of relative convexity (relative concavity) of sequences. A se-
quence a = (a1, a2, . . . , an) ∈ Rn is said to be relatively convex (resp., relatively concave) with respect
to sequence b = (b1, b2, . . . , bn) ∈ Rn if∣∣∣∣∣∣∣∣∣
1 bk ak
1 bl al
1 bm am
∣∣∣∣∣∣∣∣∣
 () 0, (1)
whenever k, l,m ∈ {1, 2, . . . , n} and bk  bl  bm (cf. [13, p. 2]).
The purpose of this paper is to give an extension of Theorems 1 and 2 from the classicalmajorization
ordering≺m to agroup-inducedconeordering≺G inducedbycompact groupGoforthogonal operators
acting on a linear space. To this end, the relative concavity of sequences is utilized. As applications,
some Ky Fan type inequalities are established.
2. Group-induced cone orderings
Unless stated otherwise, throughout the paper V is a finite-dimensional real linear spacewith inner
product 〈·, ·〉, and G is a closed subgroup of the orthogonal group O(V) acting on V .
A vector y ∈ V is said to be G-majorized by vector x ∈ V , denoted y ≺G x, if y lies in the convex hull
of the G-orbit Gx = {gx : g ∈ G} [4]. That is,
y ≺G x iff y ∈ conv Gx,
where the symbol conv Gx means the convex hull of Gx. The preordering ≺G on V is called the group
majorizationwith respect to G, abbreviated as G-majorization.
Note that the relation ≺G is G-invariant, i.e., for x, y ∈ V ,
y ≺G x iff g1y ≺G g2x for g1, g2 ∈ G. (2)
We also denote
MG(V) = {x ∈ V : gx = x for all g ∈ G},
dualD = {v ∈ V : 〈z, v〉  0 for all z ∈ D}.
The group majorization ≺G on V is said to be a group-induced cone (GIC) ordering [5] if there exists a
nonempty closed convex cone D ⊂ V such that
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(A1) D ∩ Gx is not empty for each x ∈ V ,
(A2) 〈x, gy〉  〈x, y〉 for all x, y ∈ D and g ∈ G.
If (A1) and (A2) hold, then the triple (V, G,D) is called an Eaton system (see [4,5,15]).
Assume that (V, G,D) is an Eaton system. For x ∈ V , by x↓ we denote the only member of the set
Gx ∩ D [14, p. 14]. It is readily seen that
x↓ = x iff x ∈ D. (3)
If (A1) and (A2) hold, then the (nonlinear) map (·)↓ : V → D is called a normal map, and the triple
(V, G, (·)↓) is called a normal decomposition system (see [10,11]).
For x, y ∈ V , the following statements are equivalent:
y ≺G x, (4)
y↓ ≺G x↓, (5)
〈z, y↓〉  〈z, x↓〉 for z ∈ D, (6)
〈ti, y↓〉  〈ti, x↓〉 for i ∈ J, (7)
〈z, gy〉  〈z, x↓〉 for z ∈ D and g ∈ G, (8)
where {ti : i ∈ J} is a generator (i.e., positively spanning set) of D (see [4, p. 15], [16, p. 210] and
references therein).
In what follows, if a, b ∈ V and C ⊂ V is a convex cone, we write
b C a iff a − b ∈ C.
The relationC is called the cone ordering induced by C.
Lemma 3. Let (V, G,D) be an Eaton system and let a, b ∈ V.
If b ∈ D and b dualD a, then b ≺G a.
Proof. Since b↓ = b (see (3)), for any z ∈ Dwe have
〈z, b↓〉 = 〈z, b〉  〈z, a〉  〈z, a↓〉.
The first inequality follows from b dualD a, and the second is a consequence of (A1)–(A2) (see (8)).
By (4)–(6), we get b ≺G a, as required. 
Example 4 (See [4, Example 2.2]). It is well-known [12, p. 8] that the standard majorization ≺m is the
group majorization induced on V = Rn by the permutation group G = Pn. That is, for x, y ∈ Rn,
y ≺m x iff y ∈ conv Pnx,
where conv Pnx is the convex hull of the orbit Pnx.
Moreover, ≺m is GIC ordering related to the Eaton system (V, G,D), where
V = Rn,
G = Pn,
D = Rn↓ =
{
(x1, x2, . . . , xn) ∈ Rn : x1  x2  · · ·  xn} ,
x↓ = (x[1], x[2], . . . , x[n]),
ti = (1, . . . , 1︸ ︷︷ ︸
i times
, 0, . . . , 0) for i = 1, 2, . . . , n , tn+1 = −tn,
MG(V) = span e, where e = (1, . . . , 1).
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Example 5 (Cf. [4, Example 2.4]). Let V = Hn be the space of n× n Hermitian matrices equipped with
the trace inner product 〈x, y〉 = tr xy for matrices x, y ∈ Hn. Take G to be the closed group of all
unitary similarities, i.e., all linear maps of the form x → u∗xu, x ∈ Hn, where u runs over the group
Un of all unitary n × nmatrices.
Let λ(x) = (λ1(x), . . . , λn(x)) denote the vector of the eigenvalues of x ∈ Hn ordered so that
λ1(x)  · · ·  λn(x). In this example, for matrices x, y ∈ Hn, we have
y ≺G x iff λ(y) ≺m λ(x).
Furthermore, (V, G,D) is Eaton system with
V =Hn,
G = {u∗(·)u : u ∈ Un} , with (·)∗ denoting the conjugate transpose,
D = {diag (z1, z2, . . . , zn) : z1  z2  · · ·  zn},
x↓ = diag λ(x) for x ∈ Hn,
ti = diag (1, . . . , 1︸ ︷︷ ︸
i times
, 0, . . . , 0), i = 1, 2, . . . , n, tn+1 = −tn = −In,
MG(V) = span e, where e = In = diag (1, . . . , 1),
where diag z denotes the n × n diagonal matrix with the entries of z ∈ Rn on the main diagonal.
Example 6 (See [17, pp. 196–197]). Let n = 2k with k ∈ N. The symbolMk(R) stands for the space of
k × k real matrices. Ok denotes the group of k × k orthogonal matrices. Ik is the k × k identity matrix.
We set
V = the matrix space
⎧⎨
⎩
⎛
⎝ αIk X
XT αIk
⎞
⎠ : X ∈ Mk(R), α ∈ R
⎫⎬
⎭,
endowed with the inner product 〈x, y〉 = tr xyT for x, y ∈ Mn(R),
where (·)T denotes the transpose of (·),
G = the group of operators uT (·)uwith u =
⎛
⎝ U1 0
0 U2
⎞
⎠, U1,U2 ∈ Ok ,
D =
⎧⎨
⎩
⎛
⎝ αIk S
S αIk
⎞
⎠ : S = diag (s1, . . . , sk), s1  s2  · · ·  sk  0, α ∈ R
⎫⎬
⎭ .
Then (V, G,D) is an Eaton system.
Here the normal map is given by
x↓ =
⎛
⎝ αIk diag s(X)
diag s(X) αIk
⎞
⎠ for x =
⎛
⎝ αIk X
XT αIk
⎞
⎠ ,
where s(X) = (s1(X), . . . , sk(X)) denotes the vector of the singular values of X ∈ Mk(R) ordered so
that s1(X)  s2(X)  · · ·  sk(X)  0. That is, s(X) = λ(XTX)1/2 for X ∈ Mk(R).
A generator of the cone D is given by
ti =
⎛
⎝ 0 Ti
Ti 0
⎞
⎠ , where Ti = diag (1, . . . , 1︸ ︷︷ ︸
i times
, 0, . . . , 0) , i = 1, . . . , k,
tn+1 = In , tn+2 = −tn+1 = −In.
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Finally, the spaceMG(V) is one-dimensional, that is
MG(V) = span e, where e = In.
3. G-majorization inequalities of Shi type
In the forthcoming Theorems 7 and 11, we provide generalizations of a result of Shi (see Theorem 1
in Section 1, cf. also [12, p. 7]) from the classical majorization ordering to a class of GIC orderings.
Theorem 7. Let (V, G,D) be an Eaton system and let MG(V) = span e for some nonzero e ∈ V. Then the
following two inequalities hold:
(A)
〈x, e〉(e + βx) ≺G 〈e + βx, e〉x (9)
for x ∈ V and β ∈ R such that β〈x, e〉  0,
(B)
ce + x
〈ce + x, e〉 ≺G
x
〈x, e〉 (10)
for x ∈ V with 〈x, e〉 > 0, c  0.
Proof. (A) According to [18, Theorem 3.1] we have
〈e, e〉〈x, z〉 − 〈x, e〉〈z, e〉  0 for x, z ∈ D. (11)
That is,
〈x, e〉e dualD 〈e, e〉x for x ∈ D.
Hence, by a direct calculation, we find that
〈x, e〉(e + βx) dualD 〈e + βx, e〉x for x ∈ D. (12)
From now on, the proof of (9) is divided into two steps.
(i) Let x ∈ D and β ∈ Rwith β〈x, e〉  0. Then we write
〈e + βx, e〉 = ‖e‖2 + β〈x, e〉 > 0.
Consequently, 〈e + βx, e〉x ∈ D. Likewise,
〈x, e〉(e + βx) = 〈x, e〉e + 〈x, e〉βx ∈ D,
because e ∈ MG(V) = −D ∩ D (see [15, Theorem 3.1]), 〈x, e〉e ∈ D and 〈x, e〉βx ∈ D. Therefore (12)
via Lemma 3 ensures that
〈x, e〉(e + βx) ≺G 〈e + βx, e〉x.
Thus (9) is proved for x ∈ D and β ∈ R satisfying β〈x, e〉  0.
(ii) Let x ∈ V and β ∈ Rwith β〈x, e〉  0.
In view of (A1), there exists g ∈ G such that x = gx↓. Hence
〈x, e〉 = 〈x↓, e〉 and 〈e + βx, e〉 = 〈e + βx↓, e〉. (13)
Indeed, we have
〈x, e〉 = 〈gx↓, e〉 = 〈x↓, g−1e〉 = 〈x↓, e〉
M. Niezgoda / Linear Algebra and its Applications 434 (2011) 1968–1980 1973
and
〈e + βx, e〉 = 〈e + βgx↓, e〉 = 〈g(e + βx↓), e〉 = 〈e + βx↓, g−1e〉 = 〈e + βx↓, e〉.
In consequence, on account of (13), we have β〈x↓, e〉  0. From the inequality (9) proved for vectors
in D (see part (i)), we establish that
〈x↓, e〉(e + βx↓) ≺G 〈e + βx↓, e〉x↓,
because x↓ ∈ D. Hence, by the G-invariance of the preordering ≺G (see (2)), we derive
g〈x↓, e〉(e + βx↓) ≺G g〈e + βx↓, e〉x↓,
and further
〈x↓, e〉(e + βgx↓) ≺G 〈e + βx↓, e〉gx↓. (14)
Combining (14), (13) and the fact x = gx↓, we conclude that
〈x, e〉(e + βx) ≺G 〈e + βx, e〉x.
This proves (9) for all x ∈ V and β ∈ R such that β〈x, e〉  0.
(B) It remains to prove (10). It is obvious that (10) holds trivially for c = 0.
So, we assume that c > 0. Then 1
c
〈x, e〉 > 0. Substituting β = 1
c
into (9), we deduce that
〈x, e〉
(
e + 1
c
x
)
≺G
〈
e + 1
c
x, e
〉
x,
and, equivalently,
〈x, e〉(ce + x) ≺G 〈ce + x, e〉x. (15)
Because c > 0 and 〈x, e〉 > 0, so we have
〈ce + x, e〉 = c‖e‖2 + 〈x, e〉 > 0.
For this reason (15) implies
ce + x
〈ce + x, e〉 ≺G
x
〈x, e〉 ,
completing the proof of Theorem 7. 
Remark 8. As can be seen in the above proof, inequalities (9) and (10) are G-majorization restate-
ments of inequality (11) for Eaton systems (V, G,D) with one-dimensional space MG(V) (see [18,
Theorem 3.1]).
The special case β = 0 of Theorem 7, part (A), is included in Corollary 9. It is a generalization of
the well-known result for the classical majorization [2, p. 29]:
(x¯, x¯, . . . , x¯) ≺m (x1, x2, . . . , xn) for any x = (x1, x2, . . . , xn) ∈ Rn,
where x¯ = 1
n
∑n
i=1xi.
Corollary 9. Let (V, G,D) be an Eaton system and let MG(V) = span e for some nonzero e ∈ V. Then the
following two inequalities hold:
〈x, e〉e ≺G 〈e, e〉x for x ∈ V, (16)
e
〈e, e〉 ≺G
x
〈x, e〉 for x ∈ V with 〈x, e〉 > 0. (17)
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Lemma 10. Let (V, G,D) be an Eaton system and let g0 ∈ G be such that g0D = −D. For z ∈ D and
e ∈ MG(V), define
rz = g0z and z˜ = e − g−10 z. (18)
Then
z˜ ∈ D for z ∈ D, (19)
z˜ = z for z ∈ D, (20)
r˜z + z = e and rz + z˜ = e for z ∈ D, (21)
〈w, rz〉  〈w, z〉 for w, z ∈ D. (22)
Proof. Let us fix any z ∈ D.
Since g0D = −D, we get g−10 (−D) = D. From this we obtain
z˜ = e − g−10 z = e + g−10 (−z) ∈ e + D ⊂ D,
because e ∈ MG(V) ⊂ D [15, Theorem 3.1]. This proves (19).
We prove (20) as follows. From (18) we find that
z˜ = e − g−10 z˜ = e − g−10
(
e − g−10 z
)
= e − g−10 e + g−20 z. (23)
On the other hand, g0 is an involution on spanD (see [19, Lemma 2.10]). So, g
−1
0 z = g0z and g−20 z = z.
Moreover, g
−1
0 e = e, since e ∈ MG(V). Therefore (23) gives (20).
To show the first equality in (21), we observe that
r˜z + z = g0˜z + z = g0
(
e − g−10 z
)
+ z = e − z + z = e.
To see the second equality in (21), we use the first for z˜ in place of z together with (20).
Finally, inequality (22) follows for each w ∈ D, because it holds that
〈w, rz〉 = 〈w, g0z〉  〈w, z〉,
by condition (A2) in the definition of an Eaton system. 
Here and in what follows the cone D is in the form D = cone {t1, . . . , tn, tn+1}. That is, D is
positively spanned by vectors t1, . . . , tn, tn+1. In addition, we assume that t0 = 0, tn = e ∈ MG(V)
and tn+1 = −tn.
For the sake of convenience we introduce the real sequences
ai = 〈ti, x↓〉 and bi = 〈ti, e〉 for i = 0, 1, 2, . . . , n. (24)
Remind that the relative concavity of awith respect to b quarantees that if
k, l,m ∈ {0, 1, . . . , n} and 〈tk, e〉  〈tl, e〉  〈tm, e〉, (25)
then ∣∣∣∣∣∣
〈tl, e〉 − 〈tk, e〉 , 〈tl, x↓〉 − 〈tk, x↓〉
〈tm, e〉 − 〈tl, e〉 , 〈tm, x↓〉 − 〈tl, x↓〉
∣∣∣∣∣∣  0 (26)
(see (1)).
Theorem 11. Let (V, G,D) be an Eaton system with MG(V) = span e for some nonzero e ∈ V, ‖e‖ > 1.
Let D = cone {t1, . . . , tn, tn+1} with t0 = 0, tn = e, tn+1 = −tn and 1  〈ti, e〉  〈tn, e〉 for
i = 1, . . . , n, and let g0 ∈ G be such that g0D = −D and
tn−j = e − g−10 tj for j = 1, 2, . . . , n. (27)
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Assume that x ∈ V and c ∈ R are such that c  〈x, e〉 > 0.
Let a = (a0, a1, . . . , an) and b = (b0, b1, . . . , bn) be defined by (24). Suppose that
a is relatively concave with respect to b. (28)
Then the following two inequalities hold:
(A)
〈x, e〉(ce − x) ≺G 〈ce − x, e〉x. (29)
(B)
ce − x
〈ce − x, e〉 ≺G
x
〈x, e〉 . (30)
Proof. (A) Let us observe that inequality (29) is G-invariant with respect to x ∈ V . To see this, it is
sufficient to use (2) and the equalities
〈x, e〉 = 〈x↓, e〉 and 〈ce − x, e〉 = 〈ce − x↓, e〉
(cf. (13)).
On the other hand, it follows from axiom (A1) that V = ⋃g∈G gD and V↓ = D.
So, we only need to prove (29) for all x ∈ D.
Without loss of generality we assume that x ∈ D.
Denote y = ce − x.
In light of (5), we have to show that
(〈x, e〉y)↓ ≺G (〈y, e〉x)↓. (31)
It follows that 〈y, e〉 > 0. Indeed, we have
〈y, e〉 = 〈ce − x, e〉 = c‖e‖2 − 〈x, e〉 > c − 〈x, e〉  0, (32)
because ‖e‖ > 1 and c  〈x, e〉.
So, we may state that
(〈x, e〉y)↓ = 〈x, e〉y↓ and (〈y, e〉x)↓ = 〈y, e〉x↓ = 〈y, e〉x
by 〈x, e〉 > 0, 〈y, e〉 > 0 and x↓ = x.
Therefore, by (7), it is enough to prove (31) in the form
〈x, e〉〈ti, y↓〉  〈y, e〉〈ti, x〉 (33)
for all i = 1, 2, . . . , n, n + 1.
Since tn = e ∈ MG(V), tn+1 = −tn and 〈y↓, e〉 = 〈y, e〉 (cf. (13)), it is easy to verify that (33) holds
with equality for i = n + 1.
So, let us fix any i ∈ {1, 2, . . . , n}.
It is not hard to check that
y↓ = (ce − x)↓ = ce + (−x)↓. (34)
Therefore, by virtue of (33) and (34), we have to prove that
〈x, e〉〈ti, ce + (−x)↓〉  〈ce − x, e〉〈ti, x〉. (35)
In order to show (35), we define
rj = g0tj for j = 1, 2, . . . , n (36)
(see Lemma 10, Eq. (18)).
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Suppose that 〈tn−i, e〉  〈ti, e〉. Hence, by t0 = 0, we have
〈t0, e〉  1  〈ti, e〉  〈tn−i, e〉. (37)
The following three inequalities are valid.
0  c〈ti, e〉 − 〈x, e〉, (38)
〈ri, x〉  〈ti, x〉, (39)
〈x, tn−i〉〈ti, e〉  〈tn−i, e〉〈ti, x〉. (40)
In fact, condition (38) is fulfilled, because 〈ti, e〉  1 and c  〈x, e〉 > 0. Inequality (39) comes from
by Lemma 10, Eq. (22). Lastly, condition (40) means that∣∣∣∣∣∣
〈ti, e〉 − 〈t0, e〉 , 〈ti, x〉 − 〈t0, x〉
〈tn−i, e〉 − 〈ti, e〉 , 〈tn−i, x〉 − 〈ti, x〉
∣∣∣∣∣∣  0,
which is true by (37) and (25) ⇒ (26) for k = 0, l = i andm = n − i.
It now follows from (38) to (40) that
c〈x, tn−i〉〈ti, e〉 + (c〈ti, e〉 − 〈x, e〉)〈ri, x〉  c〈tn−i, e〉〈ti, x〉 + (c〈ti, e〉 − 〈x, e〉)〈ti, x〉.
Hence we derive
c〈x, tn−i + ri〉〈ti, e〉 − 〈x, e〉〈ri, x〉  (c〈rn−i + ti, e〉 − 〈x, e〉)〈ti, x〉, (41)
because 〈rn−i, e〉 = 〈tn−i, e〉, by rn−i = g0tn−i (see (36)) and e ∈ MG(V).
By x = x↓ ∈ D and g−10 (−D) = D, we have g−10 (−x) = (−x)↓. Also, ri = g0ti (see (36)). For this
reason, we obtain
−〈ri, x〉 = 〈ri,−x〉 = 〈g0ti,−x〉 =
〈
ti, g
−1
0 (−x)
〉
= 〈ti, (−x)↓〉. (42)
In addition, ti + rn−i = e and tn−i + ri = e by (21) and (27). Therefore (41) and (42) imply
〈x, e〉(c〈ti, e〉 + 〈ti, (−x)↓〉)  (c〈e, e〉 − 〈x, e〉)〈ti, x〉.
This implies (35) when 〈tn−i, e〉  〈ti, e〉.
In the case 〈tn−i, e〉 < 〈ti, e〉 we proceed with the proof of (35) by starting with the following
inequalities
0  c〈tn−i, e〉 − 〈x, e〉, (43)
〈rn−i, x〉  〈tn−i, x〉, (44)
〈ti − tn−i, e〉〈rn−i, x〉  〈tn−i, e〉〈ti − tn−i, x〉. (45)
To show (43) we employ the inequalities 〈tn−i, e〉  1 and c  〈x, e〉 > 0. Inequality (44) holds in
accordance with Lemma 10, Eq. (22). Applying
〈tn−i, e〉  〈ti, e〉  〈tn, e〉
and the implication (25) ⇒ (26) for k = n − i, l = i andm = n, we establish∣∣∣∣∣∣
〈ti, e〉 − 〈tn−i, e〉 , 〈ti, x〉 − 〈tn−i, x〉
〈tn, e〉 − 〈ti, e〉 , 〈tn, x〉 − 〈ti, x〉
∣∣∣∣∣∣  0. (46)
Making use the equalities ti + rn−i = e = tn and rn−i = g0tn−i , we can write
〈tn, e〉 − 〈ti, e〉 = 〈rn−i, e〉 = 〈tn−i, e〉
M. Niezgoda / Linear Algebra and its Applications 434 (2011) 1968–1980 1977
and
〈tn, x〉 − 〈ti, x〉 = 〈rn−i, x〉.
From which, having in mind (46), we get (45).
Utilizing (43)–(45) we deduce that
c〈x, rn−i〉〈ti − tn−i, e〉 + (c〈tn−i, e〉 − 〈x, e〉)〈rn−i, x〉
 c〈tn−i, e〉〈ti − tn−i, x〉 + (c〈tn−i, e〉 − 〈x, e〉)〈tn−i, x〉.
This means that
(c〈ti, e〉 − 〈x, e〉)〈rn−i, x〉  c〈tn−i, e〉〈ti, x〉 − 〈x, e〉〈tn−i, x〉. (47)
Moreover, we have ti + rn−i = e and tn−i + ri = e by (21). Adding the term (c〈ti, e〉 − 〈x, e〉)〈ti, x〉 to
both the sides of (47), we obtain
(c〈ti, e〉 − 〈x, e〉)〈e, x〉  (c〈e, e〉 − 〈x, e〉)〈ti, x〉 − 〈x, e〉〈e − ri, x〉.
In consequence,
c〈ti, e〉〈e, x〉 − 〈x, e〉〈ri, x〉  〈ce − x, e〉〈ti, x〉. (48)
As in (42) we have −〈ri, x〉 = 〈ti, (−x)↓〉. Therefore (48) yields
〈x, e〉〈ti, ce + (−x)↓〉  〈ce − x, e〉〈ti, x〉,
as claimed. Thus (35) is proved in the case 〈tn−i, e〉 < 〈ti, e〉.
This completes the proof of (35) for x ∈ D.
(B) Inequality (30) easily follows from (29) by 〈x, e〉 > 0 and 〈ce − x, e〉 > 0 (see (32)). 
4. Ky Fan type inequalities
Let A ⊂ Rn be a (nonempty) symmetric set (i.e., px ∈ Awhenever x ∈ A and p ∈ Pn, wherePn is the
permutationgroupactingonRn). A functionϕ : A → R is said tobe Schur-convex (resp., Schur-concave)
on A, abbreviated as S-convex (resp., S-concave) [12, p. 54], if for x, y ∈ A it holds that
y ≺m x implies ϕ(y)  () ϕ(x).
Remind that V is a finite-dimensional real inner product space and G is a closed subgroup of the
orthogonal group O(V). A nonempty set A ⊂ V is said to be G-invariant, if gx ∈ Awhenever x ∈ A and
g ∈ G.
Let A ⊂ V be a G-invariant set. A function ϕ : A → R is said to be G-invariant, if ϕ(gx) = ϕ(x) for
all x ∈ A and g ∈ G. A function ϕ : A → R is said to be G-increasing (resp., G-decreasing) on A, if for
x, y ∈ A it holds that
y ≺G x implies ϕ(y)  () ϕ(x) (49)
(cf. [5, p. 5]).
It is well-known that if ϕ is G-invariant and convex (concave), then ϕ is G-increasing (resp., G-
decreasing) [5, p. 5].
An application of Theorems 7 and 11 leads to the following corollaries.
Corollary 12. Under the assumptions of Theorem 7, let ϕ : A → (0,+∞) be a positively homogeneous
G-increasing (resp., G-decreasing) function on G-invariant set A ⊂ V.
If x ∈ A and c  0 with 〈x, e〉 > 0, then the following inequality holds:
〈x, e〉
〈ce + x, e〉  ()
ϕ(x)
ϕ(ce + x) . (50)
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Proof. Since 〈x, e〉 > 0 and 〈ce + x, e〉 > 0, it is evident that (10) and (49) imply that
ϕ(ce + x)
〈ce + x, e〉  ()
ϕ(x)
〈x, e〉 ,
which gives (50). 
Corollary 13. Under the assumptions of Theorem 11, let ϕ : A → (0,+∞) be a positively homogeneous
G-increasing (resp., G-decreasing) function on G-invariant set A ⊂ V.
If x ∈ A and c ∈ R with 0 < 〈x, e〉  c, then the following inequality holds:
〈x, e〉
〈ce − x, e〉  ()
φ(x)
φ(ce − x) . (51)
Proof. We note that 〈x, e〉 > 0 and 〈ce − x, e〉 > 0 by ‖e‖  1, c > 0 and 〈x, e〉  c  c‖e‖2.
Therefore (30) and (49) yield
ϕ(ce − x)
〈ce − x, e〉  ()
ϕ(x)
〈x, e〉 ,
which is equivalent to (51). 
In the literature, there exists a number of results of type (50)–(51) for S-convex or S-concave func-
tions ϕ. For instance, see [3,7–9,20–23,25] and references therein.
Example 14 (Xia–Chu’s inequality). Choose
ϕ(z) =
⎛
⎝ n∏
i=1
zi
⎞
⎠1/n for z = (z1, z2, . . . , zn) ∈ (0,+∞)n. (52)
Observe that ϕ is positively homogeneous and S-concave on (0,+∞)n [12, p. 64].
Setting V = Rn, G = Pn, D = Rn↓, e = (1, 1, . . . , 1) (see Example 4) and c = 1 in inequality (50)
of Corollary 12 yields the following inequality
A(x1, . . . , xn)
A(1 + x1, . . . , 1 + xn) 
G(x1, . . . , xn)
G(1 + x1, . . . , 1 + xn) for 0 < xi, i = 1, . . . , n,
where A(·) and G(·) stand for the arithmetic and geometric means of (·) (see [25, Corollary 4.3]).
Example 15 (Ky Fan’s inequality). Take ϕ as in (52). As previously, set V = Rn, G = Pn, D = Rn↓,
e = (1, 1, . . . , 1) and c = 1, n  2.
Using inequality (51) of Corollary 13 leads to the following variant of Ky Fan’s inequality
A(x1, . . . , xn)
A(1 − x1, . . . , 1 − xn) 
G(x1, . . . , xn)
G(1 − x1, . . . , 1 − xn) (53)
whenever
0 <
n∑
i=1
xi  1 , i = 1, . . . , n. (54)
Of course, condition (54) is satisfied if, for example,
0 < xi 
1
n
, i = 1, . . . , n. (55)
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However, this is a stronger assumption than
0 < xi 
1
2
, i = 1, . . . , n, (56)
which is used in the original Ky Fan’s inequality (see Theorem 2).
To explain this phenomenon, recall Corollary 13 to see that (55) (or more generally, (54)) gives Ky
Fan type inequalities (51) (with c = 1) for all Schur-convex (concave) functions ϕ according to Shi’s
result (see Theorem 1). On the other hand, condition (56) gives (53), which is a variant of (51) for single
function defined by (52), only.
Finally, following [21] we study G-monotonicity of a functionalmean induced by a group of orthog-
onal operators.
Let V be a finite-dimensional inner product space with inner product 〈·, ·〉 on V . Let G ⊂ O(V) be a
closed group acting on V . Let μ be a G-invariant Borel measure on the Borel σ -algebra B in V . That is,
μ(gU) = μ(U) for any g ∈ G and U ∈ B. Assume A, B ⊂ V are G-invariant sets such that A is convex,
B is a compact set with 0 < μ(B) < +∞, and 〈A, B〉 ⊂ (0,+∞). Suppose that f : (0,+∞) → R is
a continuous strictly monotone function. Then we define
Mf (x) = f−1
⎛
⎝∫
B
f (〈x, λ〉) dμ(λ)
⎞
⎠ , x ∈ A, (57)
(cf. [21, p. 530]). Remark that if μ(B) = 1, thenMf (·) is a mean.
Lemma 16. The function x → Mf (x), x ∈ A, is
(i) G-increasing if f is both strictly increasing and convex,
(ii) G-decreasing if f is both strictly increasing and concave,
(iii) G-decreasing if f is both strictly decreasing and convex,
(iv) G-increasing if f is both strictly decreasing and concave.
Proof. (i) A simple computation shows that the function
h(x) =
∫
B
f (〈x, λ〉) dμ(λ) , x ∈ A,
is convex.
The function h is also G-invariant. In fact, for any g ∈ G and x ∈ Awe have
h(gx) =
∫
B
f (〈gx, λ〉) dμ(λ) =
∫
B
f (〈x, g−1λ〉) dμ(λ)
=
∫
gB
f (〈x, g−1λ〉) dμ(λ) =
∫
B
f (〈x, λ˜〉) dμ(˜λ) = h(x).
The third equality holds because B is G-invariant, so gB ⊂ B and g−1B ⊂ B, which gives gB = B. The
next equality follows by the measure transport theorem.
We have proved that h is convex and G-invariant. Therefore h is G-increasing [5, p. 5]. Simul-
taneously, f−1 is strictly increasing. In consequence, Mf (·) = f−1(h(·)) is G-increasing, as
required.
Cases (ii), (iii) and (iv) of Lemma 16 can be proved in a similar fashion. 
Corollary 17. Under the assumptions of Theorem 7, let f and Mf be as defined before Lemma 16.
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If f is both strictly increasing and convex (concave), and Mf (·) is positively homogeneous, then for
x ∈ Rn and c  0 with 〈x, e〉 > 0, the following inequality holds:
〈x, e〉
〈ce + x, e〉  ()
Mf (x)
Mf (ce + x) . (58)
Corollary 18. Under the assumptions of Theorem 11, let f and Mf be as defined before Lemma 16.
If f is both strictly increasing and convex (concave), and Mf (·) is positively homogeneous, then for
x ∈ Rn and c ∈ R with 0 < 〈x, e〉  c, the following inequality holds:
〈x, e〉
〈ce − x, e〉  ()
Mf (x)
Mf (ce − x) . (59)
So-called logarithmic mean and identric mean (see [21, pp. 530–531]) are positively homogeneous
means of type (57) for the permutation group G = Pn acting on V = Rn withμ = γμL , where γ > 0
andμL denotes the Lebesquemeasure. Thus (58) and (59) hold for suchmeans with e = (1, . . . , 1) ∈
R
n and c = 1. This is with accordance to [21, Theorem 2] and [6, Theorem 1].
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