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Abstract: Transportation infrastructures play a significant role in the economy as they provide
accessibility services to people. Infrastructures such as highways, road networks, and toll plazas are
rapidly growing based on changes in transportation modes, which consequently create congestions
near toll plaza areas and intersections. These congestions exert negative impacts on human health
and the environment because vehicular emissions are considered as the main source of air pollution
in urban areas and can cause respiratory and cardiovascular diseases and cancer. In this study,
we developed a hybrid model based on the integration of three models, correlation-based feature
selection (CFS), support vector regression (SVR), and GIS, to predict vehicular emissions at specific
times and locations on roads at microscale levels in an urban areas of Kuala Lumpur, Malaysia.
The proposed model comprises three simulation steps: first, the selection of the best predictors
based on CFS; second, the prediction of vehicular carbon monoxide (CO) emissions using SVR;
and third, the spatial simulation based on maps by using GIS. The proposed model was developed
with seven road traffic CO predictors selected via CFS (sum of vehicles, sum of heavy vehicles,
heavy vehicle ratio, sum of motorbikes, temperature, wind speed, and elevation). Spatial prediction
was conducted based on GIS modelling. The vehicular CO emissions were measured continuously at
15 min intervals (recording 15 min averages) during weekends and weekdays twice per day (daytime,
evening-time). The model’s results achieved a validation accuracy of 80.6%, correlation coefficient
of 0.9734, mean absolute error of 1.3172 ppm and root mean square error of 2.156 ppm. In addition,
the most appropriate parameters of the prediction model were selected based on the CFS model.
Overall, the proposed model is a promising tool for traffic CO assessment on roads.
Keywords: vehicular emission; CO; GIS; SVR; remote sensing
1. Introduction
Transportation infrastructures such as highways, road networks and toll plazas have a great
importance in a country’s economy as they provide accessibility services to citizens and merchandise.
Building these infrastructures is vital for any developing country. However, road traffic emissions
are one of the main sources of air pollution in urban areas because of vehicular exhausts. The high
concentrations of traffic emissions have direct and indirect impacts on health and the environment as
long-term exposure of these substances can cause respiratory and cardiovascular diseases, preterm
births and cancer [1–3]. Carbon monoxide (CO) is a toxic air pollutant and is considered as one of
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the most dangerous pollutants because it has no colour and odour. Carbon monoxide is a product
from the incomplete combustion of fuels (e.g., gasoline, oil, natural gas, coal) [4]. As a result, there is
a significant need for measuring and estimating the contribution of road traffic emissions to outdoor air
pollution in order to establish precise plans for pollution reduction measures and strategies. On roads,
highways (high-speed roads), toll gate areas, and intersections, vehicle speed varies based on the traffic
condition, which leads to poor urban air quality [5]. Models of road traffic emissions are often used
to predict and analyse the level of air pollution on/near roadway links and networks. For example,
mathematical simulations, statistical methods, and data mining algorithms are used to analyse road
traffic emissions in different regions worldwide [6–8].
Although each model has a different purpose, data mining techniques have attracted the
interest of numerous policy makers and researchers [9]. However, these models should be designed
properly to effectively consider modelling multifactor, uncertainty, and nonlinearity. As measuring
traffic emissions on road networks, highways, and toll plazas can be expensive, time-consuming,
and dangerous, traffic emission modelling and mapping are important. Furthermore, emissions from
road networks and highways cannot be accurately measured during the design stage. When designing
new road networks or highways, road traffic emission modelling and mapping such as traffic CO
models are needed to provide an expert vision for sustainable planning based on the reduction of
pollutant sources such as traffic congestions in highly dense areas. Thus, the spatial modelling and
assessment of traffic-emitted CO can facilitate proper planning of environmentally friendly roads.
Many traffic emission assessment models have been reviewed by [10–12]. Traditional methods
were based on experimental data using gas detectors and simulations. However, they have evolved
based on the integration between data sampling techniques and spatial interpolation methods using
Geographical Information Systems (GIS) techniques to estimate air pollutant values in uncovered
areas. Recently, prediction models have used data mining algorithms with different variables
(e.g., land use, road network, traffic data, elevation, and meteorological factors) to predict air pollutant
concentrations [13]. However, they are often designed based on experimental data; as a result,
each of the models is significantly affected by the composition of uniqueness of the traffic flow
and characteristics of the measurement locations. This main disadvantage of road traffic emission
prediction models limits their use universally [14]. The models fail to generalise due to local conditions
such as vehicle type and weather conditions [15].
2. Previous Works
The literature contains numerous studies conducted using different types of models to predict
and simulate road traffic emissions and air quality on roadways such as statistical, regression, spatial,
and artificial intelligence models. One of the important models is GIS modelling. Fameli et al. [16]
developed a model for predicting traffic emissions by using mathematical equations that depend on
statistical information such as fuel consumption and fleet composition. The predicted emissions
were graphically represented using GIS techniques (6 × 6 km, 2 × 2 km). Finally, they were
compared with experimental data, and the results showed good agreement with the measured data.
Dispersion models are also used as effective tools for measuring traffic emissions. Schneider et al. [17]
presented an approach based on 3D Eulerian/Lagrangian dispersion model and data sampling by
using low-cost sensors to estimate traffic emissions. The traffic flow data and weather information
were used as parameters in the presented model. The authors’ model achieved an accuracy of
0.89, and their findings indicated that the proposed approach can provide useful maps based on
low-cost sensors. The disadvantages of dispersion models include the expensive applications and data;
unrealistic assumptions about dispersion patterns (i.e., Gaussian dispersion); mismatch in the temporal
information, which can cause errors in the prediction process; and the high level of experience needed
to implement these models [18].
Recently, regression models have attracted considerable attention because of their ability to
integrate with the GIS system. Kuai et al. [19] developed a methodology based on geographically
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weighted regression, least squares regression models that used population, social-economic data,
and the geographic data to measure spatial location of healthy food accessibility in Louisiana, USA.
Their results indicated that the suburban areas near the cities have better healthy food access than
rural areas. Additionally, the socio- economic factors also had a profound impact on the results.
Their findings can be useful for helping decision-makers and planners to develop strategies to improve
healthy accessibility. In a separate study, Zhao et al. [20] developed an approach by using ordinary
least squares regression model and LiDAR data to extract the surface temperature of the buildings
roofs in urban areas. Their results showed that there is a significant relationship between the daytime
roof temperature and spectral attributes such as slope, aspect, and trees. Whereas, the night-time
temperature was only affected by the roof’s spectral attributes and slope.
Ruths et al. [21] designed a local spatio-temporal model based on mobile measurements and
a multiple regression algorithm to predict ultrafine particles and black carbon (BC) concentrations
emitted from road traffic. Their results indicated a good agreement between the predicted and
measured values at the microscale level. However, this model lacked spatial information such as maps.
Many commercial models have been used to predict traffic emissions. For example, Borge et al. [22]
evaluated traffic emissions (e.g., NOx and PM10) based on a commercial microscale-level simulation
model combined with a spatial model. The traffic volume and vehicle speed were used as the model’s
parameters. Their results were presented based on the microscale level, grid (5 × 5) m2. This type of
model reflects the actual conditions of traffic and the air quality and can be used to support the emission
mitigation on hot spot areas. Although this model can effectively predict traffic emissions, it is very
costly and requires a high level of experience. The most recent models are the machine learning models,
which are widely used in prediction analysis to produce accurate results. Suleiman et al. [8] used the
neural network (NN) model to evaluate the impacts of traffic conditions on PM10 concentrations in
urban areas based on parameters such as traffic information, road types, and weather information.
Their findings indicated that the hourly vehicular emissions were the main factors that contributed
to the prediction of PM10. This model can be used as an effective air quality management tool
based on various scenarios. Moazami et al. [23] developed a methodology based on uncertainty
analysis by using a support vector machine for regression (SVR) model to predict the next day’s
concentration of CO. Different datasets were trained to find a suitable dataset to be used in the proposed
methodology, which involved weather information and background pollutants such as CH4 and PM10.
The authors compared their results with NN models. Their results showed that the SVR model has less
uncertainty in CO prediction than the NN model. This methodology can be generalised for modelling
in other fields of sciences. The main limitation of this model is the lack of spatial representation
of the predicted CO. Nieto et al. [24] presented a method based on SVR technique in an urban area
(Northern Spain) at the local scale to predict air pollutants such as NO, CO and PM10 based on historical
data. The authors obtained a high correlation coefficient of 0.9088. Although this study showed good
agreement between the predicted and the measured concentrations of pollutants at the local scale,
it lacked spatial information. In a separate study, Awad et al. [25] developed a model based on the SVR
algorithm and big data. They recorded approximately 24,301 samples from 368 monitoring locations
to predict fine particle matter and BC. Their results showed good accuracy, which reached up to 87%
in the cold season and 79% in the warm season. This model can be utilised in the short- and long-term
prediction of BC concentrations. This study presented prediction maps in low-spatial resolution.
Nowadays, the development of computer infrastructure (hardware and software) has led to the
creation of a new generation of models called hybrid models. These models improved the performance
of traditional models and increased the prediction accuracy. Zhou et al. [26] developed a hybrid model
by combining SVR and ant colony optimisation (ACO) to estimate NOx emissions in urban areas.
In this study, the optimal model’s parameters were selected based on the ACO model. These optimal
parameters increased the prediction accuracy compared with the single SVR model. Sun et al. [27]
developed a hybrid model by combining the least square support vector machine (SVM) model and
principal component analysis model to predict daily PM2.5 concentrations. Their results showed
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that the proposed model outperformed the single least square SVM model in the forecasting process.
A high correlation of 0.90 for the CO pollutant was recorded. However, this model did not provide
a spatial representation of data. Moreover, it required programming skills and high level of experience.
In a separate study, Wang et al. [28] developed a hybrid model based on artificial neural network
(ANN) and SVM to estimate SO2 and PM2.5 by using historical air quality data and meteorology
information recorded from monitoring stations. The study indicated that the application of two stages
of prediction approaches can improve the accuracy of air pollution prediction. Although these studies
showed the good performance of hybrid models, most of them focused on the statistical results;
they neglected the spatial representation of the prediction results. Therefore, several studies were
conducted to fill this gap by developing spatial models based on statistical models. Zheng et al. [13]
developed a semi-supervised approach by combining the ANN model and linear-chain conditional
random field model to produce real-time and fine-grained air quality prediction maps. They used big
size of data obtained from air quality monitoring stations for meteorology information. Traffic data
were collected based on field surveys using global positioning system techniques by calculating the
trajectory of vehicles. By contrast, the land use and road network were extracted from GIS data.
The final results were presented based on a spatial grid with spatial resolution of 1 × 1 km2.
However, these models should be designed properly to effectively consider modelling multifactor,
uncertainty and nonlinearity. Although many researchers have attempted to solve these issues,
they mainly focused on modelling at large areas with big data [29–31]. Thus, on-road spatial modelling
of traffic emissions (e.g., CO) at the microscale level remains a challenging topic in the transportation
field and needs further investigations.
To solve the issues of CO modelling at the microscale level, this study proposes a GIS-based
solution considering toll gate locations and characteristics as factors in addition to other factors
mentioned in the literature. The proposed model integrates metaheuristic optimisation methods
and machine learning models to handle modelling with few examples and avoiding transferability
problems. The metaheuristic optimisation such as correlation-based feature selection (CFS) can find
the best predictors of CO in a relatively short time compared with other grid search-based methods.
On the other hand, machine learning models such as SVM are suitable for modelling with few
examples. In addition, integrating these techniques in a single processing pipeline for modelling CO
concentrations at highways and toll gate areas is beneficial as the advantages from both methods will
be obtained.
The main advantages of the solution are modelling with small data, relatively high accuracy of
prediction and the provision of explanation on how traffic emission levels vary at toll gates where
workers can become seriously affected. Other advantages include easy implementation in GIS software
where users (non-experts) can use for rapid assessment of traffic pollutions. The users can also
modify the GIS models to fit their requirements and needs. On the other hand, the integration of
metaheuristic optimisation and advanced machine learning models can help improve the prediction
of CO concentration levels on highways and toll gate areas. The findings of this work are expected
to be useful for decision-makers, transportation agencies and academicians in transportation and
environment fields.
3. Materials and Methods
3.1. Study Area
The study area is located near the Jalan Duta toll plaza, which connects the North-South
Expressway (NSE) and Duta-Ulu Klang highway. This area falls within a densely populated area in
Kuala Lumpur, Malaysia (Figure 1). The NSE is the longest expressway in Malaysia (approximately
772 km in length). It connects the Malaysian–Thai borders and Johor Bahru city. This expressway
connects many major cities in the Peninsular Malaysia. Moreover, the NSE is important for trading
and tourism activities. The speed limit on the expressway is 110 km/h (68 mph). A study area was
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selected from the NSE and the surrounding area to achieve the objectives of this study. The selected
site contains road network, a toll plaza area, and residential and commercial areas, which make it
suitable for traffic emission-related studies.Sustainability 2018, 10, x FOR PEER REVIEW  5 of 18 
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3.2. Method of CO easurement
Road traffic CO samples, traffic flo i f t c lection are important for
comprehensive road traffic CO odel i [ ]. ri e ethods of co lecting
traffic data fro t i considered the distribution of air quality samples and their quality
as the most important aspect [ ,34]. Variations in the traffic CO samples and sampling design
significantly affect the accuracy of inter l ti t s l l c ti s. eference [35] stated that point
density should be sufficiently high to reach an adequate accuracy of interpolation results. On the ot er
hand, too many points should be avoided to reduce the computation time of the traffic CO software.
Most importantly, the density of traffic CO samples should be adjusted considering the traffic CO
propagation characteristics. In the current study, the road traffic CO data were collected according to
a procedure given by Reference [36]. The method was applied based on spatial analysis by randomly
generating traffic CO measurement locations. This procedure creates the optimal number of traffic CO
samples compared with the area of the studied region.
Firstly, three layers (i.e., residential, commercial, industrial) from land use were extracted.
They were converted into points with a spatial constraint to force generate them inside the land use
polygons. Next, the density of points was estimated using a 150 m search radius, and the resolution
of output density raster was set to 25 m. Afterwards, the three density rasters were combined using
different weights (residential = 3, commercial = 2, industrial = 1). Next, a combined density raster was
generated covering the study area. The combined density raster was rescaled by a linear method from
0 to 1, producing the inclusion probability raster to be used to select traffic CO samples in the study
area. Then, spatially balanced points were generated within the survey area by utilising the inclusion
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probability raster. The number of points generated depends on the total length of road networks in
the study area. Furthermore, it depends on the cost of the project and the traffic emission instruments
involved in data collection. The generated points are distributed within the boundary of the study area.
Therefore, additional processing steps were required to refine the generated points to select the final
traffic CO samples based on the transportation features. Tessellated grids were generated covering the
study area by a grid size of 25 m. The grids that intersect with the generated points and transportation
features were selected, and the remaining tessellated grids were removed. Subsequently, the final road
traffic CO samples were chosen within the remaining tessellated grids and on transportation features.
3.3. CO Data
The vehicular CO emissions were observed on the field by using low-cost equipment,
GasAlertMicro 5 gas detector/1 ppm resolution and CO measurement precision 0.1 ppm. Traffic flow
data and weather information were simultaneously collected using digital cameras for traffic flow
information: Data loggers (HOBO MX2301 Temperature/RH Data Logger) with accuracy of +/−0.2 ◦C
and +/−2.5% RH for weather data. Figure 2 shows the sampling procedure. Vehicular CO detectors
were installed accurately in the sample locations using GPS equipment. A GPS device (eTrex® 10) was
used to observe the coordinates for each sample locations and manually verified using the prepared
land use maps. The vehicular CO values were measured two times a day during weekends and
weekdays. The vehicular CO emissions were measured during daytime (6:30 a.m. to 8:30 a.m. and
11:30 a.m. to 1:30 p.m.) and evening-time (6:30 p.m. to 8:30 p.m. and 11 p.m. to 12 midnight).
In addition, traffic data (i.e., sum of cars, sum of heavy vehicles, and sum of motorbikes) and weather
information (i.e., relative humidity, temperature, wind speed, and wind direction) were simultaneously
collected with traffic CO concentrations in the study area.
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3.4. Vehicular CO Emis ion Prediction odel
In this section, we wil describe the r re iction model based on the
integration of the SVR model and I . i sion of CO descriptor, weather factors,
traffic flow condition and elevation i f r l i . A cordingly, SVR is briefly explained,
and the proposed structure of the SVR odel is r ra l ethodological flow chart is
shown in Figure 3.
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3.4.1. Vehicular CO Emission Descriptor and Traffic Parameters
The main purpose of the proposed model is to simulate and predict the CO emitted from vehicles
at a specific time and location. Vehicular CO values (the dependent parameter) in this study represent
the average of vehicular CO emissions per 15 min [37]. On the other hand, the independent variables
were initially determined and selected based on the literature review by taking into account weather
and traffic characteristics of the study area. These factors contained the number of cars, car ratio,
number of heavy vehicles, ratio of heavy vehicles, number of motorbikes, motorbike ratio, temperature,
relative humidity, wind speed, wind direction, proximity to roads, and elevation. These parameters
are summarised based on statistics in Table 1. Nonetheless, the model factors may not directly be used
as input in the SVR model because some of them may have high correlation with each other, which can
generate a multicollinearity problem, a technical problem that could potentially affect any statistical
model. Moreover, a large number of model predictors can create an overfitting problem, leading to
more complexity in the modelling process. To solve these issues, we developed the model by selecting
the relevant and significant factors via statistical approach based on the CFS model.
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Table 1. Summary statistics of CO emission predictors.
Parameters
Weekdays Weekdays
Mean Min. Max. Std. Dev. Mean Min. Max. Std. Dev.
Sum of cars (per 15 min) 353.9 0 1793 298.91 597.25 0 2800 488.56
Sum of heavy vehicles (per 15 min) 17.48 0 220 24.14 53.82 0 760 106.24
Sum of motorbikes (per 15 min) 26.62 0 112 21.54 36.75 0 242 35.29
Temperature (◦C) 29.3 26 34.33 2.32 29.39 24 33.8 2.79
Relative humidity (%) 81.61 56 94.8 13.05 76.16 50.4 94.9 16.3
Wind speed (mph) 4.55 0 11 3.07 3.87 0 7 2.22
Wind direction (angle/0◦ N, 90◦ E, 270◦ W, 180◦ S) 136 0 350 116.24 165 0 360 117
Digital Elevation Model (DEM) (m) 66.2 41.58 106.75 12.8 66.2 41.58 106.75 12.8
Proximity to roads (m) 11.16 3 174.02 26.13 11.16 3 174.02 26.13
3.4.2. CFS Model
The CFS model is a famous filter algorithm used for feature selection based on correlation function;
it can be implemented based on the free source software WEKA 3.8 [38]. This algorithm is characterised
by the selection of subgroups, which contain features that are strongly related to the specified class
without any correlation with each other. On the other hand, the features that have low correlation
with class ought to be neglected. Moreover, the repetitive features are checked out as they will be
exceptionally related with at least one of the other features. The acknowledgement of a feature will
depend on the degree to which it predicts classes in territories of the instance space not as of now
anticipated by different features.






k + k(k− 1) −
r f f
(1)
where Ms is the heuristic ‘merit’ of a feature subset S containing k ‘feature class’,
−
rc f
is the mean of
feature-class correlation (f ∈ S), and −
r f f
is the average of feature-feature intercorrelation.
3.4.3. SVR Model
The SVR model is one of the supervised classification methods used for regression and
classification issues based on its significant ability to be universal approximates of multivariate
task at any degree of accuracy [39]. This method generalises to solve regression problems [40]. SVR is
used to estimate dependent variable y based on a set of independents x, as shown in Equation (2):
y =
(
wT .Φ(x) + b
)
+ noise (2)
According to the SVR algorithm, the regression model parameters are the noise, which is
represented by the error tolerance (ε), vector of coefficient w and the constant b. On the other hand,
Φ represents the kernel function, which is used to transform the data to the high-dimensional feature
space in order to make these data more separable than the original input space. The task is then to
find a functional form for wT .Φ(x) + b. Then, Equations (3)–(5) were obtained based on the tuning of













wT .Φ(xi) + b− yi ≤ ε + ξ .i (4)
ξ .i . ξ .i ≥ 0 . i = 1. . . . .N (5)
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where C indicates a positive constant that determines the degree of penalised loss when a calibration
error occurs; N is the sample size; and ξ .i and ξ .i are slack variables specifying the upper and lower
calibration error subject to ε, respectively [41].
3.5. Proposed Model for Traffic CO Prediction
3.5.1. Proposed CFS-SVR Model
This model was designed (Figure 4) based on the combination of two statistical algorithms:
CFS algorithm and SVR model. The first step is to select the model’s most relevant variables. The next
step is to apply regression analysis based on SVR model in order to generate final weights, which will
help estimate road traffic CO concentrations depending on the model’s parameters. According to the
best validation accuracy achieved by a model with seven input parameters instead of 12, the final
model architecture was considered for traffic CO prediction in the study area. The optimal parameters
are the sum of cars, sum of heavy vehicles, sum of motorbikes, temperature, and relative humidity.
The output is the average of the traffic CO concentration (ppm).
The CFS model is an indicator of the relevance power between predictors and the predicted
value. It has the ability to rank these predictors and select the best predictors. According to the results,
the highest correlation (0.82) was found with the number of heavy vehicles. By contrast, the lowest
correlation (0.002) was found with the proximity to roads.
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3.5.2. GIS Model
The GIS model (Figure 5) was designed to spatially represent the predicted CO concentrations
emitted from traffic on the road network, highway, and toll plaza area. It was designed based on
the implementation of the final regression equation resulting from the CFS-SVR model. The model’s
parameters were converted from the statistical form into Geodatabase by connecting the samples’
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attribute with their locations that were determined using GPS. The parameters were converted to
raster form based on geostatistical interpolation (IDW interpolation) for the weather and traffic flow
information. We selected the IDW technique because IDW provides a significantly higher degree
of correlation than Kriging and Spline methods. On the other hand, the Kriging and Spline results
show a higher distortion in the interpolation results than IDW [42]. The elevation information derived
from DEM was generated from LiDAR data. The proximity to roads was created based on spatial
analysis techniques and the Euclidean distance. The model’s parameters were integrated within GIS
environment based on the overlying analysis and the regression equation that was automatically
resulted from the CFS-SVR model. They were spatially applied on the high-resolution grid, (5 × 5) m2,
to predict the road traffic CO on the unsampled areas. Each grid has value based on the intersected
parameter values that will present the variation in traffic CO values and will illustrate the distribution
of traffic CO concentration in the study area.
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4. iscu sions
4.1. redictio esults
4.1.1. Contribution of Vehicular CO Predictors Analysis Using CFS
e e elo ed odel parameters have different contribution levels in the average of road
ve i l issions in the study area. According to CFS analysis, the model chose seven
para et i st of 12 based on the ef ectiveness of predictors. The predictors used in the model were
temperatur , wind speed, number of ca s, he vy v hicles, eavy vehicle ratio, number of motorbikes,
and elevation. Statistics indicated that these parameters were the b st for predicting traffic CO variation
in the dataset. Overall, the emitted CO was highly correlated with traffic volume data.
4.1.2. Results of Vehicular CO Prediction Model (CFS-SVR)
Two SVR models were trained and validated. The first model was trained without combining with
the CFS model based on 12 parameters (i.e., number of vehicles, number of heavy vehicles, number
of motorbikes, car ratio, heavy vehicle ratio, motorbike ratio, temperature, humidity, wind speed,
wind direction, DEM, and proximity to roads) to produce the predicted CO concentration. The second
model was trained by combining both the SVR and CFS models with only seven parameters that
resulted from the CFS model (number of vehicles, number of heavy vehicles, number of motorbikes,
heavy vehicle ratio, motorbike ratio, temperature, wind speed, and DEM). The CFS model was utilised
to increase the accuracy of the SVR model results by selecting the best parameters to predict the traffic
CO in the study area. Table 2 shows the comparison between results before and after the combination
between the SVR model and the CFS model. According to the training results, the results of the SVR
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model were improved based on the combination with the CFS model. The validation results showed
that SVR produced 69% and CFS-SVR produced 78%.
Table 2. Comparison between results before and after the combination of the SVR model and
CFS model.
SVR Model CFS-SVR Model
No. of parameters 12 No. of parameters 7
Correlation coefficient 0.9675 Correlation coefficient 0.9734
Mean absolute error 1.4337 Mean absolute error 1.3172
Root mean square error 2.4449 Root mean square error 2.156
Relative absolute error 25.73% Relative absolute error 23.87%
Root relative square error 25.82% Root relative square error 22.93%
Total number of instances 196 Total number of instances 196
4.2. Results of the Spatial Prediction of Vehicular CO
The final regression equation was created by using the proposed model (CFS-SVR) based on
the sum of the collected data during weekends and weekdays (daytime, night-time) to generate
coefficients of the model’s parameters. This equation was used to simulate prediction maps at daytime
and night-time during weekends and weekdays. The SVR equation shown below (Equation (6)) was
based on the integration between CFS and SVR models:
Road = − 0.008 × Temperature + 0.0472 ×Wind speed + 0.0117 × cars
+ 0.0636 × Heavy vehicle + 0.0042 × Heavy vehicle ratio
+ 0.0004×motorbike − 0.0184 × Elevation + 2.0789
(6)
GIS modelling was applied based on the developed regression equation and the model’s
parameters multiplied by their coefficients and their locations on the map by using a very
high-resolution grid, (5 × 5) m2. GIS modelling was used to produce prediction maps (Figures 6
and 7) at the microscale level, at different times per day (daytime, night-time) during weekdays and
weekends. The prediction maps (Figures 6 and 7) showed that the vehicular CO emission values were
very high during weekdays because of traffic congestions that occurred at peak hours in the morning
compared with those recorded during daytime through a normal traffic flow. Meanwhile, the highest
vehicular CO concentration during weekdays at daytime was 78 ppm, which decreased to 11.8 ppm
during weekends at day time. On the other hand, the highest value at night-time was recorded
during weekdays (63.5 ppm) and weekends (36 ppm). From the prediction maps, the vehicular
CO spatial distribution is more concentrated near the toll plaza area than other areas because of
the heavy traffic congestion at toll gates. However, the lowest vehicular CO values can be seen
closer to residential areas than highways and major roads, which reached 0 ppm or closer to 0 ppm.
The modelling results showed a significant variation in the vehicular CO values between the weekends
and weekdays, indicating that there is a high correlation between traffic congestions and vehicular CO
values. The vehicular emissions increased because of traffic congestions.
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4.3. Validation of the CO Prediction Maps
The validation process was applied based on root mean square error (RMSE) and testing data.
The predicted values were compared with the observed values (Figure 8). According to the testing
data, the correlation coefficient was 0.9345, the mean absolute error (MAE) was 1.44 ppm, and RMSE
was 2.37 ppm. The lowest correlation between predicted and measured values was calculated during
weekends at daytime (which was 86%), and the highest correlation obtained was 92% during the work
day at daytime.
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4.4. Co pariso it t
A co parati t t een FS-SVR and a linear regre sion (LR) model,
which is considered a simple model an does not require a high level of experience for implementation.
The LR model generated a statistical equation based on the total input parameters and the selected
parameters based on the CFS mo el. T e LR model is s own in Equation (7).
Traffic CO = 0.11 × Number of heavy vehicles + 4.62 (7)
T ble 3 shows the comparison resul s be ween the CFS-SVR model and th LR odel based on
the training dataset. The results showed tha the proposed model had a better performance than
the LR model. The corr l tion coefficient based on the LR model was 0.9191, MAE was 2.9067 ppm,
RMSE was 3.7032 ppm, relative absolu e error was 52.68%, and root relative square error was 39.39%.
Figure 9 shows the comparison amongst the three models ( eveloped CFS-SVR model, tr ditional
mod l, and simple LR model), where the high st RMSE was detected in the LR model (12.2 ppm),
and the lowest value was detected in the CFS-SVR model (0.008 ppm).
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Table 3. Comparison of results between the CFS-SVR model and LR model.
CFS-SVR Model LR Model
Correlation coefficient 0.9734 Correlation coefficient 0.9191
Mean absolute error 1.3172 Mean absolute error 2.9067
Root mean square error 2.156 Root mean square error 3.7032
Relative absolute error 23.87% Relative absolute error 52.68%
Root relative square error 22.93% Root relative square error 39.39%
Total number of instances 196 Total number of instances 196
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5. Conclusions
Vehicular emissions (e.g., CO) are one of the major sources of environmental pollution in urban
areas, where road networks, intersections, and toll plaza areas are present. Vehicular emission
prediction models and spatial models are used to assess the impacts of vehicular emissions from
different types of vehicles on human health and the environment. In this study, a hybrid model was
developed based on the integration of three models: CFS, SVR, and GIS. The hybrid model could
accurately predict the vehicular CO (80.6) and obtained the lowest RMSE (2.156 ppm). The default
model parameters were 12 parameters. After the implementation of the CFS model, the model
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eliminated the proximity to roads, car ratio, motorbike ratio, relative humidity, and wind direction as
factors, because they were not correlated with CO.
GIS modelling was applied based on the parameters derived from LiDAR data, and GIS layers
were extracted from interpolation techniques to produce prediction maps for different times per day at
the microscale in the study area. The simulated vehicular CO concentrations ranged from 78 ppm near
the toll plaza area to 0 ppm far away from the toll area. According to the prediction maps, a spatial
variation was detected between traffic CO concentrations, where the highest values were concentrated
near highly congested areas, whilst the lowest values were distributed far away from areas with
traffic activities.
Both vehicular CO statistical modelling and GIS techniques are important tools for transportation
planning and traffic emission evaluation. Prediction maps can be efficiently used as decision-making
tools in order to propose suitable solutions for reducing traffic jams in toll plaza areas, highways,
and road networks. For example, in toll plaza management, advanced systems can be used instead of
the current ones. As vehicular emission pollution assessment by governmental or private agencies is
very complex and expensive due to the requirements of experts and advanced systems, the proposed
models are inexpensive and easy to apply for assessing vehicular CO impacts. Moreover, vehicular
CO pollution levels change based on traffic conditions and the number of vehicles. Therefore, periodic
assessment of vehicular emissions through governmental or private agencies is required. On the other
hand, selecting the parameter simulations of the best model is very effective to mitigate data collection
works, which saves time, cost, and efforts. Moreover, it can reduce the computation time. On the
other hand, GIS modelling is useful for non-expert users to perform traffic CO impact assessment in
different applications. The limitation of this study was the complexity of data collection from the field.
This type of models can be developed by applying the most recent techniques, such as deep learning
algorithms, to improve the accuracy of the prediction results.
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