We propose a method of optimization of asset allocation in the case where the stock price variations are supposed to have "fat" tails represented by power laws. Generalizing over previous works using stable Lévy distributions, we distinguish three distinct components of risk described by three different parts of the distributions of price variations: unexpected gains (to be kept), harmless noise inherent to financial activity, and unpleasant losses, which is the only component one would like to minimize. The independent treatment of the tails of distributions for positive and negative variations and the generalization to large events of the notion of covariance of two random variables provide explicit formulae for the optimal portfolio. The use of the probability of loss (or equivalently the Value-at-Risk), as the key quantity to study and minimize, provides a simple solution to the problem of optimization of asset allocations in the general case where the characteristic exponents are different for each asset.
Introduction
Despite quite a number of early insightful studies [35, 24, 25, 18, 33] , the fact that many natural phenomena must be described by power law statistics has only been fully accepted in the past ten years. Correspondingly, an intense activity has developed in order to understand both the physical content of the mathematical tools devised by P. Lévy [22] and others [19] , and the origin of these ubiquitous where the power laws hold only on the tail of the distribution, i.e. on the most notable events which have an immediate meaning for all operators on the financial markets, or are characterized by different exponents (possibly larger than 2), i.e. are not stable in the sense of Lévy. We also propose, loosely speaking, to replace the standard return/risk ratio by a return/(probability of large losses) ratio. Our basic idea being that "risk" should be decomposed into three distinct components: unexpected gains (to be kept), harmless noise inherent to financial activity, and unpleasant losses, which is the only component one would like to minimize.
The paper is constructed as follows: in the first section, we introduce notations and specify the class of probability distribution (or probability density) that we shall adopt for the description of real data. In Sec. 2, we shall propose a generalization of the notion of covariance of two random variables which is adapted to large events. In Sec. 3, important results on the addition of power-law distributed random variables will be recalled (heuristic proofs are given in the Appendix A), and used in Sec. 4 to establish our results on optimal portfolio in the extended sense mentioned above. Section 5 discusses the applicability of these ideas, and present a concrete example of portfolio optimization. This paper is not claiming mathematical rigour, but rather discusses these topics in an intuitive, and hopefully useful, manner.
Power-Law Distributions
Let us denote by v the (daily, weekly, monthly, . . .) variation in the value of a given asset. Any progress on the problem of asset allocation depends on the determination of the mathematical form for the probability density P (v) of v's, since it controls the existence or not of mean return and variance. As recalled above, the repeated observations of a strong anomalous leptokurtosis has led to the proposal that the "Gaussian paradigm" should be replaced by the "Lévy paradigm". Considering Lévy laws is a natural step, since they are characterized by power-law tails and are stable, as is the Gaussian distribution, with respect to the addition of variables. The first property gives hope to take into account the large observed fluctuations and corresponding leptokurtosis. The second one ensures that the mathematical description is invariant with respect to the chosen time step (daily, weekly, monthly, . . .) and leads to the property of stationarity. However, we shall not take a dogmatic point of view but rather let us guide by empirical data, in particular allowing for deviations from a Lévy distribution.
Here, we will thus explore the more general situation where, for large enough positive and negative variations v of the asset price, the probability density P (v) is a power law:
C + (resp. C − ) is the scale factor for the positive (resp. negative) price variations. µ + (resp. µ − ) is the exponent of the tail of the probability density for positive (resp. negative) price variations. Notice that µ (when µ + = µ − ) can be identified with the index α for the particular case where
This form is compatible with recent empirical studies [42, 27, 32, 29, 10] which suggests that an appropriate description of price variations involve Lévy distributions. In fact, this might be too restrictive and a more flexible description might be needed, involving power tails with exponents larger than 2 (i.e. not stable) [13, 23] or rather cross-overs from a power law to an exponential behavior, leading to a "truncated Lévy distribution" [29, 28, 10, 11] . In this respect, it is interesting to note that the limit µ → ∞ formally corresponds to exponential tails [11] .
The expression (2.1) provides an interesting and useful parametrization because robust statistical tools can be used to extract the exponent µ and scale parameter C on a relatively small data set [44, 17, 1, 20, 16, 15, 14, 13] . We would like to mention in particular the "rank ordering" technique pioneered first by [44] which puts the emphasis on the analysis of the tails of distributions (see [40] for a recent review). For the practical implementation of our proposed asset allocation strategy, we will use this method to retrieve the values of the exponents and scale parameters.
The scale coefficient C ± will play a crucial role in the following: it reflects the scale of the fluctuations of the price variations v. More precisely, the order of magnitude of the largest event out of N drawn from the distribution (2.1) is given by the condition
for the typical largest positive variation and
for the largest negative variation. Another interpretation of C ± , which will be exploited in the sequel is the following: the total probability of observing events larger than a certain value is proportional to C ± . Indeed, the probability for a loss (resp. gain) larger than a certain value λ is given by
The power law (2.1) structure of the probability density P (v) describes a self-similar process, i.e. one for which no intrinsic characteristic scale exists. Although no precise model has been proposed to explain this in finance (see however [4, 41, 21, 5] ), this seems to be a rather reasonable assumption, at least in a restricted range of variations, by analogy with other collective systems. This assumption may however break down at large variations, pointing out the possible existence of characteristic scales. For example, the power-law tail is bound to break down ultimately beyond some characteristic value v max , where some extrinsic mechanism might operate such as quotation suspension or market closure, or some intrinsic feedback mechanism, leading to a faster decay (e.g. exponential) beyond v max .
It is easy to see (from its very definition) that the qth moment of P ceases to exist as soon as q ≥ µ. In particular, the mean of the distribution is formally infinite when µ ≤ 1. Similarly, the variance of the distribution is infinite when µ ≤ 2. In fact, because of the "cut-off" mechanism just described, the mean (resp. variance) will remained well defined even for µ ≤ 1 (resp. 2), but proportional to the cut-off v
a hence in these cases, the mean (resp. variance) is obviously not the interesting quantity to consider since it is unrelated to the typical order of magnitude of the variations (resp. their fluctuations). Note that even for µ > 1 (resp. µ > 2) but not too large, the mean (resp. variance) remains a tricky notion to use in applications, since its determination from a time series of length N converges only slowly towards the theoretical value. As already shown, the largest variations scale as v max ∼ N The important practical implication is that, if N is not very large, these basic parameters for the determination of an optimal portfolio within the usual Gaussian framework are changing with time -leading to rather strong instabilities in the optimal weights. Let us illustrate further the importance of the slow convergence of the mean (or of the variance) even in cases where their mathematical convergence is ensured, with applications to real data in mind. Suppose that a given stock can be described by a µ-variable b with µ = 1.5, which is an oft-cited value [42, 24, 25, 26] . Since µ > 1, v is a priori well defined. We have generated 1000 samples of 500 variable v > 0 sequences each distributed according to Eq. (2.1) with µ = 1.5 and C such that the theoretical average value of v is v = 3/2. We have then determined the empirical average value either directly, or by reconstructing the distribution using the rank ordering method [44, 40] and computing analytically this mean value using the empirical values of µ and C. The results are v direct = 1.54 ± 0.12 and v reconstructed = 1.50 ± 0.07, to be compared with v exact = 1.50. In the following, we shall thus use the rank ordering technique to extract from a given time series the parameters µ, C + , C − and do the calculations from the reconstructed distributions.
Tail Covariance. Generalized β Model and Multifactor Models
The diversification of extreme risks is only possible if large events are to some extent uncorrelated. An important step towards obtaining a useful portfolio theory is thus to generalize the usual notion of covariance to the "tail" of the distributions. Since any definition of covariance is bound to involve products and linear combinations of the price variations of different assets, we need to use the toolbox which is available for the determination of the statistical properties of sums and products of µ-variables.
The properties, that will be useful for our purpose are the following (a brief derivation is given in Appendix A):
1. If w i and w j are two independent µ-variables, characterized by C
If w i and w j are two independent µ-variables, then the variable x = w i w j is (up to logarithmic corrections) a µ-variable. Intuitively, this means that cases where x is large corresponds to cases where -say -w i is large and w j takes typical values in the central part of the distribution. Cases where both w i and w j are very large are negligible, since these are uncorrelated variables.
Generalized "one factor" β-model
In order to progress, consider a particular model of correlation between all assets, which is a generalization of the well-known β-model [31] . Following previous works [18, 38, 2, 6], we assume that v i (the daily, weekly, monthly,. . . variation of asset i) has a part which reflects a common evolution of all assets, and a part which is intrinsic to each asset, i.e. using property (1) above:
where w 0 and {w i } are independent µ-variables with C ± (w 0 ) ≡ 1 and C ± (w i ) ≡ γ ± i . This model was in fact first proposed by Fama [18] in the present context of strongly fluctuating assets. The aim is thus to extract the set of parameters β ± i and γ ± i from the data. In this goal, let us study the product v i v j , whose probability distribution constitutes, in the power-law world, the natural generalization of the covariance.
c Using properties (3) and (4), one finds the following result, expressed c Other generalizations were proposed in the context of stable laws, in particular the "covariation" discussed in [37] and recently applied to construct a "Stable" CAPM model in [7] . Its intuitive meaning is however, at least to our eyes, less transparent than our own definition, which explicitly measures the correlations between large events only, while to "covariation" picks up contributions from the "core" of the distributions, and mixes positive and negative variations.
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which shows that the tail of the distribution of v i v j is dominated by the first term, and will directly be sensitive to the product β i β j . More precisely, a rank ordering analysis of v i v j should give a slope of − 2 µ and a C ± ij proportional to (β
From the set of all C ± ij , one then checks first whether or not the "one factor" model is sufficiently accurate, and, if it is, determines all the β ± i . From the direct rank ordering analysis of the individual v i , one also has the values of C ± i , from which, using (1), one finally gets
Note that for the number of equations to equal the number 2M of unknown, where M is the number of assets taken into account, one has to choose a particular asset i 0 as the reference, i.e. set γ ± i0 ≡ 0.
Generalized "multi-factor" model
More generally, one can easily envisage the case where the assets v i are linear combinations of M independent µ-variables w α , α = 1, . . . , M, each characterized by a tail amplitude C − α . Since the sum of µ-variables is still a µ-variable (point 1 above), we can write, for v i → −∞:
The tail covariance of assets i, j is then given by
, which indeed gives back the usual definition of the covariance matrix in the "gaussian limit" µ = 2 if one identifies C 2 with the variance (as it should). The empirical determination of the "tail covariance matrix" C ij (using the method explained above) then enables one to obtain the matrix A = a α i , since the matrix A
•µ/2 (where •µ/2 means that each element of the matrix is raised to the power µ/2) is the orthogonal matrix allowing one to diagonalize C − ij ; its eigenvalues being the C − α . This procedure constitutes the natural generalization of the calculation of covariance in the presence of power-law distributions of asset price variations. With this in hand, we can now turn to the determination of the "extreme risk optimized portfolio".
Optimal Portfolio Theory for Strongly Fluctuation Assets
Consider a given portfolio P characterized by the set of {p i } i=1,M , 0 ≤ p i ≤ 1, giving the weights of M different assets, with of assertions (1,2) above, the value V of the portfolio, given by V = M i=1 p i v i , is a µ-variable with a scale parameter given by
This result generalizes to arbitrary µ and to assymetric distributions a result first obtained by Fama [18] . By arbitrary µ, we mean, not only µ < 2 characterizing stable Lévy distributions but, also µ ≥ 2; and in particular the limit case µ = ∞ which formally corresponds to exponential tails [11] , for which the central limit theorem holds and ensures well-behaved asymptotic convergences. We have already pointed out that, even in this case, the determination of the mean return and variance could be ill-conditionned (see below for an extension of this discussion). Note that our taking account of the assymetry of the distributions is automatically done by considering separately the tails for large positive and large negative variations v. We thus avoid the rather delicate problem of the determination of the assymetry parameter of stable Lévy distributions which fit best the asset time series. Another interest in calculating separately C + P and C − P will be obvious in the sequel in order to define quality ratios, generalizing the Sharpe ratio. C − P is the amplitude of the large loss part of the distribution of returns for portfolio P, and C + P the corresponding amplitude for the large gain side. More precisely, the probability for a loss (resp. gain) larger than a certain value λ is given by
What should be the strategy underlying the determination of the optimal portfolio? In the context of stable Lévy distributions with µ ≥ 1 for which the mean exists mathematically, Fama has first proposed to minimize C P at fixed average return, the solution of which has been provided by Samuelson [38] . This idea is the most natural extension of the standard Markowitz portfolio model [30, 39, 31] , which consists of minimizing the variance of expected returns at fixed average return. Indeed, as can be seen straightforwardly from the expression of the characteristic functions of stable Lévy distributions, the coefficient C P of the Lévy distribution degenerates into the variance of the Gaussian law which corresponds to the special borderline stable law with µ = 2. Arad [2] has reviewed a variety of alternatives always written in terms of two parameters (return-risk), involving for instance linear combinations of mean and variance, or considering the probability of return larger than a minimum value. Inspired by the intuitive meaning of the Sharpe ratio, Bawa et al. [6] have proposed that the optimal portfolio would be that which maximizes the ratio of the average return (minus the return of a riskless asset) divided by the scale parameter [C P ] 1/µ of the portfolio. This is again directly inspired by the standard strategy used for normally distributed returns which consists of maximizing the Sharpe ratio, since the coefficient C P of the Lévy distribution maps to the variance of the Gaussian law for µ = 2.
Following a similar vein, we propose that the optimal portfolio is characterized by the set of {p i } i=1,M , such that C − P is minimized. This minimization must be done with some other constraints, for instance, for a given value of the expected return R = M i=1 p i R i , where R i is the expected return of the ith asset. Another possibility is to minimize C − P while maximizing the probability of large gains which is proportional to C + P . This will give the generalization of the "efficient frontier" in the usual portfolio theory and can be called a "tail chiseling" technique: the frequency of very large, unpleasant losses is minimized for a certain level of return. Note that, if this looks quite similar to previous works, there is a fundamental difference: we do not attempt to minimize the global coefficient C P of the stable Lévy distribution taken as the best representation of the whole distribution of price variations; this strategy, common to Fama, Samuelson, Arad and Bawa et al., follows the idea that it is better to have less fluctuations (both in gains and in losses) than to let the possibility that large losses coexist with large gains. The strategy discussed here focuses specifically on the scale parameter C − P weighting the large losses. In other words, this amounts to minimizing the "Value-at-Risk" of the portfolio, which is the value of λ corresponding to a certain loss probability -say 1%. In this process, since we have separated the analysis of the tails for the positive and negative variations, we are not a priori impeding the potential for large gains.
This strategy is justified by the common observation that losses or gains stem from the behaviour of the portfolio over a small fraction of the total investment period. Take for instance the US S&P500 index, which showed an average return of 16.2% per year over 10 years from 1983 to 1992. Over these 2526 trading days, 80% of the index return stem from the 40 best days (defined as those days where the index rose the most), corresponding to less than 1.6% of the 2526 trading days! Defining a portfolio strategy based on the importance of large gains and large losses should thus aim correctly at the part of the market moves which are significant for the behaviour of the portfolio.
The practical implementation of the minimization of C − P can be performed using Lagrange multipliers, which leads to
with α 0 and α 1 chosen as to ensure normalization of the weights and that R has its chosen value. Following the remark at the end of Sec. 1, we suggest an alternative definition of the average return R i of the ith asset, determined only by the tails of the distribution. It is easy to show that the corresponding "tail" return, which only retains contribution from large events, is given by
Instead of considering the average return given by Eq. (4.14), another interesting criterion to determine optimal portfolio could be to minimize C − P for a given value of C + P . The generalization of Sharpe's ratio to this case is clearly the quality factor
Let us note that these minimization procedures only lead to non-trivial solutions if µ > 1. If µ < 1, it can be shown, for instance by studying the limit µ → 1 from above, that the optimal corresponds to choosing the particular asset with the lowest C − i with weight p i = 1. In this case, as first foreseen by Fama, increasing diversification deteriorates the risk.
The above ideas can be extended to treat cases where assets are characterized by different µ i 's, which is probably important for applications. The idea is still to minimize the probability of losses greater than a certain value λ, obtained simply by generalizing Eq. (4.11):
The difference with the case where all µ are equal lies in the fact that the value of λ is irrelevant in the latter case, but will matter in general. Different loss tolerance levels λ will therefore correspond to different asset allocations. This formula (4.16) quantifies, through the factor 1 λ µ i , the intuition that the allocation of the assets with the smallest µ i 's will be highly susceptible to the investor attitude towards risk (i.e. to the chosen λ). Figure 1 presents an example of the efficiency frontier for a portfolio containing 18 different assets, all characterized by different µ + and µ − . The representation we have used is to plot the average number of days between losses larger than some value (here 2%) as a function of the average return normalized per day. This plot generalizes the celebrated Markowitz-Sharpe variance-return diagram. The line gives the generalized efficient border, defined as the maximum time span without large losses which can be obtained (i.e. equivalently the minimum probability of large losses) for a given expected return.
Our approach has common roots with the "safety first" criterion introduced by Roy [36] , which consists of minimizing the probability of a loss larger than some predetermined value, or equivalently of minimizing the admissible loss threshold (safety level or Value at Risk) given a given low probability of tolerance.
Taming Large Events: . . . Initially discussed in the framework of Gaussian statistics [36] , this criterion has recently been generalized to power-law distributions [14] using extreme probability theory. However, these authors do not address the most general practical problem of finding the best weights p i for constructing the best portfolio as we do here but rather compare a few bond and equity portfolios and propose to select the one which gives the lowest loss probability. No method is obtained to determinate the p i 's. Thus, their method is more a measure of risk than a practical portfolio optimization.
The general (multi-factor) case
Finally, let us give the formulae for the general case where the assets are decomposed in as Eq. (3.9):
The tail parameter of the portfolio is now given by
The minimization of C − P at fixed R now leads to the equation (written in matrix form): 18) with (P) i = p i and (R) i = R i , and α 0 and α 1 are Lagrange multipliers, and ∆ the diagonal matrix made of the C − α 's. Again, the limit µ = 2 gives back the usual Markowitz formulae. The limit µ → ∞ can also be given a precise meaning and corresponds to the case where the tail of the distributions are exponential, which is indeed the case for in the extreme fluctuation regime [11] .
Tail Survival: The Central Limit Theorem and its Limitations
At this point, the alert reader might worry that what we have claimed is in plain contradiction with the central limit theorem, which in fact constitutes the strong argument usually used to justify the standard approach to portfolio optimization. Here again, the cases µ > 2 and µ < 2 must be distinguished. While it is certainly true that for µ > 2, the sum V = M i=1 p i v i converges towards a Gaussian variable in the limit M → ∞ (provided the v i are not too strongly correlated), in the case µ < 2 (infinite variance), V is distributed, in the large M limit, according to a Lévy stable distribution [19, 9] . These Lévy distributions have themselves tails decaying as V −1−µ for large values of V . Hence the above arguments are certainly applicable when µ < 2. Our point is that if M is not very large, our arguments are also relevant for µ > 2. In order to understand this, let us qualitatively explain how the Gaussian limit is approached. When M becomes large, the distribution of V exhibits two regimes: a central part, which is essentially Gaussian of relative width sharpening as M −1/2 , extends up to V ±V * ± , and tails extending from V * to ∞ with precisely the same power as the original variables v i , i.e. as V −1−µ . Hence, schematically,
for V * − < V < V * + (we have assumed for simplicity that the mean value of V is zero) and 20) respectively for V > V * + and V < −V * − , where A M and V * ± are determined by the overall normalization of P (V ), and by continuity of P (V ) around V = ±V * ± . The important point is that V * grows as σ log(M ) when M tends to infinity, i.e., the regime (5.20) disappears in that limit (leaving, as well known, the Gaussian as the limit distribution), but only very slowly. The "anomalous" weight contained in the tails (5.20) in fact decay as
Note that for µ < 2, this weight increases with M signaling the breakdown of the convergence to the Gaussian and the attraction to the µ-stable Lévy distribution.
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However, even for µ > 2 and when M is not very large, the optimization proposed here based on the idea of chiseling the tails of the distribution of returns is quite relevant. Similar arguments in fact apply when µ < 2 in the presence of a finite cut-off V max : only for extremely large values of M the Gaussian will be recovered, while for intermediate M a description in terms of Lévy stable distributions will be adequate (see [28] for a recent discussion of this point).
Conclusion
Let us summarize our main points: many studies point towards the existence of power-law tails in return probability distributions, with a rather low value of the index µ, typically in the range µ = 1.2−1.8, which is usually cut-off above a certain characteristic value V max (beyond which the distribution might also be a power law with larger value for µ 3 − 4 [13, 23] , or more probably an exponential [29, 11] ). This means that the usual concept of variance, although formally well defined, may not be relevant to the situation since it is dramatically sensitive to large events. Even the expected return is not very well defined: for a time series of length N , the relative uncertainty is of order N 1−µ µ ( 10% for N = 1000 and µ = 1.5: see the values quoted at the end of Sec. 1) not to speak about the intrinsic non stationarity of financial time series. We propose here to replace these quantities by their natural analogue in the case of power-law distributions, which are the tail amplitudes C + , C − . This generalization was in fact suggested on formal grounds and for µ < 2 in Fama and Samuelson, but the link with the tail amplitudes, and a systematic method to extract the relevant parameters, was not explicited. We have suggested to use the method of rank ordering to extract the "tail covariance", and proposed explicit formulae for the optimal portfolio in an extended sense, based on the minimization of the probability of large losses. Our main point is to treat separately the tails for positive and negative variations, thus allowing an independent minimization of the probability of large losses, while keeping the potential for large gains. Similar ideas were proposed for option pricing in a power-law world in [10, 11] . Let us also stress that the idea that risk should be decomposed into three components with the probability of loss as the key quantity to study and minimize, provides a simple solution to the problem of optimization of asset allocations in the case where the exponents µ are different for each asset, or even for more general distributions. In general, the optimal portfolio in the sense of the Value at Risk is different for the Gaussian (Markowitz) optimal portfolio.
Appendix. Results on Sums and Products of Power-Law Variables
The central result about µ variables which is used to obtain properties (1-4) quoted in the text is the following. Suppose for simplicity that v is a positive variable, such that
(A.1) where the coefficient d k can be simply expressed as functions of c k 's. This expression generalizes, to arbitrary µ and the positive tail, the canonical form of the Fourier transform of stable Lévy distributions. We retrieve the Lévy distributions for µ < 2 by replacing β by ik. Now the sum of two µ-variables has a distribution whose Laplace transform is the product of the two individual Laplace transform by the convolution theorem. Hence the term proportional to β µ is simply the sum of the corresponding c µ , showing that the C's themselves add up, leading to (1) .
Points (2, 3) are trivial and simply come from a change of variable v → pv or v → v q .
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Finally, if z = v i v j where v i and v j are independent, then
For large values of z, one thus finds 10) which is the result announced in (4). Intuitively, (4) means that cases where x is large corresponds to cases where -say -w i is large and w j takes typical values in the central part of the distribution. Cases where both w i and w j are very large are negligible, since these are uncorrelated variables.
