In many biomedical research contexts, treatment effects are estimated from studies based on subjects who have been recruited because of high (low) measurements of a response variable, e.g., high blood pressure or low scores on a stress test. In this situation, simple change scores will overestimate the treatment effect; and the use of the paired t-test may find significant change due not to the treatment per se but, rather, due to regression towards the mean. A PC program implementing a procedure for adjusting the observed change for the regression effect in simple pre-test-post-test experiments is described, illustrated, and made available to interested readers. The method is due to Mee and Chua (Am Stat, 45 (1991) 39-42), and may be considered as an alternative to the paired t-test which separates the effect of the treatment from the so-called regression effect.
Introduction
The term regression to the mean (or, simply, the regression effect) is used to describe the phenomenon that a variable which is extreme on its first measurement will tend to be closer to the center of the distribution when measured at a later point in time. This phenomenon is exemplified in patients with initially high blood pressure measurements who, if measured on a second occasion, will tend to have more average values at that time. It can be demonstrated in its most simple form if we assume that the first (Z) and second (x) measurements have a bivariate normal distribution with means pz and px, variances 02z and u2x and correlation p. Then the regression function of X on Z, or the conditional expectation of X given that Z = z, is E(XIZ = z) = /Lo + p$(z -p,)
If we rewrite (1) in the form * Corresponding author.
E(XlZ = z) -/.J~ = p$(z -/J,)
it is seen that, for a given z, the expected distance of X from c(x (the left-hand side of Eq. 2) is proportional to the distance between z and Pi, the constant of proportionality being the regression coefficient Pm = P $ Thus we would expect X to be closer to its mean than z was to its, if lfl,zl < 1, i.e., if Ip I < a&,y.
An important special case of(l), which we will need in our development, has been called dynamic equilibrium [l] and is characterized by equal means and variances for Z and X, viz.,
and by a correlation which is somewhat less than perfect ( Ip I < 1). This is a 'no change' model which could be used, e.g., in the situation in which a treatment was applied following a baseline measurement and the treatment was completely ineffective. Nevertheless, the regression phenomenon must still be contended with: in this case
and, as shown clearly by Lord [l] , subjects with sufficiently high (low) values of z are virtually guaranteed to decrease (increase) when the second measurement is taken. Writing this in the form (2)
it is clear that we expect X to be closer to the mean than z, provided only that I p I # 1. Notice that, if z > ~1 and p is positive, we still expect that X -p will be positive, but at a reduced level. In many biomedical research contexts the inclusion criteria for a study will necessarily include that subjects have sufficiently high (low) values of the variable of interest, e.g., high values of blood pressure, cholesterol level, or gingivitis; or low scores on an achievement or physical stress test.
Since such subjects can be expected to change even in the absence of treatment, it is important to correct the observed change for the regression effect to properly assess the portion of the change which may be attributed to the treatment. In this paper we describe, illustrate and make available a PC program implementing a procedure which explicitly adjusts for that portion of the observed change attributable to regression to the mean. The procedure was developed by Mee and Chua [2] , and we will follow them in describing a scenario in which its use would be appropriate.
A typical application
Mee and Chua [2] considered data taken from [3, p. 4761, reproduced in Table 1 below, which was gathered in the following context. High school students in Florida are required to pass a literacy test before they can graduate. Students who do not pass the examination on their first attempt may take a refresher course, and then retake an equivalent test. The problem is to decide whether or not the refresher course was effective in raising the test scores.
Notice first that it would not be appropriate in this situation to do a simple paired r-test. This test fails to account for change due to the regression effect and thus produces a biased estimate of the effect of the course. As we have seen, even if nothing is done between the first and second exams, those individuals who have low scores on the first exam will, on the average, show improvement on the second. We let 2 denote a score on the first test, and X the corresponding score on the second. 2 will be available for all the students in the school; X will be observed only for those students with values of 2 < k, where k is a suitable cut-off point. Nevertheless, we define p and a2 to be the common mean and variance of the pre-and post-test scores which refer to the situation in which all the students take both examinations. Similarly, p is the correlation between the pre-and post-scores when all students take both exams. We let kz and px be the means for the students who actually take both exams; u*z and a2x are the corresponding variances. Assuming that the refresher course is completely ineffective in raising test scores, because of the regression effect, we do not expect that the differences X -Z will be zero. In fact, the expected difference between the means is The null model may be written, from (4), as
and the alternative is
with PO > ~1. This form of the hypothesis (with &, > cc) is for situations in which the treatment or intervention is intended to raise the scores of treated subjects. We continue to consider this case in this section. We show the (slight) changes necessary to deal with the opposite scenario (PO < p) later. In (6) and (7), e is a random error (residual) with E(E) = 0 and Var(e) = u2. We define Zi = Zi -p and compute
as was noted in [2]. This will be zero only if p = 1. The property of conditional expectations referred to in [2] , necessary to show px = ~1 + p(pz -p), and hence (6) is that cc, = E(
We see, then, that even in the absence of any intervention (the school is in dynamic equilibrium), students selected using the criterion Z < k may be expected to change (improve). The amount of change expected is given by (6). It is this amount of change which must be subtracted from the observed change to obtain the change attributable to the intervention. The method of accomplishing this developed in [2] is outlined next. Mee and Chua consider their method to be an alternative to the paired t-test which more properly accounts for the regression effect described
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The fitted model Xi = Bo + Br(Zi -cl) is the least squares regression line; and s2 is the mean squared error of the regression (an estimate of a2).
Then the test of H, vs. HA is based on above. It is based on regressing X on Z -~1, taking A the common value of the means of Z and X under dynamic equilibrium, as known. This will be a reasonable assumption when, in the context of our example, the school is large for then one can use this large sample to estimate the mean of Z.
where t has N -2 degrees of freedom. Note that the test may be rephrased as one of &, = JL vs. /I,-, > ~1 so that a one-sided P-value is appropriate and is printed in our program. We also compute and print the (1 -Q) x 100% one-sided contidence interval for /3s -p. The user selects the value of 1 -(Y (e.g., 0.95) to be used. The conlidence interval is given by
where ti _ u (N -2) is the (1 -cr)th percentile of the t distribution with N -2 degrees of freedom. The right-hand side (RHS) of the inequality in (10) represents a lower bound for the difference /IO -p. When trying to raise the value of the measurement, we expect fro -p 1 0 and the RHS is then the smallest increase consistent with the data. If this is positive, we may conclude, with confidence 1 -o, that the TX (treatment or intervention) effect has in fact raised the mean score, and this increase is at least RHS. If this is negative, this indicates that a negative increase (a decrease) is consistent with the data, the interval contains zero, and the TX effect is non-significant. For the example data in Table 1 , the fitted regression function is B = 79.959 + 1.1112(2 -p) with s* = 20.296. Mee and Chua took p= 75 as the true value of ~1 and showed that this leads to t = 1.08, and the corresponding (one-sided) Pvalue is 0.16. The simple paired t-test, on the other hand, gives t = 2.0 with P = 0.04, which will be judged by most as indicating a significant effect. Thus while the 'total change' may be significant, when the amount of change due to the regression effect is subtracted -leaving that portion of the change which can be attributed to the intervention -the adjusted change need not be. The one-sided 95% confidence interval for B. -p has the lower bound -3.9450. It answers the question, 'How bad might the treatment be?' In our example, we are 95% confident that the refresher course will not lower the postmeasure by more than 3.945 points. The fact that this change can be negative is consistent with the result of the test based on (9) which showed no significant treatment effect.
The program
The program is invoked by issuing the command 'gsruni meechua'. The user is first asked for the location and name of the (ASCII or GAUSS) file containing the values of the Z/X @e/post) measurements. The data set should be rectangular with N rows and 2 columns; the premeasures in column 1, followed by the postmeasures. The user is then asked to enter the value of p (MU), and the level of confidence (e.g., 0.95) to be employed in constructing the confidence interval for flo -~1. Finally, the user indicates whether the TX is expected to INCREASE or DECREASE the mean score for treated subjects.
The output includes plots of the 'growth profiles' (pre-and post-measurements connected by straight lines) for each of the N individuals; descriptive statistics (means, standard deviations and correlation coefficients) for Z, X, D = X -Z and Z W = 2; the regression coefficients B. and 8,; the value of R* and the mean square error for the regression of X on Z; the P-value for the test of a significant treatment effect; and the confidence interval for PO -p. For the example data, taking p= 75, the numerical form of the output is as follows: Hardware requirements and information concerning the availability of this program, along with other programs for longitudinal data analysis, are given in the Appendix.
Discussion
The program described above can be used to adjust or correct simple change scores for the regression effect, and provides a valid test of the null hypothesis that the treatment has had no effect. In order to see more clearly the relationship between the test and the regression effect, it may be helpful to note that Ho: X = p + ~(2 -cc) + E implies that E(X) = clx = CL + P(CL~ -p) which, subtracting pz from both sides, is (6), which is the expected difference between px and pz when only the regression effect is present (dynamic equilibrium). Similarly, HA: X = 0s + ~(2 -cc) + E with /3,-, > ~1 implies E(X) = pLx = &, + ~(2 -~1) which in turn implies that CLX -pz > CL + p(pz -p) -pz, i.e., that the observed change exceeds the regression effect. Thus, Ho and HA, previously stated in terms of regression equations, have direct interpretations in terms of the regression effect: Ho implies that the expected change is due solely to the regression effect; HA that the expected change exceeds this amount.
Note also that HA as specified in (8) models an additive treatment effect, i.e., the effect is & -p no matter what the initial value, Z. This is clear from comparison of (7) and (8): the difference in the expected responses under HA and H,, is fl,, -~1 since the pZs cancel out. In certain situations, multiplicative effects, where the effect of the treatment is allowed to depend on the value of Z (so that, e.g., those with the lower scores will show the most improvement) may be more appropriate. Methods which can be used in these situations are described in [4, 5] . For a good discussion of the differences between these two types of effects, see [6, p. 681 . Further comparison of (7) and (8), and the method used to obtain the regression of X on 2, prompts another remark which may provide some insight into the structure of the technique. & estimates fit, the population regression coefficient of X on 2. This may or may not equal p. It will only if uz = ax (cf (3)), and this may not be true if the treatment has had an effect. Mee and Chua [2] suggest that their test will be most sensitive to a treatment effect when 8, > p; it may be less effective if & < p. In our example, fil = 1.111 necessarily exceeds p so the test may be presumed to be 'sensitive. ' The reader will have noted that our discussion and example have focused on the situation in which low scores were selected and the treatment was intended to increase the value of the response variable. Our program works equally well when the opposite scenario obtains, i.e., when high values (e.g., blood pressure) are selected and the aim of the intervention is to decrease the value of the measurement. In this case, the user will in-dicate that the TX is intended to DECREASE the scores of treated subjects. The one-sided contidence interval in this case is given by I Bo-p s (Bo-P)+fl-a(N-2)s (11) and the RHS is an upper bound for the expected decrease in the mean scores for the selected individuals. Should this be positive, the data do not rule out an increase, and the TX will be judged to be non-significant. If negative, the TX has had a significant effect and the RHS represents the smallest decrease compatable with the data, i.e., the reduction will be no less than the RHS.
Finally, we might remark that while the regression phenomenon has been recognized for a long time, it continues to be overlooked in many situations like the one considered in this paper. For a number of additional examples in published research, see [7] . It is hoped that the present discussion, and the availability of software to carry out the associated computations, will have a positive impact on this situation. On the other hand, it needs to be recognized that purely statistical adjustments can never represent a completely adequate substitute for the concurrent study of a control group [8, p. 1931 . Such adjustments, including the one described in this paper, should be used only when the use of a control group is not feasible.
