The binary liquid phase separation of aqueous solutions of ␥-crystallins is utilized to gain insight into the microscopic interactions between these proteins. The interactions are modeled by a square-well potential with reduced range and depth ⑀. A comparison is made between the experimentally determined phase diagram and the results of a modified Monte Carlo procedure which combines simulations with analytic techniques. The simplicity and economy of the procedure make it practical to investigate the effect on the phase diagram of an essentially continuous variation of in the domain 1.05рр2.40. The coexistence curves are calculated and are in good agreement with the information available from previous standard Monte Carlo simulations conducted at a few specific values of . Analysis of the experimental data for the critical volume fractions of the ␥-crystallins permits the determination of the actual range of interaction appropriate for these proteins. A comparison of the experimental and calculated widths of the coexistence curves suggests a significant contribution from anisotropy in the real interaction potential of the ␥-crystallins. The dependence of the critical volume fraction c and the reduced critical energy ⑀ c upon the reduced range is also analyzed in the context of two ''limiting'' cases; mean field theory (→ϱ) and the Baxter adhesive sphere model (→1). Mean field theory fails to describe both the value of c and the width of the coexistence curve of the ␥-crystallins. This is consistent with the observation that mean field is no longer applicable when р1.65. In the opposite case, →1, the critical parameters are obtained for ranges much shorter than those investigated in the literature. This allows a reliable determination of the critical volume fraction in the adhesive sphere limit, c (ϭ1)ϭ0.266Ϯ0.009.
I. INTRODUCTION
The liquid-liquid phase separation of protein solutions is of great interest because the factors which govern the condensation of protein into coexisting protein-poor and proteinrich phases are believed to play a central role in several human diseases. [1] [2] [3] The understanding of the location of the phase boundaries and the strategies to shift them by modifying protein interactions are key elements in the search for disease treatment. An important example of such a disease is cataract, 1 where opacification of the eye lens results from alterations in the spatial distribution of the lens proteins. 4 These alterations are known to be produced, in part, by the phase separation of the ␥ -crystallins, a family of monomeric lens proteins. 5 Several studies [6] [7] [8] [9] have investigated the phase separation in aqueous solutions of individual members of the calf lens ␥-crystallin family. These experiments show that the ␥-crystallins may be divided into two groups, ''high-T c '' proteins, such as ␥ IIIa (␥ C ) and ␥ IVa (␥ E ), which exhibit high critical temperatures (T c Ϸ38°C͒, and ''low-T c '' proteins, such as ␥ II (␥ B ) and ␥ IIIb (␥ D ), which exhibit low critical temperatures (T c Ϸ5°C͒. The critical volume fractions of all the ␥ -crystallins are approximately the same c ϭ0.21Ϯ0.02. 7 The coexistence curves are found to be upper consolute and very broad, as is observed in some colloidal dispersions. 10, 11 Mixtures of ␥ -crystallins have also been studied. 12 From a theoretical point of view, the phase transition in the protein-water solution is analogous to that of the single component liquid-vapor system. Beginning with the van der Waals equation of state, 13 there has been a quest for an analytical equation of state for simple liquids. The general approach is to assume a form for the intermolecular potential, almost always central and pairwise additive. One of the most common selections is the square-well potential, since it is the simplest model which includes both attractive and repulsive forces. At this stage, either one of two choices is made; ͑i͒ A ''fundamental'' statistical-mechanical equation, such as the Percus-Yevick formula, 14 is invoked, from which a closed form solution for the equation of state is obtained; 15, 16 ͑ii͒ A statistical-mechanical perturbation theory is used. Here, the main approach is to treat the attractive part of the potential being studied as a perturbation to the hard sphere model, which has only repulsive forces. [17] [18] [19] Though these theories provide a recipe for how to calculate quantities of interest for phase separation, their complexity limits their utility when interpreting experimental results. One way to overcome this difficulty, is to begin with a phenomenological thermodynamic expression for the Gibbs free energy of the system. A simple analytic model, based on mean field theory, has been proposed 8, 20 to describe the phase separation phenomena of aqueous protein solutions. As we shall see in this paper, this model corresponds to a long-range square-well intermolecular potential.
Many Monte Carlo simulations have been made of systems which undergo phase separation. [21] [22] [23] The most recent of these 24 -26 have employed the so-called Gibbs ensemble Monte Carlo technique. 27 , 28 The focus of many of these stud-ies is to examine the theory of critical phenomena for a variety of intermolecular potentials, including the square-well potential. In the recent study of Vega et al., 24 the vaporliquid phase equilibria of square-well systems with hardsphere cores were studied for the reduced ranges ϭ1.25, 1.375, 1.5, 1.75, and 2. The critical points and the shapes of the coexistence curves ͑in terms of a critical exponent͒ were calculated. This information indicates that the interactions between the ␥ -crystallins are short-ranged as expected. The results, however, are not detailed enough in the short-range regime to interpret the phase diagram of these proteins.
Therefore, in order to gain insight into the microscopic interactions of the ␥ -crystallins, we have developed our Monte Carlo method to analyze the experimental observations of Broide et al. 7 We also explore the applicability of mean field models, such as that proposed by Berland et al. 8 and Taratuta et al., 20 to aqueous ␥ -crystallin solutions. To simplify the analysis, as well as to save computational time, our Monte Carlo procedure uses theoretical extrapolation techniques, in addition to simulation, to calculate the quantities of interest, most importantly the chemical potential. To reconstruct the phase diagram of our model aqueous protein solution, we fit the Monte Carlo results for the chemical potential with an analytic expression. We then obtain the coexistence curve by a method analogous to the Maxwell equal areas construction for the van der Waals equation of state. 29 Since the use of an analytic form for the chemical potential neglects the contributions of critical fluctuations to the free energy of the system, our approach is unable to describe accurately the critical exponents. However, we are interested in aspects of phase separation which are not strongly affected by the fluctuations; the critical temperature T c , the critical volume fraction c , and the shape of the coexistence curve in regions relatively far from the critical point. To check the accuracy of our method, especially near the critical point, where the reliability of the method cannot be justified a priori, in Sec. III B we compare our results with those available from other Monte Carlo simulations.
To begin our analysis, let us consider a system containing N p protein molecules and N w water molecules. We may write the microscopic free energy, E, of the protein-water solution as
This form of the microscopic free energy represents a thermodynamic average of the energy of the system over all the positions of the water molecules and over the internal degrees of freedom of the proteins. Thus, E depends solely on the relative positions of the proteins. Here E w 0,w is the average free energy per water molecule in a solution of pure water ͑i.e., the chemical potential of one water molecule͒ and E p 0,w is the average free energy of one protein molecule, fixed in space, in a dilute water solution. The interaction energy E int results from the direct and indirect ͑i.e., through water͒ interactions between the proteins. The contribution of the water-water and protein-water interactions is independent of the positions of the proteins. However, E int depends on the positions of the proteins and we will assume that it can be represented by a central and pairwise interaction. For convenience, we will refer to the microscopic free energy E as simply the energy of the proteins. Now we proceed to make the model more specific. We consider the proteins to be spheres, of diameter , while the water is taken to be a continuous background ͑that is, the size of the water molecules is taken to be small as compared to ). We assume that the effective potential energy u(r) for a pair of proteins whose centers are separated by a distance r, is of the form of a square-well plus a hard core as given by Eq. ͑2͒ below, u͑r ͒ϭ ͭ ϩϱ, for rϽ Ϫ⑀, for рrϽ 0, for rу.
͑2͒
Here is the reduced range of the potential well and ⑀ is its depth. With this potential, we can calculate the interaction energy E int , and hence the total energy E, as a function of volume fraction and temperature. Note that for our particular choice of potential, we can define the number of proteinprotein contacts N con as the number of protein pairs whose centers are in the range рrϽ from each other. Thus we may write the interaction energy as
Of course Eq. ͑3͒ assumes that there are no overlapping hard cores in the configuration. If this is not the case and there are overlaps then E int ϭϱ.
Once we have chosen an explicit form for the intermolecular potential of the system, we may use the Monte Carlo simulation procedure described in Sec. II to obtain the thermodynamic properties of our system. Thus we can reconstruct the phase diagram of our model aqueous protein solution and compare it with the experimental results of Broide et al. 7 This comparison is made in Sec. III D.
II. COMPUTER SIMULATION
The conditions for phase equilibrium in the proteinwater solution are for a pure fluid and can be derived by integrating by parts the Gibbs-Duhem relation, ‫ץ(␥‪)ϩ‬ץ/ץ(‬ w /‫)ץ‬ϭ0, from I to II and using Eqs. ͑5͒ and ͑6͒. The quantity represents the change in free energy due to the replacement of ␥ water molecules by one protein molecule and it is the analog of the chemical potential in a one component system. We will call ''the effective chemical potential'' to distinguish it from the protein or water chemical potentials.
We can see that in order to use Eqs. ͑6͒ and ͑7͒ to study the phase separation of the system, we need to know the effective chemical potential as an analytic function of volume fraction and temperature. We should note that below the critical temperature T c the effective chemical potential, as an analytic function of the volume fraction, has a region of negative slope. In this region, the system is unstable to microscopic fluctuations. At the critical temperature, this region reduces to a point with critical volume fraction c . At the critical point, both the first and second derivatives of the effective chemical potential with respect to volume fraction are zero. Thus, the two equations
determine the values of c and T c . The spinodal, which marks the boundary between areas of the phase diagram where the system is stable and unstable, is given by
According to Eqs. ͑6͒-͑10͒, if is known as a function of and T, then the whole phase diagram may be constructed. By focusing our attention on , we may simplify the study of the phase separation phenomena as follows:
͑i͒ We obtain the effective chemical potential, (,T 0 ), as a function of volume fraction at a temperature T 0 above T c , by using Widom's formula,
Here, ͗ ͘ denotes a canonical ensemble average for the system at constant volume and temperature and ⌬E test is the change in the microscopic free energy of the system due to the addition of a test particle. The standard part of the chemical potential is given by 0 and it is independent of volume fraction.
For our particular system
Using Eqs. ͑1͒ and ͑3͒ we obtain
where , the number of new contacts made by the test protein, is given by
We note that Eq. ͑13͒ presupposes that the hard core of the test protein does not overlap with any other hard core. In the case of an overlap ⌬E test ϭϱ. Substituting Eq. ͑13͒ into Eq. ͑11͒, we obtain the following form for the chemical potential
where ⑀ ϵ⑀/kT is the reduced energy. In Eq. ͑15͒ the ensemble average, represented by ϽϾ, is to be taken over all attempts to add the test particle, both those for which there are no hard core overlaps and those for which hard core overlaps do occur. In the latter case ⌬E test ϭϱ and the corresponding exponential in Eq. ͑15͒ should be set to zero. For example, for ⑀ ϭ0, which is the hard sphere limit, the quantity ͗exp(⑀ )͘ reduces to the ratio of the number of successful attempts to add a test particle to the total number of attempts.
We now introduce the reduced chemical potential (,T), defined as ϵln Ϫln͗exp͑⑀ ͒͘. ͑16͒
We can see from Eq. ͑15͒ that ϭkT ϩ 0 ϩE p 0,w Ϫ␥E w 0,w . Since the last three terms of this expression will cancel in Eqs. ͑6͒ and ͑7͒, the phase diagram is determined entirely by . In fact, we can replace with in Eqs. ͑6͒ and ͑7͒. As a shorthand, we will refer to as the chemical potential. We use Monte Carlo simulations to calculate the quantity ͗exp(⑀ )͘.
͑ii͒ We assume that the chemical potential may be represented by an analytic form, which we use to explicitly carry out the integration in Eq. ͑7͒. We will see in the next section that the error introduced by this approach in the reconstruction of the phase diagram is small, whereas the savings in computational time are great. We fit the Monte Carlo results to the following expression for (,T):
Here,
In Eq. ͑18͒, CS is the Carnahan-Starling 31 approximation for the chemical potential of an assembly of hard spheres. The A n (T) of Eq. ͑17͒ are temperature-dependent coefficients to be determined. The parameter n 0 is chosen so as to obtain a smooth representation of the chemical potential. If n 0 is too large, the fit tends to follow in detail the statistical errors of the Monte Carlo simulation. On the other hand, for small n 0 the systematic deviation of the fit from the Monte Carlo results becomes large. We therefore typically choose n 0 ϭ4. Note that for (,T) to have the correct high temperature behavior ͑i.e., to reduce to the hard sphere limit͒, A n (T) must, to within the accuracy of the CarnahanStarling approximation ͓Eq. ͑18͔͒, tend to zero as ⑀/kT→0. The form of the chemical potential, as given in Eq. ͑17͒, was chosen not only because it has the correct high temperature limit, but also because it properly reproduces the low behavior and it conveniently reduces to the mean field theory result if we set n 0 ϭ1.
We estimate T c by extrapolating the chemical potential, as explained below, downward in temperature until we find a point where both Eqs. ͑8͒ and ͑9͒ are satisfied. We perform accurate Monte Carlo simulations at a temperature T 1 , where T 1 is within one percent above our estimated T c , to find (,T 1 ). We then use the extrapolation procedure described in the next paragraph to obtain a series of chemical potential isotherms for temperatures below T c . Using these isotherms we are able to find the locations of the phase boundaries without any further time-consuming simulations.
To perform the temperature extrapolation, we expand the chemical potential at a temperature T 2 ϽT 1 in powers of ⌬⑀ ϵ⑀ 2 Ϫ⑀ 1 with ⑀ 1 ϵ⑀/kT 1 and ⑀ 2 ϵ⑀/kT 2 . Here we take advantage of the fact that the chemical potential is a function of temperature only through the reduced energy ⑀ . To first order we have
By substituting Eq. ͑14͒ into the definition of the chemical potential in Eq. ͑16͒, the derivative ‫ץ‬ ‫⑀ץ/‬ may be written as
where Ē int is the average interaction energy of the system. Using Eq. ͑3͒ we have
Here N con is the average number of protein-protein contacts and is the average number of contacts per particle. Substituting Eq. ͑21͒ into Eq. ͑20͒, we re-express Eq. ͑19͒ as
The quantity (,T 1 ) is also calculated during the Monte Carlo simulation at temperature T 1 . Note that is not equal to ͗͘, the ensemble average of the number of contacts made by the test particle, for the test particle is not in thermodynamic equilibrium with the other particles in the system. Therefore, once we have performed the Monte Carlo simulation at temperature T 1 , we construct (,T 2 ) by using Eq. ͑22͒. We have found empirically that we may reliably employ our temperature expansion provided that ⌬⑀ /⑀ 1 is less than ten percent. At each temperature we fit the Monte Carlo results for the chemical potential ͑both those obtained by direct simulation and those obtained from our extrapolation procedure͒ by Eq. ͑17͒ with the appropriate values of the coefficients A n (T). Once we have an analytic representation for the chemical potential we use Eqs. ͑6͒ and ͑7͒ to calculate the coexisting phases at each temperature and hence obtain the coexistence curve. In this way, we have calculated the critical volume fraction c , the reduced critical energy ⑀ c , the spinodal and the coexistence curve, for a large number of square-well reduced ranges between 1.05 and 2.40.
For the Monte Carlo simulation we randomly place our particles inside a cube of unit volume with the usual periodic boundary conditions. 32 The hard core diameter, , of the particles was chosen to be in the range 0.14 -0.18, so that we have Nϭ100-250 particles at the highest volume fractions ϭ0.3-0.4 for which we perform the simulation. Note that here ϵ 1 6 3 N. To generate a statistical ensemble of configurations, the particles are displaced using a time-saving modification of the well-established NVT Metropolis scheme. 33 In our scheme, as in the Metropolis scheme, the displacement of a particle is accepted unconditionally if the change in the total energy of the system, ⌬E, due to the displacement, is negative and with probability exp(Ϫ⌬E/kT) if ⌬E is positive. From the ensemble so generated, we may calculate the quantities and ͗exp(⑀ )͘ which are needed in Eqs. ͑16͒ and ͑22͒ to obtain chemical potential isotherms. The quantity ͗exp(⑀ )͘ is found through the addition of test particles to the system. To accumulate statistically significant information on the average value of exp(⑀ ), we must continue testing each configuration of the system until, on average, at least one successful attempt to add a test particle is made. A successful attempt is one for which the core of the test particle does not overlap with that of any other particle. Thus, the addition of test particles not only enables us to calculate the quantity ͗exp(⑀ )͘, but also provides information on acceptable new positions for the particles of the system. Using this information, in our scheme we generate new members of the ensemble ͑as described in the following paragraph͒ by moving particles to any acceptable position inside the simulation volume. This should be contrasted with the standard choice for particle displacement. Usually, the step size for particle displacement is chosen in such a way that approximately half of the trial configurations are accepted. This is the rule of thumb to optimize the speed of evolution of the system. However, since we are only interested in the chemical potential, we may use the same information for chemical potential tests and particle repositioning. In this way the system evolves several times faster than in the standard ͑small step size͒ algorithm. Naturally, the results of the two methods are the same. The use of the same information for chemical potential tests and particle repositioning in no way biases the results; if we refrain from calculating the chemical potential we simply have a Metropolis equilibration algorithm.
The fundamental cycle in our Monte Carlo simulation consists of the following sequence of steps: ͑i͒ A particle is selected at random. ͑ii͒ An attempt is made to add a new test particle at a randomly chosen position. ͑iii͒ If the attempt is successful, the number of contacts made by the test particle is calculated. ͑iv͒ For a successful attempt, or an unsuccessful one where the test particle only overlaps with the single particle selected in step ͑i͒, the next configuration is created by moving the particle chosen in step ͑i͒ to the position of the test particle. This last move is accepted in the standard way, i.e., it is accepted unconditionally if the change in energy due to the move, ⌬E, is negative and with probability exp(Ϫ⌬E/kT) if ⌬E is positive.
We see that the test particle of step ͑ii͒ can be thought of as simply a label for the position to which we are trying to move the particle chosen in step ͑i͒. By steps ͑i͒, ͑ii͒, and ͑iv͒, we generate the members of the canonical ensemble. Furthermore, during step ͑iii͒, the test particle is also used to calculate the chemical potential of the system by means of Widom's formula ͓see Eqs. ͑11͒ and ͑16͔͒. The algorithm we have outlined above is significantly faster than one in which the evolution of the system, through small steps, is carried out independently of the calculation of the chemical potential.
For a given reduced range , we performed our main Monte Carlo simulation at a reduced energy, ⑀ 1 ϵ⑀/kT 1 , within one percent below the reduced critical energy, ⑀ c ϵ⑀/kT c , as shown in Table I . The critical energy was estimated from auxiliary simulations by using the temperature extrapolation method. Our main simulation was continued until the statistical errors in were no greater than the uncertainties associated with the analytic fit of ͓Eq. ͑17͔͒.
As usual, the system was allowed to equilibrate before testing for the chemical potential. Extrapolation and fitting techniques were used, as explained previously, to obtain the phase diagram. It should be noted that the final determination of c and ⑀ c is made by a small extrapolation of the results from the thorough simulation carried out at ⑀ 1 . Thus, systematic errors in these quantities are very small. The whole procedure was repeated for a large number of reduced ranges 1.05рр2.40.
In the next section we present the results of our Monte Carlo study.
III. RESULTS AND DISCUSSION

A. Results of this study
We begin our discussion by illustrating our temperature extrapolation method. In Fig. 1 This gives us confidence to use the extrapolation procedure in place of the many time-consuming simulations that would otherwise be required. The coexisting volume fractions may then be determined from the chemical potential isotherms by applying Eqs. ͑6͒ and ͑7͒. The points which lie on the spinodal are given by Eq. ͑10͒. An example of the construction of the coexistence curve and spinodal is shown in Fig. 2 for the case ϭ1. 25 . The open circles are the Monte Carlo results for the chemical potential with ϭ1.25 and ⑀ ϭ1.267. The isotherms which result from the temperature extrapolation ͑from ⑀ ϭ1.267 to ⑀ ϭ1.317 in steps of 0.005͒ are shown as solid lines. The coexisting points and spinodal points at each temperature are shown as dashes and crosses respectively. The coexistence curves so constructed are shown in Fig. 3 for the reduced ranges ϭ1.8,1.5,1.25, and 1.1. The coexistence curves become broader as the range of the interaction decreases, and the corresponding critical volume fraction increases.
In Table I we list the results for a group of representative Monte Carlo simulations for different values of the reduced range, . For each value of listed in column 1, we present in columns 2-4 the corresponding results we obtained for the critical volume fraction c , the critical reduced energy ⑀ c ϵ⑀/kT c , and the average number of contacts per particle, c , at the critical point. Note that all the results in the table were obtained using n 0 ϭ4. The manner in which we obtained the results in the ϭϱ case will be discussed in Sec. III C. To gain insight into the accuracy of the results, we varied the conditions under which the simulations were made. We list in columns 5-9 of Table I the simulation parameters that we varied; K tot , the total number of successful attempts ͑in units of 10 6 ) made during the testing of the chemical potential at each volume fraction, the reduced energy, ⑀ 1 , at which the simulation is performed, , the diameter of the particles, M max , the maximum number of particles used in the simulation, and max , the maximum volume fraction at which the simulation was carried out ͑note that max ϭM max 3 /6). For each reduced range presented in Table I , we show the results obtained with two different sets of simulation parameters. Although it is difficult to evaluate a priori the systematic errors inherent in our method, we may estimate a posteriori our errors by using the variation in the values of the quantities of interest; the critical volume fraction c , the reduced critical energy ⑀ c , and the average number of contacts per particle at the critical point c . We see that these quantities vary by no more than a few percent between the different runs for a given .
Another source of systematic errors which we investigated is that brought about by our particular choice of fit to Eq. ͑17͒. Different fits will result in different values for the critical volume fraction and the critical temperature. In Table  II we show the values of c and ⑀ c obtained using different values of n 0 at three different ranges, ϭ1.8, 1.3, and 1.1. We see that the variation in c and ⑀ c due to the change in n 0 is of the order of the errors shown in Table I . Thus we conclude that, for n 0 ϭ3, 4, or 5, our results are relatively insensitive to the value of n 0 chosen. However, we do find that for n 0 below three the fit does not give an adequate representation of the chemical potential, while for n 0 above five, the fit begins to follow the statistical errors of the simulation results.
B. Other Monte Carlo results
In view of the nonorthodox nature of our calculational procedure, which involves analytic techniques as well as simulations, it is useful to compare our results with those available from conventional Monte Carlo simulations. We present, in Fig. 4 , the coexistence curves from our simulations at ϭ1.25 ͑coarse dashed line͒ and 1.5 ͑fine solid line͒, together with the coexisting points for the same values of as obtained by Vega et al. ͑open circles and squares, respectively͒. 24 We can see that the agreement between the two simulations is satisfactory, even though we extend our coexistence curves to temperatures significantly below the critical point. Note that T*ϭkT/⑀.
We believe that our approach provides a better way to estimate c and ⑀ c than the conventional Monte Carlo method. As can be seen from Fig. 4 , the Gibbs ensemble Monte Carlo simulations of two coexisting phases 24 are impractical to carry out close to the critical point. Therefore, the critical parameters of those calculations must still be obtained from some form of extrapolation. Our simulations are carried out very close to the critical temperature allowing for a better estimation of c and ⑀ c .
In Figs. 5 and 6 we compare our deduced critical volume fractions and reduced critical energies with those found by conventional Monte Carlo simulations. In Fig. 5 , we show our results ͑solid circles͒ for the critical volume fraction c as a function of the reduced range . We also show in Fig. 5 the results for c , as obtained by other Monte Carlo simulations: ͑i͒ Henderson et al. 22 use an NVT algorithm ͑open squares͒; ͑ii͒ Vega et al. 24 use a Gibbs ensemble Monte Carlo simulation ͑open triangles͒; ͑iii͒ Lomba et al. 26 use a Gibbs ensemble Monte Carlo simulation but choose a Yukawa potential instead of a square-well ͑open circles͒. The corresponding results for the reduced critical energy ⑀ c are shown in Fig. 6 . We have converted the Yukawa potential parameters into those of an equivalent square-well by taking the depth of the two potentials to be the same and requiring the high temperature limit of the second virial coefficients to be equal. The Yukawa potential results of Lomba et al. 26 trate that the phase separation phenomena do not depend on the detailed form of the potential chosen. We see that the mean values we find for c and ⑀ c are consistent with those found by others. In addition, the uncertainty in our results is smaller than that obtained by conventional Monte Carlo simulations. The effectiveness of our approach is especially important for short range potentials which are the focus of our study. Monte Carlo simulations become increasingly timeconsuming as →1. 23 However, the time saved by our use of analytic methods allows us to thoroughly investigate the short range regime as can be seen from Fig. 5 .
C. Connection with the mean field and adhesive sphere models
As we have seen above, our Monte Carlo calculations provide a description of the phase diagram over a wide domain of , 1.05рр2.40. It is interesting to examine these Monte Carlo results in the →ϱ and →1 limits where analytic solutions are available. The →ϱ limit corresponds to mean field theory, 34 while the →1 limit corresponds to the adhesive or sticky sphere model. 15, 16 Both of these ''limiting'' theories depend on one parameter only. We will show how the general two parameter (⑀ and ) square-well potential reduces to these different one parameter models. We show that we can recover the well-known mean field results 8, 20 and we determine the domain of in which mean field theory becomes a valid approximation. For the →1 limit, the Monte Carlo calculation provides us with important estimates of the critical parameters of the adhesive sphere model, which have been the subject of theoretical uncertainty. 16 The connection between the two parameter square-well potential and the two limiting theories is most readily seen by considering the second virial coefficient B 2 (T) of the square-well potential, 35 where
For the interaction between the proteins to provide a physically reasonable equation of state, B 2 must be finite. In the mean field case, this requirement implies that as →ϱ, we must have ⑀ →0 ͓see Eq. ͑23͔͒. Analogously, for the adhesive sphere model, we must take ⑀ →ϱ as →1. Therefore, the second virial coefficients for the two limiting theories are Equations ͑24͒ and ͑25͒ provide relationships between ⑀ and for the two limiting theories. Thus, if we define the quantities
we see that a is the single parameter which characterizes the mean field theory, while is the single parameter which describes the adhesive sphere model. Note that a corresponds to the well known van der Waals term 34 and is a measure of the strength of the attraction between particles for a long range interaction potential. The parameter , introduced by Baxter, 15 is a measure of the stickiness of the adhesive spheres. The hard sphere case (⑀ ϭ0) can be regained from either limiting theory; a→0 in mean field theory or →ϱ for the adhesive sphere model. We begin our analysis by considering the predictions of these limiting theories for the reduced critical energy, ⑀ c ϵ⑀/kT c . In Fig. 6 we show our simulation results ͑solid points͒ for the reduced critical energy as a function of ln(Ϫ1). We see that reduced critical energy increases as the range of the potential decreases. The mean field result for ⑀ c is ⑀ c ϭ a c 4 3 . ͑28͒
This last equation is derived from Eq. ͑26͒ and a c is the value of the parameter a at the critical point. The dashed line in Fig. 6 represents Eq. ͑28͒ with a c ϭ10.6, a value determined analytically. 8, 20 We see that mean field theory gives a good estimate for ⑀ c for reduced ranges greater than ϳ1.10 ͓ln(Ϫ1)ϳϪ2.30͔.
As tends to unity, we may compare our findings with the adhesive sphere results given by Eq. ͑27͒. At the critical point ϭ c and the relation between ⑀ c and is
The numerical value of c is not well-established. Watts et al. 16 obtained c by using the Percus-Yevick 14 equation to find an analytic solution for the equation of state 15 of adhesive spheres. They undertook a calculation of the equation of state in three distinct ways; through the pressure, compressibility, and energy equations. The pressure equation gives unphysical solutions while the other two equations predict different values for c ; 0.098 ͑from the compressibility equation͒ and 0.12 ͑from the energy equation͒. Neither of these two values is consistent with our results for ⑀ c as approaches unity. For our Monte Carlo results to asymptotically approach the theoretical predictions, we require c Ͼ0.125. We observe that this lower bound for c is larger than either of the two previous estimates made by Watts et al . 16 The solid line in Fig. 6 shows a comparison of our results with Eq. ͑29͒ for c ϭ0. 13 .
We may also examine the behavior of the critical volume fraction in the context of the two limiting theories. In Fig. 5 we show the mean field result for c as the horizontal dashed line, c ϭ0.130. 8, 20 We note that for the mean field theory to give an accurate result for c , the reduced range must exceed 1.65.
To compare the Monte Carlo findings with the adhesive sphere model, we extrapolate our results for the critical volume fraction to ϭ1. If we perform a linear extrapolation ͑solid line͒, we find that c (ϭ1) is 0.266Ϯ0.009. The uncertainty reported in this quantity represents only the statistical errors of our data and does not include any systematic errors. The critical volume fractions predicted by Watts et al. 16 are c ϭ0.121 ͑from the compressibility equation͒ and c ϭ0.320 ͑from the energy equation͒. The large uncertainty in the theoretical result is due to the increasing flatness of the chemical potential near the critical point as →1. This makes the critical volume fraction very sensitive to the approximations made in the Percus-Yevick scheme. We believe that our result, c (ϭ1)ϭ0.266Ϯ0.009, represents a reliable estimate of the critical volume fraction for adhesive spheres. This value of the critical volume fraction may prove useful as a benchmark for further investigations of systems with short range interactions.
Another quantity we may examine to elucidate the connection between the limiting theories and the Monte Carlo results is , the average number of contacts per particle. We calculate the dependence of on volume fraction during the Monte Carlo simulations. This important quantity is the key ingredient in our extrapolation formula ͓Eq. ͑22͔͒. The low behavior of may be examined theoretically. The result is
Equation ͑30͒ is derived using the Boltzmann distribution and assuming that the particles interact independently. 36 The assumption of independent interactions is also a fundamental postulate in mean field theory and it is justified when the number of possible contacts is large, i.e., →ϱ. Thus, Eq. ͑30͒ should hold for all in the mean field limit and where it reduces to mf ϭ8 3 . It is by using this last result that we calculated the ϭϱ entries in Table I . By substituting the expression for mf into Eq. ͑22͒, we obtain the temperature extrapolation formula in the mean field limit, namely,
with ⌬aϵa(T 2 )Ϫa(T 1 ) and a is given by Eq. ͑26͒. It can be shown from Eq. ͑16͒ that Eq. ͑31͒ is exact, i.e., higher order terms in ⌬a tend to zero in the mean field limit. Our ϭϱ entries were obtained by using Eq. ͑31͒ to extrapolate the chemical potential obtained from a hard sphere ͓T 1 ϭϱ, a(T 1 )ϭ0] simulation. The results shown in Table I agree with those found analytically in the mean field limit. 8, 20 We also find a(T c )ϭ10.6 as predicted theoretically. In Fig. 7 , we show the average number of contacts per particle ͑open symbols͒, as a function of for several of the entries in Table I , ͑i͒ ϭ1.05 (⑀ 1 ϭ2.650, triangles͒; ͑ii͒ ϭ1.25 (⑀ 1 ϭ1.267, squares͒; ͑iii͒ ϭ1.65 (⑀ 1 ϭ0.605, bow ties͒; and ͑iv͒ ϭ2.20 (⑀ 1 ϭ0.260, circles͒. Recall that ⑀ 1 is the reduced energy at which the simulations are performed. The straight lines represent Eq. ͑30͒ with ⑀ ϭ⑀ 1 at each of the ranges listed above. As expected, Eq. ͑30͒ fits the Monte Carlo results very well at low for all values of . For a given range , the deviation of from the direct proportionality to expressed in Eq. ͑30͒ is a measure of the departure from the mean field limit. The solid line in the figure is the analytic result for in the adhesive sphere limit 37 with ϭ0.13. At low , this full expression reduces to ϭ2/, a result which can be obtained directly from Eq.
͑30͒.
As we see, the average number of contacts per particle provides direct physical insight into the protein interactions. We will return to it in the next section.
D. Comparison with experimental data for the ␥-crystallin proteins
In this section we compare the coexistence curves generated by the Monte Carlo simulation with the experimentally measured ones. 7 In Fig. 8 we present data points of the reduced coexistence curves (T/T c vs ) for ␥ IIIa ͑circles͒, ␥ IIIb ͑squares͒, ␥ II ͑triangles͒, and ␥ IVa ͑bow ties͒. The experimentally observed value of c is 0.21Ϯ0.02 for all the ␥ -crystallins. From Fig. 5 , this corresponds to a range of approximately ϭ1. 25 . Thus, we also show our Monte Carlo results for the coexistence curves at ϭ1.25 ͑coarse dashed line͒.
For comparison, we also present the mean field coexistence curve as obtained analytically ͑fine dashed line͒. Recall that in the mean field case c ϭ0.130. It is interesting to note that one can understand the experimentally observed value of c ϭ0.21 as arising from the short range character of the interaction potential. In addition, the Monte Carlo results for ϭ1.25 predict a coexistence curve which is twice as broad as the one obtained by mean field theory. Nevertheless, the predicted width is still about half that found experimentally. Even if we allow for uncertainty in the value of the critical volume fraction, and hence consider smaller values of , we still find that the curves generated by Monte Carlo simulation are significantly narrower than the experimental coexistence curves.
The question of the ''extra width'' of the coexistence curves notwithstanding, it is important to note that the agreement between the Monte Carlo simulations and the experiment results worsens as increases. Therefore, it is safe to conclude that the range of the protein-protein interaction is no greater than ϭ1.25. Since the ␥ -crystallins are typically 48 Å in diameter, this sets an upper limit of 12 Å on the width of the attractive well of the ␥ -crystallins. This is consistent with the conclusions drawn from structure factor measurements. 38 The information contained in Figs. 3 , 5, and 7 shows that must exceed 1.65 for mean field theory to provide a satisfactory description of the protein-protein interactions. Our observation above that р1.25 for the ␥ -crystallins implies that a mean field model is inappropriate for studying ␥ -crystallin phase separation.
We now examine possible explanations for the width of the experimentally determined coexistence curves. Since the interaction between the proteins is in fact mediated by the surrounding water, we may consider the energy of interaction between the proteins to be temperature dependent. For example, ⑀(T)ϭkT c ⑀ c ͓1ϩ (TϪT c ) /T c ͔, where is a constant. In Fig. 8 , the coexistence curve for ϭ1.25 with ϭϪ3 is shown as a solid line. This curve, which obviously gives a better fit to the data than the temperature independent (ϭ0) case, is obtained by appropriately rescaling the ϭ0 coexistence curve. The temperature dependence of the interaction energy in no way affects c , but it does increase the width of the coexistence curve. It remains to be seen whether such a strong temperature dependence of ⑀(T) is physically reasonable.
It is also possible that the observed extra width of the coexistence curve could result from an anisotropic character of the protein interaction energy. We note from our simulations that, as the range of the interaction decreases, c , the average number of contacts per particle at the critical point, decreases ͑see Table I͒ while the width of the coexistence curves increases ͑see Fig. 3͒ . Therefore, it is conceivable that for the phase separation curve to become even broader and agree with the experimental observations, the number of contacts should drop below the very short range results. This will occur if the true potential is both short-ranged and anisotropic.
From these considerations an interesting point emerges. We can see from the results presented in Table I that for a system with short range attractions (→1) each particle already makes only about three contacts at the critical point. An anisotropic potential, i.e., one for which the attraction between proteins depends on their relative orientation, will cause the average number of contacts per particle to drop even further and may change the system to the point where phase separation is replaced by reversible aggregation. The experimental results presented in this section lead us to believe that the proteins we study could be in fact close to this boundary. Therefore, it would be interesting to explore the role of anisotropy in the relationship between phase separation and reversible aggregation.
IV. SUMMARY AND CONCLUSIONS
We have studied the binary liquid phase separation of aqueous protein solutions by modeling the protein interactions with a square-well potential. We utilize this potential in a hybrid Monte Carlo method which blends simulations with thermodynamic extrapolation techniques. In this method, we use the results of Monte Carlo simulations along a single isotherm to construct an analytic form of the chemical potential for a series of isotherms above and below the critical temperature. This unorthodox Monte Carlo scheme permits us, by the economy of its design, to reconstruct the phase diagram of systems over a wide domain of the reduced range of attraction . In particular, we have thoroughly explored potentials in the short range regime, with ranges as small as ϭ1.05. These potentials are especially important for they apply to many colloidal suspensions, including the ␥ -crystallin protein solutions which we have previously investigated experimentally.
Our results provide insight into the central role played by the range of the interaction in determining the shape and location of the phase boundaries. Indeed, we have found that as the range decreases, the width of the coexistence curve increases and the critical volume fraction shifts to higher values. As part of our analysis, we have demonstrated how the two parameter square-well model reduces to the one parameter mean field model as →ϱ and to the one parameter adhesive sphere model as →1. In the mean field limit, we recover the analytic result for the critical volume fraction, c (→ϱ)ϭ0.13. In fact, we find that the mean field model is a valid approximation provided that у1.65. On the other hand, by examining our short range results, we are able to propose a value for the critical volume fraction in the adhesive sphere limit, c (ϭ1)ϭ0.266Ϯ0.009. We have also obtained an estimate for the critical value of the Baxter parameter c Ϸ0. 13 . In view of the uncertainty in previous analytical findings, we believe that our results will be useful benchmarks for future theoretical and experimental studies of the adhesive sphere system.
For the ␥ -crystallins, we have experimentally observed a critical volume fraction of c Ϸ0.21 and very broad coexistence curves. These facts imply that р1. 25 , that is the width of the attractive well of these proteins is no greater than one quarter of their diameter. Thus, we conclude that the interactions between the proteins fall into the short range regime and cannot be described by a mean field theory. Although our simulation results for the critical volume fraction of short range systems are in agreement with the experimentally observed value, the calculated width of the coexistence curve is still significantly smaller than that found experimentally. We have shown that the extra width of the experimental curves may be explained in terms of a temperature dependent depth of the attractive well. However, a more appealing possibility is that this additional width may be due to anisotropy in the interaction potential. Such anisotropic interactions are to be expected in protein solutions. The calculational simplicity of our hybrid Monte Carlo method should facilitate a systematic examination of the effects of such anisotropic interactions.
