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THE SOLVABILITY OF A STRONGLY-COUPLED NONLOCAL
SYSTEM OF EQUATIONS
TADELE MENGESHA, JAMES M. SCOTT
Abstract. We prove existence and uniqueness of strong (pointwise) solutions
to a linear nonlocal strongly coupled hyperbolic system of equations posed on
all of Euclidean space. The system of equations comes from a linearization of
a nonlocal model of elasticity in solid mechanics. It is a nonlocal analogue of
the Navier-Lame´ system of classical elasticity. We use a well-known semigroup
technique that hinges on the strong solvability of the corresponding steady-
state elliptic system. The leading operator is an integro-differential operator
characterized by a distinctive matrix kernel which is used to couple differences
of components of a vector field. For an operator possessing an asymmetric ker-
nel comparable to that of the fractional Laplacian, we prove the L2-solvability
of the elliptic system in a Bessel potential space using the Fourier transform
and a priori estimates. This L2-solvability together with the Hille-Yosida the-
orem is used to prove the well posedness of the wave-type time dependent
problem. For the fractional Laplacian kernel we extend the solvability to Lp
spaces using classical multiplier theorems.
1. Introduction
In this note we report a solvability result for the strongly-coupled system of
linear equations
(1.1)

∂ttu(x, t) + Lu(x, t) = f(x, t) , (x, t) in R
d × [0, T ] ,
u(x, 0) = u0(x) , x in R
d ,
∂tu(x, 0) = v0(x) , x in R
d ,
where the vector valued operator L is given by
(1.2)
−Lu(x, t) = P.V.
∫
Rd
(
y ⊗ y
|y|2
)(
u(x+ y, t)− u(x, t)− ε(u)(x, t)y χ(s)(y)
)
ρ(y) dy .
The definition of the operator will be explained later along with precise conditions
on ρ. The system of equations (1.1) is inspired by the equation of motion in
linearized bond-based peridynamics [18], a continuum model in mechanics that uses
integral operators in lieu of differential operators to describe physical quantities. In
the peridynamic model, an elastic material occupying a bounded domain is treated
as a complex mass-spring system where any two points x and y are assumed to be
interacting through the bond vector x − y. When the material is subjected to an
external load f it undergoes a deformation that maps a point x in the domain to
the point x+u(x) ∈ Rd, where the vector field u represents the displacement field.
Under the uniform small strain theory [19] the strain of the bond x − y is given
by the nonlocal linearized strain
(
u(x)− u(y)) · x−y|x−y| . According to the linearized
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bond-based peridynamic model [19], the balance of forces is given formally by a
strongly coupled system of equations of the form
(1.3) ∂ttu(x, t) +
∫
Rd
ρ(x,y)
((
u(x, t)− u(y, t)) · x− y|x− y|
)
x− y
|x− y| dy = f(x, t) .
The kernel ρ : Rd×Rd → R encodes the strength and extent of interactions between
the material points x and y. The kernel may depend on x, y, their relative position
x−y or, in the case of homogeneous isotropic materials, only on the relative distance
|x − y|. Thus, more general kernels ρ have the potential to model heterogeneous
and anisotropic long-range interactions.
To analyze (1.3) we turn to the equilibrium equations for the corresponding
steady-state system, given by
(1.4)
∫
Rd
ρ(x,y)
((
u(x) − u(y)) · x− y|x− y|
)
x− y
|x− y| dy = f(x) .
The majority of the paper is devoted to obtaining results for (1.4), which are then
leveraged via semigroups to obtain results for (1.3). This semigroup approach will
be explained in detail in Section 5, and at present we focus on the system (1.4).
Mathematical analysis of (1.4) often considers the case when the kernel is compactly
supported, radially symmetric, ρ(x,y) = ρ(|x−y|), and bounded away from zero in
a neighborhood of the origin [6,14,16,21]. The time dependent linearized equation of
motion (1.3) is also studied in [9,10] as an evolution equation in various spaces when
the kernel is radial. In the above cases, the integral operator is well-defined either
as a convolution-type operator, when the kernel is integrable, or in the principal
value sense in when the kernel has strong singularity.
In this work we study models associated with kernels that are translation-
invariant but may be rotationally variant. To be precise, we assume ρ(x,y) =
ρ(x− y), where ρ is not necessarily symmetric. This assumption combined with a
formal change of variables leads to the nonlocal system∫
Rd
ρ(y)
(
y ⊗ y
|y|2
)(
u(x+ y)− u(x)) dy = −f(x) .
The integral operator on the left hand side converges when ρ ∈ L1(Rd). However,
when ρ is not integrable, it is not clear that the integral converges, even when u
is smooth. We therefore modify the integral operator to ensure that it is well-
defined. To illustrate the modification, first consider the specific choice of kernel
ρ(y) := |y|−d−2s for s ∈ (0, 1), and define the integral operator
(1.5) − (−∆˚)su(x) := P.V.
∫
Rd
1
|y|d+2s
(
y ⊗ y
|y|2
)(
u(x+ y) − u(x)) dy .
As indicated, the integral converges in the principal value sense for u smooth
enough, say C2. It is in fact a fractional analogue of the La´me operator in lin-
earized elasticity [16]. Since the kernel is radial, we can subtract any odd function
in the integrand and get, for example,
−(−∆˚)su(x) = P.V.
∫
Rd
1
|y|d+2s
(
y ⊗ y
|y|2
)(
u(x+y)−u(x)−∇u(x)yχ(s)(y)
)
dy ,
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where the function χ(s) is defined as
χ(s)(y) =

0 if s ∈ (0, 1/2)
1B1(y) if s = 1/2
1 if s ∈ (1/2, 1) .
Because of the presence of the rank-one matrix
(
y⊗y
|y|2
)
, the last term can be rewrit-
ten, giving
−(−∆˚)su(x) = P.V.
∫
Rd
1
|y|d+2s
(
y ⊗ y
|y|2
)(
u(x+y)−u(x)−ε(u)(x)yχ(s) (y)
)
dy ,
where ε(u)(x) is the symmetric part of the gradient matrix given by
ε(u)(x) =
1
2
(∇u(x) +∇u(x)⊺).
With this motivation at hand, we may now replace the kernel |y|−d−2s with any
translation-invariant kernel ρ(y) and introduce the integral operator L by
−Lu(x) = P.V.
∫
Rd
(
y ⊗ y
|y|2
)(
u(x+ y)− u(x) − ε(u)(x)y χ(s)(y)
)
ρ(y) dy
which is precisely the operator defined in (1.2). With this new modification, it is
clear now that even for radially nonsymmetric kernels comparable to |y|−d−2s the
integral converges absolutely for smooth u. More generally, the kernel ρ that we
will consider in this paper will come from two classes.
Class A: Integrable kernels: ρ is a nonnegative integrable function in Rd.
That is, ρ(y) ∈ L1(Rd). In this case, in the definition of L in (1.2), we take χ(s)(y) ≡
0. Integrable kernels commonly used in applications have compact support.
Class B: Nonintegrable kernels: ρ is a nonnegative singular kernel that is
comparable to |y|−d−2s. More precisely, we assume that the kernel ρ is of the form
ρ(y) :=
m(y)
|y|d+2s 1Λr (y) ,
where for some 0 < r ≤ ∞ the set Λr := Λ∩Br is a truncated double cone Λ := {x ∈
Rd
∣∣ x
|x| ∈ Γ ∪ −Γ} corresponding to a given measurable subset Γ ⊆ Sd−1 that has
positive Hausdorff measure, and the positive measurable function m : Rd → [0,∞)
satisfies
0 < α1 ≤ m(y) ≤ α2 <∞ ,
for positive constants α1 and α2. We also assume that when s = 1/2, ρ satisfies
the cancellation condition
(1.6)
∫
∂Bµ
yiyjykρ(y) dσ(y) = 0 , ∀ i, j, k ∈ {1, 2, . . . , d} , ∀µ > 0 .
Note that (1.6) is always satisfied when m(y) is an even function.
To show well posedness of the time dependent problem, we establish the solv-
ability of the linear system
(1.7) Lu(x) + λu(x) = f(x) in Rd ,
which is the first main goal of this paper. The constant λ is nonnegative and
the operator L is assumed to possess a kernel from one of the above classes of
kernels. For operators that use kernels in the nonintegrable class, we prove the
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existence and uniqueness of a strong solution in the Bessel potential space u ∈ H2s,2
corresponding to data f ∈ L2 satisfying (1.7) almost everywhere. Further, when
L = (−∆˚), for each f ∈ Lp there exists a unique u ∈ H2s,p solving (1.7). These
and other results will be precisely stated in Section 2. The proof of the strong L2
solvability result for the equation (1.7) is proved in Section 3. Section 4 contains
the proofs leading to the strong Lp solvability for 1 < p <∞ of the equation (1.7)
when the choice of kernel ρ(y) = |y|−d−2s is used. In the last section we show
well posedness of a wave equation closely resembling (1.1) as a consequence of the
solvability obtained for the steady-state problem. We emphasize that our focus
in this paper is on the linear problem. For the well posedness of the nonlinear
peridynamic equations of motion we refer to [3, 7, 8].
2. Statement of Main Results
Before we state the main results, let us establish notation and define the relevant
function spaces. Euclidean balls of radius r centered at x0 are denoted Br(x0) :=
{x ∈ Rd
∣∣ |x− x0| < r}. If the center x0 = 0, or if the center is clear from context,
we omit it and write Br. We denote the Fourier transform F by
Ff(ξ) = f̂(ξ) =
∫
Rd
e−2πιx·ξf(x) dx .
We write the Lp(Ω)−norm of a function as the standard ‖·‖Lp(Ω), with abbreviation
‖·‖Lp whenever the domain of integration is all of Rd. Let S(Rd) and S ′(Rd) be the
space of Schwartz functions and tempered distributions, respectively. Denote the
space of Rd-valued Schwartz vector fields by
[S(Rd)]d, and its dual by [S ′(Rd)]d.
For p ∈ (1,∞) and s ∈ (0, 1), the Bessel potential space is given by[
H2s,p(Rd)
]d
:=
{
u ∈ [S ′(Rd)]d ∣∣∣ ((1 + 4π2|ξ|2)sû)∨ ∈ [Lp(Rd)]d} ,
with norm
‖u‖H2s,p =
∥∥∥∥((1 + 4πs|ξ|2)sû)∨∥∥∥∥
Lp
.
Define the homogeneous space[
H˙2s,p(Rd)
]d
=
{
u ∈ [S ′(Rd)]d ∣∣∣ ((4π|ξ|2)sû)∨ := (−∆)su ∈ [Lp(Rd)]d} ,
and denote the semi-norm [u]H2s,p(Rd) = ‖(−∆)su‖Lp(Rd) . Since 1+
(
4π2|ξ|2)s can
be controlled by
(
1 + 4π2|ξ|2)s and vice versa, we have
‖u‖H2s,p ≈ ‖u‖Lp + [u]H2s,p .
With these notations and definition at hand, we can now state the first result of
the paper.
Theorem 2.1 (L2 Solvability for general nonintegrable kernels). Suppose that ρ
is in Class B. There exists a constant λ0 = λ0(d, s,Λ, r, α1) > 0 such that the
following holds: For λ > λ0 and for any f ∈
[
L2(Rd)
]d
there exists a unique strong
solution u ∈ [H2s,2(Rd)]d to the equation (1.7) satisfying the estimate
(2.1) ‖(−∆)su‖L2 +
√
λ
∥∥∥(−∆)s/2u∥∥∥
L2
+
(
λ− λ0
) ‖u‖L2 ≤ C ‖f‖L2 ,
where C = C(d, s,Λ, α1) > 0.
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For the solvability of the system corresponding to kernels in Class A, we have
the following result.
Theorem 2.2 (L2 Solvability for general integrable kernels). Suppose that ρ is in
Class A. Then for any λ > 0 and for any f ∈ [L2(Rd)]d there exists a unique
strong solution u ∈ [L2(Rd)]d to the equation (1.7) satisfying the estimate
(2.2) λ ‖u‖L2 ≤ C ‖f‖L2 ,
where C = C(d, ρ) > 0.
L2 solvability of problems of the type (1.7) have been considered in [6]. There,
the H2s,2 regularity of appropriately-defined weak solutions of (1.7) with λ = 1
and ρ positive and radially symmetric was obtained via the Fourier transform and
inverting the positive definite operator L+ I, where I is the d× d identity matrix.
Without much difficulty, the same technique could be used to prove existence and
uniqueness of strong solutions of (1.7) with ρ positive and radially symmetric. In
this paper we prove this result of well posedness – but for a wider class of kernels
– using the Fourier transform in a slightly different way, via a priori estimates and
the celebrated method of continuity [13]. The novelty here is that no symmetry
assumptions of any kind are made on the kernel. We also assume that the kernel
can vanish on a substantial set, specifically outside of a double cone whose apex
is at the origin. The work in this paper may begin the mathematical analysis for
a system of equations that potentially model anisotropic interactions in materials,
generalizing the model equations in [6].
The Lp theory, on the other hand, for equilibrium systems of equations of the
type (1.7) is relatively unstudied. In a recent work, the Dirichlet problem for
equations resembling (1.4) has been studied in [12] where the authors used Hilbert
space techniques to prove existence and uniqueness of weak solutions satisfying a
complementary condition (a “volume constraint problem” in peridynamics). In the
current work, in place of weak solutions, we consider strong solutions solving an
equation almost everywhere. The equation is also posed on all of Rd rather than
on a bounded domain. The Fourier matrix symbol associated to the operator L is
(2.3) M(ξ) :=
∫
Rd
(
y ⊗ y
|y|2
)(
e2πιy·ξ − 1− 2πιξ · yχ(s)(y)
)
ρ(y) dy ,
which in general lacks the differentiability necessary to apply classical multiplier
theorems. The Lp results obtained in this work are for the specific kernel |y|−d−2s.
This choice of kernel allows for the use of Fourier multiplier theorems, specifically
the Marcinkiewicz multiplier theorem. The following theorem states the second
result of the paper.
Theorem 2.3 (Lp Solvability for Specific Kernels). For 1 < p < ∞ and corre-
sponding to any f ∈ Lp and for any λ > 0 the equation
(2.4) (−∆˚)su+ λu = f in Rd
has a unique strong solution u ∈ [H2s,p(Rd)]d satisfying the estimate
(2.5) ‖u‖H2s,p ≤ C ‖f‖Lp ,
where C = C(d, s, p, λ) > 0.
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We finally remark on the case of scalar operators related to L, for example
Lu(x) := P.V.
∫
Rd
(
u(x+ y)− u(x)−∇u(x)yχ(s)(y)
)
ρ(y) dy .
The operator L is a nonlocal elliptic operator associated to a stochastic process
called a Markov jump process, or specifically a Le´vy process. For instance, see [1]
for some earlier work. The solvability in Sobolev and Ho¨lder spaces for parabolic
equations associated to the elliptic problem Lu + λu has been considered in [17]
via a probabilistic approach. Le´vy processes were studied using Fourier multipliers
in [1]. The Fourier multipliers studied in [1] are quotients of symbols consisting
of integrals. Because of their particular form, a priori estimates for solutions to
scalar-valued equations are easily obtained as a corollary. However, the results of [1]
do not directly apply to the matrix symbols necessary for the analogous a priori
estimates of solutions to (1.7), as matrix inverses take the place of quotients in the
symbols.
Our work is inspired by the paper [5] where it was shown that the equation
Lu + λu = f – with ρ merely measurable and satisfying a certain cancellation
condition – is Lp-solvable. The paper applies maximum principle techniques to
obtain important estimates. For the system (1.7) an analogous Lp solvability result
remains unclear. The maximum principle techniques in [5] do not apply to systems
of the type (1.7).
With Theorem 2.1 and Theorem 2.2, we show the well posedness of the nonlocal
hyperbolic system of wave equations
(2.6)

∂ttu+ Lu+ λu = f , (x, t) in R
d × [0, T ] ,
u(x, 0) = u0(x) , x in R
d ,
∂tu(x, 0) = v0(x) , x in R
d ,
The main existence and uniqueness result we prove is the following.
Theorem 2.4. Let T > 0, and let f ∈ C1
(
[0, T ];
[
L2(Rd)
]d)
, u0 ∈
[
H2s,2(Rd)
]d
,
and v0 ∈
[
Hs,2(Rd)
]d
. Suppose that ρ is an even function that is in Class B.
Suppose that λ is a nonnegative constant satisfying λ > λ0 − 1, where λ0 is the
constant appearing in Theorem 2.1. Then there exists a unique solution
u ∈ C
(
[0, T ];
[
H2s,2(Rd)
]d) ∩ C1 ([0, T ]; [Hs,2(Rd)]d) ∩ C2 ([0, T ]; [L2(Rd)]d)
to (2.6). In the case that f(x, t) = f0(x), then the solution u additionally satisfies
the conservation law
‖∂tu(t)‖2L2(Rd) +
∫
Rd
∫
Rd
ρ(x− y)
((
u(x, t) − u(y, t)) · x− y|x− y|
)2
dy dx
+ λ ‖u(t)‖2L2(Rd) + 2
∫
Rd
〈f0,u(t)〉 dx
= ‖∂tu0‖2L2(Rd) +
∫
Rd
∫
Rd
ρ(x− y)
((
u0(x)− u0(y)
) · x− y|x− y|
)2
dy dx
+ λ ‖u0‖2L2(Rd) + 2
∫
Rd
〈f0,u0〉 dx .
(2.7)
If λ0 < 1, then λ can be taken to be 0, that is, solving the system of equation given
in (1.1).
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An analogous result when ρ is radial and integrable can be found in [6].
3. L2 solvability
In this section we will use the method of continuity to prove the solvability of
the coupled system of nonlocal equations. The general result of the method of
continuity is stated as follows.
Proposition 3.1 (The method of continuity). Suppose that X is a Banach space
and V is a normed space. Suppose also T0, T1 : X → V are bounded linear operators.
Assume that there exists C > 0 such that for Tt = (1 − t)T0 + tT1 we have
‖x‖X ≤ C‖Ttx‖V , ∀t ∈ [0, 1], ∀x ∈ X.
Then T0 is onto if and only if T1 is onto.
In our case, we take the operator T1 to be L+λI, where L is as defined in (1.2).
In the case of nonintegrable kernels, T0 will be α1(−∆˚)s+λ for some appropriately
chosen λ > 0, since the solvability of the system α1(−∆˚)su+λu = f in
[
H2s,2(Rd)
]d
is well-known, see [6] or Theorem 2.3 for p = 2. For the case of integrable kernels,
we take the operator T0 to be the same operator L+ λI but one with radial kernel
where invertibility of the operator will be proved. In both cases, in order to apply
the method of continuity we need to show boundedness of the operators and obtain
a priori estimates for the corresponding operator Tt.
3.1. The nonintegrable case. Let us introduce the parametrized linear operators
−Ltu(x) := P.V.
∫
Rd
(
y ⊗ y
|y|2
)(
u(x+ y)− u(x) − ε(u)(x)y χ(s)(y)
)
ρt(y) dy ,
and the kernel ρt is defined as
ρt(y) := t ρ(y) + (1− t) α1|y|d+2s .
Notice that −L0 = α1(−∆˚)s and L1 = L. In order to use the method of continuity,
we need to show that the operators L0, and L1 are bounded from
[
H2s,2(Rd)
]d
to[
L2(Rd)
]d
and establish the a priori estimate for solutions of Ltu + λu = f for
t ∈ [0, 1]. First let us prove that the operators are continuous.
Lemma 3.2 (Continuity of the parametrized operator: nonintegrable case). Sup-
pose that ρ is in Class B. Then for each t ∈ [0, 1] the operator Lt :
[
H2s,2(Rd)
]d →[
L2(Rd)
]d
is continuous. More precisely, there exists a constant C > 0 such that
for all t ∈ [0, 1], and for all u ∈ [S(Rd)]d we have the estimate
(3.1) ‖Ltu‖L2 ≤ C ‖u‖H2s,2 .
Proof. Recalling that the symbol of L is the matrix symbol M(ξ) given by (2.3),
to prove continuity it suffices to show that there exists a constant C = C(d, s, α2)
such that
(3.2) |Mt(ξ)| ≤ C(2π|ξ|)2s ,
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where Mt(ξ) is the matrix symbol associated to Lt. To that end, if s ∈ (0, 12 ),
by definition Mt(ξ) =
∫
Rd
(
y⊗y
|y|2
) (
e2πıy·ξ − 1)ρt(y) dy. By using the upper bound
ρt(y) ≤ α2|y|−d−2s, we obtain
|Mt(ξ)| ≤ α2
∫
Rd
1
|y|d+2s
∣∣∣e2πıy·ξ − 1∣∣∣dy.
Now a simple calculation shows that |e2πıy·ξ − 1| =
√
2(1− cos(2πy · ξ)). Using
this and by making the substitution h = 2π|ξ|y, we obtain
|Mt(ξ)| ≤ α2
∫
Rd
1
|y|d+2s
√
2(1− cos(2πy · ξ)) dy
≤ α2(2π|ξ|)2s
∫
Rd
√
2
|h|d+2s
√
1− cos
(
h · ξ|ξ|
)
dh .
Notice that the last integral is uniformly bounded in ξ, since 1− cos(a) ≈ |a|2 for
a near 0 and s < 1/2.
When s = 1/2, we have by the cancellation condition (1.6) on ρ that
Mt(ξ) =
∫
Rd
(
y ⊗ y
|y|2
)(
e2πιy·ξ − 1− 2πιξ · y1B1/(2pi|ξ|)(y)
)
ρt(y) dy .
Then by the same substitution h = 2π|ξ|y we have
|Mt(ξ)| ≤ α2
∫
Rd
1
|y|d+1
(
|1− cos(2πy · ξ)|+ | sin(2πy · ξ)− 2πξ · y1B1/(2pi|ξ|)(y)|
)
dy
≤ α2(2π|ξ|)2s
∫
Rd
1
|h|d+1
(∣∣∣∣1− cos(h · ξ|ξ|
)∣∣∣∣+ ∣∣∣∣sin(h · ξ|ξ|
)
− ξ|ξ| · h1B1(h)
∣∣∣∣) dh
≤ C(2π|ξ|)2s .
The integral is again uniformly bounded in ξ since | sin(a)− a| ≈ |a|3 for a near 0
and since the term ξ|ξ| · h1B1(h) vanishes for |h| ≥ 1.
When s ∈ (12 , 1), again by using the upper bound on ρ and then making the
substitution h = 2π|ξ|y,
|Mt(ξ)| ≤ α2
∫
Rd
1
|y|d+2s
(∣∣1− cos(2πy · ξ)∣∣+ |sin(2πy · ξ)− 2πy · ξ|)dy
= α2(2π|ξ|)2s
∫
Rd
1
|h|d+2s
( ∣∣∣∣1− cos(h · ξ|ξ|
)∣∣∣∣+ ∣∣∣∣sin(h · ξ|ξ|
)
− h · ξ|ξ|
∣∣∣∣ ) dh
≤ C(2π|ξ|)2s ,
since the integral is once again uniformly bounded in ξ. 
The next theorem gives us a priori estimates for solutions of the system that
imply uniqueness of strong solutions. It is also the key estimate to implement the
method of continuity to prove existence of a solution.
Lemma 3.3 (A priori estimates for parametrized operator: nonintegrable case).
Suppose that ρ is in Class B. Let λ > 0 be a constant and let f ∈ [L2(Rd)]d.
Suppose u ∈ [H2s,2(Rd)]d satisfies the equation Ltu + λu = f in Rd. Then there
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exist constants N1 = N1(d, s,Λ, α1) > 0 and N2 = N2(α1,Λ, r) > 0 such that
(3.3) ‖(−∆)su‖L2 +
√
λ
∥∥∥(−∆)s/2u∥∥∥
L2
+ λ ‖u‖L2 ≤ N1
(
‖f‖L2 +N2 ‖u‖L2
)
.
As a consequence,
(3.4) ‖(−∆)su‖L2 +
√
λ
∥∥∥(−∆)s/2u∥∥∥
L2
+
(
λ−N1N2
) ‖u‖L2 ≤ N1 ‖f‖L2 .
Proof. Using the continuity of Lt, Lemma 3.2 and the fact that
[
C∞c (R
d)
]d
is dense
in
[
H2s,2(Rd)
]d
, it suffices to show (3.3) for u ∈ [C∞c (Rd)]d. To accomplish this,
we introduce the modified kernel
ρ˜t(y) := ρt(y) +
tα1
|y|d+2sχΛ∩∁Br (y) =
{
tα1
|y|d+2s
+ ρt(y) y ∈ Λ ∩ ∁Br ,
ρt(y) otherwise ,
and the associated operator L˜t; i. e. Lt with ρ˜t in place of ρt. Note that
(3.5) ρ˜t(y) ≥ 0 on Rd , α1|y|d+2s ≤ ρ˜t(y) ≤
α2
|y|d+2s for y ∈ Λ , t ∈ [0, 1] .
Then we have that
L˜tu(x) = Ltu(x) +
∫
Rd
(
y ⊗ y
|y|2
)(
u(x + y)− u(x)− ε(u)(x)y χ(s)(y)
) tα1 1Λ∩∁Br(y)
|y|d+2s dy
= Ltu(x) +
∫
Rd
(
y ⊗ y
|y|2
)(
u(x + y)− u(x)
) tα1 1Λ∩∁Br(y)
|y|d+2s dy
:= Ltu(x) + L
c
tu(x) .
The second equality follows from the definition of the function χs(y), the cancella-
tion condition (1.6), and the fact that the function 1Λ∩∁Br (y) is an even function.
It follows by the triangle inequality that
(3.6)
∥∥∥L˜tu+ λu∥∥∥
L2
≤ ‖Ltu+ λu‖L2 + ‖Lctu‖L2 .
The operator Lctu(x) has a Fourier matrix symbol that belongs to
[
L∞(Rd)
]d×d
,
and is therefore bounded from
[
L2(Rd)
]d
to
[
L2(Rd)
]d
. To be precise,∣∣∣L̂ctu(ξ)∣∣∣ = ∣∣∣∣tα1 ∫
Λ∩∁Br
(
y ⊗ y
|y|2
)
e2πιy·ξ − 1
|y|d+2s dy û(ξ)
∣∣∣∣
≤ 2α1
∫
(Γ∪−Γ)
dσ(ν)
∫ ∞
r
τ−1−2s dτ |û(ξ)|
:= N2|û(ξ)| ,
where dσ is the surface measure on Sd−1. Thus, ‖Lctu‖L2 ≤ N3‖u‖L2. Next we
need to show that
(3.7) N1
∥∥∥L˜tu+ λu∥∥∥
L2
≥ ‖(−∆)su‖L2 +
√
λ
∥∥∥(−∆)s/2u∥∥∥
L2
+ λ ‖u‖L2 .
Note that∥∥∥L˜tu+ λu∥∥∥2
L2
=
∫
Rd
|L˜tu|2 dx+ λ
∫
Rd
〈
L˜tu,u
〉
dx+ λ2‖u‖2L2 ,
10 TADELE MENGESHA, JAMES M. SCOTT
and thus to show (3.7) it suffices to estimate the first two terms. To that end, we
begin writing ρ˜t as a sum of its even and odd parts:
ρ˜t = ρ˜
e
t + ρ˜
o
t , ρ˜
e
t (y) =
1
2
(ρ˜t(y) + ρ˜t(−y)), ρ˜ot (y) =
1
2
(ρ˜t(y) − ρ˜t(−y)) .
ρ˜et satisfies the same assumptions as ρ˜t. Let L˜
e
t and L˜
o
t be the operators with kernels
ρ˜et and ρ˜
o
t respectively. Observe that L˜t = L˜
e
t + L˜
o
t and that for any u ∈
[
C∞c (R
d)
]d
we have ∫
Rd
〈
L˜
e
tu, L˜
o
tu
〉
dx = 0 .
Thus,∫
Rd
|L˜tu|2 dx ≥
∫
Rd
|L˜etu(x)|2 dx =
∫
Rd
|̂˜Letu(ξ)|2 dξ = ∫
Rd
|M˜et (ξ)û(ξ)|2 dξ ,
where
M˜
e
t (ξ) :=
∫
Rd
(
y ⊗ y
|y|2
)(
1− cos(2πy · ξ))ρ˜et (y) dy .
For every ξ ∈ Rd, the matrix M˜et (ξ) is symmetric with real entries, and therefore,
the least of the eigenvalues of M˜et (ξ) is given by minv∈Sd−1 v
⊺M˜et (ξ)v. We will
estimate the smallest eigenvalue from below as as function of ξ. By making the
substitution h = 2π|ξ|y, we see that
min
v∈Sd−1
v⊺M˜et (ξ)v = min
v∈Sd−1
∫
Rd
(
1− cos(2πy · ξ)) ∣∣∣∣v · y|y|
∣∣∣∣2 ρ˜et (y) dy
≥ min
v∈Sd−1
α1
∫
Λ
(
1− cos(2πy · ξ))
|y|d+2s
∣∣∣∣v · y|y|
∣∣∣∣2 dy
= min
v∈Sd−1
α1
(
2π|ξ|)2s ∫
Λ
1− cos
(
2πh · ξ|ξ|
)
|h|d+2s
∣∣∣∣v · h|h|
∣∣∣∣2 dh
= min
v∈Sd−1
α1
(
2π|ξ|)2sΨ( ξ|ξ| ,v
)
,
where Ψ : Sd−1×Sd−1 → R defined by Ψ(η,v) := ∫Λ 1−cos(2πh·η)|h|d+2s ∣∣∣v · h|h| ∣∣∣2 dh. The
lower bound ρ˜et (y) ≥ α1 can be used since the integrand is nonnegative. Since
Λ is a double cone with apex at the origin, Ψ is a positive function. Ψ is also
clearly continuous on the compact set Sd−1 × Sd−1 so there exists a positive con-
stant C = C(d, s,Λ) such that min
η,v∈Sd−1
Ψ(η,v) = C > 0 . We use this to estimate
the least eigenvalue of the matrix. We conclude that for any ξ 6= 0, we have
min
v∈Sd−1
v⊺M˜et (ξ)v ≥ C
(
2π|ξ|)2s. We also use this lower bound to estimate the
smallest eigenvalue of (M˜et )
⊺(ξ) M˜et (ξ) from below. Since M˜
e
t (ξ) is symmetric,
min
v∈Sd−1
v⊺(M˜et )
⊺(ξ) M˜et (ξ)v = min{β2 : β is an eigenvalue of M˜et (ξ)}
≥ C(d, s,Λ, α1)
∣∣(2π|ξ|)2s∣∣2 .
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Therefore, ∫
Rd
|L˜tu|2 dx =
∫
Rd
〈
M˜
e
t (ξ)û(ξ), M˜
e
t (ξ)û(ξ)
〉
dξ
≥ C
∫
Rd
∣∣∣(2π|ξ|)2sû(ξ)∣∣∣2 dξ = C ‖(−∆)su‖2L2 .(3.8)
Similarly, by applying Plancherel’s theorem and noting that the matrix M˜t(ξ) :=∫
Rd
(
y⊗y
|y|2
) (
cos(2πξ · y)− 1)ρ˜t(y) dy is symmetric,∫
Rd
〈
L˜tu,u
〉
dx =
∫
Rd
〈̂˜
Ltu, û
〉
dξ
=
∫
Rd
ℜ
〈̂˜
Ltu, û
〉
dξ
=
∫
Rd
〈
M˜t(ξ)û(ξ), û(ξ)
〉
dξ
≥
∫
Rd
|û(ξ)|2 min
v∈Sd−1
v⊺M˜t(ξ)v dξ
≥ C
∫
Rd
(
2π|ξ|)2s|û(ξ)|2 dξ .
It then follows that
(3.9)
∫
Rd
〈
L˜tu,u
〉
dx ≥ C
∫
Rd
|(−∆)s/2u|2 dx .
The result (3.7) follows from the equality∫
Rd
∣∣∣L˜tu+ λu∣∣∣2 dx = ∫
Rd
|f |2 dx
and the estimates (3.8) and (3.9) above. Then (3.3) follows from (3.6) and (3.7). 
Remark 3.4. Constants N1 and N2 satisfying (3.3) can be found explicitly. For
example, the constant N2 can be chosen to be
(3.10) N2 =
1 + α1
s
σ(Γ ∪−Γ) r−2s .
It is clear that N2 → 0 as r →∞.
The proof of Theorem 2.1 now follows.
Proof of Theorem 2.1. We will apply Proposition 3.1. Pick λ0 = N1N2. Then for
any λ > λ0, take T0 = α1(−∆˚) + λI, T1 = L + λI, and therefore for t ∈ [0, 1],
Tt = (1 − t)T0 + tT1 = Lt + λI, where Lt is as defined at the beginning of this
subsection. Now the continuity and a priori estimates assumptions of Proposition
3.1 are satisfied by Lemma 3.2 and Lemma 3.3. As a consequence L + λI is onto
if and only if α1(−∆˚) + λI is onto. The latter is proved to be the case in Theorem
2.3 for p = 2 or see [6] . 
12 TADELE MENGESHA, JAMES M. SCOTT
3.2. The integrable case. For integrable kernels, we begin with a special case by
assuming that ρ is radially symmetric.
Theorem 3.5. Suppose ρ is a nonnegative, integrable and radially symmetric func-
tion that is not identically 0. For every λ > 0 and for any f ∈ [L2(Rd)]d there
exists a unique strong solution u ∈ [L2(Rd)]d to Lu+λu = f satisfying the estimate
(3.11) ‖u‖L2 ≤ λ−1 ‖f‖L2 .
Proof. To show existence, we prove that the Fourier matrix multiplier M(ξ)+λI is
invertible, with inverse bounded in L∞. Since ρ is radially symmetric, the Fourier
matrix associated to L is
M(ξ) =
∫
Rd
(
y ⊗ y
|y|2
)(
1− cos(2πy · ξ))ρ(|y|) dy .
Let R(ξ) be a rotation such that R(ξ)⊺e1 =
ξ
|ξ| . Then setting h = |ξ|R(ξ)y,
M(ξ) =
∫
Rd
ρ
(
|h|
|ξ|
)
|ξ|d
R(ξ)⊺h⊗ R(ξ)⊺h
|h|2
(
1− cos(2πh1)
)
dh
= R(ξ)⊺
∫
Rd
ρ
(
|h|
|ξ|
)
|ξ|d
(
h⊗ h
|h|2
)(
1− cos(2πh1)
)
dh
R(ξ) .
Using rotations, we see that the off-diagonal terms of RMR⊺ are equal to 0 for
every ξ ∈ Rd. Thus,
M(ξ) = R(ξ)⊺ diag(ℓ1(ξ), ℓ2(ξ), . . . , ℓd(ξ))R(ξ) ,
where ℓi(ξ) =
∫
Rd
ρ( |h||ξ| )
|ξ|d
h2i
|h|2
(
1 − cos(2πh1)
)
dh . Again using rotations, ℓ2 = ℓ3 =
. . . = ℓd. Thus,
M(ξ) + λI = R(ξ)⊺ diag
(
ℓ1(ξ) + λ, ℓ2(ξ) + λ, . . . , ℓ2(ξ) + λ
)
R(ξ) .
Therefore,(
M(ξ) + λI
)−1
= R(ξ)⊺ diag
(
1
ℓ1(ξ) + λ
,
1
ℓ2(ξ) + λ
, . . . ,
1
ℓ2(ξ) + λ
)
R(ξ) .
Now, it is clear that 0 ≤ ℓi(ξ) ≤ 2 ‖ρ‖L1(Rd) for almost every ξ ∈ Rd. Thus,
(
M(ξ)+
λI
)−1 ∈ [L∞(Rd)]d×d, so the linear operator T : [L2(Rd)]d → [L2(Rd)]d defined
by T f :=
((
M(ξ) + λI
)−1
f̂
)∨
is bounded, with ‖T f‖L2 ≤ λ−1 ‖f‖L2 . Further,
u := T f solves the equation (1.7).
For uniqueness, we show that any solution u ∈ L2 of (1.7) with data f ≡ 0 is iden-
tically 0. This follows from the fact that if Lu+λu = 0, then 〈Lu+ λu,u〉L2(Rd) = 0
and as proved earlier 〈Lu,u〉L2(Rd) ≥ 0. 
Lemma 3.6 (Continuity of the operator: integrable case). Suppose that ρ is in
Class A. Let 1 ≤ p <∞. The operator L : [Lp(Rd)]d → [Lp(Rd)]d is continuous.
More precisely, we have for every u ∈ [Lp(Rd)]d the estimate
(3.12) ‖Lu‖Lp ≤ C ‖u‖Lp ,
where C = C(ρ) > 0.
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Proof. Since ρ ∈ L1(Rd),
Lu(x) =
(∫
Rd
ρ(y)
(
y ⊗ y
|y|2
)
dy
)
u(x)−
∫
Rd
ρ(y)
(
y ⊗ y
|y|2
)
u(x− y) dy
= Au(x) +K ∗ u(x) ,
where
A :=
∫
Rd
ρ(y)
(
y ⊗ y
|y|2
)
dy , K(y) := ρ(y)
(
y ⊗ y
|y|2
)
.
Using the bound |A| ≤ ‖ρ‖L1 and Young’s inequality for integrals,
‖Lu‖Lp ≤ ‖Au‖Lp + ‖K ∗ u‖Lp ≤ 2 ‖ρ‖L1 ‖u‖Lp .

Lemma 3.7 (A priori estimate: integrable case). Suppose that ρ is in Class A.
Let λ > 0 be a constant and let f ∈ [L2(Rd)]d. Suppose u ∈ [L2(Rd)]d satisfies the
equation (1.7) in Rd. Then there exists a constant C = C(λ) > 0 such that
(3.13) ‖u‖L2 ≤ λ−1 ‖f‖L2 .
Proof. Since
[
C∞c (R
d)
]d
is dense in
[
L2(Rd)
]d
, by Lemma 3.6 it suffices to show
(3.13) for u ∈ [C∞c (Rd)]d. Since
∫
Rd
|f |2 dx =
∫
Rd
|Lu+ λu|2 dx =
∫
Rd
|Lu|2 dx+ 2λ
∫
Rd
〈Lu,u〉 dx+ λ2
∫
Rd
|u|2 dx ,
(3.14)
it suffices to show only that
(3.15)
∫
Rd
〈Lu,u〉 dx ≥ 0 .
Then (3.13) follows by dropping the first two terms on the right-hand side of (3.14).
To prove (3.15), note that∫
Rd
〈Lu,u〉 dx =
∫
Rd
〈
L̂u, û
〉
dξ =
∫
Rd
〈
M(ξ)û(ξ), û(ξ)
〉
dξ
=
∫
Rd
|û(ξ)|2
〈
M(ξ)
û(ξ)
|û(ξ)| ,
û(ξ)
|û(ξ)|
〉
dξ .
Notice that 〈M(ξ)〉 is in general a matrix with complex entries. However, for every
v ∈ Cd with |v| = 1, a simple computation shows that
〈M(ξ)v,v〉 =
∫
Rd
ρ(y)
(
1− e2πıy·ξ)( (ℜv · y)2 + (ℑv · y)2|y|2
)
dy .
Since
∫
Rd
〈Lu,u〉 dx is real-valued, it follows that∫
Rd
〈Lu,u〉 dx =
∫
Rd
|û(ξ)|2
〈
M(ξ)
û(ξ)
|û(ξ)| ,
û(ξ)
|û(ξ)|
〉
dξ
=
∫
Rd
|û(ξ)|2
〈
M˜(ξ)
û(ξ)
|û(ξ)| ,
û(ξ)
|û(ξ)|
〉
dξ ,
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where
M˜(ξ) := ℜM(ξ) =
∫
Rd
(
y ⊗ y
|y|2
)(
1− cos(2πy · ξ))ρ(y) dy .
Clearly,
〈
M˜(ξ)v,v
〉
≥ 0 for all |v| = 1, and so∫
Rd
〈Lu,u〉 dx =
∫
Rd
|û(ξ)|2
〈
M˜(ξ)
û(ξ)
|û(ξ)| ,
û(ξ)
|û(ξ)|
〉
dξ ≥ 0 ,
which is (3.15). 
The proof of Theorem 2.2 for general ρ in Class A now follows by applying the
method of continuity, treating the operator Ltu := t(L0u+λu)+ (1− t)(Lu+λu).
Here, Lu denotes the operator with a general kernel ρ belonging to Class A, and
L0u denotes an operator with a kernel ρ0 of the type considered in Theorem 3.5,
i.e. belonging to Class A and radially symmetric. Thus the kernel of the operator
Lt has the expression tρ(y) + (1 − t)ρ0(|y|), and satisfies the criteria of Class A
with bounds independent of t. Therefore the a priori estimates of Theorem 3.7 can
be leveraged for the operator Lt + λ in the method of continuity program, and the
results of Theorem 2.2 follow.
4. Lp solvability
We use traditional Fourier multiplier techniques. The analogous result for the
fractional Laplacian in the scalar case seems to be known, but we are unable to find
a proof in the literature. We provide a proof of Theorem 2.3 using the Marcinkiewicz
multiplier theorem [11].
Let s ∈ (0, 1). Consider the operator
−(−∆˚)su(x) :=
∫
Rd
1
|y|d+2s
(
y ⊗ y
|y|2
)
(u(x+ y) − u(x)) dy .
In the following calculation, we assume that u ∈ [S(Rd)]d. Using the Fourier
transform we can write − ̂(−∆˚)su as follows:
− ̂(−∆˚)su(ξ) =
(∫
Rd
e2πιh·ξ − 1
|h|d+2s
(
h⊗ h
|h|2
)
dh
)
û(ξ) := −M∆s (ξ)û(ξ) .
From the proof of [15, Theorem 4.2],
M
∆
s (ξ) =
(
2π|ξ|)2s(ℓ1I+ ℓ2(ξ ⊗ ξ|ξ|2
))
,
where ℓ1 and ℓ2 are two positive constants depending only on d and s.
Theorem 2.3 hinges on the following lemma concerning Fourier multipliers.
Lemma 4.1. For s ∈ (0, 1), 1 < p <∞ and λ > 0. Define the matrix of symbols
M(ξ) :=
(
1 + 4π2|ξ|2)−s (M∆s (ξ) + λI) .
Then both M(ξ) and M−1(ξ) Lp-multipliers; that is, there exists a constant C =
C(d, s, p, λ) such that for every u ∈ [S(Rd)]d
(4.1)
∥∥∥(Mû)∨∥∥∥
Lp
≤ C ‖u‖Lp , and,
∥∥∥(M−1û)∨∥∥∥
Lp
≤ C ‖u‖Lp .
We postpone the proof of the lemma for the moment, and prove Theorem 2.3.
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Proof of Theorem 2.3. First we show that the a priori estimate (2.5) holds for
every u ∈ [H2s,p(Rd)]d solving (2.4). By Lemma 4.1 the operator (−∆˚)s + λ :[
H2s,p(Rd)
]d → [Lp(Rd)]d is continuous. Therefore, we need only show that (2.5)
holds for u ∈ [S(Rd)]d. Then by definition and by Lemma 4.1 we have that
‖u‖H2s,p(Rd) =
∥∥∥∥(1 + 4πs|ξ|2)sû)∨∥∥∥∥
Lp(Rd)
=
∥∥∥(M−1(M∆s + λI)û)∨∥∥∥
Lp(Rd)
≤ C
∥∥∥∥((M∆s + λI)û)∨∥∥∥∥
Lp(Rd)
= C
∥∥∥(−∆˚)su+ λu∥∥∥
Lp(Rd)
= C ‖f‖Lp(Rd) ,
which is (2.5). Uniqueness clearly follows from the a priori estimate as well.
To see that a solution to (2.4) exists, simply note that for every f ∈ [Lp(Rd)]d
the distribution
u(x) =
((
M
∆
s + λI
)−1
f̂
)∨
(x)
belongs to
[S ′(Rd)]d, and that
(4.2)
(
(1 + 4π2|ξ|2)sû)∨ = (M−1f̂)∨ ∈ [Lp(Rd)]d
by Lemma 4.1. Thus u is a function in
[
H2s,p(Rd)
]d
that solves (2.4). The proof
is complete. 
We use the Marcinkiewicz multiplier theorem to prove the lemma; see [11].
Proof of Lemma 4.1. We begin by showing that M(ξ) is an Lp multiplier. By a
direct computation, the function M(ξ) has the explicit expression
M(ξ) =
(
4π2|ξ|2
1 + 4π2|ξ|2
)s(
ℓ1I+ ℓ2
(
ξ ⊗ ξ
|ξ|2
))
+
λ(
1 + 4π2|ξ|2)s .
The symbol ξ⊗ξ|ξ|2 is a matrix symbol whose ij-th entry is the symbol of the composi-
tion of Riesz transforms −RiRj . Thus the matrix symbol is an Lp-multiplier. The
second expression in the sum defining M is the Bessel potential of order −2s, and
is also an Lp-multiplier; see [20, Chapter 5, Section 3.3]. Finally, it is established
in [20, Chapter V, Section 3.2., Lemma 2] that the symbol
(
4π2|ξ|2
1+4π2|ξ|2
)s
is a finite
measure. Putting all this together gives us the result.
Next, we show that M−1(ξ) an Lp multiplier. Again by direct computation, the
inverse M−1(ξ) has the expression
M
−1(ξ) =
(
1 + 4π2|ξ|2)s
ℓ1
(
4π2|ξ|2)s + λ
(
I− ℓ2
(
4π2|ξ|2)s(
4π2|ξ|2)s(ℓ1 + ℓ2) + λ
(
ξ ⊗ ξ
|ξ|2
))
.
It suffices to show that the symbols
m1(ξ) :=
(
1 + 4π2|ξ|2)s
ℓ1
(
4π2|ξ|2)s + λ , m2(ξ) := ℓ2
(
4π2|ξ|2)s(
4π2|ξ|2)s(ℓ1 + ℓ2) + λ
are Lp-multipliers. Using this, we then observe that M−1 is a matrix whose entries
consist of sums and products of Lp-multipliers, and the lemma is proved.
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We use the Marcinkiewicz multiplier theorem; specifically, we show that m1 and
m2 verify condition (6.2.9) in [11, Corollary 6.2.5]. We introduce the auxiliary
function F : Rd+2 → R defined by
F (η) :=
(|η1|2 + |η′|2)s
|η′|2s + |η2|2 , η = (η1, η2, . . . , ηd+1, ηd+2) , η
′ := (η3, η4, . . . , ηd+1, ηd+2) .
By inspection it is clear that F is bounded on Rd+2 and belongs to the class Cd+2
away from the coordinate axes on Rd+2. Also by inspection, for any η1 6= 0 and
η2 6= 0 the function F (η1, η2, ·) is bounded on Rd and belongs to the class Cd on
Rd \ {0}. The function F is invariant under weighted dilation: for any µ > 0, and
s > 0
F (µη1, µ
sη2, µη
′) = F (η1, η2,η
′).
As a consequence, for any multi-index β = (β1, β2, . . . , βd+1, βd+2) differentiation
yields
(4.3) µ|β|+(s−1)β2(∂βF )(µη1, µ
sη2, µη
′) = ∂βF (η1, η2,η
′) .
Now for fixed η1 6= 0 and η2 6= 0 and every vector of the form η = (η1, η2,η′) ∈ Rd,
we will choose µ = µη such that (µη1, µ
sη2, µη
′) has unit length in Rd+2. Such a
µ > 0 satisfies the equation
µ2η21 + µ
2sη22 + µ
2|η′|2 = 1,
and its existence can be shown as an intersection point of the quadratic function
µ 7→ µ2(η21+|η′|2) and the curve µ 7→ 1−µ2sη22 . Note that as |η′| → 0, µη → µ0 > 0,
the intersection of the quadratic function µ 7→ µ2η21 and the curve µ 7→ 1 − µ2sη22 .
Also as |η′| → ∞, µη → 1. Moreover, for any η′ 6= 0, µη < |η′|−1. As a consequence
the set of unit vector
V = {(µηη1, µsηη2, µηη′) : η′ ∈ Rd} ⊂ Sd+1
avoids all points of singularity of F and its derivatives. Now, if β is a multi-index
with β1 = 0 = β2, then by construction µ
βj
η ≤ |ηj |−βj for j ∈ {3, 4, . . . , d+1, d+2}.
Plugging this µη in (4.3), we have that for any η
′ 6= 0,
|∂βF (η1, η2,η′)| ≤ sup
v∈V
|∂βF (v)|µβ3+β4+...+βd+2 ≤ C|η3|−β3 · · · |ηd+2|−βd+2
for some constant C that depends on η1, η2, β and s. Therefore, for any multi-index
γ = (γ1, . . . , γd), γi ∈ {1, 2, · · · , d}, we set β = (0, 0, γ1, . . . , γd) and obtain
|∂γm1(ξ)| = 1
ℓ1
∣∣∣∣∂βF(1,√λℓ−11 , 2π|ξ|)∣∣∣∣ ≤ C|ξ1|−γ1 · · · |ξd|−γd .
Thus the hypotheses of [11, Corollary 6.2.5] are satisfied for m1(ξ).
A similar strategy fails form2(ξ) because the numerator fails to be bounded away
from zero. Specifically, m2(ξ) is C
d on Rd away from the coordinate axes. We must
check the derivatives directly. Introduce the auxiliary function Ga : (0,∞) → R
defined by
Ga(η) :=
ηs
ηs + a
=
1
1 + aη−s
, a > 0 .
Then it is clear that for every n ∈ N the function Ga satisfies∣∣∣G(n)a (η)∣∣∣ ≤ Cη−n .
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Let a = λ(ℓ1+ℓ2)4π2 , and let β be a multi-index with βj ∈ {0, 1}. Then
∂βm2(ξ) =
ℓ2
ℓ1 + ℓ2
G(|β|)a
(|ξ|2) 2|β| d∏
j=1
ξ
βj
j
and so ∣∣∂βm2(ξ)∣∣ ≤ C|ξ|−2|β| d∏
j=1
|ξj |βj ≤ C
d∏
j=1
|ξj |−βj .
Thus m2 also satisfies the hypotheses of of [11, Corollary 6.2.5], and the proof is
complete. 
Remark 4.2. It is also possible to prove that m2(ξ) is an L
p-multiplier without
using the Marcinkiewicz multiplier theorem. In fact, one can show using the proof
of [20, Chapter 5, Section 3.2, Lemma 2] that m2(ξ) is in fact the Fourier transform
of a finite measure, hence an Lp-multiplier.
5. The Peridynamic-Type Wave Equation
In this section we turn our attention to the system of time dependent equations
given in (2.6) and prove Theorem 2.4. We recall that we are interested in the system
(5.1)

∂ttu+ Lu+ λu = f , (x, t) in R
d × [0, T ] ,
u(x, 0) = u0(x) , x in R
d ,
∂tu(x, 0) = v0(x) , x in R
d ,
where f ∈ C1
(
[0, T ];
[
L2(Rd)
]d)
, u0 ∈
[
H2s,2(Rd)
]d
, and v0 ∈
[
Hs,2(Rd)
]d
.
We use the semigroup approach described in [2, Chapter 10]. To this end, we
assume for the rest of this section that ρ is in Class B and that m(y) is an even
function. In this case L becomes
(5.2) − Lu(x) = P.V.
∫
Rd
(
y ⊗ y
|y|2
)(
u(x + y)− u(x))ρ(y) dy .
Let λ0 be the quantity defined in Theorem 2.1, and for λ > λ0 − 1 define the
operator
(5.3) Lλ := L+ λI :
[
H2s,2(Rd)
]d → [L2(Rd)]d .
Note that by the symmetry assumption on L,
〈Lu,u〉L2(Rd) =
∫
Rd
∫
Rd
ρ(x− y)
∣∣∣∣(u(x) − u(y)) · x− y|x− y|
∣∣∣∣2 dy dx ≥ 0
for every u ∈ [H2s,2(Rd)]d. Therefore for any λ ≥ 0 we have
(5.4) 〈Lu+ λu,u〉L2(Rd) ≥ 0 ∀u ∈
[
H2s,2(Rd)
]d
.
Further, Theorem 2.1 implies that:
for every g ∈ [L2(Rd)]d there exists a unique u ∈ [H2s,2(Rd)]d
satisfying Lλu+ u = g in R
d ,
(5.5)
since λ > λ0 − 1. Equations (5.4) and (5.5) define Lλ as a maximal monotone
operator for any nonnegative λ satisfying λ > λ0−1. Since the unbounded operator
Lλ is symmetric, by (5.4) and (5.5) it is self-adjoint on
[
H2s,2(Rd)
]d
as well, see
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[2, Proposition 7.6]. Therefore the positive square root of Lλ, denoted L
1/2
λ , is
well-defined. Therefore, by the estimate in Theorem 2.1 we have that for every
u ∈ [H2s,2(Rd)]d the norm〈
L
1/2
λ u,L
1/2
λ u
〉
L2(Rd)
= 〈Lu,u〉L2(Rd) + λ ‖u‖2L2(5.6)
is equivalent to the norm
∥∥(−∆)s/2u∥∥2
L2(Rd)
+‖u‖2L2(Rd) . Thus
〈
L
1/2
λ
( · ),L1/2λ ( · )〉
defines an equivalent inner product on
[
Hs,2(Rd)
]d
.
Now, we rewrite the system (5.1) as a larger system of equations
(5.7)

v = ∂tu , (x, t) in R
d × [0, T ] ,
∂tv + Lu+ λu = f , (x, t) in R
d × [0, T ] ,
u(x, 0) = u0(x) , x in R
d ,
∂tu(x, 0) = v0(x) , x in R
d ,
or equivalently
(5.8)
{
∂tU+ AλU = F , (x, t) in R
d × [0, T ] ,
U(x, 0) = U0(x) , x in R
d ,
where U = (u,v)⊺, F = (0, f)⊺, U0 = (u0,v0)
⊺ and the operator Aλ is defined as
Aλ :=
(
0 −I
Lλ 0
)
.
We denote the Hilbert space H := [Hs,2(Rd)]d × [L2(Rd)]d, and we define the
domain of the operator Aλ by D(Aλ) :=
[
H2s,2(Rd)
]d × [Hs,2(Rd)]d ⊂ H. By
(5.6), the inner product on H can be defined by
(5.9) 〈U,V〉H :=
∫
Rd
〈
L
1/2
λ u1,L
1/2
λ v1
〉
dx+
∫
Rd
〈u1,v1〉 dx+
∫
Rd
〈u2,v2〉 dx
where U = (u1,u2), V = (v1,v2).
Denoting the identity operator on H by I, we note that the operator Aλ + I is
nonnegative. Indeed, for any U = (u,v)⊺ ∈ D(Aλ) we have using (5.9) that
〈(Aλ + I)U,U〉H
= 〈AλU,U〉H + 〈U,U〉H
= −
∫
Rd
〈
L
1/2
λ u,L
1/2
λ v
〉
dx−
∫
Rd
〈u,v〉 dx+
∫
Rd
〈Lλu,v〉 dx
+
∫
Rd
|L1/2λ u|2 dx+
∫
Rd
|u|2 dx+
∫
Rd
|v|2 dx
= −
∫
Rd
〈Lλu,v〉 dx+
∫
Rd
〈Lλu,v〉 dx+
∫
Rd
|L1/2λ u|2 dx
+
∫
Rd
|u|2 dx−
∫
Rd
〈u,v〉 dx+
∫
Rd
|v|2 dx
=
∫
Rd
|L1/2λ u|2 dx+
1
2
∫
Rd
(|u|2 + |v|2) dx+ 1
2
∫
Rd
|u− v|2 dx ≥ 0 .
(5.10)
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In addition, the operator Aλ + 2I is invertible. To see this, note that inverting Aλ
is equivalent to solving the system
(5.11)
{
−v+ 2u = g1 , Lu+ λu+ 2v = g2 , x ∈ Rd ,
for any (g1,g2)
⊺ ∈ H, which is equivalent to solving
(5.12) Lu+ (λ+ 4)u = 2g1 + g2 , x ∈ Rd .
Since λ + 4 > λ0 and since 2g1 + g2 ∈
[
L2(Rd)
]d
, (5.12) has a unique solution
u ∈ [H2s,2(Rd)]d. Then v = 2u− g1 ∈ [Hs,2(Rd)]d and so U = (u,v)⊺ ∈ D(Aλ)
solves (5.11).
Therefore, since Aλ+I is maximal monotone for λ > λ0− 1 nonnegative, by the
Hille-Yosida theorem [4, Theorem 1, Chapter XVII, section 3], there is a continuous
contraction semigroup SAλ+I(t) : L
2 → L2 such that for any G ∈ [L2(Rd)]2d the
solution U of
(5.13)
{
∂tU+ AλU+ Iu = G , (x, t) in R
d × [0, T ] ,
U(x, 0) = U0(x) , x in R
d ,
can be given by the formula [2, Theorem 7.10]
U(x, t) = SAλ+I(t)U0(x) +
∫ t
0
SAλ+I(t− s)G(x, s) ds .
Taking G = etF and making the substitution W = etU, we see that W is the
unique solution to (5.8) with source data F. Thus the first component of W is the
unique solution to (5.1).
The conservation law (2.7) follows from multiplying the equation by ∂tu and
integrating by parts.
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