This paper first constructs a classification framework for multi-attribute evaluation methods oriented to academic journals, and then discusses the comparability of the vast majority of non-linear evaluation methods and the majority of linear evaluation methods theoretically, taking the TOPSIS method as an example and the evaluation data on agricultural journals as an exercise of validation. The analysis result shows that we should attach enough importance to the comparability of evaluation methods for academic journals; the evaluation objectives are closely related to the choice of evaluation methods, and also relevant to the comparability of evaluation methods; the specialized organizations for journal evaluation had better release the evaluation data, evaluation methods and evaluation results to the best of their abilities; only purely subjective evaluation method is of broad comparability.
Introduction
Academic journal is an important bridge for translating knowledge innovation and scientific and technological achievements into productive forces, and it plays an irreplaceable role in promoting scientific and technological progress in a society. Journal evaluation is an important component of bibliometric study. It tries to reveal the regularity in the distribution of papers among journals through the quantitative analysis of the development pattern and growth trend in journals, so as to provide insight for the optimization of academic journals. At the same time, it may help improve the quality of academic journals, and promote the healthy growth and development of academic journals. The journal evaluation theory originated from Dr. E. Garfield (1963) .
The quantitative methods for journal evaluation include two broad categories, the single-index evaluation and the multi-index comprehensive evaluation. Various indicators have been designed for journals evaluation. The traditional indicators are relatively simple, containing small amount of information, such as the impact factor, cited half-life, and the share of grant-supported papers in total papers. Later, the traditional indicators are integrated into a number of composite indicators, which include a larger amount of information, with the typical examples being FCSm (Moed et al., 1995) , H index (Hirsch, 2005) , and ACIF (Markpin, 2008) .
Since the single-index evaluation methods provide a limited amount of information, the multi-index comprehensive evaluation (also known as the multi-attribute evaluation,MAE) methods have been widely used. Weiping Yue and Concepcion S. Wilson (2004) established an analytical framework for journal influential force using the principle of the structural equation, but they did not conductan empirical tast. Xinning Su (2008) Through the above literature review, we see that there have been dozens of multi-attribute evaluation methods to date, and many of them have already been applied to academic journals evaluation. It can be expected that more of new multi-attribute evaluation methods will appear. The academic community has formed a consensus on a shortcoming of journal evaluation, namely different evaluation methods towards the same objects would lead to different evaluation results. However, another issue in journal evaluation has gained little, if any, attention, namely the comparability of the evaluation results over academic journals in different disciplines based on the same evaluation methods, or the comparability of the evaluation results on the performance of the same disciplinary journals in different time periods (this type of comparability could also be known as "inheritance"). Since there are huge amount of academic journal titles in the world, evaluation methods must be chosen carefully to ensure fair evaluation.
Observing from the horizontal perspective, although the evaluation results for journals of different disciplines are not comparable to each other, we had better seek to adopt the same evaluation method, and we had better pay special attention to this issue in the evaluation of different sub-discipline journals in given discipline or field. For example, medicine is a big field. There are 54 clinical journals and 43 surgery journals in the 2007 edition of "China Scientific and Technical Journal Citation Report". If we use the principal component analysis to evaluate clinical medicine journals and use the gray correlation method to evaluate surgery journals in our medical journals evaluation, then this approach is clearly inappropriate. Preferably, we had better use the same evaluation method. A more important issue is that even if we use the principal component analysis to evaluate both clinical medicine journals and surgery journals, is the nature of two evaluation exercises same? As the specific data processing is concerned, there are three kinds of treatments: using the principal component analysis to evaluate 54 clinical journals alone; using principal component analysis to evaluate 43 surgery journals alone; using principal component analysis to evaluate 97 clinical medicine and surgery journals as a whole. Are the first and the second approaches comparable? Is it reasonable to adopt the third evaluation approach instead? This paper first classifies the evaluation methods, and then builds an analytical framework, afterwards carries out an empirical research with the TOPSIS method for the purpose of exploring comparability of evaluation methods for academic journals in depth.
Research methodology

2.1Analytical Framework
Here we construct an analytical framework, as shown in Figure 1 . The multi-attribute journal evaluation methods are divided into two categories, the linear and nonlinear evaluation methods. The so-called linear evaluation means that one adopts subjective or objective way to give weights to the evaluation indicators, and then carries out the linear summation of weighted indicators value to obtain the evaluation results of the journals. Such methods include the analytic hierarchy process (AHP), expert panel evaluation, entropy weight method, probability weight method and so on. The so-called non-linear evaluation means that one adopts fuzzy mathematics, operations research and other systematic approaches for evaluation, such as the principal component analysis, gray correlation analysis, data envelopment analysis, and TOPSIS, where non-linear relations exist between the indicators and the evaluation results. Further, the linear evaluation methods can also be divided into two groups, in one group one meets the data-dependent weights and in another group the weights are determined independent of the data involved. The former include the entropy weight method and the variation coefficient method; the latter include the analytic hierarchy process and the expert panel evaluation.
Then, what is the relationship between non-linear evaluation methods and evaluation data? So far, almost all evaluation results based on non-linear evaluation methods are heavily data-related, and they rely on the data.
In the above example, let's first consider the evaluation methods with data-dependent weights. If we like to evaluate medical journals, taking the different disciplines involved into account, it is generally not appropriate to evaluate hundreds of medical journals with the same method. Why? Take the entropy weight method as an example. If we only evaluate 54 clinical journals, the calculated weight of impact factor may be 0.234, but if we evaluate more than 500 medical journals together, the calculated weight for impact factor may be 0.195. In another word, the entropy weights for 54 o journals and for more than 500 journals are totally different. By the same token, the entropy weights for 54 clinical medicine journals and for 43 surgery journals would be also totally different even if we adopt the same evaluation indicators. That is to say, linear evaluation methods with data-dependent weights are not comparable horizontally.
On the vertical comparison, with the entropy weight method, the indicators weights for 54 clinical journals depending on the 2006 data and 2007 data respectively are not the same. That is to say, the linear evaluation methods with data-dependent weight are not comparable vertically.
For linear evaluation methods, since the weights are determined independent of evaluation data, so the weights for different indicators may be like this: impact factor (0.25), total cites (0.2), cited half-life (0.1), disciplinary impact (0.2) share of grant-supported papers in total papers (0.1), citing half-life (0.1), immediacy index (0.05). In this case, both the evaluation for 54 clinical medicine journals and the evaluation for 43 surgery journals are comparable horizontally. Similarly, for 54 clinical medicine journals, the evaluation results based on the data of different years are also comparable. In other words, linear evaluation methods with the weights independently determined are not only horizontally comparable but also vertically comparable or inheritable.
Since all the non-linear evaluation methods are highly dependent on data, they are neither horizontally comparable nor vertically inheritable, unlike the cases for linear evaluation methods with data-dependent weight.
To date, there have been dozens of multi-attribute evaluation methods, which are mostly non-linear evaluation methods. Many of the remaining linear evaluation methods are the type of data-dependent weight. Only the expert panel evaluation, analytic hierarchy process and a few other methods are horizontally and vertically comparable, which is often overlooked by the academic community.
Then, how should one compare different evaluation methods? As the principles of different evaluation methods are different, it is only too natural to find that different evaluation methods themselves are not comparable, and it is difficult to conduct thorough and meticulous comparison horizontally. Taking into account the important status of weight in multi-attribute evaluation, this paper uses simulated weight through regression analysis to make the comparison.
Regression analysis is originally a calculation method for investigating the specific dependence of a variable on the other (s). It inspects the overall mean of the explained variables based on the known or given value of the explanatory variables, namely, when the explanatory variable takes a certain value, the average value of all possible corresponding values of the statistically associated explained variable.
For the majority of non-linear evaluation methods, we may suppose that all the individual indicators are the explanatory variables, and the total index value is the explained variable. So the following model may be established: 
Where, x1,x2,x3…xn are indicator values, and b1,b2,b3…bn actually become the weights after normalization treatment.
2.2Choice of non-linear evaluation methods
There are many non-linear evaluation methods. This paper takes TOPSIS as an example to analyze the comparability and inheritance of the evaluation methods. TOPSIS (Technique for Order Performance by Similarity to Ideal Solution) is a classical multiple attribute decision making method, which is developed by Hwang and Yoon (1981). It is based on the concept that the chosen alternative should have the shortest distance to the Positive Ideal Solution (the solution that maximizes the benefit criteria and minimizes the cost criteria) and the farthest distance to the Negative Ideal Solution (the solution that maximizes the cost criteria and minimizes the benefit criteria).
Data
The evaluation data in this paper come from the agricultural academic journals recorded by CSTPC database of the Institute of Scientific & Technical Information of China. The Institute of Scientific & Technical Information of China has carried on the statistical analysis over the publication amount of China's scientists and citations those publications gathered since 1987, established the Chinese scientific and technical papers and citation database, and also publishes "Chinese Academic Journal Citation Report" annually. In order to analyze the comparability and inheritance of journal evaluation, we select the 2005 and 2006 data on the agricultural academic journals, but delete some journals whose data are incomplete and a small number of new journals, and analyze the two years' panel data on 96 agricultural journals. For a comparison between the evaluation methods, for convenience, this paper only selects a total of five indicators, namely, total cites, impact factor, share of grant-supported papers in total papers, cited half-life, disciplinary impact.
Before the evaluation of journals, we must treat data through normalization. Set the maximum of each indicator to be 100, and then conduct pro-rata adjustment. In addition, since the cited half-life is a negative indicator, it needs a proper treatment. The method here is to use 100 minus its normalization results and then make normalization again over the above difference, which turns it into a positive indicator.
Empirical results
4.1Comparison of simulation weights
First we evaluate 96 agricultural journals based on 2005 data through TOPSIS, and then make a regression with the evaluation results as dependent variables and the five evaluation indicators as independent variables, afterwards treat the data in 2006 following the same method. The results are shown in Table 1 . As a weights simulation method for TOPSIS, regression analysis is quite effective here. The goodness of fit R2 for the data of both years is high, all above 0.98, and t-test values of all the evaluation indicators are significant, passing the statistical test on the level of 1%. Table 2 . It should be noted that, because the simulation weights is merely a simulation over TOPSIS results after all, there are some differences between the TOPSIS evaluation results and simulation weights evaluation results of 2005, which is normal .
Conclusion and discussion
5.1Comparability of journal evaluation methods should be taken seriously
We should ensure the fairness of journals evaluation as much as possible. Many factors affect the evaluation fairness, such as the indicators selection, evaluation methods choice, weights determination, and the design of evaluation task, etc. Because almost all the non-linear evaluation methods and most linear evaluation methods are not comparable, this hidden problem should arouse enough attention in the academic community.
5.2The choice of evaluation methods for academic journals is closely related to the evaluation purpose
If the main evaluation purpose is to sort out various journals , then the comparability and inheritance of the evaluation results should be noted closely; if the main evaluation purpose is to analyze the factors impinging on the journal quality, which is a macro-level application of journal evaluation, however, comparability will not be a big problem. Though the different evaluation results of different evaluation methods are not comparable, they are often of high correlation, so the incomparability will not affect the macro-analysis.
5.3It may be necessary for the organizations conducting journal evaluation to release the evaluation methods
When the professional organizations conduct annual journal evaluations, it is normal for them to change evaluation methods with the improvements of evaluation techniques, but once the evaluation method is changed, the evaluation results of different years will not be comparable. If such organizations do not release the evaluation method, they will give the public a false impression that the evaluation results of different years are comparable, and reach possibly wrong conclusion that the rank of a journal has raised or fallen. How should one balance the desire to try advanced evaluation technology with the comparability of the evaluation objects? The best way is to release the raw data, evaluation methods and evaluation results annually, and make renewed evaluations if necessary. That is, if we adopt A evaluation method last year and B evaluation method this year, it is necessary not only to give the evaluation result of this year by method B but also to give the evaluation result based on the last year's data by B method.
Only the purely subjective evaluation methods are comparable
Because of unavoidable subjective views of evaluation experts, the application of subjective evaluation methods has been disputed all along. According to this study, however, a very interesting point is found that only the purely subjective evaluation methods ,such as AHP and Expert Panels Evaluation, are comparable because they do not rely on data, At least it is certain that a complete denial of subjective human judgments and the experts' advice is not desirable.
