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Abstract—LoRa is the proprietary physical layer (PHY) of
LoRaWAN, which is a popular Internet-of-Things (IoT) protocol
enabling low-power devices to communicate over long ranges. A
number of reverse engineering attempts have been published in
the last few years that helped to reveal many of the LoRa PHY
details. In this work, we describe our standard compatible LoRa
PHY software-defined radio (SDR) prototype based on GNU
Radio. We show how this SDR prototype can be used to develop
and evaluate receiver algorithms for LoRa. As an example, we
describe the sampling time offset and the carrier frequency
offset estimation and compensation blocks. We experimentally
evaluate the error rate of LoRa, both for the uncoded and the
coded cases, to illustrate that our publicly available open-source
implementation is a solid basis for further research.
Index Terms—LoRa, GNU Radio, Internet-of-Things
I. INTRODUCTION
LoRa is one of the most popular low-power wireless
standards for the Internet of Things (IoT) [1] and it has
attracted significant attention both in the industry and in
academia [2], [3]. The specification of the LoRa physical
layer (PHY) is proprietary, making its study challenging.
Nevertheless, performance and robustness studies have been
performed using commercial LoRa transceivers [4], [5], [6],
[7]. The disadvantage of this approach is that it does not allow
to evaluate modifications of the LoRa PHY or more advanced
receiver algorithms, since these are pre-defined and fixed in
commercial transceivers.
Software-defined radios (SDRs) can readily address this
issue [8], provided that a complete implementation of the
LoRa PHY is available. Numerous reverse engineering efforts
and corresponding SDR implementations (e.g., [9], [10], [11],
[12]) from the past few years have revealed many important
details of the LoRa PHY. However, despite their important
contributions, these implementations focus on the reverse
engineering aspect and are therefore using only basic receivers,
which lack, for example, sampling time offset (STO) and
carrier frequency offset (CFO) estimation and correction. This
can have a devastating effect on the demodulation of LoRa
symbols. As such, the existing SDR implementations can only
operate at very high signal-to-noise ratios (SNRs).
Contributions: In this work, we describe a fully-functional
GNU Radio SDR implementation of a LoRa transceiver with
all the necessary receiver components to operate correctly
even at very low SNRs. We use variants of the algorithms
described in [13], [14] to jointly correct the STO and CFO.
Moreover, our implementation fixes several minor issues of
existing implementations (e.g., the order of channel coding and
whitening), which are explained in more detail in [15] and are
not explained again here due to space limitations. Finally, we
provide, to the best of our knowledge, the first fully end-to-
end experimental performance results of a LoRa SDR receiver
at low SNR. Our GNU Radio implementation of the complete
LoRa transceiver chain is publicly available at [16].
II. LORA PHY
In this section, we first describe the LoRa modulation
and the complete transmitter and receiver chains, including
whitening, channel coding, interleaving, and Gray mapping
and we then describe the structure of LoRa packets.
A. LoRa Modulation and Demodulation
LoRa is a spread-spectrum frequency modulation with band-
width B ∈ {125, 250, 500} kHz. Every LoRa symbol carries
SF ∈ {7, . . . , 12} bits and consists of N = 2SF chips,
where SF is called the spreading factor. A baseband symbol
s ∈ S , {0, . . . , N−1} spans the entire bandwidth, i.e.,
the symbol begins at frequency ( sBN − B2 ) and its frequency
increases by BN in every chip. When the frequency
B
2 is
reached, a frequency fold to −B2 occurs and the frequency
continues to increase by BN in every following chip of the
symbol until the initial frequency is reached. The discrete-
time baseband-equivalent description of a LoRa symbol s, can
be written in two forms. The first form does not ensure inter-
symbol phase continuity since the initial phase of every symbol
depends on the symbol itself. In the second form, which is used
in [17], [18], [19], [20], the phase remains continuous between
consecutive symbols. This phase continuity is highlighted as a
useful property in one of the original LoRa patents [21]. Using
the form that ensures inter-symbol phase continuity and for
the case where the sampling frequency fs is equal to B, the
baseband-equivalent representation of a LoRa symbol is [18]
xs[n] = e
j2pi
(
n2
2N +(
s
N− 12 )n
)
, n ∈ S. (1)
Note that, as explained in detail in [20], the continuous-time
LoRa chirp occupies a bandwidth that is slightly larger than B.
Therefore, using a sampling rate fs = B in a real transmission
introduces some distortion effects due to aliasing.
When transmission takes place over an AWGN channel, the
received LoRa signal is given by
y[n] = xs[n] + z[n], n ∈ S, (2)
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Fig. 1. The LoRa PHY Tx and Rx chains and of the LoRa packet structure.
where z[n] ∼ CN (0, σ2) is complex-valued AWGN with
variance σ2 = N02N and singled-sided noise power spectral
density N0. In this case, the SNR is defined as SNR = 1N0 .
The receiver first dechirps the received signal by multiply-
ing y[n] with the complex conjugate of a reference signal
x0[n], which is typically chosen to be the LoRa symbol
for s = 0 (i.e., a pure upchirp) for simplicity. After that,
the receiver computes a discrete Fourier transform (DFT),
obtaining Y = DFT (y  x∗0), where y = [y[0] . . . y[N−1]]
and x0 = [x0[0] . . . x0[N−1]] and where  denotes element-
wise vector multiplication. In a typical non-coherent LoRa
receiver, the estimate sˆ of the transmitted symbol is
sˆ = arg max
k∈S
(|Y [k]|) . (3)
Each demodulated LoRa symbol sˆ has an associated SF-bit
label, which gives an estimate of the SF transmitted bits.
B. Complete LoRa Transceiver Chain
Apart from the modulation and demodulation explained
in the previous section, the transmitter and receiver chains
also perform some additional processing, as shown in Fig. 1.
The LoRa transmitter chain performs whitening, Hamming
encoding, interleavering, and Gray mapping prior to the chirp
modulation. The receiver performs Gray demapping, deinter-
leaving, Hamming decoding, and dewhitening.
1) Whitening: Whitening is an XOR of the information bits
with a pseudo-random sequence. The whitening sequence that
LoRa uses cna be found in [16] and was derived from the
whitening matrix shown in [15, Fig. 2.11]. The base whitening
matrix we found is the one that corresponds to the coding rate
(CR) CR = 4/8. For CR = 4/7 and CR = 4/6 one and two of the
rightmost columns of the base whitening matrix are removed,
respectively. For CR = 4/5 the last column in the whitening
matrix is different than the corresponding fifth column in the
base whitening matrix. This happens because, as explained in
the sequel, for CR = 4/5 a single parity check is used instead
of a Hamming code. Moreover, we found that for the coding
rate CR = 4/5, the parity bit is calculated from the whitened
version of the four bits, meaning that the whitening block is
the first block in the transmitter chain.
2) Error-Correction Coding: LoRa supports four error-
correction coding (ECC) rates CR ∈ {4/5, 4/6, 4/7, 4/8}. For
the three lowest rates, LoRa uses (k, n) Hamming codes with
k = 4 and n ∈ {6, 7, 8}, where k is the data length and n is
the codeword length. The (4, 6) Hamming code is a punctured
version of the standard (4, 7) Hamming code, while the (4, 8)
Hamming code is an extended version of the (4, 7) Hamming
code. For CR = 4/5, LoRa uses an even parity-check code
instead of a (punctured) (4, 5) Hamming code. The generator
and parity-check matrices, are described in detail in [15].
3) Interleaving: LoRa uses a diagonal interleaver to dis-
tribute the (up to SF) bit errors resulting from a symbol
error over multiple ECC codewords. The combination of
interleaving with the ECC leads to a higher probability of
correctly decoded codewords since most codewords will only
contain a single bit error, as explained in detail in [22].
4) Gray mapping: LoRa uses a reverse Gray code for the
mapping from bits to symbols. Thus, a symbol error that
mistakes a symbol for one of its adjacent symbols (also called
a ±1 demodulation error) only causes a single bit error, which
can always be corrected by the Hamming codes with CR = 4/7
and CR = 4/8. This property is particularly useful if CFO or
STO can not fully be recovered, which typically leads to ±1
demodulation errors [21], [13], [14], [22].
C. LoRa Packet Structure
The structure of a LoRa packet, which has been explained
in detail in [10], is shown in Fig. 1.
1) Preamble: The first part of a LoRa packet is the pream-
ble, which consists of a variable number Npr of upchirps. The
default value for Npr is 8, but all preamble lengths in the
range Npr ∈ {6, . . . , 65535} are valid [23], enabling effective
preamble detection for a very large range of effective SNRs.
2) Network identifiers: After the preamble, the packet con-
tains two network identifier symbols. In [21] it is mentioned
that the network identifier symbols are modulated as {x,N −
x}, where x is the network identifier, and that they should have
a minimum distance of three for different networks to avoid
problems caused by ±1 demodulation errors. However, it is
also mentioned in [13] that the network identifiers observed
were actually of the form {x, x}.
3) Downchirps: After the network identifiers, there are two
and a quarter frequency synchronization symbols, which are
downchirps x∗0. These downchirps are used in [13], [14] to
partially distinguish between the STO and the CFO.
4) Header (Optional): The packet continues with an op-
tional header, which contains information about the length of
the packet, the code rate, the presence of a cyclic redundancy
check (CRC), and a checksum. If the header is not present,
the receiver parameters need to be configured manually. The
structure of the header is explained in detail in [10] and [15].
5) Payload and CRC: Finally, the last part of the packet
is the payload and an optional 16-bit CRC of the payload
bits [23]. The maximum length of the payload is 255 bytes.
III. LORA FRAME SYNCHRONIZATION
The demodulation procedure described in Section II as-
sumes that the receiver is perfectly synchronized to the in-
coming signal and that no impairments are present. However,
in practice these assumptions typically do not hold and some
additional processing steps are required in order to ensure
correct frame synchronization and to correct the STO and CFO
impairments. We note that, in LoRa, the STO and CFO need
to be corrected already during the frame synchronization step
and not only for the data part of the frame. In this section,
we describe how we ensure fine-grained synchronization and
correct demodulation in the presence of STO and CFO in
our USRP-based GNU Radio LoRa receiver. To this end, we
first write an expression for the received signal before frame
synchronization, in order to later describe the appropriate
frame synchronization and offset correction algorithms.
A. Frame Synchronization Signal Model
The received packet is sampled with a frequency fs and
decisions are taken in windows of N samples. The decision
windows are generally not synchronized to the preamble up-
chirps and the N samples of a decision window will typically
consist of parts of two preamble upchirps, which we denote
by sup1 and sup2 and where sup1 = sup2 = 0. Following a
similar notation as [18], let τSTO be the relative time offset
between the first chip of the decision window and the first
chip of sup2 in the decision window. Then the discrete-time
baseband-equivalent equation of the transmitted signal x[n] at
the receiver is [18, Eq. (21)]
x[n] =
e
j2pi
(
(n+N−τSTO)2
2N − 12 (n+N−τSTO)
)
, n ∈ NL1 ,
e
j2pi
(
(n−τSTO)2
2N − 12 (n−τSTO)
)
, n ∈ NL2 ,
(4)
where NL1 = {0, . . . , dτSTOe − 1} and NL2 =
{dτSTOe, . . . , N − 1}. Moreover, let fc1 denote the carrier
frequency used during up-conversion at the transmitter and
fc2 the carrier frequency used during down-conversion at
the receiver. The carrier frequency offset is the difference
∆fc = fc1−fc2 . The corresponding signal model is
y[n] = hc[n]x[n] + z[n], n ∈ S, (5)
where h is the channel gain between the transmitter and the
receiver, c[n] = ej2pi(n+(m−1)N)
∆fc
fs is the CFO term affecting
the m-th symbol in the packet, x[n] is the transmitted signal,
and z[n] ∼ N (0, σ2) is AWGN. The STO τSTO can be
separated into an integer part LSTO = bτSTOc, and a fractional
part λSTO = τSTO − bτSTOc. In addition, the CFO translates
into an offset τCFO = ∆fcNfs [22], which can also be split
into an integer part LCFO = bτCFOc, and a fractional part
λCFO = τCFO−bτCFOc. The STO and the CFO affect the signal
in a combined manner that makes their joint estimation and
correction challenging [13], [14].
B. Synchronization and Offset Correction
1) Preamble detection: In the presence of STO and CFO
and in the absence of AWGN, it can be shown that the
demodulation decisions of the detection windows during the
preamble upchirps are sˆ = bτSTO−τCFOe = b(LSTO − LCFO)+
(λSTO − λCFO)e. Our SDR LoRa receiver detects the presence
of a preamble when Npr−1 consecutive symbols are demod-
ulated with values in a range {s−1, s, s+1}. The reason for
allowing this margin during preamble detection is that the frac-
tional offsets λSTO−λCFO can lead to ±1 demodulation errors
in the presence of AWGN [21], [17], [13], [14]. Finally, the
preamble synchronization value sˆpr is decided using a majority
rule from the Npr−1 values in the range {s−1, s, s+1}. In
this first part of the synchronization procedure, the receiver
performs a coarse time synchronization by discarding N−sˆpr
samples from its buffer. This way the buffer now contains
Nˆpr−2 symbols with a value of sˆ = 0 or sˆ = ±1. This
coarse synchronization is necessary as a first step in order to
later apply the estimation algorithms for the fractional offsets.
It is important to note that after this coarse synchronization,
the receiver will still be misaligned in time, since the integer
part of the CFO, i.e., LCFO, also affects the value of sˆpr
and therefore results in a time misalignment. Moreover, the
estimation of sˆpr has been performed under the effect of the
combination of the fractional parts λSTO−λCFO, which can lead
to an additional time offset of ±1 samples.
2) Estimation and Compensation of LSTO and LCFO:
A LoRa receiver can operate with the time misalignment
resulting from LCFO, since it translates into a frequency offset
which finally compensates for LCFO [17]. Ideally, however,
the receiver should avoid the time misalignment due to LCFO
because it results in inter-symbol interference [17]. Instead,
LCFO should be compensated by introducing a frequency shift.
A simple and effective way of distinguishing the integer parts
of the STO and the CFO has been described in [13], [14],
where the receiver takes advantage of the 2.25 downchirps
in the preamble to separate the LSTO and LCFO values. We
implement the approach of [13], or equivalently [14, Eq.
(26), (27)] in our LoRa SDR receiver for this part of the
synchronization process. We re-synchronize our receiver in
time, using now only the value of LSTO, and we compensate
the effect of LCFO by introducing a frequency shift through
multiplication with a complex exponential signal e−j2pin
LCFO
fs .
3) Estimation and Compensation of λSTO and λCFO: The
estimation of a fractional offset in the frequency domain is a
well-studied problem [24]. In particular, interpolation between
the three maximum peaks of a sinc kernel can be used in
order to find the value of the fractional offset with good
accuracy and low-complexity. We propose two variations of
the rational combination of the three spectral lines (RCTSL)
method described in [24], to estimate λCFO and λSTO.
As explained in [14], λCFO has to be estimated and com-
pensated before estimating λSTO. For the estimation of λCFO
we use the Npr − 2 preamble symbols which were left in the
buffer after the previous synchronization steps. We dechirp
the symbols and we perform a DFT of length 2(Npr − 2)N
(the upsampling by a factor of two is required by the method
of [24]) on an entire block of the Npr − 2 preamble symbols
left in the buffer, i.e., Y˜ = DFT (y˜  x˜∗0), where y˜ =
[y1 . . . yNpr−2 0(Npr−2)N ], x˜0 = [x0 . . . x0 0(Npr−2)N ],
and 0(Npr−2)N denotes a zero vector of length (Npr − 2)N .
Let Y˜kmax be the value of the maximum bin of the DFT Y˜.
Then, we compute [24]
kα =
N
pi
|Y˜kmax+1|2 − |Y˜kmax−1|2
u
(
|Y˜kmax+1|2 − |Y˜kmax−1|2
)
+ v|Y˜kmax |2
, (6)
where u = 64Npi5+32pi and v = u
pi2
4 [24]. The fractional carrier
frequency offset is computed as
λCFO =
kmax + kα
2(Npr − 2) mod 1. (7)
Finally, the offset λCFO is corrected through a multiplication
of the received signal with e−j2pin
λCFO
fs .
After λCFO has been corrected, we re-use the Npr − 2
preamble symbols that were used for the estimation of λCFO
to estimate λSTO as follows. For every dechirped symbol we
perform a length-2N DFT (again, the upsampling by a factor
of two is required by the method of [24]) and we combine the
DFTs of the individual symbols in the following way
|Y ′k|2 =
Npr−2∑
i=1
|Y (i)k |2, k ∈ {0, . . . , 2N − 1}. (8)
We then find |Y ′kmax |2 and we use it instead of |Y˜kmax |2 in (6)
to calculate kα. The fractional sampling time offset is
λSTO =
kmax + kα
2
mod 1. (9)
Finally, λSTO is compensated using time-domain interpolation.
IV. LORA TESTBED AND MEASUREMENT RESULTS
In this section we will briefly describe our GNU Radio LoRa
PHY implementation. Moreover, we will use this implemen-
tation in a testbed in order to experimentally assess the error
rate performance of LoRa. Our open-source implementation is
publicly available for the research and development of algo-
rithms that improve the performance of LoRa receivers [16].
A. GNU Radio LoRa PHY Implementation
In the GNU Radio implementation of the LoRa Tx and
Rx chains the user can choose all the parameters of the
transmission, such as the spreading factor, the coding rate, the
bandwidth, the presence of a header and a CRC, the message
to be transmitted, etc. In the Tx chain, the implementation
contains all the main blocks of the LoRa transceiver described
in Section II, i.e., the header- and the CRC-insertion blocks,
the whitening block, the Hamming encoder block, the inter-
leaver block, the Gray mapping block, and the modulation
block. On the receiver side there is the packet synchronization
block, which performs all the necessary tasks needed for
the synchronization, such as the STO and CFO estimation
and correction as described in Section III. The demodulation
block follows, along with the Gray demapping block, the
deinterleaving block, the Hamming decoder block and the
dewhitening block, as well as a CRC block.
B. Testbed description
Our testbed uses National Instruments (NI) 2920 USRP
transceivers [25], but any SDR device that supports GNU
Radio can be used instead. The transmit power of the NI 2920
USRP ranges from −11 dBm to 20 dBm. The nominal carrier
frequency used for our transmissions is 915 MHz. We note
that, as can be seen in Fig. 2, in order to avoid interference
Fig. 2. LoRa testbed in USRPs using our GNU Radio SDR platform.
from other sources in 915 MHz ISM band, we use a cable with
attenuators for transmission instead of antennas. The carrier
frequency is generated within each USRP from a reference
clock. This reference clock can be shared between the Tx
and the Rx USRPs, leading to LCFO = λCFO = 0, for initial
validation experiments without CFO and to obtain the CFO
ground truth for measurements of the CFO compensation.1
We use the Adafruit Feather 32u4 RFM95 as a commercial
LoRa transceiver [26] and an external MiniCircuits ZX60-
33LN+ low-noise amplifier [27] with a gain of approximately
19 dB at the receiver of the USRP. Using this testebd, we
have successfully transmitted LoRa packets from a USRP to
a USRP, from a commercial LoRa transceiver to a USRP, and
from a USRP to a commercial LoRa transceiver.
C. Testbed results
In Fig. 3 we show bit error rate (BER) results for SF = 7
and for a payload of 64 bytes obtained from transmissions
using our USRP testbed which runs our GNU Radio imple-
mentation of LoRa PHY for both the uncoded and coded
(CR = 4/8) cases. The experimental curves are compared
to the performance of LoRa obtained through MATLAB-
based Monte Carlo simulations. Results for the cases with
and without CFO are shown. Low SNR values are achieved
by using multiple attenuators, reaching a total attenuation
of 120 dB. We generate different SNR values by fixing the
attenuation to 120 dB and sweeping the Tx gain. Even for
a fixed Tx gain, we observed that the received signal power
may vary between different runs. Therefore, for a given SNR
we consider only the packets with received signal power no
more than ±1 dB of the mean received signal strength value
for the given Tx gain. The SNR for the experimental curves
is measured as the ratio between the power of the maximum
DFT bin over the power contained in the rest of the bins after
synchronization and STO/CFO compensation.
For uncoded LoRa, we observe that in the case with
STO, but without CFO, the experimental curve matches the
1We note that, even when sharing the reference clock, a random, time-
varying STO is present, since only the frequencies, not the phase, are locked.
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Fig. 3. Uncoded and coded LoRa BER for SF = 7 (testbed vs simulation).
simulated performance of uncoded LoRa under AWGN very
well [28], [18]. This result shows that the STO estimation and
compensation algorithm described in Section III is accurate,
leading to a testbed performance that is very close to the
theoretical limits for AWGN. Moreover, we observe that in
the case where the local oscillator is not shared, and therefore
both STO and CFO are present, the performance degradation
of the implementation compared to the bound given by the
AWGN simulation curve is still less than 1dB.
For coded LoRa, we observe that in the case with STO,
but without CFO, the experimental curve is within 1 dB of
the simulated performance of coded LoRa under AWGN [22].
Additionally, we observe that the performance degradation
in the presence of both STO and CFO is almost negligible,
since the CFO estimation and compensation works well, and
moreover, coded LoRa is relatively resistant to small residual
CFO values after the correction [22].
V. CONCLUSION
In this work we present our open-source GNU Radio im-
plementation of LoRa PHY, along with the description of the
employed synchronization and offset correction algorithms.
Validation measurements show that the testbed error rate
performance is within 1 dB of MATLAB simulations, even
with fully decoupled transmitters and receivers. Our SDR
implementation can be used in testbeds that give very stable
results, and can thus be a useful tool on the experimental vali-
dation of proposed algorithms for improved LoRa transceivers.
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