As urbanisation and climate change progress, the frequency of flooding will increase. Each flood event causes damage to infrastructure and the environment. It is thus important to minimise the damage caused, which can be done through planning for events, real-time control of networks and risk management. To perform these actions, many different simulations of network behaviour are 
Flooding is increasing for a number of reasons, including climate change and urban creep (White ) . It is accepted that climate change is causing the return period of storms to decrease, thus severe storms are occurring at a higher frequency. Urban creep is causing the increase in impermeable surfaces within a catchment, which reduces infiltration and leads to a higher and faster peak runoff.
With more frequent and intense flooding around the world, the ability to model sewer flows quickly and accurately is becoming more desirable.
Many sewer models have been developed for use in both industry and research. Currently most sewer models use the Saint Venant Equations (SVE), to simulate the flow This system of equations must be solved using numerical algorithms, making them slow and complex to use (Meirlaen & Vanrolleghem ) . Attempts like the DORA Algorithm (Noto & Tucciarelli ) have been developed to boost the speed of this type of model. The DORA Algorithm splits the Momentum Equation into two parts, which are then solved separately. The calculation time when using the DORA Algorithm was reduced by 20-25% in comparison to using traditional methods. However, the computation cost was still high. For more significant savings, a completely different approach, such as the use of conceptual models, is required. Conceptual models do not solve the SVE but the mass conservation is still satisfied (Achleitner et al. ) via the Storage Equation
where ). This model used a combiner-splitter technique to allow reverse flow through the system when flooding occurs. If a manhole is flooded, the excess was 'split' from the flow at the manhole and 'combined' back into the network at the upstream node. A key drawback of KOSIM-WEST, however, is that due to its use of an adaptive time step it is considerably slower than KOSIM (Solvi ).
Another conceptual modelling approach is the use of The lower accuracy in the conceptual models developed thus far has limited their use. Improving the accuracy is essential to widen the application of fast conceptual models. To obtain a viable alternative to traditional modelling methods, low computational times and high accuracy are crucial. A compromise though must be made between the two as obtaining a high level of accuracy requires a large number of calculations which in turn increases the computation time.
We will describe a fast and accurate conceptual sewer simulator developed using Cellular Automata (CA). This new model will simulate both surcharged and free surface flow within a sewer network. It determines whether the free surface flow is supercritical or subcritical, thus allowing the flow rate to be calculated accurately. CA are dynamical systems able to replicate a real system through the use of simple rules and states (Fuk ) . CA will be introduced more formally in the following section and their use in similar fields will be discussed briefly. The basic theory will be presented here.
In CA, the region being simulated is made up of cells and is referred to as a lattice or grid. Traditionally lattices are infinite, although finite lattices are commonly used in real world applications. Every cell within the region has a neighbourhood, which includes the cell being simulated and those surrounding it. A neighbourhood is denoted by N. The neighbourhood affects the simulation of the cell. The layout of a neighbourhood varies between CA models.
Traditionally one-dimensional (1D) CA have a radial neighbourhood which can be represented as a simple line of cells (Figure 1 ). This type of neighbourhood can also be simply described by Equation (4) where r is referred to as the The final member of the triple is f which is the local transition rules. The local transition rules, Equation (5), change the state of a cell depending on the states assigned to the neighbouring cells. There can be both local and global transition rules. The global transition rule, denoted by G and shown in Equation (6), describes how the complete configuration, c, changes to the next. The difference between the two types of transition rules are explained more clearly in Figure 2 f:
where v ¼ cell in the lattice (-).
CA has been used to model many different situations and processes, for example, lava flow ( gives the basic form of the Transition Rule, as given in Equation (7) T i ¼ number of blocks ¼ QΔt W
where W ¼ block size (m 3 ). Manning's equation, Equation (8), is applied if the pipe flow is not surcharged. Otherwise, the Hazen-Williams equation, Equation (9), is used if the pipe is surcharged. These equations have been selected to allow pipe flow to be simulated accurately. This also means that the parameters included in the model only allow for flow in pipes to be simulated, that is, in its current state it is not suitable for the simulation of open channel flow such as in rivers or
where n ¼ Manning's roughness' coefficient (-); C ¼ Hazen
The use of the Hazen-Williams and Manning's equations allows the model to simulate both free surface and surcharged flow conditions. The model can automatically switch from one equation to the other based on flow condition. Nevertheless, the details of flow transition are not considered as our main focus is to simulate a sewer network throughout a storm event.
By combing these equations with the basic form of the Transition Rule, the two rules used to carry out the simulation are obtained, Equations (10) and (11). The values of variable parameters depend upon the water depth at the upstream and downstream ends of the pipe. Making the depth the dependent variable, it can be taken to be the state of the cells
Both equations contain a mixture of constant and variable parameters. In both equations the constant parameters can be grouped together and expressed as the multiplying coefficient to reduce the computational com- 
where D ¼ pipe diameter (m). (14) and (15). It is from these rules the flow rate is determined at each time step 
Look-up tables
The multiplying coefficients, Equations (12) The range is split into equally sized discrete intervals. The number of discrete intervals depends on the degree of accuracy required, the higher accuracy desired the more discrete intervals that are needed. The size of discrete interval used for each manhole is calculated using Equation (16).
This prevents very few discrete intervals being used for a small manhole, reducing the accuracy of the associated pipes, or many discrete intervals being used for a large manhole, which would increase the memory usage and increase the computation time 
The simulation
When the program is run, the steps shown in Figure 4 are carried out. These can be split into two main steps. The first is the initialisation of the model where the network data is read into the program and using this information the look-up tables are calculated. The next main step is the actual time loop in which the simulation takes place. Both steps will now be looked at in more detail.
Step 1: Initialisation of the model
The procedure (Figure 4 ) starts when the inflow and network data are read into the program and stored. Each parameter and characteristic is stored in separate vectors to allow for easy accessing during the simulation. The look-up tables are created according to the input data and the methodology described in the previous section. When the depth is small, low velocities occur which cause long travel times between manholes. The travel times can become so high that they are impracticable so a maximum travel time is set. It is set as the time required for a block to travel the length of the pipe at the depth equal to 10% of the pipe diameter. The depth of 10% was chosen as it was found through numerical experiments to be small enough to allow the flow to move slowly through the pipe but still reach the neighbour before the end of the simulation. If this is not included, small amounts of slow moving flow would be left in the pipes at the end of the simulation affecting the mass conservation.
Step 2: The time loop
The time loop starts after the creation of the look-up tables. At the beginning of each time step, blocks arriving from the upstream pipe and/or the surface are added to any blocks already at the manhole. The depth within the manhole is then calculated and taken as the state of the cell. Then, the number of movable blocks is determined from the look-up tables. This is possible as the discharge within a pipe depends on the hydraulic gradient, which is calculated from the water levels at the upstream and downstream manholes.
When the downstream node is surcharged the downstream level is taken to be the downstream water head.
However, if the downstream depth is below the pipe soffit, the downstream level is calculated depending on whether the flow is subcritical or supercritical. The flow condition is determined from the depth, y, and critical depth, y c , in the manhole. The critical depth is calculated using Equation (17), which is a version of Straub's Equation (Straub ) for the critical depth. A simplified approach to determining the condition of the flow is taken to help ensure a low computation cost allowing quick simulation times depth, it has a limited applicability. It is only applicable when inequality, Equation (19), is satisfied. If this inequality is not satisfied, the water level and pipe invert are used as the water level
where
When the critical depth is greater than the depth in the downstream node, the flow is supercritical. When this is the case the downstream conditions can be neglected.
The upstream water level is calculated using Equation 
where h f ¼ headloss (m); h US ¼ upstream water level (m);
It is from these water levels that the matrix element which gives the current number of blocks that can move is 
Travel time calculations
The travel time between two adjoining cells is obtained by using Equation (22) 
RESULTS
The simulation was carried out on a standard standalone 32 bit, 2.66 GHz processor PC. The complete Keighley network was simulated over a period of 5 hours. The simulation time for each model is shown in Table 2 . From Table 2 , it can be SWMM 5 Table 1 and are also indicated in Figure 5 . Those pipes were selected as representative of the complete network. To determine the degree of accuracy of BCA1D, the RMSE has been calculated according to Equation (23).
The RMSE is an Error Index and a special case of the average error (Willmott et al. ) . The closer the RMSE is to 0, the more similar are the two sets of results being compared.
This Index gives a good estimate of the error of the result, however, it does not show if the results are over or underestimated. The NRMSE has been calculated using Equation (24). A NRMSE of 0 indicated perfect results while a value of 1 indicates no agreement. The NSE was also calculated using Equation (25). The NSE lies between À∞ and 1 with the optimal value being 1. If the NSE is negative it is considered poor, whereas if it is positive it can be considered to be good (Moriasi et al. )
where N ¼ number of elements in data set (-);
The RMSE values for the results produced by BCA1D between SIPSON and SWMM 5 have been calculated for each pipe within the network. Similarly, the RMSE between SIPSON and SWMM 5 was also calculated. The RMSE for each of the pipes is shown in Figure 7 . The next measure looked at is the NRMSE found for the pipes whose flow rates are plotted in Figure 8 . From this figure it is clear that low NRMSE were found throughout the network. The maximum NRMSE are shown in The maximum and minimum NSE between all the models are shown in Table 5 and a selection of NSE are shown in Figure 9 . The maximum NSE between all models is above 0.99 and thus shows a good level of agreement between the models. The minimum between SWMM5 and both other models, however, is negative or zero, showing that at times there is very little agreement. This new model, along with SWMM5 and SIPSON, was used to simulate the sewer network in Keighley, Yorkshire.
From the visual comparison, all models produce similar results except when reverse flow becomes important. This is a weakness in the new model as it does not currently take these conditions into account. Including the ability to simulate these effects is the next step in the development of the BAC1D model. The model, however, is sufficiently accurate as it is shown by the low RMSE values (close to zero) and high NSE values (close to one) in comparison to both fully hydrodynamic models, SWMM5 and SIPSON, thus it can be considered to be in good agreement with both. BCA1D was also found to be faster than both SWMM5 and SIPSON. The saving in simulation time is more significant in tests on larger networks (not presented here). Future work will also include expanding the model to simulate a wider variety of structures found in sewer networks. 
