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Abstract: This work presents a novel technique for lifelong localization of robots.
It performs a tight fusion of GPS and Multi-State Constraint Kalman Filter, a
visual-inertial odometry method for robot localization. It is shown in experiments
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Introduction
“Robotics is the science of perceiving and manipulating the physical
world through computer-controlled mechanical devices.”
- Probabilistic Robotics [1]
When talking about robots, one might think of big and advanced research
robots like the ones in figure 1. For many purposes, including this work, any
device equipped with processor and sensors allowing it to percept its surroundings
is considered a robot, including a smartphone.




Figure 1: A few examples of advanced research robots.
The topic of this work is lifelong localization of robots. The purpose of robot
localization is to answer the question Where am I?
The answer depends on the purpose of the question. In some cases, a rough
estimate like In Prague is sufficient. In other cases a more precise answer such
as Exactly at the coordinates x, y, z is needed. An important part of the answer
is also relative to what the location is given (its frame of reference). For example
a pipe-inspection robot will likely need a very precise estimate of the position in
the pipe but the exact location of the pipe in the world might be irrelevant for
it. On the other hand, a satellite navigation in a car (also considered a robot)
can work with less accurate position but it must be relative to a whole world, not
just its surroundings.
The lifelong part of the topic refers to the ability to provide position estimate
at any time, independently of how long the robot has been operating. Lifelong
might mean anything from a few seconds up to the always-on mode when the
robot operates continuously and localization needs to be available during the
whole operation.
This area has been studied for at least 40 years. During this period, a lot of
research has been done, covering both theoretical and practical results.
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Applications
Robot localization is a problem of many applications. They range from everyday
things to experimental projects.
An example everyday application is augmented reality, whichgained lots of
traction lately. The increased interest was mostly caused by Apple’s ARKit [2]
and Google’s ARCore [3]. In augmented reality, the view of the camera is partially
augmented with computer-generated graphics. The core of augmented reality is
an accurate motion tracking system. It drives the virtual camera used to render
the virtual scene which is then overlaid on top of the camera image.
On the other end of the spectrum might be the self-driving cars [4, 5, 6] which
use the localization to keep the car in the correct lane, help it to perceive the
surroundings, predict the movement of nearby cars and pedestrians and possibly
other tasks.
The list of applications also contains precision agriculture [7], drone-based de-
livery [8], in-warehouse equipment tracking [9], indoor navigation on the airports,
hospitals or other public buildings [10], find-and-rescue operations [11], proximity
marketing [12] and many other areas.
Goals
This work will focus on the problem of lifelong robot localization, without any
assumptions on the operational area of the robot.
It introduces a novel algorithm for a tight fusion of the Global Positioning
System (GPS) measurements and visual-inertial odometry (using a single cam-
era and the inertial measurement unit (IMU)). The proposed technique is then
thoroughly validated on real-world experiments.
4
1. Related works
This chapter presents some relevant algorithms from the area of robot localiza-
tion. To better understand the differences among them, different criteria for their
categorization are discussed first.
1.1 Categorization
Before the particular algorithms are discussed, it is helpful to understand different
kinds of algorithms, how they differ and what are the consequences of choosing
an algorithm from each category.
Note that many methods do not fall into one bucket for each category. They
are commonly described in a way that allows them to fall into multiple different
buckets, and the particular choices may vary for different implementations.
1.1.1 SLAM and odometry
Two important categories of the algorithms are Simultaneous Localization and
Mapping (SLAM) based methods and odometries.
In SLAM based methods, a map of landmarks (usually visually distinct points
in the image) is being built and maintained, with the robot localizing in it at the
same time. The map size grows, as the robot is exploring new areas. It can
be very consistent in some areas and less in others. Especially when the robot
explores new space, the position estimate drifts (as there is no map yet) and the
map quality degrades. Revisiting the same place again imposes new constraints on
the map, making it more accurate. The major drawback is that SLAM complexity
grows with map size. For some methods, both time and memory complexity grow
with the map size. Others grow only in memory, whereas time complexity remains
constant. In cases where the robot does not revisit the same places many times
(i.e. a car traveling from one place to another), the added value of having a map
diminishes.
On the other hand, odometries typically use only constant size information,
without building a map. It might be information from the last few seconds or from
the last few camera frames. This allows for straightforward lifelong operation.
Probably the biggest drawback is that without a sensor like GPS, the estimation
error of current position grows in time indefinitely even when the robot revisits
the same area again.
1.1.2 Filtering and iterative minimization techniques
Filtering techniques are based on the recursive Bayesian estimation. They work
by estimating a next state of the system from the previous state only. Each
state is estimated only once, after which it does not change. On the other hand,
iterative minimization techniques are optimizing an error function involving the
whole history or some part of it. They can provide a new estimate for past states
at every iteration.
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Historically, the majority of localization methods fell into the category of
filtering-based techniques. They utilize recursive probabilistic estimators like
Kalman filter, extended Kalman filter, unscented Kalman filter or others. The
reason is that they can be very fast and since a real-time performance was difficult
to achieve, they were amongst the first methods to be used. The limiting factor
is that they only process linear functions which the robot localization is not
(although it can be minimized by carefully designing the functions involved or
overcome with iterative variants of the extended Kalman filter, see the overview
by Havĺık et al. [13]). The function needs to be linearized, causing linearization
errors.
A famous algorithm from the category of iterative minimization techniques
is bundle adjustment (a modern overview was done by Triggs [14]), which is
used in the Structure from Motion, where the 3D structure and corresponding
camera poses are recovered from a set of images. As the computational power of
computers grew, many variants of bundle adjustment emerged, typically involving
a subset of the last few camera frames called the keyframes. They are typically
more computationally heavy but promise higher accuracy, as they can relinearize
the measurement function many times to obtain a more accurate result.
1.1.3 Sensors
A very distinctive categorization is according to the sensors used.
In theory, by integrating data from gyroscope and accelerometer, the position
and orientation estimate can be obtained. This approach is not viable as the IMU
noises are amplified by the integration, leading to rapid position drift after just a
few seconds. This happens even with high-quality sensors. It does not mean that
these sensors cannot be used for localization, they just need to be complemented
with other sensors.
A large set of the methods is, to some extent, utilizing the camera. It is
cheap, accurate and provides rich information about the environment. Both one
(monocular) or multiple (stereo) cameras can be used. A stereo camera allows to
easily estimate the depth and can often be found on scientific instruments.
Methods involving just a camera are limited in their robustness. First, the
scale is not observable by a vision-only system. A big object far away from the
camera will appear the same as a smaller version of the same object close to it.
It is possible to recover the relative scale but not the absolute one1. The second
problem is the relative motions ambiguity. It can be demonstrated by a camera
mounted in a train, looking out of the window and seeing another train. When
one of the trains starts moving, the system cannot distinguish which one it is.
This issue arises every time when a moving object is present in the scene. Many
techniques exist to minimize this issue but it will always be present, limiting the
real-world robustness.
An interesting combination is when a camera (either monocular or stereo) is
mounted together with an IMU as both sensors are ”orthogonal” in some sense.
1For example a monocular SLAM method can build a map with consistent scale across the
map, meaning that the map can be converted to the meters simply by scaling all dimensions
by a single number s. The absolute scale cannot be recovered from such system, that is the
number s cannot be estimated without some external measurement.
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IMU allows to determine the absolute scale and can distinguish whether it is the
camera or its surroundings that are moving. From the other side, the information
from the camera can help to estimate the noise parameters of the IMU and
correct the position drift. Because of this and also because both sensors are very
affordable and omnipresent, this combination is very popular.
An increasingly popular sensor is Light Detection and Ranging (LIDAR). It
works by emitting one or more beams of laser light and measuring the time it takes
for the reflection to reach the sensor. The time is then converted to a distance.
LIDARs have the advantage of being very accurate, up to a few millimeters on 50
meters of distance. They work across many illumination conditions both indoor
and outdoor. Because they are active, in the sense that they are actively emitting
the light which they are detecting, they can even work at night. On the other
hand, they are very expensive and not very wide-spread yet.
Another common sensor is GPS. In fact, many real-time kinematics (RTK)
GPS sensors utilize a sensor fusion under the hood, using accelerometer measure-
ments to suppress the noise of raw GPS measurements and to provide the output
at a higher frequency.
In general, any sensor providing the estimate of position, velocity, acceleration,
orientation, rotation velocity or anything correlated to these can be used. It could
be a barometer, magnetometer, sun sensor, gimbaled gyroscope, rotation encoder
from the wheels (wheel odometry), convolutional neural network processing the
camera images, depth-sensing structured light cameras, event cameras2 or even
an amperemeter measuring the current flowing into the motors of a quadcopter.
1.1.4 Sparse and dense, direct and indirect methods
For the methods involving the camera, this is an important subdivision deter-
mined by the approach to processing the image information.
Sparse methods first extract distinct features from the image and only work
with these features. The most commonly detected features are corners (i.e. a
small area or pixel with rapid change in intensity in all directions) or edges
(similar to corners but the change is only in one dimension). In comparison,
dense methods usually work with information from all pixels or from their subset
(semi-dense methods).
When processing the information, keypoints from two or more images need to
be matched to create a multi-view constraint. This can be done either directly
or indirectly for both sparse and dense techniques. Direct methods match the
keypoints based on the pixel intensities directly, by comparing patches around
the points of interest. Indirect methods first build vectors (called descriptors)
describing each patch. When matching keypoints from two images, a metric based
on their descriptors is used (commonly Hamming or Euclidian distance). The
direct methods can be significantly simpler and faster but they are not invariant
to stronger viewpoint and illumination changes. They are commonly used for
video feed processing where these effects tend to be less significant.
2Instead of providing an image as a snapshot in time, event cameras provide a stream of
events. Each event is a change of the intensity of particular pixel at given time. Although
processing of such information is less straight-forward, they enable camera-based localization
even in situations where high-speed cameras fail, such as scenarios with rapid movements.
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1.1.5 Keyframe or non-keyframe methods
Another subcategory of camera-based methods is the usage of keyframes. The
idea is that not all the frames from the camera contribute the same amount of
information. Therefore, it is safe to leave some of them out and only keep the
important ones - keyframes. Keyframe-based techniques are commonly used with
iterative minimization approaches, mostly for speedup. Filtering-based methods
usually use the all the frames as they are not that computationally expensive.
1.2 An overview of localization methods
1.2.1 EKF-SLAM
Extended Kalman Filter (EKF)-SLAM is one of the first techniques for robot
localization. A modern overview of the topic was provided by Durrant-Whyte et
al. [15]. It is an EKF-based SLAM technique that includes the current camera
pose and a map in the filter state. The map contains position estimates of all the
features that have been seen. The EKF-SLAM can provide an accurate estimate
of the current location but only inside of a limited area. When exploring larger
areas, the filter state size grows quite fast. The computational complexity of
the filter is at least quadratic in the state size, therefore it quickly becomes
computationally infeasible. Nowadays, it is mostly used for research purposes as
it allows fusion with various sensors, including monocular and stereo cameras,
IMUs and many others. It is also often used as a theoretical tool when proving
properties of other filtering-based techniques [16, 17, 18].
1.2.2 MSKCF
Multi-State Constraint Kalman Filter (MSCKF) [19, 20] is a filtering-based odom-
etry, utilizing the IMU and a monocular camera. It is similar to the EKF-SLAM
but instead of including all the features in the state, they include a rolling win-
dow of the last few camera positions and rotations (poses). The authors showed
that this filter can achieve very accurate localization, even on a long distance and
without a map.
This work was further improved based on theoretical analyses of the underly-
ing model [21, 18, 22] and extended by more accurate sensor modeling [23, 24, 25]
and by utilizing different kinds of Kalman filter [26, 27].
1.2.3 ROVIO
ROVIO [28, 29] is similar to MSCKF and utilizes the same kind of sensors. The
main difference is that it is a direct method which works with the pixel intensities
directly. Also, it uses the robocentric approach, where the position of all the
features is expressed in the current camera frame, instead of fixed to the world.




OKVIS [30] is a keyframe-based iterative minimization odometry, using one or
more cameras. The author performed a thorough comparison to MSCKF, showing
that it outperforms it in terms of accuracy but is more computationally intensive.
1.2.5 VINS-Mono
VINS-Mono [31, 32], is a keyframe-based iterative minimization SLAM. It uses
a monocular camera in sparse, indirect way. Its suthors claim that compared
to OKVIS, this method is more accurate. Another thing that stands out about
VINS-Mono is that its authors provided a public implementation running on a
commodity device (iPhone).
1.2.6 PTAM
Although being limited to small working area, PTAM [33] is a breakthrough work.
It was the first one to employ a schema where one CPU thread is responsible for
fast camera tracking and others for place recognition and map optimization. That
enables very responsive position estimates even though a complex, long-running
optimization is happening under the hood.
1.2.7 ORB-SLAM
ORB-SLAM [34] is following the same multi-threaded pattern introduced in
PTAM. It is a visual-only SLAM, based on ORB features that are performance
optimized, making it run in real-time. This method is very widely known and
used, likely because it is open-source, easy to set up and has relatively low hard-
ware requirements.
1.2.8 LSD-SLAM
LSD-SLAM [35] is another visual-only SLAM but utilizing direct, semi-dense
image processing. Although it processes a large amount of data, it is able to run
in real-time without using the GPU. Despite of being less accurate, this method is
also very widely used. The main factor contributing to its success might be that
since it is semi-dense method, the underlying map is easy to read and visually
pleasing.
1.2.9 DTAM
DTAM [36] is a dense SLAM, utilizing a single monocular camera. Similar to
PTAM, it is only able to cover a small area and it needs to run on a GPU. The
output map is very visually informative as it is displayed as a colored surface
instead of a set of points. Thanks to the direct approach, this method is very
robust to motion-blur of the image or camera defocus.
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1.2.10 SVO
SVO [37] is a sparse, direct visual method, capable of running in either odometry
or SLAM mode. It was designed with the speed in mind so it uses model-based
image alignment instead of relatively expensive feature-point matching. It works
by directly estimating the pose of a new image, using the error defined directly
by the pixel intensities. According to the paper, this allows for accurate position
tracking at 300 FPS on a desktop computer.
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2. Proposed solution
This chapter discusses the algorithm that will be implemented and the options
that are available to achieve the goal which has been set.
2.1 Proposed solution
The goal of this work is to provide a technique that would be capable of lifelong
localization of robots without any assumption on the working area, especially its
boundedness. This practically rules out usage of the SLAM-based techniques.
They can provide a reliable lifelong localization but since the size of the map
grows at least linearly with the working area of the robot, they cannot provide
a truly lifelong localization when, for example, a car travels a long distance from
one place to another, without revisiting the same places. Also, in such a scenario
a SLAM-based technique technically degrades to an odometry method because it
cannot reuse the map. Hence the map building efforts have diminishing returns
in such a scenario.
On the other hand, odometries are able to operate in an unbounded area
for arbitrary long periods of time but the estimated position of the robot will
inevitably drift in time. This drift might be very slow for some methods but it
will, in principle, be still present, unless corrected by external measurements.
The chosen approach to fulfill the requirements is to use one of the accurate
odometry algorithms and fuse it with the GPS measurements. This will lead to
an algorithm that is capable of tracking the position accurately when the robot
operates indoors or in any other GPS-denied areas, and when the GPS is available,
it will use it to correct the position estimate. This will produce a system that is
capable of accurate localization with bounded position drift.
The assumption of having the GPS measurements available, at least sparsely,
is not very strong in this case. When the robot only operates indoors, where no
GPS is available, it can use one of the SLAM-based techniques as they are capable
of mapping quite large areas, likely even the largest buildings in the world. On
the other hand, if the working area is truly unlimited, it will at least partially
operate outdoors, where the GPS measurements are available, and thus keeping
the position drift bounded.
2.2 Odometry choice
From the list of the available methods presented in chapter 1, the SLAM-based
techniques are filtered out. Also the vision-only techniques are filtered out as
they suffer from loss of robustness in some scenarios. The remaining methods are
MSCKF, ROVIO and OKVIS. OKVIS is a very promising method in terms of
accuracy and possible future research. Despite that, it was ruled out because of
its high computational demands. Even though it is likely able to run in real time
on a commodity hardware, it would drain the battery fast and leave out only little
resources for other applications. That would also limit its possible applications.
This decision is very dependent on the current status of the technology and should
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be revisited in the future.
The remaining methods are MSCKF and ROVIO, both of which are similar. It
was decided to proceed with MSCKF as it has more research activity surrounding
it. This makes it easier to understand the inner workings of the algorithm which
is necessary in order to implement further extensions.
The accuracy of MSCKF is good enough for extended periods of time but
definitely not for lifelong localization. By its nature, the position estimation




This work follows the notation used in [19]. A simple overview is presented in
this section. Note that there are some ambiguities in this notation.
Scalars are lower case
Time t
Vectors are bold
Position in 3D p
Position of feature f in 3D pf
Matrices are uppercase bold
General rotation matrix R
Frames of reference are uppercase with optional curly braces
Global frame G, {G}
Frames of reference of given points are upper prescript
Point p expressed in body frame {B} Bp
Position of body frame expressed in global frame GpB
Rotation matrices have lower and upper prescript
Rotation matrix from body to global frame GBR
Rotation matrices and quaternions are used interchangeably
Rotation matrix from body to global frame as quaternion GBq
Continuous derivations by time are denoted by dot
Derivation of velocity by time v̇
Estimates are denoted by hat
Estimate of the filter state x̂
Differences are denoted by ∆
Time difference between step k + 1 and k ∆t = tk+1 − tk
Orientation differences are denoted by δ
Perturbation of angle θ δθ
Perturbation of quaternion q δq
Error state is denoted by tilde
Error state of the filter x̃
Predictions for different time steps are denoted by subscript
Filter state at step k + 1 predicted from step k xk+1|k
Quaternion multiplication is denoted by ⊗
Product of quaternions q1,q2 q1 ⊗ q2
Reassignment of a variable is denoted by ←




A gyroscope measures the rotational velocity ω, with units of rad/s.
Earlier gyroscopes were realized as a spinning mass, suspended such that it
can rotate freely around all axes. As a consequence of the law of conservation of
angular momentum, such gyroscope keeps its orientation regardless of the rotation
of the frame. This can be used to directly observe the rotation relative to a fixed
frame of reference.
Later, other types of gyroscopes emerged. Instead of measuring the orientation
directly, they measure the rotation velocity instead. By integrating the rotation
velocity over some period of time, an absolute orientation relative to some frame
of reference can be determined. Examples of such sensors are ring laser gyroscope
(RLG) or fibre optic gyroscope (FOG). They are both based on the same principle.
Two coherent1 beams of light with a phase shift of 180◦ travel the same trajectory
in the opposite direction. If the body rotates around a specific axis, one of
the beams has to travel a slightly longer distance. The beams are then merged
together. If they had both traveled the same distance, they would interfere,
canceling each other. Otherwise, an interference pattern emerges and enables to
calculate the rotation rate. Such a gyroscope only measures the rotation rate
around a single axis, so they are usually coupled in a form of three orthogonal
sensors.
Although RLG and FOG are very accurate, they are expensive and not very
small. Nowadays, a different kind of gyroscope is used in the majority of applica-
tions. It is called vibrating structure gyroscope (VSG). When an object vibrates,
it tends to vibrate in the same plane, even if its support rotates. When the gyro-
scope rotates, the vibrating object applies a force on the support. The rotation
rate can be determined by measuring this force. VSGs are typically manufactured
as Microelectromechanical systems (MEMS) and can be very cheap. Also, they
are solid state, meaning that there is no rotating body, which increased their
reliability. For the same reason as RLG and FOG, they are usually used in a
combination of three orthogonal sensors.
Many other types of gyroscopes exist, based on various physics phenomena.
For the purpose of this work, MEMS VSG is considered, even though any other
type could be used.
The perfect gyroscope would measure the rotation rates exactly. No device is
perfect though so, in reality, the measurement is corrupted by many sources of
error. One of the commonly used models is
Bωm(t) = Bω(t) + bg + n′g (3.1)
where Bωm(t) is the measurement at time t and Bω(t) is the true rotation rate
at that time. bg is a 3 × 1 vector of measurement bias. Its value slowly evolves
in time and it is modeled as a random-walk where ḃg ∼ N (0,Diag(nwg)). ng is
a noise vector of the same size and it is independent for each measurement
n′g ∼ N (0,Diag(ng)) (3.2)
1Two light beams are coherent if they have the same frequency and a constant phase shift.
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Among other imperfections, the three gyroscopes that form the sensor might
not be mounted perfectly orthogonally, they might have scale imperfections or
even be influenced by an acceleration. To consider these properties, a more
sophisticated model can be used
Bωm(t) = TgBω(t) + TaBa + bg + n′g (3.3)
where Tg models sensor misalignment and scale errors and Ta models the influ-
ence of the acceleration Ba2.
Another factor that can influence the performance of a gyroscope is the tem-
perature. Gyroscopes are commonly calibrated by the manufacturer at a specific
temperature. Some, usually more expensive models are calibrated for a wide
range of temperatures. The temperature can also be used in the measurement
model in order to provide accurate measurements even with low-grade sensors.
3.2.2 Accelerometer
An accelerometer measures the linear acceleration applied to the body.
In contrast to gyroscopes which use many different phenomena to measure the
rotation rate, the majority of the accelerometers are based on the same underlying
principle. An object of a known mass is suspended on a spring and it is placed
on a piezoelectric material. When acceleration is applied to the body, the object
is displaced, producing a force to the piezoelectric material. This force is then
measured and converted to an acceleration measurement.
A single accelerometer measures the acceleration in a single direction. So they
are commonly packaged as three orthogonal devices.
Accelerometers are also subject to many imperfections. A simpler way of mod-
eling them is to consider bias and measurement noise, similar to the gyroscope:
Bam(t) = Ba(t) + ba + n′a (3.4)
where Bam(t) is the measurement at time t and Ba(t) is the true acceleration
applied to the sensor. The measurement is corrupted by a bias ba, modeled as
a random-walk such that ḃa ∼ N (0,Diag(nwa)). Another source of error is a
measurement noise n′a which is independent for each measurement and
n′a ∼ N (0,Diag(na)) (3.5)
An alternative model, especially suitable for low-grade accelerometers is
Bam(t) = TaBa(t) + ba + n′a (3.6)
where the matrix Ta models sensor scale and misalignment errors. The mis-
alignment is caused by the sensors not being mounted exactly orthogonally. The
acceleration it the direction of a single axis is them partially measured by other
accelerometers.
2The acceleration influence on rotation rate measurements is sometimes called g-sensitivity,
as acceleration can be measured in units g.
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3.2.3 Monocular camera
Cameras are sensors with very rich information output. Combined with the fact
that they are relatively cheap and widespread, there are many applications for
them. There is a whole area of computer vision that studies cameras and their
possible applications. For the purpose of this work, there are few relevant subjects
that need to be discussed.
Pinhole camera
A suitable way of modeling a camera depends on its field of view. Some cameras
have close to 180◦ field of view. They are referred to as fisheye cameras and they
need to be modeled in a special way. Consumer electronic cameras tend to have
the field of view around 60◦. These cameras can be modeled using a pinhole
camera model.
A pinhole camera is a camera without any lens but with a small aperture -
a pinhole. The light from the scene passes through the pinhole, projecting the
scene upside down onto the image plane located behind the pinhole. Modern
cameras use one or more lenses to achieve the same effect but they can still be
modeled using this simplified model.
Since the real image is captured on the image plane upside down, it is easier
to work with a virtual image plane for the purpose of the analysis. It is a plane
located at the same distance from the aperture as the image plane but on the
other side of it. The whole situation is depicted in figure 3.1. The image on
the virtual image plane has the same geometrical properties as the image on the
image plane but it is not upside down.
Image plane Virtual image plane
Figure 3.1: Pinhole camera model with a virtual image plane.
Rolling shutter cameras
During the image capturing process, the majority of time is spent by sending the
image from the individual pixels to the processor. The problem gets amplified on
modern cameras that can have up to 100 MPx (100,000,000 pixels). When the
image is being transferred, pixels cannot accumulate more light, which limits the
maximum exposure time and degrades the performance in low-light conditions.
A common way of overcoming this issue is rolling-shutter (fig. (3.2b)). The
individual rows are read one by one, maximizing the time each pixel can use for
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the exposure. The time during which a single image is read is called a readout
time. It can be calibrated by taking a video of a flashing light at a known
frequency.








































(b) Rolling-shutter cameras expose individual lines.
When the captured scene is stationary, both cameras produce the same image.
The difference becomes noticeable when either some object in the scene or the
camera is moving. Depending on the type of the movement, for example, vertical
lines might appear curved or skewed. The effect can be seen in fig. (3.3) and (3.4).
3.3 Computer vision
3.3.1 Point feature projection
A camera is projecting a scene onto a plane, forming the image. Given a 3D
position of point A and camera parameters, it is possible to determine a 2D
position where the point A would be projected.
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Figure 3.3: Rolling-shutter camera is
stationary [38].
Figure 3.4: The same camera follows
the train [38].
A focal length f of a camera is the minimum distance from the aperture to











x = f X
Z
y = f Y
Z
(3.7)
The situation is depicted in fig. (3.5a). This coordinate system of an image
is sometimes referred to as an x-y coordinate system. Image coordinates are also
conveniently measured in pixels - a UV coordinate system. They can be easily
converted to each other but there are some aspects that need to be considered.
First, not all cameras have square pixels. Assuming that the camera has pixels of
size dx × dy (in meters), its focal length measured in pixels would be fx = f/dx,
fx = f/dx. Second, pixels are indexed from the upper left corner, instead of the








where (ox, oy) is the origin of the x-y coordinate system measured in pixels, as
can be seen in fig. (3.5b). Equivalently in matrix notation with the model being
























Real-life cameras usually suffer from image distortion caused mostly by lens
artifacts. To take them into account, a radial distortion with three parameters

























(b) The same point, measured in pixel coordinates.
Figure 3.5: A point from the scene is projected onto the (virtual) image plane
using similar triangles. There are infinitely many similar triangles (one for each
value of Z) that project onto the same point, which leads to the loss of the scale
information.























dr = 1 + k1r + k2r2 + k3r3
dt =
[
2xyt1 + (r + 2x2) t2




, y = Y
Z
, r = x2 + y2
3This camera model is also used by a widespread library OpenCV [39], making it easy to
calibrate and work with.
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Figure 3.6: These images are from Mars, captured a few meters apart. It would
be extremely difficult for a human to match the common part. A SIFT algorithm
can find 323 matching points. The result can be seen in figure 3.9 on page 25.
The images were captured by the Curiosity rover at Sol 2087. They are from
NASA Jet Propulsion Laboratory [40].
3.3.2 Feature tracking
Feature tracking is a very well established area of computer vision. It uses mul-
tiple images to track a point - feature. Being able to track a feature in multiple
images is crucial for applications like visual and visual-inertial odometry, structure
from motion, stereo vision, camera calibration, panorama stitching and others.
Over the years, many methods of feature tracking emerged. A choice of the
algorithm is very important as it is a computationally intensive task and methods
differ in capabilities widely. For example, some feature matching schemas are able
to match the points from two images with arbitrary rotation (they are then called
rotation covariant features) and some others are not. Other criteria include image
noise, illumination change, viewpoint change, motion blur or feature scale.
A common choice of feature matching pipeline is based on the SIFT algo-
rithm [41]. It starts by extracting the feature points from given image. A good
feature point should be detected in the image even when observed from differ-
ent viewpoint, under different lighting conditions or with the different camera.
Example of SIFT features detected in an image is shown in figure 3.7a. Next, a
descriptor vector is found for each feature point. In case of SIFT, the descrip-
tor is a vector of 128 real numbers and it is based on the histogram of oriented
gradients in the patch around the feature. The closer two vectors are, the more
likely they represent the same point. The distance of two descriptors is measured
by a standard L2 norm. An example result of SIFT matching can be found in
figure 3.9.
SIFT is commonly used in structure-from-motion pipelines, where robustness
is the foremost concern and real-time performance is not required. The extraction
step for each image at the figure 3.9 took about 416 ms and matching took 4.32
s, utilizing four cores of a modern CPU.
In real-time applications, other kinds of features are used. Among the fastest
20
(a) SIFT features found in the image.
(b) First 40 descriptors visualized as an image. Ev-
ery descriptor is a single line of the image.
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ones is FAST [42]. The author described the algorithm as follows: “If ≥ N
contiguous pixels in a Bresenham circle of radius r around a centre pixel p are all
brighter than p by some threshold or all darker than p by some threshold, then
there is a feature at p.”. Such a circle is shown in figure 3.8. The exact thresholds
are determined by machine learning. The simplicity of this algorithm is the key
to its fast execution time. The feature detection step can be done on CPU in as
fast as 1 ms, allowing for real-time performance. It is important to mention that
FAST algorithm is only a feature detector. In order to match the features, other
algorithms need to be used on top of it.
Figure 3.8: A FAST algorithm only looks at a few pixels, allowing for very fast
extraction times.
A popular feature detector and descriptor based on FAST is ORB [43], a
fast and robust feature matching algorithm. It is a base of very popular ORB-
SLAM [44]. In contrast to SIFT, it uses a string of bits as a descriptor, with
the distance being measured by Hamming distance. The Hamming distance can
be computed very fast on modern CPUs as it is computed by applying a XOR
operation combined with counting the number of 1s in the result. Even though
ORB features are suitable for most of the visual-inertial odometries, there is
another, faster approach available.
When an extra information is known about the images, it is possible to develop
a faster and more robust algorithm. One of the common tasks is to track features
in a video stream. Obviously, all the frames are captured by the same camera,
leaving out the need to estimate the camera intrinsics for every frame if needed for
image matching pipeline. Also, since the videos are often recorded at 24 Hz to 60
Hz, the camera only has a little time to move in between two consecutive frames.
Therefore it is safe to assume that a feature is located in a similar location in the
next frame. The higher the frame rate, the more similar two consecutive frames
are.
A famous well-studied algorithm for tracking features in consecutive frames
is KLT tracker4 [45, 46]. Given two images F and G and a feature point x from
4KLT tracker is an example of sparse optical flow algorithm which is a largely studied area.
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image F, the goal is to find the corresponding point in image G. An image can
be viewed as a function of a single 2D variable, taking the pixel coordinates and
returning the pixel intensity. When non-integer coordinates are supplied, a 2D
interpolation is carried out. Starting from disparity vector h = 02×1, KLT tracker




(F(x + h)−G(x))2 (3.11)
where R is a patch around the pixel, usually a square of size 3× 3 or 5× 5. The
linear approximation of F is






The minimum of the error function can be found by computing the partial deriva-











































This leads to one gradient descent step of a single feature matching. More it-
erations (usually 5 to 30) are needed until the termination criterion is met. A
final vector h then represents the displacement of the feature in the next image.
Because all the derivative terms can be precomputed once and reused for all the
update steps of all features, KLT tracker is well-suited for real-time applications.
3.3.3 Feature point triangulation
When a feature point is tracked in multiple frames and position and orientation
of the camera at the time the image was taken is known, the position of a feature
can be estimated using triangulation. This procedure is essential for most of the
computer vision algorithms.
In the simplest case, it is enough to take two cameras observing a feature.
Each camera then defines a ray in 3D on which the feature must be. In theory,
the intersection of the rays gives the position of the feature. In practice, those
rays never intersect because of the noises involved in both feature tracks and
camera pose estimates.
The most common way of performing a triangulation is to define an error
function which takes an estimate of feature’s position and returns how well it
corresponds to the measurement. The error can be then minimized using any
optimization algorithm, producing the triangulated position.
A popular error function is the feature reprojection function5. The idea of the
algorithm is to express the point in each camera’s coordinates, use the camera
5Other option might be epipolar point transfer [47].
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projection function from eq. (3.11) with the error being the difference between
this reprojected point and the observed position of the feature in that camera.
More formally, the feature was observed from cameras Ci, i ∈ 1, . . . , n. Each
camera has a known position GpCi and rotation CiG R, relative to some fixed global
frame {G}. The i-th camera observed the feature at 2D coordinates zi (pixels).
The goal is to estimate Gpf , the position of the feature in global frame.
To be able to apply the camera projection function, Gpf needs to be expressed
in the camera’s frame, obtaining Cipf . It can be computed as









zi − h (Cipf)2 (3.17)










zi − h (CiG R (Gpf − GpCi))2 (3.19)
Although such approach works well in most of the situations and is com-
monly used, it can be further improved. The problem is with features that are
located far from all the cameras. The partial derivatives along each direction will
differ widely, causing numerical instabilities. For this reason, an inverse-depth
parametrization [48] is used. It expresses the position of a feature in the camera
frame as a ray and an inverse value of feature’s distance from the camera (depth).
Instead of Gpf , the result of inverse-depth parametrization is C1pf which can be














































Figure 3.9: The result of feature matching from figure 3.6 on page 20. Note that
there are at least two false positive matches, which even after close inspection look
almost indistinguishable. The algorithm processing such data must be prepared
for this situation and use some sort of outlier rejection.
The difference is that the parameter being optimized is θ. On close inspection, it
can be seen that the parameters α and β define the ray on which the feature lays
and γ is the inverse of the feature depth. As the depth of the feature approaches
infinity, the parameter γ simply goes towards the zero and parameters α and β
converge smoothly towards the correct value.
The error function can then be reformulated using the function gi (θ).
E (θ) = 12
n∑
i=1
∥zi − h (gi (θ))∥2 (3.27)
This function is then minimized by using Gauss-Newton minimization or any
other optimization technique.











Kalman filter is a commonly used algorithm. If the assumptions are met, it can
optimally estimate the state of a system by utilizing a series of noisy measure-
ments. More on this topic can be found in the book Probabilistic Robotics [1].
The schema of the Kalman filter is as follows
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Given: xk = Akxk−1 + Bkuk + wk, wk ∼ N (0,Qk)
x̂k|k−1 = Akx̂k−1|k−1 + Bkuk
Σk|k−1 = AkΣk−1|k−1ATk + Qk
Update step
Given: zk = Ckxk + vk, vk ∼ N (0,Rk)









where the variables are
xk filter state at time k





The propagation step is also known as prediction step.
3.4.2 Extended Kalman filter
When the state transition function and measurement functions are not linear,
the standard Kalman filter cannot be used directly. Instead, both functions need
to be linearized first. Such a filter is no longer optimal in general case (if the
function is linear, EKF becomes a standard Kalman filter which is optimal).
It is easy to see that the extended Kalman filter is in fact very similar to the
standard Kalman filter. Matrices Ak and Bk are replaced by a general function
f(·) and matrix Ck is replaced by function h(·).
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Σk|k−1 = FkΣk−1|k−1FTk + Qk
Update step
Given: zk = h (xk) + vk, vk ∼ N (0,Rk)

















3.4.3 Indirect Kalman Filter
For some applications, most notably the Inertial Navigation System (INS), the
functions involved in EKF suffer from significant nonlinearities, making it difficult
for the filter to converge. One possible solution to this problem is to use an
indirect Kalman filter. It is not a different type of a Kalman filter. In fact, it is
a form of EKF where the problem is reformulated to improve the linearization
properties.
The state xk of the original EKF filter is split into a nominal-state x̂k6 and
an error-state x̃k. xk is then called a total-state. For these it holds that
xk = x̂k ⊕ x̃k (3.29)
where ⊕ is a general composition operator, appropriate for the particular appli-
cation. It is often just a standard addition.
In the EKF, the state-transition function was
xk = f (xk−1,uk) + wk (3.30)
6The operator ·̂ is overloaded. In the previous examples, it denoted the estimate of a variable,
whereas in the indirect Kalman filter it denotes the nominal-state. This convention is widely
used in the literature and despite the confusion, this work conforms to it. In most places, the
meaning of the symbol can easily be inferred from the context.
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By combining the last two equations, it can be seen that
xk = f (x̂k ⊕ x̃k,uk) + wk (3.31)
= f̂ (x̂k,uk)⊕ f̃ (x̃k,uk) + wk (3.32)
with f̂ being the nominal-state transition function and f̃ being the error-state
transition function.
The function f̂ is chosen so that it consists of all the non-noise-related terms of
the original function f . The noise-related terms, which are not observable during
the propagation step and need to be corrected by the update step, are part of the
function f̃ . Because of that, the mean value of the error-state estimate does not







To reflect the change in noise parameters, the uncertainty of the error-state,
expressed by the covariance matrix Σk, must necessarily grow during the prop-
agation. The nominal-state has no uncertainty as it was defined to only contain
the known terms.
During the update step of the EKF, the measurement function is
zk = h (xk) + vk (3.35)
To linearize the function h (·), it is approximated by the first two terms of a
Taylor series, expanded at point x̂k which is the best estimate of the total state.
This leads to
zk = h (xk) + vk (3.36)
= h (x̂k) +
∂ h (x̂k)
∂ x̃k
(xk − x̂k) + vk (3.37)
zk − ẑk =
∂ h (x̂k)
∂ x̃k
x̃k + vk (3.38)
rk = Hkx̃k + vk (3.39)
After examining the equation, it can be seen that it is in the form of the mea-
surement function of the Kalman filter. It means that this equation serves as
a proper measurement model. The measurement entering the indirect Kalman
filter is the residual vector rk = zk− ẑk and the measurement model is the matrix
Hk.
After the update step is performed, the error state is estimated. Its mean
value is then transferred into the nominal state, which does not change the value
of the total-state. The covariance matrix of the error-state needs to be adjusted
accordingly. This effectively resets the error-state to zero after every update (the
covariance matrix is not reset to zero). This step is also called a reset procedure.
The structure of the indirect Kalman filter is summarized in the algorithm
below. Operator ⊖ is the counterpart of the operator ⊕ mentioned earlier.
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Σk|k−1 = FkΣk−1|k−1FTk + Qk
Update step
Given: zk = h (xk) + vk, vk ∼ N (0,Rk)
nominal-state error-state



























The advantages of indirect Kalman Filter for visual-inertial odometry (VIO)
(and INS in general) are twofold. First, as mentioned above, the true-state dy-
namics often exhibit large nonlinearities which effectively limits the estimation
accuracy of the EKF, whereas the nonlinearity of the well-designed error-state
transition function should be better [49]. Second, Nyquist–Shannon sampling
theorem implies limitations on the update rate of the filter with total-state repre-
sentation. It would need to be at least twice as high as the highest frequency of
the signal being estimated (although according to Maybeck [49] 5x to 10x is usu-
ally used in practice). This would require sensors capable of sampling at these
frequencies and it would also induce a high computational load. Because the
error-state evolves relatively slowly in time, much lower frequency of the update
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steps is needed. For some systems, the update period might be 10s of seconds




MSCKF is a form of indirect Kalman Filter used for accurate estimation of robot’s
pose in 6 degrees of freedom (3 for position and 3 for orientation in 3D). It fuses
an IMU and a camera to achieve real-time performance with low position estimate
drift.
The key point of the MSCKF is its measurement model (used in the update
step of the Kalman filter), that is able to express the geometric constraints that
arise when a static feature is observed from multiple camera poses. It does not
require including the 3D feature position in the state vector of the EKF. Instead
of that, it keeps a rolling window of the last few camera poses in the state. “This
procedure is optimal up to the linearization errors” [19].
4.1 Development of MSCKF
The MSCKF started as a relatively straightforward extension of the EFK-SLAM
(discussed in section 1.2.1). Over the years, the MSCKF gained a lot of traction in
terms of academic research. The following paragraphs briefly sketch the historical
development as there are many different subtle changes that differ across many
articles and are important in order to properly understand the inner workings.
The first article introducing the MSCKF was written by Mourikis and Roume-
liotis in 2007, called A Multi-state Constraint Kalman Filter for Vision-Aided
Inertial Navigation [19]. A precursor of this work is a technical report of the
same name from the same authors. It was released a year earlier, in 2006, and
describes the same filter in more detail [20].
It has been shown that the EKF-SLAM is an inconsistent algorithm [50, 51].
In principle, the position and rotation around gravity (yaw) should both be un-
observable by the algorithm (this holds for any visual-inertial odometry). When
implemented in a straight-forward way, the EKF-SLAM spuriously gains observ-
ability of the yaw. This inconsistency leads to underestimation of uncertainties
and consequently to loss of the estimation accuracy to some degree. This prob-
lem is not only related to EKF-SLAM but also to other similar filtering-based
techniques, including the MSCKF.
In 2012 Li and Mourikis [52] provided a thorough theoretical analysis of
MSCKF, finding the root causes of the problem. They proposed to address the
issue by expressing the angular errors in the global frame instead of the body
frame and by using the first-estimate jacobians. This is one of the techniques
previously used in EKF-SLAM to address the observability issue. The result
was supported by both simulation and real-world experiments. They concluded
that the estimation accuracy had been slightly improved and the consistency was
improved dramatically.
Together with their article, a technical report was released [16]. It featured
more detailed derivation of the results presented in the main paper. It is a good
resource for understanding the filter.
Later in 2012, Li and Mourikis [53, 54] presented a fusion of the MSCKF and
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EKF-SLAM. They proposed to keep the long-tracked features directly in the filter
state (as EKF-SLAM does for all the features) and process the rest of the features
in the MSCKF fashion. By carefully adjusting the size of the sliding window in
runtime, they were able to achieve a real-time performance on a mobile phone
(Samsung Galaxy S2 with Dual-core 1.2 GHz Cortex-A9 CPU and 1 GB RAM).
The visual-inertial algorithms are usually very sensitive to sensor synchroniza-
tion. In research projects, it is usually solved by hardware synchronization. That
is by no means available on mobile devices. This issue was addressed by Li and
Mourikis in 2013 [55]. They let the filter to estimate both spatial and temporal
relationship of the camera and the IMU. By theoretical analysis, they proved [56]
that these properties are properly observable by the filter.
At about the same time, Li and Mourikis [23] modeled a rolling-shutter cam-
era. They did so by only assuming a constant velocity during the time the image
was being read. Other works by different authors typically used much stronger
assumptions, leading to unmodeled errors.
The same authors continued with the trend of modeling the errors of lower-
grade hardware. In 2014, they featured a version of MSCKF [24] capable of
modeling and estimating many different sources of errors connected with this
kind of hardware.
Other MSCKF extensions involve stereo cameras by Sun et al. [57], direct
photometric error formulation by Zheng et al. [58], edges-based measurement
model by Yu and Mourikis [59] and many others.
4.2 Algorithm overview
The filter uses IMU measurements to predict (propagate) the filter state. When
an image arrives from the camera, the visual features are tracked using for ex-
ample KLT tracker. When a feature is not detected in the latest image, its
whole feature track is used to form a constraint on the filter state, correcting the
accumulated errors.
The algorithm performs an online autocalibration of multiple parameters such
as IMU biases, camera-to-IMU spatial and temporal transformation and others.
This simplifies the real-world deployment because only a rough initial estimate
of the parameters is needed, reducing the calibration process.
Because the time of the next image from camera cannot be predicted, all
IMU measurements are buffered. When the image arrives, the buffered IMU
measurements are used to propagate the filter state to the estimated time of the
image capture, a new camera pose is appended to the rolling-window of camera
poses kept in the state and the update step is performed.
The algorithm described in this chapter is based on many of the articles on
the topic but is not an exact version of any of them. There are small variations
in what quantities are being estimated, different measurement models for both




There are three major coordinate frames used by the filter which also estimates
their relative transformations.
The body frame {B} is located at the position of the IMU and it is oriented
in the same direction.
The origin of the camera frame is at the focal point of the camera. It is
oriented as depicted in fig. (3.5b). That is, the y-axis points down in the image,
x-axis to the right and z-axis point from the focal point of the camera towards
the captured scene.
Both body and camera frame are fixed to the robot and move with it. The
third, global frame is fixed to the world and does not move. The current robot
pose is expressed in this frame. This frame is chosen such that when the filter
starts, the position is zero vector (this is merely a convention and can be chosen
arbitrarily, changing the meaning of the global frame).
4.3.2 Sensor timing
When using the camera and IMU measurements, they need to be labeled by the
timestamp they were captured at. In research robots, this is commonly ensured
by the hardware itself. The IMU emits a measurement, which triggers the camera
and both samples are assigned a correct timestamp.
For commodity hardware, this is not the case. A common realization is that
both camera and IMU are configured to emit measurements at a certain frequency
and they start generating the measurements at about that rate asynchronously.
As the sensors themselves usually do not have a precise hardware clock, a times-
tamp is assigned by the operating system at the time the measurement arrives.
The actual delay is different for both sensors and can lead to tracking failures
if not modeled properly. The precise delay cannot be estimated for neither of
the sensors but it is possible and sufficient to estimate the relative difference be-
tween the two delays. The synchronization of the two streams can be achieved
by subtracting the relative difference from the timestamps of one of them.
Another problem can be caused by the time between measurement capture
and delivery being nondeterministic. That can be caused by any buffer before
the timestamp assignment (the bus via which the sensor is connected, the OS
scheduling the processing daemon to run or similar). This can be compensated
for by treating the time offset as a random variable [25].
When the timestamps of each sensor are assigned by a different clock, a clock
skew might occur. This happens when one of the clocks is slightly faster. The
MSCKF can properly account for that as well.
4.3.3 State vector








where BGq̄ ∈ R4 is a unit quaternion representing the rotation from the global
frame {G} to the body frame {B}, GpB, GvB ∈ R3 are the position and velocity
of the body frame in the global frame and bg and ba, both from R3, are the biases
of the gyroscope and accelerometer respectively, as in equations (3.1) and (3.4).
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]T
(4.2)
All the quantities but rotation error have the same dimension as their correspond-
ing quantities from the nominal-state and a standard additive error is used (e.g.
GpB = Gp̂B + Gp̃B). For the quaternion, a different operation has to be used.
Let q̄ be the true-state orientation and ˆ̄q be the nominal-state one, then the ori-
entation error is expressed as an error quaternion ˜̄q satisfying q̄ = ˜̄q ⊗ ˆ̄q, where
⊗ is quaternion multiplication. ˜̄q represents a small rotation of angle θ around







Such simplification has an advantage of being the minimal representation of a
rotation in 3D. As a consequence, we do not need to enforce the unit-length
of the quaternions during the update step or similar conditions for alternative
representations of the rotations.
The filter state has variable number of body poses πBi . The body pose esti-









The subscript k denotes the filter step performed at time tk. The next step is
k + 1 at time tk+1 and ∆t = tk+1 − tk. In general, filter steps do not need to be
evenly spaced in time.









with BC q̄T being a unit quaternion representing the rotation from camera to body
frame, BpTC being the position of the camera frame in the body frame. td is the
time difference between the camera and IMU clocks. When an image is delivered
with a timestamp of t, its estimated capture time is tc = t + td. The number of
camera poses N is variable in time but has an upper bound of Nmax.









where BC θ̃ ∈ R3 and Bp̃C ∈ R3 are the orientation and position error of the
camera-to-IMU transformation and t̃d is the error of the camera-to-IMU time











In order to explain the propagation step, the system behavior (dynamics) in
continuous-time is first described for both nominal- and error-state. The nominal-
state dynamics are used to propagate the nominal-state and the error-state dy-
namic are used to propagate the covariance matrix.










ḃg(t) = nwg(t) (4.9)
Gv̇B(t) = Ga(t) (4.10)
ḃa(t) = nwa(t) (4.11)





is the rotation rate measured in {B}, Ga(t) is the
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Note that ⌊ω×⌋ is antisymmetric (skew-symmetric) matrix and it represents a
matrix notation of the vector cross product - for two vectors a,b ∈ R3 holds that
a×b = ⌊a×⌋b. nwg from eq. (4.9) and nwa from eq. (4.11) are the random walk
parameters as described in sections 3.2.1 and 3.2.2 respectively.
From the eqs. (3.1, 3.4), the estimated acceleration and rotation rate are
Bω̂(t) = Bωm(t)− bg (4.13)
Bâ(t) = Bam(t)− ba (4.14)








Gθ̃(t)− b̃g(t)− ng (4.15)
˙̃bg(t) = nwg (4.16)





Gθ̃(t)− BGR(t)T b̃a(t)− BGRT (t) na (4.17)
˙̃ba(t) = nwa (4.18)
G ˙̃pB(t) = GṽB(t) (4.19)
where the ng a na are Gaussian noises of each measurements, described in sec-
tions 3.2.1 and 3.2.2.
Derivation of equations (4.8 - 4.12) can be found in a text by Solà [60]. Matrix
B
GR(t) is obtained by converting the corresponding quaternion BGq(t) from the
nominal-state, as described in eq. (A.6). Linearizing the error- IMU-state results
in
˙̃X IMU = F x̃IMU + GnIMU (4.20)
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03 03 −BGR(t)T 03
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⎤⎥⎥⎥⎥⎥⎥⎦ (4.23)
4.4.1 Orientation propagation
As mentioned in section 3.2.1, the gyroscope measurements Bωm(t) are corrupted
by various factors. The gyroscope measurement model used in this work (described
in section 3.2.2) takes into account the bias ba and a zero-mean, white Gaussian
noise na
Bω̂m(t) = Bω̂(t) + ba + na (4.24)
Because na has zero mean, it is removed from the propagation equations but it
still influences the covariance of the propagation step.
The goal of orientation propagation is to find the quaternion Bk+1Bk q̂, rotating





q̂ ⊗ BkG q̂ (4.25)
It can be obtained by numerically integrating the equation (4.8) on the interval
[tk, tk+1], starting from the unit quaternion. By using the fourth order Runge-
Kutta integration schema, it is
Bk+1
Bk
q̂ = q̄0 +
∆t
6 (k1 + 2k2 + 2k3 + k4) (4.26)
q̄0 =
[
































2Ω (ω̂(tk+1)) (q̄0 + ∆tk3) (4.31)
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Because this numerical integration does not preserve the length of a vector,








4.4.2 Position and velocity propagation
To derive the position and velocity propagation, an accelerometer measurement
model is needed. Similarly to the gyroscope measurement model, the model used
in this work takes into account the accelerometer bias ba and a zero-mean, white












The ”xx” in −9.8xx should be replaced with the appropriate value of the gravi-
tational acceleration at a given location.
The velocity propagation can be derived by integrating differential equa-
tion (4.10) on the interval [tk, tk+1] with the initial condition of Gv̂tk .


















Bâ(τ)dτ + Gg∆t (4.37)
= Gv̂k + GBkR̂ŝk +
Gg∆t (4.38)
The position can be obtained in a similar way by integrating equation (4.12)
on the same interval, starting at the current estimate






















Bâ(τ) dτ ds (4.42)
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The covariance matrix of the error-state from time tk for time tk+1 is Σk+1|k. It
can be obtained using the error-state transition matrix Φk such that













From [17], it holds that2





























Values σ2g , σ2wg, σ2a, σ2wa are IMU bias and noise characteristics. They can be
either supplied by the IMU manufacturer in the device’s datasheet or obtained
from offline calibration [61].
4.5 State augmentation
When a new image from the camera arrives at time t, the filter state is propa-
gated to time t+ td using the buffered IMU measurements, a new camera pose is
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⎤⎥⎦ (4.51)
1The Euler integration is ∫ b
a










In order to draw the error-state observable, a fusion with a complementary sensor
is necessary. In this work, a monocular camera is used.
Since the MSCKF is based on the EKF, some measurement model (here called
hEKF(·)) needs to be defined such that the residual vector r depends linearly on
the filter state - X̃. The general form is
r = HX̃ + noise (4.52)
By the assumptions of the EKF, the noise term has to be white and uncorre-
lated with X̃. H is the Jacobian matrix of the measurement model with respect






4.6.1 Single-feature measurement model
The measurement used in the update step consists of all the observations of the
features that were tracked in the previous frames but are not tracked in the
current one. For the sake of simplicity, we first describe a case with a single
tracked feature.
A feature fj was observed from a set of camera poses Sj, |Sj| = Mj. Each pose
is described by the IMU pose πBi ∈ Sj from the time the image was captured.
The feature is projected onto the image plane by applying the pinhole camera

















is the position of the jth feature in ith camera pose and
n(j)i ∈ R2×1 is the image noise vector with the covariance of σ2imI2.
The function ρi calculates the position of the feature in the ith camera pose,










= CBRBiG R(t+ td)
(
Gpfj − GpBi(t+ td)
)
+ CpB (4.56)
For a given feature track, the Gpfj is calculated by triangulation, where the
camera poses are treated as a fixed constants and only the Gpfj is variable. Details
of this procedure are described in section 3.3.3.
To form the residual vector for a single observation of the feature is formed by
as a difference between observed position z(j)i as provided by the feature tracker
and its predicted position ẑ(j)i obtained by reprojecting its triangulated position



















With the residual defined, it needs to be linearized. It is done by applying










Because the residual does depend of the Gpfj , it is used in the linearization as
well.

















































































r(j) = H(j)X X̃ + H
(j)
f
Gp̃fj + n(j) (4.66)
Since all the observations of a feature are mutually independent, vector n(j) has
the covariance matrix σ2imI2Mj .
The model defined by (4.66) is not in the form required by the EKF (eq. (4.52)).
That is because the vector Gp̃fj is correlated with the error-state X̃. To address
this issue, the residual vector r(j) can be projected onto the left null space of
the matrix H(j)f . By letting the matrix A(j) be a unitary matrix with columns
corresponding to the left null space of the matrix H(j)f , the residual vector can be
redefined as
r(j) ≃ H(j)X X̃ + H
(j)
f
Gp̃fj + n(j) (4.67)
A(j)T r(j) ≃ A(j)TH(j)X X̃ + A(j)Tn(j) (4.68)
r(j)o ≃ H(j)o X̃ + n(j)o (4.69)
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The matrix H(j)f of size 2Mj × 3 has a full column rank so its left nullspace has a
rank of 2Mj−3. Because of this, the refined residual r(j)o is a vector of dimension
(2Mj − 3)× 1 and it is independent of the feature position error. The covariance





= σ2imA(j)TA(j) = σ2imI2Mj−3 (4.70)
4.6.2 Outlier rejection
Before updating the state using the feature residuals, a statistical test to separate
the outliers can be employed. Two of the most common causes of outliers are
tracking failures and observations of non-static features (i.e. cars and pedestri-
ans).
Not all tracking failures result in outliers. For example, losing a track of a
feature that is still visible only causes a suboptimal performance, not an outlier.
A typical outlier is caused by appending an observation to an incorrect feature
track. It will then continue to track this new feature instead of the original one.
For the purpose of the outlier rejection, we carry out the Mahalanobis gating









The residual r(j)o is already the difference between the observation and hy-
pothesis. The covariance of the residual is given by H(j)o Σk+1|kH(j)To + σ2imI
γ(j) = r(j)o
(
H(j)o Σk+1|kH(j)To + σ2imI
)−1
r(j)To (4.72)
The value γ(j) is compared to the 95th percentile of the χ2 distribution with
2Mj − 3 degrees of freedom. If γ(j) is smaller than this threshold, the feature
track of jth feature is considered an inlier.
4.6.3 Multi-feature measurement model
The eq. (4.69) provides the model for a single feature track. Assuming that
L features are available for the residualization in a given step, elements of the



















ro = HXX̃ + no (4.74)
The size of the vector ro is d × 1, d =
∑L
j=1(2Mj − 3). Since all the feature
measurements are independent, n0 has a covariance matrix Ro = σ2imId.
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4.6.4 Residual marginalization
Consider an example of 10 features being observed, each by 10 cameras. Then
d = 170, which is quite large and can cause performance issues. For those cases
where d is bigger than the size of the error-state, a QR decomposition can be








with Q1 and Q2 being unitary matrices and TH being an upper triangular matrix.






















The residual QT2 ro consists of the noise only and is independent of the error-state,
thus it can be omitted and the EKF-update can be done with the residual of
rn = QT1 ro = THX̃ + nn (4.78)
where nn = QT1 n0 is the noise vector with a covariance matrix of Rn = QT1 RoQ1 =
σ2imIr where r is the number of columns of matrix Q1.
4.6.5 EKF update
The EKF update can be done using either non-marginalized (eq. (4.74)) or
marginalized (eq. (4.78)) measurement model. In this work, the latter one is
used.






and the correction of the state together with the new covariance matrix is
ˆ̃X = Krn (4.80)
Σk+1|k+1 = (I−KTH) Σk+1|k (I−KTH)T + KRnKT (4.81)
4.6.6 Injection
When the estimate of the error-state ˆ̃X is obtained, it is injected into the nominal
state
X̂k+1|k+1 ← X̂k+1|k ⊕ ˆ̃X (4.82)
The operator ⊕ denotes a general composition operator. For all elements but
quaternions, a standard addition is used e.g. Gp̂B ← Gp̂B + Gˆ̃pB.
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In the error-state, quaternions are expressed in the form of small rotation
vectors. Before being injected into the nominal state, they first need to be ap-








with ⊗ being a standard quaternion multiplication.
In order to set the mean of the error-state to the zero vector, the operation
ˆ̃X← X̃⊖∆ ˆ̃X (4.84)
should be carried out. The operator ⊖ is the inverse operation to ⊕ used for the
injection. That leads to the reset operation of
ˆ̃X← 0 (4.85)










The value of G is close to being an identity matrix and thus this operation is
omitted for performance reasons.
4.6.7 Pruning
If the number of body poses in the state N is equal to the upper bound Nmax,
at least one body pose needs to be removed from the state. When doing so, the
covariance matrix needs to be adjusted accordingly by removing corresponding
rows and columns.
Mourikis and Roumeliotis [19] chose to prune Nmax/3 poses, evenly distributed
in time, starting from the second oldest one. They reasoned that older poses
typically posses a wider baseline between camera frames and thus provide a more
valuable information. They claim that this approach works well in practice. Their
experimental data was collected by a camera and IMU mounted on a car.
On the other hand, Shelley [62] opted to only cut the oldest camera pose. As
shown on the evaluated dataset, the accuracy of the system was not degraded.
The dataset was collected by a hand-held device.
An arbitrary pruning schema can be used. The best performing schema might
be even dependent on the type of dataset, for example amount of shaking, vibra-
tions or speed.
4.7 Algorithm summary
To help better understand how the algorithm works, it is summarized in Algo-
rithm 4, including all the relevant functions.
43




if m is an IMU measurement then
b ← AppendToBuffer(b, m)
else
t = MeasurementTime(m)







Algorithm 5 MSCKF: Propagation to time t
procedure Propagate(b, t)
while filter time ≤ t do
Pop the first measurement (tm,ωm, am) from the buffer b.
Calculate F according to eq. (4.22) and G according to eq. (4.22)
Propagate BGq as described in section 4.4.1.
Propagate GvB and GpB as described in section 4.4.2.
Calculate Φk and Qd according to 4.46.
Σ← ΦkΣΦTk + Qd ▷ Covariance matrix propagation
Set the filter time to tm.
end while
end procedure
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Algorithm 7 MSCKF: Update step
procedure Update(feature tracks)
tracks to residualize ← GetFeatureTracksToResidualize(feature
tracks)
ro = ∅, HX = ∅
for jth feature track in tracks to residualize do
r(j)o , H(j)o = ResidualizeFeatureTrack(jth feature track)
ro = Stack(ro, r(j)o )
HX = Stack(HX, H(j)o )
end for
if ro is larger than error-state then
Q,R = QrDecomposition(HX)
Get TH and Q1 from Q and R according to eq. (4.75)






Algorithm 8 MSCKF: Residualize feature track
procedure ResidualizeFeatureTrack(jth feature track)
Gp̂fj ← Triangulate(X̂k, jth feature track)
r(j) = ∅, H(j)X = ∅, H
(j)
f = ∅





f,i ← ResidualizeObservation(Gp̂fj , z
(j)
i )












Calculate A(j) as in section 4.6.1




return r(j)o , H(j)o
end procedure
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Algorithm 9 MSCKF: Residualize observation
procedure ResidualizeObservation(Gp̂fj , z
(j)
i )
Cip̂fj = CBR̂BiG R̂(t+ t̂d)
(









































X̂k+1|k+1 = X̂k+1|k ⊕ ˆ̃X ▷ The operator ⊕ is described in section 4.6.6.
Σk+1|k+1 = (I−KTH) Σk+1|k (I−KTH)T + KRnKT
end procedure
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5. Fusion with a GPS
As discussed at the beginning of the work (section 4.1), the position and yaw
are not observable by any VIO algorithm, including MSCKF. This will lead to
an unlimited drift of both quantities. To provide a reliable, lifelong localization
there is a need for a system that provides a measurement which makes them
observable.
This chapter presents a way how the GPS can be used to reduce the position
drift of MSCKF. This is one of the contributions of this work.
The principles of GPS measurements are described in the first section. The
second section describes different geodetic coordinate frames, which are then used
to derive the GPS measurement model. In the end of this chapter, a fusion of
such model with MSCKF is shown.
5.1 GPS sensor
GPS is a sensor that measures the distance from a satellite at known position in
Earth’s orbit, to determine the sensor position.
The term GPS is commonly used to refer to the more general category of global
navigation satellite system (GNSS). The GPS was the first such system. During
the decades of its existence, other constellations emerged. Russian GLONASS,
European Galileo and Chinese BeiDou-2 are the ones with global coverage. A
few other regional systems exist. Most of the GPS sensors can in fact work with
multiple or all other GNSSs previously mentioned.
At a very simplified level, a GPS sensor (receiver) listens to the signal trans-
mitted from the satellite. The signal contains the reading from the on-board
atomic clock. The receiver then measures the time it took for the signal to arrive
to the antenna. From this time-of-flight measurement, a distance is calculated.
This distance is called a pseudorange. A single pseudorange is not enough to
determine the exact location of the receiver. At least 4 pseudoranges are needed
to do that. When more pseudoranges are available, the measurement uncertainty
might be lower. A more in-depth description can be found in many books dedi-
cated to this topic, example of which is a book by Parkinson et al. [63].
The result of the localization is the position estimate of the antenna. The
measurement is composed of several pieces of information. It contains a latitude,
longitude (both in degrees) and altitude (in meters) in WGS84 coordinate frame,
which is described in section 5.2.1. It also includes current GPS time1 and mea-
surement uncertainty. The uncertainty is commonly expressed as two numbers,
the horizontal and vertical uncertainty, both measured in meters.
GPS has some inherent limitations, causing imperfections of the measure-
ments. For example when the receiver is in the valley, caused by urban buildings
or natural obstacles, only the satellites from one area of the sky are visible, caus-
ing the underlaying linear system to be poorly conditioned. Other significant
examples are ionospheric distortions. The ionosphere is the outermost layer of
1The GPS time was set to the value of the UTC time at the midnight of the 6th of January,
1980. Since then no leap seconds were added to the GPS time and thus is 27 seconds behind
the UTC time now.
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the Earth’s atmosphere. It contains charged ions, which curve the trajectory of
the signal from the satellite, skewing the measurement.
Accuracy obtained by a commodity receiver can be as good as 5 meters. Many,
commonly very expensive, receivers can achieve accuracy of up to a few centime-
ters. They utilize and often combine together various sophisticated systems such
as L5 user segment [64], differential GPS, SBAS or fusion with an accelerometer.
Because of this, receivers usually vary in their noise characteristics, which might
be utilized when designing a system for one particular receiver.



















Figure 5.1: Depiction of multiple coordinate frames and their relation to the
Earth and to each other. The ENU frame is the tangential plane at point ϕ, λ, h.
5.2.1 WGS84
The World Geodetic System defines the geodetic reference system. The WGS84
is its revision from 1984. It defines a coordinate frame of the Earth whose origin
is located at the gravitational center of mass of the planet (when including the
gravity of oceans and atmosphere). The axes are aligned such that the Z-axis
points toward the North pole, X-axis is the intersection of the Prime meridian
and the plane defined by the equator and the Y-axis is defined such that the
coordinate frame is orthogonal and right-handed2.
Any point can be then described by the angles from the Equator (ϕ) and the
Prime Meridian (λ) and its altitude (h) (relative to the sea-level).
Most notably, GPS satellites are using this standard and also the measure-
ments are represented in terms of it.
2The provided description is only approximate and the true definition of Z and X axes differ.
This simplification is good enough for the purpose of this work.
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5.2.2 ECEF
Any point described by its latitude, longitude and altitude in WGS84 can be
converted to corresponding XYZ values. The ECEF reference frame is aligned
with the WGS84 frame but its units are expressed in meters from the origin
instead of the angles and altitude.
5.2.3 ENU
When working inside of a limited area, it is easier to neglect the Earth’s curvature
and approximate the world by a tangential plane. One of the commonly used
reference frames is ENU. It is a left-handed coordinate system such that at its
origin, X-axis points towards east, Y-axis towards north and Z-axis points up.
There are infinitely many of such frames and they are dependent on where the
tangent plane is chosen to be. Fig. (5.1) shows an example ENU frame on the
surface of the Earth.
The counterpart reference frame to ENU is NED, where X, Y and Z axes
point towards the north, east and down. This system is right-handed and should
not be mixed with ENU as they are different but used in similar situations.
5.3 Conversion
A conversion between some of the frames are possible. They can be seen in the
diagram (5.2).
WGS84 ECEF ENU
Figure 5.2: Available conversions between geodetic coordinate frames.
5.3.1 WGS84 to ECEF
To convert the geodetic coordinates (WGS84) ϕ, λ, h to the ECEF frame, the
following formula can be used
ECEF
WGS84f (ϕ, λ, h) =
⎡⎢⎢⎢⎣
(N(ϕ) + h) cosϕ cosλ










a2 cos2 ϕ+ b2 sin2 ϕ
(5.2)
a = 6378137 (5.3)
b = a ∗ (1− f) (5.4)
f = 1/298.2572235630 (5.5)
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The parameters a, b, f represent the semi-major axis, semi-minor axis and the
flattening of the reference ellipsoid defined by WGS84.
5.3.2 ECEF to WGS84
The conversion from ECEF to WGS84, realized by the function WGS84ECEFf(·), is non-
trivial and involves an iterative minimization algorithm. Details of the conversion
can be found in literature [65, 66].
5.3.3 ENU to ECEF
In order to compute the conversion from ENU to ECEF frame, the origin of the




ENUpx, ϕ0, λ0, h0
)
= A (ϕ, λ) ENUpx + ECEFWGS84f (ϕ0, λ0, h0) (5.6)
where
A (ϕ, λ) =
⎡⎢⎣− sin λ − sinϕ cosλ cosϕ cosλcosλ − sinϕ sin λ cosϕ sin λ
0 cosϕ sinϕ
⎤⎥⎦ (5.7)
5.3.4 ECEF to ENU
The function ENUECEFf(·), converting a point from EFEC to ENU coordinate system
can be obtained by inverting the function ECEFENUf(·) and is omitted.
5.4 Measurement model
To fuse GPS with the filter, there is a need for a constraint in the same form as







= z(GPS)k − hGPS (Xk) (5.9)
The MSCKF keeps track of the position of the body relative to the global
frame. The global frame, despite the fact that the name might suggest otherwise,
is unrelated to any absolute location in the world. To be able to formulate the
function hGPS, this relationship must be captured by adding new variables to the
state. The exact variables needed depend on the particular function hGPS.
There are multiple candidates for the function hGPS, each of which has a
different meaning of the residuum vector r(GPS)k . Next, a few of those candidates
are presented with a brief discussion of the possible issues linked to each of them.
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5.4.1 Residuum in WGS84 coordinate frame
Perhaps the most intuitive way of defining the residuum would be to express it
in WGS84 coordinate frame, as the raw measurement from the GPS z(GPS)k is
expressed in it too.
In this case, the filter would need to include the full 6 degrees of freedom
transformation from {G} to the ECEF frame, which can then be converted to














where ECEFGR and GpECEF describe the rotation and position of the frame {G} in
the ECEF frame. Both of these would need to be added to the state (the rotation
matrix would be stored as a quaternion ECEFGq).
Despite being a very intuitive solution, there are at least three drawbacks of
such approach.
First, when differentiating the Jacobian of the hGPS function, it would be nec-
essary to find the Jacobian of function WGS84ECEFf(·) which is an iterative algorithm.
This can be solved by either using a fixed number of iterations and calculating
the Jacobian of all the steps or by utilizing the Jacobian of function ECEFWGS84f(·)
and the theorem about derivative of the inverse function.
Second, the transformation from the global frame to ECEF is expressed with 6
degrees of freedom. As will be shown later in section 5.4.3, the underlaying prob-
lem has in fact only 4 degrees of freedom. Since this approach is overparametrized
it would result in ill-behaved convergence of the parameters.
Third, and perhaps the most important issue is related to the numerical
stability of the problem. For example, if a robot is approximately at coordi-
nates ϕ = 50.088◦, λ = 14.403◦, h = 200 and the residual resembles an error





. These values are roughly 15 orders of magnitude
apart which causes significant numerical instabilities even when working with
64bit IEEE float numbers.
5.4.2 Residuum in ENU coordinate frame
Another possible solution is to fix an arbitrary ENU frame in advance (i.e. by fix-
ing the parameters ϕ0, λ0, h0 beforehand or by using the first GPS measurement)





















Because the parameters ϕ0, λ0, h0 are independent of the filter state, it is valid to
apply such a transformation to the measurement. This approach does not suffer
from numerical instabilities as the previous one but it still suffers from being
overparametrized. In addition, one would need to define the extra parameters
ϕ0, λ0, h0 which can be avoided, simplifying the initial configuration process.
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5.4.3 Residuum in ECEF coordinate frame
When defining the residuum in ECEF frame, all the issues mentioned before are
either not present or can be easily avoided.
At first, a particular ENU frame needs to be chosen. One choice is partic-
ularly beneficial for the fusion process. That is the ENU frame with the origin
incidental to the origin of the global frame {G}. The advantages are twofold.
First, the translation between the ENU frame and the global frame becomes
zero, simplifying the equations involved.
To understand the second reason, an extra property of the global frame needs
to be understood. Because of eq. (4.34), the gravity points in the reverse direction
of the z-axis of the global frame. The same holds for the ENU frame since by
definition, the z-axis points up (opposite direction of the gravity). So in order to
align the two, only the yaw (orientation around the gravity) needs to be estimated.
In total, there are four parameters to be estimated by the filter, in order
to predict the GPS measurement in the global frame. Namely, latitude (ϕ),
longitude (λ) and altitude (h) of the origin of the global frame and its yaw (ψ).












Rz (ψ) GpB, ϕ, λ, h
)
(5.15)
where Rz (ψ) is the rotation matrix around the z-axis
Rz (ψ) =
⎡⎢⎣cosψ − sinψ 0sinψ cosψ 0
0 0 1
⎤⎥⎦ (5.16)
5.5 Fusion with MSKCF
When a particular measurement model is chosen, it can be used to fuse the GPS
information with the filter. This section shows the steps of the process by using
the residuum in ECEF frame (section 5.4.3).
5.5.1 Timing
Because GPS measurements usually arrive at lower frequency than camera im-
ages, a standard update step is carried out if there is no new GPS measurement
available. When the GPS sensor delivers a new measurement, it is processed
together with the camera update. This neglects the time synchronization issues
of the two sensors but GPS noise is usually high and will dominate all the noises
involved in the update procedure, including timing issues.
When the GPS used is particularly accurate, or the robot is moving fast (the
distance traveled between two camera frames is significant, compared to the GPS
measurement noise), this issue should be addressed by performing a GPS-only
update at the time of each measurement. It is also possible to estimate the sensor
delay relative to the IMU, similarly as td for the camera.
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5.5.2 Antenna alignment
GPS measures the position of the antenna relative to the world. In case of smart-
phones, the distance between the body frame (IMU) position and the antenna
can be neglected as it is small comparing to the measurement noise. For cases
where the GPS sensor is so accurate that this does not hold, or the antenna is
mounted further away from the IMU, their relative position must be calibrated in
advance and measurement model need to be adjusted accordingly. Alternatively,
it can be online estimated by the algorithm, similar to how the camera-to-IMU
spatial transformation is.
5.5.3 GPS measurement model
Based on the previous section, the residual vector for a GPS measurement can
most beneficially be defined by eq. (5.15), leading to the measurement model
hGPS (X) = ECEFENUf
(
Rz (ψ) GpB, ϕ, λ, h
)
(5.17)
Before it can be fused with the MSCKF, a Jacobian of it in form of eq. (4.52)
needs to be found
r(GPS)k = H
(GPS)
k X̃k + noise (5.18)
where the noise vector must be Gaussian and independent of the filter state.
The matrix H(GPS)k is a 3× 26 + 6N matrix of where the only non-zero block






































]Rz (ψ̂) Gp̂B (5.21)
For this, the derivative of the function ECEFENUf must be found.
∂ ECEFENUf (p, ϕ, λ, h)
∂ p
= A (ϕ, λ) (5.22)
∂ ECEFENUf (p, ϕ, λ, h)
∂ ϕ
= Mϕ p +
∂ ECEFWGS84f(ϕ, λ, h)
∂ ϕ
(5.23)
∂ ECEFENUf (p, ϕ, λ, h)
∂ λ
= Mλ p +
∂ ECEFWGS84f(ϕ, λ, h)
∂ λ
(5.24)








⎡⎢⎣0 − cosϕ cosλ − sinϕ cosλ0 − cosϕ sin λ − sinϕ sin λ
0 − sinϕ cosϕ
⎤⎥⎦ Mλ =




The Jacobian of the ECEFWGS84f is
























∂ ECEFWGS84f(ϕ, λ, h)
∂ λ
=
⎡⎢⎣−(h+N(ϕ)) cosϕ sin λ(h+N(ϕ)) cosϕ cosλ
0
⎤⎥⎦ (5.27)
∂ ECEFWGS84f(ϕ, λ, h)
∂ h
=
⎡⎢⎣cosϕ cosλcosϕ sin λ
sinϕ
⎤⎥⎦ (5.28)





















− cos(2ϕ) + 1
)3 (5.29)
To form the measurement model in terms of eq. (5.18) the noise parameters
of GPS must be understood. The sensor itself provides an estimate of the noise,
which is calculated based on a number of visible satellites, their relative locations
and possibly other criteria. The result is usually provided as uncertainties in
horizontal (σh) and vertical (σv) direction. The exact meaning of those can differ
from device to device but they can be treated as a standard deviation of the
zero-mean Gaussian noise. This means that the measurement noise vector n(GPS)k
is expressed in the ENU frame, leading to the equation
r(GPS)k = H
(GPS)





Because ϕ̂ and λ̂ are dependent on the filter state, the noise parameter does not
satisfy the requirements of the EKF and cannot be used directly for the update.














k X̃k + n
(GPS,o)
k (5.32)
The measurement model in this form fulfills all the requirements of the EKF and











Constraints formed by the residual r(GPS,o)k and matrices H
(GPS,o)
k and R(GPS,o)
can now be fused with the constraints from the camera from eq. (4.74). The

















The filter can then proceed normally from the marginalization step described
in (4.6.4) on page 42.
5.6 Summary
This chapter focused on one of the primary contributions of this work - a fusion
of the GPS with the MSCKF.
It discussed the theoretical background of the GPS measurements, or more
generally GNSS measurements, and the problematic of fusing such a measurement
with the MSCKF.
At first, it described the basic principle of GNSS and GPS in particular, how
the measurements are formed and which factors influence the accuracy. A few ba-
sic geodetic coordinate frames were described, including the conversions between
them. Next, multiple options how to define the residuum of the measurement for
the MSCKF were proposed. The residuum in ECEF frame was the most suitable
of all the options and was then used to derive the measurements model, including
the Jacobians involved. Finally, it was shown how such a measurement model




This chapter discusses some important considerations of the implementation used
for the experiments.
6.1 Description
The MSCKF was implemented as described in chapter 4. It was implemented in
Python running on a MacBook Pro Min 2014 model with 2.8 GHz Intel Core i5
CPU. For some of the computer vision parts, OpenCV [67] was used. All of the
data was processed offline.
The filter runs generally in about halt the speed of the real time. Roughly
two thirds of the time is spent on image processing with the remaining time
begin mostly the EKF steps itself. Both parts can be significantly speeded up
by optimizing the code. The Python interpreter itself has a significant overhead
too but the real-time implementation was not a goal and it was already proven
by other authors that the filter is capable of the real time performance. The
potential implementation on the device is left as a future work.
For source code, see the appendix B.
6.2 Feature tracking
The feature tracking subsystem uses the FAST feature detector, mainly for its
fast extraction times. For the feature tracking itself, KLT tracker was used. Both
of these were described earlier in section 3.3.2 and their implementation from
OpenCV library [39] was used.
The FAST implementation used, extracts a predefined number of features with
the highest response (a metric of being a feature). This has one, not so obvious,
fail case. When there is a region in the image with rich texture, all the detected
keypoints tend to be from that region, leaving out remaining parts of the image.
It leads to poorly conditioned EKF update step. To enforce the uniformness of
feature distribution, an image was split into 4×5 grid and features were sampled
independently from each part.
Because of the iterative nature of the KLT tracker, the bigger the movement
is (movement of a point in pixel coordinates), the more iterations it takes for
the tracker to converge. By utilizing an extra information from the filter, a
homography matrix between each two consecutive images was estimated. It was
then used to provide a better guess of the feature position in the next frame,
lowering the number of iterations required.
If the former image was captured by camera {Ci} and the later one by camera
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{Ci+1}1, the relative rotation between the two is
Ci+1
Ci
















G RT CBRT (6.3)
The rotation matrices CBR and BiG R are already (at the time of feature extraction
as in the Algorithm 4) available in the filter state but matrix Bi+1G R is not. By
reordering the steps of the algorithm and executing the propagation step before
the feature tracking step, the value for Bi+1G R can be used after the prediction
step. Because the interval between two consecutive images is in general small,
the estimate from propagation is accurate enough.
The homography between two images depends on their rotation and on the
camera matrix K
H = K Ci+1Ci R K
T (6.4)
K =
⎡⎢⎣fx 0 ox0 fy oy
0 0 1
⎤⎥⎦ (6.5)








where (ui, vi) are pixel coordinates of the feature in the first image and (ui+1, vi+1)
are estimated pixel coordinates of the same feature in the next image.
The estimate is then fed to the KLT tracker as an initial guess, speeding up
the computation.
Since the tracker can output false feature matches, a two point RANSAC
algorithm, estimating the essential matrix, was used to filter out the outliers. It
was based on the work from other authors [57, 68].
6.3 Pose pruning
In all the experiments, it was observed that the pruning schema (described in
section 4.6.7) has a large effect on the quality of the result. A schema or pruning
of the poses πB2 ,πB4 ,πB7 was used.
6.4 Intensity of the gravitational acceleration
In the eq. (4.34) the exact gravitational acceleration at a given location on Earth is
needed. It can be determined by the database lookup [69] or it can be measured
by the accelerometer when the device stands still. In this work, the second
1The term camera {Ci} means a camera at the time ti. This shorthand is commonly used
in multi-view geometry as the same camera at different time or multiple cameras at the same
time are effectively the same thing.
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approach was used. It is assumed that the device is static for first two seconds
at the beginning of each dataset and the gravitational acceleration is estimated
by calculating the average length of all the accelerometer measurements.




In this chapter, an evaluation of the proposed GPS fusion algorithm is performed.
The implementation of the vanilla MSCKF is first validated on a publicly
available dataset with known ground truth and compared to results reported by
other authors. Because this does not have GPS data, an evaluation is also done
on a custom dataset, collected by a smartphone. This dataset is then used for
evaluation of the proposed GPS fusion algorithm and its robustness.
7.1 Evaluation on public dataset
These experiments seek to verify the correctness of the implementation by running
the filter on a publicly available dataset and comparing it to the performance
characteristics reported by other authors.
A comparison of the MSCKF with other methods in not a goal of this thesis
and was not performed, as it was already done by others [57, 30].
7.1.1 The dataset
The EuRoC dataset [70] was chosen for two major reasons. First, it contains
accurate ground truth captured using the Vicon Motion capture system for the
Vicon room sequences and by using accurate LIDAR scans for the Machine hall
sequences. Second, data from the IMU and camera are properly synchronized by
the hardware, ruling-out possible synchronization issues.
This dataset contains multiple sequences, captured by a flying quadrotor,
equipped with, besides other sensors, a global shutter camera and an IMU.
7.1.2 Experiment description
The evaluation was performed on sequences V2 02 medium and V2 03 difficult.
They were chosen because they contain very wide variety of motion, including
some very challenging situations with rapid motion, which leads to a failure of
many other localization methods.
The filter was run on the whole sequences with the same calibration parame-
ters for both of them.
7.1.3 Evaluation methodology
Ground truth and estimated trajectory were aligned together by their first poses.
Anther commonly used option is to find the best suitable transformation between
the two trajectories. An example of this method was proposed by Umeyama [71].
The latter approach leads to lower error numbers. To properly time-synchronize
the ground truth, it was approximated using 5th order Bézier curve [72] and
sampled after every update of the filter.
The position estimation error was measured by two different metrics. The
first metric was the percentage of the total traveled distance (%TTD). It is a
ratio between the latest position error and the total distance that the robot has
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traveled so far. This metric was used as it was the primary metric used by the
authors of the MSCKF. Because this metric only takes into account the latest








where GpBGT(tk) is the ground truth position in the global frame, at time tk.
The RMSE metric reflects the whole trajectory, was measured as well. This is a
very standard metric, which can be easily interpreted. RMSE is a single number
calculated over the whole dataset.
Both %TTD and RMSE metrics are measuring an error of the estimate and
the lower numbers mean more accurate estimates.
7.1.4 Results
Fig. (7.1) shows the plots of %TTD error and RMSE for both sequences.
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Figure 7.1: Position estimate errors for EuRoC dataset.
It can be seen that even though the sequences are very challenging, the max-
imum position error never exceeded 0.6 m over 81.16 meters traveled for the
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V2 02 medium and 0.8 m over 83.16 meters traveled for the V2 03 difficult se-
quence. This corresponds to 0.44 %TTD and 0.301 m RMSE for the first sequence
and and 0.65 %TTD and 0.45 m RMSE for the second sequence. As the filter
does not utilize any mechanism for the global drift reduction, the error would
drift indefinitely. This phenomenon is almost unnoticeable in the first sequence
and very slow for the second one.
One observation is that the %TTD error metric is very high at the beginning.
This is caused two facts. First, the traveled distance at the beginning is very
small, which amplifies even small errors. Second, at the beginning, some variables
might not be estimated by the filter as accurately as they will be later, making
the position estimate ”jump” a little. Later in the sequence, this metric tends
to converge towards some small region. On both datasets, the %TTD error
was getting lower during the whole sequence. If the dataset continued, it would
possibly reach even lower error.
By closer examination of the error it can be noticed that despite being rel-
atively low, it is not very smooth. One could observe small oscillations of the
estimated position around the ground truth position. One possible cause of this
behavior is that the calibration parameters are suboptimal, which might lead to
not as accurate evaluation of the Jacobians and therefore inability to converge to
a stable region. Another reason could be linearization errors. This kind of errors
in inevitable for the used estimator.
Mourikis and Roumeliotis [19] reported an error on a custom dataset of
0.31 %TTD. Sun et al. [57] reported an error of roughly 0.3 m RMSE1 for the
V2 02 medium dataset and their approach diverged on the V2 03 difficult se-
quence. The results of this work are even more interesting as Sun et al. used
stereo camera and this work only used a monocular camera. This might indicate
that the second camera only provides a limited added value to the filter, at least
in the situations captured in this particular sequence.
The comparison with results from other authors shows that the implemen-
tation performs well, even similarly to a stereo-camera based approach. The
estimation accuracy is consistent with the results from previous research.
7.2 Evaluation on the smartphone
The evaluation was also performed on a custom dataset. The data was collected
using an off-the-shelf iPhone 7 Plus.
The goal of this experiment was to assess the estimation accuracy of the filter
when running with the low-grade sensors.
7.2.1 Issues
There are many significant differences from the EuRoC dataset used in the first
experiment. A few of the most significant ones are discussed here.
First, the camera and the IMU cannot be synchronized by the hardware. This
leads to the necessity of proper online calibration of the time offset td. It was
1Exact numbers were not provided and the estimated number was approximated from the
graph in the article.
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noticed during the experiments that even synchronization issues as small as 10
ms can lead to rapid divergence of the estimator.
The second issue is lack of the information about the hardware and software
used to deliver the measurements. For example, each measurement is delivered
with a timestamp but there is no guarantee of what this timestamp represents and
which clock assigned it. An unexpected behavior of timestamps was experienced
many times during the experiments and it commonly led to filter divergence.
The third issue is that an iPhone does not allow a developer to set the focal
length of the camera to a known value. This can cause the camera using different
focal length for each dataset, which limits the possibility to accurately calibrate
the camera.
The fourth problem, also reported by Shelley [62], is the temperature. All
the components of an iPhone are miniaturized and tightly packed into a small
space. This causes the heat to be transferred unevenly from the CPU to the
IMU, leading to a change in its noise characteristic. As there is not thermal
sensor available on the IMU, this cannot be calibrated.
7.2.2 Calibration
To assure the correct behavior of the filter, some of the quantities needed to be
accurately estimated in advance.
Some of the parameters change slowly in time. For example the IMU bias
changes with temperature, td might be different every time the app for data
collection is restarted and others. This practically limits the ability to accurately
calibrate all the parameters. For those time-dependent parameters which can be
estimated online by the filter, the best guess was used and the corresponding
initial values of the covariance matrix were set to large values (the exact values
can be found on the attached DVD, described in appendix B). The estimate then
converges as the values become observable for the filter. For this reason, each
dataset starts with a short sequence of random motion, exciting all axis of motion.
This helps to speed up the convergence and avoids local minima.
IMU calibration
The IMU noise parameters nTg ,nTwg,nTa ,nTwa were calibrated using the Allan vari-
ance [73] but the values obtained did not provide reliable results. The erroneous
values might have been caused by the IMU not being perfectly still during the
experiment, possibly because of relatively heavy traffic nearby. In the end, these
values together with σim were found using a genetic algorithm optimization. Be-
cause the values were found so that the filter would work well with them, they
likely contain some bias.
The parameters bg and ba were both set to zero with high initial uncertainty.
Camera and camera-to-IMU calibration
All the parameters of the camera model, namely fx, fy, ox, oy, k1, k2, k3, t1, t2 and
the camera-to-IMU temporal calibration td and spatial calibration BCR, BpC were
calibrated using Kalibr [61].
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For the purpose of calibration, a specialized dataset was collected as required
by Kalibr. It was important to collect the data by using the same settings of the
phone, as used for the experiments.
The camera-to-IMU spatial and temporal calibration parameters only need
to be estimated roughly as the filter estimates them in the runtime. The rest
of the parameters need to be estimated as accurately as possible. Inaccurate
parameters often lead to either immediate divergence of the filter or even to
divergence after a longer period of time. The divergence is typically presented as
a rapid change in the position estimate. Even when the filter does not diverge,
inaccurate calibration results in degraded estimation performance.
7.2.3 IMU Interpolation
Some IMUs can sample the data from the gyroscope and the accelerometer at the
same time. Because the iPhone used in the experiments is not capable of that
and samples both sensors independently, they first needed to be synchronized.
It was observed that the gyroscope is sampled at a slightly higher frequency.
To avoid loss of this extra bit of information, the gyroscope output was treated
as a fixed sequence and the accelerometer measurements were calculated using
linear interpolation for each gyroscope measurement. This synchronization was
performed offline in batch processing.
Also, because the camera provides measurements independently of the IMU,
the IMU measurements needed to be interpolated into the estimated time of the
image capture t+ td. Since td varies during each run, this was done in run time.
7.2.4 Dataset
The dataset used in this experiment consists of two sequences. Both of them were
collected when walking with a handheld device.
One of the sequences was recorded in a park in a city. The other one was
recorded in a residential area of a village. They are called park and residential
respectively.
The images for these experiments were recorded at 15 Hz, with resolution of
640× 480. The IMU was recording at the highest possible sample rate of roughly
100 Hz.
A dataset from a driving car was also recorded but was not used for the ex-
periments. The vibrations from the engine caused severe rolling shutter artifacts
which in terms caused the filter to diverge quickly. The problem can be solved
by a better hardware realization of the experiment.
7.2.5 Evaluation methodology
Since there is no ground truth available for this dataset, it is not possible to use
the same evaluation method as in the case of the EuRoC dataset.
The evaluation was performed in a similar way to other work in this area
i.e. [19]. The estimation accuracy was assessed by aligning the beginning of the
resulting trajectory with the photo of the area from the satellite and measuring
the final translation error. The traveled distance was estimated by measuring the
estimated ground truth trajectory on the map.
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This evaluation method is only approximate. The goal of this experiment is
to provide baseline results for the following experiments with the GPS which will
be evaluated in the same way. Therefore, limited evaluation accuracy should not
be an issue.
7.2.6 Results
In fig. (7.2), both trajectories are projected onto a map together with the approx-
imated ground truth.
The estimation accuracy for both sequences is summarized in table (7.3).
sequence final error [%TTD] final error [m] trajectory length
park 4.92 9.77 198.47
residential 8.76 27.19 310.3
Figure 7.3: Summary of the experimental results on the smartphone.
7.2.7 Discussion
It can be noticed that the estimation accuracy is considerably lower comparing
to the EuRoC dataset.
The most likely explanation is the insufficiently accurate model of the IMU
noise parameters. The possible solution is to use the more sophisticated mod-
els (3.3) and (3.6). These were used by Li et al. [24], where they reported the
final errors of only 0.17 %TTD using a similar smartphone. This work differs in
few other key components, so a direct conclusion cannot be drawn but the au-
thors pointed that the accurate sensor modeling is the main reason behind those
low numbers. Another plausible explanation might be inaccurate calibration. A
further research of this issue is considered a future work.
The relatively poor performance of the filter is not an obstacle for further
experiments. In fact, it will help to amplify the added value of the fusion with
the GPS.
7.3 Evaluation of the GPS fusion algorithm
This experiment focuses on the proposed fusion of the MSCKF with the GPS, as
described in chapter 5.
For this experiment, the same dataset and evaluation methodology will be
used. This way the direct consequence of the fusion can be observed ruling out
the possible external influences which might skew the results.
Fig. (7.4) visualizes all the GPS measurements recorded. It can be seen that
the measurements roughly approximate the trajectory but they contain a signif-
icant amount of noise. The park sequence is more affected by this issue than the
residential one.
To assure fairness of the comparison, the initial guess of the parameters
ϕ0, λ0, h0 and ψ (as described in chapter 5) was chosen such that it represents the
same alignment as in the previous experiment.
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(a) The park sequence
(b) The residential sequence
Figure 7.2: The result of the experiment on an iPhone, without GPS. The blue
line is the trajectory estimated by the filter and the red line is the approximated
ground truth.
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(a) The park sequence (b) The residential sequence
Figure 7.4: Visualization of the GPS measurements. Each dot represents a single
measurement. The red line is the approximated ground truth.
7.3.1 Results
Because of the high level of noise in the park sequence, the uncertainty levels
reported from the GPS had to be increased by a factor of 3. Without this modi-
fication the parameters prematurely converged to incorrect values. The reason is
the high noise at the beginning of the sequence, as discussed above.
The results of the experiment are again superimposed over the map of the
area. The result is depicted in fig. (7.5). For easier comparison, results of the
previous experiment are shown as well.
The numerical evaluation of the results is summarized in table (7.6).
sequence final error [%TTD] final error [m] trajectory length
park 1.7 3.39 198.47
residential 0.89 2.78 310.3
Figure 7.6: Summary of the experimental results without the GPS.
7.3.2 Discussion
It can be easily seen that the proposed GPS fusion algorithm has a significant
impact on the result.
In case of the residential sequence, the estimated trajectory follows the ground
truth very precisely, which resulted in the final error only twice as large as for
the V2 02 medium sequence of the EuRoC dataset and only 37% higher then the
error for the V2 03 difficult sequence. Especially when considering the fact that
the EuRoC dataset was recorded using expensive and specialized hardware, the
results are promising.
The park sequence showed an interesting behavior. First, note that this se-




Figure 7.5: Results of the experiment fusing the filter with the GPS. The es-
timated trajectory during this experiment is highlighted by a green color. The
blue and red lines represent the results without the GPS and the ground truth
respectively.
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surements were less accurate during the whole sequence but the most difficult
part is the beginning. By close inspection of the initial part of the GPS readouts
in fig. (7.4a), it can be seen that the sensor consistently reports strongly biased
numbers. In this initial phase, the filter is still in the phase of the graduate
convergence of the estimated variables. This makes it more sensitive to outliers
and inaccurate data which was experienced many times during the experiments.
Both facts combined led to the slower convergence of the GPS-related parameters
and ψ in particular. In the meantime, the position estimate drifted further away
from the true trajectory. The accumulated error was then corrected near the end
of the sequence.
One can also observe that when compared with the previous experiment, the
trajectory is less smooth. There are two factors which caused this effect. The first
is the fast position drift of the bare filter and the second is low rate of the GPS
measurements. A combination of those caused a large position drift in between
two GPS measurements.
It was necessary to artificially inflate the uncertainty of the GPS measure-
ments for the park sequence due to its high noise. This step should not be
needed or at least it should not need to be inflated by such a large amount. The
reported uncertainties of 6 to 8 meters are approximately accurate. The possible
cause might be a smoothing performed by the sensor itself. Some sensors do not
treat each measurement independently and they apply some sort of smoothing
to the consequent measurement. This then violates the assumption of the in-
dependence of the noise of each measurement, as described in 5.5.3. A further
experimentation is needed to better understand the true noise characteristics of
the GPS sensor provided in the iPhone. This problem is potentially only relevant
for some devices.
This experiment showed the benefits of the GPS measurements for the visual-
inertial odometry. In terms of accuracy, the proposed algorithm outperformed
both GPS and MSCKF on its own.
7.4 GPS outage experiment
To test the robustness of the proposed algorithm to GPS outages, another exper-
iment was conducted. It is important for the algorithm to be able to deal with
a GPS outage as it is very likely to happen for example when a car goes into a
tunnel or when a robot operates partially indoors and partially outdoors.
7.4.1 The dataset
The experiment was conducted on the residential sequence with a simulated GPS
outage. The park sequence was not used because the estimate of the position and
orientation in the world converged very close to the end of the sequence. With a
simulated outage, those quantities would likely not even converge by the end of
the sequence.
The area with the simulated outage is outlined by a light blue color in fig. (7.7).
The robot was inside of the affected area for about one minute, which is roughly
a quarter of the whole sequence.
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Figure 7.7: The results of the GPS outage experiment on the residential sequence.
Orange color represents the trajectory from this experiment. For comparison, the
result of the experiment without the outage is included in green color and the
ground truth is outlined in red.
7.4.2 Results
The trajectory estimated by the filter is depicted by orange line in fig. (7.7) and
the final error is summarized in table 7.8.
sequence final error [%TTD] final error [m] trajectory length
residential 0.68 2.12 310.3
Figure 7.8: Summary of the GPS outage experiment.
7.4.3 Discussion
It can be seen that the position estimate slowly degraded as the corrective mea-
surements were not available. Once the outage period ended, the filter recovered
most of the drift with a single GPS measurement.
The final position error was slightly lower than the error produced on the
same sequence without the simulated outage but this is likely just circumstantial
and might not appear for other datasets.
In a real-world situation, a GPS outage would likely be accompanied by a
few inaccurate measurements both before and after the outage. If the sensor
would correctly report high uncertainties, this should not influence the estimation
accuracy. This speculation was not tested and is based purely on the overall
results, mainly the high-noise experiment in section 7.5.
71
7.5 High measurement noise experiment
As the raw GPS readouts can be sometimes heavily encumbered with a noise, an
experiment testing the behavior under such conditions was performed. The goal
was to see whether the proposed algorithm would be able to deal with noise and
what will the behavior look like. The experiment will test whether the filter would
be able to process the noisy measurements or whether the extra noise will cause it
to diverge. In addition, it will examine the loss of accuracy in comparison to using
GPS measurements with no added noise and utilizing no GPS measurements at
all.
The filter was not fed any GPS measurements during the initial convergence
phase. This does not bias the experiment as it can be done regardless to the
added noise. The filter was then only fed with high noise measurements.
All initial values were set to the same numbers as in the previous experiments.
7.5.1 The dataset
The experiment was carried out on the residential sequence. All the sensor mea-
surements but GPS were left unchanged. The extra noise was added on top
of the raw GPS measurements obtained from the device. The added noise was
Gaussian, independent noise in horizontal plane with a standard deviation of 30
meters. The measurement noise uncertainty was adjusted accordingly.
7.5.2 Results
As this experiment is highly randomized by its nature, it was repeated 10 times.
The errors for all individual trials are summarized in table 7.9.












Figure 7.9: Summary of the GPS outage experiment.
Fig. (7.10) shows the GPS measurements from the first trial and estimated
trajectories from all 10 trials.
7.5.3 Discussion
The noise levels in this experiment (30 meters in horizontal plane) were chosen
such that they roughly reflect the expected worst-case scenario. In a real-world
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(a) Noisy measurements from one of the trials.
(b) Trajectories from all of the trials.
Figure 7.10: The data and results from the experiment with high
GPSmeasurement noise. Each run is represented by a single white line in the
bottom image. In both images, the red line represents the approximated ground
truth.
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scenario, it can be expected that at least some measurements will be more accu-
rate. The amount of noise is so high that no obvious path is visible by observing
the measurements in fig. (7.10a).
The influence of the noise can be seen on all the trials of the experiment. This
is expected as the Kalman filter does not perform any smoothing. It moves the
state towards the predicted state given by the measurement while the distance of
the movement is given by the Kalman gain. All the trajectories are also skewed
towards the center of the loop.
Despite that, the filter was able to extract some information from the measure-
ments. The average %TTD error was 5.32 whereas the same trajectory without
utilizing any GPS information had an error of 8.76 %TTD.
In none of the trials did the filter diverge and it was able to track the robot
until the end of the sequence. This property would be especially beneficial for
applications like self-driving cars where the filter should work under all circum-
stances. If the filter would diverge in the presence of high measurement noise, it
might draw this approach unusable for such application.
7.6 Summary
This chapter focused on the experimental evaluation of the proposed algorithm
and its properties under different condition.
It was shown that the implementation of the MSCKF is correct and performs
comparably to similar approach utilizing stereo camera.
A series of experiments showed that the proposed algorithm is not only ca-
pable of tracking the robot but was able to outperform both GPS and MSCKF
separately. In experiments conducted, the improvement was by an order of mag-
nitude.
The experiments focused on the robustness under different conditions showed
the ability to operate with highly corrupted measurements by a noise, while still
improving the accuracy, or even in presence of substantial GPS outages.
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Conclusion
This work was focusing on the problematics of lifelong localization of robots
without an assumption of a restricted operational area. The selected approach
started with the MSCKF algorithm and fused it with GPS measurements in order
to keep the position estimate drift bounded in time.
The MSCKF was described in a great detail and the algorithm to fuse the GPS
measurements was presented. Experiments showed that in terms of accuracy, the
proposed technique outperforms both GPS and the MSCKF alone. Experiments
further demonstrate that the algorithm is able to reliably operate when the GPS
signal is highly corrupted by noise or even in presence of substantial GPS outages.
7.7 Contributions
The technique presented in this work is to the best of our knowledge the first
tight integration of the GPS and visual-inertial odometry described in literature.
We believe that this combination of sensors has very powerful properties and will
be further studied in the future.
Another contribution of this work is that it provides a public implementation.
This implementation of MSCKF is the only one publicly available that is capable
of working with low-grade sensors. The availability of an implementation can help
to accelerate the MSCKF-related research and possibly even a further research
of the proposed method.
Last but not least thing to emphasize is the detailed description of the MSCKF
provided in this work. Current entry-barrier for researchers and users is quite
high, partially due to a lack of detailed derivation of the method itself.
7.8 Future work
As a future work, the implementation of the filter should be optimized so that it
is able to operate in real-time on a mobile device.
Also, implementation of more sophisticated camera and IMU models would
presumably improve the accuracy when operating without the GPS.
A further experimentation is needed to better understand the noise charac-
teristics of the GPS sensor used in the experiments. This can help to improve
the accuracy of the filter even further, especially in the important environments
with poor GPS reception such as urban valleys.
The proposed technique can be modified to operate with other positioning
sensors instead of, or in addition to the GPS. For example, a robot can detect
when it enters a known building and supplement the GPS measurements by using
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Without any formal definition, we state that the special-orthogonal group, denoted
as SO(3), is the group of all rotations around origin, in R3.
Elements of this group can be represented in different ways. The ones we will
be using are rotation matrices and unit-length quaternions.
The rotation matrices are orthogonal. Intuitively, with respect to the standard
basis e1, e2, e3 of R3 the columns of R are given by [Re1,Re2,Re3]. Since the
standard basis is orthonormal and R preserves angles and length, the columns
of R form another orthonormal basis. This orthonormality condition can be
expressed as
RTR = RRT = I3 ⇒ R−1 = RT
In addition, for every R ∈ SO(3), det(R) = 1.







. The cross-product u× v is
u× v =
⎡⎢⎣u2v3 − u3v2u1v3 − u3v1
u1v2 − u2v1
⎤⎥⎦
Lemma 1. Properties of the cross-product For every R ∈ SO(3) and for every
u,v ∈ R3 holds that
R(u× v) = Ru×Rv










u× v = det
⎡⎢⎣e1 e2 e3u1 u2 u3
v1 v2 v3
⎤⎥⎦




(u× v) wT = det
⎡⎢⎣e1 e2 e3u1 u2 u3
v1 v2 v3
⎤⎥⎦ (w1eT1 + w2eT2 + w3eT3 )
= det








Taking the R as from lemma
















(Ru×Ru) (Rw)T = RT (Ru×Ru) wT
it holds that
RT (Ru×Ru) wT = (u× v) wT
RT (Ru×Ru) = (u× v)
Ru×Ru = R (u× v)






⎡⎢⎣ 0 −ωz ωyωz 0 −ωx
−ωy ωx 0
⎤⎥⎦
Lemma 2. Properties of the cross-matrix For every R ∈ SO(3) and for every
u,v ∈ R3 holds that
⌊u×⌋T = −⌊u×⌋ (A.1)
⌊u×⌋v = −⌊v×⌋u (A.2)
⌊Ru×⌋ = R ⌊u×⌋R−1 (A.3)
Proof. The equation (A.1) is proven by the fact that cross-matrix is skew-symmetric
and for every skew-symmetric matrix A holds that AT = −A.
Second equation (A.2) is proven trivially from the definition of the cross-
matrix.













= Ru×RR−1v = Ru× v = ⌊Ru×⌋v
Combining this with the previous result leads to
⌊Ru×⌋v = R ⌊u×⌋R−1v
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A.2 Quaternions
The quaternions are a generalization of the complex numbers into four dimen-
sions, adding constants j and k on top of the i. It is a useful tool as they can
represent a rotation in 3D without the drawbacks of other representations1.
A quaternion is defined as
q = iqx + jqy + kqz + qw ⇔ q = qv + qw (A.4)
where
ji = −ij = k ik = −kj = i ki = −ik = j (A.5)













The above formulas lead to the JPL convention of quaternions, which is used
in our work. There are other alternatives, including the Hamilton notation. The
differences between various conventions and more in-depth analysis of quaternions
including proofs can be found in a very detailed tutorial by Solà [60].
Definition A.3. Product A product ⊗ of two quaternions p and q is
p⊗ q =
⎡⎢⎢⎢⎣
qwpx + qzpy − qypz + qxpw
−qzpx + qwpy + qxpz + qypw
qypx − qxpy + qwpz + qzpw
−qxpx − qypy − qzpz + qwpw
⎤⎥⎥⎥⎦ (A.7)
Note that quaternion product is not commutative, meaning that generally
q ⊗ p ̸= p⊗ q (A.8)
but it is associative
(q ⊗ p)⊗ r = p⊗ (q ⊗ r) (A.9)
Definition A.4. Quaternion norm A quaternion norm ∥q∥ is
∥q∥ =
√
q2x + q2y + q2z + q2w (A.10)
Definition A.5. Unit quaternion A quaternion q is called a unit quaternion,
denoted as q, if ∥q∥ = 1
1Also Euler-angles can be used, which is a minimal representation of the rotation but they
suffer from gimbal lock. Alternative is the rotation matrix which does not suffer from singu-
larities like a gimbal lock but uses 9 numbers instead of minimal 3 numbers, causing problems
when used for state estimation. Quaternions also do not suffer from singularities and use only
4 parameters, with small rotations parametrizable by 3 parameters.
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An important fact is that only unit quaternions represent a proper rotation
in 3D. Every rotation in 3D can be expressed as a rotation of θ around vector u.






The inverse rotation can be done by either rotating around −u or changing the
rotation angle to −θ. When both axis and rotation angle are inverted, a quater-
nion −q is produced, representing the same rotation as q. That leads to another
important fact that every rotation in 3D is represented by exactly two quaternions
q and −q.
Definition A.6. Rodrigues rotation formula A rotation matrix representing the
same rotation as q is
R = I3 + sin θ ⌊u×⌋+ (1− cos θ) ⌊u×⌋2 (A.12)
A.2.1 Rotation matrix from the quaternion
A rotation matrix R corresponding to the quaternion q is often denoted as R{q}
or C (q).
Without a proof, we state that the following is true
R{1} = I3 (A.13)
R{−q} = R{q} (A.14)
R{q⋆} = R{q}T (A.15)
R{q1 ⊗ q2} = R{q1}R{q2} (A.16)
where ·⋆ denotes a conjugate of a quaternion.
A.2.2 Small rotations
When a given rotation is small (θ →∞), both quaternion and its corresponding
rotation matrix can be expanded with Taylor series, only keeping the constant







+O(∥∆θ∥2) ∆R = I3 − ⌊∆θ×⌋+O(∥∆θ∥2) (A.17)
A.2.3 Time derivatives
When the rotation is not constant over time, a quantity q(t) represents the ro-
tation at a given time t. The angular rotation rate3 ω is a time derivative of
2Also called an angle-axis representation.







A quaternion denoting the derivative of q(t) is q̇(t), and ˙R(t) is the corre-
sponding rotation matrix.
q̇(t) = 12Ω(ω(t))q(t)




The enclosed DVD contains more detailed results from all the experiments, in-
cluding a source code of the application used for evaluation.
B.1 Experiment data
All the data related to the experiments described in this work are located in the
directory experiments.
It contains the following items
• experiments/datasets: For each dataset, this directory contains two files.
First one is the video file with the recording from the camera and the second
one is a SQLite database [74] containing all the sensor outputs.
• experiments/ground_truth_park_sequence.kmz,
experiments/ground_truth_residential_sequence.kmz:
A KMZ files with the approximated ground truth for both sequences. It
can be viewed for example using Google Earth Pro.
• experiments/euroc_V2_02_medium_v2,
experiments/euroc_V2_03_difficult_v2:
The results of the experiments on the EuRoC dataset from section 7.1.
• experiments/park_no_gps, experiments/residential_no_gps: The re-
sults of the park and residential experiments described in section 7.2, where
the GPS was not used.
• experiments/park_with_gps, experiments/residential_with_gps: The
results of the park and residential experiments described in section 7.3,
where the GPS was used.
• experiments/residential_with_gps_outage: The GPS outage experi-
ment from section 7.4, results on the residential sequence.
• experiments/residential_with_gps_noise: This folder contains 10 sub-
folders trial_1, . . ., trial_10 with the results for each trial of the experi-
ment with high noise added to the measurements (section 7.5).
For each experiment, there are multiple files but not all experiments have all
of them because of the differences in the input data.
• viewer.avi: A video output of the filter. The video is split into two
parts. On the left hand side is the video stream from the camera with
the information from the image processing. On the right hand side is the
top-down view of the trajectory. This is not available for EuRoC dataset.
• screen.avi: A screencast of the 3D viewer. It contains the trajectory
estimate and the triangulated positions of the detected and successfully
processed features. This is not available for EuRoC dataset.
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• detailed_ground_truth_eval.html: A HTML file with detailed compar-
ison with the ground truth. It is only present for EuRoC dataset.
• plot_state_time_series.html: A HTML file with the time series of some
of the variables estimated by the filter. It includes the uncertainty levels.
The internet connection is needed to properly view this file.
• trajectory.kml: The output trajectory, aligned with the world. This file
is not present for the EuRoc dataset. For the experiments without the GPS,
the trajectory was aligned by hand. The GPS-based experiments contain
the trajectory as estimated by the filter. It can be viewed for example using
Google Earth Pro.
• params.json: A JSON file with parameters used to run the experiment.
• raw_data.pkl: The raw data from the filter, aligned with ground truth
if available. The file is in the Python-specific serialization format Pickle
version 3.
The video files are encoded using the H265 codec, which might not be available
for some older video players.
B.2 Source code
The folder code contains the source code used to evaluate the experiments. For
the details on how to use them, refer to the code/README.md.
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