This paper is offered in commemoration of Prof. Edmund Gussmann, who passed away sadly and unexpectedly just a few short weeks before the 41st Poznań Linguistic Meeting, where the paper was presented. The PLM session, Competing Explanations in Phonology, was the type of gathering at which Prof. Gussmann would thrive, advancing his strong theoretical position that phonetics is irrelevant for phonological theory (Gussmann 2004). Prof. Gussmann argued for this view in an animated and sometimes provocative manner, but he always did so with charm and good nature. My own views on the role of speech in phonology differ sharply from Prof. Gussmann's. I am nevertheless quite grateful for his perspective, which has indeed changed the way I think of speech. Under the influence of Government Phonology, I have adopted a phonological view of the acoustic signal, which seeks to challenge phoneticians with new hypotheses about the way speech interacts with grammar. This paper explicates this perspective, and applies it to a recent case, cue vs. prosodic licensing, in which "phonetic" and "phonological" explanations seemed to be at an impasse. Thanks in part to Prof. Gussmann's strong theoretical position, I have developed a new theory of constituency that offers a vehicle with which we may reconcile competing views on the underpinnings of phonological licensing.
phonetically-based phonologists has remained a deep one in which scholars from the two camps have been in competition. Rather than seeking out areas of compatibility, the primary concern became to invalidate the claims of the opposing camp.
In the heat of the debate on the role of speech in phonology, linguists seem to have lost sight of some basic scholarly tenets, impairing their ability to reconcile theoretical positions that are only superficially incompatible. Although many phonologists claim that phonology is an autonomous component of grammar that is free from the effects of speech performance, their representational devices typically make reference to the physical properties of speech. In other words, phonologists rely on established phonetic knowledge, and indeed take that knowledge for granted. This is a problematic basis for scholarly endeavor. It implicitly assumes that all phonetics has been "done", and can be excised from phonological theory. Phonetics, however, is an active scientific field in which new discoveries are regularly made. Often these discoveries demand that phonology must revise some of its theoretical assumptions. Near-merger and incomplete neutralization, for example, suggest that a successful phonological framework must have some way of representing asymmetrical aspects of grammar in which subtle contrasts may exist but are not actively perceived. Phonology has been slow to incorporate this notion (see, however, van Oostendorp 2006 
on incomplete neutralization).
Assuming that phonology is indeed an active component of grammar, phonological explanations should in principle be preferable to phonetic ones. This idea finds motivation in well-known principles of speech perception. Briefly stated, the auditory system is known to act in a "phonological" manner. It is an information reduction device that works in both the spectral and temporal domains. The entire frequency range of human audition (up to about 20 kHz) may be reduced to a relatively small number of critical bands. In the temporal domain, onset boosts serve to focus perceptual attention on smaller portions of the signal, again reducing the amount of acoustic input to be processed. Unfortunately, the phonological aspects of audition seem to have been overlooked in current phonetically-based approaches. Consider Flemming's (2002) use of auditory representations in the formulation of OT constraints on contrast. In the representation of vowels, Flemming uses numerical scales intended to reflect the acoustic values of vowel formants. For example, in his representation of the vowel /i/, Flemming offers the following specifications: F1=1, F2=6, F3=3 (Flemming 2002: 21) . While it faithfully represents the acoustic properties of the vowel, this representation does not seem to capture the linguistic ramifications of its auditory specifications. For example, a change of the F1 value from 1 to 2 would entail a perceptible change in vowel height. At the same time, if we lowered the F3 value to 2 while keeping the other values constant we would still be dealing with a /i/-like vowel. The functional primacy of F1 over F3 is not captured -Flemming's representations are at heart phonetic and not phonological 1 .
In sum, recent history has shown a real impasse among scholars concerning the role of phonetics in phonology. Phoneticians and phonetically-oriented phonologists have seemingly adopted a strategy of using phonetics to invalidate rather than improve phonological analyses. At the same time, phonological phonologists have seemed reluctant to consider new phonetic knowledge, adopting instead a defensive position that excludes the possibility of incorporating phonetically grounded innovations. The debate about the underpinnings of phonological licensing, which we shall turn to in the following section, represent an instructive example of this failure to communicate.
Cue vs. prosodic licensing -background
Empirical observation of phonological patterns revealed that certain segments, features, contrasts, or other phonological entities may be subject to restrictions on where they can occur. If a given feature appears in a certain position, it is said to be licensed. The criteria that determine patterns of licensing represent another area in which traditional and phonetically-oriented phonologists have experienced serious difficulties in communication.
Traditionally, phonologists made generalizations about licensing with respect to syllable positions. The view that licensing is dependent on syllable position has come to be known as Licensing by Prosody (e.g. Ito 1986) . A common empirical pattern from this perspective is that licensing of consonant features including place and laryngeal specifications is observed in onset position but not in coda position. For example, a number of well-studied languages have processes of word-final devoicing, with a similar pattern in word-internal codas. These processes neutralize the [voice] contrast in favor of the voiceless obstruent. Thus, when addressing questions of licensing, scholars have posited that the feature [voice] is licensed in onset position (e.g. Rubach 1990) or before a tautosyllabic sonorant (accounting for voice contrasts in onset clusters, e.g. Lombardi 1995 ). As we can see, syllable-based positions found in traditional structures offer a number of useful generalizations from which phonological explanations may be formed.
As it happens, however, phonetics researchers have not been able to provide a precise physical definition of what a syllable is (see discussion in e.g. Krakow 1999 ). Once again we are faced with a situation in which a hypothesis with origins in traditional phonological study has not found phonetic support. Syllabic structures thus represent a parallel with the linearity and invariance conditions discussed in the previous section. A falsified hypothesis about the phonetic underpinnings of phonological structure left an cus here is on the nature of the representations themselves. That is, I am not interested in deriving phonological patterns so much as characterizing them. The representations offered in this paper are constructed on the basis of acoustic signatures (in the tradition of Harris 1994), but I make no claims whatsoever about their quantification. apparent compatibility gap between traditional phonology and phonetically based phonology. Instead of trying to bridge that gap, scholars concentrated on invalidating the claims of the rival theoretical camp. As a response to the failure to identify physical correlates of syllabic structures, phonetically-oriented phonologists established an alternative view of licensing, Licensing by Cue (Steriade 1997 et seq.) , that makes no reference to syllable positions. The primary tenet of the theory is that segments, features, and contrasts are licensed in positions in which their perceptual cues are salient. In a large majority of cases, these positions correspond with those offered by the proponents of Licensing by Prosody. However, since the cue-based positions found independent phonetic motivation in speech perception research, the cue approach is argued to be superior to a syllable-based approach.
Additionally, phonetically-oriented researchers have identified important counterexamples to the prosodic generalizations. One example involves retroflexion on stops: in a number of languages, including Gujarati (Dave 1977 , cited in Steriade 1997 and Norwegian (Hamann 2003) , retroflex stops are licensed in post-vocalic position, while the retroflexion may not appear in onsets. From the phonetic point of view, this is indeed expected, since the articulatory approach to retroflex articulations generally requires significant duration, while their release may be instantaneous. As a result, the acoustic patterns associated with retroflexion (a lowering of F3 and F4; Ladefoged and Maddieson 1996: 26) are much more robustly housed on preceding vowels than on following ones (Ladefoged and Maddieson 1996: 27) . In other words, retroflexion is more perceptually salient in post-vocalic coda position than in pre-vocalic onset position. Steriade (1997) cites Lithuanian as an additional counter-example to the generalizations of Licensing by Prosody. This language has word-final devoicing and neutralization of voice contrasts before obstruents. At the same time, voice contrasts may occur in coda position in hetero-syllabic obstruent-liquid clusters (dump.les vs dumb.las ; Steriade 1997: 19) . Steriade concludes that the VOT cue to voice contrasts present in presonorant position, independent of syllabic affiliation, determines the licensing of the contrast.
On the whole, it appears as if the Licensing by Cue approach is superior in that it can account for cases like retroflexes that are problematic for Licensing by Prosody. What is missing from Licensing by Cue, however, is any mechanism that would predict the rarity of cases, like retroflexes, in which VC transitions are more salient than CV transitions. This rarity may of course be explained on the basis of phonetic studies -the boost in auditory response at stimulus onset predicts Onset licensing in the vast majority of cases (Wright 2004 ). This prediction, however, is not incorporated in the phonology of Licensing by Cue. Ideally, we should have a more restrictive system that expresses coda licensing as the unusual case that it is. Licensing by Prosody cannot in its present form explain the licensing of retroflex-based contrasts in stops, but it at least predicts that they should be rare.
The position of phonetically-based OT in the licensing debate, perhaps surprisingly, represents a problematic interpretation of experimental phonetic results. As a result of the failure to identify reliable phonetic correlates of syllabic structures, proponents of cue licensing seem to have come to the conclusion that such correlates do not exist. Thus, in Hayes et al (2004: 23) we read that "nothing about perception, articulation, or processing leads us to expect any licensing asymmetries on the basis of syllable positions". What they failed to consider was the possibility that experimental phonetics was looking for the correlates of the wrong syllabic structures. Indeed for a true phonetically-based phonologist, speech must contain cues to prosodic structure. If those cues are not expressible with traditional representations of structure, it is the representations that must be refined.
Onset Prominence -the structure of segmental representations
Although the cue and prosodic accounts of licensing may be at first glance incompatible, they share one very important aspect. They both explain the problem in terms of positional behavior of phonological entities. The difference is that in the cue account, the position is defined in specifications for segmental properties -pre-or post-sonorant position -while prosodic licensing defines the position from the top down. If we are to reconcile these two descriptions, we must create an environment that may unify these two perspectives. That is, prosodic information must be built into the representation of segments. This is the strategy adopted by the theory of Onset Prominence (OP; Schwartz 2009), which builds on insights into the structural nature of segmental phonology. These insights are developed in two recent works. In the first, Golston and Hulst (1999) , a model is posited in which stricture (manner of articulation) is structure, eliminating the need for a syllabification algorithm. Linear order and syllabic structure may be read directly from segmental representation. Unfortunately, the proposal offers only a rough sketch of what these segmental representations are meant to look like. Golston and Hulst's insight about manner is flushed out in a much more explicit fashion in a second work that has been influential for the OP theory, Pöchtrager (2006) , which offers an innovative structural definition of manner classes in which stops and fricatives are distinguished by the number of structural layers they contain. These structures are given in (1). A contrast traditionally classified being based on a feature [continuant] (or an element {ʔ}) has been recast as a structural difference.
The trees in (1), in which stops are more structurally complex than fricatives, find an interesting parallel in the acoustic signal.
2 Stops are constructed of two auditory events, silent closure and noise, while fricatives are made of only noise. Updating the structures in (1) to capture their auditory specification gives us new trees as in (2) which the two layers of prosodic structure represent two distinct phonetic entities, stop closure (characterized by silence) and obstruent noise (aperiodic turbulence in the signal). The trees in (2) illustrate the important assumption of the Onset Prominence model that constituent structure is itself a phonetic object, constructed from explicitly defined phonetic events. This idea presents a stark departure to the traditional idea of a "bare skeleton, lacking in any phonetic property and responsible for temporal sequencing" (Scheer and Szigetvári 2005: 51) . In my view, refining views of structure offers a fruitful environment to model the relationship between speech and grammar.
Before we present further development of OP structures, we need to address the question of where such structures come from. The position adopted here is attributable to an evolutionary view in which phonemic representations emerge on the basis of auditory input (Bybee 2001; Blevins 2004) . We shall qualify this view somewhat with a stipulation that the primary or basic input from which representations are constructed is found in initial positions. Since initial positions are frequently prominent, we are therefore assuming that segments evolve on the basis of the most prominent auditory inputs. An important corollary to our position on the emergence of phonemes is that phonetic context must be built into segmental representations. In phonetic terms there is no such thing as a segment in isolation; 3 a segment's prosodic position is present in all auditory exemplars.
The prosodic frame from which segmental representations may be derived is given in (3). This tree may be thought of as the equivalent of a universal CV structure constructed of four layers. In addition to Closure and Noise seen in (2), there is a layer labeled Vocalic Onset, corresponding to the initial portion of a vowel that provides important perceptual information for the identification of the onset consonant. This portion houses acoustic cues for consonant place (formant transitions, e.g. Wright 2004), laryngeal specification (e.g. VOT, f0, spectral tilt; e.g. Maddieson 1997) , and manner (amplitude rise time for stop-glide distinctions; Shinn and Blumstein 1984) . Below the Vocalic Onset layer, we posit the Rhyme, comprised of vocalic formant targets and an offset position corresponding to a period of perceptual saturation (Wright 2004: 44, Figure  2 .4). The tree structure in (3) is built down from stimulus onset in an attempt to capture facts related to auditory response, in particular the boost at onset (Wright 2004) . Thus, higher levels of structure reflect greater perceptual sensitivity, while rhymes are associated with decreased auditory response. Placing the rhyme at the bottom of the tree allows us to capture cross-linguistic preferences for sonorous nuclei -sonorous segments are the only type of sounds that are consistently robust enough acoustically to be heard in perceptually dull portions of the speech stream.
The final important property of the tree in (3) is that individual layers of structure are inherently ordered in the acoustic signal. Thus, in initial positions, Closure always precedes Noise, and Noise always precedes Vocalic Onset. 4 This sequencing allows us to capture the notion that the linear order of segments, and by extension phonotactic facts associated with syllable positions, may be read directly off prosodic structure (Golston and Hulst 1999) .
Manner distinctions and may be easily derived from (3). Manner is structural and does not need to be specified melodically. Further, we have a principled structural definition of the consonant-vowel distinction: vowels contain melodic specification under the Rhymal structure, while consonants are specified at higher levels. A summary of the manner distinctions, which resemble scales of phonological strength, are given in (4). Stops contain all three layers of onset structure, fricatives and nasals contain two, while approximants contain only one. The trees in (4) constitute an upside-down version of the sonority hierarchy, and as such offer some perspective on phonotactic patterns (see Schwartz 2009 ). Simply stated, the less structure segment has, the more sonorous it must be. The levels OP structure may be seen to represent auditory sensitivity. Closure, since it allows for auditory recovery,
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facilitates the perceptual boost at stimulus onset. The magnitude of this boost is largely dependent on manner of articulation -stops produce greater boosts than fricatives, which in turn produce larger boosts than approximants (Wright 2004 ). Thanks to this boost, stop consonants are salient despite their transient acoustic properties. This salience is represented as structure. Vowels have less structure, and thus owe their salience to their sonorous nature. Returning to phonotactics, OP structures (just like sonority) predict two types of cluster. Consonant clusters that decrease in Onset Prominence (such as stop-liquid) may (but do not have to) be joined in a single constituent, while those with equal or increasing OP (such as sibilant-stop) must span two constituents. The two types of cluster show distinct behavior (e.g. in loanword adaptation; Fleischhacker 2005), so they must be represented differently.
5
At this point, we must turn to melodic and laryngeal specifications, which we assume are housed on terminal nodes of structure (marked above with x). Since the V-Onset layer is shared by all consonants, we posit this layer as the default location for consonantal melodic specification. 6 A proposed representation for a voiced stop is offered in (5). We place the voiced specification on the V-Ons node, labeled here as the element {L}, 7 to capture the transitional nature of the VOT cue to voicing. The acoustic effects of melodic specifications may be assumed to spread to the higher levels of onset structure. Thus, in languages with L-voicing (see e.g. Harris 1994), we observe low frequency periodicity, the acoustic signature associated with the L-element, during the Noise and Closure phases of an initial stop.
To sum up this section, Onset Prominence builds prosodic positions into segmental representation. The perspective has been shown elsewhere (see Schwartz 2009 ) to be particularly insightful for phonotactics and phonological strength. As we shall see in the following section, we are also afforded a useful persective on issues of licensing. OP allows us to capture the syllabic generalizations of prosodic licensing, while at the same time incorporating the phonetic grounding of cue licensing.
Licensing, neutralization, and Onset Prominence
Our structures as presented so far derive segmental representations from auditory input tokens in initial positions. To gain some perspective on the licensing issue, however, we 5 The discussion here has been added for the benefit of an anonymous PSiCL reviewer who questions the claim that OP structures can account for phonotactic patterns. The key benefit of the OP view of phonotactics is that it captures sonority-based generalizations without invoking sonority. For arguments against sonority as a phonological entity, see Ohala (1992) and Harris (2006) . 6 Vowels, of course, are specified below the Rhymal layer.
(5)
A fully voiced stop, with low frequency periodicity spreading onto closure must examine what happens to these structures in other positions. As we shall see, the OP structures allow us to unify prosodic positions for licensing and neutralization, while at the same time capturing the phonetic environments of the cue-based approach.
Vocalic Onset specification in licensing and neutralization
The key feature that separates OP consonant structures from traditional ones is the presence of the Vocalic Onset layer, which represents something of a transitional stage between the traditional constituents of onset and rhyme. This layer may be thought of as the phonetic glue that holds universal Onset-Rhyme sequences together. It houses CV formant transitions, frequently the most reliable cue for listeners in identifying place of articulation (Wright 2004) , as well as manner and laryngeal cues. In non-prevocalic position, this layer of structure is necessarily missing from the signal. What remains may be thought of an ambiguous phonological or perceptual object: incomplete onset structure combined with weakened structural housing for melodic specification. To visualize what this object might look like, we turn once again to the structures in Pöchtrager (2006) , who employs a principle of Structure Minimality (Pöchtrager 2006: 65) , by which a unary node is reduced to its daughter. The representation of a nonprevocalic stop is given in (6). On the left, we see the original tree, with a double bar through the node linking the V-Onset level. On the right, we see what is left of the tree when the remaining unary nodes are trimmed. As noted by Steriade (1997) , the most common environments for neutralization of laryngeal contrasts are word-finally and before an obstruent. The structure in (6) unifies these two generalizations into a single structural representation of a consonant in neutralizing positions. In both cases, we are dealing with trimmed onset structure. In (7), this is illustrated for a voiced stop that is subject to devoicing. We can see that the {L} specification loses its structural housing in the absence of the V-Onset node. The neutralization of the voice contrast falls out naturally from this structure. (6) Pruning of a non-prevocalic stop (7) Pruned onset structure for a voiced stop
Two fundamental issues arising from the representation in (7) must be addressed at this point. First, the structure in (7) predicts that final devoicing and neutralization should always occur, since in final position the structural housing for the laryngeal specification is subject to pruning. There are of course many languages that preserve voice contrasts in this position. Second, Final Devoicing also occurs in languages like German, in which "voiced" obstruents are only passively voiced. In such cases we must assume that there is no {L} specification (or equivalent binary feature) to be lost. The preservation of final laryngeal contrasts may be executed in one of two ways. In a language such as French, which has L-voicing, we hypothesize that the Onset structure undergoes a process of listener reconstruction (Ohala 1981) , restoring the prosodic housing for the laryngeal specification on the V-Ons node. On the articulatory side, this reconstruction is typically implemented as a simple release of the final consonant into a short vocoid, often perceived as a schwa (Walker 2001) . Consonant release is frequent historical source of the schwa vowel (Hall 2006; Silverman 2009 ). These representations capture the process as the restoration of Onset structure, as well as the fact that inserted schwa may be systematically different from lexical schwa in languages as English (Davidson 2007) . The release stage may be assumed to be one at which Vocalic Onset, essentially an element of consonantal representation, is restored by means of a short vocoid, but there is no categorical insertion of a lexical vowel segment with rhymal melodic specification. In other words, schwa epenthesis first and foremost restores consonantal structure rather than inserting a vocalic segment. Diachronically, of course, a segmental interpretation of the inserted vocoid may be adopted, producing alternations. This, however, must be seen as a later development.
We now turn to cases such as German. Assuming (after e.g. Harris 2009 ) that the /b, d, ɡ/ series in German are plain obstruents lacking specification for {L}, then devoicing in final position cannot be the result of a rule that removes a laryngeal element. Rather, it is the lack of passive voicing that occurs in pre-sonorant position. In other words, German final devoicing is merely a phonetic effect that does not influence phonological representations. Like many other genetically related languages, German is often described as distinguishing plain vs. fortis (or aspirated) obstruents. The plain series is unspecified for laryngeal properties, while the fortis series is marked with a feature such as [spread glottis], [−voice] or an element {H}. 8 The question that remains does not concern the effects of devoicing on the plain series so much as what becomes of fortisness in final position. There is no consensus on this issue (see discussion in Harris 2009). Some scholars claim that the fortis series loses its fortisness, while others claim it does not. What is clear, however, is that the fortis obstruents in final position are systematically different from those in initial position. This systematicity may be easily represented in OP structures -in initial position, onset trees remain intact, while in final position they are pruned. What has been reported as incomplete neutralization may also be represented as some kind of subtle phonetic trace of the original laryngeal specification. This possibility is expressed by the faded grey portions of the onset tree in (7) -perhaps pruning only weakens, but does not completely wipe out the structural specification.
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In a language such as English, the situation is somewhat more complicated. Since final consonants are frequently unreleased, we cannot talk about the restoration of Onset Structure (except perhaps in hyper-articulated speech) as in French. Nevertheless, the voice contrast is maintained, most reliably implemented in the durational properties of the preceding vowel as well as the consonant (Port and Dalby 1982) . The vowel is shorter before voiceless consonants as in beat [bit] , and longer both before voiced ones [biːd] as in bead, and when no consonant follows [biː] as in bee. This pattern is frequently described as pre-fortis clipping (e.g. Wells 1990). Since the final consonant has its Onset structure pruned, its fortisness (or voicelessness) can only be implemented on the preceding rhyme. The spreading of fortisness serves to shorten the preceding vocoid. In (8) we offer an OP perspective on this process. The implementation of the laryngeal contrast is housed on the preceding rhyme.
10 Fortis consonants (8a) spread their laryngeal specification to the preceding vowel -the result is pre-fortis clipping. When the final consonant is lenis (8b), there is no laryngeal specification to spread, and the offset rhymal position is occupied by the vowel, reflecting its durational properties. In the structure in (7), we have taken a first step in unifying cue and prosodic accounts of licensing and neutralization. We have built a prosodic entity in which we can express the distribution of perceptual cues associated with melodic features or elements. At the same time, we have established a structural mechanism, positional pruning of Onset Prominence, that captures the insights of syllable-based approaches to licensing. It is time now to turn to Steriade's counter-examples to the predictions of Licensing by Prosody. I shall argue that representational flexibility in OP structures provides a faithful representation of phonetic facts and a prosodically insightful perspective on cue licensing.
Steriade's case for licensing by cue is heavily based on licensing of contrasts between retroflex and non-retroflex obstruents. Perceptually, retroflex obstruents differ from most other types in that their transitional cues (Low F3 and F4) are present to a much greater degree on a preceding vowel than on a following vowel. At the same time the release of retroflex stops shows formant transitions that are largely indistinguishable from other coronals (Steriade 2001) . Thus, the positional salience of this particular class of segments is quite unusual.
This difference is easily represented in OP representations that feature multiple layers of consonantal structure. Remember that most melodic specification for consonants is assumed to be housed on the V-Onset node, reflecting the robust acoustic cues found in pre-vocalic position. Retroflex stops, on the other hand, may be assumed to be annotated with melody on the Closure node. The unusual behavior of retroflexes thus falls out from their unusual representational properties. The representation for the retroflex plosive /ʈ/ is given in (9). The melody associated with retroflexion is posited as the formant pattern found in VC transitions. At the same time, the V-Ons node lacks retroflex specification. This reflects the articulatory facts mentioned earlier -due to the dynamic nature of their articulations, retroflex plosives show release cues that are only minimally different from those of other coronals. Since the retroflex melody is housed on closure but not release, the formant pattern only becomes perceptually robust when it may spread to a preceding vowel. (9) A retroflex stop /ʈ/ In (10) we see a CVC sequence ending in a retroflex /ʈ/. The stop, of course, is pruned in non-prevocalic position. The pruning however, does not affect the [Retroflex] specification. Retroflexion, because of the articulatory difficulties it presents, may be assumed to spread onto the preceding vowel, which offers robust formant structure for the realization of the lowered F3 and F4.
(10) CVC sequence ending in a /ʈ/ The final case we shall discuss are hetero-syllabic consonant clusters of the type stop + liquid. Steriade cites Lithuanian as a language in which the voice contrast is maintained in the stop members (the coda) of these clusters, since their laryngeal cues may be realized on the following sonorant containing the V-Ons node. From this perspective, the syllable position is irrelevant with regard to licensing. Since Lithuanian has final and pre-obstruent devoicing, these cases (contrasts such as dump.les vs. dumb.las) represent a counter-example to the predictions of traditional prosodic licensing. The OP structure for the voiced coda (in the form dumb.las) is given in (11). Note that the following V-Ons node built into the representation of the sonorant offers a structural home for the realization of the preceding obstruent's laryngeal specification. At first glance, the structure in (11) predicts a similar progressive spreading of laryngeal specifications in pre-obstruent prediction, since obstruents too contain a V-Ons node for the realization of laryngeal specifications. However, following obstruents have their own laryngeal melodic specifications that may spread leftwards. Cases such as Lithuanian provide an interesting perspective on an important aspect of the OP framework concerning the status of the syllable. In the theory, the syllable must be seen as a language-specific emergent unit that may be derived from the universal Onset-Rhyme constituent in (3). The hetero-syllabic status of the stop-liquid clusters is a case in point. In a large number of languages, such clusters are exclusively tautosyllabic, a fact often attributed to a syllable contact constraint (e.g. Vennemann 1988 ) demanding that sonority must fall in coda-onset clusters. The tautosyllabicity of stop-liquid clusters falls out naturally from our structural specifications for manner of articulation. Since Onset-Rhyme constituents are built down from stop closure, the VOns node of may be shared by the stop and the liquid to form a single constituent with two onset segments (traditionally thought of as a "branching" onset). This is represented in (12). In languages where stop-liquid clusters are hetero-syllabic, we may posit a simple parametric setting limiting the amount of melody a single layer of structure can house. Comparing the structures in (11) and (12) we are afforded a perspective on the mechanisms from which language-specific syllable structures may develop. In some cases segmental trees are permitted to merge, while in others they are not. The OnsetRhyme constituent depicted in (3) is a universal structure. The segmental content of such structures is dependent on processes affecting the onset trees. (11) A heterosyllabic /b.l/ cluster in Lithuanian (12) Tautosyllabic stop-liquid cluster
In sum, the representational perspective presented here allows us to unify cue and prosodic licensing. With OP structures we may faithfully represent the phonetic properties of the acoustic signal, while at the same time form the type of predictive generalizations that are crucial for phonology.
5. Conclusion -phonologically-based phonetics and Prof. Gussmann's legacy
The theory of Onset Prominence has been developed with the aim of reconciling phonetic and phonological explanations of phonological phenomena. To achieve this goal, we must re-evaluate the speech signal to establish which speech events are categorical and therefore phonological in nature. By refining the traditional syllable-based representations of phonological constituents, we may form a new set of hypotheses to serve as the subjects of experimental study. In my view the Onset structures presented in this paper offer a useful starting point. The structures here allow for faithful representation of the acoustic signal that is nevertheless phonological in nature. Closure, Noise, and Vocalic Onset, the phonetically specified layers of Onset Prominence share an important physical property. They produce landmarks in the speech signal (Shattuck-Hufnagel and Veilleux 2007) that are more or less discrete in nature. Since phonology is by definition discrete, any attempt to reconcile phonology with speech should be constructed on the basis of (quasi-)discreteness in speech.
Rather than the recent focus on "phonetically-based phonology", the Onset Prominence theory suggests a research program of "phonologically-based phonetics", by which phoneticians are encouraged to refocus their experimental priorities on the categorical, rather than gradient, aspects of speech. In particular, I would call for more study of cues to manner of articulation. Since there is good evidence that manner may be equated with structure, precise phonetic description of manner categories may provide new insights on the phonetics of structure. Some research of this type has been done (e.g. Shinn and Blumstein 1984) . However, phonetically-based phonology in most of its incarnations seems to have focused on spectral properties such as formant frequencies that represent place of articulation.
The perspective that gave birth to the idea of phonologically-based phonetics as opposed to phonetically-based phonology is directly attributable to Prof. Gussmann's strong view that speech is irrelevant for phonology. Though I never had a chance to discuss these ideas thoroughly with him, I think that Prof. Gussmann would have endorsed the research program. I wish that he could have taken comfort in the fact that unknowingly and despite a famed lack of interest in phonetics, Edmund Gussmann has had a significant influence on at least one phonologically-based phonetician.
