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Neste trabalho o objectivo principal é fazer um estudo das 
estruturas de incidência mais tradicionais na geometria 
finita: o plano afim, o plano projectivo e ainda uma 
abordagem ao espaço afim e  ao espaço projectivo.  
Os conceitos introdutórios serão apresentados no primeiro 
capítulo. 
No segundo capítulo exibimos alguns resultados que 
caracterizam o plano afim e projectivo. Mostramos que todo 
o plano afim se pode obter de um plano projectivo e 
reciprocamente. Mostramos também que a existência de 
um plano afim (projectivo) de ordem n  equivale à existência 
de um conjunto completo de quadrados latinos de ordem n. 
Estudamos alguns tipos de colineações do plano afim e 
projectivo, dando no plano projectivo uma maior 
importância às (C,l)-colineações, visto que a partir destas 
podemos construir algumas configurações, nomeadamente 
a configuração de Desargues. Mostramos que todo o plano 
projectivo finito admite várias configurações de Desargues 
mas, no entanto, nem todo o plano projectivo finito é um 
plano de Desargues. Finalmente fazemos uma abordagem 
ao plano de Möbius, no sentido de dar mais um exemplo de 
uma estrutura de incidência. 
No terceiro capítulo abordamos o plano projectivo e afim 
em termos algébricos. Introduzimos coordenadas nestas 
estruturas de incidência por dois processos diferentes. 
Mostramos que a partir de um corpo finito podemos obter 
um plano projectivo (afim) finito  de Desargues e 
reciprocamente. Mostramos ainda que todo o plano  
projectivo de Pappus é um plano de Desargues, sendo o 
recíproco verdadeiro só no caso finito.  
No quarto capítulo fazemos um pequeno estudo do espaço 
projectivo e afim, que será visto como um espaço projectivo 
sem um hiperplano. Mostramos que, sendo S um espaço 
projectivo de dimensão 3d ? , S é um espaço projectivo de 
Desargues e todo o plano do espaço afim S\H, onde H é 
































The main aim of this work is to study more traditional inci-
dence structures in finite geometry: the affine plane, the pro-
jective plane, and the affine and projective spaces. 
The introductory concepts will be presented in the first chap-
ter. 
In the second chapter, some results that characterize the 
affine plane and the projective plane will be shown. It will be 
demonstrated that every affine plane can be obtained from 
a projective plane and vice-versa. It will also be demon-
strated that the existence of an affine (projective) plane of 
order n is equivalent to the existence of a complete set of 
latin squares of order n. Several types of collineations of 
affine and projective planes will be studied, with a higher 
importance given in the projective plane to (C, l)-collineati-
ons, since they generate some configurations, for instance 
Desargues configuration. It will also be demonstrated that 
every finite projective plane allows several Desargues con-
figurations, but not all finite projective planes are Desargue-
sian planes. Finally, the Möbius plane is analysed, to show 
yet another example of an incidence structure. 
In the third chapter, the projective and affine plane is ana-
lysed in algebraic terms. Coordinates are introduced in 
these incidences structure through two different processes. 
It will be shown that starting from a finite field it is possible 
to obtain a finite Desarguesian projective (affine) plane and 
vice-versa, and that every Pappian projective plane is a De-
sarguesian plane, while the opposite is true only in the finite 
case. 
In the fourth chapter, we will give a small study of the pro-
jective and affine space that will be considered as a projec-
tive space less a hyperplane. It will be demonstrated that 
being S a projective space with dimension 3d ? , S is a De-
sarguesian projective space and that every plane of an af-
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No se´culo XIX os matema´ticos confrontaram-se com a questa˜o dos fundamentos da Matema´-
tica. Tentaram ajustar algumas disciplinas para examinar e fortalecer a base axioma´tica da
Matema´tica. Uma dessas disciplinas era a geometria, que tinha alcanc¸ado o seu topo no in´ıcio
deste se´culo e tinha sido considerada como um modelo para a axioma´tica. Apo´s Euclides, um
dos primeiros matema´ticos a axiomatizar a geometria foi Hilbert. Conve´m notar que alguns
matema´ticos na˜o consideram a geometria como uma a´rea da Matema´tica, mas mais como
um modo de ver a Matema´tica. Efectivamente, a definic¸a˜o de geometria actual afasta-se
muito do conceito tradicional. A definic¸a˜o actual generaliza os significados de termos como
ponto, recta, plano, etc., que aparecem na geometria tradicional, a geometria euclidiana, de
modo a poderem ser adaptados a estruturas abstractas que podem ser consideradas como
geome´tricas. Passaremos enta˜o a apresentar a definic¸a˜o actual de geometria.
Uma pre´-geometria e´ um conjunto X com um par (P, I), onde P e´ uma partic¸a˜o de X e
I e´ uma relac¸a˜o sime´trica em X tal que, para todo o A ∈ P , (A×A) ∩ I = ∅.
Se P = {X
α
} e x ∈ X
α
dizemos que x e´ um elemento de X do tipo α. Assim, por definic¸a˜o
de pre´-geometria, dois elementos do mesmo tipo na˜o esta˜o em relac¸a˜o. Se dois elementos (de
tipo diferentes) esta˜o em relac¸a˜o dizemos que sa˜o incidentes.
Uma geometria e´ uma pre´-geometria onde todo o elemento e´ incidente com pelo menos
um elemento de cada tipo (diferente do tipo desse elemento). Notemos que na geometria
tradicional os tipos de elementos que temos sa˜o pontos, rectas, planos, etc., e a incideˆncia
e´ dada pela relac¸a˜o de pertenc¸a. No caso em que X e´ um conjunto finito dizemos que a
geometria e´ finita.
A geometria finita pode ser inclu´ıda em diversas a´reas, entre as quais temos a Combi-
nato´ria. Apo´s 1935, as necessidades estat´ısticas conduziram a um desenvolvimento combi-
natorial e geome´trico dos chamados block designs que generalizam principalmente o plano
projectivo, mas tambe´m o espac¸o projectivo finito e o espac¸o afim finito.
Em 1968, Peter Dembowski [5] no seu livro intitulado Finite Geometries reu´ne resultados
sobre geometrias finitas, o que veio estimular os matema´ticos interessados nesta a´rea. Alguns
dos novos resultados encontram-se no livro Handbook of Incidence Geometry [4].
O tema desta dissertac¸a˜o, Geometrias Finitas, e´ muito vasto e, claro, imposs´ıvel de ser
tratado na sua totalidade. Assim, o que nos propomos fazer e´ estudar as geometrias finitas
mais cla´ssicas. Estudaremos enta˜o o plano afim finito, o plano projectivo finito, o espac¸o
projectivo finito e o espac¸o afim finito (visto como um espac¸o projectivo sem um hiperplano),
que sa˜o geometrias finitas com apenas dois tipos de elementos e a relac¸a˜o de incideˆncia e´





E str utur as de incideˆncia
Uma estrutura de incideˆncia e´ um terno S = (P , L ,I) de conjuntos tais que
P ∩ L = ∅ e I ⊆ P × L .
Aos elementos de P chamamos pontos de S e aos elementos de L chamamos blocos de
S. Pontos e blocos sa˜o objectos distintos. I e´ uma relac¸a˜o entre os elementos de P e os
elementos de L , chamada relac¸a˜o de incideˆncia entre pontos e blocos.
De um modo geral, usaremos a notac¸a˜o A,B,C, · · · (possivelmente com ı´ndices) para pon-
tos e l, m, r, s, · · ·(possivelmente com ı´ndices) para blocos. Se (P, l) ∈ I, dizemos que P e
l sa˜o incidentes, ou que P pertence a l, ou que l passa por P , ou que l conte´m P e










P = {0, 1, 2, 3, 4, 5, 6}
1
eL = {{1, 2, 4}, {0, 1, 3}, {1, 5, 6}, {0, 4, 5}, {3, 4, 6}, {2, 3, 5}, {0, 2, 6}}.
Definimos uma relac¸a˜o I entre os elementos de P e os elementos de L do seguinte modo:
I = {(P, l) ∈ P × L : P ∈ l}.
´
E claro que o terno S = (P , L ,I) e´ uma estrutura de incideˆncia. A figura 1 e´ uma
representac¸a˜o gra´fica da estrutura de incideˆncia S.
2. Facilmente verificamos que S = (P, L , I) onde
P = {A,B,C,D}; L = {r, s, t} e I = {(A, r), (B, r), (A, s), (B, s), (C, t)}
e´ uma estrutura de incideˆncia.
3. Seja r
a,b,c
= {(x, y) ∈ R
2
: ax+ by + c = 0}, com a, b, c ∈ R e (a, b) = (0, 0), isto e´, a e
b na˜o ambos nulos. Consideremos os conjuntos
P = R
2
e L = {r
a,b,c
: a, b, c ∈ R e (a, b) = (0, 0)}.
Definimos uma relac¸a˜o de incideˆncia I entre os elementos de P e os elementos de L do
seguinte modo:
(x, y) I r
a,b,c
⇔ ax+ by + c = 0.
Enta˜o S = (P , L , I) e´ uma estrutura de incideˆncia, chamada plano afim (euclidiano)
(notemos que a relac¸a˜o de incideˆncia I e´ a relac¸a˜o de pertenc¸a usual).
Numa estrutura de incideˆncia blocos distintos podem conter os mesmos pontos, como
ilustra o exemplo 2. Uma estrutura de incideˆncia S = (P, L , I) e´ finita se os conjuntos
P e L sa˜o finitos. As estruturas de incideˆncia dos exemplos 1 e 2 sa˜o finitas.
1.1 P r inc´ıpio de dualidade












= L , L
∗
= P e (l, P ) ∈ I
∗
se (P, l) ∈ I.
´
E fa´cil verificar que S
∗





Seja F uma afirmac¸a˜o sobre pontos e blocos de uma estrutura de incideˆncia S. Designemos
por F
∗
a afirmac¸a˜o que se obte´m de F trocando as palavras “ponto” e “bloco”. Dizemos que
F
∗
e´ a afirmac¸a˜o dual da afirmac¸a˜o F .
´
E imediato que F e´ uma afirmac¸a˜o verdadeira em
S se e so´ se F
∗
e´ uma afirmac¸a˜o verdadeira em S
∗





A proposic¸a˜o seguinte e´ conhecida como Princ´ıpio de Dualidade.
Proposic¸a˜o 1.1.1 Seja C uma classe de estruturas de incideˆncia tal que se S ∈ C enta˜o
S
∗
∈ C . Se a afirmac¸a˜o F e´ verdadeira para toda a estrutura de incideˆncia S ∈ C enta˜o a
afirmac¸a˜o F
∗
tambe´m e´ verdadeira para toda a estrutura de incideˆncia S ∈ C .
2
Demonstrac¸a˜o. Seja F uma afirmac¸a˜o tal que F e´ verdadeira para toda a estrutura de
incideˆncia S ∈ C . Enta˜o, por hipo´tese, F e´ verdadeira em S
∗
, para toda a estrutura de
incideˆncia S ∈ C . Assim, F
∗




= S, para toda a estrutura de incideˆncia
S ∈ C .





}) enta˜o podemos imediatamente concluir que a afirmac¸a˜o F
∗
tambe´m e´
verdadeira em S. Notemos que pode acontecer F = F
∗
, isto e´, a afirmac¸a˜o F e´ a afirmac¸a˜o




1.2 I somor fismos entr e estr utur as de incideˆncia








I) duas estruturas de incideˆncia. Um isomorfismo entre
S e
¯







) f e´ uma bijecc¸a˜o;
(I
2
) f aplica pontos em pontos;
(I
3
) f aplica blocos em blocos;
(I
4
) Para qualquer ponto P e para qualquer bloco l,
(P, l) ∈ I ⇔ (f(P ), f(l)) ∈
¯
I.
Dizemos que duas estruturas de incideˆncia S e
¯





se existir um isomorfismo entre S e
¯
S. Um automorfismo de S e´ um isomorfismo entre S
e S. Em geometria a um automorfismo de S e´ usual chamar colineac¸a˜o de S.
Proposic¸a˜o 1.2.1 O conjunto de todas as colineac¸o˜es de uma estrutura de incideˆncia S com
a composic¸a˜o de func¸o˜es e´ um grupo.
Demonstrac¸a˜o. Vejamos que se f e g sa˜o colineac¸o˜es de S = (P , L ,I) enta˜o f ◦ g e f
−1
tambe´m sa˜o colineac¸o˜es de S.
´
E imediato que f ◦ g e f
−1
sa˜o bijectivas, aplicam pontos em
pontos e blocos em blocos. Sejam P um ponto de S e l um bloco de S. De f e g serem
colineac¸o˜es resulta que
(P, l) ∈ I ⇔ (g(P ), g(l)) ∈ I
e
(g(P ), g(l)) ∈ I ⇔ (f(g(p)), f(g(l))) ∈ I.



















(P )) = P e f(f
−1




E evidente que a composic¸a˜o de colineac¸o˜es e´ associativa. Assim, o conjunto de todas as
colineac¸o˜es com a operac¸a˜o composic¸a˜o de func¸o˜es constitui um grupo em que o elemento
neutro e´ a aplicac¸a˜o identidade e o elemento inverso de f e´ a aplicac¸a˜o f
−1
.
1.3 E spac¸os linear es
Uma configurac¸a˜o e´ uma estrutura de incideˆncia S que satisfaz a condic¸a˜o:
Dois pontos distintos pertencem, no ma´ximo, a um bloco.
Resulta imediatamente da definic¸a˜o de configurac¸a˜o que a intersecc¸a˜o de dois blocos distin-
tos conte´m, no ma´ximo, um ponto
1
. Observemos que, numa configurac¸a˜o dados dois pontos
distintos pode na˜o existir nenhum bloco que contenha esses pontos. Os espac¸os lineares sa˜o
exemplos de configurac¸o˜es.
Dizemos que uma estrutura de incideˆncia S e´ um espac¸o linear se satisfaz as condic¸o˜es:
(EL
1
) Qualquer bloco conte´m pelo menos dois pontos;
(EL
2
) Dois pontos distintos pertencem a um u´nico bloco.
Num espac¸o linear, atendendo a (EL
2
), escrevemos l = AB se o bloco l conte´m os pontos
A e B.
´
E consequeˆncia da condic¸a˜o (EL
2
) que um espac¸o linear e´ uma configurac¸a˜o. Assim,
em espac¸os lineares se dois blocos distintos l e r se intersectam escrevemos P = l ∩ r, onde
P e´ o ponto incidente a ambos os blocos e dizemos que l e r intersectam-se no ponto P .
1.3.1 Dimensa˜o de um espac¸o linear
Seja S = (P , L ,I) um espac¸o linear e seja
¯
P um subconjunto de P que verifica a condic¸a˜o:
(S) Dados dois pontos distintos P e Q de
¯


























Observemos que, para obter um subespac¸o de um espac¸o linear S = (P , L ,I) basta en-
contrar um subconjunto
¯
P de P que satisfaz (S). Assim, por abuso de linguagem, e´ usual
definir subespac¸o de um espac¸o linear S = (P, L ,I) como sendo um subconjunto
¯
P de P que
satisfaz (S).
Facilmente verificamos que o conjunto vazio, qualquer ponto, qualquer bloco e P sa˜o
subespac¸os de S, chamados subespac¸os triviais de S.
1
A inte rse c ¸c ˜a o de do is blo c o s ´ e o c o njunto do s po nto s q ue s˜a o inc ide nte s a o s do is blo c o s. D iz e mo s q ue do is
blo c o s se inte rse c ta m se a inte rse c ¸c ˜a o de sse s blo c o s ´ e dife re nte do c o njunto v a z io .
4
Exemplos.
1. A estrutura de incideˆncia S do exemplo 1 da pa´gina 1 e´ um espac¸o linear. Os subespac¸os
de S sa˜o: o conjunto vazio, qualquer ponto, qualquer bloco e P .





Ale´m dos subespac¸os triviais temos os seguintes subespac¸os de S: {1, 2, 3}, {2, 3, 4},
{1, 3, 4} e {1, 2, 4} .












E claro que I e´ um subespac¸o de S. De facto, sendo P,Q ∈ I temos P,Q ∈ S
i
,
para todo o i ∈ Ω. Enta˜o todos os pontos do bloco PQ pertencem a S
i
, para todo o i ∈ Ω
e, consequentemente, todos os pontos do bloco PQ pertencem a I. Assim, sendo X um
conjunto de pontos de S, a intersecc¸a˜o de todos os subespac¸os de S que conteˆm X e´ ainda
um subespac¸o de S.
Chamamos fecho de X e denotamos por 〈X〉, a` intersecc¸a˜o de todos os subespac¸os de S
que conteˆm X. O fecho de X e´, portanto, o menor
2
subespac¸o de S que conte´m X. Resulta
imediatamente da definic¸a˜o que 〈∅〉 = ∅, X ⊆ 〈X〉, 〈〈X〉〉 = 〈X〉 e se X ⊆ Y enta˜o 〈X〉 ⊆ 〈Y〉.
Lema 1.3.1 Seja S um espac¸o linear. Enta˜o 〈X∪{P}〉 = 〈〈X〉∪{P}〉, para todo o conjunto
X de pontos de S e para todo o ponto P de S.
Demonstrac¸a˜o. Uma vez que X ∪ {P} ⊆ 〈X〉 ∪ {P} temos 〈X ∪ {P}〉 ⊆ 〈〈X〉 ∪ {P}〉.
Seja Q ∈ 〈X ∪ {P}〉. Enta˜o existe um subespac¸o
¯
S de S tal que
¯





S ⊇ X e
¯




S〉 ⊇ 〈X〉 e, consequentemente,
¯
S ⊇ 〈X〉 ∪ {P} e
Q ∈
¯
S. Logo Q ∈ 〈〈X〉 ∪ {P}〉. Conclu´ımos enta˜o que 〈〈X〉 ∪ {P}〉 ⊆ 〈X ∪ {P}〉.
Portanto 〈〈X〉 ∪ {P}〉 = 〈X ∪ {P}〉.
2
M e no r re la tiv a me nte `a inc lus˜a o e ntre c o njunto s.
5
Se 〈X〉 = R dizemos que X gera R ou que R e´ gerado por X. Dizemos que um conjunto
X e´ independente se, para todo o P ∈ X, P ∈ 〈X \ {P}〉.
Chamamos base de um espac¸o linear S a um conjunto independente que gera S.
Atrave´s dos exemplos que a seguir vamos apresentar e´ poss´ıvel ver que pode existir mais
do que uma base de um espac¸o linear e que duas bases podem na˜o ter o mesmo nu´mero de
elementos.
Consideremos o conjunto B = {B : B e´ uma base de S e B e´ finito }. No caso em que









onde |B| designa o nu´mero de elementos da base B
3
. Neste caso (B = ∅), dizemos que S
tem dimensa˜o finita. Resulta da definic¸a˜o que qualquer ponto e´ um subespac¸o de dimensa˜o
0 e qualquer bloco e´ um subespac¸o de dimensa˜o 1. Convencionamos que o conjunto vazio e´
um subespac¸o de dimensa˜o −1.
Exemplos.
1. Consideremos o espac¸o linear do exemplo 1 da pa´gina 1. Temos 〈{0, 4, 5}〉 = {0, 4, 5}
e 〈{0, 5}〉 = {0, 4, 5} pelo que {0, 4, 5} na˜o e´ um conjunto independente. De facto,
4 ∈ 〈{0, 5}〉 = 〈{0, 4, 5} \ {4}〉. Uma vez que 〈{0, 1, 5}〉 = S
4
, 〈{0, 1}〉 = {0, 1, 3},
〈{0, 5}〉 = {0, 4, 5} e 〈{1, 5}〉 = {1, 5, 6} o conjunto {0, 1, 5} e´ uma base de S.








{1, 2, 3} e´ uma base de E pois 〈{1, 2, 3}〉 = E, 〈{1, 2}〉 = {1, 2, 8}, 〈{1, 3}〉 = {1, 3, 9}
e 〈{2, 3}〉 = {2, 3}. Atendendo a que 〈{4, 5, 6, 7}〉 = E, 〈{5, 6, 7}〉 = {3, 5, 6, 7, 8},
3
Em g e ra l, pa ra um c o njunto finito X de no ta mo s po r |X | o nu´me ro de e le me nto s de X .
4
Se X ´ e um c o njunto de po nto s de uma e strutura de inc idˆe nc ia S = (P ,L, I) ta l q ue 〈X 〉 = P e sc re v e mo s
〈X 〉 = S .
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〈{4, 6, 7}〉 = {2, 4, 6, 7, 9}, 〈{4, 5, 7}〉 = {3, 4, 5, 7, 8} e 〈{4, 5, 6}〉 = {2, 4, 5, 6, 9} resulta
que {4, 5, 6, 7} e´ tambe´m uma base de E.
Dizemos que o espac¸o linear S tem a propriedade de intercaˆmbio
5
se, para todos
os pontos P e Q e para todos os conjuntos de pontos X, se P ∈ 〈X〉 e P ∈ 〈X ∪ {Q}〉 enta˜o
Q ∈ 〈X ∪ {P}〉.
Proposic¸a˜o 1.3.2 Seja S um espac¸o linear com a propriedade de intercaˆmbio. Se
P ∈ 〈X ∪ {Q}〉 e P ∈ 〈X〉 enta˜o 〈X ∪ {Q}〉 = 〈X ∪ {P}〉.
Demonstrac¸a˜o.
´
E claro que 〈X ∪ {P}〉 ⊆ 〈X ∪ {Q}〉, ja´ que
X ∪ {P} ⊆ (X ∪ {Q}) ∪ {P} ⊆ 〈X ∪ {Q}〉 ∪ {P} = 〈X ∪ {Q}〉.
Pela propriedade de intercaˆmbio temos Q ∈ 〈X ∪ {P}〉 e, portanto, 〈X ∪ {Q}〉 ⊆ 〈X ∪ {P}〉.
Conclu´ımos enta˜o que 〈X ∪ {Q}〉 = 〈X ∪ {P}〉.
De seguida, iremos mostrar que a propriedade de intercaˆmbio e´ uma condic¸a˜o suficiente
para que qualquer base de um espac¸o linear tenha o mesmo nu´mero de elementos.
Teorema 1.3.3 Seja S um espac¸o linear de dimensa˜o finita com a propriedade de intercaˆmbio.
Enta˜o duas quaisquer bases de S teˆm o mesmo nu´mero de elementos.
Demonstrac¸a˜o. Sejam X = {P
1
, · · · , P
n
} e Y duas bases de S tais que |Y| ≥ n.
Se Y ⊆ 〈X \ {P
1
}〉 enta˜o S = 〈Y〉 ⊆ 〈X \ {P
1
}〉 e, portanto, 〈X \ {P
1
}〉 = S, o que e´ falso
pois X e´ uma base de S. Assim, existe Q
1
∈ Y tal que Q
1













, · · · , P
n
}.
Atendendo a que Q
1
∈ 〈X〉 e Q
1
∈ 〈X \ {P
1
}〉, pela propriedade de intercaˆmbio, temos
que P
1






〉 e, portanto, X ⊆ 〈Y
1
〉 donde conclu´ımos que
Y
1
gera S. Vamos agora mostrar que Y
1
e´ um conjunto independente. Sabemos que
Q
1















































para todo o i ∈ {2, · · · , n}.
Conclu´ımos enta˜o que Y
1
e´ uma base de S.









, · · · , P
n
}
e´ uma base de S tal que {Q
1
, · · · , Q
k









o que e´ falso. Assim, existe Q
k+1





































































































}〉. Observemos que, se k = n − 1 enta˜o Y
k+1
⊆ Y. Se















































e´ um conjunto independente.
Conclu´ımos enta˜o que Y
k+1
e´ uma base de S.





, · · · ,Y
n
de bases de S e sendo Y
n
⊆ Y uma base de S conclu´ımos que |Y| = n.
Frequentemente usamos estruturas de incideˆncia em que os blocos sa˜o conjuntos de pontos
e a relac¸a˜o de incideˆncia e´ a relac¸a˜o de pertenc¸a usual. A estas estruturas de incideˆncia
tambe´m e´ usual chamar hipergrafo. Assim, quando escrevemos S = (P , L ) estamos a
considerar uma estrutura de incideˆncia que e´ um hipergrafo. De seguida, iremos mostrar que
todo o espac¸o linear e´ isomorfo a um hipergrafo.
Seja S = (P , L ,I) um espac¸o linear. Dado l ∈ L , definimos o conjunto
¯
l = {P ∈ P : P I l}.


























I) e´ uma estrutura de incideˆncia. Notemos que a relac¸a˜o
de incideˆncia
¯
I e´ a relac¸a˜o de pertenc¸a. Vejamos que S e
¯
S sa˜o estruturas de incideˆncia
isomorfas.




L definida do seguinte modo:




l, para todo o bloco l ∈ L .
´
E claro que f aplica pontos em pontos e blocos em blocos. Vejamos agora que f e´ uma








E evidente que f|
P
e´ bijectiva,
pois e´ a aplicac¸a˜o identidade. Por definic¸a˜o de f|
L
























) = {P ∈ P : P I l
2
}. Atendendo a (EL
1
), existem P,Q ∈ P tais que PI l
1















e´ uma aplicac¸a˜o injectiva.
Ale´m disso, para todo o ponto P ∈ P e para todo o bloco l ∈ L
(P, l) ∈ I ⇔ f(P ) = P ∈ f(l)
⇔ (f(P ), f(l)) ∈
¯
I.
Conclu´ımos assim que as estruturas de incideˆncia S e
¯
S sa˜o isomorfas, pois f e´ um iso-
morfismo entre essas duas estruturas de incideˆncia.
6
D e no te mo s po r f|
X
a re stri¸c ˜a o de f a X .
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Cap´ıtulo 2
P lano afim, plano pr ojectivo e
plano de M o¨bius
2.1 P lano afim
Um plano afim A = (P , L ) e´ uma estrutura de incideˆncia, onde os elementos de L sa˜o
designados por rectas, que satisfaz as seguintes condic¸o˜es:
(A
1
) Dados dois pontos distintos existe uma u´nica recta que conte´m ambos os pontos;
(A
2
) Dada uma recta l e um ponto P que na˜o pertence a l, existe uma u´nica recta m que
conte´m P e tal que m e l na˜o conteˆm pontos comuns;
(A
3
) Existem treˆs pontos que na˜o pertencem a` mesma recta.
Dado um conjunto de pontos dizemos que estes sa˜o colineares se pertencem a uma mesma
recta. Assim, a condic¸a˜o (A
3
) pode ser enunciada do seguinte modo: existem treˆs pontos na˜o
colineares.
Se l e r sa˜o rectas de A que se intersectam em dois pontos distintos A e B enta˜o, por
(A
1




P = {1, 2, 3, 4} e L = {{1, 2}, {2, 3}, {3, 4}, {1, 4}, {1, 3}, {2, 4}}.
´
E claro que a estrutura de incideˆncia (P , L ) e´ um plano afim.
Da definic¸a˜o de plano afim resultam os dois lemas seguintes:
Lema 2.1.1 Qualquer recta de um plano afim A conte´m pelo menos dois pontos.
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Demonstrac¸a˜o. Seja l uma recta de A. Por (A
3
), existem treˆs pontos A, B e C na˜o
colineares. Temos treˆs casos a considerar:
1. A recta l conte´m dois desses pontos e, portanto, conte´m pelo menos dois pontos.
2. A recta l conte´m um desses pontos, digamos A.
Se BC intersecta l enta˜o o ponto de intersecc¸a˜o e´ distinto de A (pois A, B e C na˜o sa˜o
colineares) e, portanto, l conte´m pelo menos dois pontos.
Suponhamos que BC na˜o intersecta l. Por (A
2
), pelo ponto C passa uma u´nica recta






A recta m intersecta l pois, por (A
2
), a recta BC e´ a u´nica recta que passa por C e
na˜o conte´m pontos de l.
´
E claro que o ponto de intersecc¸a˜o das rectas m e l e´ distinto
de A e, portanto, l conte´m pelo menos dois pontos.
3. Suponhamos que l na˜o conte´m nenhum dos pontos A, B e C.
Atendendo a (A
2
), pelo menos duas das rectas AB, AC e BC intersectam a recta l.
Sem perda de generalidade, podemos supor que as rectas AB e AC intersectam a recta
l. Sejam P = AB ∩ l e Q = AC ∩ l. Como os pontos A, B e C na˜o sa˜o colineares enta˜o
P = Q e, portanto, l conte´m pelo menos dois pontos.
Atendendo a (A
1
) e ao lema anterior conclu´ımos que todo o plano afim e´ um espac¸o linear.
Lema 2.1.2 Num plano afim, qualquer ponto ou qualquer par de pontos pertence a um terno
de pontos na˜o colineares.
Demonstrac¸a˜o. Por (A
3
), existem pontos A,B e C na˜o colineares.
1. Suponhamos que P e´ um ponto distinto de A,B e C.
´
E claro que, pelo menos um dos
pontos B ou C na˜o pertence a` recta AP . Suponhamos que B ∈ AP . Assim, A,P e B
sa˜o treˆs pontos na˜o colineares.
2. Suponhamos que P e Q sa˜o pontos distintos de A,B e C e tais que P = Q.
´
E claro
que, pelo menos um dos pontos A,B ou C na˜o pertence a` recta PQ. Suponhamos que
A ∈ PQ. Enta˜o A, P e Q sa˜o treˆs pontos na˜o colineares.
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2.1.1 P ar alelismo
Comecemos por definir uma relac¸a˜o ‖ no conjunto das rectas de um plano afim A, a qual e´
denominada relac¸a˜o de paralelismo:
l‖r se l = r ou l ∩ r = ∅.
Facilmente verificamos que ‖ e´ uma relac¸a˜o de equivaleˆncia. Se l e r sa˜o rectas de um
plano afim A tais que l‖r dizemos que l e r sa˜o rectas paralelas.
Para cada recta l de um plano afim A, consideremos o conjunto [l] = {r : r‖l}, isto e´, o
conjunto de todas as rectas paralelas a l. Ao conjunto [l] chamamos classe de rectas paralelas
e dizemos que a recta l e´ um representante dessa classe. De (A
2
), resulta imediatamente que
cada ponto de um plano afim A pertence exactamente a uma recta de cada uma das classes
de rectas paralelas.
Assim, sendo l, r e m treˆs rectas distintas tais que l‖r, se m intersecta a recta l enta˜o m
tambe´m intersecta a recta r.
Proposic¸a˜o 2.1.3 Num plano afim A existem pelo menos treˆs classes de rectas paralelas.
Demonstrac¸a˜o. Por (A
3
), existem treˆs pontos A,B e C na˜o colineares. Consideremos as
classes de rectas paralelas [AB], [BC] e [AC]. Sem perda de generalidade, suponhamos que
[AB] = [BC]. Temos enta˜o que AB‖BC donde AB = BC. Resulta enta˜o que A,B e C sa˜o
treˆs pontos colineares, o que e´ falso. Assim, [AB], [BC] e [AC] sa˜o treˆs classes distintas de
rectas paralelas.
2.1.2 Dimensa˜o de um plano afim
O plano afim apresentado no exemplo da pa´gina 9 tem dimensa˜o 3, ja´ que {1, 2, 3, 4} e´ a
u´nica base desse plano afim.
Proposic¸a˜o 2.1.4 Seja A um plano afim em que qualquer recta conte´m pelo menos treˆs
pontos. Enta˜o A tem dimensa˜o 2.
Demonstrac¸a˜o. Sejam A,B e C treˆs pontos na˜o colineares de A.
´
E claro que {A,B,C}
e´ um conjunto independente e que 〈{A,B,C}〉 ⊆ A. Vejamos que A ⊆ 〈{A,B,C}〉. Seja
P ∈ A. Se P = C enta˜o P ∈ 〈{A,B,C}〉. Suponhamos que P = C. Se PC ∩AB = ∅ enta˜o
P ∈ 〈{A,B,C}〉. Suponhamos agora que PC ∩AB = ∅. Seja D ∈ AC tal que D = A,C.
´
E
claro que PD = PC e D ∈ 〈{A,B,C}〉. Atendendo a (A
2
), temos que PD ∩ AB = ∅ donde
resulta que P ∈ 〈{A,B,C}〉. Logo A ⊆ 〈{A,B,C}〉 e, portanto, {A,B,C} e´ uma base de A.
Atendendo a (A
3
), na˜o existe nenhuma base de A com menos de treˆs elementos pelo que A
tem dimensa˜o 2.
2.1.3 Or dem de um plano afim finito
Num plano afim todas as rectas conteˆm o mesmo nu´mero de pontos.
Proposic¸a˜o 2.1.5 Dadas duas rectas l e r de um plano afim A, existe uma bijecc¸a˜o entre
os pontos de l e os pontos de r.
Demonstrac¸a˜o. Sejam l e r duas rectas distintas de um plano afim A. Temos dois casos a
considerar:
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1. As rectas l e r intersectam-se num ponto que vamos designar por P .




de l e r, respectivamente, ambos distintos de P . Para
cada ponto L da recta l, distinto de L
1
e P , designemos por m a recta que passa por L















Consideremos a aplicac¸a˜o f entre os pontos de l e os pontos de r definida por:




e f(L) = Q,




, L e Q sa˜o definidos como anteriormente.
Vejamos que f e´ uma aplicac¸a˜o bijectiva.
Injectividade: Sejam M e L pontos distintos de l.
´
E evidente que, se um dos pontos
e´ o ponto L
1
ou P enta˜o f(M) = f(L).
Suponhamos que os pontos M e L sa˜o ambos distintos de L
1














e´ o ponto de intersecc¸a˜o da recta r com a recta que passa










sa˜o pontos distintos, caso contra´rio,




, o que contraria
(A
2
). Logo f e´ injectiva.
Sobrejectividade: Seja Q um ponto da recta r. Pretendemos mostrar que existe um
ponto L da recta l tal que f(L) = Q.
Se Q = P tomamos L = P . Se Q = R
1
tomamos L = L
1
. Suponhamos que Q e´ distinto




), sabemos que existe uma so´ recta que passa por Q e e´




. Designemos por m
1
essa recta. A recta m
1
intersecta a recta
l, caso contra´rio, L
1
pertencia a duas rectas distintas e paralelas a m
1
. Basta enta˜o
tomarmos L como sendo o ponto de intersecc¸a˜o da recta m
1
com a recta l. Logo f e´
sobrejectiva.
2. As rectas l e r sa˜o paralelas.
Como l e r sa˜o rectas distintas temos l ∩ r = ∅. Seja L
1








intersectam-se no ponto L
1
. Por 1., existe uma




. Designemos essa aplicac¸a˜o
por f . De novo por 1., existe uma aplicac¸a˜o bijectiva, que vamos designar por g, entre




e os pontos de r. Assim, g ◦ f e´ uma aplicac¸a˜o bijectiva entre os
pontos de l e os pontos de r.
Um plano afim finito e´ uma estrutura de incideˆncia finita que e´ um plano afim. Dizemos
que um plano afim finito tem ordem n se cada recta desse plano conte´m exactamente n
pontos.
Proposic¸a˜o 2.1.6 Seja A um plano afim de ordem n. Enta˜o em A
1. o nu´mero de pontos e´ n
2
;
2. cada ponto pertence a n+ 1 rectas;
3. cada recta e´ paralela a n rectas;
4. o nu´mero de rectas e´ n
2
+ n;
5. existem n+ 1 classes de rectas paralelas;




1. Seja l = {A
1




de A. Seja B um ponto de A que na˜o pertence a`





para cada i ∈ {2, · · · , n}, definimos a recta r
i
paralela a` recta r
1




















N um pla no a fim de o rde m n c a da re c ta c o nt´e m e x a c ta me nte n po nto s. D e sig na ndo po r l a re c ta q ue
c o nt´e m o s po nto s A
1
, · · ·, A
n
po de mo s e sc re v e r l = { A
1









na˜o conteˆm nenhum ponto comum. Temos assim que o nu´mero total de
pontos que pertencem a estas n rectas e´ n.n = n
2
. Seja P um ponto de A. Enta˜o P




E claro que s
intersecta l num dos pontos A
1




‖l, o que contraria a definic¸a˜o
de r
1
). Assim, s = r
i




2. Sejam P um ponto e l = {A
1
, · · · , A
n
} uma recta de A que na˜o conte´m P (tal recta















E claro que as rectas r
i
, com i ∈ {1, · · · , n}, e a recta s sa˜o todas distintas. Cada recta
que conte´m P ou intersecta a recta l e, portanto, e´ uma das rectas r
i
, ou e´ paralela a`
recta l e, portanto, e´ a recta s. Assim, podemos concluir que em A existem n+1 rectas
que passam por P .
3. Seja l
1











na˜o pertence a l
1
(tais pontos existem atendendo ao lema 2.1.2). Sabemos que




conte´m n pontos. Podemos enta˜o escrever r = {P
1
, · · · , P
n
}. Para




e e´ paralela a` recta l
1
(ver figura
5). Como os pontos P
1
, · · · , P
n
sa˜o distintos, as rectas l
1
, · · · , l
n
sa˜o todas distintas.
Seja s uma recta paralela a l
1
. Enta˜o s intersecta a recta r num dos pontos P
i
, com
i ∈ {1, · · · , n}. Assim, s = l
i
para algum i ∈ {1, · · · , n}, o que permite-nos concluir que
cada recta e´ paralela a n rectas (notemos que l
1
e´ paralela a n− 1 rectas distintas de
l
1





4. Seja P um ponto de A. Atendendo a 2., P pertence a n + 1 rectas, a saber, r
1
, · · ·,
r
n+1
. Cada uma destas rectas e´ paralela a n rectas. Temos assim (n + 1)n = n
2
+ n
rectas distintas. Seja r uma recta de A. Temos dois casos a considerar: P e´ um ponto
da recta r ou P na˜o e´ um ponto da recta r. Se P e´ um ponto da recta r enta˜o r e´
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uma das rectas r
i
, com i ∈ {1, · · · , n + 1}. Se P na˜o pertence a` recta r enta˜o existe
uma recta s (distinta da recta r) paralela a` recta r e que conte´m P . Enta˜o, s = r
i
e
r ∈ [s] = [r
i
















5. Por 3., cada recta e´ paralela a n rectas e, por 4., existem n(n + 1) rectas. Podemos
enta˜o concluir que existem n+ 1 classes de rectas paralelas.
6. Seja l uma recta de A. Por 3., l e´ paralela a n rectas. Enta˜o, por 4., a recta l intersecta
n
2
+ n− n = n
2
rectas (distintas de l).
2.1.4 Colineac¸o˜es em planos afins
Seja A um plano afim. Uma colineac¸a˜o de A e´ um automorfismo de A.
Exemplo.
Designemos por A o plano afim considerado no exemplo da pa´gina 9. Consideremos a a-
plicac¸a˜o f definida por f(1) = 3, f(2) = 4, f(3) = 1 e f(4) = 2. Facilmente verificamos
que f e´ uma colineac¸a˜o
2
de A .
Qualquer colineac¸a˜o de um plano afim aplica rectas paralelas em rectas paralelas.
Proposic¸a˜o 2.1.7 Seja f uma colineac¸a˜o de um plano afim A e sejam l e m rectas de A.
Enta˜o l‖m se e so´ se f(l)‖f(m).
Demonstrac¸a˜o. Se l e m sa˜o rectas distintas enta˜o f(l) e f(m) tambe´m sa˜o rectas distintas.







) = P e f(Q
2
) = P , o que contraria o facto de f ser uma colineac¸a˜o (f e´ injectiva).
Logo f(l)‖f(m).
2
Obse rv e mo s q ue a o c o nhe c e r a s ima g e ns, po r f , do s po nto s do pla no fic a mo s a c o nhe c e r ta mb´e m a
ima g e m, po r f , de q ua lq ue r re c ta de sse pla no , j´a q ue a s re c ta s s˜a o subc o njunto s de po nto s do pla no .
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Reciprocamente, suponhamos que l e m sa˜o rectas distintas tais que f(l)‖f(m) (notemos
que f(l) ∩ f(m) = ∅) e P ∈ l ∩m. Temos enta˜o que f(P ) ∈ f(l) ∩ f(m), o que e´ falso. Logo
l‖m.
Corola´rio 2.1.8 Seja A um plano afim e l uma recta de A. Para qualquer colineac¸a˜o f de
A, f([l]) = [f(l)].
Demonstrac¸a˜o. Seja m ∈ f([l]). Enta˜o existe r ∈ [l] tal que f(r) = m. Como r‖l, pela
proposic¸a˜o 2.1.7, f(r)‖f(l), ou seja, m‖f(l). Portanto m ∈ [f(l)].
Reciprocamente, suponhamos que m ∈ [f(l)]. Como f
−1
e´ uma colineac¸a˜o e m‖f(l), pela




(f(l)) = l. Enta˜o f
−1
(m) ∈ [l] e como m = f(f
−1
(m))
resulta que m ∈ f([l]).
O corola´rio anterior mostra que, a imagem de uma classe de rectas paralelas, em que l e´
um representante dessa classe, por uma colineac¸a˜o f de um plano afim A, e´ ainda uma classe
de rectas paralelas em que um representante e´ f(l).
Uma dilatac¸a˜o de um plano afim A e´ uma colineac¸a˜o f tal que, para cada recta l, f(l)‖l.
Atendendo ao corola´rio 2.1.8 temos que, para qualquer dilatac¸a˜o f , f([l]) = [l]. Chamamos
homotetia a uma dilatac¸a˜o que fixa um ponto. Temos as duas seguintes proposic¸o˜es:
Proposic¸a˜o 2.1.9 Se f e´ uma homotetia e l e´ uma recta que conte´m um ponto fixo de f
enta˜o f(l) = l.
Demonstrac¸a˜o. Seja C um ponto fixo de f e l uma recta que conte´m C. Como f(l)‖l e
f(C) = C temos f(l) = l.
Proposic¸a˜o 2.1.10 Toda a homotetia com mais de um ponto fixo e´ a identidade.





Enta˜o a homotetia f






















temos f(X) = X.









tal que X = C
1




. Pela primeira parte da demonstrac¸a˜o




e f(XY ) = XY temos f(X) = X.
Logo f e´ a identidade.
O u´nico ponto fixo por uma homotetia, diferente da identidade, e´ chamado centro. Uma
translac¸a˜o ou e´ a identidade ou e´ uma dilatac¸a˜o que na˜o fixa pontos.
Proposic¸a˜o 2.1.11 Seja f uma translac¸a˜o diferente da identidade. Enta˜o, dados dois pontos














intersectam-se num ponto R. Co-


































donde resulta que f(R) = R, o que e´ falso pois f e´ uma translac¸a˜o





Designemos por D o conjunto de todas as dilatac¸o˜es, por H o conjunto de todas as ho-
motetias e por T o conjunto de todas as translac¸o˜es de um plano afim A. Temos D = H∪T
e H ∩ T = {id}, onde id designa a aplicac¸a˜o identidade.
Proposic¸a˜o 2.1.12 O conjunto de todas as dilatac¸o˜es de um plano afim A com a operac¸a˜o
composic¸a˜o de func¸o˜es e´ um subgrupo do grupo das colineac¸o˜es de A.
Demonstrac¸a˜o. Basta mostrar que, se f, g ∈ D enta˜o g ◦ f ∈ D e f
−1
∈ D. Seja l uma





Assim, (g ◦ f)(l)‖l e f
−1
(l)‖l.
Proposic¸a˜o 2.1.13 O conjunto de todas as translac¸o˜es de um plano afim A com a operac¸a˜o
composic¸a˜o de func¸o˜es e´ um subgrupo do grupo das dilatac¸o˜es de A. Ale´m disso, para todo o
f ∈ T e para todo o g ∈ D temos g ◦ f ◦ g
−1
∈ T .











) = P .
Seja Q ∈ PP
′
. Enta˜o f(PQ) = f(P )f(Q) = P
′
f(Q)‖PQ. Pela proposic¸a˜o 2.1.11, temos
PP
′
‖Qf(Q). Designemos por l a recta que conte´m P
′
e e´ paralela a` recta PQ e por r a recta
que conte´m Q e e´ paralela a` recta PP
′
. Enta˜o f(Q) = l ∩ r. Seja Q
′
= f(Q). Raciocinando
de modo ana´logo temos g(Q
′
) = Q. Assim, (g ◦ f)(Q) = g(f(Q)) = g(Q
′
) = Q. Logo, pela
proposic¸a˜o 2.1.10, g ◦ f = id e, portanto, g ◦ f e´ uma translac¸a˜o.





g ◦ f ◦ g
−1
∈ D. Se g ◦ f ◦ g
−1
na˜o tem pontos fixos enta˜o g ◦ f ◦ g
−1
∈ T . Suponhamos que
g ◦ f ◦ g
−1
tem um ponto fixo P . Enta˜o (f ◦ g
−1
)(P ) = g
−1
(P ), isto e´, g
−1
(P ) e´ um ponto
fixo por f e, por conseguinte, f = id. Resulta assim que g ◦ f ◦ g
−1
= id. Em qualquer dos
casos g ◦ f ◦ g
−1
∈ T .
Uma colineac¸a˜o de A que fixa ponto por ponto uma recta de A e´ chamada perspectiva
afim e toda a recta fixa ponto por ponto e´ chamada eixo.
Proposic¸a˜o 2.1.14 Seja l um eixo de uma perspectiva afim f e P ∈ l. Se f(P ) = P enta˜o
f = id.
Demonstrac¸a˜o. Sejam f uma perspectiva afim, l um eixo de f e P ∈ l tal que f(P ) = P .
´
E claro que, se Q ∈ l enta˜o f(Q) = Q. Suponhamos agora que Q ∈ l e Q = P . Qualquer
recta que passa por P e intersecta l e´ fixa por f , pois conte´m dois pontos fixos. A recta que
passa por P e e´ paralela a l tambe´m e´ fixa por f pois, caso contra´rio, f na˜o seria injectiva
(o que na˜o acontece ja´ que f e´ uma colineac¸a˜o) ou P na˜o seria um ponto fixo. Temos enta˜o
que f(PQ) = PQ e, portanto, f(Q) ∈ PQ. Pode acontecer que a recta PQ seja paralela a`
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recta l ou que intersecte a recta l. Em ambos os casos e´ poss´ıvel escolher um ponto R tal que
R ∈ l e R ∈ PQ. Designemos por r a recta paralela a` recta RQ e que passa por P . Enta˜o
f(r) = r. Atendendo a que uma colineac¸a˜o aplica rectas paralelas em rectas paralelas temos
f(r)‖f(RQ), isto e´, r‖Rf(Q). Por (A
2
), resulta que Rf(Q) = RQ e, portanto, f(Q) ∈ RQ.
Temos assim que f(Q) ∈ PQ ∩ RQ donde resulta que f(Q) = Q. Como f(P ) = P podemos
concluir que f e´ a aplicac¸a˜o identidade.
Corola´rio 2.1.15 Toda a perspectiva afim diferente da identidade tem um u´nico eixo.
Demonstrac¸a˜o. Resulta imediatamente da definic¸a˜o de eixo e da proposic¸a˜o anterior.
Dada uma perspectiva afim f de um plano afim A, se P = f(P ), a` recta Pf(P ) chamamos
trac¸o de f . Designemos por Γ o conjunto dos trac¸os de f .
Proposic¸a˜o 2.1.16 Qualquer perspectiva afim fixa trac¸os.
Demonstrac¸a˜o. Seja f uma perspectiva afim e seja P um ponto tal que f(P ) = P . De-
signemos por l o eixo de f . Temos duas possibilidades:
1. As rectas Pf(P ) e l intersectam-se num ponto que vamos designar por Q.
´
E claro que Q = P e Q = f(P ). Enta˜o f(Pf(P )) = f(PQ) = f(P )Q = Pf(P ).
2. As rectas Pf(P ) e l sa˜o paralelas.
Enta˜o f(Pf(P ))‖f(l) = l. Atendendo a que f(P ) ∈ f(Pf(P )) e f(Pf(P ))‖l temos
f(Pf(P )) = Pf(P ), uma vez que Pf(P ) e´ a u´nica recta que conte´m f(P ) e e´ paralela
a l.
Proposic¸a˜o 2.1.17 As u´nicas rectas fixas por uma perspectiva afim diferente da identidade
sa˜o os trac¸os e o eixo.
Demonstrac¸a˜o. Seja f uma perspectiva afim diferente da identidade e de eixo l.
´
E claro
que o eixo e´ uma recta fixa por f .
Seja r uma recta distinta de l e tal que f(r) = r. Seja P ∈ r tal que P ∈ l. Observemos
que f(P ) = P , visto que f so´ fixa os pontos da recta l. Como f(r) = r temos f(P ) ∈ r donde
r = Pf(P ) e, portanto, r e´ um trac¸o.
Proposic¸a˜o 2.1.18 Seja f uma perspectiva afim, diferente da identidade, de eixo l.
1. Se existe um trac¸o de f que intersecta l enta˜o Γ e´ uma classe de rectas paralelas.
2. Se nenhum trac¸o de f intersecta l enta˜o Γ ∪ {l} e´ uma classe de rectas paralelas.
Demonstrac¸a˜o. Seja f uma perspectiva afim, diferente da identidade, de eixo l.
1. Seja t um trac¸o de f tal que t intersecta l. Pretendemos mostrar que [t] = Γ.
Vejamos que [t] ⊆ Γ. Seja r uma recta tal que r‖t. Se r = t enta˜o r e´ um trac¸o de f .
Suponhamos que r = t. Seja P = r ∩ l. Como t‖r, pela proposic¸a˜o 2.1.7, f(t)‖f(r).
Atendendo a que f fixa trac¸os e a que t e´ um trac¸o temos t‖f(r). Como P e´ um ponto
do eixo, e´ um ponto fixo por f . Assim, P ∈ f(r). Enta˜o, por (A
2
), f(r) = r e pela
proposic¸a˜o anterior, r e´ um trac¸o, o que prova que r ∈ Γ.
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Vejamos que Γ ⊆ [t]. Seja r um trac¸o de f . Enta˜o r = Qf(Q). Designemos por s a
recta que conte´m Q e e´ paralela a t. Pelo que ja´ vimos, s e´ um trac¸o. Atendendo a que
Q ∈ s e f(s) = s temos f(Q) ∈ s pelo que s = Qf(Q) = r. Assim, r‖t, o que prova que
r ∈ [t].
2. Suponhamos que nenhum trac¸o de f intersecta l. Seja t um trac¸o de f . Pretendemos
mostrar que Γ ∪ {l} = [t].
Vejamos que Γ ∪ {l} ⊆ [t].
´
E claro que l‖t. Seja r um trac¸o de f . Se r = t enta˜o r‖t.
Suponhamos que r = t. Com vista a uma contradic¸a˜o, suponhamos que r ∩ t = P .
Como f(P ) ∈ f(r) ∩ f(t) = r ∩ t temos que f(P ) = P . Assim, P e´ um ponto fixo por
f que na˜o pertence a l, o que contraria a proposic¸a˜o 2.1.14. Conclu´ımos enta˜o que r‖t,
o que prova que r ∈ [t].
Vejamos agora que [t] ⊆ Γ∪{l}. Observemos que l ∈ [t]. Seja r uma recta distinta de l
tal que r‖t. Seja P um ponto da recta r.
´
E evidente que P = f(P ). A recta Pf(P ) e´
paralela a l. Como P ∈ r e P ∈ Pf(P ), por (A
2
), resulta que r = Pf(P ), o que prova
que r e´ um trac¸o.
Resulta da proposic¸a˜o anterior que, ou todos os trac¸os de uma perspectiva afim f diferente
da identidade intersectam l ou nenhum trac¸o de f intersecta l.
Corola´rio 2.1.19 Uma perspectiva afim f diferente da identidade e´ univocamente determi-
nada pelo seu eixo l, por um ponto P que na˜o pertence ao eixo e pela sua imagem.
Demonstrac¸a˜o. Seja f uma perspectiva afim diferente da identidade de eixo l e seja P um
ponto tal que P ∈ l. Seja Q um ponto tal que Q = P e Q ∈ l. Pela proposic¸a˜o anterior,
Pf(P )‖Qf(Q). Designemos por r a recta que conte´m Q e e´ paralela a Pf(P ). Observemos
que f(Q) ∈ r. Suponhamos que Q ∈ Pf(P ).
(a) Pf(P)∩ l ≠ φ















1. PQ ∩ l = ∅.
Seja L = PQ ∩ l. Como f(Q) ∈ f(PL) = f(P )L resulta que f(Q) = r ∩ f(P )L (ver
figura 6).
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2. PQ ∩ l = ∅.
Como f e´ uma colineac¸a˜o de um plano afim e PQ‖l enta˜o f(PQ)‖f(l) = l. Designemos








Suponhamos agora que Q ∈ Pf(P ). Seja R um ponto tal que R ∈ Pf(P ) e R ∈ l.
Pela construc¸a˜o dada no caso anterior determinamos f(R).
´
E claro que Q ∈ Rf(R). Volta-
mos agora a usar o caso anterior para encontrar f(Q) (utilizando R e f(R) em vez de P e
f(P )).
Estas colineac¸o˜es sa˜o fundamentais no estudo de determinadas configurac¸o˜es, como iremos
ver no plano projectivo.
2.1.5 Quadr ados latinos
Um quadrado latino de ordem n e´ uma matriz L = [a
ij
] de dimensa˜o n× n cujos coefi-
cientes pertencem a um conjunto S de n elementos e tal que:
(i) cada elemento de S ocorre exactamente uma vez em cada linha;
(ii) cada elemento de S ocorre exactamente uma vez em cada coluna.
Exemplo.
Consideremos o conjunto Z
4






0 1 2 3
1 2 3 0
2 3 0 1






A matriz L e´ um quadrado latino de ordem 4.
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Dois quadrados latinos L = [a
ij
] e M = [b
ij
] de ordem n dizem-se ortogonais se, para




) = (k, l). A um conjunto
de quadrados latinos dois a dois ortogonais chamamos conjunto de quadrados latinos
mutuamente ortogonais.
Exemplos.





























na˜o sa˜o ortogonais. De facto, considerando L = [a
ij
] eM = [b
ij









). So´ existem dois quadrados latinos de ordem 2 (com os mesmos
s´ımbolos) e, como vimos, na˜o sa˜o ortogonais.
Seja L = [a
ij
] um quadrado latino de ordem n. Consideremos as seguintes permutac¸o˜es:
Permutac¸a˜o do tipo P
1
: Permutac¸a˜o das linhas de L;
Permutac¸a˜o do tipo P
2
: Permutac¸a˜o das colunas de L;
Permutac¸a˜o do tipo P
3
: Permutac¸a˜o dos elementos de S.
Seja σ uma permutac¸a˜o do tipo P
i
(i ∈ {1, 2, 3}). Designemos por L
σ
a matriz que se
obte´m de L por aplicac¸a˜o da permutac¸a˜o σ.
´
E claro que L
σ
e´ ainda um quadrado latino e
dizemos que L
σ
e´ equivalente a L. De um modo geral, dizemos que o quadrado latino L
e´ equivalente ao quadrado latino M se L se obte´m de M por aplicac¸a˜o de uma permutac¸a˜o




dois conjuntos de quadrados latinos de ordem









tal que, para todo o L ∈ C
1
, L e f(L) sa˜o equivalentes relativamente ao mesmo tipo de
permutac¸a˜o, isto e´, existe uma permutac¸a˜o σ tal que f(L) = L
σ
e o tipo da permutac¸a˜o σ
na˜o depende de L.
A seguir, vamos considerar S como sendo o conjunto Z
n
= {0, · · · , n − 1} e, por uma
questa˜o de convenieˆncia, sempre que considerarmos o quadrado latino L = [a
ij
] estamos a
considerar i, j ∈ Z
n
.
Lema 2.1.20 Qualquer conjunto de quadrados latinos de ordem n mutuamente ortogonais e´
equivalente a um conjunto de quadrados latinos de ordem n mutuamente ortogonais em que
a primeira linha de cada uma destas matrizes e´ (0, 1, · · · , n− 1).
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Demonstrac¸a˜o. Seja C = {L
(1)
, · · · , L
(m)
} um conjunto de quadrados latinos de ordem n






, · · · , a
n−1
) onde,


















· · · a
n−1

















, · · · , L
(m)
} e´ ainda um conjunto de quadrados latinos mutuamente ortogonais.



























(k), l) e, portanto, (i, j) e´ o















(i ∈ {1, · · · ,m}) a permutac¸a˜o dos elementos de Z
n
tal que a primeira












} e´ um conjunto de quadra-
dos latinos de ordem n mutuamente ortogonais.
´












O lema anterior mostra que, se existe um conjunto de quadrados latinos de ordem n
mutuamente ortogonais enta˜o existe mais do que um conjunto de quadrados latinos de ordem
n mutuamente ortogonais.
Proposic¸a˜o 2.1.21 Qualquer conjunto de quadrados latinos de ordem n mutuamente orto-
gonais tem, no ma´ximo, n− 1 elementos.
Demonstrac¸a˜o. Seja C um conjunto de quadrados latinos de ordem n mutuamente orto-
gonais. Atendendo ao lema anterior, C e´ equivalente a um conjunto C
1
de quadrados latinos
mutuamente ortogonais em que a primeira linha destas matrizes e´ (0, 1, · · · , n− 1). Observe-
mos que:
1. na˜o ha´ dois quadrados latinos de C
1
em que o primeiro elemento das segundas linhas
sejam iguais (caso contra´rio, se L = [a
ij
] e M = [b
ij







= s ∈ Z
n








), o que contraria o facto de L e
M serem ortogonais);
2. o primeiro elemento da segunda linha de qualquer quadrado latino de C
1
na˜o pode ser
zero, pois num quadrado latino os elementos de cada coluna sa˜o todos diferentes.
Enta˜o, como existem n−1 possibilidades para o primeiro elemento da segunda linha, tendo
em conta a observac¸a˜o 1., conclu´ımos que C
1
tem, no ma´ximo, n− 1 elementos.
A um conjunto de quadrados latinos de ordem n mutuamente ortogonais com n − 1 ele-
mentos chamamos conjunto completo de quadrados latinos de ordem n.
3





















s˜a o e q uiv a le nte s. A pe rmuta ¸c ˜a o σ
j
´ e do tipo P
3
, pa ra to do o j ∈ { 1 , · · · ,m} . N o te mo s a inda q ue ,
o c o njunto C ´ e e q uiv a le nte a um c o njunto de q ua dra do s la tino s de o rde m n mutua me nte o rto g o na is e m q ue a
linha i ´ e ig ua l e m to do s e sse s q ua dra do s la tino s.
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Proposic¸a˜o 2.1.22 Seja C = {L
(1)





















tais que h = h
′
























linha h de L
(α)






= k. Suponhamos, com




















































































































O nosso objectivo agora e´ mostrar que, a existeˆncia de um conjunto completo de quadrados
latinos de ordem n equivale a` existeˆncia de um plano afim de ordem n.
Teorema 2.1.23 Existe um plano afim de ordem n se e so´ se existe um conjunto completo
de quadrados latinos de ordem n.
Demonstrac¸a˜o. Seja A um plano afim de ordem n. Em A existem n+ 1 classes de rectas









, · · · , m
n−1




, · · · , r
n−1
. Cada ponto de A pertence a uma u´nica recta de cada uma das classes de



























= { 1 , 2 , · · · ,n− 1 }
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Agora vamos numerar as n−1 restantes classes de rectas paralelas por 1, · · · , n−1 e numerar
as rectas de cada uma destas classes por 0, 1, · · · , n− 1.
`
A classe de rectas numeradas
5
pelo
nu´mero α, com α ∈ Z
n
∗









o nu´mero da recta dessa classe a que pertence o ponto etiquetado pelo par (i, j). Facilmente
observamos que cada elemento da matriz L
(α)
pertence ao conjunto Z
n
. Suponhamos que




, com j = j
′







. Os pontos etiquetados por (i, j) e (i, j
′
)
pertencem ambos a` mesma recta l da classe de rectas paralelas α e pertencem, por definic¸a˜o,
a` recta m
i
. Conclu´ımos enta˜o que m
i
= l, o que contraria a hipo´tese. Logo cada s´ımbolo
de Z
n
ocorre exactamente uma vez em cada linha de L
(α)
. De modo ana´logo mostramos
que cada elemento de Z
n



























. Na classe de
rectas paralelas α existe uma so´ recta numerada por k e na classe de rectas paralelas α
′
existe
uma so´ recta numerada por l. Estas duas rectas intersectam-se num u´nico ponto P que, como


















sa˜o quadrados latinos ortogonais.




, · · · , L
(n−1)
} e´ um conjunto com n−1 quadra-







elementos e cada um destes elementos da´ origem a um par (i, j), onde
i designa a linha e j a coluna a que esse elemento pertence. Vamos designar cada um dos
pares (i, j) por ponto. Temos assim n
2
pontos. Designemos por rectas os seguintes subcon-
juntos:




= {(i, j) : j ∈ Z
n
}
(temos n conjuntos deste tipo).




= {(i, j) : i ∈ Z
n
}
(temos n conjuntos deste tipo).
3. Fixemos α ∈ Z
n
∗
e designemos por a
α
ij
(i, j ∈ Z
n
) o elemento que pertence a` linha i e
a` coluna j do quadrado latino L
(α)
.
Para cada k ∈ Z
n
, consideremos o conjunto l
α
k




(para cada α ∈ Z
n
∗
, temos n conjuntos deste tipo).
O nu´mero total de rectas e´ n(n − 1) + n + n = n
2
+ n e cada recta conte´m n pontos.
Fixemos α ∈ Z
n
∗
. Para cada par (i, j) temos um u´nico valor para a
α
ij















e k = k
′









) formam duas classes de rectas paralelas
7




classes de rectas paralelas. Ao todo temos n+1 classes de rectas paralelas e cada uma destas
classes conte´m n rectas. Vamos agora mostrar que duas rectas de classes distintas de rectas
5
D a q ui pa ra a fre nte , e m v e z de diz e rmo s c la sse de re c ta s pa ra le la s nume ra da pe lo nu´me ro α v a mo s diz e r
c la sse de re c ta s pa ra le la s α.
6
Re pa re mo s q ue , da do s α, α
′













, e nt˜a o a s re c ta s da c la sse de re c ta s pa ra le la s α s˜a o a s me sma s q ue a s da c la sse de re c ta s pa ra le la s
α
′
e , po rta nto , n˜a o se te m n+ 1 c la sse s de re c ta s pa ra le la s.
7
D a da uma re c ta r, a c la sse de re c ta s pa ra le la s q ue c o nt´e m r ´ e o c o njunto q ue c o nt´e m r e to da s a s re c ta s
q ue n˜a o inte rse c ta m r.
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paralelas intersectam-se num u´nico ponto. Sejam l e r duas rectas de classes distintas. Temos
quatro casos a considerar:
1. m = m
i
e r = r
j
, para algum i, j ∈ Z
n
.
Facilmente verificamos que o ponto (i, j) pertence a ambas as rectas e e´ o u´nico ponto
nestas condic¸o˜es. De facto, se (a, b) ∈ m ∩ r enta˜o (a, b) ∈ m
i
e (a, b) ∈ r
j
donde a = i
e b = j.
2. m = m
i
e r = l
α
k
, para algum i, k ∈ Z
n

















= k. Logo (i, j
′
) e´
o u´nico ponto de intersecc¸a˜o das rectas m e r.
3. m = r
j
e r = l
α
k
, para algum j, k ∈ Z
n




Ana´logo ao caso anterior.
4. m = l
α
k






































) = (k, k
′
). Logo as rectas l e r intersectam-se num u´nico ponto que e´ o ponto
(i, j).
Designemos por P o conjunto dos pontos e por L o conjunto das rectas. Vejamos que a
estrutura de incideˆncia A = (P, L ) e´ um plano afim.
Verificac¸a˜o de (A
1
). Sejam P e Q dois pontos distintos.
(i) Se P = (i, j) e Q = (i, j
′
), com j = j
′
, os pontos pertencem a` recta m
i
e so´ a esta recta,
pois duas rectas distintas intersectam-se, no ma´ximo, num so´ ponto.
(ii) Se P = (i, j) e Q = (i
′
, j), com i
′
= i, e´ claro que a u´nica recta que conte´m ambos os
pontos e´ a recta r
j
.




), com i = i
′
e j = j
′
. Duas rectas distintas
intersectam-se, no ma´ximo, num ponto. Assim, os pontos P e Q pertencem, no ma´ximo,



















]. Logo os pontos pertencem a` recta l
α
k












). Sejam l uma recta e P um ponto tal que P ∈ l.
(i) Se l = m
i
, para algum i ∈ Z
n
, enta˜o P = (i
′
, j) com i
′
= i. A u´nica recta que conte´m o
ponto P e e´ paralela a m
i




(ii) Se l = r
j
, para algum j ∈ Z
n




= j. A u´nica recta que conte´m
P e e´ paralela a r
j




(iii) Se l = l
α
k
, para algum α ∈ Z
n
∗
e k ∈ Z
n
, temos P = (i, j), onde a
α
ij







]. A recta l
α
s
e´ a u´nica recta que conte´m o ponto P e e´ paralela a` recta l.
Verificac¸a˜o de (A
3
). Nenhuma recta conte´m os pontos (0, 0), (0, 1) e (1, 0). Logo existem
treˆs pontos na˜o colineares.
Mostra´mos assim que A = (P , L ) e´ um plano afim. Observemos que A tem ordem n pois
cada recta conte´m exactamente n pontos.
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2.2 P lano pr ojectivo
Um plano projectivo π = (P, L ) e´ uma estrutura de incideˆncia, onde os elementos de L
sa˜o designados por rectas, que satisfaz as seguintes condic¸o˜es:
(P
1
) Dados dois pontos distintos existe uma u´nica recta que conte´m ambos os pontos;
(P
2
) Dadas duas rectas distintas existe um u´nico ponto que pertence a ambas as rectas;
(P
3
) Existe um conjunto de quatro pontos tais que na˜o ha´ treˆs colineares
8
.






) que existem pelo menos seis rectas.
Exemplos.
1. A estrutura de incideˆncia dada no exemplo 1 da pa´gina 1 e´ um plano projectivo, chama-
do Plano de Fano.
2. Fixemos um referencial cartesiano em R
3
e designemos por O a origem desse referencial.
Seja P o conjunto das rectas de R
3
que passam por O e L o conjunto dos planos de R
3
que conteˆm O. Consideremos a relac¸a˜o de incideˆncia I ⊆ P × L definida por:
(l, α) ∈ I ⇔ l ⊆ α.
Facilmente verificamos que a estrutura de incideˆncia S = (P, L ,I) e´ um espac¸o linear.
Para cada α ∈ L , definimos o conjunto α¯ = {l ∈ P : lIα}. Consideremos os conjuntos
P = P e
¯
L = {α¯ : α ∈ L }.
´






L ) e´ um plano projectivo. Com efeito,
a condic¸a˜o (P
1
) e´ verificada, visto que duas rectas de R
3
que passam pela origem definem
um u´nico plano de R
3
que conte´m a origem. Dois planos distintos de R
3
que conteˆm
a origem intersectam-se numa recta de R
3
que passa pela origem, pelo que a condic¸a˜o
(P
2
) e´ verificada. A condic¸a˜o (P
3
) tambe´m e´ verificada, pois existem quatro rectas
de R
3
que passam pela origem tais que na˜o ha´ treˆs rectas complanares. Por exemplo,
as rectas r, s, t e u que passam pela origem e teˆm a direcc¸a˜o do vector r = (1, 0, 0),
s = (0, 1, 0),

t = (0, 0, 1) e u = (1, 1, 1), respectivamente.
Como S e
¯
S sa˜o estruturas de incideˆncia isomorfas, dizemos que S e´ um plano projectivo.
Resulta da definic¸a˜o o lema seguinte:
Lema 2.2.1 Qualquer recta de um plano projectivo conte´m pelo menos treˆs pontos.
Demonstrac¸a˜o. Por (P
3








} de quatro pontos tais que
na˜o ha´ treˆs pontos colineares. Seja l uma recta. Suponhamos, sem perda de generalidade
que Q
1













∩ l = R,
8
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a fins.
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cuja unicidade e´ garantida por (P
2











} existiam treˆs pontos colineares.
A definic¸a˜o de plano projectivo permite-nos afirmar que dois pontos distintos definem
uma u´nica recta e duas rectas distintas definem um u´nico ponto. Iremos ver que, num plano
projectivo, se uma afirmac¸a˜o F e´ verdadeira enta˜o tambe´m e´ verdadeira a afirmac¸a˜o dual de
F .
Para cada i ∈ {1, 2, 3}, designemos por (P
∗
i


























) Existe um conjunto de quatro rectas tal que na˜o ha´ treˆs com um ponto comum,
tambe´m e´ uma afirmac¸a˜o verdadeira em π. Atendendo a (P
3
), existem quatro pontos A, B, C
e D tais que na˜o ha´ treˆs colineares. Consideremos as rectas AB, BC, CD e AD. Suponhamos
que as rectas AB, BC e CD intersectam-se num ponto P . Por (P
2
), B e´ o u´nico ponto
comum a`s rectas AB e BC e C e´ o u´nico ponto comum a`s rectas BC e CD. Temos enta˜o que
B = P = C. Tal e´ falso, pois A, B, C e D sa˜o quatro pontos distintos. Aplicando o mesmo
racioc´ınio a quaisquer treˆs das quatro rectas dadas, conclu´ımos que {AB,BC,CD,AD} e´ um
conjunto de quatro rectas tais que na˜o ha´ treˆs com um ponto comum.






) a estrutura dual da estrutura de
incideˆncia π. Facilmente observamos que π
∗
e´ tambe´m um plano projectivo
9
.
Proposic¸a˜o 2.2.2 Seja π um plano projectivo e seja F uma afirmac¸a˜o verdadeira em π.
Enta˜o a afirmac¸a˜o dual de F , F
∗
, tambe´m e´ verdadeira em π.
Demonstrac¸a˜o. Designemos por C a classe de todos os planos projectivos.
´
E claro que π
e π
∗
pertencem a C . Enta˜o, pelo Princ´ıpio de Dualidade, podemos concluir que se F e´ uma
afirmac¸a˜o verdadeira em π enta˜o F
∗
tambe´m e´ verdadeira em π.
Lema 2.2.3 Num plano projectivo π, qualquer ponto, qualquer par de pontos ou qualquer
terno de pontos na˜o colineares pertencem a um conjunto de quatro pontos tais que na˜o ha´
treˆs colineares.
Demonstrac¸a˜o. Atendendo ao lema 2.2.1 e a` proposic¸a˜o 2.2.2, qualquer ponto P pertence


























um conjunto de quatro pontos tais que na˜o ha´ treˆs colineares. Notemos que podemos aplicar
este racioc´ınio tambe´m ao caso em que sa˜o dados dois ou treˆs pontos.
2.2.1 Dimensa˜o de um plano pr ojectivo
Seja π = (P, L ) um plano projectivo. Seja
¯
P um subconjunto de P . Vejamos que possibili-





P = ∅ ou
¯






























P tem pelo menos treˆs pontos.
(i) Se os pontos de
¯
P sa˜o colineares enta˜o 〈
¯
P〉 e´ a recta que conte´m esses pontos.
(ii) Suponhamos agora que existem em
¯
P treˆs pontos A, B e C na˜o colineares. Seja
P um ponto de P . Por definic¸a˜o de fecho, todos os pontos das rectas AB, BC e
AC pertencem ao fecho de
¯
P . Suponhamos que P na˜o pertence a nenhuma destas
rectas. Por (P
2
), a recta AP intersecta a recta BC num ponto que designamos












P〉. Assim, neste caso temos 〈
¯
P〉 = π.
Conclu´ımos assim que o fecho de
¯
P pode ser o conjunto vazio, um ponto, uma recta ou π.
Proposic¸a˜o 2.2.4 Todas as bases de um plano projectivo π teˆm o mesmo nu´mero de ele-
mentos.
Demonstrac¸a˜o. Atendendo ao teorema 1.3.3 basta mostrar que π tem a propriedade de
intercaˆmbio. Sejam X e Y pontos de π e
¯
P um subconjunto de pontos de π tais que X ∈ 〈
¯
P〉
e X ∈ 〈
¯
P ∪ {Y }〉. Vejamos que Y ∈ 〈
¯
P ∪ {X}〉.






P = ∅. Como X ∈ 〈
¯









P = {P}. Atendendo a que X ∈ 〈
¯
P〉 = {P} temos P = X e
atendendo a que X ∈ 〈
¯
P ∪{Y }〉 temos P = Y (caso contra´rio, X ∈ 〈
¯
P ∪ {Y }〉 = {P}).
Enta˜o, como X ∈ 〈
¯














P ∪{X}〉. Temos assim que 〈
¯
P ∪{X}〉 = l
ou 〈
¯
P∪{X}〉 = π. Como X ∈ 〈
¯
P∪{X}〉 resulta que 〈
¯









Corola´rio 2.2.5 Qualquer plano projectivo tem dimensa˜o 2.
Demonstrac¸a˜o. Sejam P,Q e R treˆs pontos na˜o colineares de um plano projectivo π (tais
pontos existem sempre atendendo a (P
3
)). Enta˜o 〈{P,Q,R}〉 = π, isto e´ {P,Q,R} gera π.
Facilmente verificamos que {P,Q,R} e´ um conjunto independente. Logo {P,Q,R} e´ uma
base de π. Podemos enta˜o concluir que π tem dimensa˜o 2, ja´ que todas as bases de π teˆm o
mesmo nu´mero de elementos.
2.2.2 Or dem de um plano pr ojectivo finito
Um plano projectivo finito e´ uma estrutura de incideˆncia finita que e´ um plano projectivo.
Iremos mostrar que, num plano projectivo finito, cada recta conte´m o mesmo nu´mero de
pontos, cada ponto pertence ao mesmo nu´mero de rectas e o nu´mero de pontos de cada recta
e´ igual ao nu´mero de rectas a que cada ponto pertence. Ale´m disso, tambe´m iremos mostrar
que, num plano projectivo finito, o nu´mero de pontos e´ igual ao nu´mero de rectas. Para isso,
necessitamos dos seguintes resultados:
Lema 2.2.6 Sejam l e r duas rectas distintas de um plano projectivo π. Enta˜o existe um
ponto P de π tal que P na˜o pertence a l nem a r.
Demonstrac¸a˜o. Seja X = l∩ r e sejam A,B,C e D pontos distintos de X tais que A,B ∈ l
e C,D ∈ r (observemos que tais pontos existem, pois qualquer recta de π conte´m pelo
menos treˆs pontos). Enta˜o {A,B,C,D} e´ um conjunto de quatro pontos tais que na˜o ha´ treˆs
colineares. Designemos por P o ponto de intersecc¸a˜o das rectas AC e BD. Suponhamos,
com vista a uma contradic¸a˜o, que P pertence a pelo menos uma das rectas l ou r. Sem perda
de generalidade, podemos supor que P pertence a` recta l = AB. Como A, B e C sa˜o pontos
na˜o colineares temos que as rectas AB e AC sa˜o distintas. Atendendo a que P ∈ AB ∩ AC
e A ∈ AB ∩AC, por (P
2
), resulta que P = A. Tal e´ falso, pois P e´ um ponto da recta BD e
A, B e D na˜o sa˜o colineares. Conclu´ımos assim que existe um ponto P de π tal que P na˜o
pertence a l nem a r.
Proposic¸a˜o 2.2.7 Sejam π um plano projectivo, l e r rectas de π e P um ponto de π. Enta˜o:
1. Existe uma bijecc¸a˜o entre os pontos de l e os pontos de r;
2. Existe uma bijecc¸a˜o entre os pontos de l e as rectas que conte´m P .
Demonstrac¸a˜o.
1. Sejam l e r duas rectas distintas de π. Pelo lema anterior, existe um ponto P de π
que na˜o pertence a l nem a r. Cada ponto X pertencente a l define um ponto X
′
pertencente a r do modo seguinte: X
′
= PX ∩ r.
Como, para cada X ∈ l, a recta PX e´ u´nica e duas rectas intersectam-se num u´nico
ponto, temos que o ponto X
′
determinado por X e´ u´nico. Consideremos a aplicac¸a˜o f
entre os pontos de l e os pontos de r definida por f(X) = X
′
= PX ∩ r.




















sa˜o distintos, ja´ que P ∈ r.
Vejamos agora que f e´ sobrejectiva. Seja Y um ponto qualquer de r. Pretendemos
encontrar um ponto X de l tal que f(X) = Y . Basta considerar X = PY ∩ l.
Conclu´ımos assim que f e´ uma bijecc¸a˜o entre os pontos de l e os pontos de r.
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2. Temos dois casos a considerar:
(a) A recta l na˜o conte´m P .
Designemos por L
′





do seguinte modo : l
′
= PX .
Como dois pontos distintos definem uma u´nica recta temos que a recta l
′
determi-
nada por X e´ u´nica. Consideremos a aplicac¸a˜o f entre os pontos de l e as rectas














e sa˜o distintas. Temos assim que f e´ uma aplicac¸a˜o injectiva.
Seja l
′
uma recta que conte´m P . Como π e´ um plano projectivo, l e l
′
intersectam-











assim que existe X
1




, o que mostra que f e´ sobrejectiva.
(b) A recta l conte´m P .
A afirmac¸a˜o dual do lema 2.2.3 permite-nos concluir que existe uma recta r que
na˜o conte´m P . Ja´ vimos que existe uma bijecc¸a˜o, que vamos designar por f , entre
os pontos da recta r e as rectas que passam por P . Tambe´m vimos que existe uma
bijecc¸a˜o, que vamos designar por g, entre os pontos da recta l e os pontos da recta
r. Temos enta˜o que f ◦ g e´ uma bijecc¸a˜o entre os pontos da recta l e as rectas que
passam por P .
Corola´rio 2.2.8 Seja π um plano projectivo finito. Enta˜o, existe um inteiro positivo n ≥ 2
tal que:
1. cada recta conte´m exactamente n+ 1 pontos;
2. cada ponto pertence exactamente a n+ 1 rectas;
3. π conte´m exactamente n
2
+ n+ 1 pontos e n
2
+ n+ 1 rectas.
Demonstrac¸a˜o. Se π e´ um plano projectivo finito enta˜o π conte´m um nu´mero finito de
pontos e um nu´mero finito de rectas. Assim, 1. e 2. resultam da proposic¸a˜o anterior.
Observemos que n ≥ 2, pois qualquer recta de um plano projectivo conte´m pelo menos treˆs
pontos.
Vamos agora demonstrar 3.. Seja Q um ponto qualquer de π. Atendendo a 1., cada recta
que passa por Q conte´m n pontos distintos de Q. Como todo o ponto de π pertence a uma
destas rectas, o nu´mero total de pontos e´ (n+ 1)n+ 1, ou seja, n
2
+ n+ 1. Argumentando
de modo ana´logo para as afirmac¸o˜es duais provamos que em π existem n
2
+ n+ 1 rectas.
Definimos ordem de um plano projectivo finito como sendo o nu´mero inteiro n a que
se refere o corola´rio anterior. Como n ≥ 2 o nu´mero de pontos e o nu´mero de rectas de um
plano projectivo finito e´ pelo menos 2
2
+ 2 + 1 = 7. O Plano de Fano e´ um plano projectivo
de ordem 2.
2.2.3 Subplanos
Seja π = (P , L ) um plano projectivo. Seja
¯






P : l ∈ L }. Seja
¯










L ) e´ um subplano de π se π¯ e´ um plano projectivo. Resulta da definic¸a˜o que π e´
um subplano de π. Dizemos que π¯ e´ um subplano pro´prio de π se π¯ e´ diferente de π.
Teorema 2.2.9 (Teorema de Bruck,1963) Seja π = (P, L ) um plano projectivo de ordem n




L ) um subplano pro´prio de π de ordem m. Enta˜o n = m
2
ou n ≥ m
2
+m.
Demonstrac¸a˜o. Como π¯ e´ um subplano pro´prio de π temos que π¯ = π e, portanto, m < n.
Seja
¯
l = l ∩
¯
P uma recta de π¯. Como
¯
l conte´m m + 1 pontos de π¯ temos que l conte´m
n + 1 − (m + 1) = n −m pontos de π \ π¯. Duas quaisquer rectas de π¯ intersectam-se num
ponto de π¯ e em π¯ existem m
2
+ m + 1 rectas. Designemos por M o conjunto das rectas
de π que conteˆm pelo menos dois pontos de π¯. Notemos que toda a recta de π¯ esta´ contida
numa recta de M e toda a recta de M conte´m uma recta de π¯. O nu´mero de pontos de
π \ π¯ que pertencem a`s rectas de M e´ (m
2
+m + 1)(n −m). Assim, em π ha´ pelo menos
m
2






+ n+ 1 ≥ m
2
















Como n > m para que se verifique a desigualdade (2.1) resulta que m
2
− n ≤ 0, ou seja,
m
2
≤ n. Se m
2
= n qualquer ponto de π pertence a uma recta de M, ja´ que
n
o






















de pontos de π
.
Suponhamos agora que m
2
= n. Enta˜o existe um ponto A de π que na˜o pertence a nenhu-
ma recta deM. Temos assim que qualquer recta de π que passa por A conte´m, no ma´ximo,
um ponto de π¯. Assim, como qualquer ponto de π¯ pertence a uma recta de π que conte´m
A, o nu´mero total de rectas de π que conte´m A e´ maior ou igual ao nu´mero de pontos de π¯.
Temos assim que n+ 1 ≥ m
2
+m+ 1, ou seja, n ≥ m
2
+m.
Na bibliografia usada neste trabalho na˜o temos conhecimento de nenhum subplano pro´prio
de ordem m de um plano projectivo de ordem n tal que n = m
2
+m. A demonstrac¸a˜o do
teorema anterior permite-nos constatar que, no caso em que n = m
2
qualquer ponto de π
pertence a uma recta que conte´m pelo menos dois pontos de π¯.
Chamamos subplano de Baer de um plano projectivo π a um subplano π¯ de π em que
qualquer ponto de π pertence a uma recta que conte´m pelo menos dois pontos de π¯ e qualquer
recta de π conte´m pelo menos um ponto de π¯.
Corola´rio 2.2.10 Sejam π um plano projectivo de ordem n e π¯ um subplano pro´prio de π




Demonstrac¸a˜o. Suponhamos que π¯ e´ um subplano de Baer. Como o nu´mero de pontos de
π \ π¯ que pertencem a`s rectas de π que conteˆm pontos de π¯ e´ (m
2
+m+1)(n−m) e qualquer
ponto de π pertence a uma recta de π¯ temos que
n
2
+ n+ 1 = m
2









Reciprocamente, suponhamos que n = m
2
. Ja´ vimos (na demonstrac¸a˜o do teorema 2.2.9)
que, neste caso, qualquer ponto de π pertence a uma recta de π que conte´m pelo menos dois
pontos de π¯.
´






















de pontos de π\π¯ que pertencem a`s rectas de M
,
ondeM designa o conjunto das rectas de π que conteˆm pelo menos dois pontos de π¯. Uma












o que e´ falso. Conclu´ımos enta˜o que π¯ e´ um subplano de Baer.
2.2.4 Colineac¸o˜es em planos pr ojectivos
Seja π um plano projectivo. Uma colineac¸a˜o de π e´ um automorfismo de π.
Exemplo.







A aplicac¸a˜o f definida por f(0) = 3, f(1) = 1, f(2) = 2, f(3) = 0, f(4) = 4, f(5) = 6 e




V e r no ta de ro da p´e da p´a g ina 1 5 .
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Dizemos que f e´ uma colineac¸a˜o central (tambe´m chamada perspectiva) se f e´ uma
colineac¸a˜o tal que existe um ponto C, chamado centro, com a seguinte propriedade:
f(C) = C e f(X) ∈ XC, para todo o ponto X = C.
Resulta imediatamente da definic¸a˜o de colineac¸a˜o central que qualquer colineac¸a˜o central
fixa as rectas que conteˆm o centro. De facto, sendo m uma recta que conte´m C e X = C um
ponto qualquer de m temos f(C) = C ∈ XC e f(X) ∈ XC, donde resulta que f(XC) = XC.
´
E claro que a aplicac¸a˜o identidade e´ uma colineac¸a˜o central. Na proposic¸a˜o seguinte vamos
ver que uma colineac¸a˜o f diferente da identidade tem, no ma´ximo, um centro.
Proposic¸a˜o 2.2.11 Uma colineac¸a˜o f na˜o pode ter mais do que um centro, a menos que
seja a aplicac¸a˜o identidade.

































), resulta que f(X) = X.













. Num plano projectivo qualquer recta conte´m pelo
menos treˆs pontos. Assim, e´ poss´ıvel encontrar um ponto Z pertencente a` recta XY distinto
de X e de Y . Pela primeira parte da demonstrac¸a˜o sabemos que f(Y ) = Y e f(Z) = Z pelo









donde resulta que f(X) = X .
Portanto, se f e´ uma colineac¸a˜o com mais do que um centro, f e´ a aplicac¸a˜o identidade.
Dizemos que f e´ uma colineac¸a˜o axial se f e´ uma colineac¸a˜o que fixa uma recta, chamada
eixo, ponto por ponto. De seguida, vamos mostrar que uma colineac¸a˜o diferente da identidade
tem, no ma´ximo, um eixo.
Proposic¸a˜o 2.2.12 Uma colineac¸a˜o f na˜o pode ter mais do que um eixo, a menos que seja
a aplicac¸a˜o identidade.
Demonstrac¸a˜o. Suponhamos que f e´ uma colineac¸a˜o com dois eixos que vamos designar
por l e m. Seja P o ponto de intersecc¸a˜o das rectas l e m. Qualquer recta que na˜o conte´m
o ponto P intersecta l e m em pontos distintos A e B, respectivamente. Como f(A) = A e
f(B) = B temos f(AB) = AB.
Seja X um ponto que na˜o pertence a nenhuma das rectas l e m. Num plano projectivo












. Logo f(X) = X.
´
E claro que se X e´ um ponto da recta l ou da recta m, f(X) = X. Portanto, f e´ a aplicac¸a˜o
identidade.
A questa˜o que colocamos agora e´ a seguinte:
Sera´ que o centro de uma colineac¸a˜o central diferente da identidade e´ o u´nico ponto fixo?
A resposta a esta questa˜o e´ dada pela proposic¸a˜o seguinte:
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Proposic¸a˜o 2.2.13 Qualquer colineac¸a˜o central e´ uma colineac¸a˜o axial.
Demonstrac¸a˜o. A identidade e´ uma colineac¸a˜o axial. Seja, portanto, f uma colineac¸a˜o
central diferente da identidade. Seja C o centro de f (proposic¸a˜o 2.2.11). Podemos ter duas
situac¸o˜es:
1. Existem rectas que na˜o conteˆm o centro e sa˜o fixas.
Designemos por l uma dessas rectas. Seja X um ponto de l. Enta˜o f(X) ∈ XC ∩ l,
donde se conclui que f(X) = X e, portanto, l e´ o eixo (proposic¸a˜o 2.2.12).
2. So´ sa˜o fixas as rectas que conteˆm o centro.
Seja l uma recta que na˜o conte´m o centro e seja A = l ∩ f(l). Notemos que C ∈ f(l),
pois C ∈ l e f(C) = C. Como A ∈ AC ∩ f(l) e f(A) ∈ AC ∩ f(l) temos f(A) = A.
Vamos agora mostrar que a recta AC e´ o eixo.
Sejam B ∈ AC tal que B = A,C, m uma recta distinta de AC que conte´m B e
X = m∩ f(m). Como X ∈ XC ∩ f(m) e f(X) ∈ XC ∩ f(m) temos f(X) = X. Enta˜o
f(AX) = AX. Portanto, AX = AC e, consequentemente, X = m ∩AC = B.
Reciprocamente temos a seguinte proposic¸a˜o:
Proposic¸a˜o 2.2.14 Qualquer colineac¸a˜o axial e´ uma colineac¸a˜o central.
Demonstrac¸a˜o. A identidade e´ uma colineac¸a˜o central. Seja, portanto, f uma colineac¸a˜o
axial diferente da identidade. Seja l o eixo de f (proposic¸a˜o 2.2.12). Temos dois casos a
considerar.
1. Existem pontos que na˜o pertencem a` recta l e que sa˜o fixos por f .
Designemos por C um desses pontos. Seja X um ponto distinto de C. Se X ∈ l enta˜o
f(X) = X ∈ XC. Suponhamos agora que X ∈ l. Seja A = XC ∩ l. Enta˜o f(A) = A,
pois l e´ o eixo. Como f e´ uma colineac¸a˜o e X ∈ CA temos f(X) ∈ CA = XC.
Portanto, C e´ o centro (proposic¸a˜o 2.2.11).
2. So´ sa˜o fixos os pontos da recta l.
Seja B ∈ l e seja m = Bf(B). Notemos que f(B) = B, pois B ∈ l. Seja C = m ∩ l.
Como m = f(B)C e f(m) = f(BC) = f(B)C temos f(m) = m. Vamos agora mostrar
que C e´ o centro.
Sejam X um ponto distinto de C tal que X ∈ l e A = Xf(X)∩ l (f(X) = X pois X ∈ l
e A = X pois A ∈ l). Como Xf(X) = XA e f(XA) = XA temos f(Xf(X)) = Xf(X).
Enta˜o Xf(X) e Bf(B) sa˜o rectas fixas e, portanto, Xf(X) ∩Bf(B) e´ um ponto fixo.
Conclu´ımos enta˜o que Xf(X) ∩ Bf(B) = C = A. Assim, Xf(X) = XC e, portanto,
f(X) ∈ XC.
Visto que a estrutura de incideˆncia dual de um plano projectivo e´ um plano projectivo,
a proposic¸a˜o 2.2.14 e´ consequeˆncia da proposic¸a˜o 2.2.13 e do Princ´ıpio de Dualidade (a
proposic¸a˜o 2.2.14 e´ a proposic¸a˜o dual da proposic¸a˜o 2.2.13). Por isso, na˜o era necessa´rio
fazer a demonstrac¸a˜o da proposic¸a˜o 2.2.14. Assim, dada uma proposic¸a˜o relativa a um plano
projectivo, no seguimento deste trabalho na˜o vamos fazer a demonstrac¸a˜o da proposic¸a˜o dual.
Chamamos (C, l)-colineac¸a˜o a uma colineac¸a˜o com centro C e eixo l. Podemos distinguir
dois casos:
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1. C ∈ l e, neste caso, a colineac¸a˜o e´ chamada elac¸a˜o;
2. C ∈ l e, neste caso a colineac¸a˜o e´ chamada homologia.
Proposic¸a˜o 2.2.15 Sejam C um ponto e l uma recta de um plano projectivo π. O conjunto
de todas as (C, l)-colineaco˜es de π com a composic¸a˜o de func¸o˜es e´ um subgrupo do grupo das
colineac¸o˜es de π.
Demonstrac¸a˜o. Sejam f e g duas (C, l)-colineac¸o˜es de π.
´
E claro que f
−1
e f ◦ g sa˜o
colineac¸o˜es. Sendo X = C, temos:
g(X) ∈ XC donde (f ◦ g)(X) = f(g(X)) ∈ f(XC) = XC
e





Ale´m disso, (f ◦ g)(C) = f(g(C)) = f(C) = C e f
−1
(C) = C. Logo C e´ o cen-




E evidente que f
−1
fixa l ponto por ponto. Seja P ∈ l. Temos
(f ◦ g)(P ) = f(g(P )) = f(P ) = P . Logo l e´ o eixo de f ◦ g e de f
−1
.
Conclu´ımos enta˜o que f ◦ g e f
−1
sa˜o (C, l)-colineac¸o˜es.
Consideremos a colineac¸a˜o f do Plano de Fano definida no exemplo da pa´gina 32. Fazendo
C = 1 e l = {1, 2, 4} temos que f e´ uma (C, l)-colineac¸a˜o.
´
E claro que a aplicac¸a˜o identi-
dade tambe´m e´ uma (C, l)-colineac¸a˜o. Podemos enta˜o dizer que existe mais do que uma
(C, l)-colineac¸a˜o de π. Por este motivo, e´ claro que, na˜o e´ suficiente conhecer o centro e o
eixo para definir uma (C, l)-colineac¸a˜o.
Proposic¸a˜o 2.2.16 Uma (C, l)-colineac¸a˜o e´ univocamente determinada pelo seu centro C,
pelo seu eixo l, por um ponto X ∈ l ∪ {C} e a sua imagem.
Demonstrac¸a˜o. Seja f uma (C, l)-colineac¸a˜o e seja X um ponto tal que X = C e X ∈ l.
´
E
claro que f(X) ∈ l, f(X) = C e f(X) ∈ XC. Seja Y um ponto. Se Y ∈ l enta˜o f(Y ) = Y .
Se Y ∈ l temos duas situac¸o˜es a considerar:
FIGURA  11
(a) C ∉ l (b) C ∈ l
C
X f ( X )
Y
f ( Y )
Z
l
f ( X )






1. Y ∈ XC.
Seja Z = XY ∩ l. Observemos que Y ∈ XZ e Z e´ um ponto fixo por f . Enta˜o
f(Y ) ∈ Y C ∩ f(X)Z. Por (P
2
), resulta que f(Y ) e´ o ponto de intersecc¸a˜o das rectas
Y C e f(X)Z (ver figura 11).
2. Y ∈ XC.
Seja X
1
um ponto tal que X
1
∈ XC e X
1
∈ l. Seja Z = XX
1









Y ∩ l. Observemos que Y ∈ X
1
C e Y ∈ l. Enta˜o,





12 (a) e (b)).




f ( X )
f ( Y )







f ( X )





(b) C ∈ l
FIGURA  12
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Numa (C, l)-colineac¸a˜o f diferente da identidade existe um u´nico centro e um u´nico eixo.
Sera´ que existem pontos fixos por f distintos do centro e que na˜o pertenc¸am ao eixo?
Proposic¸a˜o 2.2.17 Qualquer (C, l)-colineac¸a˜o, diferente da identidade, so´ fixa C e todos os
pontos da recta l (na˜o fixa outros pontos ale´m destes).
Demontrac¸a˜o. Suponhamos que X ∈ l, X = C e f(X) = X. Seja Y ∈ XC e Y ∈ l. Seja
Z = XY ∩l. Pela proposic¸a˜o 2.2.16, f(Y ) = Y C∩XZ. Como Y ∈ XZ resulta que f(Y ) = Y .
Seja Y ∈ XC e Y ∈ l. Usando um racioc´ınio ana´logo ao do caso 2. da demonstrac¸a˜o da
proposic¸a˜o 2.2.16 conclu´ımos que f(Y ) = Y (ver figura 13).
Z Z1
X1 = f ( X 1 )
Y = f ( Y )
C
X = f ( X )
FIGURA  13
l
Logo f e´ a identidade.
Proposic¸a˜o 2.2.18 A composta de duas elac¸o˜es (diferentes da identidade) com o mesmo
eixo e diferentes centros e´ ainda uma elac¸a˜o com o mesmo eixo e centro diferente dos ante-
riores.
Demonstrac¸a˜o. Sejam f = id uma elac¸a˜o de centro C
1
e eixo l e g = id uma elac¸a˜o de centro
C
2




. Sejam h = f ◦ g e P ∈ l. Temos h(P ) = f(g(P )) = f(P ) = P ,
ou seja, h e´ uma colineac¸a˜o que fixa a recta l ponto por ponto. Observemos que h = id. De
facto, se h = id enta˜o f = g
−1
e, portanto, f seria uma elac¸a˜o de centro C
2
e eixo l, o que
na˜o acontece. Pelas proposic¸o˜es 2.2.14 e 2.2.11, h tem um u´nico centro que vamos designar
por C.
Vamos agora mostrar que h so´ fixa os pontos da recta l. Suponhamos, com vista a uma
contradic¸a˜o, que existe P ∈ l tal que h(P ) = P . Enta˜o g(P ) = f
−1





(P ) sa˜o colineares, assim como os pontos P , C
2
e g(P ). Designemos por l
1
a recta que




(P ) e por l
2
a recta que conte´m os pontos P , C
2
e g(P ). Se
g(P ) = f
−1






∩ l = l
2




, o que e´ falso. Assim, h
so´ fixa os pontos da recta l e, portanto, C ∈ l. Enta˜o h e´ uma elac¸a˜o de centro C e eixo l.
Se C
1
= C enta˜o g = f
−1
◦ h e´ uma elac¸a˜o de centro C
1
e eixo l ( e´ a composic¸a˜o de duas
elac¸o˜es de centro C
1
e eixo l), o que na˜o acontece. Logo C
1






E imediato que o conjunto de todas as elac¸o˜es com o mesmo eixo com a composic¸a˜o de
func¸o˜es e´ um grupo, chamado grupo de translac¸a˜o com eixo l, que denotamos por G(l).
Denotemos por G(C, l) o grupo das elac¸o˜es de centro C e eixo l. A proposic¸a˜o que a seguir
vamos mostrar da´-nos uma condic¸a˜o suficiente para que o grupo de translac¸a˜o com eixo l seja
abeliano.
Proposic¸a˜o 2.2.19 Se existem dois grupos na˜o triviais
11
de elac¸o˜es de centros distintos e





∈ G(l). Se f
1
= id ou f
2






































































































(P )) sa˜o colineares














































fixam todos os pontos da
















Por hipo´tese, existe g ∈ G(C
2



























◦ g) ◦ f
1



























Um plano projectivo e´ (C, l)-transitivo para algum ponto C e alguma recta l se,
para qualquer par de pontos distintos X e Y tais que nenhum pertence a l ∪ {C} e C, X e
Y sa˜o colineares, existe uma (C, l)-colineac¸a˜o f tal que f(X) = Y .
Lema 2.2.20 Se π e´ (C, l)-transitivo e f e´ uma colineac¸a˜o de π, enta˜o π e´ tambe´m
(f(C), f(l))-transitivo.
11
U m g rupo diz -se triv ia l se c o nt´e m a pe na s o e le me nto ne utro .
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Demonstrac¸a˜o. Sejam f(X) e f(Y ) pontos que na˜o pertencem a f(l) ∪ {f(C)} e tais que
f(X), f(Y ) e f(C) sa˜o colineares. Pretendemos encontrar uma (f(C), f(l))-colineac¸a˜o h tal
que h(f(X)) = f(Y ).
Como f e´ uma colineac¸a˜o, f
−1
tambe´m e´ uma colineac¸a˜o e como f(X), f(Y ) e f(C)
sa˜o colineares, resulta que f
−1
(f(X)) = X, f
−1
(f(Y )) = Y e f
−1
(f(C) = C tambe´m sa˜o
colineares. Atendendo a que π e´ (C, l)-transitivo, existe uma (C, l)-colineac¸a˜o g tal que




E imediato que h e´ uma colineac¸a˜o.
Vejamos que f(C) e´ o centro. Temos
h(f(C)) = (f ◦ g ◦ f
−1
)(f(C))
= (f ◦ g)(f
−1
(f(C)))
= (f ◦ g)(C)
= f(g(C))
= f(C),
isto e´, f(C) e´ fixo por h. Seja Z um ponto tal que f(Z) = f(C). Enta˜o Z = C e g(Z) ∈ ZC
donde h(f(Z)) = f(g(Z)) ∈ f(ZC) = f(Z)f(C). Logo f(C) e´ o centro.
Para todo o P ∈ l,
h(f(P )) = (f ◦ g ◦ f
−1
)(f(P ))
= (f ◦ g)(P )
= f(P ),
isto e´, f(l) e´ fixa ponto por ponto.
Temos tambe´m
h(f(X)) = (f ◦ g ◦ f
−1
)(f(X))




E claro que, num plano projectivo finito o nu´mero de pontos fixos por uma colineac¸a˜o f
e´ finito, assim como o nu´mero de rectas fixas por f . Dizemos que o ponto P e a recta l
formam um par com respeito a f , e escrevemos (P, l)
f
, se P ∈ l e P ∈ f(l) e dizemos
que o ponto P e a recta l formam um duplo
12
com respeito a f , e escrevemos [P, l]
f
,
se P ∈ l e f(P ) ∈ l.
Proposic¸a˜o 2.2.21 Seja f uma colineac¸a˜o de um plano projectivo de ordem n. Enta˜o o
nu´mero de pontos fixos por f e´ igual ao nu´mero de rectas fixas por f .
Demonstrac¸a˜o. Denotemos por Fix(f|
P
) o conjunto dos pontos fixos por f e por Fix(f|
L
)
o conjunto das rectas fixas por f . Se l e´ uma recta fixa por f enta˜o
(P, l)
f
⇔ P ∈ l.
12
Em Ing lˆe s “cou ple”.
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Atendendo a que cada recta de π conte´m n + 1 pontos, o nu´mero de pares (P, l)
f
onde l e´
uma recta fixa por f , e´ igual a (n+ 1)|Fix(f|
L
)|. Se l na˜o e´ uma recta fixa por f enta˜o l e
f(l) intersectam-se num u´nico ponto. Assim, (l∩ f(l), l)
f
e´ o u´nico par que conte´m a recta l.
Denotemos por P(f) o conjunto dos pares distintos com respeito a f . Como em π ha´
n
2
+ n+ 1 rectas temos












Denotemos por D(f) o conjunto dos duplos distintos com respeito a f . Reparemos que o
dual de um par e´ um duplo. Fazendo agora um racioc´ınio ana´logo ao anterior em termos das








⇔ P ∈ l e P ∈ f(l)
⇔ P ∈ l e f
−1







Resulta enta˜o que |P(f)| = |D(f
−1













































Dizemos que uma colineac¸a˜o f e´ uma involuc¸a˜o se f = id e f
2
= id, onde f
2
= f ◦ f .
Proposic¸a˜o 2.2.22 Seja f uma involuc¸a˜o de um plano projectivo π. Enta˜o qualquer ponto
de π pertence a uma recta fixa.
Demonstrac¸a˜o. Seja P um ponto de π. Temos duas possibilidades:
(a) P na˜o e´ um ponto fixo. Enta˜o f(P ) = P e, portanto, a recta Pf(P ) e´ fixa ja´ que
f
2
(P ) = P . Logo P pertence a uma recta fixa.
(b) P e´ um ponto fixo. Seja Q um ponto distinto de P . Se PQ e´ uma recta fixa enta˜o
P pertence a uma recta fixa. Se PQ na˜o e´ uma recta fixa enta˜o f(Q) ∈ PQ. Seja R
um ponto da recta PQ distinto dos pontos P e Q. Enta˜o f(R) ∈ f(PQ) = Pf(Q).
Seja M = Qf(R) ∩ Rf(Q). Como f(Qf(R)) = f(Q)R e f(Rf(Q)) = f(R)Q temos
f(M) ∈ Qf(R) ∩ Rf(Q) e, por conseguinte, M = f(M). Logo a recta MP e´ fixa por
f .
Proposic¸a˜o 2.2.23 Seja f uma involuc¸a˜o de um plano projectivo π. Enta˜o qualquer recta
de π conte´m um ponto fixo.
Demonstrac¸a˜o. Notemos que esta proposic¸a˜o e´ a proposic¸a˜o dual da anterior.
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Teorema 2.2.24 Seja f uma involuc¸a˜o de um plano projectivo π de ordem n. Enta˜o temos
uma das duas situac¸o˜es:
1. Existe um nu´mero natural m tal que n = m
2
e os pontos fixos e as rectas fixas de f
formam um subplano de π de ordem m.
2. f e´ uma colineac¸a˜o central e, neste caso, f e´ uma homologia se n e´ ı´mpar e e´ uma
elac¸a˜o se n e´ par.
Demonstrac¸a˜o. Qualquer recta que conte´m dois pontos fixos e´ uma recta fixa e a intersecc¸a˜o
de duas rectas fixas e´ um ponto fixo. Temos duas situac¸o˜es a considerar:
1. Existe um conjunto de quatro pontos fixos tais que na˜o ha´ treˆs colineares.
Enta˜o, os pontos fixos e as rectas fixas formam um subplano pro´prio de π (notemos que
existem pontos em π que na˜o sa˜o fixos, pois f = id). Designemos por π¯ tal subplano
e, suponhamos que a sua ordem e´ m. Enta˜o, pelo teorema 2.2.9, n ≥ m
2
. Se n > m
2
existe uma recta de π que na˜o conte´m nenhum ponto de π¯, o que e´ falso pois qualquer
recta de π conte´m um ponto fixo. Logo n = m
2
.
2. Na˜o existe um conjunto de quatro pontos fixos tais que na˜o ha´ treˆs colineares.
Vejamos que, neste caso, existe uma recta que conte´m treˆs pontos fixos. Seja l uma
recta e seja P um ponto fixo pertencente a l. Escolhemos uma recta r que na˜o passa
por P . A recta r conte´m um ponto fixo R = P e a recta t = PR e´ fixa. Seja Q ∈ t tal
que Q = R e Q = P . Se Q e´ fixo enta˜o a recta t conte´m treˆs pontos fixos. Suponhamos
que Q na˜o e´ fixo. Designemos por s uma recta que conte´m Q e e´ distinta da recta t. A










Os pontos P , S e R sa˜o treˆs pontos fixos na˜o colineares. Designemos por m uma recta
que conte´m Q e e´ distinta de s e de t.
´
E claro que m na˜o conte´m os pontos P , S e
R. A recta m conte´m um ponto fixo M . Como na situac¸a˜o que estamos a considerar
na˜o existe um conjunto de quatro pontos fixos tais que na˜o ha´ treˆs colineares, M tera´
que pertencer a uma das rectas PS ou RS. Portanto, existe uma recta com treˆs pontos
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fixos.
Seja l uma recta que conte´m treˆs pontos fixos P , Q e R. Como na˜o existe um conjunto
de quatro pontos fixos tais que na˜o ha´ treˆs colineares, na˜o podem existir dois ou mais
pontos fixos que na˜o pertenc¸am a l. Assim, ou existe um so´ ponto fixo que na˜o pertence
a l ou todos os pontos fixos pertencem a l.
Suponhamos agora que todos os pontos fixos pertencem a l. Seja X um ponto de l
e seja r uma recta que conte´m X e e´ distinta de l. Atendendo a que qualquer recta
conte´m um ponto fixo e´ evidente que X e´ um ponto fixo. Enta˜o l e´ fixa ponto por
ponto. Como f e´ uma colineac¸a˜o axial diferente da identidade, pela proposic¸a˜o 2.2.14,
f e´ uma colineac¸a˜o central. Atendendo a que f so´ fixa os pontos do eixo, conclu´ımos
que f e´ uma elac¸a˜o.
Suponhamos que existe um ponto fixo que na˜o pertence a l. Designemos esse ponto
por C. Seja X um ponto de l. Existe uma recta r que conte´m X e e´ distinta de l e de
XC. Como r tem um ponto fixo e C na˜o pertence a r, resulta que X e´ um ponto fixo
de r. Logo qualquer ponto da recta l e´ fixo. Como f e´ uma colineac¸a˜o axial diferente
da identidade, pela proposic¸a˜o 2.2.14, f e´ uma colineac¸a˜o central. Atendendo a que f
so´ fixa o centro e todos os pontos do eixo, conclu´ımos que f e´ uma homologia.
Como l conte´m n + 1 pontos existem n
2
pontos que na˜o pertencem a l. Atendendo a
que f e´ uma involuc¸a˜o, para todo o ponto P , f(f(P )) = P . Vamos dispor os pontos de
π que na˜o pertencem a l em pares do tipo (P, f(P )). Enta˜o (f(P ), P ) tambe´m e´ um
par tal que f(P ) ∈ l. Se n e´ ı´mpar enta˜o n
2
tambe´m e´ ı´mpar e, neste caso, existe um
par (C, f(C)) com f(C) = C, ou seja, existe um ponto C que na˜o pertence a l e e´ fixo
por f , donde se conclui que f e´ uma homologia. Se n e´ par enta˜o n
2
tambe´m e´ par e,
neste caso, na˜o existem pontos que na˜o pertencem a l que sejam fixos por f , pois esse
nu´mero de pontos teria que ser maior ou igual a 2 e ja´ vimos que so´ podera´ existir um
ponto nestas condic¸o˜es. Logo f so´ fixa os pontos da recta l pelo que e´ uma elac¸a˜o.
2.2.5 Obtenc¸a˜o de um plano afim a par tir de um plano pr ojectivo e r eci-
pr ocamente
Um plano afim pode ser estendido a um plano projectivo atrave´s da construc¸a˜o que a seguir
vamos descrever.
Seja A = (P , L ) um plano afim. Para cada recta l ∈ L , [l] designa a classe de rectas
paralelas a l. Como a relac¸a˜o de paralelismo e´ uma relac¸a˜o de equivaleˆncia, r ∈ [l] se e so´ se
[r] = [l]. Seja l
∞
= {[l] : l ∈ L }. Consideremos os conjuntos
¯




L = {l ∪ {[l]} : l ∈ L } ∪ {l
∞
}.
Cada classe de rectas paralelas e´ chamada ponto no infinito e l
∞
e´ o conjunto de todos os
pontos no infinito. Designemos l
∞
por recta no infinito.








). Sejam P e Q dois pontos distintos de π. Temos treˆs situac¸o˜es a consi-
derar:
1. Se P,Q ∈ P enta˜o existe uma u´nica recta l de A que conte´m os pontos P e Q. Assim,
l ∪ {[l]} e´ a u´nica recta de π que conte´m ambos os pontos.
42
2. Se P e Q sa˜o pontos no infinito a u´nica recta que conte´m ambos os pontos e´ a recta l
∞
.
3. Suponhamos que P ∈ P e Q e´ um ponto no infinito. Enta˜o Q = [l], para alguma recta l
de A. Sabemos tambe´m que P pertence exactamente a uma recta r da classe de rectas















= r ∪ {[r]}, onde r e´ uma recta de A.
´




intersectam-se num u´nico ponto, o ponto [r].
2. l
1
= l ∪ {[l]} e r
1
= r ∪ {[r]}, onde l e r sa˜o duas rectas distintas de A.
Se l‖r, atendendo ao facto de que as rectas l e r na˜o teˆm nenhum ponto comum e a




intersectam-se num u´nico ponto, o ponto
no infinito [l].
Se l  ‖r
13
enta˜o as rectas l e r teˆm um u´nico ponto comum que designamos por P .



























na˜o sa˜o paralelas e, portanto, pertencem a classes distintas




, [l] e [r] sa˜o quatro pontos de π









Denotemos por π = A∪ l
∞
o plano projectivo obtido a partir do plano afim A atrave´s da
construc¸a˜o atra´s descrita. Se A e´ um plano afim de ordem n enta˜o existem n+ 1 classes de
rectas paralelas e, portanto, n+ 1 pontos no infinito. Como em A existem n
2
pontos temos
que em π existem n
2
+ n+ 1 pontos.
´
E claro que, em π tambe´m existem n
2
+ n+ 1 rectas.
Portanto, π e´ um plano finito. Como cada recta de A conte´m exactamente n pontos temos
que cada recta de π conte´m exactamente n+ 1 pontos e, portanto, π tem ordem n.
13
A e x pre ss˜a o l  ‖ r sig nific a q ue a s re c ta s l e r n˜a o s˜a o pa ra le la s.
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L ) e seja m¯ uma recta de π. Para cada
recta r¯ de π distinta de m¯, definimos uma nova recta r do seguinte modo:
r = {P ∈ r¯ : P ∈ m¯}.
Consideremos os conjuntos
P = {P ∈
¯
P : P ∈ m¯} e L = {r : r¯ ∈
¯
L e r¯ = m¯}.




). Sejam P,Q ∈ P . Como P,Q ∈ P ⊆
¯
P existe uma u´nica recta r¯ de π
que conte´m ambos os pontos (e´ claro que r¯ = m¯). Assim, a recta r = {R ∈ r¯ : R ∈ m¯} e´ a
u´nica recta de A que conte´m ambos os pontos.
Verificac¸a˜o de (A
2
). Sejam R um ponto e r uma recta de A tal que R ∈ r. Temos
r = {P ∈ r¯ : P ∈ m¯}, para alguma recta r¯ de π. Seja Q = m¯ ∩ r¯.
´
E claro que Q ∈
¯
P \ P.
Seja s = {P ∈ RQ : P ∈ m¯}. A recta s e´ uma recta de A que conte´m R e tal que s e r
na˜o teˆm nenhum ponto comum. Atendendo a (P
2
), Q e´ o u´nico ponto de r¯ que pertence a
m¯. Enta˜o, podemos concluir que s e´ a u´nica recta de A tal que R ∈ s e s‖r.
Verificac¸a˜o de (A
3
). Seja P ∈ m¯. Sejam r¯ e s¯ duas rectas distintas de π que conteˆm P e tais




∈ s¯ tais que S
1
= P e S
2
= P e seja R ∈ r¯ tal que R = P .
´




e R sa˜o treˆs pontos de A na˜o colineares.
Denotemos por A = π \ m¯ o plano afim obtido a partir do plano projectivo π atrave´s da
construc¸a˜o anterior. Se π e´ um plano projectivo de ordem n enta˜o A e´ um plano afim de
ordem n. De facto, como em π existem n
2
+n+1 rectas e nesta construc¸a˜o removemos uma
destas rectas temos que em A existem n
2
+ n rectas. Ale´m disso, como removemos todos os
pontos de uma recta de π e como em π existem n
2
+ n+1 pontos e cada recta conte´m n+1
pontos resulta que em A ha´ n
2
pontos.
A existeˆncia de um plano projectivo de ordem n equivale a` existeˆncia de um conjunto
completo de quadrados latinos.
Teorema 2.2.27 Existe um plano projectivo de ordem n se e so´ se existe um conjunto com-
pleto de quadrados latinos de ordem n.
Demonstrac¸a˜o.
´
E uma consequeˆncia imediata das duas proposic¸o˜es anteriores e do teorema
2.1.23.
Daqui em diante, ao escrevermos A∪ l
∞
estamos a refirir-nos ao plano projectivo que se
obte´m do plano afim A e ao escrevermos π \ m¯ estamos a referir-nos ao plano afim que se
obte´m do plano projectivo π atrave´s das construc¸o˜es atra´s descritas.
Consideremos o plano projectivo π = A ∪ l
∞
e seja f uma colineac¸a˜o de A. Designemos
por f
π
a extensa˜o de f a π definida do seguinte modo:
f
π
(P ) = f(P ), para todo o ponto P de A e f
π
([l]) = [f(l)], para toda a recta l de A.
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A extensa˜o de f a π, f
π
, e´ uma colineac¸a˜o de π.
´
E claro que se f = id enta˜o f
π
= id.
(i) Suponhamos que f e´ uma perspectiva afim de A, diferente da identidade, com eixo l.
Seja t um trac¸o de f . O ponto [t] pertence a` recta l
∞
e e´ fixo por f
π
(notemos que f
fixa trac¸os). Como os u´nicos pontos fixos por f sa˜o os pontos da recta l e [l] e´ um ponto
fixo por f
π
(visto que l e´ uma recta fixa por f) conclu´ımos que, em π, a recta l ∪ {[l]}
e´ a u´nica recta fixa, por f
π
, ponto por ponto. Enta˜o f
π
e´ uma colineac¸a˜o axial com
eixo a recta l ∪ {[l]}. Consequentemente f
π
e´ uma colineac¸a˜o central de centro [t]. Se
algum trac¸o de f intersecta l enta˜o Γ = [t] e [t] = [l] (Γ e´ o conjunto dos trac¸os de f).
Neste caso f
π
e´ uma homologia. Se nenhum trac¸o de f intersecta l enta˜o [t] = Γ ∪ {l}
e, portanto, [t] = [l]. Neste caso f
π
e´ uma elac¸a˜o.
(ii) Suponhamos que f e´ uma dilatac¸a˜o diferente da identidade. Enta˜o, para toda a recta
l de A, f
π




e´ uma colineac¸a˜o axial e, conse-
quentemente, uma colineac¸a˜o central. Se f e´ uma homotetia de centro C enta˜o f
π
e´
uma homologia de centro C e eixo l
∞
. Se f e´ uma translac¸a˜o enta˜o f
π
e´ uma elac¸a˜o de
eixo l
∞
e centro [Pf(P )] com P ∈ A
14
.
Consideremos agora o plano afim A = π \ m¯ e seja f uma colineac¸a˜o de π.
(a) Suponhamos que f e´ uma (C, m¯)-colineac¸a˜o de π.
Qualquer recta r¯ de π, distinta de m¯, intersecta a recta m¯ num ponto que vamos designar
por P .
´
E claro que, em π, as rectas r¯ e f(r¯) intersectam-se no ponto P . Atendendo a
que f|
A




(i) Se f e´ uma elac¸a˜o enta˜o f|
A
na˜o fixa pontos e, portanto, f|
A
e´ uma translac¸a˜o.
(ii) Se f e´ uma homologia enta˜o f|
A
so´ fixa o ponto C e, portanto, f|
A
e´ uma homotetia.
(b) Suponhamos que f e´ uma (C,
¯
l)-colineac¸a˜o de π, com C ∈ m¯ e
¯
l = m¯.
Enta˜o a recta l = {P ∈
¯
l : P ∈ m¯} e´ uma recta fixa, por f |
A
, ponto por ponto.
Observemos que f|
A
na˜o fixa outros pontos. Logo f|
A
e´ uma perspectiva afim.
(i) Se f e´ uma elac¸a˜o enta˜o f |
A
e´ uma perspectiva afim cujos trac¸os sa˜o paralelos a l
ja´ que, em π, C =
¯
l ∩ Pf(P ), para todo o ponto P de π que na˜o pertence a
¯
l.
(ii) Se f e´ uma homologia enta˜o f|
A
e´ uma perspectiva afim cujos trac¸os intersectam
l.
2.2.6 Configur ac¸a˜o de Desar gues
Da existeˆncia de certos tipos de colineac¸o˜es de um plano projectivo podem surgir algumas
configurac¸o˜es especiais. Seja f uma (C, l)-colineac¸a˜o de um plano projectivo π tal que exis-
tem treˆs pontos X, Y e Z que na˜o sa˜o fixos por f e {X, Y, Z, C} e´ um conjunto de quatro




= f(Y ) e Z
1
= f(Z). Vejamos












pertencem a` recta l (ver
figura 16 (a) e (b)).
14
Obse rv e mo s q ue , se P e Q s˜a o po nto s de A e nt˜a o [Pf(P )] = [Qf(Q)], c a so c o ntr´a rio , f te ria um po nto













(a)  C ∉ l











Observemos que U = C, V = C e W = C, pois U ∈ XY , V ∈ XZ, W ∈ Y Z e
{X,Y,Z,C} e´ um conjunto de quatro pontos onde na˜o ha´ treˆs colineares. Como U ∈ XY




. Atendendo ao facto que C e´ o centro e U = C vem f(U) ∈ CU .








∩ CU conclu´ımos que U = f(U).
Raciocinando de modo ana´logo temos V = f(V ) e W = f(W ). Como f fixa apenas o centro
e todos os pontos de l conclu´ımos que U , V e W pertencem a l.
`






, U , V e W e pelas












e l chamamos configurac¸a˜o de
Desargues. Uma configurac¸a˜o de Desargues pode surgir ou na˜o de uma (C, l)-colineac¸a˜o.






esta˜o nas condic¸o˜es da configurac¸a˜o
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de Desargues se C, X, X
1
e C, Y , Y
1
e C, Z, Z
1
sa˜o ternos de pontos colineares, {C,X, Y, Z}













nas condic¸o˜es da configurac¸a˜o de Desargues














SeX , Y e Z sa˜o treˆs pontos na˜o colineares dizemos que formam um triaˆngulo de ve´rtices












dois triaˆngulos. Se existe um









































































Seja ∆XY Z um triaˆngulo e f uma (C, l)-colineac¸a˜o que na˜o fixa os ve´rtices desse triaˆngulo
nem as rectas XY , XZ e Y Z. Atendendo ao in´ıcio desta secc¸a˜o podemos concluir que os
triaˆngulos ∆XY Z e ∆f(X)f(Y )f(Z) encontram-se em perspectiva a partir de C e de l.
A existeˆncia de uma configurac¸a˜o de Desargues e´ equivalente a` existeˆncia de um par de
triaˆngulos em perspectiva a partir de um ponto e de uma recta.
Dizemos que um plano projectivo π e´ um plano de Desargues se, para qualquer escolha






nas condic¸o˜es da configurac¸a˜o de Desargues os pontos













No Plano de Fano na˜o e´ poss´ıvel encontrar um conjunto de sete pontos nas condic¸o˜es da
configurac¸a˜o de Desargues. Assim, toda a afirmac¸a˜o relativa a qualquer conjunto de sete
pontos do Plano de Fano nas condic¸o˜es da configurac¸a˜o de Desargues e´ sempre verdadeira. O
Plano de Fano e´, portanto, um plano de Desargues. Excepto o Plano de Fano, um plano pro-
jectivo π que admita uma (C, l)-colineac¸a˜o, diferente da identidade, admite uma configurac¸a˜o
de Desargues induzida pela colineac¸a˜o. O teorema seguinte da´-nos uma condic¸a˜o necessa´ria
e suficiente para que um plano projectivo π seja um plano de Desargues. Dizemos que um
plano projectivo tem um conjunto completo de colineac¸o˜es centrais se e´ (C, l)-transitivo
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para qualquer ponto C e para qualquer recta l.
Teorema 2.2.28 O plano projectivo π tem um conjunto completo de colineac¸o˜es centrais se
e so´ se π e´ um plano de Desargues.
Demonstrac¸a˜o. Qualquer (C, l)-colineac¸a˜o, diferente da identidade, do Plano de Fano e´
uma elac¸a˜o. Assim, e´ fa´cil ver que o Plano de Fano tem um conjunto completo de colineac¸o˜es
centrais. Suponhamos que π tem um conjunto completo de colineac¸o˜es centrais. Sejam






pontos nas condic¸o˜es da configurac¸a˜o de Desargues. Como π
tem um conjunto completo de colineac¸o˜es centrais existe uma (C,UV )-colineac¸a˜o f , onde








tal que f(X) = X
1
. Notemos que X,X
1
∈ UV (caso
contra´rio, ter´ıamos X = U = X
1





a` recta UV . Como U ∈ UV e UV e´ o eixo temos f(U) = U e, portanto, resulta que
f(XU) = X
1
U . Atendendo a que U ∈ XY temos Y ∈ XU donde f(Y ) ∈ X
1
U . Por outro
lado sabemos que f(Y ) ∈ CY (porque C e´ o centro). Assim, f(Y ) ∈ CY ∩X
1
U e, portanto,






U (C, Y e Y
1




). De modo ana´logo
podemos provar que f(Z) = Z
1
.




. Ale´m disso, f(W ) ∈ CW . Uma vez que




temos f(W ) = W . Como f e´ uma (C,UV )-colineac¸a˜o diferente da iden-
tidade, f fixa somente C e todos os pontos da recta UV . Atendendo a que W e´ um ponto
fixo temos W ∈ UV ou W = C. Suponhamos que W = C. Enta˜o C ∈ Y Z ∩ Y Y
1
= Y . Logo
C = Y , o que e´ falso. Resulta assim que W ∈ UV e, portanto, U , V e W sa˜o colineares
donde conclu´ımos que π e´ um plano de Desargues.
Reciprocamente, suponhamos que π e´ um plano de Desargues. Pretendemos mostrar que,
para qualquer ponto C e para qualquer recta l, π e´ (C, l)-transitivo. Sejam l uma recta e
X,X
1
e C treˆs pontos distintos colineares tais que X,X
1
∈ l. Vamos mostrar que existe uma
(C, l)-colineac¸a˜o f tal que f(X) = X
1
. Designemos por P o conjunto de pontos do plano π.
Definimos em (P \ {XX
1







P se P ∈ l ∪ {C}
CP ∩X
1
U onde U = XP ∩ l se P ∈ l e P ∈ XX
1
.
Fixemos Y ∈ XX
1




(Y ). Definimos em (P \ {Y Y
1








P se P ∈ l ∪ {C}
CP ∩ Y
1





(P ) = f
2
(P ) = P , para todo o P ∈ l ∪ {C}. Vejamos agora que, para todo o








(Z). Temos dois casos a considerar:
1. Z ∈ XY .
Como XZ ∩ l = Y Z ∩ l = U temos f
1













(Y ) = Y
1






2. Z ∈ XY .




(Z) (ver figura 19).






sa˜o distintos e esta˜o nas condic¸o˜es da con-













sa˜o colineares. Por definic¸a˜o de f
1














e´ um ponto da recta l. Como







































P se P ∈ l ∪ {C}
f
1





(P ) se P ∈ XX
1
\ {C}.
Vamos agora mostrar que f aplica rectas em rectas. Seja m uma recta qualquer. Temos
dois casos:
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1. Se m = l resulta imediatamente da definic¸a˜o de f que f(m) = m.
2. Suponhamos que m = l.
´
E claro que, se m = XX
1
enta˜o f(m) = m. Suponhamos
agora que m = XX
1




dois pontos da rectam distintos




























e M sa˜o colineares pelo que conclu´ımos que f(m) e´ uma recta.















= m. Se M = C enta˜o




e´ distinto de C. Sem perda de genera-
lidade, podemos supor M
′








= m pelo que f(m) = m.
































esta˜o nas condic¸o˜es da configurac¸a˜o de De-

























sa˜o colineares. Atendendo a que os pontos




















sa˜o colineares e, portanto, f(m) e´ uma recta.
A aplicac¸a˜o f e´ bijectiva (resulta da definic¸a˜o de f , do facto que f aplica rectas em rectas
e de que π e´ um plano projectivo), aplica pontos em pontos, aplica rectas em rectas, fixa a
recta l ponto por ponto, f(C) = C e, para todo o X = C, f(X) ∈ XC. Portanto f e´ uma
(C, l)-colineac¸a˜o.
´




Em geral, existem configurac¸o˜es de Desargues que na˜o proveˆm de uma (C, l)-colineac¸a˜o.
Mas, se um plano projectivo e´ um plano de Desargues enta˜o todas as configurac¸o˜es de De-
sargues proveˆm de uma (C, l)-colineac¸a˜o. No apeˆndice B, em particular secc¸a˜o B.3, iremos
ver que se π e´ um plano projectivo de ordem 2, 3 ou 4 enta˜o π e´ um plano de Desargues. Em
qualquer plano projectivo de ordem n > 2 existem sete pontos nas condic¸o˜es da configurac¸a˜o
de Desargues. De seguida, vamos mostrar que em qualquer plano projectivo de ordem n > 2
existe pelo menos uma configurac¸a˜o de Desargues.
Proposic¸a˜o 2.2.29 Todo o plano projectivo de ordem n > 2 admite uma configurac¸a˜o de
Desargues.
Demonstrac¸a˜o. Seja π um plano projectivo de ordem n.
´
E claro que, no caso em que n = 3
ou n = 4 existem va´rias configurac¸o˜es de Desargues. Suponhamos que n ≥ 5. Seja l uma














(observemos que e´ poss´ıvel fazer tal escolha ja´ que, como n ≥ 5, cada






















do seguinte modo (ver figura 21): X
2





































































































































e´ uma configurac¸a˜o de Desargues.
Observemos que todo o plano projectivo de ordem n > 2 admite va´rias configurac¸o˜es
de Desargues, uma vez que na demonstrac¸a˜o da proposic¸a˜o anterior a escolha de l e de C e´
arbitra´ria. Dizemos que um plano afim A e´ um plano de Desargues se o plano projectivo
π = A ∪ l
∞
e´ um plano de Desargues.










































































= X ∈ l
∞




= Y ∈ l
∞




= Z ∈ l
∞
. Se Y = Z
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. Se Y = Z, enta˜o X,A,B e C sa˜o
quatro pontos distintos de A∪l
∞












sa˜o ternos de pontos na˜o colineares (ver
figura 22). Como A∪ l
∞
























































= Y ∈ l
∞
. Notemos que X = Y . P,A,B e C
sa˜o quatro pontos de A∪ l
∞




















∈ XY = l
∞





Dizemos que um plano afim A tem um conjunto completo de dilatac¸o˜es se, dados treˆs
pontos colineares e distintos C,X e X
1
existe uma homotetia f de A com centro C e tal que
f(X) = X
1
e dados pontos P e Q de A existe uma translac¸a˜o g tal que g(P ) = Q (notemos
que no caso de P = Q, g e´ a identidade).
Dizemos que um plano afim A tem um conjunto completo de perspectivas afins, se
dada uma recta qualquer l e dois pontos P,Q ∈ l, existe uma perspectiva afim f de A com
eixo l tal que f(P ) = Q.
Proposic¸a˜o 2.2.31 O plano projectivo π e´ um plano de Desargues se e so´ se para toda a
recta m¯ de π, o plano afim π \ m¯ tem um conjunto completo de dilatac¸o˜es e um conjunto
completo de perspectivas afins.
Demonstrac¸a˜o. Suponhamos que π e´ um plano de Desargues. Enta˜o π tem um conjunto
completo de colineac¸o˜es centrais. Seja m¯ uma recta de π. Vejamos que:
1. O plano afim π \ m¯ tem um conjunto completo de dilatac¸o˜es.
Sejam C,X e X
1
treˆs pontos distintos e colineares de π \ m¯. Atendendo a que π tem
um conjunto completo de colineac¸o˜es centrais, existe uma (C, m¯)-colineac¸a˜o f de π que
aplica X em X
1
. Como f e´ uma homologia de π resulta que f|
π\m¯
e´ uma homotetia de
centro C que aplica X em X
1
.
Sejam P e Q pontos distintos de π \ m¯. Seja C
1
= PQ ∩ m¯. Existe uma (C
1
, m¯)-coli-




2. O plano afim π \ m¯ tem um conjunto completo de perspectivas afins.
Sejam l
1
uma recta de π \ m¯ e P e Q dois pontos distintos de π \ m¯ tais que P,Q ∈ l
1
.
Seja C = PQ ∩ m¯. Existe uma (C, l
1
)-colineac¸a˜o f de π tal que f(P ) = Q. Como
f e´ uma homologia de π temos que f |
π\m¯
e´ uma perspectiva afim de eixo l
1
tal que
f(P ) = Q.
Reciprocamente, suponhamos que para toda a recta m¯ de π, o plano afim π \ m¯ tem um
conjunto completo de dilatac¸o˜es e um conjunto completo de perspectivas afins. Seja C um
ponto de π e
¯
l uma recta de π. Sejam X e X
1




l e C,X e
X
1







l tem um conjunto completo de dilatac¸o˜es, existe uma homotetia f de π \
¯
l




( extensa˜o de f a π) e´ uma (C,
¯
l)-coli-













que tal recta existe). Como π \ r¯ tem um conjunto completo de perspectivas afins,
existe uma perspectiva afim f de eixo l =
¯
l \ {C} tal que f(X) = X
1
. A recta de π \ r¯
que conte´m os pontos X e X
1
e´ um trac¸o de f . Designemos por t essa recta. Como
t e´ paralela a l temos que nenhum trac¸o de f intersecta a recta l. Enta˜o, sendo Γ o






2.3 P lano de M o¨bius
Um plano de Mo¨bius
15
e´ uma estrutura de incideˆncia M = (P, L ), em que os elementos de
L sa˜o designados por c´ırculos, que satisfaz as seguintes condic¸o˜es:
(M
1
) Dados treˆs pontos existe um u´nico c´ırculo que os conte´m;
(M
2
) Dado um c´ırculo α e dois pontos P e Q tais que P pertence a α e Q na˜o pertence a
α, existe um u´nico c´ırculo β que conte´m os pontos P e Q e tal que P e´ o u´nico ponto
comum aos c´ırculos α e β;
(M
3
) Existem quatro pontos que na˜o pertencem ao mesmo c´ırculo. Existem pelo menos cinco
pontos. Qualquer c´ırculo conte´m pontos.
Designemos por PQR o c´ırculo que conte´m os pontos P,Q e R. Dado um conjunto de
pontos dizemos que estes sa˜o conc´ıclicos se pertencem a um mesmo c´ırculo. Assim, num




















































































Como o exemplo anterior mostra, a intersecc¸a˜o de dois c´ırculos pode ser um conjunto de
dois pontos. Em geral, temos a seguinte proposic¸a˜o:
15
T a mb´e m de sig na do po r pla no inv e rsiv o .
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Lema 2.3.1 A intersecc¸a˜o de dois c´ırculos distintos de um plano de Mo¨bius conte´m, no
ma´ximo, dois pontos.
Demonstrac¸a˜o. Sejam α e β dois c´ırculos e suponhamos que α e β intersectam-se em treˆs
pontos. Por (M
1
), resulta que α = β. Portanto dois c´ırculos distintos intersectam-se, no
ma´ximo, em dois pontos.
Ao escrevermos α∩β = {P} pretendemos dizer que P e´ o u´nico ponto comum aos c´ırculos
α e β e dizemos que os c´ırculos α e β sa˜o tangentes em P e P e´ o ponto de tangeˆncia.
Ao escrevermos α ∩ β = {P,Q} pretendemos dizer que α e β intersectam-se nos pontos P e
Q e dizemos que os c´ırculos α e β sa˜o secantes. Se os c´ırculos α e β na˜o teˆm nenhum ponto
comum dizemos que α e β sa˜o disjuntos.
Lema 2.3.2 Num plano de Mo¨bius , um ponto, dois pontos ou treˆs pontos pertencem a um
conjunto de quatro pontos na˜o conc´ıclicos.
Demonstrac¸a˜o. Basta ter em atenc¸a˜o que existe um conjunto de quatro pontos na˜o
conc´ıclicos e que treˆs pontos distintos definem um u´nico c´ırculo.
Lema 2.3.3 Num plano de Mo¨bius qualquer c´ırculo conte´m pelo menos treˆs pontos.
Demonstrac¸a˜o. Seja α um c´ırculo deM. Seja P
1
um ponto de α (tal ponto existe atendendo
a (M
3







































(notemos que estes c´ırculos sa˜o distintos).
Se existe i ∈ {2, 3, 4} tal que α = α
i























}, no ma´ximo, um dos treˆs c´ırculos e´ tangente a α no ponto P
1
(notemos
que dois c´ırculos distintos ambos tangentes a α em P
1
na˜o teˆm pontos comuns ale´m de P
1
).






sa˜o secantes a α e,
portanto, α conte´m pelo menos treˆs pontos.
Seja N um ponto de um plano de Mo¨bius M = (P, L ). Designemos por L
N
o conjunto
dos c´ırculos de L que conteˆm N . Em L
N
definimos uma relac¸a˜o T
N
, chamada relac¸a˜o de
tangeˆncia relativamente a N , do seguinte modo:
α T
N
β se α = β ou α ∩ β = {N}.
´
E evidente que T
N
e´ uma relac¸a˜o reflexiva e sime´trica. Sejam α, β, γ ∈ L
N





γ. Se α = β ou β = γ ou α = γ resulta imediatamente que α T
N
γ. Suponhamos que
α, β e γ sa˜o distintos. Temos α ∩ β = {N} e β ∩ γ = {N}. Enta˜o N ∈ α ∩ γ. Suponhamos,
com vista a uma contradic¸a˜o, que existe Q = N tal que Q ∈ α ∩ γ.
´
E imediato que Q ∈ β.
Por (M
2
), existe um u´nico c´ırculo δ que conte´m os pontos N e Q e tal que δ∩β = {N}. Logo
δ = γ = α, o que e´ falso. Conclu´ımos assim que α T
N









2.3.1 Obtenc¸a˜o de um plano afim a par tir de um plano de M o¨bius
Vamos agora mostrar que a partir de um plano de Mo¨bius M = (P, L ) podemos construir
um plano afim. Fixemos N ∈ P. Consideremos os conjuntos
¯
P = P \ {N} e
¯
L = {α \ {N} : α ∈ L
N
}.








). Sejam P,Q ∈
¯
P tais que P = Q. Por (M
1
), existe um u´nico c´ırculo






). Sejam α \ {N} ∈
¯
L e P ∈
¯
P tais que P ∈ α \ {N}. Por (M
2
), existe
um u´nico c´ırculo β de L que conte´m o ponto P e e´ tangente a α no ponto N . Enta˜o β \ {N}
e´ o u´nico elemento de
¯





), existem quatro pontos de P na˜o conc´ıclicos, a saber P,Q,R
e S. Temos duas hipo´teses:
1. Um desses pontos e´ o ponto N , digamos P = N .
Enta˜o QRS ∈ L \ L
N
, caso contra´rio, os pontos P,Q,R e S seriam conc´ıclicos. Assim,
Q,R e S sa˜o treˆs pontos de
¯
P tais que na˜o ha´ nenhum elemento de
¯
L que os contenha.
2. Nenhum desses pontos e´ o ponto N .
Atendendo a (M
1
), PQN e´ o u´nico c´ırculo de L
N
que conte´m os pontos P e Q. Pelo
menos um dos pontos R ou S na˜o pertence ao c´ırculo PQN , caso contra´rio, os pontos
P,Q,R e S seriam conc´ıclicos. Suponhamos enta˜o que R ∈ PQN . Assim, P,Q,R ∈
¯
P
e na˜o ha´ nenhum elemento de
¯
L que os contenha.
Daqui para a frente, M \N designa o plano afim que se obte´m do plano de Mo¨bius M
atrave´s do processo atra´s descrito.
2.3.2 Or dem de um plano de M o¨bius finito
Um plano de Mo¨bius finito e´ uma estrutura de incideˆncia finita que e´ um plano de Mo¨bius.
Todos os c´ırculos de um plano de Mo¨bius conteˆm o mesmo nu´mero de pontos.
Lema 2.3.5 Sejam α e β dois c´ırculos de um plano de Mo¨bius M que se intersectam em
dois pontos. Enta˜o existe um ponto C deM que na˜o pertence a nenhum dos c´ırculos α e β.
Demonstrac¸a˜o. Seja {P,Q} = α ∩ β. Designemos por R um ponto do c´ırculo α tal que
R = P e R = Q (tal ponto existe atendendo ao lema 2.3.3). Atendendo a (M
2
), existe um
u´nico c´ırculo γ que conte´m R e e´ tangente a β em P . Como γ ∩ α = {P,R} e, atendendo ao
lema 2.3.3, existe um ponto C que pertence a γ e tal que C ∈ α e C ∈ β.
Proposic¸a˜o 2.3.6 Seja M um plano de Mo¨bius e α e β dois c´ırculos de M. Enta˜o existe
uma bijecc¸a˜o entre os pontos de α e os pontos de β.
Demonstrac¸a˜o. Temos treˆs casos a considerar:
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1. Os c´ırculos α e β intersectam-se em dois pontos.
Seja {P,Q} = α ∩ β. Atendendo ao lema anterior, existe um ponto C tal que C ∈ α e
C ∈ β. Vamos agora definir uma aplicac¸a˜o f entre os pontos de α e os pontos de β.
Seja X um ponto de α tal que X = P . Consideremos o c´ırculo γ
X
= CPX.
Suponhamos que o c´ırculo γ
X











∩ β = {P,R}, onde R e´ um ponto de β distinto de P . Neste caso,
fazemos f(X) = R. Observemos que f(Q) = Q.
Suponhamos agora que o c´ırculo γ
X









Neste caso, fazemos f(X) = P .
Existe um u´nico c´ırculo γ que conte´m P e C e e´ tangente a α em P . Se γ fosse tangente







β, o que e´ falso. Assim, γ intersecta β num ponto que vamos designar por S.
Fazemos f(P ) = S.
Vejamos agora que a aplicac¸a˜o f e´ bijectiva.
Injectividade: Sejam X e Y dois pontos de α tais que X = Y . Se X = P ou Y = P
enta˜o e´ evidente que f(X) = f(Y ). Suponhamos agora que X e Y sa˜o ambos distintos
de P . Consideremos os c´ırculos γ
X









dois casos a considerar:




sa˜o secantes a β;




e´ secante a β e o outro e´ tangente a β.
Atendendo ao modo como definimos a aplicac¸a˜o f e´ fa´cil ver que, em ambos os casos,
f(X) = f(Y ).
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Sobrejectividade: Seja Y um ponto qualquer de β. Suponhamos que Y = P . O c´ırculo
que conte´m P e C e e´ tangente a β intersecta α num ponto X. Temos f(X) = Y .
Suponhamos agora que Y = P . Seja γ
Y
= CPY . Se γ
Y
e´ tangente a α enta˜o f(P ) = Y .
Se γ
Y
e´ secante a α temos γ
Y
∩ α = {P,X}. Temos f(X) = Y .
2. Os c´ırculos α e β intersectam-se num so´ ponto que vamos designar por P .
Sejam Q e R dois pontos distintos de P tais que Q ∈ α e R ∈ β. O c´ırculo PQR e´
distinto de α e β e intersecta cada um destes c´ırculos em dois pontos. Por 1., existe
uma bijecc¸a˜o f
1
entre os pontos de α e os pontos de PQR e existe uma bijecc¸a˜o f
2




e´ uma bijecc¸a˜o entre os
pontos de α e os pontos de β.
3. Os c´ırculos α e β na˜o teˆm nenhum ponto comum.
Sejam P e Q dois pontos tais que P ∈ α e Q ∈ β. Designemos por γ o c´ırculo que
conte´m os pontos P e Q e tal que γ ∩ α = {P}. O c´ırculo γ intersecta β num so´ ponto
ou em dois pontos. Em qualquer dos casos, atendendo a 1. e a 2., e´ poss´ıvel encontrar
uma bijecc¸a˜o f
1
entre os pontos de α e os pontos de γ e uma bijecc¸a˜o f
2
entre os pontos




e´ uma bijecc¸a˜o entre os pontos de α e os
pontos de β.
Corola´rio 2.3.7 Seja M um plano de Mo¨bius finito. Enta˜o existe um nu´mero inteiro n ≥ 2
tal que:
1. Qualquer c´ırculo conte´m n+ 1 pontos;
2. Qualquer ponto pertence a n
2
+ n c´ırculos;
3. O nu´mero de pontos e´ igual a n
2
+ 1 e o nu´mero de c´ırculos e´ igual a n
3
+ n.
Demonstrac¸a˜o. Seja N um ponto de M. Consideremos o plano afim finito A = M\ N .
Designemos por n (n ≥ 2) a ordem de A. Assim, cada c´ırculo que passa pelo ponto N conte´m
exactamente n + 1 pontos. Enta˜o, pela proposic¸a˜o anterior, qualquer c´ırculo conte´m n + 1
pontos. Ale´m disso, a proposic¸a˜o 2.1.6 permite afirmar que em M existem n
2
+ 1 pontos e
que existem n
2
+ n c´ırculos que conteˆm N . Logo, qualquer ponto pertence a n
2
+ n c´ırculos.










Ao nu´mero inteiro n referido no corola´rio 2.3.7 chamamos ordem do plano de Mo¨bius
finito M.
´
E claro que,M tem ordem n se e so´ se o plano afim A =M\N tem ordem n.
Designemos por B(P,Q) o conjunto de todos os c´ırculos de um plano de Mo¨bius que conteˆm
dois pontos distintos P e Q.
Proposic¸a˜o 2.3.8 Sejam M um plano de Mo¨bius de ordem n e P e Q pontos distintos de
M. Enta˜o B(P,Q) conte´m n+ 1 c´ırculos.
Demonstrac¸a˜o. Consideremos o plano afim A =M\Q. Resulta da segunda afirmac¸a˜o da
proposic¸a˜o 2.1.6 que P pertence a n+1 c´ırculos que conteˆm Q. Assim, existem n+1 c´ırculos
que conteˆm P e Q.
58
A proposic¸a˜o seguinte mostra que, sendo N um ponto de um plano de Mo¨bius finito, todas
as classes de c´ırculos tangentes em N conteˆm o mesmo nu´mero de elementos.
Proposic¸a˜o 2.3.9 SejamM um plano de Mo¨bius de ordem n e N um ponto deM. Enta˜o
cada classe de c´ırculos tangentes em N conte´m n c´ırculos.
Demonstrac¸a˜o. Atendendo a que o plano afim A =M\N tem ordem n, resulta imediata-
mente da terceira afirmac¸a˜o da proposic¸a˜o 2.1.6 que cada classe de c´ırculos tangentes em N
conte´m n c´ırculos.







c´ırculos secantes a α;
2. n
2




c´ırculos disjuntos a α.
Demonstrac¸a˜o. Sejam P e N dois pontos distintos de α. Pela proposic¸a˜o 2.3.8, existem











c´ırculos secantes a α.
Pela proposic¸a˜o anterior, existem n − 1 c´ırculos tangentes a α em N . Enta˜o existem
(n+ 1)(n− 1) = n
2
− 1 c´ırculos tangentes a α.

















I ntr oduc¸a˜o de coor denadas
A introduc¸a˜o de coordenadas num plano projectivo π (respectivamente, plano afim A) e´
equivalente a` construc¸a˜o de um plano projectivo π¯ (respectivamente, plano afim
¯
A) que
e´ isomorfo a π (respectivamente, A). Assim, a cada ponto P de π (respectivamente, A)
fazemos corresponder (pelo isomorfismo) as suas coordenadas, identificando o ponto P com
essas coordenadas.
3.1 I ntr oduc¸a˜o de coor denadas num plano pr ojectivo
Um dos nossos objectivos e´ mostrar que a existeˆncia de um corpo finito da´ origem a` existeˆncia
de um plano projectivo finito que, como iremos mostrar, trata-se de um plano de Desargues
e, reciprocamente, qualquer plano projectivo finito de Desargues pode ser obtido a partir de
um corpo finito.
Na˜o existe um u´nico me´todo de introduzir coordenadas num plano projectivo finito. Vamos
descrever dois desses me´todos, o primeiro, denominado por me´todo de Marshall Hall, e´ usado
para qualquer plano projectivo, enquanto o segundo me´todo so´ e´ usado em planos projectivos
de Desargues.
3.1.1 M e´todo de M ar shall H all
Seja π um plano projectivo de ordem n e seja S um conjunto com n s´ımbolos distintos, entre
os quais temos os s´ımbolos 0 e 1. Sejam X , Y , I e O quatro pontos de π tais que na˜o ha´
treˆs colineares. Vamos designar por recta no infinito a recta XY e denotar por l
∞
. Por uma
questa˜o de convenieˆncia, vamos designar os pontos de π que pertencem a l
∞
por pontos no
infinito e os restantes pontos de π por pontos finitos.
Aos pontos Y , X , O e I atribu´ımos coordenadas (∞)
1
, (0), (0, 0) e (1, 1), respectivamente.
Seja E = OI ∩XY . A este ponto atribu´ımos coordenada (1). Consideremos uma aplicac¸a˜o
bijectiva φ : OI \ {E} −→ S tal que φ(O) = 0 e φ(I) = 1. A cada ponto finito A de OI
atribu´ımos coordenadas (φ(A), φ(A)). Assim, ao escrevermos (a, a) estamos a considerar o
ponto finito A de OI tal que φ(A) = a. Portanto, podemos escrever (a, a) em vez de A (ver
figura 1).
Se B e´ um ponto finito tal que B ∈ OY e XB ∩ OI = (b, b) enta˜o a B atribu´ımos
coordenadas (0, b). Se C e´ um ponto finito tal que C ∈ OX e Y C ∩ OI = (c, c) enta˜o a C
atribu´ımos coordenadas (c, 0). Se D e´ um ponto finito tal que D na˜o pertence a nenhuma
1
O s´ımbo lo ∞ n˜a o pe rte nc e a S.
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das rectas OX, OY e OI e tal que DY ∩ OX = (d
1
, 0) e DX ∩ OY = (0, d
2





) (ver figura 2).
O = ( 0, 0 ) X = ( 0 )
I = ( 1, 1 )
E = ( 1 )













A recta que passa por O e por (1, m) intersecta a recta no infinito num ponto que vamos
designar por F . A esse ponto atribu´ımos coordenada (m) (ver figura 3).
Temos assim uma bijecc¸a˜o entre o conjunto dos pontos de π e o conjunto
{(a, b) : a, b ∈ S} ∪ {(m) : m ∈ S} ∪ {(∞)}.





Obse rv e mo s q ue e x iste uma c e rta a na lo g ia c o m a intro du¸c ˜a o de c o o rde na da s no pla no e uc lidia no .
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O=(0,0) X=(0) 








Todos os pontos finitos que pertencem a` recta OI teˆm abcissa e ordenada iguais, isto e´,
se (x, y) e´ um ponto da recta OI enta˜o x = y e dizemos que a recta OI tem equac¸a˜o y = x.
Facilmente observarmos que, se l e´ uma recta tal que l = l
∞
e Y ∈ l enta˜o todos os pontos
de l teˆm a mesma abcissa, digamos c, e dizemos que a recta l tem equac¸a˜o x = c. De modo
ana´logo, se r e´ uma recta tal que r = l
∞
e X ∈ r enta˜o a recta r tem equac¸a˜o y = d (todos
os pontos da recta r teˆm a mesma ordenada). Em particular, a equac¸a˜o da recta OX e´ y = 0
e a equac¸a˜o da recta OY e´ x = 0.
Em S podemos definir duas operac¸o˜es bina´rias designadas por adic¸a˜o e multiplicac¸a˜o e







Definimos a+ b como sendo a ordenada do ponto de abcissa a que pertence a` recta r que
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conte´m os pontos (0, b) e (1) (ver figura 4).
Observemos que, se (x, y) pertence a r enta˜o y = x+ b. Assim, dizemos que y = x+ b e´ a
equac¸a˜o da recta r. Temos:
1. 0 + b = b, para todo o b ∈ S.
Resulta imediatamente da definic¸a˜o.
2. a+ 0 = a, para todo o a ∈ S.
Seja a ∈ S. Os pontos (0, 0), (a, a) e (1) sa˜o colineares pelo que temos a+ 0 = a.
Definamos agora a multiplicac¸a˜o. Definimos a × b como sendo a ordenada do ponto de







Para simplificar a escrita escrevemos ab em vez de a×b. Observemos que, se (x, y) pertence
a s enta˜o y = ax. Assim, dizemos que y = ax e´ a equac¸a˜o da recta s. Temos:
1. a1 = a, para todo o a ∈ S.
Seja a ∈ S. Os pontos (0, 0), (1, a) e (a) sa˜o colineares pelo que temos a1 = a.
2. 1a = a, para todo o a ∈ S.
Seja a ∈ S. O ponto (a, a) pertence a` recta que conte´m os pontos (0, 0) e (1). Enta˜o
1a = a.
3. a0 = 0, para todo o a ∈ S.
Resulta imediatamente da definic¸a˜o.
4. 0a = 0, para todo o a ∈ S.
Seja a ∈ S. O ponto (a, 0) pertence a` recta que conte´m os pontos (0, 0) e (0) e, portanto,
temos 0a = 0.
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Vamos agora definir em S uma operac¸a˜o terna´ria
3
T . Definimos T (m,a, b) como sendo









Observemos que, se (x, y) e´ um ponto da recta t enta˜o y = T (m,x, b). Assim, dizemos que
y = T (m, x, b) e´ a equac¸a˜o da recta t. Em particular, temos T (1, a, b) = a+b e T (a, b, 0) = ab.
Assim, a adic¸a˜o e multiplicac¸a˜o definidas antes sa˜o casos particulares desta operac¸a˜o terna´ria
T .
A um conjunto S na˜o vazio com uma operac¸a˜o terna´ria T chamamos anel terna´rio
4
e
denotamos por (S, T ). Pretendemos agora mostrar que qualquer plano projectivo finito pode
ser representado por um anel terna´rio satisfazendo certas propriedades e, reciprocamente, um
anel terna´rio satisfazendo certas propriedades determina um plano projectivo finito.
Proposic¸a˜o 3.1.1 Seja T a operac¸a˜o terna´ria definida anteriormente. Enta˜o:
(T
1
) T (0, a, b) = T (m, 0, b) = b, para todos os m,a, b ∈ S.
(T
2
) T (1, a, 0) = a = T (a, 1, 0), para todo o a ∈ S.
(T
3
) Dados m, a, c ∈ S, existe um u´nico b ∈ S tal que T (m, a, b) = c.
(T
4




∈ S, com a = a
′
, existe um u´nico par de elementos m, b ∈ S tal que
T (m, a, b) = c e T (m,a
′









∈ S, com m = m
′









) Sejam m,a, b ∈ S e c = T (m, 0, b). Enta˜o (0, c) pertence a` recta que conte´m os pontos
(m) e (0, b) e tambe´m pertence a` recta OY. Como duas rectas intersectam-se num u´nico
3
T : S× S× S −→ S.
4
Esta de fini¸c ˜a o e nc o ntra -se e m [1 2 ].
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ponto e (0, b) e´ um ponto da recta OY conclu´ımos que c = b.
Seja d = T (0, a, b). O ponto (a, d) pertence a` recta que conte´m (0, b) e (0). Temos
enta˜o que d = b.
(T
2
) Seja a ∈ S. Enta˜o T (1, a, 0) = 1a = a = a1 = T (a, 1, 0).
(T
3
) Sejam a, c,m ∈ S. A recta r que conte´m os pontos (a, c) e (m) intersecta a recta OY
num u´nico ponto. Assim, existe um u´nico b ∈ S tal que (0, b) e´ o ponto da recta OY
que pertence a` recta r e, portanto, temos T (m,a, b) = c.
(T
4




∈ S tais que a = a
′
. Existe uma u´nica recta r que conte´m os pontos




). Como a = a
′
a recta r intersecta a recta OY no ponto (0, b), para
algum b ∈ S, e intersecta a recta XY no ponto (m), para algum m ∈ S. Atendendo
















∈ S tais que m = m
′
. Existe uma u´nica recta r que conte´m os pontos




). Comom = m
′
temos que r e s sa˜o rectas distintas. Assim, r e s intersectam-se num u´nico ponto que





Seja π um plano projectivo de ordem n. Vimos que, para qualquer escolha de quatro
pontos X,Y,O e I de π tais que na˜o ha´ treˆs colineares e´ poss´ıvel construir um anel terna´rio












Seja S um conjunto na˜o vazio com n s´ımbolos, entre os quais temos os s´ımbolos 0 e 1 e o











). Consideremos a estrutura de incideˆncia π(S) = (P, L )
definida do seguinte modo:
P = (S× S) ∪ {(m) : m ∈ S} ∪ {(∞)};
L = {l
m,b
: m, b ∈ S} ∪ {l
c
: c ∈ S} ∪ {l
∞
}
onde, para cada m, b, c ∈ S,
l
m,b
= {(x, y) ∈ P : y = T (m,x, b)} ∪ {(m)};
l
c




= {(m) ∈ P} ∪ {(∞)}.
Designemos por pontos os elementos de P e por rectas os elementos de L . A proposic¸a˜o











). Sejam P,Q ∈ P tais que P = Q. Se P = (m) e Q = (∞) ou P = (m) e
Q = (m
′
) enta˜o P,Q ∈ l
∞
. Se P = (a, c) e Q = (m) enta˜o, por (T
3
), sabemos que existe um
u´nico b ∈ S tal que c = T (m,a, b) e, portanto, P,Q ∈ l
m,b
. Se P = (a, c) e Q = (∞) enta˜o
P,Q ∈ l
a






(i) se a = a
′
temos P,Q ∈ l
a
;
(ii) se o caso anterior na˜o se verificar , por (T
4
), sabemos que existe um u´nico par de elementos
m, b ∈ S tal que T (m,a, b) = c e T (m,a, b) = c
′




E evidente que em todos os casos a recta e´ u´nica.
Verificac¸a˜o de (P
2
). Sejam l, r ∈ L tais que l = r. Se l = l
c
e r = l
′
c
ou l = l
c
e r = l
∞
enta˜o
l ∩ r = (∞). Se l = l
c
e r = l
m,b
enta˜o l ∩ r = (c, T (m, c, b)). Se l = l
∞
e r = l
m,b
enta˜o
l ∩ r = (m). Suponhamos agora que l = l
m,b





, com m = m
′
ou b = b
′
.









as duas rectas intersectam-se num u´nico ponto.
(ii) Se b = b
′











), conclu´ımos que (m) e´ o u´nico ponto comum a ambas as rectas.
Verificac¸a˜o de (P
3
). Os pontos (0), (0, 0), (∞) e (1, 1) sa˜o quatro pontos tais que na˜o ha´ treˆs
colineares, pois facilmente verificamos que:
(i) na˜o ha´ treˆs desses pontos que pertenc¸am a` recta l
∞
;
(ii) na˜o existe c ∈ S tal que treˆs desses pontos pertenc¸am a` recta l
c
;
(iii) na˜o existem m, b ∈ S tais que treˆs desses pontos pertenc¸am a` recta l
m,b
, caso contra´rio,
os pontos colineares seriam X = (0), O = (0, 0) e I = (1, 1), o que claramente e´ falso.
Prova´mos assim que π(S) e´ um plano projectivo.
´
E evidente que π(S) tem ordem n, ja´ que
cada recta conte´m exactamente n+ 1 pontos.
No que se segue, π = (P, L ) e´ um plano projectivo de ordem n e X, Y,O e I sa˜o quatro
pontos de π tais que na˜o ha´ treˆs colineares. Introduzimos coordenadas em π do modo descrito
atra´s. Seja (S, T ) um anel terna´rio onde T e´ a operac¸a˜o terna´ria definida na pa´gina 65.
Dizemos que (S, T ) e´ um anel terna´rio linear se T (m,a, b) = ma + b, para todos os
a, b,m ∈ S.
Teorema 3.1.3 Se π e´ um plano de Desargues enta˜o (S, T ) e´ um anel terna´rio linear e
(S,+,×) e´ um anel de divisa˜o
5
.
Demonstrac¸a˜o. Se π e´ um plano de Desargues enta˜o π tem um conjunto completo de
colineac¸o˜es centrais, isto e´, π e´ (P, l)-transitivo, para qualquer ponto P e para qualquer recta
l.
1. (S, T ) e´ um anel terna´rio linear:
´
E claro que se m = 1 ou b = 0 temos T (m, a, b) = ma + b. Tambe´m e´ claro que
T (m, 0, b) = m0 + b.
Fixemos b ∈ S
∗
= S \ {0}. Os pontos Y = (∞), O = (0, 0) e B = (0, b) sa˜o colinear-
es. Seja F = (m), com m ∈ S \ {1}. Se P ∈ BF e´ tal que P = F e P = B enta˜o
P = (a, T (m, a, b)), para algum a ∈ S
∗
. Seja E = (1).
Observemos que as equac¸o˜es das rectas OF , BE e Y P sa˜o, respectivamente, y = mx,
5
V e r a pˆe ndic e A .
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y = x+ b e x = a. Sejam U = Y P ∩OF e W = XU ∩OE (ver figura 7).











Temos U = (a,ma) e W = (ma,ma) (notemos que as equac¸o˜es das rectas XU e OE
sa˜o, respectivamente, y = ma e y = x). Seja V = BE ∩YW . Enta˜o V = (ma,ma+ b).
Vejamos que P, V e X sa˜o colineares.
Como π e´ (Y, l
∞






(O) = B. Aten-
dendo a que as rectas PU e VW conteˆm o centro vem f
1
(PU) = PU e f
1
(V W ) = VW .
Temos tambe´m f
1










(E) = BE. Como
U ∈ PU ∩ OF temos f
1
(U) ∈ PU ∩ BF pelo que f
1
(U) = P e como W ∈ Y V ∩ OE
temos f
1
(W ) = V . Assim, f
1
(UW ) = PV . Como X ∈ UW e f
1
(X) = X resulta que
X ∈ PV e, portanto, P, V e X sa˜o colineares. Uma vez que todos os pontos finitos
da recta XV teˆm a mesma ordenada vem T (m, a, b) = ma + b. Atendendo a que P e´
um ponto finito arbitra´rio da recta BF podemos concluir que (S, T ) e´ um anel terna´rio
linear.
2. (S,+,×) e´ um anel de divisa˜o:







)-colineac¸o˜es tais que f
1
(O) = B e f
2
(O) = D, onde
B = (0, b) e D = (0, d) com b, d ∈ S
∗







)-colineac¸a˜o. Sejam a, c ∈ S. Consideremos os pontos A = (a, a) e
C = (c, a) (ver figura 8).
Como A ∈ OE ∩ Y A temos f
1
(A) ∈ BE ∩ Y A e f
2
(A) ∈ DE ∩ Y A. Enta˜o
f
1
(A) = (a, a + b) e f
2









(A) ∩ Y C. Enta˜o f
1
(C) = (c, a + b)
e f
2
(C) = (c, a + d). Uma vez que f(O) = f
2
(0, b) = (0, b + d) temos
f(C) = (c, a+ (b+ d)).
Por outro lado, temos f(C) = f
2
(c, a + b) = (c, (a + b) + d). Podemos enta˜o
concluir que , para todos os a, b, d ∈ S, (a+ b) + d = a+ (b+ d), o que prova
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que a adic¸a˜o e´ associativa.
B 







A = ( a, a )
( c, 0 )( a, 0 )
C = ( c, a )
(ii) Atendendo a` proposic¸a˜o 2.2.19 e a que π e´ um plano de Desargues, temos que
G(l
∞













)(O), ou seja, (0, d+ b) = (0, b+ d). Conclu´ımos
enta˜o que d + b = b + d, para todos os b, d ∈ S, o que prova que a adic¸a˜o e´
comutativa.
(iii) 0 e´ o elemento neutro de (S,+), pois 0 + a = a = a+ 0, para todo o a ∈ S.
(iv) Seja a ∈ S. Por (T
3
), existe um u´nico b ∈ S tal que T (1, a, b) = 0, ou seja,
a + b = 0. Atendendo a (ii), temos b + a = 0. Prova´mos assim que todos os
elementos de S admitem sime´trico. Designemos o elemento sime´trico de a por
−a.
(b) Distributividade da multiplicac¸a˜o em relac¸a˜o a` adic¸a˜o.
(i) Dado a ∈ S, existe uma (X, l
∞
)-colineac¸a˜o h tal que h(0, 0) = A onde
A = (a, 0) (ver figura 9).
Sendo E = (1), temos h(OE) = AE. Como A e´ um ponto finito da recta
AE, existe b ∈ S tal que T (1, a, b) = 0. Facilmente verificamos que b = −a.
Observemos que y = x − a e´ a equac¸a˜o da recta AE. Seja C = (c, c), para
algum c ∈ S. Temos h(XC) = XC. Enta˜o h(C) ∈ XC ∩ AE e, conse-
quentemente, h(C) = (a + c, c). Sejam D = (c,mc) e F = (m), para al-
gum m ∈ S. Como A ∈ FA, existe b
′







= −ma. A equac¸a˜o da recta FA e´ y = mx − ma. Como
h(D) ∈ XD∩Y h(C) temos h(D) = (a+ c,mc) e atendendo a que h(D) ∈ FA
resulta que m(a + c) −ma = mc e, portanto, m(a + c) = mc +ma, ou seja,
para todos os m,a, c ∈ S, m(a+ c) = ma+mc.
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F = ( m )
Y
O=(0,0)
E = ( 1 )
X
FIGURA 9
A = ( a, 0 )
D = ( c, mc )
h ( C )
C = ( c, c )
(ii) Dado m ∈ S, existe uma (Y,OY )-colineac¸a˜o f tal que f(X) = F onde
F = (m). Seja A = (a, b), com a, b ∈ S. Designemos por B e C os pon-
tos de coordenadas, respectivamente, (0, b) e (1, b) (ver figura 10). Temos
f(XB) = FB e f(Y A) = Y A.






( a, 0 )
A = ( a, b )
( 1, 1 )
B = ( 0, b )
C = ( 1, b )
Enta˜o f(A) = (a,ma+ b) e, em particular, f(C) = (1,m+ b). Consideremos
o ponto (a, ba) ∈ OC. Como f(OC) = Of(C) resulta que o ponto f(a, ba)
pertence a` recta de equac¸a˜o y = (m + b)x. Mas, f(a, ba) = (a,ma + ba).
Prova´mos assim que (m+ b)a = ma+ ba, para todos os m,a, b ∈ S.
(c) (S
∗




= {1} e´ claro que (S
∗
,×) e´ um grupo. Suponhamos agora que S
∗





(F ) = E onde E = (1) e F = (m), com m ∈ S
∗
\ {1} (ver figura 11). Sejam
G = (a, 1), com a ∈ S
∗
, e H = Y G ∩OF . Enta˜o H = (a,ma).
B 
( 0, 1 )
F = ( m )
Y
O
E = ( 1 )
X
FIGURA 11
I = ( 1, 1)
G = ( a, 1 )
( a, 0 )
H = ( a, ma )
Atendendo a que g
1
(H) ∈ XH e g
1
(H) ∈ OE vem g
1
(H) = (ma,ma). Assim,
como g
1
(G) ∈ XG e g
1




(G) = (ma, 1). Em particular,
temos g
1





(n) = E, para algum n ∈ S
∗





g e´ ainda uma (X,OY )-colineac¸a˜o. Temos g(1, 1) = g
2
(m, 1) = (nm, 1) e
g(a, 1) = g
2
(ma, 1) = (n(ma), 1). Como g(1, 1) = (nm, 1) temos que g e´
a (X,OY )-colineac¸a˜o tal que g(nm) = (1). Assim, g(a, 1) = ((nm)a, 1) e,
portanto, n(ma) = (nm)a para todos os a,m, n ∈ S
∗
, o que prova que a
multiplicac¸a˜o e´ associativa.
(ii) 1 e´ o elemento neutro de (S
∗
,×), pois 1m = m = m1, para todo o m ∈ S
∗
.
(iii) Vejamos agora que, dado a ∈ S
∗
, existe u ∈ S
∗
tal que au = 1 = ua, isto e´,
todos os elementos de S
∗
admitem inverso.
Consideremos a (O,OY )-colineac¸a˜o g tal que g(X) = P onde P = (−1−a, 0),
para algum a ∈ S. Observemos que a = −1, caso contra´rio, g na˜o seria injecti-
va. Seja R = (0, b+ ba), para algum b ∈ S
∗
. Temos enta˜o que g(XR) = PR.
Se y = m¯x+
¯
b e´ a equac¸a˜o da recta PR temos
b+ ba =
¯
b e 0 = m¯(−1− a) + b+ ba,
donde
0 = −m¯(1 + a) + b(1 + a)
e, portanto, m¯ = b ja´ que −pq = (−p)q, para todos os p, q ∈ S
6
. Assim,
y = bx+ b+ ba e´ a equac¸a˜o da recta PR. A recta de equac¸a˜o y = (b+ ba)x e´
fixa por g, pois e´ uma recta que conte´m o centro. Seja A = (1, b+ ba). Como
6
A pro prie da de −pq = (−p)q, pa ra to do s o s p, q ∈ S re sulta do fa c to de (S,+) se r um g rupo e de q ue a
o pe ra ¸c ˜a o multiplic a ¸c ˜a o ´ e distributiv a e m re la ¸c ˜a o `a a di¸c ˜a o .
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o ponto A pertence a` recta de equac¸a˜o y = (b + ba)x, existe d ∈ S
∗
tal que
g(A) = (d, (b+ ba)d) e como A pertence a` recta XR temos g(A) ∈ PR donde
(b+ ba)d = bd+ b+ ba. Considerando d = u+ 1 e usando (b) conclu´ımos que
(ba)u = b.
Em particular, se b = 1 temos au = 1. Observemos que a igualdade (ba)u = b
verifica-se para a = −1 (basta tomar u = −1). Argumentando de for-
ma ana´loga para u = 0 e b = 1, existe v ∈ S tal que uv = 1. Enta˜o
(au)v = a(uv) = a donde resulta que v = a, ja´ que au = 1. Portanto
au = 1 = ua, para todos os a ∈ S
∗


































C sa˜o colineares a`








































esta˜o nas condic¸o˜es da configu-






sa˜o ternos de pontos colineares e nenhum destes




. Um plano de Pappus e´ um plano





















Teorema 3.1.4 Todo o plano de Pappus e´ um plano de Desargues.




















sa˜o colineares. Temos duas situac¸o˜es a considerar:
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1. Uma das treˆs afirmac¸o˜es seguintes e´ verdadeira.
(i) X,Y,Z
1
























Facilmente verificamos que o ponto A e´ distinto dos sete pontos atra´s considerados.
Os pontos A, Y,X, Z, Z
1
e C esta˜o nas condic¸o˜es da configurac¸a˜o de Pappus. Sejam
W = AZ
1
∩ ZY , D = AC ∩ ZX e B = Y C ∩ Z
1
X . Como π e´ um plano de Pappus





, A e Y
1














e´ um plano de Pappus os pontos E,B e U sa˜o colineares.
Os pontos X,Z
1
, B,E,D e A esta˜o nas condic¸o˜es da configurac¸a˜o de Pappus.
Seja V = XD ∩ EZ
1
. Observemos que Z
1









= U . Como π e´ um plano de Pappus os pontos V, U e W sa˜o colineares.




conclu´ımos que π e´ um plano de Desargues.
2. Nenhuma das treˆs afirmac¸o˜es (i), (ii) e (iii) e´ verdadeira.
















sa˜o colineares e Y, Z,X
1
sa˜o colineares e Z,X, Y
1
sa˜o colineares.




sa˜o colineares. Se Z,X, Y
1
fossem colineares

















sa˜o colineares e Z,X, Y
1
sa˜o colineares.


























. Observemos que U, V e W
sa˜o pontos distintos dos sete pontos dados. Sejam A = XC ∩ Z
1





















Os pontos X, Y,U,Z
1
, Z e C esta˜o nas condic¸o˜es da configurac¸a˜o de Pappus. Como π
e´ um plano de Pappus os pontos XZ ∩ Z
1









= Y C ∩ ZU sa˜o colineares assim como os pontos W = Y Z ∩ Z
1









= XC ∩ ZU sa˜o colineares.
Os pontos A,X,X
1
, Y, B e Y
1
esta˜o nas condic¸o˜es da configurac¸a˜o de Pappus. Enta˜o,





















=W sa˜o colineares. Conclu´ımos assim
que π e´ um plano de Desargues.
O teorema 3.1.3 garante que a partir de um plano projectivo de Desargues de ordem n
podemos construir um anel de divisa˜o com n elementos. Vejamos agora que, em termos
geome´tricos, dizer que o anel de divisa˜o e´ um corpo e´ equivalente a dizer que o plano e´ um
plano de Pappus.
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Proposic¸a˜o 3.1.5 Seja (S,+,×) definido como no teorema 3.1.3. Enta˜o (S,+,×) e´ um







seis pontos esta˜o nas condic¸o˜es da configurac¸a˜o
de Pappus. Sem perda de generalidade, podemos supor A = (1, 0), B = (m
−1
, 0), C = (0),
A
1
= (0, 1), B
1
= (∞) e C
1
= (0, n), com m,n ∈ S
∗
\ {1}(ver figura 13).
B = ( m- 1 , 0 )
A = ( 1 , 0 )
C = ( 0 )
C1 = ( 0,n )
A1 = ( 0 , 1 )
B1 = ( ∞ )
FIGURA 13
























C temos U = (1,−m+1), V = (1−n
−1
, 1) e W = (−nm).
A equac¸a˜o da recta UV e´ y = −mnx+m(n− 1) + 1. Enta˜o, U, V e W sa˜o colineares se e so´
se W ∈ UV o que equivale a nm = mn.
Uma vez que todo o anel de divisa˜o finito e´ um corpo, podemos enta˜o afirmar que, se π e´
um plano projectivo finito, π e´ um plano de Desargues se e so´ se π e´ um plano de Pappus.
A seguir, vamos construir a partir de um espac¸o vectorial V de dimensa˜o 3 uma estrutura
de incideˆncia, que iremos denotar por π(V ), que e´ um plano projectivo de Desargues.
3.1.3 I ntr oduc¸a˜o de coor denadas a par tir de um espac¸o vector ial sobr e um
anel de divisa˜o K
Sejam K um anel de divisa˜o e V um espac¸o vectorial de dimensa˜o 3 sobre K. Convencionamos
que a multiplicac¸a˜o por escalares e´ uma aplicac¸a˜o V ×K −→ V (multiplicac¸a˜o por escalares a`
direita). Designemos por pontos as rectas que passam pela origem, isto e´, os subespac¸os de V
de dimensa˜o 1 e designemos por rectas os planos que conteˆm a origem, isto e´, os subespac¸os
de V de dimensa˜o 2. Denotemos por P o conjunto de todas as rectas que passam pela origem
e por L o conjunto de todos os planos que passam pela origem, encarados como conjuntos de
rectas que passam pela origem. Denotemos por π(V ) a estrutura de incideˆncia (P, L ).














⊆W . Enta˜o, dois pontos distintos
definem uma u´nica recta.
Verificac¸a˜o de (P
2





u´nico subespac¸o de dimensa˜o 1, U , tal que U ⊆ W
1
e U ⊆ W
2
. Enta˜o, duas rectas distintas






























) : α ∈ K}.
Na˜o existe nenhum subespac¸o de dimensa˜o 2 que contenha treˆs dos subespac¸os anteriores.
Enta˜o, existe um conjunto de quatro pontos tais que na˜o ha´ treˆs colineares.
Podemos assim concluir que π(V ) e´ um plano projectivo.
Na proposic¸a˜o seguinte mostraremos que, sendo K um anel de divisa˜o finito (um corpo
finito), π(V ) e´ um plano projectivo finito.
Proposic¸a˜o 3.1.7 Se K e´ um corpo finito com n elementos enta˜o π(V ) e´ um plano projectivo
de ordem n.
Demonstrac¸a˜o. Todo o subespac¸o de V de dimensa˜o 2 conte´m n
2
− 1 vectores diferentes
do vector nulo. Cada subespac¸o de V de dimensa˜o 1 conte´m n − 1 vectores diferentes do
vector nulo. Como a intersecc¸a˜o de dois subespac¸os distintos de V de dimensa˜o 1 e´ o vector





= n+ 1 subespac¸os de V de







} uma base de V . A cada ponto P de π(V ) vamos atribuir coordenadas
[a, b, c], com a, b, c ∈ K e na˜o simultaneamente nulos, onde (a, b, c) sa˜o as coordenadas rela-






} de um vector da recta de V que representa o ponto P . Sendo
assim, se k ∈ K \ {0} enta˜o [a, b, c] e [ak, bk, ck] representam o mesmo ponto em π(V ) e es-





ou a = 0 e, neste caso, [a, b, c] = [0, 1, cb
−1
] se b = 0 ou [a, b, c] = [0, 0, 1] se b = 0.
Em V , qualquer plano que passe pela origem tem equac¸a˜o ax+by+cz = 0, com a, b, c ∈ K
e na˜o simultaneamente nulos. Designemos por < a, b, c > as coordenadas da recta l em π(V )





= kb e c
′







l =< a, b, c >. O ponto [x, y, z] pertence a` recta < a, b, c > se e so´ se ax + by + cz = 0.
Os pontos [1, 0, 0], [0, 1, 0], [0, 0, 1] e [1, 1, 1] sa˜o quatro pontos de π(V ) tais que na˜o ha´ treˆs
colineares. Enta˜o, sem perda de generalidade, podemos assumir que quaisquer quatro pontos
naquelas condic¸o˜es teˆm coordenadas [1, 0, 0], [0, 1, 0], [0, 0, 1] e [1, 1, 1] (escolhendo uma base
adequada para V ).
Proposic¸a˜o 3.1.8 O plano π(V ) e´ um plano de Desargues.






sete pontos nas condic¸o˜es da configurac¸a˜o













sa˜o colineares. Sem perda de generalidade, podemos supor C = [1, 0, 0],




CX =< 0, 0, 1 >, CY =< 0, 1, 0 >, CZ =< 0,−1, 1 >, XY =< 1, 0, 0 >,
XZ =< −1, 0, 1 > e Y Z =< −1, 1, 0 >. O ponto X
1
pertence a` recta CX. Sendo
X
1
= [x, y, z] temos 0x + 0y + 1z = 0, isto e´, z = 0. Atendendo a que X
1
= X e X
1
= C
temos x = 0 e y = 0 donde conclu´ımos que X
1
= [1, r, 0], com r = 0. Procedendo de
modo ana´logo temos Y
1
= [1, 0, s], com s = 0 e Z
1















=< s,−st+1,−1 >. Facilmente
verificamos que U = [0,−rs
−1
, 1], V = [1, r − rt + 1, 1] e W = [1, 1, s − st + 1]. Enta˜o




>. Usando alguns ca´lculos facilmente verificamos que o
ponto W pertence a` recta UV e, portanto, U, V e W sa˜o colineares.







seis pontos nas condic¸o˜es da configurac¸a˜o de




sa˜o quatro pontos tais que na˜o ha´ treˆs colinea-
res. Enta˜o, sem perda de generalidade, podemos assumir que X = [1, 0, 0], Y = [0, 1, 0],
X
1
= [0, 0, 1] e Y
1




=< −1, 1, 0 > e, portanto,
Z = [1, s, 0], com s = 0 e Z
1
= [1, 1, t], com t = 1. Resulta enta˜o que XY
1
=< 0,−1, 1 >,
Y X
1
=< 1, 0, 0 >, XZ
1
=< 0,−t, 1 >, ZX
1
=< −s, 1, 0 >, Y Z
1
=< −t, 0, 1 > e
ZY
1
=< −s, 1, s− 1 >.












. Temos U = [0, 1, 1],
V = [1, s, ts], W = [1, s − st + t, t] e UV =< s − ts,−1, 1 >. Enta˜o W ∈ UV se e so´ se
st = ts.
De seguida, iremos dar um exemplo de um plano projectivo de Desargues que na˜o e´ um
plano de Pappus. Designemos porM
2×2
(R) o conjunto de todas as matrizes reais de ordem
2. Sejam GL
2
(R) = {A ∈M
2×2







matriz nula de ordem 2. O conjunto M com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o usual de
matrizes e´ um anel de divisa˜o. Consideremos o espac¸o vectorial V de dimensa˜o 3 sobre M.
A estrutura de incideˆncia π(V ) e´ um plano de Desargues mas na˜o e´ um plano de Pappus.
O teorema 3.1.3 e a proposic¸a˜o 3.1.8 permitem-nos concluir que dado um corpo finito e´
poss´ıvel construir um plano projectivo finito de Desargues e, reciprocamente, dado um plano
projectivo finito de Desargues e´ poss´ıvel construir um corpo finito. Assim, se π e´ um plano
projectivo de Desargues de ordem n enta˜o n = p
r
, para algum primo p e para algum inteiro
positivo r. Atendendo a que, para toda a poteˆncia p
r
, com p primo e r inteiro positivo, existe
um corpo com p
r
elementos, resulta que para toda a poteˆncia p
r
existe um plano projectivo
de Desargues de ordem p
r
. No entanto podem existir planos projectivos de ordem p
r
que
na˜o sa˜o planos de Desargues (existem quatro planos projectivos de ordem 9 na˜o isomorfos e
apenas um desses planos e´ de Desargues [14]).
No teorema seguinte iremos mostrar que, qualquer plano projectivo de Desargues de ordem
n e´ isomorfo a π(V ), onde V e´ um espac¸o vectorial de dimensa˜o 3 sobre um corpo K com n
elementos.
Teorema 3.1.10 Seja π um plano projectivo de Desargues de ordem n e seja V um espac¸o





D e sig ne mo s po r < a, b, c > a re c ta q ue c o nt´e m o s po nto s C e X. Os po nto s C e X pe rte nc e m `a re c ta
< a, b, c > se e s´o se a1 + b0 + c0 = 0 e a0 + b1 + c0 = 0 . T e mo s e nt˜a o a = 0 e b = 0 . Lo g o CX =< 0 , 0 , 1 >.
Pro c e de mo s de mo do a n´a lo g o pa ra a s o utra s re c ta s. D e v e mo s a pe na s te r e m a te n¸c ˜a o q ue , uma v e z q ue e sta mo s
a c o nside ra r um a ne l de div is˜a o , a multiplic a ¸c ˜a o n˜a o ´ e c o muta tiv a .
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Demonstrac¸a˜o. Seja S um conjunto com n s´ımbolos distintos entre os quais temos os
s´ımbolos 0 e 1. Sejam + e × as operac¸o˜es bina´rias em S definidas na secc¸a˜o 3.1.1. Pelo
teorema 3.1.3, (S,+,×) e´ um corpo com n elementos. Consideremos o espac¸o vectorial V
de dimensa˜o 3 sobre este corpo. A estrutura de incideˆncia π(V ) e´ um plano projectivo de




L ). Observemos que
¯
P = {[0, 0, 1]} ∪ {[0, 1, c] : c ∈ S} ∪ {[1, a, b] : a, b ∈ S};
¯
L = {< 0, 0, 1 >} ∪ {< 0, 1, c >: c ∈ S} ∪ {< 1, a, b >: a, b ∈ S};
P = (S× S) ∪ {(m) : m ∈ S} ∪ {(∞)};
L = {l
m,b
: m, b ∈ S} ∪ {l
c
: c ∈ S} ∪ {l
∞
};
onde, para cada m, b, c ∈ S,
l
m,b
= {(x, y) ∈ P : y = mx+ b} ∪ {(m)};
l
c




= {(x) ∈ P} ∪ {(∞)}.




L −→ P ∪ L definida por
f([0, 0, 1]) = (∞), f([0, 1, c]) = (c), f([1, a, b]) = (a, b), para todos os a, b, c ∈ S
e
f(l) = {f(P ) : P ∈ l}, para todo o l ∈
¯
L .
Facilmente verificamos que f |
P
e´ uma aplicac¸a˜o bijectiva, o que basta para mostrar que f
e´ bijectiva. A aplicac¸a˜o f aplica pontos em pontos e rectas em rectas. Portanto, f e´ um
isomorfismo.
3.2 I ntr oduc¸a˜o de coor denadas num plano afim
3.2.1 M e´todo de M ar shall H all
Sejam A um plano afim de ordem n e O um ponto de A. Por cada ponto de um plano afim
passam pelo menos treˆs rectas. Sejam X,Y e I treˆs pontos tais que as rectas OX, OY e OI
sejam distintas. Seja S um conjunto com n s´ımbolos, entre os quais temos os s´ımbolos 0 e 1.
Ao ponto O atribu´ımos coordenadas (0, 0) e ao ponto I atribu´ımos coordenadas (1, 1). A
cada ponto da recta OI, distinto de O e de I, atribu´ımos coordenadas (a, a) com a ∈ S\{0, 1},
tendo em atenc¸a˜o que a pontos distintos correspondem coordenadas diferentes. Seja P um
ponto que na˜o pertence a` recta OI (ver figura 14). Por P passa uma u´nica recta paralela a`
recta OY , a qual intersecta a recta OI no ponto de coordenadas (a, a), para algum a ∈ S.
Tambe´m por P passa uma u´nica recta paralela a` recta OX , a qual intersecta a recta OI no
ponto de coordenadas (b, b), para algum b ∈ S. Ao ponto P atribu´ımos coordenadas (a, b).
Facilmente observamos que as coordenadas dos pontos da recta OX sa˜o da forma (x, 0) e
as coordenadas dos pontos da recta OY sa˜o da forma (0, y), com x, y ∈ S. As coordenadas
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de um ponto qualquer de A sa˜o da forma (x, y), com x, y ∈ S.
`
A coordenada x chamamos
abcissa e a` coordenada y chamamos ordenada. Como todos os pontos da recta OI teˆm abcissa





P ( a , b )
( a , a )
( b , b )
FIGURA 14
Todos os pontos de uma recta qualquer paralela a` recta OY teˆm a mesma abcissa. Assim,
dizemos que a equac¸a˜o da recta paralela a OY que conte´m o ponto (a, b) e´ x = a. A equac¸a˜o
da recta paralela a OX que conte´m o ponto (a, b) e´ y = b. Em particular, as equac¸o˜es das
rectas OY e OX sa˜o, respectivamente, x = 0 e y = 0.
Chamamos recta dos declives a` recta que conte´m I e e´ paralela a` recta OY cuja equac¸a˜o
e´ x = 1. Seja l uma recta na˜o paralela a` recta OY . A recta paralela a l que passa por O
intersecta a recta dos declives no ponto (1, m), para algum m ∈ S. Dizemos que m e´ o declive
da recta l.
´
E evidente que qualquer recta paralela a l tambe´m tem declive m. Notemos que





( a ,a+b )




Vamos agora definir em S duas operac¸o˜es: a adic¸a˜o e a multiplicac¸a˜o que denotamos por
“ +” e “×”, respectivamente. Comecemos por definir a adic¸a˜o. Definimos a+b como sendo a
ordenada do ponto de abcissa a que pertence a` recta r que conte´m o ponto (0, b) e e´ paralela
a` recta OI (ver figura 15).
Observemos que, se o ponto (x, y) pertence a` recta r enta˜o y = x+ b. Assim, dizemos que
y = x+ b e´ a equac¸a˜o da recta r.
Definamos agora a multiplicac¸a˜o. Definimos a × b como sendo a ordenada do ponto de





( b ,0 )
FIGURA 16
( 0 ,a )
( 1 ,a )
( b ,a×b )
Para simplificar a escrita escrevemos ab em vez de a× b. Observemos que, se (x, y) e´ um





( a ,0 )
FIGURA 17
( 0 ,b )
( 1 ,m )
( a ,T(m,a,b) )
Passaremos agora a definir em S uma operac¸a˜o terna´ria T . Definimos T (m,a, b) como
sendo a ordenada do ponto de abcissa a que pertence a` recta t que conte´m os pontos (0, b) e
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(1,m) (ver figura 17).
Observemos que, se (x, y) e´ um ponto da recta t enta˜o y = T (m, x, b). Assim, dizemos que











) da proposic¸a˜o 3.1.1.
Observac¸a˜o. Seja A um plano afim de ordem n. Enta˜o A = π \ l
∞
, para algum plano
projectivo π de ordem n e alguma recta l
∞
de π. Introduzimos coordenadas em π pelo
me´todo de Marshall Hall de modo que l
∞
seja a recta no infinito. Os pontos de A sa˜o os
pontos finitos de π. Notemos que cada ponto de l
∞
determina em A uma classe de rectas
paralelas.
3.2.2 I ntr oduc¸a˜o de coor denadas a par tir de um anel de divisa˜o
Sejam K um anel de divisa˜o, P = K×K e L um conjunto definido do seguinte modo:
l ∈ L se l = {(x, y) ∈ K×K : ax+ by + c = 0} com a, b, c ∈ K e a e b na˜o ambos nulos.
Observemos que, para todo o λ = 0,
{(x, y) ∈ K×K : ax+ by + c = 0} = {(x, y) ∈ K×K : λax+ λby + λc = 0}.
Designemos por pontos os elementos de P e por rectas os elementos de L . Denotemos por
A(K) a estrutura de incideˆncia (P, L ).












) dois pontos distintos de P . Pretendemos

















enta˜o ambos os pontos pertencem a` recta definida pela equac¸a˜o x − x
1
= 0.
































































e atendendo a` observac¸a˜o anterior a esta proposic¸a˜o podemos concluir que existe uma u´nica











). Notemos que as rectas definidas pelas equac¸o˜es ax + by + c = 0 e





que na˜o pertence a` recta l definida pela equac¸a˜o ax + by + c = 0, a recta s definida pela




) = 0 conte´m o ponto dado e e´ paralela a` recta l. Vejamos agora
que esta recta s e´ a u´nica nestas condic¸o˜es. Para tal, basta observar que o sistema
{







com c = c
′





). Os pontos (0, 0), (1, 1) e (0, 1) sa˜o treˆs pontos distintos na˜o colineares.
Seja l uma recta de A(K). Enta˜o existem a, b, c ∈ K, com a e b na˜o simultaneamente nulos,
tais que l = {(x, y) ∈ K×K : ax+ by+ c = 0}. Se b = 0 temos l = {(x, y) ∈ K×K : x = k}
com k = −a
−1
c e, neste caso, dizemos que l e´ uma recta vertical. Se b = 0 temos
l = {(x, y) ∈ K × K : y = mx + k} com m = −b
−1
a e k = −b
−1
c e, neste caso, dize-
mos que l e´ uma recta (na˜o vertical) de declive m.
´
E claro que duas rectas verticais distintas na˜o teˆm pontos comuns. Seja l uma recta





que estas rectas intersectam-se no ponto (k,mk+k
′
). Temos enta˜o que o conjunto das rectas
verticais de A(K) forma uma classe de rectas paralelas.









) e´ um ponto que pertence a ambas as rectas enta˜o k = k
′
.
Assim, duas rectas com o mesmo declive sa˜o paralelas. Seja s uma recta definida pela equac¸a˜o
y = m
′
x + k. Suponhamos que s‖r. Como r‖l temos s‖l. Observemos que o ponto (0, k)
pertence a`s rectas s e l. Resulta enta˜o que s = l pelo que m = m
′
. Assim, o conjunto de
todas as rectas com o mesmo declive forma uma classe de rectas paralelas.
´
E consequeˆncia imediata da proposic¸a˜o que a seguir iremos mostrar que o plano afim A(K)
e´ um plano afim de Desargues.
Proposic¸a˜o 3.2.2 Seja K um anel de divisa˜o e seja π = A(K) ∪ l
∞
o plano projectivo que
se obte´m do plano afim A(K). Enta˜o π
∼
=
π(V ), onde V e´ um espac¸o vectorial de dimensa˜o
3 sobre K.
Demonstrac¸a˜o. Seja P = (K×K)∪{[r] : r recta de A(K)}. Para cadam, k ∈ K definimos
os conjuntos l
k
= {(x, y) ∈ K×K : x = k} e r
m,k
= {(x, y) ∈ K×K : y = mx+ k}.











= {[l] : l recta de A(K)}. Designemos por L o conjunto de todas as rectas de π. Temos




L ). Os pontos de π(V ) podem ser identificados por [1, x, y],
[0, 1,m] e [0, 0, 1], com x, y,m ∈ K e as rectas de π(V ) por < a, b, c >, com a, b, c ∈ K e na˜o
simultaneamente nulos.









[1, x, y] se P = (x, y)
[0, 1,m] se P = [r
m,0
]




f(l) = {f(P ) : P ∈ l}
´
E evidente que f aplica pontos em pontos e rectas em rectas. Para mostrar que f e´
bijectiva basta mostrar que f|
P
e´ bijectiva, o que e´ imediato. Conclu´ımos enta˜o que f e´ um
isomorfismo de π em π(V ).
Corola´rio 3.2.3 O plano afim A(K) e´ um plano afim de Desargues.
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Demonstrac¸a˜o. Resulta imediatamente da proposic¸a˜o anterior e da proposic¸a˜o 3.1.8.
Dizemos que um plano afim A e´ um plano afim de Pappus se o plano projectivo π = A∪l
∞
e´ um plano de Pappus.
Proposic¸a˜o 3.2.4 O plano afim A(K) e´ um plano de Pappus se e so´ se K e´ um corpo.
Demonstrac¸a˜o. A(K) e´ um plano afim de Pappus se o plano projectivo π = A(K) ∪ l
∞
e´ um plano de Pappus. O resultado que pretendemos mostrar decorre imediatamente das
proposic¸o˜es 3.2.2 e 3.1.9.


























































Z enta˜o UV ‖Y Z
1










Demonstrac¸a˜o. Suponhamos que A(K) e´ um plano afim de Pappus. Enta˜o A(K) ∪ l
∞
e´






seis pontos distintos de A(K) nas
condic¸o˜es da configurac¸a˜o de Pappus.
´
E evidente que uma das treˆs condic¸o˜es (i), (ii) ou (iii)
se verifica.







distintos de A(K) ∪ l
∞













Z. Temos dois casos a considerar:
1. UV = l
∞
.
Temos U ∈ l
∞
e V ∈ l
∞






sa˜o pontos de A(K). Enta˜o, por (i), conclu´ımos que W ∈ l
∞
. Logo U, V e W sa˜o
colineares.













E claro que C = U . Por C passam pelo menos treˆs rectas.
Designemos por l uma recta que passa por C e e´ distinta de l
∞
e UV . Seja P ∈ l
∞
tal que P = C. Atendendo a`s proposic¸o˜es 3.1.8 e 3.2.2, o plano projectivo A(K)∪ l
∞
e´
um plano de Desargues. Consideremos a (C, l)-colineac¸a˜o f que aplica U em P . Temos
f(UV ) = l
∞
e, portanto, f(U), f(V ) ∈ l
∞
.






) esta˜o nas condic¸o˜es da configurac¸a˜o
de Pappus. Como f(U)f(V ) = l
∞
, pelo caso 1., conclu´ımos que f(W ) ∈ l
∞
= f(UV ).
Enta˜o W ∈ UV .
Atendendo aos dois casos anteriores conclu´ımos que A(K)∪ l
∞










pe rte nc e m a A po de m se r se mpre tra nsfo rma da s na c o ndi¸c ˜a o ( i) a tra v ´ e s de uma c o line a ¸c ˜a o .
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Cap´ıtulo 4
E spac¸o pr ojectivo e espac¸o afim
4.1 E spac¸o pr ojectivo




) Dados dois pontos distintos, existe uma u´nica recta que os conte´m;
(EP
2
) Dados A,B,C,D e E pontos distintos tais que AB = AC = AD = AE, existe um









) Cada recta conte´m pelo menos treˆs pontos. Existem treˆs pontos na˜o colineares.
A condic¸a˜o (EP
2
) e´ conhecida como axioma de Pasch. Resulta imediatamente da definic¸a˜o
que um espac¸o projectivo e´ um espac¸o linear. Assim, duas rectas de um espac¸o projectivo
intersectam-se, no ma´ximo, num ponto.
Exemplo.
Todo o plano projectivo e´ um espac¸o projectivo.
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4.1.1 P lanos num espac¸o pr ojectivo
Seja S = (P , L ) um espac¸o projectivo e sejamM um ponto e l uma recta de S tais queM ∈ l.
Chamamos plano de S determinado por M e l ao conjunto
{P ∈ P \ {M} : PM ∩ l = ∅} ∪ {M}.
Denotemos o plano de S determinado por M e l por S(M, l). Observemos que
l ∪ {M} ⊆ S(M, l).
Proposic¸a˜o 4.1.1 Sejam S um espac¸o projectivo e S(M, l) um plano de S. Se P e Q sa˜o
pontos do plano S(M, l) enta˜o todos os pontos da recta PQ pertencem ao plano S(M, l).
Demonstrac¸a˜o. Sejam P e Q dois pontos do plano S(M, l) e seja R um ponto da recta
PQ distinto de P e de Q. Se um dos pontos P ou Q e´ o ponto M , digamos P = M , temos
MQ ∩ l = ∅. Como MQ = MR temos MR ∩ l = ∅ e, portanto, R ∈ S(M, l). Suponhamos
agora que P e Q sa˜o ambos distintos de M . Temos duas possibilidades:
1. Os pontos P,Q e M sa˜o colineares.
Como MP ∩ l = ∅ e MP =MR temos MR ∩ l = ∅ e, consequentemente, R ∈ S(M, l).
2. Os pontos P,Q e M na˜o sa˜o colineares.
Temos treˆs casos a considerar:
(i) Se P,Q ∈ l e´ imediato que R ∈ S(M, l).
(ii) Suponhamos que apenas um dos pontos P ou Q pertence a` recta l, digamos
P ∈ l. Seja B = MQ ∩ l. Temos QM = QB = QR = QP . Enta˜o, por (EP
2
),
MR ∩BP = ∅. Como l = BP resulta que MR ∩ l = ∅ e, portanto, R ∈ S(M, l).
(iii) Suponhamos agora que nenhum dos pontos P e Q pertence a` recta l. Sejam
A = MP ∩ l e B = MQ ∩ l. Temos MP = MA = MQ = MB. Enta˜o, por
(EP
2
), existe C ∈ PQ ∩ AB. Atendendo a que PR = PC = PM = PA, por
(EP
2
), resulta que RM ∩ CA = ∅. Como CA = l temos RM ∩ l = ∅ e, portanto,
R ∈ S(M, l).
Atendendo a` proposic¸a˜o anterior podemos dizer que o plano de S = (P, L ) determinado






P = {P ∈ P : PM ∩ l = ∅} ∪ {M} e
¯
L = {PQ ∈ L : P,Q ∈
¯
P}.
Dizemos que n rectas de um espac¸o projectivo sa˜o complanares se existe um plano
que conte´m essas rectas. Na proposic¸a˜o seguinte apresentamos uma condic¸a˜o necessa´ria e
suficiente para que duas rectas de um espac¸o projectivo sejam complanares.
Proposic¸a˜o 4.1.2 Duas rectas de um espac¸o projectivo S intersectam-se se e so´ se sa˜o
complanares.
Demonstrac¸a˜o. Sejam r e l duas rectas de um espac¸o projectivo que se intersectam num
ponto P . Atendendo a (EP
3
) e a que P e´ o u´nico ponto comum a`s rectas r e l, existe um
ponto Q tal que Q ∈ r e Q ∈ l. Enta˜o o plano S(Q, l) conte´m as rectas r e l pelo que estas
rectas sa˜o complanares.
Reciprocamente, suponhamos que r e s sa˜o rectas complanares. Designemos por S(M, l)
um plano que conte´m ambas as rectas. Temos quatro casos a considerar:
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1. l = r e M ∈ s.
Seja P ∈ s tal que P = M . Enta˜o P ∈ S(M, l) e, portanto, MP ∩ l = ∅, ou seja,
s ∩ r = ∅.





pontos distintos da recta s, A =MS
1
∩ l e B =MS
2





enta˜o s ∩ r = ∅. Suponhamos agora que A = S
1
















∩AB = ∅, ou seja, s ∩ l = ∅.
3. r, s = l, M ∈ r e M ∈ s.




um ponto da recta s distinto
de L
1
. Por 1., a recta r intersecta a recta l num ponto L
2
e a recta MS
1
intersecta a




































isto e´, r ∩ s = ∅.
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4. r, s = l, e M ∈ s, r.
Por 2., a recta s intersecta a recta l num ponto L
1















dois pontos da recta r distintos de L
2
. Por 3., as rectas R
1
M e s intersectam-se num
ponto S
1
e as rectas MR
2
e s intersectam-se num ponto S
2











= ∅, isto e´, r ∩ s = ∅.
Corola´rio 4.1.3 Qualquer plano de um espac¸o projectivo S e´ um plano projectivo.
Demonstrac¸a˜o. Seja S(M, l) um plano de S.
´





Sejam P , Q e R treˆs pontos distintos da recta l. As rectas PM , QM e RM sa˜o distintas e
M e´ o u´nico ponto comum a`s treˆs rectas. Seja T um ponto da recta QM distinto de Q e M .
Temos assim que T , P , R e M sa˜o quatro pontos de S(M, l) tais que na˜o ha´ treˆs colinea-
res.
Os subespac¸os triviais de um espac¸o projectivo S na˜o sa˜o espac¸os projectivos.
Proposic¸a˜o 4.1.4 Todo o subespac¸o na˜o trivial de um espac¸o projectivo S e´ ainda um espac¸o
projectivo.
Demonstrac¸a˜o. Resulta imediatamente da definic¸a˜o de subespac¸o.
Proposic¸a˜o 4.1.5 Seja V = ∅ um subespac¸o de um espac¸o projectivo S e seja P ∈ V.




Demonstrac¸a˜o. Comecemos por mostrar que X =
⋃
Q∈V







































































e PS sa˜o complanares e, portanto, intersectam-se
num ponto R.
´
E claro que R ∈ V. Enta˜o S ∈ X, ja´ que S ∈ PR. PortantoX e´ um subespac¸o
de S.
Atendendo a queV∪{P} ⊆ X e a queX e´ um subespac¸o de S temos 〈V∪{P}〉 ⊆ 〈X〉 = X
e como, por definic¸a˜o de fecho, X ⊆ 〈V ∪ {P}〉, conclu´ımos que 〈V ∪ {P}〉 = X.
´
E consequeˆncia da proposic¸a˜o anterior que o plano de S determinado por M e l e´ o fecho
do conjunto l ∪ {M}. Pretendemos agora mostrar que todo o plano de um espac¸o projectivo
S e´ um subespac¸o de S de dimensa˜o 2.
Proposic¸a˜o 4.1.6 Todo o espac¸o projectivo satisfaz a propriedade de intercaˆmbio.
Demonstrac¸a˜o. Sejam P e Q pontos de S e X um conjunto de pontos de S tais que
P ∈ 〈X〉 e P ∈ 〈X ∪ {Q}〉. Pretendemos mostrar que Q ∈ 〈X ∪ {P}〉. Se X = ∅ e´ evidente
que Q ∈ 〈X ∪ {P}〉. Suponhamos agora que X = ∅. Uma vez que 〈X〉 e´ um subespac¸o de
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S e P ∈ 〈X ∪ {Q}〉 = 〈〈X〉 ∪ {Q}〉, pela proposic¸a˜o 4.1.5, temos que P ∈ QR, para algum
R ∈ 〈X〉. Assim, Q ∈ PR e, portanto, novamente pela proposic¸a˜o 4.1.5, conclu´ımos que
Q ∈ 〈〈X〉 ∪ {P}〉 = 〈X ∪ {P}〉.
Resulta imediatamente da proposic¸a˜o 4.1.6 e do teorema 1.3.3 que todas as bases de um
espac¸o projectivo teˆm o mesmo nu´mero de elementos.
Proposic¸a˜o 4.1.7 Sejam S um espac¸o projectivo, V um subespac¸o de S de dimensa˜o d ≥ 1
e P ∈ V. Enta˜o o subespac¸o 〈V ∪ {P}〉 e´ um espac¸o projectivo de dimensa˜o d+ 1.
Demonstrac¸a˜o.
´
E claro que 〈V ∪ {P}〉 e´ um espac¸o projectivo, pois e´ um subespac¸o na˜o
trivial de um espac¸o projectivo. Como V tem dimensa˜o d, enta˜o todas as bases de V teˆm
d + 1 elementos. Seja B = {V
1
, · · · , V
d+1
} uma base de V. Vejamos que {V
1
, · · · , V
d+1
, P} e´
uma base de 〈V ∪ {P}〉. Como
〈{V
1
, · · · , V
d+1
, P}〉 = 〈B ∪ {P}〉 = 〈〈B〉 ∪ {P}〉 = 〈V ∪ {P}〉
conclu´ımos que {V
1
, · · · , V
d+1
, P} gera 〈V ∪ {P}〉.
Vamos agora mostrar que {V
1
, · · · , V
d+1
, P} e´ um conjunto independente.
´
E claro que
P ∈ 〈B〉 = V. Suponhamos que existe i ∈ {1, · · · , d + 1} tal que V
i





∈ 〈B \ {V
i




}〉 = 〈B〉 = V,
o que e´ falso. Logo V
i
∈ 〈(B \ {V
i
}) ∪ {P}〉 e, portanto, {V
1
, · · · , V
d+1
, P} e´ um conjunto
independente.
Conclu´ımos assim que {V
1
, · · · , V
d+1
, P} e´ uma base de 〈V ∪ {P}〉. Enta˜o a dimensa˜o de
〈V ∪ {P}〉 e´ d+ 1.
Proposic¸a˜o 4.1.8 Seja S um espac¸o projectivo.
¯
S e´ um plano de S se e so´ se
¯
S e´ um
subespac¸o de S de dimensa˜o 2.
Demonstrac¸a˜o. Seja
¯
S = S(M, l) um plano de S. Atendendo a que
¯
S = 〈l ∪ {M}〉 resulta
imediatamente das duas proposic¸o˜es anteriores que
¯
S e´ um subespac¸o de S de dimensa˜o 2.
Reciprocamente, suponhamos que
¯





S = 〈{A,B,C}〉 = 〈{A,B} ∪ {C}〉 = 〈〈{A,B}〉 ∪ {C}〉 = 〈l ∪ {C}〉 = S(C, l),
onde l = AB. Portanto,
¯
S e´ um plano de S (e´ o plano determinado por l e C).
Colocamos agora a seguinte questa˜o: sera´ que existe mais do que um plano que conte´m
M e l? Parece ser intuitivo que a resposta a esta questa˜o e´ negativa.




S um plano de S que conte´m M e l. Como l ∪ {M} ⊆
¯
S enta˜o





S. Se P =M enta˜o P ∈ S(M, l). Suponhamos que P =M . Todos os pontos da
recta PM pertencem a
¯
S. Logo PM e l sa˜o rectas complanares. Seja L = PM ∩ l. Enta˜o
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L ∈ S(M, l) e, portanto, todos os pontos da recta LM pertencem a S(M, l). Como P ∈ LM
resulta que P ∈ S(M, l).




Treˆs pontos na˜o colineares de um espac¸o projectivo S pertencem a um u´nico plano de S.
Com efeito, se P,Q e R sa˜o treˆs pontos na˜o colineares enta˜o esses pontos pertencem ao plano
¯
S = 〈{P,Q,R}〉, que e´ o u´nico plano que conte´m o ponto R e a recta PQ.
4.1.2 H iper planos de um espac¸o pr ojectivo
Um hiperplano H de um espac¸o linear S e´ um subespac¸o pro´prio maximal, isto e´, e´ um
subespac¸o de S que satisfaz a condic¸a˜o: Se H
1






Lema 4.1.10 Seja H um hiperplano de um espac¸o projectivo S. Enta˜o S = 〈H∪{P}〉, para
todo o ponto P ∈ H.
Demonstrac¸a˜o. Seja P ∈ H. Atendendo a que 〈H ∪ {P}〉 e´ um subespac¸o de S tal que
H ⊂ 〈H ∪ {P}〉 resulta que 〈H ∪ {P}〉 = S, pois H e´ um hiperplano de S.
Lema 4.1.11 Seja S um espac¸o projectivo de dimensa˜o d. H e´ um hiperplano de S se e so´
se H e´ um subespac¸o de S de dimensa˜o d− 1.
Demonstrac¸a˜o. Sejam H um hiperplano de S e P ∈ H. Como 〈H ∪ {P}〉 = S enta˜o, pela
proposic¸a˜o 4.1.7, dim(〈H ∪ {P}〉) = dim(H) + 1 donde conclu´ımos que dim(H) = d− 1.
Reciprocamente, seja H um subespac¸o de S de dimensa˜o d− 1. Seja H
1
um subespac¸o de
S tal que H ⊂ H
1
. Enta˜o existe P ∈ H
1
tal que P ∈ H. O subespac¸o 〈H ∪ {P}〉 de S tem
dimensa˜o d. Logo 〈H ∪ {P}〉 = S, ja´ que S e´ o u´nico subespac¸o de S que tem dimensa˜o d.
Como H ∪ {P} ⊆ H
1
enta˜o S = 〈H ∪ {P}〉 ⊆ H
1
⊆ S e, portanto, H
1
= S. Logo H e´ um
hiperplano de S.
Proposic¸a˜o 4.1.12 Sejam S um espac¸o projectivo e H um subespac¸o pro´prio de S. H e´ um
hiperplano de S se e so´ se qualquer recta de S conte´m pelo menos um ponto de H.
Demonstrac¸a˜o. Suponhamos que H e´ um hiperplano. Enta˜o existe P ∈ S tal que P ∈ H.
Atendendo a` proposic¸a˜o 4.1.5 e ao lema 4.1.10 temos
⋃
Q∈H
PQ = S. Seja l uma recta de S.
´
E
evidente que, se P ∈ l enta˜o a recta l conte´m pelo menos um ponto de H. Suponhamos que

























pertence a l enta˜o l conte´m











e l intersectam-se e, portanto, l conte´m pelo menos um ponto de H.
Reciprocamente, suponhamos que todas as rectas de S conteˆm pelo menos um ponto de
H. Seja H
1
um subespac¸o de S tal que H ⊂ H
1
. Seja P ∈ H
1
tal que P ∈ H. Observemos
que 〈H∪{P}〉 ⊆ H
1
, ja´ que H
1
e´ um subespac¸o de S que conte´m H∪{P}. Para cada ponto
Q ∈ S\{P} existe pelo menos um ponto Q
1
da recta PQ que pertence a H. Enta˜o, Q ∈ PQ
1





= S. Concluimos enta˜o que H e´ um hiperplano de S.
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Corola´rio 4.1.13 Seja H um hiperplano de um espac¸o projectivo S. Enta˜o qualquer recta
de S que na˜o esteja contida em H intersecta H num so´ ponto.
Demonstrac¸a˜o. Seja l uma recta de S que na˜o esteja contida em H. Pela proposic¸a˜o
anterior, l intersecta H em pelo menos um ponto. Seja P ∈ l ∩H. Se existe outro ponto Q
distinto de P tal que Q ∈ l ∩H enta˜o todos os pontos da recta PQ = l pertencem a H, o
que e´ falso. Logo l intersecta H num so´ ponto.
Proposic¸a˜o 4.1.14 Sejam H um hiperplano e
¯
S um plano de um espac¸o projectivo S tal
que
¯
S ⊆ H. Enta˜o
¯
S intersecta H numa recta.
Demonstrac¸a˜o. Como
¯
S ⊆ H, existe P ∈
¯
S tal que P ∈ H. Sejam l e r duas rectas de
¯
S
que conteˆm P . Enta˜o, pela proposic¸a˜o 4.1.12, r e l conteˆm pelo menos um ponto deH. Sejam
R e L pontos de H tais que R ∈ r e L ∈ l.
´
E claro que R,L e P sa˜o treˆs pontos distintos.
Tambe´m e´ claro que todos os pontos da recta RL pertencem a
¯
S e a H. Suponhamos, com
vista a uma contradic¸a˜o, que existe Q ∈
¯
S∩H tal que Q ∈ RL.
¯
S e´ um plano que conte´m Q
e RL. Enta˜o
¯
S = S(Q,RL). Como {Q} ∪RL ⊆ H temos
¯
S = S(Q,RL) = 〈{Q} ∪RL〉 ⊆ H,
o que contraria a hipo´tese. Conclu´ımos assim que
¯
S ∩H = RL.
Corola´rio 4.1.15 A intersecc¸a˜o de dois planos distintos de um espac¸o projectivo S de di-




































Proposic¸a˜o 4.1.16 Todo o espac¸o projectivo S conte´m um hiperplano.
Demonstrac¸a˜o. Seja B uma base de S. Seja P ∈ B. Vejamos que H = 〈B \ {P}〉 e´ um
hiperplano de S.
´
E claro que H e´ um subespac¸o pro´prio de S, pois P ∈ H. Seja H
1
um
subespac¸o de S tal que H ⊂ H
1
. Enta˜o existe Q ∈ H
1
tal que Q ∈ H = 〈B \ {P}〉. Como
Q ∈ 〈B \ {P} ∪ {P}〉 e S tem a propriedade de intercaˆmbio, atendendo a` proposic¸a˜o 1.3.2,
resulta que
S = 〈B \ {P} ∪ {P}〉 = 〈B \ {P} ∪ {Q}〉 ⊆ H
1
,
donde conclu´ımos que H
1
= S e, portanto, H e´ um hiperplano de S.
4.1.3 E spac¸o pr ojectivo finito
Tal como nos planos projectivos, todas as rectas de um espac¸o projectivo conteˆm o mesmo
nu´mero de pontos. Com efeito, suponhamos que l e r sa˜o duas rectas de um espac¸o projectivo
S. Se l e r sa˜o rectas complanares existe um plano (que e´ um plano projectivo) que as conte´m
pelo que ambas as rectas conteˆm o mesmo nu´mero de pontos. Suponhamos agora que as








∈ r. Os planos S(R
1
, l) e S(L
1
, r) sa˜o




e l pertencem ao plano S(R
1




e r pertencem ao
plano S(L
1
, r). Enta˜o r e l conteˆm o mesmo nu´mero de pontos.
Um espac¸o projectivo finito S e´ uma estrutura de incideˆncia finita que e´ um espac¸o
projectivo. Seja n+1 o nu´mero de pontos de cada recta de S. Ao nu´mero n chamamos ordem
de S. Observemos que n ≥ 2. Se S tem dimensa˜o 2 enta˜o e´ um plano projectivo e, como
ja´ sabemos, tem n
2
+ n+ 1 pontos. Qual sera´ o nu´mero de pontos de um espac¸o projectivo
finito S de dimensa˜o d e de ordem n? E o nu´mero de rectas?
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+ · · ·+ n+ 1 pontos.
Demonstrac¸a˜o. Vamos demonstrar este lema por induc¸a˜o sobre d.
´
E evidente que a afir-
mac¸a˜o e´ verdadeira no caso em que d e´ igual a 2. Suponhamos que a afirmac¸a˜o e´ verdadeira
para qualquer espac¸o projectivo finito de dimensa˜o d e ordem n. Seja S um espac¸o pro-
jectivo de dimensa˜o d + 1 e ordem n. Seja {A
1
, · · · , A
d+2
} uma base de S. O subespa-
c¸o H = 〈{A
1
, · · · , A
d+1
}〉 e´ um hiperplano de S
1





+ · · ·+ n+ 1 pontos. Atendendo a que
S = 〈{A
1
, · · · , A
d+2







e, para cada ponto P ∈ H, a recta PA
d+2
conte´m n pontos distintos de A
d+2
e um so´ ponto








+ · · · + n + 1
pontos.
















































rectas. Observemos que se d e´









+ · · · + n+ 1.
4.1.4 E spac¸o pr ojectivo de Desar gues






sete pontos de um espac¸o projectivo S nas condic¸o˜es da configu-



























Um espac¸o projectivo S e´ um espac¸o de Desargues se, para qualquer escolha de






nas condic¸o˜es da configurac¸a˜o de Desargues os pontos













Observemos que todo o espac¸o projectivo de dimensa˜o 2 e´ um plano projectivo. De facto,
sendo S um espac¸o projectivo de dimensa˜o 2, todas as bases de S teˆm treˆs elementos. Seja
{A,B,C} uma base de S.
´
E claro que S = 〈{A,B,C}〉 = 〈AB∪{C}〉. Como 〈AB∪{C}〉 e´ um
plano de S, pelo corola´rio 4.1.3, e´ um plano projectivo. Assim, existem espac¸os projectivos
de dimensa˜o 2 que na˜o sa˜o espac¸os de Desargues.
Dizemos que X e´ um conjunto de pontos complanares de um espac¸o projectivo S se
existe um plano de S que conte´m todos os pontos de X. Portanto, se S e´ um espac¸o projectivo
tal que nem todos os pontos sa˜o complanares enta˜o a dimensa˜o de S e´ maior ou igual a 3.
A proposic¸a˜o 4.1.7 permite-nos afirmar que, se
¯





S ∪ {P}〉 e´ um espac¸o projectivo de dimensa˜o 3 (e que conte´m o plano
¯
S e o





E um e spa ¸c o pro je c tiv o de dime ns˜a o d e o rde m n.
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Decorre da proposic¸a˜o que a seguir vamos mostrar, que todo o plano projectivo que na˜o
seja um plano de Desargues na˜o pode ser um plano de um espac¸o projectivo de dimensa˜o
d ≥ 3.
Proposic¸a˜o 4.1.19 Todo o espac¸o projectivo S de dimensa˜o d ≥ 3 e´ um espac¸o de Desar-
gues.






sete pontos de S nas condic¸o˜es da configurac¸a˜o




























Como os dois planos pertencem ao espac¸o projectivo S(C,S(Y,XZ)) que tem dimensa˜o
3, pelo corola´rio 4.1.15, intersectam-se numa recta. Os pontos U, V e W pertencem aos
dois planos pelo que sa˜o colineares.









Escolhemos um ponto P de S tal que P ∈
¯
S ( tal escolha e´ poss´ıvel porque a dimensa˜o de
S e´ maior ou igual a 3) e seja Q ∈ CP um ponto distinto de P e de C. Observemos que
Q ∈
¯
S (caso contra´rio, como P ∈ QC, ter´ıamos P ∈
¯






































S pertencem ao espac¸o projectivo S(Q,
¯
S). Logo, pelo corola´rio
4.1.15, estes planos intersectam-se numa recta que vamos designar por l.
Por (EP
2



















e, pelo caso 1., pertencem a` recta l.
De novo por (EP
2





























































































= W pelo que os pontos U, V e
W sa˜o colineares.
Corola´rio 4.1.20 Qualquer plano de um espac¸o projectivo S de Desargues de dimensa˜o
d ≥ 3 e´ um plano de Desargues.
Demonstrac¸a˜o. Resulta de que qualquer plano de S e´ um plano projectivo e da proposic¸a˜o
anterior.
4.2 E spac¸o afim









conjunto de todas as rectas de
¯







definimos o conjunto l =
¯
l \ {P}, onde P =
¯
l ∩H. Consideremos os conjuntos
P = {P ∈
¯








`A estrutura de incideˆncia E = (P, L ) chamamos espac¸o afim
2
e denotamos por E = S\H.
Da definic¸a˜o de espac¸o afim resulta imediatamente que, dados dois pontos distintos existe
uma u´nica recta que conte´m ambos os pontos e qualquer recta conte´m pelo menos dois pon-
tos. Portanto, E e´ um espac¸o linear.
Exemplo.
Todo o plano afim e´ um espac¸o afim.
Dizemos que duas rectas l e r de um espac¸o afim E = S \ H sa˜o paralelas e
escrevemos l‖r, se
l = r ou l ∩ r = ∅ e as rectas
¯
l e r¯ sa˜o complanares.
Sejam l, r e s rectas de E = S \H.
´
E claro que l‖l e se l‖r enta˜o r‖l. Suponhamos agora
que l‖r e r‖s. Se l = r ou r = s enta˜o l‖s. Suponhamos que l, r e s sa˜o rectas distintas.
Como l‖r e r‖s temos que
¯
l∩ r¯ = P e r¯∩ s¯ = Q, onde H∩
¯
l = P = H∩ r¯ e H∩ r¯ = Q = H∩ s¯
(observemos que rectas complanares de S intersectam-se). Como, por definic¸a˜o, r¯ so´ conte´m
um ponto de H temos P = Q. Enta˜o
¯
l ∩ s¯ = P e, portanto,
¯
l e s¯ sa˜o rectas complanares.
Ale´m disso, l ∩ s = ∅. Conclu´ımos enta˜o que l‖s.
A relac¸a˜o ‖ e´ uma relac¸a˜o de equivaleˆncia no conjunto das rectas de um espac¸o afim E .
Designemos por [l] a classe de todas as rectas paralelas a l. Na proposic¸a˜o seguinte iremos
mostrar que, dado um ponto P e uma recta l de E tais que P ∈ l, existe uma u´nica recta de
[l] que conte´m P .
Proposic¸a˜o 4.2.1 Seja E = S \H um espac¸o afim. Sejam P um ponto e l uma recta de E
tais que P ∈ l. Enta˜o existe uma u´nica recta m de E tal que P ∈ m e m‖l.
Demonstrac¸a˜o. Temos l =
¯
l \ {L}, onde L = H ∩
¯
l. Seja m¯ a recta de S que conte´m os
pontos L e P . Seja m = m¯ \ {L}.
´
E claro que m ∩ l = ∅ e as rectas m¯ e
¯
l sa˜o complanares.
Temos enta˜o que P ∈ m e l‖m.
Vejamos agora que m e´ a u´nica recta de E nestas condic¸o˜es. Suponhamos que r e´ uma
recta de E que conte´m P e tal que r‖l.
´
E evidente que m‖r. Como P ∈ m ∩ r e m‖r resulta
que m = r.
4.2.1 E spac¸o afim finito
Seja E = S \H um espac¸o afim. Todas as rectas do espac¸o projectivo S conteˆm o mesmo
nu´mero de pontos e qualquer recta de S que na˜o esteja contida em H intersecta H num so´
ponto. Assim, ao retirar a S o hiperplano H estamos a retirar um ponto a todas as rectas
de S que na˜o esta˜o contidas em H. Enta˜o todas as rectas de E = S \H conteˆm o mesmo
nu´mero de pontos.
O espac¸o afim E = S \H e´ um espac¸o afim finito se S e´ um espac¸o projectivo finito.
Seja n o nu´mero de pontos de cada recta de E . Dizemos que n e´ a ordem de E .
´
E evidente
que n ≥ 2.
2
Se mpre q ue se ja ne c e ss´a rio de no ta mo s po r l(X,Y ) a re c ta de E q ue c o nt´e m o s po nto s X e Y e de no ta mo s
po r
¯
l(X, Y ) a re c ta de S q ue c o nt´e m o s po nto s X e Y . Obse rv e mo s q ue l(X,Y ) =
¯
l(X, Y ) \ { H
1





l(X,Y ) ∩ H .
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Lema 4.2.2 Sejam S um espac¸o projectivo de dimensa˜o d e ordem n e H um hiperplano de
S. Enta˜o o espac¸o afim E = S \H conte´m n
d
pontos.





+ · · ·+ n+ 1 pontos.








+ · · ·+ n+1) = n
d
pontos.
Observemos que o nu´mero de rectas de uma classe de rectas paralelas na˜o depende da
classe. Com efeito, como a cada ponto de H corresponde uma classe de rectas paralelas e







Lema 4.2.3 Sejam S um espac¸o projectivo de dimensa˜o d e ordem n e H um hiperplano de






+ · · ·+ n+ 1) rectas.











+ · · ·+ n+ 1) rectas.
4.2.2 P lanos de um espac¸o afim
Chamamos plano de E = S \H a todo o subespac¸o de E de dimensa˜o 2.
Seja
¯
S um plano de um espac¸o projectivo S de ordem n > 2 tal que
¯





S \ m¯ e´ um subespac¸o de E = S \H de dimensa˜o 2, isto e´,
¯
S \ m¯ e´ um plano de
E . Sejam P,Q ∈
¯
S \ m¯. Enta˜o P,Q ∈
¯
S e P,Q ∈ H. A recta
¯










S. Assim, todos os pontos da recta l(P,Q) pertencem a
¯
S \ m¯. A dimensa˜o de
¯
S \ m¯ e´ 2,
pois
¯
S \ m¯ e´ um plano afim de ordem n > 2.
Proposic¸a˜o 4.2.4 Sejam S um espac¸o projectivo de ordem n > 2 e H um hiperplano de S.
¯




S \ m¯, onde
¯
S e´ um plano de S tal que
¯







































S ⊆ H e m¯ =
¯







S \ m¯ e´ um subespac¸o de E e {A,B,C} ⊆
¯













S \ m¯. Como
¯
S ∩H = m¯ temos P ∈ H. Se P pertence a uma das rectas AB,
AC ou BC enta˜o e´ claro que P ∈
¯
E . Suponhamos agora que P na˜o pertence a nenhuma das
rectas AB, AC e BC. Como
¯







l(P,C) sa˜o distintas e conteˆm o ponto P . Seja r¯ uma recta que




l(B,C) ∩H e H
4
















D e no ta mo s po r 〈X 〉
S
o fe c ho de X e m S .
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sa˜o distintos do ponto H
4






sa˜o pontos distintos. Enta˜o os pontos
¯
l(A,B) ∩ r¯ e
¯










S \ m¯, onde
¯
S e´ um plano de S tal que
¯
S ⊆ H e
m¯ =
¯
S ∩H. Ja´ vimos que
¯
E e´ um plano de E .








S \ m¯, onde
¯
S e´ um
plano de S tal que
¯








Observemos que a proposic¸a˜o 4.2.4 na˜o e´ va´lida no caso em que o plano projectivo S
tem ordem 2. Com efeito, consideremos o Plano de Fano π cuja representac¸a˜o e´ a figura 10
do exemplo da pa´gina 32. Seja m¯ = {0, 2, 6}.
´
E claro que A = π \ m¯ e´ um espac¸o afim.
Seja
¯






S e´ um plano de π tal que
¯
S ⊆ m¯ e
¯





S \ m¯ na˜o e´ um plano de A, pois tem dimensa˜o 3. Observemos tambe´m que
¯
E = 〈{1, 3, 4}〉
A
= {1, 3, 4} e´ um subespac¸o de A de dimensa˜o 2 que na˜o e´ um plano afim (o
corola´rio 4.2.5 tambe´m na˜o e´ va´lido neste caso).
Proposic¸a˜o 4.2.6 Duas rectas distintas de um espac¸o afim E = S \H de ordem n > 2 sa˜o
paralelas se e so´ se sa˜o complanares em E e na˜o se intersectam
4
.
Demonstrac¸a˜o. Sejam r e s duas rectas distintas de E . Suponhamos que r e s sa˜o rectas
paralelas. Enta˜o r ∩ s = ∅ e existe um plano
¯
S de S que conte´m as rectas r¯ e s¯. Temos enta˜o




S ⊆ H. Seja m¯ =
¯




S \ m¯ e´




E conte´m as rectas r e s pelo que estas rectas sa˜o complanares
em E .
Reciprocamente, suponhamos que r e s sa˜o rectas complanares em E e na˜o se intersectam.
Enta˜o existe um plano
¯







S e´ um plano de S tal que
¯
S ⊆ H e m¯ =
¯
S∩H. Observemos que r ⊆ r¯ e s ⊆ s¯. Temos
enta˜o que r¯ e s¯ sa˜o rectas de
¯
S pelo que sa˜o rectas complanares. Como r ∩ s = ∅ conclu´ımos
que as rectas r e s sa˜o paralelas.
Proposic¸a˜o 4.2.7 Seja S um espac¸o projectivo de dimensa˜o d ≥ 3 e ordem n > 2. Enta˜o
todo o plano do espac¸o afim E = S \H e´ um plano de Desargues.
Demonstrac¸a˜o. Seja
¯






S e´ um plano
de S tal que
¯
S ⊆ H e
¯
S ∩H = m¯. Como a dimensa˜o de S e´ d ≥ 3, pelo corola´rio 4.1.20,
¯
S e´
um plano projectivo de Desargues. Uma vez que, para cada recta r de
¯
E , a` classe de rectas







S. Conclu´ımos assim que
¯
E e´ um plano afim de Desargues.
4
D iz e mo s q ue n re c ta s de um e spa ¸c o a fim E s˜a o c o mpla na re s se e x iste um pla no de E q ue c o nt´e m a s re c ta s.
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Terminamos este trabalho com a seguinte questa˜o: sera´ que dado um nu´mero natural
n ≥ 2 existe um plano projectivo (afim) de ordem n? No caso afirmativo, quantos existem
na˜o isomorfos?
Neste trabalho, vimos que existe pelo menos um plano projectivo (afim) de Desargues de
ordem n, para todo o n = p
r
, com p primo e r ∈ N (no caso em que n = 2, n = 3 ou n = 4
existe um u´nico plano (a menos de isomorfismo)). Se n ≡ 1, 2 (mod 4) na˜o existe um plano




com a, b ∈ N (resultado encontrado em [10]).
Usando a computac¸a˜o ja´ foram encontradas respostas para determinadas ordens. No entanto,




Um anel de divisa˜o
1
e´ um terno (K,+,×) que satisfaz as condic¸o˜es:





= K \ {0}, e´ um grupo (com elemento neutro que denotamos por 1) ;
3. Para todos os u, v, w ∈ K
(u+ v)× w = u× w + v × w e u× (v + w) = u× v + u× w.
Dizemos que (K,+,×) e´ um anel de divisa˜o finito se K e´ um conjunto com um nu´mero
finito de elementos. A um anel de divisa˜o (K,+,×) em que (K
∗
,×) e´ um grupo comutativo
chamamos corpo.
Teorema A.0.8 (Wedderburn) Todo o anel de divisa˜o finito e´ um corpo.
O teorema seguinte classifica os corpos finitos.
Teorema A.0.9 Existe um corpo finito com q elementos se e se´ se q e´ da forma p
n
para
algum primo p e algum inteiro positivo n. Ale´m disso, dois corpos finitos com o mesmo
nu´mero de elementos sa˜o isomorfos.
1
Em Ing lˆe s “ s kewfield” .
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Apeˆndice B
Unicidade (a menos de
isomor fismo) de planos afins e
pr ojectivos de or dem 2 e de or dem 3
B .1 E xiste um u´nico plano afim A de or dem 2
Designemos por A,B,C e D os pontos de A. Cada ponto de A pertence a treˆs rectas e cada
recta de A conte´m dois pontos. Assim, as rectas que conteˆm A sa˜o: {A,B}, {A,C} e {A,D}.
´
E claro que {B,C} e {B,D} sa˜o as outras duas rectas que conteˆm o ponto B e {C,D} e´ a
recta que conte´m os pontos C e D (ver figura 1). Facilmente verificamos que esta construc¸a˜o




B .2 E xiste um u´nico plano afim A de or dem 3 (a menos de
isomor fismo)
Designemos por A,B,C,D,E, F,G,H e I os pontos de A. Cada ponto deA pertence a quatro
rectas e cada recta de A conte´m treˆs pontos. Assim, o ponto A pertence a quatro rectas. Sem
perda de generalidade, podemos supor que as rectas que conteˆm A sa˜o: {A,B,C}, {A,D,G},
{A,E, I} e {A,F,H} (ver figura 2). O ponto G tambe´m pertence a quatro rectas, uma das
quais e´ a recta {A,D,G}. Existe uma u´nica recta que conte´m os pontos G e H. Sem perda







Tal recta na˜o pode conter o ponto F pois, caso contra´rio, os pontos G,B e C teriam que
pertencer a` mesma recta, o que e´ falso. Temos enta˜o a recta {G,E,C}. E claro, a outra recta






Existe uma u´nica recta que conte´m os pontos B e D. Essa recta na˜o pode conter os pontos
E ou H pois, caso contra´rio, na˜o existia nenhuma recta que conte´m os pontos B e I . Deste
racioc´ınio conclu´ımos que {B,E,H} e´ a u´nica recta que conte´m os pontos B e E e {B,D, I}






Ja´ conhecemos treˆs das quatro rectas que conteˆm o ponto E. Os pontos D e E pertencem
a uma u´nica recta. Facilmente verificamos que a recta que conte´m os pontos D e E e´ a recta
{D,E,F} (ver figura 5).
Tambe´m e´ claro que {D,H,C} e´ a u´nica recta que conte´m os pontos D e H e {C, F, I} e´












Esta construc¸a˜o e´ u´nica a menos da etiquetagem dos pontos.
B .3 E xiste um u´nico plano pr ojectivo de or dem 2 , de or dem








































Se P ∈ l
1
enta˜o g(P ) = f(P ). Se P ∈ l
1
enta˜o P = [l], para alguma recta l de A
1
. Neste
caso fazemos g(P ) = [f(l)].









Assim, e´ claro que no caso em que n = 2 ou n = 3 existe um u´nico plano projectivo (a
menos de isomorfismo) com essa ordem. Em [12] encontramos uma sequeˆncia de exerc´ıcios
que permite-nos concluir que existe um u´nico plano projectivo de ordem 4 (a menos de
isomorfismo).
Seja K um corpo com dois elementos, K
′
um corpo com treˆs elementos e K
′′
um corpo
com quatro elementos. Designemos por V um espac¸o vectorial de dimensa˜o 3 sobre o corpo
K, por V
′





de dimensa˜o 3 sobre o corpo K
′′





planos projectivos de Desargues de ordem 2, 3 e 4, respectivamente. Assim, se π e´ um plano
projectivo de ordem n com n = 2, n = 3 ou n = 4 enta˜o π e´ um plano de Desargues.
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