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Abstract
In this paper, given a reexive real Banach space X and two sequentially weakly lower semicontinuous functionals
;	 on X with 	 strongly continuous and coercive, we are mainly interested in the existence of innitely many local
minima of the functional  + 	 for each suciently large  2 R. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
The aim of this paper is to establish Theorem 2.1 below and, mainly, to show how one can
derive from it, in an absolutely transparent way, a series of consequences about the local minima
of a functional of the type  + 	, where  is a positive real number, and, in concrete situations,
 and 	 are sequentially weakly lower semicontinuous functionals dened on a subset of a reexive
Banach space.
Ultimately, our end is to apply, via the variational methods, the basic theory developed below to
dierential equations. In this connection, Theorem 2.5 can be regarded as the main result of this
paper. Specic applications of Theorem 2.5 to dierential equations will systematically be presented
in a series of successive papers. Here, we limit ourselves to give a sample of application to a class
of elliptic equations involving the critical Sobolev exponent (Theorem 2.8).
We also derive from Theorem 2.5 a result on xed points of potential operators in Hilbert spaces
(Theorem 2.7) of which the following is a corollary:
Theorem A. Let X be a real Hilbert space; and let A : X ! X be a potential operator; with
sequentially weakly upper semicontinuous potential P satisfying
lim inf
r!+1
supjjxjj6r P(x)
r2
<
1
2
< lim sup
r!+1
supjjxjj6r P(x)
r2
:
Then; the set of all xed points of A is unbounded.
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2. Results
Our abstract basic result is as follows:
Theorem 2.1. Let X be a topological space; and let ;	 :X !R be two sequentially lower semi-
continuous functions. Denote by I the set of all > inf X 	 such that the set 	−1(] −1; [) is
contained in some sequentially compact subset of X . Assume that I 6= ;. For each  2 I; denote
by F the family of all sequentially compact subsets of X containing 	−1(]−1; [); and put
() = sup
K2F
inf
K
:
Then; for each  2 I and each  satisfying
> inf
x2	−1(]−1; [)
(x)− ()
−	(x)
the restriction of the function + 	 to 	−1(]−1; [) has a global minimum.
Proof. Fix  2 I and  as in the conclusion. Observe that
inf
x2	−1(]−1; [)
(x)− ()
−	(x) = infr>−() infx2	−1(]−1; [)
(x) + r
−	(x) :
Consequently, we can x r>− () so that
inf
x2	−1(]−1; [)
(x) + r
−	(x) <: (1)
On the other hand, since −r<(), there is a sequentially compact subset K of X containing
	−1(]−1; [) such that
−r< inf
K
:
For each r >− inf K , put
(r) = sup
x2	−1(]−1; [)
(x) + r
	(x)− :
Observe that the function (() + r)=(	()− ) is negative in 	−1(]−1; [). We now show that
it there attains the value (r). To this end, x a sequence fxng in 	−1(]−1; [) such that
lim
n!1
(xn) + r
	(xn)−  = (r): (2)
Since K is sequentially compact, fxng admits a subsequence fxnkg converging to a point x2K . Put
l= lim inf
k!1
	(xnk ):
We claim that l<. Indeed, if it was l= , since
l6 lim sup
k!1
	(xnk )6;
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we would have
lim
k!1
	(xnk ) = ;
and so, from (2), we would infer
lim
k!1
((xnk ) + r) = 0:
Then, since  is sequentially lower semicontinuous, it would follow
(x) + r60;
from which
r6− inf
K
;
against the choice of r. Since 	 is sequentially lower semicontinuous, we have
	(x)6l<: (3)
Now, extract from fxnkg a subsequence fxnkpg so that
l= lim
p!1 	(xnkp ):
From (2), we then get
lim
p!1 ((xnkp ) + r) = (r)(l− ):
So, by the sequential lower semicontinuity of , we have
0<(x) + r6(r)(l− ): (4)
Now, from (3) and (4), we directly obtain
(r)6
(x) + r
	(x)− 
which shows our claim. Clearly, the function , as the supremum of ane functions, is convex in
the open interval ]− inf K ;+1[. Hence, it is continuous there. Also, observe that it is not bounded
below. Indeed, one has
(r)6
r + inf K 
inf K 	 − 
for all r >− inf K . Therefore, recalling (1), since r>− inf K , there exists r0>− inf K  such
that
(r0) =−:
Finally, let x0 2 	−1(]−1; [) be such that
(r0) =
(x0) + r0
	(x0)−  :
Hence, for each x 2 	−1(]−1; [), one has
(x) + r0
	(x)− 6− 
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and so
(x) + r0 + (	(x)− )>0 = (x0) + r0 + (	(x0)− );
that gives
(x) + 	(x)>(x0) + 	(x0):
This concludes the proof.
Remark 2.1. Concerning the statement of Theorem 2.1, observe that when the space X is Hausdor,
the set H =
T fK : K 2Fg belongs to F, and so we have
() = inf
H
:
One of the most signicant features of Theorem 2.1 is the possibility to get from it multiplicity
results for local minima. Indeed, we have
Theorem 2.2. Let the assumptions of Theorem 2:1 be satised. In addition; suppose
sup I =+1
and
<+1;
where
= lim inf
!+1 infx2	−1(]−1; [)
(x)− ()
−	(x) :
Finally; denote by  the weakest topology on X for which 	 is upper semicontinuous.
Then; for each >; the following alternative holds: either  + 	 has a global minimum; or
there exists a sequence fxng of -local minima of + 	 such that
lim
n!1 	(xn) = +1:
Proof. Let >. Then, we can x a sequence fng in I , with limn!1 n =+1, such that
inf
x2	−1(]−1; n[)
(x)− (n)
n −	(x) <
for all n 2 N. Consequently, owing to Theorem 2.1, for each n 2 N, there is xn 2 	−1(]−1; n[)
such that
(xn) + 	(xn)6(x) + 	(x) (5)
for all x 2 	−1(]−1; n[). Now, if limn!1	(xn)=+1, we are done, since each set 	−1(]−1; n[)
is -open. Thus, suppose that lim inf n!1	(xn)<+1. Hence, there are an increasing sequence fnkg
in N and a constant c 2 I such that
	(xnk )<c
for all k 2 N. But the set 	−1(]−1; c[) is contained in some sequentially compact subset of X , and
so there is a subsequence fxnkr g converging to some x2X . Finally, x x2X . Since we denitively
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have nkr >	(x), taking into account the sequential lower semicontinuity of + 	, from (5) we
get
(x) + 	(x)6 lim inf
r!+1 ((xnkr ) + 	(xnkr ))6(x) + 	(x):
Hence, x is a global minimum of + 	.
Theorem 2.3. Let the assumptions of Theorem 2:1 be satised. In addition; suppose
<+1;
where
= lim inf
!(inf X 	)+
inf
x2	−1(]−1; [)
(x)− ()
−	(x) :
Finally; denote by  the weakest topology on X for which 	 is upper semicontinuous.
Then; for each >; there exists a sequence of -local minima of + 	 which converges to
a global minimum of 	.
Proof. Let >. Fix a sequence fng in I , with limn!1 n = inf X 	, such that
inf
x2	−1(]−1; n[)
(x)− (n)
n −	(x) <
for all n 2 N. Thanks to Theorem 2.1, for each n 2 N, the restriction of +	 to 	−1(]−1; n[)
has a global minimum, say xn. Hence, xn is a -local minimum of +	. Finally, the sequence fxng
lies in 	−1(]−1;maxn2N n[) (which is, in turn, contained in a sequentially compact subset of X ),
and so it admits a subsequence converging to a point which, by the sequential lower semicontinuity
of 	, is a global minimum of 	.
We now derive from the previous abstract theorems more concrete results in reexive Banach
spaces.
Theorem 2.4. Let E be a reexive real Banach space; X a closed; convex; unbounded subset of
E; and ;	 :X ! R two convex functionals; with  lower semicontinuous and 	 continuous and
satisfying limx2X;jjxjj!+1	(x) = +1. Put
 = inf
>inf X 	
inf
x2	−1(]−1; [)
(x)− inf	−1(]−1; ])
−	(x) :
Then; for each >; the functional  + 	 has a global minimum in X . Moreover; if > 0;
for each <; the functional + 	 has no global minima in X .
Proof. It is clear that we can apply Theorem 2.1 endowing X with the relativization of the weak
topology. In particular, for each > inf X 	, the set 	−1(]−1; ]) is sequentially weakly compact
owing to the reexivity of E and to the coercivity of 	. Moreover, by the convexity of 	, the
same set is equal to the closure of 	−1(]−1; [). From this, it follows that 	−1(]−1; ]) is the
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smallest sequentially weakly compact subset of X containing 	−1(]−1; [). Hence, by Remark 2.1,
we have
() = inf
	−1(]−1; ])
:
Now, let > and choose > inf X 	 so that
> inf
x2	−1(]−1; [)
(x)− inf	−1(]−1; ]) 
−	(x) :
Then, Theorem 2.1 ensures that the restriction of the functional +	 to 	−1(]−1; [) has a global
minimum, say x0. But, by assumption, 	 is (strongly) continuous, and so the set 	−1(]−1; [) is
(strongly) open in X . In other words, x0 is a local minimum for  + 	 in the strong topology.
Since + 	 is convex, x0 is actually a global minimum for + 	 in X .
Now, assume that > 0. Let  be such that the functional  + 	 has a global minimum in
X , say x1. We claim that > from which, of course, the second part of the conclusion follows.
Indeed, x >	(x1) and choose x2 2 	−1(]−1; ]) so that
(x2) = inf
	−1(]−1; ])
:
Clearly, since > 0, we have 	(x2) = . Hence, we get
>
(x1)− (x2)
	(x2)−	(x1) =
(x1)− ()
−	(x1) > infx2	−1(]−1; [)
(x)− ()
−	(x) >
;
as claimed.
The next result groups together the versions of Theorems 2.1{2.3 which are directly applicable to
dierential equations.
Theorem 2.5. Let X be a reexive real Banach space; and let ;	 :X !R be two sequen-
tially weakly lower semicontinuous and Ga^teaux dierentiable functionals. Assume also that 	
is (strongly) continuous and satises limjjxjj!+1	(x) = +1. For each > inf X 	; put
’() = inf
x2	−1(]−1; [)
(x)− inf (	−1(]−1; [))w 
−	(x) ;
where (	−1(]−1; [))w is the closure of 	−1(]−1; [) in the weak topology. Furthermore; set
= lim inf
!+1 ’()
and
= lim inf
!(inf X 	)+
’():
Then; the following conclusions hold:
(a) For each > inf X 	 and each >’(); the functional  + 	 has a critical point which
lies in 	−1(]−1; [).
(b) If <+1; then; for each >; the following alternative holds: either +	 has a global
minimum; or there exists a sequence fxng of critical points of +	 such that limn!1	(xn)=+1.
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(c) If <+1; then; for each >; the following alternative holds: either there exists a global
minimum of 	 which is a local minimum of +	; or there exists a sequence of pairwise distinct
critical points of + 	 which weakly converges to a global minimum of 	.
Proof. Endow X with the weak topology. As in the proof of Theorem 2.4, it is seen that
(	−1(]−1; [))w is the smallest sequentially weakly compact subset of X containing 	−1(]−1; [).
So, by Remark 2.1, we have
() = inf
(	−1(]−1; [))w
:
Now, (a) follows at once from Theorem 2.1 since any global minimum of the restriction of + 	
to 	−1(]−1; [) is, by the continuity of 	, a local minimum of + 	 in the strong topology.
Assume <+1, and let >. Then, by Theorem 2.2, if + 	 has no global minima, there
exists a sequence fxng of local minima of +	 in the strong topology such that limn!1	(xn)=
+1, and so (b) follows.
Finally, assume < + 1, and let >. Assume that no global minimum of 	 is a local
minimum of  + 	. By Theorem 2.3, there exists a sequence of local minima of  + 	 in the
strong topology which weakly converges to a global minimum of 	. But then, since X equipped
with the weak topology is Hausdor, there is a subsequence whose terms are pairwise distinct, and
we are done.
It is also worth noticing the following corollary of Theorem 2.5.
Theorem 2.6. Let the assumptions of Theorem 2:5 be satised. Assume also that <+1.
Then; either the system
0(x) = 0;
	0(x) = 0
has at least one solution; or; for each >; there exists a sequence of pairwise distinct critical
points of + 	 which weakly converges to a global minimum of 	. In particular; the rst case
of the alternative occurs when there exists a Hausdor vector topology on X  with respect to
which the operators 0 and 	0 are sequentially weakly continuous.
Proof. Assume that the system
0(x) = 0;
	0(x) = 0
has no solutions. Let >. Then, of course, no global minimum of 	 can also be a local minimum
of  + 	. Consequently, by Theorem 2.5, there is a sequence fxng of pairwise distinct critical
points of + 	 which weakly converges to a global minimum of 	, say x. So, we have
0(xn) + 	0(xn) = 0 (6)
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for all n 2 N. Finally, observe that there is no Hausdor vector topology on X  with respect to
which the operators 0 and 	0 are sequentially weakly continuous, since, otherwise, passing to the
limit in (6), we would have
0(x) + 	0(x) = 0
from which
0(x) = 0;
	0(x) = 0;
against our assumption.
We now point out another corollary of Theorem 2.5 concerning xed points of potential operators
in Hilbert spaces. We recall that, given a real Hilbert space X , an operator A :X ! X is said to be
a potential operator if there exists a a Ga^teaux dierentiable functional P on X (which is called a
potential of A) such that P0 = A.
Theorem 2.7. Let X be a real Hilbert space; and let A :X ! X be a potential operator; with
sequentially weakly upper semicontinuous potential P. For each > 0; put
’() = inf
jjxjj2<
supjjyjj26 P(y)− P(x)
− jjxjj2 :
Furthermore; set
= lim inf
!+1 ’()
and
= lim inf
!0+
’():
Then; the following conclusions hold:
(a) If there is > 0 such that ’()< 12 ; then the operator A has a xed point whose norm is
less than
p
.
(b) If < 12 ; then the following alternative holds: either the functional x ! 12 jjxjj2 − P(x) has a
global minimum; or the set of all xed points of A is unbounded.
(c) If < 12 ; then the following alternative holds: either 0 is a local minimum of the functional
x ! 12 jjxjj2 − P(x); or there exists a sequence of pairwise distinct xed points of A which weakly
converges to 0.
Proof. Apply Theorem 2.5 taking (x) = −P(x) and 	(x) = jjxjj2 for all x 2 X , and observe that
	0(x) = 2x.
Proof of Theorem A. We have
lim inf
!+1 infjjxjj2<
supjjyjj26 P(y)− P(x)
− jjxjj2 6 lim inf!+1
supjjyjj26 P(y)− P(0)

= lim inf
r!+1
supjjxjj6r P(x)
r2
<
1
2
:
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On the other hand, since lim supr!+1 supjjxjj6r P(x)=r
2> 12 , there are a number c>
1
2 and two se-
quences frng; fxng, with limn!1 rn =+1 and jjxnjj6rn for all n 2 N, such that
P(xn)>cr2n
for all n 2 N. Consequently, we have
P(xn)− 12 jjxnjj
2>

c − 1
2

r2n
for all n 2 N. From this, we then infer that the functional x ! 12 jjxjj2 − P(x) is unbounded below,
and so it has no global minima. Now, the conclusion follows directly from (b) of Theorem 2.7.
Remark 2.2. Another quite recent result on xed points of potential operators is provided by
Theorem 3:1 of [2]. Among other things, a major dierence between Theorem A and Theorem
3:1 of [2] is that this latter deals with weakly continuous potentials.
Our nal result is a sample of application of Theorem 2.5 to a class of nonlinear elliptic equations
involving the critical Sobolev exponent.
Theorem 2.8. Let 
Rn (n>3) be an open bounded set; with smooth boundary; let ;  2 L2n=(n+2)
(
); and let a; b; c; s; q be ve real numbers; with b; c> 0; 0<s< 1 and 1<q< (n+ 2)=(n− 2).
Let f :R! R be the function dened by
f() =
(

n+2
n−2 if >0;
0 if < 0:
Then; there exists > 0 such that; for each  2 ]0; [; the problem
−u= ajujs−1u+ (x) + (bjujq−1u− cf(u) + (x)) in 
;
uj@
 = 0
has at least one weak solution in W 1;20 (
).
Proof. Consider W 1;20 (
) endowed with the norm jjujj = (
R

 j3u(x)j2 dx)1=2. Let g :R ! R be the
function dened by
g() =

2n=(n−2) if >0;
0 if < 0:
For each u 2 W 1;20 (
), put
(u) =
c(n− 2)
2n
Z


g(u(x)) dx − b
q+ 1
Z


ju(x)jq+1 dx −
Z


(x)u(x) dx
and
	(u) =
1
2
Z


j3u(x)j2 dx − a
s+ 1
Z


ju(x)js+1 dx −
Z


(x)u(x) dx:
By a classical result [1, Proposition B.10], the functionals  and 	 are Ga^teaux dierentiable
on W 1;20 (
), the weak solutions of our problem being precisely the critical points of 	 + .
410 B. Ricceri / Journal of Computational and Applied Mathematics 113 (2000) 401{410
Now, observe that, by the Rellich{Kondrachov theorem, the functionals u ! R
 ju(x)jq+1 dx and
u ! R
 ju(x)js+1 dx are sequentially weakly continuous in W 1;20 (
). Moreover, the functional x !R

 g(u(x)) dx is weakly lower semicontinuous in W
1;2
0 (
), since it is convex and (strongly) contin-
uous. Hence, the functionals  and 	 are sequentially weakly lower semicontinuous in W 1;20 (
).
Finally, observe that, by the Poincare inequality, since s< 1, the functional 	 is coercive. There-
fore, by conclusion (a) of Theorem 2.5, there is a > 0 such that, for each >, the functional
+ 	 has a critical point in W 1;20 (
). So, we can take 
 = 1= to get the conclusion.
Remark 2.3. It is worth noticing that, since b> 0 and q> 1, for each > 0, the functional +	
in the proof of Theorem 2.8 is unbounded below (and above as well).
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