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Traversal of a symmetry-breaking phase transition at finite rate can lead to causally-
separated regions with incompatible symmetries and the formation of defects at their
boundaries, which plays a crucial role in quantum and statistical mechanics, cosmology
and condensed matter physics. This mechanism is conjectured to follow universal scal-
ing laws prescribed by the Kibble-Zurek mechanism. Here, we determine the scaling law
for defect formation in a crystal of 16 laser-cooled trapped ions, which are conducive to
the precise control of structural phases and the detection of defects. The experiment re-
veals an exponential scaling of defect formation γβ , where γ is the rate of traversal of the
critical point and β = 2.68± 0.06. This supports the prediction of β = 8/3 ≈ 2.67 for
finite inhomogeneous systems. Our result demonstrates that the scaling laws also apply in
the mesoscopic regime and emphasises the potential for further tests of non-equilibrium
thermodynamics with ion crystals.
The Kibble-Zurek mechanism (KZM) applies to non-equilibrium systems traversing a second-
order phase transition. Prior to the phase transition, fluctuations relax into the lowest energy
equilibrium state under the dissipative influence of a cooling mechanism. The characteristic
time of this relaxation increases near a structural phase transition and diverges at the critical
point. Therefore, there is no finite rate at which the critical point can be traversed adiabatically
and the structure of the system is effectively frozen before it reaches the critical point. Further-
more, different regions of the system can be causally disconnected due to a finite propagation
speed of perturbations, allowing for multiple nucleation sites of the symmetry-broken ground
states. If the choice of symmetries of neighbouring sections is incompatible, defects form where
the phase boundaries meet and the system is thus prevented from reaching a global ground state.
The KZM was first proposed by T.W.B. Kibble [1, 2] to describe the occurrence of topo-
logical defects in the early universe. Later W.H. Zurek generalized this theory to condensed
matter physics [3], making this mechanism accessible in laboratories. Experimental work on
liquid crystals [4] and liquid 4He [5, 6, 7] has provided confirmation of the KZM in a homo-
geneous setting. Recent theoretical studies [8, 9, 10, 11, 12] have triggered further interest in
these scaling laws in other settings, such as inhomogeneous ion crystals confined in a linear
Paul trap.
For such an inhomogeneous system, different regions reach the critical point at different mo-
ments and lead to time-dependent phase boundaries. This gives rise to an adiabatic transition if
the propagation speed of perturbations vs exceeds the propagation speed of the phase boundary
vp, thus allowing for the causal connection of different domains and preventing the formation
of defects. Hence, defects may only be created in a region of the system where vp > vs.
Laser-cooled Coulomb crystals in ion traps feature the possibility of tunable spatial inhomo-
geneities. In addition, this finite-sized mesoscopic system is accessible under highly-controlled
experimental conditions, which permits the observation of the KZM without initial defects [13]
or impurities. Moreover, our setup features relevant control parameters that can be tuned over a
wide range, ideal for the study of non-equilibrium statistical mechanics.
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In this work, we investigate the KZM in the structural phase transition of an ion crystal from
the linear to the zig-zag configuration [14, 15]. The structure of localised ions in a linear Paul
trap is controlled by the confining electrostatic potentials along the length of the crystal (axial)
and the dynamic radio-frequency potential in the perpendicular (radial) directions, which gives
rise to an effective harmonic potential in all three dimensions. The combination of the Coulomb
repulsion between ions and the dissipative forces of laser-cooling yields a crystalline structure
with minimum potential energy. For low axial trapping frequencies, this structure is a linear
chain. When the strength of the axial confinement is increased beyond a critical value, the
structure is squeezed into the radial dimensions and undergoes a structural phase transition. In
the case of a radially-anisotropic trap potential, the linear crystal transforms into a planar zig-
zag configuration, which can be described by a second-order phase transition [8]. The latter
phase can take the form of two symmetry-broken ground states, referred to as ”zig-zag” and
”zag-zig” configurations. Here, we generate a harmonic axial potential such that the phase
transition initiates at the centre where the ion density is the highest. The phase boundary then
propagates outwards towards the ends with a finite propagation speed vp. If the curvature of
the trapping potential is rapidly increased, vp can exceed the speed of sound vs, and defects
may be created [16, 17]. Defects manifest themselves as kinks in the zig-zag structure of the
crystal. The positions of the individual ions are determined by fluorescence imaging, revealing
the final configuration of the crystal. This allows for the determination of the defect formation
rate d as a function of the rate at which the critical point is traversed. By solving the time-
dependent Ginzburg-Landau equation in the underdamped regime [18], a universal power law
for the density of defects with respect to the rate of change of the control parameter, which
is realised by the derivative of the trap frequency at the critical point γ := dω/dt|CP, can be
derived. If the lengths of causally-connected regions are small compared to the system size,
a scaling of the defect formation rate d ∝ γβ with β = 4/3 is predicted [10, 11]. Previous
work has asserted that a further doubling of the exponent occurs [19] when the system size is
comparable to the size of these causally-connected regions, which leads to β = 8/3 ≈ 2.66.
Our experiment with sixteen laser cooled ions is performed in this regime showing a scal-
ing exponent of β = 2.68 ± 0.06 and β = 2.62 ± 0.15 for two different radial anisotropies,
confirming the theoretical prediction. Our findings are reproduced by numerical simulations.
Results
Scaling law In order to determine the scaling law of the defect formation rate, we load
sixteen 40Ca ions into a linear segmented Paul trap (see Fig. 1) realizing a linear ion crystal
(Fig. 2 a). Doppler cooling close to saturation is applied during the whole experimental cycle.
We ramp the axial trap frequency from 167 kHz to 344 kHz (see Fig. 3 and Methods) across
the critical point at 201.7 kHz, which leads to a change of the crystal structure into a ”zig-zag”
(Fig. 2 b) or ”zag-zig” (Fig. 2 c) configuration. The voltage ramp is driven with an arbitrary
function generator (AFG), which we used to generate an output with the functional form V (t) ∝
[1 + exp(−(t− t0)/τ))]−1.
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Figure 1: Schematic of the X-shaped segmented linear Paul trap. The cooling laser is oriented
along the direction of the blue arrow. The end-cap voltages are controlled by an arbitrary func-
tion generator. The field-programmable-gate-array (FPGA) controls the segment voltages and
the triggering of the experimental sequence.
This voltage was created at different rates with time constants τ ranging from 0.5µs to
4.0µs. An image of the crystal configuration is captured 100µs after the ramp with a 10 ms
exposure time and the number of kinks (Fig. 2d-f) is counted via image analysis (see Methods).
The measured defect formation rate as a function of the rate of change of the axial trapping
frequency γ = (dωax/dt) |CP is presented in Fig. 4 (dots). The predicted scaling law for the
inhomogeneous finite-sized system is confirmed by the observation of a scaling exponent of
β = 2.68± 0.06, matching the prediction of β = 8/3 ≈ 2.67.
Effect of radial anisotropy Due to the anisotropy of the radial potential, the zig-zag phase
is a planar crystal oriented in the plane of the weaker radial confinement. As shown in Fig. 4 we
have measured the defect density for two different radial anisotropies. With an anisotropy of
ωx/ωy = 1.03, the observed defect densities are depicted as circles in fig. 4. For a small increase
in anisotropy to ωx/ωy = 1.05, the defect density measured is decreased by approximately 50 %
(see squares in Fig. 4), but the scaling observed, β = 2.62± 0.15 (Fig. 4) remains in agreement
with the predicted value.
Discussion The influence of the crystalline structure on the dynamics and stability of defects
can be described by the Peierls-Nabarro potential [20]. In our case, we have an attractive Peierls-
Nabarro potential, with the defects trapped at the axial potential minimum, which is at the point
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Figure 2: Fluorescence images of a 16 ion crystal during the measurement of the KZM. a)
Linear ion crystal before ramping the axial potential; b), c) zig-zag/zag-zig configuration after
the ramp; d, e) appearance of single defects, which connect incompatible orientations of the
crystal; f) double defects within the crystalline structure. The red line clarifies the configuration
of the crystals. The width of one pixel corresponds to 1.7µm.
of the highest charge density. This is based on the fact that we choose a low radial anisotropy
such that, if defects form, they extend into the third dimension [21] and are likely to be axially-
confined. For a small increase in anisotropy, this confinement is significantly reduced and thus
the defect density is also diminished. With a shallower Peierls-Nabarro potential, the thermal
excitation of the ion crystal results in a higher loss rate of defects, because they migrate to the
end of the crystal and vanish. This does not change the scaling behaviour because this loss
channel acts as a multiplicative factor and thus shifts the curve in the vertical direction but does
not influence the scaling exponent.
The experimentally determined scaling of defect formation is supported by molecular dy-
namics simulations of ion trajectories during a ramp (see Methods). A realistic model of the trap
is employed and the equations of motion are solved with a partitioned Runge-Kutta integrator
[22, 23]. Laser-cooling is modeled by a Langevin force and a constant dissipation.
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Figure 3: Voltage ramp and corresponding crystal configuration. Top: Measured voltage (left
y-axis) applied to the end-caps by the arbitrary function generator (black line). A rounded
shape of the waveform is chosen (red line) to avoid excessive excitation of axial vibrations. The
timescale parameter τ determines the rate of change of the control parameter γ at the critical
point. The dashed line shows the separation between the two structural phases at an axial trap
frequency of ωax/(2pi) = 201.7 kHz and a radial trap frequency of ωrad/(2pi) = 1394.1 kHz.
Inset: Dependency of the trap frequency ωax/(2pi) on the applied end-cap voltage. A square-root
function fits the measured data (red line). From this measurement, the functional dependency of
the trap frequency on time and thus the rate of change of the axial frequency at the critical point
is deduced, by combining the functional dependence of the axial trap frequency as a function of
the voltage at the endcaps with the measured ramp curve. The corresponding trap frequency can
be obtained from the right axis. The scaling is obtained by combining the functional dependence
of the axial trap frequency as a function of the voltage at the endcaps. Bottom: Axial positions
of the 16 ions during the ramp as extracted from simulation results. Diamonds indicate the
onset, if any, of the local phase transition for each ion, which are reached at different times due
to the inhomogeneous charge density. The dashed line indicates the time when the middle ions
reach the critical point. The corresponding crystal configuration is shown before and after the
ramp.
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The simulations reveal the dynamics of the ions on a fast timescale that is not accessible
in the experiment and thus assist the experimental design and the interpretation of results. By
monitoring the trajectory of each individual ion, we verified that no swapping of ions, and
therefore no melting of the crystal, occurs during the ramping procedure. We also ensured
that the excitation of axial oscillations is minimized (see Fig. 3) by choosing an optimized
voltage ramp for squeezing the linear ion crystal over the phase transition. The simulation
of the scaling behaviour is performed over the same range of critical parameters used in the
experiment. The blue stars in Fig. 4 show the simulation results with a scaling exponent of
β = 2.53 ± 0.23 confirming the theoretical expectation. Note that the simulation result is
shifted below the experimental data by around 5 %, which corresponds to the defect generation
rate due to background gas collisions.
In conclusion, we have observed the KZM in a model system with close-to ideal prepara-
tion, control and readout capabilities. The observed scaling of the defect formation rate for two
different experimental conditions are in excellent agreement with the theoretical prediction. Re-
alistic simulations show detailed agreement to experimental data also confirming the theoretical
scaling exponent. In future experiments, we might utilise the trap control voltages to modify
the local charge density and explore the role spatial inhomogeneities play in defect formation,
thus investigating the crossover between the inhomogeneous and homogeneous KZM. Increas-
ing the number of ions may allow access to the inhomogeneous KZM for large system sizes
[10]. Instead of external trap potential ramps, spin dependent forces could be used to initiate
structural phase transitions and quantum quenches [24]. Ultimately, it might be possible to cool
the system deeper into the quantum regime to explore quantum statistical mechanics where
phase transitions are driven by quantum rather than thermal fluctuations [25, 26, 27, 28, 29].
This would require all relevant vibrational modes of the linear ion crystal to be cooled near to
the ground state, e.g. by employing electromagnetically induced transparency cooling [30]. In
addition, by the use of sideband spectroscopy, defects in the zigzag crystal could be detected di-
rectly after the phase transition by their specific eigenmode, which is separated in the frequency
domain from the modes of the regular crystal [21]. During the preparation of this manuscript,
we became aware of similar results presented in another paper [31].
Methods
Segmented linear Paul trap The experiments are performed in an X-shaped micro-fabricated
segmented Paul trap based on four gold-coated laser-cut alumina chips each with 11 electrodes
(see Fig. 1 and Fig. 5) with a thickness of 125µm. The segment width is 200µm with iso-
lating gaps of 30µm. The radial distance of the segmented electrodes to the center of the trap
measures 960µm while the length of the whole trap is 2.9 mm. The radial confinement is gen-
erated by applying a radio-frequency voltage of approximately 450 Vpp at a drive frequency of
Ω/(2pi) = 22 MHz, resulting in a relevant radial trap frequency of ωrad/(2pi)= 1.4 MHz. The
axial potential is generated by a superposition of static DC potentials applied to these segmented
electrodes and variable voltages applied to the conical end-cap electrodes allowing for
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Figure 4: Defect formation rates. Double-logarithmic plot of the measured density of defects d
versus the rate of change γ of the axial trap frequency at the critical point. All circles correspond
to 60000 measurements at a trap anisotropy of 1.03. The fitted function of the form d ∝ γβ (red
line) gives an exponent of β = 2.68± 0.06, which is in excellent agreement with the prediction
of β = 8/3 ≈ 2.67. The constant offset visible at lower ramping rates stems from background
gas collisions at a base pressure of 1 × 10−9 mbar. This is supported by the observation that
the background rate is directly proportional to the measurement time. The saturation is due to
the maximum number of defects being limited by the system size. For comparison, the rate
of defects measured with a higher trap anisotropy of 1.05 is plotted (squares), showing 50%
loss of defects but a similar fitted exponent of β = 2.62 ± 0.15 (dotted line). Solid data points
are used for the fits. The uncertainty in γ is deduced from the scatter of repeated recordings of
voltage ramps, while the uncertainty in d is the standard deviation of the measurements. The
blue stars depict the result of molecular dynamics simulations, see Methods for details.
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axial frequencies ranging from ωax/(2pi) = 167 kHz to 344 kHz. The base pressure in the
vacuum chamber is 1× 10−9 mbar. Optical detection is achieved using an electron multiplying
charge-coupled device camera (EMCCD camera) with a 10-ms-exposure time, oriented at 45◦
to the planar structure of the crystal.
The camera has an optical chip with 128 × 128 pixels and a pixel size of 24 × 24µm. An
objective lens leads to an effective pixel size in the acquired images of 1.7µm.
Figure 5: Photograph of the segmented ion trap with gold coated alumina chips and conical
endcaps. On the right hand side one sees a DC electrode with voltage supplies for the individual
segments. On the top a RF electrode is shown, segmented for symmetry reasons. The angle of
view corresponds to the direction of the cooling laser beam.
Experimental sequence and setup In order to allow for high statistics and a large number
of data points in maintainable time, a high repetition rate of the whole experimental sequence
was ensured by implementing a fully automated real time experimental control system. An
FPGA controls the timing of the lasers, the EMCCD camera and the AFG (see Fig. 6), which has
16 bit amplitude resolution at a sample rate of 200 MSamples per second for fast and glitch-free
voltage ramps with variable time constants [32, 33]. The experimental sequence (Fig. 6) starts
with the loading of ions. For this purpose, Ca atoms in a thermal atom beam, cross the center
of the trap and are ionized with resonantly enhanced two-photon ionization at wavelengths of
423 nm and 375 nm.
The cloud of trapped ions is Doppler cooled by laser radiation red detuned to the cycling
dipole transition 2S1/2 ↔ 2P1/2, leading to a condensation of the ions into a linear crystal. To
drive the cooling transition we use a diode laser near 397 nm with a power of 0.15 mW and a
beam direction which has a projection on all three trap axes. The cooling laser is switched on
during the whole sequence of the experiment, and the resonance fluorescence is used for the
image acquisition.
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Ion losses can occur due to background gas collisions and possible losses during the relax-
ation ramp. With the fully automated sequence we reach a repetition rate of one experiment
per second: In order to achieve automated control a first image is taken and the number of ions
in the chain is evaluated. If the count is lower than 16, another pulse of the ionization lasers
increases the number of ions. In the case that the number of ions is higher than 16, the axial
trapping potential is temporarily lowered in order to reduce the ion number. Only if the number
of ions in the chain is exactly 16, does the sequence continue with the ramp of the axial confin-
ing potential. The FPGA then triggers the AFG which controls the ramp of the voltage at the
endcaps and thus increases the axial trap frequency.
Due to noise on external signal filters, we observe a temporal jitter of the start of the voltage
ramp of about 80µs. To guarantee that the images are taken after the ramp, the image acqui-
sition exposure of 10 ms starts with a delay of 100µs. Subsequent to the ramp and the image
acquisition, the axial potential is ramped back slowly to the initial value, such that the crystal
relaxes again into a linear configuration. Another image is taken to verify the number of ions.
If the number still equals 16, the ramping sequence is started again. Otherwise, the sequence
continues with reloading.
Figure 6: Experimental sequence consisting of automatic preparation of a linear ion crystal
consisting of 16 ions. Right before starting the ramping of the electrode voltages an image is
taken with an exposure time of 10 ms. The image acquisition time amounts to 20 ms. Directly
after the voltage ramp of typically 340µs another picture was taken. The experiment is then
repeated by ramping down and conditional reloading of lost ions.
Evaluation of the defect density To guarantee an efficient detection of defects and re-
liable categorisation of the images into different classes of possible crystal structures, their
normalised two-dimensional discrete Fourier transforms are calculated and compared with 14
reference images (Fig. 7). Such reference images were generated by averaging manually se-
lected samples for a total of 14 relevant configurations. The coefficient of determination R2
[34] is then used to classify the images into 15 classes corresponding to the 14 template images
and one class for images which did not fulfill a matching threshold, containing blurred images
and images where the amount of ions did not match 16. This recognition threshold is applied to
the coefficients of determination to reject the low-quality images (less than 5%). The density of
defects is calculated as d = (n1 + 2n2)/N , where n1 is the number of single-kink images, n2
10
Figure 7: Algorithm for image sorting. Image classification is performed by transforming the
current image with the fast Fourier transformation (FFT) into the frequency domain. The nor-
malized spectrograms are compared with normalized Fourier transformed template images and
the R2 deviation is used as a measure for classification.
is the number of double-kink images and N is the total number of images, not including those
rejected.
Long term Defect stability In order to estimate the stability of the crystal structure dur-
ing the fluorescence detection, we repeatedly image the ions in the final potential. A blurred
image indicates that the configuration changed during the exposure due to the loss of a de-
fect or some other event, such as a background gas collision. For each of a range of exposure
times from 10 ms to 1800 ms, more than 500 images were captured. The proportion of non-
blurred images decreased exponentially with the exposure time, revealing a time-constant of
τ = (800 ± 140) ms, the uncertainty being calculated assuming a binomial distribution for the
two possible outcomes (blurred or non-blurred), combined with an error due to the sorting al-
gorithm. This indicates that, in the 10 ms required for imaging, the probability of a change to
the crystal structure, including the loss of a defect, is less than a few percent.
Molecular dynamics simulations In order to exclude the possibility of the crystal melt-
ing and vibrational excitation which would lead to a modified scaling behavior, we simulate
the dynamics of the ions during the experiment using molecular dynamics (MD) Monte-Carlo
simulations with a fourth order Runge-Kutta integrator performed on the bwGRiD computer
cluster [35]. In the simulations the system of ions is first initialized in a linear configuration at
11
a specific temperature T , followed by the evaluation of the dynamics during the potential ramp.
To generate an ion chain at a specific temperature T , we used Langevin thermostat MD
calculation. The ions were assumed to obey the Langevin equation of motion
mr¨j + ηr˙j +∇jV = ξj(t), (1)
where rj = (xj, yj, zj) is the coordinate of the jth ion, m is the mass of each ion, V is the
energy potential of the ion chain, η is the friction force and ξj is the stochastic force satisfying
the following ensemble average relations
〈ξj(t)〉 = 0, (2)
〈ξj(t)ξk(t′)〉 = 2ηkBTδjkδ(t− t′). (3)
The ponderomotive approximation for the potential energy is used:
V (t) =
1
2
N∑
j=1
m
(
ω2xx
2
j + ω
2
yy
2
j + ω
2
zz
2
j
)
+
N∑
j<k
1
|rj − rk| . (4)
Initializing the system of 16 Ca+ ions with the starting conditions of the experiment results in
a linear chain of ions at rest. Evolving the system using equation (1) then leads to a chain of
ions at a specific temperature T , corresponding to the Doppler cooled ion chain in the experi-
ment. Numerical evaluation was carried out using the Langevin impulse method [36]. We have
checked the thermalisation of the system by checking that the equipartition theorem is satisfied
i.e. that
〈∑
jmv
2
j
〉
= 3NkBT , where vj is the speed of the jth ion.
Once the system is thermalised, we evaluate the dynamics of the squeezed system by numer-
ically solving the equations of motion with a time-dependent trapping potential that matches the
experiment. The electric potential, which depends on the electrode geometry, was modeled with
a fast multipole boundary element electric field solver. Care was taken that experimental trap
frequencies are reproduced. The measured voltage ramps were fitted and the obtained values
of the parameters were fed to the simulation program such that the simulated conditions are as
close as possible to the experimental realization. The motion of the system can be described by
either Langevin equations or Newton’s equations. We have checked that both Newton’s equa-
tions and Langevin equations lead to the same statistics of created defects. This is due to the
fact that during the quench the stochastic thermal fluctuations are much smaller than the energy
change due to the potential ramp. The simulations were carried out using a friction coefficient
of η = 4.0 × 10−21 kg s−1 and a Doppler temperature of T = 25 mK, corresponding to the
experimental conditions. The integration step size was 2−20/ωzi = 0.895 ps with ωzi the initial
axial trap frequency. Around 3000 simulated experiments are used for each data point.
12
Acknowledgments. The authors acknowledge helpful discussions with John Goold. The
Mainz team acknowledges support by the Volkswagen-Stiftung, the DFG-Forschergruppe (FOR
1493) and the EU-project DIAMANT (FP7-ICT). MBP acknowledges support by the EU STREP
project PICC (FP7-ICT), the Alexander von Humboldt Professorship and the GIF project ”Non-
linear dynamics in ultra-cold trapped ion crystals” and RN by the EPSRC Doctoral Training
Center for Controlled Quantum Dynamics.
References
[1] Kibble, T. W. B. Topology of cosmic domains and strings. Journal of Physics A 9, 1387-
1398 (1976).
[2] Kibble, T. W. B. Some Implications of a Cosmological Phase Transition. Physics Reports
67, 183-199 (1980).
[3] Zurek, W. H. Cosmological experiments in superfluid helium?. Nature 317, 505-508
(1985).
[4] Chuang, I., Yurke, B., Durrer, R. & Turok, N. Cosmology in the Laboratory: Defect
Dynamics in Liquid Crystals. Science 251, 1336-1342 (1991).
[5] Hendry, P., Lawson, N., Lee, R., McClintock, P. & Williams, C. Generation of defects in
superfluid 4He as an analogue of the formation of cosmic strings. Nature 368, 315-317
(1994).
[6] Ruutu, V. et al. Vortex formation in neutron-irradiated superfluid 3He as an analogue of
cosmological defect formation. Nature 382, 334-336 (1996).
[7] Ba¨uerle, C., Bunkov, Y., Fisher, S., Godfrin, H. & Pickett, G. Laboratory simulation of
cosmic string formation in the early Universe using superfluid 3He. Nature 382, 332-334
(1996).
[8] Fishman, S., De Chiara, G., Calarco, T. & Morigi, G. Structural phase transitions in low-
dimensional ion crystals. Physical Review B 77, 064111 (2008).
[9] Retzker, A., Thompson, R. C., Segal, D. M. & Plenio, M. B. Double Well Potentials and
Quantum Phase Transitions in Ion Traps. Physical Review Letters 101, 260504 (2008).
[10] Del Campo, A., De Chiara, G., Morigi, G., Plenio, M. B. & Retzker, A. Structural Defects
in Ion Chains by Quenching the External Potential: The Inhomogeneous Kibble-Zurek
Mechanism. Physical Review Letters 105, 075701 (2010).
13
[11] De Chiara, G., del Campo, A., Morigi, G., Plenio, M. B. & Retzker, A. Spontaneous
nucleation of structural defects in inhomogeneous ion chains. New Journal of Physics 12,
115003 (2010).
[12] Zurek, W. H. Causality in Condensates: Gray Solitons as Relics of BEC Formation, Phys-
ical Review Letters 102, 105702 (2009).
[13] Griffin, S. M. et al. Scaling Behavior and Beyond Equilibrium in the Hexagonal Mangan-
ites. Phys. Rev. X 2, 041022 (2012).
[14] Enzer, D. G. et al. Observation of Power-Law Scaling for Phase Transitions in Linear
Trapped Ion Crystals. Physical Review Letters 85, 2466-2469 (2000).
[15] Kaufmann, H. et al. Precise Experimental Investigation of Eigenmodes in a Planar Ion
Crystal. Physical Review Letters 109, 263003 (2012).
[16] Landa, H., Marcovitch, S., Retzker, A., Plenio, M. B. & Reznik, B. Quantum Coherence
of Discrete Kink Solitons in Ion Traps. Physical Review Letters 104, 043004 (2010).
[17] Schneider, C., Porras, D. & Schaetz, T. Experimental quantum simulations of many-body
physics with trapped ions. Reports on Progress in Physics 75, 024401 (2012).
[18] Laguna, P. & Zurek, W. H. Critical dynamics of symmetry breaking: Quenches, dissipa-
tion, and cosmology. Physical Review D 58, 085021 (1998).
[19] Monaco, R., Mygind, J., Rivers, R. & Koshelets, V. Spontaneous fluxoid formation in
superconducting loops. Physical Review B 80, 180501 (2009).
[20] Braun, O. M., & Kivshar, Y. S. The Frenkel-Kontorova Model, Concepts, Methods, and
Applications (Springer, 2004).
[21] Mielenz, M. et al. Trapping of Topological-Structural Defects in Coulomb Crystals. Phys-
ical Review Letters 110, 133004 (2013).
[22] Singer, K. et al. Colloquium: Trapped ions as quantum bits: Essential numerical tools.
Reviews of Modern Physics 82, 2609-2632 (2010).
[23] Abah, O. et al. Single-Ion Heat Engine at Maximum Power. Physical Review Letters 109,
203006 (2012).
[24] Baltrusch, J. D., Cormick, C. & Morigi, G. Quantum quenches of ion Coulomb crystals
across structural instabilities. Physical Review A 86, 032104 (2012).
[25] Damski, B. The Simplest Quantum Model Supporting the Kibble-Zurek Mechanism of
Topological Defect Production: Landau-Zener Transitions from a New Perspective. Phys-
ical Review Letters 95, 35701 (2005).
14
[26] Zurek, W. H., Dorner, U. & Zoller, P. Dynamics of a Quantum Phase Transition. Physical
Review Letters 95, 105701 (2005).
[27] Meyer, J. S., Matveev, K. A. & Larkin, A. I. Transition from a One-Dimensional to a
Quasi-One-Dimensional State in Interacting Quantum Wires. Physical Review Letters 98,
126404 (2007).
[28] Shimshoni, E., Morigi, G. & Fishman, S. Quantum Zigzag Transitions in Ion Chains.
Physical Review Letters 106, 010401 (2011).
[29] Shimshoni, E., Morigi, G. & Fishman, S. Quantum structural phase transition in chains of
interacting atoms. Physical Review A 83, 032308 (2011).
[30] Roos, C. F. et al. Experimental Demonstration of Ground State Laser Cooling with Elec-
tromagnetically Induced Transparency. Physical Review Letters 85, 5547 (2000).
[31] Pyka, K. et al. Symmetry Breaking and Topological Defect Formation in Ion Coulomb
Crystals. arXiv preprint arXiv:1211.7005 (2012).
[32] Huber, G. et al. Transport of ions in a segmented linear Paul trap in printed-circuit-board
technology. New Journal of Physics 10, 013004 (2008).
[33] Walther, A. et al. Controlling Fast Transport of Cold Trapped Ions. Physical Review Let-
ters 109, 80501 (2012).
[34] Stapleton, J. H. Linear Statistical Models (John Wiley and Sons, New York, 1995).
[35] bwGRiD (http://www.bw-grid.de), member of the German D-Grid initiative, funded by
the Ministry of Education and Research (Bundesministerium fu¨r Bildung und Forschung)
and the Ministry of Science, Research and the Arts Baden-Wu¨rttemberg (Ministerium fu¨r
Wissenschaft, Forschung und Kunst Baden-Wuerttemberg).
[36] Skeel, R. D., & Izaguirre, J. A. An impuse integrator for Langevin dynamics. Molecular
Physics 100, 3885 (2002).
15
