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0. INTRODUCTION 
In [17] we studied the boundary value problem 
(0,1) x = A(t) x + K(t) (Mc x(a) + Nc x(b)) + G(t) f [dH(s)] x(s) + f(t) , 
(0,2) M x(a) + N x(b) + | [dLx(s)] x(s) = lt , 
(0,3) f [dL2(s)]x(s) = /2, 
where A is an n x n-matrix function L-integrable on the compact interval [a, 6],/is 
a regular n-vector function of bounded variation on [a, &]; K, G, H, Lx and L 2 are 
regular matrix functions of bounded variation on [a, 6]; M, N and M c, Nc are 
constant matrices of the type m x n and (2n — m) x n, respectively, such that 
(0,4) det (M' N ) + 0 ; 
\Mc>Nj 
/J and l2 are constant vectors. 
The equation (0,1) was considered as a generalized integrodifferential equation, 
i.e., an n-vector function x is its solution iff for any t e [a, b] 
x(t) = x(a) + J A(s) x(s) ds + (K(f) - K(a)) (Mc x(a) + Nc x(b)) + 
+ (G(o - G(fl))|Ww] ^ ) + / ( o - /(«) • 
*) The last paragraph (§ 5) was added. 
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We derived the adjoint problem and Green's function for the problem (0,1), (0,2), 
(0,3) and, moreover, we established a relation between the number of linearly in-
dependent, solutions to the given and the adjoint homogeneous problems. All these 
results could be easily transferred to the case that absolutely continuous solutions to 
the equation (0,1) are looked for. 
In this paper we continue the investigation of such boundary value problems. The 
assumption (0,4) is omitted and the kernel of the integral operator in (0,1) is now 
general, not necessarily degenerate. Solutions are sought as functions absolutely 
continuous on [a, b]. 
Paragraphs 1 and 2 have a preparatory character. In § 3 we treat the boundary 
value problem 
(0,5) x = A(t) x + f [dsG(f, s)] x(s) + f(t) , 
(0,6) f [dL(s)]x(s) = Z, 
where A and f are L-integrable on [a, b], L is of bounded variation on [a, 6], / is 
a constant vector, G is defined and measurable on [a, b] x [a, b] and such that 
var* G(t9 •) < oo for any t e [a, b] and ||G(f, a)j| + varj G(t, •) is square integrable 
on [a, b] (i.e. G e J?2[JfiT], see § 2). To this problem an adjoint ("in the sense of 
differential equations") is derived (Definition 3,1) in such a way that the usual 
Fredholm alternative holds. Furthermore a relation between the number of linearly 
independent solutions to the given and the adjoint homogeneous problems is estab-
lished. Applying the general method of D. WEXLER [20] we show in the last paragraph 
(§ 5) that the adjoint boundary value problem derived in § 3 is equivalent to the true 
adjoint problem ("in the sense of functional analysis"). 
In § 4 we give some existence results for the weakly nonlinear boundary value 
problem 
(0,7) x = A(t)x+( [dsG(r, s)] x(s) + e <D(e) (x) (t), 
(0,8) f [dL(s)] x(s) + 6 A(e) (x) = 0 , 
where e ^ 0 is a small parameter, O(e) and A(e) for s fixed are mappings of the 
space s/% of n-vector functions absolutely continuous on [a, b] into itself and of stm 
into the n-dimensional Euclidean space &„, respectively, subjected to some smoothness 
conditions. Similar boundary value problems were investigated by M. URABE [14], 
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[15], [16] and M. KWAPISZ [11]. The essential difference between their problems and 
ours is in the presence of the integral operator 
I *[d.G(f,s)]x(s). 
Moreover, in [14] and [15] only the less general multipoint boundary value problem 
was treated while, on the other hand, [11] and [16] deal only with the more simple 
noncritical case. 
For other references to boundary value problems related to (0,5), (0,6) or (0,7), 
(0,8) see for instance [3], [9], [17] or [11], [18], respectively. 
1. PRELIMINARIES 
Let— oo < a < b < ao. The closed interval a ^ t £ b is denoted by J = [a, b~\ 
and the open interval a < t < b is denoted by (a, b). All quantities are considered 
as real. 
Given an arbitrary p x ^-matrix M = (MitJ) (i = 1, 2,.. . , p; j = 1,2,..., q), 
rank (M) denotes its rank, M* its transpose and 
||M|| = max £ |AffJ| . 
i = l , 2 , . . . , p j - - l 
Considering p-vectors as p x 1-matrices, it is for an arbitrary p-vector x = 
= (x1? x2>..., Xp) 
| |x| |= max |x.| f M - I N - S P M -
i = l , 2 , . . . , p j=- l 
The space of all p-vectors equipped with this norm is denoted by 9tp. The space of 
all row p-vectors (i.e. of 1 x p-matrices) is denoted by 0t*. Whenever a product of 
matrices occurs their types are assumed such that the multiplication is feasible. 
(This concerns such "products" as F dG, F[dG] H, too.) Ip denotes the identity 
p x p-matrix and Op$q the zero p x g-matrix. (Usually we write briefly I and O.) 
Given an arbitrary matrix function F defined on J and an arbitrary subdivision 
a = {a = tQ < tt < ... < tm = b] of the interval J, let us denote 
v(F;a) = f \\F(tj) - F(tj^)\ and varj F = supa v(F; a) . 
A matrix function F is said to be of bounded variation on J if varjj F < oo. The space 
of all p x ^-matrix functions of bounded variation on J is denoted by GH^p^ > or 
briefly SiV^ if no misunderstanding can arise. Any SH^p^ is a Banach space (B-space) 
with the norm \F\mir = ||F(a)|| + var£ F. 
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s/m denotes the B-space of all column n-vector functions absolutely continuous 
on J equipped with the norm 
« / U = ll /IU = «/(«)« + varS/ = | |/(a)| + £«/(<)« d. . 
Symbols $aF(t)dt and j^F(t)dG(t) stand for the Lebesgue and the cr-Young 
integral, respectively. For the definition of the cr-Young integral and its basic proper-
ties (relation to the Riemann-Stieltjes integral, substitution theorem, integration by 
parts formula, indefinite integrals etc.) see T. H. HILDEBRANDT [7] II 19,3. (The list 
of properties of the a-Young integral is given in [17] as well.) Let us recall here only 
Dirichlet's formula in a special form. 
Lemma 1,1. Let F, G, X, Ye gSi^, G being continuous on [a, &]. Then 
j V ( 0 ] (x(t) JY(s)dG(s)) = j"(jV«] *(<))Y(>)M(s) . 
Given an arbitrary matrix function G(t, s) defined on J x J and an arbitrary net 
subdivision cr' x a" = {a = t0 < t± < ... < tm, = b, a = s0 < s1 < ... < sm» = b} 
of the interval J x J, let us put 
w(G; a' x a") = H \\G(tp sk) - G(tj_u sk) - G(tp s,.,) + G(tj.l9 sk^)\\ 
j=i * = l 
and VarJXJ G = sup0,Xo» w(G; a' x a") (the least upper bound is taken over all 
possible net subdivisions & x a" of J x J). A matrix function G(t, s) is said to be 
of strongly bounded variation on J x J if 
VarJXJ G + var* G(a, •) + var* G(-, a) < oo . 
The space of all n x n-matrix functions of strongly bounded variation on J x J 
is denoted by &W. If G e Sftt'T then var* G(t,.) + var* G(-, s) = M < oo for 
any t,se J and Gis bounded on J x J. (See [7] III4,8.) 
Given a natural number k, the space of all p x ^-matrix functions F defined on J 
and such that 
Í: |ғ(0ľdí<« 
is denoted by &kpq (or briefly jSf
fc). Any 5£kpq is a B-space with the norm ||F||fc = 
-0J|-'WI**)1/i. 
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The space of all n x n-matrix functions K(t, s) defined and measurable on / x J 
and such that 
< oo f f ||JK(T, CT)||2 dx da < oo , C\\K(t, a) | |2 da < oo , C\\K(T, S)\\2 dx 
JJ jxJ Ja Ja 
for any t,seJ 
is denoted by j ? 2 . For K e S£2 we denote |||K||| = (JJJX j \\K(x, or)||
2 dx da)1 / 2 . 
In the following, besides some well-known theorems as those of Fubini, Lebesgue 
etc , we make also use of the Tonelli-Hobson theorem. 
Lemma 1,2. (Tonelli-Hobson). If K(t, s) is defined and measurable on J x J and 
if any one of the three integrals 
n \\K(t, s)\\ dtds, f ( f \\K(t, s)\\ dt) ds, f Y f ||K(í, s)\\ ds) dt Jxj Ja\Ja / Ja\Ja J 
exists, then the integrals 
i f K(t, s)dtds, | M K(t, s) dt\ ds , f ( í K(t, s) ds\ dt 
all exist and are equal to one another. 
(For the p roo f see [1], pp. 63 — 64.) 
2. SPACE &2l@Tr] 
The space «á?2[J*y] is for med by all n x n-matrix functions G(t, s) defined and 
measurable on J x J and such that 
var* G(t9 •) < oo for any t e J 
and 
\\G(t, • ) !«- = (||G(í, a)\\ + var» G(t, •)) 6 & • 
The properties of functions from .šř2[á?f ] which are needed in the sequel are 
stated in the following lemmas. (The assertion of the first one — Lemma 2,1 — is 
evident.) 
Lemma 2,1. a) If Gz<£2\®r\ then G ( - , s ) e í ? 2 for any seJ. b) SřStr c 
<= se\®r\ 
Lemma 2,2. If H e Se 2, then 
G(t, s) = í H(t, o) der e ^[ÓS-T] . 
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Proof. For an arbitrary subdivision <r = {a = s0 < st < ... < sm = b} of the 
interval J and for any t e J, 
MG(., 0, a))2 ^ ( £ £ | | ^ , x ) | | dT j= (£ | |H(^ ) | | dTy< 
g (b - a) [ ||fl(f, x)\\2 dx < oo . 
Hence for any f e J 
Ht, Ol2^ = (var» G(t, -))2 ^(b-a) C\\H(t, x)\\2 dxe^, 
wherefrom the assertion of the lemma immediately follows. 
Lemma 2,3. Let X e Sir and let G e Se1\^ir\ Then 
*tO= [ [dsG(t,sy]X(s)e<?
2. 
Proof follows readily from the estimate 
\\F(t)\\2<.(sup\\X(x)\\)2(v&r0G(t,-)y on J. 
xeJ 
Lemma 2,4. Let X, Ye @r and let G e <e2\®r\ Then 
H(t, s) -* f [d„G(r, a)] X(a) Y(s) e SC2 . 
Proof. Since for any t,se J 
\\H(t, s)\\2 <. (sup ||X(T)||)2 (sup \\Y(x)\\y (var» G(t, -))2 , 
xeJ xeJ 
the right-hand side being L-integrable on J, 
£(JWS)i
2ds)d(<«,. 
Hence our assertion follows by the Tonelli-Hobson theorem (Lemma 1,2). 
Lemma 2,5. Let X e Sir, Ye JS?2 and G e £?2[&r\ Then 
F(t) = J W ) (£[d-G(s> *)- *(<*)) ds 
is bounded on J. 
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Proof. By Lemma 2,4 F(t) is defined for all te J. Moreover for any te J 
2 \ l / 2 
ds) < \m = (jV(s)»2 ds)1/2(£ | J W > a)] X(o) 
< (jV(s)«2 ^) , /2(^P W-)l) ( J W Gfc -))2 d«)1/2< oo • 
Lemma 2,6. Let Ye .Sf2 and G e _P2[.#ir]. Then 
F(t) = I Y(s) G(s, t) dse®r . 
Proof. For any subdivision a = {a = t0 < tt < ... < tm = b} of the interval / , 
t<F; a) < jj|Y(s)| | ( I j l ^ s , ,,) - G(s, »,_.)|) ds < 
< ( | W ) P ds)1/2(J\varSG(s, -))2 ds) 
\ l / 2 
< 00 
Lemma 2,7. Let X be absolutely continuous on J, let Ye SB1 and G e &2[&ir']. 
Then 
f U CY(S) G(S, t) dsl X(t) = f V(f) ( f[d$G(f, s)] X(s)) dt. 
Proof. Both the integrals exist by lemmas 2,3 and 2,6. By double use of integration 
by parts and of Fubini's theorem we obtain succesively 
f rdffY(s)G(s,Odslx(0 = 
= J Y(s) G(s, b) X(b) ds - f Y(s) G(s, a) X(a) ds - | (\ Y(s) G(s, t) ds j X(t) dt = 
J a J a J a \J a / 
= | Y(s) G(s, b)X(b) ds - j Y(s) G(s, a)X(a) ds - | Y(t) (j G(t, s) X(s) ds\dt = 
J a J a J a \J a J 
= |nO(£[dsG(t,s)]X(s))dt. 
(This is a special case of the unsymmetric Fubini theorem due to R. H. CAMERON 
and W. T. MARTIN [2].) 
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3. LINEAR BOUNDARY VALUE PROBLEM - CLASSICAL APPROACH 
In this paragraph we investigate the existence of a solution to the boundary value 
problem (&) given by 
(3.1) x = A(t) x + C(t) x(a) + D(t) x(b) + f [dsG(t, s)] x(s) + f(t) , 
(3.2) M x(a) + N x(b) + f [dL(s)] x(s) = / , 
where A e S£ltn,fe S?
1 = S£ltl, C and D G Se
2
n>n, G e S£
2[@r\ Le ®rmtn, M and N 
are constant m x n-matrices and / e 0tm, L and G(t, •) are for any t e J continuous 
at a from the right and at b from the left. 
Hereafter we write S£k instead of S£kA. 
The assumption of the continuity of G(t, •) and L at a and at b does not mean any 
loss of generality. In fact, let us suppose G e J ^ 2 [ ^ ^ ] . Then G(t, a + T)GJ2?2,. 
for any xe(0, b - a). Since \\G(t, a + T)||2 ^ \\G(t, ')\\ireS£
2
nin for any re J, we 
have by Lebesgue's theorem C0(t) = C(t) + G(f, a+) - G(t, a) e S£
2
nin. Analogously 
D0(t) = D(t) + G(f, b) - G(f, b-) G J.?
2
n. Defining G0(t, s) = G(f, s) for f G J and 
a < s < b, G0(r, a) = G(f, a+) and G0(t, b) = G(f, b-) for teJ,we get 
C(r) x(a) + D(t) x(b) + f [dsG(r, s)] x(s) = 
= C0(t) x(a) + D0(f) x(b) + J [dsG0(r, s)] x(s), 
with G0 G S£
2[&ir~] and G0(f, •) continuous at a and at fc. On the other hand, it is 
clear that our problem (0>) can be always written as 
x = A(t) x + f [d^G^f, s)] x (s) + f(t) , f [dL t (s)] x(s) = / , 
with some Lt e &1
r
mtn and Gt G S£
2[0&V~\, not necessarily continuous at a and at b. 
The homogeneous boundary value problem corresponding to (2P) (i.e. the problem 
(&) withf = 0 a.e. on J and / = 0) is denoted by (^0). 
By a fundamental theorem there exists #n n x n-matrix function K absolutely 
continuous on J and such that for any t, se J 




X-Қt) = X-Қs) - ľx-Қт) A(x) dт 
(3,3) XtyX'^s) = / + X(t) ftX-1(x)A(x)dx = / + (rA(x)X(x)dx\x'1(s) 
for t, se J . 
Given an arbitrary ce0tn and g e JSf
1, there exists a unique solution .x to the equation 
x = 4̂(t) x + g(f) on J such that x(a) = c This solution is given by 
x(t) = X(t) c + X(t) ( X_1(s) #00 ds . 
Therefore x is a solution to (0>) iff 
(3.4) x(f) = X(t) c + X(f) J X-^s) h(s) ds + X(t) | JST1^)/^) ds , 
J a J a 
where c e Rn and h e j£?
2 satisfy the linear system of "integro-algebraic" equations 
(3.5) -h(t) + jC(f) + .0(0 X(b) + f [d5G(f, s)] X(s)\ c + 
+ nD(t)X(b)+ C[d„G(t,<j)-]X(<r)\x-1(s)h(s)ds = 
= - fjz>(0Z(b) + f t d ^ . a ^ X ^ j x - ^ s ^ d s , 
\M + WX(fc) + J [dL(s)] X(s)\ c + 
+ f $NX(b) + f [dL(<r)] X(CT)| X ^ S ) /I(S) ds = 
= / - i JV Z(b) + f [dL(<r)] X(a) 1 X~ J(s) /(s) ds . 
The system (3,5) is obtained by inserting (3,4) into (3,2) and into the condition 
h(t) = C(t) x(a) + D(t) x(b) + f [dsG(f, s)] x(s) . 
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(By Lemmas 1,1, 2,3 and 2,4 
(3.6) . «(f) = f[d.G(f, s)] X(s) n'x-\o)f(o) do\ = 
= [Y f *[d0G(f, a)] X(oj\ X-\s)f(s) dse<?
2, 
v = jYdL(s)] X(s) ( j V ' ( a ) / ( ° ) da) = 
= C([\dL(o)]X(o)\x-l(s)f(s)dse®m, 
Ht(t) = c(f) + D(t) X(b) + f [dsG(f, s)] X(s) e i?
2 „, 
H2(t) = hfX(b) + f [dL(s)] *(*)} *
_ 1 ( 0 e i ? l n , 
K(t, s) = JD(f) X(b) + f [d„G(f, a)] X(o)\ X"J(s) e <S?2 , 
c = jjVf + JVX(ft) + | [dL(s)]X(s)l is an m x n-matrix.) 
Let us note that if x e sPH?, then by Lemma 2,3 he HP2 and conversely if h e S£2, 
ce0tn and x is given by (3,4), then x e $4%,. 
Lemma 3,1. Lef C be a constant p x q-matrix, let u e -S?2, fft e Sf
2
q, H2 e &l,„, 
K e JS?2 and v e Mp. Then the system 
(3.7) -h(t) + Ht(t) c+( K(t, s) h(s) ds = u(t), 
Cc + H2(s) h(s) ds = v 
for a couple (h, c) e &1 x £#, has a solution iff 
%\s) u(s) ds + y'v = 0 
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holds for any couple (%, y) e .S?2 x 91p satisfying the system 
(3.8) -%\t) + y*H2(t) + f %\s)K(s, t)ds = 0, 
fC+ fV(s)IIi(s)ds = 0. 
Proof. Necessity. Let (h, c) be a solution of (3,7) and let (%, Y) be a solution of 
(3,8). Then 
!%\s) u(s) 6s + fv = JT-XXO + fH2(t) + C%\s)K(s, t) d5l h(t) dt + 
+ [ V c + f Xv(s) IIi(s) dsl c = 0 . 
Sufficiency will be proved similarly as the analogous theorem for Fredholm integral 
equations. (See e.g. [12], pp. 41 —44 or [6] in a similar situation.) 
There exist (cf. Remark 3,1) a natural number n', K0 e &2, Kx e S?\#. and K2 e 
e JS?2%(, such that 
(3.9) K(t, s) s K0(t, s) + Kt(t) K2(s) on J x J, \\\K0\\\ < 1 . 
(Hence 1 is not an eigenvalue of K0.) Consequently, the equation (3,7)! is equivalent to 
h(t) - [ K0(t, s) h(s) ds = -u(t) + Hj.it) c + Kt(t) ! K2(s) h(s) ds . 
J a J a 
Accordingly 
h(t) = [-u(t) + Hx(t) c + Kx(t) f K2(s) h(s) dsl + 
+ | T(f, s) T-u(s) + Ht(s) c + K±(s) f K2(G) h(a) dal ds , 
where T is the resolvent kernel of K0. Denoting for t e J 
(3.10) St(t) = Hx(t) + f T(t, s) Hx(s) ds , Rx(t) = Kt(t) + Cr(t, s) Kt(s) ds , 
J« Ja 
u(t) = u(t) + T(t, s) u(s) ds, 
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we obtain that (3,7) is equivalent to 
(3,11) ^ -h(t) + Sx(t) c + Kt(t) f K2(s) h(s) ds = u(t) , 
Cc + H2(s) h(s) ds = v. 
Let us denote 
»b 
(3.12) Bi.i = f X2(s) 5 t(s) ds , Bi,2 = f ^ ( s ) --i(s) ds - 1, 
J a J a 
B2A = f H2(s) Ht(s) ds + C, B2i2 = f H2(s) Kt(s) ds , 
J a J a 
pb pb 
wx = K2(s) u(s) ds , w2 = v + H2(s) w(s) ds , 
J a J a 
d = f K2(s) h(s) ds . 
The equation (3,11)! now becomes 
(3.13) h(t) = -u(t) + Hi(0 c + Kx(f) d . 
Multiplying (3,13) by K2 from the left and integrating over J, we get 
Blflc + Bli2d = wt . 
Further we have by (3,ll)2 and (3,13) 
B2fic + J32j2d = w2 . 
Therefore (3,7) is equivalent to 
(3.14) Bb = w , 
where 
B „(*-.-. *-.-y 6 - ^ and w = M. 
\B2,uB2t2J \dj \wj 
(If b = (c\ d')' is a solution to (3,14), u, St and ^ . are given by (3,10) and h is 
given by (3,13), then (h, c) is a solution to (3,7). If (h, c) is a solution to (3,7) and d is 
given by (3,12), then b = (c\ dy)y is a solution to (3,14).) 
Analogously, (3,8) is equivalent to 
(3.15) p\B = 0 
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(If px = (yx, 5X) is a solution to (3,15) and % is given by 
%\t) = ŷ  TH2(r) + CH2(S) T(s, t) dsl + S
x TK2(0 + CK2(S) T(s, 0 ds l , 
then (%, y) is a solution to (3,8). If (%, y) is a solution to (3,8) and 
Sx = JV^K^ds, 
then P' = (yx, 5X) is a solution to (3,15).) 
Let px = (yx, 5X) be an arbitrary solution of (3,15) and let (%, y) be the correspon-
ding solution of (3,8). Then by (3,10) and (3,12) 
SV, + yxw2 = y
xv + f [yxH2(s) + 5
xK2(s)] u(s)ds = 
= yxv + I [VH2(s) + 5
xK2(s)] \u(s) + J T(s, a) w(a) da 1 ds = 
= fv + f | y x |"H2(s) + CH2(G) T(a, s) da l + 
+ 5X f"K2(s) + f K2(a) T(a, s) d a l j u(s) ds = y'v + f x
N(s) «(s) ds . 
From this and from the relation between the systems (3,7) and (3,14) the assertion 
of the lemma immediately follows. 
Remark 3,1* The decomposition of a square integrable or continuous kernel into 
small and degenerate parts is well known for scalar kernels. Here we show that 
the matrix decomposition (3,9) is true. For the sake of brevity let us suppose n = 2. 
The extension to the general case is trivial. Let 
mij 
K(t, s) = P(t, s) + Q(t, s) , Q(t, s) = ( X AiJtk(t) BiJtk(s))iJ=li2 . 
k=l 
Let us denote n' = mi/L + mit2 + m21 + m22. Let Ki(f) be the 2 x n'-matrix 
function with the rows 
(Altl,l(t),..-,Al,l,rntM
 AU2,l(t)>-->Al,2,m1M
 0> • • " ° ) 
W2,l+W2,2 
and 
(0,..., 0, A2tltl(t), ..., A2tUm2l(t), A2t2tl(t),..., A2t2tm22(t)) . 
« i , i + m i , 2 
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Let K2(s) be the n' x 2-matrix function with the columns 
(Bi,i,i(s) BUUmtl(s), 0.....0, B2,ul(s),...,B2tUnt21(s), 0,...,0y 
"4,2 
and 
(0,...,0, Bli2il(s) Bi.2.mi,2(s), 0,...,0, B2,2il(s),...,B2t2,mi2s)y . 
It is easy to verify that Kt(t) K2(s) = Q(t9 s). 
Definition 3,1. The problem (^*) to find an n-vector function y of bounded varia-
tion on J and an m-vector y such that for any t e J 
(3,16) 
y\t) = y\a) - f / ( - ) A(s) ds - y\L(t) - I^a)) - Cy\s) (G(s, t) - G(s, a)) 6s 
J a J a\ 
and 
(3.17) y\a) + yyM + f y\s) C(s) ds = 0, /(&) - 7W - f yX5) ^(5) d* = ° . 
J a J a 
is called ffte boundary value problem adjoint to (0*). 
Remark 3,2. The equation (3,16) is a generalized differential equation in the sense 
of J. KURZWEIL [10]. A boundary value problem of the type (&) for such equations 
is treated in [13]. 
Remark 3,3. It is easy to see that any function y e S£2 fulfilling (3,16) on J has 
a bounded variation on J and is continuous at a from the right and at b from the left. 
The following theorem shows that Definition 3,1 is reasonable 
Theorem 3,1. The boundary value problem (&) has a solution if and only if 
(3.18) Cf(s)f(s)ds~fl 
for any solution (y9 y) of the adjoint boundary value problem (0>*). 
Proof. It suffices to show that (3,5) has a solution iff (3,18) holds. By lemmas 2,3, 
2,4 and 3,1, (3,5) has a solution iff 
(3.19) ["Iv'N X(b) + f !\dLis)] X(s) + 
+ ^\\s)(^(s)x(b) + f[dcG(5, o)]X(v)\ ds\x-
l(t)f(t) dt = y'l 
All 
for any solution (%, y) of 
(3.20) -xXt) + r lNX(b) + [W)]^(s)J^_ 1(0 + 
+ f x\s)iD(s)X(b) + f [d0G(s, a)] X(a)\ X~
l(t) ds = 0 , 
y' hi + NX(b) + f[dL(s)] X(s)\ + 
+ [ xXs){c(s) + D(s)x(b) + f [d0G(s, a)] X(a)\ ds = 0 . 
According to (3,20)l5 (3,19) means 
(3,19') [V(t)j(t)df = Y'l-
By Lemma 2,5 the function 
rxXs)(r[d0G(s,cr)]X(a))ds 
is bounded on J for any x e j£?2. Hence 
(3.21) xXO = fNX(b)X-\t) + y* f[dL(s)l*(s)*_I(0 + 
+ fV(s) ID(S) X(b) + f[d0G(s, a)] X(a)j X^f ) ds 
is bounded on J as well. Let us insert this expression for %x into 
(X\s)A(s)ds. 
Then Lemma 1,1 and Fubini's theorem imply 
f x\s) A(s) ds = yW X(fc) f X_1(s) A(s) ds + 
+ r j"[dL(s)] X(s) ffx-^cr) A(a) da) + 
+ f xXs) D(s) x(t>) ( f *-1(<r) A(a) da\ ds + 
+ j"V(-)(£ (I'M** e)l *te))*_1(°) Mp) do) ds . 
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Taking into account (3,3) and the relation 
f ( f MG(S> <?)] *(«)) *~ X°) ^(CT)dCT = f IAG(5>CT)] (*(<*) [ V J(Q) ^(Q) de) 
which follows from Lemma 1,1, 
fV(s)4s)ds = fNX^X-^t) - yW + yN Í [dt(s)]^(s)*-
1^) 
Js - xҶs) £»(s) ds + - y'(L(6) - L(()) + fV(s) ^ s ) ^ ) ^ - ^ ) d  
+ \"^ ( f [d°G(S' CT)] Z ( C T ) ) X _ 1 ( f ) ds - fM ( f fd-G(5' ff)-) d5 = 
= xXO - %X*) - f(L(b) - L(t)) - fxXs) (G(s, 6) - G(s,.)) ds . 
This implies that if (x, y) is a solution to (3,20), then (x> Y) is a solution to (3,16) as 
well. Moreover 
xXa) = - YXM - f xXs) C(s) ds , xX*) = ? W + [V(s) D(s) ds . 
J a J a 
Therefore the couple (x, Y) satisfies (3,17). The sufficiency of the condition (3,18) for 
the existence of a solution to (0>) immediately follows. 
On the other hand, x and (y, y) being solutions to (&) and (^*), respectively, 
Cy\s)f(s) ds = f V(s) |x(s) - A(s) x(s) - C(s) x(a) - D(s) x(b) -
- f[dcG(s, a)] K(a)j ds + f Td $y\s) + f V(°) -4(a) da + Y
xL(s) + 
+ fV(a) G(a, s) dajj x(s) = /V(*>) - Cy\s) D(s) ds\ x(b) -
- (y\a) + Cy\s) C(s) ds\ x(a) + Ŷ  [\dL(s)] x(s) = 
= Ŷ  \M x(a) + N x(b) + f[dL(s)] x(s) 1 = 7 V , 
by the substitution theorem, the integration by parts formula and Lemma 2,7. This 
completes the proof. 
The following two assertions follow readily from the proofs of Lemma 3,1 and of 
Theorem 3,1. 
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Corollary 1. The homogeneous boundary value problém (^0) has only the trivial 
solution iff rank (B) = n + rí for the matrix B defined by (3,6), (3,9), (3,10) and 
(3,12). 
Corollary 2. A couple (y, y) is a solution to (&>*) ijf it is a solution to (3,20). 
Remark 3,4, By Lemmas 2,1 and 2,2 the assumptions of this paragraph on G are 
fulfilled e.g. if G e Sř^i^^ G(í, •) being for any t e J continuous at a and at fc, or if 
G(f, s) = í H(t, a ) d a , 
where H e S£2. If the latter is the čase and if Lis absolutely continuous on J, then the 
adjoint equation to (3,1) is an ordinary integrodifferential equation 
f = - / A(t) - y" L(t) - f y\s) H(s, ř), ds , 
Ý x = 0 , 
Remark 3,5. The additional condition (3,2) can be written in the form 
M x(a) + N x(b) + [dLi(s)] x(s) = lt , [dL2(s)] x(s) = l2 , 
J a J a 
where M,Nare mt x w-matrices, Lj(t) are nij x n-matrices, /7is an m^-vector(j = 1,2), 
while mx + m2 = n, 0 ^ mt ^ 2n, rank (M,N) = m1? Lj and L2 are functions of 
bounded variation on J and continuous at a and at ft. Furthermore, let us suppose 
C(t) x(a) + D(t) x(b) = K(t) (Mc x(a) + Nc x(b)) , 
where K e ^t2n-mi a n d Afc> Nc are constant (2n — m t) x n-matrices such that 
, /Af , N \ „ rank ] = 2n . 
(The čase of K e 5£\v and Mc, Nc being constant p x n-matrices such that 
/ M , 
rank ( \'* ' ) = m t + p , 0 = m t + jp 2g 2n 
is only seemingly more generál, cf. [17] Remark 6,2a.) 
Analogously as in the proof of Theorem 3,1 the problém (0>) has a solution iff 
i X ,(«)/(s)ds = YÍ/i +Y2Í2 
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for any solution (x< Yi> Y2) to the system 
(3,22) 
-xXO +\\UfX(b) + j\dL^x{,)^x-\t) + Yi jjVa(-)] x(s)}x-\t) + 
+ (\*(s)U(s)NeX(b)+ C[daG(s,<y)]X(Ax-\t)dS = 0, 
Yi JM + NX(b) + f [dL.(-)]*(s)J + y2 P[dL2(s)]X(s) + 
+ f V ( s ) f a s ) (K + Nc X(b)) + f
fc[d0G(s, a)] X(a)\ ds = 0 . 
Let P, Q and Pc, Qc be respectively adjoint and complementary adjoint matrices 
to (M, N, Mc, Nc), i.e. P, Q are n x (2n — mt) — matrices and P, Q are n x mi-
matrices such that 
It follows from (3,22) that 
X\t) = X\a) - !'x\s) A(s) ds - yi(L.(0 - Lt(a)) - y 2 (L2(f) - L2(a)) -
- f xXs)(G(s,0"G(s,a))ds, 
xX«) = - YiM - ( f V(-) K(s) ds\ Mc , XX*>) = YiN + ( f V(-) *(s) ds") iVc 
or by (3,23) 
X\a)P +x\b)Qt =yi(-MP +Ne) + ! x\s)K(s)ds(-McP + NCQ) = 
= fV(s)X(s)ds, 
xX<0^ + XX*0 Qc = Yi(-
M i ,c + KQc) + [V(s)*:(s)ds(-McPc + NcQc) = Yi • 
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Similarly as in the proof of Theorem 3,1 we can complete the proof of the following 
assertion. 
Under the assumptions of this remark the boundary value problem (&) has a solu-
tion if and only if 
[V(-)/(-)d- = (/(<•)-% + /(*) Qc)h + 8'/2 
for any solution (y, 8) of the adjoint boundary value problem 
y\t) = y\a) - JV(s) A(s) ds - (y\a) Pc + y\b) Qc) (Lx(t) - L,(a)) -
- 5\L2(t) - L2(a)) - f y\s) (G(s, t) - G(s, a)) ds , 
y\a) P + y\b) Q - Cy\s)K(s) ds = 0 . 
Let us complete Theorem 3,1 by deriving the relation between the number of 
linearly independent solutions to (^0) and to (^*). 
The couples (yj9 y7) e S£
2 x 0tm (j = 1, 2,.. . , r) are said to be linearly dependent 
on J if there exists a nonzero r-vector (Xu X2, ..., Xr) such that X^^t) + X2y2(t) + ... 
... + Xryr(t) = 0 a.e. on J and Xtyt + X2y2 + ... + Xryr = 0. They are linearly 
independet on J if they are not linearly dependent on J. 
Lemma 3,2. Let C, Ht(t), H2(t) and K(t, s) fulfil the assumptions of Lemma 3,1 
and let u(t) = 0 a.e. on J and v = 0. Let the system (3,7) which is now homogeneous 
have exactly r linearly independent solutions on J, then its adjoint (3,8) has exactly 
r* = r + p — q linearly independent solutions on J. 
Proof. All symbols used in this proof have the same meaning as in the proof of 
Lemma 3,1. The system (3,14) is now homogeneous (w = 0). 
Let (h, c) be a solution of (3,7) and let 
d = [ K2(s) h(s) ds, b= (c\ ď)" 
Then b is a solution of (3,14). Let us put 
Ä(t) = fi.(t) c + ^(t) d . 
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Then by the above argument (fi, c) is a solution of (3,7) and 
K(t) = [".ff i(/) + f T(r, s) Hx(s) dsl c + TK^O + f r(r, s) Kx(s) dsl f K2(a) fc(a) da = 
= Hx(t) c + K±(t) J K2(s) h(s) ds + 
+ J T(t9 s) IH^S) C + J Kx(s) K2(a) h(a) dal ds = 
= h(t) - f K0(r, s) h(s) ds + f T(t, s) lh(s) - f K0(s, a) fc(a) dal ds = 
= h(t) - f |~K0(f, s) + t T(t9 a) K0(a, s) dal h(s) ds + f T(r, s) h(s) ds = h(t) . 
Let b = (c\ dy be a solution of (3,14) and h(t) = Ht(t) c + Rx(t) d. Then (h, c) 
is a solution of (3,7). Let us put 
<J = J K2(s) h(s) ds . 
Then B = (c\ <2x)r is a solution of (3,14) and 
5 = M K2(s) Bt(s) ds j c + (\ K2(s) Kt(s) ds J d = Bulc + BU2d + d = d . 
Thus the system (3,7) has exactly r linearly independent solutions on J iff the system 
(3,14) has exactly r linearly independent solutions. It means that the rank of the 
(p + n') x (q + n')-matrix B equals q + n' — r. Hence (3,15) has exactly (p + n') — 
— (q + n' — r) = r + jp — q linearly independent solutions. Similarly as for the 
systems (3,7) and (3,14) it could be shown that then the system (3,8) has exactly 
r* = r + p — q linearly independent solutions on J. 
Theorem 3,2. If the homogeneous boundary value problem (0>o) has exactly r 
linearly independent solutions on J, then its adjoint (0**) has exactly r* = r + m — 
— n linearly independent solutions on J. 
Proof follows readily from the relationship between (0) and (3,5) and between 
(0*) and (3,20) and from Lemma 3,2, where p = m and q = n. (See also Corol-
lary 2 of Theorem 3,1.) 
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Remark 3,6. Lemma 3,2 indicates that the nullity of the matrix B defined by (3,6) 
(3,9), (3,10) and (3,12) does not depend on the choice of the decomposition (3,9). 
Remark 3,7. An astute reader could find the assertion of Theorem 3,2 confusing. 
If we added to matrices M, N, Land / one zero row, we should obtain an equivalent 
boundary value problem. Let the corresponding homogeneous boundary value 
problem have exactly r linearly independent solutions on J. Then by Theorem 3,2 
the adjoint should have both r F m — n and r + m + 1 — n linearly independent 
solutions on J. But here we must take into account that while in the former case the 
adjoint problem has solutions (y, y), where y is an m-vector, in the latter case the 
adjoint problem has solutions (y, 5), where 5 is an (m + l)-vector, the last component 
of 8 being arbitrary. Nevertheless it can be seen that it is reasonable to remove from 
(3,2) all linearly dependent rows. 
(to be continued) 
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