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In this study a novel model for the analysis and optimisation of numerical and experimental
chemical kinetics is developed. Concentration time profiles of non-diffusive chemical kinetic
processes and flame speed profiles of fuel oxidiser mixtures can be described by certain charac-
teristic points, so that relations between the coordinates of these points and input parameters
of chemical kinetic models become almost linear. This linear transformation model simplifies
the analysis of chemical kinetic models, hence creating a robust global sensitivity analysis
and allowing a quick optimisation and reduction of these models. Firstly, in this study the
model is extensively validated by the optimisation of a syngas combustion model with a large
data set of imitated ignition experiments. The optimisation with the linear transformation
model is quick and accurate, revealing the potential to decrease numerical costs of the op-
timisation process by at least one order of magnitude, compared to established methods.
Additionally, the optimisation on this data set demonstrates the capability of predicting re-
action rate coefficients, more accurately than by currently known confidence intervals. In a
first application, methane combustion models are optimised with a small experimental set,
consisting of OH(A) and CH(A) concentration profiles from shock tube ignition experiments,
species profiles from flow reactor experiments and laminar flame speeds. With the optimised
models, especially the predictability for the flame speeds of mixtures of hydrogen, carbon
monoxide and methane can be increased compared to established models. With the analysis
of the optimised models, new information for the low pressure reaction coefficient of the fall-off
reaction H+CH3(+M)<=>CH4(+M) is determined. In addition, the optimised combustion
model is quickly and efficiently reduced to validate a new rapid reduction scheme for chemical
kinetic models.
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Nomenclature
Latin
A matrix with brute force sensitivities
A pre-exponential factor of Arrhenius equation (variable)
b temperature exponent of Arrhenius equation
c concentration (mol m−3)
D number of characteristic points
d distance between characteristic points
EA activation energy of Arrhenius equation (J mol
−1)
F fitness of chemical kinetic model
k rate coefficient (variable)
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klow fall-off rate coefficient of low pressure regime (variable)
P number of normalised parameters
p pressure (Pa)
R ideal gas constant (J mol−1 K−1)
S global sensitivity
Sr,j sensitivity of characteristic point j on reaction r
T temperature (K)
t time (s)
ul laminar burning velocity (m s
−1)
u0l laminar flame speed (m s
−1)
Greek
α relaxation factor
β concentration ratio in relation to the maximum
Γ characteristic point for laminar flame speeds
γ concentration ratio in relation to the maximum
Π characteristic point for concentration profiles
σ standard deviation
τ normalised parameter
ϕ equivalence ratio
Subscripts
c concentration related
e direction indicator meaning from maximum to end
i normalised parameter number
j characteristic point number
m numbering index
max maximum
n iteration number
r reaction number
rms root mean square
s direction indicator meaning from start to maximum
t time related
u laminar flame speed related
β concentration ratio in relation to the maximum
Θ original value
ϕ equivalence ratio related
0 base value
− lower boundary of a parameter
+ upper boundary of a parameter
1. Introduction
With an intensified focus on sustainability and environmental awareness of society
and economy, new synthetic and biogenic fuels emerge into markets. Regarding
energy demands, combustion applications offer flexible operations and have high
energy and power densities, thus being broadly irreplaceable for electricity, heat
and transportation. In this context, combustion applications need to be adapted
or newly designed to assure reliable operation at low emission levels with the new
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fuels of interest. Consequently, accurate and efficient chemical kinetic models, im-
plementable in computational fluid dynamics (CFD), are needed for a sophisticated
design of combustion applications. But, even seemingly simple chemical kinetic
models for synthetic or biogenic fuels, like syngas or methane, have high parame-
ter uncertainties and partially, do not accurately reproduce results of fundamental
experiments (see e.g. [1–3]).
To investigate the reasons for disagreements between simulations and experi-
ments, it is of vast importance to identify and accurately determine important
parameters—mainly rate coefficients and their parameters—of chemical kinetic
models for the combustion process of interest. Thereby, numerical investigations of
these parameters can be numerically expensive because, for the simulation of com-
bustion processes, non-linear ordinary differential equation (ODE) systems must
be solved, that often appear to be stiff due to different scales of rate coefficients.
For the identification of important model parameters, well established methods
of local or global sensitivity analysis [4–6] can be utilised. Whereas local sensitiv-
ity analysis is numerically cheap, but limited to parameter sensitivity information
at local coordinates (space and time) of the simulation, global sensitivity analysis
gives more comprehensive information on parameter sensitivity of the combus-
tion system, but is numerically expensive, due to hypercubic spaces spanned by a
high number of model parameters. Once the important parameters or rate coeffi-
cients respectively are identified, they need to be determined with high accuracy.
Parameters of chemical kinetic models are often estimated by quantum chemical
simulations (e.g. [7]) or by direct experimental measurements (e.g. [8]). More re-
cently the estimation of parameters by optimisation on more complex combustion
experiments than direct measurements is focused on by many researchers [9–11].
Examples for these so called indirect experiments are measurements of ignition
delay times or species profiles in shock tube, rapid compression machine or flow
reactor experiments of complex simultaneous chemical kinetics. Thereby, the op-
timisation on a large data set of these experiments is very challenging because of
the limited analysis of non-linear and mostly stiff ODE with the solution being
numerical expensive. Current approaches for the optimisation are methods based
on genetic algorithms (e.g. [12]) or methods based on response surface approxi-
mation (e.g. [11]). Both methods have been successfully applied to optimisation of
chemical kinetic models before, but are computational expensive (see Section 3).
Therefore, the objective of this work is the optimisation of a chemical kinetic
model for the combustion of biogenic gas mixtures, to reproduce experimental re-
sults more accurately, thus, increasing the prediction capability of CFD simulations
for numerical design of combustion application. The target data for the optimisa-
tion are laminar flame speed profiles [13] and concentration profiles of exited OH(A)
and CH(A) radicals gained from shock tube ignition experiments of methane oxy-
gen mixtures [14]. Further target data are species profiles from flow reactor exper-
iments of methane combustion [15]. By the utilisation of the whole concentration
profiles, more information on the time scales of the production and consumption
of intermediates is gained. This benefits the quality of the optimised models, but is
also more challenging for the optimisation problem with the underlying non-linear
stiff ODE. To reduce the numerical effort of the optimisation, the optimisation
problem was transformed, and the new linear transformation model (linTM) was
created. With the linTM the relation between input or model parameters and out-
put parameters or species profiles or laminar flame speed profiles is linearised and
at the same time keeping a high accuracy compared to the non-linearised system.
This new method reveals the potential of reducing numerical costs of optimisation
problems by at least one order of magnitude. The investigation in this work shows
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that the linTM surpasses the capability of only optimising chemical kinetics. With
the linTM it is also possible to create a new robust and quantitative global sensi-
tivity coefficient of reactions for experimental data sets, which is numerically cheap
compared to established global sensitivity analysis methods. The combination of
the quantitative sensitivity analysis and efficient optimisation allows a new rapid
and efficient reduction of chemical kinetic models, which serves as a new reduction
tool besides established tools like reaction flow analysis or lumping of chemical
kinetic models (e.g. [16, 17]).
2. Modelling
In this study, we develop the linear transformation model (linTM) for the analysis
and optimisation of chemical kinetic processes. The linTM changes or transforms
the definition of input parameters of the chemical kinetic model and the output
parameters of numerical simulations or experiments. This transformation allows
new methods for analysis, optimisation and reduction of chemical kinetic models.
For the investigation on parameter behaviour within this work, the simulations were
performed with the open-source software Cantera [18] and pre- and post-processing
routines were created in the programming language python.
2.1 The fundamentals of the linear transformation model
Important steps of the linTM are the definitions of the input parameters of chemical
kinetic models and output parameters of chemical kinetic processes, such as species
profiles from combustion processes or laminar flame speed profiles. The objective of
the linTM is to simplify the relation between these input and output parameters by
linearisation, and at the same time keeping a high accuracy describing the relation
between these parameters.
2.1.1 Definition of input parameters
Exceedingly important input parameters of the chemical kinetic model are the rate
coefficients k. A rate coefficient kr of a reaction r is mostly given by the extended
Arrhenius equation:
kr(T ) = ArT
br exp (−EA,r/(RT )), (1)
for which A is the pre-exponential factor, b is the temperature exponent and EA
is the activation energy. The rate coefficient k and its uncertainty are usually
estimated by measurements or calculations at certain temperatures or within tem-
perature ranges. These constraints on k mathematically cause the constraints or
boundaries of each Arrhenius parameter A, b or EA to be dependent on the other
two remaining parameters, making the direct use of these parameter as input pa-
rameters more complex (see e.g. [10, 11]). Due to that, in the linTM the Arrhenius
parameter A, b and EA are not directly used as input parameters. The input pa-
rameters of the linTM are shifts of the rate coefficient k at certain user defined
temperatures T1, T2 and T3. As shown in Figure 1 the shifts are given by logarithmic
differences to the base rate coefficient k0:
∆ ln(kr(Tr,m)) = ln (kr(Tr,m)/kr,0(Tr,m)) m = 1, 2, 3. (2)
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With these three shifts in Equation (2) a new set of Arrhenius parameters can
be determined (method k3). By using the shifts as input parameters, analysis and
optimisation become simplified because the constraints of the parameters are well
defined and more decoupled.
For reactions with large uncertainty bands of k, using method k3 might cause EA
to become physically unlikely (e.g. negative). For these reactions and/or for well
known constraints of EA, EA or the distance ∆EA to the value of the base model
can be used a an input parameter directly. Similar to method k3 and Equation (2),
the remaining parameters A and b can then be determined with two shifts of k at
the user defined temperatures T1 and T2 (method Ekk).
For a simplification, all the different input parameters of the chemical kinetic
model are normalised by their maximum value, to form the normalised param-
eter τi, as shown in Figure 1. The index i is the numbering index for all input
parameters of the model and this notation is kept throughout this paper.
2.1.2 Relation between input parameters and species profiles of homogeneous
combustion processes
Optimisation of species profiles is complicated because the relation between concen-
trations c as a function of time t and input parameters of chemical kinetic models
are not necessarily monotonous [19]. This causes the optimisation problem having
additional local minima, resulting in the need of using e.g. genetic algorithms as
an optimisation approach [19, 20]. The major point of the linTM is to change the
description of concentration time profiles. Instead of looking at concentration c as
a function of time t, the linear transformation model rather looks at time being a
function of the concentration. Since times cannot be uniquely defined by concentra-
tions, we define characteristic points Πj,β,s/e(tj |cj = βcj,max) on the concentration
time profile by means of relative maximum concentration and direction of the pro-
cess (see Figure 2). The subscript j is a numbering index for the characteristic
points. β is the relative concentration in relation to the maximum concentration.
The letter subscript indicates the direction, at which s means directing from start
to maximum and e means directing from maximum to end. The letter subscript is
omitted for β = 100%. This is also adaptable for concentration time profiles with
several local maxima, for which an additional indicator for the certain maximum
is needed, e.g. numbering by chronological order. Similar to the input parameters,
the numbering index j is kept throughout this complete manuscript.
The investigation of the influence of parameter τ1 (from Figure 1) on the sim-
ulation results is shown in Figures 2 to 4. For this investigation the method k3
was used for a rate coefficient k1. Apart from τ1, every parameter of the chemi-
cal kinetic model is held constant at zero, meaning they are unchanged from the
base model. Figure 2 shows the calculated concentration profiles for the unchanged
rate coefficient of the base model k0 and the rate coefficients relating to the upper
boundary + and the lower boundary − of τ1. To compare and evaluate the simu-
lation, the characteristic points of the simulation are compared to the ones of the
original model 0 by logarithmic differences dj,t/c of the time and the concentration
coordinate, definded by:
dj,t = ln(tj/tj,0), (3a)
dj,c = ln(cj/cj,0). (3b)
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It should be noted that the distances of the concentration coordinate dj,c are just
needed for the maximum values because the other characteristic points are depen-
dent on the maximum values. To simplify the notation, we therefore refer to dj as
a notation for dj,c and/or dj,t.
Figure 3 shows that the distances dj are almost linear functions of τ1. In our
investigations we have seen that this linearity is valid for most model parameter
τ and their corresponding confidence intervals. In Figure 4 the effect of τ1 and τ2
(from Figure 1) of the investigated reaction is studied, still using the method k3.
The figure reveals a weak dependency of most gradients ∂dj/∂τi on the parameters
τi. This is leading to the fundamentals of the linTM in Equation (4), assuming all
gradients are almost constant, within their confidence intervals.
∂dj
∂τi
≈ const. (4)
This assumption is a strong simplification, that is not fully valid in the complete
parameter domains. However, this assumption can be utilised for a robust global
sensitivity analysis and optimisation with low computational costs, as shown by the
validation in Section 3. The assumption in Equation (4) is also applicable for the
variation method Ekk and other typical parametrisation of chemical kinetic models.
Regarding this, the methods k3 and Ekk can be similarly applied to the Arrhenius
coefficients of the high and low pressure regimes of fall-off reactions. Another valid
parameter would be the logarithmic difference of collision efficiencies.
2.1.3 Relation between input parameters and laminar flame speed profiles
The linTM is also applicable for laminar flame speeds u0l as a function of the equiv-
alence ratio ϕ. On the whole, the linear behaviour between rate coefficients and
laminar flame speeds is well investigated and e.g. utilised for sensitivity analysis of
laminar flame speeds (e.g. [4]). But, by the means of the linTM, the dependency of
the laminar flame speed and the parameters of rate coefficients can be investigated
in more detail. Similar to the characteristic points Π of the concentration time
profiles, we define characteristic points Γj,γ,s/e(ϕj |u0l,j = γu0l,j,max) for the laminar
flame speeds. For notation of the characteristic points, γ is the ratio between the
laminar flame speed of the characteristic point and the maximum flame speed.
As shown in Figure 5, the changes of the laminar flame speed profiles are almost
equidistant with a constant change of τ1. Similar to the concentration time pro-
files, the distances dj,u and dj,ϕ are defined for the laminar flame speed profile with
equations:
dj,u = ln(u
0
l,j/u
0
l,j,0), (5a)
dj,ϕ = ln(ϕj/ϕj,0). (5b)
In case the j-th characteristic point is on a laminar flame speed profile, the notation
dj refers to dj,u and/or dj,ϕ.
For the analysis of these characteristic points the numerical effort is very high
because a high resolution of laminar flame speeds is needed to capture all the
features—e.g. maximum flame speed—of the flame speed profile. The numerical
effort can be reduced because laminar flame speeds as a function of the equivalence
ratio can be fitted very accurately with polynomials (see e.g. [21] for hydrogen or
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[22] for natural gas). The equidistant changes in Figure 5 can also be achieved
with the second order polynomial using three fitting points from the profile. For
this fitting method the maximum error between predicted laminar flame speeds
of the simulation—at the markers in Figure 5—and the polynomial was 1.1%.
Using a third order polynomial with 4 fitting points reduced the maximum error
to 0.4%. This also leads us to the conclusion that laminar flame speed profiles can
be sufficiently described by 3 to 4 characteristic points. For this fitting method,
it is advisable to define characteristic points with rather high relative maximum
flame speeds γ because of the lower extinction levels of the laminar flame speed
profiles are slower to compute and the polynomial approach has a lower quality
than for the profile region around the maximum. The applicability of this approach
is proven by the optimisation on flame speed profiles in the results section.
2.2 Global sensitivity coefficient of the linear transformation model
Even though, the linear relation between the distances dj and parameters can
also be shown for the Arrhenius parameters ln(A) and b, it is beneficial to use the
variation methods k3 and Ekk of Section 2.1.1. For instance, the domain boundaries
of ln(A) are functions of b and EA. The variation methods k3 and Ekk use input
parameters with more decoupled domains and well defined boundaries. This allows
the definition of a new global sensitivity coefficient Sr for a reaction r and a set of
D characteristic points for various target values on concentration or flame speed
profiles. Sr is calculated by parameters τm to τm+Pr−1, which account for the
parameters belonging to a reaction r, for which Pr is its number of parameters.
The idea of this sensitivity coefficient is to find a certain parameter vector τ r,
which is defined by:
τ r =

τm
τm+1
...
τm+Pr−1
 (6)
and
|τ r| = 1, (7)
with the highest slope for a certain dj defined by:
dj =
m+Pr−1∑
i=m
∂dj
∂τi
τi. (8)
The highest slope quantifies the change of the characteristic points’ distances by
the input parameters of each reaction r, and therefore is a very suitable sensitivity.
Assuming an ideal linear system of independent, normalised parameters τi, the an-
alytical solution for the highest slope or the specific sensitivity of the characteristic
point Sr,j respectively, is the Euclidean sum of squares:
Sr,j =
(
m+Pr−1∑
i=m
(
∂dj
∂τi
)2)0.5
. (9)
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The gradients ∂dj/∂τi can be calculated by brute force sensitivity analysis. The
global sensitivity coefficient Sr is then created by the sum of sensitivities of the
characteristic points:
Sr =
D∑
j=1
Sr,j . (10)
The weak dependency of most gradients ∂dj/∂τi on the parameters τi, as shown in
Figure 4, leads to a very robust and quantitative sensitivity coefficient for a single
reaction, which is demonstrated in more detail in Section 3.2.
2.3 Optimisation with the linear transformation model
The linearity of the linTM can be utilised for a simple and quick optimisation
method for chemical kinetic models. The objective of the optimisation is to min-
imise the distances dj in equations (3) and (5) between predictions of a chemical
kinetic model and target data of characteristic points Π on species profiles and Γ
on flame speed profiles. Since the gradients ∂dj/∂τi are not perfectly linear and
not exactly independent on the input parameters τi, the optimisation needs to be
solved by iterations n, starting with a base chemical kinetic model n = 0. To eval-
uate a chemical kinetic model, the fitness F for D characteristic points is formed
by the sum of the absolute distances dj :
Fn =
D∑
j=1
|dj,n| . (11)
Thus, the optimisation objective is to minimise F . With the initial base chemical
kinetic model, the initial distances dj,0 ofD characteristic points can be determined,
defining the distance vector d, and initial gradients ∂dj,0/∂τi for P input parameters
can be calculated, defining the matrix A. With equations:
∂d1,n
∂τ1
∂d1,n
∂τ2
· · · ∂d1,n∂τP
∂d2,n
∂τ1
∂d2,n
∂τ2
· · · ∂d2,n∂τP
...
...
. . .
...
∂dD,n
∂τ1
∂dD,n
∂τ2
· · · ∂dD,n∂τP

︸ ︷︷ ︸
An

∆τ1,n
∆τ2,n
...
∆τP,n

︸ ︷︷ ︸
∆τn
+

d1,n
d2,n
...
dD,n

︸ ︷︷ ︸
dn
= 0 (12)
and
τn+1 = τn + α∆τn {α ∈ R|0 < α ≤ 1}, (13)
a solution for the parameter vector τ , consisting of all input parameters τi, can
be found iteratively. Taking the linear relation between distances and the input
parameters into account, Equation (12) can be solved with the method of least
squares (LS). Finding a solution for ∆τn might cause a parameter τi,n+1 to be out
of its confidence interval. To avoid this, the relaxation factor α can be set to small
values, slowing down the optimisation. Instead, for a better convergence of Fn+1,
it is beneficial to reduce the matrix An by the column of this parameter τi and
the vector ∆τn by this τi and recalculate the new, reduced ∆τn and new τn+1
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with Equations (12) and (13). Following this approach, α can be kept high and the
optimisation converges faster.
2.4 Rapid reduction with the linear transformation model
The newly defined global sensitivity Sr (Section 2.2) robustly quantifies the influ-
ence of input parameters of reaction r on the output parameters of concentration or
flame speed profiles (characteristic points). This relation coupled with the efficient
optimisation method can be utilised with a rapid reduction scheme for chemical
kinetic models:
(1) Calculate different concentration or flame speed profiles for different tem-
peratures T , pressures p and equivalence ratios ϕ, representing analysis and
target data for reduction and optimisation.
(2) Set all model input parameters τi with equal or comparable upper and lower
boundaries.
(3) Calculate the global sensitivities Sr and reduce the mechanism by elimi-
nating reactions with low Sr. This can cause species to be reduced.
(4) Add reactions that are reduced, but only involve species that are not re-
duced by step (3). With this step the number of input parameters (degrees
of freedom) for the optimisation in step (5) is increased (optional).
(5) Optimise the reduced mechanism with concentration profiles of step (1)
using the method from Section 2.3.
Similar schemes have been applied before for the reduction of chemical kinetics
(e.g. [20]), but with the methods of the linTM, this reduction can be performed
with significantly lower numerical effort. It should be noted that this scheme is
quickly and plainly reducing reactions and species, becoming a new, additional tool
for the reduction of chemical kinetic models. For a more sophisticated reduction
this method can be combined with established reduction analytics and methods
like reaction flow analysis and lumping of reactions and species (e.g. [16, 17]). A
validation of our method is shown by the reduction of the biogenic gas mechanism
in Section 4.
2.5 Modelling of shock tube and flow reactor data for the optimisation
As target data for the chemical kinetic model optimisation in Section 4, measured
species profiles from OH(A) and CH(A) radical emission from ignition events in a
shock tube [14] were selected. Depending on the evolution of the measured pressure
profile of the experiment, the simulation was performed at constant pressure or us-
ing the measured pressure profile, assuming isentropic compression or expansion
as proposed by Li et al. [23]. For the optimisation with the OH(A) and CH(A)
emission profiles only the time domain of the characteristic points was considered
because the concentration quantification of these experiments has high uncertain-
ties. As shown in Figure 6, depending on the measured pressure profile different
parts of the concentration time profiles were considered for optimisation: (a) for
smooth pressure profiles during ignition the whole profile is considered; (b) for
pressure profiles with a high pressure rise during ignition, only the concentration
profile until the first peak of the underlying pressure profile was considered; (c)
for pressure profiles with a strong pressure rise only the base characteristic point
Πj,20%,s was considered. This strategy of limited utilisation of concentration pro-
files was chosen due to gas kinetic effects after the ignition blast wave, making
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homogeneous simulations inapplicable [24].
As additional target data for the optimisation in Section 4, measured species
profiles from a flow reactor [15] were selected. To simulate the species temperature
profiles from flow reactors in Figure 7(a), each species result at a certain temper-
ature is the result of a single homogeneous simulation of species time profiles in
Figure 7(b) with a corresponding temperature time profile [15]. Since the measure-
ment from the flow reactor is the single point of the simulation—here at points T1,
T2 and T3—the application of characteristic points is challenging. To apply charac-
teristic points, the corresponding temperature time profiles for the simulation from
[15], which would end at the temperature points in Figure 7(b), are extended at the
end with the temperature held constant. Consequently, characteristic points can
be set for reactants and products because the end point of their concentration pro-
files is well defined by the thermodynamic equilibrium. Figure 7 demonstrates that
the selection of characteristic points is limited for intermediate species because the
maximum—needed for characteristic point definition—of the species time profile
is mostly unknown. In the experiment only the points T1, T2 and T3 in Figure 7(b)
can be measured. The complete evolution of the experimental species profile over
the time is unknown for each experiment in Figure 7(b). For the measurement of a
decreasing intermediate in the species temperature profile at point T3, the actual
maximum of the species time profile is unknown because the maximum is inside
the flow reactor and cannot be measured. For an increasing intermediate at point
T1 the theoretical maximum cannot be measured because it would be after the flow
reactor outlet. For intermediate species only the species maximum of the species
temperature profile (a) at point T2 can be utilised because it is approximately the
maximum in the species time profile (b) as well.
3. Validation
The newly developed methods were numerically implemented in python and cou-
pled with Cantera [18]. In principle, the presented methods can be easily coupled
with any numerical combustion solver because only pre- and post-processing rou-
tines are needed. There is no need for adaptations of the solver itself. In the vali-
dation process of the optimisation method, the global sensitivity was investigated.
For the validation, concentration time profiles of OH(A) and CH(A) radicals were
simulated with an original chemical kinetic model to imitate 120 experiments of
hydrogen and syngas ignition. Then, the original reaction model was randomly
changed and subsequently optimised with the imitated experimental data. The
original chemical kinetic model was derived from the GRI 3.0 model [25] by adding
OH(A) and CH(A) subschemes from [26, 27]. The parameter boundaries were set to
values from literature [27–29]. 137 input parameters τi of reactions with high global
sensitivity coefficients Sr were optimised within their 3σ confidence intervals.
The validation was done in two parts. In the first part, no experimental error was
added to the imitated experimental data, to check the overall performance of the
optimisation method. In the second part of the validation, a realistic experimental
error was added to the imitated experimental data, to check the capability of the
method for application at realistic conditions. Furthermore, in the second part
global sensitivity is evaluated. The rapid reduction scheme is validated by the
results in Section 4.
As an indicator for the average distance between the predicted rate coefficients
and the ones of the original model Θ in a defined temperature range, the root mean
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square (rms) of this distance is evaluated:
∆Θ lg(k(T ))rms =
√∫ T2
T1
∆Θ lg
2(k(T )) dT
T2 − T1 =
√∫ T2
T1
lg2(k(T )/kΘ(T )) dT
T2 − T1 . (14)
Thus, ∆Θ lg(k(T ))rms is used to evaluate the quality of the predicted rate coeffi-
cient. To cover the main temperature range of the characteristic points, the tem-
peratures T1 and T2 were set to 1000 K and 2000 K. The results of Equation (14)
are compared to the possible maximum of the rms ∆Θ lg(k+(T ))rms, which refers
to the rms of the boundaries of the confidence interval. It should be noted that the
temperature range of the boundaries given in literature, e.g. in [28], might be out of
the evaluated temperature range of 1000 K and 2000 K. That causes ∆Θ lg(k+(T ))
to be higher outside the given temperature range of literature values and inside the
evaluated temperature range, leading to a relatively high ∆Θ lg(k+(T ))rms, which
can be seen in Tables 1 and 2.
3.1 Validation with imitated experimental data without error
For the validation on experimental data without error only data for the OH(A) con-
centrations was considered because the data was sufficient for optimisation of the
fitness F and the input parameters. For the 120 OH(A) concentration profiles 573
characteristic points were defined. Since the optimisation on real data is supposed
to be done with shock tube data with high uncertainties of the concentration, only
time related distances of characteristic points dj,t were considered. Additionally,
the optimisation method presented in Section 2.3 is compared to a real coded ge-
netic algorithm (GA), with the same definition of the fitness F . Regarding the GA,
the population of newly formed parameter sets, created by cross over and random
mutation, was set to 137. With this number of newly created parameter sets the
numerical effort of the iteration step GA is equalised to the one of the method of
least squares (LS), which needs to evaluate the brute force sensitivities of the 137
input parameters. More details on genetic algorithms can be found in the literature
(e.g. [12, 30]).
Figure 8 shows that the optimisation problem is solved by the GA and LS. The
performance of the GA is satisfying because the average deviation of the optimised
distances is 1.3% and the highest deviation of a single distance is 11%. The LS
outperforms the GA in terms of speed and accuracy by far. For the LS, the average
deviation of the optimised distances is 0.008% and the highest deviation of a single
distance is 0.078%. After approximately 10 iterations the LS converged, meaning
1370 mechanisms (10 times 137 input parameters) needed to be evaluated by brute
force analyses. This number is considerably smaller compared to optimisations
with response surface methods. As an example, Varga et al. needed to evaluate at
least 10 000 supporting points or mechanisms respectively for a response surface
optimisation of 30 parameters of a hydrogen mechanism [11] and 20 000 supporting
points for a similar optimisation of 54 parameters of a syngas mechanism [31].
Even though the extent of real experimental data used for the optimisations by
Varga et al. [11, 31] is not fully comparable to this validation, the validation in
the next section shows that increasing the number of experiments and adding an
experimental error to the data, does not affect the convergence speed noticeably.
Thus, revealing the potential of the LS with the gradient approximation method
of the linTM, to reduce numerical costs of optimisation of chemical kinetics by at
least one order of magnitude.
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Table 1 shows that the rate coefficients can be predicted by the optimisation with
LS with outstanding high accuracy, for optimisation on time related distances only.
The rms values, indicating average distances between predicted rate coefficients and
the ones of the original model Θ, are remarkably small compared to the maximum
rms of ∆Θ lg(k+(T )). Such an accuracy could not be achieved by the GA. But, real
experiments have an experimental error, which has a high influence on predicting
the rate coefficients. This will be considered in the next section.
3.2 Validation with imitated experimental data with error
We assumed a maximum standard deviation of the error of the time related dis-
tances of 0.15 for shock tube experiments, mainly caused by the determination of
the initial temperature [32, 33]. The generation of the erroneous experimental tar-
get data was performed by adding a Gaussian distributed temperature error to the
original initial temperatures of the imitated experiments with a maximum stan-
dard deviation of 5 K. For the applied optimisation data set, this process caused a
maximum distance error of 0.35 between the target data and the simulation data
with the original initial temperatures and the original model Θ. For this valida-
tion, CH(A) concentrations were considered additionally. For the same reasons as
in Section 3.1, only time related distances of characteristic points dj,t were consid-
ered. For the OH(A) and CH(A) profiles, 935 characteristic points were defined.
To check the robustness of the optimisation method, 10 different input parameter
sets for multiple optimisations were obtained with a Monte Carlo method, forming
10 initial chemical kinetic models.
Figure 9 shows the convergence of the fitness minimisation of the different initial
chemical kinetic models. For the initial models, different solutions are found. As
shown in Figure 10, the 10 different solutions found for different kr(T ) can differ
significantly. Compared to that, the resulting fitnesses of the multiple solutions in
Figure 9 are almost equal to the fitness FΘ of the original chemical kinetic model,
which therefore can be utilised to evaluate the average error of experimental sets.
The variety of solution is also displayed in Table 2 by the exemplary optimisation
results of the rms of two different initial models. The accuracy of the predicted rate
coefficients indicated by the rms differs a lot for the different solutions of parameter
sets. But, by calculating the average rate coefficients k¯r of the 10 solutions of kr
with:
ln(k¯r(T )) =
10∑
m=1
ln(kr,m(T ))
10
, (15)
the rate coefficients can be predicted with high accuracy. The rms values of k¯r
in Table 2 indicate low average distances between the original model Θ and the
predicted model compared to their maximum possible rms value. Examples of k¯r
are also displayed in Figure 10.
The variance of the different solutions might be caused by the limited domain
of experimental boundary conditions of the imitated shock tube experiments. This
problem might be solved by adding a variety of different experiments, e.g. data
from flow reactors or rapid compression machines, which would broaden the exper-
imental boundary conditions by means of temperature, pressure and composition
ranges. Furthermore, a high variance renders the interpretation of the uncertainty
analysis more difficult. For example, the variance of the rate coefficients of each
single solution can differ a lot for different temperatures, as seen for the several
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solutions of reaction H+O2+AR
HO2+AR in Figure 10. At 2000 K the devia-
tion of the solutions of the rate coefficients is very high, whereas the solution of
the average rate coefficient k¯r is very close to the rate coefficient of the original
model Θ. Contrary, at 1100 K, the deviation of the solutions of the rate coefficients
is smaller than the distance between k¯r and the rate coefficient of the original
model Θ. Consequently, the variance of the different solutions can be misleading
for the uncertainty analysis.
From the brute force sensitivity matrix A of the optimisation process of the 10
initial models the global sensitivity Sr is calculated at each iteration step and the
results are summarised in Figure 11. The average and standard deviation of the
calculated Sr during the optimisation process of a few key reactions are summarised
in Figure 12. For most sensitive reactions like R1 and R2 the global sensitivity is
very robust with low variance during the optimisation process. As an exception
R3 in Figure 11 was less robust. A reason for the high deviation of Sr of R3
might be a too conservative assumption of the boundaries of the confidence interval
∆ lg (kr,+(T )) = 0.5, for which the fundamental assumption of constant gradients in
the linTM does not apply sufficiently. Nevertheless, these reactions can be identified
by this sensitivity analysis of the iterations, being an indicator for reactions that
might not be predicted well by optimisation with indirect experiments. But, this
method identifies the reactions that need to be investigated in more detail by other
methods like quantum chemical calculations or if possible by direct measurements.
Even though this global sensitivity analysis was constructed for the optimisation
within the linTM, it shows a great potential for a new efficient global sensitivity
analysis. As an example, Davis et al. [5] had to evaluate 250 000 sampling points
or chemical kinetic models respectively, for a Monte Carlo based global sensitivity
analysis of a chemical kinetic model for hydrogen oxygen combustion with 25 rate
coefficients. Compared to that, in the linTM only one kinetic model is needed per
input parameter for its global sensitivity analysis. Considering reactions with global
sensitivity coefficients Sr that have a high variance, a hybrid approach of a relatively
small Monte Carlo simulation with the subsequent application of the sensitivity
analysis of whole species profiles of the linTM, offers a convenient compromise
between low numerical costs and sufficient global analysis.
4. Results and discussion
For a first application of the linTM, a chemical kinetic model is optimised on a small
data set of methane combustion. Additionally, the derived model is reduced for the
combustion of a biogenic gas mixture with the new method of rapid reduction
proposed in Section 2.4.
4.1 Experimental and numerical setup
The experimental target set for the optimisation consists of data from a shock tube
[14], a flow reactor [15] and laminar flame speeds [13]. The shock tube experiments
are data from photon emission of excited OH(A) and CH(A) radicals from ignition
delay time measurements. The shock tube experiments are listed in Table 3, for
which the gas mixture of methane and oxygen was diluted 1/17.4 with argon.
Temperature and pressure are given for the state of the initialised test gas after
the reflected shock wave. From the flow reactor experiments concentration profiles
of CH4, H2, O2, CO, CO2, H2O, C2H2, C2H4, and C2H6 from the reaction of
methane with oxygen were selected as target data for the optimisation process.
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The flow reactor experiments are listed in Table 3, for which the gas mixture of
methane and oxygen was diluted 1/100.0 with argon. For the laminar flame speed
profiles methane air flames with the initial temperature of 298 K and pressures of
1 atm, 2 atm and 4 atm were selected as target data. Additionally, experimental
results of flame speeds of a biogenic gas mixture [14] were used for validation of the
optimisation results. For this experiment only flame speeds of the stretched flame
were measured, which are referred to laminar burning velocities ul. Due to stretch,
mass and heat transfer in a flame are influenced, causing a change in the speed of
the flame front compared to the laminar flame speed u0l of the unstretched flame
[34]. Nevertheless, the maximum error between ul and u
0
l of this biogenic flame was
estimated to be below 10% [14]. For more details on the experimental setup of each
experiment see [13–15]. From the experimental data, a total of 161 characteristic
points, as explained in Sections 2.1.3 and 2.5, were defined for the optimisation.
The initial chemical kinetic model for optimisation was derived from the in-
house model DLR-RG [35] by adding the OH(A) and CH(A) subschemes from
[26, 27], which was also done in prior work (e.g. [14]). The initial model consists
of 65 species and 389 reactions. Reactions with a global sensitivity coefficient Sr
bigger than 1% of maximum Sr were set to values and parameter boundaries from
literature [27–29], except for the collision efficiencies and fall-off coefficients, which
were not optimised and kept from the more current base models. By doing so, the
rate coefficients are not exactly adopted, but since these reactions are part of the
optimisation, the error of the initial model can be neglected. From the selected
reactions a total of 88 model input parameters were optimised within their 3σ
confidence intervals. From a Monte Carlo simulation with 100 variations of the
initial model, 4 additional initial chemical kinetic models with the lowest fitness
F were selected for the optimisation, for the evaluation of the results. Figure 13
sums up the average S¯r and the standard deviation of the global sensitivities of
the reactions Sr during the optimisation process of the 5 different initial models.
4.2 Optimisation and rapid reduction
With the optimisation of the chemical kinetic models on the relatively small ex-
perimental set, different solutions with similar fitness F or predictability of exper-
iments were derived, as already seen in the validation process in Section 3. The
average distance of the characteristic points between simulation and experiment
was reduced to approximately 7%. Exemplary the numerical predictions by one
optimised chemical kinetic model of the target flame speed profiles are shown in
Figure 14, verifying the optimisation method of flame speed profiles, as suggested
in Section 2.1.3. No significant differences were noticed between the corresponding
laminar flame speed predictions of the other 4 optimised models. For the shock tube
data, the standard deviation of the distances between experimental and simulation
results on the time axis was 6% after the optimisation. This value is considerably
small compared to the typical standard deviation of 15% of the experimental er-
ror of these distances (see Section 3.2). The reason of this discrepancy can be an
overestimation of the experimental error or the rather small statistical data set of
the selected experiments, which can cause a high statistical error.
Nevertheless, as shown in Figure 15 the predicted maximum laminar flame speeds
of most optimised models for the biogenic gas mixture, that were not target data
of the optimisation, are in better agreement to the experimental results [14] than
the predicted laminar flame speeds of the established chemical kinetic models
GRI 3.0 [25] and DLR-RG [35]. The shift between measurements and predictions
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in the direction of ϕ might be caused by differences between the stretched ex-
perimental flame and the unstretched simulated flame, as discussed above. The
additional characteristic point number 162 Γ162,100% (see Section 2.1.3), was anal-
ysed by sensitivity analysis to investigate the maximum flame speed of this flame
speed profile. As seen in Figure 16 the most sensitive reaction is R24, for which only
the low pressure rate coefficient k24,low is sensitive for the investigated experiments.
The different optimisation results for R24 in Figure 17 thereby indicate that the
evaluation by Baulch et al. [28], which was done for temperatures below 1000 K,
might overestimate the rate coefficient at higher temperatures, that might cause
the high discrepancies between measurements and predictions of established mod-
els. However, an accurate estimation of the rate coefficient with the optimisation
with this relatively small experimental set is not possible, especially because Figure
17 shows a high variance for the different predictions of the rate coefficient of re-
action R46, which is the most sensitive reaction of the overall optimisation (Figure
13). Therefore, the correlations between the results of rate coefficients [11], might
have a high influence on the results of R24. For a more comprehensive analysis
and determination of the flame speeds of the biogenic gas mixture, rate coefficients
of reactions R24 and R46, and of the complete chemical kinetic model, a larger
experimental data set is needed for the optimisation, which is part of our ongoing
work.
For the biogenic gas mixture a reduced model was derived by the rapid reduction
scheme. The detailed base chemical kinetic model was one of the optimised models
(65 species, 389 reactions), marked with triangles in Figure 15. For step (1) in the
rapid reduction scheme (see Section 2.4) target data was created by homogeneous
simulations of the ignition of the biogenic gas at constant pressure with the de-
tailed model. Start temperatures for the simulations were chosen to be 1300 K,
1600 K, 2000 K, and 2400 K at 3 bar and equivalence ratios ϕ of 0.9, 1.3 and 1.7.
For the 12 resulting simulations the mole fraction profiles of CH4, H2, O2, CO,
CO2, H2O, H, O, OH, CH3, CH2O, and N2 were selected and characteristic points
defined. The reduction was performed for a total of 629 resulting characteristic
points, serving as target data. The reduced model consists of 16 species (including
N2 as an inert species) and 51 reactions. The average distance of the characteristic
points of the optimised, reduced model is 0.5%. The laminar flame speeds predicted
by the reduced model are in very good agreement with the detailed model and the
error between the numerical results in Figure 15 is below 10%. If a higher accuracy
for flame speed predictions was needed, flame speed profiles could be utilised as
additional target data for the post optimisation. Laminar flame speeds are mainly
driven by the heat conduction caused by the temperature gradients. The temper-
ature gradient is highly dependent on the reactions rates or chemical time scales
respectively. Since the optimisation method targets the whole species profiles, the
time scales of the reactants, products and intermediate production and consump-
tion are given in good agreement by the optimised model. Furthermore, laminar
flame speeds are influenced by diffusion and thermodiffusion, which are highly
dependent on the quantitative concentrations of the species. Thus, the reduction
optimisation step targets on same chemical time scales and concentrations as the
detailed model, leading to similar heat conduction, diffusion and thermodiffusion,
consequently, leading to similar laminar flame speeds. The computational time of
the whole reduction process was approximately 10 minutes on 20 state of the art
CPU of 2015. Thus, with this approach, chemical kinetic models can be quickly
reduced with a high grade of automation, making this reduction method a suitable
tool for a variety of users.
September 2, 2016 Combustion Theory and Modelling CTM˙linTM˙2016˙v2
16 REFERENCES
5. Conclusions
The extensive validation and application of the easy to implement methods of the
linTM have revealed the capability of the new methods to contribute significantly
to numerical chemical kinetics. The validation has demonstrated the potential of
reducing numerical costs of model optimisation on experimental data with the
gradient approximation method of linTM by at least one order of magnitude com-
pared to established methods. The successful optimisation on whole species profiles
confirms the applicability of optimisation methods for accurate predictions of rate
coefficients. Furthermore, the linTM offers new possibilities of analysis of chemical
kinetic models with its efficient, robust and quantitative global sensitivity coef-
ficient. In addition, the combination of these efficient analysis and optimisation
methods allows the creation of the quick and easy to automatise method of rapid
reduction of chemical kinetic models.
The first application of this optimisation on real experimental data shows promis-
ing results. With the optimisation, experiments from shock tubes, flow reactors and
laminar flame speeds were incorporated with the linTM. A detailed chemical kinetic
model for the combustion of methane was optimised, capable of reproducing exper-
imental results more accurately compared to established models. The analysis and
validation of the model indicate that the rate coefficient of the low pressure regime
of reaction H+CH3(+M)
CH4(+M) needs to be investigated in more detail for
temperatures above 1000 K, especially to reproduce combustion parameters, such
as laminar flame speeds of mixtures of H2, CO and CH4 or biogenic gases respec-
tively. Furthermore, an efficient chemical kinetic model was derived by the new
rapid reduction scheme, utilising the linTM, serving as a new, additional reduction
tool. The relatively small number of experiments used for optimisation limited a
more extensive analysis of experiments and the detailed chemical kinetic model.
Thus, the optimisation of detailed chemical kinetic models with more experiments
and therefore more control points is part of ongoing work.
On the whole, chemical kinetics can support achieving social and economic chal-
lenges in energy conversion by combustion applications. Thus, new detailed and
reduced chemical kinetic models derived from the linTM can help in the numeri-
cal design and the optimisation of combustion applications, assuring their reliable
operation at low emission levels.
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Table 1. Accuracy of k(T ) of the optimised model compared to kΘ(T )
Reaction Sr ∆Θ lg(kr(T ))rms ∆Θ lg(kr,+(T ))rms
H+O2+AR 
 HO2+AR 161.6 0.0012 0.18
HO2+CO 
 OH+CO2 79.0 0.0071 0.50
H+O2 
 O+OH 75.3 0.0009 0.05
H+HO2 
 O2+H2 61.5 0.0100 0.99
H+O2+M 
 HO2+M 60.5 0.0268 0.55
H+H2O2 
 HO2+H2 56.7 0.0372 0.94
O+H2 
 H+OH 45.6 0.0050 0.20
H+HO2 
 2OH 42.3 0.0162 0.49
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Table 2. Accuracy of k(T ) of multiple optimised models compared to kΘ(T )
Reaction Sr ∆Θ lg(kr,m(T ))rms ∆Θ lg(k¯r(T ))rms ∆Θ lg(kr,+(T ))rms
m = 3 m = 6 · · ·
H+O2+Ar 
 HO2+Ar 259.8 0.0286 0.0425 0.0428 0.18
HO2+CO 
 OH+CO2 171.1 0.3098 0.3026 0.2873 0.50
H+HO2 
 O2+H2 135.5 0.4494 0.3127 0.3840 0.99
H+O2 
 O+OH 126.8 0.0197 0.0147 · · · 0.0199 0.05
H+O2+M 
 HO2+M 105.6 0.1222 0.2007 0.1110 0.55
O+H2 
 H+OH 76.0 0.0897 0.0651 0.0704 0.20
H+HO2 
 2OH 70.2 0.0585 0.2142 0.1018 0.49
OH+CO 
 H+CO2 70.0 0.0081 0.0202 0.0080 0.20
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Table 3. List of experiments used for optimisation
Exp. no. ϕ T p Number of Πj
Shock tube experiments [14]:
1 1 1526.8 K 4 bar 8
2 1 1393.7 K 4 bar 6
3 1 1658.2 K 4 bar 8
4 1 1807.1 K 4 bar 8
5 1 1920.4 K 4 bar 8
6 1 2070.6 K 4 bar 11
7 1 1986.5 K 4 bar 11
8 1 1755.8 K 4 bar 10
9 1 1740.0 K 4 bar 12
10 1 1736.2 K 4 bar 12
11 1 1617.0 K 4 bar 10
12 1 1468.7 K 4 bar 4
Flow reactor experiments [15]:
13 2 1349.0 K 1 bar 1
14 2 1312.0 K 1 bar 6
15 2 1310.0 K 1 bar 2
16 2 1307.0 K 1 bar 4
17 2 1302.0 K 1 bar 6
18 1 1251.5 K 1 bar 10
19 1 1248.5 K 1 bar 3
20 0.5 1203.5 K 1 bar 4
21 0.5 1200.0 K 1 bar 6
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Figure 1. Exemplary rate coefficient kr with the confidence interval kr,+/− and defi-
nition of τ1 and τ2
Figure 2. Dependency of the concentration time profile on parameter τ1
Figure 3. Dependency of distances dj,t/c on parameter τ1
Figure 4. Dependency of distances d1,t on parameters τ1 and τ2
Figure 5. Dependency of laminar flame speed profile on parameter τ1
Figure 6. Measurement of filtered OH(A) and pressure profiles of shock tube exper-
iments with equalised axis for concentration and pressure; molar composi-
tion ratio: CH4/O2/Ar = 1/2/49
Figure 7. Schematic illustration of species temperature (a) and species time (b) pro-
files of flow reactor simulation
Figure 8. Optimisation progress for the validation with target data without error
Figure 9. Optimisation progress for the validation of multiple initial solutions with
target data with error
Figure 10. Deviation of different solutions of k(T ) to the original kΘ(T )
Figure 11. Evolution of Sr for different reactions during the optimisation progress
Figure 12. Average global sensitivity coefficients and their standard deviation during
optimisation of the initial chemical kinetic models of the validation
Figure 13. Average global sensitivity coefficients of all optimised rate coefficients and
their standard deviation during optimisation of the initial chemical kinetic
models
Figure 14. Laminar flame speed simulations of methane of an optimised chemical ki-
netic model compared to experiments from [13]
Figure 15. Numerical laminar flame speed u0l of a biogenic gas mixture compared to
experimental laminar burning velocity ul from [14]
Figure 16. Sensitivity coefficient for the characteristic points of the maximum laminar
flame speed
Figure 17. Optimisation results for k24,low and k46 with their 2σ confidence intervals
kr,+/−
September 2, 2016 Combustion Theory and Modelling CTM˙linTM˙2016˙v2
REFERENCES 23
0.5 1.0 1.5 2.0 2.5 3.0 3.5
1000000
1E7
1E8
1E9
1E10
1E11
1E12
1E13
1E14
2 = 0
 
k(
T)
  /
 c
m
3  m
ol
-1
 s
-1
103 T -1 / K-1
 kr,0(T)
 kr,+/-(T) for lnkr,+/-(Tr,m) = +/-0.46
 kr(T) for lnkr(Tr,1 = 787 K) = -0.46
 O + H2  H + OH
1 = lnkr(Tr,1)/ lnkr,+/-(Tr,1) = -1 
Figure 1. Exemplary rate coefficient kr with the confidence interval kr,+/− and definition of τ1 and τ2
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Figure 4. Dependency of distances d1,t on parameters τ1 and τ2
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Figure 5. Dependency of laminar flame speed profile on parameter τ1
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Figure 6. Measurement of filtered OH(A) and pressure profiles of shock tube experiments with equalised
axis for concentration and pressure; molar composition ratio: CH4/O2/Ar = 1/2/49
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Figure 8. Optimisation progress for the validation with target data without error
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Figure 9. Optimisation progress for the validation of multiple initial solutions with target data with error
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Figure 10. Deviation of different solutions of k(T ) to the original kΘ(T )
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Figure 12. Average global sensitivity coefficients and their standard deviation during optimisation of the
initial chemical kinetic models of the validation
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Figure 13. Average global sensitivity coefficients of all optimised rate coefficients and their standard
deviation during optimisation of the initial chemical kinetic models
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Figure 14. Laminar flame speed simulations of methane of an optimised chemical kinetic model compared
to experiments from [13]
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Figure 15. Numerical laminar flame speeds u0l of a biogenic gas mixture compared to experimental laminar
burning velocities ul from [14]
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Figure 16. Sensitivity coefficient for the characteristic points of the maximum laminar flame speed
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Figure 17. Optimisation results for k24,low and k46 with their 2σ confidence intervals kr,+/−
