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Re´sume´. En partant des ide´es de Rosenbloom [7] et Hayman [5], Luis Ba´ez-Duarte donne dans [1] une
preuve probabiliste de la formule asymptotique de Hardy-Ramanujan pour les partitions d’un entier. Le
principe ge´ne´ral de la me´thode repose sur la convergence en loi d’une famille de variables ale´atoires vers la
loi normale. Dans notre travail nous de´montrons un the´ore`me de type Liapounov (Chung [2]) qui justifie
cette convergence. L’obtention de formules asymptotiques simples ne´cessite une condition dite Gaussienne
forte e´nonce´e par Luis Ba´ez-Duarte, que nous de´montrons dans une situation permettant d’obtenir une
formule asymptotique classique pour les partitions d’un entier en entiers distincts (Erdo¨s-Lehner [4],
Ingham [6]).
Abstract. Following the ideas of Rosenbloom [7] and Hayman [5], Luis Ba´ez-Duarte gives in [1] a probabi-
listic proof of Hardy-Ramanujan’s asymptotic formula for the partitions of an integer. The main principle
of the method relies on the convergence in law of a family of random variables to a gaussian variable.
In our work we prove a theorem of the Liapounov type (Chung [2]) that justifies this convergence. To
obtain simple asymptotic formulæ a condition of the so-called strong Gaussian type defined by Luis
Ba´ez-Duarte is required ; we demonstrate this in a situation that make it possible to obtain a classical
asymptotic formula for the partitions of an integer with distinct parts (Erdo¨s-Lehner [4], Ingham [6]).
1 Introduction
Notation.
On de´signe par O+(D(0, 1)) l’ensemble des fonctions f analytiques de rayon de convergence 1 telles que
f(t) =
∑
n≥0 ant
n avec an re´els positifs non tous nuls. En particulier on a f(t) > 0 pour tout t ∈ ]0, 1[.
De´finition.
Soit f ∈ O+(D(0, 1)) : pour tout t ∈ ]0, 1[ on de´finit la mesure discre`te sur R
µt(f) =
∑
n≥0
ant
n
f(t)
δn
On associe a` cette mesure une variable ale´atoire Xt de´finie sur l’espace probabilise´ Ω =]0, 1[, a` valeurs
dans N, telle que
P (Xt = n) =
ant
n
f(t)
le but e´tant de de´montrer des re´sultats sur le comportement asymptotique des an en utilisant des me´thodes
probabilistes (voir Rosenbloom [7] qui attribue cette ide´e a` Khinchin).
Moments et fonction caracte´ristique.
Les se´ries
∑
n≥0 n
kant
n e´tant aussi convergentes dans le disque D(0, 1), on en de´duit que Xt posse`de un
moment d’ordre k pour tout k ≥ 1. En particulier pour k = 1 on a, pour tout t ∈ ]0, 1[ :
E(Xt) =
∑
n≥0
n
ant
n
f(t)
= t
f ′(t)
f(t)
On pose m(t) = E(Xt), 0 < t < 1 ; la fonction m est continue sur ]0, 1[.
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La fonction caracte´ristique ϕXt (ou ϕµt(f)) de Xt est donne´e par
ϕXt(θ) = E(e
iθXt) =
∑
n≥0
einθ
ant
n
f(t)
=
f(teiθ)
f(t)
Les coefficients du de´veloppement de Taylor de f sont lie´s a` la fonction caracte´ristique ϕXt par
an =
f(t)
2pitn
∫ pi
−pi
ϕXt(θ)e
−inθdθ (1.1)
pour tout t ∈ ]0, 1[.
2
Normalisation.
Soit σ(t) =
√
V ar(Xt) et conside´rons la variable ale´atoire centre´e re´duite
Zt =
Xt −m(t)
σ(t)
On a
ϕZt(x) = e
−ixm(t)
σ(t) ϕXt
( x
σ(t)
)
donc en posant θ =
x
σ(t)
dans la formule (1.1) donnant an, on obtient pour tout t ∈ ]0, 1[
an =
f(t)
2piσ(t)tn
∫ piσ(t)
−piσ(t)
ϕZt(x)e
i x
σ(t)
(m(t)−n)dx.
Supposons qu’il existe une suite tn → 1 telle que
m(tn) = n pour tout n
alors on a
an =
f(tn)
2piσ(tn)(tn)n
∫ piσ(tn)
−piσ(tn)
ϕZtn (x)dx
Comportement asymptotique des an lorsque n→ +∞
On suppose que la fonction m est continue, strictement croissante et qu’elle tend vers +∞ lorsque t tend
vers 1. Soit (tn) une suite dans ]0, 1[ tendant vers 1 et telle que
m(tn) = n pour tout n
et
σ(tn)→ +∞
On a alors
an =
f(tn)
2piσ(tn)(tn)n
∫ piσ(tn)
−piσ(tn)
ϕZtn (x)dx
Supposons en outre que l’on ait la convergence en loi de Zt vers une variable ale´atoire Z de loi N(0,1)
quand t→ 1, ce qui veut dire que
ϕZt(x)→ ϕZ(x) = e−
x2
2 pour tout x ∈ R,
alors on peut espe´rer un re´sultat du type (voir Hayman [5])
an ∽
f(tn)
2piσ(tn)(tn)n
∫ +∞
−∞
e−
x2
2 dx =
f(tn)√
2piσ(tn)(tn)n
Pour que la formule ci-dessus donne un e´quivalent sous une forme analytique simple, il faudrait pouvoir
re´soudre explicitement l’e´quation
m(tn) = n.
Quand ceci n’est pas possible, la strate´gie consiste alors a` utiliser un e´quivalent de la fonction t 7→ m(t)
lorsque t→ 1.
Soient m1 et σ1 des e´quivalents de m et σ respectivement lorsque t→ 1 :
m(t) ∼ m1(t)
σ(t) ∼ σ1(t)
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Soit alors (τn) une suite dans ]0, 1[ tendant vers 1 et telle que pour tout n
m1(τn) = n
Posons Z1t =
Xt −m1(t)
σ1(t)
. On a comme pre´ce´demment
an =
f(τn)
2piσ1(τn)τnn
∫ σ1(τn)pi
−σ1(τn)pi
E(eixZ
1
τn )dx
Sous l’hypothe`se
m(τn)−m1(τn)
σ1(τn)
→ 0 quand τn → 1
et la condition de convergence forte e´nonce´e par Ba´ez-Duarte dans [1] :
∫ σ(τn)pi
−σ(τn)pi
∣∣∣ϕZτn (x) − e−x2/2
∣∣∣ dx→ 0
on peut alors obtenir
an ∽
f(τn)√
2piσ1(τn)(τn)n
On va appliquer la me´thode que l’on vient de de´crire a` la fonction
f(z) =
∑
q(n)zn
ou` q(n) est le nombre de partitions restreintes de n, c’est-a`-dire le nombre des de´compositions
n = n1 + · · ·+ np
en entiers strictement positifs diffe´rents les uns des autres afin d’obtenir la formule asymptotique des
partitions restreintes :
q(n) ∼
1
4
e
pi
√
n√
3
31/4n3/4
(voir par exemple Erdo¨s [4] ou Ingham [6]).
2 Variable associe´e a` un produit infini
2.1 Mesure associe´e a` un produit
Lemme 2.1 Soient f1 et f2 deux fonctions dans O+(D(0, 1)), alors le produit f1f2 est dans
O+(D(0, 1)) et
µt(f1f2) = µt(f1) ∗ µt(f2)
Plus ge´ne´ralement, soient f1, f2, . . . des fonctions dans O+(D(0, 1)), alors le produit f1...fn est
dans O+(D(0, 1)) :
µt(f1...fn) = µt(f1) ∗ · · · ∗ µt(fn)
De´monstration
Soient f1(t) =
∑
n≥0 ant
n et f2(t) =
∑
n≥0 bnt
n, on a
f1(t)f2(t) =
∑
n≥0
ant
n
∑
n≥0
bnt
n =
∑
n≥0
∑
k+l=n
akblt
n
4
donc
µt(f1f2) =
∑
n≥0
∑
k+l=n akblt
n
f1(t)f2(t)
δn =
∑
n≥0
∑
k+l=n
akt
kblt
l
f1(t)f2(t)
δk ∗ δl = µt(f1) ∗ µt(f2)
Par re´currence on a µt(f1...fn) = µt(f1) ∗ · · · ∗ µt(fn).

The´ore`me 2.2 Soit (fn) une suite de fonctions dans O+(D(0, 1)) telle que le produit infini∏+∞
k≥1 fk converge uniforme´ment sur tout compact de D(0, 1). Alors la fonction f =
∏+∞
k≥1 fk
est dans O+(D(0, 1)) et la suite des mesures µt(f1...fn) = µt(f1) ∗ · · · ∗ µt(fn) converge en loi
vers la mesure µt(f) lorsque n→ +∞.
De´monstration. Comme le produit infini
∏+∞
k≥1 fk converge uniforme´ment sur tout compact de D(0, 1)
on en de´duit que la fonction f =
∏+∞
k≥1 fk est analytique dans D(0, 1).
En outre on a
f(z) =
+∞∏
k≥1
fk(z) =
+∞∏
k≥1
∑
n≥0
an,kz
n =
∑
n≥0
zn
∑
n1+...+np=n
an1,1...anp,p
donc f(z) =
∑
n≥0 anz
n avec
an =
∑
n1+...+np=n
an1,1...anp,p
ce qui prouve que f ∈ O+(D(0, 1)).
D’autre part, la fonction caracte´ristique de µt(f1...fn) = µt(f1) ∗ · · · ∗ µt(fn) est e´gale au produit des
fonctions caracte´ristiques de chacune des lois
ϕµt(f1)∗···∗µt(fn)(x) =
f1(te
ix)
f1(t)
· · · fn(te
ix)
fn(t)
Comme le produit f1(z)...fn(z) tend vers f(z) pour tout z dans D(0, 1), on a pour tout t ∈ ]0, 1[
lim
n→+∞
f1(te
ix)
f1(t)
· · · fn(te
ix)
fn(t)
=
f(teix)
f(t)
La suite des fonctions caracte´ristiques des mesures µt(f1...fn) converge donc simplement vers la fonction
caracte´ristique de la mesure µt(f) associe´e a` f.

2.2 La se´rie des variables ale´atoires associe´es
Soit (fn) une suite de fonctions dans O+(D(0, 1)) telle que le produit infini f =
∏+∞
k≥1 fk converge
uniforme´ment sur tout compact de D(0, 1).
Par un the´ore`me classique, a` la suite des mesures de probabilite´ (µt(fn)) on peut associer une probabilite´
sur l’espace produit Ω =]0, 1[N et une suite de variables ale´atoires (Xn,t) a` valeurs dans N inde´pendantes
telle que pour tout n ≥ 1 la variable ale´atoire Xn,t ait pour loi µt(fn).
On peut alors affirmer que pour tout n ≥ 1, la mesure µt(f1...fn) est la loi de la somme X1,t+ ...+Xn,t.
La convergence de la suite de mesures µt(f1...fn) se traduit donc par la convergence en loi de la se´rie∑
n≥1Xn,t. La loi de
∑
n≥1Xn,t n’est autre que µt(f).
D’apre`s le the´ore`me de Kolmogorov, si la se´rie
∑
n≥1
σ2(Xn,t) =
∑
n≥1
V ar(Xn,t − E(Xn,t))
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est convergente, alors la se´rie
∑
n≥1(Xn,t − E(Xn,t)) converge presque suˆrement sur Ω. Si l’on suppose
en outre que la se´rie
∑
n≥1E(Xn,t) converge alors la se´rie
∑
n≥1Xn,t converge presque suˆrement.
Les Xn,t e´tant positives et inde´pendantes, on en de´duit par le the´ore`me de Beppo-Levi que
V ar
(∑
n≥1
Xn,t
)
=
∑
n≥1
V ar(Xn,t)
Sous ces hypothe`ses on peut alors donner la de´finition suivante :
De´finition.
Soit Xt la variable ale´atoire de´finie comme la somme de la se´rie
∑
n≥1Xn,t dont la loi sera
note´e µt(f). On pose
m(t) = E(Xt) =
∑
n≥1
E(Xn,t) et σ(t) =
(
V ar(Xt)
)1/2
=
(∑
n≥1
V ar(Xn,t)
)1/2
2.3 Application a` l’e´tude des coefficients
On se donne une suite de fonctions fn =
∑
n≥0 ak,nz
k dans O+(D(0, 1)) telle que le produit infini
∏+∞
n≥1 fn
converge uniforme´ment sur tout compact de D(0, 1). La fonction f =
∏+∞
n≥1 fn est dans O+(D(0, 1)) et
l’on peut e´crire f(z) =
∑
n≥0 anz
n avec
an =
∑
n1+...+np=n
an1,1...anp,p
Si les se´ries
∑
n≥1E(Xn,t) et
∑
n≥1 σ
2(Xn,t) sont convergentes, conside´rons la variable ale´atoire centre´e
re´duite
Zt =
∑
n≥1Xn,t −m(t)
σ(t)
Supposons que Zt converge en loi quand t→ 1 vers une variable ale´atoire Z de loi N(0,1) et soit (tn) une
suite tendant vers 1 telle que
m(tn) = n pour tout n.
On a alors ∑
n1+...+np=n
an1,1...anp,p =
f(tn)
2piσ(tn)(tn)n
∫ piσ(tn)
−piσ(tn)
ϕZtn (x)dx
Si σ(tn)→ +∞ quand tn → 1 il est plausible que
lim
tn→1
∫ σ(tn)pi
−σ(tn)pi
ϕtn(x)dx =
∫ +∞
−∞
limϕtn(x)dx =
∫ +∞
−∞
e−x
2/2dx =
√
2pi
et on en de´duirait ainsi la formule asymptotique des coefficients
∑
n1+...+np=n
an1,1...anp,p ∼
f(tn)√
2piσ(tn)(tn)n
. (2.1)
Passage par des e´quivalents.
Nous de´taillons ici la me´thode de Luis Ba´ez-Duarte [1].
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Afin d’e´tablir la formule (2.1) ci-dessus avec σ1 a` la place de σ (et τn a` la place de tn), il reste a` montrer
que
lim
n→+∞
∫ σ1(τn)pi
−σ1(τn)pi
E(eixZ
1
τn )dx =
√
2pi.
On remarque que l’on peut e´crire
Z1t =
Xt −m1(t)
σ1(t)
= Zt
σ(t)
σ1(t)
+ ε(t)
ou` ε(t) = m(t)−m1(t)σ1(t) . On a alors
∫ σ1(τn)pi
−σ1(τn)pi
E(eixZ
1
τn )dx =
∫ σ1(τn)pi
−σ1(τn)pi
E(e
ix σ(τn)
σ1(τn)
Zτn )eixε(τn)dx
=
σ1(τn)
σ(τn)
∫ σ(τn)pi
−σ(τn)pi
ϕZτn (x)e
ix
σ1(τn)
σ(τn)
ε(τn)dx
Pour justifier le remplacement par des e´quivalents on e´nonce deux hypothe`ses :
Hypothe`se 1. Supposons que
m(τn)−m1(τn)
σ1(τn)
= ε(τn)→ 0 quand τn → 1
Hypothe`se 2. Supposons que
∫ σ(τn)pi
−σ(τn)pi
∣∣∣ϕZτn (x) − e−x2/2
∣∣∣ dx→ 0
Sous ces deux hypothe`ses il est facile de montrer que la suite
∫ σ(τn)pi
−σ(τn)pi
ϕZτn (x)e
ix
σ1(τn)
σ(τn)
ε(τn)dx converge
vers
√
2pi.
En effet, on a
∣∣∣∣∣
∫ σ(τn)pi
−σ(τn)pi
ϕZτn (x)e
ix
σ1(τn)
σ(τn)
ε(τn)dx−
∫ σ(τn)pi
−σ(τn)pi
eix
σ1(τn)
σ(τn)
ε(τn)e−x
2/2dx
∣∣∣∣∣
≤
∫ σ(τn)pi
−σ(τn)pi
∣∣∣ϕZτn (x)− e−x2/2
∣∣∣ dx
il suffit donc de montrer que
lim
τn→1
∫ σ(τn)pi
−σ(τn)pi
eix
σ1(τn)
σ(τn)
ε(τn)e−x
2/2dx =
√
2pi.
Ceci re´sulte du the´ore`me de la convergence domine´e, car on a
lim
τn→1
eix
σ1(τn)
σ(τn)
ε(τn)e−x
2/2 = e−x
2/2
et ∣∣∣eix σ1(τn)σ(τn) ε(τn)e−x2/2∣∣∣ ≤ e−x2/2
Re´sumons ce qui pre´ce`de dans le the´ore`me suivant :
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The´ore`me 2.3 (The´ore`me des e´quivalents) Soit (fn =
∑
n≥0 ak,nz
k) une suite de fonctions
dans O+(D(0, 1)) telle que le produit infini
∏+∞
n≥1 fn converge uniforme´ment sur tout compact
de D(0, 1). La fonction f =
∏+∞
n≥1 fn est donc analytique dans D(0, 1) et f(z) =
∑
n≥0 anz
n avec
an =
∑
n1+...+np=n
an1,1...anp,p
Si les se´ries
∑
n≥1E(Xn,t) et
∑
n≥1 σ
2(Xn,t) sont convergentes, conside´rons la variable ale´atoire
centre´e re´duite
Zt =
∑
n≥1Xn,t −m(t)
σ(t)
Supposons que Zt converge en loi quand t → 1 vers une variable ale´atoire Z de loi N(0,1)
avec la condition de convergence forte (voir [1]) :
lim
t→1
∫ σ(t)pi
−σ(t)pi
∣∣∣ϕZt(x)− e−x2/2
∣∣∣ dx = 0 (2.2)
Soient m1 et σ1 des e´quivalents de m et σ respectivement lorsque t→ 1 :
m(t) ∼ m1(t)
σ(t) ∼ σ1(t)
Soit une suite (τn) dans ]0, 1[ convergeant vers 1 et telle que pour tout n on ait :
m1(τn) = n
avec
m(τn)−m1(τn)
σ1(τn)
→ 0 quand τn → 1.
Alors
an ∼
f(τn)√
2piσ1(τn)τnn
(2.3)
3 Un the´ore`me de convergence
Nous e´nonc¸ons et de´montrons un the´ore`me du type Liapounov (voir Chung [2] p. 205 sq.) de convergence
vers une loi normale concernant une famille continue de suites infinies de variables ale´atoires.
The´ore`me 3.1 (The´ore`me de convergence) Soit une suite de variables ale´atoires positives
(Xn,t)n dans L
3(Ω) telle que pour tout t ∈ ]0, 1[ :
a) les Xn,t sont inde´pendantes
b) les se´ries m(t) =
∑
n≥1E(Xn,t), σ
2(t) =
∑
n≥1 V ar(Xn,t) et Γ3(t) =
∑
n≥1E(|Xn,t − E(Xn,t)|3)
sont convergentes
c) la fonction t 7→ Γ3(t)
(σ(t))3
tend vers 0 quand t→ 1
d) limt→1supn≥1
V ar(Xn,t)
σ2(t)
= 0
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Alors la se´rie Xt =
∑
n≥1Xn,t est convergente presque suˆrement et la fonction caracte´ristique
ϕZt de la variable ale´atoire
Zt =
Xt −m(t)
σ(t)
est telle que
ϕZt(x)→ e−x
2/2 quand t→ 1.
De´monstration.
Posons Yn,t = Xn,t − E(Xn,t) on a Zt =
∑
n≥1 Yn,t
σ(t)
.
Par l’inde´pendance des Yn,t on voit que la variable ale´atoire Zt a pour fonction caracte´ristique
ϕZt(θ) = E(e
iθ
∑ Yn,t
σ(t) ) =
∏
n≥1
E(eiθ
Yn,t
σ(t) )
On a E(Yn,t) = 0 et E(Y
2
n,t) = σ
2
n,t = V ar(Xn,t).
Lemme 3.2 Sous les hypothe`ses du the´ore`me (3.1) ci-dessus, on a
E
(
eiθ
Yn,t
σ(t)
)
= 1− θ
2
2
(σn,t
σ(t)
)2
+ Ln(θ, t)
avec
|Ln(θ, t)| ≤ |θ|
3
6(σ(t))3
E(|Yn,t|3).
Ce lemme re´sulte de la formule de Taylor
eix = 1 + ix− x
2
2
− i
∫ 1
0
(1− u)2
2
x3eiuxdu
qui nous donne
eiθ
Yn,t
σ(t) = 1 + iθ
Yn,t
σ(t)
−
θ2(
Yn,t
σ(t) )
2
2
− i
∫ 1
0
(1− u)2
2
θ3(
Yn,t
σ(t)
)3eiuθ
Yn,t
σ(t) du
Comme E(Yn,t) = 0 on en de´duit que
E
(
eiθ
Yn,t
σ(t)
)
= 1−
θ2(
σn,t
σ(t) )
2
2
− i
∫ 1
0
(1− u)2
2
θ3E
((Yn,t
σ(t)
)3
eiuθ
Yn,t
σ(t)
)
du
= 1− θ
2
2
(
σn,t
σ(t)
)2 + Ln(θ, t)
ou`
Ln(θ, t) = −i
∫ 1
0
(1− u)2
2
θ3E
((Yn,t
σ(t)
)3
eiuθ
Yn,t
σ(t)
)
du
On a ainsi la majoration
|Ln(θ, t)| ≤ |θ3|E
(( |Yn,t|
σ(t)
)3)∫ 1
0
(1− u)2
2
du ≤ |θ|
3
6(σ(t))3
E(|Yn,t|3)
Ce qui termine la de´monstration du lemme.

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Par l’inde´pendance des Yn,t la fonction caracte´ristique ϕZt de la variable ale´atoire Zt peut s’e´crire
ϕZt(θ) =
∏
n≥1
(
1− θ
2
2
(σn,t
σ(t)
)2
+ Ln(θ, t)
)
(3.1)
Pour montrer que ϕZt(θ)→ e−
θ2
2 quand t→ 1 nous allons utiliser le lemme suivant (dont nous donnons
la de´monstration dans l’Appendice (voir section 5)) :
Lemme 3.3 Soit (un,t)n≥1 une famille de suites complexes indexe´es par t ∈ ]0, 1[ telle que
(ı) supn≥1|un,t| → 0 quand t→ 1.
(ıı) il existe M > 0 et 0 < α < 1 tel que
∑
n≥1 |un,t| ≤M pour tout t ∈ ]α, 1[.
(ııı) il existe S ∈ C tel que ∑n≥1 un,t → S quand t→ 1.
Alors
lim
t→1
∏
n≥1
(1 + un,t) = e
S
On va appliquer ce lemme a` la fonction caracte´ristique (3.1) en posant
un,t(θ) = −θ
2
2
(
σn,t
σ(t)
)2 + Ln(θ, t)
Ve´rifions les trois conditions du lemme :
(ı) On a
sup
n≥1
|un,t(θ)| ≤ θ
2
2
sup
n≥1
(
σn,t
σ(t)
)2 + sup
n≥1
Ln(θ, t)
≤ θ
2
2
sup
n≥1
(
σn,t
σ(t)
)2 +
|θ|3
6(σ(t))3
∑
n≥1
E(|Yn,t|3)
D’apre`s les hypothe`ses c) et d) du the´ore`me cette dernie`re quantite´ tend vers 0 quand t→ 1.
(ıı) On a
∑
n≥1
|un,t(θ)| ≤ θ
2
2
∑
n≥1
(
σn,t
σ(t)
)2 +
∑
n≥1
Ln(θ, t)
≤ θ
2
2
+
|θ|3
6(σ(t))3
∑
n≥1
E(|Yn,t|3)
Or d’apre`s c) la quantite´ 1(σ(t))3
∑
n≥1E(|Yn,t|3) est borne´e au voisinage de 1.
(ııı) On a ∑
n≥1
un,t(θ) = −θ
2
2
∑
n≥1
(
σn,t
σ(t)
)2 +
∑
n≥1
Ln(θ, t) =
θ2
2
+
∑
n≥1
Ln(θ, t)
et
∑
n≥1 Ln(θ, t)→ 0 quand t→ 1 par c).
On a donc
∑
n≥1 un,t(θ)→ − θ
2
2 quand t→ 1 et par le lemme (3.3)
ϕZt(θ) =
∏
n≥1
(
1− θ
2
2
(σn,t
σ(t)
)2
+ Ln(θ, t)
)→ e− θ22

10
4 Application aux partitions restreintes
Conside´rons la fonction de´finie par le produit infini
f(z) =
+∞∏
n≥1
(1 + zn)
Cette fonction est analytique dans D(0, 1) car la se´rie
∑+∞
n=1 z
n converge uniforme´ment sur tout compact
de D(0, 1). On a
f(z) =
∑
q(n)zn
ou` q(n) est le nombre de partitions restreintes de n, c’est-a`-dire le nombre des de´compositions n =
n1 + · · ·+ np en entiers strictement positifs diffe´rents les uns des autres.
Le but de ce qui suit est d’appliquer la me´thode de´crite au de´but de cet article pour obtenir la formule
asymptotique des partitions restreintes :
q(n) ∼
1
4
e
pi
√
n√
3
31/4n3/4
Soit la mesure de probabilite´ associe´e a` fn(t) = 1 + t
n
µt(fn) =
1
1 + tn
δ0 +
tn
1 + tn
δn
ou` δ0 et δn repre´sentent les mesures de Dirac en 0 et n respectivement.
On associe a` ces mesures une suite de variables ale´atoires inde´pendantes (Xn,t) (voir section (2.2)). La
variable Xn,t prend les valeurs 0 et n et on a
E(Xn,t) =
ntn
1 + tn
V ar(Xn,t) =
n2tn
(1 + tn)
2
Dans ce qui suit on posera
t = e−r
ou` r > 0, de sorte que l’on a
t→ 1⇔ r → 0
4.1 Ve´rification des hypothe`ses du the´ore`me de convergence
Les se´ries
m(t) =
∑
n≥1
E(Xn,t) =
+∞∑
n=1
ntn
1 + tn
et σ2(t) =
∑
n≥1
σ2(Xn,t) =
∑
k≥1
n2tn
(1 + tn)2
sont clairement convergentes.
Examinons la se´rie
∑
n≥1E(|Xn,t − E(Xn,t)|3) : on a
E(|Xn,t − E(Xn,t)|3) = ( nt
n
1 + tn
)3
1
1 + tn
+ (n− nt
n
1 + tn
)3
tn
1 + tn
= n3
t3n + tn
(1 + tn)
4
donc la se´rie
∑
n≥1E(|Xn,t − E(Xn,t)|3) est convergente.
Ainsi les hypothe`ses a) et b) du the´ore`me de convergence (3.1) sont bien ve´rifie´es.
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4.1.1 Comportement asymptotique de m et σ2
Pour de´terminer le comportement asymptotique quand t → 1 des fonctions m(t) et σ2(t) on va utiliser
la formule d’Euler-McLaurin rappele´e ci-dessous :
si f ∈ C1[0,+∞[ on a pour tout entier n ≥ 1
n∑
k=1
f(k) =
∫ n
1
f(x)dx +
1
2
(f(1) + f(n)) +
∫ n
1
b1(x)f
′(x)dx
ou` b1(x) = x− [x]− 12 . Si en outre
∑+∞
k=1 f(k) et
∫ +∞
1
f(x)dx sont convergentes alors
+∞∑
k=1
f(k) =
∫ +∞
0
f(x)dx +
∫ +∞
1
b1(x)f
′(x)dx + C
ou` C = 12f(1)−
∫ 1
0
f(x)dx.
Les fonctions f auxquelles on va appliquer cette formule seront du type
f(x) =
xpe−arx
(1 + e−rx)q
ou` a, p, q sont des entiers supe´rieurs ou e´gaux a` 1. Comme f(x) = 1rp g(rx) ou` g(u) =
upe−au
(1+e−u)q , on a∫ +∞
0
f(x)dx =
1
rp+1
∫ +∞
0
g(u)du
et ∣∣∣
∫ +∞
1
b1(x)f
′(x)dx
∣∣∣ = 1
rp
∣∣∣
∫ +∞
1
b1(
u
r
)g′(u)du
∣∣∣ ≤ 1
2rp
∫ +∞
1
|g′(u)|du
car la fonction g′ est inte´grable.
La formule d’Euler-MacLaurin nous donne pour r → 0+
+∞∑
k=1
kpe−akr
(1 + e−kr)q
=
1
rp+1
∫ +∞
0
upe−au
(1 + e−u)q
+O(
1
rp
).
Pour a = p = q = 1 on obtient
m(e−r) =
+∞∑
k=1
ke−rk
1 + e−rk
=
1
r2
∫ +∞
0
ue−u
1 + eu
dx+O(
1
r
)
Notons que
1
r2
∫ +∞
0
ue−u
1 + eu
dx =
1
r2
+∞∑
n=0
(−1)n
∫ +∞
0
ue−u(n+1)dx =
1
r2
+∞∑
n=0
(−1)n 1
(n+ 1)
2 =
1
r2
pi2
12
On a ainsi
m(e−r) = m1(e−r) +O(
1
r
) avec m1(e
−r) =
pi2
12
1
r2
Et de la meˆme manie`re, on a
σ2(e−r) ∼
∫ +∞
1
x2e−rx
(1 + e−rx)2
dx ∼r→0
pi2
6
1
r3
= σ21(e
−r) (4.1)
car
∫ +∞
0
x2e−rx
(1 + e−rx)2
dx =
+∞∑
n=1
(−1)n−1n
∫ +∞
0
x2e−rxndx =
2
r3
+∞∑
n=1
(−1)n−1 1
n2
12
4.1.2 Les conditions c) et d)
Calculons Γ3(t) =
∑
n≥1E(|Xn,t − E(Xn,t)|3) :
∑
n≥1
E(|Xn,t − E(Xn,t)|3) =
∑
n≥1
n3
e−3nr + e−nr
(1 + e−nr)4
∼
∫ +∞
0
x3(e−3rx + e−rx)
(1 + e−rx)4
dx =
C
r4
et donc
Γ3(t)
σ(t)3
∼
C
r4
(pi
2
6
1
r3 )
3/2
= C3r
1/2
On a donc bien Γ3(t)σ(t)3 → 0 quand t→ 1.
Il reste a` voir que limt→1 supn≥1
V ar(Xn,t)
σ2(t)
= 0. On a
V ar(Xn,t)
σ2(t)
=
1
σ2(t)
n2
tn
(1 + tn)
2 ≤
1
σ2(t)
n2tn
Or on a n2e−nr ≤ 4r2 e−2 pour tout n et σ2(e−r) ∼ pi
2
6
1
r3 d’apre`s (4.1) donc
lim
t→1
sup
n≥1
V ar(Xn,t)
σ2(t)
= 0
Ainsi les hypothe`ses du the´ore`me de convergence (3.1) sont bien ve´rifie´es. Par conse´quent la fonction
caracte´ristique ϕZt de la variable ale´atoire
Zt =
∑
n≥1Xn,t −m(t)
σ(t)
converge vers e−x
2/2 quand t→ 1.
4.2 Ve´rification de la condition de convergence forte
Pour obtenir une formule asymptotique du nombre de partitions restreintes q(n) de´fini au de´but de ce
paragraphe (4), on doit ve´rifier les hypothe`ses du the´ore`me des e´quivalents, en particulier la condition de
convergence forte :
lim
t→1
∫ piσ(t)
−piσ(t)
∣∣∣ϕZt(θ)− e−θ2/2
∣∣∣ dθ = 0
Pour cela on va de´composer l’inte´grale pre´ce´dente en∫
|θ|≤ C
r1/2
∣∣∣ϕZt(θ)− e−θ2/2
∣∣∣ dθ +
∫
C
r1/2
≤|θ|≤piσ(t)
∣∣∣ϕZt(θ)− e−θ2/2
∣∣∣ dθ
et majorer |ϕZt(θ)| sur chacun des domaines d’inte´gration.
Lemme 4.1 Si |θ| ≤ 1
4Γ3(t)σ3(t)
∼
1
4C3
r−1/2 alors |ϕZt(θ)| ≤ e−θ
2/3.
De´monstration.
Posons Yn,t = Xn,t − E(Xn,t) on a Zt =
∑
n≥1 Yn,t
σ(t) . On a
ϕZt(θ) =
∏
n≥1
ϕYn,t
( θ
σ(t)
)
Pour majorer |ϕZt(θ)| on va utiliser le lemme suivant dont la de´monstration est reporte´e a` la section
(5.2) :
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Lemme 4.2 (Lemme de Crame´r) Soit Z une variable ale´atoire centre´e telle que E(|Z|3) < +∞
et ϕZ sa fonction caracte´ristique. On a
|ϕZ(ξ)|2 ≤ e−ξ
2E(Z2)+ 43 |ξ|3E(|Z|3)
En particulier si |ξ| ≤ 12 E(Z
2)
E(|Z|3) alors |ϕZ(ξ)|
2 ≤ e− ξ
2
3 E(Z
2).
En appliquant ce lemme on obtient ainsi
∣∣∣∣ϕYn,t
( θ
σ(t)
)∣∣∣∣
2
≤ exp
(
− σ
2
n,t
σ2(t)
θ2 +
4
3
|θ|3E(|Yn,t|3)
σ3(t)
)
donc
|ϕZt(θ)|2 ≤
∏
n≥1
exp
(
− σ
2
n,t
σ2(t)
θ2 +
4
3
|θ|3E(|Yn,t|3)
σ3(t)
)
= exp
(
−θ2(1− 4
3
|θ| Γ3(t)
σ3(t)
))
Pour conclure, si |θ| ≤ 1
4Γ3(t)σ3(t)
alors 1− 43 |θ| Γ3(t)σ3(t) ≥ 2/3 et par conse´quent |ϕZt(θ)|2 ≤ e−2θ
2/3.

Comme piσ(t) ∼
√
1
6
pi2
r3/2
lorsque t tend vers 1 il suffit maintenant d’obtenir une majoration de la fonction
caracte´ristique sur le domaine
1
4C3
r−1/2 ≤ |θ| ≤
√
1
6
pi2
r3/2
.
Lemme 4.3 Soit C une constante positive. Sous l’hypothe`se C
r1/2
≤ |θ| < piσ(t) il existe un re´el
positif B tel que l’on ait |ϕZt(θ)| ≤ e−B/r.
De´monstration.
La me´thode consiste a` e´crire
ln(|ϕZt(θ)|) =
∑
k≥1 ln(
∣∣1 + tkeikθ/σ(t)∣∣)− ln(1 + tk).
On de´veloppe ∣∣∣1 + tkeikθ/σ(t)
∣∣∣2 = 1 + t2k + 2tk cos(kθ/σ(t))
et on e´crit
ln(|ϕZt(θ)|) =
1
2
∑
k≥1
ln(1 + t2k + 2tk cos(kθ/σ(t))) − ln(1 + t2k + 2tk)
=
1
2
∑
k≥1
ln(1 +
2tk(cos(kθ/σ(t)) − 1)
1 + t2k + 2tk
)
≤ 1
2
∑
k≥1
2tk(cos(kθ/σ(t)) − 1)
1 + t2k + 2tk
≤ 1
4
∑
k≥1
tk(cos(kθ/σ(t)) − 1)
Or on a ∑
k≥1
tk(cos(kθ/σ(t)) = Re
( teiθ/σ(t)
1− teiθ/σ(t)
)
=
t cos(θ/σ(t))− t2
1− 2t cos(θ/σ(t)) + t2
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et puisque Cr ≤ |θ| /σ(t) < pi alors cos(θ/σ(t)) ≤ cos(Cr). Par conse´quent
∑
k≥1
tk(cos(kθ/σ(t)) ≤ t cos(Cr) − t
2
1− 2t cos(Cr) + t2
donc
ln(|ϕZt(θ)|) ≤
1
4
( t cos(Cr) − t2
1− 2t cos(Cr) + t2 −
t
1− t
)
∽
(
1
1 + C2
− 1
)
r−1
On en de´duit l’existence d’une constante B > 0 telle que l’on ait :
|ϕZt(θ)| ≤ e−B/r

The´ore`me 4.4 On a
lim
t→1
∫ piσ(t)
−piσ(t)
∣∣∣ϕZt(θ)− e−θ2/2
∣∣∣ dθ = 0
De´monstration.
D’apre`s le lemme (4.3) :
|ϕZt(θ)| ≤ e−B/r si
C
r1/2
≤ |θ| ≤ piσ(t), avec B > 0
et clairement
e−θ
2/2 ≤ e−C2/2r
sous les meˆmes conditions. On a donc, avec D = min(B,C2/2) :
∫
C
r1/2
≤|θ|≤piσ(t)
∣∣∣ϕZt(θ)− e−θ2/2
∣∣∣ dθ ≤
∫
C
r1/2
≤|θ|≤piσ(t)
|ϕZt(θ)| dθ +
∫
C
r1/2
≤|θ|≤piσ(t)
e−θ
2/2dθ
≤ e−D/r
(
piσ(t)− C
r1/2
)
et cette dernie`re quantite´ tend vers 0 lorsque t tend vers 1 (i.e. lorsque r tend vers 0).
Il reste a` voir que
lim
t→1
∫
|θ|≤ C
r1/2
∣∣∣ϕZt(θ) − e−θ2/2
∣∣∣ dθ = 0
D’apre`s le lemme (4.1), sur cet intervalle on a |ϕZt(θ)| ≤ e−θ
2/3 donc
∣∣∣ϕZt(θ) − e−θ2/2
∣∣∣ ≤ e−θ2/3 + e−θ2/2
et on peut conclure par le the´ore`me de la convergence domine´e.

4.3 Application du the´ore`me des e´quivalents
On a choisi comme e´quivalent de la fonction m lorsque t tend vers 1 la fonction m1 de´finie par
m1(e
−r) =
pi2
12
1
r2
.
La de´finition de τn par l’e´galite´ m1(τn) = n se traduit, en posant τn = e
−ρn , par
m1(e
−ρn) = n ce qui donne ρn =
1
2
√
3
√
n
pi
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et par conse´quent
τn = e
− 1
2
√
3
√
n
pi
On a aussi choisi comme e´quivalent de la fonction σ lorsque t tend vers 1 la fonction σ1 de´finie par
σ1(e
−r) =
√
pi2
6
1
r3
ce qui donne
σ21(τn) = σ
2
1(e
−ρn) =
pi2
6
1
ρ3n
=
pi2
6
1
( 1
2
√
3
√
n
pi)3
=
4
pi
(n)3/2
√
3.
La condition du the´ore`me des e´quivalents :
m(τn)−m1(τn)
σ1(τn)
→ 0 quand τn → 1
est bien satisfaite car on a vu en 4.1.1. que m(e−r) = m1(e−r) +O(1r ), ce qui permet d’e´crire
m(τn)−m1(τn)
σ1(τn)
=
m(e−ρn)−m1(e−ρn)
σ1(e−ρn)
=
O( 1ρn )
σ1(e−ρn)
=
O(n
1
2 )
3
1
4
√
4
pi n
3/4
→ 0
Le the´ore`me des e´quivalents (2.3) nous permet donc d’obtenir la formule asymptotique :
an ∼
f(τn)√
2piσ1(τn)τnn
Il reste a` donner un e´quivalent de
f(τn) =
+∞∏
k=1
(1 + e
− 1
2
√
3
√
n
pik
)
Passons au logarithme
ln(f(τn)) =
∑
k≥1
ln(1 + e
− 1
2
√
3
√
n
pik
)
Lemme 4.5 On a pour ρ→ 0+
+∞∑
k=1
ln(1 + e−ρk) =
pi2
12ρ
− 1
2
ln 2 +O (ρ)
De´monstration.
Appliquons la formule d’Euler-McLaurin :
∑
k≥1
ln(1 + e−ρk) =
∫ +∞
1
ln(1 + e−ρx)dx +
1
2
ln(1 + e−ρ)− ρ
∫ +∞
1
b1(x)
e−ρx
1 + e−ρx
dx
a) Le terme
∫ +∞
1
ln(1 + e−ρx)dx :
On de´compose l’inte´grale :
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∫ +∞
1
ln(1 + e−ρx)dx =
∫ ∞
0
ln(1 + e−ρx)dx−
∫ 1
0
ln(1 + e−ρx)dx
=
∫ +∞
0
∑
n≥1
(−1)n−1
n
e−ρnxdx− ln 2 +O (ρ)
=
∑
n≥1
(−1)n−1
ρn2
− ln 2 +O (ρ)
Donc ∫ +∞
1
ln(1 + e−ρx)dx = − ln 2 + pi
2
12ρ
+O (ρ)
b) Le terme 12 ln(1 + e
−ρ) :
1
2
ln(1 + e−ρ) =
1
2
ln 2 +O (ρ)
c) Le troisie`me terme :
On a
−ρ
∫ +∞
1
b1(x)
e−ρx
1 + e−ρx
dx = O
(
ρe−ρ
)
En effet la fonction x 7→ e
−ρx
1 + e−ρx
est positive de´croissante et elle tend vers 0 a` l’infini. Comme la fonction
b1 est pe´riodique, par le lemme d’Abel on obtient la majoration
∣∣∣∣
∫ +∞
1
b1(x)
e−ρx
1 + e−ρx
dx
∣∣∣∣ ≤ C e
−ρ
1 + e−ρ
≤ Ce−ρ

Conclusion
D’apre`s le lemme (4.5) avec ρ = ρn on a
∑
k≥1
ln(1 + e
− 1
2
√
3
√
n
pik
) =
pi
√
n
2
√
3
− 1
2
ln 2 +O
(
1√
n
)
donc
f(τn) =
+∞∏
k=1
(1 + e
− 1
2
√
3
√
n
pik
) ∼
1√
2
e
pi
√
n
2
√
3
lorsque n tend vers l’infini, ce qui donne la formule asymptotique des partitions restreintes :
q(n) ∼
1√
2
e
pi
√
n
2
√
3
1
√
2pi
√
4
pi (n)
3/2√
3e
−
√
n
2
√
3
pi
=
1
4
e
pi
√
n√
3
31/4n3/4
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5 Appendice
5.1 De´monstration du Lemme 3.3.
Comme supn≥1 |un,t| → 0 quand t→ 1, il existe a < 1 tel que pour t ∈ ]a, 1[ on a |un,t| < 1/2 pour tout
n ≥ 1. Donc ln(1 + un,t) est bien de´fini pour t ∈ ]a, 1[ et
ln(1 + un,t) =
+∞∑
k=1
(−1)k−1
k
(un,t)
k
ce qui donne
|ln(1 + un,t)− un,t| ≤ |un,t|2
+∞∑
k=2
1
k
|un,t|k−2 ≤ |un,t|2
+∞∑
k=2
(
1
2
)k−2 = 2 |un,t|2
D’autre part la se´rie
∑
n≥1 |un,t| est suppose´e convergente pour tout t ∈ ]α, 1[, donc la se´rie
∑
n≥1 |un,t|2
est convergente si t ∈ ] sup(a, α), 1[. On en de´duit que la se´rie ∑n≥1 ln(1 + un,t) est convergente si
t ∈ ] sup(a, α), 1[ et il en est donc de meˆme du produit infini ∏n≥1(1 + un,t).
D’autre part, pour tout N ≥ 1 on a
∣∣∣∣∣
N∑
n=1
ln(1 + un,t)−
N∑
n=1
un,t
∣∣∣∣∣ ≤
N∑
n=1
|ln(1 + un,t)− un,t| ≤ 2
N∑
n=1
|un,t|2
Comme
N∑
n=1
|un,t|2 ≤ sup
n≥1
|un,t|
N∑
n=1
|un,t| ≤M sup
n≥1
|un,t|
on en de´duit que
∑+∞
n=1 |un,t|2 ≤M supn≥1 |un,t| et que
lim
N→+∞
∣∣∣∣∣
N∑
n=1
ln(1 + un,t)−
N∑
n=1
un,t
∣∣∣∣∣ ≤ 2M supn≥1 |un,t|
Donc ∣∣∣∣∣
+∞∑
n=1
ln(1 + un,t)−
+∞∑
n=1
un,t
∣∣∣∣∣ ≤ 2M supn≥1 |un,t|.
Pour conclure il suffit de prendre la limite quand t→ 1, on obtient
lim
t→1
+∞∑
n=1
ln(1 + un,t) = lim
t→1
+∞∑
n=1
un,t = S
En passant a` l’exponentielle on obtient
lim
t→1
+∞∏
n=1
(1 + un,t) = e
S

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5.2 De´monstration du Lemme de Crame´r (Lemme 4.2)
De´monstration. (voir Crame´r [3], Chung [2] p. 210)
Soit Y une variable ale´atoire inde´pendante de Z et de meˆme loi. On a
|ϕZ(ξ)|2 = ϕZ(ξ)ϕY (ξ) = E(eiξZ)E(eiξY ) = E(eiξ(Z−Y ))
ce qui permet d’e´crire
|ϕZ(ξ)|2 =
∫
R2
eiξ(z−y)dPZ(z)dPY (y) =
∫
R2
cos(ξ(z − y))dPZ(z)dPY (y)
En utilisant la majoration
cos(u) ≤ 1− u
2
2
+
|u|3
6
que l’on peut obtenir a` l’aide de la formule de Taylor d’ordre deux avec reste inte´gral, on en de´duit que
|ϕZ(ξ)|2 ≤ 1− ξ
2
2
∫
R2
(z − y)2dPZ(z)dPY (y) + |ξ|
3
6
∫
R2
|z − y|3 dPZ(z)dPY (y)
La premie`re inte´grale n’est autre que 2E(Z2). Pour la deuxie`me on utilise la majoration
|z − y|3 ≤ 4 |z|3 + 4 |y|3
ce qui permet de majorer l’inte´grale par 8E(|Z|3).
On obtient finalement
|ϕZ(ξ)|2 ≤ 1− ξ2E(Z2) + 4
3
|ξ|3E(|Z|3) ≤ e−ξ2E(Z2)+ 43 |ξ|3E(|Z|3)
Pour la seconde partie du lemme, si |ξ| ≤ 12 E(X
2)
E(|X|3) il suffit de remarquer que
−ξ2E(Z2) + 4
3
|ξ|3E(|Z|3) = −ξ2[E(Z2)− 4
3
|ξ|E(|Z|3)] ≤ −ξ2 1
3
E(Z2)

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