In numerical fluid dynamic simulations, adaptive mesh refinement (AMR) approaches have recently been growing in popularity, particularly when the target flow field includes complex turbulent shear flows such as jets, mixing layers, and shear layers in separated regions. In the AMR approach presented in this paper, for numerical simplicity and practicality we adopt a block-based method that uses a structured mesh in each block, a body-fitted coordinate system and a self-similar tree-based hierarchical data structure. We also implement measures that address memory/communication reduction and load balancing. As application examples we solve a separated flow around an airfoil, a transonic flow around a reentry capsule, and a coaxial jet flow. The examples demonstrate that the AMR approach is effective for capturing complex turbulent shear flows, although numerical issues such as scalability remain to be addressed for larger simulations.
Introduction
In the area of numerical fluid dynamic simulation, opportunities for treating time-dependent unsteady flows are currently increasing in researches concerning aeroacoustics, flow control and aerodynamic stability, where methodologies such as LES/DES are becoming popular. Finite-volume and finite-difference approaches based on structured meshes are still often used for their numerical simplicity and the ease with which they can adopt high-order-accuracy numerical schemes. However, proper mesh point assignment to the area of interest is still difficult to realize in practical three-dimensional cases, even when using a multi-block structured mesh strategy. Fig. 1 shows examples of computational grids with the inappropriate mesh distributions, where excessive concentrations of mesh points in regions where they are not required (shown by red rectangles) can be seen. Although the unstructured mesh approach is suited for treating complex geometries and properly assigning mesh points, its accuracy thus far has been at most second-order. In addition, the practical flows we encounter in aerospace engineering often include complex turbulent shear flows such as jets, mixing layers, and shear layers in separated/base regions and originating from shock discontinuities therein. These flows have multiple spatial scales that need to be properly resolved, although the area of required high resolution is limited. Adaptive mesh refinement (AMR) approaches are becoming popular in numerical fluid dynamic simulations these days, particularly when the target flow field includes complex turbulent shear flows of the types mentioned above. Much research on AMR has been carried out since the publication of the historical Berger-Oliger paper (1) , and several production codes have already been developed (2)(3) . In the AMR approach presented here, however, we consider not only the original merits of the AMR approach but also numerical simplicity, computational efficiency and practical usability. As a result, we adopt a block-based AMR method in which a structured mesh in each block, a body-fitted coordinate system and a self-similar tree-based hierarchical data structure are used, and we also implement measures to address issues such as memory/communication reduction and load balancing. In this paper, our parallel structured AMR approach for complex turbulent shear flows is first described. Then, some examples computed with the present AMR code are shown, and pros and cons of the AMR approach are discussed.
The AMR approach
AMR is efficient and effective in treating fluid flow problems with multiple spatial and temporal scales. The basic idea of AMR is as follows. The computational domain is represented by hierarchal levels of refinement, with the number of points per wavelength being increased only in areas of interest. The mesh is refined recursively until a given spatial error/variation tolerance is reached. This results in a localized mesh with a high grid resolution distributed within an otherwise coarse mesh. Reducing the required number of computational cells in this way improves computational efficiency. The refinement operation can be carried out for each individual cell, i.e. cell-based AMR, or for each individual block, i.e. block-based AMR. In the block-based AMR method, a computational domain consists of blocks each containing a predefined number of cells. If any cell within a block requires refinement, the whole block is refined. As a result, data structures need only to be maintained for blocks, and it is well acknowledged that block-based AMR requires less programming effort and is computationally more effective than cell-based AMR with respect to communication costs and memory requirements.
In this study, we extend our earlier efforts (4)(5) which used a block-based AMR approach. In the approach, we adopt a self-similar tree (quadtree in 2D/octree in 3D) as the data structure. A 2D image of a quad-tree hierarchical structure is shown in Fig. 2 . Each block has the same number of grid points, which makes it easy to maintain an even load balance in parallel computation. A block with a positive numeric identifier BlockID has three complementary arrays, Parent(BlockID), Child(LocalID, BlockID), and Fig. 2 2D image of a quad-tree hierarchical data structure. Fig. 3 Schematic view of the relationship between a parent block and its child blocks.
respectively the identifier of the parent block, the identifiers of any child blocks and the identifiers of neighboring blocks. If a block has a physical boundary such as a body surface or inlet/outlet, a negative value is set to indicate this. The situation is shown schematically in Fig. 3 . Each block also has three associated flag arrays Rlevel(BlockID), Lbtype(BlockID), and Flag_refine(BlockID), where Rlevel is the AMR level, Lbtype indicates whether the block is a leaf block (1 for a leaf block, 0 if there are child blocks), and Flag_refine indicates the refinement operation: if 1 then refinement is applied to the block, if -1 then derefinement, and if 0 then no change is made. When refinement is invoked, child blocks inherit information from their base parent block. This interpolation process is referred to as a prolongation operation. In derefinement, conversely, the averaging process is known as a restriction operation. The refinement ratio between consecutive coarse and fine levels is in principle two. 
In parallel computation on a modern distributed-memory multi-processor machine, it is important to maintain a load balance between the processors. In this study, a domain-based partitioning technique with a Z-order space filling curve, illustrated in Fig. 7 , is used to provide nearest-neighbor ordering of blocks. The solution blocks are simply distributed equally among the available processors, with more than one block permitted on each processor.
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Compute block Guard-cell region fluxes, respectively. In this study, a finite-volume approach is adopted for the spatial discretization and the Roe/AUSM numerical flux is applied at the cell interface. The Roe scheme (6) is evaluated as
where A is the dissipation matrix with its elements computed using the Roe average. The AUSM type scheme is also applied in cases such as the flow around a re-entry body in order to prevent the computation from diverging. The superscript "L/R" denotes the value at the cell interface interpolated using MUSCL-type TVD interpolation or WENO interpolation. This algorithm produces nonlinear high-frequency filters which dissipate kinetic energy with high wave numbers, hence no explicit subgrid-scale (SGS) model was used in this study. Such a method has been called a monotonically integrated LES (7) . For time integration, the Runge-Kutta explicit method is applied to the Euler equations, while the implicit LU-ADI is applied to the Navier-Stokes equations to relax stiffness due to thin boundary layers. In this study, the time step is held constant at all refinement levels. The LU-ADI used in this study can be described as
After alternative direction factorization, we use the LU factorization and the Gauss-Seidel relaxation which was first demonstrated by Jameson and Yoon (8) . 
The code based on the above baseline algorithm was tested against some simple benchmark problems with the Euler mode. In a preliminary test to verify the effectiveness of AMR, the 1D Shu-Osher entropy wave problem case from Ref. (9) was solved. Fig. 8 compares the density distributions at T = 1.8 between the non-AMR case and the AMR case. In the AMR case the computation starts from 256 uniform points and three-level AMR is applied, while the non-AMR case uses 2,048 uniform points. Although the AMR case uses only 505 points overall, resolution comparable to the non-AMR case is obtained. 
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(b) With AMR, three levels The first 2D numerical example is a wind tunnel with a step. This problem is examined in Ref. (10) . The inlet Mach number is 3, the initial grid size 240×80, the initial number of blocks 5×5, and the grid points in one block 48×16. A maximum AMR level of 2 is used, and refinement is applied if ΔM max /block > 0.15. The plot of density contours at T = 4 is shown in Fig. 9a , and clearly captures the complicated shock structure. The second example is a double Mach reflection problem, also originally from Ref. (10) . Initially a right-moving Mach 10 shock wave is positioned at x = 1/6, y = 0. The initial grid size 120×30, the initial number of blocks 3×3, and the grid points in one block 40×10. A maximum AMR level of 3 is used, and refinement is applied if ΔM max /block > 0.2. The plot of density contours at T = 0.2 is shown in Fig. 9b , where the two Mach stems are well resolved. The third example is a mixing layer problem where values of M 1 = 0.5, ρ 1 = 1 for the upper state and M 2 = 0.5, ρ 2 = 2 are set up initially. The initial grid size is 64×64, the initial number of blocks 8×8, and the grid points in one block 8×8. A maximum AMR level of 2 is used, and refinement is applied if ΔΩ max /block > 2.0. A plot of vorticity magnitude (Ω) contours at the developing stage is shown in Fig. 9c , in which the complicated vortical structure is resolved. Note that in the above cases the so-called proper nesting rule, which means the difference from one AMR level to the next must be 1, is not always satisfied. This is one of the issues to be addressed in the future. In order to solve aerodynamic problems of practical significance in aerospace engineering with complex turbulent shear flows, the original AMR code described above was extended as follows. First, to resolve thin boundary layers around rigid bodies, an option was introduced to use a body-fitted coordinate system shown in Fig. 10a instead of using an immersed boundary or cut-cell treatment at the surface. Second, to adapt existing multi-block topologies, an option to be able to start from multiple roots was implemented as shown schematically in Fig. 10b . Finally, the code was improved to reduce and optimize memory usage and MPI communication cost. In the domain decomposition process, in order to reduce memory usage on a processor, the local list is added such that only the physical variables of the blocks for which a processor is responsible are stored locally on the processor instead of a complete copy of the hierarchical octree data. Additionally, the MPI communication method was modified in such a way that communication is executed not by block-to-block but three times in each spatial direction. This substantially reduces the MPI communication cost, leading to better scalability as will be discussed later. This aspect is important for applying the present AMR code to practical three-dimensional problems with complex turbulent shear flows. The AMR code is written as Fortran 90 modules as shown in Table 1 , and the flow of execution is illustrated in Fig. 11 . 
Results and discussion
In order to confirm the potential and the capability of the presented AMR approach, some practical problems with typical turbulent shear flows were solved with the Navier-Stokes mode. The results are presented below.
The first case is a 2D NACA0012 airfoil flow at a high angle-of-attack, causing a large flow separation. The computed flow condition is for an angle-of-attack of 20 degrees at Mach 0.3 with a Reynolds number of 10 6 . In the AMR case, the initial grid size is 252 (flow direction) × 64 (normal-to-the-wall direction) as shown in Fig. 12a , the initial number of blocks is 14×4 (=56), and the number of grid points in one block is 18×16. With a maximum AMR level of three, 518 blocks are used in total. Refinement is applied only to the separated region shown in Fig. 12b before computation starts, and is then fixed during computation in consideration of computing time. The instantaneous Mach contours on the single grid and the AMR grid are compared in Figs. 12c and 12d . It can be seen that the AMR grid resolves fine-scale vortical structure in the separated region.
The second case is a 3D transonic flow around an atmospheric reentry capsule where an oscillatory wake occurs, possibly causing a dynamic instability. In this case, an ORION CM model configuration (11) was solved. As the computed flow condition, a 20-degree angle-of-attack at Mach 0.8 and a Reynolds number 10 7 were specified. In the AMR case, the initial 96 (axial) × 60 (radial) × 40 (circumferential) multi-block mesh with 3×3×2(=18) blocks, each with 32×20×20 points, as shown in Fig. 13a , was presumably refined into two-level AMR blocks (1,308 blocks) shown in Fig. 13b . Figs. 14a and 14b compare the results computed on a single grid and the AMR grid, showing snapshots of the velocity magnitude distributions on a meridian-cutting plane and the spanwise vorticity (ω z ) distributions on the indicated cross-cutting plane. Fig. 14b reveals a complex wake structure with detail at finer scales, showing that relatively high values of vorticity in the large scale structure are detected in the wake region where the grid spacing is refined by AMR. There is also an obvious difference in the characteristic length of the large eddy convected downstream between the single grid case and the AMR grid case. These findings prove that the present AMR code is effective for predicting the unsteady motion of turbulent eddies shed in the wake, whereas a single structural grid often produces an unresolvable solution in an O-type grid system. The third case is a 3D supersonic coaxial jet flow appearing after leaving a jet engine exit nozzle. The core flow speed is Mach 0.58 while the fan flow speed is Mach 0.76. The Reynolds number based on a unit length is 5×10 6 . The computational domain is 100D × 30D × 30D based on the core jet diameter D. In this case, a 128 (axial) × 40 (radial) × 32 (circumferential) multi-block mesh with 4×2×4(=32) blocks, each with 32×20×8 points, is initially set. A maximum AMR level of 2 is used with refinement applied if ΔM max /block > 0.01, resulting in a total of 752 blocks. The sequence of the AMR refinement process is shown in Fig. 15 . The AMR grids at three different time steps are shown on the left hand side and the corresponding flow fields are shown on the right hand side as density distributions, where very fine structures of flow mixing are resolved.
From the above tests, we found that the AMR technique captures fine flow structures in turbulent shear flows using fewer mesh points than a uniform grid. We therefore feel justified in claiming that an approach based on AMR is effective for simulations such as LES/DES where the mesh size is inherently important. On the other hand, we also discovered several significant issues with AMR related to computational load and scalability. In Fig. 16 , the computation time (on a logarithmic scale) versus the number of processes is shown for the above coaxial jet flow case, where Delta_T is the computing time step, Data_copy is the time for copying data from AMR to the solver, Solver is the time for solving the flow equations, Guardcell is the time for copying guard cell data, BC is the time for imposing boundary conditions, and Refinement is the time taken for the refinement. Although the bulk of the computation time is seen to be occupied by the solver part, the AMR overhead is clearly non-negligible. Moreover, while the code scales fairly well up to 256 processes, the time taken by the AMR part increases rapidly above 64 processes. These issues could therefore become more significant and critical if the current code is applied to larger problems using more processes, and need to be addressed. 
Concluding remarks
In this paper, a parallel structured AMR approach for complex turbulent shear flows is described, and several results of application to practical problems in aerospace engineering are shown and discussed in terms of the features and issues of the method. It is found that the AMR technique is effective for capturing turbulent shear flows such as jets, mixing layers and separated shear layers that appear inside flow fields, and that this feature can lead to promoting the use of LES/DES in applications where mesh size is inherently important. Meanwhile, the computing overhead for AMR is currently not small, and this could be an issue for larger simulations. Reducing the cost of the AMR part and detailed validation of the code are future works.
