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Abstract
Methodological development of the Model-implied Instrumental Variable (MIIV)
estimation framework has proved fruitful over the last three decades. Major milestones
include Bollen’s (1996) original development of the MIIV estimator and its robustness
properties for continuous endogenous variable SEMs, the extension of the MIIV
estimator to ordered categorical endogenous variables (Bollen & Maydeu-Olivares,
2007), and the introduction of a Generalized Method of Moments (GMM) estimator
(Bollen, Kolenikov & Bauldry, 2014). In this paper we continue this development by
extending the MIIV estimator to the case of mixed mixed continuous, dichotomous and
ordinal indicators. Novel alternative parameterizations for ordinal variable models and
analytic derivatives for a general MIIV estimator are also developed. An empirical
example using data from the General Social Survey (GSS) is used to illustrate the
estimator and the possibilities afforded by the proposed alternative parameterizations.
Finally, the finite sample performance of the estimator is evaluated using a Monte Carlo
simulation.
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An Instrumental Variable Estimator for Mixed Indicators: Analytic Derivatives and
Alternative Parameterizations
Introduction
Classic Structural Equation Models (SEMs) treated all endogenous variables as
continuous to simplify the analysis and estimation. Contemporary SEM research has
paid more attention to binary, ordinal, and other noncontinuous endogenous variables
(Arminger and Küsters, 1988; Muthén, 1984, 1993; Jöreskog, 1994). Item response
theory (IRT), of course, has a long history of treating measurement models with binary
or ordinal measures (e.g. Thurstone, 1925; Lazarsfeld, 1950; Bock, 1972; Lord et al.,
1968). A number of estimators have also been proposed for SEMs with categorical
endogenous variables, including the Diagonally Weighted Least Squares (DWLS),
Full-Information Maximum Likelihood (FIML), Pairwise Maximum Likelihood
(Katsikatsou et al., 2012, PML) and Polychoric Instrumental Variable (Bollen and
Maydeu-Olivares, 2007, PIV) estimators.
Recent research on the PIV estimator has revealed some promising features.
Nestler (2013) found the PIV estimator to be as accurate as the Unweighted Least
Squares (ULS) and DWLS estimators for correctly specified models and more robust in
the presence of structural misspecifications. Similarly, Jin et al. (2016) found the PIV
estimates to be as good as those from ULS and DWLS when the equation in question
was correctly specified (and no additional misspecifications were present in the model),
and less biased for correctly specified equations when specification errors were present
in the model at large.
These are important findings as it is far more likely our models are approximations
rather than perfect realizations of the process under study. Furthermore, for
system-wide estimators the bias induced by even minor misspecifications, such as an
omitted factor loading, have been found to linearly increase with each additional
misspecification (Yang-Wallentin et al., 2010). Jin and Cao (2018) proposed an
equation-by-equation overidentification test for DWLS analogous to that used with
Model Implied Instrumental Variables (MIIVs) 2SLS for continuous outcomes.
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Despite these positive features of the PIV estimator, there are a number of ways it
can be extended. First, Bollen and Maydeu-Olivares (2007) do not discuss the case
where a mixture of dichotomous, ordered categorical and continuous measures are
available. Mixed data types are increasingly common and it is important that
researchers have access to MIIV estimators capable of handling this situation. Our
proposed framework handles this situation and all possible combinations of these
variable types.
A second extension of the PIV estimator is to show how we can include alternative
parameterizations of ordinal variables (e.g. Jöreskog, 2002). For example, it is possible
to estimate the error variances and intercepts for ordinal variables with more than two
categories. A third limitation of the PIV estimator is that analytic derivatives for
deriving the asymptotic standard errors of parameter estimates have not been described
in the literature. Analytic derivatives are exact and would enhance precision and the
computational efficiency of the proposed estimation procedures. Utilizing analytical
results for patterned matrix derivatives (Magnus, 1983; Magnus and Neudecker, 1986;
Nel, 1980) we are able to develop very general expressions which hold under many
matrix types and identifying schemas.
The purpose of this paper is to extend the PIV estimator in the preceding
directions. Specifically, we will expand the PIV estimator so it can include a variety of
endogenous variable types. Moreover, we will develop the model to include means and
intercepts and alternative parameterizations of the underlying variables to permit them.
As part of this, we derive estimates of the means and covariance matrix of the
underlying variables and observed variables in a fashion analogous to the classic models
with observed continuous endogenous variables. Furthermore, we derive the analytic
derivatives that enable us to find asymptotic standard errors for these extensions
regardless of the parameterization. An empirical example using data from the General
Social Survey is used to demonstrate the estimator and the utility of these alternative
parameterizations. Finally a Monte Carlo simulation is used to compare the
performance of the proposed estimator to that of DWLS.
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The General Model and Assumptions
We begin with a modification of a general structural equation model 1 where the
latent variable model is
η = αη + Bη + ζ, (1)
and η is a m× 1 vector of latent endogenous variables, αη is a m× 1 vector of constant
intercept terms, and B is a m×m matrix of regression coefficients relating the
endogenous variables. The equation disturbances are contained in the m× 1 vector ζ
and their variances and (cross-equation) covariances in the m×m covariance matrix
Σζ . We assume E(ζ) = 0 and that ζ is uncorrelated with any exogenous variables in η.
Furthermore, we propose the measurement model
y∗ = αy + Λyη + ε (2)
where y∗ is a p× 1 vector of continuous response variables, Λy is a p×m matrix of
factor loadings, and ε is is a p× 1 vector of errors or unique factors. We assume the
errors have mean zero, E(ε) = 0, and are uncorrelated with the latent variables,
Cov(ε,η) = 0.
An additional note describing the auxiliary measurement model linking y∗ to the
vector of observed variables is warranted. If y∗j , . . . , y∗r represent continuous variables
then y∗j = yj for j = 1, . . . , r. If y∗j , . . . , y∗s are dichotomous or ordered categorical
variables then y∗j is categorized according to the threshold parameters, τ , such that
y = c if τc < y∗ < τc+1, where c = 0, ..., C − 1, and τj0 = −∞, τjk =∞.
A General Estimation Procedure
We partition our estimation procedure into three distinct steps. In the first step of
the procedure described herein we obtain consistent estimates of the first and second
order sample statistics required for the subsequent analysis. In the second step, we
1Our notation is similar to the LISREL notation of Joreskog & Sorbom (1978) except that we do not
include exogenous latent variables and their corresponding indicators and we use y∗ instead of y to refer
to the underlying indicators of η.
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explore alternative parameterizations for the y∗ variables such that it becomes possible
to construct an unconstrained covariance matrix Σ∗ and mean vector µ∗ to serve as
input to the analysis. Using the multivariate-delta method and the results described by
Muthén and Satorra (1995) the limiting covariance matrix of υ(Σˆ∗)− υ(Σ∗) and
υ(µˆ∗)− υ(µ∗) are established. Here, the υ(·) operator stacks the unique elements of a
patterned matrix column-wise as in Magnus (1983). The jacobian matrix for this
transformation is given for a general model. In step 3 the PIV coefficients
corresponding to the full model parameters and analytic forms approximating their
large sample variances are derived.
First and Second Order Sample Statistics
Here we obtain the first and second order sample statistics required for the
subsequent analysis. In the case of the model described by Bollen and Maydeu-Olivares
(2007) these statistics amount to the thresholds and polychoric correlations among the
ordered categorical variables. With continuous variables included in y we must also
estimate r means and r(r + 1)/2 covariance elements. Finally, we must also estimate
the r × s polyserial correlations among the continuous and categorical variables.
A number of methods have been described for obtaining these quantities, and
theoretically we could use any of these approaches. However, for our purposes the
results described by Olsson (1979) and Muthén (1984) are sufficient. As the means and
thresholds are obtained from the univariate margins let us consider a single variable yj
from the set of 1, . . . , p observed variables. If yj is categorical, µj = 0 and σjj = 1 are
used as identifying constraints to estimate τˆ j from the univariate margins using
maximum likelihood. If yj is a continuous variable, µj and σjj are freely estimated.
Subsequently, for every pairwise combination of ordered categorical variables the
thresholds are held fixed at the estimates obtained from the univariate margins and the
correlation structure (σˆjk) is obtained. As a result of this conditional estimation
procedure σˆjk is considered a pseudo-maximum likelihood estimate.
Now, collecting these sample statistics we have ωˆ = (µˆy∗ , τˆ , υ(Σˆy∗)), where Σy∗
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takes the following form
Σy∗ =

1
... . . .
ρy∗s,1 . . . 1
ρ˜y∗s+1,1 . . . ρ˜y∗s+1,s σy∗s+1,s+1
... . . . ... ... . . .
ρ˜y∗s+r,1 . . . ρ˜y∗s+r,s σy∗s+r,s+1 . . . σy∗s+r,s+r

where ρy∗i,j = Cor(y
∗
i , y
∗
j ) ∀ i 6= j, (i, j) < s represent the polychoric correlations among
the s ordered categorical variables, ρ˜y∗i,j = Cor(y
∗
i , y
∗
j ) ∀ s < i ≤ s+ r, j < s represent
the polyserial correlations among the s ordered categorical variables and r continuous
variables, and σy∗i,j = Cov(y
∗
i , y
∗
j ) ∀ s < (i, j) ≤ s+ r represent the covariances among
the r continuous variables. The mean vector is µ′y∗ = (01, . . . , 0s, µy∗s+1 , . . . , µy∗s+r). For
the procedure described above the consistency of ωˆ, plim ωˆ = ω, and the assumptions
required for the proof to hold are given by Muthén and Satorra (1995, Appendix A).
Furthermore, Muthén and Satorra (1995, pp. 494-498) provide a convenient procedure
for constructing ωˆ and the conditions under which it achieves asymptotic normality,
n1/2(ωˆ − ω) d−→ N (0,Σω). (3)
An Unconstrained Covariance Matrix and Mean Vector
When the means and variances of the y∗ variables are of interest, it is possible to
estimate these quantities rather than constrain them to 0 and 1, respectively. For this
reason we also consider alternative parameterizations for ordered categorical variables
with two or more response options. Jöreskog (2002) showed a specific alternative
parameterization where the first two thresholds of y∗j are fixed to zero and one,
respectively. From these identifying constraints the mean and variance of y∗j can be
estimated. generalization of this idea for additional alternative parameterizations can
be sketched in the following manner. Consider the latent response variable y∗j
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underlying the ordered categorical variable yj. In step 1 we assume y∗j ∼ N (0, 1). Now,
y∗j is determined only up to a monotonic transformation of yj. To retain the normality
assumption we can allow any arbitrary linear transformation of y∗j . In the case of
estimating the mean of the transformed distribution, here labeled c1, we are simply
shifting the distribution by the provided constant and adjusting the thresholds
accordingly. In this case the variance of the distribution would be unchanged and the
transformed variable y¨∗j ∼ N (c1, 1). If in addition to the mean we also wish to estimate
the variance of y∗j , c22, we are not only shifting the distribution of y∗j but also scaling it
by a factor of c2 such that y¨∗j ∼ N (c1c2, c22).
To provide a concrete example of this transformation let τja and τjb be the the first
two thresholds of the latent response variable y∗j underlying the four-category observed
variable yj. In Step 1 of the analysis we estimated all three thresholds of y∗j assuming
µj = 0 and σjj = 1. Now, let τ¨ ∗ja and τ¨jb be the corresponding first two thresholds under
an alternative parameterization where we wish to instead estimate µj and σjj.
Accordingly we must now fix any two of the previously estimated thresholds to some
constant values (e.g. τ¨ja = 0 and τ¨jb = 1). Using the following algebraic results
c1 = −τiaτ¨ib − τibτ¨ia
τ¨ib − τ¨ia (4)
c2 = τ¨ia(c1 + τia)−1 (5)
it becomes possible to estimate the mean, variance, as well as the remaining thresholds,
τ¨jk = (τjk + c1)c2, where k 6= (a, b), for the transformed distribution.
To construct Σy∗ and µy∗ under the alternative parameterization we must
reexpress the scalar representation given above in matrix form. To do this we provide
the most general form, the case where one wishes to estimate both the mean and
variance for each of the s ordered categorical variables by fixing two of the thresholds to
constant values. For latent response variable y∗j we denote the two fixed value
thresholds as τ¨ja and τ¨jb and their freely estimated counterparts under the standard
parameterization as τja and τjb. Building on this notation we let
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Da = diag(τ1,a, . . . , τs,a, 1s+1, . . . , 1s+r), Db = diag(τ1,b, . . . , τs,b, 0s+1, . . . , 0s+r),
D¨a = diag(τ¨1,a, . . . , τ¨s,a, 1s+1, . . . , 1s+r), and D¨b = diag(τ¨1,b, . . . , τ¨s,b, 0s+1, . . . , 0s+r).
Lastly we let Dτ,k = diag(τ1,k, . . . , τs,k, 0s+1, . . . , 0s+r) where k 6= (a, b). If τj,k does not
exist for y∗j , Dτk,jj = 0. Then, in matrix form we can express the scalar constants c1 and
c2 from above as
C1 = −DaD¨b −DbD¨a(D¨b − D¨a)−1 (6)
C2 = D¨a(C1 + Da)−1 (7)
along with the thresholds, mean vector and covariance matrix
τ¨ y∗,k = diag[(Dτ,k + C1)C2], (8)
µ¨y∗ = diag(C1C2) + µy∗ , (9)
Σ¨y∗ = C2Σy∗C2. (10)
Approximate Asymptotic Distribution of pˆi. To obtain the asymptotic
distribution of the free elements of the unconstrained covariance matrix and mean
vector, pi, we employ the multivariate-delta method (Cramér, 1999). The
multivariate-delta method provides a convenient approach for resolving the large sample
distribution of a vector function of a multinormally distributed random vector. Earlier
it was shown that n1/2(ωˆ − ω) d−→ N (0,Σω). As the elements of pi are a function of ω
we can express the large sample variances of pi as
Var(pi) = ∂ pi(ωˆ)
∂ ω
∣∣∣∣∣
′
ω=ωˆ
Σˆω
∂ pi(ωˆ)
∂ ω
∣∣∣∣∣
ω=ωˆ
. (11)
where ∂ pi(ωˆ)/∂ ω is the Jacobian matrix containing the first order partial derivatives of
Σ¨y∗ , µ¨y∗ and τ¨ y∗ evaluated with respect to Da, Db, Dτ,k, Σy∗ and µy∗ . The Jacobian
matrix is comprised of the partial derivatives of τ¨ y∗ ,µ¨y∗ and Σ¨y∗ with respect to the
freely varying elements in the p× 1 vector µ, the p× p diagonal matrices Da, Db and
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Dτ,k and the p× p correlation/covariance matrix Σy∗ ,
∂ υ(Σ¨y∗)
∂ υ(Da)′
= ∆+
[
(C2Σy∗ ⊗ I + I⊗C2Σy∗)∂ C2
∂ D′a
]
∆, (12)
∂ υ(Σ¨y∗)
∂ υ(Db)′
= ∆+
[
(C2Σy∗ ⊗ I + I⊗C2Σy∗)∂ C2
∂ D′b
]
∆, (13)
∂ υ(Σ¨y∗)
∂ υ(Σy∗)′
= ∆+(C2 ⊗C2)∆, (14)
∂ υ(µ¨y∗)
∂ υ(Da)′
= ∆+
[
(C2 ⊗ I)∂ C1
∂ D′a
+ (I⊗C1)∂ C2
∂ D′a
]
∆, (15)
∂ υ(µ¨y∗)
∂ υ(Db)′
= ∆+
[
(C2 ⊗ I)∂ C1
∂ D′b
+ (I⊗C1)∂ C2
∂ D′b
]
∆, (16)
∂ υ(µ¨y∗)
∂ υ(µy∗)
′ = ∆+∆, (17)
∂ υ(τ¨ )
∂ υ(Dτ,k)′
= ∆+C2∆, (18)
∂ υ(τ¨ )
∂ υ(Da)′
= ∆+
[
(C2 ⊗ I)∂ C1
∂ D′a
+ (I⊗ (C1 + Dτ ))∂ C2
∂ D′a
]
∆, (19)
∂ υ(τ¨ )
∂ υ(Db)′
= ∆+
[
(C2 ⊗ I)∂ C1
∂ D′b
+ (I⊗ (C1 + Dτ ))∂ C2
∂ D′b
]
∆], (20)
where
∂ C2
∂ D′a
= −
[
(C1 + Da)−1 ⊗ D¨a(C1 + Da)−1
]
(∂ C1
∂ D′a
+ I), (21)
∂ C1
∂ D′a
= −[(D¨b − D¨a)−1D¨b ⊗ I], (22)
∂ C2
∂ D′b
= −
[
(C1 + Da)−1 ⊗ D¨a(C1 + Da)−1
]∂ C1
∂ D′b
, (23)
∂ C1
∂ D′b
= −[(D¨b − D¨a)−1D¨a ⊗ I]. (24)
and ∆ is a generalized duplication matrix, ∆+ is a generalized elimination matrix
(Magnus, 1983). Descriptions of these operators and their relation to patterned matrix
derivatives are given in Appendix A. Now, let L1 = [∂ υ(Σ¨y∗ )∂ υ(Da)′ ,
∂ υ(Σ¨y∗ )
∂ υ(Db)′
,
∂ υ(Σ¨y∗ )
∂ υ(Σy∗ )′
],
L2 = [
∂ υ(µ¨y∗ )
∂ υ(Da)′
,
∂ υ(µ¨y∗ )
∂ υ(Db)′
,
∂ υ(µ¨y∗ )
∂ υ(µy∗ )
′ ], and L3 = [ ∂ υ(τ¨ )∂ υ(Dτ )′ ,
∂ υ(τ¨ )
∂ υ(Da)′
, ∂ υ(τ¨ )
∂ υ(Db)′
]. Here ∂ υ(τ¨ )
∂ υ(Dτ )′
is a
block diagonal matrix composed of the k = 1, . . . , g jacobian matrices ∂ υ(τ¨ )
∂ υ(Dτ,k)′
and g is
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the maximum number of free thresholds for the variables in y∗. Finally,
∂ pi(ωˆ)
∂ ω
= [L′1,L
′
2,L
′
3]
′ (25)
and the entries of ∂ pi(ωˆ)/∂ ω have been reordered to match the ordering of elements in
Σω. Combining (11) and the properties of the multivariate-delta method,
n1/2(υ(pˆi)− υ(pi)) d−→ N (0,Var(pi)). With a consistent estimate of Var(pi) in hand we
move to the estimation of the full model parameters.
PIV Estimation
In Stage 3 the correlation or covariance matrix (standard parameterization) or the
unconstrained covariance matrix (alternative parameterization) from Step 2 is used to
obtain point estimates for the parameters detailed in (1) and (2). Furthermore, the
large sample distribution of these parameters is derived. Although it is beyond the
scope of this paper to present an exhaustive description of MIIV estimation to
contextualize our procedure we provide the prerequisite details and point readers to the
source material for more detailed exposition.
MIIV Estimation. The MIIV family of estimators (Bollen, 1996; Bollen and
Maydeu-Olivares, 2007; Bollen et al., 2014) begin by transforming the latent variable
model into a system of estimating equations. A detailed description of this
transformation is given by Bollen (1996). A consequence of this transformation is that
each equation’s error will be a composite of errors from related equations. In most cases
terms in this composite error will correlate with the endogenous right hand side
variables. To address this endogeneity instrumental variables implied by the model
specification itself (MIIVs) are ascertained for each equation in the system. To be useful
these instruments must be related to endogenous variables and unrelated to the
composite error, and a number of tests are available for assessing the validity of
instrumental variables (Kirby and Bollen, 2009). For the purpose of this paper we focus
on the MIIV-2SLS estimation itself, concentrating on the stages occurring after the
model has been transformed into a system of estimating equations, however a brief
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description of the estimating equations is warranted.
We begin by scaling each latent variable in the model by choosing one of its
indicators and setting its intercept to zero and its factor loading to identity. This allows
us to reexpress each latent variable in terms of its scaling indicator and error. This is
called the latent to observed variable transformation and proceeds by partitioning the p
manifest variables into two vectors, ys and yn, where ys contains the m scaling
indicators, and yn contains the p−m non-scaling indicators, such that Y′ = [ys′ ,yn′ ]′ .
Using algebra we can then transform (1) and (2) into
Y =
αη
αny
+
B
Λn
ys +
(I−B) 0 I−Λn I 0


εs
εn
ζ
 (26)
where αη is the m× 1 vector of latent variable intercepts, αny is the (p−m)× 1 vector
of intercepts and Λn is the (p−m)×m factor loading matrix for the non-scaling
indicators.
The transformation above has translated the structural relations from the original
model into a system of estimating equations. Consolidating the composite disturbance
from (26) we can further simplify our notation to express this system as Y = Zθγ + u˜
where Z is block-diagonal and contains all relevant regressors from ys, θγ contains the
free parameters in B and Λ from (1) and (2) and u˜ contains the composite error terms
for each equation. The difficulty in estimating θγ from y = Zθγ + u˜ results from the
composite disturbance term u˜ which by construction will have a nonzero correlation
with variables in Z. To overcome this difficulty we can use the MIIV-2SLS estimator
where instruments for each equation are implied by the largert model specification.The
2SLS estimator requires instrumental variables (IVs) for consistent estimation of θγ. Let
V be the block diagonal matrix containing these equation-specific instrumental
variables. For equation j, the matrix of IVs, Vj, are valid if the following conditions are
satisfied: (a) Cov(Zj,Vj) 6= 0, (b) rank of Cov(Vj,Zj) must be greater than or equal to
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the number of columns in Zj, (c) Cov(Vj) is nonsingular, and (d) Cov(u˜j,Vj) = 0.
Estimation of PIV Regression Model Parameters. Let θ contain the full
set of model parameters from (1) and (2). It is convenient to separate θ into θ1 and θ2,
where each contain the mathematically independent elements of (αη, αy∗ , Λ, B) and
(Σζ , Σε), respectively. Furthermore, we partititon θ1 into θγ = [υ(Λ), υ(B)] and
θα = [υ(αη), υ(αy∗)] such that θ1 = [θγ,θα].
To estimate the parameters in θ1 we employ a generalized method of moments
(GMM) approach. GMM estimation is based on the idea that a set of parameters θ
from an overidentified model are related to a set of data X through a series of
orthogonality conditions on the population moments, E[g(x;θ)] = 0 (Hansen, 1982).
Here we can define the vector g() as
g = g(x;θ) = V(Y − Zθ) (27)
where V is a block-diagonal matrix of instrumental variables, Y is the vector of
dependent variables, and Z is a block diagonal matrix of explanatory variables. As the
input to our analysis is the joint unconditional covariance matrix Σ∗, we can express
the quantities S∗vy∗ and S∗vz as the sample moments corresponding to Σ∗vy∗ and Σ∗vz,
respectively. The goal in estimation is to choose θ̂ that minimizes the joint distance
between the sample orthogonality conditions using the symmetric, positive-definite
weight matrix W, N(S∗vy∗ − S∗vzθ̂)′Ŵ(S∗vy∗ − S∗vzθ̂). The choice of W leads to a number
of different GMM estimators, however, we will focus on the 2SLS weight matrix
(W = N(V′V)−1). Hayashi (2011) provides a general treatment of the various single
and multiple equation GMM estimators associated with W and Bollen et al. (2014)
develop a MIIV-GMM estimator for latent variable models.Under this framework we
can write the estimating equations for consistent estimation of the factor loadings and
regression coefficients (θγ) from (1) and (2) as
θˆγ = (Sˆ∗
′
vzSˆ∗−1vv Sˆ∗vz)−1Sˆ∗
′
vzSˆ∗−1vv Sˆ∗vy∗ . (28)
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where S∗vz is the block-diagonal matrix containing the covariances between the
explanatory variables and instruments, S∗vy∗ is the block-diagonal matrix containing the
covariances between the explanatory variables and dependent variables, and S∗vv is the
block-diagonal instrument covariance matrix. Fisher et al. (2019, Eq. 22) provides
formulas for consistent estimation of θγ in the presence of equality constraints. With θˆγ
in hand we can obtain consistent estimates of the latent variable and non-scaling
indicator intercepts θα, from (1) and (2) as θˆα = µˆ∗
′
y − µˆ∗
′
z θˆγ. Combining these
estimates gives us θˆ1 = [θˆγ, θˆα].
Estimation of PIV Variance Parameters. Estimation of the PIV variance
parameters requires an expression for the the model-implied variances of y∗,
Σ(θ) = Λ(I−B)−1Σζ(I−B′)−1Λ′ + Σε (29)
with Σ(θ) representing the restrictions imposed on Σ∗ by the parameters in θ.
Similarly, we use γ(θ1) to denote the specific restrictions placed on υ(Σ∗) by the PIV
regression model parameters contained in θ1. With consistent estimates of θ1 in hand
we can now estimate the parameters in θ2 conditional on θˆ1. A number of system-wide
estimators could be used to estimate θ2. Here, we use the weighted least squares
discrepancy function given by
F (θ; W) = (σ − σ(θ2, θˆ1))′W(σ − σ(θ2, θˆ1)) (30)
where σ(θ2, θˆ1) represent the mean and variance parameters implied by the full model
conditional on θˆ1. These conditional variance and covariance parameter estimates will
be consistent estimates of their population values, however, the naive standard errors
corresponding to the estimates will be too small. In fact, the standard errors for both
θ1 and θ2 require modification and these adjustments are addressed now.
Asymptotic Variance of θ1. A naive estimator for Var(θ1) is
N−1u′u(Σ∗′vzΣ∗−1vv Σ∗vz)−1 where Var(u
′u) is estimated from the residual variances of the
estimating equations. In the current context this estimator is not correct as it fails to
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account for the uncertainty arising in the estimation of Σ∗. In the context of
endogenous ordinal variables Bollen and Maydeu-Olivares (2007) show that
√
N(θˆ1 − θ1) d−→ N (0,K′ Var(Σ∗) K) where K = ∂ γ(Σ∗)/∂ Σ∗. Writing this quantity
with respect to the patterning observed in the MIIV matrices we obtain the following
approximation of the large sample covariance matrix of θ1
Var(θˆ1) =
∂ γ(Σ∗)
∂ υ(Σ∗)
∣∣∣∣∣
′
Σ∗=Σˆ∗
Var(Σˆ∗) ∂ γ(Σ
∗)
∂ υ(Σ∗)
∣∣∣∣∣
Σ∗=Σˆ∗
. (31)
Bollen and Maydeu-Olivares (2007) only discussed ordinal variables and used numerical
derivatives to obtain K. Here we present the complementary analytic derivatives for
each of the requisite submatrices required to obtain this quantity. Our derivatives are
valid for a model where Σ∗vv is strictly lower-triangular (ordinal variables only under the
standard parameterization), a combination of strictly lower-triangular and
lower-triangular (a combination of ordinal and continuous variables under the standard
parameterization), or lower-triangular (any combination of variables under the
alternative parameterization). The submatrices of K pertaining to the covariance
elements are
∂ γ(θ1)
∂ vec(Σ∗vz)
′ =
[
(Σ∗′vyΣ∗−1
′
vv ⊗U−1)− (θ1
′Σ∗′vzΣ∗−1
′
vv ⊗U−1)
]
Ks,r − (θ1′ ⊗U−1Σ∗′vzΣ∗−1vv )
∂ γ(θ1)
∂ vec(Σ∗vy)
′ = (Σ∗
′
vzΣ∗−1vv Σ∗−1vz )Σ∗
′
vzΣ∗−1vv
∂ γ(θ1)
∂ υ(Σ∗vv)
′ =
[
(V′U−1′Σ∗′vzΣ∗−1
′
vv ⊗U−1Σ∗
′
vzΣ∗−1vv )− (Σ∗
′
vyΣ∗−1
′
vv ⊗U−1Σ∗
′
vzΣ∗−1vv )
]
∆
where U = Σ∗′vzΣ∗−1vv Σ∗vz and V = Σ∗
′
vzΣ∗−1vv Σ∗vy and again, Σ∗vv may take on an arbitrary
patterning depending on the variable types and parameterization.
As Bollen and Maydeu-Olivares (2007) only considered ordinal variables they had
no need for the mean structure of y∗. Here we consider the estimation of mean
structures for both continuous and ordinal variables and thus require results for these
parameters as well. As the intercept parameters are dependent on S∗vz, S∗vy∗ , S∗vv and
the means of the dependent, µ∗y, and explanatory variables, µ∗z, the partial derivatives
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with respect to each of these quantities is required. For the mean vectors the partial
derivatives are straightforward, ∂ γ(µ∗)
∂ µ∗′y
= I and∂ γ(µ∗)
∂ µ∗′z
= −θγ. The partial derivatives
with respect to the matrices needed for the estimate of θγ requires building on previous
results
∂ γ(θ1)
∂ vec(Σ∗vz)
′ = −µ∗z
∂ γ(θ1)
∂ vec(Σ∗vz)
′
∂ γ(θ1)
∂ vec(Σ∗vy)
′ = −µ∗z
∂ γ(θ1)
∂ vec(Σ∗vy)
′
∂ γ(θ1)
∂ υ(Σ∗vv)
′ = −µ∗z
∂ γ(θ1∗)
∂ υ(Σ∗vv)
′∆,
where again, the duplication matrix ∆ accounts for the arbitrary patterning of Σ∗vv.
Now, let M1 = [ ∂ γ(θ1)∂ vec(Σ∗vz)′ ,
∂ γ(θ1)
∂ vec(Σ∗vy)
′ ,
∂ γ(θ1)
∂ υ(Σ∗vv)
′ ] and M2 = [∂ γ(θ1)∂ µ∗′y ,
∂ γ(θ1)
∂ µ∗′z
, ∂ γ(θ1)
∂ vec(Σ∗vz)
′ ,
∂ γ(θ1)
∂ vec(Σ∗vy)
′ ,
∂ γ(θ1)
∂ υ(Σ∗vv)
′ ], and the partial derivatives of γ(θˆ1) with respect to σ is
∂ γ(θˆ1)
∂ σ
= [M′1,M
′
2]
′ where the entries of M1 and M2 have been reordered to match the
ordering of elements in Var(σˆ∗).
Asymptotic Variance of θ2. With a consistent approximation for the
asymptotic distribution of θ1 we employ results from Bollen and Maydeu-Olivares
(2007, Eq. 31) showing
Var(θˆ2) = Hˆ(I− Jˆ1Kˆ)Var(Σˆ∗)(I− Jˆ1Kˆ)′Hˆ′ (32)
where J1 = ∂σ(θ1)/∂θ1, H = (J2J
′
2)−1J
′
2, and J2 = ∂σ(θ2,θ1)/∂θ2, are all evaluated at
θˆ. For completeness the elements of J1 and J2 are also presented as matrix expressions
to facilitate computational implementation of the estimator described,
∂σ(θ1)
∂ υ(Λ)′ = ∆
+[(ΛQΨQ′ ⊗ I) + (I⊗ΛQΨQ′)K]∆, (33)
∂σ(θ1)
∂ υ(B)′ = ∆
+[(ΛQΨQ′ ⊗ΛQ) + (ΛQ⊗ΛQΨQ′)K]∆, (34)
∂σ(θ2, θˆ1)
∂ υ(Σζ)′
= ∆+(ΛQ⊗ΛQ)∆, (35)
∂σ(θ2, θˆ1)
∂ υ(Σε)′
= ∆+∆, (36)
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where Q = (I−B)−1. It should be noted the patterning of the elements in Λ, B, Σζ
and Σε is arbitrary and will not be known in advance. For this reason the algorithm
described by Nel (1980) is required. Moreover, in the case of ∂σ(θ2, θˆ1)/∂ υ(Σε)
′ ,
∆+∆ 6= I, as ∆+ is the elimination matrix associated with the model implied variances
and covariances, and ∆ is the duplication matrix associated with the patterning specific
to Σε.
An Illustrative Example
To demonstrate the PIV estimator developed here and the utility of our general
alternative parameterization we used data from the 2016 General Social Survey (GSS).
We chose to model three constructs representing educational attainment; maternal
education (ME), paternal education (PE) and the respondent (or child’s) education
(CE). Each construct was measured using two indicators, a continuous variable
measuring years of education (educ), and an ordered categorical variable representing
the highest degree achieved (deg). Response options for the degree question were as
follows: (1) less than high school, (2) high school, (3) junior college, (4) bachelor, and
(5) graduate. We hypothesized that high school and bachelor degrees were the response
options linked most closely to consistent durations, at 12 and 16 years, respectively. For
this reason we fixed these two thresholds to the numerical values 12 and 16 and freely
estimated the thresholds for junior college and graduate degrees. Furthermore, we
regressed child’s educational attainment on the parent’s educational attainment. See
Figure 1 for a path diagram of the fitted model.
To obtain the PIV estimates for the model shown in Figure 1 we used the MIIVsem
package (Fisher et al., 2017). For comparative purposes we also fit the model using the
WSLMV estimator in lavaan (Rosseel, 2012). The data contained observations from
1, 910 subjects. Estimates from the two estimators are provided in Table 1. An
examination of the threshold estimates paints an interesting picture in terms of the
correspondence between the years of education associated with obtaining a junior
college and graduate degree. For example, in this sample a junior college degree is
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associated with approximately 15.6 years of schooling while a graduate degree is
associated with approximately 17.7years. Importantly, a high degree of consistency
emerged in these estimates across the mother, father and child’s education. Overall, the
factor loadings obtained from the PIV estimator are trivially smaller than those from
WLSMV estimator. A similar pattern does not emerge for the regression coefficients,
intercepts and variance parameters. Standard errors for the two estimators are
comparable across the parameter sets and inferences based on the two estimators are
also in agreement. Consistency across the two estimators is typically an indication of a
well-specified model.
Simulation Study
In this section we examine the finite sample properties of the proposed point
estimates and their standard errors in a small simulation study. To promote
reproducibility and enrich cross-study comparisons we adapt the main simulation
condition from Jin et al. (2016) to the case of mixed ordinal and continuous endogenous
variables. MIIV estimates were obtained using the MIIVsem package (Fisher et al.,
2017) and WSLMV estimates using lavaan (Rosseel, 2012).
Model Specification and Data Generation
The following data generating parameters were employed across all simulation
conditions: [B3,1, B4,2, B5,2, B5,3, B5,4] = [0.5, 0.4, 0.3, 0.4, 0.4], [λ1,1, λ2,1, λ3,2, λ4,2, λ5,2,
λ6,3, λ7,3, λ8,3, λ9,4, λ10,4, λ11,5, λ12,5] = [1.0, 0.4, 1.0, 0.7, 0.6, 1.0, 0.8, 0.7, 1.0, 0.6, 1.0,
0.5], and [Σζ1,1 , Σζ2,1 , Σζ2,2 , Σζ3,3 , Σζ4,4 , Σζ5,5 ] = [0.7, 0.3, 0.8, 0.4, 0.5, 0.5]. Of the 5
latent variables included in the analysis, η1 and η2 were measured by the continuous
indicators y1 − y2 and y3 − y5, respectively, while η3, η4 and η5 were measured by the
5-category ordinal variables y6 − y8, y9 − y10 and y11 − y12, respectively. All observed
variables were generated according to a normal distribution with mean zero and
subsequently y6 − y12 were discretized with response probabilities of 0.3, 0.4, 0.2, 0.06,
0.04. Data was generated according to five sample sizes (N = 100, 200, 400, 800, 3200)
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commonly encountered in empirical research and for each sample size 2, 000 datasets
were generated.
Improper Solutions and Nonconvergence
For the purposes of our analysis nonpositive definite factor and error variance
matrices were flagged. Previous examinations of the PIV estimator have handled
improper solutions differently. For example, Nestler (2013) retained Heywood cases for
all estimators in the final analysis. The rationale here is that Heywood cases reflect true
sampling variability of the estimator and through their omission bias is introduced in
summary statistics involving means or variances. On the other hand Jin et al. (2016)
omitted solutions containing nonpositive definite matrices from all summary statistics
except for the calculation of a parameter’s empirical standard deviation, which was
subsequently used to asses the accuracy of estimated standard errors. For this reason
we have chosen to conduct a sensitivity analysis to better understand the impact of
omitting these solutions from our analysis. Across all simulation conditions solutions
which did not converge were omitted from the analysis. This is discussed further in the
results section and a breakdown of the percentage of nonpositive definite matrices and
nonconverged solutions by estimator and parameterization is given in Table 2.
Outcome Variables
In line with previous simulations we examined the relative bias of both the point
estimates and standard errors within each simulation condition. The mean percentage
of relative bias for point estimates was calculated as RB = mean[(θˆak − θa)/θa]100
where θa is the data generating parameter in a given simulation condition and θˆak is the
estimate for parameter a in the kth Monte Carlo replication. The median percentage of
relative bias for the standard errors was calculated as RBSE = median [(SE(θˆak) −
SD(θa)) /SD(θa) ]100. Here we use the heuristic that a relative bias of less than |0.05|
is considered trivial. The median was chosen to ensure a robust measure of central
tendency given the inclusion of improper solutions in our analysis. Consistent with
previous simulation studies, the mean RB and mean RBSE were calculated across each
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parameter set (τ , αη, αyc , αyo , Λyc , Λyo ,B, Σεyc ,Σεyo , Σζ) within a given simulation
condition. Here a subscript of yc indicates parameters corresponding to one of the
continuous variables in the system and a subscript of yo indicates parameters
corresponding to an ordered categorical variable.
Results
Across all sample sizes and conditions none of the MIIV solutions exhibited
nonconvergence. For the WLSMV estimator convergence problems arose in the smaller
sample sizes. Across the two parameterizations approximately 10% and 0.5% of the
WLSMV solutions failed to converge for the sample sizes of 100 and 200, respectively.
Nonconvergence of WLSMV was more frequent under the alternative parameterization.
Both estimators exhibited a large portion of nonpositive definite covariance matrices at
the smaller sample sizes. Here the percentage of nonpositive definite solutions was
similar across estimators and ranged from approximately 50% at a sample size of 100 to
25% at a sample size of 200. The rate of nonpositive definite matrices decreased
considerably in larger sample sizes. Details on the frequency of nonconverged and
nonpositive definite solutions are provided in Table 2.
Point Estimates. The percentage of relative bias for point estimates and
standard errors are provided in Table 3. Here any percentage of relative bias exceeding
5% in absolute value is presented in bold typeface. First we consider the summary
statistics for the sample of datasets that does not include solutions with nonpositive
definite matrices. Under the standard parameterization the MIIV estimator exhibited
acceptable bias in point estimates for nearly all parameter sets and sample sizes. The
only exceptions being the ordinal variable factor loadings and error variances at the
smallest sample size of 100. Under the alternative parameterizations the intercepts and
factor variances showed nontrivial bias at the two smallest sample sizes, N = 100, 200.
The factor loadings and error variances for the ordinal variables also exhibited a slight
negative bias at N = 100 under the alternative parameterization.
For the WLSMV estimator the pattern of relative bias is more nuanced. Under the
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standard parameterization, relative bias for WLSMV exceeds the 5% cutoff for all
parameters except for the thresholds at N = 100. Additionally, the continuous variable
factor loadings, regression coefficients and factor variances also exhibited nontrivial bias
at N = 200. Under the alternative paramaterization bias of the WLSMV estimates were
nontrivial for both the variance parameters at the two smallest sample sizes and the
factor loadings and regression coefficients at the smallest sample size only. The pattern
of problematic bias for the WLSMV was similar under the alternative parameterization
except for the error variances, which no longer showed meaningful bias.
Next we consider the situation in which all converged datasets are included in the
analysis. The rationale for including solutions with improper solutions is based on the
idea that (1) this situation may be quite common in practical modeling situations and
(2) parameter estimates from these solutions are required to obtain unbiased summaries
of the estimator’s sampling variability. For the MIIV estimator, a larger amount of bias
in the point estimates was observed when all converged datasets were included in the
analysis. This bias was nontrivial at the smallest sample size of 100 for the factor
loadings and variance parameters under the standard parameterization, and the factor
loadings, regression coefficients and error variances under the alternative
parameterization. For the WLSMV estimator the factor variance parameters exhibited
problematic levels of bias at sample sizes of 100 and 200, as well as the error variances
at the smallest sample size of 100 under the standard parameterization only.
Standard Errors. Again we begin by examining the sample of datasets where
solutions with nonpositive definite matrices have been excluded. For the MIIV
estimator the bias of the standard errors speaks to both the performance of the
estimator and the accuracy of the analytic results derived earlier. Under the standard
parametrization standard error bias exceeded nominal levels for the thresholds and
variance parameters at the smallest sample size, and for the error variances at a sample
size of 200.Under the alternative parameterizations only the thresholds at the smallest
sample size exhibited problematic bias. Compared to the MIIV estimator WLSMV
exhibited a greater degree of standard error bias at smaller sample sizes. This finding
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was consistent across parameter type and this bias was problematic for the majority of
parameters at a sample size of 100.
Including all converged datasets in the analysis increased the standard error bias
across both estimators. For the MIIV estimator, the regression coefficients and variance
parameters exhibited problematic bias at the two smallest sample sizes across both
parameterizations. Under the alternative parameterization the MIIV standard errors for
the thresholds, intercepts and factor loadings also showed nontrivial biases at the two
smallest sample sizes. The factor variance standard errors were the only MIIV estimates
across all simulation conditions to show appreciable bias at a sample size of 400 or
larger. When including all converged datasets the WLSMV estimator also showed an
increase in SE bias across the two parameterizations. Under the standard and
alternative parameterizations the factor loadings, regression coefficients, and variance
parameters showed problematic bias at sample sizes of 100 and 200. Under the
alternative parameterization only, the WLSMV intercepts and thresholds also showed
problematic bias at the smaller sample sizes. For the WLSMV estimator the only
parameters that exhibited problematic bias at sample sizes of 400 or greater were the
regression coefficient and factor variance standard errors.
Discussion
In an ideal world of exactly true SEMs, large samples, and normally distributed
variables, system wide estimators like maximum likelihood (ML) would be hard to beat.
The ML estimator under these optimal conditions would be consistent, normal, efficient,
and bring with it accurate significance tests. In the real world of approximate models
and nonnormal data, however, these optimal properties can no longer be guaranteed.
Structural misspecifications in a single equation can contaminate parameter estimates
elsewhere in the system and distributional assumptions are rarely if ever satisfied.
Furthermore, for complicated models with nonormal data types and large numbers of
variables practical issues such as nonconvergence are common. The family of MIIV
estimators are more robust to the approximate nature of our models and overcome
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many of the practical limitations described above. MIIV-based parameter estimates are
asymptotically distribution free and robust to many types of commonly encountered
structural misspecification.
Over the last three decades over 40 papers have examined and enriched the MIIV
framework originally elaborated in Bollen (1996). We have continued in this tradition
by developing a MIIV estimator capable of handling a mix of continuous, dichotomous
and categorical variables. Increasingly applied researchers require estimation methods
capable of handling mixed data types so we view this development as both necessary
and timely. In a simulation study we have shown the performance of the proposed point
estimator and standard errors to be equivalent to the popular WSLMV estimator under
a number of sample sizes and correct model parameterizations. Importantly, we have
only considered correctly specified models in our simulation study. In doing so we have
ignored the scenarios most likely encountered in applied research (model
misspecification) and also the conditions under which the MIIV estimator is most likely
to demonstrate superior performance over the system-wide estimators.
In this work we have also picked up a thread originally elaborated for SEM by
Jöreskog (2002) regarding the construction of ordinal variable indicators. To our
knowledge we are the first to realize and detail the full generality of this idea in the
psychometric literature. Jöreskog (2002) originally considered the estimation of mean
and variance parameters for an ordinal variable whose first two thresholds are
constrained to zero and one respectively. The choice of using the first two thresholds
and the fixed constants of zero and one is often a convenient choice as it sets a unit
scale for the threshold values, however, as demonstrated in the empirical example, a
number of other possibilities are both useful and possible. By providing the algebraic
transformations required for obtaining these parameterizations we hope to contribute to
additional work on ordinal variable parameterizations, including multiple group models
where measurement invariance testing often requires complicated parameter constraints.
Finally, the proposed developments not only support the current goal of
accommodating mixed data types but also support future extensions of the MIIV
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framework. The analytic derivatives presented here can be used in a number of
important situations not yet considered in the MIIV framework, such as the handling of
missing data in a manner similar to that proposed by Yuan and Bentler (2000) and
Savalei and Falk (2014) and the development of accurate standard errors for data with
complex dependencies such as time-series data. For this reason, and the extensions to
multiple-group modeling discussed earlier, we view the developments made here as an
important building block for future development of the estimator.
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Appendix A
Notation and Algebraic Results
Vec and related operators. Our derivations make use of the vec and related
operators for transforming a matrix into a vector. Although these operators are
commonly encountered in multivariate analysis there representations vary considerably
by author. For this reason we will provide definitions corresponding to our own usage.
For a p× q matrix, X, the vec operator is used to stack columnwise the q columns of X
into a pq × 1 vector without regard for any repeated or constant elements. Consider the
matrix Ap,q, where a1, . . . , aq are the columns of Ap,q taken in lexicon order then
vec Ap,q = [a1, aw, . . . , aq]
′ .
The υ(·) operator is also used heavily in these derivations. Here, υ(·), can be
understood as a generalization of the vech(·) (vector-half ) operator for symmetric
matrices, or the vecp(·) operator for strictly lower-triangular matrices, to any patterned
matrix. A p× q matrix is labeled patterned if it contains p∗ = pq − s− v
mathematically independent and variable elements, where s and v are the number of
repeated, and constant elements, respectively. Covariance and correlation matrices are
two examples of patterned matrices. For a p× p covariance matrix, S, p∗ = 1/2p(p+ 1),
s = 1/2p(p+ 1), and v = 0. Likewise, for the p× p correlation matrix, P,
p∗ = 1/2p(p− 1), s = 1/2p(p− 1), and v = p. Consider the covariance matrix, S2,2, then
υ(S) = [s1,1, s2,1, s2,2]
′ . Similarly, for the correlation matrix, P2,2, υ(P) = [s2,1]
′ .
Generally, for any patterned matrix Xp,q, υ(X) will be a p∗ × 1 vector.
The Kronecker product. For the matrices Xp,q and Ar,s, we define the
Kronecker product as X⊗B = (xi,jA)pr×qs, for i = 1, . . . , p and j = 1, . . . , q. A useful
result linking the Kronecker product to the vec operator states
vec(Am,nBn,qCq,r) = (C
′ ⊗A)vecB. Other useful properties of the Kronecker product
utilized in these derivations for simplifying resultant expressions are
(A⊗B)(C⊗D) = AC⊗BD and (A⊗B)′ = A′ ⊗B′ .
The commutation matrix. Commutation (or vec-permutation) matrices can
be used to translate between vectors vec X and vec X′ . The vec-permutation operator,
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Kp,q, is defined such that vec Xp,q = Kp,qvec X
′ . The commutation matrix plays a
central role in the formulation of matrix derivatives using the vec operator and the
following derivative is used throughout. Consider the m× n matrix X, then
∂vec(X′)/∂vec(X)′ = Km,n. Note also that ∂vec(X)/∂vec(X)
′ = Imn.
Matrix Derivatives and L-Structured Matrices. The results herein require
taking partial derivatives with respect to lower-triangular, strictly lower-triangular,
diagonal and arbitrarily patterned matrices. Furthermore, the solution matrices
resulting from these matrix derivatives are themselves often known apriori to be
symmetric or patterned. For these reasons we rely on a number of results detailed by
Magnus (1983) and Magnus and Neudecker (1986) for L-structured matrices. The use of
L-structures allows us to derive our results in the most general way possible across the
different parameterizations available. The following properties of L-Structured matrices
are used throughout, vec(X) = ∆υ(X) and υ(X) = ∆+vec(X).
It is useful to consider ∆ as a generalized duplication matrix, and ∆+ as a
generalized elimination matrix. If X is a symmetric ∆ is p2 × p(p+ 1)/2, while ∆ is
p2 × p(p− 1)/2 if X is strictly lower-triangular. The most interesting case occurs when
X exhibits an arbitrary constellation of free, fixed and repeating elements. In this case
a general method is needed for constructing ∆ and ∆+ when the specific patterning of
X is unknown (prior to the analysis). Fortunately, a result for this specific case was
derived by Nel (1980, Definition 6.1.1). In the case of arbitrary patterning ∆ is p2 × p∗.
Extending these properties to the case of matrix derivatives it can be shown that
∂vec(X)
∂ υ(X)′ = ∆ and
∂ υ(X)
∂ vec(X)′ = ∆
+. It follows that if the matrix function Z = f(X),
∂vec(Z)
∂υ(X)′ =
∂vec(Z)
∂vec(X)′
∂vec(X)
∂υ(X)′ =
∂vec(Z)
∂vec(X)′∆, (37)
and if Z is also patterned,
∂υ(Z)
∂ υ(X)′ =
∂υ(Z)
∂vec(Z)′
∂vec(Z)
∂vec(X)′
∂vec(X)
∂υ(X)′ =∆
+ ∂vec(Z)
∂vec(X)′∆. (38)
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Derivatives of Common Matrix Functions. The following derivatives are
used throughout and will be restated here for clarity. For the following results suppose
X is m× n, U is p× q, and V is q × r, where both U and V are matrix functions of X,
then
∂ vec (U + V)
∂ vec (X)′ =
∂ vec (U)
∂ vec (X)′ +
∂ vec (V)
∂ vec (X)′ , (39)
and
∂ vec (UV)
∂ vec (X)′ = (V⊗ Ip)
′ ∂ vec (U)
∂ vec (X)′ + (Ir ⊗U)
∂ vec (V)
∂ vec (X)′ . (40)
In addition we state a general rule for taking derivatives of matrix inverses, specifically
if Y = X−1, then
∂ vec(Y)
∂ vec(X)′ = −(X
−1′ ⊗X−1). (41)
Now suppose X is a symmetric matrix, A is a matrix of constants, and Y = XAX
using successive applications of (40) we can show that,
∂ vec(Y)
∂ vec(X)′ = (AX⊗ I)
′ + (I⊗XA). (42)
Suppose instead that A and B are matrices containing constant elements and
Y = A′X−1B, then
∂ vec(Y)
∂ vec(X)′ = −(B
′X−1′ ⊗A′X−1). (43)
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Table 1
Empirical Example
Estimator
MIIV WSLMV
Parameter Est. SE Est. SE
λ1,1 1.00 1.00
λ2,1 0.67 0.02 0.70 0.02
λ3,2 1.00 1.00
λ4,2 0.72 0.02 0.74 0.02
λ5,3 1.00 1.00
λ6,3 0.75 0.02 0.76 0.02
β3,1 0.20 0.03 0.16 0.02
β3,2 0.19 0.02 0.23 0.02
τ2,1 12.00 12.00
τ2,2 15.57 0.04 15.57 0.04
τ2,3 16.00 16.00
τ2,4 17.62 0.11 17.62 0.11
τ4,1 12.00 12.00
τ4,2 15.69 0.04 15.69 0.04
τ4,3 16.00 16.00
τ4,4 17.77 0.12 17.77 0.12
τ6,1 12.00 12.00
τ6,2 15.57 0.03 15.57 0.03
τ6,3 16.00 16.00
τ6,4 17.60 0.09 17.60 0.09
αη3 9.51 0.21 9.59 0.20
αy2 5.74 0.20 5.41 0.21
αy4 5.18 0.24 4.94 0.24
αy6 4.54 0.31 4.46 0.31
Σζ1,1 12.82 0.41 12.56 0.41
Σζ2,2 15.65 0.54 15.31 0.51
Σζ3,3 6.34 0.26 6.19 0.24
Σζ1,2 10.33 0.37 10.03 0.37
Σε1,1 0.83 0.15 1.10 0.13
Σε2,2 0.42 0.08 0.21 0.07
Σε3,3 0.73 0.23 1.07 0.15
Σε4,4 0.31 0.13 0.21 0.09
Σε5,5 0.40 0.18 0.60 0.17
Σε6,6 0.52 0.11 0.38 0.10
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Table 2
Percentage of Nonconverging and Improper Solutions
Implausible Solutions (%)
Standard Parameterization Alternative Parameterization
Noncoverged Nonpositive Definite Noncoverged Nonpositive Definite
Sample Size MIIV WLSMV MIIV WLSMV MIIV WLSMV MIIV WLSMV
100 0.0 4.5 45.6 54.5 0.0 15.3 46.2 48.1
200 0.0 0.3 24.1 26.6 0.0 0.8 23.7 26.6
400 0.0 0.0 9.3 7.4 0.0 0.0 9.0 7.4
800 0.0 0.0 2.9 1.7 0.0 0.0 2.8 1.7
3200 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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Table 3
Simulation Results.
Percentage of Relative Bias
Point Estimates Standard Errors
Estimator Estimator
MIIV WLSMV MIIV WLSMV
Sample Size Sample Size Sample Size Sample Size
Parameter 100 200 400 800 3,200 100 200 400 800 3,200 100 200 400 800 3,200 100 200 400 800 3,200
Standard Parameterization - Datasets with NPD Matrices Excluded
αη 2.6 -0.7 0.5 1.5 0.2 2.7 -0.1 0.6 1.1 -0.9
τ 1.2 0.7 0.4 0.3 0.1 1.2 0.7 0.4 0.3 0.1 -5.8 -2.5 -1.5 -0.1 0.4 -5.8 -2.5 -1.5 -0.1 0.4
Λyc 3.7 2.1 0.5 -0.2 -0.1 11.9 6.0 2.1 0.3 0.0 1.9 1.0 2.1 -1.4 -1.2 -5.3 -0.9 0.9 -1.8 -0.7
Λyo -8.7 -3.3 -1.5 -0.6 -0.2 8.9 4.5 1.3 0.7 0.1 0.0 0.1 -0.9 -0.5 -0.5 -14.3 -6.3 -2.7 -2.3 -0.4
B -0.6 0.3 0.0 -0.5 -0.1 9.6 5.4 2.4 0.7 0.2 1.8 1.4 0.6 0.6 0.6 -12.6 -9.1 -4.0 -2.1 -0.1
Σεyc -0.2 -1.0 -1.0 -1.5 -0.5 10.8 5.0 1.9 -0.2 -0.1 13.7 6.6 4.0 0.7 -2.6 -0.3 -1.1 1.0 -0.5 -2.2
Σζ 13.3 4.4 2.5 2.3 0.6 -10.6 -5.4 -1.6 0.1 0.0 -5.3 3.3 2.0 1.0 -0.1 11.2 2.7 -0.8 -2.2 -1.2
Standard Parameterization - All Converged Datasets
αη 2.0 -0.8 0.2 1.1 0.2 0.9 -0.7 0.0 1.0 -0.9
τ 1.4 0.9 0.4 0.3 0.1 1.4 0.9 0.4 0.3 0.1 -5.0 -3.1 -1.5 -0.2 0.4 -5.0 -3.1 -1.5 -0.2 0.4
Λyc -3.0 -1.8 -0.7 -0.5 -0.1 4.7 2.2 1.0 0.0 0.0 -2.4 -2.7 0.4 -1.9 -1.2 -10.7 -5.7 -1.3 -2.3 -0.7
Λyo -11.7 -4.9 -1.8 -0.7 -0.2 5.8 3.0 1.2 0.7 0.1 -5.3 -4.0 -2.1 -0.8 -0.5 -23.3 -11.2 -4.3 -2.9 -0.4
B -3.5 -1.8 -0.8 -0.8 -0.1 8.7 3.7 1.8 0.5 0.2 -15.3 -9.9 -2.5 -0.7 0.6 -35.7 -19.4 -5.8 -2.9 -0.1
Σεyc -12.4 -9.4 -4.2 -2.4 -0.5 -6.2 -3.1 -0.2 -0.7 -0.1 -12.6 -9.0 -3.7 -2.3 -2.6 -22.9 -20.8 -3.6 -2.2 -2.2
Σζ 26.0 9.7 4.9 2.9 0.6 19.3 2.1 0.2 0.5 0.0 -33.3 -24.6 -6.4 -1.9 -0.1 -51.6 -31.9 -8.1 -4.6 -1.2
Alternative Parameterization - Datasets with NPD Matrices Excluded
αη 16.0 7.8 2.3 2.0 0.6 -6.9 -6.8 -3.3 -1.4 -0.3 1.9 -0.6 -0.3 -1.8 1.8 -3.8 -4.4 -1.6 -2.8 1.5
αyo 20.3 7.1 2.3 0.8 0.3 -18.7 -9.7 -3.7 -2.1 -0.1 -4.8 -2.1 -1.7 -0.6 -0.5 -17.5 -7.1 -3.6 -2.5 -0.4
τ 1.2 0.7 0.3 0.2 0.0 1.2 0.7 0.3 0.2 0.0 -5.5 -3.6 -1.8 0.1 0.8 -5.5 -3.6 -1.8 0.1 0.8
Λyc 4.5 2.0 0.5 -0.2 -0.1 12.6 6.0 2.0 0.3 0.0 2.2 1.4 2.1 -1.3 -1.2 -5.0 -0.6 0.9 -1.7 -0.7
Λyo -5.4 -2.1 -0.8 -0.2 -0.1 13.1 5.8 2.1 1.2 0.2 -5.4 -2.9 -2.5 -1.2 -0.1 -17.3 -7.3 -4.8 -3.2 -0.3
B 1.7 1.2 0.4 -0.4 -0.1 12.4 6.4 2.8 0.9 0.2 -0.2 0.5 0.1 0.2 0.7 -15.4 -8.9 -4.7 -2.2 0.2
Σεyc -0.3 -1.2 -1.1 -1.5 -0.4 11.4 5.0 1.9 -0.2 -0.1 13.5 5.8 3.3 0.0 -3.2 -0.7 -1.1 1.1 -0.5 -2.2
Σεyo -7.7 -3.0 -2.0 -1.2 -0.2 1.1 0.7 -0.6 -0.4 0.0 -13.9 -4.6 -1.6 -0.4 0.1 -6.0 -4.1 -1.5 -1.8 -0.6
Σζ 14.1 5.8 2.8 2.3 0.6 -8.4 -4.0 -1.1 0.3 0.1 -1.2 0.8 0.7 0.4 0.9 4.7 -0.7 -1.8 -2.5 -0.8
Alternative Parameterization - All Converged Datasets
αη 14.6 5.7 2.9 2.4 0.6 -13.0 -9.7 -3.2 -1.2 -0.3 -11.3 -9.5 -0.9 -1.8 1.8 -20.2 -8.4 -1.9 -2.7 1.5
αyo 22.6 9.6 2.6 0.8 0.3 -18.4 -8.2 -3.9 -2.2 -0.1 -7.7 -4.3 -2.4 -0.8 -0.5 -22.3 -10.4 -4.7 -2.8 -0.4
τ 1.2 0.7 0.3 0.2 0.0 1.2 0.7 0.3 0.2 0.0 -7.0 -3.6 -1.6 0.1 0.8 -7.0 -3.6 -1.6 0.1 0.8
Λyc -3.0 -1.9 -0.7 -0.5 -0.1 5.0 2.2 1.0 0.0 0.0 -3.0 -2.7 0.4 -1.9 -1.2 -11.3 -5.7 -1.3 -2.3 -0.7
Λyo -8.4 -3.7 -1.0 -0.2 -0.1 9.8 4.3 2.0 1.2 0.2 -8.5 -5.1 -2.9 -1.5 -0.1 -21.4 -10.0 -5.2 -3.6 -0.3
B -2.4 -1.0 -0.5 -0.6 -0.1 9.8 4.7 2.1 0.7 0.2 -17.9 -10.6 -2.3 -0.9 0.7 -35.8 -15.5 -6.0 -2.9 0.2
Σεyc -13.3 -9.6 -4.2 -2.4 -0.4 -4.8 -3.1 -0.2 -0.7 -0.1 -13.8 -9.8 -4.4 -3.0 -3.2 -23.2 -20.9 -3.6 -2.2 -2.2
Σεyo -13.7 -4.0 -2.5 -1.3 -0.2 -10.1 -2.0 -1.0 -0.5 0.0 -25.7 -18.5 -3.7 -0.9 0.1 -35.4 -16.6 -4.6 -2.7 -0.6
Σζ 27.9 10.9 5.1 2.9 0.6 13.7 3.2 0.7 0.7 0.1 -33.7 -25.4 -7.5 -2.2 0.9 -48.4 -31.6 -8.3 -4.7 -0.8
Note. yc represent parameters corresponding to continuous variables and yo represent parameters corresponding to ordered categorical variables. Relative bias could
not be calculated for the latent variable intercepts under the standard parameterization as the population value is zero.
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Figure 1 . Path Diagram for Empirical Example
