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Kurzfassung
Ziel der vorliegenden Arbeit ist die Entwicklung von Verfahren zur effizienten und
zuverla¨ssigen Charakterisierung passiver Mikrowellenstrukturen mit linearem Mate-
rialverhalten auf der Basis elektromagnetischer Felder. Die Anregung der Struktu-
ren erfolgt mittels axial homogener Wellenleiter, deren Eigenmoden die Ein- bzw.
Ausga¨nge definieren. Die Grundlage der Charakterisierung bildet die Methode der
finiten Elemente (FE) im Frequenzbereich, die sowohl zur Analyse der Wellenleiter
als auch zur Simulation der Mikrowellenstruktur zum Einsatz kommt. Die Anwen-
dung von Verfahren der Modellordnungsreduktion (MOR) auf die FE-Systeme fu¨hrt
zu einer signifikante Reduktion der beno¨tigten Rechenzeit.
Die Hauptbeitra¨ge sind eine neue FE-Formulierung zur modalen Analyse von Wel-
lenleiter sowie eine neue FE-Formulierung zur Simulation der Mikrowellenstruktu-
ren. Weiterhin wird ein MOR-Verfahren entwickelt, das die Behandlung von Struktu-
ren erlaubt, die durch Wellenleiter mit frequenzabha¨ngigen Modenformen angeregt
werden. Um die gemeinsame Simulation linearer und nichtlinearer Teilsysteme zu
ermo¨glichen, wird ein neuartiges Verfahren zur Transformation der Modelle aus dem
Frequenzbereich in den Zeitbereich vorgeschlagen. Ein besonderes Augenmerk liegt
dabei auf der Beru¨cksichtigung von frequenzabha¨ngigen Materialeigenschaften.
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vAbstract
This work aims at developing methods for the efficient and reliable characterization
of passive microwave structures with linear materials on the basis of electromagnetic
fields. The excitation of the structures is realized by axial homogeneous waveguides,
the eigenmodes of which define the inputs and outputs. The characterization is
based on the finite element (FE) method in the frequency domain, which is used for
analyzing the waveguides as well as for the microwave structure itself. Application
of methods of model order reduction (MOR) to the FE systems leads to a significant
reduction in computational times.
The main contribution of the work is a new FE formulation for the modal analysis of
waveguides as well as a new FE formulation of the microwave structure. Furthermo-
re, a MOR method is developed that can handle devices which are fed by waveguides
featuring frequency-dependent mode patterns. To enable the simultaneous simulati-
on of linear and nonlinear subsystems, a new procedure for transforming the models
from the frequency-domain to the time-domain is proposed. In this context, a special
focus lies on frequency-dependent materials.
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1Kapitel 1
Einleitung
Ziel der vorliegenden Arbeit ist die effiziente Charakterisierung passiver Mikrowel-
lenstrukturen auf der Basis elektromagnetischer Felder. Die Arbeit beschra¨nkt sich
dabei auf lineares und zeitinvariantes Materialverhalten. Die Anregung der Struk-
turen wird mittels axial homogenen Wellenleitern realisiert. Die modalen Felder der
Wellenleiter bilden die Ein- bzw. Ausga¨nge, womit es ermo¨glicht wird, die Mikrowel-
lenstrukturen mittels Netzwerkmatrizen zu charakterisieren. Weitere Details sowie
die zugrunde liegenden mathematischen Modelle zur Beschreibung der Strukturen
sind in Kapitel 2 gegeben.
Im Rahmen der Auslegung und Konstruktion passiver Mikrowellenstrukturen, wie
beispielsweise Filter oder Antennen, ist es von entscheidender Bedeutung, das Ver-
halten der Bauteile pra¨zise vorhersagen zu ko¨nnen. Dies beschleunigt den Designpro-
zess und spart Kosten, da die Anzahl der zu erstellenden Prototypen zur experimen-
tellen Validierung reduziert wird. Aufgrund der fortschreitenden Miniaturisierung
und der damit verbundenen Erho¨hung der Komplexita¨t elektromagnetischer Struk-
turen ist es schwierig, in vielen Fa¨llen sogar unmo¨glich, diese mittels analytischer
Verfahren zu charakterisieren. Daher bedarf es numerischer Methode, die in der
Lage sind, auch Strukturen mit komplexen Geometrien verla¨sslich und effizient zu
beschreiben.
Fu¨r diese Aufgabe wurden in den vergangenen Jahren unterschiedliche Simulations-
verfahren entwickelt. Die am weitesten verbreiteten Verfahren sind unter anderem
die Methode der Finiten Differenzen (FD) [Yee66], [TH00], die Finite Integrations-
technik (FIT) [Wei96], [CW01], die Randelemente Methode (REM) [Hsi06], [Gib08]
sowie die Methode der Finiten Elemente (FE) [SF73]. Im Rahmen der vorliegenden
Arbeit wird die Methode der FE verwendet. Diese zeichnet sich durch eine hohe
Flexibilita¨t in der Modellierung von komplizierten Geometrien und komplexem Ma-
terialverhalten aus. Ein weiterer Vorteil ist das Vorhandensein von Ansatzfunktionen
ho¨herer Ordnung, die eine Erho¨hung der Konvergenzraten ermo¨glichen.
2 Einleitung
Die Methode der FE kommt zur Analyse von Strukturen sowohl im Zeitbereich
[LLC97],[SLC03] als auch im Frequenzbereich [ZC06, Kapitel 3] zum Einsatz. Wa¨h-
rend Strukturen mit nichtlinearen Materialien im Zeitbereich analysiert werden
mu¨ssen, ko¨nnen Strukturen mit linearen Materialien im Frequenzbereich simuliert
werden. Die Simulation im Frequenzbereich hat gegenu¨ber der Simulation im Zeit-
bereich einige Vorteile. So la¨sst sich frequenzabha¨ngiges Materialverhalten einfach
beru¨cksichtigen. Weiterhin fu¨hrt die Analyse von Strukturen mit elektrisch kleinen
Details oder von resonanten Strukturen im Zeitbereich zu langen Rechenzeiten. Da
sich die vorliegende Arbeit auf Strukturen mit linearen und zeitinvarianten Materi-
aleigenschaften beschra¨nkt, wird die Simulation im Frequenzbereich durchgefu¨hrt.
Der erste Schritt bei der Simulation der beschriebenen Strukturen ist die modale
Analyse der speisenden Wellenleiter. Dabei werden die modalen Felder und die zu-
geho¨rigen Ausbreitungskoeffizienten der ausbreitungsfa¨higen und der schwach ge-
da¨mpften Moden berechnet. Da nur in wenigen Fa¨llen eine analytische Lo¨sung
mo¨glich ist, werden numerische Verfahren beno¨tigt. Aus der Literatur sind un-
terschiedliche FE-Formulierungen zur modalen Analyse von Wellenleitern bekannt.
Diese unterscheiden sich vor allem in den Feldgro¨ßen, die diskretisiert werden. In
[LSC91] und [VD02] wird die elektrische Feldsta¨rke diskretisiert, in [VZ95] die ma-
gnetische Erregung, und in [Sve89] werden beide genannten Gro¨ßen verwendet. Im
Gegensatz dazu wird in [BB91], [PL95], [LLL03] und [FHDE04] in einem elektrischen
Skalarpotential sowie einem magnetischen Vektorpotential formuliert. Die Gemein-
samkeit dieser Verfahren ist, dass sie alle auf ein verallgemeinertes Eigenwertproblem
fu¨hren, dessen Eigenvektoren die modalen Felder enthalten, und dessen Eigenwert
dem Ausbreitungskoeffizienten oder dessen Quadrat entspricht. Wa¨hrend alle ge-
nannten Formulierungen verla¨ssliche Ergebnisse fu¨r hohe Frequenzen liefern, sind
nur einige in der Lage, dies auch fu¨r niedrige Frequenzen und den statischen Grenz-
fall zu tun [VD02], [LLL03], [FHDE04]. Diese niederfrequenzstabilen Formulierun-
gen haben eine weitere Gemeinsamkeit: Sie fu¨hren alle auf ein verallgemeinertes
Eigenwertproblem im Quadrat des Ausbreitungskoeffizienten. Dies hat zur Folge,
dass betragsma¨ßig sehr kleine Ausbreitungskoeffizienten schlecht aufgelo¨st werden
ko¨nnen. Dazu sei auch auf die numerischen Beispiele in Abschnitt 3.4 verwiesen.
Eine wichtige Konsequenz davon ist, dass die Ausbreitungskoeffizienten von Moden
vom Typ transversal elektromagnetischen (TEM) bzw. vom Typ quasi-TEM fu¨r
niedrige Frequenzen, trotz Niederfrequenzstabilita¨t der Formulierungen, nicht kor-
rekt dargestellt werden. Um dieses Problem zu beheben, wird in Kapitel 3 eine neue
niederfrequenzstabile FE-Formulierung vorgestellt, die bis zum statischen Grenzfall
verla¨ssliche Ergebnisse liefert und außerdem auf ein verallgemeinertes Eigenwert-
problem fu¨hrt, dessen Eigenwert direkt dem gesuchten Ausbreitungskoeffizienten
entspricht.
Nachdem die modalen Felder und die zugeho¨rigen Ausbreitungskoeffizienten in den
speisenden Wellenleitern bestimmt sind, werden diese zur Anregung der zu analysie-
renden Mikrowellenstruktur verwendet. Zu deren Beschreibung mittels FE sind in
3der Literatur unterschiedliche Formulierungen bekannt. Neben der Unterteilung der
Formulierungen nach den Feldern, die diskretisiert werden, lassen sich die Formulie-
rungen auch nach der Wahl der Ein- bzw. Ausga¨nge unterteilen. So gibt es zum einen
Impedanz (Z)-Formulierungen [DeP83], [WMF83], [WP86], die modale Stro¨me und
Spannungen als Ein- bzw. Ausga¨nge verwenden. Zum anderen existieren Streupa-
rameter(S)-Formulierungen [CL88], [Lee90], die auf einfallenden und auslaufenden
Wellen als Ein- bzw. Ausga¨ngen basieren. Im Gegensatz zu den Formulierungen fu¨r
die modale Analyse von Wellenleitern fu¨hren diese Formulierungen auf ein lineares
Gleichungssystem, das numerisch gelo¨st wird. Die Z-Formulierung ist aufgrund ihrer
Einfachheit weit verbreitet, fu¨hrt im verlustfreien Fall allerdings auf scharfe, inne-
re Resonanzen. Diese Resonanzen sind unphysikalisch und resultieren aus der Art
der Anregung. Fu¨r eine detaillierte Erkla¨rung sowie ein numerisches Beispiel sei an
dieser Stelle auf Abschnitt 4.1.2 verwiesen. Im Gegensatz dazu ist die Transfinite-
Elemente-Methode(TFE) [CL88], [Lee90], die eine S-Formulierung darstellt, frei von
inneren Resonanzen. Allerdings werden im Rahmen der TFE die Ansatzfunktionen
auf den Querschnitten der speisenden Wellenleiter auf die Form der anregenden
Moden restringiert. Dies fu¨hrt zum einen zu einem erheblichen Aufwand bei der Im-
plementierung, zum anderen wird die Frequenzabha¨ngigkeit der Systemmatrizen im
Fall von frequenzabha¨ngigen Modenformen wesentlich verkompliziert. Um dies zu
umgehen, wird in Kapitel 4 eine neue S-Formulierung vorgestellt, die das Auftreten
innerer Resonanzen vermeidet, dabei jedoch auf eine Restriktion der Ansatzfunktio-
nen auf den Querschnitten der speisenden Wellenleiter verzichtet. Dies fu¨hrt dazu,
dass der Einfluss frequenzabha¨ngiger Modenformen auf die Systemmatrix minimiert
wird.
Die vorgestellten FE-Formulierungen sind in der Lage die Netzwerkmatrizen in be-
liebigen Frequenzpunkten zu berechnen. Allerdings sind die Matrizen der resultie-
renden Gleichungssysteme in der Regel sehr groß, schwach besetzt und frequenz-
abha¨ngig. Aus diesem Grund muss das lineare Gleichungssystem fu¨r jeden betrach-
teten Frequenzpunkt neu gelo¨st werden. Werden die Eintra¨ge der Netzwerkmatrizen
an vielen diskreten Frequenzpunkten beno¨tigt, sei es um ein breites Frequenzband
abzudecken oder um scharfe Resonanzen aufzulo¨sen, fu¨hrt dies zu langen Rechen-
zeiten. Um die Rechenzeit signifikant zu verringern und die gesuchten Netzwerk-
matrizen dennoch mit geringem Fehler zu berechnen, bietet es sich an, Verfah-
ren der Modellordnungsreduktion (MOR) anzuwenden. Im Rahmen dieser Arbeit
kommt die Reduzierte-Basis-Methode (RBM) [PR06], [RHP07] zum Einsatz, bei der
es sich um ein projektionsbasiertes MOR-Verfahren handelt. Bei projektionsbasier-
ten MOR-Verfahren wird das FE-Modell auf den niedrigdimensionalen Spaltenraum
einer rechteckigen Matrix projiziert. Das so generierte reduzierte Modell hat geringe
Dimension, weist aber die gleiche Struktur wie das zugrunde liegende FE-System
auf. Die Idee der RBM ist, die Projektionsmatrix so zu konstruieren, dass deren
Spaltenraum dem Raum entspricht, der von Lo¨sungen des FE-Systems an gewis-
sen Frequenzpunkten aufgespannt wird. Zur Wahl dieser Frequenzpunkte existieren
selbst-adaptive Verfahren [FHMS11], [HSZ12], [dRM09], [KFK+11], die eine auto-
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matisierte Erstellung der reduzierten Modelle ermo¨glichen. Der Vorteil der RBM
gegenu¨ber konkurrierenden MOR-Ansa¨tzen, wie zum Beispiel dem balancierten Ab-
schneiden [Moo81] oder momentenabgleichenden Einpunktverfahren [FF95] [SLL03],
ist, dass die RBM auch sehr große FE-Systeme handhaben kann und bei breitban-
digen Anwendungen auf vergleichsweise kleine reduzierte Modelle fu¨hrt [SFDE09].
Eine wichtige Voraussetzung zur Anwendung der RBM ist ein affin in der Frequenz
parametriertes FE-System. Dies ist jedoch nur dann der Fall, wenn die Moden-
formen in den speisenden Wellenleitern frequenzunabha¨ngig, also vom Typ TEM,
transversal elektrisch (TE) oder transversal magnetisch (TM) sind. Dazu mu¨ssen
die Wellenleiter in transversaler Richtung homogenes Materialverhalten aufweisen.
Ist das Materialverhalten der speisenden Wellenleiter in transversaler Richtung je-
doch inhomogen, ko¨nnen die Verfahren der RBM nicht angewendet werden. Ein
einfacher Ansatz um dieses Problem zu umgehen ist, die Modenform u¨ber das be-
trachtete Frequenzband als konstant anzunehmen und mit der Modenform an der
Mittenfrequenz zu approximieren [WMSW02]. Dieser Ansatz kommt vor allem bei
quasi-TEM-Moden zum Einsatz und liefert fu¨r schmale Frequenzba¨nder gute Er-
gebnisse. Die numerischen Ergebnisse in Abschnitt 4.3 zeigen jedoch, dass die so
berechneten Ergebnisse fu¨r breite Frequenzba¨nder unbrauchbar werden. Der einzige
dem Autor bekannte Ansatz, der frequenzabha¨ngige Modenformen beru¨cksichtigt,
ist der aus [SCL01], [ABM+04]. Dieser Ansatz basiert auf der TFE und somit wir-
ken sich die frequenzabha¨ngigen Modenformen auf die gesamte Systemmatrix aus.
Diese wird mittels eines Polynoms approximiert, um eine affine Parametrierung in
der Frequenz zu erhalten. Anschließend kommt ein MOR-Verfahren zum Einsatz,
das einen inexakten Momentenabgleich durchfu¨hrt, wodurch die Genauigkeit des
Verfahrens nicht garantiert werden kann. Um diese Nachteile zu umgehen, wird
in Kapitel 4 ein neues MOR-Verfahren vorgestellt. Dieses basiert auf reduzierten
Modellen fu¨r die speisenden Wellenleiter, die direkt auf die reduzierten Modelle
der Mikrowellenstrukturen gekoppelt werden und somit eine effiziente Berechnung
des U¨bertragungsverhaltens ermo¨glichen. Die neue MOR-Methode kann dabei nicht
nur auf die Z- und die zuvor hergeleitete S-Formulierung angewendet werden, sie
ermo¨glicht es auch beide zu kombinieren und so von den Vorteilen beider Formulie-
rungen zu profitieren. Die Kombination von Z- und S-Formulierung im Rahmen der
MOR wurde in [FLDE10] fu¨r affin in der Frequenz parametrierte Systeme vorgestellt
und im Rahmen dieser Arbeit auf Strukturen erweitert, die durch frequenzabha¨ngige
Modenformen angeregt werden.
Wie bereits angesprochen, ermo¨glichen die Verfahren zur Simulation im Frequenz-
bereich lediglich die Analyse von Strukturen mit linearen und zeitinvarianten Ma-
terialien. Viele elektromagnetische Systeme bestehen allerdings sowohl aus linea-
ren Teilkomponenten (beispielsweise U¨bertragungsleitungen, Filter, Antennen) als
auch aus nichtlinearen Teilkomponenten (beispielsweise Versta¨rker, digitale Kompo-
nenten). Soll das gesamte System analysiert werden, so muss diese Simulation im
Zeitbereich durchgefu¨hrt werden. Um dennoch von den Vorteilen der Simulation im
Frequenzbereich profitieren zu ko¨nnen, werden Verfahren beno¨tigt, die eine Trans-
5formation der Frequenzbereichsdaten in den Zeitbereich ermo¨glichen. Erste Ansa¨tze
[DSH87], [Bra95] basieren auf der Berechnung der Netzwerkmatrizen im Frequenz-
bereich und deren anschließender Transformation in den Zeitbereich. Im Zeitbereich
werden die resultierenden U¨bertragungsfunktionen dann mit den entsprechenden
Eingangssignalen gefaltet. Besonders wenn die Auswertung im Zeitbereich an vielen
diskreten Zeitpunkten beno¨tigt wird, fu¨hrt dieses Vorgehen zu langen Rechenzeiten.
Um dies zu umgehen, erstellen spa¨tere Ansa¨tze [GS99], [LA10] eine rationale Inter-
polation der U¨bertragungsfunktion, aus der eine niedrigdimensionale Realisierung in
Zustandsraum- [Ant05, Kapitel 4.4] bzw. Deskriptordarstellung [LA10] erstellt wird.
Der Nachteil dieser Ansa¨tze ist, dass sie keine Mo¨glichkeit bieten die transienten elek-
tromagnetischen Felder ohne großen numerischen Aufwand zu rekonstruieren. Wei-
terhin ist die Passivita¨t der so erstellten Modelle nicht garantiert [GS01], [DDS09].
Dadurch kann es no¨tig sein, diese nachtra¨glich einzupra¨gen [GTU08], [DDS09]. Die
Passivita¨t ist deshalb von entscheidender Bedeutung, da ein nicht passives System
im Frequenzbereich akausales Verhalten im Zeitbereich aufweisen und somit zu un-
physikalischen Ergebnissen fu¨hren kann. Um diese Nachteile zu umgehen, wird in
Kapitel 5 ein neuartiges Verfahren zur Transformation der Frequenzbereichsdaten
in den Zeitbereich vorgestellt. Im Rahmen dieser Arbeit beschra¨nkt sich dieses Ver-
fahren zur Transformation auf Strukturen, die lediglich von TEM-Moden angeregt
werden. Im Gegensatz zu den fru¨heren Verfahren basiert die neue Methodik nicht
auf der Transformation der Eintra¨ge der Netzwerkmatrizen, sondern vielmehr wird
das Frequenzbereichsmodell direkt in den Zeitbereich transformiert. Ein besonderes
Augenmerk liegt dabei auf frequenzabha¨ngigen Materialmodellen. Um die Rechen-
zeit im Zeitbereich zu reduzieren, werden nicht die FE-Modelle direkt transformiert,
sondern es werden die zuvor erstellten reduzierten Modelle verwendet. Aufgrund des
projektionsbasierten MOR-Ansatzes ist es mit geringem Aufwand mo¨glich, die tran-
sienten Felder zu rekonstruieren. Da die Dimension der reduzierten Modelle gering
ist, kann außerdem die Simulation im Zeitbereich effizient erfolgen. Weiterhin wird in
Kapitel 5 bzw. Anhang C gezeigt, dass die reduzierten Modelle im Frequenzbereich
beweisbar passiv sind, und somit auch die Kausalita¨t der erzeugten Zeitbereichs-
modelle gewa¨hrleistet ist. Wa¨hrend der Beweis zur Passivita¨t in [ZD10], [DZ12] auf
einer Z-Formulierung basiert und eine Restriktion auf Ansatzfunktionen mit nicht
verschwindender Rotation erfordert, liegt der hier pra¨sentierten Beweistechnik die
bevorzugte S-Formulierung zugrunde. Weiterhin kommt die neue Beweistechnik oh-
ne eine Restriktion der Ansatzfunktionen aus. Die erzeugten Zeitbereichsmodelle
liegen in Zustandsraumdarstellung vor und ko¨nnen daher mit den Verfahren aus
[AN01], [LM07] in Schaltungssimulatoren realisiert werden. Auf diese Weise ko¨nnen
die linearen Komponenten des Gesamtsystems zusammen mit den nichtlinearen Teil-
komponenten simuliert werden.
Alle in dieser Arbeit vorgestellten Verfahren werden anhand numerischer Beispiele
validiert, um die Zuverla¨ssigkeit und Effizienz der Methoden zu demonstrieren.
6 Einleitung
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Mathematische Modelle passiver
Mikrowellenstrukturen
Gegenstand der Arbeit ist die Charakterisierung passiver Mikrowellenstrukturen auf
der Basis elektromagnetischer Felder. In dem aktuellen Kapitel werden die betrach-
teten Strukturen mit ihren wichtigsten Eigenschaften vorgestellt, sowie allgemeine
mathematische Modelle zu deren Beschreibung angegeben. In Abbildung 2.1 ist sche-
matisch eine solche Struktur dargestellt. Das Innere entspricht dem Feldgebiet Ω,
entha¨lt verschiedene Materialien und wird im Folgenden als zusammenha¨ngend an-
genommen. Die elektromagnetischen Felder in Ω genu¨gen den Maxwell-Gleichungen,
die in Abschnitt 2.1 vorgestellt werden. Die in Ω enthaltenen Materialien und de-
ren Eigenschaften wie Orts- oder Frequenzabha¨ngigkeit werden in Abschnitt 2.2
spezifiziert. Die Abgrenzung der Struktur gegenu¨ber ihrer Umgebung erfolgt u¨ber
den Rand ∂Ω. Die auf ∂Ω zula¨ssigen Randbedingungen werden in Abschnitt 2.3
vorgestellt. Diese dienen unter anderem dazu, Abstrahlung in den freien Raum so-
wie die Anregung der Struktur u¨ber axial homogene Wellenleiter zu modellieren.
Zusammen mit den Gleichungen aus Abschnitt 2.1 erlauben die Randbedingungen
die Formulierung eines Randwertproblems, welches den Verlauf der elektromagneti-
schen Felder in Ω beschreibt. Mathematische Modelle zur Beschreibung der Felder in
den speisenden, axial homogenen Wellenleitern werden in Abschnitt 2.4 vorgestellt.
Die Eigenschaften dieser Felder ermo¨glichen es, Ein- und Ausga¨nge zu definieren,
die es erlauben, die Mikrowellenstrukturen mittels Netzwerkmatrizen zu charakte-
risieren. Auf die Repra¨sentation der Strukturen mittels Netzwerkmatrizen wird in
Abschnitt 2.5 eingegangen. Zum Abschluss des Kapitels werden spezielle Funktio-
nenra¨ume vorgestellt, die die Grundlage zur korrekten mathematischen Beschrei-
bung der zuvor eingefu¨hrten elektromagnetischen Felder bilden und speziell bei der
Diskretisierung der Felder eine entscheidende Rolle spielen.
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Wellenleiter
Wellenleiter
Wellenleiter
Abstrahlung
ε, µ, κ
ε, µ, κ
Abbildung 2.1: Beispiel einer Mikrowellenstruktur.
2.1 Grundlegende Gleichungen
Ausgangspunkt fu¨r die Beschreibung der elektromagnetischen Felder in Ω sind die
Maxwell-Gleichungen in differentieller Form. In Abwesenheit von eingepra¨gten Vo-
lumenstro¨men und eingepra¨gten elektrischen Ladungen lauten sie in zeitabha¨ngiger
Form
∇× E(r, t) = − ∂
∂t
B(r, t), (2.1a)
∇×H(r, t) = ∂
∂t
D(r, t) +J (r, t), (2.1b)
∇ ·D(r, t) = %(r, t), (2.1c)
∇ ·B(r, t) = 0. (2.1d)
Dabei bezeichnen E die elektrische Feldsta¨rke, H die magnetische Erregung, D die
elektrische Flussdichte, B die magnetische Flussdichte,J die elektrische Stromdichte
und % die elektrische Raumladungsdichte am Ort r zur Zeit t. Um die elektromagne-
tischen Felder beschreiben zu ko¨nnen, sind neben den Maxwell-Gleichungen noch
weitere Gleichungen vonno¨ten, die die Felder untereinander in Beziehung setzen.
Diese Konstitutivgleichungen beschreiben den Einfluss der vorhandenen Materia-
lien. Die vorliegende Arbeit beschra¨nkt sich dabei auf lineare und zeitinvariante
Materialien, sodass die Konstitutivgleichungen folgende Form annehmen
D(r, t) = ε0E(r, t) + ε0
∫ ∞
−∞
χˆe(r, t− τ)E(r, τ) dτ, (2.2a)
B(r, t) = µ0H(r, t) + µ0
∫ ∞
−∞
χˆm(r, t− τ)H(r, τ) dτ, (2.2b)
J (r, t) =
∫ ∞
−∞
κˆ(r, t− τ)E(r, τ) dτ. (2.2c)
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Dabei ist ε0 die Permittivita¨t des Vakuums, µ0 die Permeabilita¨t des Vakuums, χˆe
der elektrische Suszeptibilita¨tstensor, χˆm der magnetische Suszeptibilita¨tstensor und
κˆ der elektrische Leitfa¨higkeitstensor.
Wird von einer harmonischen Zeitabha¨ngigkeit der Form ejωt der Felder mit Kreis-
frequenz ω ausgegangen, ko¨nnen die Maxwell-Gleichungen, aufgrund der gemachten
Einschra¨nkungen bezu¨glich der Materialeigenschaften, im Frequenzbereich betrach-
tet werden. Im Frequenzbereich gilt
∇×E(r, ω) = −jωB(r, ω), (2.3a)
∇×H(r, ω) = jωD(r, ω) + J(r, ω), (2.3b)
∇ ·D(r, ω) = ρ(r, ω), (2.3c)
∇ ·B(r, ω) = 0. (2.3d)
Dabei bezeichnen E,B,H ,D,J und ρ die Phasoren, die den Zeitbereichsgro¨ßen
E ,B,H,D,J und % zugeordnet sind, sowie j = √−1 die imagina¨re Einheit. Die
Materialbeziehungen (2.13) transformieren sich im Frequenzbereich zu
D(r, ω) = ε0E(r, ω) + ε0χe(r, ω)E(r, ω) = ε0εr(r, ω)E(r, ω), (2.4a)
B(r, ω) = µ0H(r, ω) + µ0χm(r, ω)H(r, ω) = µ0µr(r, ω)H(r, ω), (2.4b)
J(r, ω) = κ(r, ω)E(r, ω), (2.4c)
mit
χe(r, ω) =
∫ ∞
−∞
χˆe(r, t)e
−jωt dt, (2.5a)
χm(r, ω) =
∫ ∞
−∞
χˆm(r, t)e
−jωt dt, (2.5b)
κ(r, ω) =
∫ ∞
−∞
κˆ(r, t)e−jωt dt, (2.5c)
sowie dem relativen Permittivita¨tstensor εr = I + χe und dem relativen Permeabi-
lita¨tstensor µr = I + χm. Umgekehrt ergeben sich die Materialparameter im Fre-
quenzbereich aus denen des Zeitbereichs entsprechend
χˆe(r, t) =
1
2pi
∫ ∞
−∞
χe(r, ω)e
jωt dω, (2.6a)
χˆm(r, t) =
1
2pi
∫ ∞
−∞
χm(r, ω)e
jωt dω, (2.6b)
κˆ(r, t) =
1
2pi
∫ ∞
−∞
κ(r, ω)ejωt dω. (2.6c)
Aus Gru¨nden der U¨bersichtlichkeit wird im weiteren Verlauf auf die explizite Angabe
der Orts- bzw. Frequenzabha¨ngigkeit verzichtet. Mit Einfu¨hrung der charakteristi-
schen Impedanz des Freiraums
η0 =
√
µ0
ε0
, (2.7)
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der Lichtgeschwindigkeit im Vakuum
c0 =
1√
µ0ε0
, (2.8)
sowie der Freiraumwellenzahl
k0 =
ω
c0
, (2.9)
fu¨hren (2.3) zusammen mit (2.4) auf die vektorielle Helmholtz-Gleichung fu¨r die
elektrische Feldsta¨rke:
∇× µ−1r ∇×E + jk0η0κE − k20εrE = 0. (2.10)
Die vektorielle Helmholtz-Gleichung bildet die Grundlage fu¨r das spa¨ter zu lo¨sende
Randwertproblem und gilt im gesamten Feldgebiet Ω.
2.2 Materialmodelle
In diesem Abschnitt werden die betrachteten Materialien im Feldgebiet Ω na¨her
erla¨utert und die bisher sehr allgemeine Abha¨ngigkeit der Materialeigenschaften
vom Ort r sowie der Kreisfrequenz ω konkretisiert.
Es wird davon ausgegangen, dass das Feldgebiet Ω ausNMat disjunkten Teilbereichen
besteht, innerhalb derer die Materialeigenschaften ra¨umlich konstant sind:
Ω =
NMat⊕
n=1
Ωn. (2.11)
Die Ortsabha¨ngigkeit der Materialbeziehungen la¨sst sich damit im Frequenzbereich
darstellen als
α(r, ω) = αj(ω), ∀r ∈ Ωj, α ∈ {εr, µr, κ}. (2.12a)
Eine analoge Beziehung gilt fu¨r die Darstellung im Zeitbereich.
Neben der Ortsabha¨ngigkeit wird auch die Frequenzabha¨ngigkeit der Materialpa-
rameter eingeschra¨nkt. Zur Vereinfachung der Darstellung werden im Folgenden
isotrope Materialien betrachtet. Die Verallgemeinerung auf tensorielle Materialei-
genschaften erfolgt, indem die folgenden U¨berlegungen fu¨r jede Komponente einzeln
durchgefu¨hrt werden. Ziel der Einschra¨nkung der Frequenzabha¨ngigkeit ist, kausales
Materialverhalten zu erhalten. Dies wird durch die Forderung erreicht, dass χˆe(r, t),
χˆm(r, t) und κˆ(r, t) fu¨r Zeiten t < 0 verschwinden. Die Integrale (2.2) laufen dann
lediglich bis t:
D(r, t) = ε0E(r, t) + ε0
∫ t
−∞
χˆe(r, t− τ)E(r, τ) dτ, (2.13a)
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B(r, t) = µ0H(r, t) + µ0
∫ t
−∞
χˆm(r, t− τ)H(r, τ) dτ, (2.13b)
J (r, t) =
∫ t
−∞
κˆ(r, t− τ)E(r, τ) dτ, (2.13c)
wodurch sichergestellt wird, dass die Felder D, B und J von Werten von E und
H der Vergangenheit und der Gegenwart, nicht jedoch der Zukunft abha¨ngen. Aus-
gehend von dieser Forderung lassen sich die Kramers-Kronig-Beziehungen [RC09,
S. 200 ff.] herleiten, die Real- und Imagina¨rteile der Ausdru¨cke im Frequenzbereich
miteinander verknu¨pfen. Fu¨r εr muss gelten
Re(εr(ω)) = ε∞ − 1
pi
P.V.
∫ ∞
−∞
Im(εr(x))
x− ω dx, (2.14a)
Im(εr(ω)) =
1
pi
P.V.
∫ ∞
−∞
Re(εr(x))− ε∞
x− ω dx, (2.14b)
wobei P.V. fu¨r den Hauptwert [Pri03, S. 231] steht und ε∞ die relative elektri-
sche Permittivita¨t bei sehr hohen Frequenzen bezeichnet. Fu¨r die relative magne-
tische Permeabilita¨t sowie die elektrische Leitfa¨higkeit gelten analoge Beziehun-
gen. Die Beziehungen (2.14) zwischen Real- und Imagina¨rteil sind auch als Hilbert-
Transformation [EMOT54, Kapitel 15] bekannt. Fu¨r den Sonderfall, dass εr = εr,c
reell und konstant u¨ber der Frequenz ist, la¨sst sich leicht zeigen, dass die Beziehun-
gen (2.14) erfu¨llt sind. Der zugeho¨rige Ausdruck im Zeitbereich εˆr,c ergibt sich zu
εˆr,c =
1
2pi
∫ ∞
−∞
εr,ce
jωt dω = εr,cδ(t), (2.15)
wobei δ(t) den Dirac-Impuls bezeichnet. Damit ergibt sich der erwartete Zusammen-
hang im Zeitbereich
D(r, t) = ε0
∫ t
−∞
εr,cδ(τ − t)E(r, τ) dτ = ε0εr,cE(r, t). (2.16)
Im Rahmen dieser Arbeit werden drei weitverbreitete Modelle zur Beschreibung
der Frequenzabha¨ngigkeit von Materialien beru¨cksichtigt. Diese sind das Debye-,
und das Lorentz-Modell, die frequenzabha¨ngige Permittivita¨ten und Permeabilita¨ten
beschreiben, sowie das Drude-Modell, das frequenzabha¨ngige elektrische Leitfa¨hig-
keiten beschreibt. Im Folgenden werden die drei Modelle kurz vorgestellt und ihre
physikalische Relevanz motiviert. Weiterhin wird sichergestellt, dass sie die Bezie-
hungen (2.14) erfu¨llen.
2.2.1 Debye-Modell
Die folgenden U¨berlegungen werden anhand der elektrischen Permittivita¨t durch-
gefu¨hrt, gelten aber fu¨r die magnetische Permeabilita¨t entsprechend. Ziel des Debye-
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Modells ist die Beschreibung eines Relaxations-Prozesses in Materialien, die polare
Moleku¨le enthalten [RC09, S. 229 ff.]. Wirkt ein a¨ußeres elektrisches Wechselfeld
auf die Moleku¨le, richten sich diese entlang des Feldes aus. Wird die Frequenz des
a¨ußeren Feldes nun erho¨ht, ko¨nnen sich, aufgrund innerer Reibung, immer weniger
Moleku¨le entlang des Feldes ausrichten. Dadurch nimmt der Realteil der elektrischen
Polarisation mit steigender Frequenz ab. Ab einer gewissen Frequenz ko¨nnen keine
Moleku¨le mehr dem angelegten Feld folgen und liefern somit keinen Beitrag mehr zur
Polarisation. Dieser beschriebene Mechanismus wird u¨ber eine frequenzabha¨ngige
Permittivita¨t nach dem Debye-Modell beru¨cksichtigt. In Anwesenheit eines einzel-
nen Debye-Pols ergibt sich die Darstellung
εr(ω) = ε∞ +
∆ε
1 + jωτe
, (2.17)
Dabei bezeichnet ε∞ die relative Permittivita¨t bei sehr hohen Frequenzen, ∆ε be-
zeichnet den Abfall der relativen Permittivita¨t zufolge des Debye-Pols, und τe be-
zeichnet die Debye-Relaxationszeit. Alle drei beschriebenen Gro¨ßen sind dabei aus
physikalischen Gru¨nden positiv. Um zu u¨berpru¨fen, dass die Kramers-Kronig-Bezie-
hungen erfu¨llt sind, wird (2.17) in Real- und Imagina¨rteil aufgespalten:
εr(ω) = ε
′
r(ω) + jε
′′
r(ω), (2.18)
mit
ε′r(ω) = ε∞ +
∆ε
1 + ω2τ 2e
, (2.19a)
ε′′r(ω) = −
∆εωτe
1 + ω2τ 2e
. (2.19b)
Nach [EMOT54, S. 245] entsprechen die Integrale aus (2.14) mit den Werten fu¨r
ε′r(ω) und ε
′′
r(ω) aus (2.19) einem Hilbert-Transformationspaar, womit sichergestellt
ist, dass die Materialbeziehung (2.17) kausal ist. In Abbildung 2.2 sind beispielhaft
die Verla¨ufe des Real- bzw. des Imagina¨rteils von εr(ω) fu¨r ε∞ = 2.9, ∆ε = 3
und τe = 2.3 · 10−9 s dargestellt. Wird die elektrische Permittivita¨t (2.17) in den
Zeitbereich transformiert, ergibt sich
εˆr(t) = ε∞ +
∆ε
τe
e−
t
τe θ(t), (2.20)
wobei θ(t) die Sprungfunktion darstellt. Das Auftreten der Sprungfunktion an dieser
Stelle unterstreicht die Kausalita¨t der Funktion, da somit εˆr(t) offensichtlich fu¨r t < 0
verschwindet.
2.2.2 Lorentz-Modell
Wie das Debye-Modell findet es zur Beschreibung dielektrischer und magnetischer
Stoffe Anwendung. Die folgenden U¨berlegungen beschra¨nken sich auf das Verhal-
ten der Permittivita¨t, gelten aber analog auch fu¨r die Permeabilita¨t. Physikalische
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Abbildung 2.2: Verlauf der elektrischen Permittivita¨t nach dem Debye-Modell u¨ber
der Frequenz.
Grundlage des Lorentz-Modells sind Schwingungen von Elektronen, die sich in ei-
nem elektrischen Wechselfeld befinden [RC09, S. 224 ff.]. Das Feld u¨bt Kra¨fte auf die
Elektronen aus, die sich daraufhin von ihrem Atomkern entfernen. Die so entstehen-
de Ru¨ckstellkraft zusammen mit Dissipationsprozessen fu¨hrt zu einer geda¨mpften
Schwingung der Elektronen. Auf makroskopischer Ebene wird dies durch folgende
Frequenzabha¨ngigkeit der elektrischen Permittivita¨t beru¨cksichtigt:
εr(ω) = ε∞ +
∆εω2e
ω2e + 2jωδe − ω2
. (2.21)
Dabei bezeichnen ωe die Resonanzkreisfrequenz der Schwingung, δe die Da¨mpfungs-
konstante, ε∞ die Permittivita¨t bei hohen Frequenzen und ∆ε die A¨nderung der
Permittivita¨t durch den Lorentz-Pol. Diese Gro¨ßen sind alle positiv. Die Aufspaltung
von εr(ω) in Real- und Imagina¨rteil entsprechend (2.18) fu¨hrt zu
ε′r(ω) = ε∞ +
∆εω2e(ω
2
e − ω2)
(ω2e − ω2)2 + 4ω2δ2e
, (2.22a)
ε′′r(ω) = −2
∆εω2eωδe
(ω2e − ω2)2 + 4ω2δ2e
. (2.22b)
Durch Auswertung der Integrale (2.14) unter Verwendung der Werte (2.22) la¨sst sich
u¨berpru¨fen, dass Real- und Imagina¨rteil nach (2.22) ein Hilbert-Transformationspaar
bilden und somit den Kramers-Kronig Bedingungen genu¨gen. Die entsprechende
Rechnung findet sich in Anhang A. Der Verlauf des Real- und Imagina¨rteils der
Permittivita¨t nach dem Lorentz-Modell ist in Abbildung 2.3 u¨ber der Frequenz fu¨r
folgende Parameter dargestellt:
ε∞ = 2.21, ∆ε = 0.54, ωe = 2pi · 109Hz, δe = 0.2ωe. (2.23)
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Abbildung 2.3: Verlauf der elektrischen Permittivita¨t nach dem Lorentz-Modell u¨ber
der Frequenz.
Im Zeitbereich ergibt sich die Darstellung
εˆr(t) = ε∞ +
∆εω2e√
ω2e − δ2e
sin
(√
ω2e − δ2e t
)
e−δetθ(t). (2.24)
Auch hier unterstreicht die Sprungfunktion die Kausalita¨t des Materialmodells.
2.2.3 Drude-Modell
Im Gegensatz zu den vorherigen beiden Modellen kommt das Drude-Modell zum
Einsatz, um eine frequenzabha¨ngige elektrische Leitfa¨higkeit zu modellieren. A¨hnlich
wie das Debye-Modell fu¨r die Permittivita¨t beschreibt das Drude-Modell eine Abnah-
me der elektrischen Leitfa¨higkeit fu¨r große Frequenzen. Physikalisch la¨sst sich diese
Abnahme auf Zusammensto¨ße der Elektronen mit Gitterschwingungen, Gitterfehl-
stellen und Gitterverunreinigungen erkla¨ren [Jac01, S. 312]. Die durch das Drude-
Modell beschriebene Frequenzabha¨ngigkeit der elektrischen Leitfa¨higkeit nimmt fol-
gende Darstellung an:
κ(ω) =
κ0
1 + jωτc
. (2.25)
Dabei bezeichnen κ0 die elektrische Leitfa¨higkeit in statischen Grenzfall und τc die
Kollisionszeitkonstante. Zur U¨berpru¨fung der Kramers-Kronig Bedingung, wird κ(ω)
die Leitfa¨higkeit ebenfalls in Real- und Imagina¨rteil aufgespalten. Es gilt
κ(ω) = κ′(ω) + jκ′′(ω), (2.26a)
κ′(ω) =
κ0
1 + jω2τ 2c
, (2.26b)
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Abbildung 2.4: Verlauf der elektrischen Leitfa¨higkeit nach dem Drude-Modell u¨ber
der Frequenz.
κ′′(ω) = − κ0ωτc
1 + ω2τ 2c
. (2.26c)
Dass es sich bei Real- und Imagina¨rteil von κ um ein Hilbert-Transformationspaar
handelt, folgt aus [EMOT54, S. 245]. Damit ist sichergestellt, dass auch das Drude-
Modell die Kramers-Kronig Bedingungen erfu¨llt und ein kausales Materialmodell
darstellt. Der Verlauf von κ′ und κ′′ ist in Abbildung 2.4 fu¨r [SE06]
τc =
0.2mm
0.1c0
, κ0 =
(
2c0
0.2mm
)2
ε0τc (2.27)
dargestellt. Wird (2.25) in den Zeitbereich transformiert, ergibt sich
κˆ(t) =
κ0
τc
e−
t
τc θ(t). (2.28)
Die eingefu¨hrten Materialmodelle beinhalten jeweils einen einzigen Pol bzw. eine
einzige Resonanz. Um im weiteren Verlauf der Arbeit auch allgemeinere Materialien
mit mehreren Polen bzw. Resonanzen oder Kombinationen von beiden behandeln zu
ko¨nnen, wird die allgemeinste Form der elektrischen Permittivita¨t, der magnetischen
Permeabilita¨t bzw. der elektrischen Leitfa¨higkeit fu¨r das n-te Material folgenderma-
ßen angenommen:
εr,n = ε∞,n +
NeD,n∑
iD=1
GD,n,iD∆εD,n,iD
1 + jωτe,n,iD
+
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2jωδe,n,iL − ω2
, (2.29a)
µr,n = µ∞,n +
NmD,n∑
jD=1
FD,n,jD∆µD,n,jD
1 + jωτm,n,jD
+
NmL,n∑
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2jωδm,n,jL − ω2
, (2.29b)
16 Mathematische Modelle passiver Mikrowellenstrukturen
κn =
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + jωτc,n,iC
. (2.29c)
Dabei stellen die Terme GD,n,iD , GL,n,iL , FD,n,iD , FL,n,iL , sowie Gc,n,iC zusa¨tzliche
positive Skalierungsfaktoren dar, wa¨hrend NeD,n und NmD,n die Anzahl der elektri-
schen bzw. magnetischen Debye-Pole, NeL,n und NmL,n die Anzahl der elektrischen
bzw. magnetischen Lorentz-Resonanzen und NDr,n die Anzahl der Drude-Pole des
n-te Materials bezeichnen.
2.3 Randbedingungen
Damit die vektorielle Helmholtz-Gleichung (2.10) mit den Materialbeziehungen nach
(2.29) eine eindeutige Lo¨sung besitzt, mu¨ssen zusa¨tzlich Randbedingungen auf ∂Ω
angegeben werden. In [ZC06, S. 7 f.] wird gezeigt, dass die hier verwendeten Rand-
bedingungen zu einer eindeutigen Lo¨sung fu¨hren. Im Rahmen dieser Arbeit wird
angenommen, dass sich ∂Ω aus folgenden disjunkten Teilra¨ndern zusammensetzt:
∂Ω = ΓE ∪ ΓH ∪ ΓR ∪ ΓP . (2.30)
Auf den Teilra¨ndern ΓE und ΓH wird die tangentiale Komponente von E bzw.
H zu Null vorgegeben. Da die vektorielle Helmholtz-Gleichung in der elektrischen
Feldsta¨rke formuliert wird, entsprechen diese homogenen Dirichletschen bzw. homo-
genen Neumannschen Randbedingungen:
nˆ× (E × nˆ) = 0 auf ΓE, (2.31)
nˆ× (H × nˆ) = 0⇔ nˆ× [(µ−1r ∇×E)× nˆ] = 0 auf ΓH , (2.32)
wobei nˆ den aus dem Feldgebiet weisenden Normalenvektor bezeichnet. Die Rand-
bedingungen (2.31) und (2.32) entsprechen dem U¨bergang zu einem perfekten elek-
trischen Leiter bzw. zu einem perfekten magnetischen Leiter. Gleichung (2.31) wird
dazu verwendet, die Oberfla¨che von sehr guten elektrischen Leitern zu modellieren,
in denen die Eindringtiefe gegen Null geht. Im Gegensatz dazu erlaubt (2.32) es, die
Oberfla¨che zu hochpermeablen magnetischen Materialien zu modellieren. Außerdem
kommt (2.32) ha¨ufig zur Modellierung von Symmetrieebene zum Einsatz.
Der Teilrand ΓR modelliert Abstrahlung in den freien Raum. Da es nicht mo¨glich ist,
den unendlichen Raum zu diskretisieren, wird eine Randbedingung beno¨tigt, die das
Feldgebiet begrenzt, dabei aber mo¨glichst geringe unphysikalische Reflexionen ver-
ursacht. Eine Mo¨glichkeit ist die Kopplung zu Integralgleichungsverfahren [LVZL05].
Diese sind zwar perfekt reflexionsfrei, fu¨hren aber auf eine voll besetzte Teilmatrix
in einer ansonsten schwach besetzten Systemmatrix. Da damit der numerische Auf-
wand stark ansteigt, wird in dieser Arbeit auf absorbierende Randbedingungen erster
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Ordnung zuru¨ckgegriffen [Pet88], [WK89]. Es gilt
nˆ× (E × nˆ) = −nˆ× η j
ωµ0
µ−1r (∇×E) auf ΓR, (2.33)
mit
η =
√
µrµ0
εrε0
. (2.34)
Im weiteren Verlauf der Arbeit wird angenommen, dass die absorbierende Randbe-
dingung an frequenzunabha¨ngiges Material angrenzt, und somit η in (2.33) eben-
falls unabha¨ngig von der Frequenz ist. Dies kann dadurch motiviert werden, dass
mit (2.33) Abstrahlung in den Freiraum modelliert wird und ΓR daher in der Regel
an Luft angrenzt. Mathematisch gesehen entspricht (2.33) einer homogenen Robin-
schen Randbedingung. Im Gegensatz zur Kopplung zu Integralgleichungsverfahren
hat (2.33) den Vorteil eine lokale Randbedingung darzustellen, wodurch die schwache
Besetzungsstruktur der Systemmatrizen erhalten bleibt. Der Preis dafu¨r ist jedoch,
dass, je nach Winkel der einfallenden Welle, vergleichsweise hohe Reflexionen auf-
treten ko¨nnen [Jin02, S. 351].
Die Speisung der betrachteten Mikrowellenstrukturen erfolgt u¨ber axial homogene
Wellenleiter, die am Teilrand ΓP in die Struktur mu¨nden. Es wird im Folgenden
davon ausgegangen, dass der Rand ΓP in NP disjunkte Teilra¨nder ΓP,j zerfa¨llt,
ΓP =
NP⊕
j=1
ΓP,j, (2.35)
die jeweils die Mu¨ndung eines separaten Wellenleiters darstellen. Die Anregung wird
u¨ber das Einpra¨gen der tangentialen Komponenten der magnetischen Erregung HT
an den Querschnitten der Wellenleiter realisiert:
(µ−1r ∇×E)× nˆ = −jk0η0HT auf ΓP , (2.36)
was einer inhomogenen Neumannschen Randbedingung entspricht.
Zusammenfassend ergibt sich damit das folgende Randwertproblem fu¨r die elektri-
sche Feldsta¨rke:
∇× µ−1r ∇×E + jk0η0κE − k20εrE = 0 in Ω, (2.37a)
nˆ× (E × nˆ) = 0 auf ΓE, (2.37b)
nˆ× [(µ−1r ∇×E)× nˆ] = 0 auf ΓH , (2.37c)
nˆ× (E × nˆ) + nˆ× η j
ωµ0
µ−1r (∇×E) = 0 auf ΓR, (2.37d)
(µ−1r ∇×E)× nˆ = −jk0η0HT auf ΓP . (2.37e)
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2.4 Eigenschaften axial homogener Wellenleiter
Um die anregenden Felder HT weiter zu spezifizieren, werden in diesem Abschnitt
die Eigenschaften der speisenden Wellenleiter na¨her analysiert. Axial homogene Wel-
lenleiter zeichnen sich dadurch aus, dass ihre Geometrie sowie die Eigenschaften der
enthaltenen Materialien entlang einer Vorzugsrichtung konstant sind. O.B.d.A. wird
diese Vorzugsrichtung im weiteren Verlauf der Arbeit mit der eˆz-Richtung iden-
tifiziert. Es wird angenommen, dass die Wellenleiter von perfekt elektrischen und
perfekt magnetischen Leitern umschlossen sind, und somit nur die Randbedingungen
(2.31) und (2.32) Anwendung finden. Offene Wellenleiter, die Abstrahlung in den
Freiraum zulassen, werden im Rahmen dieser Arbeit nicht behandelt. Außerdem soll
der perfekt elektrisch leitende Rand nicht verschwinden: ΓE 6= ∅. Weiterhin wird
vorausgesetzt, dass in den Materialtensoren die transversale und axiale Richtung
voneinander entkoppelt sind und die Tensoren somit folgende Darstellung besitzen:
α =
[
[αt] 0
0 αz
]
, α ∈ [εr, µr, κ], (2.38)
wobei [αt] den zweidimensionalen Materialtensor in der transversalen Ebene dar-
stellt, wa¨hrend αz das jeweilige skalarwertige Materialverhalten in axiale Richtung
beschreibt. Da sich die Geometrie entlang der z-Achse nicht a¨ndert, la¨sst sich die
z-Abha¨ngigkeit der Felder folgendermaßen angeben [Poz11, S. 97]:
V = (V t(x, y) + eˆzVz(x, y))e
−γz mit V ∈ {E,D,H ,B,J}. (2.39)
Hierbei bezeichnet V t die Komponenten in transversaler Richtung, Vz die Kompo-
nente von V in eˆz-Richtung und γ den Ausbreitungskoeffizienten. Einsetzen der
Aufspaltung (2.39) in die Maxwell-Gleichungen (2.3) zusammen mit den Randbe-
dingungen (2.31) und (2.32) fu¨hrt auf ein zweidimensionales, frequenzabha¨ngiges
Eigenwertproblem. Fu¨r Details zur Aufstellung des Eigenwertproblems und dessen
numerische Lo¨sung sei auf Kapitel 3 verwiesen. An dieser Stelle sollen lediglich eine
allgemeine Form der Lo¨sungen sowie deren wichtigste Eigenschaften angegeben wer-
den. Die Lo¨sungen des Eigenwertproblems (eˆk, hˆk, γk) werden als Eigenmoden des
Wellenleiters bezeichnet, wobei eˆk und hˆk die transversalen Komponenten des mo-
dalen elektrischen Feldes bzw. der modalen magnetischen Erregung bezeichnen. Der
zugeho¨rige Eigenwert γk entspricht dem Ausbreitungskoeffizienten des k-ten Modes.
Die hier betrachteten Wellenleiter besitzen unendlich viele Eigenmoden mit einem
diskreten Eigenspektrum [Col91, S. 417 f.]. Die Eigenmoden (eˆk, hˆk, γk) bilden ein
vollsta¨ndiges System von Funktionen. Außerhalb von Anregungsgebieten kann jede
transversale elektrische und magnetische Feldverteilung im Inneren des Wellenleiters
als Superposition unendlich vieler Eigenmoden dargestellt werden [Col91, S. 426 f.]:
Et =
∞∑
k=1
ukeˆk =
∞∑
k=1
(ak + bk)eˆk, (2.40a)
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H t =
∞∑
k=1
ikhˆk =
∞∑
k=1
(ak − bk)hˆk. (2.40b)
Die komplexen Amplituden der jeweiligen Moden ko¨nnen dabei entweder u¨ber mo-
dale Spannungen uk und modale Stro¨me ik oder u¨ber die Amplituden einfallender
und auslaufender Wellen ak bzw. bk ausgedru¨ckt werden, wobei folgende Umrech-
nung gilt:
uk = ak + bk, (2.41a)
ik = ak − bk. (2.41b)
Eine weitere wichtige Eigenschaft der modalen Felder ist die verallgemeinerte Or-
thogonalita¨tsrelation. Um diese mathematisch beschreiben zu ko¨nnen, wird zuna¨chst
das Funktional
b(H t,Et) =
∫
ΓP
(Et ×H t) · eˆz dΓ = −
∫
ΓP
(Et ×H t) · nˆ dΓ (2.42)
eingefu¨hrt. Das negative Vorzeichen des zweiten Integrals ru¨hrt daher, dass vorlau-
fende Wellen in positive eˆz -Richtung angenommen wurden, der Normalenvektor nˆ
allerdings aus dem Feldgebiet heraus weist. Mit (2.42) lassen sich die modalen Felder
so normieren, dass gilt [Col91, S. 416 ff.]:
b(hˆk, eˆl) = δk,l, (2.43)
wobei δk,l das Kronecker Symbol bezeichnet. Diese verallgemeinerte Orthogona-
lita¨t der Eigenmoden ermo¨glicht es, die Amplituden einzelner Moden aus beliebigen
transversalen Feldverteilungen zu extrahieren:
uk = b(hˆk,Et), (2.44a)
ik = b(H t, eˆk). (2.44b)
2.5 Beschreibung mittels Netzwerkmatrizen
Nach (2.43) sind die Eigenmoden der Wellenleiter voneinander entkoppelt. Aus die-
sem Grund kann jeder Eigenmode auf Schaltungsebene als unabha¨ngige U¨bertra-
gungsleitung angesehen und als verallgemeinertes Tor bei der Beschreibung mittels
Netzwerkmatrizen aufgefasst werden [Poz11, Kapitel 4]. Dazu mu¨ssen die betrach-
teten Moden im i-ten Wellenleitern auf eine endliche Anzahl Mi begrenzt werden.
Dies ist damit zu rechtfertigen, dass bei endlicher Frequenz nur endliche viele Eigen-
moden des Wellenleiters ausbreitungsfa¨hig oder schwach geda¨mpft sind. Die restli-
chen Eigenmoden sind stark geda¨mpft und ihre Felder nehmen betragsma¨ßig ent-
lang der Wellenleiterachse exponentiell ab. Werden die Querschnitte der Wellenleiter
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so gewa¨hlt, dass diese ausreichend weit von auftretenden Diskontinuita¨ten entfernt
sind, so ko¨nnen die Felder aller stark geda¨mpften Eigenmoden als abgeklungen an-
genommen werden. Somit mu¨ssen lediglich die ausbreitungsfa¨higen und die schwach
geda¨mpften Eigenmoden beru¨cksichtigt werden.
Die Anzahl M der anregenden Moden ist dann
M =
NP∑
i=1
Mi. (2.45)
Im Folgenden werden zwei Netzwerkmatrizen zur Beschreibung von Mikrowellen-
strukturen unterschieden: zum einen die Impedanzmatrix Z, zum anderen die Streu-
matrix S. Um die Matrizen einfu¨hren zu ko¨nnen, werden zuna¨chst folgende Vektoren
definiert:
u =
[
u1 u2 · · · uM
]T
, (2.46a)
i =
[
i1 i2 · · · iM
]T
, (2.46b)
a =
[
a1 a2 · · · aM
]T
, (2.46c)
b =
[
b1 b2 · · · bM
]T
, (2.46d)
wobei vT den zu v transponierten Vektor darstellt. Die Impedanzmatrix ist die
M ×M Matrix, die den Vektor u der modalen Spannungen mit dem Vektor i der
modalen Stro¨me in Beziehung setzt:
u = Zi. (2.47)
Ihre Eintra¨ge berechnen sich gema¨ß
Zk,l =
uk
il
∣∣∣∣
ip=0, ∀p 6=l
. (2.48)
Das Vorgehen zur Berechnung des Eintrags Zk,l der Impedanzmatrix einer pas-
siven Mikrowellenstruktur ist folgendermaßen: Zuna¨chst werden die Eigenmoden
(eˆk, hˆk, γk) und (eˆl, hˆl, γl) in den anregenden Wellenleitern berechnet. Im Anschluss
daran wird das Randwertproblem (2.37) mit Anregung HT = ilhˆl, il = 1 nach
der elektrischen Feldsta¨rke gelo¨st. Daraus kann mit Hilfe von (2.44a) uk berechnet
werden, woraus Zk,l direkt folgt.
Alternativ zur Impedanzmatrix kann das modale Mehrtor auch u¨ber die Streumatrix
S beschrieben werden. Diese setzt die Amplituden von einfallenden und reflektierten
Wellen in Beziehung:
b = Sa. (2.49)
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Die Eintra¨ge Sk,l ergeben sich zu
Sk,l =
bk
al
∣∣∣∣
ap=0, ∀p 6=l
. (2.50)
Zur Berechnung von Sk,l werden zuna¨chst wieder die Eigenwertprobleme der Wellen-
leiter gelo¨st, um (eˆk, hˆk, γk) sowie (eˆl, hˆl, γl) zu erhalten. Um analog zur Berechnung
der Impedanzmatrix vorgehen zu ko¨nnen und mit einer einzelnen vorlaufenden Welle
der Amplitude al = 1 anregen zu ko¨nnen, muss die Randbedingung auf ΓP (2.37e)
umgeformt werden:
µ−1r (∇×E)× nˆ = −jk0η0
M∑
k=1
(δl,k − bk) hˆk (2.51a)
= −jk0η0
(
hˆl −
M∑
k=1
bkhˆk
)
(2.51b)
= −jk0η0
(
2hˆl −
M∑
k=1
(δk,l + bk)hˆk
)
(2.51c)
= −jk0η0
(
2hˆl −
M∑
k=1
ukhˆk
)
. (2.51d)
Umstellung der obigen Gleichung fu¨hrt auf die gesuchte Randbedingung
µ−1r (∇×E)× nˆ− jk0η0
M∑
k=1
b(hˆk,E)hˆk = −2jk0η0hˆlal, (2.52)
wobei es sich um eine inhomogene Robinsche Randbedingung handelt. Die Summe
auf der linken Seite von (2.52) stellt eine Da¨mpfung dar, die dafu¨r sorgt, dass die
Struktur an den speisenden Wellenleitern fu¨r die betrachteten M Moden reflexions-
frei abgeschlossen sind. Damit wird die Nebenbedingung aus (2.50) sichergestellt.
Das zu lo¨sende Randwertproblem ist in diesem Fall also (2.37) mit (2.52) statt
(2.37e). Aus der berechneten elektrischen Feldsta¨rke wird das gesuchte bk gema¨ß
bk = uk − ak = b(hˆk,E)− δl,k, (2.53)
berechnet.
Da die einfallenden und auslaufenden Wellen ak, bk nach (2.41) in direktem Zusam-
menhang mit den modalen Spannungen und Stro¨men uk, ik stehen, sind auch die
resultierenden Netzwerkmatrizen Z und S nicht unabha¨ngig voneinander. Vielmehr
ko¨nnen diese entsprechend [Poz11, S. 181]
S = (Z + I)−1 (Z− I) , (2.54a)
Z = (I + S) (I− S)−1 (2.54b)
ineinander u¨berfu¨hrt werden.
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2.6 Funktionenra¨ume
In diesem Abschnitt werden die mathematischen Grundlagen zur korrekten Dar-
stellung der elektromagnetischen Felder vorgestellt. Dazu werden passende Funktio-
nenra¨ume eingefu¨hrt, in denen die Felder liegen, und die eine entscheidende Rolle
bei deren Diskretisierung spielen. Den Anfang bildet der Raum der quadratisch
Lebesgue-integrierbaren Funktionen,
L2(Ω) := {f(x) ∈ Cn, n ∈ N | ||f(x)||L2 <∞}, (2.55)
wobei die Norm || · ||L2 durch das Skalarprodukt
(f1(x), f2(x))L2(Ω) :=
∫
Ω
f∗2 (x)f1(x) dΩ (2.56)
induziert wird. Dabei bezeichnet f∗2 den zu f2 transponierten und konjugiert komple-
xen Vektor. Aus Gru¨nden der U¨bersichtlichkeit wird im weiteren Verlauf der Arbeit
auf eine Unterscheidung zwischen Funktionenra¨umen, die vektorielle Elemente ent-
halten und Funktionenra¨umen, die skalare Elemente enthalten, verzichtet. Fu¨r den
Raum der quadratisch integrierbaren skalaren Funktionen wird demnach ebenfalls
das Symbol L2(Ω) verwendet.
Mithilfe des L2(Ω) ko¨nnen die Funktionenra¨ume eingefu¨hrt werden, die zur Beschrei-
bung der elektromagnetischen Felder beno¨tigt werden:
H1 (Ω,ΓΦ) :={φ ∈ L2(Ω) | ∇φ ∈ L2(Ω) ∧ φ = 0 auf Γφ}, (2.57a)
H (rot; Ω,ΓE) :={E ∈ L2(Ω) | ∇ ×E ∈ L2(Ω) ∧
nˆ× (E × nˆ) = 0 auf ΓE}, (2.57b)
H (div; Ω,ΓB) :={B ∈ L2(Ω) | ∇ ·B ∈ L2(Ω) ∧
B · nˆ = 0 auf ΓB}, (2.57c)
H0 (Ω) :={ρ ∈ L2(Ω)}. (2.57d)
Durch Einfu¨hrung angepasster Skalarprodukte nach
(φ1, φ2)H1(Ω,ΓΦ) := (φ1, φ2)L2(Ω) + (∇φ1,∇φ2)L2(Ω) , (2.58a)
(E1,E2)H(rot;Ω,ΓE) := (E1,E2)L2(Ω) + (∇×E1,∇×E2)L2(Ω) , (2.58b)
(E1,E2)H(div;Ω,ΓH) := (B1,B2)L2(Ω) + (∇ ·B1,∇ ·B2)L2(Ω) , (2.58c)
(ρ1, ρ2)H0(Ω) := (ρ1, ρ2)L2(Ω) , (2.58d)
werden die Ra¨ume (2.57) zu Hilbertra¨umen.
Neben den Ra¨umen an sich sind auch deren Beziehungen untereinander von großer
Bedeutung fu¨r die korrekte Modellierung elektromagnetischer Felder. Die folgen-
den Darstellungen orientieren sich an [GK04, Kapitel 1]. Diese Beziehungen ha¨ngen
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mit den Differentialoperatoren und deren Nullra¨umen zusammen. So bildet der
Gradienten-Operator eine Funktion des H1 (Ω,ΓE) in den H (rot; Ω,ΓE) ab:
∇V ∈ H (rot; Ω,ΓE) ∀ V ∈ H1 (Ω,ΓE) . (2.59)
Der Nullraum des Gradienten-Operators ist von der Topologie des Feldgebietes Ω
abha¨ngig. Ist ΓE = ∅, wird der Nullraum von den konstanten Funktionen gebildet:
ker{grad} = {φ ∈ L2 (Ω) | φ = const}. (2.60)
Gilt andererseits ΓE 6= ∅, ist der Nullraum des Gradienten die leere Menge. Wird
der Rotationsoperator auf Funktionen des H (rot; Ω,ΓE) angewendet, fu¨hrt dies auf
eine Funktion des H (div; Ω,ΓE):
∇×E ∈ H (div; Ω,ΓE) ∀E ∈ H (rot; Ω,ΓE) . (2.61)
Der Nullraum des Rotationsoperators setzt sich aus zwei Unterra¨umen zusammen.
Der erste Unterraum ist von der Topologie des Feldgebietes unabha¨ngig und besteht
aus den Gradienten der Funktionen desH1 (Ω,ΓE). Der zweite Unterraum wiederum
ha¨ngt von der Topologie ab und wird als erste relative de Rham-Kohomologiegruppe
H1(Ω,ΓE) bezeichnet:
ker{rot} = {E ∈ L2 (Ω) | E = ∇φ, φ ∈ H1 (Ω,ΓE)}⊕H1(Ω,ΓE). (2.62)
Bei H1(Ω,ΓE) handelt es sich um einen Quotientenraum, dessen Dimension u¨ber die
erste relative Betti-Zahl β1 gegeben ist. Diese entspricht der Anzahl der Schleifen,
die nicht auf einen Punkt im Feldgebiet kontrahiert werden ko¨nnen. Bildung der
Divergenz einer Funktion des H (div; Ω,ΓE) wiederum fu¨hrt auf eine Funktion des
H0 (Ω):
∇ ·B ∈ H0 (Ω) ∀B ∈ H (div; Ω,ΓE) . (2.63)
A¨hnlich wie der Rotationsoperator, besitzt der Divergenzoperator einen Nullraum,
der in einen von der Topologie abha¨ngigen und einen von der Topologie unabha¨n-
gigen Unterraum aufgespalten werden kann:
ker{div} = {B ∈ L2 (Ω) | B = ∇×E, E ∈ H (rot; Ω,ΓE)}⊕H2(Ω,ΓE). (2.64)
Dabei ist H2(Ω,ΓE) die zweite relative de Rham-Kohomologiegruppe. Die Dimension
von H2(Ω,ΓE) heißt zweite relativen Betti-Zahl β2 und entspricht der Anzahl der Ka-
vita¨ten in Ω\ΓE, die nicht selbst zu Ω\ΓE geho¨ren. Neben den Nullra¨umen der Dif-
ferentialoperatoren ha¨ngt auch die Zusammensetzung des H0 (Ω) von der Topologie
des Feldgebietes ab. Nimmt der Rand ΓE nicht den gesamten Rand des Feldgebietes
ein, gilt also ∂Ω 6= ΓE, so wird H0 (Ω) lediglich von den Divergenzen der Funk-
tionen des H (div; Ω,ΓE) gebildet. Gilt andererseits ΓE = ∂Ω, mu¨ssen zusa¨tzlich
noch die Funktionen mit nicht verschwindendem Mittelwert zu H (div; Ω,ΓE) hin-
zugefu¨gt werden [Bos88]. Dies kann folgendermaßen motiviert werden: Fu¨r Felder
B ∈ H (div; Ω,ΓE) gilt
B · nˆ = 0 auf ΓE. (2.65)
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H1 (Ω,ΓE)
H (rot; Ω,ΓE)
H (div; Ω,ΓE)
H0 (Ω)
grad
rot
div
{const}, fu¨r ΓE = ∅
H1(Ω,ΓE)
H2(Ω,ΓE)
∇φ, φ ∈ H1 (Ω,ΓE)
∇×w, w ∈ H (rot; Ω,ΓE)
∇ · v, v ∈ H (div; Ω,ΓE) H0M (Ω) , fu¨r ΓH = ∅
Abbildung 2.5: Der de Rham-Komplex.
Ist nun ∂Ω = ΓE, folgt aus dem Gaußschen Integralsatz:∫
Ω
∇ ·B dΩ =
∮
∂Ω
B · nˆ dΓ =
∮
ΓE
B · nˆ dΓ (2.65)= 0. (2.66)
Somit ko¨nnen Funktionen, deren Integral u¨ber Ω nicht verschwindet, nicht mittels
der Divergenz einer Funktion des H (div; Ω,ΓE) ausgedru¨ckt werden. Mit der Defi-
nition
H0M (Ω) :=
{
ρ ∈ L2 (Ω)
∣∣∣∣ ∫
Ω
ρ dΩ 6= 0
}
, (2.67)
la¨sst sich der H0 (Ω) darstellen als [Bos88]
H0 (Ω) =
{
{∇ ·B,B ∈ H (div; Ω,ΓE)} fu¨r ΓH 6= ∅,
{∇ ·B,B ∈ H (div; Ω,ΓE)} ⊕H0M (Ω) fu¨r ΓH = ∅.
(2.68)
Die vorgestellten Funktionenra¨ume bilden den de Rham-Komplex [Bos88], der in
Abbildung 2.5 dargestellt ist und der die Beziehungen der Ra¨ume untereinander
noch einmal zusammenfasst.
Den Funktionenra¨umen (2.57) kommt in der Beschreibung elektromagnetischer Fel-
der deshalb eine so große Bedeutung zu, weil die Felder in diesen Ra¨umen liegen. So
ist das elektrische Skalarpotential in Abwesenheit elektrischer Doppelschichten eine
stetige Funktion des Ortes [Jac01, S. 41] und somit eine Funktion von H1 (Ω,ΓE).
Die quadratische Integrierbarkeit des Gradienten stellt dabei die Stetigkeit sicher.
Im Gegensatz dazu sind die tangentialen Komponenten der elektrischen Feldsta¨rke
sowie der magnetischen Erregung stetig, falls keine magnetischen oder elektrischen
Fla¨chenstro¨me vorhanden sind [Poz11, S. 14]. Damit sind E und H Funktionen
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Abbildung 2.6: Struktur der Maxwell-Gleichungen.
des H (rot; Ω,ΓE), da die quadratische Integrierbarkeit der Rotation, die Stetigkeit
der tangentialen Komponente gewa¨hrleistet [BBF13, S. 57]. A¨hnlich verha¨lt es sich
mit der elektrischen und der magnetischen Flussdichte sowie der elektrischen Strom-
dichte. Diese weisen in Abwesenheit elektrischer und magnetischer Fla¨chenladungen
Stetigkeit in der normalen Komponente [Poz11, S. 14] auf und sind somit Funktionen
des H (div; Ω,ΓE). Analog zu den ersten beiden Fa¨llen garantiert die quadratische
Integrierbarkeit der Divergenz die Stetigkeit der normalen Komponenten [BBF13,
S. 57]. Anders verha¨lt es sich mit der elektrischen Ladung. Sie weist keinerlei Ste-
tigkeit auf und liegt daher in H0 (Ω).
Nach Abbildung 2.5 sind die einzelnen Funktionenra¨ume lediglich u¨ber die Differen-
tialoperatoren, nicht jedoch u¨ber die Materialbeziehungen miteinander verknu¨pft.
Wird dies bei der Betrachtung der Maxwell-Gleichungen beru¨cksichtigt, so wird
deutlich, dass die elektromagnetischen Felder zwei zueinander duale Komplexe der
Form von Abbildung 2.5 bilden, die u¨ber die Materialbeziehungen miteinander ver-
knu¨pft sind [Bos98, S. 134]. Die Struktur der Maxwell-Gleichungen im Zeitbereich
ist in Abbildung 2.6 graphisch dargestellt. Neben den bereits eingefu¨hrten Feldern
sind darin zusa¨tzlich das elektrische bzw. magnetische Skalarpotential ϕe und ϕm
sowie das magnetische bzw. elektrische Vektorpotential A und F zu sehen. Diese
sind wie folgt definiert:
∇×A = B, (2.69a)
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−∇ϕe = E + ∂
∂t
A, (2.69b)
∇×F = −D, (2.69c)
−∇ϕm = H+ ∂
∂t
F . (2.69d)
Da diese Potentiale allerdings im weiteren Verlauf nicht weiter beno¨tigt werden, wird
an dieser Stelle nicht weiter auf sie eingegangen.
Die beiden Sequenzen der linken Seite in Abbildung 2.6, hier gru¨n dargestellt, bilden
den primalen Komplex, wa¨hrend die beiden rechten Sequenzen, hier rot dargestellt
den dualen Komplex bilden. Die Verknu¨pfung der beiden Komplexe erfolgt mittels
der Materialparameter durch die blau eingezeichneten Kanten. Die Wahl, welcher
der beiden Komplexe der primale ist, ist rein willku¨rlich und ha¨ngt in der Regel
davon ab, in welchen Feldern formuliert wird.
27
Kapitel 3
Eine
Finite-Elemente-Formulierung zur
Analyse axial homogener
Wellenleiter
Soll die zu analysierende Mikrowellenstruktur, wie in Abschnitt 2.5 dargelegt, als
modales Mehrtor aufgefasst und mittels Netzwerkmatrizen beschrieben werden, so
kommt der Berechnung der Eigenmoden der anregenden Wellenleiter eine entschei-
dende Bedeutung zu. In diesem Kapitel wird dazu eine entsprechende FE-Formu-
lierung vorgestellt. Es handelt sich dabei um eine niederfrequenzstabile Zweifeld-
Formulierung, im Rahmen derer die elektrische Feldsta¨rke und die magnetische
Flussdichte diskretisiert werden. Im Gegensatz zu bestehenden niederfrequenzsta-
bilen Formulierungen, wie beispielsweise [VD02], [LLL03] oder [FHDE04], fu¨hrt die
Zweifeld-Formulierung auf ein verallgemeinertes Eigenwertproblem, dessen Eigen-
wert direkt dem Ausbreitungskoeffizienten γ und nicht dessen Quadrat entspricht.
Dies fu¨hrt dazu, dass betragsma¨ßig sehr kleine Ausbreitungskoeffizienten um meh-
rere Gro¨ßenordnungen besser aufgelo¨st werden ko¨nnen. Zu diesem Punkt sei auch
auf die numerischen Beispiele in Abschnitt 3.4 verwiesen.
Der Aufbau des Kapitels ist wie folgt: Zuna¨chst wird die elementare Zweifeld-
Formulierung in Abschnitt 3.1 vorgestellt. Diese hat allerdings gegenu¨ber konkur-
rierenden Ansa¨tzen den Nachteil, dass sie fu¨r niedrige Frequenzen instabil wird und
keine verla¨sslichen Ergebnisse liefert. Die Ursachen fu¨r diese Instabilita¨t bei nied-
rigen Frequenzen werden in Abschnitt 3.2 analysiert und in Abschnitt 3.3 wird ein
Verfahren zur Stabilisierung der Formulierung vorgestellt. Damit ko¨nnen selbst im
statischen Grenzfall noch verla¨ssliche Ergebnisse berechnet werden. Das Verfahren
zur Stabilisierung entspricht dem aus [B7] und hat gegenu¨ber der Alternative aus
[A3] den Vorteil, dass die Stabilisierung zu keiner Erho¨hung der Anzahl der Un-
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Abbildung 3.1: Schematische Darstellung eines Wellenleiterquerschnitts.
bekannten fu¨hrt. Zum Abschluss des Kapitels werden in Abschnitt 3.4 numerische
Beispiele sowie ein Vergleich mit der konkurrierenden Formulierung [FHDE04] ge-
zeigt.
3.1 Elementare Zweifeld-Formulierung
Ziel dieses Abschnittes ist es, eine Zweifeld-Formulierung zur modalen Analyse axial
homogener Wellenleiter herzuleiten. Wie bereits in Abschnitt 2.4 dargestellt, zeich-
nen sich axial homogene Wellenleiter dadurch aus, dass sich Geometrie sowie Ma-
terialverhalten entlang einer Vorzugsrichtung, hier der eˆz-Richtung, nicht a¨ndern.
Somit ist die z−Abha¨ngigkeit der elektromagnetischen Felder durch (2.39) gegeben.
Zur Bestimmung der Eigenmoden sowie deren Ausbreitungskoeffizienten γ ist es da-
her ausreichend, den zweidimensionalen Querschnitt des Wellenleiters zu betrachten.
Eine schematische Darstellung eines solchen Querschnitts ist in Abbildung 3.1 ge-
geben. Im Rahmen der modalen Wellenleiteranalyse entspricht das Feldgebiet dem
Inneren des Wellenleiterquerschnitts. Dieses wird im Folgenden mit ΩWL bezeichnet,
wa¨hrend der eindimensionale Rand hier mit ∂ΩWL bezeichnet wird. Im Rahmen der
Herleitung der elementaren Zweifeld-Formulierung zur Analyse allgemeiner Wellen-
leiter wird zuna¨chst das kontinuierliche Eigenwertproblem vorgestellt, welches im
Anschluss mittels FE diskretisiert wird.
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3.1.1 Mathematisches Modell
Ausgangspunkt fu¨r die Zweifeld-Formulierung ist der Durchflutungssatz sowie das
Induktionsgesetz im Frequenzbereich (2.3b), (2.3a). Mit den Materialbeziehungen
(2.4) lassen sich diese in der elektrischen Feldsta¨rke E und der magnetischen Fluss-
dichte B formulieren:
∇×E = −jk0c0B, (3.1a)
∇× µ−1r c0B = jk0εrE + η0κE. (3.1b)
Es sei angemerkt, dass die Materialparameter in (3.1) die frequenzabha¨ngigen Mo-
delle aus Abschnitt 2.2 beinhalten. Zur Vereinfachung der Notation wird die Fre-
quenzabha¨ngigkeit der Materialparameter im Folgenden jedoch nicht explizit ange-
ben.
Entsprechend (2.39) ko¨nnen E und B folgendermaßen dargestellt werden:
E = (Et(x, y) + eˆzEz(x, y)) e
−γz, (3.2a)
B = (Bt(x, y) + eˆzBz(x, y)) e
−γz. (3.2b)
Dabei bezeichnen Et und Bt die Feldkomponenten transversal zur Wellenleiterachse
und Ez, Bz die Komponenten der Felder entlang der Achse. Analog zu den Feldern
kann auch der Differentialoperator aufgespalten werden:
∇ = ∇t + eˆz ∂
∂z
, (3.3)
wobei ∇t der transversale Anteil des Differentialoperators ist. In kartesischen Koor-
dinaten gilt
∇t =
 ∂∂x∂∂y
0
 . (3.4)
Unter Beru¨cksichtigung der z-Abha¨ngigkeit in (3.2), entspricht die Ableitung bzgl.
z einer Multiplikation mit −γ. Damit wird (3.3) zu
∇ = ∇t − γeˆz. (3.5)
Anwenden der Separation (3.2) und (3.5) auf (3.1) fu¨hrt zu
(∇t − γeˆz)× (Et + eˆzEz) = −jk0c0 (Bt +Bzeˆz) , (3.6a)
(∇t − γeˆz)× µ−1r c0 (Bt +Bzeˆz) = (jk0εr + κη0) (Et + eˆzEz) . (3.6b)
An dieser Stelle sei angemerkt, dass die gemeinsame Verwendung des Durchflu-
tungssatzes und des Induktionsgesetzes dazu fu¨hrt, dass lediglich ra¨umliche Ablei-
tungen erster Ordnung auftreten. Nach (3.5) wird klar, dass damit das Auftreten
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des Quadrates des Ausbreitungskoeffizienten vermieden wird. Der Preis dafu¨r ist,
dass sowohl E als auch B diskretisiert werden mu¨ssen, was, im Vergleich zu alter-
nativen Formulierungen, zu einer ho¨heren Anzahl an Unbekannten im resultierenden
verallgemeinerten Eigenwertproblem fu¨hrt. Wird die axiale Separation auch auf die
Gleichungen (3.6) angewendet, so ergibt sich das folgende kontinuierliche Eigenwert-
problem in den axialen und transversalen Komponenten der elektrischen Feldsta¨rke
und der magnetischen Flussdichte:
eˆz × (−∇tEz − γEt) = −jk0c0Bt, (3.7a)
eˆz · (∇t ×Et) = −jk0c0Bz, (3.7b)
eˆz ×
(−∇t(µ−1r c0Bz)− γµ−1r c0Bt) = (jk0εr + κη0)Et (3.7c)
eˆz ·
(∇t × µ−1r c0Bt) = (jk0εr + κη0)Ez, (3.7d)
Analog zum Randwertproblem der Mikrowellenstruktur (2.37), werden auch hier
geeignete Randbedingungen auf ∂ΩWL beno¨tigt. Wie in Abschnitt 2.4 dargestellt,
werden als Randbedingungen nur perfekt elektrische bzw. perfekt magnetische Lei-
ter zugelassen. Um zu verdeutlichen, dass es sich hier um eindimensionale Randbe-
dingungen handelt, werden die Teilra¨nder, die eine perfekt elektrische Leitfa¨higkeit
tragen, mit τE und die Teilra¨nder, die eine perfekt magnetische Leitfa¨higkeit tragen,
mit τH bezeichnet. Der Rand von ΩWL zerfa¨llt also in
∂ΩWL = τE ⊕ τH , (3.8)
wobei der Rand τE, nach Abschnitt 2.4 nicht leer sein soll:
τE 6= ∅. (3.9)
Wird die axiale Separation auf die Randbedingungen (2.31) und (2.32) angewendet,
ergeben sich die beno¨tigten Randbedingungen auf τE bzw. τH zu
Ez = 0
nˆ×Et = 0
nˆ ·Bt = 0
 auf τE, (3.10a)
µ−1r Bz = 0
nˆ× µ−1r Bt = 0
nˆ · εrEt = 0
 auf τH . (3.10b)
Die Gleichungen (3.7) zusammen mit den Randbedingungen (3.10) bilden das zu
lo¨sende Eigenwertproblem.
Um die elektromagnetischen Felder Et, Ez, Bt, und Bz korrekt diskretisieren zu
ko¨nnen, mu¨ssen diese in den passenden Funktionenra¨umen aus Abschnitt 2.6 dar-
gestellt werden. Dazu wird die Stetigkeit des jeweiligen Feldes auf dem Querschnitt
des Wellenleiters ΩWL analysiert. Innerhalb des dreidimensionalen Wellenleiters ist
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die tangentiale Komponente der elektrischen Feldsta¨rke an Materialu¨berga¨ngen ste-
tig. Aufgrund der Annahme der axialen Homogenita¨t des Wellenleiters ist die eˆz-
Richtung stets tangential zu mo¨glichen Materialu¨berga¨ngen gerichtet. Daher muss
Ez stetig sein. Weiterhin muss die Komponente von Et, die im Querschnitt ΩWL
tangential zum Materialu¨bergang gerichtet ist, stetig sein. Im Gegensatz zur elek-
trischen Feldsta¨rke ist die normale Komponente der magnetischen Flussdichte an
Materialu¨berga¨ngen stetig. Mittels der obigen U¨berlegungen folgt somit, dass Bz
unstetig ist, wa¨hrend die Komponente von Bt, die in ΩWL normal auf dem Mate-
rialu¨bergang steht, stetig ist. Mit den Ergebnissen aus Abschnitt 2.6 erfolgt damit
die Zuordnung der betrachteten Felder zu den passenden Funktionenra¨umen:
Ez ∈ H1 (ΩWL, τE) , (3.11a)
Et ∈ H (rot; ΩWL, τE) , (3.11b)
Bt ∈ H (div; ΩWL, τE) , (3.11c)
Bz ∈ H0 (ΩWL) . (3.11d)
Bezu¨glich der in Abschnitt 2.6 beschriebenen Eigenschaften der Funktionenra¨ume
ergibt sich fu¨r den hier betrachteten zweidimensionalen Fall eine Vereinfachung:
Um eine Funktion des H (rot; ΩWL, τE) auf eine Funktion des H (div; ΩWL, τE) zu
transformieren, wird das Kreuzprodukt mit eˆz gebildet [ZC06, Kapitel 2]. Gleichung
(2.61) muss dementsprechend durch
eˆz ×Et ∈ H (div; ΩWL, τE) ∀Et ∈ H (rot; ΩWL, τE) (3.12)
ersetzt werden. Die u¨brigen Eigenschaften der Funktionenra¨ume aus Abschnitt 2.6
bleiben weiterhin gu¨ltig. Ebenfalls unvera¨ndert bleiben die Nullra¨ume der Differen-
tialoperatoren.
3.1.2 Diskretisierung mittels finiter Elemente
Nachdem die gesuchten Felder den passenden Funktionenra¨umen zugeordnet sind,
wird das Eigenwertproblem (3.7) zusammen mit den Randbedingungen (3.10) mit-
tels finiter Elemente diskretisiert. Da die Gleichungen (3.7c) und (3.7d) Felder in
Beziehung setzen, die dem dualen Gitter zugeordnet sind, mu¨ssen diese Gleichungen
zuna¨chst in die schwache Form u¨berfu¨hrt werden. Im Gegensatz dazu ko¨nnen (3.7a)
und (3.7b) direkt diskretisiert werden.
Schwache Form
Die gesuchte schwache Form von (3.7c) und (3.7d) ergibt sich durch Multiplikation
der Gleichungen mit geeigneten Testfunktionen, anschließende Integration u¨ber den
gesamten Wellenleiterquerschnitt ΩWL und die Forderung, dass das Integral zu Null
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werden soll. Die Testfunktionen fu¨r (3.7c) sind Funktionen w ∈ H (rot; ΩWL,ΓE).
Damit berechnet sich die schwache Form von (3.7c) zu
−
∫
ΩWL
w · (eˆz ×∇tµ−1r c0Bz) dΩ− γ ∫
ΩWL
w · (eˆz × µ−1r c0Bt) dΩ
= jk0
∫
ΩWL
w · εrEt dΩ +
∫
ΩWL
w · η0κEt dΩ. (3.13)
Das erste Integral auf der linken Seite wird umgeformt zu
−
∫
ΩWL
w · (eˆz ×∇tµ−1r c0Bz) dΩ
=
∫
ΩWL
w · (∇t × µ−1r c0Bzeˆz) dΩ (3.14a)
=
∫
ΩWL
∇t ×w · eˆzµ−1r c0Bz dΩ−
∫
ΩWL
∇t ·
(
w × eˆzµ−1r c0Bz
)
dΩ (3.14b)
=
∫
ΩWL
eˆz · (∇t ×w)µ−1r c0Bz dΩ−
∫
∂ΩWL
(
w × eˆzµ−1r c0Bz
) · nˆ dΓ. (3.14c)
Das Integral u¨ber die Oberfla¨che des Wellenleiters ∂ΩWL zerfa¨llt in zwei Integrale
u¨ber τE bzw. τH . Da w ∈ H (rot; ΩWL, τE) gilt, verschwindet w auf τE. Entspre-
chend den Randbedingungen (3.10) verschwindet µ−1r Bz auf τH , sodass das gesamte
Oberfla¨chenintegral zu Null wird. Das zweite Integral der linken Seite von (3.13)
wird zu
−γ
∫
ΩWL
w · (eˆz × µ−1r c0Bt) dΩ = γ ∫
ΩWL
(eˆz ×w) · µ−1r c0Bt dΩ. (3.15)
Damit ergibt sich die schwache Form von (3.7c) zu∫
ΩWL
eˆz · (∇t ×w)µ−1r c0Bz dΩ−
∫
ΩWL
w · η0κEt dΩ
− jk0
∫
ΩWL
w · εrEt dΩ = −γ
∫
ΩWL
(eˆz ×w) · µ−1r c0Bt dΩ. (3.16)
Analog ergibt sich die schwache Form der Gleichung (3.7d) durch Multiplikation mit
λ ∈ H1 (ΩWL, τE):∫
ΩWL
λeˆz ·
(∇t × µ−1r c0Bt) dΩ = jk0 ∫
ΩWL
λεrEz dΩ +
∫
ΩWL
λη0κEz dΩ. (3.17)
Das Integral auf der linken Seite wird umgeschrieben zu∫
ΩWL
λeˆz ·
(∇t × µ−1r c0Bt) dΩ
= −
∫
ΩWL
∇t ·
(
λeˆz × µ−1r c0Bt
)
dΩ +
∫
ΩWL
(∇t × λeˆz) · µ−1r c0Bt dΩ (3.18a)
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= −
∫
∂ΩWL
λeˆz × µ−1r c0Bt dΩ−
∫
ΩWL
(eˆz ×∇tλ) · µ−1r c0Bt dΩ. (3.18b)
Genau wie in (3.14) zerfa¨llt auch hier das Integral u¨ber ∂ΩWL in Integrale u¨ber τE
und τH . Da λ ∈ H1 (ΩWL, τE) ist und somit auf τE verschwindet, und da µ−1r Bt auf
τH Null wird, liefert das Integral u¨ber ∂ΩWL keinen Beitrag. Die schwache Form von
(3.7d) ist demnach
−
∫
ΩWL
(eˆz ×∇tλ)·µ−1r c0Bt dΩ−
∫
ΩWL
λη0κEz dΩ−jk0
∫
ΩWL
λεrEz dΩ = 0. (3.19)
Die Gleichungen, die im na¨chsten Schritt diskretisiert werden, sind (3.7a), (3.7b),
(3.16), sowie (3.19).
Diskretisierung
Ziel der Diskretisierung ist es, die oben genannten Gleichungen in ein verallgemei-
nertes algebraisches Eigenwertproblem zu u¨berfu¨hren, das anschließend numerisch
gelo¨st wird. Der erste Schritt ist die Diskretisierung der Geometrie mittels eines Net-
zes bestehend aus Dreiecken. Auf diesem Netz werden Ansatzfunktionen mit kom-
paktem Tra¨ger definiert, die polynomielle Basen endlich-dimensionaler Unterra¨ume
der Funktionenra¨ume aus Abschnitt 2.6 bilden. Die elektromagnetischen Felder wer-
den dann durch eine gewichtete Superposition der Ansatzfunktionen approximiert:
c0Bt ≈
NBt∑
k=1
vBt,kvk, vk ∈ Vdiv(ΩWL) ⊂ H (div; ΩWL,ΓE) , (3.20a)
c0Bz ≈
NBz∑
k=1
vBz,kWk, Wk ∈ V0(ΩWL) ⊂ H0 (ΩWL) , (3.20b)
Et ≈
NEt∑
k=1
vEt,kwk, wk ∈ Vrot(ΩWL) ⊂ H (rot; ΩWL,ΓE) , (3.20c)
Ez ≈
NEz∑
k=1
vEz,kλk, λk ∈ V1(ΩWL) ⊂ H1 (ΩWL,ΓE) . (3.20d)
Die Skalierung der magnetischen Flussdichte mit c0 erfolgt dabei aus Gru¨nden
der numerischen Stabilita¨t. Hierarchische Basen fu¨r die FE-Ra¨ume V1(ΩWL) und
Vrot(ΩWL) sind in [Ing06] gegeben. Nach [ZC06, S. 23 f.] lassen sich aus der Ba-
sis des Vrot(ΩWL), Basen der Ra¨ume Vdiv(ΩWL) bzw. V0(ΩWL) ableiten. So gilt fu¨r
Vdiv(ΩWL)[
v1 v2 · · · vNBt
]
=
[
eˆz ×w1 eˆz ×w2 · · · eˆz ×wNEt
]
. (3.21)
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Zur Darstellung der Basisfunktionen des V0(ΩWL) muss nach dem Polynomgrad der
Ansatzfunktionen unterschieden werden. Die Ansatzfunktionen sind generell den
Fla¨chen des Netzes zugeordnet, und fu¨r niedrigste Ordnung ergeben sich die Funk-
tionen, hier mit Wˆk bezeichnet, zu[
Wˆ1 Wˆ2 · · · WˆNBz
]
=
[
1
A1
1
A2
· · · 1
ANBz
]
. (3.22)
Werden Ansatzfunktionen ho¨herer Ordnung verwendet, so werden die Funktionen
aus (3.22) im Sinne des hierarchischen Ansatzes folgendermaßen erweitert[
W1 W2 · · · WNBz
]
=
[
Wˆ1 · · · WˆNF
∣∣ ∇t · vng,1 · · · ∇t · vng,NBz−NF ] (3.23)
=
[
Wˆ1 · · · WˆNF
∣∣ −eˆz · (∇t ×wng,1) · · · −eˆz · (∇t ×wng,NBz−NF )] , (3.24)
wobei NF die Anzahl der Fla¨chen im Netz bezeichnet und wng,i fu¨r die i-te Ba-
sisfunktion des Vrot(ΩWL) steht, die keinem Gradienten entspricht. Weiterhin ist
vng,i = eˆz ×wng,i. Auf die gleiche Weise wie die elektromagnetischen Felder werden
auch die Testfunktionen zur Erzeugung der schwachen Formen (3.16) und (3.19)
auf die jeweiligen endlich-dimensionalen Unterra¨ume restringiert. Neben der diskre-
ten Darstellung der Felder und der Testfunktionen werden weiterhin die diskreten
Darstellungen der Differentialoperatoren grad, rot und div beno¨tigt. Die folgenden
U¨berlegungen orientieren sich an [ZC06, Kapitel 2.4].
Die Diskretisierung des Gradienten fu¨hrt zu einer rein topologischen Matrix, die es
ermo¨glicht, die Gradienten der Ansatzfunktionen des V1(ΩWL) aus den Basisfunk-
tionen des Vrot(ΩWL) zu extrahieren. Wird der diskrete Gradient mit G bezeichnet,
so gilt [
∇tλ1 ∇tλ2 · · · ∇tλNEz
]
=
[
w1 w2 · · · wNEt
]
G (3.25a)
⇒
[
eˆz ×∇tλ1 eˆz ×∇tλ2 · · · eˆz ×∇tλNEz
]
=
[
v1 v2 · · · vNEt
]
G. (3.25b)
Werden Ansatzfunktionen vom Polynomgrad p = 1 verwendet, so ergeben sich die
Eintra¨ge des diskreten Gradienten zu
Gˆij =

−1 falls Kante i an Knoten j beginnt,
+1 falls Kante i an Knoten j endet,
0 sonst.
(3.26)
Entsprechend [Ing06] sind fu¨r Ansatzfunktionen vom Polynomgrad p > 1 die Gra-
dienten der Basisfunktionen des V1(ΩWL) explizit in den Basen des Vrot(ΩWL)
beru¨cksichtigt. Bei entsprechender Sortierung der Basisfunktionen gilt also[
w1 w2 · · · wNEt
]
=
[
w1 w2 · · · wNEt−NEz ∇tλ1 · · · ∇tλNEz
]
, (3.27)
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womit sich der diskrete Gradient fu¨r Ansatzfunktionen ho¨herer Ordnung als
G =
Gˆ 00 0
0 INEz
 (3.28)
darstellen la¨sst. Dabei ist INEz die Einheitsmatrix der Dimension NEz.
Im na¨chsten Schritt wird der Rotationsoperator diskretisiert. Analog zum diskreten
Gradienten wird der diskrete Rotationsoperator dazu verwendet, um die negative
eˆz-Komponente der Rotation der Funktionen des Vrot(ΩWL)) aus dem V0(ΩWL) zu
extrahieren:[
−eˆz · (∇t ×w1) −eˆz · (∇t ×w2) · · · −eˆz · (∇t ×wNEt)
]
=
[
W1 W2 · · · WBz
]
R. (3.29)
Werden Ansatzfunktionen erster Ordnung verwendet, sind die Eintra¨ge des diskreten
Rotationsoperators folgendermaßen gegeben:
Rˆkl =

+1 falls Kante l Fla¨che k begrenzt und positiv orientiert ist,
−1 falls Kante l Fla¨che k begrenzt und negativ orientiert ist,
0 sonst.
(3.30)
Fu¨r Ansatzfunktionen ho¨herer Ordnung sind die Ausdru¨cke −eˆz · (∇t × wk) nach
(3.24) explizit in der Basis des V0(ΩWL) vorhanden und, eine entsprechende Sor-
tierung der Basisfunktionen vorausgesetzt, der diskrete Rotationsoperator la¨sst sich
folgendermaßen darstellen:
R =
[
Rˆ 0 0
0 0 INBz−NF ,
]
(3.31)
wobei INBz−NF die Einheitsmatrix der Dimension NBz −NF darstellt.
Der diskrete Divergenzoperator D erlaubt es, die Divergenz der Funktionen des
Vdiv(ΩWL) aus den Funktionen des V0(ΩWL) zu extrahieren:[
∇t · v1 ∇t · v2 · · · ∇t · vNBt
]
=
[
W1 W2 · · · WBz
]
D. (3.32)
Ein Vergleich von (3.23) mit (3.24) sowie die Beru¨cksichtigung von (3.29) zeigt, dass
der diskrete Divergenzoperator identisch mit dem diskreten Rotationsoperator ist:
D = R. (3.33)
Eine wichtige Eigenschaft, die die diskreten Operatoren erhalten, ist, dass der Gra-
dient im Nullraum der Rotation liegt. So gilt
RG = DG = 0. (3.34)
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Nach diesen U¨berlegungen ko¨nnen die Gleichungen (3.7a), (3.7b), (3.16) sowie (3.19)
diskretisiert werden. Das resultierende Eigenwertproblem lautet
GvEz − jk0vBt = −γvEt, (3.35a)
−RvEt + jk0vBz = 0, (3.35b)
−RTTBzvBz −TκtvEt − jk0TEtvEt = −γTBtvBt, (3.35c)
GTTBtvBt + TκzvEz + jk0TEzvEz = 0. (3.35d)
Dabei bezeichnen vBt, vEt, vBz, und vEz die Vektoren, deren Eintra¨ge die Koeffizi-
enten vBt,k, vEt,k, vBz,k bzw. vEz,k aus (3.20) sind. Die Eintra¨ge der Matrizen sind
TBz,k,l =
∫
Ω
Wkµ
−1
r Wl dΩ mit Wk,Wl ∈ V0(ΩWL), (3.36a)
Tκt,k,l =
∫
Ω
wk · η0κwl dΩ mit wk,wl ∈ Vrot(ΩWL), (3.36b)
TEt,k,l =
∫
Ω
wk · εrwl dΩ mit wk,wl ∈ Vrot(ΩWL), (3.36c)
TBt,k,l =
∫
Ω
vk · µ−1r vl dΩ mit vk,vl ∈ Vdiv(ΩWL), (3.36d)
Tκz,k,l =
∫
Ω
λkη0κλl dΩ mit λk, λl ∈ V1(ΩWL), (3.36e)
TEz,k,l =
∫
Ω
λkεrλl dΩ mit λk, λl ∈ V1(ΩWL). (3.36f)
Zusammengefasst ergibt sich folgendes verallgemeinertes algebraisches Eigenwert-
problem:
(A + jk0C) vI = γBvI (3.37)
mit
vI =

vBt
vBz
vEt
vEz
 , A =

0 0 0 G
0 0 −R 0
0 −RTTBz −Tκt 0
GTTBt 0 0 Tκz
 , (3.38a)
B =

0 0 −I 0
0 0 0 0
−TBt 0 0 0
0 0 0 0
 , C =

−I 0 0 0
0 I 0 0
0 0 −TEt 0
0 0 0 TEz
 . (3.38b)
Es ist zu sehen, dass der Eigenwert in (3.37) wie gefordert direkt dem Ausbreitungs-
koeffizienten γ entspricht.
Analyse des statischen Grenzfalls 37
Es sei an dieser Stelle angemerkt, dass die Matrizen in (3.36) im Allgemeinen fre-
quenzabha¨ngig sind. Diese Eigenschaft kommt direkt von den Materialparametern
entsprechend Abschnitt 2.2. Da die Materialeigenschaften allerdings nach (2.12)
ra¨umlich stu¨ckweise konstant sind, nimmt die Frequenzabha¨ngigkeit der Matrizen
folgende, am Beispiel der Matrix TEz gezeigte, Form an:
TEz(k0) =
NM,WL∑
j=0
εr,j(k0)TEz,j, (3.39)
wobei NM,WL die Anzahl der unterschiedlichen Materialien in ΩWL beschreibt. Diese
ist in der Regel sehr viel kleiner als die Dimension der Matrix TEz. Die Teilmatrizen
TEz,k sind konstant u¨ber der Frequenz und mu¨ssen daher nur einmal assembliert
werden. Die Frequenzabha¨ngigkeit steckt lediglich in den skalaren Koeffizienten.
Wie bereits eingangs des Kapitels angesprochen, ist die hergeleitete Formulierung fu¨r
niedrige Frequenzen instabil. Um die Gru¨nde fu¨r diese Instabilita¨t zu identifizieren
und entsprechende Gegenmaßnahmen zu entwickeln, wird im folgenden Abschnitt
das Eigenwertproblem im statischen Grenzfall analysiert.
3.2 Analyse des statischen Grenzfalls
Im statischen Grenzfall k0 = 0 vereinfacht sich das Eigenwertproblem (3.7) zu
−∇tEz = γEt, (3.40a)
∇t ×Et = 0, (3.40b)
−eˆz ×∇tµ−1r c0Bz − κη0Et = γeˆz × µ−1r c0Bt, (3.40c)
∇t × µ−1r c0Bt − κη0Ezeˆz = 0. (3.40d)
Um die auftretende Instabilita¨t korrekt beschreiben zu ko¨nnen, ist es notwendig, das
Feldgebiet ΩWL in zwei disjunkte Teilgebiete zu unterteilen. So wird das Teilgebiet
Ωκ ⊂ ΩWL eingefu¨hrt, in dem alle Materialien mit nicht verschwindender elektrischer
Leitfa¨higkeit liegen. Das verbleibende Teilgebiet, das demzufolge alle elektrischen
Nichtleiter entha¨lt, wird mit Ωll bezeichnet. Es gilt also
ΩWL = Ωκ ⊕ Ωll, (3.41)
wobei die beiden Spezialfa¨lle Ωκ = ∅ und Ωll = ∅ zula¨ssig sind.
Eine erste Klasse von Eigenlo¨sungen von (3.40) basiert auf dem Nullraum des trans-
versalen Rotationsoperators. Dieser setzt sich entsprechend (2.62) aus den Gradi-
enten der Funktionen des H1 (ΩWL, τE) sowie den Funktionen der ersten relativen
de Rham-Kohomologiegruppe H1(ΩWL) zusammen. Wie sich durch einfaches Ein-
setzen leicht u¨berpru¨fen la¨sst, sind die Gleichungen (3.40) fu¨r folgende Eigenvektoren
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und Eigenwerte
vG =

µ−1r Bt,G = ∇tψM
µ−1r Bz,G = −γGψM
Et,G = ∇tψE
Ez,G = −γGψE
 , γG beliebig (3.42)
mit beliebigen Skalarpotentialen
ψM ∈ H1 (ΩWL, τE) , und
{
ψE ∈ H1 (Ωll, τE) in Ωll,
ψE = 0 in Ωκ.
(3.43)
erfu¨llt. Es kann also zu jedem beliebigen Wert γG mittels (3.42) eine Schar von
passenden Eigenfunktionen konstruiert werden. Dass diese Lo¨sungen nicht alle phy-
sikalisch sind, ist offensichtlich. Unter Beru¨cksichtigung der Separation des Diffe-
rentialoperators (3.5) wird deutlich, dass es sich bei vG um reine Gradientenfelder
handelt. Die Ursache der unphysikalischen Lo¨sungen wird deutlich, wenn man die
transversale Divergenz von (3.7a) bildet und das Resultat von γ·(3.7b) abzieht. Dies
fu¨hrt nach kurzer Rechnung zu
γeˆz · (∇t ×Et)−∇t · [eˆz × (−∇tEz − γEt)] =
− jk0c0γBz + jk0c0∇t ·Bt, (3.44a)
⇔ jk0c0 (∇t ·Bt − γBz) = 0. (3.44b)
Dabei ist (3.44b) die mit der Wellenzahl k0 skalierte Divergenzbedingung (2.3d), auf
die die Separation nach (3.2b) und (3.5) angewendet wurde. Analog ergibt sich durch
Bildung der transversalen Divergenz von (3.7c) und anschließender Subtraktion von
γ·(3.7d)
∇t ·
[
eˆz ×
(−∇t(µ−1r c0Bz)− γµ−1r c0Bt)]− γeˆz · (∇t × µ−1r c0Bt) =
∇t · [(jk0εr + κη0)Et]− γ (jk0εr + κη0)Ez (3.45a)
⇔ jk0 (∇t · εrEt − γEz) =
{
0, in Ωll,
η0 (∇t · κEt − γκEz) , in Ωκ.
(3.45b)
Auch hier entspricht die letzte Gleichung in Ωll der mit der Wellenzahl k0 skalierten
Divergenzbedingung (2.3c). Das bedeutet, dass die Formulierung (3.7) die Diver-
genzbedingungen (2.3d) in ΩWL und (2.3c) in Ωll lediglich fu¨r k0 6= 0 beinhaltet.
Im Fall k0 = 0 sind die Divergenzbedingungen entsprechend (3.44b) und (3.45b)
nicht in (3.7) enthalten und somit auch Eigenlo¨sungen mo¨glich, deren Felder die
zugeho¨rige Divergenzbedingung verletzen. Es sind also nur die Lo¨sungen vG phy-
sikalische Lo¨sungen, deren Felder zusa¨tzlich noch die entsprechenden Divergenzbe-
dingungen erfu¨llen.
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Weiteren Lo¨sungen, die auf dem Nullraum des Rotationsoperators basieren, liegt
der Raum H1(ΩWL,ΓE) zugrunde. So erfu¨llen auch die Eigenlo¨sungen
vS =

µ−1r Bt,S ∈ H1(ΩWL,ΓE)
µ−1r Bz,S = 0
Et,S
{ ∈ H1(Ωll,ΓE) in Ωll
= 0 in Ωκ
Ez,S = 0
 , (3.46a)
γS = 0 (3.46b)
die Gleichungen (3.40), wie sich durch Einsetzen leicht u¨berpru¨fen la¨sst. Die An-
zahl dieser Nulleigenwerte entspricht der Dimension des H1(ΩWL,ΓE), was die erste
relative Betti-Zahl β1 ist. Die Felder vS erfu¨llen die Divergenzbedingungen (2.3d)
und (2.3c) [Fra97, S. 356] und entsprechen statischen TEM-Moden. Es handelt sich
somit um physikalische Moden.
Eine zweite Klasse von Eigenlo¨sungen basiert auf dem Nullraum des transversalen
Gradienten und tritt nur dann auf, wenn sich der gesamte Rand des Wellenleiters
aus perfekt elektrischen Leitern zusammensetzt, ∂ΩWL = τE, und somit τH = ∅ gilt.
In diesem Fall kann Hz = µ
−1Bz konstante Werte ungleich Null annehmen und liegt
im Nullraum des transversalen Gradienten:
∇tµ−1r c0Bz = 0, fu¨r µ−1r Bz = const 6= 0. (3.47)
Eine mo¨gliche Lo¨sung von (3.40) ist somit durch
vC =

Bt,c = 0
µ−1r Bz,c = const
Et,c = 0
Ez,c = 0
 , (3.48a)
γC beliebig, (3.48b)
gegeben. Einsetzen dieser Lo¨sung in (3.40) zeigt, dass die Gleichungen fu¨r jeden
beliebigen Wert von γ erfu¨llt sind und daher keine Aussage u¨ber den zugeho¨rigen
Eigenwert getroffen werden kann. Es sei angemerkt, dass eine analoge Lo¨sung, Ez =
const, fu¨r den Fall τE = ∅ existieren wu¨rde, wa¨re dieser nicht ausgeschlossen. Die
Tatsache, dass die Lo¨sungen (3.48) nur im statischen Grenzfall existieren, obwohl der
Nullraum des transversalen Gradienten unabha¨ngig von der Frequenz ist, la¨sst sich
folgendermaßen erkla¨ren: Die konstanten Felder Bz,c liegen im Raum H0M (ΩWL) aus
(2.67). Nach Definition des H0M (ΩWL) ist deren Integral u¨ber ΩWL ungleich Null.
Wird Gleichung (3.7b) fu¨r Frequenzen ungleich Null betrachtet, so ergibt sich
−jk0c0
∫
ΩWL
Bz dΩ =
∫
ΩWL
eˆz · (∇t ×Et) dΩ (3.49a)
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= −
∫
ΩWL
∇t · (eˆz ×Et) dΩ (3.49b)
= −
∮
∂ΩWL
(eˆz ×Et) · nˆ dΓ (3.49c)
= −
∫
ΓE
(eˆz ×Et) · nˆ dΓ = 0. (3.49d)
Damit ist also fu¨r k0 6= 0 sichergestellt, dass Bz /∈ H0M (ΩWL) gilt. Fu¨r den Fall
k0 = 0 hingegen entfa¨llt diese Orthogonalisierung, und Bz ∈ H0M (ΩWL) ist mo¨glich.
Es bleibt die Frage zu kla¨ren, ob vC eine physikalisch sinnvolle Lo¨sung darstellt.
Wie bereits am Anfang des Abschnitts gezeigt, ist die Divergenzbedingung fu¨r die
magnetische Flussdichte im statischen Grenzfall nicht in der verwendeten Formulie-
rung enthalten. Um also beurteilen zu ko¨nnen, ob vC physikalisch ist, muss u¨berpru¨ft
werden, ob die Divergenzbedingung erfu¨llt ist. Einsetzen von vC in (2.3d) fu¨hrt auf
∇t ·Bt,c − γCBz,C = −γCBz,C = 0. (3.50)
Damit die Divergenzbedingung erfu¨llt ist, muss demnach γC = 0 gelten. Die Lo¨sung
(vC , γC = 0) stellt somit eine physikalische Lo¨sung dar. Der gefundene Mode exis-
tiert dabei nur in Wellenleitern, die komplett mit perfekt elektrisch leitfa¨higem Ma-
terial umschlossen sind. Das modale Feld besteht lediglich aus einem statischen
Magnetfeld, welches entlang der Wellenleiterachse orientiert ist, und welches sowohl
in der transversalen als auch in der axialen Richtung konstant ist. Dieser Mode
genu¨gt den Maxwell-Gleichungen, kann aber nur im statischen Fall auftreten und
ist in praktischen Anwendungen von keinerlei Interesse. Aus diesem Grund wird im
na¨chsten Abschnitt ein Verfahren vorgestellt, um das Auftreten dieser Eigenlo¨sung
zu verhindern.
3.3 Stabilisierung fu¨r niedrige Frequenzen
Zuna¨chst wird das Eigenwertproblem bzgl. der Lo¨sungen vC aus (3.48) stabilisiert:
Fu¨r die konstanten, in eˆz gerichteten magnetischen Felder, die fu¨r die Lo¨sungen
(3.48) verantwortlich sind, gilt Bz,c ∈ H0M (ΩWL). Dieser Raum wird von den Funk-
tionen gebildet, deren Integral u¨ber ΩWL nicht verschwindet. Um das Auftreten
dieser Lo¨sungen zu verhindern, wird die Bedingung∫
ΩWL
Bz dΩ = 0 (3.51)
mittels eines Lagrange-Multiplikators pc, a¨hnlich wie in [KMEK90], [DEPL00], in
das Eigenwertproblem eingepra¨gt. Aufgrund der Konstruktion der Basisfunktionen
des V0(ΩWL), werden die Bz,c im Diskreten lediglich von den Ansatzfunktionen
niedrigster Ordnung gebildet. Da die Ansatzfunktionen ho¨herer Ordnung nach (3.23)
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den Divergenzen der Funktionen des Vdiv(ΩWL) entsprechen, ko¨nnen diese keine
diskreten Funktionen des H0M (ΩWL) darstellen. Die Diskretisierung von (3.51) fu¨hrt
somit auf
vTc vBz = 0, (3.52)
mit den Eintra¨gen von vc definiert als
vc,j =
{
sign(det Jj), falls j ≤ NF ,
0, sonst,
(3.53)
wobei Jj die Jacobi-Matrix des j-ten Fla¨chenelements darstellt. Durch Einbringen
des Lagrange-Multiplikators transformiert sich das diskrete Eigenwertproblem (3.35)
zu
GvEz − jk0vBt = −γvEt, (3.54a)
−RvEt + pcvc + jk0vBz = 0, (3.54b)
−RTTBzvBz −TκtvEt − jk0TEtvEt = −γTBtvBt, (3.54c)
GTTBtvBt + TκzvEz + jk0TEzvEz = 0, (3.54d)
vTc vBz = 0. (3.54e)
Im na¨chsten Schritt wird bzgl. der unphysikalischen Gradienten-Felder vG aus (3.42)
stabilisiert: Wie bereits in Abschnitt 3.2 festgestellt wurde, treten diese Lo¨sungen
auf, weil die Divergenzbedingungen der Flussdichten nur in frequenzskalierter Form
in der Formulierung enthalten sind. Die Idee zur Stabilisierung ist dementsprechend,
die Divergenzbedingungen in unskalierter Form
(∇t − γeˆz) · ε (Et + Ezeˆz) = ∇t · εrEt − γεrEz = 0 in Ωll, (3.55a)
(∇t − γeˆz) · (Bt +Bzeˆz) = ∇t ·Bt − γBz = 0 in Ω, (3.55b)
in das Eigenwertproblem einzubringen. Dazu wurden zwei unterschiedliche Verfah-
ren entwickelt [A3], [B7]. Im Rahmen des ersten Verfahrens wurden die Bedingungen
(3.55) ebenfalls mittels Lagrange-Multiplikatoren in das Eigenwertproblem einge-
pra¨gt [A3], [B7]. Dieses Vorgehen hat allerdings den Nachteil, dass die Anzahl an
Unbekannten weiter erho¨ht wird.
Um diesen Anstieg an Unbekannten zu vermeiden, wurde ein zweites Verfahren ent-
wickelt [B7]. Die Idee dieses Verfahrens ist, die transversalen Felder Bt und Et,
sowie die transversalen Gleichungen (3.7a) und (3.7c) weiter aufzuspalten. Dies er-
laubt es, die frequenzskalierten Divergenzbedingungen zu extrahieren und in den
entsprechenden Gebieten durch die unskalierten Versionen (3.55) zu ersetzen. Die
Anzahl der Unbekannten bleibt dadurch konstant. Vom Raum H (rot; ΩWL, τE),
in dem die transversale Komponente der elektrischen Feldsta¨rke liegt, werden die
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Gradienten des H1 (ΩWL, τE) abgespalten. Im verbleibenden Rest liegen zum einen
Felder mit nicht verschwindender Rotation und zum anderen der Quotientenraum
H1(ΩWL, τE). Entsprechend wird auch die transversale Komponente der elektrischen
Feldsta¨rke zerlegt. Der Anteil, der den Gradienten entspricht, wird im Folgenden mit
Et,G bezeichnet, wa¨hrend der verbleibende Anteil mit Et,c bezeichnet wird. Es gilt
also
Et = Et,G +Et,c = ∇tψ +Et,c, (3.56)
mit
ψ ∈ H1 (ΩWL, τE) , (3.57a)
Et,c ∈ H (rot; ΩWL, τE) \∇tH1 (ΩWL, τE) . (3.57b)
Analog dazu wird der Raum H (div; ΩWL, τE), in dem die transversale Komponente
der magnetischen Flussdichte liegt, zerlegt in reine Wirbelfelder und einen Rest.
Dieser Rest umfasst die Felder mit nicht verschwindender Divergenz sowie den
H2(ΩWL, τE). Es sei an dieser Stelle klargestellt, dass sich die Divergenz hier auf
den transversalen Divergenzoperator bezieht, der auf die transversale Komponente
der magnetischen Flussdichte wirkt. Die Tatsache, dass die gesamte magnetische
Flussdichte B = Bt +Bzeˆz divergenzfrei ist, bleibt davon unberu¨hrt. Die transver-
sale Komponente der magnetischen Flussdichte wird somit dargestellt als
Bt = Bt,W +Bt,c = −∇t × Azeˆz +Bt,c = eˆz ×∇tAz +Bt,c, (3.58)
mit
Az ∈ H1 (ΩWL, τE) , (3.59a)
Bt,c ∈ H (div; ΩWL, τE) \eˆz ×∇tH1 (ΩWL, τE) . (3.59b)
Werden diese Aufspaltungen auf das Eigenwertproblem (3.7) angewendet, so ergibt
sich
eˆz × [−∇tEz − γ (Et,c +∇tψ)] = −jk0c0 (eˆz ×∇tAz +Bt,c) , (3.60a)
eˆz · (∇t ×Et,c) = −jk0c0Bz, (3.60b)
eˆz ×
[−∇t(µ−1r c0Bz)− γµ−1r c0(eˆz ×∇tAz +Bt,c)]
= (jk0εr + κη0) (∇tψ +Et,c) , (3.60c)
eˆz ·
[∇t × µ−1r c0 (eˆz ×∇tAz +Bt,c)] = (jk0εr + κη0)Ez, (3.60d)
wa¨hrend sich die Divergenzbedingungen (3.55) zu
∇t · εr (∇tψ +Et,c)− γεrEz = 0 in Ωll, (3.61a)
∇t ·Bt,c − γBz = 0 in ΩWL (3.61b)
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Abbildung 3.2: Baum-Kobaum-Zerlegung am Beispiel eines Parallelplattenwellenlei-
ters.
transformieren. Die Randbedingungen (3.10) werden zu
Ez = 0
ψ = 0
Az = 0
nˆ×Et,c = 0
nˆ ·Bt,c = 0

auf τE,
µ−1r Bz = 0
nˆ · εr∇tψ = 0
nˆ× µ−1r eˆz ×∇tAz = 0
nˆ× µ−1r Bt = 0
nˆ · εrEt = 0

auf τH . (3.62)
Im Folgenden wird die Aufspaltung der elektrischen Feldsta¨rke nach (3.56) ins Dis-
krete u¨bertragen. Dazu mu¨ssen die Gradienten aus dem endlich-dimensionalen Raum
Vrot(ΩWL) entfernt werden.
Fu¨r Ansatzfunktionen niedrigster Ordnung wird dazu eine Baum-Kobaum-Zerlegung
[AR88] verwendet. Diese stammt aus der Graphentheorie [Cha85]. Die freien Kno-
ten und freien Kanten des Netzes, also die, die nicht auf τE liegen, werden dazu
als Graph angesehen. Ein Baum eines Graphen ist eine Menge von Kanten, die al-
le Knoten miteinander verbinden, dabei jedoch keine geschlossenen Schleifen bilden
[Cha85, S. 80]. Eine besondere Rolle spielen die Knoten und Kanten, die auf dem Di-
richletschen Rand τE liegen. Im Rahmen der Konstruktion des Baumes werden alle
zusammenha¨ngenden Knoten und Kanten auf τE zu jeweils einem einzelnen Knoten
zusammengezogen. Fu¨r den Fall, dass der zu analysierende Wellenleiter NτE vonein-
ander getrennte Elektroden besitzt, werden NτE nicht-zusammenha¨ngende Ba¨ume
konstruiert, von denen jeder genau eine der Elektroden entha¨lt. Man spricht auch
von einem Wald [Cha85, S. 80]. Die verbleibenden Kanten bilden den Kobaum.
Wird der Wald auf diese Weise konstruiert, dann entspricht die Anzahl der freien
Baum-Kanten der Anzahl der freien Knoten im Netz. Die Realisierung der Zerle-
gung des Netzes erfolgt mittels des Kruskal-Algorithmus [CLRS01, S. 568 ff.]. In
Abbildung 3.2 ist die Baum-Kobaum-Aufspaltung am Beispiel des Netzes eines Par-
allelplattenwellenleiters dargestellt. Da hier zwei getrennte Elektroden vorliegen, in
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der Abbildung rot gekennzeichnet, wird das Netz in einen Wald, bestehend aus zwei
Ba¨umen, sowie die verbleibenden Kobaum-Kanten aufgespalten. Um die Gradien-
ten aus den Ansatzfunktionen niedrigster Ordnung des Vrot(ΩWL) zu eliminieren,
werden die Unbekannten, die den Baum-Kanten zugeordnet sind, zu Null gesetzt
[AR88].
Im Gegensatz dazu ist nach (3.27) in den Ansatzfunktionen ho¨herer Ordnung eine
explizite Basis fu¨r die Gradienten vorhanden. Um die Gradienten zu eliminieren,
werden die entsprechenden Unbekannten zu Null gesetzt. Im Folgenden wird der so
erstellte FE-Raum mit Vrotc (ΩWL,ΓE) ⊂ H (rot; ΩWL, τE) \∇tH1 (ΩWL, τE) bezeich-
net.
Die diskrete Darstellung der Zerlegung der transversalen Komponente der magneti-
schen Flussdichte ergibt sich aufgrund von (3.12) und (3.58) analog zur elektrischen
Feldsta¨rke. Die neu eingefu¨hrten Felder werden durch
c0Az ≈
∑
k
vAz,kλk, λk ∈ V1(ΩWL), (3.63a)
c0Bt,c ≈
∑
k
vBc,kvk, vk ∈ Vdivc (ΩWL) = eˆz × Vrotc (ΩWL), (3.63b)
Et,c ≈
∑
k
vEc,kwk, wk ∈ Vrotc (ΩWL), (3.63c)
ψ ≈
∑
k
vψ,kλk, λk ∈ V1(ΩWL). (3.63d)
approximiert. Die Gleichungen des algebraischen Eigenwertproblem (3.35) transfor-
mieren sich durch die Aufspaltung zu
GvEz − jk0 (ICvBc + GvAz) = −γ (ICvEc + Gvψ) , (3.64a)
−RICvEc + jk0vBz = 0, (3.64b)
−RTTBzvBz −Tκt (ICvEc + Gvψ)− jk0TEt (ICvEc + Gvψ)
= −γTBt (ICvBc + GvAz) , (3.64c)
GTTBt (ICvBc + GvAz) + TκzvEz + jk0TEzvEz = 0, (3.64d)
wobei die Matrix IC die Unbekannten, die dem Vrotc (ΩWL) bzw. dem Vdivc (ΩWL)
zugeordnet sind, auf alle Unbekannten, die dem Vrot(ΩWL) bzw. dem Vdiv(ΩWL)
zugeordnet sind, abbildet. Diese Matrix wird aus einer Einheitsmatrix konstruiert,
deren Dimension der Dimension des Vrot(ΩWL) entspricht. Aus dieser Einheitsmatrix
entsteht IC durch die Streichung aller Spalten, deren Unbekannte reinen Gradienten
zugeordnet sind. Um geeignete Gleichungen zu finden, die durch die unskalierten
Divergenzbedingungen ersetzt werden ko¨nnen, werden die Gleichungen (3.64a) und
(3.64c) ebenfalls entsprechend den jeweiligen Funktionenra¨umen aufgespalten. Dies
geschieht durch Projektion der Gleichungen auf Basen der beiden diskreten Ra¨ume.
Diese Basen sind zum einen der diskrete Gradient sowie die Matrix IC . Aus (3.64a)
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wird somit
GTGvEz − jk0
(
GT ICvBc + G
TGvAz
)
= −γ (GT ICvEc + GTGvψ) , (3.65a)
ITCGvEz − jk0
(
ITCICvBc + I
T
CGvAz
)
= −γ (ITCICvEc + ITCGvψ) , (3.65b)
wa¨hrend (3.64c) in
−ITCRTTBzvBz − ITCTκt (ICvEc + Gvψ)− jk0ITCTEt (ICvEc + Gvψ)
= −γITCTBt (ICvBc + GvAz) , (3.66a)
−GTTκt (ICvEc + Gvψ)− jk0GTTEt (ICvEc + Gvψ)
= −γGTTBt (ICvBc + GvAz) , (3.66b)
aufgespalten wird. Das bis zu diesem Zwischenschritt zu lo¨sende verallgemeiner-
te algebraische Eigenwertproblem setzt sich aus (3.65a), (3.65b), (3.64b), (3.66a),
(3.66b), sowie (3.64d) zusammen. Es sei an dieser Stelle angemerkt, dass obwohl
das algebraische Eigenwertproblem nun aus mehr Gleichungen besteht, die Anzahl
der Unbekannten gleich geblieben ist und weiterhin der Anzahl an Unbekannten von
(3.35) entspricht.
Bevor geeignete Gleichungen zum Ersetzen durch die Divergenzbedingungen (3.61)
identifiziert werden, werden die Gleichungen (3.61) diskretisiert. Dazu wird (3.61a)
zuna¨chst in die schwache Form u¨berfu¨hrt. Dies geschieht durch Testen mit Testfunk-
tionen λ ∈ H1 (ΩWL, τE):∫
ΩWL
λ∇t · εr (∇tψ +Et,c) dΩ = γ
∫
ΩWL
λεrEz dΩ, (3.67a)∫
ΩWL
∇t · [λεr (∇tψ +Et,c)] dΩ−
∫
ΩWL
∇tλ · εr (∇tψ +Et,c) dΩ
= γ
∫
ΩWL
λεrEz dΩ. (3.67b)
Das erste Integral auf der linken Seite wird zu∫
∂ΩWL
[λεr (∇tψ +Et,c)] · nˆ dΓ =
∫
τE
[λεr (∇tψ +Et,c)] · nˆ dΓ
+
∫
τH
[λεr (∇tψ +Et,c)] · nˆ dΓ (3.68a)
=0. (3.68b)
Das Integral u¨ber τE verschwindet, da die Testfunktionen λ ∈ H1 (ΩWL, τE) sind,
wa¨hrend das Integral u¨ber τH wegen Randbedingung (3.62) zu Null wird. Damit
ergibt sich die schwache Form von (3.61) zu∫
ΩWL
∇tλ · εr∇tψ dΩ +
∫
ΩWL
∇tλ · εrEt,c dΩ = −γ
∫
ΩWL
λεrEz dΩ. (3.69)
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Wird die schwache Form mit den Methoden aus Abschnitt 3.1 diskretisiert, ergibt
sich
GTTEtICvEc + G
TTEtGvψ = −γTEzvEz. (3.70)
Im Gegensatz zu (3.61a) wird (3.61b) direkt diskretisiert zu
DICvBc − γvBz = RICvBc − γvBz = 0, (3.71)
Im na¨chsten Schritt werden geeignete Gleichungen gesucht, die durch (3.70) und
(3.71) ersetzt werden ko¨nnen. Aus Gru¨nden der U¨bersichtlichkeit werden an dieser
Stelle die bis zu diesem Schritt vorhandenen Gleichungen nochmals angegeben:
GTGvEz − jk0
(
GT ICvBc + G
TGvAz
)
= −γ (GT ICvEc + GTGvψ) , (3.72a)
ITCGvEz − jk0
(
ITCICvBc + I
T
CGvAz
)
= −γ (ITCICvEc + ITCGvψ) , (3.72b)
−RICvEc + jk0vBz = 0, (3.72c)
−ITCRTTBzvBz − ITCTκt (ICvEc + Gvψ)− jk0ITCTEt (ICvEc + Gvψ)
= −γITCTBt (ICvBc + GvAz) , (3.72d)
−GTTκt (ICvEc + Gvψ)− jk0GTTEt (ICvEc + Gvψ)
= −γGTTBt (ICvBc + GvAz) , (3.72e)
GTTBt (ICvBc + GvAz) + TκzvEz + jk0TEzvEz = 0. (3.72f)
Um geeignete Gleichungen zu finden, die durch die Divergenzbedingungen ersetzt
werden, wird die lineare Abha¨ngigkeit der Gleichungen (3.72), (3.70) und (3.71)
untersucht. Wie sich durch Einsetzen leicht u¨berpru¨fen la¨sst, gilt
γ · (3.72f)− (3.72e) = jk0 · (3.70) in Ωll, (3.73a)
−RIC · (3.72b)− γ · (3.72c) = jk0 · (3.71) in ΩWL. (3.73b)
An Gleichung (3.73a) ist zu sehen, dass (3.72e) durch (3.70) direkt ersetzt werden
kann und trotzdem weiterhin erfu¨llt bleibt. Die Restriktion auf Ωll bedeutet dabei,
dass nur die Zeilen der Gleichung (3.72e) ersetzt werden, deren zugeho¨rige Ansatz-
funktionen in Ωκ verschwindenden. Da (3.72e) fu¨r k0 = 0, γ = 0 verschwindet, stellt
dieser Sonderfall keinerlei Probleme dar.
Das Finden einer geeigneten Gleichung, die durch (3.71) ersetzt wird, ist dagegen
komplizierter. An (3.73b) ist zu erkennen, dass das Einbringen von (3.71) fu¨r (3.72c)
dazu fu¨hren wu¨rde, dass (3.72c) fu¨r den Fall γ = 0 nicht la¨nger erfu¨llt wa¨re. Damit
ko¨nnten beispielsweise TEM-Moden bei k0 = 0 nicht korrekt dargestellt werden.
Somit wird (3.72b) ersetzt, wobei allerdings der Nullraum der Matrix RIC beachtet
werden muss. Dieser besteht aus den Feldern des H1(ΩWL, τE), dessen Dimension
der ersten relativen Betti-Zahl β1 entspricht und der demzufolge nur dann auftritt,
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wenn mindestens zwei voneinander getrennte Elektroden in der Struktur vorhan-
den sind. Aufgrund dieses Nullraumes wird der diskrete Raum Vrotc (Ω), in dem
(3.72c) liegt, weiter zerlegt. Die Aufspaltung erfolgt zum einen in die Komponenten
des diskreten V 1(ΩWL) ⊂ H1(ΩWL, τE) und zum anderen in die Komponenten des
Vrott (ΩWL) = Vrotc (ΩWL)\V 1(ΩWL). Die beno¨tigte Basis des V 1(ΩWL) wird von β1
Ansatzfunktionen niedrigster Ordnung gebildet, die beliebigen Kanten zugeordnet
sind, die die einzelnen Ba¨ume der getrennten Elektroden miteinander verbinden.
Dies kann folgendermaßen erkla¨rt werden: Nach [GK04, Kap. 1G] bilden Folgen von
Kanten, die jeweils zwei Elektroden direkt miteinander verbinden, eine Basis fu¨r
die erste relative Homologiegruppe. Weiterhin unterscheiden sich diese Folgen von
Kanten und die Kanten, die die jeweiligen Ba¨ume miteinander verbinden, lediglich
durch Baum-Kanten. Die Ansatzfunktionen, die den Baum-Kanten zugeordnet sind,
werden im Rahmen der Baum-Kobaum-Eichung zu Null gesetzt, sodass die Ansatz-
funktionen der Kanten, die jeweils zwei getrennte Ba¨ume miteinander verbinden,
eine Basis des diskreten V 1(ΩWL) bilden.
Analog zur Matrix IC wird im Folgenden die Matrix Bg konstruiert, die die Un-
bekannten der Funktionen des V 1(ΩWL) der Gesamtheit aller Unbekannten des
Vrot(ΩWL) zuordnet. Die Matrix, die die Unbekannten des Vrotc (ΩWL)\V 1(ΩWL) der
Gesamtheit der Unbekannten des Vrot(ΩWL) zuweist, wird mit IT bezeichnet. Die
Gleichung (3.72b) zerfa¨llt damit in die folgenden zwei Gleichungen:
ITTGvEz − jk0
(
ITT ICvBc + I
T
TGvAz
)
= −γ (ITT ICvEc + ITTGvψ) , (3.74a)
BTg GvEz − jk0
(
BTg ICvBc + B
T
g GvAz
)
= −γ (BTg ICvEc + BTg Gvψ) . (3.74b)
Auf diese Weise ist sichergestellt, dass (3.74a) nicht im Nullraum der Matrix RIC
liegt.
Allerdings kann (3.74a) nicht direkt durch (3.71) ersetzt werden. Zuna¨chst muss
gewa¨hrleistet werden, dass beide Gleichungen die gleiche Anzahl an Zeilen besit-
zen, um zu gewa¨hrleisten, dass die entstehende Matrix weiterhin quadratisch ist.
Wa¨hrend die Anzahl der Zeilen von (3.74a) der Dimension des Vrotc (ΩWL) minus β1
entspricht, ist die Anzahl der Zeilen von (3.71) gleich der Dimension des V0(ΩWL).
Fu¨r Ansatzfunktionen niedrigster Ordnung entspricht die Dimension des Vrotc (ΩWL)
der Anzahl der Kobaum-Kanten NC , und die Dimension des V0(ΩWL) der Anzahl
der Fla¨chen NF . Werden Ansatzfunktionen ho¨herer Ordnung verwendet, erho¨ht sich
die Dimension der beiden Ra¨ume gleichermaßen, sodass die Ersetzung dieser Anteile
direkt durchgefu¨hrt wird. Kritisch sind also lediglich die Ansatzfunktionen niedrigs-
ter Ordnung.
Um den Zusammenhang zwischen der Anzahl der Kobaum-Kanten, der Fla¨chen
sowie der ersten relativen Betti-Zahl analysieren zu ko¨nnen, werden zuna¨chst weitere
Gro¨ßen eingefu¨hrt: So wird die Anzahl der freien Knoten mit NN , die Anzahl aller
freien Kanten mit NE und die Anzahl der Baum-Kanten mit NT bezeichnet. Nach
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[GK04, S.138] gilt
NF −NE +NN = NF −NC −NT +NN = β0 − β1 + β2, (3.75)
wobei βi die i-te relative Betti-Zahl ist. Fu¨r diese gilt nach [GK04, Kap. 1G]
β0 = 0, da τE 6= ∅, (3.76a)
β1 = NτE − 1, (3.76b)
β2 =
{
1, falls τH = ∅,
0, sonst,
(3.76c)
wobei NτE wieder die Anzahl der disjunkten Elektroden bezeichnet. Damit und mit
NT = NN folgt aus (3.75)
NF − (NC − β1) = β2. (3.77)
Es mu¨ssen also zwei Fa¨lle unterschieden werden: Wenn τh 6= ∅ und somit β2 =
0 gilt, stimmt die Anzahl der Zeilen von (3.74a) mit der Anzahl der Zeilen von
(3.71) u¨berein und (3.74a) wird direkt ersetzt. Gilt hingegen τh = ∅ und β2 = 1,
dann besitzt die Divergenzbedingung (3.71) eine Zeile mehr als die zu ersetzende
Gleichung (3.74a). Um dennoch ein quadratisches System zu erhalten, wird (3.71)
im Sinne einer Normalengleichung auf den Bildraum von TBzRIT projiziert:
ITTD
TTBzDvBc − γITTDTTBzvBz = ITTRTTBzDvBc − γITTRTTBzvBz = 0. (3.78)
Durch das Einpra¨gen der obigen Gleichung anstelle der Divergenzbedingung (3.71)
ist zuna¨chst fraglich, ob (3.71) exakt erfu¨llt ist. Um dies zu untersuchen, wird das
entstehende Residuum
rB = RvBc − γvBz (3.79)
betrachtet, das nach (3.78) orthogonal auf dem Bildraum von TBzRIT steht:
ITTR
TTBzrB = 0. (3.80)
Durch einen Vergleich von (3.7c) mit (3.35c) wird deutlich, dass es sich bei RTTBz
um die Diskretisierung des Gradienten auf dem dualen Gitter handelt. Wie in Ab-
schnitt 2.6 dargestellt wurde, besteht der Nullraum des Gradienten aus den Feldern
des H0M (ΩWL). Damit ein Residuum rB ungleich Null entstehen kann, das aber
dennoch im Nullraum der Matrix RTTBz liegt, muss also rB ein diskretes Feld des
H0M (ΩWL) sein. Diese Felder ko¨nnen nach Abschnitt 2.6 nicht u¨ber die Divergenz
eines Feldes des H (div; ΩWL, τE) dargestellt werden. Die einzige Mo¨glichkeit, dass
solch ein Residuum entsteht, ist demnach, dass vBz ein diskretes Feld des H0M (ΩWL)
ist. Da allerdings das Auftreten dieser Felder mittels des Lagrange-Multiplikators pc
verhindert wurde, folgt daraus, dass rB nicht im Nullraum der Matrix I
T
TR
TTBz
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liegen kann und somit rB = 0 gelten muss. Damit ist sichergestellt, dass die Diver-
genzbedingung (3.71) exakt erfu¨llt ist.
Damit sind alle beno¨tigten Fa¨lle abgedeckt, und es ist sichergestellt, dass die Zwei-
feld-Formulierung auch fu¨r niedrige Frequenzen bis hin zum statischen Grenzfall
verla¨ssliche Ergebnisse liefert. Der U¨bersichtlichkeit halber werden im Folgenden
die finalen Gleichungen des diskreten Eigenwertproblems fu¨r den Fall τH 6= ∅ sowie
fu¨r den Fall τH = ∅ zusammenfassend angegeben.
Fu¨r τH 6= ∅ und somit β2 = 0 muss folgendes Eigenwertproblem gelo¨st werden:
GTGvEz − jk0
(
GT ICvBc + G
TGvAz
)
= −γ (GT ICvEc + GTGvψ) , (3.81a)
RICvBc − γvBz = 0, (3.81b)
BTg GvEz − jk0
(
BTg ICvBc + B
T
g GvAz
)
= −γ (BTg ICvEc + BTg Gvψ) , (3.81c)
−RvEt + jk0vBz = 0, (3.81d)
−ITCRTTBzvBz − ITCTκt (ICvEc + Gvψ)− jk0ITCTEt (ICvEc + Gvψ)
= −γITCTBt (ICvBc + GvAz) , (3.81e)
GTTEtICvEc + G
TTEtGvψ = −γTEzvEz, (3.81f)
GTTBtvBt + TκzvEz + jk0TEzvEz = 0. (3.81g)
Es sei angemerkt, dass (3.81c) entfa¨llt, falls nur eine Elektrode vorhanden ist.
Gilt τH = ∅, nimmt das Eigenwertproblem die folgende Form an:
GTGvEz − jk0
(
GT ICvBc + G
TGvAz
)
= −γ (GT ICvEc + GTGvψ) , (3.82a)
ITTR
TTBzDvBc − γITTRTTBzvBz = 0 (3.82b)
BTg GvEz − jk0
(
BTg ICvBc + B
T
g GvAz
)
= −γ (BTg ICvEc + BTg Gvψ) , (3.82c)
−RvEt + pcvc + jk0vBz = 0, (3.82d)
−ITCRTTBzvBz − ITCTκt (ICvEc + Gvψ)− jk0ITCTEt (ICvEc + Gvψ)
= −γITCTBt (ICvBc + GvAz) , (3.82e)
GTTEtICvEc + G
TTEtGvψ = −γTEzvEz, (3.82f)
GTTBtvBt + TκzvEz + jk0TEzvEz = 0, (3.82g)
vTc vBz = 0. (3.82h)
Im na¨chsten Abschnitt wird die Zuverla¨ssigkeit der hergeleiteten Formulierung an-
hand numerischer Beispiele demonstriert.
3.4 Numerische Beispiele
Da die Stabilisierung der Formulierung maßgeblich von der Topologie des Feldgebie-
tes abha¨ngt, werden in diesem Abschnitt drei numerische Beispiele mit verschiede-
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Abbildung 3.3: PPWL: (a) Geometrie, Abmessungen in mm, (b) Dispersions-
Diagramm der vier dominanten Moden.
nen relativen Betti-Zahlen betrachtet. Die folgenden Simulationen wurden alle an-
hand einer Implementierung in MATLAB R2013b auf einem Intel R© Core i5-3570K,
3, 4 GHz Prozessor mit sowie 32 GB RAM durchgefu¨hrt. Zur Lo¨sung der algebrai-
schen Eigenwertprobleme wurde der interne MATLAB Eigenwertlo¨ser fu¨r schwach
besetzte verallgemeinerte Eigenwertprobleme verwendet.
3.4.1 Parallelplattenwellenleiter
Als erstes numerisches Beispiel wird der PPWL aus Abbildung 3.3a analysiert. Die
Ober- und Unterseite der dargestellten Struktur werden als perfekt elektrische Leiter
modelliert, wa¨hrend beide Seitenwa¨nde eine perfekt magnetisch leitende Randbedin-
gung tragen. Somit besitzt die Struktur zwei Elektroden und der Rand τH ist nicht
leer. Damit gilt: β1 = 1 und β2 = 0. Unter Verwendung von Ansatzfunktionen zwei-
ter Ordnung werden die ersten vier Moden in einem Frequenzband von [0, 40] GHz
an 4001 diskreten Frequenzpunkten berechnet. Aufgrund der geringen Breite der
Struktur sind die ersten vier Moden der TEM-, der TM1- , der TM2- sowie der
TM3-Mode. Die berechneten Ausbreitungskoeffizienten sowie die nach [Poz11, Ka-
pitel 3.2] analytisch berechneten Referenzwerte sind im Dispersions-Diagramm in
Abbildung 3.3b dargestellt. Es ist eine sehr gute U¨bereinstimmung der Werte zu
erkennen. Der relative Fehler in γ,
eγ =
|γRef − γNum|
|γRef | , (3.83)
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Abbildung 3.4: PPWL: (a) relativer Fehler in den Ausbreitungskoeffizienten u¨ber
der Frequenz, (b) Fehler des Ausbreitungskoeffizienten des TM1-Modes u¨ber der
Anzahl der Unbekannten.
ist fu¨r die vier berechneten Moden in Abbildung 3.4a gezeigt und liegt in dem
gesamten betrachteten Frequenzband unter 10−2, abseits der Grenzfrequenz sogar
unter 10−5. Der vergleichsweise hohe Fehler nahe der Grenzfrequenz la¨sst sich durch
die hohe Sensitivita¨t des Ausbreitungskoeffizienten [Poz11, S. 104]
∂γ
∂k
∣∣∣∣
k=kc
→∞. (3.84)
erkla¨ren, wobei k = k0
√
εrµr die Wellenzahl und kc die Grenzwellenzahl bezeichnen.
Um die Zuverla¨ssigkeit der vorgeschlagenen Stabilisierung fu¨r niedrige Frequenzen
zu demonstrieren, wird weiterhin eine h-Konvergenzanalyse bei 0 Hz fu¨r den TM1-
Mode durchgefu¨hrt. Dazu wird das urspru¨ngliche Netz mehrfach gleichma¨ßig ver-
feinert und nach jedem Verfeinerungsschritt der Ausbreitungskoeffizient des TM1-
Modes berechnet. Anschließend wird der Fehler bzgl. der analytischen Lo¨sung im
doppelt-logarithmischen Maßstab u¨ber der Anzahl der Unbekannten dargestellt. Das
so erhaltene Diagramm ist in Abbildung 3.4b fu¨r Ansatzfunktionen bis zur Ordnung
p = 3 dargestellt. Neben den numerisch berechneten Kurven sind auch Referenz-
kurven zu sehen, die die theoretisch erreichbare Steigung von −p [VD02] aufweisen.
An diesem Vergleich la¨sst sich eine gute U¨bereinstimmung mit der theoretischen
Konvergenzrate ablesen, was die Zuverla¨ssigkeit der Formulierung sowie der Stabi-
lisierung fu¨r niedrige Frequenzen unterstreicht.
Abschließend wird die Zweifeld-Formulierung mit der Potential-Formulierung aus
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Abbildung 3.5: PPWL: Ausbreitungskoeffizient des TEM-Modes u¨ber der Frequenz.
[FHDE04] verglichen. Diese fu¨hrt im Gegensatz zur vorgeschlagenen Formulierung
auf ein verallgemeinertes Eigenwertproblem, dessen Eigenwert dem Quadrat des
Ausbreitungskoeffizienten entspricht. Wie bereits am Anfang dieses Kapitels ange-
deutet, fu¨hrt dies zu einer schlechteren Auflo¨sung von Ausbreitungskoeffizienten mit
sehr kleinem Betrag. Diese Behauptung wird nun am Fall des TEM-Modes verifi-
ziert, dessen Ausbreitungskoeffizient fu¨r niedrige Frequenzen gegen Null strebt. Um
die Vorteile der Zweifeld-Formulierung zu verdeutlichen, wird der PPWL mit beiden
Formulierungen in dem Frequenzband [10−12, 1010] Hz analysiert. Ein Vergleich der
berechneten Ausbreitungskoeffizienten ist in Abbildung 3.5 gezeigt. Es ist zu sehen,
dass die Ergebnisse fu¨r hohe Frequenzen identisch sind und auch mit den analyti-
schen Ergebnissen sehr gut u¨bereinstimmen. Wird die Frequenz jedoch immer wei-
ter verringert, beginnt der Ausbreitungskoeffizient der Potential-Formulierung bei
etwa 105 Hz zu stagnieren und nimmt auch fu¨r niedrigere Frequenzen nicht wei-
ter ab. Im Gegensatz dazu liefert die Zweifeld-Formulierung bis zu einer Frequenz
von 10−7 Hz noch verla¨ssliche Ergebnisse. Dieser Gewinn an Genauigkeit la¨sst sich
dadurch erkla¨ren, dass die Auflo¨sung, mit der der betragsma¨ßig kleinste Eigenwert
λ1 numerisch dargestellt werden kann, von dem Verha¨ltnis |λ1/λ2| abha¨ngt, wo-
bei λ2 der betragsma¨ßig zweitkleinste Eigenwert ist. Fu¨r den betrachteten PPWL
bei 0 Hz entspricht der betragsma¨ßig kleinste Eigenwert dem Ausbreitungskoeffi-
zienten des TEM-Modes, wa¨hrend der betragsma¨ßig zweitkleinste Eigenwert dem
Ausbreitungskoeffizienten des TM1-Modes entspricht. Das Verha¨ltnis |λ1/λ2| strebt
in diesem Fall also gegen Null. Da die Potential-Formulierung allerdings nach dem
Quadrat des Ausbreitungskoeffizienten lo¨st, gilt∣∣∣∣λ1λ2
∣∣∣∣ =

∣∣∣γTEMγTM1 ∣∣∣ , fu¨r die Zweifeld-Formulierung,∣∣∣γTEMγTM1 ∣∣∣2 , fu¨r die Potential-Formulierung. (3.85)
Aus diesem Grund ist fu¨r die Potential-Formulierung die kritische Frequenz, unter
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Tabelle 3.1: PPWL: Simulationsdaten.
Formulierung Zweifeld Potential
Unbekannte 15 455 7 231
Rechenzeit (s)∗ 0,92 0,20
∗ In einem Frequenzpunkt.
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Abbildung 3.6: MSL : (a) Geometrie, Abmessungen in mm, (b) Dispersions-Dia-
gramm der vier dominanten Moden.
der γTEM nicht mehr korrekt dargestellt werden kann, um einige Gro¨ßenordnungen
ho¨her als fu¨r die Zweifeld-Formulierung.
Die Simulationsdaten in Tabelle 3.1 zeigen den Preis dieser besseren Auflo¨sung: Im
Vergleich zur Potential-Formulierung weisen die Matrizen der Zweifeld-Formulierung
wesentlich ho¨here Dimension auf. Zudem ist die Rechenzeit, womit in Tabelle 3.1 die
Zeit gemeint ist, die zum Lo¨sen des verallgemeinerten Eigenwertproblems in einem
Frequenzpunkt beno¨tigt wird, fu¨r die Zweifeld-Formulierung wesentlich ho¨her. Dies
liegt zum einen an der bereits angesprochenen ho¨heren Dimension der Matrizen, zum
anderen sind die Matrizen der Potential-Formulierung symmetrisch, wohingegen die
der Zweifeld-Formulierung unsymmetrisch sind.
3.4.2 Geschirmte Mikrostreifenleitung
Das zweite Beispiel bildet der Querschnitt der geschirmten Mikrostreifenleitung
(MSL), die in Abbildung 3.6a dargestellt ist. Die Schirmung sowie der Leiter auf
dem Substrat sind als perfekte elektrische Leiter modelliert. Die Struktur besitzt
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Abbildung 3.7: MSL: (a) relativer Fehler in den Ausbreitungskoeffizienten u¨ber der
Frequenz, (b) Ausbreitungskoeffizient des quasi-TEM-Modes u¨ber der Frequenz.
zwei Elektroden, der Rand τH ist leer, und es gilt β1 = 1, β2 = 1. Da fu¨r die-
se Struktur ohne Weiteres keine analytische Lo¨sung angegeben werden kann, wer-
den die berechneten Ausbreitungskoeffizienten mit den Ergebnissen der Potential-
Formulierung [FHDE04] verglichen. Um diese Referenzergebnisse zu erzeugen, wird
das initiale Netz mehrfach gleichma¨ßig verfeinert, und es werden Ansatzfunktionen
der Ordnung p = 4 verwendet. Ein Vergleich der berechneten Ausbreitungskoeffizien-
ten der vier ersten Moden ist in Abbildung 3.6b gezeigt. Diese vier gezeigten Moden
sind zum einen der dominante quasi-TEM-Mode sowie drei Hohlleitermoden, die aus
der Schirmung resultieren. An Abbildung 3.6b ist eine sehr gute U¨bereinstimmung
der Ergebnisse zu erkennen. Der Fehler, in Abbildung 3.7a dargestellt, liegt, mit
Ausnahme des ersten Hohlleitermodes bei der Grenzfrequenz und fu¨r den quasi-
TEM-Mode bei 0 Hz, unter 10−2. Der Ausschlag in der Na¨he der Grenzfrequenz
des ersten Hohlleitermodes la¨sst sich mit der hohen Sensitivita¨t der Lo¨sung nahe
der Grenzfrequenz und der Tatsache, dass hier Netze unterschiedlicher Verfeine-
rung verwendet wurden, erkla¨ren. Der hohe Fehler im Ausbreitungskoeffizienten des
quasi-TEM-Modes liegt an der begrenzten Fa¨higkeit der Potential-Formulierung,
betragsma¨ßig kleine Ausbreitungskoeffizienten aufzulo¨sen.
Dieses Pha¨nomen soll im Folgenden na¨her untersucht werden. Dazu wird der Aus-
breitungskoeffizient des quasi-TEM-Modes, analog zum vorherigen Beispiel, im Fre-
quenzband [10−12, 109] Hz analysiert. Die Ergebnisse sind in Abbildung 3.7b zu se-
hen. Auch hier stimmen die berechneten Ausbreitungskoeffizienten fu¨r hohe Fre-
quenzen sehr gut u¨berein. Wird die Frequenz reduziert, weichen die Ergebnisse der
Potential-Formulierung ab einer Frequenz von 105 Hz von dem erwarteten linearen
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Tabelle 3.2: MSL: Simulationsdaten.
Formulierung Zweifeld Potential
Unbekannte 23 041 10 656
Rechenzeit (s)∗ 11,29 0,31
∗ An einem Frequenzpunkt.
Verlauf ab. Im Gegensatz dazu folgen die Ausbreitungskoeffizienten der Zweifeld-
Formulierung dem erwarteten Verlauf bis zu einer Frequenz von 10−9 Hz. Auch
fu¨r den quasi-TEM-Mode der MSL kann mit der vorgestellten Formulierung eine
ho¨here Auflo¨sung fu¨r niedrige Frequenzen erreicht werden. An dieser Stelle wird
auch deutlich, weshalb der relative Fehler im Ausbreitungskoeffizienten des quasi-
TEM-Modes bei 0 Hz in Abbildung 3.7a so groß ist: Das berechnete Ergebnis
der Zweifeld-Formulierung ist um viele Gro¨ßenordnungen kleiner als das aus der
Potential-Formulierung. Wird damit nun der relative Fehler nach (3.83) berechnet,
ergibt sich ungefa¨hr 1. Der Vergleich der Dimensionen der resultierenden Matri-
zen sowie der beno¨tigten Rechenzeit, um das verallgemeinerte Eigenwertproblem in
einem Frequenzpunkt zu lo¨sen, ist in Tabelle 3.2 gegeben. Dieser unterstreicht die
Feststellung des vorherigen Beispiels, dass na¨mlich der Preis fu¨r die ho¨here Auflo¨sung
betragsma¨ßig sehr kleiner Ausbreitungskoeffizienten gro¨ßere Matrizen und wesent-
lich la¨ngere Rechenzeiten sind.
3.4.3 Rechteckhohlleiter mit dispersivem Material
Das dritte und letzte Beispiel im Rahmen der Wellenleiter-Formulierung bildet der
Querschnitt eines Rechteckhohlleiters (RHL) der Breite 22, 86 mm und der Ho¨he
11, 43 mm. Im Inneren des RHL befindet sich ein Material, dessen Permittivita¨t
und Permeabilita¨t frequenzabha¨ngig sind. Diese Frequenzabha¨ngigkeit ist jeweils
durch ein zweipoliges Lorentz-Modell gegeben [ASG15]. Es gilt
εr(ω) = ε∞ +
2∑
iL=1
GL,iL∆εL,iLω
2
e,iL
ω2e,iL + 2jωδe,iL − ω2
, (3.86a)
µr(ω) = µ∞ +
2∑
jL=1
FL,jL∆µL,jLω
2
m,jL
ω2m,jL + 2jωδm,jL − ω2
, (3.86b)
mit
ε∞ = 3, 1,∆εL,1 = ∆εL,2 = 2, 1, GL,1 = 0, 2, GL,2 = 0, 4 ωe,1 = 3, 1pi · 109,
ωe,2 = 2, 2pi · 109, δe,1 = 0, 025ωe,1, δe,2 = 0, 01ωe,2, ∆µL,1 = ∆µL,2 = 1, 9,
µ∞ = 1, 8, FL,1 = 0, 9, FL,2 = 0, 5, ωm,1 = 3, 3pi · 109, ωm,2 = 4, 2pi · 109,
δm,1 = 0, 003ωm,1, δm,2 = 0, 015ωm,2. (3.86c)
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Abbildung 3.8: RHL: Ausbreitungskoeffizienten der fu¨nf dominanten Moden: (a)
Realteil, (b) Imagina¨rteil.
Der Rand des RHLs wird als perfekt elektrischer Leiter modelliert. Der RHL be-
sitzt nur eine Elektrode, und der Rand τH verschwindet. Es gilt also β1 = 0 und
β2 = 1. Es werden die Ausbreitungskoeffizienten der fu¨nf ersten Moden in dem Fre-
quenzband [0, 10] GHz berechnet und mit den analytischen Ergebnissen aus [Poz11,
Kapitel 3.3] verglichen. Die ersten Moden sind der TE10-, der TE20-, der TE01-,
der TE11- sowie der TM11-Mode. Aufgrund der dielektrischen und magnetischen
Verluste, die aus der Frequenzabha¨ngigkeit des Materials resultieren, sind die Aus-
breitungskoeffizienten im betrachteten Frequenzband komplexwertig. Aus Gru¨nden
der U¨bersichtlichkeit werden Real- und Imagina¨rteil der Ausbreitungskoeffizienten
getrennt voneinander in Abbildung 3.8a bzw. Abbildung 3.8b dargestellt. Dabei lie-
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Abbildung 3.9: RHL: relativer Fehler in den Ausbreitungskoeffizienten: (a) der fu¨nf
dominanten Moden u¨ber der Frequenz, (b) des TE10-Modes u¨ber der Anzahl der
Unbekannten bei 0Hz.
gen die Ausbreitungskoeffizienten des TE20- bzw. des TE11- Modes unter denen
des TE01- bzw. TM11-Modes und sind daher in den Abbildungen nicht zu sehen. In
Abbildung 3.8a bzw. Abbildung 3.8b ist eine sehr gute U¨bereinstimmung der nume-
rischen und analytischen Werte zu beobachten. Diese Beobachtung wird weiterhin
von dem Fehler eγ, in Abbildung 3.9a gezeigt, unterstu¨tzt, der in dem betrach-
teten Frequenzband unter 10−2, abseits der Grenzfrequenzen, sogar unterhalb von
10−4 liegt. Da in der vorliegenden Implementierung der Potential-Formulierung kei-
ne frequenzabha¨ngigen Materialparameter vorgesehen sind, sei im Rahmen dieses
Beispiels auf einen Vergleich der beiden Formulierungen verzichtet. Die Dimension
der aus der Zweifeld-Formulierung resultierenden Matrizen ist 30 338 und die Zeit,
die zum Lo¨sen des Eigenwertproblems an einem einzelnen Frequenzpunkt betra¨gt
27,53 s.
Um weiterhin zu zeigen, dass die vorgestellte Stabilisierung fu¨r niedrige Frequen-
zen auch fu¨r die Topologie des RHLs verla¨ssliche Ergebnisse liefert, wird eine h-
Konvergenzanalyse fu¨r den Ausbreitungskoeffizienten des TE10-Modes bei 0 Hz
durchgefu¨hrt. Das Vorgehen ist dabei analog wie im ersten Beispiel und die resultie-
renden Kurven sind fu¨r Ansatzfunktionen bis zur Ordnung p = 3 in Abbildung 3.9b
dargestellt. Auch hier sind zusa¨tzlich die theoretisch erreichbaren Konvergenzraten
eingezeichnet. Wie zu erkennen ist, werden diese auch fu¨r den RHL erreicht.
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3.5 Zusammenfassung
In diesem Kapitel wurde eine Zweifeld-Formulierung zur modalen Analyse von axial
homogenen Wellenleitern vorgestellt, die auf ein verallgemeinertes Eigenwertproblem
in der elektrischen Feldsta¨rke und der magnetischen Flussdichte fu¨hrt. Allerdings ist
diese Formulierung in ihrer Grundform fu¨r niedrige Frequenzen instabil. Der Grund
fu¨r die Instabilita¨t wurde analysiert und eine Methodik zur Stabilisierung entwi-
ckelt. Ein Vergleich mit einer konkurrierenden Potential-Formulierung hat gezeigt,
dass der neue Ansatz in der Lage ist, betragsma¨ßig sehr kleine Ausbreitungskoeffizi-
enten besser aufzulo¨sen. Der Grund dafu¨r liegt in der Tatsache, dass der neue Ansatz
auf ein verallgemeinertes Eigenwertproblem fu¨hrt, dessen Eigenwert direkt dem ge-
suchten Ausbreitungskoeffizienten entspricht, wa¨hrend die Potential-Formulierung
auf ein verallgemeinertes Eigenwertproblem fu¨hrt, dessen Eigenwert dem Quadrat
des Ausbreitungskoeffizienten entspricht. Der Preis, der fu¨r diese bessere Auflo¨sung
zu zahlen ist, ist, dass die Eigenwertprobleme des neuen Ansatzes wesentlich mehr
Freiheitsgrade besitzen und somit die Zeit zum Lo¨sen ho¨her ist. Die theoretischen
U¨berlegungen wurden an numerischen Beispielen u¨berpru¨ft, die auch die Korrektheit
der Stabilisierung fu¨r niedrige Frequenzen demonstrieren.
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Kapitel 4
Effiziente Analyse passiver
Mikrowellenstrukturen im
Frequenzbereich
Ziel dieses Kapitels ist es, eine effiziente Methode zur Beschreibung passiver Mikro-
wellenstrukturen im Frequenzbereich mittels Netzwerkmatrizen herzuleiten. Aus-
gehend von den Modellen aus Kapitel 2 werden dazu zwei unterschiedliche FE-
Formulierungen vorgestellt. Dies ist zum einen die weitverbreitete Z-Formulierung
nach [DeP83], [WMF83], [WP86], die in Abschnitt 4.1.1 dargelegt wird. Diese For-
mulierung besticht durch ihre Einfachheit und die Tatsache, dass sie fu¨r verlustlose
Strukturen auf rein reellwertige Matrizen fu¨hrt, im resultierenden Gleichungssystem
treten allerdings unphysikalische, innere Resonanzen auf. Diese resultieren aus der
Art der Anregung und werden in Abschnitt 4.1.2 na¨her analysiert. Um deren Auf-
treten zu verhindern, wird in Abschnitt 4.1.3 eine alternative Formulierung, na¨mlich
die S-Formulierung nach [A2], vorgestellt. Diese Formulierung vermeidet das Auf-
treten der inneren Resonanzen, fu¨hrt allerdings auch fu¨r verlustfreie Strukturen auf
komplexwertige Gleichungssysteme. Ein Vergleich beider Formulierungen anhand
numerischer Beispiele ist in Abschnitt 4.1.4 durchgefu¨hrt.
Eine wichtige Gemeinsamkeit beider Formulierungen ist, dass beide auf ein lineares
Gleichungssystem mit großen, schwach besetzten und frequenzabha¨ngigen Matrizen
fu¨hren. Das Berechnen der Netzwerkmatrizen u¨ber einen großen Frequenzbereich
an viele Frequenzstu¨tzstellen erfordert daher das Lo¨sen des Gleichungssystems in
jedem Frequenzpunkt, was mit großem numerischem Aufwand verbunden ist. Um
diesen Aufwand zu reduzieren und die Netzwerkmatrizen effizienter u¨ber breite Fre-
quenzba¨nder berechnen zu ko¨nnen, werden Methoden der MOR angewendet. Diese
Arbeit beschra¨nkt sich dabei auf die RBM nach [PR06], [RHP07].
Eine entscheidende Voraussetzung zur Anwendung der RBM nach [PR06], [RHP07]
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ist, dass das zugrunde liegende FE-System affin in der Frequenz parametriert ist.
Dies ist dann der Fall, wenn die speisenden Wellenleiter in der transversalen Ebene
homogenes Materialverhalten aufweisen und somit lediglich TE-, TM-, und TEM-
Moden existieren. Eine kurze Zusammenfassung der Literatur zu diesem Fall wird in
Abschnitt 4.2.1 gegeben. Diese bildet den Ausgangspunkt fu¨r den folgenden Teil der
Arbeit, na¨mlich die Erweiterung der Methodik auf Strukturen, die von transversal
inhomogenen Wellenleitern gespeist werden. Das resultierende FE-System ist in die-
sem Fall nicht affin in der Frequenz parametriert, sodass die Verfahren aus [PR06],
[RHP07] nicht direkt angewendet werden ko¨nnen. Um diese Strukturen dennoch effi-
zient analysieren zu ko¨nnen, wurde die RBM sowohl fu¨r die Z-Formulierung [B6] als
auch fu¨r die S-Formulierung [A2], [B5] erweitert. Die Details dieser Erweiterungen
sind in Abschnitt 4.2.2 gegeben.
Wie bereits erwa¨hnt, fu¨hrt die Z-Formulierung fu¨r verlustlose Strukturen auf re-
ellwertige Matrizen, wa¨hrend die S-Formulierung selbst fu¨r verlustlose Strukturen
komplexwertige Matrizen aufweist. Im Gegensatz dazu kommt es im Rahmen der
Z-Formulierung zu inneren Resonanzen, die im Rahmen der S-Formulierung nicht
auftreten. Im Rahmen der MOR ko¨nnen beide Formulierungen allerdings so kom-
biniert werden, dass ein Verfahren entsteht, das die Vorteile beider Formulierungen
aufweist. Fu¨r Strukturen, die durch transversal homogene Wellenleiter gespeist wer-
den, wurde diese Kombination in [FLDE10] vorgeschlagen. Die Erweiterung auf den
allgemeinen Fall wurde in [B1] vorgestellt und ist ebenfalls in Abschnitt 4.2.2 ange-
geben.
Das in Abschnitt 4.2.3 vorgestellte selbst-adaptive Verfahren zur Erzeugung der
reduzierten Modelle stellt eine Erweiterung der Methoden aus [FHMS11], [HSZ12],
[dRM09], [KFK+11] dar und ist sowohl auf die Z- und die S-Formulierung als auch
auf deren Kombination anwendbar. Den Abschluss dieses Kapitels bilden numerische
Beispiele, anhand derer die theoretischen U¨berlegungen verifiziert werden.
4.1 Finite-Elemente Formulierungen zur Analyse
passiver Mikrowellenstrukturen
Bei den folgenden U¨berlegungen wird davon ausgegangen, dass eine FE-Formulie-
rung zur Analyse der speisenden Wellenleiter vorhanden ist. Dazu kann beispielswei-
se die Formulierung aus Kapitel 3 oder eine Formulierung aus der Literatur [FL91],
[LSC91], [VD02], [LLL03], [FHDE04] verwendet werden. Da die entwickelte Metho-
dik unabha¨ngig von der Formulierung fu¨r die Analyse der Wellenleiter ist, wird im
Folgenden auf die Wahl einer speziellen Formulierung verzichtet und die Methodik
fu¨r eine allgemeine Wellenleiter-Formulierung pra¨sentiert. Es wird davon ausgegan-
gen, dass das verallgemeinerte Eigenwertproblem zur Bestimmung des i-ten Modes
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des w-ten Wellenleiters, i ∈ [1, . . . ,Mw], w ∈ [1, . . . , NP ] die folgende Form annimmt:(
Lw∑
l=1
αwl (k0)A
w
l
)
vi = λi
(
Kw∑
k=1
βwk (k0)B
w
k
)
vi, L
w, Kw  Nw, (4.1)
wobei nur die skalaren Funktionen αwl , β
w
k von der Frequenz abha¨ngen, wa¨hrend die
Matrizen Awl ,B
w
k der Dimension Nw konstant sind. Der Eigenwert λi entspricht in
der Regel dem Ausbreitungskoeffizienten γi bzw. dessen Quadrat. Es kann leicht
u¨berpru¨ft werden, dass sowohl die Formulierung aus Kapitel 3 als auch alle zuvor
zitierten Formulierungen diese Bedingung erfu¨llt. Zur Vereinfachung der Notation
wird im Folgenden davon ausgegangen, dass jeder speisende Wellenleiter mit der
gleichen Formulierung analysiert wird. Außerdem wird angenommen, dass die Ei-
genvektoren vi so normiert sind, dass die Felder der Beziehung (2.43) genu¨gen.
4.1.1 Die Impedanz-Formulierung
Im Rahmen der Z-Formulierung entsprechen die Einga¨nge des Systems den mo-
dalen Stro¨men, wa¨hrend die modalen Spannungen die Ausga¨nge darstellen. Die in
praktischen Anwendungen wichtigen Streuparameter werden anschließend aus der
Impedanzmatrix nach (2.54a) berechnet. Aus Gru¨nden der U¨bersichtlichkeit wird
hier das zu lo¨sende Randwertproblem zur Bestimmung des Eintrags Zk,l der Impe-
danzmatrix nochmals angegeben:
∇× µ−1r ∇×El + jk0η0κEl − k20εrEl = 0 in Ω, (4.2a)
nˆ× (El × nˆ) = 0 auf ΓE, (4.2b)
nˆ× [(µ−1r ∇×El)× nˆ] = 0 auf ΓH , (4.2c)
nˆ× (El × nˆ)− η j
k0η0
µ−1r (∇×El)× nˆ = 0 auf ΓR, (4.2d)
nˆ× (µ−1r ∇×El × nˆ) = −jk0η0hˆl auf ΓP , (4.2e)
mit dem Ausgang
Zk,l = b(hˆk,El). (4.3)
Dabei bezeichnet El die elektrische Feldsta¨rke, die sich durch die Anregung mit-
tels hˆl einstellt. Aus Gru¨nden der U¨bersichtlichkeit wurde in (4.2) auf die explizi-
te Kennzeichnung der Frequenzabha¨ngigkeit der Materialparameter verzichtet. Es
wird jedoch weiterhin davon ausgegangen, dass diese den Materialmodellen aus Ab-
schnitt 2.2 genu¨gen.
Da (4.2a) Gro¨ßen des dualen Gitters in Beziehung setzt, wird das Randwertproblem
(4.2) zuna¨chst in die schwache Form u¨berfu¨hrt. Dazu wird (4.2a) mit Funktionen
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wj ∈ H (rot; Ω,ΓE) multipliziert und gefordert, dass das Integral u¨ber Ω verschwin-
det:∫
Ω
wj · ∇ × µ−1r ∇×El dΩ + jk0
∫
Ω
wj · η0κEl dΩ
− k20
∫
Ω
wj · εrEl dΩ = 0, ∀wj ∈ H (rot; Ω,ΓE) .
(4.4)
Das erste Integral la¨sst sich umschreiben zu∫
Ω
wj · ∇ × µ−1r ∇×El dΩ
= −
∫
Ω
∇ · (wj × µ−1r ∇×El) dΩ + ∫
Ω
∇×wj · µ−1r ∇×El dΩ (4.5a)
= −
∮
∂Ω
(
wj × µ−1r ∇×El
) · nˆ dΓ + ∫
Ω
∇×wj · µ−1r ∇×El dΩ. (4.5b)
Das Oberfla¨chenintegral zerfa¨llt in die Integrale u¨ber die Teilra¨nder ΓE, ΓH , ΓR und
ΓP . Aufgrund der Randbedingungen auf ΓE (4.2b) und ΓH (4.2c) verschwinden die
Integrale u¨ber ΓE und ΓH . Somit gilt
−
∮
∂Ω
(
wj × µ−1r ∇×El
) · nˆ dΓ
= −
∫
ΓR
wj ·
(
µ−1r ∇×El × nˆ
)
dΓ−
∫
ΓP
wj ·
(
µ−1r ∇×El × nˆ
)
dΓ (4.6a)
= jk0η0
∫
ΓR
wj · η−1nˆ× (El × nˆ) dΓ
−
∫
ΓP
(nˆ×wj) · nˆ×
(
µ−1r ∇×El × nˆ
)
dΓ (4.6b)
= jk0η0
∫
ΓR
(wj × nˆ) · η−1 (El × nˆ) dΓ + jk0η0
∫
ΓP
(nˆ×wj) · hˆl dΓ (4.6c)
= jk0η0
∫
ΓR
(nˆ×wj) · η−1 (nˆ×El) dΓ + jk0η0
∫
ΓP
(
wj × hˆl
)
· nˆ dΓ. (4.6d)
Damit ergibt sich die schwache Form des Randwertproblems (4.2) zu
aZ(El,wj) = jk0η0b(hˆl,wj), ∀wj ∈ H (rot; Ω,ΓE) (4.7)
mit
az(El,w) = sµ(El,w) + jk0η0tκ(El,w) + jk0η0dR(El,w)− k20tε(El,w), (4.8a)
sµ(El,w) =
∫
Ω
∇×w · µ−1r ∇×El dΩ, (4.8b)
tκ(El,w) =
∫
Ω
w · κEl dΩ, (4.8c)
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dR(El,w) =
∫
ΓR
(nˆ×w) · η−1 (nˆ×El) dΓ, (4.8d)
tε(El,w) =
∫
Ω
w · εrEl dΩ, (4.8e)
sowie b(hˆl,wj) nach (2.42).
Die Diskretisierung der schwachen Form (4.7) erfolgt analog zum Vorgehen in Ab-
schnitt 3.1.2: Es wird ein endlich-dimensionaler Unterraum Vrot(Ω) ⊂ H (rot; Ω,ΓE)
konstruiert und die elektrische Feldsta¨rke auf diesen restringiert:
El ≈
N∑
k=1
xZ,l,kwk, wk ∈ Vrot(Ω) ⊂ H (rot; Ω,ΓE) . (4.9)
Eine Basis des Unterraumes Vrot(Ω) ist in [Ing06] gegeben. Die Testfunktionen zur
Erzeugung der schwachen Form wj werden entsprechend einem Galerkin-Ansatz
ebenfalls auf den diskreten Raum Vrot restringiert. Wird der Vektor, dessen Eintra¨ge
die Koeffizienten xZ,l,k bilden, mit xZ,l bezeichnet, so ergibt sich das diskrete FE-
System zu
AZ(k0)xZ,l = jk0η0bl(k0), (4.10a)
Zk,l = b
T
k (k0)xZ,l (4.10b)
mit
AZ(k0) = Sµ(k0) + jk0η0Tκ(k0) + jk0η0DR − k20Tε(k0), (4.11a)
Sµ(k0) =
NMat∑
n=1
µ−1r,n(k0)Sµ,n, (4.11b)
Tκ(k0) =
NMat∑
n=1
κn(k0)TD,n, (4.11c)
Tε(k0) =
NMat∑
n=1
εr,n(k0)TD,n. (4.11d)
Entsprechend (4.8) sind die Eintra¨ge der Teilmatrizen
Sµ,n,k,l =
∫
Ωn
∇×wk · ∇ ×wl dΩ, wk,wl ∈ Vrot(Ω), (4.12a)
TD,n,k,l =
∫
Ωn
wk ·wl dΩ, wk,wl ∈ Vrot(Ω), (4.12b)
DR,k,l =
∫
ΓR
(nˆ×wk) · η−1 (nˆ×wl) dΓ, wk,wl ∈ Vrot(Ω), (4.12c)
bl,k =
∫
ΓP
(
wk × hˆl
)
· eˆz dΓ, wk ∈ Vrot(Ω). (4.12d)
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Der Anregungsvektor bl entha¨lt die modale magnetische Erregung hˆl, welche aus der
Lo¨sung des verallgemeinerten Eigenwertproblems (4.1) extrahiert wird. Die Abbil-
dung, die die Eigenlo¨sung (λl,vl) auf den zugeho¨rigen Anregungsvektor bl transfor-
miert, ha¨ngt von der gewa¨hlten Formulierung zur Analyse der Wellenleiter ab. Diese
Abbildung la¨sst sich fu¨r alle dem Autor bekannten Formulierungen in der Form
bl(k0) =
Nw,Q∑
p=1
ξw,p(k0, λl(k0))Qw,pvl(k0) (4.13)
darstellen, wobei w den Wellenleiter bezeichnet, der den Mode tra¨gt, der der l-ten
Anregung entspricht. Die skalaren Koeffizienten ξw,p ha¨ngen von der Frequenz und
dem Eigenwert λl ab, wa¨hren die Matrizen Qw,p fu¨r jeden Wellenleiter w konstant
sind. Die Abha¨ngigkeit der Matrizen Qw,p vom Wellenleiter w ru¨hrt daher, dass
diese eine Abbildung der Netzelemente des zwei-dimensionalen Wellenleiter-Netzes
auf die Netzelemente des dreidimensionalen Netzes der Gesamtstruktur enthalten.
Diese Abbildung ist offensichtlich fu¨r jeden Wellenleiter anders. Im Gegensatz dazu
liegt die Abha¨ngigkeit von ξw,p vom Wellenleiter w im unterschiedlichen frequenz-
abha¨ngigen Materialverhalten an den Wellenleitern begru¨ndet.
Zusammenfassend ergibt sich folgendes Vorgehen fu¨r die Berechnung der Eintra¨ge
der Impedanzmatrix in einem beliebigen Frequenzpunkt: Zuna¨chst muss das ver-
allgemeinerte Eigenwertproblem (4.1) in diesem Frequenzpunkt gelo¨st werden. Im
Anschluss werden die Anregungsvektoren nach (4.13) berechnet, woraufhin das Glei-
chungssystem (4.10) gelo¨st wird. Sind alle Eintra¨ge der Impedanzmatrix berechnet,
ergeben sich die Streuparameter nach (2.54a).
4.1.2 Diskussion der Impedanz-Formulierung
Der Hauptgrund fu¨r die weite Verbreitung der Z-Formulierung ist ihre Einfachheit.
Im Vergleich zur konkurrierenden TFE, bei der die Unbekannten an den Toren auf
die betrachteten Modenformen restringiert werden, ist der Aufwand zur Implemen-
tierung der Z-Formulierung gering. Ein weiterer Vorteil ist, dass das resultierende
Gleichungssystem (4.10) fu¨r verlustfreie Strukturen reellwertig ist. Dies fu¨hrt im
Vergleich zu S-Formulierungen, die selbst im verlustfreien Fall auf komplexwertige
Matrizen fu¨hren, zu einer starken Reduktion der Rechenzeiten. Dazu sei auch auf
Abschnitt 4.1.4 verwiesen.
Allerdings besitzt die Z-Formulierung auch Nachteile: Ein Problem stellen Struk-
turen dar, die sich wie ein Leerlauf verhalten. In diesem Fall gehen Eintra¨ge der
Impedanzmatrix gegen unendlich, weshalb die Berechnung der relevanten Streu-
matrix nach (2.54a) unzuverla¨ssig wird. Ein weiterer Nachteil der Z-Formulierung
tritt bei Strukturen auf, die durch viele Wellenleiter gespeist werden, fu¨r die aber
nur eine geringe Anzahl an Streuparametern relevant ist. Wird in diesem Fall die
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Abbildung 4.1: PPWL: (a) Geometrie, Abmessungen in mm, (b) Verlauf der elek-
tromagnetischen Energie bei Verwendung der Z-Formulierung.
Z-Formulierung verwendet, so mu¨ssen dennoch alle Eintra¨ge der Impedanzmatrix
berechnet werden, um die Streumatrix anschließend nach (2.54a) extrahieren zu
ko¨nnen. Im Vergleich dazu erlauben S-Formulierungen gezielt einzelne Eintra¨ge der
Streumatrix zu berechnen, was eine Reduktion der Rechenzeiten zur Folge hat. Ein
weiterer Kritikpunkt an der Z-Formulierung ist das Auftreten ku¨nstlicher innerer
Resonanzen. Dies sind scharfe, unphysikalische Resonanzen, die ein numerisches Ar-
tefakt der Formulierung darstellen. Grund fu¨r das Auftreten dieser Resonanzen ist
die Anregung mittels der Randbedingung (4.2e) auf ΓP . Dies soll im Folgenden
anhand eines numerischen Beispiels verdeutlicht werden. Betrachtet wird dazu der
Parallelplattenwellenleiter (PPWL) aus Abbildung 4.1a. Die Struktur wird u¨ber zwei
Wellenleiter angeregt, die jeweils einen TEM-Mode tragen. Wird nur am ersten Tor
angeregt, verha¨lt sich die Randbedingung (4.2e) am zweiten Tor wie ein perfekt
magnetischer Leiter. An diesem wird die einfallende Welle reflektiert, und es bil-
det sich eine stehende Welle aus. Ist die Frequenz so gewa¨hlt, dass die La¨nge der
Leitung ein ganzzahliges Vielfaches der halben Wellenla¨nge ist, kommt es zur Re-
sonanz, und die gespeicherte elektromagnetische Energie wa¨chst u¨ber alle Grenzen,
wie auch in Abbildung 4.1b zu sehen ist. In dem betrachteten Beispiel geschieht dies
bei etwa 7, 5 GHz, 15 GHz, 22, 5 GHz, sowie 30 GHz. Wird die Konditionszahl der
Systemmatrix AZ bzgl. der euklidischen Norm betrachtet, Abbildung 4.2a, so fa¨llt
auf, dass diese in der Na¨he der Resonanzen sehr groß ist: Die Matrix ist in dieser
Frequenz singula¨r. Die inneren Resonanzen entsprechen somit den Resonanzen des
zugeho¨rigen Resonatorproblems, das sich durch Ersetzen der Wellenleiter ΓP durch
perfekt magnetische Leiter ΓH ergibt.
Der Einfluss der inneren Resonanzen auf die Streuparameter ist am Beispiel von
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Abbildung 4.2: PPWL, Z-Formulierung: (a) Verlauf der Konditionszahl der Matrix
AZ bzgl. der euklidischen Norm, (b) Verlauf von |S1,1|.
S11 in Abbildung 4.2b zu sehen. Da es sich um eine einfache Leitung handelt, wird
erwartet, dass der betrachtete TEM-Mode unabha¨ngig von der Frequenz die Leitung
reflexionsfrei passiert. Abseits der zuvor angesprochenen Frequenzen ist dies auch
der Fall. In diesen Frequenzpunkten sind jedoch scharfe Resonanzen zu beobach-
ten, die offensichtlich unphysikalisch sind. Wa¨hrend die hier betrachtete Struktur
sehr einfach ist und es unmittelbar erkennbar ist, dass die Resonanzen unphysika-
lisch sind, ist dies bei komplexen Strukturen ohne Weiteres nicht mo¨glich. Auch
eine Analyse des Resonatorproblems zur nachtra¨glichen Identifikation der inneren
Resonanzen ist in der Regel wenig praktikabel.
4.1.3 Die Streuparameter-Formulierung
Um das Auftreten der inneren Resonanzen zu vermeiden, wird in diesem Abschnitt
eine S-Formulierung hergeleitet, die im Gegensatz zur etablierten TFE auf eine Re-
striktion der Ansatzfunktionen an den Wellenleiterquerschnitten ΓP verzichtet. Dies
vereinfacht nicht nur die Implementierung, sondern bringt auch wesentliche Vorteile
bei den anschließenden MOR-Verfahren.
Anders als bei der Z-Formulierung bilden einfallende sowie auslaufende Wellen hier
die Ein- bzw. Ausga¨nge des Systems. Die Vorgehen zur Berechnung eines Eintrags
Sk,l der Streumatrix ist wie folgt: Es wird mit einer einfallenden Welle der Amplitu-
de al = 1 angeregt und aus den sich einstellenden Feldern die auslaufende Welle bk
berechnet. Um dies realisieren zu ko¨nnen, muss die Randbedingung an ΓP entspre-
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chend (2.52) umgeschrieben werden. Das zu lo¨sende Randwertproblem lautet somit
∇× µ−1r ∇×El + jk0η0κEl − k20εrEl = 0 in Ω, (4.14a)
nˆ× (El × nˆ) = 0 auf ΓE, (4.14b)
nˆ× [(µ−1r ∇×El)× nˆ] = 0 auf ΓH , (4.14c)
nˆ× (El × nˆ)− η j
k0η0
µ−1r (∇×El)× nˆ = 0 auf ΓR, (4.14d)
µ−1r (∇×El)× nˆ− jk0η0
M∑
k=1
b(hˆk,El)hˆk = −2jk0η0hˆlal auf ΓP , (4.14e)
mit dem Ausgang
Sk,l = b(hˆk,El)− δk,l. (4.15)
Die schwache Form des Randwertproblems ergibt sich analog zum Vorgehen in Ab-
schnitt 4.1.1 durch Testen von (4.14a) mit Testfunktionen wj ∈ H (rot; Ω,ΓE). Da
die anschließenden Umformungen a¨hnlich zu denen aus Abschnitt 4.1.1 sind, sei an
dieser Stelle auf eine detaillierte Darstellung verzichtet und lediglich das Ergebnis
angegeben. Die schwache Form des Randwertproblems (4.14) ist
aZ(El,wj) + jk0η0b
(
M∑
m=1
b(hˆm,El),wj
)
= 2jk0η0b(hˆl,wj), ∀wj ∈ H (rot; Ω,ΓE) , (4.16)
mit aZ(El,wj) nach (4.8) und b(hˆl,wj) nach (2.42). Die Diskretisierung der elek-
trischen Feldsta¨rke, sowie der Testfunktionen mittels Funktionen des Vrot(Ω),
El ≈
N∑
k=1
xS,l,kwk, wk ∈ Vrot(Ω) ⊂ H (rot; Ω,ΓE) , (4.17)
fu¨hrt auf das FE-System der Form(
AZ(k0) + jk0η0B(k0)B
T (k0)
)
xS,l = 2jk0η0bl(k0), (4.18a)
Sk,l = b
T
k (k0)xS,l − δk,l, (4.18b)
wobei die Matrizen in (4.11) bzw. (4.12) gegeben sind, und B die Matrix ist, deren
Spalten von den Vektoren b1, . . . ,bM gebildet werden:
B =
[
b1 · · · bM
]
. (4.19)
Im Gegensatz zur Z-Formulierung tritt hier der Da¨mpfungsterm jk0η0BB
T auf. In
diesen Da¨mpfungsterm gehen die Modenformen aller betrachteter Moden ein, was
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dafu¨r sorgt, dass die Felder dieser Moden an den Querschnitten der speisenden Wel-
lenleiter ΓP absorbiert werden. Somit sind die Ra¨nder ΓP fu¨r die Felder der betrach-
teten Moden transparent und es ko¨nnen sich keine inneren Resonanzen ausbilden.
Der Term BBT ist aber gleichzeitig auch ein Problem der S-Formulierung in der
vorliegenden Form (4.18). Wa¨hrend die Matrix AZ(k0) in der Regel von sehr hoher
Dimension und nur schwach besetzt ist, weist die Matrix BBT einen voll besetzten
Block auf. Dies fu¨hrt, besonders beim Verwenden eines direkten Lo¨sers, zu einem
starken Anstieg an Speicherbedarf und beno¨tigter Rechenzeit. Dazu sei auch auf
Abschnitt 4.1.4 verwiesen. Um das explizite Auftreten des Terms BBT zu umgehen,
wird eine zusa¨tzliche Variable
xh,l = jB
TxS,l ⇔ k0η0BTxS,l + jk0η0xh,l = 0 (4.20)
eingefu¨hrt. Wird diese in (4.18a) eingesetzt, ergibt sich die erweiterte S-Formulierung
[
AZ(k0) k0η0B(k0)
k0η0B
T (k0) jk0η0
][
xS,l
xh,l
]
=
[
2jk0η0bl(k0)
0
]
, (4.21a)
Sk,l = b
T
k (k0)xS,l − δk,l. (4.21b)
Im Gegensatz zu (4.18a) tritt hier der Term BBT nicht mehr explizit auf, und die
Systemmatrix entha¨lt keine voll besetzten Blo¨cke. Der Preis dafu¨r ist eine Erho¨hung
der Anzahl der Unbekannten. Diese Erho¨hung entspricht der Anzahl der anregenden
Moden, die jedoch in der Regel sehr viel kleiner ist als die Dimension der Matrix AZ .
Daher spielt diese Erho¨hung der Anzahl der Unbekannten nur eine geringe Rolle.
Ein weiterer Nachteil der S-Formulierung gegenu¨ber der Z-Formulierung ist die Tat-
sache, dass die Systemmatrix auch fu¨r verlustfreie Strukturen komplexwertig ist. Die
Lo¨sung des resultierenden Gleichungssystems beno¨tigt daher mehr Speicher sowie
mehr Rechenzeit.
4.1.4 Vergleich der Formulierungen
Die bislang rein theoretischen Vergleiche der Z- und der S-Formulierung werden
in diesem Abschnitt anhand numerischer Beispiele u¨berpru¨ft. In den folgenden Si-
mulationen wird die Formulierung aus [FHDE04] zur modalen Wellenleiteranalyse
verwendet. Wie in diesem konkreten Fall die Transformation (4.13) aussieht, also
wie sich aus den Eigenlo¨sungen des Wellenleiter-Eigenwertproblems die Anregungs-
vektoren bi ergeben, ist in Anhang B ausfu¨hrlich beschrieben. Alle Berechnungen
wurden in MATLAB Version R2013b auf einer Maschine mit Intel R© Core i5-3570K,
3, 4 GHz Prozessor sowie 32 GB RAM durchgefu¨hrt. Das Lo¨sen der großen, schwach
besetzten FE-Gleichungssysteme erfolgte mithilfe des PARDISO Lo¨sers der Intel R©
MKL Bibliothek, Version 2017.1.143.
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Abbildung 4.3: PPWL, Vergleich der Formulierungen: (a) Verlauf der elektromagne-
tischen Energie, (b) Verlauf der Konditionszahl der Systemmatrix bzgl. der euklidi-
schen Norm.
Parallelplattenwellenleiter
Als erstes numerisches Beispiel wird der PPWL aus Abbildung 4.1a nochmals be-
trachtet, um zu zeigen, dass in der S-Formulierung keine inneren Resonanzen auf-
treten. Dazu wurden die Simulationen aus Abschnitt 4.1.2 noch einmal unter Ver-
wendung der S-Formulierung wiederholt und die Ergebnisse mit denen aus Ab-
schnitt 4.1.2 verglichen. Die Verla¨ufe der elektromagnetischen Energie sowie der
Konditionszahl der Systemmatrizen u¨ber der Frequenz sind in Abbildung 4.3 so-
wohl fu¨r die Z-Formulierung (4.10) als auch fu¨r die erweiterte S-Formulierung (4.21)
dargestellt. Es ist zu sehen, dass bei Verwendung der S-Formulierung die Energie
u¨ber das gesamte Frequenzband endlich bleibt. Die gea¨nderten Randbedingungen an
den Querschnitten der Wellenleiter sorgen dafu¨r, dass aus der Struktur auslaufende
Wellen nicht reflektiert, sondern absorbiert werden. Aus diesem Grund bilden sich im
Inneren des PPWLs keine stehenden Wellen aus, die zu inneren Resonanzen fu¨hren
ko¨nnen. Dies wird auch durch den Verlauf der Konditionszahl der Systemmatrix
in Abbildung 4.3b verdeutlicht. Wa¨hrend die Systemmatrix der Z-Formulierung an
den Resonanzen singula¨r wird, a¨ndert sich die Konditionszahl der Systemmatrix der
S-Formulierung nur unwesentlich u¨ber der Frequenz. Der Einfluss auf die Betra¨ge
der Streuparameter ist fu¨r beide Formulierungen in Abbildung 4.4 zu sehen. Im Ge-
gensatz zur Z-Formulierung liefert die S-Formulierung in allen Frequenzpunkten das
erwartete, reflexionsfreie Verhalten der Struktur.
In Tabelle 4.1 sind die Simulationsdaten fu¨r den PPWL angegeben. Dazu geho¨ren
die Anzahl der Unbekannten des resultierenden Gleichungssystems, die Anzahl der
70 Effiziente Analyse passiver Mikrowellenstrukturen im Frequenzbereich
1 6 11 16 21 26 31−200
−180
−160
−140
−120
−100
−80
−60
−40
−20
0
Frequenz (GHz)
|S 1
,1
| (d
B)
 
 
S
Z
(a)
1 6 11 16 21 26 31−0.8
−0.6
−0.4
−0.2
0
0.2
Frequenz (GHz)
|S 1
,2
| (d
B)
 
 
S
Z
(b)
Abbildung 4.4: PPWL, Vergleich der Formulierungen: Betrag der Streuparameter
u¨ber der Frequenz, (a) S1,1, (b) S1,2.
Tabelle 4.1: PPWL: Simulationsdaten fu¨r Z- und S-Formulierungen.
FE-Formulierung Z Erw. S Grundf. S
Unbekannte 5 602 5 604 5 602
NNZ Matrix 195 588 197 718 750 112
NNZ Faktoren 430 293 420 711 977 825
Speicherbedarf (kBytes) 12 008 16 451 49 488
Rechenzeit (s)∗ 26,94 29,3 82,64
∗ Ausgewertet an 605 Frequenzpunkten.
Nichtnulleintra¨ge (NNZ) in den entsprechenden Systemmatrizen sowie in den berech-
neten Faktoren, der Speicherbedarf sowie die beno¨tigte Rechenzeit zum Lo¨sen des
Gleichungssystems. Neben den Daten fu¨r die Z- und die erweiterte S-Formulierung
sind auch die Daten fu¨r die Grundform der S-Formulierung (4.18) gezeigt, in der
der Term BBT explizit auftritt. Ein Vergleich der beiden S-Formulierungen zeigt,
dass die erweiterte S-Formulierung auf Matrizen mit wesentlich weniger Nichtnul-
leintra¨gen fu¨hrt. Dadurch sind Speicherbedarf und Rechenzeit der Grundform der
S-Formulierung 3- bzw. 2, 8-mal ho¨her als die der erweiterten S-Formulierung. Wird
weiterhin die erweiterte S-Formulierung mit der Z-Formulierung verglichen, so fa¨llt
auf, dass die Anzahl der Nichtnulleintra¨ge in der gleichen Gro¨ßenordnung liegt, der
Speicherbedarf der erweiterten S-Formulierung allerdings ho¨her ist. Dieser erho¨hte
Speicherbedarf bei a¨hnlicher Anzahl an Nichtnulleintra¨ge ist auf die komplexwer-
tige Systemmatrix zuru¨ckzufu¨hren. Dass sich dies jedoch nur unwesentlich auf die
beno¨tigte Rechenzeit auswirkt, liegt an der geringen Dimension der Gleichungssys-
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Abbildung 4.5: Bandpassfilter, Abmessungen in mm.
teme. Um diesen Effekt besser beobachten zu ko¨nnen, wird im na¨chsten Beispiel
eine Struktur mit wesentlich mehr Unbekannten betrachtet.
Bandpassfilter
Als zweites numerisches Beispiel wird der Bandpassfilter aus [ZSM05] betrachtet,
dessen Geometrie in Abbildung 4.5 dargestellt ist. Die Leiterbahnen sind als per-
fekte elektrische Leiter modelliert. An den Stirnfla¨chen wird die Struktur mittels
zwei Wellenleiter gespeist, die jeweils einen quasi-TEM-Mode tragen. Die restlichen
Ra¨nder werden als perfekt elektrisch leitend angenommen, was physikalisch einer
Schirmung der Struktur entspricht. Das Substrat wird verlustfrei mit einer relativen
elektrischen Permittivita¨t von εr = 10, 8 sowie einer relativen magnetischen Permea-
bilita¨t von µr = 1 angenommen. Das u¨ber dem Substrat befindliche Material ist Luft
(εr = 1, µr = 1). Die Struktur wird in dem Frequenzband von [1, 13] GHz mit den
drei Formulierungen analysiert. Die Simulationsdaten sind in Tabelle 4.2 gegeben
und besta¨tigen die Erkenntnisse des letzten Beispiels: Auch hier ist zu sehen, dass
die Systemmatrix der Grundform der S-Formulierung wesentlich mehr Nichtnullein-
tra¨ge als die der erweiterten S-Formulierung besitzt. Damit wurden mehr Speicher
und Rechenzeit zum Lo¨sen der Gleichungssysteme beno¨tigt. Der Unterschied ist in
diesem Beispiel weniger deutlich als im vorherigen Beispiel, da das Verha¨ltnis von
Unbekannten auf den Querschnitten der Wellenleiter zu der Gesamtzahl der Unbe-
kannten hier geringer ist.
Werden die Daten der erweiterten S-Formulierung mit denen der Z-Formulierung
verglichen, fa¨llt auf, dass die Anzahl der Nichtnulleintra¨ge in den Matrizen ungefa¨hr
gleich ist, wa¨hrend Speicherbedarf sowie beno¨tigte Rechenzeit der erweiterten S-
Formulierung um den Faktor 1, 6 bzw. 1, 5 ho¨her sind. Um zu verdeutlichen, dass
der ho¨here Bedarf an Speicher und Rechenzeit lediglich aus der komplexwertigen
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Tabelle 4.2: Bandpassfilter: Berechnungsdaten der Formulierungen.
FE-Formulierung Z Erw. S Grundf. S
Unbekannte 226 274 226 276 226 274
NNZ Matrix 9 467 930 9 475 592 17 040 548
NNZ Faktoren 72 126 577 71 535 043 78 957 053
Speicher (tan δ = 0) (kBytes) 909 913 1 485 488 1 795 455
Rechenzeit (tan δ = 0) (s)∗ 5 856,86 9 179,23 11 928,95
Speicher (tan δ = 0.002) (kBytes) 1 494 382 1 485 488 1 795 455
Rechenzeit (tan δ = 0.002) (s)∗ 9 672,76 9 194,94 11 693,51
∗ Ausgewertet an 1209 Frequenzpunkten.
1 3 5 7 9 11 13−70
−60
−50
−40
−30
−20
−10
0
Frequenz (GHz)
|S 1
,1
| (d
B)
 
 
S
Z
(a)
1 3 5 7 9 11 13−30
−25
−20
−15
−10
−5
0
Frequenz (GHz)
|S 1
,2
| (d
B)
 
 
S
Z
(b)
Abbildung 4.6: Bandpassfilter: Betrag der Streuparameter u¨ber der Frequenz, (a)
S1,1, (b) S1,2.
Systemmatrix der S-Formulierung ru¨hrt, wird die gleiche Struktur in einer zweiten
Rechnung mit einem verlustbehafteten Substrat, tan δ = 0.002, versehen. Damit ist
die Systemmatrix der Z-Formulierung ebenfalls komplexwertig und an Tabelle 4.2
la¨sst sich ablesen, dass Speicherbedarf und Rechenzeit fu¨r beide Formulierungen
anna¨hernd gleich groß sind.
Die Betra¨ge der Streuparameter fu¨r die verlustfreie Struktur sind in Abbildung 4.6
gegeben. Zu sehen sind die Ergebnisse der Z- und der erweiterten S-Formulierung.
Wa¨hrend die Ergebnisse der S-Formulierung sehr gut mit den Ergebnissen aus
[ZSM05] u¨bereinstimmen, sind in den Ergebnissen der Z-Formulierung wieder in-
nere Resonanzen zu erkennen. Um zu zeigen, dass es sich bei diesen Resonanzen
tatsa¨chlich um unphysikalische innere Resonanzen handelt, wurde zusa¨tzlich das
Modellordnungsreduktion 73
Tabelle 4.3: Bandpassfilter: Eigenfrequenzen des Resonantorproblems.
Eigenfrequenzen (GHz)
3, 7849 5, 5618 7, 7001 9, 6145 10, 8330
Resonatorproblem betrachtet. Dazu wurden die anregenden Wellenleiter in der Z-
Formulierung durch perfekte magnetische Leiter ersetzt und das entstehende Eigen-
wertproblem gelo¨st. Die so berechneten Eigenfrequenzen im Bereich [1, 13] GHz sind
in Tabelle 4.3 gegeben. Es ist zu sehen, dass diese den Resonanzen in Abbildung 4.6
entsprechen.
4.2 Modellordnungsreduktion
Werden die Netzwerkmatrizen u¨ber ein breites Frequenzband beno¨tigt, kann die
direkte Auswertung von (4.10) oder (4.21) zu hohen Rechenzeiten fu¨hren. Um die
Berechnungen der gesuchten Netzwerkmatrizen zu beschleunigen, werden im Folgen-
den Verfahren der MOR, und hier speziell die RBM, angewendet. Eine entscheidende
Voraussetzung fu¨r die direkte Anwendbarkeit der RBM nach [PR06], [RHP07] ist,
dass das zugrunde liegende System affin in der Frequenz parametriert ist, d.h. dass
eine Darstellung der Form
AAP∑
j=1
αAPj (k0)A
AP
j
xl =
BAP∑
j=1
βAPj,l (k0)b
AP
j,l
ul, (4.22a)
yk,l =
CAP∑
j=1
γAPj,k (k0)c
AP
j,k
xl + δAPk,l (k0)ul, (4.22b)
mit AAP , BAP , CAP  N existiert, wobei nur die skalaren Funktionen αAPj (k0),
βAPj,l (k0), γ
AP
j,k (k0), δ
AP
k,l (k0) von der Frequenz abha¨ngen, wa¨hrend die Matrizen A
AP
j ∈
CN×N , sowie die Vektoren bAPj,l , cAPj,k ∈ CN×1 konstant u¨ber der Frequenz sind.
Im na¨chsten Abschnitt werden die Ideen der verwendeten RBM fu¨r Strukturen
vorgestellt, die durch Wellenleiter mit transversal homogenen Materialeigenschaf-
ten gespeist werden. Es wird gezeigt, dass in diesem Fall die FE-Systeme der Z-
Formulierung und auch der erweiterten S-Formulierung affin in der Frequenz pa-
rametriert sind. Somit kann die RBM nach [PR06], [RHP07] direkt zum Einsatz
kommen. Diese Verfahren bilden die Grundlage der Methodik zur Behandlung von
Strukturen, die durch transversal inhomogene Wellenleiter gespeist werden. Aus die-
sem Grund wird im Folgenden eine kurze Zusammenfassung angegeben.
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4.2.1 Modellordnungsreduktion fu¨r affin parametrierte Sys-
teme
Wenn die speisenden Wellenleiter nicht nur in axialer Richtung homogen sind, son-
dern auch in transversaler Richtung homogenes Materialverhalten aufweisen, so tre-
ten nur TE-, TM- und, im Falle mehrerer Elektroden, TEM-Moden auf [Col91, Kap.
5]. Diese zeichnen sich dadurch aus, die Modenformen u¨ber der Frequenz konstant
sind [Poz11, Kap. 3.1]. Mathematisch bedeutet dies, dass die Eigenvektoren vl aus
(4.1) unabha¨ngig von der Frequenz sind. Um sicherzustellen, dass die Moden weiter-
hin korrekt nach (2.43) normiert sind, ist ein frequenzabha¨ngiger Skalierungsfaktor
no¨tig. Mit diesem Skalierungsfaktor kann der Anregungsvektor bl(k0) in jedem Fre-
quenzpunkt aus dem Anregungsvektor bR,l in einer Referenzfrequenz kR berechnet
werden [RAZ01]:
bl(k0) = dl(k0)bl(kR) = dl(k0)bR,l, (4.23)
mit
dl(k0) =

1 fu¨r TEM-Moden,√
kR
√
k2c,l−k20
k0
√
k2c,l−k2R
fu¨r TE-Moden,√
k0
√
k2c,l−k2R
kR
√
k2c,l−k20
fu¨r TM-Moden,
(4.24)
wobei kc,l die Grenzwellenzahl des jeweiligen Modes bezeichnet. Wird zusa¨tzlich die
Diagonalmatrix
D(k0) = diag(d1(k0), . . . , dM(k0)) (4.25)
eingefu¨hrt, so gilt fu¨r die Frequenzabha¨ngigkeit der Matrix B
B(k0) = BRD(k0), BR = [bR,1, . . . ,bR,M ] . (4.26)
Somit ist die Impedanz-Formulierung darstellbar als
AZ(k0)xZ,l = jk0η0dl(k0)bR,l, (4.27a)
Zk,l = dk(k0)b
T
R,kxZ,l, (4.27b)
wa¨hrend die Streuparameter-Formulierung die Form[
AZ(k0) k0η0BRD(k0)
k0η0D(k0)B
T
R jk0η0
][
xS,l
xh,l
]
=
[
2jk0η0dl(k0)bR,l
0
]
, (4.28a)
Sk,l = dk(k0)b
T
k xS,l − δk,l (4.28b)
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annimmt. In Anbetracht der Definition von AZ(k0) in (4.11) wird deutlich, dass
die Matrix AZ(k0) unabha¨ngig vom Materialverhalten eine affin in der Frequenz
parametrierte Darstellung aufweist:
AZ(k0) =
AZ∑
k=1
αZ,k(k0)AZ,k, AZ  N, (4.29)
wobei lediglich die skalaren Funktionen αZ,k(k0) von der Frequenz abha¨ngen. Wird
weiterhin folgende Zerlegung der Matrix BRD(k0)
BRD(k0) =
M∑
l=1
dl(k0)BR0,l, BR0,l =
[
δl,1bR,1 . . . δl,MbR,M
]
(4.30)
eingefu¨hrt, wird deutlich, dass sich sowohl (4.27), als auch (4.28) als ein affin in der
Frequenz parametriertes System (4.22) darstellen lassen. Aus diesem Grund werden
die folgenden U¨berlegungen anhand des allgemeinen Systems (4.22) durchgefu¨hrt
und gelten entsprechend fu¨r beide Formulierungen.
Die grundlegende Idee der projektionsbasierten MOR ist es, den Suchraum fu¨r den
Lo¨sungsvektor xl auf den niedrig-dimensionalen Spaltenraum einer geeigneten Pro-
jektionsmatrix U zu restringieren. Der Lo¨sungsvektor xl aus (4.22) wird also durch
eine Superposition der Spalten der Matrix U approximiert:
xl ≈ Ux˜l, U ∈ CN×N˜ , N˜  N. (4.31)
Da der Vektor Ux˜l lediglich eine Approximation fu¨r xl ist, wird er (4.22a) nicht
exakt erfu¨llen, sondern es wird ein Residuum
rl =
AAP∑
j=1
αAPj (k0)A
AP
j
Ux˜l −
BAP∑
j=1
βAPj,l (k0)b
AP
j,l
 (4.32)
entstehen. Wird nun im Sinne eines Galerkin-Verfahrens gefordert, dass das Resi-
duum rl orthogonal auf dem Spaltenraum von U steht,
UT rl = 0, (4.33)
so ergibt sich das reduzierte Modell zuAAP∑
j
αAPj (k0)A˜
AP
j
 x˜l =
BAP∑
j
βAPj,l (k0)b˜
AP
j,l
u, (4.34a)
y˜k,l =
CAP∑
j
γAPj,k (k0)c˜
AP
j,k
 x˜l + δAPk,l u (4.34b)
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mit
A˜APj = U
TAAPj U, (4.35a)
b˜APj,l = U
TbAPj,l , (4.35b)
c˜APj,k = c
AP
j,k U (4.35c)
sowie dem reduzierten Ausgang y˜k,l, der eine Approximation des Ausgangs yk,l aus
(4.22b) darstellt. Da N˜  N vorausgesetzt wird, ist die Dimension des reduzierten
Modells (4.34) sehr viel kleiner als die des Originalsystems (4.22), und die Aus-
wertung von (4.34) wird wesentlich effizienter durchgefu¨hrt als die Auswertung des
Originalsystems. Die Genauigkeit, mit der der Ausgang des reduzierten Modells den
Ausgang des Originalsystems approximiert, ha¨ngt maßgeblich von der Wahl der
Projektionsmatrix U ab.
Im Rahmen der RBM wird U so erstellt, dass der Spaltenraum von U dem Raum
entspricht, der von den Lo¨sungen xl an NF unterschiedlichen Frequenzen aufge-
spannt wird:
span{U} = span {X(k0,1), . . . ,X(k0,NF )} , U ∈ CN×N˜ , N˜  N, (4.36)
X(k0,j) =
[
x1(k0,j) · · · xM(k0,j)
]
. (4.37)
Aus Gru¨nden der numerischen Stabilita¨t werden die Spalten der Matrix U gegen-
einander orthogonalisiert, sodass
UTU = I (4.38)
gilt. Zur Bestimmung von Anzahl und Lage der verwendeten Stu¨tzstellen k0,j stehen
selbst-adaptive Verfahren zur Verfu¨gung [dRM09], [KFK+11], [FHMS11], [HSZ12].
Die hohe Effizienz der RBM basiert auf der Mo¨glichkeit, die Methodik in eine Oﬄine-
und eine Online-Phase zu zerlegen. In der Oﬄine-Phase werden die Projektionsma-
trix U und die reduzierten Matrizen und Vektoren A˜APj , b˜
AP
j,l und c˜
AP
j,k erstellt. Dazu
werden die Frequenzpunkte k0,i bestimmt, das FE-System an diesen Punkten gelo¨st,
aus den Lo¨sungen die Projektionsmatrix U erstellt und schließlich die reduzierten
Matrizen durch Projektion nach (4.35) berechnet. Die Oﬄine-Phase beinhaltet also
alle Schritte, bei denen Matrizen der Dimension des FE-Systems involviert sind. In
der Online-Phase hingegen wird das reduzierten Modell (4.34) in den einzelnen Fre-
quenzpunkten ausgewertet. Dazu mu¨ssen die zuvor erstellten reduzierten Matrizen
und Vektoren mit den entsprechenden frequenzabha¨ngigen, skalaren Faktoren mul-
tipliziert und im Anschluss aufaddiert werden. Das so erzeugte Gleichungssystem
reduzierter Dimension (4.22a) wird gelo¨st und der Ausgang ausgewertet (4.22b).
Besonders effizient wird die RBM, wenn die Netzwerkmatrizen an sehr vielen Fre-
quenzpunkten berechnet werden mu¨ssen. Dazu muss lediglich das zuvor erstellte
reduzierte Modell in den entsprechenden Frequenzpunkten gelo¨st werden, was auf-
grund der geringen Dimension sehr effizient erfolgt. Die Erstellung des reduzierten
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Modells, also die Oﬄine-Phase, ist dagegen von der Anzahl der Frequenzen, an de-
nen die Netzwerkmatrizen beno¨tigt werden unabha¨ngig. An dieser Stelle wird auch
ersichtlich, weshalb die affine Parametrierung der Matrizen eine so große Rolle spielt:
Ist eine Darstellung der FE-Matrizen nach (4.22) nicht mo¨glich, kann auch die Zer-
legung in eine Oﬄine- und eine Online-Phase nicht vollzogen werden.
4.2.2 Anregung mit frequenzabha¨ngigen Modenformen
In diesem Abschnitt wird die oben skizzierte Methodik der RBM so erweitert, dass
damit auch Mikrowellenstrukturen behandelt werden ko¨nnen, deren anregende Wel-
lenleiter in transversaler Richtung inhomogenes Materialverhalten aufweisen. Die
Modenformen, die sich in diesen Wellenleitern ausbilden, a¨ndern sich im Allgemei-
nen u¨ber der Frequenz. Dies fu¨hrt dazu, dass auch die Eigenvektoren vi des verall-
gemeinerten Eigenwertproblems (4.1) nicht la¨nger konstant u¨ber der Frequenz sind.
Da in der Regel auch kein analytischer Ausdruck fu¨r den Verlauf der Modenformen
u¨ber der Frequenz verfu¨gbar ist, ist eine affine Parametrierung der Anregungsvek-
toren bl nicht mo¨glich. Im Gegensatz zu Abschnitt 4.2.1 kann die RBM nicht direkt
zur Anwendung kommen.
Um dieses Problem zu umgehen, wird ein reduziertes Modell des Eigenwertpro-
blems (4.1) konstruiert, das es erlaubt, die anregenden Moden mit geringem nume-
rischen Aufwand und hoher Genauigkeit u¨ber weite Frequenzba¨nder zu berechnen.
Die Gro¨ße des Fehlers wird dabei u¨ber die Dimension des reduzierten Modells ein-
gestellt. Der gewa¨hlte Ansatz zur Ordnungsreduktion des Eigenwertproblems (4.1)
ist ebenfalls projektionsbasiert. Zu jedem speisenden Wellenleiter w wird eine Pro-
jektionsmatrix Rw ∈ CNw×N˜w , N˜w  Nw generiert, der Suchraum der Eigenvek-
toren wird auf den Spaltenraum von Rw restringiert und gefordert, dass das ent-
stehende Residuum orthogonal auf dem Spaltenraum von Rw steht. Verschiede-
ne Mo¨glichkeiten zur Erzeugung der Projektionsmatrix stehen in der Literatur zur
Verfu¨gung [BPG+02], [LHW05], [SFDE08]. In [SFDE08] wurde zusa¨tzlich eine affine
Frequenzabha¨ngigkeit der Projektionsmatrix eingefu¨hrt, um das Auftreten unphysi-
kalischer Moden zu verhindern. Um diesen Fall abzudecken, wird im Folgenden von
einer affin in der Frequenz parametrierten Projektionsmatrix Rw ausgegangen:
Rw(k0) =
NR∑
q=1
θq(k0)Rw,q. (4.39)
Weiterhin wird angenommen, dass fu¨r jeden Wellenleiter das gleiche MOR-Verfahren
verwendet wird. Somit sind die Skalierungsfaktoren θq(k0) fu¨r jeden Wellenleiter
gleich, die Matrizen Rw,q sind jedoch fu¨r unterschiedliche Wellenleiter verschieden.
Somit nimmt das reduzierte Modell fu¨r Wellenleiter w folgende Form an:(
Lw∑
l=1
αwl (k0)A˜
w
l
)
v˜i = λ˜i
(
Kw∑
k=1
βwk (k0)B˜
w
k
)
v˜i, (4.40)
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mit
A˜wl = R
∗
wA
w
l Rw =
NR∑
p=1
NR∑
q=1
θp(k0)θq(k0)R
∗
w,pA
w
l Rw,q, (4.41a)
B˜wk = R
∗
wB
w
k Rw =
NR∑
p=1
NR∑
q=1
θp(k0)θq(k0)R
∗
w,pB
w
k Rw,q. (4.41b)
Die Lo¨sungen des urspru¨nglichen Eigenwertproblems werden durch
vi ≈ Rwv˜i =
NR∑
q=1
θq(k0)Rw,qv˜i, (4.42a)
λi ≈ λ˜i (4.42b)
approximiert. Auch hier wird die affine Parametrierung der Matrizen in der Fre-
quenz ausgenutzt, um die Effizienz der Auswertung zu steigern. Sind die reduzierten
Matrizen R∗w,pA
w
l Rw,q sowie R
∗
w,pB
w
k Rw,q der Dimension N˜w × N˜w erzeugt, werden
zur Lo¨sung des reduzierten Eigenwertproblems in einem bestimmten Frequenzpunkt
lediglich Operation mit Matrizen der reduzierten Dimension beno¨tigt.
Die resultierende Approximation fu¨r die Anregungsvektoren bl, ergibt sich durch
Einsetzen der Na¨herung fu¨r die Eigenlo¨sungen (4.42) in (4.13):
bl(k0) ≈ b˘l(k0) =
Nw,Q∑
p=1
NR∑
q=1
ξw,p(k0, λ˜l(k0))θq(k0)Qw,pRw,qv˜l(k0). (4.43)
Hier bezeichnet w den Wellenleiter, der den Mode fu¨hrt, der Anregung l bildet. Mit
diesen Approximationen wird die Z-Formulierung zu
AZ(k0)x˘Z,l = jk0η0b˘l(k0), (4.44a)
Z˘k,l = b˘
T
k (k0)x˘Z,l, (4.44b)
wa¨hrend sich die erweiterte S-Formulierung zu[
AZ(k0) k0η0B˘(k0)
k0η0B˘
T (k0) jk0η0
][
x˘S,l
x˘h,l
]
=
[
2jk0η0b˘l(k0)
0
]
, (4.45a)
S˘k,l = b˘
T
k (k0)x˘S,l − δk,l (4.45b)
ergibt. Die Matrix B˘ ist dabei die Matrix, deren Spalten von den Vektoren b˘i, i =
1, . . . ,M gebildet werden. Da die Vektoren b˘i eine Approximation der Vektoren bi
darstellen, sind auch die Vektoren x˘Z,l, x˘S,l, sowie die Ausga¨nge Z˘k,l, S˘k,l Approxi-
mationen der entsprechenden Gro¨ßen des FE-Systems.
An dieser Stelle wird der Vorteil der neuen S-Formulierung im Vergleich zur TFE
deutlich. Wa¨hrend hier der Einfluss der frequenzabha¨ngigen Moden auf die Anre-
gungsvektoren b˘l, bzw. bei der S-Formulierung zusa¨tzlich auf die Matrizen B˘ be-
schra¨nkt bleibt, betrifft diese Frequenzabha¨ngigkeit im Fall der TFE Methode alle
Matrizen.
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Ordnungsreduktion fu¨r die Impedanz-Formulierung
Analog zum Vorgehen in Abschnitt 4.2.1 wird fu¨r die Z-Formulierung (4.44) eine
orthogonale Projektionsmatrix erstellt:
span{UZ} = span {XZ(k0,1), . . . ,XZ(k0,NF )} , UZ ∈ CN×N˜ , N˜  N, (4.46)
XZ(k0,j) =
[
xZ,1(k0,j) · · · xZ,M(k0,j)
]
. (4.47)
Es sei an dieser Stelle angemerkt, dass die Frequenzabha¨ngigkeit der Modenfor-
men fu¨r die Lo¨sung des FE-Systems keine Rolle spielt. Dieses wird entsprechend
Abschnitt 4.1.1 gelo¨st. Auf die Wahl der Stu¨tzstellen k0,1, . . . , k0,NF wird in Ab-
schnitt 4.2.3 eingegangen. Analog zum Vorgehen in Abschnitt 4.2.1 wird der Such-
raum des Lo¨sungsvektors x˘Z,l aus (4.44) auf den Spaltenraum der Matrix UZ re-
stringiert,
x˘Z,l ≈ UZx˜Z,l, (4.48)
und anschließend gefordert, dass das Residuum
rZ,l = AZ(k0)UZx˜Z,l − jk0η0b˘l(k0) (4.49)
orthogonal auf dem Spaltenraum von UZ steht. Das zugeho¨rige reduzierte Modell
ergibt sich zu
AZ∑
j=1
αZ,j(k0)A˜Z,jx˜Z,l = jk0η0b˜Z,l(k0), (4.50a)
Z˜kl = b˜
T
Z,k(k0)x˜Z,l (4.50b)
mit
A˜Z,j = U
T
ZAZ,jUZ , (4.51a)
b˜Z,j(k0) = U
T
Zb˘j(k0). (4.51b)
Der Ausgang des reduzierten Modells stellt dabei eine Approximation des Ausgangs
des FE-Systems dar: Zk,l ≈ Z˜k,l. Mit der Definition von b˘i(k0) berechnen sich die
reduzierten Anregungsvektoren gema¨ß
b˜Z,j(k0) =
Nw,Q∑
p=1
NR∑
q=1
ξw,p(k0, λ˜j(k0))θq(k0)U
T
ZQw,pRw,qv˜j(k0). (4.52)
Diese Gleichung stellt eine direkte Kopplung zwischen dem reduzierten Eigenwert-
problem (4.40) und dem reduzierten Anregungsproblem (4.50) dar. Die Matrizen
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UTZQw,pRw,q ∈ CN˜×N˜w sind von der Dimension der reduzierten Modelle. Außer-
dem ist diese Kopplung affin in der Frequenz und dem Eigenwert λj parametriert:
Wa¨hrend die Frequenzabha¨ngigkeit in den skalaren Faktoren ξp, θq bzw. λj beru¨ck-
sichtigt wird, sind die Matrizen UTZQw,pRw,q konstant. Zusammengenommen erlau-
ben diese Eigenschaften wieder die Zerlegung in eine Oﬄine- und eine Online-Phase.
In der Oﬄine-Phase werden die Projektionsmatrizen Rw,q und UZ , die reduzierten
Matrizen des Eigenwertproblems nach (4.41), die reduzierten Matrizen des Anre-
gungsproblems nach (4.51) sowie die Matrizen zur Kopplung nach (4.52) erstellt.
Sind all diese Matrizen vorhanden, kann in der Online-Phase die Auswertung der
reduzierten Modelle in den interessierenden Frequenzpunkten sehr effizient durch-
gefu¨hrt werden. Dazu wird zuna¨chst das reduzierte Eigenwertproblem (4.40) gelo¨st.
Mit den erhaltenen Eigenlo¨sungen werden entsprechend (4.52) die Anregungsvek-
toren b˜Z,j berechnet. Diese werden dann in (4.50) verwendet, um die Eintra¨ge
der Impedanzmatrix auszuwerten. Da in der Online-Phase wiederum nur Opera-
tion mit Matrizen reduzierter Dimension involviert sind, kann diese sehr effizient
durchgefu¨hrt werden.
Weiterhin sei angemerkt, dass das reduzierte Modell (4.50) genau wie das zugrun-
de liegende FE-Modell (4.10) innere Resonanzen entha¨lt. Dazu sei auch auf Ab-
schnitt 4.3 verwiesen.
Ordnungsreduktion fu¨r die Streuparameter-Formulierung
Die Ordnungsreduktion der S-Formulierung la¨uft analog zu dem Vorgehen fu¨r die
Z-Formulierung. Es wird eine Projektionsmatrix US entsprechend
span{US} = span {XS(k0,1), . . . ,XS(k0,NF )} , US ∈ CN×N˜ , N˜  N, (4.53)
XS(k0,j) =
[
xS,1(k0,j) · · · xS,M(k0,j)
]
(4.54)
konstruiert. Die Berechnung der Lo¨sungsvektoren xS,l(k0,j) erfolgt nach (4.21). Ana-
log zur Z-Formulierung wird der Suchraum des Vektors x˘S,l auf den Spaltenraum
der Projektionsmatrix US restringiert:
x˘S,l ≈ USx˜S,l. (4.55)
Dadurch und mit der Definition von x˘h (4.20) ergibt sich die Restriktion des Such-
raums fu¨r x˘h zu
x˘h ≈ jB˘TUSx˜S. (4.56)
Die Approximation fu¨r den gesamten Lo¨sungsvektor der erweiterten S-Formulierung
ist damit
x˘SE =
[
x˘S(k0)
x˘h(k0)
]
≈ USEx˜S mit USE =
[
US
jBTUS
]
. (4.57)
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Es wird gefordert, dass das entstehende Residuum[
rS,l
rh,l
]
=
[
AZ(k0) k0η0B˘(k0)
k0η0B˘
T (k0) jk0η0
][
US
jB˘TUS
]
x˜S,l −
[
2jk0η0b˘l(k0)
0
]
, (4.58)
wobei per Konstruktion rh,l = 0 gilt, orthogonal auf dem Spaltenraum von USE
steht. Dies fu¨hrt auf das reduzierte Modell(
AZ∑
j=1
αZ,j(k0)A˜S,j + jk0η0B˜S(k0)B˜
T
S (k0)
)
x˜S,l = 2jk0η0b˜S,l(k0), (4.59a)
S˜k,l = b˜
T
S,k(k0)x˜S,l − δk,l, (4.59b)
mit
A˜S,j = U
T
SAZ,jUS, (4.60a)
b˜S,j(k0) = U
T
S b˘j(k0), (4.60b)
B˜S = U
T
S B˘ =
[
b˜S,1 · · · b˜S,M
]
. (4.60c)
Im Gegensatz zum FE-System (4.18) bereitet das explizite Auftreten der Matrix
B˜SB˜
T
S an dieser Stelle keine Probleme, da die reduzierten Matrizen A˜S,j ebenfalls
voll besetzt sind. Das Vorgehen zur Auswertung des reduzierten Modells der S-
Formulierung erfolgt analog zur Z-Formulierung: Zuna¨chst wird das reduzierte Ei-
genwertproblem (4.40) gelo¨st. Mithilfe der Lo¨sungen werden die reduzierten Anre-
gungsvektoren b˜S,j(k0) sowie die reduzierte Matrix B˜S(k0) nach (4.43) bzw. (4.60c)
berechnet. Der Ausgang S˜k,l ergibt sich durch Lo¨sen des reduzierten Systems (4.59).
Wie bereits im Rahmen der Z-Formulierung ist auch fu¨r die Ordnungsreduktion
der S-Formulierung eine Zerlegung in eine Oﬄine- und eine Online-Phase mo¨glich.
Die Operationen der Online-Phase involvieren ausschließlich Matrizen reduzierter
Dimension, weshalb diese sehr effizient durchgefu¨hrt werden kann.
Da im reduzierten Modell der S-Formulierung (4.59) der zusa¨tzliche Da¨mpfungsterm
jk0η0B˜SB˜
T
S auftritt, ist auch das reduzierte Modell frei von inneren Resonanzen.
Kombination der Formulierungen im Rahmen der Ordnungsreduktion
Der Vergleich der Z-Formulierung mit der S-Formulierung in Abschnitt 4.1.4 hat
gezeigt, dass die Z-Formulierung fu¨r verlustfreie Strukturen auf ein reellwertiges
Gleichungssystem fu¨hrt, wa¨hrend das resultierende Gleichungssystem der S-For-
mulierung komplexwertig ist. Dies fu¨hrt dazu, dass die Systeme, die aus der Z-
Formulierung resultieren, wesentlich weniger Speicher und ku¨rzere Rechenzeiten
beno¨tigen. Dafu¨r treten in der Z-Formulierung innere Resonanzen auf, und der Aus-
gang kann unbeschra¨nkt werden. Diese Nachteile vermeidet die S-Formulierung. In
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diesem Abschnitt wird ein Verfahren vorgestellt, das es erlaubt die beiden Formu-
lierung im Zuge der MOR zu kombinieren und somit von den Vorteilen beider For-
mulierungen zu profitieren. Fu¨r affin in der Frequenz parametrierte Systeme nach
Abschnitt 4.2.1 existiert ein solches Verfahren bereits [FLDE10]. Dieses wird im
Folgenden so erweitert, dass auch Strukturen, die mit frequenzabha¨ngigen Moden
angeregt werden, behandelt werden ko¨nnen.
Die Idee des Verfahrens ist, die Z-Formulierung zur Erstellung der Projektionsmatrix
zu verwenden und mit dieser Projektionsmatrix die S-Formulierung zu reduzieren.
Es wird also eine Projektionsmatrix UC analog zu (4.46) erstellt, deren Spaltenraum
dem Raum entspricht, der von Lo¨sungen XZ(k0,j) der Z-Formulierung aufgespannt
wird:
span{UC} = span {XZ(k0,1), . . . ,XZ(k0,NF )} , UC ∈ CN×N˜ , N˜  N. (4.61)
Im Zuge der Ordnungsreduktion wird der Suchraum des Lo¨sungsvektors x˘S,l aus
(4.45) auf den Spaltenraum von UC restringiert:
x˘S,l ≈ UCx˜C,l. (4.62)
Analog zum bisherigen Vorgehen zur Erstellung der reduzierten Modelle wird gefor-
dert, dass das entstehende Residuum
rC,l = AZ(k0)UCx˜C,l + jk0η0B˘(k0)B˘
T (k0)UCx˜C,l − 2jk0η0b˘l(k0) (4.63)
orthogonal auf dem Spaltenraum der Matrix UC steht. Das reduzierte Modell des
kombinierten Ansatzes ergibt sich zu(
AZ∑
j=1
αZ,j(k0)A˜C,j + jk0η0B˜C(k0)B˜
T
C(k0)
)
x˜C,l = 2jk0η0b˜C,l(k0), (4.64a)
S˜k,l = b˜
T
C,k(k0)x˜C,l − δk,l (4.64b)
mit
A˜C,j = U
T
CAZ,jUC , (4.65a)
b˜C,j(k0) = U
T
Cb˘j(k0), (4.65b)
B˜C = U
T
CB˘ =
[
b˜C,1 · · · b˜C,M
]
. (4.65c)
Wesentlich fu¨r die Durchfu¨hrbarkeit des oben vorgestellten Verfahrens ist, dass der
Raum, den die Lo¨sungen der Z-Formulierung in einem Frequenzpunkt aufspannen,
dem Raum entspricht, der von den Lo¨sungen der S-Formulierung im gleichen Fre-
quenzpunkt aufgespannt wird. Dies soll im Folgenden bewiesen werden. Das Vor-
gehen ist dabei a¨hnlich zu dem in [FLDE10], wo der Beweis bereits fu¨r affin in
der Frequenz parametrierte Systeme erbracht wurde. Zu zeigen ist, dass in einem
beliebigen Frequenzpunkt kˆ0 die Beziehung
span{xZ,1(kˆ0), . . . ,xZ,M(kˆ0)} = span{xS,1(kˆ0), . . . ,xS,M(kˆ0)} (4.66)
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gilt. Es ist daher zu zeigen, dass eine Matrix C existiert, sodass
XZ(kˆ0) = XS(kˆ0)C. (4.67)
Fu¨r die Matrizen XZ(kˆ0) und XS(kˆ0) gilt
AZ(kˆ0)XZ(kˆ0) = jk0η0B(kˆ0), (4.68a)(
AZ(kˆ0) + jk0η0B(kˆ0)B
T (kˆ0)
)
XS(kˆ0) = 2jk0η0B(kˆ0). (4.68b)
Wird (4.68b) von links mit AZ(kˆ0)
−1 multipliziert, ergibt sich(
I + jk0η0AZ(kˆ0)
−1B(kˆ0)BT (kˆ0)
)
XS(kˆ0) = 2jk0η0AZ(kˆ0)
−1B(kˆ0). (4.69)
Nach (4.68a) ist XZ(kˆ0) = jk0η0AZ(kˆ0)
−1B(kˆ0), und somit folgt aus (4.69)
XS(kˆ0)−XZ(kˆ0)BT (kˆ0)XS(kˆ0) = 2XZ(kˆ0) (4.70)
⇔ XS(kˆ0) = XZ(kˆ0)
(
2I + BT (kˆ0)XS(kˆ0)
)
. (4.71)
Durch den Vergleich von (4.71) mit (4.67) la¨sst sich die gesuchte Matrix C direkt
bestimmen zu
C = 2I + BT (kˆ0)XS(kˆ0). (4.72)
Damit ist gezeigt, dass auch im Fall der Anregung mit frequenzabha¨ngigen Moden-
formen die Lo¨sungsvektoren von Z- und S-Formulierung in einem Frequenzpunkt
den gleichen Raum aufspannen, und es somit legitim ist, die Projektionsmatrix
mithilfe der Z-Formulierung aufzubauen, und mit dieser Projektionsmatrix die S-
Formulierung zu reduzieren.
Der vorgestellte Ansatz kombiniert dabei die Vorteile der beiden Formulierungen. So
sind die Ausga¨nge des reduzierten Systems Streuparameter und daher betragsma¨ßig
auf eins beschra¨nkt. Das reduzierte Modell (4.64) entha¨lt außerdem den Da¨mpfungs-
term jk0η0B˜CB˜
T
C , weshalb keine inneren Resonanzen entstehen. Weiterhin werden
zur Erzeugung der Projektionsmatrix lediglich Lo¨sungen der Z-Formulierung ver-
wendet. Wann immer also ein volles FE-System gelo¨st werden muss, wird die Z-
Formulierung herangezogen. Fu¨r verlustfreie Strukturen sind also alle zu lo¨senden
Systeme hoher Dimension reellwertig. Im Vergleich zur reinen S-Formulierung aus
Abschnitt 4.2.2 beno¨tigt die Erzeugung der reduzierten Modelle dadurch deutlich
weniger numerischen Aufwand. Fu¨r einen Vergleich anhand numerischer Beispiele sei
auf Abschnitt 4.3 verwiesen. An dieser Stelle sei angemerkt, dass der hier vorgestellte
kombinierte Ansatz auch fu¨r verlustbehaftete Strukturen korrekte Ergebnisse liefert,
dabei jedoch keinerlei Vorteil gegenu¨ber der Verwendung der reinen S-Formulierung
nach (4.59) aufweist.
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4.2.3 Selbst-adaptives Verfahren zur Erstellung der Projek-
tionsmatrix
Ein wichtiger Punkt bei der Erstellung der reduzierten Modelle wurde bisher aus-
gespart, na¨mlich die Wahl der Stu¨tzstellen k0,j in (4.46), (4.53) bzw. (4.61). Wie
in Abschnitt 4.2.1 bereits angedeutet, existieren im Rahmenwerk der RBM Verfah-
ren, die eine selbst-adaptive Wahl der Frequenzstu¨tzstellen zur Erzeugung der Pro-
jektionsmatrizen ermo¨glichen [dRM09], [KFK+11],[FHMS11], [HSZ12]. Diese sind
allerdings auf affin in der Frequenz parametrierte Systeme beschra¨nkt. In diesem
Abschnitt werden diese selbst-adaptiven Verfahren so erweitert, dass auch der Fall
der Anregung mit frequenzabha¨ngigen Modenformen behandelt werden kann. Das
generelle Vorgehen ist dabei fu¨r die Z-, die S-Formulierung sowie die Kombination
beider Formulierungen a¨hnlich.
Die grundlegende Idee ist, das reduzierte Modell sukzessive aufzubauen. Dazu wird
der zu untersuchende Bereich der Freiraumwellenzahlen fein abgetastet. Die so ent-
standene Menge diskreter Freiraumwellenzahlen Fs , wird auch als Trainingsmenge
bezeichnet. Ausgehend von einer beliebigen Freiraumwellenzahl k0,1 ∈ Fs wird eine
Projektionsmatrix konstruiert, deren Spaltenraum dem Raum der Lo¨sungsvektoren
fu¨r alle Anregungen in k0,1 entspricht. Mittels dieser Projektionsmatrix wird ein re-
duziertes Modell der Dimension M erzeugt und fu¨r alle k0 ∈ Fs gelo¨st. Die Norm
des relativen Residuums, welches sich fu¨r die Z-Formulierung zu
ρZ,l(k0) =
1
η0k0
||rZ,l(k0)||
||b˘l(k0)||
, (4.73)
fu¨r die S-Formulierung zu
ρS,l(k0) =
1
2η0k0
||rS,l(k0)||
||b˘l(k0)||
, (4.74)
und fu¨r die Kombination beider Formulierungen zu
ρC,l(k0) =
1
2k0η0
||rC,l(k0)||
||b˘l(k0)||
(4.75)
ergibt, wird in jedem k0 ∈ Fs und fu¨r jede Anregung l ∈ [1, . . . ,M ] berechnet.
Anschließend wird die Freiraumwellenzahl bestimmt, fu¨r die die Norm des relati-
ven Residuums maximal wird. An dieser Freiraumwellenzahl wird das Originalsys-
tem gelo¨st und der Spaltenraum der Projektionsmatrix wird um die erhaltenen M
Lo¨sungsvektoren erweitert. Daraufhin wird mit der neuen Projektionsmatrix ein
gro¨ßeres reduziertes Modell konstruiert. Dies wird so lange wiederholt, bis das Re-
siduum fu¨r alle k0 ∈ Fs und fu¨r alle betrachteten Anregungen l ∈ [1, . . . ,M ] unter
einer vorher spezifizierten Schranke ρt liegt. Ist dies der Fall, ist die Erstellung der
reduzierten Modelle abgeschlossen.
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Im Verlauf dieses Verfahrens mu¨ssen ρZ,l, ρS,l bzw. ρC,l in jedem Schritt fu¨r alle Wel-
lenzahlen der feinen Abtastung Fs, sowie fu¨r alle Anregungen berechnet werden. Um
eine effiziente Erstellung der reduzierten Modelle zu gewa¨hrleisten, ist es von großer
Bedeutung, die Norm der relativen Residuen mit geringem numerischen Aufwand
berechnen zu ko¨nnen. Allerdings sind die Residuen rZ,l, rS,l und rC,l Vektoren der Di-
mension des FE-Systems. Eine direkte Berechnung der Residuen und anschließende
Bildung der Norm wu¨rde daher viel Zeit in Anspruch nehmen. Zur Beschleunigung
der Berechnung bietet es sich an, die euklidische Norm zu verwenden. Damit gilt
ρZ,l(k0) =
1
η0k0
||rZ,l(k0)||2
||b˘l(k0)||2
=
1
η0k0
√
r∗Z,lrZ,l√
b˘∗l b˘l
, (4.76a)
ρS,l(k0) =
1
2η0k0
||rS,l(k0)||2
||b˘l(k0)||2
=
1
2η0k0
√
r∗S,lrS,l√
b˘∗l b˘l
, (4.76b)
ρC,l(k0) =
1
2η0k0
||rC,l(k0)||2
||b˘l(k0)||2
=
1
2η0k0
√
r∗C,lrC,l√
b˘∗l b˘l
. (4.76c)
Der Vorteil dieser Darstellung wird deutlich, wenn die Ausdru¨cke in den Wurzeln
na¨her betrachtet werden. So ergibt sich mit (4.43), (4.49) und (4.58)
b˘∗l b˘l =
Nw,Q∑
p=1
NR∑
q=1
Nw,Q∑
i=1
NR∑
j=1
[
ξ¯w,p(k0, λ˜l)θ¯q(k0)ξw,i(k0, λ˜l)θj(k0)
× v˜∗l (k0)R∗w,qQ∗w,pQw,iRw,jv˜l(k0)
]
, (4.77)
r∗Z,lrZ,l =
jk0η0
AZ∑
j=1
Nw,Q∑
p=1
NR∑
q=1
ξ¯w,p(k0, λ˜l)θ¯q(k0)αZ,j(k0)v˜
∗
l (k0)R
∗
w,qQ
∗
w,pAZ,jUZx˜Z,l(k0)
− jk0η0
AZ∑
j=1
Nw,Q∑
p=1
NR∑
q=1
α¯Z,j(k0)ξw,p(k0, λ˜l)θq(k0)x˜
∗
Z,l(k0)U
∗
ZA
∗
Z,jQw,pRw,qv˜l(k0)
+
AZ∑
i=1
AZ∑
j=1
α¯Z,j(k0)αZ,i(k0)x˜
∗
Z,l(k0)U
∗
ZA
∗
Z,iAZ,jUZx˜Z,l(k0) + k
2
0η
2
0b˘
∗
l b˘l. (4.78)
Um auch r∗S,lrS,l kompakt darstellen zu ko¨nnen, werden zuna¨chst folgende Hilfsma-
trizen eingefu¨hrt:
Rˆw,p,q =
[
Qw,pR1,q · · · Qw,pRNP ,q
]
∈ CN×N˜W , N˜W =
NP∑
w=1
N˜w, (4.79a)
Vw,p(k0) =
[
ξw,p(k0, λw,1)v˜w,1(k0) · · · ξw,p(k0, λw,Mw)v˜w,Mw
]
, (4.79b)
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Vp(k0) =

V1,p(k0) 0 · · · 0
0 V2,p(k0) · · · 0
...
...
. . .
...
0 0 · · · VNP ,p(k0)
 , (4.79c)
mit w ∈ [1, . . . , NP ], p ∈ [1, . . . , Nw,Q] und q ∈ [1, . . . , NR]. Es sei angemerkt, dass die
Anzahl der Spalten der Matrix Rˆw,p,q der Summe der Dimensionen der reduzierten
Wellenleiter-Modelle entspricht. Mit diesen Hilfsmatrizen ergibt sich
r∗S,lrS,l =
AZ∑
i=1
AZ∑
j=1
α¯Z,i(k0)αZ,j(k0)x˜
∗
S,lU
∗
SA
∗
Z,iAZ,jUSx˜S,l
+ jk0η0
AZ∑
a=1
NP∑
w=1
Nw,Q∑
p=1
NR∑
q=1
NP∑
k=1
Nw,Q∑
i=1
NR∑
j=1
α¯Z,a(k0)θq(k0)θj(k0)
× x˜∗S,l(k0)U∗SA∗Z,aRˆw,p,qVp(k0)VTi (k0)RˆTk,i,jUSx˜S,l(k0)
− 2jk0η0
AZ∑
j=1
Nw,Q∑
p=1
NR∑
q=1
α¯Z,j(k0)ξw,p(k0, λ˜l)θq(k0)
× x˜∗S,l(k0)U∗SA∗Z,jQw,pRw,qv˜l(k0)
− jk0η0
AZ∑
a=1
NP∑
w=1
Nw,Q∑
p=1
NR∑
q=1
NP∑
k=1
Nw,Q∑
i=1
NR∑
j=1
αZ,a(k0)θ¯q(k0)θ¯j(k0)
× x˜∗S,l(k0)U∗SRˆw,p,qV¯p(k0)V∗i (k0)Rˆ∗k,i,jAZ,aUSx˜S,l(k0)
+ k20η
2
0
NP∑
w=1
Nw,Q∑
p=1
NR∑
q=1
NP∑
k=1
Nw,Q∑
i=1
NR∑
j=1
NP∑
a=1
Nw,Q∑
b=1
NR∑
c=1
NP∑
f=1
Nw,Q∑
g=1
NR∑
h=1
θ¯q(k0)θ¯j(k0)
× θ¯c(k0)θ¯h(k0)x˜∗S,l(k0)U∗SRˆw,p,qV¯p(k0)V∗i (k0)Rˆ∗k,i,jRˆa,b,c
×Vb(k0)VTg (k0)RˆTf,g,hUSx˜S,l
− 2k20η20
NP∑
r=1
Nw,Q∑
p=1
NR∑
q=1
NP∑
k=1
Nw,Q∑
i=1
NR∑
j=1
Nw,Q∑
a=1
NR∑
b=1
θ¯q(k0)θ¯j(k0)ξw,a(k0, λ˜l)θb(k0)
× x˜∗S,l(k0)U∗SRˆr,p,qV¯p(k0)V∗i (k0)Rˆ∗k,i,jQw,aRw,bv˜l(k0)
+ 2jk0η0
AZ∑
j=1
Nw,Q∑
p=1
NR∑
q=1
ξ¯w,p(k0, λ˜l)θ¯q(k0)αZ,j(k0)
× v˜∗l (k0)R∗w,qQ∗w,pAZ,jUSx˜S,l(k0)
− 2k20η20
Nw,Q∑
a=1
NR∑
b=1
NP∑
r=1
Nw,Q∑
p=1
NR∑
q=1
NP∑
k=1
Nw,Q∑
i=1
NR∑
j=1
ξ¯w,a(k0, λ˜l)θ¯b(k0)θq(k0)θj(k0)
× v˜l(k0)∗R∗w,bQ∗w,aRˆr,p,qVp(k0)VTi (k0)RˆTk,i,jUSx˜S,l(k0)
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+ 4k20η
2
0b˘
∗
l b˘l. (4.80)
Der Ausdruck fu¨r r∗C,lrC,l berechnet sich analog zu r
∗
S,lrS,l; es ist lediglich die Projek-
tionsmatrix US durch UC zu ersetzen. Aus diesem Grund sei hier auf eine explizite
Angabe von r∗C,lrC,l verzichtet. Die Matrizen, die in (4.77), (4.78) sowie (4.80) auf-
treten, sind konstant u¨ber der Frequenz und von der Dimension der reduzierten
Modelle. Die Frequenzabha¨ngigkeit geht lediglich durch skalare Koeffizienten, die
reduzierten Eigenvektoren sowie durch die Lo¨sungen der entsprechenden reduzier-
ten Modelle ein. Da diese sehr effizient berechnet werden ko¨nnen, wird eine erhebli-
che Effizienzsteigerung bei der Auswertung der relativen Residuumsnorm und somit
auch bei der Generierung der reduzierten Modelle erreicht. Eine Zusammenfassung
des Generierungsprozesses ist in Abbildung 4.7 am Beispiel der kombinierten For-
mulierung gezeigt. Dabei wird das Vorhandensein der reduzierten Modelle fu¨r die
speisenden Wellenleiter (4.40) vorausgesetzt.
Ein bekannter Nachteil der Berechnung der relativen Residuumsnorm nach (4.76) ist
die Tatsache, dass diese bei etwa
√
εComp stagniert [CTU09], [Cas12], wobei εComp
der Maschinengenauigkeit [Sto02, S. 6] entspricht. Dies ist durch die begrenzte Ge-
nauigkeit der Darstellung der Zahlen im Rechner bedingt. Wird eine ho¨here Genau-
igkeit fu¨r die relative Residuumsnorm beno¨tigt, ko¨nnen die Verfahren aus [SFDE15]
angewendet werden.
4.3 Numerische Beispiele
Bei den folgenden numerischen Beispielen wird, wie schon in Abschnitt 4.1.4, auf die
Formulierung aus [FHDE04] zur modalen Analyse der Wellenleiter zuru¨ckgegriffen.
Die reduzierten Modelle fu¨r die Wellenleiter werden entsprechend [SFDE08] erstellt.
Die Rechnung in diesem Abschnitt wurden in MATLAB-R2013b auf einem Intel R©
Xeon E5620 Prozessor mit 2,4 GHz durchgefu¨hrt. Fu¨r die Lo¨sung der hoch dimensio-
nalen Gleichungssysteme wurde der PARDISO Lo¨ser fu¨r schwach besetzte Matrizen
der Intel R© MKL Bibliothek Version 2017.1.143 verwendet.
4.3.1 Gekoppelte Mikrostreifenleitungen
Das erste numerische Beispiel bilden die gekoppelten Mikrostreifenleitungen (gMSL)
aus Abbildung 4.8. An den Stirnfla¨chen der gezeigten Struktur befinden sich die
Querschnitte der speisenden Wellenleiter, die jeweils zwei quasi-TEM-Moden fu¨hren.
Die Struktur ist geschirmt, sodass auf den restlichen Ra¨ndern perfekt elektrisch lei-
tende Randbedingungen liegen. Das Substrat wird verlustfrei mit εr = 9, 8 und
µr = 1 angenommen, und fu¨r die sich daru¨ber befindliche Luft gilt εr = 1, µr = 1
und κ = 0. Das interessierende Frequenzband ist [1, 16] GHz. Entsprechend dem
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Lege Abtastung Fs sowie
Schranke ρt fest,
Wa¨hle k0,1 ∈ Fs , Setze j = 0.
Lo¨se (4.44) fu¨r k0 = k0,1 um
XZ(k0,1) zu erhalten.
Setze Projektionsmatrix
UC,1 = XZ(k0,1)
und orthogonalisiere UC,1.
Setze j = j + 1 und erstelle
reduzierte Matrizen nach (4.65)
mittels UC,j.
Lo¨se reduziertes Modell (4.64)
∀ k0 ∈ Fs, sowie ∀ l ∈ [1, . . . ,M ].
Berechne Norm des relativen
Residuums nach (4.76)
∀ k0 ∈ Fs, sowie ∀ l ∈ [1, . . . ,M ].
Bestimme Maximum der Norm
des relative Residuums:
e = max
l
max
k0
(ρC,l(k0))
e ≤ ρte > ρt
Fertig
Bestimme k0,max, fu¨r das
ρC,l(k0) maximal wird und setze
k0,j+1 = k0,max
Lo¨se (4.44) fu¨r k0,j+1,
∀l ∈ [1, . . . ,M ], um
XZ(k0,j+1) zu erhalten.
Erstelle neue Projektionsmatrix
UC,j+1 = [UC,j,XZ(k0,j+1)]
und orthogonalisiere UC,j+1.
Abbildung 4.7: Ablaufdiagramm zur selbst-adaptiven Erstellung der reduzierten Mo-
delle.
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hergeleiteten Ansatz wird zuna¨chst je ein reduziertes Modell fu¨r die beiden speisen-
den Wellenleiter nach [SFDE08] unter Verwendung des selbst-adaptiven Verfahrens
aus [KFK+11] erstellt. Bei der Vorgabe einer Schranke von 10−4 fu¨r die Norm des
relativen Residuums werden reduzierte Modelle der Dimension 22 erstellt. Da beide
Wellenleiter in diesem Beispiel identisch sind, werden im Folgenden lediglich die Er-
gebnisse eines Wellenleiters vorgestellt. Die resultierenden Ausbreitungskoeffizienten
der beiden quasi-TEM-Moden sind in Abbildung 4.9a zusammen mit den Lo¨sungen
der FE-Modelle, die als Referenz dienen, dargestellt. Mode 1 entspricht dabei dem
Gleichtakt-Mode, wa¨hrend Mode 2 den Gegentakt-Mode bezeichnet. Es la¨sst sich
eine sehr gute U¨bereinstimmung zwischen den Ergebnissen des reduzierten Modells
und denen des FE-Modells erkennen. Um die Abweichung quantifizieren zu ko¨nnen,
wird der relative Fehler in der Ausbreitungskoeffizienten eγ,
eγ =
|γFE − γred|
|γFE| , (4.81)
eingefu¨hrt, wobei γFE die Lo¨sung des FE-Modells bezeichnet, wa¨hrend γred die
Lo¨sung des reduzierten Modells darstellt. Der Fehler eγ ist in Abbildung 4.9b u¨ber
der Frequenz dargestellt. Es ist zu sehen, dass dieser u¨ber dem betrachteten Fre-
quenzband unter 10−9 liegt, was die hohe Genauigkeit des reduzierten Modells un-
terstreicht.
In einem ersten Schritt wird die hergeleitete Methodik fu¨r die S-Formulierung mit
dem Ansatz aus [WMSW02] verglichen, in dem die Modenform als konstant u¨ber der
Frequenz angenommen wird. Dazu werden die Anregungsvektoren bi(k0) in jedem
90 Effiziente Analyse passiver Mikrowellenstrukturen im Frequenzbereich
1 4 7 10 13 160
200
400
600
800
1000
Frequenz (GHz)
Im
(γ)
 (r
ad
/m
)
 
 
Mode 1: red.
Mode 1: FE
Mode 2: red.
Mode 2: FE
(a)
1 4 7 10 13 1610
−14
10−13
10−12
10−11
10−10
10−9
Frequenz (GHz)
|e γ
|
 
 
Mode 1
Mode 2
(b)
Abbildung 4.9: gMSL: (a) Verlauf Ausbreitungskoeffizienten der quasi-TEM-Moden,
(b) Fehler des reduzierten Modells in den Ausbreitungskoeffizienten.
Frequenzpunkt mit dem Anregungsvektor bei der Mittenfrequenz, hier also 8, 5 GHz,
approximiert:
bi(k0) ≈ bi(k0,M), (4.82)
wobei k0,M die zur Mittenfrequenz zugeho¨rige Freiraumwellenzahl bezeichnet. Auf
diese Weise entsteht ein affin in der Frequenz parametriertes System, das die An-
wendung der Methoden aus Abschnitt 4.2.1 erlaubt. Ein Vergleich der Betra¨ge der
Streuparameter fu¨r reduzierte Modelle der Dimension 20 aus beiden Ansa¨tzen ist
in Abbildung 4.10 gezeigt. Als Referenz sind die Ergebnisse des FE-Modells der S-
Formulierung hinzugefu¨gt. Wie zu erwarten sind die Lo¨sungen beider Ansa¨tzen bei
8, 5 GHz identisch. Je weiter die Frequenz von der Mitte entfernt ist, desto gro¨ßer
ist die Abweichung der Lo¨sung des Ansatzes [WMSW02] von dem erwarteten re-
flexionsfreien Verhalten. Bei einer Frequenz von 16 GHz wird der Gleichtakt-Mode
sogar gro¨ßtenteils reflektiert. Im Gegensatz dazu liefert das neu entwickelte Verfah-
ren u¨ber den gesamten Frequenzbereich das erwartete reflexionsfreie Verhalten. Der
maximale Fehler in den Streuparametern emax,
emax(k0) = max
i,j=1...M
|Si,j,red(k0)− Si,j,FE(k0)|, (4.83)
der hier bezu¨glich der Ergebnisse des FE-Modells der S-Formulierung berechnet
wird, ist in Abbildung 4.11a dargestellt. Wa¨hrend er fu¨r das reduzierte Modell
der neuen Methodik im Bereich von 10−8 liegt, nimmt er fu¨r das Verfahren aus
[WMSW02] Werte bis zu 1 an. Um zu zeigen, dass dieser hohe Fehler nicht aus einer
zu geringen Dimension des reduzierten Modells stammt, werden fu¨r beide Ansa¨tze
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Abbildung 4.10: gMSL: Vergleich des Betrags der Streuparameter des Verfahrens
von [WMSW02] mit der neuen Methode, (a) S1,1, (b) S2,2.
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Abbildung 4.11: gMSL: Vergleich des Fehlers in den Streuparametern des Verfahrens
von [WMSW02] mit der neuen Methode, fu¨r eine Dimension des reduzierten Modells
von (a) 20, (b) 28.
reduzierte Modelle der Dimension 28 generiert. Der maximale Fehler emax der re-
sultierenden Streuparameter ist Abbildung 4.11b dargestellt. Es ist zu sehen, dass
der Fehler des neuen Ansatzes weiter abnimmt, wa¨hrend der Fehler des Verfahrens
[WMSW02] konstant bleibt. Es handelt sich also um einen systematischen Fehler
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Abbildung 4.12: gMSL: Betrag der Streuparameter der reduzierten Modelle u¨ber der
Frequenz (a) S1,1, (b) S2,2.
des Verfahrens. Dies verdeutlicht, dass der Ansatz [WMSW02] auch fu¨r quasi-TEM-
Moden in breitbandigen Anwendungen ungeeignet ist.
Im na¨chsten Schritt werden die reduzierten Modelle der Z- und S-Formulierung so-
wie des kombinierten Ansatzes, im Folgenden mit C-Formulierung bezeichnet, mit-
einander verglichen. Unter Verwendung des selbst-adaptiven Verfahrens aus Ab-
schnitt 4.2.3 mit einer Schranke fu¨r das Residuum von ρt = 10
−4, wurden drei
reduzierte Modelle der Dimension 28 erstellt. In Abbildung 4.12 sind die Betra¨ge
der Streuparameter S1,1 und S2,2, also die Reflexionen des Gleichtakt- und des
Gegentakt-Modes, u¨ber dem betrachteten Frequenzbereich dargestellt. Als Referenz
ist zusa¨tzlich die Lo¨sung des FE-Modells der S-Formulierung hinzugefu¨gt. Es ist zu
sehen, dass die Kurven u¨ber weite Teile des Frequenzbandes das erwartete refle-
xionsfreie Verhalten aufweisen. Lediglich bei Frequenzen von etwa 13, 3 GHz bzw.
15, 1 GHz weisen die Streuparameter des reduzierten Modells der Z-Formulierung
scharfe Resonanzen auf. Werden diese Frequenzen mit den Eigenfrequenzen des zu-
geho¨rigen Resonatorproblems in Tabelle 4.4 verglichen, so wird deutlich, dass es
sich um innere Resonanzen der Z-Formulierung handelt. Ein Vergleich mit den Ei-
genfrequenzen des reduzierten Resonatorproblems zeigt, dass die inneren Resonan-
zen wa¨hrend der Ordnungsreduktion erhalten bleiben. In den Streuparametern der
S-Formulierung sowie in denen des kombinierten Ansatzes sind diese Resonanzen,
wie erwartet, nicht enthalten. Der maximale Fehler in den Streuparametern, emax,
der hier mit Bezug auf die Lo¨sung des FE-Modells der S-Formulierung berechnet
ist, ist in Abbildung 4.13 gegeben. Abgesehen von den inneren Resonanzen der Z-
Formulierung liegt emax u¨ber dem gesamten betrachteten Frequenzband im Bereich
Numerische Beispiele 93
Tabelle 4.4: gMSL: Eigenfrequenzen des Resonantorproblems.
Modell Eigenfrequenzen (GHz)
FE 13, 3549 15, 0753 16, 0871
Red. 13, 3779 15, 1080 16, 0911
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Abbildung 4.13: gMSL: Maximaler Fehler in den Streuparametern u¨ber der Fre-
quenz.
von 10−9, was die hohe Genauigkeit der reduzierten Modelle unterstreicht. Die Si-
mulationsdaten zur Erstellung und Auswertung der reduzierten Modelle sowie zur
Lo¨sung der FE-Modelle sind in Tabelle 4.5 gegeben. Diese Daten zeigen ebenfalls
das erwartete Verhalten: Die Zeit, die zum Lo¨sen an einem einzelnen Frequenz-
punkt beno¨tigt wird, ist fu¨r das FE-Modell der S-Formulierung fast dreimal ho¨her
als die, die fu¨r das FE-Modell der Z-Formulierung beno¨tigt wird. Dies hat zur Folge,
dass die reduzierten Modelle der Z-Formulierung und des kombinierten Ansatzes
sehr viel effizienter erstellt werden als die der S-Formulierung. Im Gegensatz dazu
sind die beno¨tigten Zeiten zum Auswerten der reduzierten Modelle in einem Fre-
quenzpunkt ungefa¨hr gleich, jedoch um Gro¨ßenordnungen geringer als die, die zur
Auswertung der FE-Modelle beno¨tigt wird. Dies zeigt, dass die reduzierten Modelle,
unabha¨ngig der gewa¨hlten Formulierung, eine enorme Beschleunigung der Auswer-
tung ermo¨glichen.
Um sicherzustellen, dass der gro¨ßere Bedarf an Rechenzeit der S-Formulierung le-
diglich aus den komplexwertigen Matrizen herru¨hrt, werden die obigen Simulationen
noch einmal wiederholt, allerdings wird das Substrat der Struktur diesmal mit ei-
nem Verlusttangens von tan δ = 10−4 versehen. Die dazugeho¨rigen Simulationsdaten
sind in Tabelle 4.6 gegeben. Da die Anzahl der Unbekannten identisch mit der der
verlustfreien Struktur ist, wird auf eine Wiederholung der Angabe verzichtet. Es
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Tabelle 4.5: gMSL: Simulationsdaten fu¨r die verlustfreie Struktur.
Unbekannte red. Z red. S red. C FE Z FE S
Wellenleiter 1 22 22 22 13 852 13 852
Wellenleiter 2 22 22 22 13 962 13 962
Anregungsproblem 28 28 28 2 656 956 2 656 960
Zeit zur Generierung (h)
Wellenleiter 0,18 0,18 0,18 - -
Anregungsproblem 1,98 5,52 1,78 - -
Gesamt 2,16 5,7 1,96 - -
Zeit zum Lo¨sen∗ (ms)
Wellenleiter 0,99 0,99 0,99 35 864 35 864
Anregungsproblem 0,76 0,87 0,78 800 171 2 400 305
Gesamt 1,75 1,86 1,77 836 035 2 436 169
∗ Ausgewertet an einen Frequenzpunkt.
Tabelle 4.6: gMSL: Simulationsdaten fu¨r die verlustbehaftete Struktur.
Zeit zur Generierung (h) red. Z red. S red. C FE Z FE S
Wellenleiter 0,33 0,33 0,33 - -
Anregungsproblem 4,9 4,94 5,0 - -
Gesamt 5,23 5,27 5,33 - -
Zeit zum Lo¨sen∗ (ms)
Wellenleiter 1,86 1,86 1,86 44 519 44 519
Anregungsproblem 0,81 1,0 0,75 2 387 752 2 387 714
Gesamt 2,67 2,86 2,61 2 432 271 2 432 233
∗ Ausgewertet an einen Frequenzpunkt.
ist zu sehen, dass die Unterschiede in den Lo¨sungszeiten der FE-Modelle minimal
sind. Dementsprechend sind auch die Zeiten zur Generierung der reduzierten Mo-
delle a¨hnlich. Daraus kann geschlussfolgert werden, dass die großen Unterschiede
in den Rechenzeiten in Tabelle 4.5 von der komplexwertigen Systemmatrix der S-
Formulierung herru¨hren.
4.3.2 U¨bergang von Rechteckhohlleiter auf Rechteckhohl-
leiter mit dielektrischem Einsatz
Das zweite Beispiel bildet der U¨bergang eines leeren Rechteckhohlleiter (RHL) auf
einen Rechteckhohlleiter mit dielektrischem Einsatz (RdE) aus [SA85], dessen Geo-
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Abbildung 4.14: U¨bergang RHL-RdE, Abmessungen in mm.
metrie in Abbildung 4.14 dargestellt ist. Die metallische Hu¨lle der Struktur wird als
perfekt elektrisch leitend modelliert, und der dielektrische Einsatz wird als verlustfrei
und nichtmagnetisch angenommen. Die Struktur wird an beiden Wellenleitern je-
weils mit den fu¨nf ersten Moden angeregt, und die Analyse erfolgt im Frequenzband
[12, 18] GHz. Im ersten Schritt werden wieder reduzierte Modelle fu¨r die speisen-
den Wellenleiter erstellt. Dazu wird wie im vorherigen Beispiel das Verfahren aus
[SFDE08] zusammen mit der selbst-adaptiven Wahl der Frequenzstu¨tzstellen nach
[KFK+11] verwendet. Bei der Vorgabe einer Schranke von 10−4 fu¨r das Residuum
ergeben sich reduzierte Modelle der Dimension 5 fu¨r den ersten Wellenleiter und der
Dimension 25 fu¨r den zweiten Wellenleiter. Dies la¨sst sich dadurch erkla¨ren, dass der
erste Wellenleiter in transversaler Richtung homogenes Materialverhalten aufweist.
Die Modenformen sind somit konstant, und somit reicht fu¨r jeden Mode ein Basisvek-
tor in der Projektionsmatrix aus, um dessen Modenform korrekt u¨ber der Frequenz
darzustellen. Fu¨r den zweiten Wellenleiter ist dies nicht der Fall, und es werden meh-
rere Basisvektoren pro Mode beno¨tigt. Ein Vergleich der Ausbreitungskoeffizienten
der reduzierten Modelle mit denen der FE-Modelle ist in Abbildung 4.15 gegeben.
Es la¨sst sich eine sehr gute U¨bereinstimmung der Verla¨ufe erkennen. Auch der Feh-
ler, der in Abbildung 4.16 dargestellt ist und u¨ber dem Frequenzband unter 10−11
bzw, 10−6 liegt, besta¨tigt diese sehr gute U¨bereinstimmung.
Nachdem die reduzierten Modelle fu¨r den Wellenleiter verfu¨gbar sind, werden im
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Abbildung 4.15: U¨bergang RHL-RdE: Ausbreitungskoeffizienten, (a) Wellenleiter 1,
(b) Wellenleiter 2.
na¨chsten Schritt wieder reduzierte Modelle fu¨r die Z- und die S-Formulierung sowie
fu¨r den kombinierten Ansatz erstellt. Die Vorgabe einer Schranke fu¨r das relative
Residuum von ρt = 2 · 10−3 fu¨hrt jeweils auf reduzierte Modelle der Dimension 60.
Ein Vergleich der Streuparameter der drei reduzierten Modelle ist exemplarisch an-
hand der Betra¨ge von S1,1 und S6,6, also anhand der Reflexionen der dominanten
Moden der beiden Wellenleiter, in Abbildung 4.17 gezeigt. Als Referenz dient wieder
die Lo¨sung des FE-Modells der S-Formulierung. Abgesehen von zwei scharfen Re-
sonanzen bei etwa 15, 06 GHz und 17, 9 GHz in den Lo¨sungen der Z-Formulierung,
ist eine gute U¨bereinstimmung der Kurven zu sehen. Um zu u¨berpru¨fen, dass diese
Resonanzen innere Resonanzen der Z-Formulierung sind, wird wieder das zugeho¨rige
Resonatorproblem betrachtet. Die berechneten Eigenfrequenzen im interessierenden
Frequenzband sind in Tabelle 4.7 sowohl fu¨r das FE-Modell als auch fu¨r das redu-
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Abbildung 4.16: U¨bergang RHL-RdE: relativer Fehler der reduzierten Modelle in
den Ausbreitungskoeffizienten, (a) Wellenleiter 1, (b) Wellenleiter 2.
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Abbildung 4.17: U¨bergang RHL-RdE: Reflexionen der dominanten Moden beider
Wellenleiter, (a) Wellenleiter 1, (b) Wellenleiter 2.
zierte Modell dargestellt. Es la¨sst sich erkennen, dass bei 15, 06 GHz und 17, 9 GHz
Eigenfrequenzen des Resonatorproblems liegen. Somit ist sichergestellt, dass die bei-
den Resonanzen tatsa¨chlich innere Resonanzen der Z-Formulierung sind. Außerdem
wird deutlich, dass die Resonanzen des FE-Modells ebenfalls im reduzierten Modell
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Tabelle 4.7: U¨bergang RHL-RdE: Eigenfrequenzen des Resonantorproblems.
Modell Eigenfrequenzen (GHz)
FE 15, 0606 16, 9505 17, 8159 17, 9058
Red. 15, 0606 16, 9505 17, 8159 17, 9058
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Abbildung 4.18: U¨bergang RHL-RdE: Maximaler Fehler in den Streuparametern
u¨ber der Frequenz.
enthalten sind, was erkla¨rt, weshalb auch das reduzierte Modell der Z-Formulierung
innere Resonanzen aufweist. Neben den beiden angesprochenen Resonanzen liegen
nach Tabelle 4.7 noch weitere Eigenfrequenzen im betrachteten Frequenzband, die
allerdings in Abbildung 4.17 nicht zu sehen sind. Dies la¨sst sich damit erkla¨ren, dass
diese Resonanzen nicht zu ho¨heren Moden in den Wellenleitern geho¨ren. Dies wird
deutlich, wenn der maximale Fehler in den Streuparametern emax bzgl. der Lo¨sung
des FE-Modells der S-Formulierung betrachtet wird. Dieser ist in Abbildung 4.18
dargestellt und beru¨cksichtigt alle Eintra¨ge der Streumatrix. Die verbleibenden bei-
den Resonanzen lassen sich im Fehler des reduzierten Modells der Z-Formulierung
gut erkennen. Abgesehen von diesen Resonanzen liegt der Fehler der reduzierten Mo-
delle der Z-Formulierung jedoch im Bereich von 10−9 - 10−7. Fu¨r die S-Formulierung
und den kombinierten Ansatz liegt der Fehler sogar u¨berall in dieser Gro¨ßenordnung,
was deren hohe Genauigkeit unterstreicht. Die Simulationsdaten fu¨r dieses Beispiel
sind in Tabelle 4.8 gegeben. Wie zu erwarten, ist die beno¨tigte Zeit zum Lo¨sen der
FE-Modelle in einem einzelnen Frequenzpunkt fu¨r die S-Formulierung wesentlich
ho¨her als fu¨r die Z-Formulierung. Entsprechend ist auch die beno¨tigte Zeit zum
Erstellen der reduzierten Modelle fu¨r die Z-Formulierung und den kombinierten An-
satz wesentlich geringer. Werden die oben genannten Rechnungen nochmals fu¨r einen
verlustbehafteten dielektrischen Einsatz, tan δ = 550 · 10−6 wiederholt, ergeben sich
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Tabelle 4.8: U¨bergang RHL-RdE: Simulationsdaten fu¨r verlustfreie Struktur.
Unbekannte red. Z red. S red. C FE Z FE S
Wellenleiter 1 5 5 5 1 537 1 537
Wellenleiter 2 25 25 25 1 612 1 612
Anregungsproblem 60 60 60 230 034 230 044
Zeit zur Generierung (s)
Wellenleiter 47,68 47,68 47,68 - -
Anregungsproblem 199,43 321,06 213,79 - -
Gesamt 247,11 368,74 261,47 - -
Zeit zum Lo¨sen∗ (ms)
Wellenleiter 1,55 1,55 1,55 6 363 6 363
Anregungsproblem 1,9 2,05 1,86 25 879 60 240
Gesamt 3,45 3,6 3,41 32 242 66 603
∗ Ausgewertet an einen Frequenzpunkt.
Tabelle 4.9: U¨bergang RHL-RdE: Simulationsdaten fu¨r verlustbehaftete Struktur.
Zeit zur Generierung (s) red. Z red. S red. C FE Z FE S
Wellenleiter 54,79 54,79 54,79 - -
Anregungsproblem 322,94 334,31 339,51 - -
Gesamt 377,73 389,1 394,3 - -
Zeit zum Lo¨sen∗ (ms)
Wellenleiter 1,46 1,46 1,46 8 128 8 128
Anregungsproblem 1,38 1,68 1,59 59 087 60 346
Gesamt 2,84 3,14 3,05 67 215 68 474
∗ Ausgewertet an einen Frequenzpunkt.
die Simulationsdaten aus Tabelle 4.9. Es ist zu erkennen, dass die beno¨tigte Zeit
zur Auswertung des FE-Modells an einem einzelnen Frequenzpunkt fu¨r Z- und S-
Formulierung anna¨hernd gleich ist. Dementsprechend ist auch bei der Dauer der
Generierung der reduzierten Modelle kaum ein Unterschied festzustellen.
4.4 Zusammenfassung
In diesem Kapitel wurden Verfahren zur effizienten Bestimmung von Netzwerkmatri-
zen zur Beschreiben von passiven Mikrowellenstrukturen vorgestellt. Ausgangspunkt
sind dabei FE-Modelle dieser Strukturen. Es wurde eine S-Formulierung hergelei-
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tet, die anders als die weitverbreitete Z-Formulierung keine inneren Resonanzen
beinhaltet. Im Gegensatz zur bekannten TFE wird auf eine Restriktion der Ansatz-
funktionen auf den Querschnitten der speisenden Wellenleiter verzichtet, wodurch
die Implementierung stark vereinfacht wird. Weitere Vorteile der hergeleiteten S-
Formulierung ergeben sich in der anschließenden Ordnungsreduktion fu¨r Anregungen
mit frequenzabha¨ngigen Modenformen. Nachteil der S-Formulierung im Vergleich
zur Z-Formulierung ist die Tatsache, dass die S-Formulierung auch fu¨r verlustlo-
se Strukturen auf komplexwertige Matrizen fu¨hrt, was im Rahmen der Lo¨sung der
Gleichungssysteme zu wesentlich ho¨herem Bedarf an Speicher und Rechenzeit fu¨hrt.
Außerdem wurde ein Verfahren zur Ordnungsreduktion vorgestellt, das im Gegen-
satz zu fru¨heren Verfahren die Behandlung von Strukturen ermo¨glicht, die durch
Wellenleiter mit transversal inhomogenen Materialeigenschaften angeregt werden.
Dieses Verfahren wurde erfolgreich auf die Z- und die S-Formulierung angewendet.
Weiterhin wurde eine Methodik entwickelt, die es erlaubt fu¨r verlustfreie Strukturen
die Vorteile beider Formulierungen zu kombinieren.
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Kapitel 5
Kompakte Zeitbereichsmodelle
passiver Mikrowellenstrukturen
Im vorherigen Kapitel wurden Verfahren vorgestellt, die eine effiziente Beschrei-
bung passiver Mikrowellenstrukturen mittels Netzwerkmatrizen im Frequenzbereich
ermo¨glichen. Die Simulation im Frequenzbereich war mo¨glich, da ausschließlich Mi-
krowellenstrukturen mit linearen und zeitinvarianten Materialien behandelt wur-
den. Sind diese linearen Bauteile allerdings Teil eines komplexeren Systems, das
auch Komponenten mit nichtlinearem Verhalten entha¨lt, so muss die Simulation
des Gesamtsystems im Zeitbereich durchgefu¨hrt werden. Um die linearen Teilsys-
teme dennoch im Frequenzbereich analysieren zu ko¨nnen, wird in diesem Kapitel
eine Methodik zur Transformation der Frequenzbereichsmodelle in den Zeitbereich
vorgestellt. Dabei werden lediglich Strukturen betrachtet, die ausschließlich durch
Moden vom Typ TEM angeregt werden, und deren anregenden Wellenleiter kein
frequenzabha¨ngiges Material enthalten.
Ausgangspunkt der Transformation ist die erweiterte S-Formulierung (4.21) im Fre-
quenzbereich, fu¨r die ein reduziertes Modell nach Abschnitt 4.2.1 erstellt wird. Diese
Modelle sind aus Gru¨nden der U¨bersichtlichkeit in Abschnitt 5.1 nochmals angege-
ben. Weiterhin wird in Abschnitt 5.1 gezeigt, dass die reduzierten Frequenzbereichs-
modelle beweisbar passiv sind, und somit die resultierenden Zeitbereichsmodelle ga-
rantiert kausales Verhalten aufweisen. In Abschnitt 5.2 wird die Transformation der
Modelle durchgefu¨hrt. Diese Transformation wurde erstmals in [B5] fu¨r Strukturen
mit frequenzunabha¨ngigen Materialien durchgefu¨hrt und anschließend in [B2], [B3],
[B2] um Materialien mit je einem Debye-, Drude- bzw. Lorentz-Pol erweitert. Struk-
turen, deren Materialmodelle entsprechend (2.29) mehrere Pole aufweisen, wurden
in [A1], [B3] behandelt. Dabei kommt die Methode der Auxiliary Differential Equa-
tions (ADE) [OMS97] zum Einsatz, die auf Zeitbereichsmodelle Zustandsraumdar-
stellung fu¨hrt. Dies hat den Vorteil, dass die Zeitbereichsmodelle durch Standard-
Zeitintegratoren nach [HNW09] gelo¨st bzw. mit den Verfahren nach [AN01], [LM07]
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direkt in Schaltungssimulatoren realisiert werden ko¨nnen. Verfahren zur Validierung
der hergeleiteten Zeitbereichsmodelle werden in Abschnitt 5.3 vorgestellt, wa¨hrend
Abschnitt 5.4 die Methoden zur Realisierung der Zeitbereichsmodelle in Schaltungs-
simulatoren zusammenfasst. Zum Abschluss des Kapitels werden die vorgestellten
Methoden anhand von numerischen Beispielen in Abschnitt 5.5 verifiziert.
5.1 Modelle im Frequenzbereich
Die Zeitbereichsmodelle basieren auf der erweiterten S-Formulierung im Frequenz-
bereich. Im Gegensatz zu dem Vorgehen in Kapitel 4 ist das Ziel der Simulationen
im Zeitbereich nicht zwangsweise die Bestimmung der Streumatrix der Struktur,
sondern in vielen Fa¨llen sind die Ausgangssignale fu¨r beliebige Eingangssignale von
Interesse. Daher wird anders als in Abschnitt 2.5 im Frequenzbereichsmodell der
Eingang, also die Amplitude der einfallenden Welle al, nicht auf 1 gesetzt, und dem
entsprechend stellt der Ausgang nicht unmittelbar einen Eintrag der Streumatrix
dar, sondern ist vielmehr die Amplitude der auslaufenden Welle bk. Zur Verein-
fachung der Notation wird weiterhin davon ausgegangen, dass die Struktur ledig-
lich mit einem Mode, im folgenden Mode l, angeregt wird. Die Verallgemeinerung
auf gleichzeitige Anregung mit mehreren Modes ist jedoch einfach mo¨glich. Um die
Transformation in den Zeitbereich zu erleichtern, wird das System in der Kreisfre-
quenz ω anstatt der Freiraumwellenzahl k0 parametriert. Das FE-Modell lautet dann
[
AZ(ω) ωµ0B
ωµ0B
T jωµ0
][
xS,l
xh,l
]
=
[
2jωµ0bl
0
]
al (5.1a)
bk = b
T
k xS,l − δk,lal. (5.1b)
Das Voraussetzen von TEM-Moden fu¨hrt dazu, dass die Vektoren bi und somit
auch die Matrix B konstant u¨ber der Frequenz sind. Die Vektoren bi mu¨ssen somit
lediglich in einem beliebigen Frequenzpunkt u¨ber (4.1) und (4.13) berechnet werden.
Das System ist affin in der Frequenz parametriert, und das reduzierte Modell wird
nach Abschnitt 4.2.1 erstellt. Dabei spielt es nach [FLDE10] keine Rolle, ob die
Projektionsmatrix mittels der Lo¨sungen der Z- oder S-Formulierung erstellt wird.
Das reduzierte Modell ergibt sich zu(
A˜T (ω) + jωµ0B˜T B˜
T
T
)
x˜T,l = 2jωµ0b˜T,lal, (5.2a)
b˜k = b˜
T
T,kx˜T,l − δk,lal, (5.2b)
mit
A˜T (ω) = U
T
TAZ(ω)UT , (5.3a)
B˜T = U
T
TBUT , (5.3b)
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b˜T,i = U
T
Tbi, (5.3c)
wobei die Lo¨sungen von (5.1) durch
xS,l ≈ UT x˜T,l, (5.4a)
bk ≈ b˜k (5.4b)
approximiert werden. Die Dimension des reduzierten Modells (5.2) wird im Fol-
genden mit N˜S bezeichnet. Auf die Eigenschaften der Projektionsmatrix UT sowie
deren Konstruktion wird an spa¨terer Stelle na¨her eingegangen. Da die Frequenz-
abha¨ngigkeit der Matrix A˜T (ω) eine entscheidende Rolle bei der Transformation in
den Zeitbereich spielt, soll diese hier explizit angegeben werden. Es gilt
A˜T (ω) =
NMat∑
n=1
1
µ∞,n +
∑NmD,n
jD=1
FD,n,jD∆µD,n,jD
1+jωτm,n,jD
+
∑NmL,n
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL
+2jωδm,n,jL−ω2
S˜µ,n
− ω
2
c20
NMat∑
n=1
ε∞,n + NeD,n∑
iD=1
GD,n,iD∆εD,n,iD
1 + jωτe,n,iD
+
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2jωδe,n,iL − ω2
 T˜D,n
+ jωµ0D˜R + jωµ0
NMat∑
n=1
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + jωτc,n,iC
T˜D,n (5.5)
mit
S˜µ,n = U
T
TSµ,nUT , (5.6a)
T˜D,n = U
T
TTD,nUT , (5.6b)
D˜R = U
T
TDRUT . (5.6c)
Wie bereits angesprochen ist es fu¨r die Transformation in den Zeitbereich von hoher
Bedeutung, dass die zugrunde liegenden Modelle im Frequenzbereich passiv sind.
Dazu wird die Passivita¨t des reduzierten Modells (5.2) im Folgenden untersucht.
Allgemein ist ein System genau dann passiv, wenn die Streumatrix im Laplace-
Bereich S(s), s = σ + jω, die folgenden drei Bedingungen erfu¨llt [TGTN+07]:
Bd. 1: Jedes Element von S(s) ist analytisch fu¨r σ > 0,
Bd. 2: I− S∗(s)S(s) ≥ 0, fu¨r alle s mit σ > 0,
Bd. 3: S(s) = S(s).
Um diese drei Bedingungen untersuchen zu ko¨nnen, wird zuna¨chst die Darstellung
der Streumatrix von (5.2) im Laplace-Bereich beno¨tigt. Diese ergibt sich zu
S˜(s) = 2sµ0B˜
T
T
(
A˜T (s) + sµ0B˜T B˜
T
T
)−1
B˜T − I (5.7)
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mit
A˜T (s) =
NMat∑
n=1
1
µ∞,n +
∑NmD,n
jD=1
FD,n,jD∆µD,n,jD
1+sτm,n,jD
+
∑NmL,n
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL
+2sδm,n,jL+s
2
S˜µ,n
+
s2
c20
NMat∑
n=1
ε∞,n + NeD,n∑
iD=1
GD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2
 T˜D,n
+ sµ0D˜R + sµ0
NMat∑
n=1
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + sτc,n,iC
T˜D,n. (5.8)
Um sicherzustellen, dass das reduzierte Modell (5.2) passiv ist, muss gezeigt werden,
dass (5.7) die die Bedingungen Bd. 1 - Bd. 3 erfu¨llt. Da die entsprechende Rechnung
aufgrund der komplizierten Darstellung von A˜T (s) lang und technisch ist, wird an
dieser Stelle auf deren Angabe verzichtet und lediglich das Ergebnis pra¨sentiert. Die
detaillierte Rechnung ist in Anhang C dargestellt. Sie zeigt, dass die Streumatrix
(5.7) genau dann die Bedingungen Bd. 1 - Bd. 3 erfu¨llt, wenn die Matrizen S˜µ,n,
T˜D,n, und D˜R aus (5.6) reellwertig sind. Dies ist eine unmittelbare Folge aus Bedin-
gung Bd. 3. Wa¨hrend die FE-Matrizen Sµ,n, TD,n, und DR reellwertig sind, ist die
Projektionsmatrix US aus (4.53), bzw. UZ aus (4.61) in der Regel komplexwertig.
Um dennoch die Passivita¨t der reduzierten Modelle zu gewa¨hrleisten, wird die Pro-
jektionsmatrix UT so erstellt, dass ihr Spaltenraum den Realteil der Matrizen US
bzw. UC sowie deren Imagina¨rteil aufspannt [FBDE11]:
span{UT} = Re (US) ∪ Im (US) bzw. span{UT} = Re (UC) ∪ Im (UC) . (5.9)
Diese Art der Konstruktion sorgt dafu¨r, dass UT und somit auch S˜µ,n, T˜D,n, und
D˜R reellwertig sind. Dadurch ist die Passivita¨t der reduzierten Modelle (5.2) si-
chergestellt und somit auch garantiert, dass die zugeho¨rigen Modelle in Zeitbereich
kausales Verhalten aufweisen. Der Preis, der fu¨r die Passivita¨t zu zahlen ist, ist eine
Verdopplung der Dimension des reduzierten Modells.
An dieser Stelle sei angemerkt, dass die Rechnungen in Anhang C nicht nur auf das
reduzierte Modell zutreffen, sondern genauso auch auf das FE-Modell (5.1) anwend-
bar sind. Dies ru¨hrt daher, dass das FE-Modell und reduziertes Modell die gleiche
Struktur aufweisen und durch die Projektion, (5.6) alle wichtigen Eigenschaften der
Matrizen, wie Symmetrie und Definitheit, erhalten bleiben.
5.2 Transformation in den Zeitbereich
Nachdem sichergestellt ist, dass das reduzierte Modell (5.2) passiv ist, wird im Fol-
genden die Transformation in den Zeitbereich durchgefu¨hrt. Zur Behandlung der
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Frequenzabha¨ngigkeit der Matrix A˜T (ω) kommt die Methode der ADE zum Einsatz.
Die grundlegende Idee dabei ist es, Hilfsvektoren so einzufu¨hren, dass ein System
ho¨herer Dimension entsteht, das lediglich eine lineare Abha¨ngigkeit in jω aufweist.
Dadurch wird die anschließende Transformation in den Zeitbereich erheblich verein-
facht. Folgende Hilfsvektoren werden beno¨tigt:
w˜m,n = µ
−1
r (ω)x˜S,l, n ∈ [1, . . . , NMat], (5.10a)
z˜S,l =
jω
c0
x˜S,l, (5.10b)
w˜Dr,n,ic = jωµ0
Gc,n,iCκ0,n,iC
1 + jωτc,n,iC
x˜S,l, n ∈ [1, . . . , NMat], iC ∈ [1, . . . , NDr,n], (5.10c)
w˜eD,n,iD =
jω
c0
GD,n,iD∆εD,n,iD
1 + jωτe,n,iD
x˜S,l, n ∈ [1, . . . , NMat], iD ∈ [1, . . . , NeD,n], (5.10d)
w˜eL,n,iL =
jω
c0
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2jωδe,n,iL − ω2
x˜S,l, n ∈ [1, . . . , NMat], iL ∈ [1, . . . , NeL,n]. (5.10e)
Werden diese Hilfsvektoren in (5.2) eingesetzt, ergibt sich
NMat∑
n=1
S˜µ,nw˜m,n + η0
(
D˜R + B˜T B˜
T
T
)
z˜S,l +
NMat∑
n=1
NDr,n∑
iC=1
T˜D,nw˜Dr,n,iC
+
jω
c0
NMat∑
n=1
ε∞,nT˜D,nz˜S,l +
jω
c0
NMat∑
n=1
NeD,n∑
iD=1
T˜D,nw˜eD,n,iD
+
jω
c0
NMat∑
n=1
NeL,n∑
iL=1
T˜D,nw˜eL,n,iL = 2jωµ0b˜T,lal. (5.11)
Um eine rein lineare Parametrierung zu erhalten, mu¨ssen einige der Gleichungen
(5.10) umgeschrieben werden. Die Gleichungen (5.10a) werden zu:
µ∞,nw˜m,n +
NmD,n∑
jD=1
FD,n,jD∆µD,n,jD
1 + jωτm,n,jD
w˜m,n
+
NmL,n∑
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2jωδm,n,jL − ω2
w˜m,n = x˜S,l. (5.12)
Wird (5.12) mit 1 + jωτm,n,1 multipliziert, ergibt sich
(µ∞,n + FD,n,1∆µD,n,1)w˜m,n + jωµ∞,nτm,n,1w˜m,n +
NmD,n∑
jD=2
FD,n,jD∆µD,n,jD
1 + jωτm,n,jD
w˜m,n
+ jωτm,n,1
NmD,n∑
jD=2
FD,n,jD∆µD,n,jD
1 + jωτm,n,jD
w˜m,n +
NmL,n∑
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2jωδm,n,jL − ω2
w˜m,n
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+ jωτm,n,1
NmL,n∑
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2jωδm,n,jL − ω2
w˜m,n = x˜S,l. (5.13)
Handelt es sich bei dem n-ten Material um ein Material, das keine magnetischen
Debye-Pole besitzt, so wird (5.12) stattdessen mit ω2m,n,1+2jωδm,n,1−ω2 multipliziert
und die Summe u¨ber jL startet entsprechend bei 2. Zur weiteren Vereinfachung
werden zusa¨tzliche Hilfsvektoren eingefu¨hrt:
w˜mD,n,jD =
FD,n,jD∆µD,n,jD
1 + jωτm,n,jD
w˜m,n, n ∈ [1, . . . , NMat], jD ∈ [1, . . . , NmD,n], (5.14a)
w˜mL,n,jL =
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2jωδm,n,jL − ω2
w˜m,n,
n ∈ [1, . . . , NMat], jL ∈ [1, . . . , NmL,n]. (5.14b)
Damit transformiert sich (5.13) zu
(µ∞,n + FD,n,1∆µD,n,1)w˜m,n + jωµ∞,nτm,n,1w˜m,n +
NmD,n∑
jD=2
w˜mD,n,jD
+
NmL,n∑
jL=1
w˜mL,n,jL + jωτm,n,1
NmD,n∑
jD=2
w˜mD,n,jD +
NmL,n∑
jL=1
w˜mL,n,jL
 = x˜S,l. (5.15)
Umstellen von (5.14) sowie Einfu¨hren weiterer Hilfsvektoren,
v˜mL,n,jL =
jω
c0
w˜mL,n,jl , n ∈ [1, . . . , NMat], jL ∈ [1, . . . , NmL,n], (5.16)
fu¨hrt auf
w˜mD,n,jD + jωτm,n,jDw˜mD,n,jD = FD,n,jD∆µD,n,jDw˜m,n, (5.17a)
w˜mL,n,jL +
2δm,n,jLc0
ω2m,n,jL
v˜mL,n,jL +
jωc0
ω2m,n,jL
v˜mL,n,jL = FL,n,jL∆µL,n,jLw˜m,n. (5.17b)
Des Weiteren werden die Gleichungen (5.10c) sowie (5.10d) umgeschrieben zu
w˜Dr,n,iC + jωτc,n,iCw˜Dr,n,iC = jωµ0Gc,n,iCκ0,n,iC x˜S,l, (5.18a)
w˜eD,n,iD + jωτe,n,iDw˜eD,n,iD =
jω
c0
GD,n,iD∆εD,n,iD x˜S,l. (5.18b)
Zur Vereinfachung von (5.10e) werden folgende Hilfsvektoren beno¨tigt:
v˜eL,n,iL =
jω
c0
w˜eL,n,iL , n ∈ [1, . . . , NMat], iL ∈ [1, . . . , NeL,n]. (5.19)
Damit wird (5.10e) zu
w˜eL,n,iL +
2δe,n,iLc0
ω2e,n,iL
v˜eL,n,iL +
jωc0
ω2e,n,iL
v˜eL,n,iL =
jω
c0
GL,n,iL∆εL,n,iLx˜S,l. (5.20)
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Die im Folgenden beno¨tigten Gleichungen sind: (5.11), (5.10b), (5.15), (5.17a),
(5.17b), (5.16), (5.18a), (5.18b), (5.20) sowie (5.19). Wie gefordert weisen all diese
Gleichungen eine lineare Abha¨ngigkeit von jω auf. Um eine kompakte Darstellung
der obigen Gleichungen zu ermo¨glichen, werden folgende Matrizen definiert:
Sˆµ =
[
S˜µ,1 · · · S˜µ,NMat
]
, w˜m =
[
w˜Tm,1 · · · w˜Tm,NMat
]T
(5.21a)
TˆC,n =
[
T˜D,n · · · T˜D,n
]
︸ ︷︷ ︸
NDr,n - mal
, w˜Dr,n =
[
w˜TDr,n,1 · · · w˜TDr,n,NDr,n
]T
, (5.21b)
TˆC =
[
TˆC,1 · · · TˆC,NMat
]
, w˜Dr =
[
w˜TDr,1 · · · w˜TDr,NMat
]T
, (5.21c)
T˜D,ε =
NMat∑
n=1
ε∞,nT˜D,n, (5.21d)
TˆD,n =
[
T˜D,n · · · T˜D,n
]
︸ ︷︷ ︸
NeD,n - mal
, w˜eD,n =
[
w˜TeD,n,1 · · · w˜TeD,n,NeD,n
]T
, (5.21e)
TˆD =
[
TˆD,1 · · · TˆD,NMat
]
, w˜eD =
[
w˜TeD,1 · · · w˜TeD,NMat
]T
, (5.21f)
TˆL,n =
[
T˜D,n · · · T˜D,n
]
︸ ︷︷ ︸
NeL,n - mal
, w˜eL,n =
[
w˜TeL,n,1 · · · w˜TeL,n,NeL,n
]T
, (5.21g)
TˆL =
[
TˆL,1 · · · TˆL,NMat
]
, w˜eL =
[
w˜TeL,1 · · · w˜TeL,NMat
]T
. (5.21h)
Damit la¨sst sich (5.11) kompakt darstellen als
Sˆµw˜m + η0
(
D˜R + B˜T B˜
T
T
)
z˜S,l + TˆCw˜Dr +
jω
c0
T˜D,εz˜S,l +
jω
c0
TˆDw˜eD
+
jω
c0
TˆLw˜eL = 2jωµ0b˜T,lal. (5.22)
Um auch die u¨brigen Gleichungen in kompakter Form schreiben zu ko¨nnen, werden
weitere Matrizen bzw. Vektoren beno¨tigt:
Mˆm,1 =
diag{(µ∞,1 + FD,1,1∆µD,1,1)I, . . . , (µ∞,NMat + FD,NMat,1∆µD,NMat,1)I}, (5.23a)
Mˆτ,1 = diag{(µ∞,1τm,1,1)I, . . . , (µ∞,NMatτm,NMat,1)I}, (5.23b)
w˜mD,n =
[
w˜TmD,n,1 · · · w˜TmD,n,NmD,n
]T
, (5.23c)
w˜mD =
[
w˜TmD,1 · · · w˜TmD,NMat
]T
, (5.23d)
SˆD,n =
[
I · · · I
]
︸ ︷︷ ︸
NmD,n−1 - mal
, (5.23e)
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SˆD = diag{SˆD,1, . . . , SˆD,NMat}, (5.23f)
w˜mL,n =
[
w˜TmL,n,1 · · · w˜TmL,n,NmL,n
]T
, (5.23g)
w˜mL =
[
w˜TmL,1 · · · w˜TmL,NMat
]T
, (5.23h)
SˆL,n =
[
I · · · I
]
︸ ︷︷ ︸
NmL,n - mal
, (5.23i)
SˆL = diag{SˆL,1, . . . , SˆL,NMat}, (5.23j)
SˆD,τ,1 = diag{c0τm,1,1SˆD,1, . . . , c0τm,NMat,1SˆD,NMat}, (5.23k)
SˆL,τ,1 = diag{c0τm,1,1SˆL,1, . . . , c0τm,NMat,1SˆL,NMat}, (5.23l)
Ix =
[
I · · · I
]T
︸ ︷︷ ︸
NMat - mal
, (5.23m)
wobei I die Einheitsmatrix der Dimension N˜S ist. Mithilfe dieser Abku¨rzungen wird
(5.15) geschrieben als
Mˆm,1w˜m +
jω
c0
Mˆτ,1w˜m + SˆDw˜mD +
jω
c0
SˆD,τ,1w˜mD + SˆLw˜mL +
jω
c0
SˆL,τ,1w˜mL
= Ixx˜S,l. (5.24)
Außerdem werden folgende Gro¨ßen eingefu¨hrt:
Sτ,n = diag{c0τm,n,1I, . . . , c0τm,n,NmD,nI}, (5.25a)
Sτ = diag{Sτ,1, . . . ,Sτ,NMat}, (5.25b)
MmD,n =
 FD,n,1∆µD,n,1I...
FD,n,NmD,n∆µD,n,NmD,nI
 , (5.25c)
MmD = diag{MmD,1, . . . ,MmD,NMat}, (5.25d)
womit die Gleichungen (5.17a) zu
w˜mD +
jω
c0
Sτw˜mD = MmDw˜m (5.26)
werden. Weitere beno¨tigte Matrizen und Vektoren sind
Sδ,n = diag{2δm,n,1c0
ω2m,n,1
I, . . . ,
2δm,n,NmL,nc0
ω2m,n,NmL,n
I}, (5.27a)
Sδ = diag{Sδ,1, . . . ,Sδ,NMat}, (5.27b)
Sω,n = diag{ c
2
0
ω2m,n,1
I, . . . ,
c20
ω2m,n,NmL,n
I}, (5.27c)
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Sω = diag{Sω,1, . . . ,Sω,NMat}, (5.27d)
MmL,n =
 FL,n,1∆µL,n,1I...
FL,n,NmL,n∆µL,n,NmL,nI
 , (5.27e)
MmL = diag{MmL,1, . . . ,MmL,NMat}, (5.27f)
v˜mL,n =
[
v˜TmL,n,1 · · · v˜TmL,n,NmL,n
]T
, (5.27g)
v˜mL =
[
v˜TmL,1 · · · v˜TmL,NMat
]T
. (5.27h)
Mit diesen lassen sich die Gleichungen (5.17b) umschreiben zu
w˜mL + Sδv˜mL +
jω
c0
Sωv˜mL = MmLw˜m, (5.28)
und die Gleichungen (5.16) werden zu
v˜mL =
jω
c0
w˜mL. (5.29)
Zur kompakten Darstellung der Gleichungen (5.18a) werden folgende Matrizen de-
finiert:
TC,n = diag{c0τc,n,1I, . . . , c0τc,n,NDr,nI}, (5.30a)
TC = diag{TC,1, . . . ,TC,NMat}, (5.30b)
MC,n =
 η0GC,n,1κ0,n,1...
η0GC,n,NDr,nκ0,n,NDr,n
 , (5.30c)
MC =
 MC,1...
MC,NMat
 . (5.30d)
Damit wird (5.18a) zu
w˜Dr +
jω
c0
TCw˜Dr =
jω
c0
MCx˜S,l. (5.31)
Weiterhin definiert werden
Tτ,n = diag{c0τe,n,1I, . . . , c0τe,n,NeD,nI}, (5.32a)
Tτ = diag{Tτ,1, . . . ,Tτ,NMat}, (5.32b)
MeD,n =
 GD,n,1∆εD,n,1...
GD,n,NeD,n∆εD,n,NeD,n
 , (5.32c)
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MeD =
 MeD,1...
MeD,NMat
 , (5.32d)
Tδ,n = diag{2δe,n,1c0
ω2e,n,1
I, . . . ,
2δe,n,NeL,nc0
ω2e,n,NeL,n
I}, (5.32e)
Tδ = diag{Tδ,1, . . . ,Tδ,NMat}, (5.32f)
Tω,n = diag{ c
2
0
ω2e,n,1
I, . . . ,
c20
ω2e,n,NeL,n
I}, (5.32g)
Tω = diag{Tω,1, . . . ,Tω,NMat}, (5.32h)
MeL,n =
 GL,n,1∆εL,n,1...
GL,n,NeL,n∆εL,n,NeL,n
 , (5.32i)
MeL =
 MeL,1...
MeL,NMat
 , (5.32j)
v˜eL,n =
[
v˜TeL,n,1 · · · v˜TeL,n,NeL,n
]T
, (5.32k)
v˜eL =
[
v˜TeL,1 · · · v˜TeL,NMat
]T
. (5.32l)
Damit ko¨nnen die Gleichungen (5.18b), (5.20) bzw. (5.19) dargestellt werden als
w˜eD +
jω
c0
Tτw˜eD =
jω
c0
MeDx˜S,l, (5.33)
w˜eL + Tδv˜eL +
jω
c0
Tωv˜eL =
jω
c0
MeLx˜S,l, (5.34)
v˜eL =
jω
c0
w˜eL. (5.35)
Eine kompakte Darstellung des Zeitbereichsmodells ergibt sich durch Zusammen-
fassung der folgenden Gleichungen in der angegebenen Reihenfolge: (5.22), (5.10b),
(5.24), (5.26), (5.28), (5.29), (5.31), (5.33), (5.34) sowie (5.35). Dies fu¨hrt auf
jω
c0
W˜T,1x˜T,l = W˜T,0x˜T,l + 2
jω
c0
η0q˜T,lal, (5.36a)
b˜k = q˜
T
T,kx˜T,l − δk,lal (5.36b)
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mit
W˜T,0 =
0 −η0
(
D˜R + B˜T B˜
T
T
)
−Sˆµ 0 0 0 −TˆC 0 0 0
0 I 0 0 0 0 0 0 0 0
IX 0 −Mˆm,1 −SˆD −SˆL 0 0 0 0 0
0 0 MmD −I 0 0 0 0 0 0
0 0 MmL 0 −I −Sδ 0 0 0 0
0 0 0 0 0 I 0 0 0 0
0 0 0 0 0 0 −I 0 0 0
0 0 0 0 0 0 0 −I 0 0
0 0 0 0 0 0 0 0 −I −Tδ
0 0 0 0 0 0 0 0 0 I

,
(5.37a)
W˜T,1 =

0 T˜D,ε 0 0 0 0 0 TˆD TˆL 0
I 0 0 0 0 0 0 0 0 0
0 0 Mˆτ,1 SˆD,τ,1 SˆL,τ,1 0 0 0 0 0
0 0 0 Sτ 0 0 0 0 0 0
0 0 0 0 0 Sω 0 0 0 0
0 0 0 0 I 0 0 0 0 0
−MC 0 0 0 0 0 TC 0 0 0
−MeD 0 0 0 0 0 0 Tτ 0 0
−MeL 0 0 0 0 0 0 0 0 Tω
0 0 0 0 0 0 0 0 I 0

, (5.37b)
x˜T,l =
[
x˜S,l z˜S,l w˜m w˜mD w˜mL v˜mL w˜Dr w˜eD w˜eL v˜eL
]T
, (5.37c)
q˜T,l =
[
b˜T,l 0 0 0 0 0 0 0 0 0
]T
. (5.37d)
Entsprechend den eingefu¨hrten Matrizen und Vektoren ist die Dimension des Sys-
tems (5.36)
NTD = [2 +NMat +
NMat∑
n=1
(NmD,n + 2NmL,n +NDr,n +NeD,n + 2NeL,n)]N˜S. (5.38)
Ausgehend von der Darstellung (5.36) und unter Beru¨cksichtigung der Tatsache,
dass die Matrizen und Vektoren W˜T,0, W˜T,1 sowie q˜T,l reellwertig und konstant
sind, ergibt sich das zugeho¨rige Zeitbereichsmodell direkt zu
W˜T,1
1
c0
d
dt
xˆl = W˜T,0xˆl + 2η0q˜T,l
1
c0
d
dt
aˆl(t), (5.39a)
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bˆk(t) = q˜
T
T,kxˆl − δk,laˆl(t). (5.39b)
Dabei bezeichnen xˆl(t), aˆl(t), sowie bˆk(t) die zugeho¨rigen Zeitbereichsgro¨ßen zu x˜T,l,
al, bzw. b˜k. Aus Gru¨nden der numerischen Stabilita¨t wird im Folgenden eine skalierte
Zeit tˆ entsprechend
tˆ = c0t (5.40)
eingefu¨hrt. Damit transformiert sich (5.39) zu
W˜T,1
d
dtˆ
xˆl = W˜T,0xˆl + 2η0q˜T,l
d
dtˆ
aˆl(tˆ), (5.41a)
bˆk(tˆ) = q˜
T
T,kx˜l − δk,laˆl(tˆ). (5.41b)
Aufgrund der Definitionen der in W˜T,1 enthaltenen Teilmatrizen hat W˜T,1 vollen
Rang und kann invertiert werden. Dies erlaubt die U¨berfu¨hrung von (5.41) in Zu-
standsraumdarstellung:
d
dtˆ
xˆl = W˜TZxˆl + q˜TZ,l
d
dtˆ
aˆl(tˆ), (5.42a)
bˆk(tˆ) = q˜
T
T,kxˆl − δk,laˆl(tˆ), (5.42b)
mit
W˜TZ = W˜
−1
T,1W˜T,0, (5.43a)
q˜TZ,l = 2η0W˜
−1
T,1q˜T,l. (5.43b)
An dieser Stelle wird der große Vorteil der Methode der ADE deutlich. Trotz kompli-
zierter Frequenzabha¨ngigkeit der Materialien ist das resultierende Modell im Zeitbe-
reich in Zustandsraumdarstellung verfu¨gbar und kann daher mit Standardverfahren
der Zeitintegration [HNW09] gelo¨st oder direkt in Schaltungssimulatoren integriert
werden [AN01], [LM07]. Der Preis, der dafu¨r zu zahlen ist, ist eine Vervielfachung
der Dimension des Modells. Da die Dimension des reduzierten Modells (5.2) in der
Regel jedoch sehr gering ist, spielt dieser Nachteil lediglich eine geringe Rolle.
5.3 Validierung der Zeitbereichsmodelle
In diesem Abschnitt werden Verfahren zur Validierung der hergeleiteten Zeitbe-
reichsmodelle vorgestellt. Die Idee dabei ist, die Streuparameter im Frequenzbe-
reich aus den Zeitbereichsmodellen zu berechnen. Diese werden im Anschluss mit
den Streuparametern des reduzierten Frequenzbereichsmodells (5.2) verglichen. Die
Zeitbereichsmodelle (5.42) werden dazu mit einem Gaußschen Puls der Form
aˆl(tˆ) = e
−cG(tˆ−tˆ0)2 (5.44)
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angeregt. Die Differentialgleichung (5.42a) wird gelo¨st und die auslaufende Wellen
bˆk(tˆ) nach (5.42b) berechnet. Diese werden zusammen mit der Anregung aˆl(tˆ) in den
Frequenzbereich transformiert. Die Eintra¨ge der Streumatrix ergeben sich dann zu
SZBk,l =
F(bˆk)
F(aˆl) , (5.45)
wobei
F(bˆk) =
∫ ∞
−∞
bˆk(tˆ)e
−jωt dtˆ (5.46)
die Fourier-Transformierte von bˆk bezeichnet. Ein Vergleich mit der Streumatrix, die
direkt aus (5.2) berechnet wird, erlaubt den Fehler der Lo¨sung des Zeitbereichsmo-
dells zu quantifizieren. Damit kann das Konvergenzverhalten der Lo¨sung berechnet
werden und zur Validierung der Zeitbereichsmodelle mit den theoretisch erreichba-
ren Konvergenzraten des Lo¨sungsverfahrens verglichen werden. Bei der Wahl der
Parameter der Anregung (5.44), speziell bei der Wahl von cG, ist darauf zu achten,
dass die Fourier-Transformierte des Gaußschen Pulses, die ebenfalls wieder ein Gauß-
scher Puls ist, den interessierenden Frequenzbereich vollsta¨ndig abdeckt. Weiterhin
sei klargestellt, dass die Berechnung der Streumatrix aus den Zeitbereichsmodellen
lediglich der Validierung des vorgestellten Verfahrens dient. Ist das eigentliche Ziel
die Bestimmung der Streumatrix, so wird diese ohne den Umweg u¨ber den Zeitbe-
reich direkt aus (5.2) berechnet. Auf die beiden wesentlichen Punkte im Rahmen
dieses Vorgehens zur Validierung, na¨mlich das Lo¨sen der Zeitbereichsmodelle, sowie
die anschließende Transformation der Daten in den Frequenzbereich, wird in den
folgenden Abschnitten eingegangen.
5.3.1 Lo¨sung der Zustandsraummodelle
Im Rahmen dieser Arbeit werden expliziten Runge-Kutta-Verfahren [HNW09, Kap.
2] mit konstanter Zeitschrittweite zur Lo¨sung der Differentialgleichung (5.42a) ver-
wendet. Durch die Mo¨glichkeit, die feste Schrittweite vorzugeben, eignen sich die
Verfahren besonders gut zur Bestimmung von Konvergenzraten und somit zur Vali-
dierung der Zeitbereichsmodelle.
Im Allgemeinen werden Runge-Kutta-Verfahren zur Lo¨sung von Anfangswertpro-
blemen der Form:
d
dtˆ
xˆl(tˆ) = f(xˆl(tˆ), tˆ), xˆl(tˆ0) = xˆl,0 (5.47)
im Intervall tˆ ∈ [tˆ0, . . . , tˆ1] mit vorgegebener Anfangsbedingung xˆl,0 verwendet. Im
Rahmen der hier betrachteten Verfahren wird das Intervall [tˆ0, . . . , tˆ1] mittels Nt
a¨quidistant verteilten Knoten im Abstand ∆tˆ = tˆ1−tˆ0
Nt
abgetastet. Dabei wird die
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Tabelle 5.1: Koeffizienten in expliziten Runge-Kutta-Verfahren.
0
c2 a21
c3 a31 a32
...
...
...
. . .
cs as,1 as,2 · · · as,s−1
b1 b2 · · · bs−1 bs
Schrittweite ∆tˆ vorgegeben. Die Lo¨sung zum Zeitpunkt tˆn = tˆ0 + n∆tˆ, im Folgen-
den mit xˆl,n bezeichnet, wird aus der Lo¨sung im vorhergehenden Zeitpunkt xˆl,n−1
berechnet. Wie bereits erwa¨hnt, beschra¨nkt sich diese Arbeit auf explizite Runge-
Kutta-Verfahren, weshalb sich die verwendete s-stufige Runge-Kutta-Iteration zur
Lo¨sung des Systems (5.47) mit s ∈ N folgendermaßen darstellen la¨sst [HNW09, S.
134]:
kˆ1 =f(tˆn−1, xˆl,n−1), (5.48a)
kˆ2 =f(tˆn−1 + c2∆tˆ, xˆl,n−1 + ∆tˆa21kˆ1), (5.48b)
kˆ3 =f(tˆn−1 + c3∆tˆ, xˆl,n−1 + ∆tˆ(a31kˆ1 + a32kˆ2)), (5.48c)
...
kˆs =f(tˆn−1 + cs∆tˆ, xˆl,n−1 + ∆tˆ(as1kˆ1 + · · ·+ as,s−1kˆs−1)), (5.48d)
xˆl,n =xˆl,n−1 + ∆tˆ(b1kˆ1 + · · ·+ bskˆs). (5.48e)
Die Genauigkeit der Lo¨sung ha¨ngt entscheidend von s, sowie von den reellwerti-
gen Koeffizienten ai,j, bi, und ci ab. Zur besseren U¨bersichtlichkeit werden diese
Koeffizienten u¨blicherweise in Form von Tableaus entsprechend Tabelle 5.1 ange-
geben. Mittels der Iteration (5.48) la¨sst sich xˆl,n direkt berechnen, ohne dass dazu
ein Gleichungssystem gelo¨st werden muss. Daher der Name explizites Verfahren. Da
außerdem zur Berechnung von xˆl,n lediglich auf xˆl,n−1 zuru¨ckgegriffen wird, und die
Lo¨sungen zu fru¨heren Zeitpunkten tˆ < tˆn−1 keine Rolle spielen, handelt es bei (5.48)
um ein Einschrittverfahren.
Ein Vergleich von (5.48) mit (5.42) zeigt, dass im Rahmen der betrachteten Zeitbe-
reichsmodelle die Funktion f(tˆn−1, xˆl,n−1) folgende Form annimmt:
f(tˆn−1, xˆl,n−1) = W˜TZxˆl,n−1 + q˜TZ,l
d
dtˆ
aˆl(tˆn−1). (5.49)
Die Iteration zur Lo¨sung von (5.42) ergibt sich somit zu
kˆ1 =W˜TZxˆl,n−1 + q˜TZ,l
d
dtˆ
aˆl(tˆn−1), (5.50a)
kˆ2 =W˜TZ
(
xˆl,n−1 + ∆tˆa21kˆ1
)
+ q˜TZ,l
d
dtˆ
aˆl(tˆn−1 + c2∆tˆ), (5.50b)
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kˆ3 =W˜TZ
(
xˆl,n−1 + ∆tˆ(a31kˆ1 + a32kˆ2)
)
+ q˜TZ,l
d
dtˆ
aˆl(tˆn−1 + c3∆tˆ), (5.50c)
...
kˆs =W˜TZ
(
xˆl,n−1 + ∆tˆ
s−1∑
j=1
asjkˆj
)
+ q˜TZ,l
d
dtˆ
aˆl(tˆn−1 + cs∆tˆ), (5.50d)
xˆl,n =xˆl,n−1 + ∆tˆ(b1kˆ1 + · · ·+ bskˆs). (5.50e)
Um die Genauigkeit der Approximation der nach (5.48) bzw. (5.50) berechneten
Lo¨sung zu quantifizieren, werden im Folgenden der lokale Diskretisationsfehler sowie
der globale Fehler fu¨r explizite Runge-Kutta-Verfahren definiert [Sch97, S. 416]:
Definition 5.1. Unter dem lokalen Diskretisationsfehler an der Stelle tˆn+1 = tˆ0 +
(n+ 1)∆tˆ versteht man den Wert
dˆn+1 := xˆl(tn+1)− xˆl(tn)−∆t
s∑
i=1
bikˆi. (5.51)
Definition 5.2. Als globalen Fehler an der Stelle tˆn = tˆ0 +n∆tˆ bezeichnet man die
Differenz
gˆk := xˆl(tn)− xˆl,n. (5.52)
Dabei bezeichnet xˆl(tn+1) die exakte Lo¨sung an der Stelle tn+1, wa¨hrend xˆl,n+1 die
mittels (5.50) berechnete Na¨herungslo¨sung beschreibt. Der lokale Diskretisationsfeh-
ler beschreibt den Fehler, der wa¨hrend eines einzelnen Zeitschritts, von tn nach tn+1
entsteht, wenn davon ausgegangen wird, dass die Lo¨sung im Zeitschritt tn exakt ist.
Fu¨r die hier verwendete Validierung der Modelle ist der globale Fehler allerdings von
weit gro¨ßerer Bedeutung, da er auch die Akkumulation des Fehlers u¨ber die Zeit-
schritte beru¨cksichtigt. Ausgehend von den eingefu¨hrten Fehlern la¨sst sich entspre-
chend [Sch97, S. 419] die Fehlerordnung der vorgestellten Runge-Kutta-Methoden
definieren:
Definition 5.3. Ein Runge-Kutta-Verfahren nach (5.48) besitzt die Fehlerordnung
p, falls fu¨r seinen lokalen Diskretisationsfehler dˆk die Abscha¨tzung
max
1≤k≤Nt
||dˆk|| ≤ D = const(∆tˆ)p+1 = O
(
(∆tˆ)p+1
)
(5.53)
gilt.
Es kann gezeigt werden, dass in diesem Fall fu¨r den globalen Fehler
||gˆn|| = O
(
(∆tˆ)p
)
(5.54)
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Tabelle 5.2: Koeffizienten des Runge-Kutta-Verfahrens nach Heun.
0
1
3
1
3
2
3
0 2
3
1
4
0 3
4
gilt [Sch97, S. 417 ff.]. Ziel bei der Bestimmung der Koeffizienten der unterschied-
lichen Runge-Kutta-Verfahren ai,j, bi, ci ist es, ein Verfahren zu erhalten, das eine
mo¨glichst hohe Fehlerordnung und bei gleichzeitig mo¨glichst geringem s aufweist.
Im Rahmen dieser Arbeit wurden zur Validierung der Zeitbereichsmodelle das 3-
stufige Verfahren nach Heun [HNW09, S. 135], das eine Fehlerordnung von p = 3
aufweist, und dessen Koeffizienten in Tabelle 5.2 gegeben sind, herangezogen. Fu¨r
einen Beweis, dass die Koeffizienten aus Tabelle 5.2 auf Verfahren mit der angege-
benen Fehlerordnung fu¨hren sei an dieser Stelle auf die Literatur [HNW09, S. 145]
verwiesen.
Ein weiterer wesentlicher Punkt, auf den bei der Anwendung expliziter Runge-Kutta-
Verfahren geachtet werden muss, ist die Stabilita¨t. Es kann gezeigt werden, dass ex-
plizite Runge-Kutta-Verfahren nur unter bestimmten Bedingungen stabil sind und
gegen die korrekte Lo¨sung konvergieren. Dies wird im Folgenden anhand des folgen-
den linearen Systems demonstriert
d
dt
x = Ax, x(t = 0) = x0. (5.55)
Dabei wird vorausgesetzt, dass A diagonalisierbar ist und dass die Eigenwerte λi
von A einen negativen Realteil haben. Wird die Lo¨sung mittels des Verfahrens nach
Tabelle 5.2 berechnet, so ergibt sich die Lo¨sung zum Zeitpunkt t = n∆t zu
xn = RS(∆tA)xn−1 (5.56)
mit
RS(z) = 1 + z +
z2
2
+
z3
6
. (5.57)
Wird weiterhin der Vektor x0 in die Eigenvektoren vi der Matrix A entwickelt,
x0 =
∑
i
αivi, (5.58)
so ergibt sich
xn =
∑
i
(RS(∆tλi))
nαivi. (5.59)
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Abbildung 5.1: Stabilita¨tsgebiet des expliziten Runge-Kutta-Verfahren nach Heun.
Es ist offensichtlich, dass xn fu¨r große Werte n→∞ nur dann endlich bleibt, wenn
∆tλi fu¨r alle Eigenwerte λi in dem Gebiet
S = {z ∈ C∣∣ |RS(z)| ≤ 1} (5.60)
liegen. Aus diesem Grund heißt S Stabilita¨tsgebiet und RS(z) Stabilita¨tsfunktion.
Dementsprechnd ist das Verfahren fu¨r das lineare System (5.50) dann stabil, wenn
fu¨r alle Eigenwerte λT,i der Matrix W˜TZ gilt [HW10, S. 16]
∆tˆλT,i ∈ S, ∀i ∈ [1, . . . , NTD]. (5.61)
Der Wert von ∆tˆλT,i muss also fu¨r alle Eigenwerte λT,i in dem Stabilita¨tsgebiet
S liegen. Die Bedingung (5.61) kann auch als obere Grenze fu¨r den zu wa¨hlenden
Zeitschritt ∆tˆ interpretiert werden. Die Lage und Gro¨ße von S ha¨ngt offensichtlich
von der Stabilita¨tsfunktion R(z) und somit maßgeblich von der Wahl des Runge-
Kutta Verfahrens ab. Fu¨r das Verfahren nach Heun ist die Stabilita¨tsfunktion nach
(5.57) gegeben. Das daraus resultierende Stabilita¨tsgebiet S ist in Abbildung 5.3.1
dargestellt. Um Stabilita¨t zu gewa¨hrleisten, kann es daher erforderlich sein, eine
kleine Zeitschrittweite zu wa¨hlen, was die Gesamtzahl der Zeitschritte und somit
die Rechenzeit erho¨ht. Da das Runge-Kutta-Verfahren im Rahmen dieser Arbeit
ausschließlich zur Validierung der Zeitbereichsmodelle herangezogen wird, spielt dies
jedoch keine wesentliche Rolle.
5.3.2 Transformation in den Frequenzbereich
Der na¨chste Schritt zur Validierung der Zeitbereichsmodelle ist die Transformation
der berechneten Ausga¨nge und des vorgegebenen Eingangs in den Frequenzbereich.
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Im Rahmen der Validierung ist der Eingang in geschlossener Form, hier in der Regel
als Gaußscher Puls (5.44), gegeben. Die zugeho¨rige Darstellung im Frequenzbereich
kann daher analytisch berechnet werden und lautet
a(ω) =
∫ ∞
−∞
e−cG(tˆ−tˆ0)
2
e−jωtˆ dtˆ =
√
pi
cG
e
− ω2
4cG ejωtˆ0 (5.62)
Im Gegensatz dazu sind die Werte der berechneten Ausga¨nge nicht in geschlossener
Form, sondern lediglich an diskreten Zeitpunkten bekannt. Eine analytische Aus-
wertung des Fourier-Integrals ist somit nicht mo¨glich, und es muss auf numerische
Methoden zuru¨ckgegriffen werden. Im Rahmen dieser Arbeit wird dazu die diskrete
Fourier-Transformation (DFT, engl. Discrete Fourier Transform) verwendet. Die-
se berechnet das diskrete Spektrum eines diskreten Zeitsignals. Da weiterhin mit
der schnellen Fourier-Transformation (FFT, engl. Fast Fourier Transform) [BP85,
Kapitel 2] effiziente Algorithmen zur Umsetzung der DFT existieren, ist diese bes-
tens fu¨r die hier beno¨tigten Aufgaben geeignet. Das mit der DFT berechnete Spek-
trum ist wie das zugrunde liegende Zeitsignal lediglich an diskreten Kreisfrequenzen
k∆ω, k ∈ [0, . . . Nt−1] verfu¨gbar. Der Zusammenhang zwischen den diskreten Kreis-
frequenzen und den diskreten Zeiten ist im Rahmen der DFT durch
∆ω∆tˆ =
2pi
Nt
(5.63)
gegeben. Mit den Abku¨rzungen
bˆn = bˆ(tˆ = n∆tˆ), (5.64a)
bk = b(ω = k∆ω), (5.64b)
la¨sst sich Berechnungsvorschrift des diskreten Spektrums folgendermaßen darstellen
[BP85, S. 14]:
bkDFT =
N−1∑
n=0
bˆne−j(2pi/N)kn. (5.65)
Auf eine Darstellung der algorithmischen Umsetzung dieser Summe im Rahmen
der FFT sei hier verzichtet und auf die ausfu¨hrliche Literatur [CLRS01, S. 839 ff.]
verwiesen.
5.4 Integration in Schaltungssimulatoren
Um die Zeitbereichsmodelle (5.42) gemeinsam mit nichtlinearen Teilsystemen simu-
lieren zu ko¨nnen, sind Verfahren zur Realisierung der Modelle in Schaltungssimula-
toren notwendig. Das Vorgehen entspricht dem aus [AN01], [LM07] und ist an dieser
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Stelle noch einmal zusammengefasst. Die Idee ist, die einzelnen Zeilen von (5.42a)
zu betrachten. Die j-te Zeile lautet
d
dtˆ
xˆl,j =
NTD∑
i=1
W˜TZ,j,ixˆl,i + q˜TZ,l,j
d
dtˆ
aˆl(tˆ), j ∈ [1, . . . , NTD]. (5.66)
Im Schaltungssimulator ko¨nnen diese NTD Zeilen mittels Verschaltungen aus Wi-
dersta¨nden, Kapazita¨ten, sowie spannungsgesteuerten Stromquellen entsprechend
Abbildung 5.2a realisiert werden. Dabei wird die Zustand xˆl,j mit der Spannung
identifiziert, die zwischen den beiden gezeichneten Knoten abfa¨llt. Es la¨sst sich
leicht u¨berpru¨fen, dass die Anwendung der Kirchhoffschen Knotenregel [Pre01, S.
168] direkt auf (5.66) fu¨hrt. Die Bereitstellung der Ableitung des Eingangs d
dtˆ
aˆl(tˆ)
wird mittels einer Induktivita¨t entsprechend Abbildung 5.2b realisiert. Auch hier
la¨sst sich leicht u¨berpru¨fen, dass die Spannung zwischen den beiden gezeichneten
Knoten der gesuchten Ableitung entspricht. Die Berechnung des Ausgangs bˆl er-
folgt nach Abbildung 5.2c, worin der gesuchte Ausgang dem eingezeichneten Strom
entspricht. Es sei an dieser Stelle angemerkt, dass die gezeigten Netzwerkelemente
in Abbildung 5.2 keine realen Bauteile darstellen, sondern lediglich mathematische
Hilfsgro¨ßen sind, die dazu dienen, die Gleichungen (5.42) im Schaltungssimulator
zu realisieren. Aus diesem Grund ist auch das Auftreten negativer Widersta¨nde
bzw. Kapazita¨ten zula¨ssig. Da die Schaltungen aus Abbildung 5.2 das System (5.42)
repra¨sentieren, und da dieses entsprechend Abschnitt 5.1 passiv ist, ist auch die
Passivita¨t der Schaltungen garantiert.
Die so aufgebaute Schaltung wird zur Berechnung der Streuparameter verwendet.
Dies soll exemplarisch anhand eines Systems mit zwei Ein- und Ausga¨ngen verdeut-
licht werden. Ziel ist es, die Streuparameter S1,1 und S2,1 zu berechnen. Dazu wird
das System wie in Abbildung 5.3 dargestellt verschaltet. Bei diesem Vorgehen wer-
den die einfallenden Wellen aˆ1(tˆ), und aˆ2(tˆ) durch die Spannungen, die zwischen dem
jeweiligen Tor und der Masse anliegen, und die auslaufenden Wellen bˆ1(tˆ) und bˆ2(tˆ)
durch die Stro¨me in die jeweiligen Tore repra¨sentiert. Das Vorgehen zur Berechnung
von S1,1 und S2,1 ist nun folgendermaßen: Als Anregung aˆ1(tˆ) wird ein Gaußscher
Puls nach (5.44) gewa¨hlt, wa¨hrend aˆ2(tˆ) entsprechend den Nebenbedingungen in
(2.50) zu Null gesetzt wird. Mittels der Schaltung aus Abbildung 5.3 werden bˆ1(tˆ)
und bˆ2(tˆ) im Zeitintervall tˆ ∈ [tˆ0, . . . , tˆ1] berechnet, anschließend zusammen mit der
Anregung aˆ1(tˆ) in den Frequenzbereich transformiert und die Streuparameter nach
(5.45) ausgewertet.
5.5 Numerische Beispiele
Im Folgenden soll die Methodik anhand von numerischen Beispielen validiert wer-
den. Die reduzierten Modelle werden nach den selbst-adaptiven Verfahren fu¨r affin in
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xˆl,j C = −1 F R = 1W˜TZ,j,j W˜TZ,j,1xˆl,1 W˜TZ,j,NTD xˆl,NTD q˜TZ,l,j
d
dtˆ
aˆl
(a)
L = 1 Haˆ(tˆ) d
dtˆ
aˆ(tˆ)
(b)
aˆl(tˆ)
bˆl(tˆ)
R = −1 Ω q˜T,k,1xˆl,1 q˜T,k,NTD xˆl,NTD
(c)
Abbildung 5.2: Realisierung der Zeitbereichmodelle im Schaltungssimulator: (a) j-
ter Zustand, (b) Ableitung des Eingangs, (c) Ausgang.
der Frequenz parametrierte Systeme [dRM09], [KFK+11] erstellt. Die Rechnungen
wurden in MATLAB Version R2013b auf einer Maschine mit Intel R© Core i5-3570K,
3, 4 GHz Prozessor, sowie 32 GB RAM durchgefu¨hrt. Fu¨r die Validierung des Ver-
fahrens zur Integration in Schaltungssimulatoren wurde das frei verfu¨gbare LTspice
Version 4.23l verwendet.
5.5.1 Parallelplattenstruktur
Das erste numerische Beispiel ist die Parallelplattenstruktur (PPS) aus [LJ13], die
in Abbildung 5.4 dargestellt ist. Diese besteht aus zwei metallischen Platten, hier
als perfekt elektrischer Leiter modelliert, zwischen denen sich ein Dielektrikum mit
frequenzabha¨ngiger Permittivita¨t befindet. Fu¨r die Materialeigenschaften des Di-
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Zeitbereichsmodell
aˆ2(tˆ)aˆ1(tˆ)
Tor 1 Tor 2
bˆ1(tˆ) bˆ2(tˆ)
Abbildung 5.3: Verschaltung des Zeitbereichsmodells im Schaltungssimulator zur
Berechnung der Streuparameter.
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Abbildung 5.4: PPS: Geometrie, Abmessungen in mm.
elektrikums gilt
εr,D(k0) = ε∞ +
∆ε
1 + jk0c0τe
, (5.67a)
µr = 1, (5.67b)
κ = 6, 29 · 10−3 S
m
, (5.67c)
mit
ε∞ = 3, 64, ∆ε = 0, 54, τe = 11, 4 · 10−12s. (5.68)
Angeregt wird die Struktur mittels zweier identischer Koaxialleitungen, deren Innen-
und Außenleiter ebenfalls als perfekt elektrische Leiter modelliert werden, und deren
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Abbildung 5.5: PPS: Zeitsignale, (a) einfallende Welle aˆ1(t), (b) auslaufende Welle
bˆ1(t), (c) auslaufende Welle bˆ2(t).
Inneres von einem verlustfreien Dielektrikum mit εr = 2, 1 gebildet wird. Die Struk-
tur wird in einem Frequenzbereich von [0, 5, 3, 2] GHz analysiert. Ausgangspunkt ist
ein FE-Modell der Dimension 231984. Basierend auf diesem wird unter Verwendung
einer Schranke fu¨r das relative Residuum von ρt = 10
−3 ein reellwertiges reduziertes
Modell der Dimension 16 erstellt. Anwendung der Methode der ADE fu¨hrt auf ein
Zeitbereichsmodell in Zustandsraumdarstellung der Dimension 48. Zur Berechnung
der Streuparameter im Frequenzbereich wird das Zeitbereichsmodell u¨ber den ersten
Wellenleiter mit einem Gaußschen Puls
aˆ(tˆ) = e−cG(tˆ−tˆ0)
2
(5.69)
mit den Parametern
cG = (8 · 10−11c0)−2, tˆ0 = 5 · 10−7c0 (5.70)
angeregt. Das anregende Zeitsignal aˆ(t) u¨ber der unskalierten Zeit t ist in Ab-
bildung 5.5a zu sehen. Die Lo¨sung im Zeitbereich wird mittels des Runge-Kutta-
Verfahrens nach Heun fu¨r Zeiten tˆ ∈ [0, c0 · 10−6s] unter Verwendung einer festen
Zeitschrittweite von ∆tˆ = c0 ·10−11s berechnet. Die beno¨tigte Rechenzeit zum Lo¨sen
des Systems betra¨gt 27, 88s. Um die Stabilita¨t des Verfahrens zu untersuchen, sind
in Abbildung 5.6 zum einen das Stabilita¨tsgebiet des Verfahrens dargestellt und zum
anderen die Eigenwerte der erstellten Matrix W˜TZ skaliert mit der gewa¨hlten Zeit-
schrittweite ∆tˆ. An der Abbildung la¨sst sich gut erkennen, dass das Verfahren fu¨r
diese Schrittweite stabil ist. Dies ist auch an den auslaufenden Wellen an beiden Wel-
lenleitern zu sehen, die in Abbildung 5.5b bzw. Abbildung 5.5c u¨ber der unskalierten
Zeit t dargestellt sind, und nach endlicher Zeit gegen Null abklingen. Die auslaufen-
den Wellen werden mittels des in MATLAB integrierten FFT-Algorithmus in den
Frequenzbereich transformiert. Aus den resultierenden Signalen werden anschließend
die Streuparameter berechnet. Der Vergleich der so bestimmten Streuparameter mit
denen, die direkt aus dem reduzierten Modell im Frequenzbereich berechnet wurden,
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Abbildung 5.6: PPS: Stabilita¨tsgebiet des Verfahrens nach Heun sowie die mit ∆tˆ
skalierten Eigenwerte der Systemmatrix W˜TZ .
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Abbildung 5.7: PPS: Betrag der Streuparameter u¨ber der Frequenz, (a) S1,1, (b)
S2,1.
ist in Abbildung 5.7 gegeben. Es la¨sst sich eine sehr gute U¨bereinstimmung u¨ber das
gesamte betrachtete Frequenzband beobachten. Um den Fehler der Streuparameter
aus dem Zeitbereichsmodell bzgl. jener des reduzierten Modells im Frequenzbereich
zu quantifizieren, wird folgende Gro¨ße eingefu¨hrt:
Ei,j = S
FB
i,j − SZBi,j , (5.71)
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Abbildung 5.8: PPS: Betrag des Fehlers in den Streuparametern u¨ber der Frequenz,
(a) E1,1, (b) E2,1.
wobei SFBi,j der Eintrag i, j der Streumatrix des Frequenzbereichsmodells ist, wa¨h-
rend SZBi,j den Eintrag i, j der Streumatrix des Zeitbereichsmodells beschreibt. Der
Fehler ist in Abbildung 5.8 dargestellt und liegt unter 10−2, was die Genauigkeit
des Verfahrens unterstreicht. Um zu zeigen, dass der Fehler bei Verkleinerung der
Schrittweite geringer wird, ist in Abbildung 5.9 der Verlauf des Maximums von |E1,1|
bzw. |E2,1| u¨ber der inversen Zeitschrittweite c0∆tˆ = 1∆t angegeben. Dabei bezeichnet
Ei,j,max den maximalen Fehler in Si,j,
Ei,j,max = max
k0
(|Ei,j(k0)|). (5.72)
An Abbildung 5.9 la¨sst sich erkennen, dass die theoretisch erreichbare Konvergenz
des Verfahrens dritter Ordnung realisiert wird.
Im na¨chsten Schritt soll das Verfahren zur Integration der Zeitbereichsmodelle in
Schaltungssimulatoren validiert werden. Dazu wird das Zeitbereichsmodell entspre-
chend Abschnitt 5.4 im Schaltungssimulator realisiert und nach Abbildung 5.3 ver-
schaltet. Das so verschaltete Modell wird mit dem Gaußschen Puls nach (5.69) an-
geregt, und die auslaufenden Wellen werden mittels des internen Lo¨sers berechnet.
Da der verwendete Schaltungssimulator die Zeitschrittweiten adaptiv wa¨hlt, sind die
Zeiten, an denen das Ergebnis vorliegt, nicht a¨quidistant verteilt. Um dennoch den
FFT-Algorithmus zur Transformation in den Frequenzbereich verwenden zu ko¨nnen,
werden die erzeugten Ergebnisse an a¨quidistant verteilten Stu¨tzstellen linear inter-
poliert. Als Abstand zwischen den Stu¨tzstellen wird ∆tˆ = c0 · 10−11 s verwendet.
Der Vergleich der so berechneten Streuparameter mit denen des reduzierten Modells
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Abbildung 5.9: PPS: maximaler Fehler der Streuparameter u¨ber der Zeitschrittweite,
(a) E1,1,max, (b) E2,1,max.
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Abbildung 5.10: PPS: Betrag der mittels LTSpice berechneten Streuparameter u¨ber
der Frequenz, (a) S1,1, (b) S2,1.
im Frequenzbereich ist in Abbildung 5.10 zu sehen. Auch hier liegen die Kurven sehr
gut u¨bereinander, und der Fehler, in Abbildung 5.11 dargestellt, liegt unter 10−2.
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Abbildung 5.11: PPS: Fehler in den mittels LTSpice berechneten Streuparametern,
(a) E1,11, (b) E2,1.
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Abbildung 5.12: PPWLd, Abmessungen in mm.
5.5.2 Parallelplattenwellenleiter mit dispersivem Material-
einsatz
Als zweites Beispiel wird der Parallelplattenwellenleiter mit dispersivem Material-
einsatz (PPWLd) aus [ASG15] verwendet. Die Abmessungen der Struktur sind in
Abbildung 5.12 dargestellt. Die metallischen Platten der Struktur werden als perfekt
elektrische Leiter modelliert, und die Materialeigenschaften des dispersiven Einsat-
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Abbildung 5.13: PPWLd: Zeitsignale, (a) einfallende Welle aˆ1(t), (b) auslaufende
Welle bˆ1(t), (c) auslaufende Welle bˆ2(t).
zes genu¨gen (3.86). In der restlichen Struktur befindet sich Luft mit εr = 1, µr = 1
und κ = 0. Ausgangspunkt fu¨r die Analyse der Struktur im Frequenzband von
[0, 03, 5] GHz bildet ein FE-Modell der Dimension 37494. Unter Verwendung einer
Schranke fu¨r das relative Residuum von ρt = 10
−3 wird ein reduziertes Modell mit
reellwertigen Matrizen der Dimension 88 erstellt. Anwendung der Methode der ADE
fu¨hrt auf ein Zeitbereichsmodell die Dimension 880. An dieser Stelle wird der Nach-
teil der Methode der ADE deutlich. Je komplizierter die Frequenzabha¨ngigkeit der
Materialien ist, desto gro¨ßer wird das resultierende Modell. Das Zeitbereichsmodell
wird mit einem Gaußschen Puls der Form
aˆ(tˆ) = e−cG(tˆ−tˆ0)
2
(5.73)
mit
cG = (5 · 10−11c0)−2, tˆ0 = 5 · 10−8c0 (5.74)
angeregt, dessen Verlauf in Abbildung 5.13a dargestellt ist. Das Zeitbereichsmodell
wird zuna¨chst wieder mit dem Runge-Kutta-Verfahren nach Heun im Zeitintervall
[0, c0 ·10−7 s] unter Verwendung der Zeitschrittweite ∆tˆ = c0 ·10−12 s gelo¨st. Die zum
Lo¨sen des Systems beno¨tigte Rechenzeit betrug 6925 s. Neben der hohen Dimen-
sion des resultierenden Modells tra¨gt auch das verwendete explizite Runge-Kutta-
Verfahren maßgeblich zu dieser langen Rechenzeit bei. Da die Lo¨sung mittels des
Runge-Kutta-Verfahens im Rahmen dieser Arbeit jedoch lediglich zur Validierung
der Zeitbereichsmodelle verwendet wird, spielt die Rechenzeit keine Rolle. Um die
Stabilita¨t des Verfahrens bei Verwendung dieser Schrittweite zu untersuchen, sind
in Abbildung 5.5.2 die mit ∆tˆ skalierten Eigenwerte der Matrix W˜TZ zusammen
mit dem Stabilita¨tsgebiet des Verfahrens nach Heun dargestellt. Es ist zu erkennen,
dass alle skalierten Eigenwerte innerhalb des Gebiets liegen und das Verfahren so-
mit stabil ist. Die berechneten auslaufenden Wellen, die in Abbildung 5.13b bzw.
Abbildung 5.13c dargestellt sind, klingen nach endlicher Zeit gegen Null ab, was die
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Abbildung 5.14: PPWLd: Stabilita¨tsgebiet des Verfahrens nach Heun sowie die mit
∆tˆ skalierten Eigenwerte der Systemmatrix W˜TZ .
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Abbildung 5.15: PPWLd: Betrag der Streuparameter u¨ber der Frequenz, (a) S1,1,
(b) S2,1.
Stabilita¨t besta¨tigt. Werden diese Signale in den Frequenzbereich transformiert, so
ergeben sich die Streuparameter entsprechend Abbildung 5.15. Als Referenz wer-
den die Streuparameter verwendet, die sich direkt aus dem reduzierten Modell im
Frequenzbereich ergeben. Abgesehen von den Resonanzen bei 1, 17 GHz, 1, 57 GHz
und 2, 12 GHz, la¨sst sich eine sehr gute U¨bereinstimmung der Kurven erkennen.
Allerdings werden auch die Streuparameter in den Resonanzen bis ungefa¨hr −60 dB
Numerische Beispiele 129
0,03 1 2 3 4 510
−6
10−5
10−4
10−3
10−2
|E 1
,1
|
Frequenz (GHz)
(a)
0,03 1 2 3 4 510
−5
10−4
10−3
10−2
|E 2
,1
|
Frequenz (GHz)
(b)
Abbildung 5.16: PPWLd: Fehler in den Streuparametern u¨ber der Frequenz, (a)
E1,1, (b) E2,1.
korrekt dargestellt. Die Fehler E1,1 und E2,1, die in Abbildung 5.16 dargestellt sind,
liegen u¨ber dem gesamten betrachteten Frequenzband unter 10−2, abseits der ers-
ten Resonanz sogar im Bereich von 10−4. Dies unterstreicht die Fa¨higkeit der vor-
gestellten Methodik, auch Materialien mit komplizierten Frequenzabha¨ngigkeiten
verla¨sslich zu analysieren.
Im na¨chsten Schritt wird das Verfahren zur Integration der Zeitbereichsmodelle in
Schaltungssimulatoren validiert. Dazu wird die Methodik aus Abschnitt 5.4 ange-
wendet und das resultierende Modell entsprechend Abbildung 5.3 verschaltet. Die
Anregung erfolgt mit dem Gaußschen Puls aus (5.73). Wie im vorherigen Beispiel
werden die berechneten auslaufenden Wellen zuna¨chst an a¨quidistant verteilten
Stu¨tzstellen interpoliert. Diese befinden sich im Intervall [0, c0 · 10−7 s] im Abstand
∆tˆ = c0 · 10−12 s. Transformation der Zeitbereichssignale in den Frequenzbereich
fu¨hrt auf die in Abbildung 5.17 dargestellten Streuparameter. Abgesehen von den
Resonanzfrequenzen la¨sst sich eine sehr gute U¨bereinstimmung der Kurven beob-
achten. Die Resonanzen werden, a¨hnlich wie bei den Lo¨sungen mittels des Runge-
Kutta-Verfahrens nach Heun, bis ungefa¨hr −60 dB korrekt dargestellt. Der Fehler
in den Streuparametern, die mittels LTSpice berechnet wurden, bzgl. der Streupa-
rameter des reduzierten Frequenzbereichsmodells ist in Abbildung 5.18 dargestellt.
Es ist zu sehen, dass auch dieser u¨ber dem gesamten Frequenzbereich unterhalb von
10−2 liegt. Dies zeigt, dass die hergeleiteten Zeitbereichsmodelle auch fu¨r Strukturen,
deren frequenzabha¨ngiges Materialverhalten komplizierten Modellen genu¨gt, mittels
der Methodik aus Abschnitt 5.4 erfolgreich in Schaltungssimulatoren integriert wer-
den ko¨nnen.
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Abbildung 5.17: PPWLd: Betrag der mittels LTSpice berechneten Streuparameter
u¨ber der Frequenz, (a) S1,1, (b) S2,1.
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Abbildung 5.18: PPWLd: Fehler in den mittels LTSpice berechneten Streuparame-
tern, (a) E1,1, (b) E2,1.
5.6 Zusammenfassung
In diesem Kapitel wurde eine Methodik zur Transformation reduzierter Frequenzbe-
reichsmodelle in den Zeitbereich vorgestellt. Dabei wurden Strukturen betrachtet,
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die ausschließlich durch TEM-Moden angeregt werden, und deren speisenden Wel-
lenleiter kein frequenzabha¨ngiges Material beinhalten. Um die Frequenzabha¨ngigkeit
des Materials im Inneren der Struktur behandeln zu ko¨nnen, wurde die Methode der
ADE angewendet. Die grundlegende Idee dabei ist, zusa¨tzliche Unbekannte so ein-
zufu¨hren, dass ein linear in der Frequenz parametriertes System entsteht. Dies fu¨hrt
auf ein Zeitbereichsmodell in Zustandsraumdarstellung, welches mittels Standard-
Zeitintegratoren gelo¨st oder direkt in Schaltungssimulatoren integriert werden kann.
Der Nachteil der Methode der ADE ist jedoch, dass ihre Anwendung, besonders bei
Materialien mit komplizierter Frequenzabha¨ngigkeit, zu einer Vervielfachung der
Anzahl der Unbekannten fu¨hrt. Anhand von zwei numerischen Beispielen wurden
die hergeleiteten Zeitbereichsmodelle sowie das Verfahren zur Integration in Schal-
tungssimulatoren validiert.
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Kapitel 6
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurden Methoden zur effizienten Charakterisierung passi-
ver Mikrowellenstrukturen mittels Netzwerkmatrizen auf Basis elektromagnetischer
Feldsimulation im Frequenzbereich vorgestellt. Die Eingangs- bzw. Ausgangsgro¨ßen
der Mikrowellenstrukturen bilden die komplexen Amplituden der Eigenmoden der
speisenden axial homogenen Wellenleiter. Die Hauptbeitra¨ge der Arbeit sind eine
neue FE-Formulierung zur modalen Analyse von axial homogenen Wellenleitern so-
wie eine neue FE-Formulierung zur Charakterisierung der Mikrowellenstrukturen im
Frequenzbereich. Weiterhin wurde ein MOR-Verfahren vorgeschlagen, dass die Be-
handlung von Strukturen ermo¨glicht, die mittels transversal inhomogenen Wellenlei-
tern angeregt werden. Des Weiteren wurde eine neue Methodik zur Transformation
der Frequenzbereichsmodelle in den Zeitbereich pra¨sentiert. Diese ermo¨glicht eine
effiziente Simulation von linearen und nichtlinearen Teilsystemen im Zeitbereich.
Um die speisenden Wellenleiter zu analysieren, wurde in Kapitel 3 eine neue FE-
Formulierung hergeleitet, die die elektrische Feldsta¨rke sowie die magnetische Fluss-
dichte diskretisiert. Die neue Formulierung ist zum einen fu¨r niedrige Frequenzen bis
hin zum statischen Grenzfall stabil und fu¨hrt zum anderen auf ein verallgemeinertes
Eigenwertproblem, dessen Eigenwert direkt dem modalen Ausbreitungskoeffizienten
entspricht. Dies fu¨hrt dazu, dass die neue Formulierung in der Lage ist, Ausbrei-
tungskoeffizienten mit sehr kleinem Betrag um Gro¨ßenordnungen besser aufzulo¨sen
als mit konkurrierenden Ansa¨tzen. Der Preis fu¨r diese bessere Auflo¨sung ist eine ver-
gleichsweise hohe Anzahl an Unbekannten, wodurch sowohl der Bedarf an Speicher
als auch an Rechenzeit stark erho¨ht wird. Damit die hergeleitete Formulierung im
Rahmen der effizienten Analyse von Mikrowellenstrukturen nach Kapitel 4 verwen-
det werden kann, wird ein verla¨ssliches MOR-Verfahren beno¨tigt, das a¨hnlich wie in
[SFDE08] das Auftreten unphysikalischer Eigenmoden verhindert.
In Kapitel 4 wurde zuna¨chst eine neue S-Formulierung zur Charakterisierung von Mi-
krowellenstrukturen vorgestellt. Im Gegensatz zur weitverbreiteten Z-Formulierung
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[DeP83], [WMF83], [WP86] vermeidet sie das Auftreten von inneren Resonanzen. Al-
lerdings fu¨hrt sie auch fu¨r verlustfreie Strukturen auf komplexwertige Matrizen. An-
ders als die TFE aus [CL88], [Lee90], bei der es sich ebenfalls um eine S-Formulierung
handelt, findet im Rahmen der neuen Formulierung keine Restriktion der Ansatz-
funktionen auf den Querschnitten der speisenden Wellenleiter statt. Dies erleichtert
zum einen die Implementierung und fu¨hrt zum anderen dazu, dass die Frequenz-
abha¨ngigkeit der Systemmatrizen im Fall frequenzabha¨ngiger Modenformen verein-
facht wird. Im Rahmen dieser Arbeit wurden die Gleichungssysteme sowohl fu¨r die
Z- als auch fu¨r die S-Formulierung in der elektrischen Feldsta¨rke formuliert. Dieses
Vorgehen ist jedoch dafu¨r bekannt, dass die resultierenden Gleichungen fu¨r niedrige
Frequenzen instabil werden und keine verla¨sslichen Lo¨sungen liefern [DEPL99]. Um
dieses Problem zu umgehen, bietet sich die Erweiterung der vorgestellten Methodik
auf die Potential-Formulierung nach [JFDE15], [B4] an.
Weiterhin wurde in Kapitel 4 ein MOR-Verfahren vorgestellt, dass es erlaubt Struk-
turen zu analysieren, die durch transversal inhomogene Wellenleiter gespeist werden.
Im Gegensatz zu bisherigen Ansa¨tzen werden die frequenzabha¨ngigen Modenformen
mittels eines reduzierten Modells fu¨r die Wellenleiter berechnet. Die Genauigkeit
der Approximation wird im Rahmen dieses Ansatzes durch die Dimension des redu-
zierten Modells gesteuert. Um den Fehler in den Ausga¨ngen der reduzierten Modelle
genauer quantifizieren zu ko¨nnen, bieten sich a-posteriori-Fehlerschranken nach dem
Vorbild von [CHMR10] an. Diese sind fu¨r affin parametrierte Systeme in der Lite-
ratur verfu¨gbar, eine Herleitung fu¨r den hier vorgestellten allgemeinen Fall steht
jedoch noch aus.
Damit elektromagnetische Teilsysteme mit linearem Materialverhalten, die in der
Regel im Frequenzbereich simuliert werden, gemeinsam mit nichtlinearen Teilsyste-
men, die im Zeitbereich simuliert werden mu¨ssen, analysiert werden ko¨nnen, wurde
in Kapitel 5 ein neues Verfahren zur Transformation der Frequenzbereichsmodelle in
den Zeitbereich vorgestellt. Im Gegensatz zu fru¨heren Ansa¨tzen basiert dieses nicht
auf der Transformation der U¨bertragungsfunktion, sondern die Frequenzbereichsmo-
delle werden direkt in den Zeitbereich transformiert. Besonderes Augenmerk wurde
dabei auf frequenzabha¨ngige Materialien gelegt. Diese wurden mittels der Methode
der ADE behandelt, was selbst fu¨r komplizierte Materialmodelle auf Zeitbereichsmo-
delle in Zustandsraumdarstellung fu¨hrt, die mit den Methoden aus [AN01], [LM07]
direkt in Schaltungssimulatoren integriert werden ko¨nnen. Außerdem wurde bewie-
sen, dass die Frequenzbereichsmodelle passiv sind, und die resultierenden Zeitbe-
reichsmodelle somit garantiert kausales Verhalten aufweisen. Die Verwendung von
projektionsbasierter MOR im Frequenzbereich fu¨hrt weiterhin dazu, dass die resul-
tierenden Zeitbereichsmodelle effizient ausgewertet werden ko¨nnen. Zudem erlaubt
es eine Rekonstruktion der transienten elektromagnetischen Felder mit geringem
numerischen Aufwand. Das hergeleitete Verfahren setzt zum aktuellen Zeitpunkt
allerdings Strukturen voraus, die durch TEM-Moden angeregt werden. Eine Erwei-
terung auf allgemeine Modenformen, die zum einen die Herleitung entsprechender
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Zeitbereichsmodelle und zum anderen den Beweis der Passivita¨t umfasst, ist Gegen-
stand der aktuellen Forschung.
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Anhang A
Beweis der Kausalita¨t des
Lorentz-Materialmodells
An dieser Stelle soll gezeigt werden, dass das Materialmodell nach Lorentz (2.21)
die Kramers-Kronig-Beziehungen erfu¨llt, Real- und Imagina¨rteil also ein Hilbert-
Transformationspaar darstellen. Aus Gru¨nden der U¨bersichtlichkeit sind Real- und
Imagina¨rteil nochmals angegeben:
ε′r(ω) = ε∞ +
∆εω2e(ω
2
e − ω2)
(ω2e − ω2)2 + 4ω2δ2e
, (A.1a)
ε′′r(ω) = −2
∆εω2eωδe
(ω2e − ω2)2 + 4ω2δ2e
. (A.1b)
Es soll nun gezeigt werden, dass diese Gro¨ßen den folgenden Beziehungen genu¨gen:
ε′r(ω)− ε∞ = −
1
pi
P.V.
∫ ∞
−∞
ε′′r(x)
x− ω dx, (A.2a)
ε′′r(ω) =
1
pi
P.V.
∫ ∞
−∞
ε′r(x)− ε∞
x− ω dx. (A.2b)
Aufgrund der Eigenschaften der Hilbertransformation [EMOT54, S. 243] reicht es
aus, eine der obigen Bedingungen zu u¨berpru¨fen. Hier wird die erste gewa¨hlt. Es
muss also
1
pi
P.V.
∫ ∞
−∞
2∆εω2exδe
(ω2e − x2)2 + 4x2δ2e
1
x− ω︸ ︷︷ ︸
:=f(x)
dx (A.3)
berechnet werden. Die Auswertung des obigen Integrals erfolgt mittels des Residu-
ensatzes [Ko¨n04, S. 216 ff.]. Demnach gilt
P.V.
∫ ∞
−∞
f(x) dx = jpi
∑
kR
RkR + 2jpi
∑
kO
RkO . (A.4)
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Dabei bezeichnenRkR die Residuen, deren zugeho¨rige Polstellen auf der reellen Achse
liegen, wa¨hrend die RkO die Residuen bezeichnen, deren Polstellen in der oberen
Halbebene der komplexen Ebene liegen. Handelt es sich um eine einfache Polstelle,
im Folgenden mit a bezeichnet, berechnet sich das zugeho¨rige Residuum Ra zu
Ra = lim
x→a
(x− a)f(x). (A.5)
Fu¨r zweifache Polstellen berechnet sich das Residuum zu
Ra = lim
x→a
d
dx
[
(x− a)2f(x)] . (A.6)
Zur Auswertung des Integrals (A.3) mu¨ssen zuna¨chst die Polstellen des Integranden
bestimmt werden. Die erste Polstelle ergibt sich direkt zu
x1 = ω. (A.7)
Die verbleibenden Polstellen entsprechen den Nullstellen des folgenden Polynoms:
(ω2e − x2)2 + 4x2 = 0. (A.8)
Ausmultiplizieren und Einfu¨hren von y = x2 fu¨hrt auf
x4 + x2(4δ2e − 2ω2e) + ω4e = 0 (A.9a)
⇔ y2 + y(4δ2e − 2ω2e) + ω4e = 0. (A.9b)
Die Lo¨sungen dieser quadratischen Gleichung sind
y1,2 = −4δ
2
e − 2ω2e
2
±
√(
4δ2e − 2ω2e
2
)2
− ω4e (A.10a)
= ω2e − 2δ2e ±
√
4δ4e − 4δ2eω2e (A.10b)
= ω2e − 2δ2e ± 2δe
√
δ2e − ω2e (A.10c)
= ω2e − 2δ2e ± j2δe
√
ω2e − δ2e (A.10d)
=
(√
ω2e − δ2e ± jδe
)2
. (A.10e)
Damit ergeben sich die vier Lo¨sungen von (A.8) und damit die verbleibenden vier
Polstellen der Integranden von (A.3) zu
x2 =
(√
ω2e − δ2e + jδe
)
, x3 = −
(√
ω2e − δ2e + jδe
)
, (A.11a)
x4 =
(√
ω2e − δ2e − jδe
)
, x5 = −
(√
ω2e − δ2e − jδe
)
. (A.11b)
Nach (A.4) werden zur Auswertung des Integrals lediglich die Residuen beno¨tigt,
deren zugeho¨rige Polstellen auf der reellen Achse oder in der oberen Halbebene der
komplexen Zahlenebene liegen. Um entscheiden zu ko¨nnen, welche Residuen beno¨tigt
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werden, muss die Lage der Polstellen (A.11) bestimmt werden. Dazu werden drei
Fa¨lle unterschieden:
Fall 1: δe = ωe. In diesem Fall ergeben sich zwei doppelte, rein imagina¨re Polstellen
bei
x2 = jδe, x3 = −jδe, (A.12a)
wobei lediglich die doppelte Polstelle bei x2 = jδe in der oberen Halbebene liegt.
Fall 2: δe > ωe. In diesem Fall ist der Ausdruck unter der Wurzel in (A.11) negativ
und die gesuchten Polstellen sind daher rein imagina¨r. Es gilt:
x2 =
(
j
√
δ2e − ω2e + jδe
)
, x3 = −
(
j
√
δ2e − ω2e + jδe
)
, (A.13a)
x4 =
(
j
√
δ2e − ω2e − jδe
)
, x5 = −
(
j
√
δ2e − ω2e − jδe
)
. (A.13b)
Dabei sind die Wurzelausdru¨cke positiv, und damit ist leicht ersichtlich, dass ledig-
lich x2 und x5 in der oberen Halbebene liegen.
Fall 3: δe < ωe. Fu¨r diesen Fall sind die Ausdru¨cke unter der Wurzel in (A.11)
positiv, und die Polstellen sind komplexwertig:
x2 =
(√
ω2e − δ2e + jδe
)
, x3 = −
(√
ω2e − δ2e + jδe
)
, (A.14a)
x4 =
(√
ω2e − δ2e − jδe
)
, x5 = −
(√
ω2e − δ2e − jδe
)
. (A.14b)
In diesem Fall liegen also ebenfalls nur x2 und x5 in der oberen Halbebene. Wa¨hrend
der erste Fall aufgrund der doppelten Polstellen separat analysiert werden muss,
ko¨nnen die anderen beiden Fa¨lle zusammen betrachtet werden.
Zuna¨chst wird Fall 1, mit ωe = δe betrachtet. Die relevanten Polstellen sind die
einfache Polstelle bei x1 = ω sowie die doppelte Polstelle bei x2 = jδe. Unter
Beru¨cksichtigung von ωe = δe ergeben sich die entsprechenden Residuen zu
R1 = lim
x→x1
(x− x1)f(x) = ∆εω
2
e2δeω
(ω − jδe)2(ω + jδe)2 , (A.15a)
R2 = lim
x→x2
d
dx
[
(x− a)2f(x)] = 2∆εω2eδe lim
x→jδe
d
dx
[
x
(x+ jδe)2(x− ω)
]
. (A.15b)
Um R2 berechnen zu ko¨nnen, wird zuna¨chst die Ableitung ausgewertet. Es gilt
d
dx
[
x
(x+ jδe)2(x− ω)
]
=
d
dx
[
x(x+ jδe)
−2(x− ω)−1] (A.16a)
=
(x+ jδe)(x− ω)− 2x(x− ω)− x(x+ jδe)
(x+ jδe)3(x− ω)2 . (A.16b)
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Damit la¨sst sich das Residuum R2 angegeben:
R2 = 2∆εω
2
eδe
2jδe(jδe − ω)− 2jδe(jδe − ω)− jδe(2jδe)
−8jδ3e(jδe − ω)2
(A.17a)
= 2∆εω2eδe
2δ2e
−8jδ3e(jδe − ω)2
(A.17b)
=
j∆εω2e
2(jδe − ω)2 . (A.17c)
Das gesuchte Integral berechnet sich somit im Fall 1 zu
1
pi
P.V.
∫ ∞
−∞
2
∆εω2exδe
(ω2e − x2)2 + 4x2δ2e
1
x− ω dx = jR1 + 2jR2 (A.18a)
= j
∆εω2e2δeω
(ω − jδe)2(ω + jδe)2 + 2j
j∆εω2e
2(jδe − ω)2 (A.18b)
=
j∆εω2e2δeω −∆εω2e(ω + jδe)2
(ω − jδe)2(ω + jδe)2 (A.18c)
=
∆εω2e(δ
2
e − ω2)
(ω − jδe)2(ω + jδe)2 . (A.18d)
Unter Beru¨cksichtigung von δe = ωe fu¨r den betrachteten Fall entspricht der obi-
ge Ausdruck genau dem Realteil aus (A.1). Fu¨r Fall 1 ist somit gezeigt, dass das
Lorentz-Modell den Kramers-Kronig-Beziehungen genu¨gt.
Im na¨chsten Schritt werden nun die beiden verbleibenden Fa¨lle untersucht. Die
relevanten Residuen sind dabei die der Polstellen x1, x2 und x5. Diese Residuen
werden im Folgenden mit R1, R2 bzw. R5 bezeichnet, und sie berechnen sich zu
R1 = lim
x→x1
(x− x1)f(x) = ∆εω
2
e2δex1
(x1 − x2)(x1 − x3)(x1 − x4)(x1 − x5) , (A.19a)
R2 = lim
x→x2
(x− x2)f(x) = ∆εω
2
e2δex2
(x2 − x1)(x2 − x3)(x2 − x4)(x2 − x5) , (A.19b)
R5 = lim
x→x5
(x− x5)f(x) = ∆εω
2
e2δex5
(x5 − x1)(x5 − x2)(x5 − x3)(x5 − x4) , (A.19c)
wobei ausgenutzt wurde, dass
(ω2e − x2)2 + 4δ2ex2 = (x− x2)(x− x3)(x− x4)(x− x5) (A.20)
gilt. Wird weiterhin ausgenutzt, dass x2 = −x3 und x5 = −x4 gilt, vereinfachen sich
R2 und R5 zu
R2 =
∆εω2e2δex2
(x2 − x1)(2x2)(x22 − x25)
=
∆εω2eδe
(x2 − x1)(x22 − x25)
, (A.21a)
R5 =
∆εω2e2δex5
(x5 − x1)(2x5)(x25 − x22)
=
∆εω2eδe
(x5 − x1)(x25 − x22)
. (A.21b)
141
Das Integral (A.3) ist damit
1
pi
P.V.
∫ ∞
−∞
2
∆εω2exδe
(ω2e − x2)2 + 4x2δ2e
1
x− ω dx
= jR1 + 2jR2 + 2jR5 (A.22a)
=
2j∆εω2eδex1
(x21 − x22)(x21 − x25)
+
2j∆εω2eδe
(x2 − x1)(x22 − x25)
+
2j∆εω2eδe
(x5 − x1)(x25 − x22)
(A.22b)
=
2j∆εω2eδex1
(x21 − x22)(x21 − x25)
− 2j∆εω
2
eδe
(x1 − x2)(x22 − x25)
+
2j∆εω2eδe
(x1 − x5)(x22 − x25)
(A.22c)
= 2j∆εω2eδe
x1(x
2
2 − x25)− (x1 + x2)(x21 − x25) + (x1 + x5)(x21 − x22)
(x21 − x22)(x21 − x25)(x22 − x25)
(A.22d)
= 2j∆εω2eδe
x2x
2
5 − x2x21 + x5x21 − x5x22
(x21 − x22)(x21 − x25)(x22 − x25)
. (A.22e)
Einsetzen der Werte fu¨r die Polstellen x1, x2 und x5 fu¨hrt auf
1
pi
P.V.
∫ ∞
−∞
2
∆εω2exδe
(ω2e − x2)2 + 4x2δ2e
1
x− ω dx
=2j∆εω2eδe

(
jδe +
√
ω2e − δ2e
)(
jδe −
√
ω2e − δ2e
)2
−
(
jδe +
√
ω2e − δ2e
)
ω2[
(ω2e − ω2)2 + 4δ2eω2
] [(
jδe +
√
ω2e − δ2e
)2
−
(
jδe −
√
ω2e − δ2e
)2]
+
[(
jδe −
√
ω2e − δ2e
)
ω2 −
(
jδe −
√
ω2e − δ2e
)(
jδe +
√
ω2e − δ2e
)2]
[
(ω2e − ω2)2 + 4δ2eω2
] [(
jδe +
√
ω2e − δ2e
)2
−
(
jδe −
√
ω2e − δ2e
)2]
 (A.23a)
=2j∆εω2eδe
 [(jδe)
2 − (ω2e − δ2e)]
[
jδe −
√
ω2e − δ2e
]
− 2ω2√ω2e − δ2e[
(ω2e − ω2)2 + 4δ2eω2
]
4jδe
√
ω2e − δ2e
−
[(jδe)
2 − (ω2e − δ2e)]
[
jδe +
√
ω2e − δ2e
]
[
(ω2e − ω2)2 + 4δ2eω2
]
4jδe
√
ω2e − δ2e
 (A.23b)
=∆εω2e
ω2e
(
jδe +
√
ω2e − δ2e
)
− ω2e
(
jδe −
√
ω2e − δ2e
)
− 2ω2√ω2e − δ2e[
(ω2e − ω2)2 + 4δ2eω2
]
2
√
ω2e − δ2e
(A.23c)
=∆εω2e
2
√
ω2e − δ2e (ω2e − ω2)[
(ω2e − ω2)2 + 4δ2eω2
]
2
√
ω2e − δ2e
(A.23d)
=
∆εω2e(ω
2
e − ω2)
(ω2e − ω2)2 + 4δ2eω2
. (A.23e)
Dies entspricht dem Realteil ε′r(ω) aus (A.1), womit gezeigt ist, dass das Lorentz-
Modell auch fu¨r Fall 2 und Fall 3 die Kramers-Kronig-Beziehungen erfu¨llt und somit
kausal ist.
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Anhang B
Bestimmung der
Anregungsvektoren aus der
Wellenleiter-Formulierung
An dieser Stelle sollen der konkrete Zusammenhang der Lo¨sungen des Wellenleiter-
Eigenwertproblems resultierend aus der Formulierung [FHDE04] und den Anre-
gungsvektoren bl aus (4.10) dargelegt werden. Dazu wird zuna¨chst die Potential-
Formulierung fu¨r die Wellenleiteranalyse kurz vorgestellt. Zur Vereinfachung der
Darstellung wird verlustfreies Materialverhalten in den Wellenleitern vorausgesetzt.
Ausgehend von der Divergenzfreiheit der magnetischen Flussdichte B wird ein ma-
gnetisches Vektorpotential A entsprechend
A = ∇×B, (B.1)
eingefu¨hrt. Wird das Vektorpotential in das Induktionsgesetz (2.3a) eingesetzt, er-
gibt sich
∇× (E + jk0c0A) = 0. (B.2)
Dies erlaubt die Einfu¨hrung eines elektrischen Skalarpotentials φ entsprechend
c0∇φ = −(E + jk0c0A). (B.3)
Analog zum Vorgehen in Kapitel 3 ergibt sich fu¨r die Abha¨ngigkeit entlang der
Wellenleiterachse, welche der eˆz-Achse entspricht,
φ = V e−γz, (B.4a)
A = (At + Azeˆz)e
−γz, (B.4b)
wobeiAt die Komponente in transversaler Richtung und Az die Komponente in axia-
ler Richtung bezeichnen. Der Differentialoperator ∇ wird entsprechend (3.3) aufge-
spalten. Weiterhin wird die transversale Komponente At in reine Gradienten ∇ψ
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und Felder mit nicht verschwindender Rotation Act zerlegt:
At = ∇φ+Act . (B.5)
Da bis zu diesem Punkt noch keine Aussagen u¨ber die Quellen des magnetischen Vek-
torpotentials getroffen wurden, wird eine Eichung beno¨tigt. Entsprechend [FHDE04]
wird hier die axiale Eichung Az = 0 verwendet. Die magnetische Flussdichte sowie
die elektrische Feldsta¨rke lassen sich folgendermaßen durch die eingefu¨hrten Poten-
tiale ausdru¨cken:
B = [∇t ×Act − eˆz × γ (Act +∇tψ)] e−γz, (B.6a)
E = −jc0 [eˆzγ(jV )−∇t(jV ) + k0 (Act +∇tψ)] e−γz. (B.6b)
Einsetzen dieser Ausdru¨cke in den Durchflutungssatz (2.3b) sowie in die Divergenz-
bedingung fu¨r die elektrische Flussdichte (2.3c) fu¨hrt auf
∇t × µ−1r ∇t ×Act − k0εr∇t(k0ψ − jV )− k20εrAct
= −γ2 [eˆz × µ−1r eˆz × (Act +∇tψ)] , (B.7a)
∇t · εr [k0Act +∇t (k0ψ − jV )] = γ2εrjV. (B.7b)
Die Randbedingungen auf ΓE bzw. ΓH lauten fu¨r die Potentiale
jV = 0
nˆ× (Act +∇tψ) = 0
}
auf ΓE, (B.8a)
µ−1r ∇t ×Act = 0
γ(Act +∇tψ) = 0
}
auf ΓH . (B.8b)
Die Gleichungen (B.7) zusammen mit den Randbedingungen (B.8) bilden das konti-
nuierliche Eigenwertproblem zur Analyse der Wellenleiterstrukturen. Zur Diskre-
tisierung werden FE-Basen der endlich-dimensionalen Unterra¨ume Vrot(ΩWL) ⊂
H (rot; ΩWL,ΓE) und V1(ΩWL) ⊂ H1 (ΩWL,ΓE) nach [Ing06] konstruiert. Die Po-
tentiale werden entsprechend
Act =
∑
k
vAct ,kwk, wk ∈ Vrot(ΩWL) (B.9a)
ψ =
∑
k
vψ,kWk, Wk ∈ V1(ΩWL), (B.9b)
jV =
∑
k
vjV,kWk, Wk ∈ V1(ΩWL), (B.9c)
diskretisiert. Die Anwendung eines Galerkin-Verfahrens fu¨hrt auf das diskrete Ei-
genwertproblem
SAV vAV = γ
2TAV vAV (B.10)
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mit
SAV = SAV 0 + k0SAV 1 + k
2
0SAV 2 (B.11)
und
SAV 0 =
SνAA 0 00 0 0
0 0 −SεV V
 , (B.12a)
SAV 1 =
 0 0 CεAV0 0 SεV V
CεTAV S
εT
V V 0
 , (B.12b)
SAV 2 = −
TνAA CεAV 0CεTAV SεV V 0
0 0 0
 , (B.12c)
T =
TνAA BνAV 0BνTAV SνV V 0
0 0 −TεV V
 , (B.12d)
vAV =
vAcTvψ
vjV
 . (B.12e)
Die Eintra¨ge der auftretenden Matrizen sind
SνAA,ik =
∫
ΓP
∇t ×wi · µ−1r ∇t ×wk dΓ, (B.13a)
SνV V,ik =
∫
ΓP
∇tWi · µ−1r ∇tWk dΓ, (B.13b)
CεAV,ik =
∫
ΓP
wi · εrWk dΓ, (B.13c)
SεV V,ik =
∫
ΓP
∇tWi · εr∇tWk dΓ, (B.13d)
T εAA,ik =
∫
ΓP
wi · εrwk dΓ, (B.13e)
BνAV,ik =
∫
ΓP
wi · µ−1r ∇tWk dΓ, (B.13f)
T νAA,ik =
∫
ΓP
wi · µ−1r wk dΓ, (B.13g)
T εV V,ik =
∫
ΓP
Wi · εrWk dΓ, (B.13h)
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mit wi,wk ∈ Vrot(ΩWL) sowie Wi,Wk ∈ V1(ΩWL). Wie in [SFDE08] gezeigt wird,
fu¨hrt die obige Formulierung (B.10) auf unphysikalische Nulleigenwerte. Die zu-
geho¨rigen Eigenvektoren ko¨nnen mittels
vNAV = NAV vψ, NAV =
 0I
k0I
 (B.14)
beschrieben werden. Um das Auftreten dieser Lo¨sungen zu verhindern, wird die
Orthogonalita¨t der Eigenvektoren bzgl. der Matrix TAV ausgenutzt, und wa¨hrend
des Lo¨sungsprozesses wird die Nebenbedingung
NTAV TAV vAV = 0 (B.15)
eingepra¨gt. Ausmultipliziert wird diese Bedingung zu
k0T
ε
V V vjV = B
νT
AV vAcT + S
ν
V V vψ. (B.16)
Bevor aus den Lo¨sungen des Eigenwertproblems die Anregungsvektoren bl berechnet
werden ko¨nnen, mu¨ssen die Eigenvektoren zuna¨chst entsprechend (2.43) normiert
werden. Es muss also gelten∫
ΓP
(Et ×H t) · nˆ dΓ != −1. (B.17)
Einsetzen der Ausdru¨cke fu¨r die elektrische Feldsta¨rke (B.6b) und der magnetischen
Flussdichte (B.6a) fu¨hrt auf∫
ΓP
(Et ×H t) · nˆ dΓ
=jc0γ
∫
ΓP
[
(−∇t(jV ) + k0(Act +∇tψ))× µ−1r zˆ × (Act +∇tψ)
] · nˆ dΓ (B.18a)
=− jc0γ
∫
ΓP
k0∇tψ · µ−1r ∇tψ −∇t(jV ) · µ−1r ∇tψ −∇t(jV ) · µ−1r Act dΓ
− jc0γ
∫
ΓP
k0A
c
t · µ−1r Act + k0∇tψ · µ−1r Act + k0Act · µ−1r ∇tψ dΓ. (B.18b)
Ein Vergleich mit der Definition der Matrix TAV sowie die Beru¨cksichtigung von
(B.16), fu¨hrt auf die diskrete Version des obigen Integrals und somit auf den fre-
quenzabha¨ngigen Normierungsfaktor
α = jc0γk0v
T
AV TAV vAV . (B.19)
Der normierte Eigenvektor hat somit die Form
vAV =
1√
α(k0)
vAV . (B.20)
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Mittels dieses normierten Eigenvektors kann der Anregungsvektor bl berechnet wer-
den. Fu¨r dessen i-te Komponente gilt
bl,i =
∫
ΓP
(
wi × hˆt
)
· nˆ dΓ (B.21a)
= − γ
µ0
∫
ΓP
[
wi × µ−1r eˆz × (Act +∇tψ)
] · nˆ dΓ (B.21b)
= − γ
µ0
∫
ΓP
(eˆz ×wi) · µ−1r eˆz × (Act +∇tψ) dΓ. (B.21c)
Wird weiterhin beru¨cksichtigt, dass eˆz = −nˆ ist, so la¨sst sich der Eintrag bl,i dar-
stellen als
bl,i =
γ
µ0
∫
ΓP
wi · µ−1r Act dΓ +
γ
µ0
∫
ΓP
wi · µ−1r ∇tψ dΓ. (B.22)
Im Folgenden sei die Matrix Pˆ2D3D die Matrix, die den Freiheitsgraden des Anre-
gungsproblems (4.10) die entsprechenden Freiheitsgrade des Wellenleiters zuordnet.
Damit la¨sst sich der Vektor bl folgendermaßen ausdru¨cken:
bl =
γ√
αµ0
Pˆ2D3DT
ν
AAvAcT +
γ√
αµ0
Pˆ2D3DB
ν
AV vψ (B.23a)
=
γ√
αµ0
Pˆ2D3D
[
I 0 0
]
TAV vAV (B.23b)
=
γ√
αµ0
P2D3DTAV vAV , (B.23c)
mit
P2D3D = Pˆ2D3D
[
I 0 0
]
. (B.24)
Ein Vergleich mit der allgemeinen Darstellung (4.13) liefert folgende Identita¨ten:
Nw,Q = 1, (B.25a)
ξw,1 =
γ√
α(k0)µ0
, (B.25b)
Qw,1 = P2D3DTAV . (B.25c)
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Anhang C
Beweis zur Passivita¨t der
reduzierten Modelle
An dieser Stelle soll gezeigt werden, dass die Streumatrix nach (5.7) die Bedingun-
gen Bd. 1 - Bd. 3 erfu¨llt. Der U¨bersichtlichkeit halber wird der Ausdruck fu¨r die
Streumatrix hier noch einmal angegeben:
S˜(s) = 2sµ0B˜
T
T
(
A˜T (s) + sµ0B˜T B˜
T
T
)−1
B˜T − I, (C.1)
mit
A˜T (s) =
NMat∑
n=1
1
µ∞,n +
∑NmD,n
jD=1
FD,n,jD∆µD,n,jD
1+sτm,n,jD
+
∑NmL,n
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL
+2sδm,n,jL+s
2
S˜µ,n
+
s2
c20
NMat∑
n=1
ε∞,n + NeD,n∑
iD=1
GD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2
 T˜D,n
+ sµ0D˜R + sµ0
NMat∑
n=1
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + sτc,n,iC
T˜D,n. (C.2)
Im Folgenden wird nachgewiesen, dass S˜(s) die Bedingungen Bd. 1 - Bd. 3 erfu¨llt.
Da die Beweise zu den einzelnen Bedingungen teils aufeinander aufbauen, ist es
zweckma¨ßig die Bedingungen in umgekehrter Reihenfolge abzuarbeiten:
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Beweis von Bd. 3
Es ist zu zeigen, dass
S˜(s) = S˜(s) (C.3)
gilt. Der Term S˜(s) besitzt die Darstellung
S˜(s) = 2sµ0B˜
T
T
(
A˜−1T (s) + sµ0B˜T B˜
T
T
)
B˜T − I. (C.4)
(C.5)
Dabei ist
A˜T (s) =
NMat∑
n=1
(
µr,n(s)
−1S˜µ,n + sκn(s)T˜D,n +
s2
c20
εr,n(s)T˜D,n
)
+ sµ0D˜R. (C.6)
Unter Beru¨cksichtigung von
µr,n(s)
=µ∞,n +
NmD,n∑
jD=1
FD,n,jD∆µD,n,jD
1 + sτm,n,jD
+
NmL,n∑
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2 (C.7a)
=µ∞,n +
NmD,n∑
jD=1
FD,n,jD∆µD,n,jD
1 + sτm,n,jD
+
NmL,n∑
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2
(C.7b)
=µ∞,n +
NmD,n∑
jD=1
(
FD,n,jD∆µD,n,jD
1 + sτm,n,jD
)
+
NmL,n∑
jL=1
(
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2
)
(C.7c)
=µr,n(s) (C.7d)
sowie
κn(s) =
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + sτc,n,iC
=
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + sτc,n,iC
=
NDr,n∑
iC=1
(
Gc,n,iCκ0,n,iC
1 + sτc,n,iC
)
(C.8a)
= κn(s), (C.8b)
(C.8c)
und
εr,n(s)
=ε∞,n +
NeD,n∑
iD=1
GD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2 (C.9a)
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=ε∞,n +
NeD,n∑
iD=1
GD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2
(C.9b)
=ε∞,n +
NeD,n∑
iD=1
(
GD,n,iD∆εD,n,iD
1 + sτe,n,iD
)
+
NeL,n∑
iL=1
(
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2
)
(C.9c)
=εr,n(s) (C.9d)
la¨sst sich A˜T (s) schreiben als
A˜T (s) =
NMat∑
n=1
(
µr,n(s)−1S˜µ,n + sκn(s)T˜D,n +
s2
c20
εr,n(s)T˜D,n
)
+ sµ0D˜R. (C.10)
Unter der Bedingung, dass alle auftretenden Matrizen reellwertig sind, gilt
A˜T (s) =
NMat∑
n=1
(
µr,n(s)−1S˜µ,n + sκn(s)T˜D,n +
s2
c20
εr,n(s)T˜D,n
)
+ sµ0D˜R (C.11)
=A˜T (s), (C.12)
und damit auch
A˜−1T (s) = A˜
−1
T (s). (C.13)
Die Bedingung, dass die Matrizen S˜µ,n, T˜D,n, D˜R reellwertig sein mu¨ssen, wird
durch die Verwendung einer reellwertigen Projektionsmatrix erreicht. Die Eintra¨ge
der zugrunde liegenden FE-Matrizen sind entsprechend (4.11) und (4.12) bereits
reellwertig. Wird die komplexwertige Projektionsmatrix nach (5.9) in Real- und
Imagina¨rteil aufgespalten, ist (C.13) gu¨ltig. An dieser Stelle wird auch deutlich,
dass die Bedingung der Reellwertigkeit der Matrizen eine notwendige Bedingung
zur Erfu¨llung der Bedingung Bd. 3 ist. Wird außerdem beru¨cksichtigt, dass die
Anregung hier ausschließlich mit TEM Moden erfolgt, und B und somit auch B˜T
reellwertig sind, ergibt sich der gesuchte Zusammenhang
S˜(s) = 2sµ0B˜
T
T
(
A˜−1T (s) + sµ0B˜T B˜
T
T
)
B˜T − I (C.14a)
= 2sµ0B˜
T
T
(
A˜−1T (s) + sµ0B˜T B˜
T
T
)
B˜T − I (C.14b)
= 2sµ0B˜TT
(
A˜−1T (s) + sµ0B˜T B˜
T
T
)
B˜T − I (C.14c)
= S˜(s). (C.14d)
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Beweis von Bd. 2
Es soll gezeigt werden, dass die Matrix I − S∗(s)S(s) positiv semi-definit fu¨r alle s
mit positivem Realteil ist. Es muss also gelten
x∗
(
I− S˜∗(s)S˜(s)
)
x ≥ 0, ∀x, ∀s mit Re(s) > 0. (C.15)
Wird beru¨cksichtigt, dass die Matrix B˜ reellwertig ist, ergibt sich S˜∗(s) zu
S˜∗(s) = 2sµ0B˜TT
(
A˜∗T (s) + sµ0B˜T B˜
T
T
)−1
B˜T − I (C.16)
= 2sµ0B˜
T
T
(
A˜T (s) + sµ0B˜T B˜
T
T
)−∗
B˜T − I. (C.17)
Wird dieser Ausdruck in (C.15) eingesetzt, folgt
x∗
(
I− S˜∗(s)S˜(s)
)
x
=x∗
[
− 4ssµ20B˜TT
(
A˜T (s) + sµ0B˜T B˜
T
T
)−∗
B˜T B˜
T
T
(
A˜T (s) + sµ0B˜T B˜
T
T
)−1
B˜T
+ 2sµ0B˜
T
T
(
A˜T (s) + sµ0B˜T B˜
T
T
)−∗
B˜T
+ 2sµ0B˜
T
T
(
A˜T (s) + sµ0B˜T B˜
T
T
)−1
B˜T + I− I
]
x. (C.18)
Wird nun der Vektor
y =
(
A˜T (s) + sµ0B˜T B˜
T
T
)−1
B˜Tx (C.19)
eingefu¨hrt, so gilt
x∗
(
I− S˜∗(s)S˜(s)
)
x
= y∗
[
− 4ssµ20B˜T B˜T + 2sµ0
(
A˜T (s) + sµ0B˜T B˜
T
T
)
+ 2sµ0
(
A˜T (s) + sµ0B˜T B˜
T
T
)∗ ]
y (C.20)
= y∗
[
2sµ0A˜T (s) + 2sµ0A˜
∗
T (s)
]
y (C.21)
= y∗
[
2sµ0
(
sµ0D˜R +
NMat∑
n=1
µ−1r,n(s)S˜µ,n +
s2
c20
εr,n(s)T˜D,n + sµ0κn(s)T˜D,n
)
+ 2sµ0
(
sµ0D˜
∗
R +
NMat∑
n=1
µ−1r,n(s)S˜
∗
µ,n +
s2
c20
εr,n(s)T˜
∗
D,n + sµ0κn(s)T˜
∗
D,n
)]
y. (C.22)
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Unter Beachtung der Reellwertigkeit sowie der Symmetrie der Matrizen D˜R, S˜µ,n,
und T˜D,n fu¨hrt dies auf
x∗
(
I− S˜∗(s)S˜(s)
)
x = 4ssµ20y
∗D˜Ry +
NMat∑
n=1
[
2µ0
(
sµ−1r,n(s) + sµ
−1
r,n(s)
)
y∗S˜µ,ny
+ 4ssµ20 (κn(s) + κn(s)) y
∗T˜D,ny +
2µ0ss
c20
(sεr,n(s) + sεr,n(s)) y
∗T˜D,ny
]
. (C.23)
Die Summanden der obigen Gleichung werden nun na¨her untersucht: Die FE-Ma-
trix DR ist nach (4.12) positiv semi-definit. Aufgrund der Projektion nach (4.35)
erbt D˜R diese Eigenschaft. Es gilt also
4ssµ20y
∗D˜Ry = 4|s|2µ20y∗D˜Ry ≥ 0. (C.24)
Im na¨chsten Schritt wird der Term sµ−1r,n(s) + sµ
−1
r,n(s) na¨her analysiert: Unter Ver-
wendung von (C.7) ergibt sich
sµ−1r,n(s) + sµ
−1
r,n(s) =
sµr,n(s) + sµr,n(s)
µr,n(s)µr,n(s)
=
sµr,n(s) + sµr,n(s)
µr,n(s)µr,n(s)
=
sµr,n(s) + sµr,n(s)
|µr,n(s)|2 . (C.25)
Da der Nenner des obigen Ausdrucks positiv ist, wird im Folgenden lediglich der
Za¨hler betrachtet. Fu¨r diesen gilt
sµr,n(s) + sµr,n(s)
= sµ∞,n +
NmD,n∑
jD=1
sFD,n,jD∆µD,n,jD
1 + sτm,n,jD
+
NmL,n∑
jL=1
sFL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2
+ sµ∞,n +
NmD,n∑
jD=1
sFD,n,jD∆µD,n,jD
1 + sτm,n,jD
+
NmL,n∑
jL=1
sFL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2
(C.26)
= (s+ s)µ∞,n +
NmD,n∑
jD=1
(
sFD,n,jD∆µD,n,jD
1 + sτm,n,jD
+
sFD,n,jD∆µD,n,jD
1 + sτm,n,jD
)
+
NmL,n∑
jL=1
(
sFL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2 +
sFL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2
)
(C.27)
Mit s = σ + jω, σ > 0 nach Vorraussetzung, folgt fu¨r die einzelnen Summanden der
obigen Gleichung
(s+ s)µ∞,n = 2σµ∞,n > 0, (C.28a)
sFD,n,jD∆µD,n,jD
1 + sτm,n,jD
+
sFD,n,jD∆µD,n,jD
1 + sτm,n,jD
= FD,n,jD∆µD,n,jD
s+ s+ 2ssτm,n,jD
|1 + sτm,n,jD |2
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= FD,n,jD∆µD,n,jD
2σ + 2|s|2τm,n,jD
|1 + sτm,n,jD |2
> 0, (C.28b)
sFL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2 +
sFL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL + 2sδm,n,jL + s
2
= FL,n,jL∆µL,n,jLω
2
m,n,jL
(s+ s)ω2m,n,jL + 4ssδm,n,jL + ss(s+ s)
|ω2m,n,jL + 2sδm,n,jL + s2|2
(C.28c)
= FL,n,jL∆µL,n,jLω
2
m,n,jL
2σω2m,n,jL + 4|s|2δm,n,jL + |s|22σ
|ω2m,n,jL + 2sδm,n,jL + s2|2
> 0. (C.28d)
Damit ist gezeigt, dass (C.27) eine Summe u¨ber positive Werte und somit auch
positiv ist. Daraus folgt unmittelbar, dass
sµ−1r,n(s) + sµ
−1
r,n(s) > 0 (C.29)
gilt und da S˜µ,n positiv semi-definit ist, gilt zudem(
sµ−1r,n(s) + sµ
−1
r,n(s)
)
y∗S˜µ,ny ≥ 0. (C.30)
Der na¨chste Summand aus (C.23), der analysiert wird, ist
4ssµ20 (κn(s) + κn(s)) y
∗T˜D,ny = 4|s|2µ20 (κn(s) + κn(s)) y∗T˜D,ny. (C.31)
Da auch T˜D,n positiv semi-definit ist, muss lediglich κn(s)+κn(s) untersucht werden.
Es gilt
κn(s) + κn(s) =
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + sτc,n,iC
+
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + sτc,n,iC
(C.32a)
=
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + sτc,n,iC + 1 + sτc,n,iC
|1 + sτc,n,iC |2
(C.32b)
=
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
2 + 2στc,n,iC
|1 + sτc,n,iC |2
> 0. (C.32c)
Somit ist gezeigt, dass
4ssµ20 (κn(s) + κn(s)) y
∗T˜D,ny ≥ 0 (C.33)
ist. Der letzte zu untersuchende Term aus (C.23) ist
2µ0ss
c20
(sεr,n(s) + sεr,n(s)) y
∗T˜D,ny =
2µ0|s|2
c20
(sεr,n(s) + sεr,n(s)) y
∗T˜D,ny. (C.34)
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Abgesehen von (sεr,n(s) + sεr,n(s)) sind alle Faktoren offensichtlich nicht-negativ.
Außerdem gilt
sεr,n(s) + sεr,n(s) = sε∞,n +
NeD,n∑
iD=1
sGD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
NeL,n∑
iL=1
sGL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2
+ sε∞,n +
NeD,n∑
iD=1
sGD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
NeL,n∑
iL=1
sGL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2 (C.35a)
= (s+ s)ε∞,n +
NeD,n∑
iD=1
sGD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
sGD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
NeL,n∑
iL=1
sGL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2
+
sGL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2 . (C.35b)
Wird an dieser Stelle wieder s = σ + jω, σ > 0 gesetzt, gilt fu¨r die einzelnen
Summanden
(s+ s)ε∞,n = 2σε∞,n > 0, (C.35c)
sGD,n,iD∆εD,n,iD
1 + sτe,n,iD
+
sGD,n,iD∆εD,n,iD
1 + sτe,n,iD
= GD,n,iD∆εD,n,iD
s+ 2ssτe,n,iD + s
|1 + sτe,n,iD |2
= GD,n,iD∆εD,n,iD
2σ + 2|s|2τe,n,iD
|1 + sτe,n,iD |2
> 0 (C.35d)
sowie
sGL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2
+
sGL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2sδe,n,iL + s
2
=
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
(s+ s)ω2e,n,iL + 4ssδe,n,iL + ss(s+ s)
|ω2e,n,iL + 2sδe,n,iL + s2|2
(C.35e)
=
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
2σω2e,n,iL + 4|s|2δe,n,iL + |s|22σ
|ω2e,n,iL + 2sδe,n,iL + s2|2
> 0. (C.35f)
Die rechte Seite von (C.35b) stellt somit eine Summe u¨ber positive Zahlen dar, und
somit ist auch sεr,n(s) + sεr,n(s) positiv. Daraus folgt unmittelbar
2µ0ss
c20
(sεr,n(s) + sεr,n(s)) y
∗T˜D,ny ≥ 0. (C.36)
Somit ist gezeigt, dass (C.23) eine Summe u¨ber nicht-negative Terme darstellt, wes-
halb die Summe ebenfalls nicht-negativ sein muss. Es gilt also
x∗
(
I− S˜∗(s)S˜(s)
)
x ≥ 0. (C.37)
Da bei der Wahl der Vektoren x keine Einschra¨nkung getroffen wurde, ist (C.37)
fu¨r alle Vektoren x gu¨ltig, und somit wurde die Bedingung Bd. 2 bewiesen.
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Beweis von Bd. 1
Zum Abschluss soll gezeigt werden, dass jedes Element von S˜(s) analytisch fu¨r
Re(s) > 0 ist. Unter Beru¨cksichtigung von (C.1) und der Tatsache, dass B˜T konstant
ist, muss also gezeigt werden, dass die Eigenwerte λ der Matrix A˜T (λ) + λµ0B˜T B˜
T
T
einen nicht-positiven Realteil aufweisen. Fu¨r die Eigenwerte λ und den zugeho¨rigen
Eigenvektor v gilt(
A˜T (λ) + λµ0B˜T B˜
T
T
)
v = 0, (C.38)
mit
A˜T (λ) =
NMat∑
n=1
1
µ∞,n +
∑NmD,n
jD=1
FD,n,jD∆µD,n,jD
1+λτm,n,jD
+
∑NmL,n
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ω2m,n,jL
+2λδm,n,jL+λ
2
S˜µ,n
+
λ2
c20
NMat∑
n=1
ε∞,n + NeD,n∑
iD=1
GD,n,iD∆εD,n,iD
1 + λτe,n,iD
+
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
ω2e,n,iL + 2λδe,n,iL + λ
2
 T˜D,n
+ λµ0D˜R + λµ0
NMat∑
n=1
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC
1 + λτc,n,iC
T˜D,n. (C.39)
Der Beweis gliedert sich in zwei Schritte. Im ersten Schritt wird ein Eigenwertpro-
blem der Form
M1v0 + λ (M2 + M3) v0 = 0, (C.40)
mit M1,M2 ∈ R, symmetrisch positiv semi-definit und M3 = −M∗3 betrachtet.
Es wird gezeigt, dass die Eigenwerte des Eigenwertproblems (C.40) einen nicht-
positiven Realteil aufweisen. Der zweite Schritt des Beweises besteht darin, (C.38)
auf die Form (C.40) zu bringen und somit zu zeigen, dass die zugeho¨rigen Eigenwerte
ebenfalls einen nicht-positiven Realteil besitzen. Im weiteren Verlauf dieses Beweises
werden Eigenwerte λ = 0 ausgeschlossen. Diese haben offensichtlich einen nicht-
positiven Realteil und mu¨ssen daher nicht na¨her betrachtet werden.
Um die Eigenwerte von (C.40) zu analysieren, wird die Gleichung von links mit v∗0
multipliziert. Dies fu¨hrt auf
m1 + λm2 + λm3 = 0 (C.41)
mit
mi = v
∗
0Miv0. (C.42)
Entsprechend den Eigenschaften der Matrizen gilt m1 ≥ 0, und m2 ≥ 0. Außerdem
gilt
m3 = m
∗
3 = v
∗
0M
∗
3v0 = −v∗0M3v0 = −m3. (C.43)
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Daraus folgt, dass m3 rein imagina¨r ist und somit als m3 = jα, α ∈ R, dargestellt
werden kann. Auflo¨sen von (C.41) nach λ fu¨hrt auf
λ = − m1
m2 +m3
= − m1
m2 + jα
= − m1m2|m2 + jα|2 + j
m1α
|m2 + jα|2 . (C.44)
Der Realteil von λ entspricht dem ersten Summanden des Terms auf der rechten
Seite. Dieser ist mit den gegebenen Eigenschaften der Matrizen endlich und nicht-
positiv. Damit ist der erste Schritt des Beweises abgeschlossen.
Im Folgenden wird (C.38) durch Wahl geeigneter Hilfsvektoren auf die Form (C.40)
gebracht. Da die Matrizen S˜µ,n und T˜D,n keinen vollen Rang besitzen, werden zu
jedem Eigenvektor v aus (C.38) die folgenden Mengen eingefu¨hrt:
KS(v) :=
{
n ∈ [1, . . . , NMat]
∣∣∣ S˜µ,nv 6= 0} , (C.45a)
KT (v) :=
{
n ∈ [1, . . . , NMat]
∣∣∣ T˜D,nv 6= 0} . (C.45b)
Da die Matrix
T˜S,D =
NMat∑
n=1
T˜D,n, (C.46)
vollen Rang hat, ist die MengeKT (v) niemals leer. Im Gegensatz dazu ist
∑NMat
n=1 S˜µ,n
nicht von vollem Rang und somit kann KS(v) die leere Menge sein. Nach diesen
U¨berlegungen werden folgende Hilfsvektoren definiert:
zp = λv, (C.47a)
zpDr,n,iC =
λ
λ+ λ2τc,n,iC
v, n ∈ KT (v), iC ∈ [1, . . . , NDr,n], (C.47b)
ppDr,n,iC = λz
p
Dr,n,iC
, n ∈ KT (v), iC ∈ [1, . . . , NDr,n], (C.47c)
zpeD,n,iD =
λ
1 + λτe,n,iD
v, n ∈ KT (v), iD ∈ [1, . . . , NeD,n], (C.47d)
zpeL,n,iL =
λ
ω2e,n,iL + 2λδe,n,iL + λ
2
v, n ∈ KT (v), iL ∈ [1, . . . , NeL,n], (C.47e)
ppeL,n,iL = λz
p
eL,n,iL
, n ∈ KT (v), iL ∈ [1, . . . , NeL,n], (C.47f)
zpm,n =
λ
λ2
µ−1r,n(λ)v, n ∈ KS(v), (C.47g)
ppm,n = λz
p
m,n, n ∈ KS(v), (C.47h)
ppmD,n,jD =
λ
1 + λτm,n,jD
zpm, n ∈ KS(v), jD ∈ [1, . . . , NmD,n], (C.47i)
ppmL,n,jL =
λ
ω2m,n,jL + 2λδm,n,jL + λ
2
zpm, n ∈ KS(v), jL ∈ [1, . . . , NmL,n], (C.47j)
qpmL,n,jL = λp
p
mL,n,jL
, n ∈ KS(v), jL ∈ [1, . . . , NmL,n]. (C.47k)
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Mittels dieser Definitionen la¨sst sich (C.40) darstellen als
λ
c20
NMat∑
n=1
ε∞,nT˜D,nzp +
λ
c20
NMat∑
n=1
NeD,n∑
iD=1
GD,n,iD∆εD,n,iDT˜D,nz
p
eD,n,iD
+
λ
c20
NMat∑
n=1
NeL,n∑
iL=1
GL,n,iL∆εL,n,iLω
2
e,n,iL
T˜D,nz
p
eL,n,iL
+ λ
NMat∑
n=1
S˜µ,nz
p
m,n
+ λµ0
(
D˜R + B˜T B˜
T
T
)
v + λµ0
NMat∑
n=1
NDr,n∑
iC=1
Gc,n,iCκ0,n,iC T˜D,nz
p
Dr,n,iC
= 0. (C.48)
Weiterhin fu¨hrt das Umformen der Gleichungen (C.47) auf
NMat∑
n=1
ε∞,n
c20
T˜D,nz
p − λ
NMat∑
n=1
ε∞,n
c20
T˜D,nv = 0, (C.49a)
µ0Gc,n,iCκ0,n,iC T˜D,n
(
λzpDr,n,iC + λτc,n,iCp
p
Dr,n,iC
− λv) = 0, (C.49b)
µ0Gc,n,iCκ0,n,iCτc,n,iC T˜D,n
(
ppDr,n,iC − λzpDr,n,iC
)
= 0, (C.49c)
GD,n,iD∆εD,n,iD
c20
T˜D,n
(
zpeD,n,iD + λτe,n,iDz
p
eD,n,iD
− λv) = 0, (C.49d)
GL,n,iL∆εL,n,iLω
2
e,n,iL
c20
T˜D,n
(
ω2e,n,iLz
p
eL,n,iL
+ 2λδe,n,iLz
p
eL,n,iL
+λppeL,n,iL − λv
)
= 0, (C.49e)
GL,n,iL∆εL,n,iLω
2
e,n,iL
c20
T˜D,n
(
ppeL,n,iL − λzpeL,n,iL
)
= 0, (C.49f)
λS˜µ,n
(
µ∞,nppm,n +
NmD,n∑
jD=1
FD,n,jD∆µD,n,jDp
p
mD,n,jL
+
NmL,n∑
jL=1
FL,n,jL∆µL,n,jLω
2
m,n,jL
ppmL,n,jL − v
)
= 0, (C.49g)
µ∞,nS˜µ,nppm,n − λµ∞,nS˜µ,nzpm,n = 0, (C.49h)
FD,n,jD∆µD,n,jD S˜µ,n
(
ppmD,n,jD + λτm,n,jDp
p
mD,n,jD
− λzpm
)
= 0, (C.49i)
FL,n,jL∆µL,n,jLω
2
m,n,jL
S˜µ,n
(
ω2m,n,jLp
p
mL,n,jL
+ 2λδm,n,jLp
p
mL,n,jL
+λqpmL,n,jL − λzpm
)
= 0, (C.49j)
FL,n,jL∆µL,n,jLω
2
m,n,jL
S˜µ,n
(
qpmL,n,jL − λppmL,n,jL
)
= 0. (C.49k)
Die Multiplikation der Gleichungen (C.47) mit den singula¨ren Matrizen S˜µ,n,TD,n
ist deshalb zula¨ssig, da n ∈ KS(v) bzw. n ∈ KT (v) gilt. Es wird also nur jene Ma-
trizen vormultipliziert, deren Produkt mit v nicht verschwindet. Da zusa¨tzlich die
Hilfsvektoren aus (C.47) alle parallel zu v liegen, befinden sich auch diese Hilfsvek-
toren nicht im Nullraum der Matrizen S˜µ,n und TD,n. Somit ist sichergestellt, dass
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die Gleichungen (C.49) a¨quivalent zu (C.47) sind. Zur kompakteren Darstellung der
Gleichungen (C.48) und (C.49) werden folgende Matrizen bzw. Vektoren definiert:
zpDr,n =
[
(zpDr,n,1)
T · · · (zpDr,n,NDr,n)T
]T
, (C.50a)
ppDr,n =
[
(ppDr,n,1)
T · · · (ppDr,n,NDr,n)T
]T
, (C.50b)
zpeD,n =
[
(zpeD,n,1)
T · · · (zpeD,n,NeD,n)T
]T
, (C.50c)
zpeL,n =
[
(zpeL,n,1)
T · · · (zpeL,n,NeL,n)T
]T
, (C.50d)
ppeL,l =
[
(ppeL,l,1)
T · · · (ppeL,l,NeL,l)T
]T
, (C.50e)
ppmD,l =
[
(ppmD,l,1)
T · · · (ppmD,l,NmD,l)T
]T
, (C.50f)
ppmL,l =
[
(ppmL,l,1)
T · · · (ppmL,l,NmL,l)T
]T
, (C.50g)
qpmL,l =
[
(qpmL,l,1)
T · · · (qpmL,l,NmL,l)T
]T
, (C.50h)
TˆpC,n = µ0
[
Gc,n,1κ0,n,1T˜D,n · · · Gc,n,NDr,nκ0,n,NDr,nT˜D,n
]
, (C.50i)
TˆpD,n =
[
GD,n,1∆εD,n,1
c20
T˜D,n · · · GD,n,NeD,n∆εD,n,NeD,nc20 T˜D,n
]
, (C.50j)
TˆpL,n =
[
GL,n,1∆εL,n,1ω
2
e,n,1
c20
T˜D,n · · ·
GL,n,NeL,n∆εL,n,NeL,nω
2
e,n,NeL,n
c20
T˜D,n
]
, (C.50k)
SˆpD,l =
[
FD,l,1∆µD,l,1S˜µ,l · · · FD,l,NmD,l∆µD,l,NmD,lS˜µ,l
]
, (C.50l)
SˆpL,l =
[
FL,l,1∆µL,l,1ω
2
m,l,1S˜µ,l · · · FL,l,NmL,l∆µL,l,NmL,lω2m,l,NmL,lS˜µ,l
]
, (C.50m)
T
p
C,n = diag{µ0Gc,n,iCκ0,n,iC T˜D,n}, iC ∈ [1, . . . , NDr,n], (C.50n)
T
p,τ
C,n = diag{µ0Gc,n,iCκ0,n,iCτc,n,iC T˜D,n}, iC ∈ [1, . . . , NDr,n], (C.50o)
T
p
D,n = diag{
GD,n,iD∆εD,n,iD
c20
T˜D,n}, iD ∈ [1, . . . , NeD,n], (C.50p)
T
p,τ
D,n = diag{
GD,n,iD∆εD,n,iDτe,n,iD
c20
T˜D,n}, iD ∈ [1, . . . , NeD,n], (C.50q)
T
p
L,n = diag{
GL,n,iL∆εL,n,iLω
2
e,n,iL
c20
T˜D,n}, iL ∈ [1, . . . , NeL,n], (C.50r)
T
p,δ
L,n = diag{
2GL,n,iL∆εL,n,iLω
2
e,n,iL
δe,n,iL
c20
T˜D,n}, iL ∈ [1, . . . , NeL,n], (C.50s)
T
p,ω
L,n = diag{
GL,n,iL∆εL,n,iLω
4
e,n,iL
c20
T˜D,n}, iL ∈ [1, . . . , NeL,n], (C.50t)
S
p
D,l = diag{FD,l,jD∆µD,l,jD S˜µ,l}, jD ∈ [1, . . . , NmD,l], (C.50u)
S
p,τ
D,l = diag{FD,l,jD∆µD,l,jDτm,l,jD S˜µ,l}, jD ∈ [1, . . . , NmD,l], (C.50v)
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S
p
L,l = diag{FL,l,jL∆µL,l,jLω2m,l,jLS˜µ,l}, jL ∈ [1, . . . , NmL,l], (C.50w)
S
p,δ
L,l = diag{2FL,l,jL∆µL,l,jLω2m,l,jLδm,l,jLS˜µ,l}, jL ∈ [1, . . . , NmL,l], (C.50x)
S
p,ω
L,l = diag{FL,l,jL∆µL,l,jLω4m,l,jLS˜µ,l}, jL ∈ [1, . . . , NmL,l], (C.50y)
wobei n ∈ KT (v), sowie l ∈ KS(v) gilt. Dadurch vereinfacht sich (C.48) zu
λ
c20
NMat∑
n=1
ε∞,nT˜D,nzp + λ
NMat∑
n=1
TˆpD,nz
p
eD,n + λ
NMat∑
n=1
TˆpL,nz
p
eL,n
+ λ
NMat∑
n=1
S˜µ,nz
p
m,n + λµ0
(
D˜R + B˜T B˜
T
T
)
v + λ
NMat∑
n=1
TˆpC,nz
p
Dr,n = 0. (C.51)
Weiterhin transformieren sich die Gleichungen (C.49) zu
NMat∑
n=1
ε∞,n
c20
T˜D,nz
p − λ
NMat∑
n=1
ε∞,n
c20
T˜D,nv = 0, (C.52a)
λT
p
C,nz
p
Dr,n + λT
p,τ
C,np
p
Dr,n − λ(TˆpC,n)Tv = 0, (C.52b)
T
p,τ
C,np
p
Dr,n − λT
p,τ
C,nz
p
Dr,n = 0, (C.52c)
T
p
D,nz
p
eD,n + λT
p,τ
D,nz
p
eD,n − λ(TˆpD,n)Tv = 0, (C.52d)
T
p,ω
L,nz
p
eL,n + λT
p,δ
L,nz
p
eL,n + λT
p
L,np
p
eL,n − λ(TˆpL,n)Tv = 0, (C.52e)
T
p
L,np
p
eL,n − λT
p
L,nz
p
eL,n = 0, (C.52f)
λS˜µ,lµ∞,lp
p
m,l + λSˆ
p
D,lp
p
mD,l + λSˆ
p
L,lp
p
mL,l − λS˜µ,lv = 0, (C.52g)
µ∞,lS˜µ,lp
p
m,l − λµ∞,lS˜µ,lzpm,l = 0, (C.52h)
S
p
D,lp
p
mD,l + λS
p,τ
D,lp
p
mD,l − λ(SˆpD,l)Tzpm,l = 0, (C.52i)
S
p,ω
L,lp
p
mL,l + λS
p,δ
L,lp
p
mL,l + λS
p
L,lq
p
mL,l − λ(SˆpL,l)Tzpm,l = 0, (C.52j)
S
p
L,lq
p
mL,l − λS
p
L,lp
p
mL,l = 0. (C.52k)
Auch hier gilt wieder n ∈ KT (v) sowie l ∈ KS(v). Werden die Dimensionen der Men-
gen KT (v) und KS(v) mit nKT bzw. nKS bezeichnet, lassen sich weitere Vektoren
entsprechend
zpDr =
[
(zpDr,1)
T · · · (zpDr,nKT )T
]T
, (C.53a)
ppDr =
[
(ppDr,1)
T · · · (ppDr,nKT )T
]T
, (C.53b)
zpeD =
[
(zpeD,1)
T · · · (zpeD,nKT )T
]T
, (C.53c)
zpeL =
[
(zpeL,1)
T · · · (zpeL,nKT )T
]T
, (C.53d)
ppeL =
[
(ppeL,1)
T · · · (ppeL,nKT )T
]T
, (C.53e)
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ppmD =
[
(ppmD,1)
T · · · (ppmD,nKS)T
]T
, (C.53f)
ppmL =
[
(ppmL,1)
T · · · (ppmL,nKS)T
]T
, (C.53g)
qpmL =
[
(qpmL,1)
T · · · (qpmL,nKS)T
]T
, (C.53h)
zpm =
[
(zpm,1)
T · · · (zpm,nKS)T
]T
, (C.53i)
ppm =
[
(ppm,1)
T · · · (ppm,nKS)T
]T
, (C.53j)
(C.53k)
bzw. Matrizen entsprechend
TˆpC =
[
TˆpC,1 · · · TˆpC,nKT
]
, (C.54a)
TˆpD =
[
TˆpD,1 · · · TˆpD,nKT
]
, (C.54b)
TˆpL =
[
TˆpL,1 · · · TˆpL,nKT
]
, (C.54c)
SˆpD =
[
SˆpD,1 · · · SˆpD,nKS
]
, (C.54d)
SˆpL =
[
SˆpL,1 · · · SˆpL,nKS
]
, (C.54e)
Sˆpµ =
[
S˜µ · · · S˜µ
]
︸ ︷︷ ︸
nKS−mal
, (C.54f)
T
p
C = diag{T
p
C,n}, n ∈ KT (v), (C.54g)
T
p,τ
C = diag{T
p,τ
C,n}, n ∈ KT (v), (C.54h)
T
p
D = diag{T
p
D,n}, n ∈ KT (v), (C.54i)
T
p,τ
D = diag{T
p,τ
D,n}, n ∈ KT (v), (C.54j)
T
p
L = diag{T
p
L,n}, n ∈ KT (v), (C.54k)
T
p,δ
L = diag{T
p,δ
L,n}, n ∈ KT (v), (C.54l)
T
p,ω
L = diag{T
p,ω
L,n}, n ∈ KT (v), (C.54m)
Tpε =
NMat∑
n=1
ε∞,n
c20
T˜D,n, (C.54n)
S
p
µ,∞ = diag{µ∞,lS˜µ,1}, l ∈ KS(v), (C.54o)
S
p
D = diag{S
p
D,l}, l ∈ KS(v), (C.54p)
S
p,τ
D = diag{S
p,τ
D,l}, l ∈ KS(v), (C.54q)
S
p
L = diag{S
p
L,l}, l ∈ KS(v), (C.54r)
S
p,δ
L = diag{S
p,δ
L,l}, l ∈ KS(v), (C.54s)
S
p,ω
L = diag{S
p,ω
L,l }, l ∈ KS(v) (C.54t)
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einfu¨hren. Damit sind (C.51) sowie (C.52) kompakt darstellbar als
Mp1v
p
1 + λ(M
p
2 + M
p
3)v
p
1 = 0, (C.55)
mit
vp1 =

v
zp
zpDr
ppDr
zpeD
zpeL
ppeL
zpm
ppm
ppmD
ppmL
qpmL

, (C.56a)
Mp1 =

0 0 0 0 0 0 0 0 0 0 0 0
0 Tpε 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 T
p,τ
C 0 0 0 0 0 0 0 0
0 0 0 0 T
p
D 0 0 0 0 0 0 0
0 0 0 0 0 T
p,ω
L 0 0 0 0 0 0
0 0 0 0 0 0 T
p
L 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 S
p
µ,∞ 0 0 0
0 0 0 0 0 0 0 0 0 S
p
D 0 0
0 0 0 0 0 0 0 0 0 0 S
p,ω
L 0
0 0 0 0 0 0 0 0 0 0 0 S
p
L

, (C.56b)
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Mp2 =

µ0(D˜R + B˜T B˜
T
T ) 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 T
p
C 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 T
p,τ
D 0 0 0 0 0 0 0
0 0 0 0 0 T
p,δ
L 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 S
p,τ
D 0 0
0 0 0 0 0 0 0 0 0 0 S
p,δ
L 0
0 0 0 0 0 0 0 0 0 0 0 0

, (C.56c)
Mp3 =
0 Tpε Tˆ
p
C 0 Tˆ
p
D Tˆ
p
L 0 Sˆ
p
µ 0 0 0 0
−(Tpε)T 0 0 0 0 0 0 0 0 0 0 0
−(TˆpC)T 0 0 T
p,τ
C 0 0 0 0 0 0 0 0
0 0 −Tp,τC 0 0 0 0 0 0 0 0 0
−(TˆpD)T 0 0 0 0 0 0 0 0 0 0 0
−(TˆpL)T 0 0 0 0 0 T
p
L 0 0 0 0 0
0 0 0 0 0 −TpL 0 0 0 0 0 0
−(Sˆpµ)T 0 0 0 0 0 0 0 S
p
µ,∞ Sˆ
p
D Sˆ
p
L 0
0 0 0 0 0 0 0 −Spµ,∞ 0 0 0 0
0 0 0 0 0 0 0 −(SˆpD)T 0 0 0 0
0 0 0 0 0 0 0 −(SˆpL)T 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 S
p
L
0 0 0 0 0 0 0 0 0 0 −SpL 0

.
(C.56d)
Aus den Definitionen der Matrizen geht hervor, dass die Matrizen Mp1 sowie M
p
2
symmetrisch positiv semi-definit sind, sowie dass Mp3 = −(Mp3)∗ gilt. Das Eigen-
wertproblem (C.55) besitzt also die Form des Eigenwertproblems (C.40). Daher kann
gefolgert werden, dass alle Eigenwerte von (C.55) und somit auch von (C.40) einen
nicht-positiven Realteil besitzen, womit der Beweis der Bedingung Bd. 1 abgeschlos-
sen ist.
Somit ist bewiesen, dass die reduzierten Modelle (5.2) die drei Bedingungen Bd. 1
- Bd. 3 dann erfu¨llen, wenn die Matrizen reellwertig sind.
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