Precise calibration of quartz line scales is very important for assuring traceability of microscopic measurements. Very significant influence in calibration uncertainty budget is represented by uncertainty of line centre detection. Line centre is usually detected through video signal processing using different types of algorithms. This paper is presenting calibration procedure that was developed in the Laboratory for Production Measurement at the Faculty of Mechanical Engineering in Maribor. It is focused in uncertainty analysis and especially in the influence of line scale contamination on determination of line centre position. Different types of line scale contamination like dirt spots, scratches, line edge incorrectness, and line intensity were simulated in order to test the ability of the line centre detection algorithm to eliminate such influences from the measurement results.
INTRODUCTION
Laboratory of Production Measurement at the University of Maribor is designated national metrology laboratory for length within the National metrology institute (MIRS). In this role we are researching industrial and scientific needs regarding the calibration of length quantities in Slovenia. Increasing needs in the field of line scale calibrations initiated the development of a new measurement set-up some years ago. Our goal was to reach best calibration and measurement capability (CMC) within 100 nanometers. Due to limited financial resources we decided to reconstruct our existing Zeiss universal length machine and to use it together with the Agilent laser interferometer and a new video positioning system consisting of a CCD camera and an optical zoom microscope.
The first stage of our research was focused in the line centre detection. One of the very important influences on measurement uncertainty is contamination of the scale lines. Every spot, dirt part etc. can cause an error in line centre calculation that is performed with our algorithm.
This paper introduces a simulation approach to determining contamination influences on the measuring uncertainty. The simulations were applied in order to show robustness of our algorithm, which shall be demonstrated by insignificant influences of line contamination on total measuring uncertainty.
MEASURING SYSTEM

Description of the measuring system
The measuring system for calibrating line scales is shown in Fig. 1 , and its schematic diagram in Fig. 2 . It is actually a set-up that integrates a moving table, laser interferometer (LI), video-positioning system (VPS), and a line scale. It is designed in such a way that the Abbe error is minimised [1, 2] . The line scale is a two-dimensional artefact (Fig. 3 ) used for length measurements along one axis, called the line scale axis. Measurement distances on the line scale are marked with measuring lines (scale marks), which are positioned perpendicularly to the line scale axis. The scale is fixed on the moving table that moves to a new position for every measurement. The movement direction is actually physical measuring direction and should be parallel to the line scale axis. The laser interferometer measures the position of the line scale, while the video-positioning system determines the position of the observed line on the images taken by the CCD camera [3, 4] . A reference line (usually "zero line") is chosen to define the zero position of the line scale for LI and the reference position on the images taken by a CCD camera of the VPS. The measurement task is to measure the distance between the reference line and any line of interest, called a measured line, which appears in the image after moving the line scale to the measurement position. The laser interferometer measures the distance between the reference line and the reference position on the image. VPS doesn't only serve to indicate the measured line, but also to determine its distance from the reference position to actual position of the measured line in the image. Final measurement result is a sum of measured line-scale movement (LI indication), and the offset of the line in the image (VPS indication). 
Laser interferometer
Laser interferometer measurement system is a standard instrument for precise length measurements [3] [4] [5] [6] . It consists of electronic devices and optical elements. We use HP 5528 laser interferometer with resolution set to 10 nm and with standard optical components [6] . Special mounting elements for the optics were developed for the instrument used for calibration. A schematic diagram of the LI and the positions of the optical components can be seen in Fig. 2 . Optical elements are set in such way, that the LI measures instantaneous position of the moving table.
Video-positioning system
The video-positioning system consists of a zoom microscope and a CCD video camera connected to a computer via fireware. The CCD camera takes images of the line scale and sends them to the computer. Software analyzes the images and determines the position of the measured line in the image, as well as its distance from the reference position in pixels.
The image on the VPS screen (Fig. 4) merges the image of a line scale taken by the CCD camera, and the computer-animated image that shows measurement window, reference position and line position. • Video image is a video camera snapshot of a line scale. The CCD camera takes 25 monochrome images per second in resolution 800x600 pixels. VPS analyzes all images in real-time.
• Measurement window is represented as a rectangular frame on the VPS screen. The size of the frame and its position is defined by a mouse interactively on the VPS screen by the operator at the beginning of the measurement The image processing system only analyzes the content of the measurement window, so the size of the frame must be limited in content to only one measured line.
• Reference position is marked with a fix vertical line in the measurement window. Its position is defined during the initialization of the measuring system. The best position is approximately in the centre of the measurement window, but it is unnecessary to position it very precisely. The laser interferometer measures the length between the reference line on the line scale and the reference position on the image.
• Line position is marked with a vertical line in the centre of the single measured line inside the measurement window. It represents a measured line limited to one pixel in width, and marks its current position. The video-positioning system actually determines the distance between the line position and the reference position in pixels.
MEASURING PROCEDURE
The measuring system must be initialized before the measurement. Initialization includes adjustment of the measuring system's set-up, resolution determination, and setting a measurement window.
Adjustment of the measuring system
The measuring system is a set-up that incorporates a moving table, laser interferometer, video-positioning system, and a line scale. In order to make the measurement possible, all these components must be adjusted according to the measuring direction, which is defined by the movement direction of the table.
Resolution determination
Resolution or scale factor is a numerical value of pixel size in millimeters. It is determined by moving a selected line across the screen. LI measures the actual line movement L res in mm, while the VPS estimates the same distance P res in the image in pixels. The resolution R is then denoted by:
Setting the measurement window and zero position
In the last step before measuring, the operator draws a measurement window approximately in the middle of the image. Using the vertical position and the height of the measurement window, the operator chooses the segments of the scale lines in which the measurement will be performed. Then the reference line has to be moved approximately to the centre of the measurement window. This position serves for initializing the VPS and LI. The current position of the reference line simultaneously defines the reference position s ref on the image of the VPS, and the origin value L LIzero for the zero position in the LI counting system.
Measurement
The measurement goal is to measure distances between the reference line and chosen measuring lines on the line-scale. For every measurement result, the moving table is moved into a new position, in such way that the measured line is inside the measurement window. The laser interferometer measures the distance L LI between the reference line and the reference position on the image. And, the video-positioning system estimates the number of pixels between the measured line and the reference position. The number of pixels P is converted into distance L v by:
The final measurement result L for every chosen measuring line is the sum of both measured values:
Influences on line centre determination
The intensity set is a deciding factor for estimating the position of the measurement-line. Its shape reflects the characteristics of an image in a measurement window and depends, not only upon the line of interest, but also some possible incorrectness of a line scale's surface (dirt, scratches, wear). For estimating the quality of the positioning procedure, we have to analyze how the image quality and the stripe quality influence positioning. The position of the stripe is computed from the intensity-set, so we have to analyze how the irregularities influence it. Generally speaking, the intensity set shows average image brightness in the measurement window in corresponding x-positions. Along the x-axis the image is quite regular; it shows either a monotonous background or a monotonous stripe. So the intensity set (graph in Fig. 5 ) has only two different, almost constant, levels. The lower level represents the background and the peak of higher level represents the stripe. Difference between the levels depends on image contrast. The quality of the scale-mark also influences the intensity set. For instance, the wear of the line scale or dirt on it, reduces the image contrast at the edges of the stripe and, consecutively, the steepness of the peak in the intensity set. A serious change in the intensity set is the change that influences the positioning of the measured line. It should be an additional peak that crosses the level-line or non-monotonous change in steepness at the point where the intensity set crosses the level-line. Scratches and dirt cover a very small surface on a line scale and they can't cause any significant changes. The low and high levels of the intensity set remain almost constant, even in the case of incorrectness of the surface. This incorrectness could influence positioning only for very small image contrast, when the level of the peak in the intensity set is smaller. But, the system also controls a number of peaks that cross the level line and warns about error, if it senses more than one peak. In a normal case, the intensity set can only have one peak caused by a stripe that crosses the level line.
Possible disadvantage factors could be irregularities on a line scale (stain, dirt, scratches, rust, …) and a surface that causes low-contrast between the stripe and the background on the image. Smaller contrast in scale-marks or the smaller sharpness of an image reduces the contrast at the edges of the stripe, and consecutively, the steepness of the peak in the intensity set. But this does not influence the positioning of the measured line, because this changes both edges in the same way, and the position line remains at the same position at the centre of the peak.
UNCERTAINTY OF MEASUREMENT
Mathematical model of measurement
The measured value is calculated as a sum of the laser interferometer and the videopositioning system indications (3) . Deviation e of the measured value L, therefore is given by:
where: e -deviation of the line distance (calibration result) at 20 °C L LI -corrected length measured by LI 
Standard uncertainties
For uncorrelated input quantities, the square of the standard uncertainty associated with the output estimate y is given by equation (5) [7, 8, 12 ]. 1, 2, …, N) is the contribution to the standard uncertainty associated with the output estimate y resulting from the standard uncertainty associated with input estimate x i [12] .
Coefficient c i is the sensitivity coefficient associated with the input estimate x i , i.e. the partial derivative of the model function f with respect to X i , evaluated at the input estimates x i [9] [10] [11] [12] . 
Combined standard uncertainty and expanded standard uncertainty
Combined standard uncertainty, calculated from the uncertainty budget, is:
The expanded uncertainty for the coverage factor k = 2 is then:
SIMULATION OF LINE CONTAMINATION
Line scale contamination was simulated on a 500 pixels wide model line. This line was simulating typical object micrometer line at the highest possible magnification, for which best measurement capability can be reached. At the beginning of the simulation we have chosen fixed height and with of the evaluation window. Contamination samples were divided into white spots (a part of the line is missing) and dark spots (dust, scratches, etc.) with different height and width. The height was evaluated in % of the chosen window height. The average line centre was determined for an ideal line in the beginning of each simulation step. After that the line was spoiled with a spot. The shift of the average line centre was calculated as indicated in Fig. 6 . Figure 6 : Contamination simulation procedure.
Bright spot simulation
About hundred bright spots were simulated on one edge, on both edges and in the middle of the line. As it was expected, one-sided spots caused the most significant line shift. Therefore, only such spots are presented in Table II . Two parameters are given to each spot: portion of the evaluation window height in % and the average centre line shift in pixels. WHP: evaluation window height portion of the simulated spot LSP: lines shift in pixels
Dark spot simulation
Dark spot simulation was performed in exactly the same way as the bright spot simulation. Sample results are shown in Table III . WHP: evaluation window height portion of the simulated spot LSP: lines shift in pixels
Analysis of the results
Contamination of the line can be shown either as a black or a bright spot of the line or a combination of both. We have studied only a black line on a bright background. It can be assumed that a bright line on a dark background would behave in the same way. Already from the line centre calculation algorithm it is obvious that one-sided contamination will have more effect on the line centre shift than symmetrical or central contamination. The results in the right diagram show that the influence of the spot width is negligible. Line shift scatters randomly. However, the left diagram indicates significant influence of the spot height, especially when it exceeds 40 % of the line width. Taking into account that the pixel dimension in the best measurement conditions [9, 11] corresponds to 53 nm, the line shift of 3 pixels (at 40 % spot height) is equal to 159 nm. This value is not negligible in the total uncertainty budget [7, 12] . The results for the dark contamination spot are very similar to those for the bright spot. However, the line shift at 40 % spot height is already significantly higher than the result for a bright spot.
From the above results it can be concluded, that the best measurement capability remains within the defined limits if the height of one-sided contamination spot is not exceeding 15 % of the selected evaluation window height. Therefore, it is recommended to make the evaluation window as high as possible.
CONCLUSION
The intensity set (Fig. 5) is the deciding factor for estimating the centre of a measuring line. It shows the average image brightness in a measurement-window at a corresponding position in the measuring-direction. Any contamination (scratches, dirt, rust, stain, etc.) usually covers a small surface and it can't cause any serious change in the intensity set. Any dirt or damages on the line scale could reduce the sharpness of the measuring line at the edges on the image. Consecutively the steepness of the peak in the intensity set is reduced. However, this usually happens at both edges of the stripe and doesn't change the calculated position. Critical cases of one-sided contamination can be detected through the shape of the intensity set. It would get an asymmetrical form.
The performed simulation confirms the predicted robustness of the line centre determination algorithm for "normal" contamination levels. However, it was shown that any contamination spot exceeding 15 % of the evaluation window height significantly influences the uncertainty budget. On the other hand, such contamination can be easily visually detected during the measurement and the line shift can be compensated. The results of this simulation will primarily help us to determine, which contamination level is significantly influencing the total uncertainty of measurement. In such cases we will be able to decide how the uncertainty shall be increased in respect to the line quality.
Further development of the line centre algorithm will be focused into sub-pixel line centre determination by advanced intensity set evaluation. Such algorithm could also comprise a module for calculating centre line shift due to contamination. This calculation will be based on experimental standard deviation of the normal symmetrical shape of the intensity set.
