Local descriptors, Local Binary Pattern (LBP) and Scale Invariant Feature Transform (SIFT) are widely used in various computer applications. They emphasize different aspects of image contents. In this letter, we propose to combine them in sparse coding for categorizing scene images. First, we regularly extract LBP and SIFT features from training images. Then, corresponding to each feature, a visual word codebook is constructed. The obtained LBP and SIFT codebooks are used to create a two-dimensional table, in which each entry corresponds to an LBP visual word and a SIFT visual word. Given an input image, LBP and SIFT features extracted from the same positions of this image are encoded together based on sparse coding. After that, spatial max pooling is adopted to determine the image representation. Obtained image representations are converted into one-dimensional features and classified by utilizing SVM classifiers. Finally, we conduct extensive experiments on datasets of Scene Categories 8 and MIT 67 Indoor Scene to evaluate the proposed method. Obtained results demonstrate that combining features in the proposed manner is effective for scene categorization. key words: scene categorization, local binary pattern, scale invariant feature transform, sparse coding, feature combination
Introduction
Various approaches have been proposed for performing scene categorization. Among them, methods based on local features demonstrated their superiority over others [1] . Different local features may emphasize different aspects of image contents. Some local features may mainly deal with pixel intensities, while other features may focus on texture and edges [6] , [12] .
For example, Scale Invariant Feature Transform (SIFT) is a gradient orientation and magnitude based feature. Local appearance within an image region can be described effectively by the distribution of intensity gradients in this feature. It is invariant to rotation, scaling and small distortions [11] . The SIFT feature is widely used in object and scene recognition [4] . On the other hand, Local Binary Pattern (LBP) is a powerful illumination invariant feature, in which the histogram of the binary patterns computed over a region captures a lot of texture information. It combines properties of structural and statistical texture analysis and provides an efficient way of analysing textures [13] . These two kinds of features emphasize different aspects of image Manuscript received March 13, 2014 . Manuscript revised May 12, 2014 . † The authors are with the School of Electronic and Information Engineering, Beijing Jiaotong University, Hai Dian District, Beijing, China.
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contents and have complementary properties. Therefore, it is intuitive to combine them for creating more robust and precise image representations for scene categorization.
In this letter, we propose to sparse code them together. First, we regularly extract LBP and SIFT features from training images. Then, from the obtained features, an LBP feature codebook and a SIFT feature codebook are created based on the training phase of the sparse coding [2] , [20] . After that, the two codebooks are used to construct a twodimensional table with each codebook corresponding to one dimension.
Given an input image, to create its representation, the LBP feature and the SIFT feature from the same sample point are first sparse coded by their corresponding codebooks, respectively. As a result, each feature has a response vector, which gives the responses of the feature over the visual words. Then, the two response features are utilized to determine the responses of the entries of the twodimensional table. After all features of the input image are processed, a spatial max pooling procedure is adopted to create the final image representation. Finally, obtained image representations are classified by using the SVM classifier [3] .
Categorizing Scene Images
Sparse coding is an increasingly popular method for classification in learning and vision [2] . In sparse coding, input vectors are approximately represented as a weighted linear combination of an over-complete set of basis vectors under sparsity constraints [9] . We propose to combine LBP and SIFT features in sparse coding for performing scene categorization. In the rest of this section, we will explain the procedure in detail.
Before creating image representations, we first construct codebooks by utilizing the training phase of the sparse coding process. Since both LBP and SIFT features are employed to represent images, two sets of codebooks are supposed to be constructed. Specifically, first, we regularly extract LBP and SIFT features from the training images. Then, corresponding to each type of features, part of them are randomly selected and processed by the training phase of the sparse coding, respectively. Finally, the obtained two sets of codebooks D l and D s of dimensions K l and K s are combined as a two-dimensional table with the LBP feature codebook set on one dimension, while the SIFT feature codebook set on the other.
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where f is the value in the entry of the two-dimensional feature, α is the weight of the LBP feature, while (1 − α) is the weight of the SIFT feature. r and c indicates the entry order of the two corresponding vectors. After we represented the pair of features of one image patch as encoding coefficient vectors, we manage to combine them as a two-dimensional feature. The combinational procedure is demonstrated in Fig. 2 . The sparse coding coefficient vector of the LBP feature is set corresponding to the first dimension of the two-dimensional feature. While the sparse coding coefficient vector of the SIFT feature is set corresponding to the second dimension. For the twodimensional feature, only entries whose corresponding first dimension vector bin and second dimension vector bin are activated can have responses. The response value is determined by both the activated bin values.
The LBP feature and SIFT feature represent the texture information and local appearance information of an image, respectively. By combining them in a two-dimensional table, we can construct a joint LBP-SIFT space. Since in an image, regions that are similar in terms of texture may be different in terms of local appearance or vice versa. Representing them in the LBP-SIFT space can help to discriminate such regions effectively. Specifically, in the proposed method, based on sparse coding, the SIFT and LBP features in a pair are converted into two vectors whose entries are the responses of the features over the corresponding visual words. When two regions in the images have similar re- sponses over the LBP visual words, they may have different responses over the SIFT visual words, or vice verse. As a result, we can obtain image representations that are more discriminative for performing image categorization.
Furthermore, it is believed that the ability of different descriptors to represent image contents varies. To combine the features effectively, we propose to assign different weights to them by calculating the entropy of the visual words in the codebooks. We first randomly select a set of training images, from which local patches are extracted and described as LBP and SIFT features. Then, their encoding coefficient vectors over the corresponding codebooks are determined by using sparse coding. After that, the distribution of the responses of the visual words over the categories are investigated to determine their discriminativeness.
In information theory, entropy is used to measure the uncertainty of random variables. According to the definition, the entropy of a visual word with respect to its distribution over the categories can be calculated as follows:
where C is the number of categories considered, P(v c ) is the probability for the visual word v to respond in category c, n c is the sum of the response values of all images belonging to category c corresponding to visual word v, and N in the sum of response values of all images of all categories corresponding to visual word v. of performing image classification, we convert them into one-dimensional features by concatenating each row of the two-dimensional feature together. Then, we adopt the SVM classifier for performing image classification. Linear SVM classifier is utilized. In this letter, LIBSVM is used for classifying images [3] , and one-against-one method is employed to perform multi-class classification [7] .
Experiments and Results
In this section, extensive experiments are conducted to assess the proposed method. Due to the importance of spatial information in scene categorization [8] , we incorporated the spatial information by representing images based on the spatial pyramid method. The levels of the spatial pyramid adopted are set according to the work [19] . Datasets of Scene Categories 8 [14] and MIT 67 Indoor Scene [16] are used for experiments.
First, we conduct experiments on the dataset Scene Categories 8. In these experiments, images are randomly split into training and testing sets. For each category, 100 images are selected for training, while the rest are used for testing. Obtained image representations are classified by using the linear SVM classifier. Each experiment is repeated ten times, with the average accuracy as the performance measurement. Then, experiments on the dataset MIT 67 Indoor Scene is done to compare the proposed method to some state-of-the-art approaches. In the proposed method, SIFT and LBP features are densely sampled, with a sampling step of 8 pixels. The size of the patches from which features are created is set to be 24 pixels. Dimensions of the obtained SIFT and LBP features are 128 and 256, respectively.
Experiments on Dataset Scene Categories 8
We conduct experiments on dataset Scene Categories 8 to evaluate how parameters affect the performance of the proposed method. First of all, to show that combining LBP and SIFT features in the proposed manner is more effective for categorizing scene images than the method of using individual SIFT, LBP features and simply concatenating these two features, we implemented experiments on them and give the results in Fig. 3 . In the proposed method, two sets of codebooks are used. We first test how this parameter affects the scene categorization result. For the LBP feature, codebooks For the traditional sparse coding method, to obtain acceptable performance, the codebook needs to be large enough, as demonstrated in Fig. 3 . Generally, sparse coding using large codebooks is computationally expensive. Contrarily, in the proposed method, only two very small codebooks are adopted. Each image is first sparse coded based on these codebooks, respectively. Then, obtained results are combined as a two-dimensional table, which is very sparse. Consequently, image encoding becomes much less expensive.
From Fig. 4 , it can be observed that as the size of either of the two codebooks increases, the categorization accuracy improves. However, the improvement caused by increasing the SIFT codebook size from 80 to 100 is obviously smaller than by increasing the codebook size from 20 to 40 and from 40 to 60. Similarly, for the LBP codebook, when the codebook size is increased from 80 to 160, the improvement is smaller than increasing the codebook from 40 to 80. On the other hand, as the codebook gets larger, the computational complexity increases constantly. Therefore, for the proposed method, to be practical, small codebooks giving satisfactory results are a reasonable trade-off. This is a practical advantage of the method. Furthermore, it is easy to implement.
The best scores achieved by the proposed method and the baselines are summarized in Table 1 . The proposed method demonstrates its best performance, when the SIFT and LBP codebook sizes are 100 and 160, respectively. The SIFT, LBP and the concatenation baselines achieved their best scores when the codebooks sizes are 4096, 3072 and 4096, respectively. From the results, it can be observed that even though the proposed method uses much smaller codebooks, it can outperform the baselines. Therefore, the proposed method is effective for categorizing scene images. Table 2 . For the proposed method, the sizes of the SIFT and LBP codebooks are set to be 100 and 160, respectively. From the comparison results, we can see that the proposed method can outperform most of the state of the art methods and give comparable results to other methods. Therefore, it can be said that the proposed method is effective for scene categorization.
Conclusion
In this letter, we propose to combine LBP and SIFT features through sparse coding for scene categorization. First, LBP and SIFT features are regularly extracted from input images. Then, one codebook is constructed corresponding to each kind of features. The obtained two codebooks are combined as a two-dimensional table, in which each entry corresponds to an LBP visual word and a SIFT visual word. For creating image representations, LBP and SIFT features from the same position of an input image are sparse coded together. Values in the two-dimensional table depend on the responses of both features in sparse coding. After all features of an input image are processed based on the method, spatial max pooling is adopted to determine the final image representation. Obtained image representations are converted into one-dimensional features and classified by the SVM classifier. Extensive experiments are conducted on datasets of Scene Categories 8 and MIT 67 Indoor Scene. Experiment results demonstrate that the proposed method is effective for scene categorization.
