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Abstract: A one-dimensional drift-diffusion model is used to study atmospheric-pressure dual frequency (DF) 
dielectric barrier discharges in argon using the plasma modelling platform PLASIMO. The simulation exhibits an 
excellent agreement with the experimental results and gives insight into the DF plasma dynamics e.g. the electric 
field, the sheath edge profiles, the ionization/excitation rate and the electron energy distribution function (EEDF) 
profiles. The results indicate that due to the RF oscillation, the electric field, the sheath edge and thus the 
ionization/excitation are temporally modulated. As a result, the plasma conductivity is enhanced as the plasma 
density is higher. The discharge development is slowed down with a lower current amplitude and a longer duration. 
The time-averaged sheath is getting thinner with a more pronounced ionization rate and a longer contacting time 
near the substrate, which could help to improve the efficiency of plasma-assisted surface processing. In addition, 
the DF excitation exhibits a capability of modifying the EEDF profiles and controlling the plasma chemical 
kinetics, which can be applied to the other relevant fields e.g. gas phase chemical conversion. 
1. Introduction 
Atmospheric-pressure (AP) large area diffuse plasma is highly required in various applications including plasma-
assisted gas phase chemical conversion, surface modification and synthesis of high quality functional thin films [1–
4]. One of the common ways to create a large area non-thermal plasma at atmospheric pressure is the dielectric 
barrier discharge (DBD) [1,2,4]. Compared to the other sources of atmospheric-pressure plasma [5,6] e.g. corona 
discharge and atmospheric-pressure plasma jet (APPJ), the DBD is characterized by low gas consumption, a 
considerably high specific power density and strong potential for up scaling [7]. However, an atmospheric-pressure 
DBD is typically filamentary. The less common diffuse modes of DBD are usually limited by the use of gas 
mixtures, frequency, input power and so on. In recent years, AP-DBD has been widely investigated in various gas 
mixtures [8–11]  with both experimental [12–14] and numerical simulation [15–20] methods. In addition, in our previous 
research, a high-current diffuse DBD in atmospheric-pressure low cost N2/O2/Ar gas mixtures has been obtained 
[7,21–23]. Using this discharge as the plasma source, high quality silica-like barrier layers with a uniform surface, a 
low level of defects and thus an excellent permeation property have been deposited on polymeric substrates [21,24,25].  
In order to improve efficiency of plasma processing, a dual frequency (DF) excitation system was introduced by 
applying an extra radio frequency (RF) voltage at 13.56 MHz on the low frequency (LF) voltage at 200 kHz [26,27]. 
This dual frequency (DF) excitation was previously investigated in low-pressure plasmas [28–34] as well as 
atmospheric-pressure plasmas [35–41]. Under atmospheric pressure, the effects of the DF excitation are focused on 
tailoring the electron energy distribution function (EEDF) and controlling the plasma parameters e.g. electron 
density, gas temperature and ion flux to the sample [35,37–39]. The high frequency voltage allows to trap the electrons 
in the plasma bulk with less electron loss at the surface and leads to a higher power coupled into electrons [38,42]. 
This helps to maintain a high plasma density and enhance the elastic collision and thus the gas temperature [38,40,41]. 
The low frequency voltage extracts the ions from bulk region to the cathode sheath and leads to the synthesis of a 
denser film with an improved microstructure compared to the pure RF DBD excitation [36,43]. Additionally, in our 
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work, it was found that due to the periodic oscillation of the RF electric field, the electron heating and thus the gas 
ionization is temporally modulated, leading to a slower discharge development and thus an improved uniformity 
of AP-DBD [44]. Furthermore, by tuning the amplitude ratio of the superimposed LF and RF signals, the DF 
excitation also exhibits capability of modifying the electron energy distribution function (EEDF), which can be 
applied to the other fields e.g. plasma-assisted gas phase chemical conversion [45]. 
In this study, a time-dependent, one-dimensional drift-diffusion model was employed to study the electrical 
characteristics of atmospheric-pressure DF dielectric barrier discharges. The paper is organised as follows: the 
methods including experimental and simulation are introduced in section. 2. The results including the electrical 
characteristics and the phase-resolved DF plasma dynamics are presented in section.3. The conclusions and 
outlook are given in section. 4. 
2. Methods 
2.1. Experimental 
The detailed description of the experimental setup for the atmospheric-pressure DF discharge has been given 
elsewhere [44,45]. Here only the main parameters of the system are briefly introduced. The discharge was ignited 
between a flat bottom electrode and a curved top electrode with a radius of 60 mm and a width of 45 mm. Both 
the electrodes were covered by 0.1 mm thick PET (polyethyleneterephtalate) foils as the dielectrics. The electrode 
temperature was maintained at 30 ℃ by means of an oil circulation system. The smallest distance between the two 
electrodes was 1.0 mm. The gas (99.99% Ar) was injected into the discharge area with a flow rate at 10 slm 
(standard litre per minute). The substrates were transported at 40 mm/min. The top electrode was excited by 200 
kHz LF (SEREN L3001) and 13.56 MHz RF (SEREN R601) power sources, while the bottom electrode was 
grounded. The injected power of both power sources was modulated at 625 Hz with a pulse width of 800 µs and a 
duty cycle of 50%. An intensified charge-coupled device (ICCD) camera (PI MAX3), triggered by the applied 
voltage, was employed to collect the discharge emission from the side view of the gas gap with a macro lens 
(Tamron AF 90 mm).  
2.2. Simulation 
2.2.1. Model equations 
To gain a better understanding of the physical and chemical processes in the plasma, a time-dependent one-
dimensional drift-diffusion model with the plasma platform PLASIMO was employed [46]. Details about 
PLASIMO can be found in Ref. [47,48]. The MD2D code is dedicated to the construction of Grand models for 
plasmas in which the gas heating and gas flow are less or not important.  
The model is based on the balance equations derived from the Boltzmann equation [49]: 
𝜕𝜕𝑓𝑓𝑝𝑝
𝜕𝜕𝜕𝜕
+ 𝐯𝐯 ∙ ∇𝐱𝐱𝑓𝑓𝑝𝑝 + 𝐚𝐚 ∙ ∇𝐯𝐯𝑓𝑓𝑝𝑝 = �𝜕𝜕𝑓𝑓𝑝𝑝𝜕𝜕𝜕𝜕 �𝑐𝑐𝑐𝑐                                                          (1) 
in which fp (x, v, t) is the distribution function of species p, x and v the position and velocity, respectively. a is the 
acceleration of the particles under the influence of external forces. The gradients ∇x and ∇v are the derivatives 
with respect to the position and velocity components, respectively. The subscript cr denotes the influence of 
collisions and radiation.  
The first three moments of the Boltzmann equation are obtained by multiplying it by mp, mpv and 1/2mpv2, 
respectively, and integrating the result over the velocity space. This gives the balance equations of particle, 
momentum and energy conservation.  
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The zeroth moment of the Boltzmann equation leads to the particle balance equation: 
𝜕𝜕𝑛𝑛𝑝𝑝
𝜕𝜕𝜕𝜕
+ ∇ ∙ 𝚪𝚪𝑝𝑝 = 𝑆𝑆𝑝𝑝,                                                                        (2) 
where np is the density, Γp the flux density and Sp the source term (due to reactions) of species p.  
The first moment of the Boltzmann equation leads to the momentum balance equation, from which can be derived 
the drift-diffusion flux: 
𝚪𝚪𝑝𝑝 = 𝜇𝜇𝑝𝑝𝐄𝐄𝑛𝑛𝑝𝑝 − 𝐷𝐷𝑝𝑝∇𝑛𝑛𝑝𝑝,                                                                    (3) 
where µp  is the mobility, Dp the diffusion coefficient of species p and E the electric field. In the derivation, 
viscosity and inertia are neglected and an ideal gas, acceleration due to the electric field only, small collision times 
and dominance of the background gas are assumed [49,50]. 
The second moment leads to the energy balance equation: 
𝜕𝜕𝑛𝑛𝜀𝜀
𝜕𝜕𝜕𝜕
+ ∇ ∙ 𝚪𝚪𝜀𝜀 = 𝑆𝑆𝜀𝜀,                                                                      (4) 
with 𝚪𝚪ε the electron energy flux: 
𝚪𝚪𝜀𝜀 = 53 𝜇𝜇e𝐄𝐄𝑛𝑛𝜀𝜀 − 53 𝐷𝐷e∇𝑛𝑛𝜀𝜀,                                                                  (5) 
where nε = neε is the mean electron energy density and µe the mobility of electrons. In this derivation 
proportionality of the heat flux with the energy gradient and a Maxwellian distribution is assumed [50]. 
The source term Sp in equation (2) is obtained by considering the volume reactions in which particles are created 
or lost: 
𝑆𝑆𝑝𝑝 = �𝑐𝑐𝑐𝑐,𝑝𝑝𝑅𝑅𝑐𝑐
𝑐𝑐
= ��𝑐𝑐𝑐𝑐,𝑝𝑝𝑘𝑘𝑐𝑐�𝑛𝑛𝑞𝑞
𝑞𝑞
�
𝑐𝑐
                                                          (6) 
where cr,p is the stoichiometric number of species p in reaction r, and Rr the reaction rate. The reaction rate is a 
product of reaction coefficient kr and densities of the reacting species nq. 
The electron energy source term Sε in equation (4) is: 
𝑆𝑆𝜀𝜀 = 𝚪𝚪e ∙ 𝐄𝐄 −�𝜀𝜀𝑐𝑐𝑅𝑅𝑐𝑐
𝑐𝑐
− 𝐿𝐿𝜀𝜀 ,                                                                     (7) 
in which the first term is due to the heating by the electric field, the second represents the energy loss in inelastic 
collisions, and the last term Lε represents the energy loss due to elastic collisions with the heavy components.  
The transport equations — the particle balance equation (2), the momentum balance equation (3) and the energy 
balance equation (4) — are coupled to the Poisson equation for the computation of the electric field: 
∇ ∙ (𝜖𝜖𝐄𝐄) = −∇ ∙ (𝜖𝜖∇𝑉𝑉) = 𝜌𝜌 = �𝑞𝑞𝑝𝑝𝑛𝑛𝑝𝑝
𝑝𝑝
                                                        (8) 
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where ϵ is the dielectric permittivity, V the electrostatic potential, ρ the space charge density and qp the charge of 
the species p. 
The boundary conditions on material surfaces for the particle transport equations in this study are described as 
follows: 
𝚪𝚪𝑝𝑝 ∙ 𝐧𝐧� = 𝑛𝑛𝑝𝑝 �𝛼𝛼𝑝𝑝𝜇𝜇𝑝𝑝𝐄𝐄 ∙ 𝐧𝐧� + 14 𝑣𝑣𝜕𝜕ℎ,𝑝𝑝�,                                                         (9) 
where 𝐧𝐧� is the normal vector pointing toward the surface, αp the switching function defined as: 
𝛼𝛼𝑝𝑝 = �1, 𝜇𝜇𝑝𝑝𝐄𝐄 ∙ 𝐧𝐧� > 0,0, 𝜇𝜇𝑝𝑝𝐄𝐄 ∙ 𝐧𝐧� ≤ 0.                                                                   (10) 
vth,p is the thermal velocity of the species and is given by 
𝑣𝑣𝜕𝜕ℎ,𝑝𝑝 = �8𝑘𝑘𝐵𝐵𝑇𝑇𝑝𝑝𝜋𝜋𝑚𝑚𝑝𝑝 ,                                                                         (11) 
where kB is the Boltzmann constant, mp the mass and Tp the temperature of species p. 
For the electrons the situation is more complicated since, in addition to the terms in equation (9), the flux Γγ due 
to secondary emission also needs to be taken into account: 
                           𝚪𝚪e ∙ 𝐧𝐧� = 𝑛𝑛e �𝛼𝛼e𝜇𝜇e𝐄𝐄 ∙ 𝐧𝐧� + 14 𝑣𝑣𝜕𝜕ℎ,e� −�𝛾𝛾𝑝𝑝
𝑝𝑝
𝚪𝚪𝑝𝑝 ∙ 𝐧𝐧� (12) 
where 𝛾𝛾𝑝𝑝 is the secondary electron emission coefficient.  
The boundary conditions for the mean electron energy density is analogous 
𝚪𝚪𝜀𝜀 ∙ 𝐧𝐧� = 𝑛𝑛𝜀𝜀 �𝛼𝛼e 53 𝜇𝜇e𝐄𝐄 ∙ 𝐧𝐧� + 13 𝑣𝑣𝜕𝜕ℎ,e� −�𝛾𝛾𝑝𝑝
𝑝𝑝
𝜀𝜀𝛾𝛾,𝑝𝑝𝚪𝚪𝑝𝑝 ∙ 𝐧𝐧� (13) 
where 𝜀𝜀𝛾𝛾,𝑝𝑝 is the initial mean energy of emitted electrons.  
For the Poisson equation (8), the boundary condition on a dielectric-plasma interface is: 
𝜖𝜖𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝐄𝐄𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ∙ 𝐧𝐧� − 𝜖𝜖0𝐄𝐄𝑔𝑔𝑔𝑔𝑔𝑔 ∙ 𝐧𝐧� = 𝜎𝜎,                                                              (14) 
 
𝜎𝜎 = � 𝐣𝐣 ∙ 𝐧𝐧� 𝑑𝑑𝑑𝑑,  (15) 
 𝐣𝐣 = �𝑞𝑞𝑝𝑝𝚪𝚪𝑝𝑝
𝑝𝑝
,  (16) 
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where 𝜖𝜖 is the permittivity, 𝜎𝜎 is the surface charge density which is assumed static after deposition and j the current 
density. Other relevant boundaries are open boundaries, where the boundary conditions for the densities and 
potential are Homogeneous Neumann. 
2.2.2. Species and reactions 
In this study, four species (i.e. electrons, Ar+, Ar2+ and Ar metastables) are considered in the description of the 
argon chemistry. Table. 1 lists those species and the related (transport coefficients) input. The ion mobility is 
experimentally determined as function of the reduced electric field [51]. The diffusion coefficient for Ar∗  is 
calculated using a collision integral method [52], which is evaluated at the gas temperature. The electron mobility 
is calculated as a function of the mean electron energy from the EEDF using Boltzmann solver BOLSIG+ [53], from 
which the chemical reaction rate coefficients involving electrons are also obtained. 
 
Table 1. The species and their transport coefficients used in the model. 
Species 𝜺𝜺𝒕𝒕𝒉𝒉 (eV) 𝝁𝝁𝒑𝒑𝑵𝑵 𝑫𝑫𝒑𝒑𝑵𝑵 �𝐦𝐦−𝟏𝟏𝐬𝐬−𝟏𝟏� Ref. e 0 𝜇𝜇e𝑁𝑁(𝜀𝜀) Einstein [54] Ar∗ 11.55 no charge 6.45163 ∙ 1020 [52] Ar+ 15.759 𝜇𝜇Ar+𝑁𝑁(𝐸𝐸/𝑁𝑁) Einstein [51] Ar2+ 14.5 𝜇𝜇Ar2+  𝑁𝑁(𝐸𝐸/𝑁𝑁) Einstein [51], [55] 
 
The total used set of reactions and the rate coefficients are given in Table. 2. This includes excitation (R1) and de-
excitation (R2), stepwise (R3) and direct ionization (R4), metastable-metastable ionization – both regular (R5) and 
associative (R6), atomic to molecular (R7) and molecular to atomic (R8) ion conversions, dissociative 
recombination (R9), three-body recombination (R10, 11) and radiative decay (R12).  
2.2.3. setup and conditions 
Unlike the practical setup with a non-uniform electrode configuration [44,45], in the simulation a conventional DBD 
system with two parallel electrodes is used. Both the electrodes are covered by an insulating layer with a dielectric 
constant of 3.4. The discharge is generated in an effective discharge area of 1 m  1 m with a narrow gas gap of 
1.0 mm. One electrode is grounded, while the other one is driven by a DF voltage composed of 200 kHz LF and 
13.56 MHz RF waveforms. The gas temperature is fixed at Tg = 450 K [60]. The secondary electron emission 
coefficient (γ) is set to 0.07 [61]. Reflection coefficients are not considered in this study [58]. The LF voltage (ULF) 
is maintained at 1000 V, while the RF voltage (URF) gradually increases from 0 V to 250 V. 
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Table 2. The reactions and their rate coefficients as are taken into account in the drift-diffusion model. 
Index Reaction Rate coefficient Ref. 
1 e + Ar → Ar∗ + e 𝑘𝑘1(𝜀𝜀) [54] 
2 e + Ar∗ → Ar + e 𝑘𝑘2(𝜀𝜀) [54] 
3 e + Ar∗ → Ar+ + e + e 𝑘𝑘3(𝜀𝜀) [54] 
4 e + Ar → Ar+ + e + e 𝑘𝑘4(𝜀𝜀) [54] 
5 Ar∗ + Ar∗ → Ar+ + e + Ar 5.16 ∙ 10−16 m3s−1 [56,57] 
6 Ar∗ + Ar∗ → Ar2+ + e 4.64 ∙ 10−16 m3s−1 [56,57] 
7 Ar+ + Ar + Ar → Ar2+ + Ar 2.5 ∙ 10−43(300/𝑇𝑇[K])3/2 m6s−1 [58] 
8 Ar2+ + Ar → Ar+ + Ar + Ar 5.22 ∙ 10−16T[eV]−1 exp(−1.304/T[eV]) m3s−1 [58] 
9 e + Ar2+ → Ar∗ + Ar 7 ∙ 10−13 ∙ (300/𝑇𝑇𝑑𝑑[K])1/2 m3s−1 [58] 
10 e + Ar+ + e → Ar + e 8.75 ∙ 10−39Te[eV]−9/2 m6s−1 [58] 
11 e + Ar+ + Ar → Ar + Ar 1.5 ∙ 10−40(300/𝑇𝑇[K])2.5 m6s−1 [59] 
12 Ar∗ → Ar + hν 6.24∙ 105 s−1 [55] 
 
3. Results and discussions 
3.1. Electrical characteristics 
3.1.1. Voltage-current waveforms 
The simulated voltage and current density waveforms of the DF discharges within one LF cycle (5 µs) are 
illustrated in Figure 1. The LF discharge current contains a single smooth peak every half LF cycle, while in the 
DF discharges (URF > 0 V), both the current density and the voltage are a superposition of the LF and RF 
components. By doing fast Fourier transform (FFT) of the original waveforms, the fundamental signals of LF (200 
kHz) and RF (13.56 MHz) in the DF discharge can be separated in the frequency domain. Typical FFT spectra of 
voltage and current density in the DF discharge (ULF = 1000 V, URF = 250 V) are shown in Figure 2. The FFT 
amplitudes of current density as a function of URF are presented in Figure 3. With URF increasing from 0 V to 250 
V, the LF current density increases slightly from 17.3 A to 19.2 A, while the RF current density increases 
significantly from 0 A to 60.9 A. A similar electrical behaviour was also observed in the experimental study in 
Ref. [44], which is attributed to the fast increase of the capacitive component of the RF current [62]. 
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(e)                                                                                                 (f) 
Figure. 1. Original and FFT-filtered voltage-current density waveforms of the DF discharges with URF of (a) 0 V, (b) 50 V, 
(c) 100V, (d) 150 V, (e) 200 V and (f) 250 V. ULF = 1000 V under all conditions. 
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Figure. 2. Fast Fourier transform (FFT) spectra of (a) voltage and (b) current density in the DF discharge with ULF = 1000 V, 
URF = 250 V. 
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Figure. 3. Variations of the FFT current density components as a function of URF. 
 
3.1.2. Lissajous figures 
The charge-voltage characteristics (often referred as Lissajous figures) can be used for the determination of 
discharge power, charge transferred through the gas gap and effective dielectric capacitance [13,63,64]. In this work, 
by doing fast Fourier transfer (FFT) filtering of the original Lissajous figures, signals above 10 MHz (including 
13.56 MHz RF oscillation) are removed, and the LF component can be extracted. The FFT-filtered, LF-induced 
Lissajous figures are reconstructed and presented in Figure. 4. Unlike the classical electrical theory that Lissajous 
figures have a form of parallelogram and can be divided into “plasma-off” and “plasma-on” phases [1,13,65,66], under 
these conditions, the FFT-filtered Lissajous figures have an irregular shape. Therefore, three phases are introduced: 
Lines AB and DE represent the phases when no plasma is ignited, lines BC and EF represent the phases when the 
plasma is fast developing, and lines CD and FA represent the phases of plasma decay, see Figure. 4. The slope 
during each phase represents the corresponding equivalent capacitance [66], which are presented in Figure. 5 as a 
function of URF. With URF increasing, the “plasma-off” periods (AB and DE) are getting shorter, and the equivalent 
capacitance increases. Both the “plasma-developing” periods (BC and EF) and the “plasma-decay” periods (CD 
and FA) become longer. The capacitance of the “plasma-developing” periods (BC and EF) decreases, while the 
capacitance of the “plasma-decay” periods (CD and FA) is relatively constant. 
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Figure. 4. FFT-filtered Lissajous figures of the DF discharges with various RF voltage amplitudes. 
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Figure. 5. Variations of the capacitances during different phases as a function of URF. The letters A-F correspond to those in 
Figure. 4. 
 
3.1.3. Gas voltage and discharge current 
From the applied voltage and current in section. 3.1.1 and the equivalent capacitances in section. 3.1.2, the gas gap 
voltage (Ugas) and discharge current (Idischarge) can be further obtained [13,63,67]. The FFT-filtered, LF induced gas 
voltage, discharge current and plasma conductivity of the DF discharges during the positive LF half cycle (2.5 µs) 
are presented in Figure. 6. The breakdown voltage, the maximal LF discharge current, the input power and the 
maximal plasma conductivity as a function of URF are presented in Figure. 7, which exhibit a good agreement with 
the experimental results in Ref. [44]. 
From Figure. 6(a), the LF gas voltage experiences a considerable decrease after the gas breakdown under all 
conditions, which is induced by the formation of a cathode fall [62]. With an increased URF, the total LF gas voltage 
gradually decreases, which is mainly induced by the enhancement of the charge transferred to the dielectric surface 
and thus the higher voltage applied to the dielectrics. Since the total LF voltage is constant (ULF = 1000 V), the 
LF gas voltage is therefore reduced.  
From Figure. 6(b), the discharge currents contain a main peak and a tail after that. The total breakdown voltage is 
relatively constant under these conditions (~ 80 V). With an increased URF, the plasma ignition moment within the 
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LF cycle is therefore brought forward. Moreover, a lower amplitude and a longer discharge duration of the LF 
discharge current can be observed, indicating a slower discharge development and thus a more uniform and stable 
plasma [44,68].  
From Figure. 6(c), the plasma conductivity σplasma is zero before the breakdown, fast increases during the “plasma-
developing” period, and gradually declines during the “plasma-decay” period. With an increased URF, the 
amplitude of σplasma is gradually enhanced during both “plasma-developing” and “plasma-decay” periods due to 
the higher plasma density. 
 
 
Figure. 6. FFT-filtered (a) gas voltage, (b) discharge current density and (c) plasma conductivity of the DF discharges with 
ULF = 1000 V and URF = 0-250 V. 
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Figure. 7. Variations of the breakdown voltage, the maximal LF current amplitude, the input power density and the maximal 
plasma conductivity as a function of URF. ULF = 1000 V under all conditions. 
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3.1.4. Equivalent DF electrical circuit 
An equivalent circuit model of a DBD discharge was previously introduced [13,65] and can be used to infer discharge 
properties from measured voltage V(t) and current I(t) waveforms, as presented in Figure. 8(a). The plasma is 
assumed to be a parallel connection of a variable resistor RLF(t) and a gas gap capacitor Cgas, which is then in 
series with the dielectric capacitance Cdiel. To distinguish between geometrically determined dielectric capacitance 
Cdiel and the equivalent dielectric capacitance defined from the slopes (dQ/dV) in the Lissajous figures, the latter 
is referred to as ζdiel. During the “plasma-off” phases (AB and DE in Figure. 4), RLF(t) has an infinite resistance 
and there is no charge transfer through the gas gap. The reactor capacitance is equal to Ccell = 
𝐶𝐶diel · 𝐶𝐶gas
𝐶𝐶diel + 𝐶𝐶gas (~ 38 nF 
in this study). During the “plasma-developing” phase (BC and EF), due to the fast increasing plasma density, the 
resistance of RLF(t) is rather low (Figure. 6(c)). A large amount of charge is transferred through the gas gap within 
a short time, leading to an overrated capacitance of the dielectrics ζdiel (~ 358 nF). During the “plasma-decay” 
period (CD and FA), the resistance of RLF(t) and thus the plasma conductivity is relatively constant. The charge 
keeps being delivered through the gas gap. The estimated equivalent capacitance ζdiel (~ 155 nF) is approximately 
equal to Cdiel (150 nF), see Figure. 5. 
For the DF discharges, due to the extra RF electric field, the DF equivalent electrical circuit should be modified 
with an extra variable resistor RRF(t) and an equivalent capacitor ζRF(t) [45], see Figure. 8(b). During the “plasma-
off” phase (AB and DE in Figure. 4), the gas gap is not completely free of charge. Instead, a certain amount of 
charge is trapped in the gas gap by the RF electric field. The temporally-oscillating RF electric field therefore 
works as an equivalent capacitance (see Ref. [8] for more detailed information). As a result, ζgas (t) = Cgas  + ζRF (t) 
is higher than Cgas, thus ζcell (t) = 
𝐶𝐶diel · 𝜁𝜁gas(𝜕𝜕) 
𝐶𝐶diel + 𝜁𝜁gas(𝜕𝜕)  = 𝐶𝐶diel · (𝐶𝐶gas + 𝜁𝜁RF(𝜕𝜕) )𝐶𝐶diel + (𝐶𝐶gas + 𝜁𝜁RF(𝜕𝜕) ) is higher than Ccell = 𝐶𝐶diel · 𝐶𝐶gas𝐶𝐶diel + 𝐶𝐶gas (~ 38 nF). 
With a higher URF, the RF electric field is enhanced, and more charge can be trapped in the gas gap. Thus the 
equivalent capacitance ζRF (t) is higher, leading to the increase of ζgas (t) and thus ζcell (t), see Figure. 4 and 5. 
During the “plasma-developing” phase (BC and EF), due to the RF oscillation, the discharge development is 
slowed down with a lower amplitude and a longer duration [44], see Figure. 6(b). The process of charge transfer 
through the gas gap therefore is slower. As a result, the estimated equivalent capacitance ζdiel decreases with URF, 
which however is still higher than Cdiel (~ 150 nF). During the “plasma-decay” phase (CD and FA), the plasma 
conductivity is relatively constant (Figure. 6(c)). The RF electric field works as an extra conductor RRF(t) in 
parallel to RLF(t). The equivalent resistance of plasma Rgas(t) =  
𝑅𝑅LF(𝜕𝜕) · 𝑅𝑅RF(𝜕𝜕)   
𝑅𝑅LF(𝜕𝜕) + 𝑅𝑅RF(𝜕𝜕)   is lower than RLF(t). The equivalent 
capacitance ζdiel however is not influenced by URF and is constant (~ Cdiel), see Figure. 4 and Figure. 5. 
 
RRF(t)
LF+RF
ζRF(t)
Cdiel
Cgas RLF(t)
LF
Cdiel
Cgas RLF(t)
 
                                                    (a)                                                                       (b) 
Figure. 8. Equivalent electrical circuits of (a) LF discharge and (b) DF discharge. 
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3.2. Phase resolved plasma dynamics 
3.2.1. LF vs DF 
Figure. 9 shows the plasma parameters of LF and DF discharges within one LF cycle (5 µs). The phase and space 
resolved electric field, power absorbed by electrons, direct ionization rate, excitation rate and experimental 
discharge emission are presented in plots (a) to (j). The solid lines indicate the sheath edges between the plasma 
bulk and the plasma sheath, which are determined assuming an equivalent sharp electron step [69]. The method to 
obtain the phase resolved discharge emission was previously introduced in [26,27,70].  
 
 
Figure. 9. Phase and space resolved electric field (first row), power absorbed by electrons (second row), direct ionization rate 
(third row), excitation rate (fourth row) and experimental discharge emission (fifth row). Left column: LF discharge with ULF 
= 1000 V, right column: DF discharge with ULF = 1000 V and URF = 250 V. The solid lines indicate the sheath edges. The 
shaded areas in the right column indicate the 3 phases which would be discussed in the following section. 
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A good agreement between the experimental discharge emission (Figure. 9(e) and (j)) and the simulated excitation 
rate profiles (Figure. 9(d) and (i)) is found in both LF and DF discharges. The asymmetrical structure of the 
discharge emissions between two opposite polarities of the voltage is attributed to the particular electrode 
configuration (a top curved electrode and a bottom flat electrode) in this study [44,45]. The ionization rate (Figure. 
9(c) and (h)) is a few times lower than the excitation rate (Figure. 9(d) and (i)) and can only be observed inside the 
sheath. This is due to the higher ionization threshold (15.8 eV) than the excitation threshold (11.5 eV). The high 
energy electrons are mainly generated in the strong electric field (maximum 4 kV/mm) inside the sheath (Figure. 
9(a) and (f)), while the dominant electron power absorbance in the bulk area is through Ohmic heating [71]. In this 
study, the electron power absorbance (Figure. 9(b) and (g)) has the same spatio-temporal pattern as the excitation 
rate (Figure. 9(d) and (i)).  
The variations of the average excitation and ionization rates as a function of URF are presented in Figure. 10. With 
URF increasing from 0 V to 250 V, the ionization rate slightly increases from 5.351017 cm-3 s-1 to 6.551017 cm-
3 s-1, while the excitation rate increases more significantly from 3.701018 cm-3 s-1 to 6.441018 cm-3 s-1. To 
investigate the ionization/excitation mechanisms, the time and space averaged, density weighted electron energy 
distribution functions (EEDFs) [72] of the DF discharges as a function of URF are obtained †, as shown in Figure. 
11. It can be seen that the high energy tail of the EEDFs above 13.5 eV is not obviously influenced, while the 
energy range below 13.5 eV exhibits a significant enhancement with URF. Since the ionization threshold of Ar 
(15.8 eV) is much higher than the excitation threshold (11.5 eV), the excitation rate therefore experiences a more 
pronounced enhancement than the ionization rate with URF increasing, as presented in Figure. 10. 
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Figure. 10. Spatially integrated excitation/ionization rate within one LF cycle (5 µs) as a function of URF. 
                                                 
† From BOLSIG+, EEDFs 𝑓𝑓𝐸𝐸 𝑁𝑁⁄ (𝜀𝜀) are calculated at various static reduced electric fields E/N. Here ε is the electron energy 
itself. To each EEDF a mean electron energy 𝜀𝜀  ̅is assigned. The drift-diffusion model yields 𝜀𝜀(̅𝐱𝐱, 𝑑𝑑) such that an EEDF 𝑓𝑓(𝐱𝐱, 𝑑𝑑, 𝜀𝜀) 
can be assigned. The reported averaged EEDFs 𝑓𝑓(̅𝜀𝜀) are: 𝑓𝑓(̅𝜀𝜀) = 〈𝑛𝑛𝑑𝑑(𝐱𝐱, 𝑑𝑑)𝑓𝑓(𝐱𝐱, 𝑑𝑑, 𝜀𝜀)〉𝐱𝐱,𝜕𝜕. 
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Figure. 11. Electron energy distribution function (EEDF) of the DF discharges as a function of URF. 
 
To further investigate the plasma dynamics, the sheath edge profiles near the cathode during half a LF cycle (2.5 
µs) of the LF and DF discharges are presented in Figure. 12. For the single LF discharge (ULF = 0 V), before the 
gas breakdown the sheath edge is close to the bottom electrode (~ 30 µm), where the ion density is relatively low. 
With the gas voltage increasing, the sheath is getting thicker together with a higher electric field within the sheath. 
The maximal LF sheath thickness under these conditions is ~ 420 µm. The electrons are generated through 
secondary electron emission (γ process) from the cathode by ion bombardment and accelerated by the electric field 
within the sheath. As the gas voltage further increases, the gas breakdown occurs, leading to a fast increase of ion 
density inside the sheath. The ionization rate under these conditions is high enough to create a density of ions able 
to localize the electric field. The formation of the cathode fall enhances the ionization close to the cathode [62] and 
reduces the sheath thickness. When the ionization rate is maximum, the sheath thickness is minimum (~ 60 µm). 
During the discharge decay, the ionization rate and thus the ion density decreases inside the sheath. The sheath 
therefore is gradually getting thicker, as shown in Figure. 12(a).  
For the DF discharge, due to the RF oscillation, the sheath edge is periodically modulated, see Figure. 12(a). Before 
the breakdown, the LF-induced sheath is thicker (Figure. 12(b)), the averaged electron energy within the sheath 
therefore is enhanced, causing a higher possible ionization rate. Since the local ion density is relatively low, and 
the plasma sheath oscillation is rather violent for a given RF voltage change [31] (Figure. 12(c)). The maximal LF 
sheath thickness is ~ 185 µm — much less than the LF discharge (~ 420 µm). After the breakdown, the ions 
generated inside the sheath induce a cathode fall near the electrode and lead to a reduced LF sheath thickness. The 
minimum LF sheath thickness (~ 60 µm) is the same as the LF discharge, while the RF sheath oscillation amplitude 
is minimum due to the maximal local ion density at this moment. During the decay, the LF sheath thickness is 
gradually getting thicker but still lower than the LF discharge, which is supposed to be related to the higher 
ionization rate and thus the higher ion density inside the sheath.  
It is known that the chemistry and thus the concentrations of reactive species in the sheath, is the key point in 
plasma-assisted thin film processing [36]. Using the DF excitation, a thinner sheath together with a more pronounced 
ionization rate and a longer exposure time can be obtained, which could help to further improve the efficiency of 
plasma-assisted surface processing.  
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Figure. 12. (a) Original, (b) LF-induced and (c) RF oscillations of the sheath edge profiles near the instantaneous cathode 
during half LF cycle of LF (ULF = 1000 V, URF = 0 V) and DF (ULF = 1000 V, URF = 250 V) discharges. 
 
3.2.2. Different phases of DF plasma 
The detailed phase and space resolved plasma parameters at different phases in the initial stage of the DF discharge 
in Figure. 9 are presented in Figure. 13. Depending on the phase of the LF cycle, the RF oscillation results in a 
different discharge behaviour.  
In phase (1) from 0.13 µs to 0.28 µs, the electric field is comparable on the two electrodes (Figure. 13(a)). The 
maximal electric field is ~1850 V/mm inside the top sheath and ~ 1780 V/mm inside the bottom sheath. The 
ionization only occurs within the sheath regions (Figure. 13(c)). Three structures including sheath expansion, 
sheath collapse and excitation within the sheath [70,73] can be observed near both the electrodes, as presented in the 
excitation rate profiles in Figure. 13(d) and the discharge emission in Figure. 13(e).  
In phase (2) from 0.40 µs to 0.55 µs, due to the increase of the LF voltage, the sheath thickness as well as the 
electric field on the bottom electrode are higher than the top electrode (Figure. 13(f)). The maximal electric field 
is ~1550 V/mm inside the top sheath and ~ 2300 V/mm inside the bottom sheath. The ionization however can only 
be observed within the bottom sheath (Figure. 13(h)). The excitation rate and the discharge emission exhibit 
asymmetrical structure with a more pronounced discharge near the bottom electrode, see Figure. 13(i) and (j). 
In phase (3) from 0.70 µs to 0.85 µs, due to the particularly high ion density close to the cathode, the sheath 
thickness is minimum, while the electric field is maximum close to the bottom electrode (Figure. 13(k)). The 
maximal electric field is ~1490 V/mm inside the top sheath and ~ 4300 V/mm inside the bottom sheath. As a result, 
the ionization intensity within the bottom sheath is maximum. The excitation rate and the discharge emission are 
pronounced in both the bottom sheath and the bulk region, as presented in Figure. 13(n) and (o). 
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Figure. 13. Phase and space resolved electric field (first row), power absorbed by electrons (second row), direct ionization 
rate (third row), excitation rate (fourth row) and experimental discharge emission (fifth row) of the DF discharge with ULF = 
1000 V and URF = 250 V. Left column: phase (1) from 0.13 µs to 0.28 µs, middle column: phase (2) from 0.40 µs to 0.55 µs, 
and right column: phase (3) from 0.70 µs to 0.85 µs. The solid lines indicate the sheath edges. The numbers of the phases 
correspond to those in Figure. 9. 
 
It has been demonstrated that at different phases of the LF cycle, the DF discharge experiences temporally-
modulated dynamics with different ionization/excitation mechanisms depending on sheath edge, electric field and 
charge density. Within the sheath region, the ionization/excitation mechanisms are mainly dominated by the 
electric field and thus the electron energy in the sheath. The sheath expansion structure of the excitation, however, 
is due to the electron acceleration by the sheath oscillation towards the opposite electrode. Therefore it is mainly 
influenced by the sheath oscillation velocity [74] which depends on the spatial movement of the sheath edge and 
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thus on the local ion density [75]. When the sheath collapses, the collision rate at atmospheric-pressure is so high 
that the generated electrons cannot instantaneously follow the retreating sheath merely by diffusion. Instead, a 
self-consistent electric field builds up to drive the electrons, creating a region of negative space charge. The 
resulting electric field accelerates the electrons toward the electrode and heats the electrons in the process [76].  
Furthermore, the time-averaged excitation/ionization rate and the EEDF profiles within the three phases in the DF 
discharges are shown in Figure. 14 and Figure. 15, respectively. Both the excitation and ionization rates are 
significantly enhanced from phase (1) to (3), and the excitation rate is approximately 10 times higher than the 
ionization rate. This can be explained by the different EEDF profiles of the three phases especially in the high 
energy tail around 11.5 eV and 15.8 eV, see Figure. 15. Therefore the DF excitation exhibits the capability of 
modulating electron heating in both sheath and bulk regions and thus the phase dependent EEDF [45]. This provides 
a further control of the plasma chemical kinetics, which can be applied to the relevant fields e.g. gas phase chemical 
conversion [77–81].  
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Figure. 14. Spatially integrated excitation/ionization rate within 150 ns at different phases of the DF discharge. The number 
of the phases correspond to those in Figure. 13. 
 
 
Figure. 15. Electron energy distribution function (EEDF) at different phases of the DF discharge. The number of the phases 
correspond to those in Figure. 13. 
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4. Conclusions: 
A time-dependent, one-dimensional (1D) drift-diffusion model with the plasma platform PLASIMO was employed 
to study the atmospheric-pressure DF dielectric barrier discharges in argon. The simulation results exhibit an 
excellent agreement with the experimental results e.g. the electrical characteristics and the phase-resolved 
discharge emission. In addition, the simulation gives an insight into the DF plasma dynamics e.g. the electric field, 
the electron density distribution, the ionization/excitation mechanisms, the sheath edge profiles and the time 
dependent and averaged EEDF profiles. It is shown that the plasma conductivity is increased with the RF voltage 
caused by the enhancement of the plasma density. Due to the RF oscillation, the electric field and the sheath edge 
are temporally modulated, leading to a time-varying ionization/excitation rate. As a result, the discharge 
development is slowed down with a lower current amplitude and a longer duration, which can help to improve the 
uniformity and stability of discharge. Furthermore, with the RF voltage increasing, the averaged sheath is getting 
thinner with a more pronounced ionization rate and thus a higher production rate of the reactive species near the 
substrate, which could help to improve the efficiency of plasma-assisted surface processing. Last but not least, the 
DF excitation exhibits a capability of modifying the time-dependent and time-averaged EEDF, which provides a 
further approach to control the plasma chemical kinetics and can be applied to the other relevant fields e.g. gas 
phase chemical conversion.  
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