Quantum field theory is the usual solution to the problems inherent in melding quantum mechanics with special relativity. However, there has also been significant literature on an alternate presentation of relativistic quantum mechanics in terms of an "invariant fifth parameter" in addition to the usual four coordinates of spacetime. When this parameter is treated as parameterizing spacetime paths, the formalism can be seen as a relativistic variant on the more familiar Feynman "sum over histories" approach to non-relativistic quantum mechanics. This paper shows how such a spacetime path formalism can be considered to arise naturally from the foundational principles of the Born probability rule, superposition and Poincaré invariance. The resulting approach is similar but not identical to previous parameterized approaches in the literature. It reproduces the results of perturbative quantum field theory for free and interacting, scalar and non-scalar particles (though only massive particles without gauge symmetry are considered in the present work).
Introduction
The literature on the interpretation of quantum physics in a relativistic context (such as, for example, [1, 35] ) is far smaller than that presented in a non-relativistic context. One reason for this is that an interpretation of relativistic quantum mechanics cannot easily be based on the traditional conception of an instantaneous "collapse of the wave function," since this is in conflict with the requirement of relativity of simultaneity. As a result, the usual viewpoint taken in quantum field theory can at best be described as a sort of implicit Copenhagen interpretation.
For example, consider the usual relativistic analysis for scattering. In the Heisenberg picture appropriate to a relativistic analysis, the in state for the scattering process does not "evolve" into the out state. Rather, an in state can be expanded as a superposition of possible out states, with the coefficients of this expansion giving the probability amplitudes for the possible scattering results.
Note that no commitment is given in this analysis to what "the" state of the system is-and there is certainly no place in the analysis for a "collapse" or "reduction" of the states, since states do not evolve at all in the Heisenberg picture. Instead there are two different descriptions of the entire process (the in state and the out state) and one can only ask what the probability is for these descriptions to both happen to be right. The theory is successful because these probabilities coincide with the results of experiment.
While the interpretational issues of such an analysis can generally be ignored for the study of (mostly) isolated systems, they cannot be ignored as one expands study to larger systems and, eventually, the universe as a whole (as stressed, in particular, by Hartle [15, 19, 21, 22] ). Clearly, moreover, any proper resolution to interpretational issues on a cosmological scale must ultimately be based on relativistic quantum mechanics and cover quantum field theory.
As an alternative to the usual analysis of scattering, the Feynman path-integral or "sum over histories" formalism is attractive because it builds on the intuitive concept of particle paths, even while embracing quantum principles of probability and superposition. However, this approach is best known in its application to non-relativistic quantum mechanics [5, 9] . In this application, particle paths are parameterized by coordinate time, so the theory is not Lorentz covariant.
A natural relativistic generalization is to consider parameterized paths in four-dimensional spacetime rather than time-parameterized paths in three-dimensional space. Feynman himself developed such an approach, and this conception seems to have informed much of Feynman's early view of relativistic quantum mechanics [6, 7, 8] .
At an even earlier date, Stueckelberg presented a detailed formulation of relativistic quantum mechanics in terms of parameterized spacetime paths [34] . A number of other authors (notably [3, 4, 11, 12, 10, 24, 27, 30, 32] ) have also developed related approaches involving an invariant "fifth parameter" governing the evolution of a quantum system, though not necessarily identifying this explicitly as a path parameter.
These approaches have generally remained secondary to the usual field theoretic methods. They have, however, been useful in some discussions of quantum theories of gravity (see, e.g., [22, 36] ). Also, more recently, there has also been renewed interest in "worldline quantization" as the infinite-tension limit of string theory (for an overview, see [31] ).
It is the intent of the present paper to show how such a spacetime path formalism actually arises quite naturally, with minimal additional assumptions, from the foundational principles of specialrelativistic quantum theory: the Born probability rule, superposition and Poincaré invariance. This is in contrast to the usual approach of "quantizing" some classical Hamiltonian or field theory, which confuses the manner in which the classical world must arise from quantum theory, rather than the other way around.
The resulting formulation of relativistic quantum mechanics reproduces the usual results of quantum field theory, but allows for a clearer ontological interpretation. For example, scattering is analyzed using a formalism based on Lorentz-invariant spacetime path integrals of the particles involved in the scattering process. In this formalism, the resulting scattering amplitudes can then be considered to represent decohering alternative coarse-grained spacetime histories for the scattering process.
The natural interpretational framework for this formulation is thus the consistent histories approach to quantum theory [15, 16, 17, 28, 29] . Particle paths can be treated as fine-grained histories in the sense of this approach, with coarse-grained histories corresponding to the superposition of fine-grained states, including cosmological histories of the universe as a whole [19, 20, 21, 22] .
In order to proceed from the fewest assumptions, I begin in Section 2 with the simplest case of a single, free, scalar particle. Section 3 extends consideration to non-scalar particles, though the present work assumes all particles are massive and does not deal with gauge symmetries. Section 4 considers systems of multiple particles, including interactions, scattering and renormalization and Section 5 expands consideration to a preliminary discussion of cosmological interpretation in the context of the framework established in the previous sections (a fuller discussion in this area would require a general-relativistic extension of the formalism not considered here).
In the following, I take = 1 = c and use a metric signature of (− + ++).
Scalar Particle States
This section presents the derivation of a path integral formulation for the position and momentum states of a scalar particle, starting from the quantum mechanical superposition and Born probability principles. The path of a such particle through spacetime is taken to be an arbitrary curve given by functions q µ (λ), for µ = 0, 1, 2, 3 and λ defined over some interval of R. Note that there is no a priori requirement that such a curve is timelike or lightlike. Indeed, the path may cross arbitrarily forwards and backwards in time.
In this formulation, the path parameter λ serves a purpose similar to that of time in the traditional non-relativistic path integral approach [9] . For the restricted case of an everywheretimelike path, this parameter is analogous to proper time, and there has been some debate as to the physical nature of the parameter in the general case of an unrestricted path (see, for example, [13, 25] ). However, it will not be necessary here to consider λ to be anything more than a mathematical convenience for describing spacetime paths.
Indeed, an important goal of this section will be to determine complete particle states that are independent of any specific value for λ. This will lead to a derivation of the Feynman propagator for the particle. The section then concludes with a discussion of particles and antiparticles in the formalism that has been developed.
Position and Momentum States
Following Stueckelberg [34] , let ψ(x; λ) be the probability amplitude density for a particle to be found at position x µ at the point in its path with parameter value λ. That is, |ψ(x; λ)| 2 d 4 x is the probability that q µ (λ) = x µ ± dx µ , for whatever path q µ (λ) the particle happens to be on. Since, for each λ, the particle must be at some spacetime position, we normalize ψ so that
for all λ in the domain of the possible paths of the particle. Let |ψ be a ket vector corresponding to a probability amplitude ψ in the Hilbert space of amplitude functions ψ(x; λ). For each λ, define a basis of position states |x; λ for the Hilbert space, such that ψ(x; λ) = x; λ|ψ , (2.2) with the normalization
Such position states are eigenstates of the position operatorsX µ (λ):
Also, define a basis of momentum states |p; λ that are the Fourier transformations of the position states:
so that |x; λ = (2π)
LetP µ be the generators of translations, such that e −iP ·∆x |x; λ = |x + ∆x; λ .
Then, the |p; λ are eigenstates of theP µ ,
Now, let |[q]; λ denote the path state in which the particle travels specifically on the path given by q µ (λ). We will consider |[q]; λ to be a functional of the path functions q µ (λ) into the Hilbert space of position states. It should then be possible to construct a specific position state |x; λ as a superposition of path states for all possible paths ending at q µ (λ) = x µ , given by the path integral
where η is a normalization factor and the path integral is over 4-dimensional path functions constrained by the delta function to end at x. (This can be seen as a relativistic generalization of the "quantum recorder equation" from [33] , for the position observables corresponding to the operatorŝ X µ (λ).) Suppose, next, that the position state |x 0 ; λ 0 is given for the particle to be at position x 0 at some fixed point λ = λ 0 . Given q µ (λ 0 ) = x µ 0 , each possible path through x µ 0 is determined by its 4-velocityq µ (λ) ≡ dq µ /dλ. Let q µ x 0 (λ) be the integral curve ofq µ that passes through x 0 at λ = λ 0 :
Then, since the path of the particle is completely determined, the probability of the particle to be at any point along the path is the same as the probability for it to be at the specific point λ 0 :
Thus, along any given path q µ (λ), |[q]; λ differs from |q(λ 0 ); λ 0 by at most a phase that depends onq µ (λ) from λ 0 to λ. That is:
for some phase functional S. Substituting this into Eq. (2.6) then gives
This is the typical form of a Feynman sum over paths [9] , where each path is weighted by a phase determined by the action S. Unlike the usual non-relativistic formulation, however, the path parameter here is λ, rather than time [8] .
It is clear from Eq. (2.7) that we can take S[q; λ, λ] = 0. Thus,
Therefore, we must have
for any λ in the domain of the q µ . Consider λ ′ = λ + δλ, for infinitesimal δλ:
Taking the limit δλ → 0 then gives
where
Now, the functional L depends only onq and λ, not λ 0 . Therefore, integrate Eq. (2.9) over λ, with the initial condition S[q; λ 0 , λ 0 ] = 0, to get
We want L[q; λ] to be invariant under Lorentz transformation of theq µ . Since L is a scalar quantity, it must then depend only on the Lorentz-invariant scalar functionṡ
Further, S[q; λ, λ 0 ] only depends on values ofq µ between λ 0 and λ, so S[q; λ + δλ, λ] must depend only onq µ (λ) as δλ → 0. Therefore, take L[q; λ] to depend only onq 2 (λ). That is,
where L(q 2 ) is the Lagrangian function for the particle. Substituting Eq. (2.11) into Eq. (2.10) then gives 12) the traditional form of the action in terms of the Lagrangian.
The simplest non-trivial form for the Lagrangian function is for it to be linear inq 2 :
The factor a can be fixed by an appropriate reparameterization of the path parameter λ. For a free particle, take a = 1/4 and b = −m 2 , so that 13) which, as we will see, corresponds to the usual convention for the mass m of the particle.
The Scalar Propagator
Given the resolution of the identity 14) define the kernel 15) such that
From Eqs. (2.8) and (2.12), we see that
With the Lagrangian given by Eq. (2.13), the path integral in Eq. (2.17) may be evaluated to give (see App. A)
Note that, as one would expect, ∆ depends only on the differences x − x 0 and λ − λ 0 . It can also be readily shown that it satisfies the following expected properties of a kernel: 
This is essentially the same as the formula for the kernel given in Appendix A of [7] (Equation 6A), up to a factor of exp
This means that |x; λ , as given by Eq. (2.16), satisfies [34] . However, Stueckelberg and subsequent authors [7, 11, 24] used a Hamiltonian function of the form P µP µ /2m, by analogy with non-relativistic mechanics, rather than the form of Eq. (2.22) (this difference is the origin of the extra factor exp(−i(λ − λ 0 )m 2 ) in Eq. (2.20) relative to [7] ).
Finally, the overall state for propagation from x 0 to x is given by the superposition of the states for paths of all intrinsic lengths (that is, as measured by the path parameter λ). If we fix q µ (λ 0 ) = x 0 , then |x; λ already includes all paths of length λ − λ 0 . Therefore, the overall state |x for the particle to arrive at x is given by the superposition of the states |x; λ for all λ > λ 0 . That is,
The propagator ∆(x − x 0 ) is then (using Eq. (2.18))
To carry out the λ integral in Eq. (2.24), introduce a convergence factor exp(−λε), for infinitesimal ε. Then, 25) which is just the usual Feynman propagator for a free scalar particle. Now, using Eqs. (2.3), (2.15) and (2.18),
with the momentum kernel being
Thus, p is effectively a constant of the motion, and |p; λ differs from |p; λ 0 by only a phase. The overall state for momentum p is then
where the momentum representation of the propagator is
Particles and Antiparticles
The formalism presented so far has not made any distinction between particles and antiparticles. This distinction naturally arises from dividing the set of all possible paths q µ that end at some specific q µ (λ) = x µ into two subsets: those that begin (at q µ (λ 0 ) = x µ 0 ) in the past of x and those that begin in the future of x. (This division depends, of course, on the choice of a specific coordinate system.)
Normally, particles are considered to propagate from the past to the future. Thus, define the normal particle state |x + ; λ such that
(where θ(x) is the Heaviside function that is 1 for x > 0 and 0 for x < 0). On the other hand, take antiparticles to propagate from the future into the past [6, 34] , and define the antiparticle state |x − ; λ such that 
Then, using the usual decomposition of the Feynman propagator (see, for example, Section 6.2 of 27) where 28) with ω p ≡ p 2 + m 2 , gives
We can also construct momentum representations of particle and antiparticle states:
such that |p; λ = |p + ; λ + |p − ; λ .
Then, define
Further, substituting from Eqs. (2.3) and (2.29),
where 
Consider next the state of a particle with a 3-momentum p at a certain time t. We take this to be
∓iωp t dp 0 e ip 0 t |p ± .
(2.34)
Note that these states have the usual time dependency for 3-momentum states: 
∓iωp t 0 dp 0 e ip 0 t 0 |p; λ 0 .
(2.36)
Thus, a normal particle (+) or antiparticle (−) that has 3-momentum p as t → ±∞ is on-shell, with energy ±ω p . Such on-shell particles are unambiguously normal particles or antiparticles, independent of choice of coordinate system. Note also that the factor of exp(∓iω p t) in the definition of |t, p ± (Eq. (2.34)) is not arbitrary. Without this, a factor of exp(±iω p t) would remain in Eq. (2.35), making it impossible to take the limit t → ±∞. Now, from Eqs. (2.5) and (2.37) we clearly have
Moreover, from this equation and Eq. (2.36),
for any value of t 0 .
Consider the two subspaces spanned by the normal particle ket states |t 0 , p + ; λ 0 and the antiparticle states |t 0 , p − ; λ 0 , respectively, for arbitrary t 0 and λ 0 . States in these subspaces have the form
for any square-integrable function ψ(p). Similarly, consider the subspaces spanned by the bra states
Now, define an inner product on the functions ψ(p) such that
where the second equality follows from Eq. (2.39).
The space of the |ψ ± ; λ 0 can be seen as a Hilbert space in its own right, with the inner product given by Eq. (2.40). Take the dual Hilbert space to be that of the ψ ± |, so the adjoint of the ket |t 0 , p ± ; λ 0 is the bra p ± |. Eq. (2.39) then becomes an orthogonality relationship with the corresponding resolution of the identity
We can, therefore, take the operator (2ω p ) 2 |t 0 , p ± ; λ 0 p ± | to represent the quantum proposition that an on-shell particle or antiparticle has the 3-momentum p. Then, with the normalization
|ψ(p)| 2 is the corresponding probability density in 3-momentum space.
Nonscalar Particle States
This section extends the approach from Sec. 2 to non-scalar particles. To do this, expand the configuration space of a particle to be a representation of the Poincaré (inhomogeneous Lorentz) group. That is, the path of the particle will now be given by both q µ (λ) and
, where D is a member of a matrix representation of the homogeneous Lorentz group.
In the following, it will be useful to adopt some index conventions for dealing consistently with representations of the homogeneous Lorentz group. Consider that, for each representation, there is a matrix G such that, for all D in the representation,
For the scalar representation (the only finite unitary representation of the Lorentz group), G = 1.
For the (Weyl) spinor representation,
And, for the vector representation,
We will use G to "raise" and "lower" indices on representation matrices:
, and summation is assumed over repeated indices. Further, from Eq. (3.1),
Nonscalar Position and Momentum States
Let ψ(x, B; λ) be the probability amplitude for a particle to be in the Poincaré configuration (x, B), at the point λ in its path. Now, define a basis of states |x, B; λ for the Hilbert space of states |ψ such that
where the second integration is over the 6-dimensional Lorentz group. Then, by a similar argument to the scalar case, along any given path,
at most a phase. The tangent vector along a path is now given by (q µ (λ),Ḋ
l is a member of the Lie algebra of the appropriate representation of the Lorentz group. Therefore, the path state functional
However, we will not proceed for the nonscalar case to propose an explicit form for the phase functional S to use in calculating the path integral in Eq. (3.3). Instead, we will determine what the nonscalar propagator must be based on the scalar propagator and the asymptotic properties of nonscalar momentum states. Nevertheless, we can still assume that nonscalar states can always ultimately be constructed from superpositions of fine-grained path states of the form of Eq. (3.2) (for example, see [2, 23] for derivations of the Dirac propagator from a path integral for an action expressed in terms of Grassmann variables).
Further, instead of working directly with the ψ(x, B; λ), we will instead work with the elements of the algebra over the Lorentz group for which, given an x and λ, the ψ(x, B; λ) form the components, "indexed" by the group elements B (see Section III.13 of [40] ). These elements are given by
The product of two algebra elements is then
where the second equality follows from the left-invariance of the integration measure of a Lie group such as the Lorentz group (see, for example, [38] , Section 4.11, and [40] , Section III.12) after setting
1 B, and the product components (ψ 1 ψ 2 )(x, B; λ) are defined to be
For a given position x, the superposition of the amplitudes for all possible values of the internal degrees of freedom represented by B should give the amplitude for position alone. That is,
where ψ(x; λ) is the position representation of the path amplitude, as in Sec. 2. The normalization of Eq. (2.1) then implies the normalization condition
Now define a set of ket vectors |ψ l , with a single Lorentz-group representation index. The |ψ l define a vector bundle (see, for example, [14] ), of the same dimension as the Lorentz-group representation, over the scalar-state Hilbert space. The basis position states for this vector bundle then have the form |x; λ l , such that
(Note that, except in the trivial scalar case, the vector bundle of the |ψ l is not itself a Hilbert space, since l ψ|ψ l = G l ′ l l ′ ψ|ψ l may be negative.) Normalize the position states so that
Also, define corresponding momentum states
Next, consider the Poincaré transformation given by
where D(Λ) is the representation matrix corresponding to Λ. In the transformed frame, we have a probability amplitude given by
In terms of algebra elements,
where the third equality again uses the left-invariance of the integration measure of the Lorentz group. LetÛ (∆x ′ , Λ) denote the unitary operator on Hilbert space corresponding to the Poincaré transformation (∆x ′ , Λ). Then, from Eq. (3.5),
This and Eq. (3.7) imply that
Of special interest, of course, are the pure Lorentz transformations given byÛ (Λ)
Nonscalar Particles and Antiparticles
Similarly to the scalar case, define the nonscalar kernel to be
The full nonscalar propagator is then given by
Assuming that the nonscalar propagator has the same poles at p 2 = −m 2 + iε as the scalar propagator, take the nonscalar propagator to be
where P l ′ l (p) is a function to be determined. Then, run the derivation of the propagator from [39] backwards (see App. B for details), giving
and the form ofQ l ′ l depends on any non-linearity of P l ′ l (p) in p 0 . Next, define the states |x ± l such that
ignoring theQ l ′ l term, which, due to the delta function, only contributes at x = x 0 . The corresponding momentum states are
(with ∆ ± (p) as given in Eq. (2.33)). Now define
Then, carry through the same derivation as in the scalar case of Sec. 2.3, simply taking along the
±iωp t dp 0 e ip 0 t |p; λ 0 l .
(3.14)
Taking t → ±∞ gives the states 15) which are on-shell nonscalar particle and antiparticle states. Similarly to the scalar case (see Eqs. (2.38) and (2.39)), we have 16) for any value of t 0 . Under a Lorentz transformation Λ, using Eq. (3.9), these states transform aŝ
where p Λ is defined such that
Now, from Eqs. (3.9), (3.10) and (3.11),
(since ∆(Λp) = ∆(p)). So, we must have
Using this in Eq. (3.17) then giveŝ
(3.19)
Spin
Completing the derivation of the nonscalar propagator still requires the determination of the functions P l ′ l (p). This can be done through consideration of the asymptotic states |p ± l , using a variant of Wigner's classic "little group" argument [41] (see also, for example, [39] , Section 2.5) to reduce the internal symmetry group from the Lorentz group to the rotation group.
For an on-shell particle or antiparticle of mass m, take the rest frame 4-momentum k to be 20) with k + for particles and k − for antiparticles. For each of the class of particles and the class of antiparticles, define the standard Lorentz transformation L(p) such that
where p is the on-shell momentum of the particle or antiparticle. Now, for any Lorentz transformation Λ and on-shell momentum p, define the matrix 22) such that (using Eq. (3.21))
That is, W (Λ, p) is a member of the little group of transformations that leave k invariant. For k of the form given in Eq. (3.20) , this is the 3-dimensional rotation group. Substituting the transformation
we see that |p ± (W ) l transforms underÛ (Λ) aŝ 24) that is, according to the Lorentz representation subgroup given by D(W (Λ, p)), which is isomorphic to some representation of the little group of k. Of course, the little group here is the 3-dimensional rotation group, and its irreducible representations are just the spin representations, with members given by matrices D σ ′ σ , where the σ are spin indices. Let |ψ σ be a member of a Hilbert space vector bundle indexed by spin indices. Then there is a linear, surjective mapping from |ψ l to |ψ σ given by
The isomorphism between the rotation subgroup of the Lorentz group and the rotation group then implies that, for any rotation W , for all |ψ l ,
(with summation implied over repeated σ indices, as well as l indices) or 26) where D(W ) is the spin representation matrix corresponding to W . With some abuse of notation, now define
Substituting from Eq. (3.23) gives
Then, under a Lorentz transformation Λ, using Eqs. (3.24) and (3.26),
Now, from Eq. (3.26), using Eq. (3.22),
For normal particles, p 0 = +ω p , and it is convenient to define
For normal particles, the rest momentum is k + = (+m, 0, 0, 0), so, from Eq. (3.21),
For antiparticles, p 0 = −ω p and the rest momentum is
Thus, the standard transformation for antiparticles is L(−p) and, so, from Eq. (3.22),
From this, it is seen to be convenient, for antiparticles, to space-reverse the spacial momentum and consider momentum vectors of the form (−ω p , −p). In this case, we can use L(p) and W (Λ, p), with +p arguments, just as for particles. Further, from Eq. (3.33),
However, space reversing the momentum means that we should also consider the spin-sense reversed, too. Therefore, define
for a spin-j representation, so that
(which can be derived by integrating the infinitesimal case), this gives, for antiparticles,
The matrices u l σ and v l σ can be completely determined from Eqs. (3.31) and (3.35) (for the derivation in the context of traditional field theory, see Chapter 5 of [39] ). This also determines the relationship of the Lorentz scalar representation to the spin-0 representation, the Lorentz spinor representation to the spin- Clearly, we can define spin states corresponding to the |t 0 , p 0± ; λ l just as for the |p ± l :
Then, from Eq. (3.16),
where p = (±ω p , p) and
Now, the transformation properties of Eqs. (3.18) and (3.30) mean that we must have
Further, taking Λ to be a pure rotation W and p = k,
That is, ∆ ± σ ′ σ (k) commutes with all members of the spin representation. Since the spin representations are irreducible, any matrix with this property must be a multiple of the identity matrix (see the "Fundamental Theorem", Theorem 10.5, in [40] ). Indeed, we should have
since this is clearly true in the scalar case.
Similarly to the scalar case, now consider the particle and antiparticle subspace vector bundles spanned by the |t 0 , p ± ; λ 0 σ , with states of the form
Take σ p ± | to be the adjoint of |t 0 , p ± ; λ 0 σ . Eq. (3.37) with Eq. (3.39) then shows that these states are orthogonal, with the corresponding resolution of the identity
(with summation implied on the σ indices). The operator (2ω p ) 2 |t 0 , p ± ; λ 0 σ σ p ± | represents the quantum proposition that an on-shell, nonscalar particle or antiparticle has 3-momentum p.
Like the ψ l ′ l discussed in Sec. 3.1 for the Lorentz group, the ψ σ ′ σ form an algebra over the rotation group with components ψ(p, B), where B σ ′ σ is a member of the appropriate representation of the rotation group, such that
with the integration taken over the 3-dimensional rotation group. Unlike the Lorentz group, however, components can also be reconstructed from the ψ σ ′ σ (p) by (see [40] , Section 11). We can now adjust the group measure d 3 B so that β = 1. The set of all ψ(p, B) constructed as in Eq. (3.41) forms a subalgebra such that each ψ(p, B) is uniquely determined by the corresponding ψ σ ′ σ (p) (see [40] , pages 167ff). We can then take
to be the probability density for the particle or antiparticle to have 3-momentum p and to be rotated as given by B about its 4-velocity vector. The probability density for the particle or antiparticle in 3-momentum space is then, using Eq. (3.43),
with the normalization
The Nonscalar Propagator
We can now finally complete the derivation of the nonscalar propagator. Eqs. (3.38) and (3.39) give the condition
Since, from Eqs. (3.25) and (3.29),
there are two possibilities for satisfying Eq. (3.44): either P l ′ l is the identity matrix, or it is the projection matrix P
Taking P l ′ l equal to the identity matrix would correspond to a trivial Lagrangian for the Lorentz group paths, so we take it to be as given in Eq. (3.45). Now, Eq. (3.45) is strictly only defined so far for on-shell p. Nevertheless, it still provides the necessary form for P l ′ l as a polynomial in the 4-vector p, as required for the propagator in Eq. (3.11) (see Chapter 5 of [39] ). For scalar (spin-0) particles,
For spinor (spin- 
For antiparticles, from Eq. (3.34),
where, in the last expression, the + is for integer spin and − is for half-odd-integer spin [39] . Then, from Eq. (3.13), for antiparticles,
A more conventional definition of ∆ − l ′ l (x − x 0 ) would drop the minus sign in the case of halfodd-integer spin:
Instead, the minus sign then appears in the construction of the complete propagator:
Thus, for the spin-1 2 case, the spinor propagator takes the usual form
Note that P l ′ l in the spinor case (Eq. (3.46)) is already linear, so (by Eq. (B.1)), the term inQ is zero. For the vector (spin-1) case (Eq. (3.47)), however,Q (from Eq. (B.3)) is
Multi-Particle States
In order to allow for multi-particle states with different types of particles, extend the position state of each individual particle with a particle type index n, such that
Then, construct a basis for the Fock space of multiparticle states as symmetrized/antisymmetrized products of N single particle states:
where the sum is over permutations P of 1, . . . , N , and δ P is +1 for permutations with an even number of interchanges of fermions and −1 for an odd number of interchanges. Define multiparticle states |x 1 , n 1 ; . . . ; x N , n N l 1 ···l N as similarly symmetrized/antisymmetrized products of |x l states. Also, as a small simplification, define
where each propagator is also implicitly a function of the mass of the appropriate type of particle.
Even though the theory presented here is essentially first-quantized, it is still convenient to introduce the formalism of creation and annihilation fields on the Fock space of multi-particle states. Specifically, define the creation fieldψ † l (x, n; λ) bŷ
with the corresponding annihilation fieldψ l (x, n; λ) having the commutation relation
where the upper − is for bosons and the lower + is for fermions. Further definê
which is consistent with the multi-particle inner product as given in Eq. (4.1). For these fields, it is convenient to define a special adjointψ ‡ bŷ
The primary reason for introducing multi-particle states is to be able to describe interactions among the various particles. That will be the focus of the remainder of this section.
Interactions
An interaction is an event x at which some number a of incoming particles are destroyed and some other number b of outgoing particles are created. Therefore, define an interaction operator The probability amplitude for a transition from an initial state |x 1 , n 1 ; . . .
, with a single intermediate interaction, is then
This is essentially the amplitude for a first-order Wick diagram [37] . That is, it is equivalent to the first-order terms in the Wick expansion of the Dyson series in conventional quantum field theory (including all permutations that may result from crossing symmetries if any of the incoming or outgoing particles in the interaction are of the same type). The probability amplitude corresponding to multiple intermediate interactions can then be obtained by repeated applications ofV . Thus, the amplitude for m interactions is
where the (m!) −1 factor accounts for all possible permutations of the m identical factors ofV . The complete interacting transition amplitude, with any number of intermediate interactions, is then
Extend the operation of the special adjoint ‡ in the natural way to sums and products. Then it is clear, at least formally, thatĜ is unitary relative to this adjoint (that is,Ĝ ‡Ĝ =ĜĜ ‡ = 1), so long asV is self-adjoint relative to it (that is,V ‡ =V ). From Eq. (4.2), there are two consequences toV being self-adjoint. First, ih must be real. Second, the interaction must involve the same number of incoming and outgoing particles, of the same types. This second consequence is a result of assuming that there is only one possible type of interaction. The formalism can be easily extended to allow for multiple types of interactions by adding additional terms to the definition ofV . In this case, only the overall operatorV needs to be self-adjoint, not the individual interaction terms.
For example, consider the case of a three-particle interaction of the form
Then, for the overall interaction operatorV to be self-adjoint, there must also be a conjugate interaction termψ
That is,
This corresponds to the case of the particle of type B being indistinguishable from its antiparticle (see App. C). Defining the self-adjoint effective field
then allowsV to be put back into the form of a single type of interaction:
Feynman Diagrams
Computing a scattering amplitude requires moving from the Wick diagram formulation of Eq. (4.3) to a Feynman diagram formulation. To do this, replace the initial and final states in Eq. (4.3) with multi-particle momentum states constructed from the on-shell states |p ± σ (see Eqs. (3.15) and (3.28)) and |t, p ± ; λ 0 σ (see Eqs. (3.14) and (3.36)):
The 2ω p factors are required by the resolution of the identity for these multi-particle states, generalizing the single particle case of Eq. (3.40):
where the summation over the n i ± is over all particle types and particle/antiparticle states. Note that use of the on-shell states in Eq. (4.4) requires specifically identifying external lines as particles and antiparticles. For each initial and final particle, + is chosen if it is a normal particle and − if it is an antiparticle. The result is a sum of Feynman diagrams, including all possible permutations of interaction vertices and crossing symmetries. The inner products of the on-shell states for individual initial and final particles with the off-shell states for interaction vertices give the proper factors for the external lines of a Feynman diagram. Now, for a final particle, the on-shell state σ ′ p ′ + | is obtained in the limit t ′ → +∞. Such a particle is thus an outgoing particle from the scattering process. If the external line for this particle starts at an interaction vertex x, then the line contributes an appropriate factor
(in the convention commonly used by many authors, the (2ω p ′ ) −1/2 factor here would be included in the definition of u l σ ′ (p)). For a final antiparticle, however, the on-shell state σ ′ p ′ − | is obtained in the limit t ′ → −∞. This means that the antiparticle is incoming to the scattering process, even though it derives from a final vertex, reflecting the time-reversal of antiparticle paths. If the external line for this antiparticle starts at an interaction vertex x, then the line contributes the factor
Next, consider an initial particle on an external line ending at an interaction vertex x ′ , The factor for this line is (assuming x ′0 > t)
Note that this expression is independent of t, so we can take t → −∞ and treat the particle as incoming. For an initial antiparticle, the corresponding factor is (assuming x ′0 < t)
Taking t → +∞, this represents the factor for an antiparticle that is outgoing. If a particle or antiparticle both starts at an initial vertex x and ends at a final vertex x ′ , then, by Eq. (3.16),
Finally, particles that start and end on interaction vertices (i.e., internal edges) are "virtual" particles propagating between interactions, retaining the full Feynman propagator factor
Thus, the effect of Eq. (4.4) is to remove the propagator factors from the external lines of the summed Feynman diagrams, retaining them on internal edges. Since, in the position representation, G is essentially a sum of Green's functions G m , this procedure is effectively equivalent to the usual LSZ reduction of the Green's functions [26, 37, 39] .
Scattering
The formulation of Eq. (4.4) is still not that of the usual scattering matrix, since the initial state involves incoming particles but outgoing antiparticles, and vice versa for the final state. To construct the usual scattering matrix, it is necessary to have multi-particle states that involve either all incoming particles and antiparticles (that is, they are composed of individual asymptotic particle states that are all consistently for t → −∞) or all outgoing particles and antiparticles (with individual asymptotic states all for t → +∞).
To do this, consider antiparticles to have separate (though related) types from their corresponding particles. Let n + denote the type label for a normal particle type. Then denote the corresponding antiparticle type by n − .
Define the normal particle fieldψ l (x, n + ) bŷ 6) giving the commutation rule
For antiparticles, reverse the roles of the antiparticle creation and annihilation operators relative to increasing-λ propagation as defined for the normal particle type. Define the antiparticle creation field analogously to Eq. (4.6) for the corresponding normal particle annihilation field:
giving the commutation rule (note the switching of x ′ and x relative to Eq. (4.7))
States constructed using the operatorsψ † l (x, n ± ; λ 0 ) andψ † l (x, n ± ) will already have particles and antiparticles distinguished. In the resulting multi-particle states |x 1 , n 1± ; . . . ; x N , n N ± ; λ 0 and |x 1 , n 1± ; . . . ; x N , n N ± , each particle type n i will be specifically n i+ for a particle or n i− for an antiparticle, and similarly for the corresponding multi-particle momentum states. Further, all particles in such states can be considered "future directed" from their creation to their destruction. Thus, in the corresponding momentum state |t 1 , p 1 , n 1± ; . . . ; t N , p N , n N ± , we can take all t i → +∞ for particles and antiparticles. Similarly, for |t 1 , p 1 , n 1± ; . . . ; t N , p N , n N ± ; λ 0 , we can take all t i → −∞.
Reorganizing the scattering amplitude of Eq. (4.4) in terms of the new asymptotic states gives the more usual form using the scattering operatorŜ. Showing explicitly the asymptotic time limit used for each particle: Since, in Eq. (4.9), in states, labeled with the path parameter λ 0 , are always at time −∞, while out states are always at time +∞, we can simplify the notation by dropping the explicit ±∞ time limits. With this notation, the multi-particle resolution of the identity given in Eq. (4.5) becomes
Using this, expand the stateŜ|p 1 , n 1± ; . . . ; p N , n N ± ; λ 0 l 1 ···l N aŝ
This shows howŜ|p 1 , n 1± ; . . . ; p N , n N ± ; λ 0 l 1 ···l N is a superposition of possible out states, with the square of the scattering amplitude, Eq. (4.9), giving the probability of a particular out state for a particular in state.
Of course, the usual problem of divergences exists in the present formalism just as in conventional field theory. However, having reproduced the usual Feynman diagram formalism, we can apply the usual techniques of regularization and multiplicative renormalization to obtain finite scattering amplitudes.
Cosmological States
In the spacetime path formalism developed in the previous sections, a multi-particle state is considered to be essentially constructed as a superposition of states in which each particle travels along a definite path. This allows for a natural interpretation in terms of consistent histories [15, 16, 17, 28, 29] . In this interpretation, definite path states are the fundamental fine-grained particle histories, while superpositions of such states represent coarse-grained histories [20, 21] .
To simplify the notation in this section, use a single Greek letter, say α, to represent an entire configuration p 1 , n 1 , σ 1 ; p 2 , n 2 , σ 2 ; . . . of particle 3-momenta, types and spin indices. In this notation, free multi-particle bras and kets are denoted α| and |α; λ 0 , and the projection operator |α; λ 0 α| represents the quantum proposition that the particles are in the configuration α, with the unitarity condition of Eq. (4.10) being dα |α; λ 0 α| = 1 , where dα denotes the entire set of summations and integrals in Eq. (4.10).
Note that |α; λ 0 α| does not represent the proposition that the particles have the properties given by configuration α at any one point in time, but, rather, that they have these properties for their entire history. Since the |α; λ 0 α| orthogonally resolve the identity, these histories do not interfere with each other and are thus consistent or decoherent. Because of this, if |ψ; λ 0 is an arbitrary free-particle state |ψ; λ 0 = dα ψ(α)|α; λ 0 , with adjoint ψ| = (|ψ; λ 0 ) ‡ , then | α|ψ; λ 0 | 2 gives the classical probability for the particles in the state |ψ; λ 0 to have the configuration α.
For the case of a scattering process, the stateŜ|α; λ 0 represents the family of histories of particles scattering from the asymptotic free-particle configuration α. Similarly,Ŝ ‡ |α; λ 0 represents the family of histories of particles scattering into the configuration α. Because of the unitarity of S (Ŝ ‡Ŝ = 1), the operatorsŜ ‡ |α; λ 0 α|Ŝ also partition unity. Therefore, this family also decoheres and | α|Ŝ|ψ; λ 0 | 2 gives the classical probability for incoming particles in the general asymptotic free state |ψ; λ 0 to scatter into |α; λ 0 . Now, consider a free particle state |ψ; λ 0 that factors,
into states |ψ i ; λ 0 that represent distinct clusters of particles that are widely separated in space. Then, since the cluster decomposition principle (see, e.g., [39] ) still applies toŜ, the interaction between the widely separated clusters of particles should be negligible. Therefore, the scattering amplitude should also approximately factor:
where α| = α 1 , . . . , α n |. Thus, the overall probability for scattering into α is approximately the product of the scattering probabilities for each cluster. Suppose each cluster is a repetition of the same scattering experiment, with a large value of n. Then, for a "typical" history selected from the family given byŜ|ψ; λ 0 , the statistical distribution of the results of these experiments should be consistent with the experiment scattering probabilities | α|Ŝ|ψ i ; λ 0 | 2 .
While it will not be further elaborated here, in any complete theory of measurement, observable measurements must be essentially classical. Therefore, they are effectively determined by the classical configuration α. But the results of various measurements will be distributed within α according to the probability rules of quantum theory.
Extending this idea, let |Ψ; λ 0 be the cosmological state representing the free-particle evolution of the universe from the initial condition of the big bang. ThenŜ|Ψ; λ 0 is a superposition of all possible interacting particle histories of the universe. A specific coarse-grained history in this superposition can be identified by a specific configuration α of all classically observable particles throughout the life of the universe. (For the present discussion, assume that this is a large but finite number of particles.) In this case, Ψ(α) = α|Ŝ|Ψ; λ 0 might reasonably be called the "wave function of the universe", since |Ψ(α)| 2 is the probability of the universe having the configuration α given the initial condition |Ψ; λ 0 . (Of course, for this to be the true wave function of the universe, S would need to include the effects of all the actual types of interactions, including gravity [18] .)
Further, given that the universe can be decomposed into approximately isolated subsystems, the overall probability |Ψ(α)| 2 will approximately factor into a product of probabilities for the histories of each of the subsystems. And, for any sufficiently large population of similar subsystems of the universe in a "typical" configuration α, the statistical distribution of results for that population will accurately reflect the probabilities as predicted by quantum theory.
Of course, the asymptotic state α| has only been defined so far for t → +∞. However, for each subsystem, we can consider the particles in α to be taken to be at a late enough time to be separated with negligible interaction. Indeed, the very definition of "classically observable" particles can be seen as meaning those configurations of particles for which the coarse-grained histories determined by α| (at least to a high degree of approximation) decohere.
(Actually, while the asymptotic states α| are in the Fock space of multi-particle states, considering them to be superpositions of fine-grained path states is somewhat problematical. This is because it would require paths that are unbounded as t → +∞, and only bounded paths have been considered so far. However, this problem disappears if we are actually dealing with states t, α|, for sufficiently large t. On the other hand, these bounded states are only approximately on-shell, which might have observable consequences.)
Now, all observations ever made so far determine only some very small portion of a configuration α of the universe. Nevertheless, in principle, it is consistent to consider all such observations to be, indeed, a portion of some overall α, selecting a specific classical history from the family given bŷ S|Ψ; λ 0 , and that this is the "real" history of the universe. (Though this "real" history is still a quantum superposition of spacetime particle paths between classically determined observations.)
This argument clearly needs to be elaborated in the context of a more complete generalrelativistic spacetime path approach to quantum cosmology. Nevertheless, it does show how, in this approach, it is neither necessary to consider any sort of observation by observation "collapse of the wave function" nor to have to, alternatively, accept a "many-worlds" interpretation. Instead, the universe can be described as having a single "real" coarse-grained history in which all observations made at the classical-level will be distributed according to the probabilistic rules of quantum theory.
Conclusion
The formalism presented in the previous sections reproduces the results of perturbative quantum field theory for free particles and for scattering interactions. However, while the very conception of particles and their paths only arises in conventional quantum theory as a result of the perturbative expansion of the Hamiltonian, in the spacetime formalism, the paths of particles are the fundamental conceptual entities. As a result, many of the derivations in the spacetime formalism seem to run "backwards" relative to the usual presentation of quantum field theory.
For example, instead of considering the series expansion of the scattering amplitude to be a perturbative approximation to a non-perturbative Lagrangian formulation, it is the series that is considered to be the primary representation of the physical situation. Indeed, the Lagrangian and Hamiltonian formulations can then be viewed as the approximations, obtained by summing the series under certain assumptions. An interesting direction for future exploration will be to see if it may be possible to develop a regularization and renormalization program directly based on the physical spacetime formulation of interactions, in which case the problem of divergences might be seen as an artifact of the conventional second-quantized Lagrangian formulation itself, rather than of its perturbation expansion.
The primary payoff of the spacetime path formalism is the intuitive grounding it gives to the theory, as opposed to the somewhat arbitrary mathematical justifications for introducing fields in traditional quantum field theory. This grounding allows for a clear interpretation in terms of consistent histories and, through that, the ability to consider cosmological states in an observerindependent way. Further, it provides for a natural way to see how the macroscopic classical view of the universe emerges from the more detailed quantum description, rather than viewing quantum physics as a "quantization" of a classical description.
The framework presented here can be easily extended to include massless particles by considering the appropriate little group in the derivation of spin states. Not so straightforward, however, is dealing properly with the resulting gauge symmetries and non-Abelian interactions. Nevertheless, any such extension should maintain the basic ontological conception of a single "real" coarse-grained history of the universe as a superposition of underlying fine-grained particle states.
If such a description can be fully worked out, one might admit that God does play dice with the universe-but that He rolled very many dice just once, determining the fate of our universe for all space and time.
A Evaluation of the Kernel Path Integral
The scalar kernel is given in Eq. ≡ ∆(x F − x I ; λ F − λ I ) .
Note that, in the above derivation, it was not necessary to consider the well-known requirement for path reparameterization invariance (see, e.g., [36] ). Indeed, the path integral in Eq. (A.1) does not, on its face, seem to be reparameterization invariant.
To understand why this is not an issue, consider the reparameterization of a path q(λ) by a new parameter λ ′ such that q ′ (λ ′ ) = q(λ) with
where f is a continuous, differentiable, monotonically increasing function. Since the path integral in Eq. (A.1) is only over paths with parameters in the domain [λ I , λ F ], we need to also require that f (λ I ) = λ I and f (λ F ) = λ F . (A.8)
Now, under such a reparameterization, the discrete approximation for q ′ (λ ′ ) is q ′ j = q ′ (λ I + jε) = q(f −1 (λ I + jε)) .
For f other than the identity function, theq ′ j will be different than theq j given by Eq. (A.3) for the originally parameterized path q(λ). However, the discretized values for both of the paths will be included in the overallq integrals in Eq. (A.2).
Thus, the reparameterization, subject to the constraints of Eq. (A.8), of any path included in the path integral of Eq. (A.1) will also be included in that path integral. But, even though these reparameterizations of a path all describe the same one-dimensional submanifold of spacetime, they are not actually physically equivalent, because the derivatives are different than the derivatives dq/dλ. The values of the Lagrangian function will therefore differ for the such paths.
So, because of the constraint of Eq. (A.8), there is no overcounting of physically equivalent paths in Eq. (A.1). If we were to relax Eq. (A.8), the only physically significant effect that could be introduced would be to change the overall intrinsic length λ F − λ I . This is accounted for in the main text by integrating over this intrinsic length to obtain the full propagator (Eq. (2.24) ).
To see this even more fully, account explicitly for the effects of arbitrary reparameterizations in the path integral of Eq. (A.1) (without the constraints of Eq. (A.8)) by introducing the so called lapse multiplier
Then include an additional path integral over this function and replace dλ by dλ ′ = w(λ) dλ throughout to get
The computation of this path integral goes through largely as before, with the inclusion of an appropriate discrete approximationw j for w(λ). The effect of this inclusion is ultimately limited to a small alteration of the final expression of Eq. (A.5) to as N → ∞, the path integral (A.9) evaluates to Dw ∆ x F − x I ; dλ w(λ) .
Note that the remaining integrand now depends only on the intrinsic length T = dλ w(λ) > 0. This is a reparameterization gauge symmetry, so introducing a gauge-fixing delta function gives (the Fadeev-Popov determinant in this simple case being 1). The expression in brackets is an infinite gauge volume resulting from overcounting of physically equivalent reparameterized paths with the same intrinsic length. Dropping this expression leaves us once again with an integral over the intrinsic length, as in Eq. (2.24) in the main text for the full propagator.
