Unmanned aircraft are expected to increase in use in civil applications over the coming years, particularly for the so-called dull, dirty and dangerous missions. Unmanned aircraft will undoubtedly require some form of autonomy in order to ensure safe operations: communications failure could render a completely human-piloted unmanned aircraft dangerous to other airspace users. In order to be used for civil applications, unmanned aircraft must gain government regulatory approval in a process known as certification. This paper presents an approach to gathering evidence for certification of autonomous unmanned aircraft based on formal methods (in particular formal model checking) and flight simulation. In particular, rational agent-based autonomous systems are examined. Rational agents for unmanned aircraft can be model checked using implicit models of the aircraft's physical environment specified in terms of the different sensor inputs the autonomous system may receive. However this presents difficulties when trying to model check the agents relative to physical quantities such as those found in regulatory documents like the CAA Air Navigation Order. It is shown how this can be remedied using an explicit physical model of the environment within the model checker, and how this explicit physical model can itself be verified through comparison with flight simulations. To conclude, an overview of related and future work is given.
Nomenclature
LTL Linear-time Temporal Logic +! a g Agent adds the desire to achieve g +! p g Agent adds the desire to perform g + f Agent adds the belief that f is true − f Agent deletes the belief that f is true 2p LTL: At all points in the future p is true 3p LTL: At some point in the future p is true ¬p LTL: not p (i.e., p is not true) LTL: Logical truth p U q LTL: p is true until q is true p ⇒ q LTL: p implies q p ∧ q LTL: both p and q are true I. Introduction Comparisons are made with similar work in the literature and directions for future research are given.
II. Agents and Autonomous Systems
An agent is a computer system situated within an environment that is capable of autonomous action within that environment towards its objectives. Agent systems have been used for numerous applications in which autonomous behaviours are desirable, including distributed sensing, electronic commerce and social simulation. 10 In the work described in this paper, agent systems are used to manage and control the safe flight of autonomous unmanned aircraft operating in a virtual civil airspace environment. The agent architecture used in this paper is based on the Belief-Desire-Intention (BDI) model of rational agent reasoning, in which the agent has beliefs about its environment, together with desires (things which it would like to become true within its environment) and intentions (the particular deeds the agent deems necessary to achieve its desires based on its beliefs). It is important to point out that the BDI architecture is metaphorical; it is not suggested that agent systems have beliefs, desires or intentions in the full human cognitive sense. Rather, beliefs, desires and intentions are used as a basis for capturing autonomous behaviours. People tend to think in terms of beliefs, desires and intentions, and so this is a natural and expressive way to encode autonomous behaviours. Furthermore, use of the BDI architecture results in rational agents whose behaviour can be explained in terms of rationality and reasoning.
Gwendolen, 11 a BDI agent programming language, is the implementation language used to program abstract behaviours for an autonomous unmanned aircraft control system. Gwendolen agents are composed of a number of plans, each of which has the form: event : guard <-deeds
Each plan begins with a triggering event, such as the addition of a belief or a message sent from another agent. Next is the guard, which consists of a set of propositions which may be true or false. Typically the guard is formed by a set of statements about the agent's beliefs, e.g., "the agent believes that its altitude is 10,000 feet". If a triggering event occurs and the statements in the guard are found to be true, then the deeds in the plan are enacted by the agent. The deeds can include actions within the agent's environment, sending messages to other agents, adding/removing beliefs in the agent's own belief database, and so on. The full formal syntax and semantics of the Gwendolen agent programming language is given by Dennis & Farwer. 11 However, a short guide to Gwendolen is given below:
• Events or deeds can be of the form: +b or −b, representing the addition or deletion of a belief respectively.
• Guards can be about beliefs, e.g., B p, meaning that "the agent believes p", or simply , meaning "true", which is always true.
• Goals (i.e., Desires) are represented as ! a g meaning "a goal to achieve g," or ! p g meaning "a goal to perform g". Events or deeds containing goals may have a + or − before the goal, representing that the agent has added/deleted that goal. One example would be +! p g, meaning "the agent adds the goal to perform g".
A. Agents for Unmanned Aircraft
Rational agents are well-suited for use in autonomous unmanned aircraft, as they can provide the overall direction and control for a task or mission. Typically, beliefs are formed as a result of sensor inputs, which are distilled from continuous real-world data. For example, a sensor system might relay that, "there is an aircraft 541.2 feet away travelling on a heading of 220.8°at a speed of 161.3 knots." This could be stored precisely, e.g., aircraft(541.2, 220.8, 161.3), or stored more abstractly, e.g., aircraft(540, 220, 160) or even as safeSeparationFrom(aircraft). During the agent's reasoning process the agent may decide to take some action which is then forwarded on to actuators in control of the unmanned aircraft. For instance, an action turnToHeading(0°) could map to a command to the heading control system to alter course until the heading is equal to 0°. A generic architecture for the use of agents within unmanned aircraft (and autonomous systems in general) is given in Figure 2 . Information flows into the control system and rational agent from the environment. Both components communicate, with the rational agent determining the overall control of the autonomous system, and the control system determining the outputs to actuators. This generic architecture can be used beyond unmanned aircraft, e.g., in ground vehicles, spacecraft, marine vehicles, robotics, etc. 12 A virtual prototype unmanned aircraft was developed using this architecture. The rational agent in overall control, known as the Executive, was written in Gwendolen and connected via network socket interfaces to the flight control system. The Executive is capable of controlling the autonomous flight of a virtual prototype unmanned aircraft through simulated civil airspace. The Executive is composed of a set of plans towards the successful completion of its missions. Missions are, in general, divided up into a number of flight phases representing the behaviour of the vehicle at different points of its mission:
1. Wait at the airport ramp. The Executive's plans are designed to direct the autonomous flight of the unmanned aircraft through these flight phases towards successful mission completion. A subset of the Executive's plans is shown in Figure 3 . The first plan says that when the agent has a new goal (i.e., desire), "initiate", it will form a goal to complete its mission. The second plan says that if the agent has been notified by the autopilot that the current flight phase is complete, and if it believes it is waiting at the ramp prior to take-off, then it will form intentions to send the new "taxi1" flight phase to the autopilot, delete the belief that the vehicle is waiting at the ramp, add the belief that the current flight phase is "taxi1" and delete the belief that the flight phase is complete. Likewise, the third plan moves the aircraft's flight phase from "taxi1" to "taxi2". The fourth and fifth plans deal with alerts concerning an intruder aircraft: if the alert is on, the agent goes into "emergencyAvoid" flight phase, and if the alert is off, the agent goes back into the flight phase it was in before the alert occurred. This particular version of the Executive agent consists of 23 such plans. 
III. Formal Model Checking
Formal model checking, also known simply as model checking, is an approach to verification of computer systems based on an exhaustive exploration of the entire state space of a program or model of a program. 13 The practical uses of model checking began in the early 1980s, with the theoretical basis for model checking being developed by various researchers around that time. 14 Originally developed for the verification of concurrent systems and communications protocols, model checking has since been used to formally verify a variety of safety-and mission-critical software and hardware (e.g., 15, 16, 17 ). The exhaustive nature of model checking provides a high level of confidence that the system under analysis satisfies the properties being verified. The mathematical basis of model checking distinguishes model checking, as well as other approaches based on formal methods, as offering formal verification.
Our approach is based on the Agent JPF model checker, itself based on the Java PathFinder (JPF) 18 model checker developed at NASA Ames Research Center. JPF was developed to verify the behaviour of Java programs. JPF examines executable object code (rather than a model of it, or its source code) in contrast to other model checkers such as SPIN 13 or PRISM. 19 It is for this reason that JPF is more accurately termed a program checker. (However, "model checker" will be used for the remainder of this paper to avoid confusion.) Agent JPF works by verifying the behaviour of a single-or multi-agent program written in Java. Agent JPF is complemented by the Agent Infrastructure Layer (AIL), an application programming interface for the rapid creation of BDI agent programming languages in Java. Both Agent JPF and the AIL were originally developed as part of the Model Checking Agent Programming Languages (MCAPL) project at the Universities of Liverpool and Durham, 20 and are still under development at the University of Liverpool. 21 In order to use Agent JPF to model check an agent system, the agent system can be written using the Gwendolen agent programming language. Then, the agent program(s) are compiled using Java and the AIL into Java executable code. Next, the property to be verified (typically derived from a requirement of the system) is formalised using lineartime temporal logic (LTL), 22 which allows concepts about time to be encoded in a formal mathematical framework. Finally, the Agent JPF model checker is run. Agent JPF takes as its inputs the program to be model checked and the property to be verified and returns a true/false answer based on whether the program satisfies the property. If the program does not satisfy the property, the error state can be printed as well as the states leading up to the error state in order to assist debugging.
LTL properties are essential for model checking using Agent JPF. For this reason the following short guide to a subset of LTL is given:
• 2p, read as "from now on, it is always the case that p is true".
• 2¬p, read as "from now on, it is always the case that p is false".
• 3p, read as "from now on, at some point p will be true".
• 3(p ∧ q), read as "from now on, at some point both p and q will be true".
• p U q, read as "from now on, p will be true until q is true".
(Note that these operators have precise formal definitions (see, e.g., 23 ) as well as the informal definitions given here.)
Rational agents can be model checked through extensions to the logic described above. For example:
• 2B a p, read as "from now on, it is always the case that agent a believes p is true".
• 2D a p, read as "from now on, it is always the case that agent a desires p".
• D a p U I a q, read as "from now on, agent a will desire p until it intends to do q".
Note that if only one agent is being considered, it is sufficient to say simply "Bp" rather than "B a p", for example.
In this paper the properties tested are all safety properties, which take the form 2¬bad, where bad is some undesirable condition. Other kinds of properties that could be tested include liveness properties (e.g., 3good -at some point in the future something good will happen) or fairness properties (e.g., 23send ⇒ 23receive -if a message is sent infinitely often, then it is received infinitely often as well).
IV. Higher Fidelity Model Checking
Webster et al. 7 describe how rational agents for unmanned aircraft can be model checked using a model of the agent's environment consisting of three components:
• A sensor unit. This represents a detect-and-avoid sensor which alerts the agent whenever an object is approaching head-on.
• A navigation manager. This represents a navigation subsystem which alerts the agent whenever the vehicle must correct its course in order to reach a pre-planned destination.
• An air traffic control transceiver. This communicates with aerodrome air traffic control and notifies the agent if different clearances have been given or denied, e.g., clearance to taxi or take-off.
For example, the sensor unit may send a message, "aircraftApproachingHeadOn" to alert the agent that this is the case, and may send a message "aircraftAverted" to alert the agent that the aircraft is no longer approaching head on. The navigation manager and air traffic control models behave in a similar way. It is clear that the model of the environment is explicit relative to the messages being sent between components, but implicit relative to physical reality. For example, the position of the intruder aircraft is not modelled explicitly; nowhere in the model is this data stored. Rather, the effect of an intruder aircraft is modelled; in this case, an alert from a sensor unit saying that there is an intruder aircraft. Likewise, the navigation of the vehicle through airspace is not modelled explicitly, nor are the air traffic conditions at the aerodrome under air traffic control. This kind of environment modelling is based on an understanding of the design of the autonomous system in which the agent is based. All that is needed is an understanding of the protocol by which the agent communicates with other (electronic) components on the unmanned aircraft and how those components reflect and report the physical world to the agent. Indeed, this kind of protocol-based model has been used with considerable success when model checking mission-critical software, (see, e.g., 15 ).
However, in the case of agent model checking for unmanned aircraft, this kind of implicit environment modelling presents difficulties. Frequently it is desirable to verify the behaviour of an agent-based autonomous unmanned aircraft using the Rules of the Air, many of which include physical quantities, e.g.:
• The 500 feet rule: ". . . an aircraft shall not be flown closer than 500 feet to any person, vessel, vehicle or structure." (Section 2.3.5.3(b)) 8 • The 1,000 feet rule: ". . . an aircraft flying over a congested area of a city, town or settlement shall not fly below a height of 1,000 feet above the highest fixed obstacle within a horizontal radius of 600 metres of the aircraft." (Section 2.3.5.3(c)) 8 • Aerodrome Ground Visibility: ". . . an aircraft which is unable to communicate by radio with an air traffic control unit at the aerodrome of destination shall not begin a flight to the aerodrome if. . . the weather reports and forecasts which it is reasonably practicable for the commander of the aircraft to obtain indicate that it will arrive at that aerodrome when the ground visibility is less than 10 km or the cloud ceiling is less than 1,500 feet." (Section 2.4.7.3(b)) 8 In implicit models, these physical quantities are not present by definition. For example, a sensor system may report that an intruder aircraft is "approaching", but that aircraft's physical attributes such as heading, speed, altitude, etc., are not modelled explicitly. In order to formally verify properties which contain physical quantities a more explicit environment model is required. The use of more realistic environment models within model checking has a number of advantages over simulation and other model checking techniques such as those described by Webster et al.: 7 1. Physical quantities can be modelled, meaning that requirements based on physical quantities (such as those given above) can be verified formally.
2. Flight simulation software can be used to verify the assumptions made in the environment model. In this case simulation is not being used directly to generate evidence for certification but is helping to verify the assumptions made in the model being used for certification.
A. Developing a Higher Fidelity Environment Model for Model Checking
In order to develop a higher fidelity environment model for model checking, a detect-and-avoid scenario that had previously been developed in a flight simulation was analysed. In the scenario, an unmanned aircraft is flying straight and level through simulated UK civil airspace in the "cruise" flight phase, and encounters a single intruder aircraft approaching approximately head-on. A sensor system registers the intruder, which informs the Executive agent, which decides to implement an "emergency avoid" manoeuvre consisting of a roll to the right (in accordance with the Rules of the Air). When the sensor system registers that the intruder aircraft has been successfully avoided, it informs the Executive agent which decides to cancel the Emergency Avoid manoeuvre and return to the "cruise" flight phase. When the flight control system receives this command, it executes a turn to the left in order to resume its original course. The manoeuvre is illustrated in Figure 4 . The flight simulation environment used is the VEC's Virtual Engineering Simulation Laboratory (VESL) described by Cameron et al. 9 VESL uses Advanced Rotorcraft Technology's FLIGHTLAB ® software 24 for high fidelity flight dynamics simulation. FLIGHTLAB is connected via custom software and hardware interfaces to the Executive agent described in Section A. The agent is kept informed of changes in its environment through simulated sensors, one of which is a detect-and-avoid sensor system. Once the Executive agent has decided on a course of action, it sends a message to the flight control system (also simulated in FLIGHTLAB) which determines the control inputs required to execute the Executive agent's command. For example, the Executive agent may decide to alter course to a heading of 210°, which it will send in a message to the flight control system. The flight control system will then calculate and implement the exact combination of simulated actuator inputs required to cause the vehicle to turn onto the desired heading. A schematic illustration of the VESL's architecture is given in Figure 5 . Figure 5 . Software architecture of the Virtual Engineering Simulation Laboratory (VESL) at the VEC. Different coloured boxes represent the origin of the software systems. Arrows represent information flow between software systems, and labels on the arrows show the software/protocol used. More information on the VESL is given by Cameron et al. 9 As the aim was to create a higher fidelity environment model for the purposes of model-checking the Executive agent, the detect-and-avoid manoeuvre from the flight simulation was recorded and analysed. Since the manoeuvre consists of two turns, one to the right and one to the left, the headings of the unmanned aircraft in the simulation were noted at three points: (i) prior to the manoeuvre, (ii) after the first turn; and (iii) after the second turn. Furthermore, the duration of time between (ii) and (iii) was noted. The sensor model used in the detect-and-avoid simulation was a simple proximity sensor, set to detect any intruder aircraft within 20,000 feet (6,096 metres) a This proximity sensor was modelled in a similar way within the model checking environment model. The intruder aircraft in the simulation was set to approach the unmanned aircraft head-on, and this was also modelled in a similar way.
The Executive agent described in Figure 3 was reduced to a core set of plans necessary for detect-and-avoid functionality. The Executive agent's execution environment (written using the AIL) was adapted to provide a simple (yet explicit) physical model of the unmanned aircraft's flight through airspace, based on heading, speed, latitude and longitude. (The altitude was assumed to be constant for the unmanned aircraft and the intruder, as the altitudes of the unmanned aircraft and the intruder were constant for the duration of the scenario in the VESL flight simulator.)
When the Executive agent is executed within the higher fidelity environment model, the agent directs the modelled aircraft through the simulated airspace. The intruder aircraft flies in the opposite direction to the unmanned aircraft on a head-on collision course. At a distance of 20,000 feet a sensor system registers the presence of the ina Note that this proximity sensor was a simple "placeholder" model designed to work in the case of a single uncooperative intruder aircraft, and did not monitor whether the intruder was on a collision course. Of course, the proximity sensor model works in the scenario being examined here. Higher fidelity detect-and-avoid sensor models are being developed to tackle more elaborate scenarios. truder aircraft and informs the Executive agent. The Executive then decides to engage the "emergency avoid" flight phase. The manoeuvre described above is conducted until the sensor system detects that the intruder aircraft has gone out of range (20,000 feet) and informs the Executive agent. At this point the Executive resumes the "cruise" flight phase. Illustrations of the detect-and-avoid scenario as modelled in the higher fidelity environment model are given in Figure 6 .
B. Model Checking Using the Higher Fidelity Environment Model
Using the higher fidelity environment model it was possible to formally verify a Rule of the Air based on physical quantities used in the model:
• The 500 feet rule: ". . . an aircraft shall not be flown closer than 500 feet to any person, vessel, vehicle or structure." (Section 2.3.5) 8 Using the environment model described above, the Executive agent was model checked with respect to the following LTL property corresponding to the Rule above:
2¬B(Executive,separationUnsafe)
Here "separationUnsafe" is a statement that is true if and only if the distance between the unmanned aircraft and the intruder aircraft is less than 500 feet. The belief "separationUnsafe" will be added to the Executive's belief database only in the event that the distance is less than 500 feet. Therefore if this property holds (i.e., is verified as true by the model checker) then we know that the Executive agent follows this Rule of the Air. In this case, the model checker checks only the case where the sensor can detect aircraft at a range of up to 20,000 feet, i.e., it checks a single run of the model in which the unmanned aircraft performs the detect-and-avoid manoeuvre. Note that model checking the program in this case is different from simply executing the program once. In execution, the Java runtime environment executes the Java bytecode, performing whichever outputs are specified in the program. However, in model checking the Agent JPF model checker executes the Java bytecode instead, and examines every step in the execution path to check whether the property being checked is true. If at any point the property evaluates to false the model checker will stop execution of the program, along with output about the error-causing state and how that state came to be (i.e., an error trace detailing the states leading up to the error state). It is possible to arrive at the conclusion that model checking in this case is equivalent to testing; however the fact that the state is being analysed at every point together with error trace data according to properties specified formally means that model checking offers more than software testing, even in this simple case.
It is possible to use the model checker in a more complex way to analyse a range of different scenarios automatically, and therefore give a high level of assurance that the property being checked holds in all relevant cases. The example above was adapted to vary the sensor detection range r between 16,700 feet b and 20,000 feet in 3.28 feet (= 1 metre) intervals in order to determine the effects of reduced sensor range on the detect-and-avoid manoeuvre. This variable was built into the environment model using the Verify.getInt(x,y) method in the Agent JPF model checker, which allows a variable to be altered within a range at model checking run-time c . The relevant line of Java was: sensorRange = (double) Verify.getInt(5096, 6096); // 6,096m = 20,000 feet
The model checker was used to verify formally that the property above was satisfied for all sensor ranges from 16,700 feet to 20,000 feet. Note that the model checker can also be used to output flight parameters at run-time. (E.g., the minimum separation distance between the unmanned aircraft and the intruder aircraft was found to be 944 feet when the sensor range was 16,700 feet, and 1,129 feet when the sensor range was 20,000 feet.)
V. Verifying Model Checking Results using Simulation
In the previous section the development of a higher fidelity environment model for model checking was described. In this section it is described how these kinds of model can then be verified and re-engineered based on comparisons with flight simulation models. b The reason 16,700 feet was chosen is that this is approximately 1000 metres less than the maximum sensor range of 20,000 feet. The use of two different units for distance was an unavoidable result of the use of more than one simulation environment in this work.
c In the case of execution outside the model checker, i.e. in the Java runtime environment, this method returns a pseudorandom number in the specified range.
After execution of the program containing the Executive agent and the higher fidelity environment model, it was found that the minimum separation distance from the unmanned aircraft to the intruder aircraft was 1,129 feet when the detect-and-avoid sensor range was set to 20,000 feet. Analysis of the flight simulation of the same scenario showed that the minimum separation distance between the unmanned aircraft and the intruder aircraft was 820 feet. Clearly there is a difference between the two models of 309 feet. After comparing the outputs of the two models it was found that in the higher fidelity environment model the turns in the Emergency Avoid manoeuvre were based only on changes in the heading of the modelled vehicle, e.g., the vehicle turns immediately from a heading of 0°to 10.6°in a discontinuous way (see Figure 6 ). It was hypothesised that the reason for the 309 feet disparity was due, in part, to the relatively unrealistic way in which the turns were modelled compared to the flight simulation, in which the turns were gradual and continuous. So, in order to improve the accuracy of the higher fidelity environment model the output of the simulator model was analysed to discover the turn rate of the unmanned aircraft during its two turns. It was found that the turn rate in both turns was 0.83°per second. The higher fidelity environment model was then modified to incorporate this turn rate. Running the simulation again revealed that the minimum separation distance of the unmanned aircraft and the intruder had now reduced to 929 feet -a 109 feet difference, much less than the original 309 feet difference. The effect of the revised higher fidelity environment model on the unmanned aircraft's flight path can be seen in Figure 7 .
After improving the accuracy of the environment model, the Executive agent was model checked again to ensure that the 500 feet rule requirement was still satisfied for all sensor ranges between 16,700 feet and 20,000 feet.
VI. Summary & Conclusions
In this paper an approach to generating evidence towards certification of autonomous unmanned aircraft has been described. The approach can be summarised thus:
1. Generation of a virtual prototype agent-based control system for an autonomous unmanned aircraft together with a low-fidelity implicit model of the environment based on sensor inputs. (This step was described by Webster et al. 7 ) 2. Integration of the agent-based control system within a virtual prototype unmanned aircraft within a flight simulator (VESL) in order to execute a high fidelity detect-and-avoid scenario simulation. (This step was described by Cameron et al. 9 ) 3. Discovery of the flight profile of the autonomous unmanned aircraft detect-and-avoid manoeuvre based on analysis of data from the high fidelity flight dynamics simulation software within the flight simulator, and discovery of the minimum separation distance in this scenario.
4. Generation of a higher fidelity environment model for model checking based on an explicit (yet simple) physical model of the unmanned aircraft detect-and-avoid scenario.
5. Model checking the Executive agent based on this higher fidelity environment model to verify formally that a quantitative requirement (based on one of the Rules of the Air) was met. Introduction of an modelled error into the detect-and-avoid sensor (to simulate reduced sensor range) in order to verify formally that the virtual prototype agent-based control system would still satisfy the quantitative requirement.
6. Discovery of the minimum separation distance between the unmanned aircraft and the intruder aircraft within the higher fidelity environment model used for model checking by executing the model directly (i.e., outside the confines of the model checker). Identification that the minimum separation distance was larger than the same distance measured in the flight simulation environment (by a margin of 309 feet).
7. Revision of the higher fidelity environment model used for model checking to incorporate a more realistic turn profile for the unmanned aircraft during its detect-and-avoid manoeuvre.
8. Discovery of a new minimum separation distance as a result of the revised higher fidelity environment model, showing that the minimum separation distance in the model is now only 109 feet more than in the flight simulation of the same detect-and-avoid scenario.
9. Model checking the Executive agent based on this revised higher fidelity environment model to formally verify that the quantitative requirement is still met by the agent-based control system. This approach follows on from previous work by Webster et al. 7 on the use of agent model checking to formally verify selected Rules of the Air for autonomous control systems for unmanned aircraft, and extends it to cover requirements based on physical quantities. Furthermore, it is shown how the flight simulation facilities developed by Cameron et al. 9 can be used to verify the environment models required to model check those requirements. We have shown how it is possible to model check requirements based on physical quantities (such as the Rules of the Air) for agent-based autonomous unmanned aircraft. This was done through the development of an environment model (called the "higher fidelity environment model") based on an abstraction of a detect-and-avoid flight simulation scenario. The environment model was used to provide more realistic inputs to the agent controlling the unmanned aircraft and therefore provide a higher level of assurance that the agent was implemented correctly. Furthermore, the environment model was refined after comparing its output to the flight simulation and discovering that the minimum separation distance of the unmanned aircraft and the intruder aircraft was significantly greater in the environment model. Overall this demonstrates how formal model checking and flight simulation can be used together to provide higher levels of assurance of the safety of autonomous unmanned aircraft. The outputs of the model checker, combined with the higher fidelity environment models, as well as model comparison and refinement based on flight simulation, could be presented as evidence to a regulatory authority such as the CAA in the UK or the FAA in the USA that a rational agent-based autonomous control system for an unmanned aircraft would be safe for use in civil airspace, and that an aircraft using such a system could be certificated. Furthermore, the approach described here is generic and could be applied to other manoeuvres and scenarios for unmanned aircraft beyond the simple detect-and-avoid scenario we have used.
This paper is part of a larger project to investigate means of gathering evidence (using formal methods and simulation) to present to national regulatory authorities (such as the CAA) to support certification of autonomous unmanned aircraft. Unmanned aircraft are likely to require the use of autonomous systems. Even where unmanned aircraft are remotely piloted, autonomous systems will be required in the case where communications with a ground-based human operator have failed. The authors anticipate that over time the advantages of autonomous systems for unmanned aircraft -such as verifiability, reliability and cost -will catalyse their adoption in civil unmanned aviation and beyond.
A. Comparisons with Related Work
Formal methods, of which model checking is one, have also been used to analyse and verify unmanned aircraft. Formalisms used include SPARK Ada, 25 Event-B 26 and Kripke models. 27, 28 A brief overview of a number of uses of formal methods (such as model checking) for formal verification of unmanned aircraft is given by Webster et al. 7 A similar approach to ours is given by Bass et al., 29 who describe formal verification of collaboration between humans and agents in aerospace applications based on model checking, simulation and abstract modelling of hybrid systems. Their work is part of the NextGen Authority and Autonomy project on the next generation of air traffic control procedures involving the automated exchange of information between pilots, ground controllers and automated systems in aircraft and on the ground. The broad aim is to ensure that there is no potential for unexpected behaviour in the NextGen system (known as "Automation Surprise"). Bass et al. develop models of humans and automated systems using the agent paradigm, which are model checked using an SMT (Satisfiability Modulo Theories) solver. It is demonstrated how unexpected behaviour can be discovered using the model checker for a scenario involving the Airbus A320 automated speed protection functionality. The key similarity between the work of Bass et al. and the approach described in this paper is that simulation and model checking are used together to develop a level of assurance that aircraft computer systems will behave as expected. However, the level of agent modelling differs in the two approaches; Bass et al. use an abstract model of human and machine agency, whereas in this paper the agents verified are more detailed and concrete as they are embodied in executable agent programs.
Clarke et al. 30 present an approach to model checking programs with large numbers of states based on an abstraction of the program. In one case the authors are able to model check a program with over 10 1300 states. Our approach is similar, except that we do not model check an abstraction of a program but rather the program itself. However, we do form an abstraction of the environment, as real world environments are likely to have an extremely large (if not infinite) number of states.
Platzer & Clarke 31 describe how formal verification can be applied to collision avoidance manoeuvres, in particular the "fully flyable tangential roundabout manoeuvre" (FTRM) in which two aircraft in danger of collision are able to safely manoeuvre away through the joint application of the manoeuvre. The authors use a proof assistant for nonlinear hybrid systems to prove that in all cases the FTRM is collision-free. While we have used a similar example of a collision avoidance manoeuvre in this work, our work is intended to be indicative of an approach towards gathering evidence for certification of autonomous unmanned aircraft, and could be applied to other kinds of manoeuvre or scenario.
B. Future Work
The work described in this paper is a proof-of-concept of the use of higher fidelity environment models to model check quantitative requirements for autonomous systems. However, the approach can be developed and expanded in a number of ways. Firstly there are many more Rules of the Air which are based on physical quantities (a small sample is given in Section IV). One obvious extension of this work would be to develop higher fidelity environment models to enable these Rules of the Air to be model checked as well. Note that this approach is not confined to the Rules of the Air; these are used only as clear examples of quantitative requirements, and it is likely that there are many more quantitative requirements beyond the Rules of the Air.
It is worth noting that the approach described in this paper is not limited to unmanned aircraft. In fact, any autonomous system using the abstract architecture given in Figure 2 that is embodied in a physical environment could be analysed using this approach, including unmanned ground vehicles, robots for manufacture or assisted living, autonomous space vehicles, etc. 12 This paper contains an example of how model checking and simulation might be used to gather evidence towards certification of an autonomous unmanned aircraft. However, the software tools used in this paper (particularly the Agent JPF model checker) would need to undergo a rigorous tool qualification 32 analysis before evidence generated by the tools could be accepted by a regulatory authority like the CAA. Model checking and other formal methods are increasingly seen as viable tools for generating evidence for certification, as can be seen in the increasing attention given to them in standards like DO-178C, 33 , 34 compared to its predecessor, DO-178B. 32 However this trend must be complemented by an open-minded approach by regulators and manufacturers in order to maximise the benefits of formal model checking and simulation in the certification of aircraft and other safety-critical systems.
