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Abstract
Many matrix completion methods assume that the data follows
the uniform distribution. To address the limitation of this as-
sumption, Chen et al. (Chen et al. 2015) propose to recover the
matrix where the data follows the specific biased distribution.
Unfortunately, in most real-world applications, the recovery
of a data matrix appears to be incomplete, and perhaps even
corrupted information. This paper considers the recovery of a
low-rank matrix, where some observed entries are sampled in
a biased distribution suitably dependent on leverage scores of
a matrix, and some observed entries are uniformly corrupted.
Our theoretical findings show that we can provably recover an
unknown n×n matrix of rank r from just about O(nr log2 n)
entries even when the few observed entries are corrupted with
a small amount of noisy information. Empirical studies verify
our theoretical results.
Introduction
Matrix completion (Keshavan and Andrea Montanari 2010;
Candès and Recht 2009; Zhang and Wang 2019; Chatterjee
2020; Li et al. 2020), aiming at recovering a low-rank matrix
from a small subset of its elements, has significantly attracted
the attention of researchers as a result of its broad applica-
tions in many fields, such as image processing (Bouwmans
et al. 2018), recommender systems (Kang, Peng, and Cheng
2016), dimensionality reduction, clustering and localization
in sensor networks (Davenport and Romberg 2016; Wang,
Zhang, and Gu 2017). Several works have discovered that this
nondeterministic poly-time hard (NP-hard) task can be well
accomplished, both theoretically and numerically, via heuris-
tically solving a convex relaxation problem where the widely
acknowledged nuclear norm is utilized to induce low-rank
(Candès and Recht 2009).
Numerous theoretical results have been made under the as-
sumptions that the observed elements follow the uniform dis-
tribution and that the low-rank matrix to be recovered should
satisfies incoherence property (Chen 2015), which means that
its row or column spaces should be diffuse (Candès and Plan
2010; Chen et al. 2011). Unfortunately, these assumptions
are violated in most real world applications. Recently, (Chen
et al. 2015) have shown that the incoherence requirement can
be eliminated completely, provided the sampling distribution
is dependent on the matrix to be recovered in the right way.
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Nevertheless, in real-world applications, it is observed
that some entries are usually corrupted by a small amount
of noise (Gao et al. 2018; Klopp, Lounici, and Tsybakov
2017; Liu et al. 2019). For example, in the Netflix problem,
users’ ratings are uncertain (Sharma and Karypis 2019); in the
positioning problem, local instances are imperfect (Liao et al.
2013). Hence, in this paper, we show that reasonable accurate
matrix completion is possible from noisy sampled entries,
provided the sampling process follows a biased distribution,
which is dependent on leverage scores of the low-rank matrix
to be recovered. The contributions of this paper are briefly
summarized as follows:
• Our theoretical results show that if the sampling proba-
bility follows a biased distribution defined by row and
column leverage scores of the underlying matrix, only
O(nr log2 n) observed entries are needed to exactly re-
cover the underlying low-rank matrix with high probabil-
ity, even when a few amount of the observed entries are
corrupted.
• Our proof techniques provide a new fashion to find an
appropriate way to phrase sufficient optimality conditions
based on Golfing Scheme (Gross 2011).
• Two norms, which involves leverage scores, are presented
to better characterize the probability of each element being
observed. Several concentration properties (Tropp 2015)
and upper bound with respect to these norms are also
rigorously derived.
Notations: Xij denotes the (i, j)-th element of a matrix
X ∈ Rn1×n2 . Xi· and X·j are the i-th row and j-th column
of X , respectively. X∗ denotes the transpose of X . There
are five norms associated with a matrix X: ‖X‖F denotes
the Frobenius norm, ‖X‖∗ denotes the nuclear norm, ‖X‖
denotes the spectral norm and ‖X‖1 and ‖X‖∞ represent the
l1 and l∞ norms of the long vector stacked by X . The inner
product between two matrices is 〈X,Y 〉 = trace(X∗Y ). We
denote by Range(P) the range of an operator P . A linear
operatorA acts on the space of matrices and ‖A‖ denotes the
operator norm given by ‖A‖ = sup{‖X‖F =1} ‖A(X)‖F .
Problem Setup
Suppose matrix M ∈ Rn1×n2 is the sum of an underlying























Ŝ ∈ Rn1×n2 . We consider the following problem: suppose
we only observe a subset O ⊆ [n1] × [n2] of the entries of
M ([n] denotes the set {1, 2, . . . , n}); the remaining entries
are unobserved. Our goal is exactly and provably recover L̂
from partial observed entries with noise. Formally, our noisy
matrix completion model is formulated as
(L̂, Ŝ) = arg min
L,S
‖L‖∗ + λ‖S‖1
s.t. PO(M) = PO(L) + S,
(1)
where S is supported on the index matrix Ω ⊂ O, PO(X)
is the matrix obtained by setting the entries of X that are
outside the observed set O to zero and λ is a parameter that
trades off between these two elements of the cost function.
The value of λ are chosen for theoretical guarantee of exact
recovery in Theorem 1. The nuclear norm is used as a convex
surrogate for the rank of a matrix and the l1 norm is used as
a convex surrogate for its sparsity (Recht, Fazel, and Parrilo
2010).
Notice that the observed data is PO(L) + S, where O ⊆
[n1]× [n2] and S is supported on Ω ⊂ O. Here we assume
that the index matrixO,Ω and sparse “noise” matrix S satisfy
the following model:
Model 1
• L is supported by O ⊆ [n1] × [n2]; O is determined by
Bernoulli sampling with non-uniformly probability with
pij , denoted asO ∼ Ber(pij). That is to say, pij represents
the probability that the (i, j)-th entry of L.
• Let S is supported by Ω and assume that Ω is uniformly
sampled from O. Given (i, j) ∈ O, we assume P((i, j) ∈
Ω|(i, j) ∈ O) = q. This implies that Ω is determined by
Bernoulli sampling with non-uniformly probability qpij ,
denoted as Ω ∼ Ber(qpij).
• Define Γ := O/Ω. We then have Γ ∼ Ber(pij(1− q)).
• Define sgn(S) = PΩ(K), where K ∈ Rn1×n2 and its
entries are either 1 or −1.
We assume L is of rank r and its reduced singular value
decomposition (SVD) is denoted as L = UΣV ∗, where
U ∈ Rn1×r, Σ ∈ Rr×r and V ∈ Rn2×r. We next provide
the definition of leverage scores, which is used to determine
the non-uniformly sampling process.
Definition 1 (Leverage Scores) For a real-valued matrix
M ∈ Rn1×n2 with rank r, the SVD decomposition of M
is UΣV ∗. Then its row leverage score µi(M) for any row









‖V V ∗ej‖2, for j = 1, 2, . . . , n2,
where ei denotes the i-th standard basis element with appro-
priate dimension.
Note that the leverage scores of the matrix M are non-
negative, and are functions of the column and row spaces of
M . The standard incoherence parameter µ of M used in the
previous literature (Candès and Recht 2009; Chen 2015) cor-
responds to a global upper bound on the leverage scores, i.e.,
µ = maxi,j{µi(M), νj(M)}. Therefore, the leverage scores
can be considered as the localized versions of the standard
incoherence parameter.
Two norms (µ(∞)-norm and µ(∞, 2)-norm) with respect
to leverage scores are needed in the following concentration
properties establishment. The µ(∞, 2)-norm of a matrix Z ∈












which is the maximum of the weighted column and row











which is the weighted element-wise magnitude of Z.
Main Results
We use the following equivalent model for convenience.
Model 2
• Fix an n× n matrix K, whose entries are either 1 or −1.
• Define two independent random subset of [n1] × [n2]:
Γ′ ∼ Ber(pij(1 − 2q)) and Ω′ ∼ Ber( 2pijq1−pij+2qpij ). Let
O := Γ′ ∪ Ω′, it is easy to verify that O ∼ Ber(pij).
• Define an random matrix W ∈ Rn1×n2 with independent
entries Wij satisfying P(Wij = 1) = P(Wij = −1) = 12 .
• Define Ω′′ ⊂ Ω′, where Ω′′ := {(i, j)|Wij =
Kij , (i, j) ∈ Ω′}. Then define Ω := Ω′′/Γ′ = 12Ω
′/Γ′
and Γ := O/Ω.
• Let sgn(S) := PΩ(K).
Clearly, in both Model 1 and Model 2, if we fix (O,Ω), the
whole setting is deterministic. Therefore, the probability of
(L̂, Ŝ) = (L, S) is determined by the joint distribution of
(O,Ω). Besides, it is easy to verify that the joint distribution
of (O,Ω) in two models are the same.
We are now ready to state our main results presented as
follows. For simplicity, results provided here are on the basis
of square matrix; similar results can be extended to general
case in the same fashion.
Theorem 1 Under the Model 2, if each element (i, j) is in-
dependently observed with probability pij and satisfies
pij ≥ cp








q ≤ cq and λ = 124√n logn , then (L̂, Ŝ) is the unique optimal
solution to the problem (1) with probability at least 1−Cn−5
for positive constant C, provided that the positive constants
cp is sufficiently large and cq is sufficiently small.
Remark 1 The power of our results is that one can recover
a low-rank matrix with rank r from nearly minimal number
of samples in the order of O(nr log2 n) even when a con-
stant proportion of these samples has been corrupted. More-
over, this theorem implies that elements with higher leverage
scores should be sampled with higher probability. Informally,
elements with higher leverage scores have more “important
information” of the matrix, thereby tolerating larger noise
density.
There is still a problem should be addressed. For an un-
known matrix, how does one obtain the leverage scores? The
following Remark can answer this question clearly.
Remark 2 From Thm. 2.4 in (Eftekhari, Wakin, and Ward
2018), we get that relative leverage score difference between
L and L̂ is bounded by a very small constant. Thus we can di-
rectly use the noisy data to calculate the leverage score by ex-
isting methods, such as two-phase-based method (Eftekhari,
Wakin, and Ward 2018; Chen et al. 2015). Note that this lever-
age score is an approximate one. However, this is entirely
feasible because it is theoretically guaranteed (Holodnak,
Ipsen, and Wentworth 2015). For the number of samples, we
can rank the leverage scores in a descending order and then
select the top N samples, as long as N satisfies the sampling
lower bound provided in Remark 1.
Proof of Theorem 1
Our analysis of non-uniform error bound is based on leverage
scores, where µ(∞)-norm and µ(∞, 2)-norm are utilized
to establish concentration properties and bounds. Our proof
includes two main steps: (1) deriving the sufficient condition
for the optimality of Problem (1) and (2) constructing such a
dual certificate by Golfing Scheme (Gross 2011).
We first introduce a few additional notations. We de-
fine a subspace T that share either the same column space
or the row space as L: T = {UX∗ + Y V ∗ : X ∈
Rn2×r, Y ∈ Rn1×r}. As a matter of fact, T is the tangent
space with respect to P(rank(M)) at M , where P(k) :=
{M ∈ Rn1×n2 |rank(M) ≤ k} (Chandrasekaran et al.
2011). T induces a projection PT given by PT (M) =
UU∗M +MV V ∗ − UU∗MV V ∗. T⊥ denotes the comple-
ment subspace to T , also induces a projection PT⊥ with
PT⊥ = (I − UU∗)M(I − V V ∗). PΩ(M) is the matrix
with (PΩ(M))ij = Mij if (i, j) ∈ Ω and zero otherwise.
PΩc(M) := M −PΩ(M). Instead of denoting several posi-
tive constant C0, C1, c, . . ., we just use C,C
′
, whose values
may change from line to line. We will use the phrase“with
high probability” to mean with high probability at least
1− Cn−5.
Sufficient Condition for Optimality
We first derive the first order subgradient sufficient conditions
for Problem (1) as below:









and there exists a dual variable Y ∈ Rn×n satis-
fying 
‖PT (Y + λPΩ′ (W )− UV ∗)‖F ≤ λn3
‖PT⊥(Y + λPΩ′ (W ))‖ ≤ 14
‖PΓ′ (Y )‖∞ ≤ λ4
PΓ′c (Y ) = 0,
(2)
then the solution (L̂, Ŝ) is the unique optimal solution to the
original optimization problem (1).
The proof details of this lemma can be found in the Supple-
mentary Material.
Construction of the Dual Certificate
Since O := Γ
′ ∪ Ω′ , we know that PO/Γ′ (W ) =
PΩ′/Γ′ (W ). From Model 2, we know that the distribution of
(Γ
′
,PΩ′ (W )) and (Γ
′
, 2PΩ′/Γ′ (W )− P
′
Ω(W )) are same.
Suppose there exist Y1 and Y2 satisfying
‖PT (Y1 + Y2) + PT [λ(2PΩ′/Γ′ (W )− 2UV
∗)]‖F
≤ ‖PT (Y1) + PT [λ(2PΩ′/Γ′ (W )− PΩ′ (W )− UV
∗)]‖F












‖PT⊥(Y1 + Y2) + PT⊥ [λ(2PΩ′/Γ′ (W ))]‖
≤ ‖PT⊥(Y1) + PT⊥ [λ(2PΩ′/Γ′ (W )− P
′
Ω(W ))]‖,










Then we know that Y = Y1+Y22 satisfies the condition (2).
To prove Theorem 1, we need to prove that there exists Y
satisfying













PΓ′c (Y ) = 0, (6)
with high probability under the assumptions of Lemma 1.
Notice that Γ
′ ∼ Ber(pij(1−2q)). Suppose that ρ satisfies
1 − pij(1 − 2q) = (1 − pij(1−2q)6 )
2(1 − ρ)t−2, where t =
b5 log n + 1c. We know that ρ ≤ Cρlogn . Define ρ1 = ρ2 =
pij(1−2q)
6 , ρ3 = . . . = ρt = ρ. Let Γ
′
= Γ1 ∪ Γ2 ∪ . . . ∪ Γt,
where Γk ∼ Ber(ρk) independently.
Construct
X0 = PT (UV ∗ − λPΩ′ (W ))








By this construction, we see that
Xk = PT (Xk), k = 0, 1, . . . , t, (8)
which implies that Xk is in the range of PT (Xk).
Validity of the Dual Certificate
We next to show that Y satisfies all the constraints (3)-(6)
simultaneously under our assumptions. The inequality (6) is
immediately hold by the construction of Y . Before validating
the constraints, we present some Lemmas.
Lemma 2 (Matrix Bernstein Inequality (Tropp 2012)) Let

























cσ2 log(n1 + n2) + cB log(n1 + n2),
with probability at least 1− (n1 + n2)1−c.
Lemma 3 (Chen et al. 2015) If pij ≥ cp (µi+νj)r log
2(n)
n for
all (i, j) and q ≤ cq , then with high probability
‖ 1
(1− 2q)pij




provided that cp is sufficiently large and cq is sufficiently
small.




‖Xk−1‖F , k = 1, 2, . . . , t,
with high probability, provided cp is sufficiently large and cq




‖X0‖F , k = 1, 2, . . . , t. (10)
Lemma 4 Suppose Z is a fixed n × n matrix and Z ∈
Range(PT ). If pij ≥ cp (µi+νj)r log
2(n)
n for all (i, j) and
q ≤ cq , then with high probability
‖( 1
(1− 2q)pij




provided that cp is sufficiently large and cq is sufficiently
small.
Lemma 5 Suppose Z is a fixed n × n matrix and Z ∈
Range(PT ). If pij ≥ cp (µi+νj)r log
2(n)
n for all (i, j) and
q ≤ cq , then with high probability
‖( 1
(1− 2q)pij




provided that cp is sufficiently large and cq is sufficiently
small.
Corollary 1 Suppose Z is a fixed n × n matrix and Z ∈







n for all (i, j), provided c0








Note that this Corollary can be seen as a generalization of
Lemma 3.1 in (Candès et al. 2011).
Validating inequality (3). We first bound each elements of
PTPΩ′ (W ) and the Frobenius norm of X0.
For any given index pair (a, b) ∈ [n]× [n],
[PTPΩ′ (W )]ab = 〈eae
∗
b ,PTPΩ′ (W )〉













1−pij+2qpij , if Wij = 1,
1−pij
1−pij+2qpij , if Wij = 0,
pijq
1−pij+2qpij , if Wij = −1.
(11)
Clearly, E(Sij) = 0 and for all (i, j) ∈ [n]× [n], Sij are
independent random variables. Note that
|Sij | ≤ |〈eie∗j ,PT (eae∗b)〉|
= |e∗iUU∗eae∗bej + e∗i eae∗bV V ∗ej
− e∗iUU∗eae∗bV V ∗ej |.
If i = a, j = b, we have
|〈eie∗j ,PT (eae∗b)〉|
= |e∗aUU∗ea + e∗a(I − UU∗)eae∗bV V ∗eb|




If i = a, j 6= b, we have
|〈eie∗j ,PT (eae∗b)〉|
= |e∗a(I − UU∗)eae∗bV V ∗ej |








If i 6= a, j = b, we have
|〈eie∗j ,PT (eae∗b)〉|









If i 6= a, j 6= b, we have
|〈eie∗j ,PT (eae∗b)〉| = |e∗iUU∗eae∗bV V ∗ej |
























where µ = max{µi, νj}.



















≤ (µa + νb)r
n
.
By Bernstein Inequality in Lemma 2, we obtain









We now turn to bound ‖X0‖F .
‖X0‖F = ‖PT (UV ∗ − λPΩ′ (W ))‖F
≤ ‖UV ∗‖F + λ‖PΩ′ (W ))‖F
≤
√








We next validate inequality (3).
‖PT (Y ) + PT (λPΩ′ (W )− UV
∗)‖F











































where (a) follows from (8), (b) follows from (10).
Validating inequality (4). We first bound ‖X0‖µ(∞) and
‖X0‖µ(∞,2).
‖X0‖µ(∞) = ‖PT (UV ∗ − λPΩ′ (W ))‖µ(∞)
= ‖UV ∗ − λPTPΩ′ (W )‖µ(∞)
≤ ‖UV ∗‖µ(∞) + λ‖PTPΩ′ (W )‖µ(∞)
(a)











+ 1 ≤ c′, (13)
where (a) follows from (12) and ‖UV ∗‖µ(∞) ≤ 1.
‖X0‖µ(∞,2) = ‖PT (UV ∗ − λPΩ′ (W ))‖µ(∞,2)
≤ ‖UV ∗‖µ(∞,2) + λ‖PTPΩ′ (W )‖µ(∞,2).
It is easy to verify that ‖UV ∗‖µ(∞,2) = 1. We now focus on
bounding ‖PTPΩ′ (W )‖µ(∞,2).
Let B = PTPΩ′ (W ), by the definition of the µ(∞, 2)-














where δij is defined in (11) and E(Sij) = 0. This implies that√
n
νbr
B·b can be written as the sum of independent column
vectors. To use Bernstein Inequality, we should control |Sij |
and |
∑
i,j E(S2ij)|. We first bound ‖PT (eie∗j )eb‖.
If j = b, we have
‖PT (eie∗j )eb‖
= ‖UU∗ei + eie∗jV V ∗eb − UU∗eie∗jV V ∗eb‖
≤ ‖UU∗ei‖+ ‖(I − UU∗)eie∗jV V ∗eb‖














If j 6= b, we have
‖PT (eie∗j )eb‖ = ‖(I − UU∗)eie∗jV V ∗eb‖






Thus we obtain that for j = b,








For j 6= b,


























































Therefore, we conclude that |
∑




Applying Matrix Bernstein Inequality in Lemma 2, with






Sij‖ ≤ C|Bij |(
√
log n+ log n)
≤ C ′ log n.
We now proceed to bound ‖X0‖µ(∞,2).
‖X0‖µ(∞,2) ≤ ‖UV ∗‖µ(∞,2) + λ‖PTPΩ′ (W )‖µ(∞,2),
≤ 1 + C ′λ log n ≤ C. (14)
In order to show that Y satisfies (4), we bound ‖PT⊥(Y )‖
and ‖PT⊥(λPΩ′ (W ))‖ separately.







where (a) follows from the spectral norm bound on random
matrix in (Eldar and Kutyniok 2012).
































where c > 1 and c0 is sufficiently large; (a) follows from (8);
(b) follows Lemma 10 in (Chen et al. 2015).











































≤ . . .







































where (a) follows that c0 is sufficiently large and
‖X0‖µ(∞,2),‖X0‖µ(∞,2) are both bounded (expressed in
(13) and(14)).
Validating inequality (5).











































































provided c0 is sufficiently large; (a) follows from (15) and
(16); I{·} is the indicator function.
Experiments
In this section, we provide numerical experiments to demon-
strate our theoretical results. We utilize RBF algorithm in
(Shang et al. 2015) to solve problem (1). We declare that a
trail is successful if ‖L̂− L‖F /‖L‖F ≤ 0.05.
The low-rank matrix L is constructed by L = X1X∗2 ,
where the entries of X1, X2 ∈ Rn×r are independently sam-
pled from Gaussian distribution N (0, 1n2 ). In order to verify
that sampling by leverage scores can bear more corruptions,
we study the following two types of models.
• Uniform sampling + Uniform corruption (UU): each entry
is sampled with equal probability pij = p, for all (i, j) ∈
[n]× [n]; each observed entries are corrupted by S, where
P(Sij = 1) = P(Sij = −1) = 12 and E(Sij) = q, for all
(i, j) ∈ O.
• Leveraged sampling + Uniform corruption (LU): each en-








for all (i, j) ∈ [n]× [n]; S is the same as UU.































Figure 1: Ratio of successful recovery versus observed per-
centage with q = 0.1.































Figure 2: Ratio of successful recovery versus corruption per-
centage with p = 0.4.
In LU model, the probability is adaptive to the leverage
scores.
We first demonstrate that exactly recovery of a low rank
matrix with noise not only depends on the percentage of
the entries, but also how entries are observed. For UU and
LU models, we set n = 1000, r = 10. Figure 1 shows
the successful frequency versus the observed percentage p,
where we fix q = 0.1. For each value of p, we perform 50
trials of independent observations and error corruptions and
count the number of successes. We observe that LU model
outperforms UU model. With same ratio of successes, LU
needs less observed entries; with same observed entries, LU
can obtain higher ratio of success. This is because LU is
based on leverage scores, which can be used to characterize
the importance of each element in a matrix.
We next study the the influence of the corruption percent-
age upon the ratio of successes. We also set n = 1000,
r = 10. Figure 2 shows the successful frequency versus
the corruption percentage q, where we fix p = 0.4. For each
value of q, the ratio of successes are obtained in the same
way as above. We observe that LU model performs higher
robustness to noise. This is mainly because sampling by lever-
age scores can reveal “dominating” elements of a low-rank
matrix.
Conclusion
The incoherence condition conflicts with most real-world
scenarios. To bridge this gap, we provide a biased sampling
processing based on the row and column leverage scores
of the underlying matrix. We show that an n× n unknown
matrix of rank r can be exactly recovered from just about
O(nr log2 n) entries even when a few amount of entries are
corrupted. Numerical experiments support our theoretical re-
sults and demonstrate the effectiveness of the biased sampling
processing.
Appendix
This supplementary material provides the detailed proofs for
some Lemmas used in the manuscript.
Proof of Lemma 1. Set L̂ = L + H . Due to the fact that S
is supported by Ω and PO(L) + S = PO(L̂) + Ŝ, we have
PO(L̂− L) = PO(H) = PO(S − Ŝ).
By the subgradient of the unclear norm at L, we have
‖L+H‖∗ ≥ ‖L‖∗ + 〈UV ∗ + ∆1, H〉
= ‖L‖∗ + 〈UV ∗, H〉+ 〈∆1,PT⊥(H)〉
(a)
= ‖L‖∗ + 〈UV ∗, H〉+ ‖PT⊥(H)‖∗, (17)
where (a) follows the fact that there exists a ∆1 and
‖PT⊥∆1‖ ≤ 1 such that ‖PT⊥(H)‖∗ = 〈∆1,PT⊥(H)〉.
Because (L̂, Ŝ) is the optimal solution,
‖L‖∗ + λ‖S‖1 ≥ ‖L̂‖∗ + λ‖Ŝ‖1. (18)
From (17) and (18), we obtain
λ‖S‖1 − λ‖Ŝ‖1 ≥ 〈UV ∗, H〉+ ‖PT⊥H‖∗.
This implies
λ‖S‖1 − λ‖PO/Γ′ Ŝ‖1
≥ 〈UV ∗, H〉+ ‖PT⊥H‖∗ + λ‖PΓ′ Ŝ‖1.
On the other hand,
‖PO/Γ′ Ŝ‖1 = ‖S − PO/Γ′H‖
≥ ‖S‖1 + 〈sgn(S) + ∆2,PO/Γ′ (−H)〉
= ‖S‖1 + 〈sgn(S) + ∆2,PO/(Γ′∪Ω)(−H)
+ PΩ(−H)〉
(a)
= ‖S‖1 + 〈sgn(S),PΩ(−H)〉
+ ‖PO/(Γ′∪Ω)(−H)‖1
≥ ‖S‖1 + 〈−H,PO/Γ′ (W )〉,
where (a) follows the fact that there exists a ∆2 and
‖PΩc(∆2)‖∞ ≤ 1 such that 〈∆2,PO/(Γ′∪Ω)(−H)〉 =
‖PO/(Γ′∪Ω)(−H)‖1.
By the above two inequalities, it yields
〈H,λPO/Γ′ (W )− UV
∗〉 ≥ ‖PT⊥(H)‖∗ + λ‖PΓ′ (Ŝ)‖1.
Besides,
〈H,λPO/Γ′ (W )− UV
∗〉
= 〈H,λPO/Γ′ (W )− UV
∗ + Y 〉 − 〈H,Y 〉
= 〈PT (H),PT (λPO/Γ′ (W )− UV
∗ + Y )〉
+ 〈PT⊥(H),PT⊥(λPO/Γ′ (W )− Y )〉





















‖PT (H)‖F . (19)















































)‖PΓ′ (H)‖F ≤ 0. (20)
The above inequality always holds if pij ≥ 1n5 . This
implies ‖PT⊥(H)‖F = ‖PΓ′ (H)‖F , which further implies
‖PΓ′PT (H)‖F = 0. Since ‖ 1(1−2q)pijPTPΓ′PT − PT ‖ ≤
1
2 , we know that PΓ′PT is injective on T . We then have
PT (H) = 0. Hence, H = 0. This completes the proof.
Proof of Lemma 4. Under the assumption that Z ∈
Range(PT ), we have
‖( 1
(1− 2q)pij
PTPΓPT − PT )Z‖µ(∞,2)
= ‖( 1
(1− 2q)pij
PTPΓ − PT )Z‖µ(∞,2).
Then by Lemma 11 in (Chen et al. 2015), we obtain the
desired results.
Proof of Lemma 5. Under the assumption that Z ∈
Range(PT ), we have
‖( 1
(1− 2q)pij
PTPΓPT − PT )Z‖µ(∞)
= ‖( 1
(1− 2q)pij
PTPΓ − PT )Z‖µ(∞).
Then by Lemma 12 in (Chen et al. 2015), we obtain the
desired results.
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