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Abstract
We propose a general Bayesian nonparametric (BNP) approach to causal
inference in the point treatment setting. The joint distribution of the ob-
served data (outcome, treatment, and confounders) is modeled using an en-
riched Dirichlet process. The combination of the observed data model and
causal assumptions allows us to identify any type of causal effect - differ-
ences, ratios, or quantile effects, either marginally or for subpopulations of
interest. The proposed BNP model is well-suited for causal inference prob-
lems, as it does not require parametric assumptions about the distribution of
confounders and naturally leads to a computationally efficient Gibbs sam-
pling algorithm. By flexibly modeling the joint distribution, we are also
able to impute (via data augmentation) values for missing covariates within
the algorithm under an assumption of ignorable missingness, obviating the
need to create separate imputed data sets. This approach for imputing the
missing covariates has the additional advantage of guaranteeing congeniality
between the imputation model and the analysis model, and because we use
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a BNP approach, parametric models are avoided for imputation. The perfor-
mance of the method is assessed using simulation studies. The method is ap-
plied to data from a cohort study of human immunodeficiency virus/hepatitis
C virus co-infected patients.
Keywords: Bayesian modeling; Causal effect; Cluster; Enriched Dirichlet
process mixture model; Missing data; Observational studies.
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1. Introduction
Bayesian methods have not been widely used for causal inference in observational
studies. A possible reason for this is that causal inference in a likelihood-based
framework often requires modeling the joint distribution of all of the observed
data, including covariates or at least complex relationships between outcomes and
confounders. For example, to estimate marginal causal effects, integration over
the distribution of confounders is required (Robins, 2000). In settings with time-
dependent confounding, the g-formula requires simulating effects of past treat-
ment on future values of covariates and can be used to estimate causal effects
(Robins, 1986; Young et al., 2011; Westreich et al., 2012). Because the dimen-
sion of covariates that need to be controlled for might be high, modeling the joint
distribution of these covariates offers many opportunities for model misspecifi-
cation. As a result, semiparametric methods that do not require specification of
the joint distribution of the covariates have dominated the causal inference litera-
ture (e.g., Robins, Herna´n, and Brumback, 2000; van der Laan and Robins, 2003;
van der Laan, 2010a,b; Neugebauer et al., 2013).
However, recent developments in Bayesian nonparametric (BNP) modeling,
along with increasing computing capacity, have opened the door to new, poten-
tially powerful approaches to causal inference. In the point treatment setting, one
option is to directly model the conditional distribution of the outcome given co-
variates using a dependent Dirichlet process (MacEachern, 1999). Modeling a
conditional distribution directly is what Shahbaba and Neal (2009) refer to as dis-
criminative models. Marginal causal effects can be obtained by integrating the
conditional distribution over the empirical distribution of the covariates. This ap-
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proach was used by Roy, Lum, and Daniels (2017) to directly parameterize causal
effects from a marginal structural model. However, dependent Dirichlet process
models can be computationally expensive. In addition, they do not easily allow
for imputation of covariates within the model.
An alternative to discriminative models is generative models, which model the
joint distribution of the data (i.e., the outcomes and covariates). BNP generative
models can be used to induce the conditional distribution of the outcome given
covariates (Mu¨ller, Erkanli, and West, 1996) and were used by Xu, Daniels, and
Winterstein (2017) for causal inference using the propensity score. In this paper,
we use a Dirichlet process model similar to that proposed by Shahbaba and Neal
(2009). These models can easily accommodate discrete and continuous covariates
as well as missing covariates under a specific assumption about the missingness.
Perhaps more importantly, they can handle large n and p due to the local indepen-
dence specification (described in Section 3.). We use a refinement to the model
proposed by Wade et al. (2014) to obtain a flexible, yet computationally tractable
regression model for the outcome.
The general approach to causal inference advocated in this paper can be briefly
summarized as follows: first, specify the causal effects of interest and causal iden-
tification assumptions; second, model the joint distribution of the observed data
using flexible BNP models; third, use post-processing steps (g-formula) to obtain
estimates of causal effects. It is important to note here that modeling the observed
data is a distinct step from computing causal effects. As a result, the same BNP
model applied to the same observed data could be used to extract a variety of
causal effect parameters, including average treatment effects, quantile treatment
effects, causal effect of treatment on treated, conditional treatment effects, and so
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on. This is the same approach that was taken by Daniels et al. (2012) and Kim
et al. (2016) in causal mediation settings.
Modeling the full observed data distribution instead of just the conditional dis-
tribution of the outcome has many potential benefits, including efficiency gains,
full posterior inference rather than just point estimates and confidence intervals,
automatic imputation of missing data under an assumption of ignorable missing-
ness, and a general way to account for uncertainty about a variety of assumptions.
The paper is organized as follows. Section 2 specifies causal identifying as-
sumptions and causal effects that may be of interest. In Section 3 we develop a
flexible model for the joint distribution of the observed data. Computations are
described in Section 4. There are simulation studies in Section 5 which compare
the proposed approach to several semiparametric alternatives. The BNP approach
is applied to data from a study of human immunodeficiency virus/hepatitis C virus
(HIV/HCV) co-infected patients in Section 6 followed by a discussion in Section
7.
2. Causal effects
Suppose we are interested in causal effects of treatment A on outcome Y . We
assume that treatment is discrete/categorical and not continuous, taking one of q
possible values. For the ith subject (i = 1, . . . , n), the treatment is represented by
a vector of indicator variables Ai = (A1,i, . . . , Aq−1,i)T , where At,i is an indicator
for treatment category t. Most typically,Ai will just be a single variable indicating
whether the subject received the new treatment. Denote by Li a p × 1 set of pre-
treatment variables.
Our goal is to identify causal effects from the observed data (Y,A, L). In this
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section assume the joint distribution of the observed data, p(y, a, l) is known. That
is, our goal here is to specify causal effects of interest and identification assump-
tions, given that p(y, a, l) is known. In this section it does not matter whether the
joint distribution of the observed data is described with few (very parametric) or
infinitely many (nonparametric) parameters. Estimation of the joint distribution is
a distinct step from defining causal effects and making identifying assumptions.
We consider definitions of causal effects that are functions of potential out-
comes. Each subject has q potential outcomes, {Y a : a = 0, . . . , q−1}, where Y a
is the outcome that would be observed if treatment was set to a. There are many
possible causal effects that could be of interest to researchers. For simplicity, we
will focus here on the situation where q = 2. Some examples include:
• E(Y 1 − Y 0): average causal effect (continuous outcome) or average causal
risk difference (binary outcome)
• E(Y 1)/E(Y 0): average causal relative risk (binary outcome) or average
causal rate ratio (count outcome)
• E(Y 1 − Y 0|V ): conditional average causal effect (where V ⊂ L)
• E(Y 1 − Y 0|A = 1): average effect of treatment on treated
• F−11 (p) − F−10 (p), where F−1a (p) is the pth quantile of the cumulative dis-
tribution function P (Y a ≤ y): a quantile causal effect (Xu, Daniels, and
Winterstein, 2017).
All of the above causal effects are functionals of the distribution of the poten-
tial outcomes. We can identify these causal effects from the following three as-
sumptions. The first assumption is consistency, which states that Y a = Y among
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subjects with A = a, for all a. That is, the potential outcome if we were to set
A = a is the same as the outcome that we observe if A = a. We next assume pos-
itivity p(A = a|L) > 0 if p(L) > 0. This implies that at each possible level of the
confounders, each treatment level has non-zero probability. Finally, we assume
ignorability, or {Y a⊥⊥A|L}. In other words, given confounders L, treatment can
be thought of as randomly assigned.
These three assumptions implyF (y|A = a, L) = F (ya|A = a, L) = F (ya|L).
We can therefore identify any functional of F (ya|L) from p(Y,A, L):
E(Y a) = E{E(Y |A = a, L)}
E(Y a|V = v) = E{E(Y |A = a, V = v,W )|V = v},
E(Y a|A = a′) = E{E(Y |A = a, L)|A = a′} =
∫
E(Y |A = a, L)dF (L|A = a′),
P (Y a ≤ y) =
∫ y
−∞
∫
p(Y |A = a, L)dF (L),
where L = (V,W ). For E(Y a|A = a′), integration is over p(L|A = a′), which is
known if p(Y,A, L) is known.
3. BNP model for observed data
In order to estimate causal effects described in the Section 2., we first need to
estimate the joint distribution p(Y,A, L). Let Xi = (ATi , L
T
i )
T and consider esti-
mation of p(Y,X). While estimation of this joint distribution could be parametric
or nonparametric, we propose a Bayesian nonparametric approach. This will al-
low us to flexibly model the joint distribution (whose parameter values are not
of interest) while allowing ignorable missingness in L (more on the latter in Sec-
tion 4.).
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We propose to model the joint distribution of (Y,X) using the following en-
riched Dirichlet process (EDP) mixture (Wade, Mongelluzzo, and Petrone, 2011;
Wade et al., 2014):
Yi|Xi, θi ∼ p(y|x, θi)
Xi,r|ωi ∼ p(xr|ωi), r = 1, · · · , p+ q − 1
(θi, ωi)|P ∼ P
P ∼ EDP (αθ, αω, P0).
(3.1)
The notation P ∼ EDP (αθ, αω, P0) means that Pθ ∼ DP (αθ, P0,θ) and Pω|θ ∼
DP (αω, P0,ω|θ) with base measures P0 = P0,θ × P0,ω|θ.
This formulation implies that each subject i has their own parameters θi and
ωi. However, because P is discrete (Ferguson, 1973), some clusters of subjects
will have the same θi and ωi. The number of clusters depends on the concentra-
tion parameters αθ and αω, where low values indicate fewer clusters. Typically
DP models have a single concentration parameter. The enrichment of the usual
DP is to have nested concentration parameters. This allows for more x-clusters
than y-clusters, which is important because the dimension of x will typically be
much larger than that of y. Importantly, this is accomplished while keeping clus-
ter membership dependent on both y|x and x through the nesting of the random
partition.
We assume a local generalized linear model for p(y|x, θi) (Hannah, Blei, and
Powell, 2011). That is,
p(y|x, θi) = exp
{
Yiηi − b(ηi)
a(φi)
+ c(yi, φi)
}
where g{b′(ηi)} = Xiβi and g{} is a link function. For example, if Y is binary
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then
Yi|Xi, θi ∼ Bern{logit−1(Xβi)}
where θi = βi and X is the design matrix involving A and L. In the linear
regression case, θi would include both regression coefficients and a variance.
An important aspect of this model is that covariates X are assumed to be lo-
cally independent. That is given ωi, covariates are independent. Two subjects in
the same subcluster would have similar values of X . It is a well known prop-
erty of random variables that dependence between them decreases as the window
under consideration shrinks. As an illustration, consider bivariate normal ran-
dom variables x1 and x2 with mean 0, variance 1, and correlation 0.9. In that
case, cor{x1, x2|x1 ∈ (0, 0.2), x2 ∈ (0, 0.2)} ≈ 0.02. The local independence
assumption makes it easy to include many continuous and discrete confounders,
because the joint distribution is just a product of marginal distributions. In ad-
dition, computations are considerably faster because covariance matrices for the
joint distribution of confounders are not needed. Note that while we assume that
locally the generalized linear model is correctly specified for y and x and that the
x’s are independent from each other, globally all of the variables are dependent
with potentially non-linear relationships.
The EDP model (3.1) can equivalently be represented with the square-breaking
formulation (Wade, Mongelluzzo, and Petrone, 2011), which is a generalization
of the standard stick-breaking representation of DP models (Sethuraman, 1994).
The joint distribution of the observed data for subject i can be written
f(yi, xi|P ) =
∞∑
j=1
γj
∞∑
l=1
γl|jK(yi|xi, θj)K(xi|ωl|j),
where j indexes the y-clusters and the K() are the kernels of the corresponding
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distributions. The weights have priors γ′j ∼Beta(1, αθ) and γ′l|j ∼Beta(1, αω),
where γj = γ′j
∏
r<j(1− γ′r) and γl|j = γ′l|j
∏
m<l(1− γ′m|j).
The conditional distribution implied by the joint model is p(y|x) =∑∞j=1wj(x)K(y|x, θj),
where
wj(x) =
∑∞
l=1 γl|jK(x|ωl|j)∑∞
h=1 γh
∑∞
l=1 γl|hK(x|ωl|h)
.
Notice that the weights wj(x) depend on x. Therefore, even though K(y|x, θj)
is a generalized linear model, p(y|x) is a computationally tractable, flexible, non-
linear, non-additive model.
4. Computations
We use a Gibbs sampler to obtain draws from the posterior distribution. In par-
ticular, we use an extension of Neal (2000) Algorithm 8 to accommodate nested
clustering. This approach alternates between sampling cluster membership for
each subject and sampling values of the parameters, given the cluster partitioning.
Sampling cluster membership is not complex due to the closed form resulting
from the Po´lya urn in the collapsed Gibbs sampler.
Here, we briefly describe the Gibbs sampling steps. Detailed steps are given
in Appendix A. Following Wade et al. (2014), let si = (si,y, si,x) denote cluster
membership for subject i. Note that the value of si,x is only meaningful in con-
junction with si,y, as it describes which cluster within si,y it belongs. The basic
steps in the Gibbs sampler are as follows. We sample si for each subject, and then,
given s, we sample parameters θ and ω from their conditional distributions, given
data. Denote by θ∗j the θ that is associated with the j
th currently non-empty y-
cluster (j = 1, . . . , k), with ω∗l|j defined similarly and denote by kj the number of
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currently non-empty x-clusters within the jth y-cluster. The clusters, subclusters
and their corresponding parameters are depicted in Figure 1. To obtain a new draw
of si given the current partition and current cluster-specific parameters, we simply
draw from a multinomial distribution (see appendix for multinomial probabilities).
Next, we provide further details on two additional components necessary for the
causal inference setting, estimation of casual effects and imputation of missing
covariates.
Post-processing steps for estimation of causal effects. Once we have ob-
tained draws of the parameters from the posterior distribution, we can compute
any functionals of the distribution of potential outcomes. Here we focus on the fol-
lowing expectations of the potential outcomes: E(Y a), E(Y a|V ), or E(Y a|A =
a′).
Suppose, for example, that we would like to obtain draws from the posterior of
E(Y a). Recall that E(Y a) = E{E(Y |A = a, L)} and we assume a GLM within
clusters, with E(y|a, l, θ∗j ) = g−1(Xβ∗j ), where X = (1, aT , lT ). Thus, we can
begin by obtaining a draw of E(Y |A = a, L = l) for given values of covariates
l. Given current values of the parameters, {θ∗, ω∗, s}, from the Gibbs sampler, we
can compute E(Y |A = a, L = l, θ∗, ω∗, s) as
E(Y |A = a, L = l, θ∗, ω∗, s) = wk+1(a, l)E0(y|a, l) +
∑k
j=1wj(a, l)E(y|a, l, θ∗j )
wk+1(a, l) +
∑k
j=1wj(a, l)
,
where
wk+1(a, l) =
αθ
αθ + n
K0(a, l),
wj(a, l) =
nj
αθ + n
 αωαω + njK0(a, l) +
kj∑
l=1
nl|j
αω + nj
K(a, l;ω∗l|j)
 .
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The terms K0(a, l) and E0(y|a, l) are the distribution and mean, respectively, af-
ter integrating the parameters over the prior distributions. That is, K0(a, l) =∫
K(a, l;ω)dF0(ω) and E0(y|a, l) =
∫
E(y|a, l, θ)dF0(θ). For non-conjugate
distributions, Monte Carlo (MC) integration can be used to obtain these quan-
tities.
We can then obtain a draw from the marginal distributionE(Y a) by integrating
over the distribution of L using MC integration. For this, we must first draw M
samples from p(L, s) as follows.
For m = 1, . . . ,M ,
(i). Draw smy from a multinomial {1, · · · , k+1}with probabilities
(
n1
αθ+n
, · · · , nk
αθ+n
, αθ
αθ+n
)
.
(ii). If smy < (k + 1), draw s
m
x from a multinomial {1, · · · , kj + 1} with proba-
bilities
(
n1|j
αω+nj
, · · · , nkj |j
αω+nj
, αω
αω+nj
)
;
else, smx = 1.
(iii). Draw Lm from p(x|ω∗smx |smy ), where, if smy = (k+1) or if smx = (kj+1) (i.e.,
if a new cluster is opened up), ω∗smx |smy is drawn from the prior distribution.
Once we have obtained M values (lm, sm), we can approximate the integral
as follows:
E(Y a) ≈ 1
M
M∑
m=1
E(Y |A = a, L = lm, θ∗smy , ω∗smx |smy , sm).
Computing this separately for a = 1 and a = 0, for example, would allow us
to obtain a draw of a causal effect, such as E(Y 1) − E(Y 0). For causal effects
conditional on V = v orA = a, we essentially repeat the above steps, but integrate
over the conditional distribution ofW |V = v or L|A = a, respectively, rather than
the marginal distribution of L.
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Because this is a post-processing step, its computation is not necessary for the
Gibbs sampler used to sample the observed data model parameters. Therefore,
to improve computational efficiency, draws of the causal effect parameters would
not need to be obtained for every draw of the Gibbs sampler and could be done in
parallel.
Imputation of missing covariates. Missing values of covariates (L’s) can be
dealt with using data augmentation under an assumption of ignorable missingness.
Because we have already specified a full model for (Y,A, L), we simply need to
obtain draws of missing L’s from the appropriate conditional posterior distribu-
tion at each iteration in the Gibbs sampler. Suppose Li,r is a binary covariate that
is missing for subject i. At each step in the Gibbs sampler, we do the following.
Denote by ωri the current value of binomial probability parameter for the rth co-
variate. Note that this value of ω is based on the cluster assigned to subject i.
Denote by X [k]i the vector Xi in which covariate Li,r is set to a value of k. We
draw Li,r from a binomial distribution with probability
ωri g
−1(X [1]i βi)
ωri g
−1(X [1]i βi) + (1− ωri )g−1(X [0]i βi)
.
To draw values for missing continuous covariates, we use the Metropolis-
Hastings algorithm with a random walk candidate distribution. The posterior for
a missing continuous covariate Li,r is proportional to K(Li,r|ωi)g−1(Xiβi).
5. Simulation studies
We carry out simulations studies under four different data generating models to
assess the performance of the proposed BNP method. In the first two simulation
scenarios, there is a binary outcome and a binary treatment. The causal parameters
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of interest are a marginal relative risk, ψrr = E(Y 1)/E(Y 0) and a marginal risk
difference ψrd = E(Y 1)−E(Y 0). In the last two scenarios, there is a continuous
outcome and a binary treatment. The causal parameter of interest is the average
causal effect ψ = E(Y 1)− E(Y 0).
Methods. In each simulation scenario, we estimate the causal parameter(s)
using several methods and compare performance with that of the proposed BNP
method. For the first two methods, inverse probability of treatment weighting
(IPTW) and targeted maximum likelihood estimation (TMLE), we estimate the
propensity score with a logistic model assuming an additive, linear form of the
covariates, L. In scenarios 1-3, this propensity score model is correctly specified
(i.e. its functional form matches that of the model used to generate the treatment
data and all of the necessary covariates are included). In scenario 4, this propensity
score model is misspecified because the treatment is generated using a complex
functional form of covariates that in practice would most likely not be correctly
specified. To estimate the outcome model in the TMLE approach, we use Su-
per Learner (van der Laan, Polley, and Hubbard, 2007), which is an ensemble
machine learning method that uses cross-validation to weigh different prediction
algorithms. We use three algorithms (glm, step, knn) for binary outcomes (simula-
tion scenarios 1 and 2) and three algorithms (glm, step, polymars) for continuous
outcomes (scenarios 3 and 4), implemented using the R package tmle (Gruber
and van der Laan, 2012). Lastly, in scenarios 1 and 2 only, we compare the pro-
posed BNP approach with a parametric Bayesian approach in which we fit fully
Bayesian logistic regression models, with the treatment and covariates included
in the model as additive, linear predictors. In scenario 2, the specified parametric
distribution does not match the data generating distribution for the outcome. Av-
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erage causal effects are obtained by averaging over the empirical distribution of
the covariates.
For the proposed BNP approach, we first standardize the continuous covari-
ates. We then assume
P ∼ EDP (αθ, αω)
(βi, pii, µi, τ
2
i , σ
2
i )|P ∼ P
Xi,r|piri ∼ Bern(piri ), r = 1, · · · , 1 + p1
Xi,r|µri , τ 2,ri ∼ N(µri , τ 2,ri ), r = 1 + p1 + 1, · · · , 1 + p1 + p2
Yi|Xi, βi ∼ Bern{logit−1(Xiβi)} (scenarios 1 and 2)
Yi|Xi, βi ∼ N(Xiβi, σ2i ) (scenarios 3 and 4)
(5.2)
where ωi = (pii, µi, τ 2i ) and Xi = (1, Ai, LTi ). The prior for β is N(β0, τ 2βI). We
set β0 to the maximum likelihood estimate from an ordinary logistic regression
of Y on X and τ 2β = 4. That is, our prior guess is that cluster specific logistic
regression coefficients will equal the corresponding coefficients from a logistic
regression model applied to all of the data, with uncertainty in that guess reflected
by the standard deviation of 2 (weakly informative). We assume conjugate priors
p0(pi
r) =Beta(ax, bx) for binary covariate parameters, where ax = bx = 1 for r =
1, . . . , p1+1. Priors for the continuous covariate parameters are p0ω(τ 2,r) =Scale
Inv-χ2(ν0, τ 20 ) and p0ω(µ
r|τ 2,r) = N(µ0, τ 2,r/c0), where ν0 = 2, τ 20 = 1, c0 =
0.5, and µ0 = 0, for r = (1 + p1 + 1), . . . , (1 + p1 + p2). For the concentration
parameters αθ and αω, we assume Gam(1, 1) priors. For scenarios with n = 250,
we used a burn-in of 10,000 and then used an additional 90,000 Gibbs samples for
posterior inference. For n = 1000 or n = 3000, we found that 1,000 draws from
the Gibbs samplers were sufficient for a burn-in period and that 19,000 additional
draws were enough to accurately capture the posterior.
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For each scenario and each method, we tested the methods on 1,000 generated
datasets, and we report the absolute bias, empirical standard deviation (ESD),
coverage probability, and the width of 95% credible or confidence intervals.
5.1. Scenario 1: Binary outcome, simple functional forms
We simulated a binary treatment, two binary covariates, two continuous covari-
ates, and the binary outcome as follows:
L1 ∼ Bern(0.2),
L2|L1 ∼ Bern{logit−1(0.3 + 0.2L1)},
L3|L1, L2 ∼ N(L1 − L2, 12),
L4|L1, L2, L3 ∼ N(1 + 0.5L1 + 0.2L2 − 0.3L3, 22),
A|L1, · · · , L4 ∼ Bern{logit−1(−0.4 + L1 + L2 + L3 − 0.4L4)},
Y |A,L1, · · · , L4 ∼ Bern{logit−1(−0.5 + 0.78A− 0.5L1 − 0.3L2 + 0.5L3 − 0.5L4)}.
The true causal parameters are ψrr = 1.5 and ψrd = 0.13.
Missing data. We carried out an additional analysis for the BNP approach
only, where we randomly deleted values of L based on the following probabilities:
L1 missing with probability logit−1(−2 + L2 + Y ),
L2 missing with probability logit−1(2 + L3 + A),
L3 missing with probability logit−1(−1.5− A+ Y ), and
L4 missing with probability logit−1(−.9− L1 − L2).
This results in about 20% missing values for each covariate. We then analyzed
the data using the data augmentation approach described in Section 4.
Results. The results are given in Table 1. The proposed BNP approach per-
formed well with nearly unbiased point estimates and the smallest ESDs, match-
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ing the performance of the correctly specified parametric Bayesian model. This is
because the BNP model essentially settled on one cluster - making it equivalent to
the parametric Bayesian model. Thus, in this simulation, no efficiency price was
paid for fitting the more complex model. TMLE and IPTW also had low bias, but
had slightly higher ESD than the Bayesian approaches.
The above results are all for the case of complete data. When fitted to data
with missing covariates, the BNP approach had no bias or very little bias, similar
in magnitude to the other approaches (fitted to complete data). The ESD increased
slightly relative to the BNP approach when all covariates were observed (for ex-
ample, 0.15 versus 0.16). Therefore, a benefit of the BNP approach is that it can
be used with MAR covariates with little to no degradation of performance.
5.2. Scenario 2: Binary outcome, mixture distribution
For scenario 2, we generated a continuous confounder, binary treatment, and a
binary outcome that depends on the confounder in a complex way as follows:
L ∼ N(4, 22),
A|L ∼ Bern{logit−1(1.3− 0.8L)},
Y |A,L ∼ (p)Bern{logit−1(−0.8− 0.1L+ A)}+ (1− p)Bern{logit−1(−2 + 0.45L)},
where
p =
2 exp{−2(L− 4)2}
2 exp{−2(L− 4)2}+ 2 exp{−2(L− 6)2} .
The true causal parameters are ψrr = 1.4 and ψrd = 0.155.
Missing data. We carried out an additional analysis for the BNP approach
only, where we randomly deleted values of L with probability logit−1(−2 + A +
Y ). This resulted in about 20% missing values of L.
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Results. The results are given in Table 2. Here, the outcome was generated
using a mixture distribution; however, the Bayesian parametric method modeled
the outcome using a logistic model with all covariates included as additive, linear
terms. The parametric approach therefore performed poorly (with large bias and
coverage dropping below 20% in the n = 1000 case). In contrast, the BNP ap-
proach had absolute bias of 0.04 or below at both sample sizes, good coverage,
and a lower ESD than IPTW and TMLE. Deleting about 20% of the covariate
values, and then imputing within the BNP approach, resulted in credible intervals
that were typically only about 2% wider than in the complete data scenario using
the BNP approach.
5.3. Scenario 3: Continuous outcome, complex functional forms
For scenario 3, we considered a continuous outcome. There were 4 confounders,
L1, . . . , L4, which were distributed as multivariate normal with mean 0, variance 1
and covariance 0.3. We then generated a binary treatment and continuous outcome
as follows:
A|L ∼ Bern{logit−1(0.3
4∑
j=1
Lj)},
Y |A,L ∼ pN(µ1, 1) + (1− p)N(µ2, 42),
where
p =
exp{−2(L1 + 1)2}
exp{−2(L1 + 1)2}+ exp{−2(L1 − 2)2} ,
µ1 = −4 + 2A− 0.5L2 − L3 + 0.5L4,
µ2 = 4 + 0.4A+ 0.5L
2
2 − 0.8L3(L3 > 0).
The true average causal effect is ψ = 1.503.
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Results. The results are given in Table 3. In this scenario, both IPTW and
TMLE were unbiased, with TMLE having the lower (of the two) ESD. The BNP
approach had a very small bias that decreased as the sample size increased and
it has the smallest ESDs. The BNP approach had a bit of undercoverage rela-
tive to the other approaches, but the comparison is not completely fair since the
other approaches used a correctly specified propensity score (i.e., estimated using
the same functional form and necessary covariates as in the treatment generating
model).
5.4. Scenario 4: Continuous outcome, complex treatment, many
covariates
For scenario 4, we generated data similar to scenario 3; however, we added an
additional 80 covariates for a total of 84 to test how well the methods handled
a large number of covariates. Specifically we generated 40 binary covariates
(L1, . . . , L40), independently distributed as Bernoulli(0.5), and 44 continuous co-
variates (L41, . . . , L84), distributed as multivariate normal with mean 0, variance
1, and correlation 0.3. We then generated a binary treatment in a complex way as
follows:
A|L41, . . . , L44 ∼ Bern
[
logit−1
{
(λ)logit−1(0.6L41L42 − 0.2L243) + (1− λ)logit−1(0.7L41 − 0.4L43L44)
}]
,
where
λ =
exp{−2(L42 + 1)2}
exp{−2(L42 + 1)2}+ exp{−2(L42 − 2)2} .
The outcome was generated as follows:
Y |A,L41, . . . , L44 ∼ pN(µ1, 1) + (1− p)N(µ2, 42),
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where
p =
exp{−2(L41 + 1)2}
exp{−2(L41 + 1)2}+ exp{−2(L41 − 2)2} ,
µ1 = −4 + 2A− 0.5L42 − L43 + 0.5L44,
µ2 = 4 + 0.4A+ 0.5L
2
42 − 0.8L43(L43 > 0).
The true average causal effect is ψ = 1.503.
Results. The results from scenario 4 are given in Table 4. In each of the meth-
ods, all 84 covariates were treated as confounders and included in all models. The
BNP approach performed well with very small bias and ESDs only slightly larger
than those of scenario 3. That is, adding unnecessary covariates seemed to mostly
affect the uncertainty in the BNP estimates. For IPTW and TMLE, we estimated
the propensity score using a logistic model assuming an additive, linear form of
the 84 covariates. Since this model did not account for the complex form of the
generating model for A, we observed an increase in bias relative to scenario 3.
All of the methods showed some decrease in coverage for this scenario, especially
IPTW for the n=3000 case.
6. Application
Antiretroviral therapy (ART) is recommended for all human immunodeficiency
virus (HIV) / chronic hepatitis C virus (HCV)-coinfected patients. ART regimens
often include drugs from the nucleoside reverse transcriptase inhibitor (NRTI)
class. There is concern that some drugs in the NRTI class (didanosine, stavu-
dine, zidovudine, and zalcitabine) might cause depletion of mitochondrial DNA,
leading to liver injury. We apply the proposed BNP approach to compare out-
come Y (death within 2 years) among those prescribed mitochondrial toxic NRTI
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(mtNRTI)-containing ART regimen to those prescribed other NRTI-containing
ART regimen.
To address this question, we used data from a study of HIV/HCV patients who
newly initiated ART within the Veterans Aging Cohort Study (VACS) (Fultz et al.,
2006). The study population included co-infected patients who newly initiated an
ART-regimen that include NRTIs (either mtNRTIs or other NRTIs) from 2002 to
2009. There were a total of n = 1747 patients included in the study. As can
be seen from table S1 in Appendix B, use of mtNRTI-containing ART regimens
as first-line therapy decreased over time, going from a large majority of cases in
2002 to a small minority of cases in 2009.
Our exposure A was set to 1 for patients initiating an ART regimen that in-
cluded an mtNRTI, and set to 0 for patients initiating an ART regiment that in-
cluded some other NRTI. The outcome was all-cause mortality and we focused on
the event occurring within 2 years of ART initiation. We had follow-up data on all
patients through 2011, and so even patients who initiated ART in 2009 had 2 years
of follow-up data. There were 76 deaths out of 836 patients in the mtNRTI group,
and 89 deaths out of 911 patients in the other NRTI group. Our causal parameter
of interest is the relative risk ψrr = E(Y 1)/E(Y 0).
Variables that were included in the model as confounders (L) included the
following baseline demographics and clinical variables: age at baseline (years),
race/ethnicity, body mass index, diabetes mellitus, alcohol dependence/abuse,
injection/non-injection drug abuse, year of ART initiation, and exposure to other
antiretrovirals associated with hepatotoxicity (i.e., abacavir, nevirapine, saquinavir,
tipranavir). In addition, the following baseline laboratory variables were included
in L: CD4 count, HIV RNA, alanine aminotransferase (ALT), aspartate amino-
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transferase (AST), and fibrosis-4 (FIB-4) score. The percentage of missing data
for each variable is as follows: ALT 1.3%, AST 2.5%, CD4 1.8%, FIB-4 3.1%.
The percentage of patients with at least one missing variable is 4.8%.
For the observed data, we used the model specified in (5.2) with a logistic
regression model for the outcome. The prior for β is N(β0, τ 20 I). We set β0 to
the maximum likelihood estimate from an ordinary logistic regression of Y on X
and τ 20 = 4. The other prior distributions were the same as those specified in the
simulation studies.
Results. We ran three chains of the Gibbs sampler, each with 20,500 itera-
tions. The chains mixed well, with convergence appearing to be reached by itera-
tion 500. The Gelman-Rubin convergence diagnostic was 1.04, providing further
evidence of convergence. We calculated the average causal relative risk at every
100th draw of the sampler after a burn-in of 500 for a total of 200 iterations. The
number of y-clusters k and x-subclusters kj varied from iteration to iteration and
depended on the most recent posterior sample of αθ and αω, with bigger values
leading to more clusters. The posterior median and 95% credible intervals (CI)
for αθ and αω were 0.63(0.21, 1.43) and 0.74(0.43, 1.16), respectively. The value
of k tended to be about 4, while kj tended to range from 1 to 7. For example, at
the last iteration of the first chain, there were k = 5 y-clusters, with the following
sample sizes in each subcluster: cluster sy = 1, (36, 164, 134, 45, 32, 38, 76, 1);
cluster sy = 2, (171, 211, 131, 68, 18, 1); cluster sy = 3, (171, 281, 172, 50, 28);
cluster sy = 4, (137, 30, 2, 1); cluster sy = 5, (2).
The posterior median and 95% CI of the average causal relative risk (RR),
ψrr, were 1.16(0.87, 1.54); thus, there was a 16% increased risk of death within 2
years comparing mtNRTI-containing ART regimens with other NRTI-containing
22
ART regimens. However, the uncertainty about ψrr is substantial enough that we
cannot rule a small reduced risk of death (e.g., RR about 0.9) or a larger increased
risk (e.g., RR about 1.5). The posterior distribution of ψrr is displayed in Figure
S1 of Web Appendix B, along with the trace plot.
7. Discussion
In this paper, we developed a fully Bayesian approach for causal inference that
can handle discrete or continuous outcomes and categorical treatment. While the
full distribution of outcome, treatment, and confounders is modeled, the proposed
BNP approach allows for flexible modeling of these distributions, estimation of
any functionals of the potential outcome distribution, and high-dimensional con-
founding. In addition, because we have a model for the joint distribution, impu-
tation of missing covariates under ignorable missingness is straightforward and
does not require multiply imputed datasets.
Our simulations showed overall good performance of the BNP approach. It
is worth noting that we found (in simulation 1) that if the base model of BNP is
the true model, no efficiency price was paid for fitting the more complex model.
Compared to IPTW and TMLE, the BNP approach had the smallest ESD for all
scenarios and sample sizes. In scenario 4, we generated a complex treatment for
which the propensity score was misspecified as it would be unlikely for the form
of the true propensity model to be implemented in the semiparametric approaches.
For this scenario, the BNP approach had the smallest bias and ESD. This scenario
also had a relatively large number of non-confounders and each of the methods
displayed some amount of undercoverage. Thus, future work on settings with
many covariates that are not actually confounders is of interest. For example,
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zero-inflated or shrinkage priors for the coefficients in the BNP model could be
explored. For the TMLE method, bootstrapping as opposed to using asymptotic
confidence intervals, may improve the coverage.
In the BNP model for the observed data, we included a model for treatment;
however, if the sample size in each treatment category is sufficient, one could
alternatively condition on treatment and use a separate BNP model of the outcome
and covariates for each treatment category. Also, the general EDP approach allows
for αω to be a function of θ (cf. eq. (1)). In our analyses we only included a single
αω parameter. Thus, more complex models could be considered. An area for
future research is the extension to the time-varying confounding setting on which
we are currently working.
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Figure 1: Diagram of current clusters, subclusters, and values of parameters, along
with proposed new clusters and subclusters. When updating cluster member-
ship, the probability of being in each current and proposed new S is computed
for subject i, and they are then randomly assigned to an S from the correspond-
ing multinomial distribution. Once all subjects have been assigned to a cluster
at a given iteration in the Gibbs sampler, then the parameters are updated, given
cluster membership.
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Table 1: Results from simulation scenario 1: binary outcome, simple functional
forms. The true values were ψrr = 1.5 and ψrd = 0.13. IPTW uses a correctly
specified propensity score. TMLE uses a correctly specified propensity score and
Super Learner with 3 prediction algorithms for the outcome model. The Bayesian
parametric (Bayesian par.) approach uses a correctly specified logistic regression
model and integrates over confounders using the empirical distribution. BNP is
the proposed method. ‘BNP missing data’ is the BNP approach, with data aug-
mentation, applied to a data set where approximately 20% of the covariate values
were set to missing. The first four methods were applied to the full data set with
no missing covariate values. Bias is the absolute bias and ESD is the empirical
standard deviation. Results are from 1000 simulated datasets.
Relative risk, ψrr Risk difference, ψrd
Method Bias Coverage ESD CI width Bias Coverage ESD CI width
n = 250
IPTW 0.09 0.96 0.43 1.76 0.00 0.96 0.08 0.33
TMLE 0.06 0.92 0.37 1.31 0.00 0.91 0.07 0.25
Bayesian par. 0.05 0.93 0.33 1.29 0.00 0.94 0.06 0.24
BNP 0.03 0.93 0.32 1.20 0.00 0.93 0.06 0.23
BNP missing data 0.05 0.94 0.33 1.31 0.00 0.94 0.07 0.25
n = 1000
IPTW 0.03 0.97 0.20 0.84 0.00 0.97 0.04 0.17
TMLE 0.01 0.93 0.18 0.65 0.00 0.93 0.04 0.13
Bayesian par. 0.01 0.95 0.15 0.59 0.00 0.94 0.03 0.12
BNP 0.01 0.94 0.15 0.58 0.00 0.94 0.03 0.12
BNP missing data 0.01 0.93 0.16 0.63 0.00 0.93 0.03 0.13
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Table 2: Results from simulation scenario 2: binary outcome, mixture distribution.
The true values were ψrr = 1.4 and ψrd = 0.155. IPTW uses a correctly specified
propensity score. TMLE uses a correctly specified propensity score and Super
Learner with 3 prediction algorithms for the outcome model. The Bayesian para-
metric (Bayesian par.) approach uses a misspecified logistic regression model.
BNP is the proposed method. ‘BNP missing data’ is the BNP approach, with data
augmentation, applied to a data set where approximately 20% of the covariate val-
ues were set to missing. The first four methods were applied to the full data set
with no missing covariate values. Results are from 1000 simulated datasets.
Relative risk, ψrr Risk difference, ψrd
Method Bias Coverage ESD CI width Bias Coverage ESD CI width
n = 250
IPTW 0.02 0.92 0.27 1.27 0.01 0.89 0.13 0.44
TMLE 0.03 0.86 0.32 1.03 0.02 0.83 0.12 0.36
Bayesian par. 0.36 0.65 0.25 0.94 0.12 0.62 0.08 0.29
BNP 0.04 0.93 0.26 0.97 0.01 0.93 0.09 0.34
BNP missing data 0.07 0.95 0.26 1.00 0.02 0.94 0.09 0.35
n = 1000
IPTW 0.00 0.92 0.19 0.71 0.00 0.92 0.07 0.26
TMLE 0.02 0.91 0.16 0.56 0.01 0.90 0.06 0.20
Bayesian par. 0.33 0.19 0.13 0.46 0.12 0.17 0.04 0.14
BNP 0.04 0.95 0.13 0.54 0.02 0.94 0.05 0.20
BNP missing data 0.02 0.94 0.15 0.58 0.01 0.94 0.05 0.21
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Table 3: Results from simulation scenario 3: continuous outcome, complex func-
tional forms. The true average causal effect was ψ = 1.503. IPTW and TMLE
both use a correctly specified propensity score. TMLE uses Super Learner with
3 prediction algorithms for the outcome model. BNP is the proposed method.
Results are from 1000 simulated datasets.
Method Bias Coverage ESD CI width
n = 1000
IPTW 0.00 0.98 0.24 1.18
TMLE 0.00 0.94 0.21 0.79
BNP 0.09 0.91 0.19 0.71
n = 3000
IPTW 0.00 0.99 0.17 0.68
TMLE 0.00 0.94 0.12 0.47
BNP 0.05 0.93 0.10 0.41
Table 4: Results from simulation scenario 4: continuous outcome, complex treat-
ment, many covariates. The true average causal effect was ψ = 1.503. IPTW
and TMLE use a misspecified propensity score. BNP is the proposed approach.
Results are from 1000 simulated datasets.
Method Bias Coverage ESD CI width
n = 1000
IPTW 0.26 0.90 0.23 1.10
TMLE 0.11 0.89 0.20 0.76
BNP 0.05 0.87 0.23 0.72
n = 3000
IPTW 0.27 0.61 0.13 0.61
TMLE 0.09 0.83 0.13 0.43
BNP 0.06 0.89 0.11 0.41
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Appendix A: Posterior computations
Let si = (si,y, si,x) denote cluster membership for subject i. Note that the value
of si,x is only meaningful in conjunction with si,y, as it describes which cluster
within si,y it belongs. We extend Algorithm 8 of Neal (2000) to accommodate the
nested clustering. The basic steps in the Gibbs sampler are as follows. We sample
si for each subject, and then, given s, we sample parameters θ and ω from their
conditional distributions, given data. Denote by θ∗j the θ that is associated with
the jth of the currently non-empty clusters. ω∗l|j is defined similarly.
Denote by k the current number of y-clusters (i.e., the number of unique values
of sy) and by kj the number of x-subclusters of the jth y-cluster. We use −i no-
tation to indicate that the ith value is removed (e.g., y−i is the vector of outcomes
excluding subject i).
For the step involving drawing cluster membership, each subject can be as-
signed to one of the non-empty clusters, to one of m new y-clusters, or to one of
m new x-clusters within each existing y-cluster. Each possible new cluster is as-
sociated with auxiliary parameters. In the simulations and data analysis, we used
m = 5.
Update cluster membership si
First, we need to do some relabeling and generate some auxiliary parameters
for potential new clusters, before we can update si. For subject i, denote by k−i
the number of unique y-clusters currently non-empty if you exclude subject i, and
k−ij the number of unique x-subclusters of the jth y-cluster that are non-empty
if you exclude subject i. Label these clusters that are currently occupied by the
subjects other than i {1, · · · , k−i} for the y-clusters and {1, · · · , k−ij } for the x-
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subcluster of the jth y-cluster. Denote by n−ij and n
−i
l|j the number of subjects in
the corresponding subclusters, excluding subject i. If the current value of si is in
one of these clusters, then draw values of θ∗ and ω∗ from prior distributions P0θ
and P0ω for y-clusters {k−i + 1, · · · , k−i + m}. If the current value of si is in
an existing y-cluster (say, y-cluster j) but not an existing x-subcluster, then set its
current cluster to si = (j, k−ij + 1) and draw m − 1 values of ω∗ from its prior
distribution and assign them to {k−ij + 2, · · · , k−ij +m}. In addition, draw m sets
of parameters from the priors for the other clusters and subclusters. Finally, if
the current value of syi does not correspond with any of the k−i y-clusters, then
syi = k
−i+1 and then draw θ∗ and ω∗ for y-clusters {k−i+2, · · · , k−i+m} and
x-subclusters {k−ij +1, · · · , k−ij +m} for j = 1, · · · , k−i. At this point, all of the
occupied and extra clusters have θ∗ and ω∗ parameters associated with it. We can
now draw a new value of si.
Draw a new value si as follows. P (si = (j, l)|s−i, θ∗, ω∗, x, y) =
=

b
n−ij n
−i
l|j
n−ij +αω
K(yi|xi, θ∗j )K(xi|ω∗l|j), for 1 ≤ j ≤ k−ij and 1 ≤ l ≤ k−il|j
b
n−ij αω/m
n−ij +αω
K(yi|xi, θ∗j )K(xi|ω∗l|j), for 1 ≤ j ≤ k−ij and k−il|j < l ≤ k−il|j +m
bαθ
m
K(yi|xi, θ∗j )K(xi|ω∗l|j), for k−ij < j ≤ k−ij +m
where b is a constant such that 1 =
∑k−i+m
j=1
∑k−ij +m
l=1 P (si = (j, l)|s−i, θ∗, ω∗, x, y).
This step is done for each i = 1, · · · , n.
Update parameters θ∗ and ω∗
For each unique j in sy = {sy1, · · · , syn}, update θ∗j from
p(θ∗j |s, y, x, θ∗−j, ω∗) ∝ p0θ(θ∗j )
∏
i:syi=j
K(yi|xi, θ∗j ).
This update will be a standard update from a Bayesian regression.
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For each unique (j, l) in s = {s1, · · · , sn}, update ω∗l|j from
p(ω∗l|j|s, y, x, θ∗, ω∗−l|j) ∝ p0ω(ω∗l|j)
∏
i:si=(j,l)
K(xi|ω∗l|j).
Consider the situation where the first p1 variables in L are binary, and the remain-
ing p2 variables are continuous. We assume
p(xi,r|ωi) = Bern(piri )
with
p0ω(pi
r
i ) = Beta(ax, bx), r = 1, · · · , q − 1 + p1.
Thus, we update pir∗l|j from Beta
(
ax +
∑
i:si=(j,l)
xi,r, bx + nl|j −
∑
i:si=(j,l)
xi,r
)
.
For the last p2 x variables, we assume
p(xi,r|ωi) = N(µri , τ 2,ri )
with
p0ω(µ
r
i |τ 2,ri ) = N(µ0, τ 2,ri /c0),
p0ω(τ
2,r
i ) = Inv − χ2(ν0, τ 20 ).
We can then update µr∗l|j and τ
2,r∗
l|j from normal and scale inv-χ
2 distributions.
τ 2,r∗l|j |rest ∼ Inv − χ2
(
ν0 + nl|j,
ν0τ
2
0 + (nl|j − 1)s2,rl|j +
c0nl|j
c0+nl|j
(xrl|j − µ0)2
ν0 + nl|j
)
µr∗l|j|rest ∼ N
 c0τ2,∗l|j µ0 + nl|jτ2,∗l|j xrl|j
c0
τ2,∗
l|j
+
nl|j
τ2,∗
l|j
,
1
c0
τ2,∗
l|j
+
nl|j
τ2,∗
l|j

where xrl|j and s
2,r
l|j are the sample mean and sample standard deviation, respec-
tively, of the rth covariate among subjects with s = (j, l).
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Update hyperparameters
Update αθ and αω(θ). We specify Gam(a0, b0). To update αθ first draw η ∼
Beta(αθ + 1, n). Next, set draw αθ from
piGam(a0 + k, b0 − log(η)) + (1− pi)Gam(a0 + k, b0 − log(η))
where pi =
k
n(1−log(η))
1+ k
n(1−log(η))
(Escobar and West, 1995). To update αω, we use Metropolis-
Hastings, where
p(αω|rest) ∝ p(αω)α
∑k
j=1(kj−1)
k∏
j=1
(αω + nj)β(αω + 1, nj).
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Appendix B: Additional data analysis results
Table S1 shows the use of mtNRTI-containing ART regimens vs other NRTI ART
regimens as first-line therapy from 2002-2009. The use of mtNRTI ART regimens
began as the majority and declined over time while the use of other NRTI ART
regimens started low and increased. Figure S1 shows the trace plot and posterior
distribution for the average causal relative risk of death comparing use of mtNRTI
vs other NRTI ART regimens in the HIV/HCV cohort study example.
Table S1: Number of subjects newly initiating an ART regimen that includes an
mtNRTI or other NRTI, between the years 2002 and 2009.
Exposure 2002 2003 2004 2005 2006 2007 2008 2009
mtNRTI 250 233 163 89 42 23 24 12
Other NRTI 15 37 63 145 158 161 180 152
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Figure S1: Trace plot (top) and posterior density plot (bottom) of the causal effect
in the HIV/HCV cohort study example.
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