quirements for test delivery software to handle complex scoring and item selection algorithms" (Luecht, Brumfield, & Breithaupt, 2006 p.200) . In relation to measurement precision, CATs have an advantage over MSTs because the opportunities to adapt to proficiency levels of examinees are related to the number of items on the test. Although MSTs have fewer routing decision points compared to a CAT, which can result in some loss of measurement precision, the loss is typically minimal (Jodoin, Zenisky, & Hambleton, 2006) . In this study, the change in measurement precision of the Massachusetts Adult Proficiency Test for Reading (MAPT), a complex MST, was examined when reducing test length.
Multi-Stage Adaptive Testing Design and Assembly
The design of an MST is defined, in part, by the number of stages within the test. These stages are represented by sets of items called modules or testlets. An entire set of modules is called a panel, which represents all possible sets of items that could be taken by an examinee. For example, if the MST design were 1-3-3, there would be a total of three stages, with the first stage consisting of a single module, and the second and third stages consisting of three modules each. The single module in the first stage is typically referred to as the routing module or locator test (Hendrickson, 2007) , and is typically composed of items that are of moderate difficulty. This module is used to determine which of the three modules will be administered to the examinee in Stage 2, where the modules vary in terms of difficulty-typically easy, medium, and difficult. The examinees' performance on the Stage 2 module is used to update their proficiency estimate to determine the module to which they are routed in Stage 3.
MSTs can vary significantly with respect to design and are not limited to the 1-3-3 design. Luecht and Burgin (2003) identified five different attributes to consider when determining the MST design, including (1) the number of stages; (2) the number of modules per stage; (3) the number of items per stage; (4) the statistical characteristics of the modules within and across stages, including average difficulty and discrimination; and (5) the nature and extent of content, other item attributes, and quantitative test specifications.
Like all test construction endeavors, the goals in developing an MST are maximizing measurement precision (reliability) and meeting content specifications. Ultimately, the goal is an assessment with high measurement precision and content validity. Other considerations include minimal response time in relation to the number of items on the test. Reduced response time can lead to reduced testing costs, especially if the tests are taken in secure locations where the testing organization must pay for seat time.
Developing MST panels can be complex because of constraints and statistical objectives at not only the test level, but also at the module level (Luecht & Burgin, 2003) . One common method of developing MSTs is through automated test assembly (ATA). ATA typically uses test information functions (TIFs) as statistical targets and attempts to replicate the intended targets (van der Linden, 1998) . TIFs are used to guide the measurement effectiveness of a set of test items along the proficiency continuum. The extent to which target TIFs can be met in operational testing is affected by the quality and number of items on the assessment and in the item bank, as well as the item parameters. Therefore, having a target TIF can help to indirectly control the item difficulties and discriminations for a module (Luecht & Burgin, 2003) . It is important to note that although ATA can handle statistical specifications, it does not deal as well with qualitative considerations and aesthetics (Luecht, 2005) . Additionally, small item banks can make it more difficult for ATA to be effective. For these reasons, some MSTs, such as the MAPT, are developed without using ATA to allow for management of reading passages and other content constraints, such as balancing content within modules. In these situations, test developers target the TIF by adding and removing items outside of an ATA algorithm.
Purpose
This study addressed a very practical issue in MST-whether adequate measurement precision and content domain representation could be achieved using fewer items than were currently being used. That is, can an operational MST be more efficient with respect to item bank usage, content coverage, testing time, and measurement precision? Four methods were explored to determine an answer to this question for the MAPT, a particularly complex MST.
Given a desire to reduce testing time and increase item bank usage, but still maintain adequate content coverage, interest was in predicting the effect on measurement precision if the test length were reduced from 40 items to 35 items. In adult education programs, adult students have limited time to be in a classroom, so assessment time competes with instructional time, and the limited computer resources for taking the exam are in high demand. For most students, the assessment currently takes approximately an hour, so the hope was that 35 items would bring the majority of students' test time to under an hour.
It is well known that all other things being equal, reducing the number of items on a test will reduce score reliability. However, if items can be systematically selected, it is possible to achieve similar, equal, or greater reliability using fewer items. The Spearman-Brown formula (Spearman, 1910) is typically used to answer questions regarding estimates of increased-or reduced-length tests. However, in the case of MSTs, such estimates may be inappropriate due to the content constraints involved in panel assembly. That is, it is not the number of items reduced, but rather which items are removed that affect precision and content domain representation.
This study identified and investigated factors that affect measurement precision in an MST, focusing on how a testing program can reduce the length of an MST while maintaining measurement precision and content representation. Specifically, the reliability of a 35-item MAPT compared to the current operational 40-item MAPT was examined using four different approaches, including:
1. The Spearman-Brown formula; 2. Eliminating one item of average discrimination from consecutive stages; 3. Completely reassembling the MAPT using 35 items to make assembled panels with regard to content specifications; and 4. Simulating item responses to the 40-and 35-item MSTs and computing standard errors of measurement for the simulated examinees. The first strategy was selected because it is easy to calculate and provides a quick estimate. However, given the multiple factors to consider in putting together an MST panel, it is possible that the Spearman-Brown estimate would not be accurate. The second strategy was chosen because by eliminating five items, content factors would make elimination of the lowest discriminating items highly impractical. Eliminating one item of average discrimination from each stage would likely maintain content coverage. Additionally, choosing an average discrimination item was thought to best predict the types of items that would ultimately be removed if the items were carefully selected based on full knowledge of the statistical and content characteristics. The third strategy was just as described above-reassembling the panels based on the entire item bank in a way that would result in the best three panels comprising 35-item tests. This strategy, although time-consuming, represents the "true" effect on the variables studied, because it reflects what would happen in practice. Reassembling the panels is preferable to the deletion method because with deletion, test information is simply taken away, and the test is confined to items already used. However, when reassembling the panels, the same level of test information as the 40-item test might be able to be reached if the panels are carefully restructured. It is possible to get closer to the desired information level because the full item bank is accessible. Finally, the fourth strategy simulated item responses for both the 40-and 35-item tests to examine standard errors of measurement, which indicates the amount of error around an examinee's score. In addition to evaluating the effect of reducing the number of items on internal consistency reliability, the effects on decision consistency and decision accuracy were also evaluated.
Method Instrument
The MAPT is an MST designed to assess the gains in reading proficiency made by adult education students in Massachusetts. Its content is aligned with the Massachusetts adult education curriculum framework in reading (Adult and Community Learning Services, 2005) . The purpose of the MAPT is to measure the knowledge and skills of Massachusetts Adult Basic Education (ABE) learners in reading and evaluate whether ABE learners are meeting their educational goals (Sireci et al., 2008) .
The MAPT is a fixed-length MST comprising 40 multiple-choice items. The MST design for the MAPT is presented in Figure 1 . What makes the MAPT more complex than most MSTs is that there are five possible entry points at which examinees start the test (Levels 1-5; L1-L5). That is, rather than a single point on the proficiency continuum where all examinees start, the MAPT has five starting points that represent different levels of difficulty that correspond to different proficiency levels. This feature is due to the fact that adult learners span a wide educational continuum (similar to grades in K-12 education). Thus, the MAPT scale essentially represents vertical equating of five proficiency level tests 1 . The first time a student takes the MAPT, the classroom teacher assigns the student to an entry point. Thereafter, the most recent MAPT score is used to determine the entry point for all subsequent tests (Sireci et al., 2008) . Although these levels are referred to as Levels 1 through 5 here, the National Reporting System (NRS) for Adult Education defines them as Beginning Basic, Low Intermediate, High Intermediate, Low Adult Secondary, and High Adult Secondary.
As shown in Figure 1 , the MAPT involves six stages. Coupled with the five entry points, there are 30 modules (sets of items) involved in a single panel and three parallel panels (panels A, B, and C), each consisting of five, 40-item tests (one at each level).The first stage consists of 15 items and the remaining stages include five items each; no items are duplicated across modules or panels. Given that 40 items are administered to each examinee, 200 unique items are needed to build just one panel.
To move across stages, an IRT-based estimate of proficiency (θ ) is calculated at the end of each stage, and this proficiency estimate is used to determine the next module administered (Sireci et al., 2008) . This movement through the different stages is called a path, which is essen-tially a test "form" for each examinee. The arrows in Figure 1 indicate the possible paths an examinee can take. As shown in Figure 1 , it is possible to "travel" to non-adjacent modules. For example, an examinee could start at Level 1 and then be routed to Level 3 in Stage 2. Routing decisions are made using θ , which is computed based on all items an examinee answered up to that decision point. For example, at the end of Stage 2 on the 40-item test, a total of 20 items (15 items in Stage 1, five items in Stage 2) would be used to estimate θ. IRT information is maximized for the θ estimate available at each decision point. Maximization at each decision point is based on computed TIFs for each module within the subsequent stage (Equation 1), and routing the examinee to whichever module yields the most information for their θ estimate. This entire process is seamless to the examinee (Sireci et al., 2008) . Given that assessing reading typically involves passage-based items, assembling a panel for the MAPT can be an arduous task because items based on a reading passage are administered as a set, and the statistics for items within a set can vary enough to limit the extent to which sets can attain target TIFs within and across levels and stages. Currently, the MAPT is administered with three operational panels requiring a total of 600 items, which are needed because students test up to three times per year.
To ensure adequate content representation and alignment to the curriculum frameworks, MAPT panels are assembled as a connection of straight paths, which refer to the situation where a student started at a particular test level and remained at that level for the five subsequent stages. Panels are assembled this way because the test specifications are built to represent the content and cognitive targets specified at each level. It is important to note that in assembling multiple panels in MSTs, the best items cannot be selected for the first panel, because then the quality of the other panels would suffer. Thus, all panels must be developed simultaneously.
Estimating Score Reliability
Score reliability can be estimated from an IRT framework using the formula that relates test information to standard error, and the formula for the standard error of measurement (SEM). Test information can be defined as the sum of item information,
where, a i , b i , and c i are discrimination, difficulty, and guessing parameters for each item based on the 3-parameter logistic model (3PLM),
Because the MAPT has multiple items associated with a common stem (e.g., a reading passage) local item dependence might have made the 3PLM an inappropriate model for use with the MAPT. However, prior research has shown that even when local item dependence is present, its effects on examinees' θ estimates are minimal (Zenisky, Hambleton, & Sireci, 2002) . The reading passages on the MAPT tend to have only two to four items, which also reduces the likelihood of local item dependence compared to longer item sets (Sireci, Thissen, & Wainer, 1991) .
The SEM is directly related to test information and is denoted as
For the purposes of this study, the focus was on SEM at a specific point, specifically where test information was maximized. Focusing on the point on the θ scale at which test information was maximized makes SEM unconditional. Therefore, unconditional SEM is also directly related to reliability, 1 , .
Given the MST design, content specifications, and use of passage-based item sets, it is difficult to estimate what the reliability estimates would be if the length of the MAPT were reduced. To represent the content specifications, it was concluded that at least 35 items would be needed. To evaluate the effect of reducing the fixed length of the MAPT from 40 items to 35 items, reliability was estimated in three different ways: (1) using the Spearman-Brown formula, (2) eliminating one item from Stages 2-6, and (3) completely reassembling three new panels of 35-item tests from the same item bank from which the current 40-item tests were created. To select the items for removal in the second strategy, an item within each of Stages 2-6 was removed that had average item discrimination (which should make the results approximate the SpearmanBrown estimate), while still meeting test content specifications across the entire test.
The Spearman-Brown formula was calculated by
where * xx r ′ is the predicted reliability, K is the factor by which the length of the test is changed, and xx r ′ is the reliability of the current test. For the MAPT, the reduction from 40 to 35 items was 12.5%. This means that K would equal .875 when applying the Spearman-Brown formula. In addition, data were also simulated to gauge the standard errors associated with students' θ estimates in both the 35-and 40-item conditions. The Spearman-Brown estimate is a theoretical estimate that might be unrealistic in an MST situation. The item-deletion method is a bit more realistic, but not optimal, because the deleted item might not be usable in another panel due to the fact that items might be associated with a common stem (i.e., reading passage, table, or graphic). For example, if the item was associated with a reading passage and deleted, that item would not be usable on another part of that panel because it could lead to a replicated reading passage within a path for an examinee. Therefore, it was concluded that the most appropriate way to estimate the reliability of a 35-item MAPT was to completely assemble three new 35-item panels (i.e., the third strategy above), taking into consideration the content specifications, item sets, item enemies, proficiency level cut-scores that determine where the straight paths should lie to ensure that each level represents the appropriate proficiency associated with that level, and other practical factors. The new 35-item tests contained 15 items in Stage 1 followed by four items in each subsequent stage, compared to five items in each subsequent stage as found in the 40-item test. This 35-item panel assembly reflects the true state of affairs if the test were shortened. To accomplish this task, three new 35-item panels were developed using the same bank of 843 pre-calibrated items that were used to create the panels for the 40-item test.
35-Item Panel Construction
The current panel construction process for the 40-item MAPT is completed manually rather than through the use of ATA. Panel construction begins at the easiest level (Level 1) with three panels for each level developed simultaneously to ensure item quality across all panels. For the 35-item assembly, the separation difficulty for each level was determined by the mean and overlap of difficulty parameters for the items within each level and the current 40-item MAPT cutscores for each level. At the time of the test assembly for both the 40-and 35-item tests, 843 items were available in the item bank. The 40-item tests were assembled and administered operationally prior to this study. For the 35-item tests, panels were assembled using 15 items in Stage 1, followed by four items in each remaining stage (e.g., 15-4-4-4-4-4). With 35 items in each path, five levels, and three panels, a total of 525 items were needed to complete the test construction process (a reduction of 12.5% in items needed). The item bank included information such as the calibrated a, b, and c IRT parameters, item details, and the number of items related to an item passage. Specifically, the item bank had an average a parameter of 1.53, an average b parameter of 0.64, and an average c parameter of 0.21. Within the item bank, b parameters ranged from −1.05 to 2.78. When developing panels, the focus was on the straight paths (e.g., staying within one level for all six stages), while attempting to make each module as close to a mini-version of the test specifications as possible.
In developing the MAPT panels, it is first important to consider the test specifications (Table  1 ) and attempt to match them as closely as possible. As shown in Table 1 , items fall within three main categories including: (1) Reading Foundations, (2) Informational Reading, and (3) Literary Reading. In constructing the panels, the goal was to stay within 5% of these specifications. It was also essential to ensure that all panels were unique (i.e., no duplicate items across stages or levels), and that item parameters were balanced across stages within a panel. Because this particular assessment was a reading assessment, it was also necessary to be careful when breaking up items associated with a common stem (i.e., reading passages, tables, or graphics). Specifically, if items with a common stem ranged in difficulty, those items would be split up to target the appropriate difficulty levels. If those items were split, it was essential that the common stem did not appear again in another stage across multiple levels within the same panel. Additionally, the length of the reading passage should also be considered, especially at the lower levels. Thus, panel assembly for the MAPT requires juggling several pieces of the content and statistical puzzle to ensure statistical and content equivalence across panels, and equal separation of difficulty between levels within a panel.
Once the panels were assembled, the module information functions were obtained using a software program specifically designed for MAPT assembly (Baldwin, 2007) . Focusing again on the straight paths, TIFs were created for each module (18 in total). TIF criteria for both the 40-and 35-item tests were the same. Essentially, all maximum test information was targeted to be approximately 32, corresponding to a reliability of approximately 0.90, with all TIFs for each level to peak at similar points on the θ scale. When comparing the TIFs, two main questions were asked: (1) Are intersection points across the observed level-specific TIFs evenly distributed to show the range of θs? and (2) Are the heights of the TIFs across the levels about the same? If, for some reason, TIFs overlapped, causing one level to not to be seen (i.e., no peak information for that level), adjustments were made. Specifically, the average b parameter was increased or decreased within the module to shift the curve left or right, or the average a parameter was increased or decreased within the module to shift the curve of the peak. When moving items, it was essential to maintain the test specifications and average a and b parameter calculations that were already established.
In addition to identifying the maximum test information for each level, the average levelspecific test information across the peak information was calculated. Specifically, the average information was calculated by first identifying the intersecting points along the θ scale between the level-specific TIFs, essentially the points at which the level-specific TIFs did not overlap with another level-specific TIF. These intersecting points identified the peaks at which average information was calculated. At Levels 1 and 5 (where there were no intersecting points to the left and right of the TIFs, respectively), peak information was identified by taking the average span of θ across a peaked level-specific TIF. This average span was then subtracted from the Level 1 to Level 2 intersecting point, and added to the Level 4 to Level 5 intersecting point. Once the final 35-item panels were assembled, reliability estimates were calculated using Equation 5. These estimates were then compared to the original 40-item panels, the 35-item panels assembled by deleting one item in Stages 2-6, and the Spearman-Brown calculations. 
Standard Errors of Measurement
Examining the (conditional) SEM associated with each examinee's θ estimate will allow examination of how closely the score represents the examinee's "true" test score. The SEM associ- ated with an examinee's score indicates the amount of error around the test score, meaning the lower the SEM, the closer the test score is to the "true" score. To obtain the SEM, dichotomous response data were generated using the 3PLM (Equation 2) for both the 40-and 35-item tests. Generated item response data was based on the "true" item parameters (40-item test item parameters). Similarly, because the uniquely assembled 35-item assessments were not operational, θs were simulated based on the current distribution of ˆs θ for each straight path. Specifically, the means and standard deviations of θ for Levels 1-5 were −.48(.32), .40(.13), .94(.12), 1.38(.13), and 2.08(.24), respectively. A total of 500 θs were simulated using R (R Development Core Team, 2011) for each straight path within each of the three panels, for a total of 2,500 θs per panel. Straight paths were examined due to the fact that a total of 75% of examinees take straight, nearly straight, or mostly straight paths. Specifically, straight paths account for 25% of examinees, nearly straight paths where only one module is different (e.g., 2-3-3-3-3-3) account for 30% of examinees, and mostly straight paths where there are four modules of one level and two of another (e.g., 2-2-2-2-3-3) account for 20% of examinees.
These simulated θs (2,500 for each panel) and the item parameters based on the current operational item parameters were used to obtain the probabilities to ultimately generate the item response files. Probabilities were based on the 3PLM (Equation 2). These probabilities were then compared to a random number drawn from a uniform distribution. If probabilities were greater than the random number, then an examinee would be assigned a correct response (scored 1), and if the opposite occurred, the examinee would be assigned an incorrect response (scored 0). Using these newly generated responses, an IRT calibration was completed using BILOG-MG (Zimowski, Muraki, Mislevy, & Bock, 2003) resulting in an EAP θ estimate and corresponding standard error. The SEM was then calculated based on the calculated test reliability and standard deviation of test score estimates (Equation 4). Finally, the average SEMs of the 35-item test were compared to the average SEMs of the 40-item test.
Estimating Response Time
A key reason for reducing the number of items on the MAPT was to shorten the amount of time it takes examinees to complete the test. To estimate the reduction in testing time that would occur if the MAPT were to be shortened to 35 items, the median response times for each item in the current and reduced-length panels were added to estimate a median response time for completing the entire 35-item test. Because the 35-item test was not administered to examinees, but all items had been previously administered as part of the 40-item test, response times were based on the amount of time actual students took to respond to each item as part of the operational 40-item test. Response times from the original 40-item panels were compared to the 35-item panels developed using both the deletion method and the unique assembly method.
Decision Consistency and Decision Accuracy
The effect of shortening the MAPT on decision consistency and accuracy were of particular interest because the MAPT is a criterion-referenced test that classifies examinees into one of the five Educational Functioning Levels (EFLs) listed in Table 1 (Sireci et al., 2008) . θ cutoff scores between the five levels were used as the criteria to make classifications and included θ s of −.36, .24, .84, and 1.45. Livingston and Lewis (1995) define decision consistency as the classification agreement on two parallel test forms, and decision accuracy as the classification agreement be-tween the observed scores and true scores, if the true scores could be known.
The software program IRT CLASS (Lee, 2008) was used to calculate both decision consistency and accuracy for each panel. The same simulated θs used to create the dichotomous response files to obtain the SEM were also used here. Specifically, the calculations for the 35-item tests were based on the 2,500 simulated θs and parameter estimates for the 175 items (525 estimates)
for each panel. Results were compared to the results for the operational 40-item panels using the same simulated θs with a total of 200 items for each panel.
Results

Content Representation
The item bank used in developing the MAPT contained 843 items. For the 40-item test, this meant that 71% of the bank had to be used (600 items) and for the 35-item test 62% (525 items) of the bank was used. The 35-item panels were assembled using the same test specifications (Table 1) as the 40-item panels, therefore resulting in comparable content representation across both the 35-and 40-item tests. In fact, all panels in Levels 2, 3, and 4, were within the 5% target of the content specifications. For Levels 1 and 5, however, the 40-item panels differed as much as 10% from the content specifications because of limitations in the item bank. Specifically, at Level 5 more "informational text" was needed, and at Level 1 more "literary" items were needed. This was due to the fact that most bank items were in the difficulty range of b = 0 to 1.5. Because of the limited numbers of items at the extreme levels, reducing the number of items within a panel was actually advantageous in staying within 5% of the content specifications.
In addition to representing the content specifications, it is also important to consider the benchmarks (content standards) represented within the assessment. Each of the standards within the content specifications has a subset of benchmarks that are more detailed in explaining the tasks representative of each educational functioning level. It is possible for content specifications to be met, but to only include one benchmark, which would not be representative of that entire content area. For the MAPT, each item is written to a specific benchmark and it is important that each assessment is fairly representative of the benchmarks specific to that level representing reading foundations, informational reading, and literary reading. On the 40-item assessment, approximately 25 benchmarks were represented within each level across three panels on average compared to 22 benchmarks on average for the 35-item assembled assessment. The 40-item test had a range of 22 to 31 benchmarks represented compared to a range of 17 to 27 for the 35-item assembled test. This reduction was expected because fewer items were represented in each of the three standards, thus resulting in fewer benchmarks being represented. Although fewer benchmarks were represented, content specifications were still met for the 35-item panels. Table 2 presents the maximum and average peaked test information for each MAPT Level (entry point) for the current 40-item tests, the 35-item tests based on removing one item from each module at Stages 2-6 (Deleting), and the 35-item tests based on complete reconstruction (Assembly) . Because these results were based on each MAPT Level, they represent an examinee taking a straight path (e.g., 2-2-2-2-2-2), meaning they are routed to the same level upon completion of each module. The maximum test information for each MAPT Level for the 40-item test ranged from 36 to 62 with average peak information ranging from 33.68 to 55.73. Results for the It is important to note that the maximum information was not always equal to the average peak information because the maximum information was not always centered within the peaked information. Figure 2 shows the range of test information curves for both the 40-item test and 35-item test by assembly. Because test information is not a scale-free metric, the reliability estimate for each MAPT level was examined. Table 3 presents the reliability estimates for each MAPT level for the current 40-item tests, Spearman-Brown estimates, the 35-item test developed by selectively removing items from Stages 2-6, and the 35-item test developed by complete reassembly. The estimates for the 40-item test were all above 0.90, which was expected because the maximum test information for each level was above 32. The Spearman-Brown estimates also yielded reliability estimates above 0.90 at all levels except for the highest level (Level 5). As predicted, the 35-item tests developed by eliminating an average discriminating item at each stage (while protecting the test specifications) produced results similar to the Spearman-Brown estimates. The assembled 35-item panels yielded slightly lower, but similar, results to the both the Spearman-Brown estimates and 35-item estimates based on item deletion. All reliability estimates were greater than 0.87.
Test Information and Reliability
Standard Errors of Measurement
The analysis of the SEMs based on the simulated student responses for the 40-and 35-item tests indicate the accuracy of student test scores on the original assessment and the newly assembled 35-item assessment. Table 4 summarizes these results. The average SEMs across panels were lower for the 40-item test compared to the 35-item test, which was expected since estimates are likely to be more accurate with more test items. Focusing on the average across panels, differences in level-specific SEMs between the 40-and 35-item tests were slightly different, but were fairly small and non-consequential, with differences ranging between .01 and .04.
Estimated Response Time
The testing times estimated from median item response times are reported in Table 5 . Testing time for the 40-item test ranged from approximately 44 to 63 minutes depending on the path taken. Results for the 35-item test developed by deletion yielded a reduction of testing time ranging from 5 to 10 minutes, which represented a reduction of testing time between 12% and 16%, on average. Results for the 35-item test developed by panel assembly yielded an even higher reduction of testing time ranging from 7 to 15 minutes for Levels 1-4. However, Level 5 was only reduced by one minute when compared to the 40-item test. For Levels 1-4, this represented a reduction of testing between 12% and 24%, on average.
In addition to a test-level examination of items across the different tests, the proportion of items falling into different response time categories was also examined to determine if the 40-item and 35-item tests had proportionally the same number of items in each response time category, to ensure the accuracy of time estimates. Table 6 shows that the proportions across each form were roughly equivalent. 
Decision Consistency and Accuracy
Results for decision consistency and accuracy are shown in Table 7 . To obtain decision consistency, the proportion of learners consistently classified into the same EFL was summed. Results across all three 40-item panels indicated that approximately 81% of examinees were consistently classified into the same EFL. This result indicates the percentage of learners that would be classified into the same EFL if they immediately took a parallel form of the test. For decision accuracy, results for all three 40-item panels indicated that about 86% of examinees were accurately classified into their "true" EFL. Both false positives (examinees misplaced into higher EFLs) and false negatives (examinees misplaced into lower EFLs) were relatively small, between 6% and 8%.
For the 35-item test by assembly, slightly lower decision consistency results were found for all three panels with approximately 78-79% of examinees consistently classified into the same EFL. Similarly, decision accuracy results were also slightly lower with slightly higher false positive and false negative rates. For all three 35-item assembled panels, approximately 85% of examinees were accurately classified into their "true" EFL. Both false positive and false negatives were between 7% and 8%. Although there was a 1% to 1.5% difference on the false positives and negatives between the 40-and 35-item test panels, these differences are not consequential given the low-stakes nature of the MAPT at the student level. However, this result could be a concern for ABE programs where a student-level gain is important for receiving funding. Since 9,113 took the 40-item assessment, a 1% to 1.5% increase in false positives and negatives would result in approximately 91 to 137 students being falsely categorized. 
Discussion and Conclusions
This study was motivated by practical concerns related to efficient use of an MST item bank, a motivation to reduce testing time, and a desire to maintain measurement precision and content coverage. In general, the results suggested substantial time savings might occur by reducing the number of items on this MST without sacrificing adherence to the content specifications and with a non-consequential loss of measurement precision. If the reduced-length assessment is assembled through careful test construction efforts that consider content specifications, item sets (e.g., items associated with a reading passage), item enemies, and proficiency level cut-scores, reliability estimates, standard errors of measurement, decision accuracy and consistency estimates, and adherence to the content specifications can all be roughly comparable to the original, longer-length test.
The newly constructed testing panels represented the panels that could be developed under the 35-item constraint. Results showed that the test could in fact be reduced to 35 items while retaining comparable measurement precision. These panels represented the criteria for actual measurement properties, but it was interesting that the Spearman-Brown estimate, and the systematic deletion of items, provided accurate estimates of the optimal (assembly) solution. This is encouraging for future research where a quick estimate is needed, without having to go through the trouble of assembling entire new panels. However, the generalizability of this result is probably dependent on the quality of items in the bank. The 843 items from which the operational and new panels were constructed represented items that were previously field-tested, reviewed by content experts, and deemed appropriate for operational use.
A key piece in obtaining adequate measurement precision for the 35-item assessment was through careful test development using IRT. The task of assembling test panels must be done carefully, considering factors such as content specifications, item sets, item enemies, proficiency level cut-scores that determine where the straight paths should lie, balancing of content within modules, management of reading passages with respect to passage length and potential overlap across levels and panels, balancing of item parameters across all modules, and close examination of test information functions for each stage and for the full test. This thorough process helped lead to the desired result of strong measurement precision throughout the straight paths for the MAPT. Additionally, the advantage of developing a 35-item test meant that items were more carefully selected because more bank items were available. For this reason, the shorter 35-item tests had comparable decision accuracy and consistency results to the 40-item tests.
Practical Lessons
Although the generalizability of this study is limited due to the fact that the study examined only one MST, the issues pertaining to measurement precision probably generalize to MSTs in other contexts. In determining whether to reduce the number of items on an MST, it is first important to carefully evaluate the current measurement precision. This is difficult to do in the case of an MST because of the number of possible routes an examinee could take depending on both his or her proficiency level and the complexity of the MST design. In this particular context, the MST design was fairly complex with five levels (entry points), six stages within each path with 15 items in Stage 1 followed by five items in the following five stages (reduced to four items in the 35-item test), and three parallel panels. To evaluate measurement precision on the original 40-item test, reliability estimates at each level across the three panels were examined focusing on only the straight paths. Because all paths were not considered, the aim was a coefficient alpha around 0.90 or higher.
Fortunately, because the 40-item test scores exhibited adequate reliabilities, and the Spearman-Brown estimates indicated that high reliability could be obtained with a reduced test of 35-items, the study was continued. In the current context, the Spearman-Brown estimates were thought to produce upper-bound estimates, and so it was important to completely reconstruct the test using optimal 35-item panels rather than relying strictly on the Spearman-Brown estimates. However, had the Spearman-Brown estimates yielded significantly lower reliability with 35 items, it would most likely indicate that a reduction in test length would be problematic. Therefore, when considering reducing the test length of an MST, it is helpful to first examine the Spearman-Brown estimates to estimate the likely upper bound of test score reliability.
Some practical lessons in examining the possibility of reducing the test length of an MST are to first understand the MST design and item bank. Knowing where in the MST design to reduce the length is an important consideration for balancing content and for retaining accurate proficiency estimation. In the case of the MAPT, the development of the four-item modules was difficult due to the use of reading passages; therefore, future research will investigate removing five items from Stage 1 instead of removing one item from Stages 2-6.
Understanding the item bank is also important for developing panels. If the test bank has a significant number of high-or low-discriminating items that are typically hidden within a module, it might be difficult to reduce the number of items on the test while maintaining strong measurement precision. Knowing the range and distribution of item parameters will assist in determining whether test length should be reduced. Even in MSTs using automated test assembly, knowing where in the MST design to reduce length and knowing the capacity of the prospective item bank are still important factors to consider. Additionally, knowing how to carefully assemble the test or what constraints to consider in the automated assembly will also impact the optimal test design.
Limitations
One major limitation to this study is its generalizability to other MSTs. The results of this study were strictly related to the test construction process of the MAPT, the item bank, reading content, and MST design. However, important practical lessons related to MST test development and measurement precision are likely to be generalizable. Additionally, although item responses were generated to investigate standard errors, the 35-item test was never administered to real examinees.
Implications for the MAPT and Future Research
Because this assessment was a reading assessment, there was an additional constraint to consider when developing test panels. Items associated with one specific reading passage had to be considered while attempting to retain content balancing within four-item modules. Because reading passages are either informational or literary and typically contain three or more items, it can be difficult to balance content within a four-item panel. Many modules had reading foundations and informational or literary text, but not all three. Therefore, in relation to the MAPT, it might be better that future 35-item panels be assembled using ten items in Stage 1 followed by five items in the modules constructed for Stages 2-6. Because routing decisions should be made using a range of content whenever possible, the five-item modules would aid in retaining that range of content. Additionally, from a content perspective, using five-item modules will help maintain representation of the content specifications while retaining measurement precision.
Future research in this area should consider constructing the shorter tests and then actually administering them to examinees, resulting in operational item responses rather than simulated item responses. For future research, it is recommended that decision consistency and accuracy be recalculated with IRT CLASS (Lee, 2008) using the operational item responses rather than simulated item responses. Future research should also consider investigating test information and measurement precision of other paths to which examinees were routed. Lastly, future research regarding measurement precision and MSTs in general should consider how different MST designs, as well as different combinations of item numbers within modules, might affect measurement precision.
