We compute an explicit formula for the integrated density of states of the periodic Airy-Schrödinger operator on the real line. For this purpose, we study precisely the spectrum of the restriction of the periodic Airy-Schrödinger operator to a finite number of periods. We prove that all the eigenvalues of this restriction are in the spectral bands of the periodic Airy-Schrödinger operator and none of them are in its spectral gaps. We count exactly the number of eigenvalues in each of the spectral bands, this number being equal to the number of periods to which the periodic operator is restricted, plus one. Note that our results depends on a semiclassical parameter but are not stated in the semiclassical limit. They are valid for values of the semiclassical larger than explicit constants.
The model and main results
In this article, we aim at studying the integrated density of states of the periodic Airy-Schrödinger operator studied in [2] . Along with the explicit computation of this integrated density of states, we determine the localization of the eigenvalues of the restricted operator which is now defined.
1.1. The multiple wells Airy-Schrödinger operator. Let N ≥ 0 be an integer and let 2L 0 ∈ R * + be a characteristic length modelling the distance between two ions in a one dimensional finite lattice of 2N + 1 ions. The motion of electrons in this finite lattice can be studied through the following Schrödinger operator acting on the subspace of the Sobolev space H 2 (R),
where is the reduced Planck constant and V 2N +1 is the multiplication operator by :
where V : R → R is defined by
V 0 ∈ R * + being a reference potential. The potential V 2N +1 is continuous on R and continuously differentiable everywhere except at its minima and maxima points. Note that V 2N +1 is an even function.
We recall the definition of the periodic Airy-Schrödinger operator as defined in [2] . Let
whereṼ is the 2L 0 -periodic function equal to V on [−L 0 , L 0 ]. The operator H has purely absolutely continuous spectrum and this spectrum is a union of closed intervals (see [10, XIII] ):
For p ≥ 0, [E p min , E p max ] is called the p-th spectral band, (E p max , E p+1 min ) the p-th spectral gap and 
The operator H(ω) is self-adjoint, Hilbert-Schmidt and thus compact. Its spectrum consists only on isolated eigenvalues and we set σ(H(−L 0 )) := {E 0 min , E 1 max , E 2 min , E 3 max , . . .} and σ(H(0)) := {E 0 max , E 1 min , E 2 max , E 3 min , . . .}. In order to describe the spectrum of the operator H 2N +1 , one considers the equation:
After Notation. We denote by {−c 2j+1 } j≥0 ∪ {0} and {−c 2j } j≥0 the set of the zeroes of respectively v and v ′ arranged in decreasing order.
Notation. Let
As we will see in (12), this parameter corresponds to the heights of the potential barrier. It will play the role of a semiclassical parameter and the semiclassical limit corresponds to c tends to +∞.
We now state the first result of this article which describe the spectrum of H 2N +1 and compare it to the spectrum of the periodic Airy-Schrödinger operator in the range of the potential, the interval [−V 0 , 0].
Theorem 1.
(1) The spectrum of H 2N +1 is equal to its point spectrum and
(2) For each p in N, for every c ≥ c p and every i ∈ {0, . . . , p},
Hence all the eigenvalues of H 2N +1 are in the band spectrum of H. In particular there is no eigenvalue of H 2N +1 embedded in the spectral gaps of H.
As the results of [2] for the periodic Airy-Schrödinger operator, Theorem 1 is not stated in the semiclassical limit, but for the semiclassical parameter c larger than an explicit constant. As we will see in the proof of Lemma 1 in Appendix A, the needed estimates become much more difficult to prove when c is close to c p than when c can be taken arbitrarily large. For general results in the semiclassical limit for multiple wells with singularities at their minima, we refer to [11] . These results apply to H 2N +1 . But, in our example, we are able to have more precise results on the counting of the eigenvalues and, as said before, our results are not only valid in the semiclassical limit but for values of the semiclassical parameter larger than a determined constant. This was made possible because (7) leads to an equation in E which is solvable with classical special functions. Theorem 1 also gives an example for general results such as [4, Proposition 2.9 ]. In our case, we obtain a precise counting result of the eigenvalues in the spectral bands of the corresponding periodic operator and the absence of eigenvalues embedded in the spectral gaps.
To be more precise, the results of [4] does not apply to H 2N +1 since the potential is singular at its minima and maxima points. But one can still see our results as an illustration of the general picture depicted in [4] . 
For the existence of this limit and general properties of the IDS, we refer to the textbooks [3, 7] .
To determine the expression of the IDS of H, one has to localize more precisely the eigenvalues of H 2N +1 . To solve equation (7) we rescale it by setting E = c E V0 and V 2N +1 , the multiplication operator by the rescaled potential
We also set, for every p ≥ 0, (7), this equation is equivalent to
which defines the rescaled operator H 2N +1 . One similarly defines the rescaled periodic Airy-Schrödinger operator H whose spectral bands are the intervals [E p min , E p max ]. As V 2N +1 is continuous and bounded, any solution φ of (12) is continuously differentiable on R.
In the sequel, we will restrict ourselves to energies E in the range of cV 2N +1 , the interval [−c, 0].
To give the expression of the IDS of H we need to introduce more notations. Let E ∈ [−c, 0]. We denote by U and V the functions defined, for every x ∈ R, by
and
(14) In particular, the Wronskian of U and V is equal to 1. These functions U and V appear in the equations characterizing the spectral band edges of H ([2, (3.18)-(3.21)]). Indeed, the spectral band edges of H are exactly the zeroes of U, V and their derivatives. We define the function
where for any complex number a + ib, Arg(a + ib) denotes its argument. We also denote by ϕ the extension of the function ϕ to R which maps any value outside of σ(H) to 0. Also denote the integer part of a real number x by [x] and the characteristic function of an interval [c, d] by 1 [c,d] .
Theorem 2. Assume that c ≥ c 0 . For any E ∈ [−c, 0], the integrated density of states associated to H is given by
max and is given by
In particular, we remark that the function E → I(E) is continuous on the interval [−c, 0]. In the proof of Proposition 1, we give an explicit formula for ϕ in terms of the functions U and V (see (58), (59) and (60)).
The formula (16) is the analog, for the continuous periodic Airy-Schrödinger operator, of the formula of the IDS in [9] for a discrete periodic Schrödinger operator. The behavior of I is different than the one given by the results in [6] in the Schrödinger case. Our result compares to the case n = 1 and l = 1 in [6] , which leads to an IDS with an asymptotic in E 1 2 for E large, different from our case. Again, the singularity at the minima points of the potential leads to a different behavior than in the regular case. The same differences for the asymptotic behavior are to be found in more recent papers like [8] or [5] where the potential (or periodic pertubation in [5] ) has regularity properties stronger than in our setting. In the case of a singular potential, we refer again to [11] . In particular, the result of Theorem 2 is compatible with the lower bounds and upper bounds found in [11, Propositions 6.6 and 6.7]. Note that the results of [11] are stated in the semiclassical limit, hence for a "large enough" semiclassical parameter. No explicit lower bound for the semiclassical parameter gives the validity domain of [11, Propositions 6.6 and 6.7], compared to Theorem 2 which states that the given formula is valid for every c larger than the constant c 0 . Note that c 0 is explicitely known as a zero of a classical function. The results of [5, 6, 8] on the IDS are stated for general periodic potentials with some regularity assumption (in [6] it is given through its Fourier coefficients). It leads to precise asymptotics in energy for the IDS. The results for multiple wells in [11] are given for a general C 2 potential which is C 3 in a neighborhood of some non-critical energy and leads to estimates on the IDS of the corresponding Schrödinger operator in the semiclassical limit. Here, since we look at a particular example of periodic operator, we have been able not only to find the asymptotics of the IDS as in [5, 6, 8] or an estimate as in [11] , but an explicit formula for it. 
where A n and B n are real numbers. Continuity of the solution φ and of its derivative at 2n + 1 for n ∈ {−N + 1, . . . , N − 1} yields
The minus sign in front of B n+1 in both (19) and (20) comes from the oddness of V odd . One deduces from (19) and (20) that for every n ∈ {−N + 1, . . . , N − 1},
using that the Wronskian of U and V is constant and equal to 1.
Notations. We set
The squareroots are either positive real numbers or purely imaginary complex numbers with positive imaginary part depending on the signs of UU ′ and VV ′ . We introduce the transfer matrix which maps the solution of (12) and its derivative on the interval [2n − 1, 2n + 1] to the solution and its derivative on the interval [2n + 1, 2n + 3]:
In particular we have
Now we turn to the C 1 conditions at −(2N + 1) and 2N + 1. On the interval [2N + 1, +∞), the potential V M is identically zero, thus, since φ is in particular in L 2 (R), one has
with λ a positive real number such that
Without loss of generality one can choose φ such that φ(2N + 1) = 1. Indeed, φ is not identically equal to zero and (φ(
Similarly, on the interval (−∞, −(2N + 1)], one has
with the same λ as in (25). Since φ(−(2N + 1)) = φ(2N + 1) = 1, one has
Solving the system formed by the equations (29) and (30) one deduces that
Combining (26) and (27),
We also remark that, since λ is positive, λ c = (−E) 
Hence, in the sequel, spectral bands or spectral gaps will refer indifferently to the intervals in the variable E or y.
Proof of Theorem 1
3.1. Preliminary : the signs of U, U ′ , V, V ′ . From the results of [2, Section 3.2], the spectral band edges are exactly the zeroes of these four functions. Let us be more precise. Assume that j ≥ 1 is an integer:
and is strictly negative on the interval
3.2. Expression of Φ. We have to compute the coefficients A N and B N to get the explicit expression of Φ. Thus we have to compute the matrix T 2N +1
E
. It suffices to diagonalize T E . For this, it is easier to separate the cases when E is in a spectral gap of H, E is in an even spectral band (for an index p even) of H and when E is in an odd spectral band (for an index p odd) of H. 
and the associated eigenvectors are
We note that, for any E in a spectral gap,
is constant and equal to 1 since the Wronskian of u and v is equal to 1. Thus,
Then
.
This gives the expressions of the coefficients A N and B N and thus the expression of Φ(y) for y such that −E is in a gap of H and y ∈ [−c, 0]:
In the interior of even spectral bands.
Assume that y is such that −E is in an even spectral band of H and y ∈ [−c, 0]. We slightly change the previous notation of b in order to highlight the complex number i in the following expressions and we set
We also set
We also used that
Let us introduce the function k :
Then, (42) rewrites, for y such that −E is in an even spectral band of H and y ∈ [−c, 0] and since β(y + c) > 0:
2k(y) 1 + (k(y)) 2 + (k(y)) 2 − 1 (k(y)) 2 + 1 × tan((2N + 1)Arg(a + ib)(y + c)) . 
The expression of Φ(y) is, for y such that −E is in an odd spectral band of H and y ∈ [−c, 0]: 
The first term in the expression of Φ(y) in (37) is a product of two strictly negative real numbers and is strictly positive. We also have 0 > a + b > a − b, hence, again by oddness of 2N + 1, (a + b) 2N +1 > (a − b) 2N +1 and the second term in (37) is a product of two strictly positive real numbers and is also strictly positive. Thus, Φ(y) > 0 in the spectral gaps (Y 4j+3 min , Y 4j+2 max ) and (Y 4j+1 min , Y 4j max ) and does not vanish in them.
From these two cases, we deduce that H 2N +1 does not have any eigenvalue in the spectral gaps of H, as long as we look at the spectral gaps in the interval [−V 0 , 0]. This proves the first point of Theorem 1.
Remark that in the second case the signs depends on the oddness of 2N + 1. They are slight changes to do in the even case and we present them in Appendix B.
3.3.2.
In the spectral bands. Remark that from the expressions (45) and (48), similar arguments will give the number of zeroes of Φ in the even and odd spectral bands. Thus we will focus on the case of the even spectral bands and explain the differences with this case in the case of odd spectral bands.
Using the expressions of Φ(y) given by (45) and (48), in order to count the zeroes of Φ in the spectral bands, we first have to study the properties of the functioñ
We prove the following result. (1) if l = 2j is even, the functionφ is a strictly decreasing homeomorphism from
if l = 2j + 1 is odd, the functionφ is a strictly increasing homeomorphism from [Y 2j+1 max , Y 2j+1 min ] to [0, π]. Before proving Proposition 1 we give the following lemma. 
where the ′ denote the derivation with respect to x in the expressions (13) and (14). Using (51), (52), (53) and (54), one gets : 
and Lemma 1 gives the variations of g on each spectral band [Y l max , Y l min ]. On each even spectral band (l = 2j), g is strictly increasing
. Similarly, on each odd spectral band, g is strictly decreasing and vanishes at a unique point Y 2j+1
Step 2. We compute an explicit expression of the functionφ in terms of the functions U, 
Since
and again, since, Arg(a + ib)(Y 2j+1
Step 3. It remains to prove the monotonicity assertions to prove Proposition 1. For every
Then, using (55) and (57),
since the Wronskian of U and V is equal to 1. Using Lemma 1, d dy f is strictly negative on each even spectral band and is strictly positive on each odd spectral band. Hence, f is strictly decreasing on each even spectral band and by (58) and (59),φ is strictly decreasing from [Y 2j max , Y 2j min ] to "[π, 0]". Since it is continuous, point (1) of Proposition 1 follows. Similarly, f is strictly increasing on each odd spectral band and by (60) and continuity proven at Step 2, point (2) of Proposition 1 follows. ✷ Notation. We set, for every m ∈ {1, . . . , 2N },
Proof: (of Theorem 1). We count the number of zeroes of Φ in an even spectral band [Y 2j max , Y 2j min ], 2j ∈ {0, . . . , p}. The case of an odd spectral band is similar and we give the necessary changes to the proof of the even case at the end of this proof.
Step 1. By Proposition 1,φ is a strictly decreasing homeomorphism from [Y 2j max , Y 2j min ] to [0, π] withφ(Y 2j max ) = π andφ(Y 2j min ) = 0. Hence, the function y → tan((2N + 1)φ(y)) (1) vanishes at Y 2j max Step 2. The function k defined at (44) is strictly increasing from −∞ to +∞ on the interval
x 2 +1 is continous on R, even and it is strictly increasing from −1 to 1 on [0, +∞). Hence, y → (k(y)) 2 −1 (k(y)) 2 +1 is strictly positive on [Y 2j max , k −1 (−1)), strictly negative on (k −1 (−1), k −1 (1)), strictly positive on (k −1 (1), Y 2j min ] and vanishes only at the points k −1 (−1) and k −1 (1) . It is also strictly decreasing from 1 to −1 on [Y 2j max , k −1 (0)] and strictly increasing from −1 to 1 on [k −1 (0), Y 2j min ]. Let m ± the unique integer such that k −1 (±1) ∈ (y + m± , y − m± ). Then, the function y → (k(y)) 2 −1 (k(y)) 2 +1 tan((2N + 1)φ(y)) (1) vanishes at Y 2j max ; (2) is continuous, strictly decreasing on Y 2j max , y + 2N and tends to −∞ when y tends to y + 2N − ;
(3) is continuous and strictly decreasing from +∞ to −∞ on each interval
and strictly increasing from 0 to +∞ on
, exchanging these two real numbers in the previous intervals bounds) ; (5) is continuous and strictly increasing from −∞ to +∞ on each interval (y + m , y − m ) for m ∈ {m − + 1, . . . , m + − 1} ; (6) is continuous on (y + m+ , y − m+ ), strictly increasing from −∞ to 0 on (y + m+ , k −1 (1)], positive on k −1 (1),φ −1 m+π
2N +1
and strictly decreasing from 0 to −∞ on
2N +1 , exchanging these two real numbers in the previous intervals bounds) ; (7) is continuous and strictly decreasing from +∞ to −∞ on each interval (y + m , y − m ) for m ∈ {m + + 1, . . . , 2N } ; (8) is continuous, strictly decreasing on (y − 1 , Y 2j min ] and tends to +∞ when y tends to y − 1 + ; (9) vanishes at Y 2j min . Since k −1 (−1) =φ −1 m−π 2N +1 and k −1 (1) =φ −1 m+π 2N +1 , the function y → (k(y)) 2 − 1 (k(y)) 2 + 1 tan((2N + 1)φ(y)) has exactly 2 zeroes in both intervals (y + m− , y − m− ) and (y + m+ , y − m+ ). Hence, the function y → (k(y)) 2 −1 (k(y)) 2 +1 tan((2N + 1)φ(y)) has exactly 2N + 4 zeroes in the interval [Y 2j max , Y 2j min ]. The rest of the proof does not change if
Step 3. We remark that 2k(k −1 (±1)) 1 + (k(k −1 (±1))) 2 = ±1 and 
Hence, one already has that Φ has exactly 2N + 2 zeroes on the interval (y + 2N , y − 1 ). Since y → tan((2N + 1)φ(y)) is strictly negative on (Y 2j max , y + 2N ) and vanishes at Y 2j max , one deduces from all the previous facts that either Φ(Y 2j max ) > 0 or Φ(y) tends to +∞ when y tends to (Y 2j max ) + . Since by definition of Φ it is a continuous function on [−c, 0], only the first case occurs. Hence, since y → cos((2N + 1)φ(y)) is strictly negative on Y 2j max , y + 2N , Φ is strictly positive on this interval and does not vanish on it. Since y → tan((2N + 1)φ(y)) is strictly positive on (y − 1 , Y 2j min ) and vanishes at Y 2j min , one deduces that either Φ(Y 2j min ) > 0 or Φ(y) tends to +∞ when y tends to (Y 2j min ) − and since Φ is continuous, only the first case occurs. In particular, since y → cos((2N + 1)φ(y)) is strictly positive on the interval (y − 1 , Y 2j min ), Φ is strictly positive on this interval and thus does not vanish on it. One concludes that Φ has exactly 2N + 2 zeroes in the interval [Y 2j max , Y 2j min ], which proves Theorem 1 in the case of an even spectral band.
In the case of an odd spectral band, one has thatφ is a strictly increasing homeomorphism from [Y 2j+1 max , Y 2j+1 min ] to [0, π]. Hence, Step 1 is the same as in the even case, replacing "decreasing" by "increasing", changing −∞ into +∞ and vice versa and taking care of the order of the numbers y ± m =φ −1 (2m±1)π
2(2N +1)
which is reversed.
The functionk is a strictly decreasing function from +∞ to −∞ on [Y 2j+1 max , Y 2j+1 min ], hence Step 2 and Step 3 will not change except that the order of the numbersk −1 (−1) andk −1 (1) has to be changed. Finally, Step 4 is similar, again inverting the ordering of the subintervals sinceφ is now increasing. It finishes the proof of Theorem 1 in the case of an odd spectral band and thus in all cases. The main ingredient needed to count the eigenvalues of H 2N +1 under a fixed real number is that we know from Section 3.3 that these eigenvalues are in the spectral bands of H, situated between two singularities of the function E → tan((2N + 1)ϕ(E)). We also need more notations for the proof of Theorem 2. These notations will also be used in the proof of Lemma 1. Let Ai and Bi denote the usual Airy functions.
Notation. We denote by {−a j } j≥1 the set of the zeroes of Ai and by {−ã j } j≥1 the set of the zeroes of Ai ′ where the real numbers −a j and −ã j are arranged in decreasing order. These sets are both subsets of (−∞, 0]. Let j ≥ 0 and define the real numbers a 2j =ã j+1 and a 2j+1 = a j+1 . 
With a similar argument as in the proof of [2, Proposition 3.1], we get, for every j ≥ 0, 
In an even spectral band. The argument is similar to the odd case, except that ϕ is strictly decreasing as a consequence of Proposition 
Conclusion. Since ϕ is an homeomorphism from each spectral band to [0, π], from (66) To prove Lemma 1, we use well-known properties of the classical Airy functions Ai and Bi and their approximations combined with results from [2] . The idea is the following : the p-th spectral band of H is centered at −c + a p , hence we prove that the value of h(−a p ) is strictly positive when p is even and strictly negative when p is odd. Since the length of each spectral band is exponentially small, it implies, using Taylor formula, that the sign of h does not change on each spectral band. We focus on the case p even, the odd case is completely similar.
To start, note that one has the expression of u and v in terms of Ai and Bi:
and ∀x ∈ R, v(x) = π(Ai(0)Bi(x) − Bi(0)Ai(x)).
Also recall that the Wronskian of Ai and Bi is equal to 1 π . Let j ≥ 0, and c ≥ c 2j . Since Ai ′ (−ã j+1 ) = 0,
(67)
Hence,
One already sees that in the expression of h(−ã j+1 ), the dominant term when c is large is (72), hence positive. But our result is stated not for c arbitrarily large, but for every c ≥ c 2j .
Since it is increasing in c, we may assume in the sequel that c = c 2j and the result follows for any c ≥ c 2j . First, for j = 0, one has −ã 1 ≃ − 
In the upper bound of (93), the dominant term is, for every j ≥ 1, 
The approximation of h(−ã j+1 ) in (94) is increasing in j and is approximately equal to 15.87 for j = 1, hence for every j ≥ 1,
We prove that h remains strictly positive on the spectral band [Y 2j max , Y 2j min ]. Recall that the spectral bands of H are exponentially small. More precisely, [2, Theorem 2.5] implies that, for every c ≥ c 2j ,
where Λ 2j,c := (Bi ′ (−ã j+1 )) 2 2πã j+1 + K 2j (c −ã j+1 ) 
and where we used the relationships u ′ (−ã j+1 ) = −Ai ′ (0)Bi ′ (−ã j+1 ) and Ai(0)Ai ′ (0) = − 1 2π √ 3 . Note that the notations in [2] and in the present paper correspond through c = h − 2 3 .
The constant K 2j is defined in the proof of [2, Proposition 6.1], but it can be much improved for our purpose. Indeed, using the notations given in this proof, one can actually set, for every τ > 0, Remark. With (96), (97) and (101) it is easy to show that for c arbitrary large, the result of Lemma 1 is true. What is difficult here is to be able to take c only larger than c 2j .
Appendix B. The case of an even number of wells All the results remain true in the case of an even number of potential wells. Slight changes have to be made in order to carry on the proofs done in the odd case. First, we have to define the potential corresponding to an even number 2N of wells in a way that the potential function is an even function.
where V is defined in (3) . After rescaling as in the odd case, we consider
Then, instead of defining the functions U and V as in (13) and (14), we set :
and V(x) = u(−E)v(x) − v(−E)u(x). The parity of the number of wells played a role in the proof of the absence of eigenvalues in the spectral gaps of H. Following the proof of Section 3.3.1, there is no change to do in the first case. In the second case, corresponding to the spectral gaps (Y 4j+3 min , Y 4j+2 max ) or (Y 4j+1 min , Y 4j max ), one has still a + b < 0 and a − b < 0, but now (a + b) 2N > 0 and (a − b) 2N > 0. Thus, the first term in (37) is strictly positive. For the second term, since a − b < a + b < 0 we have (a − b) 2N > (a + b) 2N and the second term in (37) is now strictly negative. In particular, it does not vanish on these spectral gaps and thus H 2N has no eigenvalues in the spectral gaps of H.
In the other proofs, the parity of the number of wells does not play any role. Our choice of focusing on an odd number of wells was guided by the fact that it is naturally involved in the definition of the integrated density of states.
