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Аннотация. В этой статье исследована мультипликативная структура резольветных мат­
риц упорядоченных интерполяционных задач для неванлинновских функций. Приведен алх'о- 
ритм iioniai'OBoi'o решения упорядоченных интерполяционных задач. Общие построения про­
иллюстрированы на примерах задачи Неванлинны-Пика и проблемы моментов Гамбурх'ера.
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1. Введение. Интерполяционная задача Неваилиины-Пика впервые была рассмот­
рена в статьях |1|- |3|, Эти исследования были продолжены в работах многих авторов. 
Особо отметим статью |4|, в которой впервые было получено разложение резольвент­
ной матрицы в произведение матричных множителей Бляшке-Потаиова, В статье |4| 
были использованы идеи и методы В.П. Потапова в мультипликативной теории J- 
растягивающих матриц-функций |5|, После статьи |4| появилось большое количество 
работ, в которых были исследованы мультипликативные структуры резольвентных мат­
риц различных интерполяционных задач для неванлинновских функций и их аналогов 
(см., ианример, |6 |- |9|), Современное состояние теории иитериоляциониых задач изло­
жено в монографии |10|.
В работах |8|, |9|, 1111 бы.ли поставлены и решены обобщённые иитерно.ляциониые за­
дачи, которые содержат в себе основные примеры интерполяционных задач для неван- 
линновских функций и их аналогов. Однако в этих построениях отсутствуют структу­
ры, которые позволяют ввести в рассмотрение пошаговое решение интерполяционных 
задач, мультипликативные разложения резольвентных матриц, ортонормированные се­
мейства функций и связанные с этими объектами проблемы теории интерполяции и 
ее приложений. Для включения этих вопросов в контекст интерполяционных задач в 
статьях 1121, 1131, |14| были введены упорядоченные последовательности обобщённых 
иитериоляциониых задач для иеван.линиовских и сти.лтьесовских функций. Основны­
ми результатами этой статьи являются мультипликативное разложение резольвентных 
матриц последовательности обобщённых интерполяционных задач для неванлиннов- 
ских функций (теорема 2) и пошаговое решение упорядоченных обобщённых интерпо­
ляционных задач (теорема 3). В качестве примеров рассмотрены задача Неванлинны- 
Пика и проблема моментов Гамбургера.
2. Основные определения и обозначения. Для верхней и иижией полуплоскости 
введем обозначения С + =  {z  G С : Im c >  0} и С_ =  {z  G С : Im c <  0} соответственно и
пусть С± =  C + 1 J C _ .  Через {%,  3 } обозначим множество ограниченных линейных опе­
раторов, действующих из конечномерного гильбертова пространства 0~С в сепарабельное 
гильбертово пространство 3 , а через { 3 }  обозначим множество ограниченных операто­
ров в 3. Множество ограниченных эрмитовых операторов в 3 обозначим через {3 }я -  
Эрмитов оператор A  G { 3 }я  называется неотрицательным, если ( / ,  A f )  >  0, V / G 3- 
Множество неотрицательных операторов в S обозначим через {3 }> - Неотрицательный 
оператор A  G {3 }>  называется положительным, если он обратим и А~г G {3 }-  Множе­
ство положительных операторов в 3 обозначим через {3 }> - Для эрмитовых операторов 
А, В  G { 3 }я  неравенство А >  В  (соотв. А >  В)  означает, что А — В  G {3 }>  (соотв.
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Тождественный и пулевой операторы в гильбертовом пространстве 3 обозначим че­
рез /д и Од, Нулевой оператор, действующий из гильбертова пространства Si в гильбер­
тово пространство S2, обозначим через Og1g2. Для упрощения записи мы часто будем 
опускать нижние индексы у тождественного и нулевого операторов.
Пусть операторы К  G {3 }> , Т  G {3 } ,  u ,v  G {0~С, 3 } удовлетворяют Основному 
Тождеству (ОТ)
И пусть, далее, оператор-функция (ОФ) Rt (z )  =  (Is ~  ~Т)~ 1 мероморфиа в С. Множе­
ство особых точек ОФ Rt (z )  обозначим через Z, а множество комплексно сопряжённых 
точек обозначим через Z =  { ;  G С : ;  G 2 }.
Определение 1. ОФ w : С+ —> {!>С} называется иеваилиииовской, если она голо­
морфна в С + и {w(z)  — w*(z)}/2i >  Oji, G C+.
Класс всех неваилишювеких ОФ обозначим 3?.
О пределени е 2 . Обобщённой иитериоляциоииой задачей с масштабными простран­
ствами J-Си 3 называется упорядоченный набор операторов
удовлетворяющий О Т  (1).
ОФ w G 3? называется решением иитериоляциоииой задачи (2), если оиа удовлетво­
ряет следующему Основному Матричному Неравенству (ОМН) В.П. Потаиова
Типичными обобщёнными интерполяционными задачами дня неванлинновских ОФ 
являются задача Неванлинны-Пика, задача Каратеодори, проблема моментов Гамбур­
гера и другие интерполяционные задачи дня неваилишювеких функций (см. |4|- |6|), 
Современное состояние теории интерполяционных задач дня неванлинновских функций 
имеется в монографии |10|.
О пределени е 3. Обобщённая иитериоляциоииая задача У =  {А', Т, и, г>} называется 
виолие неопределённой, если
А - В е {  3 }> ).
Т К  -  КТ* =  mi* -  uv* . (1)
У =  { К , Т ,  и, v} (2)
(3)
К  G { 3 } > ,  vh =  0 -ФФ- h =  0 . (4 )
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Далее в этой статье мы будем рассматривать только вполне неопределённые обобщён­
ные интерполяционные задачи. Множество всех решений обобщённой интерполяцион­
ной задачи (2) обозначим через J . Известно (см. |8|- |9|), что при сделанных предполо­
жениях множество J  не пусто.
Пусть дана бесконечная последовательность гильбертовых пространств (1 )^ } ° ^ .  
Рассмотрим ортогональные суммы этих пространств
3 (/)  = f ) (1) 0 f ) (2) 0 ... 0  t)(l) . ( 5 )
Каждое из пространств 3 ^  можно рассматривать и как подпространство в любом про­
странстве 3(/) при / >  к. Мы будем отождествлять векторы (xi,  0 , 0 )  из 3^  е
векторами ( x i , . . .  , х к) из 3 ^ -  Сужения операторов в пространстве 3 ^  на подпростран­
ство 5 {к) мы тоже будем отождествлять с операторами в пространстве 3 ^ -
Пусть теперь дня всех / >  1 определены обобщённые вполне неопределённые интер­
поляционные задачи
у(/) =  { K « \ T {l),u {l), v {l)}  (6)
с масштабными пространствами 3 ^\ 0~С.
Пусть произвольные натуральные числа / и к удовлетворяют неравенствам 1 <  к <
I. Рассмотрим ортогональное разложение масштабных пространств интерполяционной 
задачи (6)
3 (/) =  S (fc) 0  ( 3 (/) 0 S (fc)) .  ( 7 )
О п ределени е 4. Пусть дала, последовательность обобщённых интерполяционных за­
дач (6) и матричные представления операторов иитериоляциоииой задачи постро­
енные ио разложению ( 7 ) ,  имеют вид
тЛ1) =  (  Б ( /Д )  \  T (l) =  f  O g (i )© g(fc)g( fc )  \
v  Б ( /д о *  J  > ^  T ( w  T m  j ,
-  ( $ > )  ■ -  ( I " » )
Последовательность иитериоляциоииых задач (6) называется упорядоченной, если опе­
раторы К^к\ Т^к\ v[k\ ii/k\ рассматриваемые как операторы в пространствах 3 ^  и 
0~С, совпадают с операторами K^k\ v^ k\ иитериоляциоииой задачи
Дня упрощения записи в формулах (8) мы будем обозначать К'^  через К'^  и т.д. 
Упорядоченную последовательность обобщённых интерполяционных задач обозначим 
через В этом контексте обобщённые интерполяционные задачи называют­
ся усеченными интерполяционными, задачами.. В обозначения объектов, связанных с 
усечённой задачей rp(Z) , введем верхний индекс (/). Имеют место включения Эг^ /+1  ^ С Эг('1\ 
Упорядоченные последовательности интерполяционных задач были введены дня неван- 
лишювеких функций в статье 1121, а дня сти.нтьесовских функций -  в статье |13|,
(8)
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Рассмотрим упорядоченную последовательность обобщённых интерполяционных за­
дач Резольвентной матрицей дня усечённой задачи называется
=  (  “ ««’ у  fm’l?) )  =  W  + ;  (  "m- )  «т»>- W { , r ‘ ( « “ > - v ' 1' ) .  (9)
(  v iz ) \Пара мероморфных в С+ ОФ ( ( ) ) 1 иРИ11Имающих значения в {IK}, называется
неваилишювекои. если
p{z)p*(z) +q(z)q*(z)  >  О, i ( -p*(z )q(z )  +  q*(z)p(z) )> О.
-T f Pl(z) \ (  p2(z) \Две неван.нинновские нары ,■ ; и ; ; называются эквивалентными, ес-
V 9Н-) J  V )
.ни существует мероморфная и мероморфно обратимая в С + ОФ Q(z)  такая, что
^Pi(~)\ f p 2(z)'
qi(z)J \q2( z ) J ® ^ ‘
Классы эквивалентности неванлинновских ОФ обозначим через 3?.
Теорема 1. Пусть операторы a ^( z ) ,  /3(г\ 7 ^(z ) ,  5^(z )  являются блоками резоль­
вентной матрицы из представления (9). Тогда формула
w(z) =  (7  ^  (z)p(z) +  (z )q (z )y (a ('i:> (z)p(z) + /З^  (z)q(z))  1 (10)
устанавливает биективное соответствие между и Л.
Доказательство этой теоремы имеется, например, в статьях |6|, |8 |, |9|,
3. Мультипликативная структура резольвентной матрицы. Пусть в пред­
ставлении масштабных пространств (7) k =  I — 1. Тогда
3 (/) =  3 (/- 1} 0  i){l) , / >  2 .
Дня этого представления введем блочные обозначения дня операторов
,г) _  (  KV-V В W \ (п _  (  \ (п _  (  uV-V \
К  - у  B v r  c w  )  ’ V ~  \  v w  )  ’ U ~  \  й {1) )  ' t Ч )
И пусть иоднростраиство З^-1  ^ С 3 ^  является инвариантным дня оператора Т ^  Е 
{ 3 (/)}. Тогда имеют место представления
о  \ /  лт„ - „ м  о  \
V  Т $  T m  )  ' т ' " ( - )  \ ; F / f l „ ( ; ) T S F / T „ )  ' (  1
Здесь i?T(i>(~) =  ( /  -  с Т ^ ) " 1, Ят(г- 1,(л) =  ( /  -  s T ^ -1) ) " 1, A f (I,(c) =  ( /  -
НАУЧНЫЕ ВЕДОМОСТИ ШЛЯ Серия: Математика. Физика. 2014. №19(190). Вып. 36 31
Легко видеть, что выполнены равенства
А'<‘> = (  1 , °  V  А<М’ °  ) (  '  К"- 'Г'В1,) \ > о  (13)\ В'Ч'А'11- 11 I Н  О / i (,) J { О I ' ' >
Здесь
Отсюда
j>(D = СИ) _ Bil)tK{l~l) хБ(г) > О, / > 1.
* « > -  =  ( А' ('0 1Г‘ °0  )  +  (  \ / ? « . -  / )  . (14)
И пусть, далее,
tfi) =  - B {l)* K {l- i r l v{l- 1] + v{l\ и{1) =  - B {l)* K {l- i r l u{l- 1] + й{1\ I >  1. (15)
Подставим в ОТ (1) блочные представления (11) - (13). Получим
О \ ( I 0 \  (  К{1-1] О \ ( I aA-i)-1^ /)
T(0 f(i) ) I В(1)*К(1-1) 1 I { о К{1) \ О I
21
I О \ (  К{1-1] О \ (  I к {1~1Г1В{1) \  ( tS*
д (/ )*А (/-1)-1 J  J  у о  £ { 1) J  ^ о  I  / V 0  Т {1)*
^  )  ( * w>‘ ) -  ( Й, , Г) -  
Умножим это равенство слева и справа соответственно на операторы
/  О \ (  I  - К ^ - ^ В ^
- B w* K {l- i r l  I  Г  О I
С учётом (15) получим
-BWrV-V 1 I )  V  t S  т (г) )  V BWrV-V 1 I J  V  о R {1) 
R(l~v о \ ( I KV-V^B® \ f  T. *^ \  ( I K {l~ir lB{l)
о ib l) )  v о i  J V о  г w* ) { o  i
)  ( <‘(' - ir » « • )  -  ( )  ( »«-»• »<»•).
Отсюда следует, что
О \  (  / i (/_1) О \  (  / i (/_1) О \ ( У(/)*
y (/) t (/) J v o r {1) J  V o  K{1) J  \  0  T(ir
\ /  u{l-l)v {l-l)* U{1-1)^ (1)*
(16)
Здесь
у(/) _  _^(/)* _|_ jiW _|_ jt(i)g(i)* A'( /- 1)-1 (17)
Рассмотрим ОФ
Ь(1)(л) =  [ /(1)(~),
/  0^)* \
Ь<«(.-) =  W  +  -  (  J Дт»>.(~')А'“Г ‘ ( й“> -®<‘> ) , / > ! .  (18)
Т еор ем а  2. Пусть дала, упорядоченная последовательность обобщённых вполне 
неопределённых интерполяционных задач для иеваллиииовских функции 11
для всех I. >  2 иодиростраиства З^-1  ^ С 3^  являются инвариантными для операто­
ров Т ^  Е { 3 (/)}. Тогда резольвентные матрицы (9) допускают представления
U{l\ z ) = b {1\ z ) - b {2\ z ) - . . . - b {l\z) ,  l >  1. (19)
Здесь ОФ 6^  (с) определены формулами (18).
□  Доказательство форму.:: (19) проведем индукцией но /. При / =  1 формула (19) 
очевидна. Пусть формулы (19) выполнены дня всех / <  п. Тогда дня / =  п имеем
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Uw (z) =  I  +  z ^ ^ RT(о* (z)I<{irl  ( и® - v {l) )
r (  v {l)t \ D , K V - V - 1 0 \ {  uV-V - у * - "
7 ' : U '  1,1 { : ]  О 0 ) 1  й<*>
z
и{1 1) _у{1 1)
х 1 м>« - # >
/ + - (  1,' ‘Г ^ - А т » - . . ' I  ( К 11- 1Г
>«• ) \  О A f ,„. (.-) J \  О
х ( )
г,(/)* '\ (  RT(l-D* (~) zRT(l-i)* (z)T.2i R f a)* (z) \
<«>*(-) /'  1 У V  O
X
i : : : --------------- --
vt,r \ (  Ят „ -> ,ф )  zRT„ - „ . ( z ) T ' S ‘ Rf m, (z)  \ (  -K -i'-V -'B m  \
M,ir A  о Rftlt.(z) J \  I )
x K {irl ( Й(г- 1} - v {l~l) )
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=  U('l~1'> ('') +  '' (  ^   ^ ^ f  RtII-1)*(z) zR T{1- 1)* (z)T.2i R f {i)*(z)\
~ v  w(/_1)* й{1)* J  \  o  R?ii)*(z) J
(2(1-1) -B d -D )
=  U(-l~1'> (z) +  z (   ^ ^  \ ^ (  Rt^-v* (z) zR T{i-d* (z)T.2i R f {i)*(z)\
~ у u{l~1]* й^* J \ О О J
x (  - d ^  )
* ■ ( ; : «  S ) ( S  я Д 0 ( ~ ' ' Т ' ' > ‘ г ' < * ,“
=  U ^ i z )  +  с (  )  (  A r (I-i ,* (c )  i?f(i)*(~) )
x | ~ R{1 ^  B[l) )  A (/r l ( u(/“ 1} - ^ г- 1} )
+  -  (  0 Г  )  Rf ^  w {irl ( « (г_1) - ^ _1) ) •
Таким образом,
(/">(-) =  Ul,- l\z) +  f  )  (  RT„-„ ,  (z) . - V ' (z )T£ ’ Rfm. ( ; )  )
\ R v r , ( }
I
z I - S ' 1- » ) .  (20)
Далее имеем
U{l~l) (z)b[l] (z) =  U{l- 1] (z)
j  f  I  О \ (  ^ l)*Rfa)*(z)K^i r l u^ Rfa)*(z)K^ir1^ 1)
X | V °  1 J Z \ u {irR f ( i r ( z ) K { ir luw - u {l)tRfll)* ( z ) K { ir ld{l)
-  ( ^ ' R f w W W - 1^  - d ^ R f { l A z ) K ^ dn)
Ы  ~ Ы  ^  - u {l)tRfll)* ( z ) K ^  ^ г)
( / _ D  ,  /  - d ^ R f . A ^ - 1^  \
Ы  " y f t V R f w . t f K W  V )  - и (г)* Я ?(Пф ) А ^  ^  J  
i ? Tu-i>* (с ) ^ " 1^ 1^ " 15 —и^~^*Rrp(i-i)* (z)K (-l- i r l v(-l~1) J
V ( i - D
U(i-D
x ^ l)tRfil]* ( z ) l b l) - d ^ R fil)* (z ) lb l) ^
u ^ R f ^  ( z ) lb i r l uW - u d r R fil)t (z ) l b i r l dV)
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ТЛ1- 1),„Ч , ,  (  ^ i r Rf iо Ф ) А (гГ1« (г) - v {iytRfll)* ( z ) K {l) 
Ы Д ^ г)*Я?(Пф ) А ^  ^  R f a A z ) ^
, (  v «~iy .........- л tRTu-i)* ( z ) K i-l- 1) 
О
х Жи
' R r w t f K V - V - 1 )  (  
-1 \R f (l)* ( z ) K { ir luw О
О Rfll)* ( z ) l b i r l dV)
- д {1 )  
-y(l)
rjd-i) H
2 (  v{l- 1]- z' *Ят,г-1,*(л)А^-1Г1 
О
^ iytRfll)* ( z ) K W ^
ifll)* ( z ) ib ,Y ldV)a 1 И
О
f  Ud-Dy{ir -  г,(*-!)£№* 
x ^ M(i-D^)* _  vii-Vyiir
(  Rfll)* { z ) lb lYlu^ О
< ' О Rfil)*(z)K^ir1^ 1)
u^ l- l)tRTa-i)*(z)K^l- l) 1 
..u(i-1)? (!)‘ + ,( i -1)2W*\
.и(*-1)#*Г+ г ; (*-1)£(*Г J
(/_D  ^ ( d ^ R filA : ) K { i r l u{l) r 1 It,.. o /ч' r 1
Ы  ^ \ u ^ * R fll)* ( z ) K ^  - ^ l)* R fa )* ( z )K {l)
_2 {  v V - V ' R r w W K V - V - 1 ^  4
V . W R !\  W  U/ l/'J1 6 —  ± J уХ/ у I  i.
/ K (i-i)Y (iy _ K (i-i)Y (ir \ f  Rf{l)t( z ) K { ir luW
X 1 /\(г-!)у (г)* J  1 о
_  f  / ' /  c ) / * '  - # ,}* a
Ы ~ \ uw tR ^n * (z )K w - « (г)*Я,
О
(с) А (г)
Rrpii—D* (л) О
О uV-V'Rr.tU-1)* (z)
(  Rfll)* {z ) lb lY lu^ О
X у О х
( / _ D  ^  ( v W - R j w W K W - 1# *  г '  II,.. ( :) /ч ' г '
Ы  +  ~\ u ^ R f ^ i z ) ! ^ - 1^ )  -и«У* "  ' '
У(г)* ( I  - I
''Ту1*
- u ^ R fll)* { z ) lb i r l ^ 1)
Здесь шестое
v№
иУ~ ' RTli-i)*{z) J V 1Л1Г к '
■ равенство следует из (16). Таким образом
U{l- l\z)b[l\z) =  U{l- l\z) +  л ( ^ R h ir y ^ , .  „  u^ iytRfil)* ( z ) lb i r l uW
- д {1Г R f {lr 
-u^iytRfil)* ( z ) lb ir1^ 1)
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+  ' 2 (  ) Г > Г  (  R f m- W ,‘ r '№ ‘ > - R f „ A : ) K < ‘ r I i’m )  • (21)
Из формул (20) и (21) имеем
х Rfin* ( z ) K {l) 1 ( и(г" 1} - д {1- 1] )
г>(/- 1}* \
и{1-1)* ) Дта-иф)
х | (I -  z T {l- i r ) K {l~i r l В {1) -  z ( - T {l~i r K {l~i r l В {1) + T 2(ir  +  K {l~i r l
-  K {l- i r l B {l)(I -  z T {ir) +  zT^* } R fil)* ( z ) K {irl ( ui-l~1) - ^ - 1} )
(  \
=  ( u{i-1)* ) Rt^-v* (~)
x |K {l~i r l B {l) -  z T {l~i y K {l~i r l B {1) +  ~т(г- 1Г АГ(г- 1)_1В (г) -  zT.^* -  z K {l~i r l B {l)T {l)* 
-  K {l~i r l B {l) +  z K {l~i r l B {l)T {ir +  z T ^ } Rfil)* (z ) K {irl  ( « (г“ 1} - ^ г- 1} ) =  О.
Здесь третье равенство следует из (15). Следовательно, [/^(z)  =  U('l~1\z)bi(z) . Отсюда 
и из предположения индукции вытекает формула (19). ■
Сравнивая 22-блоки в левой и правой части (16) получим индуцированные ОТ
Т (г)/? (г) -  K ^ T W* =  д {1)и{1Г -  u{l)v{l)\ I >  1. (22)
Отсюда и из неравенства К '  ^ >  О следует, что дня всех / >  1 определены обобщённые
интерполяционные задачи
у (0 =  { ^ ( / ) 5 f (/)5 ^(/)5 £(*)} (23)
с масштабными пространствами 3^ г\ 0~С. Будем считать, что v ^ h  =  0 -ФФ h, =  0. Тогда
все задачи (23) являются вполне неопределёнными.
ОФ b{l)(z), I >  1 являются резольвентными матрицами дня вполне неопределённых 
задач (23) и ОФ Ь(1) (л) =  [ / (1)(л) является резольвентной матрицей дня вполне неопре­
делённой задачи rp(i) =  { /^ D ^ D   ^  ^г,(1)}_ п 0 теореме 1 при всех / >  1 корректно
определены дробно-линейные преобразования
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b{l)( z ) [p ( z ) , q ( z ) } =  (с(г)(z)p(z)  +  S l)(z)q(z) ) - (a('l)(z)p(z)  +  b(l)(z)q(z)) -l
над произвольной иеванлишювекой нарой (г^ ф -  Здесь введены естественные блочные 
представления
b(D(z) =  (  ail)(~) b V ( z ) \  { > 1  
У c^( z )  S i:)(z) / '
Дробио-линейное преобразование над иеванлишювекой парой ( f , )  обозначим черезw(z)J
b ^ ( z ) { w ( z ) J =  (c.^(z) +  (z)w(z)') ■ (a^(z)  +  b(l)(z)w(z))  \
Из сделанных выше замечаний е.недует, что дня любой иеванлишювекой пары 
корректно определена суперпозиция дробно-линейных преобразований
w(z) =  b(~1\ z ) { . .. b('l~1\ z ) { b ('l\z ) {p (z ) ,  ф ) } } . .. } . (24)
Здесь ОФ w(z)  является иеванлишювекой.
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Суперпозиция дробпо-липейпых преобразований (24) снова является дробпо-липей- 
пым преобразованием с матрицей 6^ (с) • ^^(z )  ■ ■ Ь^(л). Таким образом, имеем
Ь(1) (л) • Ь(2)(л) • . . .  • b('l\ z ) { p ( z ) , q ( z ) } =  b(~1\ z ) { . .. bt'l~1\ z ) { b i'l'>( z ) {p ( z ) , q ( z )^Y .. }.
Отсюда и из (19) следует, что
U{l)( z ) { p ( z ) , q ( z ) } =  b{1) ( z ) { . . .b{l- 1) ( z ) {b {l)( z ) { p ( z ) , q ( z ) } } . .. }.
Из этой формулы и теоремы 1 немедленно следует такая теорема.
Т еор ем а  3. Пусть дала, упорядоченная последовательность обобщённых вполне 
неопределённых интерполяционных задач для неваилишювеких функции н для
всех I >  2 иодиростралства З^-1  ^ С 3^  являются инвариантными для операторов 
Т® Е { 3 (/)}. И  пусть, далее, ОФ 6^  (с) определены формулами (18). Тогда формула
w(z) =  b('1\ z ) { . .. b('l~ 1'1 ( z ) { b ^ ( z ) { p ( z ) , g ( c ) } } . .. }  (25)
устанавливает биективное соответствие между и Л.
Последняя формула показывает, что множество всех решений интерполяционной 
задачи может быть описано как формулой (10), так и формулой (25). Описание мно­
жества всех решений интерполяционной задачи суперпозицией дробпо-липейпых 
преобразований (25) называется обобщённым пошаговым, алгоритмом Шура решения 
упорядочен?т,х интерполя,циотт,х задач.
4. П ри м ер ы . В этом разделе мы рассмотрим примеры интерполяционных задач 
дня неваилишювеких функций, резольвентные матрицы которых допускают представ­
ление в виде произведения простейших множителей Бляшке-Потаиова, Таким задачам 
соответствуют упорядоченные последовательности интерполяционных задач специаль­
ного вида. А именно, пусть в представлении (5) все пространства совпадают с 3~С, 
т.е.
3 (/) =  j { 0  JC0 . . . 0  Я .  (26)
4------------------------------V ------------------------------'  V
/ слагаемых
И пусть, далее, существует последовательность комплексных чисел (£ /)/с^ 1 С С \ М 
такая, что операторы Т\ и Т/, / >  1 (см. (12)) имеют вид
Т\ =  Ci/jf, Т/ =  (iJji, I >  1. (27)
Отсюда следует, что
Ti =  (i/jc , Rt*(z) =    T* =  ( i l j i ,  R f J z )  =  - f, / > 1 .  (28)
1 -  Ci- г 1 -
Т еор ем а  4. При сделанных предположениях операторы / >  1
обратимы. Резольвентные матрицы (9) допускают мультипликативное разложение
U{l\ z ) = b 1( z ) - b 2( z ) - . . . - b l(z), l >  1. (29)
Л )  ( = £ £ ) " < - • ' •  ' > ■  ' * ■  «
Здесь операторы имеют вид
wW — VW 1UW, 1и{-1\ / >  1 (31)
и называются параметрами Шура.
□  В силу (22) и (28) имеем ((/ — =  I >  1. Отсюда следует,
что
K W =  1_ Л  U  . (32)
0  -  С/
Пусть, паиример, (Q — Q)/2i >  0. Отсюда, из неравенств К ^  >  О , и из (32) следует, 
что (г^м ^* — и ^ г^ * )/2 г  >  О, т.е. 1 т (г^ м ^ * ) >  О. Поэтому произведение операторов 
{Дг)^(г)* обратимо и, следовательно, обратимы операторы г г^\ и / >  1. Обратимость 
операторов v ^ ,  доказывается аналогичным образом.
Дня / >  1 имеем
Ь(' Ч - )  = 1 + ; (  f m -  )  (  й<‘ > - г < ‘ > )
z (  I  \ w n * — « (г)г^г)* \ /  wn(_ i )wn \
= 7 + ( am v '» -1 ) 1' (  0 - 0  ) 5 “ (В - О
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O 0 b ^ ( z ) , I >  1 называются множителями Бляшке-Потаиова и задаются формулами
/
л
/
1 -  С г~ V w
Формулы (30) доказаны дня / >  1. Дня / =  1 формула (30) доказывается аналогичным 
образом. ■
Пример 1. Задача Неванлинны-Пика. В задаче Неваплиппы-Пика задана бесконечная 
последовательность попарно различных комплексных чисел из верхней полуплоскости 
Z\, Z2, ■ ■ ■, Zk, ■ ■ ■ и бесконечная последовательность операторов wi , w 2, ■ ■ ■, Wk, ■ ■ ■, дей­
ствующих в пространстве в 3~С. Требуется описать множество ОФ w : С + —> {IK} таких,
w(zk) =  Wk, VA: G N, w 6  Ж . (33)
Вместе с задачей (33) с бесконечным числом узлов интерполяции будем рассматри­
вать и усеченные задачи Неваилшшы-Пика, В таких задачах фиксируется число / G N 
и требуется описать множество ОФ w : С + —> {IK} таких, что
w(zj) =  Wj , 1 <  j  <  I, w G JZ. (34)
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Покажем, что усеченную задачу (34) можно рассматривать как обобщённую ин­
терполяционную задачу иеванлишювекой тина. В качестве масштабных пространств 
выберем пространства
9 (i) =  5 ( ® } { ® . . . ® } { ,  !К.
' ------------------------------V ------------------------------'
/ слагаемых
Операторы К ' v^ l\ зададим естественными матричными представлениями
К (1) =  т а г 1 . | щ  ~  wj  \ .Til)-1* G {gW }5
I -  -  z3 j ij=i 
=  с о 1 { / эт, . . . , / эт} е { М , 3 (г)}, 
i P  =  col { w i , . . . ,  wi} E { % ,  S(/)}.
Очевидно, что выполнено ОТ (1). В |4| показано, что условием вполне неоиределён- 
ности задачи (34) является неравенства >  Одш- Более того (см. |4|), ОФ w Е 3? 
является решением усечённой задачи (34) тогда и только тогда, когда она удовлетворяет 
ОМН (3). Таким образом, множество решений интерполяционной задачи (34) совпадает 
с множеством решений следующей обобщённой интерполяционной задачи неванлиннов- 
ской тина
у(0 =  { К (г), т (г),г;(г),и(г)}. (35)
Из (4) следует, что задача (35) является вполне неопределённой тогда и только то­
гда, когда вполне неопределённой является усеченная задача Неваилшшы-Пика (34). 
Таким образом, усеченная внолие неопределённая задача Неваилшшы-Пика (34) экви­
валентна обобщённой иитериоляциоииой задаче (35). Из блочной структуры операторов 
, следует упорядоченность последовательности обобщённых интерполя­
ционных задач Итак, последовательность усечённых вно.ние неопределённых
задач Неванлинны-Пика (34) является примером последовательности вполне неопреде­
лённых обобщённых интерполяционных задач дня неванлинновских функций.
Легко видеть, что в рассматриваемой задаче операторы T\,Ti, I >  2 имеют вид (28) 
с Q =  l/zi. Следовательно, формулы (29) задают мультипликативное представления ре­
зольвентных матриц усечённых задач, формулы (31) явно выражают параметры Шура 
через данные интерполяционных задач и формула (25) задаёт пошаговое решение усе­
чённых задач Нечзанлиниы-Пика.
В задаче Неваилшшы-Пика множители Бляшке-Потаиова (30) допускают представ­
ления
в которых операторы rp(Z) выражаются через параметры Шура но формулам
bw (z) =  /  + (zi ~  ~i)z 
z ^ l - z ^ z )
rp(Z)
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и удовлетворяют условиям
y (/)2 =  - y (/), У(/)Я >  О; (38)
Эти множители Бляшке-Потанова допускают представление, часто встречающееся 
в математической литературе
т  = I + , ^  + ( г 1 ^  -  О * '1IZiYl l -Zj  z) \|л/|2(1 - л г z) /
= I  + У (г) -  -  • = I  + У (/) + Ь ф ) ? (1).
zi z -  Zi
Здесь скалярный множитель Бляшке bZl(z) =  — ^  отличается от простейшего
множителя Бляшке дня верхней полуплоскости -;1ишь равным но модулю единице
множителем — — .ч
Пример 2. Проблема моментов Гамбургера. В проблеме моментов Гамбургера по за­
данной последовательности операторов so, • • • , s*., • • • G { (К } н  требуется описать множе­
ство монотонно возрастающих ОФ <т : М —)■ { (К } н  таких, что
/ +оо tk'da(t.), VA: G N U {0 }. (39)
-О О
Можем считать, не изменяя значений интегралов, что ОФ а удовлетворяет следующим 
условиям нормировки: a(t) непрерывна слева при всех t и a(t) —> 0 <ц при t —> — оо. 
Множество нормированных решений а проблемы моментов (5.40) обозначим символом 
Моо. С каждой a G свяжем ОФ
,  ,  [ +со da (t) . m ,
w ( z ) =  /  - 3  (40)
J  —  oo
ОФ w  определена и голоморфна в С + и называется ассоциированной с проблемой момен­
тов (39). Множество ОФ ик ассоциированных с проблемой (39), обозначим символом 
Из формулы обращения Стилтьеса следует, что соответствие, устанавливаемое между 
^оо и Моо формулой (40), является взаимно однозначным. Поэтому, вместо описания 
множества М ^ , мы можем ограничиться описанием множества
Вместе с бесконечной проблемой моментов (39) будем рассматривать и усеченные 
проблемы моментов. В таких проблемах фиксируется целое число / >  0 и требуется 
описать все нормированные монотонно возрастающие ОФ а : М —> { (К } н  и операторы 
М  G {3"С}> такие, что
/ + о о  /*+ооtj da(t.), 0 <  j  <  2п — 1, S2n =  /  t2nda(t) +  М. (41)
-оо J  — оо
Проблема моментов (41) называется /?,-ой усечённой проблемой моментов, а мно­
жество её нормированных решений а обозначим через М „. Как и в случае проблемы
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моментов (5.40), с каждой a Е М „ свяжем ассоциированную ОФ w вида (40). Множе­
ство всех ОФ w, ассоциированных с проблемой (41), обозначим через L5Fn.
Покажем, что задачу описания ассоциированных ОФ усечённых проблем момен­
тов можно рассматривать как обобщенную интерполяционную задачу дня неванлин- 
новских функций. В качестве масштабных пространств выберем пространства 5п =
Д {, !К. Операторы К п,Тп, ип, ип зададим естественными матричными
П+1
представлениями
к„
(
«1 
У $п
$П— 1
Sm.
s \°П
Sra+1
(  о
тГ)
&2п-1 $ ‘2п J
к Ол
О}i
Ол
0 } i
о К Ik  0\к  /
(  Гк  \
(  0 } {  ^
О -к
So
Vn = 1 V n  — S i
V  0 к у  S /г— i J
Непосредственно проверяем, что определённые выше операторы удовлетворяют ОТ (1)
В |6| показано, что необходимым и достаточным условием разрешимости проблемы мо
ментов (41) является неравенство K n >  Одп. Более того (см. |6|), ОФ w Е Зп тогда и 
только тогда, когда она удовлетворяет ОМН (3). Таким образом, множество 5Fn совпа­
дает со множеством решений обобщённой интерполяционной задачи
■Р /г — { F  п, Тп) Vn , U n } . (42)
Условием полной неопределённое™ проблемы моментов (41) является условие К п >  
Ос,п. Легко видеть, что при этом все условия в (4) выполнены, т.е. задача (42) является 
вполне неопределённой. Будем считать, что задачи (42) являются вполне неопределён­
ными при всех п >  0 .
Из блочной структуры операторов К п, Тп, vn, ип следует упорядоченность последова­
тельности обобщённых интерполяционных задач (55»г),^1- Более того, из блочной струк­
туры операторов Тп следует, что Т0 =  О^, Тп =  О^, п >  1. По теореме 2 резольвентные 
матрицы усечённых проблем допускают мультипликативное представление вида
U{n)(z) =  b0(z) ■ bi(z) ■ . . .  ■ bn(z), n >  0.
Здесь ОФ bj(z), j  >  0 определены формулами (18) и, с учетом равенств Дт0(~) =  
Ik , RtA z) =  Ik , j  >  1. имеют вид
bo(z) — 1}{фл- +  л 
bj{z) =  1} +  л
1к
О}{
у ( Л *
So1 0}i —I
K ur
к
y{i) —yii) J >  1-
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Легко видеть, что эти множители Бляшке-Потанова можно записать в виде
bj(z) =  h {©и +  j  >  0 .
Здесь введены операторы
£” = { о Кк )  S« ' ( 1к ° 'х  =  ( S '' ) Г<иГ' ( ^  Й“  ) 3 ' j - 1'
которые удовлетворяют условиям
e . j 3 > o ,  e2j =  o .
Последнее равенство очевидно при j  =  0. При j  >  0 оно следует из индуцированного 
тождества (22), которое дня проблемы моментов имеет вид
О}{ =  ди)ии) — ии)ди) , j  >  0 .
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MULTIPLICATIVE STRUCTURE OF THE ORDERED INTERPOLATION
PROBLEM RESOLVENT MATRICES FOR NEVANLINNA’s FUNCTIONS
Yu. M. Dyukarev
Belgorod State Agricultural Academy by V.Ya. Gorin,
Vavilova St., 1, Maiskiy, Belgorod Reg., 308503, Russia, e-mail: yu.dyukarev@karazin.ua
Abstract. Multiplicative structure of the ordered interpolation problem resolvent matrices for 
Nevanlinna’s functions is studied. An algorithm for step by step solution of ordered interpolation 
problems is obtained. General constructions are illustrated by examples of the Nevanlinna-Piek 
problem and the Hamburger moment problem.
Key words: Nevanlinna’s functions, ordered interpolation problems, factorization of resolvent 
matrix, step by step solution of interpolation problems.
