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In this paper we find, asymptotically, the mean and variance for the largest missing value
(part size) in a composition of an integer n. We go on to show that the probability that the
largest missing value and the largest part of a composition differ by one is relatively high
andwe find themean for the average largest value in compositions that have this property.
The average largest value of compositions with at least one non-zero missing value is also
found, and used to calculate howmany distinct values exceed the largest missing value on
average.
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1. Introduction
A composition of n is an ordered partition of the integer n — i.e., it is a sequence of positive integer values whose sum is
n, where the order of the values is important. For convenience we denote the composition a1 + a2 + · · · + ak = n by the
word a1a2 · · · ak The compositions of 4 are 4, 31, 13, 22, 211, 121, 112, and 1111.
Recently the subject of gaps and missing values in compositions, as well as in the related topic of geometric random
variables, has attracted a lot of interest. See [3–7].
In this paper we are interested in the largest value which does not occur in a composition of n. That is, the largest part
size smaller than the maximum part that is not present in the composition. It will be an element of the set {0, 1, . . . , n−1},
since we take the largest missing value of a complete composition (a composition with no missing values) to be 0. The
compositions of 4 which are complete are 211, 121, 112, and 1111. The compositions of 4 that are non-complete are 4, 31,
13, and 22, which have non-zero largest missing values 3, 2, 2 and 1 respectively. Complete compositions have been studied
in [4].
As an example, the composition 1131,617,221,131 of 30 with largest part 7 has twomissing values, since both 4 and 5 do
not occur in the sample, so 5 is the largest missing value in this composition. As the largest value is 7, the number of values
larger than the largest missing value is 2.
If the largest value which is missing is exactly one smaller than the largest part, then we say that the composition has
the LMV property (the ‘largest missing value’ property). For example, the composition 312,311,621 of 20 has largest part
6 and largest missing value 5 and thus has the LMV property. We will show asymptotically that over 80% of non-complete
compositions have this property.
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The proofs in this paper stem from the link between compositions and samples of geometric random variables with
parameter p = 12 . The relationship which allows us to reduce this problem to one for geometric random variables is
explained fully in [4–6], and uses a probabilistic argument by applying the uniform probability measure to the set of all
compositions of n.
We are now able to use analytic tools on geometric samples to produce asymptotic results for compositions of n as
n →∞. Let the sample of geometric random variables be given by (Γ1,Γ2, . . . ,Γn) where P{Γj = i} = 2−i, for 1 ≤ j ≤ n
and i ∈ N. Then we want to find the largest value which does not appear in the sequence Γ1,Γ2, . . . ,Γn as long as there is
at least one larger value which does appear. Analogously to the case of compositions, if the geometric sample is ‘complete’
(has all values from 1 up to the maximum occurring in the sample) the largest missing value is taken to be 0, and a sample
has the LMV property if the largest value and the largest missing value differ by exactly 1.
In all cases, we use δ∗(x) to be a periodic function with a mean of 0, period 1 and small amplitude.
Theorem 1. The average largest missing value in a non-complete composition is asymptotic to (as n→∞)
log2 n+ γL −
1
2
+ δE(log2 n), (1)
where
δE(x) := −1L
−
k≠0
Γ (−χk)e2kπ ix.
Theorem 2. The variance for the largest missing value in a non-complete composition satisfies (as n→∞)
V(λ(g1)n ) ∼ 1+
2
L
−
h≥1
(−1)h−1
h(2h − 1) + δ(log2 n), (2)
where
δ(x) := −2
L
−
l≥1
(−1)l
l!(2l − 1)
−
k≠0
Γ (−χk + l)e2kπ ix.
The layout of the paper is as follows: In Section 3 we discuss the largest missing value and prove Theorems 1 and 2. We
look at probabilities in Section 4, and then go on to discuss the average largest value of LMV compositions in Section 5. We
conclude with a discussion on the number of values larger than the largest missing value in Section 6. Finally, in Section 7,
we give a comparison of the mean largest parts of different classes of compositions and refer to ongoing work concerning
the case of geometric random variables with p ≠ 12 .
In the following table, the columns are labelled A to G and the meaning of each column is:
A = the number of non-complete compositions of n
B = the proportion of non-complete compositions of n
C = the number of compositions of nwith the LMV property
D = the proportion of compositions of nwith the LMV property
E = the sum of the largest missing values
F = the average largest missing value for non-complete compositions
G = the average difference between the maximum value and the largest missing value for non-complete
compositions.
2. Notation
In this paper we use the following notation:
L := log 2
χk := 2kπ iL , where k ∈ Z and k ≠ 0
Hk :=
k−
i=1
1
i
(denotes the kth harmonic number)
γ := 0.577 . . . (denotes Euler’s constant)
GEOM

1
2

denotes a geometric random variable of parameter p = 1
2
.
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3. Geometric samples with largest missing value k
In order to derive asymptotic estimates, it will be convenient to adopt a probabilistic viewpoint. That is, rather than think
of the proportion of compositions with a given property we will equip the set of all compositions of n with the uniform
probability measure and will be interested in the probability that a randomly chosen composition of n has this property.
In that setting, compositions of n are closely related to the special case for geometric random variables when p = 1/2,
as shown in [4–6]. It follows from the methods of [4–6] that the results obtained in this paper for compositions of n are
asymptotically the same as those for geometric samples of length n/2.
In this section we find the expectation and variance of the largest value which is absent from the composition, assuming
there is at least one larger value which does occur. We present two theorems which are proved by the use of generating
functions, residue calculus and asymptotic analysis.
If the largest missing value in a sample of nGEOM( 12 ) variables is k and the largest value to occur in the sample is j then
j must have a minimum value of k + 1, and all of the values from k + 1 to j must occur. We define the EGF (exponential
generating function) of these samples as follows. Let C(z) be the EGF for complete samples. From [4], we know that
P

GEOM

1
2

sample of length n is complete

=

1
2
, for n ≥ 1,
1, for n = 0.
Hence C(z) = 12ez + 12 . We use this to find the EGF of samples whose largest missing value is k. We can use
∏k−1
i=1 e
z
2i to
represent all the values smaller than k, which are allowed to occur any number of times (including 0), and C( z
2k
) − 1 to
represent the values larger than k. That is, we want to have a (non-empty) complete GEOM( 12 ) sample, but where the first
or smallest value is now not 1 but k+ 1, and hence we shift the C(z) to the right by writing C( z
2k
). Thus for p = 12 the EGF
of samples where the largest missing value is k is
Sk(z) :=
k−1∏
i=1
e
z
2i

C
 z
2k

− 1

=
k−1∏
i=1
e
z
2i

1
2
e
z
2k + 1
2
− 1

= 1
2
(e
z
2k − 1)
k−1∏
i=1
e
z
2i = 1
2
(e
z
2k − 1)ez
k−1∑
i=1
1
2i
= 1
2
(ez−
z
2k − ez− z2k−1 ).
3.1. Proof of Theorem 1 — expected value
We define
S(z) :=
−
k≥1
kSk(z), (3)
so the average value for the largest missing value in a GEOM( 12 ) sample is
n![zn]
−
k≥1
k
1
2
(ez−
z
2k − ez− z2k−1 ) = 1
2
−
k≥1
k

1− 1
2k
n
−

1− 1
2k−1
n
= 1
2
n−
r=1
n
r

(−1)r(1− 2r)
−
k≥1
k
1
2kr
= 1
2
n−
r=1
n
r

(−1)r 2
r
1− 2r .
This expression can be approximated using ‘Rice’s method’. This technique is briefly explained in the following lemma
(see [2,10,12]).
Lemma 1. Let C be a curve surrounding the points 1, 2, . . . , n in the complex plane, and let f (z) be analytic inside C. Then
n−
k=1
n
k

(−1)kf (k) = − 1
2π i
∫
C
[n; z]f (z)dz,
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where the kernel is given by
[n; z] = (−1)
n−1n!
z(z − 1) · · · (z − n) =
Γ (n+ 1)Γ (−z)
Γ (n+ 1− z) . (4)
By extending the contour of integration, it turns out that under suitable growth conditions (see [2]) the asymptotic expansion of
our alternating sum is−
Res([n; z]f (z))+ smaller order terms,
where the sum is taken over all poles different from 1, . . . , n.
The function we use in this case is f (z) := 2z1−2z , and hence there is a double pole at z = 0 (the kernel also has a pole
here) and simple poles at z = χk = 2kπ ilog 2 , where k ∈ Z, k ≠ 0.
For the double pole at z = 0,
f (z) = 2
z
1− 2z ∼
−1
zL

1+ zL
2

,
and
[n; z] ∼ −1
z
(1+ zHn).
This gives a residue of
1
2
+ Hn
L
= 1
2
+ 1
L
log n+ γ
L
.
Because of the 1/2 outside our sum, the main (non-oscillating) term from Lemma 1 is thus
1
2

log2 n+ γL +
1
2

.
For the simple poles at z = χk,
f (z) = 2
z+χk
1− 2z+χk ∼
−1
zL
,
since eχk = 1. The kernel expands to
[n; z] ∼ nχkΓ (−χk)
and so the small fluctuating terms which always arise from the poles at z = χk in problems of this type are
− 1
2L
−
k≠0
Γ (−χk)nχk .
Consequently the expected value for the largest missing value for all geometric samples is
1
2

log2 n+ γL +
1
2
− 1
L
−
k≠0
Γ (−χk)e2kπ i log2 n

. (5)
However, this includes the case of complete samples for which the largest missing value was defined to be zero. We want
the average value in the case of non-complete samples (we insist on there being at least one missing value), hence we must
divide by the probability that the sample is not complete, namely 12 , (see [4]).
Since compositions are asymptotically equivalent to samples of length n2 , the log2 n in (5) becomes log2
n
2 , so that for
non-complete compositions we have
log2 n+ γL −
1
2
− 1
L
−
k≠0
Γ (−χk)e2kπ i log2 n, (6)
as in Theorem 1.
Remark. There are other techniques besides Rice’s method that can be used for the problems considered in this paper. See,
for example, papers by Louchard and Prodinger such as [8,7].
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3.2. Proof of Theorem 2 — variance
Nowwe consider the function with a k2 replacing the k in T (z) (see (3)), and use a similar method to find the coefficients
of n![zn]. This will give us the second moment, and the difference between this and the expected value squared gives the
variance. We define
V (z) :=
−
k≥1
k2Sk(z),
so that
n![zn]V (z) = n![zn]
−
k≥1
k2Sk(z)
= 1
2
n−
r=1
n
r

(−1)r(1− 2r)
−
k≥1
k2
1
2kr
= −1
2
n−
r=1
n
r

(−1)r 2
r(1+ 2r)
(1− 2r)2 . (7)
As before, this is a candidate for Rice’s method, but the new function (f (z) = 2r (1+2r )
(1−2r )2 ) means that there are triple poles at
z = 0 and double poles at z = χk. The residue at z = 0 gives us the main term of the second moment, namely
1
2

log22 n+ log2 n

1+ 2γ
L

+ 1
3
+ γ
L
+ γ
2
L2
+ π
2
6L2

.
Dividing by the probability that the sample is not complete removes the factor of a half, giving
log22 n+ log2 n

1+ 2γ
L

+ 1
3
+ γ
L
+ γ
2
L2
+ π
2
6L2
. (8)
Now we subtract the square of the expectation from (8). Squaring the fluctuations of the expectation means that we will
have some k = 0 terms appearing (any k term multiplied by a −k term will give this), which means a contribution to the
main term. Prodinger has already computed this in [11], page 252, and from his results we have that themain term obtained
from squaring 1L
∑
k≠0 Γ (−χk)e2kπ i log2 n is
π2
6L2
− 11
12
− 2
L
−
h≥1
(−1)h−1
h(2h − 1) .
So the main term of the variance is
log22 n+ log2 n

1+ 2γ
L

+ 1
3
+ γ
L
+ γ
2
L2
+ π
2
6L2
−

log22 n+
γ 2
L2
+ 1
4
+ 2 log2 nγL + 2
γ
2L
+ 2 log2 n12 +
π2
6L2
− 11
12
− 2
L
−
h≥1
(−1)h−1
h(2h − 1)

which simplifies to
1+ 2
L
−
h≥1
(−1)h−1
h(2h − 1) .
For the fluctuations of the variance, we have the fluctuations of the secondmoment, fromwhich we subtract all fluctuations
which arise from squaring the expectation. The residue for the double pole in
2r(1+ 2r)
(1− 2r)2
Γ (n+ 1)Γ (−z)
Γ (n+ 1− z)
at z = χk is asymptotic to (the factor of a half cancels as before)
− nχk Γ (−χk)
L
− 2nχk Γ (−χk)
L
log2 n+ 2nχk Γ
′(−χk)
L2
, (9)
which is summed on all k ≠ 0. We find the expression for the square of the fluctuations — without the k = 0 terms of the
Fourier series in [11], page 255 — to be
2
L
−
l≥1
(−1)lΓ (−χk + l)
l!(2l − 1) +
2
L2
Γ (−χk)(ψ(−χk)+ γ )
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Table 1
Table showing values for different properties of compositions of 1 to n.
n A B C D E F G
1 0 0. 0 – 0 – –
2 1 0.5 1 1. 1 1. 1.
3 1 0.25 1 1. 2 2. 1.
4 4 0.5 4 1. 8 2. 1.
5 8 0.5 6 0.75 18 2.25 1.25
6 14 0.4375 14 1. 39 2.78571 1.
7 31 0.484375 26 0.83871 89 2.87097 1.16129
8 63 0.492188 54 0.857143 195 3.09524 1.14286
9 129 0.503906 105 0.813953 415 3.21705 1.23256
10 248 0.484375 213 0.858871 865 3.4879 1.14113
11 509 0.49707 423 0.831041 1823 3.58153 1.19253
12 1011 0.493652 849 0.839763 3787 3.7458 1.17804
13 2044 0.499023 1697 0.830235 7869 3.8498 1.19716
14 4089 0.499146 3399 0.831255 16,230 3.96919 1.20249
15 8167 0.498474 6799 0.832497 33,352 4.08375 1.1942
16 16,360 0.499268 13,608 0.831785 68,422 4.18227 1.19976
17 32,725 0.499344 27,220 0.83178 140,013 4.27847 1.19798
18 65,482 0.499588 54,451 0.831541 285,991 4.36748 1.19996
19 131,017 0.49979 108,901 0.831197 583,235 4.4516 1.20023
20 262,176 0.500061 217,789 0.830698 1187,718 4.53023 1.20267
where ψ(−χk) = Γ ′(−χk)Γ (−χk) is the digamma function. Thus the fluctuations for the variance are
−
−
k≠0
Γ (−χk)
L
e2kπ i log2 n − 2
−
k≠0
Γ (−χk)
L
log2 ne
2kπ i log2 n + 2
−
k≠0
Γ ′(−χk)
L2
e2kπ i log2 n
−

(−2)

log2 n+ γL +
1
2

1
L
−
k≠0
Γ (−χk)e2kπ i log2 n +
−
k≠0
2
L
−
l≥1
(−1)lΓ (−χk + l)
l!(2l − 1) e
2kπ i log2 n
+
−
k≠0
2
L2
Γ ′(−χk)e2kπ i log2 n +
−
k≠0
2
L2
Γ (−χk)γ e2kπ i log2 n

= −
−
k≠0
Γ (−χk)
L
e2kπ i log2 n −
−
k≠0
2Γ (−χk) log2 n
L
e2kπ i log2 n +
−
k≠0
2Γ ′(−χk)
L2
e2kπ i log2 n
+
−
k≠0
2 log2 nΓ (−χk)
L
e2kπ i log2 n +
−
k≠0
2γΓ (−χk)
L2
e2kπ i log2 n +
−
k≠0
Γ (−χk)
L
e2kπ i log2 n
−
−
k≠0
2
L
−
l≥1
(−1)lΓ (−χk + l)
l!(2l − 1) e
2kπ i log2 n −
−
k≠0
2Γ ′(−χk)
L2
e2kπ i log2 n −
−
k≠0
2γΓ (−χk)
L2
e2kπ i log2 n
= −
−
k≠0
2
L
−
l≥1
(−1)lΓ (−χk + l)
l!(2l − 1) e
2kπ i log2 n.
The result in Theorem 2 follows.
4. Probability that a composition has the LMV property
We now ask a different question, and again relate it to geometric random variables with parameter p = 12 . We want to
know the probability that the largest missing value is one less than the largest part.
Theorem 3. The probability that a non-complete composition of n has the LMV property is asymptotically
4− 2 log2 3+ 2L
−
k≠0
(3χk − 1)Γ (−χk)e2kπ i log2 n.
This means that with a probability of approximately 0.83, the largest part and the largest missing value will be adjacent,
assuming the largest missing value is non-zero. This result agrees well with Column D in Table 1.
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4.1. Proof of Theorem 3
The generating function for all samples whose largest missing value is k and which have only one value larger than k is
Pk(z) =
k−1∏
i=1
e
z
2i (e
z
2k+1 − 1) = ez− 3z2k+1 − ez− z2k−1 . (10)
Let
P(z) :=
−
k≥1
Pk(z).
So the probability that there is only one value larger than the largest missing value is:
n![zn]P(z) = n![zn]
−
k≥1
(ez−
3z
2k+1 − ez− z2k−1 )
=
−
k≥1

1− 3
2k+1
n
−

1− 1
2k−1
n
=
−
k≥1
n−
r=0
n
r

(−1)r

1
2k+1
r
(3r − 4r)
=
n−
r=0
n
r

(−1)r 3
r − 4r
2r(2r − 1)
which can be approximated using Rice’s method. We use the function f (z) := 3z−4z2z (2z−1) , which has no poles at z = 0, so there
is only a simple pole (from the kernel) at z = 0. We find the residue at z = 0 to be
log
 4
3

log 2
= 2− log2 3. (11)
Now we look at the simple poles at z = χk, from which we find the fluctuations in this case to be
1
L
−
k≠0
(3χk − 1)Γ (−χk)e2kπ i log2 n.
Dividing by the probability 12 that the sample is non-complete gives the result in Theorem 3.
5. The average largest value of compositions with the LMV property
In this section we find the average largest part size for compositions which have the LMV property. That is, if a non-
complete composition has a largest part and a largest missing value differing by one, what is the average of the largest part?
We find the average largest missing value in this case, and then add one to the result.
Theorem 4. The average largest part for compositions which have the LMV property is asymptotically
log2 n+
γ
L + log2 32 + δb(log2 n)
1+ δa(log2 n)
where
δa(x) := 1L(2− log2 3)
−
k≠0
(3χk − 1)Γ (−χk)e2kπ ix
and
δb(x) := 1L2(2− log2 3)
−
k≠0
(Γ (−χk)(3χk log(3/2)− L)− Γ ′(−χk)(3χk − 1))e2kπ ix.
Remark. Ignoring the tiny fluctuations, the average largest value for compositions is known to be (see [9])
log2 n+ γL −
1
2
(12)
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and for complete compositions is
log2 n− 0.337875 . . .L2 +
γ
L
− 1 (13)
from [7] (subtract 1 for compositions) where the constant 0.337875 . . . is the value of a certain Dirichlet series at s = 0.
5.1. Proof of Theorem 4
The generating function for all GEOM( 12 ) samples whose largest missing value is k and whose largest part is k+ 1 is (for
p = 1/2)
Pk(z) = (ez−
3z
2k+1 − ez− z2k−1 ),
as in (10). If we define the function
R(z) :=
−
k≥1
kPk(z)
then the average largest missing value is given by
n![zn]R(z) = n![zn]
−
k≥1
k(ez−
3z
2k+1 − ez− z2k−1 )
=
−
k≥1
k

1− 3
2k+1
n
−

1− 1
2k−1
n
=
−
k≥1
k
n−
r=0
n
r

(−1)r

1
2k+1
r
(3r − 4r)
=
n−
r=0
n
r

(−1)r 3
r − 4r
(2r − 1)2
which is an expression to which Rice’s method can be applied. By using the function f (z) := (3z−4z )
(2z−1)2 , we have a simple pole
at z = 0, and there is also a simple pole from the kernel at z = 0. So there are double poles at z = 0 and at z = χk for k ≠ 0.
The residue at z = 0 is
log
 4
3

L
log2 n+
log
 4
3

(2γ + log 3)
2L2
= log 4− log 3
L
log2 n+ log 4(2γ + log 3)− log 3(2γ + log 3)2L2
= (2− log2 3) log2 n+ 2γL + log2 3−
γ log2 3
L
− (log2 3)
2
2
. (14)
For the fluctuations, we look at the residues at z = χk to get
log2 n
L
−
k≠0
(3χk − 1)Γ (−χk)e2kπ i log2 n
+
−
k≠0
Γ (−χk)3
χk log(3/2)− L
L2
e2kπ i log2 n −
−
k≠0
Γ ′(−χk)3
χk − 1
L2
e2kπ i log2 n. (15)
We divide by 12 to consider only non-complete compositions and then divide by the probability that the sample has the LMV
property (see Theorem 3) to get the average largest missing value. Finally we need to add 1 to get the average largest value
in a GEOM( 12 ) sample, but we must also subtract 1 for the case of compositions.
6. Average number of values larger than the largest missing value
Here we want to find the average number of parts larger than the largest missing value in non-complete compositions
of n. To do this we need only subtract the average largest missing value from the average largest part.
The average largest value for all compositions of n and for complete compositions of n was given in Eqs. (12) and (13).
Since the asymptotic probability that a composition of n is complete is 1/2, we can thus obtain the average largest part
(denoted byL) for non-complete compositions of n, since the average largest part of all compositions of n is
(L[complete compositions of n] +L[non-complete compositions of n])/2.
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Hence, ignoring fluctuations, we have
L[non-complete compositions of n] = 2

log2 n+ γL −
1
2

−

log2 n− 0.337875 . . .L2 +
γ
L
− 1

= log2 n+ γL +
0.337875 . . .
L2
. (16)
So to find the average number of values larger than the largest missing value, we subtract the main term for the average
largest missing value for non-complete compositions of n (see Theorem 1) from the main term for the average largest part
for non-complete compositions of n in (16) to get a constant of
0.337875 . . .
L2
+ 1
2
≈ 1.20324.
This estimate agrees well with the data in Column G of Table 1.
7. Concluding remarks
7.1. Comparison of the mean largest parts
We can compare the constant values found in this paper with those in the general compositions and complete
compositions cases as follows (we ignore the tiny fluctuations).
The average largest part for all compositions of n is (see Eq. (12))
log2 n+ γL −
1
2
≈ log2 n+ 0.3324 . . . .
The average largest part for complete compositions is (see Eq. (13))
log2 n− 0.337875 . . .L2 +
γ
L
− 1 ≈ log2 n− 0.8708 . . . .
The average largest part for compositions with the LMV property is (see Theorem 4)
log2 n+ γL +
log2 3
2
≈ log2 n+ 1.624 . . . .
The average largest part of non-complete compositions is (see Eq. (16))
log2 n+ γL +
0.337875 . . .
L2
≈ log2 n+ 1.5359 . . . .
7.2. GEOM(p) samples for p ≠ 12
It is important to note that the methods used in this paper only work for p = 12 . The authors are now investigating the
case for p ≠ 12 in [1].
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