Abstract. Let X d,n be an n-element subset of {0, 1}
Introduction
Polytopes whose vertices have coordinates in {0, 1} (0/1-polytopes) are the objects of study in large parts of polyhedral combinatorics (see [10] ). Since that theory has started to grow, people have been interested in the graphs (defined by the vertices and the one-dimensional faces) of the polytopes under investigation. The main reason for this interest was, of course, the role played by polytope graphs with respect to linear programming and, in particular, the simplex algorithm.
Later it was recognized that the graphs of the 0/1-polytopes associated with certain combinatorial objects (such as matchings in a graph or bases of a matroid) might also yield good candidates for neighborhood structures with respect to the construction of random walks for random generation of the respective objects. A quite important (yet unsolved) problem arising in this context is the question whether the graphs of 0/1-polytopes have good expansion properties (see [3, 5, 7] ).
We are short of knowledge on the graphs of general 0/1-polytopes [13] . Among the few exceptions are results about their diameters [8] and their cycle structures [9] . Particularly striking is the fact that several special 0/1-polytopes associated with combinatorial problems have quite dense graphs. The most prominent example for this is probably the cut polytope CUT k , i.e., the convex hull of the characteristic vectors of those subsets of edges of the complete graph K k that form cuts in K k . Barahona and Mahjoub [1] proved that the graph of CUT k is complete, i.e., its density equals one (where the density of a graph G = (V, E) is |E|/ there are n = 2 k−1 cuts in K k , the cut polytopes yield an infinite series of ddimensional 0/1-polytopes with (roughly) c √ d vertices (for some constant c) and graph-density one.
In this paper, we investigate the question for the graph-density of a typical (i.e., random) 0/1-polytope. The (perhaps surprising) result is that in fact the high density of the graphs of several 0/1-polytopes important in polyhedral combinatorics (such as the cut polytopes) is not atypical at all. Our main result is the following theorem, where Exp[ · ] denotes the expected value. Theorem 1. Let n : N −→ N be a function, and let
There is a similar threshold phenomenon for the volumes of random 0/1-polytopes. LetP d,n(d) be the convex hull of n(d) points in {0, 1}
d that are chosen independently uniformly at random (possibly with repetitions). Dyer, Füredi, and McDiarmid [2] Another threshold result that is related to our work is due to Füredi [4] . He showed that, in the setting of Theorem 1, the limit (for d → ∞) of the probability that P d,n(d) contains the center of the 0/1-cube is zero if, for some ε > 0, n(d) ≤ (2 − ε) · d holds for all sufficiently large d, and it is one if, for some ε > 0, n(d) ≥ (2 + ε) · d holds for all sufficiently large d. The material in Sections 2.2, 2.3, and 2.4 of our paper is very much inspired by Füredi's work.
The aim of Sections 2 and 3 is to prove Theorem 1. Since it is a bit more convenient, we switch from 0/1-polytopes to polytopes whose vertices have coordinates in {−1, +1} (±1-polytopes). Recalling that the density of a graph equals the probability of a randomly chosen pair of its nodes to be adjacent, Propositions 4 and 5 (Section 3), together with Proposition 3, imply Theorem 1 (with the ε's in Propositions 4 and 5 replaced by log
, respectively). We close with a few remarks in Section 4. We refer to [12] for all notions and results from polytope theory that we rely on. For a polytope P , we denote by V(P ) and E(P ) the sets of vertices and edges of P , respectively. Recall that, for X ⊆ Q d , we have V(conv X) = X.
The following fact is essential for our treatment. It can easily be deduced from elementary properties of convex polytopes. Lemma 1. For two vertices v and w of a ±1-polytope P ⊂ R d we have
m (the m-element subsets of Q k ) be drawn uniformly at random and define
Thus, τ (k, m) is the probability that the "long edge" conv{−1, 1} is an edge of the polytope conv(Y k,m ∪ {−1, 1}). The next lemma follows from Lemma 1.
be chosen uniformly at random, defining the polytope P d,n := conv X d,n . Choose a two-element subset {v, w} of X d,n uniformly at random. Then, for every k ∈ {1, . . . , d} and m ∈ {0, . . . , min{2 k − 2, n − 2}}, we have the equation
Via Lemma 2, asymptotic bounds on τ (k, m) will turn out to be important for the proofs in Section 3. In fact, we will basically compute (or estimate) the probability π(d, n) (see Section 3) that two randomly chosen vertices of a ddimensional random ±1-polytope with n vertices are adjacent by partitioning the probability space into the events "dist(v, w) = k and #(X d,n ∩ Q (v, w)) = m" for all k ∈ {1, . . . , d} and m ∈ {0, . . . , min{2 k − 2, n − 2}}. For the study of τ (k, m), it is convenient to consider the conditional probability
which is related to τ (k, m) in the following way.
Thus, the statement in the lemma is due to the fact that the number of sets
We will first show that α(k, m) can be interpreted as a conditional probability that a random m-element subset of a certain vector configuration in R k−1 does not contain the origin in its convex hull (Section 2.1). The latter probability is then related to the expected number of chambers in a certain random hyperplane arrangement. This number of chambers is finally estimated via a well-known bound due to Harding (Section 2.2).
As a point of reference for the proofs in Section 3, let us state the following monotonicity result here, whose (straightforward) proof we omit.
The Vector Configuration V r
Let ϕ : R r+1 −→ H 1 −→ R r denote the orthogonal projection of R r+1 onto the hyperplane H 1 := {x ∈ R r+1 : 1 T x = 0}, followed by the orthogonal projection to the first r coordinates. We denote by V r := ϕ(Q r+1 ) the image of Q r+1 under the projection ϕ. We omit the simple proof of the following result. Proof. This follows from Lemma 6.
Hyperplane Arrangements
For s ∈ R r \{0} let H(s) := {x ∈ R r : s T x = 0}. The two connected components of R r \ H(s) are denoted by H + (s) and H − (s), where s ∈ H + (s). For a finite subset S ⊂ R r \ {0} denote by H(S) := {H(s) : s ∈ S} the hyperplane arrangement defined by S. The connected components of H(S) := R r \ s∈S H(s) are the chambers of H(S). We denote the number of chambers of H(S) by χ(S).
Observation 1 Let C be a chamber of H(S) for some finite subset S ⊂ R r \{0}. For each s ∈ S, we have either
Defining ε(C) s := +1 in the first, and ε(C) s := −1 in the second case, we may assign a sign vector ε(C) ∈ {−1, +1}
S to each chamber C of H(S). This assignment is injective.
Lemma 8. For each finite subset S ⊂ R r \ {0}, the following equation holds:
Proof. Let S ⊂ R r \ {0} be finite. By the Farkas-Lemma (linear programming duality), for each ε ∈ {−1, +1} S , we have 0 ∈ conv{ε s s : s ∈ S} if and only if there is some h ∈ R r such that h T (ε s s) > 0 holds for all s ∈ S, which in turn is equivalent to
for all s ∈ S. Since the latter condition is equivalent to ε being the sign vector of some chamber of H(S), the statement of the lemma follows. 
Proof. With r = k − 1, Lemma 3, Lemma 9, and Theorem 2 yield this.
In fact, one can prove that, if m is not too large relative to k, then the bound of Proposition 1 is asymptotically sharp as k tends to infinity. Since we do not need the result here, we omit the proof which (next to the theorem of Winder's cited in Theorem 2) relies on the fact that the probability of an l × l matrix with entries from {−1, +1} (chosen uniformly at random) being singular converges to zero for l tending to infinity (see [6] ). 
Due to Proposition 1, we have
Since b(·, ·) is monotonically increasing in the first component, (2) yields that the right-hand side of (3) 
