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ABSTRACT

Lizarazo Jiménez, Cristhian Guillermo. M.S.C.E., Purdue University, December 2016.
Classification of road users detected and tracked with LiDAR at intersections. Professor:
Andrew Tarko.

Data collection is a necessary component of transportation engineering. Manual
data collection methods have proven to be inefficient and limited in terms of the data
required for comprehensive traffic and safety studies. Automatic methods are being
introduced to characterize the transportation system more accurately and are providing
more information to better understand the dynamics between road users. Video data
collection is an inexpensive and widely used automated method, but the accuracy of
video-based algorithms is known to be affected by obstacles and shadows and the third
dimension is lost with video camera data collection.
The impressive progress in sensing technologies has encouraged development
of new methods for measuring the movements of road users. The Center for Road Safety
at Purdue University proposed application of a LiDAR-based algorithm for tracking
vehicles at intersections from a roadside location. LiDAR provides a three-dimensional
characterization of the sensed environment for better detection and tracking results. The
feasibility of this system was analyzed in this thesis using an evaluation methodology
to determine the accuracy of the algorithm when tracking vehicles at intersections.
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According to the implemented method, the LiDAR-based system provides successful
detection and tracking of vehicles, and its accuracy is comparable to the results provided
by frame-by-frame extraction of trajectory data using video images by human observers.
After supporting the suitability of the system for tracking, the second component
of this thesis focused on proposing a classification methodology to discriminate between
vehicles, pedestrians, and two-wheelers. Four different methodologies were applied to
identify the best method for implementation. The KNN algorithm, which is capable of
creating adaptive decision boundaries based on the characteristics of similar
observations, provided better performance when evaluating new locations. The
multinomial logit model did not allow the inclusion of collinear variables into the model.
Overfitting of the training data was indicated in the classification tree and boosting
methodologies and produced lower performance when the models were applied to the
test data. Despite ANOVA analysis not supporting superior performance by a
competitor, the objective of classifying movements at intersections under diverse
conditions was achieved with the KNN algorithm and was chosen as the method to
implement with the existing algorithm.
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CHAPTER 1. INTRODUCTION

1.1

Background

Data collection is implemented meeting the primary objective of describing the
use and performance of the roadway system (Federal Highway Administration, 2013).
Achieving this objective nowadays involves the application of long-established
methodologies in concert with the new technologies and new techniques for traffic and
safety studies borne out of innovative research. This thesis evaluates the feasibility of
detecting and accurately tracking road users at intersections using Light-based
Detection and Ranging (LiDAR) sensing technology for traffic and safety applications.
The LiDAR technology was implemented through a traffic scanner (TScan) developed
by Tarko et al. (2016b).
Data collection is one of the most important phases of characterizing the
performance of a transportation system. The complexity of data collection techniques
can vary from the simple manual methods developed by human observers to new
automated data collection techniques through signal processing from video or laser
detection (Roess et al., 2011). The traditional automatic methods applied in traffic
studies rely on simple equipment designed for measuring the distribution and variation
of traffic flow in discrete time periods (Federal Highway Administration, 2013).
However, if the study has a wider scope, this focus may be inadequate.
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For example, the European research project “InDev” aims to provide a better
understanding of the causes of pedestrian and two-wheeler crashes on roads shared with
motorized vehicles (InDev, 2016). Spot detection of motorized vehicles needs to be
replaced with wide-area detection, tracking, and classification of vehicles, pedestrians,
and bicyclists (Coifman et al., 1998).
The past literature explored video detection as a benchmark wide area sensing
technology for computer vision (e.g., Coifman et al., 1998; Suanier & Sayed, 2006;
Buch et al., 2011). Although this technology is promoted as inexpensive and practical
for installation on existing infrastructure, it should be stressed that video detection has
its limitations, such as obstructions, projective distortions, and shadows, which tend to
deteriorate the performance of video-based algorithms.
To overcome the above limitations, Tarko et al. (2016b) proposed a LiDARbased detection algorithm for detecting and tracking road users. Their system is called
“TScan - Stationary LiDAR for Traffic and Safety Applications.” LiDAR as a sensing
technology was rarely used in the past because it is an expensive alternative for detection.
However, the massive introduction of autonomous vehicle technologies, with LiDAR
at the heart of the driverless system (Guizzo, 2011), is expected to promote large-scale
production that will reduce the cost of LiDAR in the future.
This thesis evaluated the suitability of using the LiDAR sensing technology for
traffic and safety applications through an extensive evaluation of the TScan. The first
section introduces the general characteristics of this system. Then, the detection and
tracking capabilities were investigated by comparing it with an alternative methodology.
This thesis also addressed the feasibility of the algorithm for detecting traffic conflicts.
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One of the recently proposed uses of the traffic conflicts technique is to extract conflicts
from vehicle trajectories simulated with VISSIM or Paramics (Gettman et al., 2008;
Huang et al., 2013). The traffic conflicts extraction in this thesis was conducted with the
Surrogate Safety Assessment Model (SSAM), which was developed by FHWA and
Siemens ITS (Federal Highway Administration, 2008). The TScan allowed replacing
simulated trajectories with real trajectories observed at intersections.
The second part of this thesis focused on classifying the objects detected and
tracked with the TScan. Classification of vehicles and other road users is of significant
value to transportation engineers in pavement design and management, traffic
operations analysis, and safety evaluation with a focus on vulnerable road users. This
thesis compared different classification methodologies in order to identify the most
promising one.
1.2

Research Objectives and Scope

This thesis had two primary objectives. The first objective was to propose and
implement an adequate evaluation methodology to quantitatively estimate the capability
of the proposed algorithm for detecting and tracking vehicles at intersections. The
second objective was to introduce a fully-automated classification method to the
existing TScan algorithm. This new methodology allows identification of pedestrians,
two-wheelers, and two classes of vehicles at intersections. To support the two primary
objectives, there were four secondary objectives:
1) Propose a step-by-step evaluation framework to quantitatively estimate the error of the
system in detecting and tracking vehicles at intersections.
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2) Evaluate the capability of the algorithm for identifying conflicts using real-world
trajectories.
3) Explore the statistical, data mining, and machine learning methods reported in the
literature as successful in classifying objects based on pre-established attributes.
4) Implement an ANOVA analysis to determine the best methodology in terms of
classification rates for implementation into TScan’s existing algorithm.
1.3

Thesis Organization

This thesis is organized based on the two proposed objectives. Chapter 2
presents the “TScan - Stationary LiDAR for Traffic and Safety Applications” system
and the components of the research unit and the general steps involved in the algorithm
proposed by Tarko et al. (2016b). Chapter 3 explains the implemented evaluation
methodology of the TScan output and addresses the objective of supporting the
capability of the algorithm for tracking vehicles at intersections. After supporting an
accurate output from TScan, Chapter 4 introduces the methodologies implemented in
the analysis to classify the detected and tracked objects at road intersections and
provides an extensive literature review to identify the most effective techniques for
classification purposes. Chapter 5 provides the major conclusions of the study while
Chapter 6 discusses future work for implementation.
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CHAPTER 2. TSCAN – LIDAR-BASED ROAD USER DETECTION AND
TRACKING ALGORITHM

Automated traffic detection systems that rely on permanent installed detectors
or sensors connected to a computer station for results processing are still relevant in
traffic engineering (Roess et al., 2011). However, these traditional detection
technologies, such as loop detectors, only provide spot detection for limited applications
that measure distribution and variation of traffic (Federal Highway Administration,
2013). Recent investigations of sensing technologies have been directed towards areawide detection systems for traffic and safety applications. Among other approaches,
video is the most widely used methodology for traffic wide area detection. However,
congestion, shadows, and obstructions generally tend to deteriorate the performance of
video-based detection and tracking. Some attempts have been made to solve their
common issues, including obstructions and shadows (Guha et al., 2006; Song & Nevatia,
2007). However, to date none of them have fully addressed these problems working
under very restricted scenarios at urban intersections.
Tarko et al. (2016b) proposed a novel LiDAR-based road user detection and
tracking algorithm called TScan. LiDAR is a sensing technology that uses laser pulses
for generating 3D points clouds characterizing the sensed environment (see Figure 2.1).
The system was conceived for the primary purpose of overcoming most of the
limitations of automated video-based detection and tracking methodologies in order to
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be able to properly identify moving objects, track them, and estimate their dimensions
as shown in Figure 2.2.

Figure 2.1 3D Data clouds from the LiDAR sensor

Figure 2.2 Detection of the LIDAR from an elevated position Tarko et al. (2013)
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A single LiDAR unit is capable of covering a large range of intersections. The
primary source of information for the system is a single Velodyne HDL-64E LiDAR
sensor that does not require supplementing the data with video images, which speeds up
and simplifies setting up the system in the field. The unit provides a 360o horizontal
field of view (FOV) and a 26.8o of vertical FOV. The video cameras included in the
design are used only for inspecting traffic in short periods as selected by the user after
data collection to confirm the validity of the collected numeric data. The system
incorporates a set of inertial measuring units to correct for sensor’s motion during data
collection. Other auxiliary hardware required for collecting data includes pan/tilt base,
mast, and networking equipment for communication between hardware. Additional
components of the research unit are shown in Figure 2.3.

Figure 2.3 TScan research unit components
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The HDL-64E sensor spins at rates ranging from 300 RPM (5 Hz) to 900 RPM
(15 Hz). The default is 600 RPM (10 Hz). The unit is able to collect 1.3 million data
points per second for detecting the surrounding area. After the 3D information is
collected, an effective signal processing algorithm for properly detect and track road
users at the intersections is implemented. (Tarko et al., 2016b). In general, the signal
processing algorithm includes the following steps:
a. Movement stabilization: Continuous measurement adjustments are included for
considering sensor motion. This task is achieved by a set of IMUs – Vectornav VN100T.
b. Background removal: Identification of moving objects is achieved by selecting
the points whose positions are above an estimated ground plane and are moving.
c. Clustering: Objects within the intersection area are detected by clustering moving
points that are sufficiently close to each other. These clusters are formed for all
points estimated with a single rotation (frame) of the LiDAR sensor.
d. Tracking: The detected and clustered objects are continuously tracked frame by
frame (full rotation of the sensor). This process proceeds in three steps: 1)
predicting the position of the object on the current frame using the position of the
previous frame and the estimated motions, 2) assigning the TScan-measured cluster
in the current frame to the nearest predicted position of the object, and 3) estimating
the new position by combining the predicted and measured positions.
e. Object dimensions: The object dimensions are estimated by adjusting the prisms
in the existing clusters. All the clusters from the same object are moved into a single
position and combined for a better estimation of the dimensions.
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The process generated two types of outputs: 1) the time-independent dimensions
of the detected objects and 2) the time-dependent trajectories of the objects. The scope
and accuracy of the TScan results are expected to meet the input requirements of a
variety of engineering studies including speed studies, counting turning vehicles, gap
acceptance studies, measuring saturation flows, and detecting traffic conflicts and
measuring their severity.
The TScan project included two elements needed to support application and
implementation of the system: (1) estimation of its accuracy for tracking vehicles at
intersections, and (2) classification of the detected road users into several categories:
pedestrians, two-wheelers, and two types of other vehicles. These two needs were
addressed with this thesis.
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CHAPTER 3. TSCAN EVALUATION

From a general perspective, the TScan algorithm is a multi-object tracker that
can identify moving objects for traffic and safety applications. Bernardin and
Stiefelhagen (2008) stated that an object tracker should meet the following two
requirements to be considered effective. 1) It should identify, during the period of
analysis, the correct number of vehicles and estimate their positions as precisely as
possible. 2) It also should consistently track each object over time and assign a unique
ID for each object. These characteristics were considered in the evaluation methodology
implemented for TScan in this thesis.
Methodologies for evaluating detection and tracking algorithms can be
categorized into two general groups: methodologies with ground truth and
methodologies without (Li, et al., 2005). Methodologies without ground truth usually
rely on the consistency of objects trajectories with a common behavior of tracked
objects for evaluating proper detection and tracking (Erdem et al., 2003; Wu & Zheng,
2004). However, these methodologies can fail when analyzing moving objects
characterized by sudden changes in speed or direction of motion. This limitation led
different authors to introduce evaluation techniques methodologies that compare the
tracker results with an alternative method defined as ground truth as more reliable.
(Smith, et al., 2005; Bernardin & Stiefelhagen, 2008).
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Computer-aided processing of video images by human observers was chosen as
a benchmark method in this thesis for its presumed accuracy. Smith et al. (2005)
discussed two primary considerations when evaluating a tracker algorithm by
comparing the results with an alternative method: 1) it should propose a method for
defining the correspondence of the detected objects coming from two different sources;
and 2) after association, the methodology must define a metric to quantitatively estimate
the differences between the results.
The association between the results of TScan and the benchmark method was
developed by applying the Hungarian assignment algorithm. The results from both
sources were organized and classified for evaluation purposes as follows:
1. Time-independent properties of the objects (width and length): the ability of the
software to detect objects and estimate their dimensions was evaluated.
2. Motion of the objects (position, speed, and heading in time): the discrepancy
between the results produced with TScan and the benchmark method were
estimated.
3. Interaction between objects: the conflicts and collisions extracted with SSAM from
the TScan motion and dimension results were evaluated and discussed.
The next section discusses performance of existing tracking systems and
relevant characteristics of the collected data for evaluation. It also provides additional
details of the benchmark method, its association, and discussion of the final results.
3.1

Performance of Existing Tracking Systems

The systems reported in the literature for tracking objects at intersections
generally relied on video as the sensing technology. From a general perspective, the

12
video traffic detection techniques using a single camera in the literature can be
categorized into two-dimensional (2D) and three-dimensional (3D) approaches (Buch
et al., 2011). The 2D group includes algorithms applied in the camera domain, where
no attempt is made to estimate the depth. On the other hand, in the 3D group, object
prototypes are adapted into the video frame for approximating 3D models into the
moving objects. To date, the latter method has been applied only to solve the wellknown occlusion problem.
Methodologies for analyzing intersections restricted to the 2D camera domain
were discussed by various authors. Veeraraghavan et al. (2002) proposed a methodology
for analyzing intersections by identifying vehicles and pedestrians through regions. The
authors stated that the tracker was successful even in very cluttered scenes; however,
there was no formal evaluation to support the claimed performance of the algorithm.
Instead of representing objects as regions, Coifman et al. (1998) proposed a featurebased tracking tool to provide a more robust algorithm in urban areas. In this case, the
authors compared their results with those produced by loop detection systems installed
on highways. According to the evaluation, the feature-based tracking algorithm properly
detected 87.4% of the individual vehicles at the studied locations.
Saunier and Sayed (2006) implemented a feature-tracking technique at
intersections and produced an average detection rate of 88.4%. The authors reported
that detection errors occurred when objects were far away from the camera, where the
position estimation of objects in real world coordinates are exacerbated. Inaccurate
results were also reported even when objects were moving close to the camera at a
constant speed.
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Jodoin et al. (2016) proposed a feature-based tracking technique with a common
motion constraint jointly with a Finite State Machine (FSM) which corrected the wrong
associations noted by Saunier and Sayed (2006). The quality of the tracking was
evaluated applying the CLEAR MOT metric by comparing the results with a manually
created ground truth (Bernardin and Stiefelhagen, 2008). The CLEAR MOT metric
included two parameters in the tracking evaluation: the Multiple Object Tracking
Precision (MOTP) and the Multiple Object Tracking Accuracy (MOTA). The first
metric evaluated the precision of the tracker in determining the position of the detected
object. The MOTA is the overall ratio of the number of correct detections of each object
over the number of frames in which each object appears (in the ground truth). The
MOTP metric in the paper indicated the accuracy of the position in pixels. Hence, a
comparison with an alternative sensing method was not feasible. Nevertheless, the
MOTA metric reported detection accuracy ranging from 71.8% up to 89.6% for vehicles
across the evaluated locations.
As for the 3D group of techniques, Messelodi et al. (2005) introduced a realtime methodology for classifying and tracking vehicles at intersections. The authors
proposed a hybrid region-based/feature-based method for tracking objects, whereby a
3D prototype was adjusted every five frames into the detected vehicles. The
performance was assessed by comparing the results with a ground truth method obtained
from visual inspection using a Tcl/Tk graphical tool. The authors in this case focused
on vehicle counting; and the overall accuracy of the vehicle counter was 95.1% in the
scenes where moving objects other than vehicles were present. No evaluation of the
vehicle position accuracy was reported.

14
Finally, a 3D vehicle model was proposed by Song and Nevatia (2007) to solve
the occlusion problem. The authors evaluated the method by comparing their results
with the ground truth obtained by manually labelling the objects. A detection was
considered correct if the vehicle at the estimated position was overlapping more than
80% of the ground-truth vehicle. The detection rate in this case was 96.8% for the first
analyzed video and 88% for the second video.
In general, performance evaluation of the past proposed algorithms was limited
to comparing detection or counting results with alternative methodologies. According
to the literature, the detection rate ranged from 71.88% up to 96.8%, with more accuracy
achieved with techniques that applied 3D restitution. Jodoin et al. (2016) evaluated the
accuracy of the object position estimates by measuring the distance in pixels between
the ground truth positions and the estimated positions. The image-based distance used
by that author did not allow any meaningful comparison with other systems such as
TScan where the distance is measured in the real world. None of the reported methods
evaluated position accuracy the expressed distance in real world measures.
The methodology in this thesis attempted to overcome most of the previous
limitations when evaluating a tracking algorithm. The comparison of the TScan results
with alternative methods were focused on both the detection accuracy and the position
estimation accuracy. In the latter case, the TScan-estimated positions were compared to
the benchmark method results by using Euclidian distance in the real world as
recommended by Bernardin and Stiefelhagen (2008).
Detecting dangerous interactions between moving objects is of particular
interest. This task is particularly challenging because it requires accurate detection and
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tracking of all objects to successfully apply the traffic conflicts technique. The Surrogate
Safety Assessment Model (SSAM), developed by Siemens ITS, with FHWA funding,
was applied in this thesis. SSAM converts the outcome from micro-simulation models
into safety-related output such as traffic conflicts and other risky interactions. The
biggest hurdle of implementing SSAM is the lack of trustworthy simulation tools for
safety modeling. TScan addresses this problem by producing the real-world data to feed
the SSAM.
3.2

Data Collection

Data were collected using the Purdue University Mobile Traffic Laboratory, a
van incorporating all the components of the TScan research unit with two highresolution cameras mounted atop a 42-ft extendable mast. The location of the van was
selected in order to cover the four approaches and the selected intersection area. The
general configuration of the van is shown in Figure 3.1.

Figure 3.1 Purdue Mobile Traffic Laboratory
Data were collected at several locations to evaluate the TScan performance
under various conditions. Four-leg and three-leg intersections were included as well as
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signalized and non-signalized intersections. The general geometric and operational
characteristics of the intersections selected for data collection are described in the
following section.
3.2.1

Pedestrian Crossing on Northwestern Avenue

This intersection is located at 504 Northwestern Avenue, West Lafayette,
Indiana. It is a signalized pedestrian crossing with high pedestrian volume and a median
opening adjacent to the crosswalk to allow access to the Northwestern Avenue parking
garage via a left turn. Most of the vehicles travel northwest and southeast. A small
number of vehicles turn left into the parking garage. The posted speed limit is 25 mph.
The data were collected on December 8, 2015 from 3:12 pm until 4:27 pm. The weather
was partly sunny, the temperature was 41.8 °F, and the mean wind speed was 7.25 mph.
An aerial photograph of the intersection with the overlapped data from TScan is shown
in Figure 3.2.

Figure 3.2 Pedestrian crossing at 504 Northwestern Avenue
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3.2.2

Intersection of McCormick Road and West State Street

This signalized intersection is located in the southwest part of West Lafayette,
Indiana. The intersection experiences mixed traffic with an AADT of 7,200 vehicles on
the minor approach and 12,440 vehicles on the major approach (City of West Lafayette,
2012). All the approaches have three lanes: one lane for through movement, another for
through and right-turning movements, and an exclusive lane for left turns. The speed
limits posted on McCormick Road and West State Street are 35 mph and 40 mph,
respectively. The data were collected on December 17, 2015, from 11:42 AM until
12:21 AM. The weather was cloudy with a mean wind speed of 11.28 mph. An aerial
photograph of the intersection with the overlapped data points from LiDAR is shown in
Figure 3.3.

Figure 3.3 Intersection West State Street and McCormick Road
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3.2.3

Intersection on Morehouse Road at West 350 North

Morehouse Road and West 350 North is an urban intersection administered by
Tippecanoe County that is located in the northern part of West Lafayette, Indiana. It is
a non-signalized intersection with three approaches. The fourth approach is a private
driveway access to a gas station with low traffic volume. The AADT on the minor road
was 1,230 vehicles while the AADT on the major approach was 3,900 vehicles. The
data were collected on January 26, 2016, from 6:21 PM until 7:25 PM. The time for data
collection was selected to test the performance of the LiDAR during nighttime
conditions. The mean wind speed during the data collection was 18.36 mph. The
configuration of the intersection is shown in Figure 3.4.

Figure 3.4 Intersection of Morehouse Road and West 350 North
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3.3

Benchmark Method

The data from the described intersections were collected with LiDAR and video.
The benchmark method was defined by processing the collected video-images assisted
by human observers. The trajectories from the video were estimated based on a
customized vehicle tracking software (VTS) (Romero, 2010). The procedure for
tracking a vehicle was developed by collecting its position at pre-specified time intervals.
VTS software stored the monitor coordinates (x, y) of the selected point at a specific
time stamp t.
Based on a double homology transformation, VTS transformed the monitorbased (x, y, t) coordinates into the real-world 3D coordinates. The two consecutive
homological transformations avoided estimating the parameters of the mathematical
projection formula. According to Tarko et al. (2016a), at least four reference points were
required to be known in both coordinate systems. The four known points on the image
provided multiple solutions to the problem. The chosen parameters were carefully
selected for simplifying the estimation.
The trajectories of the vehicles were estimated by marking the points on the tires
along the different video frames, forming a sequence of points that approximately
represented the vehicle’s trajectories (x, y, t). The video-based width and length were
obtained by applying the same methodology.
The procedure of marking points on the vehicle is shown in Figure 3.5. In
general, marking the points on a vehicle’s tires and on the vehicle was a time-consuming
manual procedure. This methodology was applied to evaluate the reliability of the
trajectories obtained from TScan.
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Figure 3.5 VTS Data Extraction Methodology
Due to the extensive data processing required with this method, it was not
feasible to include pedestrians and bicyclists. The number of vehicle trajectories and
dimensions required for evaluating T-Scan are shown in Table 3-1.
Table 3-1 Video-based trajectories
Intersection

Number of Vehicles

Intersection at Northwestern Avenue

94

Intersection West State Street and McCormick Road

101

Intersection Morehouse Road and West 350 North

46

Total

241

3.4

Association of objects in Benchmark and TScan method

An object in the real world is supposed to have a corresponding pair of objects:
one in the TScan results and the other one in the benchmark results. The association of
objects between TScan and the benchmark methods served to identify pairs that
represented the same real object, which was accomplished by means of the shortest
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distance in space and in time. This method requires the common time and coordinates
in the benchmark and TScan methods, which were acquired by aligning the video and
the TScan through satellite orthographic images using the software developed as part of
the TScan project (Tarko et al., 2016b). The method properly defined the shift, rotation,
and scaling parameters to align the data provided by the two sources as shown in Figure
3.6.

Figure 3.6 Spatial alignment TScan and video data
Time correspondence was accomplished by estimating the shift and scale
adjustments of the times of events matched in the TScan and video data. Even on the
same time scale, the TScan and video-based measurements were not made
simultaneously. In order to reconcile the events in real time between the two methods,
the positions of the objects estimated with TScan were interpolated. Linear interpolation
was applied since significant variations were not expected in the positions of objects
each 0.1 second due to acceleration or deceleration rates.
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Since pedestrians and bicyclists were not included in this preliminary evaluation,
these detections were removed from the TScan output. This manual procedure was also
useful for building the sample on the automatic classification models introduced in the
next section of the thesis. For the association between vehicles the simplest approach
was assigning correspondences between nearest vehicles. The vehicles in this step were
represented by centroids for simpler association. The association is conducted through
the Hungarian assignment algorithm.
The Hungarian assignment algorithm was proposed by Egervary and further
developed by Hardol (Kuhn, 2010). The assignment problem in this case was to find the
permutation of observations from video 𝑗1 , 𝑗2 , … , 𝑗𝑚 and TScan 𝑘1 , 𝑘2 … , 𝑘𝑝 that
minimizes the distance between correspondent observations 𝑑 𝑗1 ,𝑘1 , 𝑑𝑗2 ,𝑘2 , … , 𝑑𝑛𝑘𝑛 . Two
objects were associated when in the majority of frames, the two of them are matched by
the algorithm. After defining associations between IDs from TScan and video, the
comparison of the trajectories was developed frame by frame. The method also
identified when two different IDs were assigned to the same vehicles or two vehicles
are joined as one ID.
3.5

Performance Evaluation

The results for the evaluation of vehicle detection, vehicle dimensions, and
vehicle trajectories are described in the following sections. It must be stressed that the
benchmark method, although the best available for a comprehensive evaluation of the
TScan results, was not free of measurement errors as discussed. The video based method
reflected two sources of errors:
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1. The marking of vehicles on computer monitors by human observers were not always
perfect. The error is particularly considerable when the actual object is far away for
the camera and a small movement in the monitor translated in greater distance in
reality.
2. The transformation from the image plane to real coordinates. When collecting data
using video sensing device one of the dimension is lost. It means that a point in the
video has infinite possible locations in the real world. The conic perspective
transformation assumes that the points are located in the same plane or elevation.
Hence, the accuracy of the methodology depends on how well characterized is the
intersection defined by a flat plain. This error also depends on the vantage point of
the camera. In general, the higher the elevation of the camera, the lower the error is
in the coordinate’s transformation.
Because of these two error sources, the video image processing methodology
was not defined as a ground truth but instead as a benchmark method. Moreover, the
extraction of the trajectories in Table 3-1 involved more than 100 hours of manual
extraction, being time consuming and not applicable for large scale analyses.
The reported discrepancies between the results from the TScan and from the
benchmark method provide good information about the TScan measurement error but
these discrepancies are reflective also of the imperfections of the benchmark method.
Thus, the reported discrepancies are just the upper-bound estimates of the TScan
measurement error. This remark applies to the vehicles’ positions, speeds, and
directions.
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Evaluating the traffic conflict counts was even a bigger challenge because there
is no alternative technique sufficiently reliable for the purpose. Thus, the evaluation is
based on the conflicts detected by SSAM from the TScan data and then confirmed by
inspecting the visualized TScan results and the video images.
3.5.1

Vehicle Detection

There were two possible detection errors:
1. Different ID for the same vehicle: Two different IDs were assigned to the same
vehicle when the trajectory was split.
2. Two different objects with the same ID: When two trajectories are combined,
TScan may define the same ID for two different objects. It can be a joined vehiclevehicle or pedestrian-vehicle.
The statistics related to the vehicle detection issues are shown in Table 3-2. The
results show a total of five incorrect detections over the total sample size of 241 vehicles.
The highest number of detection errors occurred at the 504 Northwestern Avenue
pedestrian crossing. Two errors were caused by pedestrians who walked so close to
vehicles that the algorithm clustered the pedestrians with the nearby vehicles for a short
time causing the “swap” of IDs between pedestrians and vehicles.
Table 3-2 Detection errors at the analyzed intersections
Intersection

Northwestern

Two Different IDs Same Vehicle

1

1

1

2

0

0

Joined Vehicle-vehicle/Pedestrianvehicle

McCormick Morehouse
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3.5.2

Vehicle Dimensions

The dimensions were evaluated by estimating the discrepancy between the
vehicle’s width and length reported by TScan and video. The evaluation of the results
was performed for each type of traffic maneuver and for each intersection. Three types
of maneuvers were defined: vehicles following straight trajectories, vehicles turning left,
and vehicles turning right.
Based on Table 3-3, the length reported by TScan tended to be lower by 38 cm
on average compared to video where the width was lower by 15 cm. The differences
and the standard deviations for the intersections located on Morehouse and McCormick
were significantly higher, which can be explained by the fact that data extractions from
the video were more susceptible to error at these two locations. Since the camera
locations were lower in these two scenarios, a small movement on the video was
translated into a longer distance in real coordinates, which tended to produce bias in the
dimensions reported by the video that could cause overestimated dimensions when the
clicks were not properly placed.
3.5.3

Vehicle Trajectories

The trajectories of the vehicles were evaluated based on the position, speed, and
heading of the vehicles during the time when the vehicles were tracked inside the studied
field of view and reported by TScan and video (see Table 3-4). The position discrepancy
in the x and y coordinates was calculated separately. Higher differences and standard
deviations were reported at the intersections on McCormick and Morehouse. The
primary source of discrepancies at these sites were associated with the vantage point of
the video cameras and the surface complexity.
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Table 3-3 Difference in vehicle’s width and length

Intersection

Maneuver
Type

Number of
Observations

504
Northwestern

Straight

94

Straight

57

Left

22

Right

22

Straight

15

Left

20

Right

11

McCormick

Morehouse

Vehicles’ length
(m)
(Standard
deviation)
-0.250
(0.305)
-0.123
(0.938)
-0.069
(0.458)
-0.106
(0.902)
-0.440
(0.459)
-0.861
(0.878)
-0.848
(0.672)

Vehicles’
width (m)
(Standard
deviation)
-0.048
(0.277)
-0.140
(0.365)
-0.143
(0.552)
-0.103
(0.463)
-0.147
(0.236)
-0.456
(0.993)
-0.021
(0.216)

Table 3-4 Difference in trajectories estimation between TScan and benchmark

Intersection

Maneuver

Obs

504
Northwestern

Straight

94

Straight

57

Left

22

Right

22

Straight

15

Left

20

Right

11

McCormick

Morehouse

∆X (m)
∆Y (m)
(Standard (Standard
deviation) deviation)
0.096
(0.777)
-0.146
(1.404)
-0.346
(1.725)
0.365
(1.746)
-0.285
(1.664)
-0.065
(1.331)
0.330
(1.174)

-0.009
(0.774)
0.076
(1.226)
-0.189
(2.024)
-0.389
(1.268)
-0.238
(1.844)
-0.154
(1.331)
0.967
(1.801)

∆Speed
(m/s)
(Standard
deviation)
0.048
(0.861)
0.159
(1.937)
-0.147
(2.109)
0.032
(2.088)
0.342
(2.158)
-0.676
(1.743)
-0.825
(1.969)

∆Heading
(°)
(Standard
deviation)
1.366
(6.205)
5.589
(23.502)
2.386
(22.602)
-6.689
(25.190)
-4.793
(18.261)
-4.346
(26.183)
-1.103
(23.549)
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3.5.4

Traffic Interactions

The ability of the combined TScan and SSAM to properly detect dangerous
interactions was tested by first ensuring that the TScan output data could be read and
processed by the existing SSAM application. This test was passed successfully. In this
case, not only were the IDs identified as vehicles included in the analysis, but the
pedestrians and bicyclists as well to evaluate the potential extraction of vehiclepedestrian or vehicle-bicyclist conflicts.
The TScan results processed by SSAM included 60 minutes of Northwestern
Avenue traffic, 30 minutes of McCormick Road traffic, and 25 minutes of Morehouse
Road traffic. There were 41 interactions extracted by SSAM in the first three locations
characterized by sparse and medium traffic. They were analyzed and classified as
collisions, conflicts, or none of the two, by applying two criteria: (1) the types of objects
involved and (2) the minimum speed. Specifically, in order for an interaction to be
considered a collision, at least one vehicle should be involved. Therefore, the
interactions between pedestrians were eliminated. There also were interactions between
moving objects and fixed objects incorrectly left on the pavement by the background
removal module. Another condition was the minimum speed of 3 miles/h of at least one
of the involved vehicles. All the remaining interactions were considered collisions if
there was a zero time-to-collision (TTC). Otherwise, the interaction was defined as a
conflict (TTC<1.5 s). The extracted interactions categorized by the above criteria are
presented in Table 3-5. After post-processing out events that did not meet the collision
and conflict criteria, only three events remained: one conflict (true positive), one conflict
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(false positive), and one collision (false positive). No false negatives could be confirmed
due to the lack of an alternative benchmark method of extracting conflicts.

Table 3-5 Traffic interactions at the studied intersections
Case

Northwestern

McCormick

Morehouse

Collisions Conflicts Collisions Conflicts Collisions Conflicts
SSAM Extracted

True Positives

0

0

0

0

0

1

False Positives

22

11

5

1

1

0

0
0

0
0

1
0

After Post-processing
True Positives
False Positives

0
0

0
1

0
1

Although almost all the initial false positives were detected automatically, they
were analyzed by inspecting the corresponding video material to identify the sources of
the false positives for interactions other than pedestrian-pedestrian interactions. This
analysis was believed to help improve the TScan algorithm.
For the pedestrian crossing at 504 Northwestern Avenue, SSAM reported 33
interactions during the analyzed one hour. By inspecting the results with the TScan tool,
three primary issues led to the conflicts (Figure 3.7): 1) detection errors manifested
through multiple overlapping boxes representing a single vehicle, 2) vehicle position
errors manifested through an unstable position of a vehicle in queue (box incorrectly
directed), and 3) overestimated pedestrian dimension that produced a nonexistent
pedestrian-vehicle conflict. The multiple pedestrian-pedestrian interactions indeed
occurred, but they should not have been classified by SSAM as dangerous.
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At the intersection on West State Street and McCormick Road during the 30minute analysis, SSAM extracted a total of six interactions. The six incorrectly
“produced” conflicts and collisions were associated with an incorrect placement of
boxes when the vehicles were stopped. In a single case, two slowly moving vehicles in
adjacent lanes (Figure 3.8) collided “virtually.” This event did not occur in reality.
Finally, at the intersection of Morehouse Road and West 350 North, SSAM
detected two conflicts. One of them was an actual conflict between two vehicles (Figure
3.9a), and the estimated TTC in this case was 1.4 seconds. The second one was caused
by the failure to remove a part of the background on the westbound approach of the
intersection (Figure 3.9b). A summary of the number of interactions and their sources
at each intersection is shown in Table 3-6.

Table 3-6 Sources of the false positive traffic conflict interactions
Northwestern

McCormick

Morehouse

Source
Collisions Conflicts Collisions Conflicts Collisions Conflicts
Pedestrian-pedestrian
Interactions
Object Position Error
(in queue)
Background Removal
Error (Fixed Object)
Detection Error
(Multiple Overlapping
Boxes)
Dimension Error
(Pedestrian)
Object Position Error
(Low Speed in Queue)
Total

12

8

0

0

0

0

4

0

4

1

0

0

0

0

0

0

1

0

6

2

0

0

0

0

0

1

0

0

0

0

0

0

1

0

0

0

22

11

5

1

1

0

30

Figure 3.7 Conflicts at the pedestrian crossing at 504 Northwestern Avenue. (a) improper
clustering (b) box placement (c) pedestrian with overestimated dimensions, (d) pedestrianpedestrian conflict
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Figure 3.8 Conflict at McCormick incorrect placement of two vehicles

Figure 3.9 Conflicts at Morehouse intersection. (a) Real conflict (b) Incorrect background
removal
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CHAPTER 4. CLASSIFICATION OF OBJECTS

The classification of detected objects is an important criterion to define a traffic
detection methodology as effective (Coifman et al., 1998). Moreover, the extraction of
traffic conflicts establishes the necessity of identifying the type of detected object’s
previous extraction of the traffic interactions. Restating the second objective, in this
chapter different methodologies are evaluated in order to determine the one which
provides a reliable automated classification for the detected objects from TScan.
4.1

Existing Classification Methodologies

There are two important components of an object classification procedure: (1)
the available object attributes used to classify an object, and (2) the classifier itself,
which may be one of multiple possible methods. The results of the literature review for
this objective were organized around these two components.
4.1.1

Attributes for Classification Purposes

The core component of a classification method is a model that takes a certain
characterization of an object (its signature) and returns the object’s category. The model
type and its input variables are equally important. Although the input variables depend
on the measurement technology, the literature review revealed the properties of an
object that have been used to classify moving objects as a pedestrian, a vehicle, or
bicyclist.
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The most common variable proposed in the literature to classify vehicles is its
length and sometimes, the number of axles. These characteristics are usually determined
by long-established and spot detection technologies, such as loop detectors or piezoquartz sensing devices (Federal Highway Administration, 2013; Rajab & Refai, 2014).
The Federal Highway Administration indicated that the primary disadvantage of lengthbased classification systems is the lack of a common definition that indicates when the
vehicle length can be categorized as a heavy or non-heavy vehicle. The diversity in
manufacturing characteristics does not allow defining a deterministic threshold for this
categorization. The classification may improve by including the dimensions of
additional vehicles. Abdelbaki et al. (2001) used a laser scanner to correctly classify 89%
of all the detected vehicles with their length, width, and height based on five categories:
motorcycle, passenger car, pick-up, van and tractor. Urazghildiiev et al. (2001)
classified 85% of the detected vehicles into 13 different categories based on their height
profile estimated with overhead microwave radar.
Dimension-based classification of vehicles also was applied in an area-wide
detection scenario. Gupte et al. (2002) distinguished between trucks and non-trucks
based on their length and the combined measurement of width and height obtained from
video image processing. Zhang et al. (2006) used dimension-based criteria for
distinguishing between two categories at the initial stage of the classification algorithm.
Ratajczak et al. (2013) introduced a method for an accurate estimation of a vehicle’s
dimensions with a stereoscopic video analysis. The authors were able to estimate the
height, width, and length of vehicles with a relative average error of 5.4%, 12.1%, and
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9.0%, respectively. These studies concluded that dimensions were very useful for
classifying vehicles.
Other authors focused on distinguishing between pedestrians, vehicles, and
bicyclists without dividing vehicles into narrower classes. The earliest attempt to
distinguish pedestrians from vehicles was by Lipton et al. (1998), who proposed an
identification metric operator defined as dispersedness for classifying moving objects
from video. The dispersedness is estimated as the ratio between the squared perimeter
and the area of the detected object from video after background removal.
Other authors evaluated motion-based criteria jointly with dimensional
parameters for further classifying moving objects from video. In Zhou and Aggarwal
(2001), the authors used the variance of the motion direction to distinguish between
vehicles and pedestrians. The rationale was that the motions of large and rigid vehicles
are smoother than that of pedestrians who shift their bodies to maintain balance. Brown
(2004) proposed speed as a classification criterion for moving objects. Ismail et al.
(2009) used a test based on the maximum speed reported in order to discriminate
between pedestrians and motorized traffic. However, occlusions and projective
distortion were issues that reduced the performance of their video-based technique.
4.1.2 Methods for Classification
After the extraction of attributes, different methodologies can be applied to
determine classification rules or to estimate classification models. The simplest
approach found in the literature used fixed boundaries applied to the behavioral
characteristics or physical attributes of vehicles (Avery et al., 2005; Urazghildiiev et al.,
2001). A number of authors proposed other techniques applied to multiple attributes for
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the classification task. Some of the most widely used methodologies found in the
literature are: discriminant analysis (Gupte, 2002), classification and regression tree
(Dalka & Zcyzewski, 2010), one class support vector machine (Zhang et al., 2006),
KNN classification (Zhang, 2007) and Adaboost (Moutarde, 2008). Zhang (2012)
proposed a One-Class Support Vector Machine (SVM) to define and then determine
vehicle categories with representative vectors obtained from Principal Component
Analysis (PCA). However, the classification rate for one of the vehicle categories was
as low as 44.1%. These results indicate that advanced classification methods do not
necessarily guarantee high classification performance. The variables that carry useful
classification information are critical.
Discriminant analysis is a traditional approach which evaluates the relations
between a non-ordered categorical variable and a set of interrelated variables for
classification (McLachlan, 2004). Li et al. (2006) reported that discriminant analysis is
well-known in the statistical pattern recognition literature for learning discriminative
feature transformations and is a technique easily extended to multiclass problems. It
models the likelihood of each class as a normal distribution and then classifies an
observation based on an estimated posterior probability (Friedman et al., 2001). When
the assumption of multivariate normality is met, discriminant analysis is the best
classification method as it is 30% more efficient compared to logistic regression
(Shmueli, 2005). However, as emphasized by Truett et al. (1967), the assumption of a
normal multivariate is unlikely to be satisfied in reality.
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After reviewing a wide spectrum of classification methods, four methodologies
were selected for more in-depth analysis in this thesis as they represent the spectrum of
available methods well and their performance reported by others is promising.
KNN classification was the first evaluated method. The technique identifies k
observations from the training dataset which refers similar characteristics to the
observation that is classified (Shmueli, 2005). Then, the category of the new observation
is defined as the most predominant one among its neighbors. The advantages of this
methodology include high adaptability and simplicity for implementation. It considers
local observations by generating non-linear and adaptive decision boundaries (Xie,
2012). These characteristics made the KNN method appropriate for the type of
classification problem faced in the analysis of this thesis.
The multinomial logit (MNL) model reflects a logistical relationship between
the classification categories and one or more predictor variables. As a non-parametric
method, it allows the introduction of a combination of binary and continuous variables
for a better representation of the classification problem (Washington, Karlaftis, &
Mannering, 2011). Since the classification task only depends on these estimated
parameters, the class of a new observation can be estimated more quickly compared to
the KNN algorithm.
The classification tree method provides a set of sequential decision rules in order
to define the category of the analyzed object (Worth & Cronin, 2003). Its capability of
identifying the most significant variables in the process and its robustness to outliers
makes the classification tree an interesting alternative to test (Timofeev, 2004). The
classification task for a specific observation is defined by a set of sequential rules that
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are followed until the terminal node. This terminal node provides the category of the
object.
Finally, the classification tree with boosting combines many weak classifiers,
such as classification trees, to achieve a final powerful classifier (Alfaro, 2013). The
boosting technique trains the n weak learner based on the performance of the n-1
classifier by assigning a greater weight to those observations that were incorrectly
defined. This forces the new weak learner to focus on the hard samples of the training
data set, leading to better classification results (Freund & Schapire, 1999). Classification
trees are used as the most common weak learners for boosting because of their
adaptability, simplicity, and robustness (Kotsiantis, 2007; Alfaro, 2013).
4.2

Data Description

The starting point of the classification task was extraction and transformation (if
needed) of the objects’ attributes, which became independent variables for the
classification task. The literature study revealed that object dimensions (width, length,
and height) and speed-related attributes (speed, its variability, acceleration, etc.) were
successfully used in past work on area-wide detection and tracking so these data were
obtained as output from the TScan algorithm for classification as well.
In addition to the dimension and speed-related variables, the functional parts of
the intersections (sidewalks, approaches, exits, and medians) traversed by the tracked
objects also were collected. The vehicle dimension variables were expected to be useful
to discriminate between different vehicles’ categories. On the other hand, the speedrelated variable and the traversed intersection areas were expected to help discriminate
between vehicles, pedestrians, and bicyclists. The traversed intersection areas were
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represented by the object entry and the exit areas that formed OD-pairs. It was expected
that those objects starting or ending on a median or a sidewalk might be classified either
as pedestrians or bicyclists. On the other hand, if O-D pairs including other intersection
areas would still apply to a pedestrian, a vehicle, or a bicyclist if the path was incomplete
due to the sensor range or other causes.
The data were collected at the same intersections involved in the evaluation of
the tracking and detection capabilities of the software. Manual definition of the types of
objects detected was completed based on the video. Two additional intersections were
included in the analysis for classification in order to increase the number of objects of
the underrepresented categories of bicyclists and heavy vehicles. The first additional
data collection was conducted at the pedestrian crossing of 504 Northwestern Avenue
and the second one at the intersection of State Street and North Grant Street.
A total of 1,224 observations were collected in the sample. The type of object
for building the sample was manually-labeled. The frequency of each category is shown
in Table 4-1.
Table 4-1 Frequency sample dataset
Class
Non-heavy Vehicle
Heavy Vehicle
Pedestrian
Bicyclist

Frequency

Percent

534
41
438
211

43.63%
3.35%
35.78%
17.24%

Cumulative
Frequency
534
575
1013
1224

Cumulative
Percent
43.63%
46.98%
82.76%
100.00%

The descriptive statistics for the attribute estimates used to classify objects are
shown in Table 4-2; and the distributions of the estimates are shown in Figure 4.1.
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Figure 4.1 Distribution of the classification variables across objects’ categories
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To help identify pedestrians, a sidewalk/median binary variable equal to 1 was
used to indicate that the trajectory started or ended on a sidewalk or median. However,
because of incomplete trajectories, some pedestrians were not tracked inside these areas.
Furthermore, four of the vehicles seemed to start or end on a sidewalk or median. This
error was related to improper error detection by the sensor. However, the error rate
associated to this source was low at 0.19%.
Table 4-2 Descriptive statistics attributes training dataset
Variable
Length (cm)
Width (cm)
Height (cm)
75 Percentile Speed
(m/s)
95 Percentile Speed
(m/s)
Sidewalk or
Median

Non-Heavy
Vehicle
446.12 (58.47)
150.71 (24.68)
162.12 (28.49)

Heavy Vehicle

Pedestrian

Bicyclist

1178.05 (355.98)
245.85 (23.13)
297.80 (42.40)

88.13 (41.09)
38.17 (15.61)
166.53 (16.76)

135.59 (34.28)
49.05 (14.61)
158.67 (24.73)

9.75 (3.85)

7.26 (2.38)

1.65 (0.50)

3.55 (0.80)

11.49 (2.72)

9.52 (1.88)

1.93 (0.99)

3.87 (0.84)

0.18%

4.87%

82.42%

94.78%

4.3

Research Approach

The four classification methods identified in the literature review as a good
representation of the state of the art and practice are: KNN classification, MNL model,
classification tree, and boosting with classification trees. These methods were estimated
in order to compare their performance when classifying moving objects at intersections.
Four different performance measures were defined for comparison of the
methods: average accuracy, precision, recall, and F1 score were evaluated in the
analysis. Macro-averaging of the performance measures was utilized. These measures
are characterized by the following expressions: (Sokolova & Lapalme, 2009)
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Average Accuracy
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100

∑𝑖=𝑗 𝑛𝑖𝑗
∑ 𝑛𝑖𝑗

(4.1)

Where 𝑛𝑖𝑗 is the number of objects of category i assigned to category j, thus i=j
indicates correct result.


Precision

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =


𝑡𝑝𝑖
𝑡𝑝𝑖 + 𝑓𝑝𝑖
𝐼

(4.2)

Recall

𝑅𝑒𝑐𝑎𝑙𝑙 =



∑𝐼𝑖=1

∑𝐼𝑖=1

𝑡𝑝𝑖
𝑡𝑝𝑖 + 𝑓𝑛𝑖
𝐼

(4.3)

F1Score
𝐹1𝑆𝑐𝑜𝑟𝑒 =

2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(4.4)

Where 𝑡𝑝𝑖 , 𝑡𝑛𝑖 , 𝑓𝑝𝑖 , and 𝑓𝑛𝑖 refers to the number of true positives, true
negatives, false positives, and false negatives for class i among the total number of
categories I. Precision defines how many of the returned object categories are correct
On the other hand, recall refers to how many positive predictions the classifier return.
Obtaining a truthful estimation of the classification rate involved partitioning the
existing data into training and validation sets. Estimation and validation of the methods
with the same data produced biased estimation of the error rates since the parameters
were optimized to reflect specific characteristics of the analyzed data (Shmueli, 2005).
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K-fold cross-validation is one of the most common techniques used in trainingdata-based classification techniques (Braga-Neto et al., 2014). This validation
procedure reduces the bias by partitioning the sample into k data folds. k-1 folds are
used for model estimation while the additional one is classified using the rules of the
estimated classifier. The folds in this thesis were configured based on the intersection
where each observation was collected. It means that data collected at four intersections
were included for training while the observations of the remaining intersection were
classified with the estimated model. This procedure was repeated five times to use all
the five subsamples for validation. This partitioning procedure also tested for
transferability of the different models by validating their performance when a new
intersection was classified.
4.4
4.4.1

Classification Methods
KNN-Classification

The KNN classification algorithm derives from the rote classifier. The rote
classifier is a weak learner that defines the category of an object if there is an exact
match of the attributes within the training data (Steinbach & Tan, 2009). In this method,
all the data are memorized and used to classify a new object. The KNN algorithm is a
more sophisticated approach in which the object category is defined based on the class
of the objects with similar attributes, also referred as neighbors (Cover & Hart, 1967;
Wu et al., 2008). The dissimilarity of the attributes to its neighbors is defined in terms
of metrics or distances. The selection of the dissimilarity metric must be guided by the
nature of the variables involved in the analysis (Durak, 2011). The simplest approach is
to propose Euclidian distance:
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𝑒 = √(𝑥1 − 𝑦1 )2 + (𝑥2 − 𝑦2 )2 + ⋯ + (𝑥𝑝 − 𝑦𝑝 )

2

(4.5)

Where (𝑥1 , 𝑥2 , … , 𝑥𝑝 ) and (𝑦1 , 𝑦2 , … , 𝑦𝑝 ) are attributes of the two compared
observations and p refers to the number of analyzed characteristics. Two primary
limitations are discussed in the literature when applying Euclidean distance as the
dissimilarity measure. The first drawback is the metric estimation depending on the
dimensions of the attributes. The second disadvantage is the presence of highly
correlated relations in the analysis (Shmueli, 2005; Weinberger & Saul, 2009)
When highly correlated relations between attributes are expected, Mahalanobis
distance is proposed as a better approach for estimating the k-nearest neighbors. The
Mahalanobis distance between two different observations is characterized by the
following expression (Durak, 2011):
𝑑𝑀𝑎ℎ𝑎𝑙𝑎𝑛𝑜𝑏𝑖𝑠 (𝑥, 𝑦) = √(𝑥 − 𝑦)𝑇 𝛴 −1 (𝑥 − 𝑦)

(4.6)

Where x,y is the vector of the attributes and 𝛴 −1 is the inverse of the covariance
matrix. In this case, the distance estimation is dimensionless and normalized by the
covariance matrix. When the relations are not correlated, the covariance matrix is the
identity matrix and the Mahalanobis distance is equivalent to the Euclidean distance.
An appropriate selection of the number of k neighbors for classification highly
influences the performance of the model. In general, using one neighbor leads to
overfitting while higher values reduce the ability of the method to generate non-linear
and adaptive decision boundaries. Consensus is directed towards selecting the number
of neighbors which provides the best performance. Common practice is to test neighbors
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from one to the squared root of the size of the data defined for training. (Hassanat &
Abbadi, 2014)
The non-parametric nature of the KNN method defines some practical issues
when it has to be implemented using excessively large training data sets. Since a new
observation is classified based on the k closest neighbors, searching for neighbors is
computationally expensive. In order to speed up the process, it is suggested some
procedures, such as dimension reduction techniques, search trees structures, and
removing redundant points from the training data, to reduce the computational burden.
SAS statistical software is one of the most well-known packages that apply tree
search algorithms to reduce processing time (Friedman et al., 1977). The tree algorithm
used by the authors used simple binary trees with terminal nodes defining small subsets
of data records for speeding up the search. The important parameters of the tree are the
variables and thresholds for partitioning the data and the number of the records per
terminal node. In this thesis, the KNN classifier was implemented with the SAS proc
discrim function.
The stepdisc procedure developed in SAS defined the variables 95th percentile
of the speed, length of the object, and the binary variable sidewalk or median as the
most significant ones for the classification task. The classification error rate was
estimated using 1 to 35 neighbors. The error rate was estimated as 𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 1 −
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦. The results indicated 15 neighbors as providing the best performance for
classifying the objects at the analyzed intersections (Figure 4.2).
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Figure 4.2 Classification error rate based on number of neighbors
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4.4.2

Multinomial Logit Model

The nature of the classification problem can be interpreted as a discrete problem.
Based on the descriptive attributes, the discrete model is able to estimate the probability
of a moving object belonging to category i. Estimable discrete outcome models are
calculated by assuming a distribution of the error term of the utility functions (BenAkiva & Bierlaire, 1999).
The literature provides two different modeling approaches related to the
distribution of the error terms. The first one includes probit models in which the
disturbance terms are assumed to be normally distributed. Daganzo (1979) provides the
derivation of the probit models applied to the selection of multiple classes. However, as
indicated by Washington et al. (2011), estimation of the probit models in multiclass
problems requires numerical integrations since the outcome probabilities are not in a
closed form.
Other disturbance term distributions have been applied in order to avoid the
numerical and computationally expensive integration. The most common one assumes
that the error terms are Gumbel distributed characterized by the function:
𝐹(𝜀) = exp(𝑒 −𝜇(𝜀−𝜔) ) , 𝜇 > 0

(4.7)

Where 𝜇 is a positive scale parameter and 𝜔 is a location parameter. The
probability density function of type I extreme probability is defined by the expression:
𝑓(𝜀) = 𝜇 𝑒 −𝜇(𝜀−𝜔) exp[−𝑒 −𝜇(𝜀−𝜔) ]
The mean and variance of the distribution is equal to:

(4.8)
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𝛾 𝜋2
𝜔+ ;
𝜇 6 𝜇2

(4.9)

Where:
𝑘

1
𝛾 = lim ∑ − ln(𝑘) ≅ 0.5772
𝑘→∞
𝑖

(4.10)

𝑖=1

The standard multinomial logit formulation evaluates the probabilities in order
to define the category of the analyzed object by applying the expression:
𝑃(𝑖) =

exp(𝛽𝑖 + 𝛽𝑖1 𝑋1 + ⋯ + 𝛽𝑖𝑘 𝑋𝑘 )
𝐽
∑𝑗=1 exp(𝛽𝑗 + 𝛽𝑗1 𝑋1 + ⋯ + 𝛽𝑗𝑘 𝑋𝑘 )

(4.11)

Where 𝑃(𝑖) denotes the probability of an object being category 𝑖 among I, 𝑋 is
the object’s attributes, and 𝛽𝑖 is the model parameters for category 𝑖. Parameters 𝛽 are
estimated through the maximum likelihood formulation of expression 4.12. 𝜆𝑖𝑛 is equal
to 1 if the discrete outcome of the observation 𝑛 is 𝑖 and zero otherwise.
𝑁

𝐼

𝐿𝐿 = ∑ [∑ 𝜆𝑖,𝑛 (𝛽𝑖 𝑋𝑖𝑛 − 𝐿𝑁 ∑ 𝑒 𝛽𝐼𝑋𝐼𝑛 )]
𝑛=1 𝑖=1

(4.12)

∀𝐼

The performance of the different models is usually compared in terms of
goodness of fit measures such as the Akaike Information Criterion (AIC) and the
Schwarz Criterion (SC). AIC was established by Akaike (1973) and was the first model
selection criterion widely used in the statistical community (Akaike, 2011). This
criterion proposes a framework where model estimation and selection can be
accomplished simultaneously. The statistic is estimated by applying expression 4.13.
𝐴𝐼𝐶 = −2 [𝐿𝐿(𝛽𝑅 ) − 𝐿𝐿(𝛽𝑈 )] + 2((𝑘 − 1) + 𝑠)]

(4.13)
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Where 𝐿𝐿(𝛽𝑅 ) and 𝐿𝐿(𝛽𝑈 ) are the log-likelihood of the restricted and
unrestricted model, k is the number of levels of the dependent variable, and s is the
number of predictors in the model. The model with the smallest AIC is considered as
the best choice. The Schwarsz criterion is included in the analysis for comparison. The
SC is estimated as:
𝑆𝐶 = −2 𝐿𝑜𝑔 𝐿 + ((𝑘 − 1) + 𝑠) · 𝐿𝑜𝑔 (∑ 𝑓𝑖 )

(4.14)

Where 𝑓𝑖 is the frequency values of the ith observation Like AIC, a lower SC
indicates the estimation of a better model. It also penalizes for the number of predictors
in the model. The MNL model was estimated by using R statistical software.
Comparison with SAS was assessed without a difference in the parameter estimates.
Difficulties with the estimates’ convergence due to a quasi-complete separation
of the data points led to splitting the sample of objects included in the training data into
two groups based on the independent categorical variable. Otherwise, quasi-complete
separation detected with the statistical software would prevent the estimation process
from converging. The binary variable that represented the traversed first and last
intersection areas was allocated correctly in almost all the observations of the bicyclist
category in the response group. By utilizing maximum likelihood, the parameter
estimates for this variable tended to infinity without allowing convergence. In the data,
an object was most always a pedestrian or a bicyclist if a sidewalk or a median was
traversed by the object. The dataset was split into two subsamples accordingly:


Objects starting or ending in a sidewalk or median polygon,



Objects starting and ending in a polygon of another type.
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The first subsample included only pedestrians or bicyclists. A MNL model was
estimated for this group. In this case the most significant variables to distinguish
between pedestrians and bicyclists turned out to be the 75th percentile of the speed and
the length and height of the object. The parameter estimates are shown in Table 4-3.
The reference category was pedestrians.
Table 4-3 MNL model objects starting and ending in sidewalk or median polygon
Variable

Parameter
Estimate

Bicyclist
Constant (Bicyclist)
75th Percentile Speed
Length of Object (cm)
Height of Object (cm)
AIC at convergence = 191.674
SC at convergence = 208.992

Std.
Error

Wald
ChiSquare

p-value

-2.9882
1.6302
3.36 0.0668
3.0984
0.2799
122.4941 <.0001
0.0225
0.00525
18.3417 <.0001
-0.0472
0.0106
19.7663 <.0001
AIC (constants only) = 732.850
SC (constants only)= 7.180

The second subsample included all possible types of objects. The MNL model
was estimated for this subsample. The pedestrian category was used as a reference. The
most useful and significant variable for distinguishing between objects turned out to be
the length of the object and the 75th percentile of the speed. The final model is shown
in Table 4-4. All the signs were in line with the expectations. In general, the length
increases the probability of the object being classified as a bicyclist, and any type of
vehicle (positive beta). The same behavior was demonstrated by analyzing the variable
75th percentile of the speed. A complete procedure including this model provided two
binary splits of the objects based on the first/last polygon. Then, the binary and MNL
models were estimated for each category.
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Table 4-4 MNL objects starting and ending in a polygon of another type
Variable

Parameter
Estimate

Std.
Error

Wald Chip-value
Square

Bicyclist
Constant (Bicyclist)
75th Percentile Speed
Length of Object (cm)

-6.7671
1.3805
24.0303
<.0001
1.8521
0.4415
17.5994
<.0001
0.0075
0.00741
1.0236
0.3117*
Heavy Vehicle
Constant (Heavy Vehicle)
-48.6631
15.9346
9.3265
0.0023
th
75 Percentile Speed
2.1007
0.5519
14.4891
0.0001
Length of Object (cm)
0.0869
0.0214
16.4445
<.0001
Non-heavy vehicle
Constant (Non-heavy Vehicle)
-12.8469
2.2314
33.1475
<.0001
75th Percentile Speed
1.9575
0.4445
19.3924
<.0001
Length of Object (cm)
0.0369
0.00658
31.5027
<.0001
AIC at convergence = 87.308
AIC (constants only) = 875.394
SC at convergence = 127.738
SC (constants only)= 888.872
*Variable not significant but useful for classification purposes

The application of the MNL model considers some assumptions implied from
the model derivation. One of the most important properties of this type of model is the
one referred to as “independent of irrelevant alternatives” (IIA). This property assumes
that the disturbance terms of the different utility functions are independent and
identically distributed (Washington et al., 2011). Even when all the alternatives share
the same unobserved factors, the problem is self-corrective since the common
unobserved factors are cancelled when applying the difference of the functions.
However, when only some of the alternatives share these factors, this scenario leads to
serious specification errors. This situation is discussed in the red bus/blue paradox
introduced by Ben Akiva and Bierlaire (1999). The independence between alternatives
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is derived from the original assumption that the disturbance terms are independent and
homoscedastic.
Objects classified as motorized and non-motorized might share unobserved
factors that tend to deteriorate the performance of the MNL model. In this sense,
bicyclists and pedestrians might share acceleration rates, trajectory behaviors, and other
characteristics, which tend to differ from motorized vehicles. The Hausman
specification test was implemented for identifying possible IIA violations in the second
implemented logistical model (Hausman & McFadden, 1984).
The procedure for conducting the Hausman specification test involves the
following steps: First, the test estimates a full model with all J outcomes referred to as
̂
𝛽
𝐹𝑢𝑙𝑙 . Then, a restricted model is calculated by eliminating one or more of the outcome
∗
̂
̂𝑅 . Since 𝛽
categories 𝛽
𝐹𝑢𝑙𝑙 is a subset of the full model including only the estimates

calculated in the restricted model, the Hausman test of IIA is defined as (Cheng & Long,
2007):
′
−1
∗
∗
∗
̂
̂𝑅 − 𝛽
̂ ̂
̂ ̂
̂ ̂
𝐻𝐼𝐼𝐴 = (𝛽
𝐹𝑢𝑙𝑙 ) [𝑉𝑎𝑟 (𝛽𝑅 ) − 𝑉𝑎𝑟 (𝛽𝐹𝑢𝑙𝑙 )] (𝛽𝑅 − 𝛽𝐹𝑢𝑙𝑙 )

(4.15)

The expression 4.15 is 𝜒 2 distributed with degrees of freedom equal to the
parameters on the restricted model. Significant values of 𝐻𝐼𝐼𝐴 indicate that the IIA
assumption has been violated since the estimations are not consistent and efficient.
Negative values of the test are evidence that the IIA assumption holds. The final results
are shown in Table 4-5. Based on the conducted test, the IIA assumption holds in the
second classification model.
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Table 4-5 Hausman specification test MNL model
Omitted Outcome

𝝌𝟐

Bicyclist
-6.3439
Pedestrian
7.72E-05
Heavy vehicle
-18.653
Non-heavy vehicle -15.384
4.4.3

Evidence
Not significant
Not significant
Not significant
Not significant

Classification Tree

The classification and regression tree technique is discussed by Breiman,
Friedman, Stone, and Olshen (1984). This method provides a set of sequential decision
rules in order to define the category of the analyzed object (Worth & Cronin, 2003). The
capability of identifying the most significant variables in the process and its robustness
to outliers makes this methodology an interesting alternative to test (Timofeev, 2004).
The classification task, for a specific observation, is defined by a set of sequential rules
that are followed until the terminal node. This terminal node provides the category of
the object.
Two main components are considered when constructing a CT. The first one is
the process of growing the tree by establishing a set of sequential rules in order to define
nodes with homogenous observations. The second one refers to the process of pruning
or refining the classification tree (Shmueli, 2005). Differences in measures of nodes’
homogeneity are established in the literature such as Gini index or Deviance. The Gini
Index for a specific node is defined as:
𝐺𝑖𝑛𝑖𝑖 = 1 − ∑(𝑝𝑖𝑘 )2

(4.16)

𝑘

Where 𝑝𝑖𝑘 refers to the proportion of observations in node i belonging to the
class k. A homogenous node results in a Gini Index equal to zero while an increasing
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value suggests an impure node. An additional measure is named as the deviance. The
deviance of node k is defined by the expression:
𝐷𝑖 = −2 ∑ 𝑛𝑖𝑘 log 𝑝𝑖𝑘

(4.17)

𝑘

Where 𝑛𝑖𝑘 is the number of observations belonging to class k in the node i and
𝑝𝑖𝑘 includes the proportion of class k in node i. Similar to the Gini Index, greater
deviance results in less homogenous nodes.
Pruning the tree is an important component of the classification tree method to
avoid overfitting problems. Non-pruned trees tend to follow noisy data, leading to poor
performance when new data are analyzed. Overfitting issues can be treated by applying
stopping rules to control the size of the tree. These rules can involve criteria such as the
number of objects in a node, the number of splits, or the number of terminal nodes or
testing the improvement when including a new node based on Gini Index or Deviance.
An additional methodology, known as C4.5, was introduced by Quinlan (1993).
C4.5 uses the training data for growing and pruning the tree. The pruning procedure
defines a decision node as a terminal node and evaluates misclassification errors after
removal. The method trades off the misclassification rate and the number of decision
nodes to control overfitting. An extension of C4.5 is proposed in the C5.0 algorithm,
which provides lower memory usage, smaller decision trees, and lower error rates
compared to the C4.5 approach (Pandya & Pandya 2015).
The classification tree as a set of conditions obtained after applying the C5.0
estimation method is shown in Table 4-6. The statistical software R was used for the
model estimation. In this case, all the dimensions and speed-related variables were
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included to categorize the identified moving objects. The categorical variable sidewalk
or median was also used to distinguish between non-heavy vehicles and bicyclists. In
general, all the estimated criteria followed the expectations. The length of the objects
was useful for classification between heavy and non-heavy vehicles while the speed
differentiated between motorized and non-motored objects.
Table 4-6 Classification tree applying C5.0 algorithm
Conditions

Length
>340

Length
<=340

75th
Percentil
e Speed
> 2.182

Terminal Node
Non-heavy
Length <=630
Vehicle
Length >630
Heavy Vehicle
75th Percentile Speed <=2.182
Pedestrian
Non-heavy
Sidewmed=0
vehicle
Width>90
Sidewmed=1
Bicyclist
Length>90
Bicyclist
Width <=30
Pedestrian
Width<=9
Length<=9
Height>140 Pedestrian
0
Width>3
0
Height<=1
0
Bicyclist
40

4.4.4

C5.0 Boosting

The C5.0 boosting classifier combines many weak classifiers to achieve a final
powerful classifier (Alfaro, 2013). The primary objective of boosting is to reduce bias
and variance as compared to a single classification tree (Kuhn & Johnson, 2013). The
C5.0 boosting procedure has characteristics similar to the algorithm introduced by
Freund and Shapire (1999) in the sense that each iteration applies weights to the
classifier based on the accuracy of the observations prediction. The weighting scheme
for training and classifying new observations can be generalized in the following steps:
(Pang & Gong, 2009):
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Step 1: Select the number of trials to include T. In the first trial, all the
observations have

a homogenous weight 𝑤𝑖1 = 1/𝑛 , n being the number of

observations of the training data.
𝑤𝑖

Step 2: Estimate normalized weights for each observation equal to 𝑝𝑖𝑡 = ∑𝑛

𝑡
𝑖=1 𝑤𝑖

Step 3:Estimate the classification tree 𝐶 𝑡 using the normalized weights
calculated in step 2.
Step 4: Find the error rate associated to the classification tree 𝐶 𝑡 equal to 𝜖 𝑡 .
Step 5:. If 𝜖 𝑡 > 0.5, stop the process and assign 𝑇 = 𝑡 + 1 . If 𝜖 𝑡 = 0, the
process is stopped and 𝑇 = 𝑡. On the other hand when 0 < 𝜖 𝑡 < 0.5, the procedure
continues to step 6.
Step 6: Estimate factor 𝛽 𝑡 for the classifier 𝐶 𝑡 estimated as 𝛽 𝑡 = 𝜖 𝑡 /(1 − 𝜖 𝑡 ).
Step 7: The weights of the correct and incorrect classified observations are
updated based on the expressions:
𝑤𝑖𝑡+1

𝑤𝑖𝑡 𝛽 𝑡 , 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑖𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑
={ 𝑡
𝑤𝑖 , 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑖𝑠 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑒𝑑

After step 7 the first iteration ends. The second iteration starts again in step 2
until the number of trials is achieved or one of the conditions proposed in step 5 stops
the process. When classifying a new observation, the final category is defined by voting.
1

The weight of the vote of each classifier is estimated using the expression: log (𝛽𝑡).
It was expected that the method would tend to provide a greater weight to those
trees larger in size, which would produce overfitting. The relation between the size and
the weight assigned to the specific trial is shown in Figure 4.3. According to the results,
it seems that larger trees do not necessarily provide better performance in the method.

56
Overfitting problems were further identified when applying the model to the new testing
data. Table 4-7 shows the classification tree estimated in the trial=99.
4.5

Performance Comparison

This thesis considered four different methodologies for estimating the most
appropriate method for classification of moving objects at intersections. A detected
moving object could be defined as pedestrian, bicyclist, non-heavy vehicle or heavy
vehicle based on its descriptive attributes. Since validating the models’ performance in
the same data used for estimation produces bias, a cross reference procedure was
developed using 5 defined folds based on the intersections where the data were collected.
By selecting intersections as folds, the procedure also evaluates for transferability of the
models across locations. This is an important criterion since it is desired selecting a
model with a good performance when classifying objects in a new intersection. The
classification results are shown in Table 4-8.
The KNN methodology provided a classification accuracy of 95.99% and a F1
score of 94.93%. According to the results, this method provided the highest precision,
accuracy, and recall values. Its ability to consider local observations in order to generate
decision rules provided a much better performance when classifying the
underrepresented observations of the training sample. This value was supported based
on the recall value. In general, the underrepresented categories provided a higher macroaveraged recall value compared to the other methods. This adaptability was further
observed when classifying the location with the greatest proportion of bicyclists. By
considering only 29 input observations in the training data, the method was able to
appropriately classify 178 bicyclists.
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Figure 4.3 Relation weight of the trial and size of the tree
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Table 4-7 Classification tree trial 99

Length>420

Length<=420

Width<=100

75th
Pctl >
2.076

Conditions
Height>280
Height<=280
Width > 100
75th Pctl <=2.076
Width<=40
Length<=80
Width>40
75th Pctl >2.951
Height<=150
Width <=30
Length>80
75th Pctl
Length
<=2.951
Height>150
<=90
Width
> 30
Length
>90

Category
Heavy
Non-heavy
Non-heavy
Pedestrian
Pedestrian
Bicyclist
Bicyclist
Bicyclist
Pedestrian
Pedestrian
Bicyclist
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Table 4-8 Summary of the classification results by method

Object

Counts

Non-heavy
Vehicle
Heavy
Vehicle
Pedestrian
Bicyclist

Non-heavy
Vehicle

Heavy
Pedestrian
Vehicle
Classification Results

Bicyclist
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526a,530b,
528c, 529d

5,1,2,2

1,1,1,1

2,1,3,2

41

0,2,2,2

41,37,39,39

0,0,0,0

0,2,0,0

438
211

1,0,6,2
0,0,5,3

0,0,0,0
0,0,0,0

404,383,374,385
7,103,17,62

33,54,58,51
204,108,189,146

Notes: a KNN Classifier, b Multinomial logit, c Classification tree, d Classification tree with boosting

Table 4-9 Performance metrics classification methodologies
Methodology

Accuracy

Recall

KNN classification
Multinomial Logit Model
Classification Tree
Boosting

95.99%
86.44%
92.40%
89.78%

96.85%
82.03%
92.59%
88.28%

Precision F1Score
93.09%
85.13%
91.05%
87.81%

94.93%
83.55%
91.81%
88.04%

The MNL model results indicate a less accurate classification rate equal to 86.44%
and a F1 Score of 83.55%. The performance of the MNL model deteriorated with a nonhomogenous training sample in term of category proportions. Furthermore, a quasicomplete separation of the data when including the categorical variable sidewalk or
median did not allow the model to converge. As a solution, a deterministic split of the
data based on this binary variable was developed. In this scenario, the performance of
the model was affected by how accurate the algorithm was in detecting the object
polygon.
The classification tree provided classification accuracy equal to 92.4%. This
methodology was more flexible and allowed the inclusion of highly correlated relations
such as the object’s length, width, and height. The tree was pruned to avoid overfitting.
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After refining, the result was a classification tree with nine terminal nodes and six
decision nodes. The method performed well. However, it was desirable to have a
methodology that combines multiple classifiers in order to reduce bias and variance
such as boosting.
The application of C5.0 boosting classifier provided a lower classification
compared to the classification tree algorithm and a classification accuracy equal to
89.78%. The F1 score combining recall and precision were also lower compared to the
single classification tree. It seems that by combining weak learners, the method tended
to overfit the training data, which produced less accurate results when evaluating the
model in additional observations. This behavior also was observed by Su-Lin and JiZhang (2009).
Finally, in order to evaluate the performance means across the different
methodologies, one-way ANOVA analysis was conducted to determine if one of the
methods was statistically different or that the performance across models was the same.
The Least Significant Difference (LSD), Bonferroni, Tukey, and Scheffe methodologies
were used to develop the statistical test. The 95% confidence intervals for the Tukey
method are shown in Table 4-10. The results support that, even for the most liberal
technique LSD, the null hypothesis supporting equal means across methods cannot be
rejected using a significance level of 0.05. Even though the ANOVA analysis did not
statistically support its better performance, the KNN algorithm produced the highest
classification rate and the best performance when classifying the underrepresented
heavy vehicles category and intersections with non-homogenous proportions across
classes.
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Table 4-10 ANOVA analysis. Confidence intervals based on Tukey test
Models
Comparison

Difference Simultaneous 95% Confidence
Intervals
between
Means
Lower Limit
Upper Limit

Test

1-3

1.01%

-13.90%

15.92%

Not Significant

1-4

4.34%

-10.57%

19.25%

Not Significant

1-2

6.98%

-7.93%

21.89%

Not Significant

3-1

-1.01%

-15.92%

13.90%

Not Significant

3-4

3.33%

-11.58%

18.24%

Not Significant

3-2

5.97%

-8.94%

20.88%

Not Significant

4-1

-4.34%

-19.25%

10.57%

Not Significant

4-3

-3.33%

-18.24%

11.58%

Not Significant

4-2

2.64%

-12.27%

17.55%

Not Significant

2-1

-6.98%

-21.89%

7.93%

Not Significant

2-3

-5.97%

-20.88%

8.94%

Not Significant

2-4

-2.64%

-17.55%

12.27%

Not Significant

Notes: 1-KNN Classifier, 2-Multinomial logit, 3-Classification tree, 4-Classification tree with boosting
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CHAPTER 5. CONCLUSION

The scope of this thesis involved two primary objectives. The first objective
focused on proposing an evaluation methodology to estimate the accuracy of the
algorithm for detecting and tracking vehicles at intersections. The second objective was
directed towards providing a methodology for classifying the detected moving objects.
These objects could be categorized as pedestrians, bicyclists, non-heavy vehicles, and
heavy vehicles.
The evaluation methodology supported the suitability of the software for
properly detecting and tracking vehicles at intersections across the field of view of the
sensor. However, the benchmark method was not free of measurement errors. The
evaluation depicted some limitations of the video-based methodology which prohibited
it for being characterized as ground truth. The first limitation is related to the assumption
that all the transformed points are located in the same plane, which deviates from reality,
especially at intersections with steep cross-slopes. The second limitation is the error
produced by human observers when marking of vehicles on computer monitors.
The evaluation results indicated that the TScan method, in its current version,
provides sufficiently accurate detection of vehicles at intersections. TScan’s average
detection error was just 2% for all the considered vehicles, which could be reduced

63
further. Two types of detection errors were identified. The first error was assignment
of two different IDs to the same vehicle, leading to incomplete trajectories that were
ignored during counting because the object was occluded for a considerable amount of
time.
The dimensions of vehicles were slightly underestimated as indicated by the
mean error. Due to the limitations of the benchmark method, the error of standard
deviation was considerable. However, this error did not affect the automatic
classification of objects, such as vehicles, pedestrians, and bicyclits. For the trajectories,
the primary source of errors was the problems associated with the benchmark method.
The post-processing of the TScan results for traffic conflicts identification with
SSAM produced 41 traffic interactions during the period of analysis, which was equal
to 115 minutes. The automated post-filtering of the events that did not meet the collision
and conflict criteria produced one true positive conflict, one false positive conflict, and
one false positive crash. The two false positive detections were attributed to the
imperfect clustering of the data points. Although most of the false positives were filtered
out automatically, they were inspected to determine the origin of the errors. The most
common source was pedestrian-pedestrian interactions, which were reported by SSAM
as valid traffic interactions. Since SSAM is limited to analyzing only interaction
between vehicles, a post-processing method is needed based on the classification
algorithm to detect these false positives conflicts. An additional limitation of SSAM
arose when including 3D information. SSAM generally reports conflicts based on a 2D
location of the object. By including the third dimension, issues related to fixed objects
could be eliminated since fixed objects occurring on roads are trees or traffic signals
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located above the traffic. The remaining false positives were caused by imperfect
clustering of data points, and more specifically, represented large vehicles with multiple
clusters. Addressing this problem required improvements to the clustering method.
The second objective of the report involved proposing the most appropriate
classification methodology for identifying moving heterogeneous objects tracked across
the intersections. The following four different methods were evaluated to determine the
best one for classifying objects when data collection is assessed at new intersections: 1)
KNN classification, 2) multinomial logistic model, 3) classification tree, and 4) C5.0
boosting. Based on the ANOVA analysis, none of the current classifiers offered a
significantly better performance than the competitors.
The KNN method performed better when classifying the underrepresented
categories bicyclists and heavy vehicles and also provided the highest accuracy. The
MNL model performed poorly when analyzing intersections with non-homogenous
proportions of road users. The classification tree and boosting failed due to overfitting
the training data; and boosting further exacerbated that phenomenon. These results
support implementation of the KNN algorithm into the existing algorithm as it was able
to more accurately classify the objects detected and tracked by TScan.
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CHAPTER 6. FUTURE WORK

The extensive evaluation efforts in this thesis brought to light the limitations of
the TScan and benchmark methods, which are the basis for recommending future
research work. The processing of video images by human observers was selected as the
benchmark method for its presumed accuracy; and several sources of performance
deterioration were identified in the benchmark method. The first limitation was the
assumption that all the real-world points were located on one plane (flat surface). In this
case, the incorrect transformation of points can be mitigated by fitting the road surface
with multiple planes that better represent the actual surface of the pavement.
The second source of imperfections in the benchmark method was the errors that
occurred when human observers marked the reference points to establish the
transformation of coordinates between the computer monitor to the real world and then
when the positions of tracked vehicles were marked on the monitor. Future work should
be directed towards quantifying these errors by comparing the benchmark results with
a more accurate method. A vehicle equipped with a high-end GPS may be such a method.
The GPS should include special features such as real-time kinematic correction (RTK)
to guarantee a one-centimeter level of accuracy. RTK-GPS was identified as an
alternative option to evaluate the tracking performance of TScan; however, this
methodology only allowed evaluating the trajectories followed by the instrumented
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vehicles, which limited the sample size. Moreover, the effect of the signal multipath
from GPS constrained the evaluation to intersections without the presence of tall
buildings, which is too restrictive for urban environments.
This thesis also revealed certain issues with TScan that can be resolved with
future work. Two types of detection errors were identified. The first error was the
assignment of two different IDs to the same vehicle due to occlusion of objects for a
considerable period of time. Including an additional LiDAR sensor may improve
coverage and a more robust algorithm in the case of occlusions, thereby reducing or
even eliminating this first error. The second detection error was the joining of two
different objects (vehicle with vehicle or pedestrian with vehicle) into one object and
assigning one ID. This error was caused by incorrect clustering when the objects were
defined. The current resolution of LiDAR is insufficient to confidently distinguish
between the two when a pedestrian is less than 50 cm away from another object, whether
it is another pedestrian or a vehicle (Tarko et al., 2016b). The TScan research group is
investigating a possible solution in a new method using the classification algorithm after
forward tracking to identify pedestrians and then using that information to re-cluster the
points after background elimination. This method may also help prevent issues related
to false detections of vehicle-pedestrian traffic conflicts.
Finally, the analysis of interactions with SSAM after post-processing identified
two additional limitations of TScan. The first limitation was that long vehicles with
trailers were broken into two vehicles. As discussed by Tarko et al. (2016b), the scarcity
of returned light beams was the culprit; and the current algorithm requires overlapping
between clusters to allow their combination. The feedback from tracking, which
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captures similar trajectories of multiple and closely-spaced clusters, may help identify
these clusters as a single object. Another challenge detected was the incorrect
orientation of rectangular shapes fitted to clusters that represented objects. In several of
the analyzed cases, this error was produced by noise coming from the sensor’s
measurements. Including video as a complementary input may provide better
information for the detection and orientation of the boxes characterizing the objects,
which could not only improve traffic conflicts detection, but the overall performance of
the TScan system as well.
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