. As a review, this paper will consider both these classes of codes, and compare the performance and the complexity of these codes. A description of both classes of codes will be given.
I. Turbo Codes
There are different ways of constructing Turbo codes, but the commonality is that they use two or more codes in the encoding process. The constituent encoders are typically recursive, systematic convolutional (RSC) codes [3] . Figure 1 shows a general set-up of the encoder. The number of bits in the code word varies with the rate of the code. For an overall code rate of R = 1/2, it is normal to use two R = 1/2 RSC codes, where every systematic bit is transmitted, but for the coded bits a puncturing matrix is used where only every second code bit from each of the constituent codes is included in the transmitted symbol. The permutation matrix Π permutes the systematic bits, so that the two constituent codes are excited by the same set of information bits, albeit in a different order. The permutation matrix is a critical design factor for designing good codes. The code word consists o f C i 1 as the systematic bit (di) and C i 2 and C i 3 which are vectors of encoded bits from the two convolution codes. These vectors can contain one or more bits and di is the information bit, Π is the permutation matrix. 
The BCJR algorithm
The BCJR algorithm [1] is used for optimal decoding of the constituent codes of the turbo codes. This algorithm is similar to the message passing algorithm used in the context of LDPC codes. The BCJR algorithm is a symbol based decoder, and delivers probabilities of the correctness of the symbol decoding together with each decoded bit. In a convolution code, we must separate between state transitions caused by an information bit having value 1 and those caused by an information bit having value 0. We denote the states linked together by a state transition that occurs between time (i -1) and time i S i−1 a1 and S i b1 if this transition is caused by a 1 as the information bit. Correspondingly, the notation is S i−1 a0 and S i b0 if the transition is caused by a 0 as the information bit. We denote the vector of received channel symbols y, where y is perturbed by AWGN. We denote the information bit at time i di. The log likelihood ratio for a state transition associated with di = 1 and di = 0 is then given by
In the case of many possible state transitions, the expression gets more complicated:
The vector y may be split into three parts: 
We compute the logarithm of Eqn. (13) and obtain Eqn. (14).
P (s i−1 b |s i a ) is equal for all permissible states Sb if we assume an equal probability of 1's and 0's in the information sequence. This part may therefore be omitted in the decoding process. The metric of a symbol n is then given by Eqn. (43)(15).
The Log-BCJR algorithm
The Log-BCJR algorithm is a simplification of the BCJR algorithm in terms of the needed computations. We start with the following definitions: 
Eqn. (20) shows the expression for log γ ( = log ( e xi +log e
This becomes a recursion which we may write as Eqn. (24). log e ≈ max (xi) (25) Through the use of this simplification, the computation of f(·) and r(·) becomes a forward and backward Viterbi algorithm respectively .
Decoding of Turbo Codes
The decoding algorithms described in the preceding sections are algorithms for decoding the constituent RSC codes of turbo codes. In order to get the 'turbo structure' the decoding algorithms of each of the constituent codes have to be combined in a similar manner to the message passing algorithm described previously. Figure 2 illustrates a multiple iteration decoder. Here, there is a feedback loop, where the first decoder is fed new information from the last decoder of the previous iteration. The information that is passed on to the next decoder is generally denoted γ e. This is the extrinsic part of γ that was generated in the given decoding. The subtractions shown in the figure ensure that only new information is used in subsequent decoding stages. This message passing implies that the a posteriori probability from one decoder is used as a priori information in the subsequent decoder. 
II. Low Density Parity Check Codes
The structure of the code is given by a parity check matrix H, illustrated below. Different codes have different parity check matrices'.
H =
The code word x is constructed so that Eqn. (27) is true.
A generator matrix G is used for constructing the code. The generator matrix may be found from the parity check matrix H. 
Construction of G
In practice, it may be necessary to swap over some of the columns in H in order for B to become nonsingular. The product B -1 A makes out the generator matrix G. This matrix is calculated only once, and is used for all encoding. The parity check matrix is used for constructing a graph structure in the decoder.
Graph structure
The decoding of LDPC codes may be efficiently performed through the use of a graph structure. In this work, Tanner graphs will be used for the decoding [8] . The graph is constructed from the parity check matrix H.
Each row in the matrix is represented by a check node, whereas each 1 in the row is represented by an edge into a bit node. Each column is represented by a bit node, and each 1 in the column corresponds to an edge into a check node. This is illustrated in Figures 3 and 2 . In this manner, a graph is constructed which contains a total of N bit nodes and M check nodes. The number of edges is decided by the number of 1's in the parity check matrix. All edges are connected to a check node and to a bit node. The number of edges connected to a node denotes the degree of the node. 
Decoding
In this context, the decoder is a soft-decision input decoder, implying that it operates on the channel symbols, denoted by r = 2x − 1 + n (34) Where n is the AWGN noise vector added in the channel and x is the code word.
The parity of a vector
Finding the probability of the parity of a vector is a central concept in the decoding of LDPC codes. Each parity check may be regarded a vector of even parity [2] . First, we define the Likelihood Ratio (LR) as the ratio between the two probabilities P(x = 1) and P(x = 0):
The symbol γ is used for the Log Likelihood Ratio, γ = log
If x is a vector of bits, the LLR of a bit i in that vector is given by γ i.
The notation φ((x) is used for the vector parity. The LLR of the parity of the vector x is then given by:
In order to compute λ φ(x) Eqn. 39 is used:
(39) Eqn. 13[39] is solved with respect to λϕ :
The a posteriori LLR of a bit n is given by:
The vector r may be split into two parts r n which refers to the systematic part of the code word, and {ri≠n}, which refers to the parity bits of the code word. Eqn. 41 may then be expressed as λn = log P(x n =1| r n ,{ri ≠1 }) P(x n =0| r n {ri ≠1 }) (42) Bayes rue is given by:
We use this rule in order to re-express the numerator of Eqn. 42:
(44) Furthermore, using the equality P (a, b) = P (a |b)P(b): P x n = 1| r n , {ri ≠ 1 = f rn, xn = 1|, ri ≠ 1 f(xn = 1, ri ≠ 1 ) f rn. | , ri ≠ 1 f ri ≠ 1 (45) Given xn, rn is statistically independent of { ri ≠ 1}: P xn = 1|rn, ri ≠ 1 = f rn. |xn = 1) f(xn = 1, ri ≠ 1 ) f rn. , | ri ≠ 1 (46) Following the same line of reasoning, the denominator of Eqn. 16 is expanded. Eqn. 42 then becomes: λ n = log f rn . xn =1 P(xn =1,|{ri ≠1 }) f rn . xn =0 P(xn =0,|{ri ≠1 } = log f rn . xn =1 f rn . xn =0 + log P(xn =1,|{ri ≠1 })
In an AWGN channel the conditional probability f(r n |x n ) is given by f(r n | x n) = The first element of the right hand side of the equal sign is denoted the intrinsic part, whereas the second element is denoted the extrinsic part. Note that if it is known that the parity of a vector x is 0 (even parity), the probability that a bit xn is 1, given the received values of the rest of the vector ri ≠ n, is the same as the probability that the rest of the vector { ri ≠ n} has odd parity. λ n = 2 σ2 rn + log P(ϕ xi =1for i=1….j,|{ri ≠n }) P(ϕ xi =0for i=0….j,| ri ≠1n ) (50) If the graph is free of cycles, the vectors x1,x2..xj are Independent, given{ ri ≠ 1n }, and if the elements within the vector are independent, Eqn. 50 may be written as Eqn. 51. Eqn. 54 is the expression of the LLR of bit n. The first Part is the intrinsic information, whereas the second part is the extrinsic information from the j vectors that contain bit n.
Messages into bit node n each bit node has a particular LLR associated with itself. The LLR is computed from the contributions from all connected check nodes, which constitute the extrinsic information, and the received values rn, which constitute the intrinsic information. When a check node k receives a message from a bit node i, it subtracts the value it passed on to bit node i in the previous iteration, i.e. λ i,l= λ i-u m,i . This is done in order to reduce the correlations with previous iterations. 
III. Comparison Of Turbo Codes And Low Density Parity Check Codes
A brief comparison of Turbo codes and LDPC codes will be given in this section, both in term of performance and complexity. In order to give a fair comparison of the codes, we use codes of the same input word length when comparing. The rate of both codes is R = 1/2. Figures 5 and 6 show the performance of Turbo codes and the LDPC codes with information length 1784 and 3568 respectively. The Turbo codes defined in 6 were used for obtaining the performance curves. For both code lengths the LDPC codes are better until a certain S/N is reached, respectively Eb/N0 = 1.15 and 1.1 dB. This characteristic 'error floor' or 'knee' was also typical of Turbo codes in earlier years, but this has become less of a problem lately due to the definition of good permutation matrices. In order to compare the complexity of the codes, the number of multiplications, additions and complex operations like log, tanh, e and tanh -1 were counted in both codes. Figure 8 shows the number of operation per iteration for the LDPC and Turbo codes of length I = 1784 and 3568. The number of iterations used may vary in the case of the LDPC codes, as the decoding quality may easily be checked, i.e. that if a valid code word is decoded, the decoding may be stopped. Hence, there will be less and less iterations performed the higher the S/N. Hence, in order to characterize the mcomplexity, a representative number was chosen in order to give a fair comparison with Turbo codes: With the above parameters the bit error rate for the LDPC code was 0.0038 and 0.00054 for the I = 1784 and I = 3568 codes respectively, whereas for the Turbo code the bit error rate was 0.0043 and 0.00062 respectively, i.e. the error rates were sufficiently similar for a fair comparison to be given in Figure 5 and Figure 6 . 
IV. Conclusion
The results in the previous section show that LDPC codes have a significantly lower complexity than Turbo codes at the code lengths, performance and S/N that were considered here. This implies that the time spent in the decoding and the bit rate out of the decoder, are constant entities. In contrast, the LDPC decoder stops when a legal code word is found, implying that there is potential for significantly reducing the amount of work to be done relative to Turbo codes. This also implies that the bit rate out of the decoder will vary, and a buffer system must be designed in order to make the bit rate constant. The LDPC decoder will become faster the higher the S/N. An advantage with LDPC codes is that the decoders may be implemented in parallel. This has significant advantages when considering long codes.
