Abstract. In this article, we study some quantitative unique continuation properties of solutions to second order elliptic equations with singular lower order terms. First, we quantify the strong unique continuation property by estimating the maximal vanishing order of solutions. That is, when u is a non-trivial solution to ∆u + W · ∇u + V u = 0 in some open, connected subset of R n , where n ≥ 3, we characterize the vanishing order of solutions in terms of the norms of V and W in their respective Lebesgue spaces. Then, using these maximal order of vanishing estimates, we establish quantitative unique continuation at infinity results for solutions to ∆u + W · ∇u + V u = 0 in R n . The main tools in our work are new versions of L p → L q Carleman estimates for a range of p-and q-values.
Introduction
In this paper, we investigate some quantitative unique continuation properties, or simply the quantitative uniqueness, of solutions to second order elliptic equations with singular lower order terms. A partial differential operator P defined in Ω ⊂ R n is said to have the strong unique continuation property in the function space S if whenever u ∈ S is a solution to P u = 0 in Ω, and u vanishes to infinite order at some point x 0 ∈ Ω, then, necessarily, u ≡ 0 throughout Ω. If P has the strong unique continuation property, then it is interesting to determine the fastest rate at which a solution can vanish without being trivial. We call this rate the maximal order of vanishing.
We assume throughout that n ≥ 3. In a forthcoming paper, we will consider n = 2 dimensions. We use the notation B r (x 0 ) ⊂ R n to denote the ball of radius r centered at x 0 . When the center is understood from the context, we simply write B r .
Suppose that for some K, M ≥ 1, ||W || L ∞ (B 10 ) ≤ K and ||V || L ∞ (B 10 ) ≤ M . If u : B 10 → C is a solution to (1.1) ∆u + W · ∇u + V u = 0 in B 10 with ||u|| L ∞ (B 1 ) ≥ 1 and ||u|| L ∞ (B 10 ) ≤Ĉ, then a quantitative form of strong unique continuation asserts that (1.2) ||u|| L ∞ (Br) ≥ cr C(K 2 +M 2/3 ) as r → 0, which implies that the maximal order of vanishing for u at origin is less than C K 2 + M 2/3 . When W ≡ 0 (taking K = 0), this maximal order of vanishing estimate was proved by Bourgain and Kenig in [BK05] . They used this result to establish estimates at infinity that were relevant to their work on Anderson localization. Meshkov's examples in [Mes92] imply that the power of 2/3 is optimal for complex-valued functions. In [Dav14] , the first author generalized the work of Bourgain and Kenig in the presence of a first order term, W , by proving an order of vanishing estimate as in (1.2) and a quantitative unique continuation at infinity theorem. The latter theorem takes the following form: Assume that ||W || L ∞ (R n ) ≤ A 1 and ||V || L ∞ (R n ) ≤ A 0 .
If u : R n → C is a solution to (1.1) in R n with ||u|| L ∞ (R n ) ≤ C 0 and |u (0)| ≥ 1, then for all R sufficiently large,
By adapting the constructions of Meshkov from [Mes92] , she showed that the power of 2 is best possible in the complex-valued setting. Lin and Wang [LW14] generalized the unique continuation results from [Dav14] to variable coefficient elliptic operators.
Within this article, we study the quantitative uniqueness of solutions to elliptic equations with singular lower order terms by generalizing the results described above in (1.2) and (1.3) to the setting where W ∈ L s and V ∈ L t for some s, t ≤ ∞. That is, assuming that for some K, M ≥ 1, ||W || L s (B 10 ) ≤ K and ||V || L t (B 10 ) ≤ M , let u : B 10 → C be a bounded, normalized solution to (1.1) in B 10 . We show that
as r → 0, where κ and µ depend on s, t, and n. Then, using the maximal order of vanishing estimates, we employ a scaling technique to prove unique continuation at infinity theorems. Specifically, we show that if ||W || L s (R n ) ≤ A 1 , ||V || L t (R n ) ≤ A 0 , and u : R n → C is a bounded, normalized solution to (1.1) in R n , then for all R sufficiently large,
where Π depends on s, t, and n. The precise statements of our theorems are given in the next section.
We recall some of the vast literature regarding strong unique continuation for elliptic equations with lower order terms. Jerison and Kenig [JK85] proved that the strong unique continuation property holds for operators of the form ∆ + V provided that V ∈ L n/2 loc (R n ) for n ≥ 3. For operators of the form ∆ + W · ∇, Jerison in [Jer86] and then Kim proved in [Kim89] that strong unique continuation holds whenever W ∈ L s with s = 3n−2 2 , n ≥ 3. Further reductions of s are due to Wolff in [Wol90] and Regbaoui in [Reg99] . For general elliptic operators of the form ∆ + W · ∇ + V , if the lower order terms satisfy V ∈ L n/2 and W ∈ L s with s > n, then the strong unique continuation property holds, see. e.g. [KT01] . Therefore, there is a large class of elliptic operators for which we can study quantitative uniqueness.
Vanishing order plays an important role in the study of nodal sets of eigenfunctions in geometry. Let M denote a smooth, compact Riemannian manifold. For the classical eigenfunctions of M, those φ λ for which −∆ M φ λ = λφ λ in M, Donnelly and Fefferman in [DF88] , [DF90] showed that the maximal vanishing order of φ λ on M is everywhere less than C √ λ, where C depends only on the manifold M. The sharpness of this estimate is established by spherical harmonics on the sphere. In [Kuk98] , Kukavica studied the vanishing order of solutions to the Schrödinger equation
Kukavica showed that if V ∈ W 1,∞ , then the upper bound for the vanishing order is less than C 1 + ||V − || 1/2
. Using different methods, Bakri [Bak12] and Zhu [Zhu16] (when M is Euclidean) independently proved that the optimal vanishing order of solutions to (1.6) is less than C 1 + ||V || 1/2
. The optimality of this result can be observed if V (x) is an eigenvalue and u(x) is an eigenfunction on a sphere.
In [KT16] , Klein and Tsang studied quantitative unique continuation properties of (realvalued) solutions to ∆u + V u = 0, where V ∈ L t + L ∞ for some t ≥ n ≥ 3. They used an L 2 Carleman estimate (similar to those that appeared in [BK05] , [Ken07] , and [Dav14] ) in combination with Sobolev embedding to derive lower bounds for solutions on small balls. The results in [KT16] 
as r → 0.
It appears that the methods in [KT16] do not apply when there is a singular first order term, i.e. W ∈ L s for some s < ∞. In the present paper, through the application of more sophisticated Carleman estimates, we work with singular first and zeroth order terms (both W and V ), and we can treat V ∈ L t for some t < n. Moreover, our bounds are smaller than those that appear in [KT16] , so they may be considered stronger.
A closely related problem was studied by Kenig and Wang in [KW15] where they proved vanishing order estimates for solutions to ∆u+W ·∇u = 0 in the plane under the assumption that W : R 2 → R 2 belongs to L s R 2 for some s ∈ [2, ∞). They also derived unique continuation at infinity theorems with the usual scaling technique. The proofs in [KW15] build on the complex analytic tools that were developed in [KSW15] , and are therefore only suited to real-valued solutions in the plane, a setting that is very different from ours.
Finally, we point out that in [MV12] , Malinnikova and Vessella studied a different quantitative uniqueness problem for elliptic operators with singular lower order terms. They derived estimates for the norms of solutions on arbitrary compact subsets of the domain from information about the smallness of solutions on subsets of positive measure.
To prove our vanishing order estimates, Carleman estimates are used to derive three-ball inequalities. Then the "propagation of smallness" argument is used to obtain maximal order of vanishing estimates. In much of the literature discussed above, L 2 → L 2 Carleman estimates were used to prove maximal order of vanishing estimates. In this paper, we establish new L p → L q Carleman inequalities with 2n n+2 < p ≤ 2 ≤ q ≤ 2n n−2 . These Carleman estimates are quantitative in the sense that we show the dependence on τ , the constant that may be made arbitrarily large. The ranges of p and q, in combination with the Hölder's inequality, allow us to consider equations of the form (1.1), where W ∈ L s and V ∈ L t for a large range of s, t < ∞.
To verify our Carleman estimates, we decompose the Laplacian into first order operators and prove a collection of Carleman estimates for these operators. The L 2 → L 2 Carleman estimates are proved using the standard integration by parts approach. For the L p → L 2 estimates, we use the eigenfunction estimates of Sogge [Sog86] along with the techniques developed in [Jer86] , [BKRS88] and [Reg99] . By combining Carleman estimates for the first order constituents of ∆, applying a Sobolev inequality, and interpolating, we arrive at the general Carleman estimate given in Theorem 5.
Once we have the general Carleman estimates, the order of vanishing results are proved in much the same way as in [BK05] and [Ken07] , for example. The unique continuation at infinity theorems follow from the maximal order of vanishing estimates through the scaling argument presented in [BK05] .
The outline of the paper is as follows. In Section 2, we present the precise statements of our theorems. Section 3 is devoted to obtaining Carleman estimates for the second order elliptic operators with singular lower order terms. In Section 4, the major L p → L q Carleman estimates for the Laplacian are established and we derive a quantitative Caccioppoli inequality. In section 5, we deduce three-ball inequalities from the Carleman estimates. Then, the vanishing order is obtained via the propagation of smallness argument. The scaling argument is presented in Section 6 where we prove the quantitative unique continuation at infinity theorems. The letters c and C denote generic positive constants that do not depends on u, and may vary from line to line.
Statements of Results
Now we present the precise statements of our theorems. Our theorems come in pairs; the first theorem in the pair is an order of vanishing result as in (1.4), and the second theorem is a unique continuation at infinity estimate like (1.5). There are three pairs of theorems corresponding to the cases where V, W ≡ 0, V ≡ 0, and W ≡ 0.
Before stating the theorems, we clarify the meaning of solution. For some s > n and t > n 2 , assume that W ∈ L s (B R ) and V ∈ L t (B R ). Suppose u is a non-trivial solution to
A priori, we assume that u ∈ W 1,2 loc (B R ) is a weak solution to (2.1) in B R . However, the computations within Section 3 imply that there exists a p ∈ 2n n+2 , 2 , depending on s and t, such that W · ∇u + V u ∈ L p loc (B R ). By regularity theory, it follows that u ∈ W 2,p loc (B R ) and therefore u is a solution to (2.1) almost everywhere in B R . Moreover, by de Giorgi-Nash-Moser theory, we have that u ∈ L ∞ loc (B R ). Therefore, when we say that u is a solution to (2.1) in B R , it is understood that u belongs to
loc (B R ) and u satisfies equation (2.1) almost everywhere in B R .
We state the first order of vanishing result.
B 10 → C be a solution to (2.1) in B 10 . Assume that u is bounded and normalized in the sense that
Then the maximal order of vanishing for u in B 1 is less than
as r → 0,
, c = c n, s, t,Ĉ , C 1 = C 1 (n, s, t), and C 2 = C 2 (n, s, t). Remark 2. Because of the dependence on both W and V in the vanishing order of solutions, the powers κ and µ in Theorem 1 depend on both t and s, and therefore the ranges of t and s are correlated.
Remark 3. If we compare Theorem 1 in the case s = ∞ to Theorem 3 below, we see that the power µ is smaller in Theorem 3.
As in [BK05] , a scaling argument shows that the following unique continuation at infinity estimate follows from Theorem 1. Each unique continuation at infinity theorem is presented in terms of a lower bound for M (R), where
(Compare with the estimate given in (1.3).)
Theorem 2. Assume that for some s ∈ 3n−2 2 , ∞ and t ∈ n 3n−2
, and C = C (n, s, t, A 1 , A 0 , C 0 ). Now we consider solutions to equation (2.1) with V (x) ≡ 0, i.e. solutions to
An immediate consequence of Theorem 1 is the vanishing order of solutions for second order elliptic equations with drift.
B 10 → C be a solution to (2.5) in B 10 that is bounded and normalized in the sense of (2.2) and (2.3). Then the maximal order of vanishing for u in B 1 is less than C 1 K κ . That is, for any
, c = c n, s,Ĉ , and
The following unique continuation estimate follows from Corollary 1 in the same way that Theorem 2 follows from Theorem 1.
, and C = C (n, s, A 1 , C 0 ).
Finally, we consider solutions to an elliptic equation without a gradient potential,
B 10 → C be a solution to (2.6) in B 10 that is bounded and normalized in the sense of (2.2) and (2.3). Then the maximal order of vanishing for u in B 1 is less than C 2 M µ . That is, for any
where for any positive ε < min
, c = c n, t,Ĉ , and C 2 = C 2 (n, t, ε).
Using the maximal order of vanishing estimate from the previous theorem, we may prove quantitative unique continuation at infinity estimates. Notice that the value of Π here is much smaller than the one in Theorem 2.
, and C = C (n, t, A 0 , C 0 , ε).
Carleman estimates
In this section, we state the crucial tools, the quantitative L p − L q type Carleman estimates. Let r = |x − x 0 | and set φ(r) = log r + log(log r) 2 .
We use the notation u L p (r −n dx) to denote the L p norm with weight
Carleman estimate for the Laplacian is as follows.
There exists a constant C, depending on n, p, and q, and a sufficiently small R 0 such that for any u ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }) and τ > 1, one has τ β 0 (log r)
and
Remark 4. The Carleman estimates given by (3.1) differ from those in [JK85] and [KT01] where p = 2n n+2 and q = 2n n−2 since our estimates in (3.1) hold for a range of p and q values. Furthermore, the power of the parameter τ is shown explicitly, which is crucial to calculating the vanishing order of solutions.
Remark 5. We may at times use the notation β 0 (q) to remind the reader that β 0 depends on q. This notation will be useful when we work with multiple q-values.
The proof of Theorem 5 is given in the next section. Now we use Theorem 5 to establish the following L p → L 2 Carleman estimates for second order elliptic equations of the form (2.1). We show that for an appropriate choice of p, and for τ sufficiently large, we may replace the Laplacian with a more general elliptic operator. In each of the following three theorems, we use Hölder's inequality and the triangle inequality to go from Theorem 5 to a Carleman estimate for an elliptic operator with lower order terms. Since the argument is the simplest, we start with drift operators (V ≡ 0) corresponding to equations of the form (2.5).
Then there exist constants C 0 , C 1 , and sufficiently small R 0 < 1 such that for any u ∈ C ∞ 0 (B R 0 (x 0 ) \ {x 0 }) and large positive constant
one has
where κ = 4s 2s−(3n−2) , p = 2s s+2 , and β 0 = β 0 (2) as defined in Theorem 5. Moreover, C 0 = C from Theorem 5, and C 1 = C 1 (n, s).
Proof. By (3.1) in Theorem 5 with q = 2 and the triangle inequality,
Therefore, to reach the conclusion of the theorem, we need to absorb the second term on the right of (3.3) into the lefthand side.
Set p = 2s s+2 . By assumption, s > 3n−2 2 > n, so it follows that p ∈ 2n n+2 , 2 . Since
, then by an application of Hölder's inequality we have
− n p is bounded on B R 0 . By combining (3.3) and (3.4), we see that
Since
β 1 , then we may absorb the second term on the right into the lefthandside. That is,
giving the conclusion of the theorem.
Now we consider more general elliptic operators.
, and β 0 = β 0 (2) as defined in Theorem 5. Moreover, C 0 = 2C, where C is from Theorem 5, C 1 = C 1 (n, s, t), and C 2 = C 2 (n, s, t).
Proof. If we add inequality (3.1) from Theorem 5 with q = 2 to the same inequality with q arbitrary, we see that
where the last line follows from the triangle inequality. Therefore, to reach the conclusion of the lemma, we need to choose p and q, and make τ large enough so that we may absorb the last two terms into the lefthand side.
An application of Hölder' inequality shows that if p ∈ 2n n+2 , 2 , then
2 , then p is in the appropriate range. As 2p 2−p = pq q−p = s ≤ t, then substituting (3.7) and (3.8) into (3.6), and using that V L s ≤ c V L t by Hölder's inequality, we have that
In this case, β 0 (2) = 1
, then we may absorb the last two terms on the right into the lefthandside to reach the conclusion of the theorem.
Case 2: t ∈ sn s+n , s In this case, we choose p = 2s s+2 and q = 2st st+2t−2s . As before, p falls in the appropriate range and the bounds on t ensure that q ∈ 2, 2n n−2 . Since 2p 2−p = s and pq q−p = t, then upon substituting (3.7) and (3.8) into (3.6), we see that
in order to absorb the last two terms into the lefthand side. , we can absorb the last two terms into the lefthand side to reach the conclusion. Now we consider the second order elliptic equation ∆u + V (x)u = 0. The proof is similar to the previous one.
, and β 0 = β 0 (2) as defined in Theorem 5. Moreover, C 0 = 2C, where C is from Theorem 5, and C 2 = C 2 (n, t, ε).
Proof. As in the previous proof, if we add inequality (3.1) from Theorem 5 with q = 2 to the same inequality with q arbitrary, we see that
where we have used the triangle inequality to reach the last line. We need to choose p, q so that the last term on the right can be absorbed into the second term on the left while making τ minimally large. As shown in Theorem 7, if p ∈ 2n n+2 , 2 and q ≥ p, then
Again, we will work in different cases corresponding to different ranges of t.
Case 1: t > n Set p = 2t t+2 and q = 2. Since t > n, then p ∈ 2n n+2 , 2 , as required. As pq q−p = t, then by combining (3.11) and (3.12), we see that
β 0 , then the second term on the right may be absorbed into the left and the conclusion of the theorem follows.
Case 2: t ∈ 4n 2 7n+2 , n . Choose ε ∈ 0, min
to be arbitrarily small.
n+2 , 2 and q ∈ 2, 2n n−2 . As pq q−p = t, then upon substituting (3.12) into (3.11), we see that
n − 4n) and if we choose τ ≥ (2cCM ) 1 β 0 (q) , the conclusion of the theorem follows.
In this section, we prove the crucial tool in the whole paper, i.e. the L p −L q Carleman estimate stated in Theorem 5. To prove our Carleman estimate, we first establish some intermediate Carleman estimates for first-order operators.
We introduce polar coordinates in R n \{0} by setting x = rω, with r = |x| and ω = (ω 1 , · · · , ω n ) ∈ S n−1 . Further, we use a new coordinate t = log r. Then
where Ω j is a vector field in S n−1 . It is well known that vector fields Ω j satisfy n j=1 ω j Ω j = 0 and
In the new coordinate system, the Laplace operator takes the form
j is the Laplace-Beltrami operator on S n−1 . The eigenvalues for −∆ ω are
where N denotes the set of nonnegative integers. The corresponding eigenspace is E k , the space of spherical harmonics of degree k. It follows that
The operator Λ is a first-order elliptic pseudodifferential operator on L 2 (S n−1 ). The eigenvalues for the operator Λ are k+ n−2 2 , with corresponding eigenspace E k . That is, for any v ∈ C ∞ 0 (S n−1 ),
where P k is the projection operator from L 2 (S n−1 ) onto E k . We remark that the projection operator, P k , acts only on the angular variables. In particular,
From the equation (4.1), it follows that
Recall that we introduced the weight function φ(r) = log r + log(log r) 2 .
With r = e t , define the weight function in terms of t to be
We are only interested in those values of r that are sufficiently small. Since r → 0 if and only if t → −∞ then, in terms of the new coordinate t, we study the case when t is sufficiently close to −∞. We first establish an L 2 − L 2 Carleman inequality for the operator L + .
where C is a universal constant.
where the last line follows from an application of (4.3) with u k = P k u. It is clear that
Keeping in mind that t < 0, integration by parts then gives
By the definition of Λ, we have
for |t 0 | large enough, then
.
Combining the previous estimate with (4.7), (4.8) and (4.9), it follows that
Recalling that u = e −τ ϕ(t) v, we see by the triangle inequality that
Substituting this expression into the previous inequality, and using an application of (4.2) gives
since Ω j acts only on the angular variables. This implies (4.5).
Using a similar process, we also establish an L 2 − L 2 Carleman estimate for L − . Notice that the power on τ is different here from above.
Proof. Recall that
where the last line follows from the application of (4.3) with u k = P k u. It is true that
Integration by parts then gives
then it follows that
Recalling that u = e −τ ϕ(t) v, this implies the estimate (4.11).
Our next task is to establish L p − L 2 Carleman estimates for the operator L − . For these results, we require the following lemma which relies on the eigenfunction estimates of Sogge [Sog86] .
Lemma 3. Let N, M ∈ N and let {c k } be a sequence of numbers such that |c k | ≤ 1 for all k. For any v ∈ L 2 S n−1 and all
where C depends on n and p.
Proof
Recall that P k v = v k is the projection of v onto the space of spherical harmonics of degree k. By orthogonality, Hölder's inequality, and (4.13),
It is obvious that
Interpolating (4.14) and (4.15) gives that
for all 2n n+2 ≤ p ≤ 2. Now we consider a more general case of the previous inequality. Let {c k } be a sequence of numbers with |c k | ≤ 1. For all N ≤ M , by Hölder's inequality, it follows that
An application of Sogge's estimate (4.13) shows that
For any sequence {d k } such that each |d k | ≤ 1, it is true that (4.17)
As before, we interpolate the last two inequalities (with d k = c k ) and conclude that (4.12) holds.
Now we prove an L p − L 2 type Carleman estimate for the operator L − .
Lemma 4. For every
where
and C depends on n and p.
Proof. To prove this lemma, we introduce the conjugated operator
With v = e τ ϕ(t) u, inequality (4.18) is equivalent to
. From (4.3) and (4.4), the operator L − τ takes the form
P k v into two sums. Let M = ⌈2τ ⌉ and define
In order to prove the (4.19), it suffices to show that (4.21)
for all u ∈ C ∞ c (−∞, t 0 ) × S n−1 and 2n n+2 < p < 2. The sum of (4.21) and (4.22) will yield (4.19), which implies (4.18). We first establish (4.21). From (4.20), we have the first order differential equation
For u ∈ C ∞ 0 (−∞, t 0 ) × S n−1 , solving the first order differential equation gives that (4.24)
where H(z) = 1 if z ≥ 0 and H(z) = 0 if z < 0. For k ≥ M ≥ 2τ , we obtain that
k|t−s| for all s, t ∈ (−∞, t 0 ). Taking the L 2 S n−1 -norm in (4.24) gives that
With the aid of (4.16), we get
n+2 ≤ p ≤ 2. Applying Young's inequality for convolution then yields
Therefore,
Squaring and summing up k > M gives that
converges. Note that at the borderline, where p = 2n n+2 , we have that −2 + n(2−p) 2p = −1 and then the series
Recalling that 2β = −1 + (3n−2)(2−p) 4p , since p < 2 and n ≥ 3, then −1 + n(2−p) 2p ≤ 2β. Therefore,
which implies estimate (4.21) since u and L − τ u are supported on (−∞, − |t 0 |) × S n−1 , where |t 0 | ≥ 1.
Fix t ∈ (−∞, t 0 ) and set N = ⌈τ ϕ ′ (t)⌉. Recall that ϕ(t) = t + log t 2 . An application Taylor's theorem (on a dyadic decomposition of s t ) shows that for all s, t ∈ (−∞, t 0 )
where s 0 is some number between s and t. If s > t, then
First we consider the case N ≤ k ≤ M . From (4.24), we sum over k to get (4.27)
, it is clear that |c k | ≤ 1. Therefore, Lemma 3 is applicable, so we may apply estimate (4.12) to obtain
for all 2n n+2 < p < 2. Now we use the inequality (4.26) to bound
where α 1 = (n−2)(2−p) 4p
and α 2 = n(2−p)
4p . We see that
for all j ≥ 0 so that with j = 1 2 , we have (4.30) e
It follows from (4.27) that (4.31) |t|
For k ≤ N − 1, we solve the first order differential equation (4.23) as
It follows from (4.25) that for any s, t 
Since s, t are in (−∞, t 0 ) with |t 0 | large enough, we combine estimates (4.31) and (4.34) to arrive at
Applying Young's inequality for convolution, we get Therefore,
2 + α 1 = β, this completes (4.22), and the lemma is proved.
We now have all of the ingredients needed to prove the general L p − L q Carleman estimate for the Laplace operator given in Theorem 5. The lemmas that we have established within this section were adapted from the ideas in [Reg99] and [Jer86] . Note that in [Reg99] , a version of the following theorem is proved for p = 14n−4 7n+10 and q = 2. Similar L p − L 2 Carleman estimates have been shown in [BKRS88] .
Proof of Theorem 5. Let u ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }). We first consider the case of p ∈ 2n n−2 , 2 . An application of (4.5) from Lemma 1 applied to v, followed by an application of (4.18) from Lemma 4 applied to L + v shows that
. Now consider when p = 2. Lemma 1 combined with (4.11) from Lemma 2 implies that
From the last two inequalities, recalling the definitions of t, ϕ, and L ± , we get that for any p ∈ 2n n+2 , 2 ,
where we have set
. Notice that by the triangle inequality
where the last two inequalities are due to (4.36) and (4.35), respectively. From (4.35), it is clear that (4.38) (log r)
We are going to do a interpolation with the last two inequalities. Choose λ ∈ (0, 1) so that q = 2λ + (1 − λ) 2n n−2 . By Hölder's inequality,
(n−2)q and we have that 0 ≤ θ ≤ 1. Therefore,
where the last inequality follows from (4.38) and (4.37). That is, for any 2 ≤ q ≤ 2n n−2 ,
Since (4.35) implies that
adding the previous two inequalities gives the proof of Theorem 5.
We prove a quantitative Caccioppoli inequality for the second order elliptic equation (2.1) with singular lower order terms. This Caccioppoli inequality is known, but since we want to show how the estimate depends on the norms of W and V , we present the details of the proof.
Lemma 5. Assume that for some s ∈ (n, ∞] and t ∈ n 2 , ∞ , ||W || L s (B R ) ≤ K and ||V || L t (B R ) ≤ M . Let u be a solution to (2.1) in B R . Then there exists a constant C, depending only on n, s and t, such that
for any r < R.
Proof. We need to decompose W and V . Let
, and
, for some K 0 , M 0 to be determined. For any q with 1 ≤ q ≤ s, we have that
Similarly, for any q with 1 ≤ q ≤ t, it holds that
Let η be a smooth cut-off function such that η(x) ≡ 1 in B r , η(x) ≡ 0 outside B R with B R ⊂ B 1 . Then |∇η| ≤ C |R−r| . Multiplying both sides of equation (2.1) by η 2 u and integrating by parts, we obtain
We estimate the terms on the left side of (4.42). To control V η 2 u 2 dx, we have
It is clear that
By Hölder's inequality, (4.41) with q = n 2 , and Sobolev imbedding, we get
2t−n , from (4.43) and (4.44), we get
We estimate the second term in the lefthand side of (4.42). It is true that
By Young's inequality, we have (4.47)
By Hölder's inequality, (4.40) with q = n, and Sobolev imbedding, we get
We choose K 
Together with (4.42), (4.45) and (4.49), we obtain
By the assumptions on η, we arrive at the conclusion in the lemma.
Vanishing order
Using the Carleman estimate in Theorem 7, we establish a three-ball inequality that serves as the main tool in the proof of Theorem 1. We consider solutions to (2.1) with first order term W and zeroth order term V . The arguments we present are similar to those that appear in [Ken07] . By the translation invariance of the equations, the following three-ball inequality holds for balls centered at any x 0 ∈ R n . Without loss of generality, we assume that x 0 is the origin.
Lemma 6. Let 0 < r 0 < r 1 < R 1 < R 0 , where
Then there exists a constant C, depending on n, s and t, such that
, F (r) = 1+rK Proof. Let r 0 < r 1 < R 1 . Choose a smooth function η ∈ C ∞ 0 (B R 0 ) with B 2R 1 ⊂ B R 0 . We use the notation [a, b] to denote a closed annulus with inner radius a and outer radius b. Let
Similarly, |∇η| ≤
and |∇ 2 η| ≤ C R 2 1 on D 3 . Since u is a solution to (2.1) in B R 0 , then, as per the discussion before the statement of Theorem 1, u ∈ L ∞ (B R 1 ) ∩ W 1,2 (B R 1 ) ∩ W 2,p (B R 1 ). Therefore, by regularization, the estimate in Theorem 7 holds for ηu. Substituting ηu into the Carleman estimates in Theorem 7 and using that u is a solution to equation (2.1), we get
An application of Hölder's inequality shows that
As in the proof of Theorem 7 (see the computations in (3.7)), since
where we have used the bounds on |∇η|. By the bounds of η in D 2 and D 3 , we obtain
It follows that
where we have used that e −τ φ(r) is a decreasing function with respect to r. By the Caccioppoli inequality in Lemma 5,
Set D 4 = {r ∈ D 1 , r ≤ r 1 }. From (5.2) and that τ ≥ 1 and β 0 > 0, we have,
≤ e τ φ(r 1 ) | log r 1 |r n 2
1 J, where we have used that e τ φ(r) (log r)r n 2 is increasing on D 1 for R 0 sufficiently small. Adding u L 2 (B3r 0 /2) to both sides of the last inequality and using the bound on J from above, we get
Then the previous inequality simplifies to
Recall that φ(r) = log r + log(log r) 2 . If r 1 and R 1 are fixed, and r 0 ≪ r 1 , i.e. r 0 is sufficiently small, then
If τ 1 ≥ C 1 K κ + C 2 M µ , then the above calculations are valid with τ = τ 1 and by substituting τ 1 into (5.3), we get
The last inequality implies that
By combining (5.4) and (5.5), we arrive at
By elliptic regularity (see for example [HL11] , [GT01] ), we see that
From (5.6) and (5.7), we get the three-ball inequality in the L ∞ -norm that is given in (5.1).
The inequality (5.1) is the three-ball inequality we use in the proof of Theorem 1. We first use (5.1) in the propagation of smallness argument to establish a lower bound for the solution in B r . Similar arguments have been performed in [Zhu16] . Then we use (5.1) again to establish the order of vanishing estimate.
Proof of Theorem 1. Without loss of generality, we may assume that x 0 is the origin. With r 0 = r 2 , r 1 = 4r and R 1 = 10r, it follows from (5.1) that
. We can check that
where c is some universal constant. Therefore, k 0 is independent of r in this case. We choose a small r < so that x i+1 ∈ B r (x i ) for every i, andx ∈ B r (x d ). Note that the number of balls, d, depends on the radius r which is to be fixed. Employing the L ∞ -version of three-ball inequality (5.8) at the origin and the boundedness assumption of u given in (2.2), we get
where we have used that K, M ≥ 1 to conclude that 1 + K
after possibly redefining C 1 and C 2 , still depending on n, s, and t. Since B r (x i+1 ) ⊂ B 3r (x i ), then for every i = 1, 2, . . . , d,
Repeating the above argument with balls centered at x i and using (5.9), we obtain
, where C i depends on n, d,Ĉ, and C from Lemma 6, and D i , E i , F i are constants depending on n and d. By the fact that |u(x)| ≥ 1 andx ∈ B 3r (x d ), we obtain
where c and C are new constants with c n, s, t, d,Ĉ and C (n, d). Now we fix the radius r as a small number so that d is a fixed constant. We are going to use the three-ball inequality again with a different set of radii. Let 3 4 r 1 = r, R 1 = 10r and let r 0 << r, i.e. r 0 is sufficiently small with respect to r. Then, by the three-ball inequality (5.1),
and F (r) = 1 + rK
On one hand, if I ≤ Π, then
Keeping in mind that r is a fixed small positive constant, there existsr 0 << r so that for any
where we are using that K, M ≥ 1 and possibly adjusting the definitions of C 1 and C 2 . It follows that
and therefore
, where now c n, s, t,Ĉ . On the other hand, if Π ≤ I, then
where we have used that u L ∞ (B 10r ) ≤Ĉ from (2.2). Then, raising both sides to
, we obtain by our previous assumption that r 0 ≤r 0 , we see that − 1 k 0 ∼ φ (r 0 ) = log r 0 + log (log r 0 ) 2 . After possibly redefining C 1 and C 2 again, we have
, as before. This completes the proof of Theorem 1.
To prove Theorem 3, we require another three-ball inequality.
Lemma 7. Let 0 < r 0 < r 1 < R 1 < R 0 , where
Then there exists a constant C, depending on n and t, such that
, F (r) = 1 + rM t 2t−n , and µ and C 2 are as in Theorem 8.
Proof. Let r 0 < r 1 < R 1 . Choose a smooth function η ∈ C ∞ 0 (B R 0 ) with B 2R 1 ⊂ B R 0 . As before, let Since u is a solution to (2.6) in
, so by regularization, the estimate in Theorem 8 holds for ηu. Using that u is a solution to equation (2.6), we get
where J = C 0 (log r)e −τ φ(r) r 2 (∆η u + 2∇η · ∇u) L p (D 2 ∪D 3 ,r −n dx) . Adding u L 2 (B3r 0 /2) to both sides of (5.11), we get Let U 1 = u L 2 (B 2r 0 ) , U 2 = u L 2 (B R 1 ) , and this time define , let
Set
If τ 1 ≥ C 2 M µ , then the above calculations are valid with τ = τ 1 and by substituting τ 1 into (5.3), we get (5.4). On the other hand, if τ 1 < 1 + C 2 M µ , then
The last inequality implies that From (5.13) and (5.14), we get the three-ball inequality in the L ∞ -norm that is given in (5.10).
The proof of Theorem 3 follows the arguments in the proof of Theorem 1, except that we use (5.10) in place of (5.1).
Unique continuation at infinity
Using the scaling arguments established in [BK05] , we show how the unique continuation estimates at infinity follow from the maximal order of vanishing estimates.
Proof of Theorem 2. Let u be a solution to (2.1) in R n . Fix x 0 ∈ R n and set |x 0 | = R. Let u R (x) = u(x 0 + Rx). Define W R (x) = R W (x 0 + Rx) and V R (x) = R 2 V (x 0 + Rx). Proof of Theorem 4. Let u be a solution to (2.6) in R n . Fix x 0 ∈ R n and set |x 0 | = R. As above, let u R (x) = u(x 0 + Rx) and V R (x) = R 2 V (x 0 + Rx). Then, ||V R || L t (B 10 (0)) ≤ A 0 R 2− n t and ∆u R (x) + V R (x) u R (x) = R 2 ∆u (x 0 + Rx) + R 2 V (x 0 + Rx) u (x 0 + Rx) = 0.
Therefore, u R is a solution to a scaled version of (2.6) in B 10 . Clearly,
Note that for 
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