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Abstract
Typical scenarios of a NIDS usually are varied sized networks, from domestic to large
companies. But there are also proposals to adapt it to the cloud computing. Since this kind
of computing paradigm presents fairly recent security risks, we believe may be reduced
with NIDS. The intrusion detection system proposed in this document proposes a series of
measures to adapt a NIDS to an environment of cloud computing and motivated by two
shortcomings that could present, this proposal proposes two improvements, the first of
which will improve analysis speed by using parallelism at CPU and GPU and the second
generate a system alert correlation. As a method for achieving these goals are assessed
different ways that develop throughout this document. OpenStack will help us to deploy
a cloud computing on one or more physical nodes, CUDA and OpenMP will help us to
use parallelism at GPU and CPU level, and fuzzy logic will help us to label each attack.
As future research lines would be the development of a sorting algorithm that exploits
parallelism and optimize CPU level alert correlation.
Keywords
NIDS, cloud computing, GPU, alert correlation, OpenStack, CUDA, OpenMP, fuzzy
logic.

vResumen
Los escenarios t´ıpicos de un NIDS suelen ser redes de taman˜o muy variado, desde
domesticas hasta de grandes empresas. Pero tambie´n hay propuestas para adaptarlos a la
computacio´n en la nube. Al ser este tipo de computacio´n un paradigma bastante reciente
presenta riesgos de seguridad que creemos que pueden ser reducidos con un NIDS. El
sistema de deteccio´n de intrusos propuesto en el presente documento propone una serie de
medidas para adaptar un NIDS a un entorno de computacio´n en la nube y, motivados por
dos carencias que podr´ıa presentar esta propuesta, se proponen dos mejoras, la primera de
ellas sera´ la mejora de velocidad de ana´lisis mediante el uso de paralelismo tanto a nivel
GPU como CPU y la segunda sera´ an˜adirle un sistema de correlacio´n de alertas. Como
me´todo para conseguir estos objetivos se han evaluado diferentes v´ıas que se desarrollan
a lo largo de este documento. OpenStack permitira´ desplegar un sistema de computacio´n
en la nube sobre uno o varios nodos f´ısicos, CUDA y OpenMP hacer uso de paralelismo
a nivel de GPU y CPU, y la lo´gica difusa etiquetar las alertas en cada uno de los tipos
de ataque. Como l´ıneas de investigacio´n futuras quedar´ıa el desarrollo de un algoritmo de
ordenacio´n que explote el paralelismo a nivel de CPU y optimizar la correlacio´n de alertas.
Palabras clave
NIDS, computacio´n en la nube, GPU, correlacio´n de alertas, OpenStack, CUDA, Open-
MP, logica difusa.
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Cap´ıtulo 1
Introduccio´n
El uso de internet y de las redes informa´ticas ha crecido en los u´ltimos an˜os de forma
exponencial, tanto a nivel empresarial como a nivel dome´stico. Sin embargo, este crec-
imiento del uso y las tecnolog´ıas han tra´ıdo consigo un incremento au´n mayor del nu´mero
de ataques e intrusiones en los sistemas informa´ticos de todo el mundo. De ah´ı que la
seguridad sea actualmente uno de los campos de investigacio´n ma´s importantes de la in-
forma´tica, sobre todo en el a´mbito empresarial.
El Sistema Concurrente de Deteccio´n de Intrusiones con Correlacio´n de Alertas en En-
tornos Distribuidos (SCDICAED) es un esfuerzo realizado por los alumnos de la Facultad
de Informa´tica de la Universidad Complutense de Madrid Roberto Gordo Torres, Santiago
Gutie´rrez Montes y Pedro Antonio Rodr´ıguez Dı´az como proyecto final de carrera dirigidos
por el profesor Luis Javier Garc´ıa Villalba dentro del departamento ISIA (Departamento
de Ingenier´ıa del Software e Inteligencia Artificial) durante el curso 2012-2013, como con-
tinuacio´n a un trabajo previo realizado dentro de las l´ıneas de investigacio´n del grupo.
SCDICAED es un sistema que tiene como objetivo mejorar en te´rminos de efectividad
y velocidad el conocido sistema de deteccio´n de intrusos basado en firmas Snort, as´ı como
estudiar las adaptaciones que ser´ıan convenientes para adaptarlo a entornos distribuidos.
Las metas planteadas en el origen del proyecto fueron las siguientes: adaptacio´n del NIDS
a entornos distribuidos, mejorar su rendimiento mediante el uso de concurrencia tanto a
nivel CPU como GPU y an˜adirle un sistema de correlacio´n de alertas.
1.1. Conceptos previos
Antes de explicar co´mo se ha afrontado la meta anteriormente expuesta es conveniente
establecer ciertos conocimientos relativos al dominio de sistemas de deteccio´n de intrusos y
del paralelismo a nivel de GPU. Se comenzara´ explicando en este mismo apartado concep-
tos necesarios tales como el de seguridad informa´tica, amenazas, distintos componentes de
lo que ha venido a llamarse mecanismos de defensa, computacio´n distribuida, computacio´n
en la nube, NIDS, problematicas en los NIDS, GPU, el modelo de programacio´n GPU, la
computacio´n GPU, data mining y lo´gica fuzzy.
1
2 Cap´ıtulo 1. Introduccio´n
1.1.1. Seguridad informa´tica
La definicio´n de la seguridad informa´tica se basa en reunir en un sistema de infor-
macio´n confidencialidad, integridad y disponibilidad [1]. La confidencialidad requiere que
la informacio´n sea accesible u´nicamente por aquellos que este´n autorizados, la integri-
dad que la informacio´n se mantenga inalterada ante accidentes o intentos maliciosos, y
la disponibilidad significa que el sistema informa´tico se mantenga trabajando sin sufrir
ninguna degradacio´n en cuanto a accesos y provea los recursos que requieran los usuarios
autorizados cuando estos los necesiten.
1.1.2. Amenazas
Un ataque es una secuencia de interacciones con el sistema que pone en riesgo cualquiera
de las caracter´ısticas arriba mencionadas. En la u´ltima de´cada el uso de sistemas de in-
formacio´n se ha extendido entre la poblacio´n, as´ı mismo ha aumentado la exposicio´n de
dichos sistemas ante ataques por el entorno en el que son utilizados (conexiones de acceso
pu´blico, redes domesticas inadecuadamente protegidas).
Antes, los intrusos necesitaban de un conocimiento ma´s profundo de las redes y de los
sistemas informa´ticos para poder lanzar sus ataques pero actualmente, debido al incre-
mento del conocimiento sobre el funcionamiento de los sistemas, los intrusos esta´n cada
vez ma´s preparados y tienen a su disposicio´n infinidad de herramientas con las que poder
determinar las debilidades de los sistemas y explotarlas con el fin de obtener los privilegios
necesarios para realizar cualquier accio´n dan˜ina.
Otra fuente de riesgos proviene de los programas o aplicaciones instalados en nuestros
sistemas. En muchos casos la elevada competitividad del mercado ha obligado a reducir el
tiempo destinado a disen˜o y pruebas de producto lo que ha llevado, a pesar de las mejoras
temporales que ha tra´ıdo la adopcio´n de metodolog´ıas de desarrollo, a la presencia de
errores sin detectar que posibilitan la aparicio´n de vulnerabilidades a ser explotadas por
los atacantes.
1.1.3. Mecanismos de defensa
Para la correcta proteccio´n de un sistema existen diversos mecanismos tales como el
cifrado y la identificacio´n y autenticacio´n de usuarios que permiten dotarle de integridad
y confidencialidad. Por otro lado existen mecanismos que velan por la disponibilidad del
sistema filtrando informacio´n, ejemplos de estos mecanismos son las listas de acceso y
cortafuegos.
Como u´ltima l´ınea de defensa de un sistema de informacio´n encontramos te´cnicas en-
focadas a la deteccio´n de las amenazas tales como antivirus y sistemas de deteccio´n de
intrusos. La caracter´ıstica distintiva de estas te´cnicas es que, al contrario de las anteriores,
permiten detectar intentos de romper la seguridad de un sistema.
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1.1.4. Computacio´n distribuida
Un sistema distribuido es un tipo de sistema software cuyos componentes esta´n desple-
gados en ma´quinas f´ısicas separadas conectadas en red. A estas ma´quinas las llamaremos
nodos. Dichos componentes interactu´an para conseguir un propo´sito comu´n de manera
que la forma de obtencio´n de este propo´sito es transparente al usuario final.
La computacio´n distribuida debido a su alta escalabilidad permite obtener una potencia
de ca´lculo superior a la que ofrecen otros sistemas de computacio´n tales como mainframes
o supercomputadores. Adema´s, si llegado un punto se requiere ampliar la capacidad de
co´mputo del sistema, mientras que con otras soluciones no distribuidas se requerir´ıa cam-
biar el equipo entero, en los sistemas de computacio´n distribuida bastar´ıa con an˜adir ma´s
nodos. Tambie´n en la comparativa de tolerancia a fallos los sistemas distribuidos salen
beneficiados, al no haber un u´nico punto de fallo.
1.1.5. Computacio´n en la nube
La computacio´n en la nube es la evolucio´n de varias tecnolog´ıas y paradigmas. Es un
tipo particular de computacio´n distribuida cuyas capacidades se ofrecen como servicio,
con lo que el usuario final de esta tecnolog´ıa no tiene que ser un experto de ninguna de las
tecnolog´ıas subyacentes. Este aprovisionamiento de recursos al cliente escala con respecto
a la demanda en cada momento, y se cobra por uso. En este aspecto es curiosa la compara-
cio´n que se hace de la computacio´n en la nube con el aprovisionamiento de electricidad.
A comienzos de la revolucio´n industrial, cada fa´brica generaba la energ´ıa ele´ctrica que
consumı´a, hasta que se empezo´ a comerciar con el excedente hasta que surgieron empresas
u´nicamente dedicadas a generar electricidad. Los que ma´s fuertemente apuestan por esta
tecnolog´ıa son de la opinio´n de que con los recursos de computacio´n ocurrira´ lo mismo que
con la electricidad, lo que aun parece una apuesta arriesgada.
La computacio´n en la nube, como la electricidad en la comparacio´n anterior, esta´ basa-
da en los principios de la economı´a de escala, ya que los recursos ofrecidos, al ser compar-
tidos por numerosos usuarios tienen un aprovechamiento mayor. Esto beneficia al provee-
dor de servicios de computacio´n en la nube (CSP, cloud service provider) al aprovechar
casi al 100 % sus recursos, lo cual tiene beneficios econo´micos y medioambientales, y al
cliente, ya que solamente paga por lo que usa. Adema´s la contratacio´n de dichos sistemas
requiere de una inversio´n inicial muy baja, casi nula comparada con el precio de tener que
invertir en comprar y gestionar sistemas propios.
Varias teor´ıas apuntan a que la popularidad del te´rmino computacio´n en la nube, cloud
computing en ingle´s, se debe a las divisiones de marketing de algunas compan˜´ıas, que lo
usaban para ofrecer alojamiento a servidores de aplicaciones, pero nosotros lo usaremos
en este documento con un aspecto ma´s amplio.
Ma´s adelante daremos varias taxonomı´as basadas en los modelos de servicio, que entre
otros son software como servicio, plataforma como servicio e infraestructura como servi-
cio, y sobre sus modelos de despliegue, que son pu´blico, h´ıbrido, privado y de comunidad,
adema´s de una definicio´n ma´s rigurosa proporcionada por el National Institute of Stan-
dards and Technology de los Estados Unidos.
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1.1.6. NIDS
NIDS son las siglas de Network Intrusion detection System, estos IDS analizan eventos
del tra´fico provenientes del tra´fico de red para clasificarlos adecuadamente en pertenecientes
o no a un ataque. Existen diversas formas de clasificar los NIDS: por objeto de ana´lisis, por
situacio´n de los componentes del sistema de deteccio´n de intrusismo, por tipo de ana´lisis
efectuado y por ultimo por la te´cnica de ana´lisis empleada.
Un NIDS monitoriza los eventos de red, esto significa que el objeto de ana´lisis son los
paquetes y tramas de los diversos protocolos de la misma. Estos eventos de red se dividen
en dos partes: cabecera y contenedor, en consecuencia se han desarrollado NIDS’s que
abordan el problema de la deteccio´n de intrusiones mediante el ana´lisis de una de estas
componentes dado que cada una de estas aproximaciones trae ventajas en la deteccio´n de
distintos tipos de ataques.
1.1.7. Problema´ticas en los NIDS
En los NIDS actualmente se dan dos carencias muy importantes:
De´ficit de velocidad
Los modelos NIDS que usan unidades centrales de procesamiento (CPU) como IDS
Snort esta´n teniendo dificultades por los cuellos de botella que se crean en el sistema a
ra´ız de que el tra´fico en las redes esta´ creciendo ma´s ra´pido que la velocidad del reloj de las
CPU. Estos cuellos de botella son producidos porque los NIDS no son capaces de analizar
los paquetes entrantes a la red en tiempo real. Todo esto provoca que el flujo masivo de
paquetes de datos sobrecargue los NIDS, lleva´ndoles a una pe´rdida de paquetes en la fase
de ana´lisis y, por tanto, a su entrada en el sistema sin comprobar si son malware o intentos
de intrusio´n, incrementando la tasa de falsos negativos.
En la u´ltima de´cada a pesar de que se le han ido an˜adiendo cada vez ma´s nu´cleos a
las CPU no se ha conseguido subsanar el problema de los cuellos de botella puesto que
el ancho de banda requerido por las infraestructuras de proteccio´n tambie´n ha ido en au-
mento.
Exceso de alertas
Normalmente los sistemas de deteccio´n de intrusiones emiten gran cantidad de alertas
de las cuales no se tiene informacio´n. Esto provoca que el operador tenga dificultad para
identificar las amenazas ma´s peligrosas y que, en consecuencia, no pueda tomar las mejores
medidas de prevencio´n.
1.1.8. GPU
La unidad de procesamiento gra´fico (GPU) es un coprocesador dedicado al proce-
samiento de gra´ficos u operaciones en coma flotante para aligerar la carga de trabajo de la
CPU. De esta forma mientras gran parte del procesado de gra´ficos se hace en la GPU, la
unidad central de procesamiento puede encargarse de otros tipos de ca´lculos secuenciales
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1.1.9. Modelo de programacio´n GPU
Las unidades programables de GPU siguen un modelo de programacio´n basado en un
u´nico programa de mu´ltiples datos. Gracias a la cantidad de nu´cleos de la GPU se pueden
conseguir grandes mejoras de eficiencia procesando muchos elementos en paralelo con un
u´nico programa [3]. Cada elemento es independiente de los dema´s y, en los modelos de
programacio´n ba´sicos, estos elementos no se pueden comunicar entre s´ı. En la figura 1.1 se
puede observar un ejemplo del orden de ejecucio´n de un programa concurrente en CUDA
[4].
Todos los programas para una GPU deben seguir la siguiente estructura: muchos ele-
mentos en paralelo, cada uno procesado en paralelo por un u´nico programa.
1.1.10. Computacio´n GPU
Es el te´rmino que usamos para referirnos a la cesio´n del control a la GPU para que
acelere cargas de ca´lculos que normalmente pertenecen a la CPU pero que la alta capacidad
de co´mputo de las GPU nos permite realizarlos a mayor velocidad, dejando para la unidad
central de procesamiento aquellos ca´lculos que sean secuenciales.
1.1.11. Data mining
La miner´ıa de datos, o Data mining, es una metodolog´ıa disen˜ada para generar el
conocimiento a partir de datos, encontrar relaciones ocultas entre variables o prever com-
portamientos mediante un proceso que combina me´todos y herramientas de bases de datos,
estad´ıstica e inteligencia artificial aplicados sobre grandes cantidades de informacio´n.
1.1.12. Lo´gica Fuzzy
La lo´gica borrosa es ba´sicamente una lo´gica multi-evaluada que permite valores in-
termedios para poder definir evaluaciones convencionales como verdadero/falso, permi-
tie´ndonos procesar datos inciertos.
1.2. Objeto de la investigacio´n
Ya hemos explicado brevemente las caracter´ısticas y funcionalidades de la computacio´n
distribuida, de la paralelizacio´n GPU y de la correlacio´n de alertas. Este proyecto ten-
dra´ como meta adaptar un NIDS a las caracter´ısticas especiales de la computacio´n en
la nube. Como herramienta base de la investigacio´n se ha decidido usar SDARP [5], un
proyecto desarrollado durante el curso 2011/2012. La razo´n por la que se ha elegido em-
plear como base a SDARP es, a parte de por ser muy preciso en la fase de ana´lisis, por la
posibilidad de poder entrenarlo contra ataques espec´ıficos. Como consecuencia de haber
optado por usar como herramienta base a SDARP tambie´n se ha decidido crear otras
dos v´ıas paralelas a la meta anteriormente mencionada para suplir algunas carencias que
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presenta.
Por un lado, con motivo de los problemas que esta´n teniendo los NIDS con los cuellos
de botella que se producen durante el procesamiento de paquetes entrantes a la red, y al
estar presente este problema tambie´n en SDARP, se ha optado por tomar como referencia
su algoritmo de ana´lisis CPU para transformarlo en un h´ıbrido que se sirviese del modelo
de programacio´n GPU y del paralelismo a nivel de CPU para mejorar su rendimiento.
Esta mejora se basa en aumentar la velocidad de procesamiento de los paquetes de datos
que entran al sistema sin recurrir a una implementacio´n hardware.
Por otro lado, para dar mayor precisio´n a SDARP y motivados por el hecho de que
normalmente los NIDS producen gran cantidad de alertas de las que no tenemos ningu´n
tipo de informacio´n, se propondra´ un sistema que permita correlacionar alertas, identifi-
carlas y reducir la tasa de falsos positivos.
1.3. Estructura del trabajo
En el presente cap´ıtulo se han introducido conceptos tales como la seguridad in-
forma´tica, amenazas, posibles mecanismos de defensa, computacio´n distribuida y en la
nube, NIDS y sus actuales problema´ticas, GPU, el modelo de programacio´n GPU, la com-
putacio´n GPU, data mining y la logica fuzzy. Adema´s se han introducido las distintas
v´ıas de este trabajo que son adaptar un NIDS a los entornos distribuidos, aumentar su
rendimiento convirtie´ndolo en un sistema concurrente y an˜adirle un sistema de correlacio´n
de alertas.
En los siguientes cap´ıtulos se tratara´ el estado del arte de los entornos distribuidos, de
la concurrencia a nivel GPU y de la correlacio´n de alertas (Cap´ıtulo 2). A continuacio´n
mostraremos los trabajos realizados en el proyecto SCDICAED as´ı como los resultados
obtenidos (Cap´ıtulo 3). Por u´ltimo presentaremos las conclusiones y las propuestas de
trabajo futuro que consideramos de gran intere´s para la mejora de nuestra aplicacio´n y
para la consecucio´n de mejoras significativas en el campo de la deteccio´n de intrusos.
Adicionalmente encontramos los ape´ndices que contienen informacio´n relacionada con
el proyecto pero explicable de manera ato´mica: adaptacio´n del entorno a CUDA y adaptacio´n
Xfuzzy.
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Figura 1.1: Ejemplo de estructura de ejecucio´n de un programa en CUDA
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Cap´ıtulo 2
Estado del arte
En el cap´ıtulo anterior se han definido brevemente varios conceptos sobre los que se
hablara´ en el resto del documento. Estos conceptos sirven para dar una idea muy ba´sica
al lector. De cara a apoyar las decisiones que se tomara´n en las diferentes propuestas
de adaptacio´n de un NIDS a un entorno distribuido, en la presente seccio´n se entra en
profundidad a definir el estado del arte de los distintos campos que se tratara´n. Estos
campos sobre los que se centrara´ esta seccio´n son: sistemas de deteccio´n de intrusiones en
entornos distribuidos, concurrencia y tratamiento de las alertas generadas por el NIDS.
2.1. Sistemas de deteccio´n de intrusiones en entornos dis-
tribuidos
2.1.1. Computacio´n en la nube en profundidad. Definicio´n y taxonomı´as
Como ya se comento´ en la seccio´n de conceptos ba´sicos, en los u´ltimos an˜os se ha ido
desarrollando muy ra´pidamente una nueva manera de ofrecer recursos de computacio´n a
diferentes niveles llamada computacio´n en la nube (Cloud Computing). Este nuevo paradig-
ma de computacio´n distribuida, aun siendo actualmente ofrecido por numeros´ısimas em-
presas y organizaciones, esta´ au´n en evolucio´n. Por esto se usara´ la definicio´n del NIST
(National Institute of Standards and Technology, de EEUU) [6] para definirlo, enumerar
aspectos importantes, y establecer una taxonomı´a simple.
Segu´n el NIST (National Institute of Standards and Technology, de EEUU):
”La computacio´n en la nube es un modelo para proveer acceso ubicuo, conve-
niente y bajo demanda a un conjunto compartido de recursos de computacio´n
a trave´s de la red (por ejemplo: redes, servidores, almacenamiento, aplicaciones
y servicios) que pueden ser ra´pidamente asignados y liberados con un esfuerzo
mı´nimo de gestio´n o interaccio´n con el proveedor. Este modelo esta´ compuesto
por cinco caracter´ısticas esenciales, tres modelos de servicio y cuatro modelos
de despliegue.”
Caracter´ısticas esenciales:
Aprovisionamiento bajo demanda y auto servicio: Un cliente puede obtener unilateral-
mente recursos de computacio´n incluso sin requerir de interaccio´n humana entre este y el
proveedor.
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Amplio acceso a la red: Estas capacidades son ofrecidas sobre la red, y accedidas a
trave´s de mecanismos estandarizados, promoviendo su uso por plataformas cliente muy
heteroge´neas.
Agrupamiento de recursos: Los recursos de computacio´n del proveedor son agrupados
para servir a mu´ltiples usuarios, asigna´ndose y reasigna´ndose los diferentes recursos f´ısicos
y virtuales dina´micamente segu´n las necesidades de los clientes. Hay una independencia de
la localizacio´n de los recursos f´ısicos, por la cual el cliente generalmente no tiene control o
conocimiento sobre do´nde estara´n situados dichos recursos, aunque s´ı se podr´ıa especificar
la localizacio´n a un alto nivel de abstraccio´n (pa´ıs, estado o centro de datos). Ejemplos de
estos recursos son almacenamiento, memoria, procesamiento y ancho de banda de red.
Elasticidad: Las capacidades se pueden asignar y liberar ela´sticamente, en algunos ca-
sos automa´ticamente para escalar con la demanda. Para el cliente, los recursos disponibles
parecen ser ilimitados.
Servicio de medida: Los sistemas de computacio´n en la nube automa´ticamente con-
trolan y optimizan el uso de recursos usando medidas a un nivel de abstraccio´n apropiado
para el tipo de servicio ofrecido (almacenamiento, procesamiento, ancho de banda, cuentas
de usuario activas...). El uso de recursos puede ser medido y controlado dando transparen-
cia acerca del servicio utilizado tanto al cliente como al proveedor. T´ıpicamente la funcio´n
ma´s importante de este servicio de medida es calcular el precio a cargar al cliente por el uso.
Modelos de Servicio:
Software como servicio (Software as a service, SaaS). La capacidad ofrecida al cliente
es usar las aplicaciones del proveedor, que son ejecutadas sobre una infraestructura de
computacio´n en la nube. Las aplicaciones son accesibles desde mu´ltiples clientes, tanto
ligeros (como un navegador en el caso por ejemplo de acceder al correo v´ıa web) como
pesados como en forma de interfaces ofrecidas a otros programas. En este modelo el cliente
no gestiona ni controla la infraestructura de computacio´n en la nube subyacente, como la
red, los servidores, los sistemas operativos, el almacenamiento. En todo caso podra´ acceder
a algunos niveles de configuracio´n de la aplicacio´n que este´ usando.
Plataforma como servicio (Platform as a service, PaaS). La capacidad ofrecida por
este modelo es desplegar en la infraestructura de computacio´n en la nube aplicaciones
(creadas por el cliente o compradas) que hayan sido programadas usando lenguajes, li-
brer´ıas, servicios y herramientas soportadas por el proveedor. El cliente no gestiona ni
controla la infraestructura de computacio´n en la nube subyacente incluyendo redes, servi-
dores, sistemas operativos, o almacenamiento; pero tiene el control sobre las aplicaciones
desplegadas y probablemente sobre para´metros de configuracio´n del entorno.
Infraestructura como servicio (Infraestructure as a service, IaaS). La capacidad que se
provee al consumidor es procesamiento, almacenamiento, redes, y otros recursos de com-
putacio´n fundamentales donde el cliente puede desplegar y ejecutar el software que desee,
lo que puede incluir sistemas operativos y aplicaciones. El consumidor no gestiona ni con-
trola la infraestructura de computacio´n en la nube subyacente, pero tiene control sobre
sistemas operativos, almacenamiento y aplicaciones desplegadas. Probablemente tambie´n
tenga control sobre algu´n componente de red como el cortafuegos.
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Modelos de despliegue:
Privado. La infraestructura de computacio´n en la nube esta´ ofrecida para uso exclusi-
vo de una sola organizacio´n, que puede tener varios clientes (t´ıpicamente departamentos
dentro de la misma empresa). Puede ser propiedad de la propia organizacio´n, de una ex-
terna o una combinacio´n de ambas. Puede estar situada dentro o fuera de las instalaciones.
Comunidad. La infraestructura de computacio´n en la nube esta´ ofrecida para el uso ex-
clusivo de una comunidad de usuarios de organizaciones que comparten intereses (tareas,
requisitos de seguridad, pol´ıtica, . . . ). Puede ser propiedad de una o varias de las orga-
nizaciones de la comunidad, de una organizacio´n externa o una combinacio´n de ambas.
Puede estar situada dentro o fuera de las instalaciones.
Pu´blico. La infraestructura de computacio´n en la nube es ofrecida para el uso por el
pu´blico general. Puede ser propiedad de una organizacio´n acade´mica, gubernamental o lu-
crativa, o combinacio´n de alguna de ellas. Esta´ situada en las instalaciones del proveedor
de servicios.
Hı´brido. La infraestructura de computacio´n en la nube esta´ formada por una com-
posicio´n de dos o ma´s infraestructuras de computacio´n en la nube diferentes (privadas,
pu´blicas o de comunidad) que siguen siendo entidades diferenciadas pero esta´n unidas por
tecnolog´ıa (libre o propietaria) que permite la portabilidad de los datos y/o las aplica-
ciones entre ellas (como el balanceo de carga entre infraestructuras de computacio´n en la
nube cuando alguna de ellas esta´ cerca de su l´ımite de recursos).
2.1.2. Crecimiento de la computacio´n en la nube
La computacio´n en la nube atrae a clientes dada su gran elasticidad y escalabilidad,
adema´s de otros beneficios que se extraen de la definicio´n de computacio´n en la nube del
NIST, pagando por ello u´nicamente lo que se usa a precios relativamente bajos. Compara-
do con la creacio´n de un centro de proceso de datos propio o la ampliacio´n del existente,
los clientes pueden ahorrar bastante en te´rminos de dinero y mano de obra migrando parte
de sus servicios informa´ticos tales como almacenamiento o proceso de datos a la nube.
Considerando los beneficios que la computacio´n en la nube puede aportar a la empresa,
no es de extran˜ar el crecimiento en su adopcio´n, hasta ahora y en un futuro. La consultora
Gartner, como publica Forbes [7], cifra la tasa de crecimiento anual compuesto del gasto
en servicios de computacio´n en la nube pu´blica en un 18.6 % en 2012, suponiendo 110.300
millones de do´lares dicho gasto. En concreto dicho informe estima que hasta 2016 el crec-
imiento en el gasto en infraestructura como servicio (IaaS) tendra´ un crecimiento anual
compuesto hasta 2016 del 41,3 %, siendo el a´rea de computacio´n en la nube con mayor
crecimiento segu´n Gartner.
Este crecimiento en la demanda en estos servicios trae consigo un crecimiento en la
necesidad de proteccio´n de este tipo de infraestructuras, siendo el crecimiento previsto de
servicios de seguridad en la nube de un 26.7 % medio anual hasta 2016.
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2.1.3. Riesgos de seguridad
Aunque la adopcio´n de estos servicios supone muchas ventajas, entre ellas un ahorro en
te´rminos econo´micos y de recursos humanos, trae consigo riesgos de seguridad inherentes
a estos entornos distribuidos. Para enumerar estos riesgos, usaremos la lista del top 9 de
amenazas de la Cloud Security Alliance en 2013 [8] explicando cada una de ellas.
El cambio de pensar en servidores a pensar en servicios esta´ cambiando la manera
en la que los departamentos de tecnolog´ıa piensan, disen˜an y despliegan sus aplicaciones.
Y aunque se esta´n haciendo esfuerzos para intentar clasificar y comprender estos nuevos
riesgos, de algunos de ellos no se ha visto su impacto au´n.
Aunque las amenazas a la seguridad son muy numerosas, este documento se centra
en aquellas relacionadas con la naturaleza compartida, distribuida y bajo demanda de la
computacio´n en la nube. Nos extenderemos ma´s en aquellas amenazas contra las cuales
ira´ enfocada la propuesta.
Robo de datos
La computacio´n en la nube an˜ade nuevas formas de robo de datos debido a la natu-
raleza distribuida y multiusuario (en varios modelos de despliegue, sobre todo en el pu´bico)
del sistema.
Pe´rdida de datos
Este riesgo, aparte de por desastres f´ısicos o borrados accidentales de los datos, puede
ser producido por un atacante malicioso. Un remedio para evitar el robo de datos ser´ıa
cifrarlos, pero as´ı, con la posibilidad de perder las claves se crear´ıa un nuevo riesgo de
pe´rdida de datos.
Robo de cuentas
Este no es un riesgo que introduzca la computacio´n en la nube pero hay que tenerlo
muy en cuenta. De hecho, ha pasado de estar en el nu´mero 6 de la lista de riesgos de la
Cloud Security Alliance publicada en el an˜o 2010, a estar en el puesto 3 de la presente
lista, del an˜o 2013. El phishing, la explotacio´n de vulnerabilidades software, etc, siguen
dando resultado a los atacantes. Sirvan como ejemplo los casos en los que Amazon, en
2009 y 2010 fue v´ıctima de distintos ataques, entre ellos XSS (cross site scripting) [9], lo
que permitio´ robar bastantes cuentas de usuario. Tambie´n a causa de riesgos de este tipo,
se encontro´ en los servidores de Amazon una vulnerabilidad que permitio´ ejecutar varios
nodos de procesamiento de la botnet Zeus en 2009 [10].
Con las credenciales robadas se permite el acceso a a´reas cr´ıticas de los servicios de-
splegados, permitiendo poner en peligro su confidencialidad, integridad y disponibilidad.
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APIs inseguras
Los proveedores de servicios de computacio´n en la nube (CSP) ofrecen a los usuarios
interfaces o API’s para gestionar los servicios de la nube. Estas interfaces deben estar
disen˜adas para soportar intentos de violar las pol´ıticas de seguridad tanto intencionada
como no intencionadamente. Confiar en API’s de´bilmente protegidas crea riesgos de todo
tipo. Accesibilidad, disponibilidad, confidencialidad y la medida del uso de los servicios en
la nube se pueden ver alteradas por vulnerabilidades en este campo.
Denegacio´n de servicio
Los ataques de denegacio´n de servicios (DOS, DDOS en caso de ser distribuidos) pri-
van a usuarios leg´ıtimos del sistema de acceder a recursos debido a su agotamiento. En
estos casos el atacante provoca una ralentizacio´n de los sistemas. La novedad en los en-
tornos de computacio´n en la nube, es que debido a que los CSP’s cobran por acceso a
disco y por capacidad de procesamiento, aunque un ataque de denegacio´n de servicios
puede no bloquear el acceso por las altas capacidades de ancho de banda de los CSP’s,
s´ı que se puede incrementar visiblemente la facturacio´n al cliente por dicho aumento de uso.
Ataques desde dentro del sistema
Son los causados por un empleado malicioso. Segu´n el CERT (el servicio de respues-
ta ante emergencias informa´ticas de la universidad Carnegie Mellon, Pittsburgh, EEUU),
una amenaza interna o empleado malicioso (malicious insider en ingle´s) es un empleado o
ex empleado de la compan˜´ıa, contratante o compan˜ero de negocio, que tiene o ha tenido
acceso a los datos, sistemas o redes de la organizacio´n, e intencionadamente ha hecho mal
uso de este acceso de manera que se pone en peligro la confidencialidad, accesibilidad o
disponibilidad de los datos o sistemas de la organizacio´n [11]. Dicho esto es fa´cil ver el
riesgo que supone un empleado malicioso y un sistema en la nube mal disen˜ado. Los sis-
temas cuya seguridad depende u´nicamente del CSP son un grave riesgo aqu´ı, siendo muy
recomendable en esos casos algu´n tipo de auditor´ıa.
Abuso de servicios Cloud
Es enorme la cantidad de recursos que la computacio´n en la nube puede poner a dis-
posicio´n de empresas de todos los taman˜os, que de otra manera no tendr´ıan acceso a esta
capacidad. De todas formas, no siempre todo este poder se usa con buenos propo´sitos. En
este punto se plantea el riesgo del uso de la nube para reventar claves, distribuir malware
o llevar a cabo ataques DDOS, como en el ejemplo citado anteriormente sobre la botnet
Zeus. El problema aqu´ı esta´ en ver co´mo se puede controlar el mal uso de estas tecnolog´ıas.
Mala evaluacio´n de la propuesta
Muchas empresas se han lanzado o se van a lanzar a mover sus sistemas a la nube por
sus promesas de disponibilidad, adaptabilidad y eficiencia en te´rminos econo´micos. Pero
demasiadas de estas empresas no comprenden enteramente esta tarea.
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Vulnerabilidades ligadas a la comparticio´n de recursos
La escalabilidad y rentabilidad econo´mica de la computacio´n en la nube va intr´ınseca-
mente ligada a la comparticio´n de recursos. En la mayor´ıa de los casos, aunque no siempre,
dicha comparticio´n se ofrece mediante virtualizacio´n. La virtualizacio´n es un me´todo para
crear una versio´n virtual a partir de otra real de algu´n recurso de computacio´n, como
almacenamiento, capacidad de enrutamiento e incluso una computadora entera. Las com-
ponentes que son compartidas (cache´s de la CPU, GPU, RAM. . . ) no fueron disen˜adas
para ofrecer un gran aislamiento para arquitecturas multiusuario, como en el caso de IaaS,
ni plataformas re-desplegables, como en el caso de PaaS, ni aplicaciones multiusuario en
el caso de SaaS, por lo que esta amenaza de seguridad es comu´n a todos los modelos de
despliegue.
Desde la Cloud Security Alliance se recomienda una estrategia de defensa en profun-
didad que incluya proteccio´n de los servicios de computacio´n, de red, de almacenamiento,
gestio´n de identidad y monitorizacio´n, sea cual sea el modelo de despliegue. Una ruptura
en la seguridad de alguno de los componentes podr´ıa suponer la puerta de entrada a un
ataque mayor. De ah´ı viene la importancia de este riesgo de seguridad, porque potencial-
mente podr´ıa afectar al sistema entero.
2.1.4. Orquestadores de computacio´n en la nube
En el camino por conocer que´ decisiones tomar para adaptar un NIDS a un entorno
distribuido, se debe estudiar los distintos sistemas software que hay en la actualidad para
ofrecer las funcionalidades requeridas de un sistema de computacio´n en la nube. Hay que
recordar que los NIDS trabajara´n detectando intrusiones a nivel de infraestructura, con
lo que se debe buscar de entre la oferta de sistemas que ofrecen la posibilidad de poder
crearse una infraestructura de computacio´n en la nube propia (de comunidad, h´ıbrida o
privada), es decir, los que ofrecen infraestructura como servicio (IaaS). Estos sistemas
son llamados orquestadores de computacio´n en la nube, y hay mu´ltiples alternativas en el
mercado, tanto privativas como de co´digo abierto. De entre los privativos, el orquestador
ma´s popular es la solucio´n de la empresa VMWare, llamada vCloud Director. Bastante
menos extendidas esta´n las soluciones que ofrecen IBM con SmartCloud, Microsoft con
SystemCenter o Citrix con CloudStack/ CloudPlatform. En cuanto a los orquestadores de
co´digo abierto, menos extendidos pero con un crecimiento muy ra´pido en los u´ltimos meses
podemos destacar varios, como Eucalyptus, OpenNebula, CloudStack, Nimbus y Openstack.
Estos sistemas software distribuidos constan de varios mo´dulos cada uno de los cuales
ofrece una funcionalidad. Sera´ necesario saber que´ partes se encargan de que´ funcionali-
dades de cara a saber que´ riesgos presenta cada una de las partes y su nivel de exposicio´n
a amenazas. T´ıpicamente, los sistemas orquestadores tienen al menos mo´dulos que ofrecen
estos servicios:
Controlador de computacio´n en la nube: Es el encargado de gestionar y automati-
zar los recursos de computacio´n usando para ofrecerlos virtualizacio´n (mediante distintos
hipervisores como KVM, XenServer y muchos otros) o sin virtualizacio´n. Un hipervisor o
monitor de ma´quina virtual es un sistema que crea y ejecuta ma´quinas virtuales.
Almacenamiento de objetos y/o bloques: Gestiona el almacenamiento secundario a
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nivel de bloque y/o de objetos.
Gestio´n de red: Este servicio se encarga de gestionar las redes virtuales que se necesiten
y las direcciones IP
Identificacio´n: Se ocupa de la gestio´n de identidades junto con los servicios a los que
se tiene acceso.
Gestio´n de ima´genes: Gestiona las ima´genes que se ofrecen para iniciar ma´quinas vir-
tuales, as´ı como se ocupa de guardar copias de seguridad de otras ima´genes cuando sea
necesario.
Interfaz: T´ıpicamente se suele incluir una interfaz de comunicacio´n visual con la in-
fraestructura, aunque la mayor´ıa de las interacciones con e´sta se hara´n directamente con
las APIs ofrecidas.
Medida: se encarga de llevar la cuenta de los servicios usados por cada usuario de la
infraestructura para luego poder llevar a cabo la facturacio´n.
2.1.5. Trabajos relacionados
En esta seccio´n veremos las distintas propuestas de adaptacio´n disponibles para an˜adir
la proteccio´n de un NIDS a un entorno distribuido, en concreto un entorno de computacio´n
en la nube.
K. Vieira et al. (2010)[12]: Este estudio sobre los IDS para grid (otro tipo de sistema
de computacio´n distribuida) y computacio´n en la nube propone que cada nodo de
la infraestructura distribuida detecte los eventos locales que pudiesen constituir una
violacio´n de la seguridad y alerte a los dema´s. Cada nodo almacenara´ una copia de
una base de firmas y de comportamientos, que sera´ usada por el auditor del sistema
(tambie´n local a cada nodo) para tomar decisiones sobre el tra´fico que controla. Las
alertas son comunicadas a los dema´s nodos para actualizar sus bases de conocimiento.
El esquema se puede ver en la Figura 2.1:
P. K. Shelke et al. (2012) [13]: Este documento sen˜ala la necesidad de que el NIDS sea
multihilo de cara a mejorar su velocidad. Si el NIDS no fuera suficientemente ra´pido,
la red se ralentizar´ıa, o se podr´ıan dejar paquetes sin analizar, lo que constituye una
vulnerabilidad. Adema´s indica las ventajas de que exista una tercera empresa de
auditor´ıa entre el proveedor de servicios de computacio´n en la nube (CSP) y el
cliente, basa´ndose en que, como el que gestiona la seguridad de la infraestructura no
es el cliente, sino el CSP, e´ste podr´ıa ocultar los ataques sufridos para preservar su
imagen. Se propone un NIDS basado en firmas y deteccio´n de anomal´ıas, con estas
dos particularidades citadas anteriormente: concurrencia en el proceso de paquetes
y gestio´n por parte de una tercera empresa.
S. Roschke et al. (2009) [14]: Este documento propone un NIDS distribuido de man-
era parecida con comunicacio´n entre sus partes, dando varios ejemplos de los posibles
ataques, como cross site scriting (XSS) y buffer overflow y sus consecuencias sobre
el sistema. Tambie´n habla de la importancia de correlacionar las alertas para detec-
tar ma´s fa´cilmente ataques a gran escala desde/hacia un nodo concreto, como DoS
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Figura 2.1: Esquema de propuesta para NIDS en Grid y en sistemas de computacio´n en
la nube
o DDoS [15]. Como caracter´ıstica esencial de la adaptacio´n sen˜ala dotar al NIDS
de escalabilidad, eficiencia y adaptarlo al contexto basado en virtualizacio´n. De los
distintos trabajos relacionados se elige en esta propuesta con la necesidad de concur-
rencia en la ejecucio´n del NIDS debido a los mayores volu´menes de datos que soporta,
la necesidad de correlacionar las alertas, y adaptar los NIDS a las amenazas espe-
ciales a las que esta´n expuestas las tecnolog´ıas de computacio´n en la nube. Adema´s
tambie´n sera´ importante elegir los emplazamientos que controlara´ el NIDS.
2.2. Concurrencia
La definicio´n de computacio´n concurrente esta´ basada en la ejecucio´n de forma si-
multa´nea de mu´ltiples tareas. El desarrollo de aplicaciones dentro del a´mbito cient´ıfico
que aprovechan la concurrencia a nivel CPU surgio´ hace bastante tiempo pero a nivel
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GPU es bastante reciente.
La funcio´n original de las GPUs fue el procesamiento de gra´ficos 3D, ya que en dis-
tintos campos, como el de los videojuegos, exist´ıa cierta demanda para poder generar
ima´genes suaves y vivas en tiempo real. Esta mejora en el tratamiento de gra´ficos se con-
siguio´ an˜adiendo un mayor nu´mero de nu´cleos de procesamiento a los procesadores, ya que
de esta forma se pod´ıan realizar ca´lculos de forma paralela, aumentando dra´sticamente
su potencia de ca´lculo [16]. Esta v´ıa de mejora, actualmente, esta´ siendo la ma´s seguida
por los desarrolladores, pasando a un segundo plano la de aumentar el rendimiento de un
u´nico hilo, y en el futuro esta´ previsto que este tendencia continu´e [2].
El desarrollo de aplicaciones que aprovechan la capacidad de computo de las GPUs
con fines no gra´ficos es bastante reciente y recibe el nombre de GPGPU (General-Purpose
computation on Graphics Processing Units)[17]. Este tipo de investigaciones provienen so-
bre todo del a´mbito cient´ıfico y de la simulacio´n [16].
2.2.1. Fabricantes de GPU
Los dos ma´s destacados son AMD [18], compan˜´ıa estadounidense que en el an˜o 2006
compro´ ATI Technologies, y NVIDIA [19], empresa multinacional especializada en el de-
sarrollo de unidades de procesamiento gra´fico [3]. En la figura 2.7 se puede observar el
avance de estas dos compan˜´ıas en sus tarjetas graficas.
Figura 2.2: Comparativa entre las tarjetas graficas AMD y NVIDIA
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AMD
En noviembre de 2006, AMD anuncio la primera generacio´n de la serie FireStream.
Se trataba de un procesador basado en PCI Express con 1 GB de memoria GDDR3 para
computacio´n con caracter´ısticas de procesamiento de alto rendimiento optimizado.
En 2007, AMD presento´ su solucio´n de procesamiento de segunda generacio´n, la AMD
FireStream 9170 [20]. FireStream 9170 revoluciono´ la industria de GPGPU al ser la primera
solucio´n de procesamiento que ofrecio´ compatibilidad de puntos flotantes en hardware.
En junio de 2008, AMD presento´ el primer producto de su l´ınea de soluciones de
procesamiento de tercera generacio´n, la AMD FireStream 9250 [21]. FireStream 9250 fue
la primera solucio´n de procesamiento que rompio´ la barrera de 1 TFLPS. En noviembre
de ese mismo an˜o AMD presento FireStream 9270 [22], que supero´ a su versio´n anterior
alcanzando los 1,2 TFLOPS.
Finalmente en Junio de 2010 AMD presento´ FireStream 9350 [23], la que supondr´ıa la
u´ltima de la serie FireStream y que alcanzo´ 2,016 TFLOPS.
NVIDIA
En noviembre de 2006 NVIDIA presento´ al mercado la GPU GeForce 8800 GTX [24],
esta nueva arquitectura vino acompan˜ada de la presentacio´n de CUDA [4].
En junio de 2008 presentaron GeForce GTX 280 [25], que supuso un gran avance para
la compan˜´ıa ya que alcanzo´ los 933 GFLOPS. Se trataba de un procesador basado en PCI
Express con 1 GB de memoria GDDR3 para computacio´n con caracter´ısticas de proce-
samiento de alto rendimiento optimizado.
En marzo de 2010 presentaron GeForce GTX 480 [26] con 1028MB de memoria GDDR5
y que alcanzo los 1,34TFLOPS.
En Mayo de 2013 dieron a conocer GeForce GTX 780 [27], actualmente es la u´ltima
de las series GeForce GTX, cuenta con una capacidad de 3,9TFLOPS y 3GB de memoria
GDDR5.
2.2.2. APIs de programacio´n GPU
En los u´ltimos an˜os se han desarrollado diversas APIs de programacio´n para com-
putacio´n GPU, por un lado los fabricantes de GPUs han sacado soluciones espec´ıficas
para su arquitectura mientras que por otro lado nos encontramos con iniciativas como
la del grupo Khronos [28] para crear un lenguaje multiplataforma para el desarrollo de
aplicaciones que hagan uso de la GPU.
OpenCL
OpenCL esta´ compuesto por una interfaz de programacio´n de aplicaciones y un lengua-
je de programacio´n que, unidos, permiten desarrollar aplicaciones con paralelismo a nivel
de datos y de tareas que pueden ejecutarse tanto en la CPU como en la GPU. El lenguaje
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esta´ basado en C99, extendiendo su funcionalidad en algunos aspectos y limita´ndola en
otros.
Fue desarrollado inicialmente por Apple Inc. y refinado en colaboracio´n con los equipos
te´cnicos de AMD, IBM, Intel y Nvidia. Apple presento´ esta propuesta inicial al grupo
Khronos y el 16 de Junio de 2008 se creo´ el Khronos Compute Working Group [29] con
representantes de CPU, GPU, procesadores integrados y compan˜´ıas de software. Este
grupo trabajo´ durante cinco meses para terminar los detalles te´cnicos de la especificacio´n
de OpenCL 1.0 (18 de Noviembre de 2008). Esta especificacio´n te´cnica fue revisada por
los miembros de Khronos y aprobada para su publicacio´n el 8 de Diciembre de 2008 [30].
Actualmente la u´ltima especificacio´n te´cnica se encuentra en la revisio´n 19 y fue publicada
el 14 de Noviembre de 2012 [31].
CUDA
En Noviembre de 2006 NVIDIA introdujo CUDA, una plataforma de uso general de
ca´lculo paralelo y modelo de programacio´n que aprovecha el motor de ca´lculo paralelo
NVIDIA GPU para resolver problemas complejos de una forma ma´s eficiente que una
CPU.
El modelo de programacio´n paralela en CUDA esta´ disen˜ado para que suponga una
curva de aprendizaje baja para los programadores familiarizados con los lenguajes de pro-
gramacio´n esta´ndar como C. Las diferencias entre el lenguaje de programacio´n usado en
CUDA y C radican en que este ha sido usado como base pero ha sido extendido con al-
gunas funcionalidades, como pueden ser jerarqu´ıa de grupos de hilos y de memoria, y el
hacer uso de sincronizacio´n a nivel de bloques de hilos.
2.2.3. APIs de programacio´n CPU
OpenMP [32] es una API que nos permite an˜adir concurrencia a las aplicaciones
mediante paralelismo con memoria compartida. Se basa en la creacio´n de hilos de ejecucio´n
paralelos compartiendo las variables del proceso padre que los crea.
2.2.4. Trabajos relacionados
Ha habido diversas investigaciones que han intentado adaptar algoritmos de cadenas
coincidentes a las unidades de procesamiento gra´fico (GPU):
Huang et al. (2008) [16] En este trabajo se propone un algoritmo de coincidencias
de patro´n mu´ltiple para los sistemas de deteccio´n de intrusiones de red basado en
la GPU. A nivel de paralelismo se hace uso de la alta capacidad de co´mputo de la
GPU para inspeccionar el contenido del paquete en paralelo.
Wu et al. (2009) [33] En este trabajo se propone la idea de utilizar un filtrado previo
para reducir la carga de trabajo de los NIDS. El objetivo es el de disen˜ar un me´todo
de pre filtrado que haga uso del paralelismo de la GPU.
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Lin et al. (2010) [34] En este trabajo proponen conseguir una mejora de la velocidad
mediante el uso de un nuevo algoritmo de bu´squedas de cadenas que se beneficia del
paralelismo de la GPU.
Otros trabajos relacionados que combinan los NIDS y CUDA son:
Visialidis et al. (2008) [35] En este art´ıculo se presenta un sistema de deteccio´n de
intrusiones basado en el NIDS de co´digo abierto Snort que explota el poder computa-
cional de las tarjetas gra´ficas modernas para realizar en e´l la bu´squeda de patrones,
que es la parte ma´s costosa para la CPU, y as´ı incrementar el rendimiento gener-
al de procesamiento. Su prototipo, llamado Gnort, logra un rendimiento ma´ximo
de 2,3 Gbps utilizando trazas de red sinte´ticos, mientras que cuando las pruebas se
hicieron con trafico real supero a Snort por un factor de dos. Los resultados obtenidos
en este art´ıculo sugieren que las tarjetas gra´ficas modernas pueden ser utilizados efi-
cazmente para acelerar los sistemas de deteccio´n de intrusos, as´ı como otros sistemas
que involucran operaciones de coincidencia de patrones.
Visialidis et al. (2009) [36] En este trabajo se propone un motor de bu´squeda de
expresiones regulares para unidades de procesamiento gra´fico (GPU), ya que las
caracter´ısticas de estas permiten una bu´squeda eficiente de mu´ltiples entradas de
forma simulta´nea compara´ndolas contra un gran conjunto de expresiones regulares.
Visialidis et al. (2011) [37] En este art´ıculo se presenta una arquitectura de multi-
paralelismo de deteccio´n de intrusiones hecha para redes de alta velocidad. Para
hacer frente a las mayores necesidades de rendimiento de procesamiento, este sistema
paraleliza el procesamiento y ana´lisis de tra´fico de red mediante tres niveles: el uso
de tarjetas de red de mu´ltiples colas, el uso de mu´ltiples CPUs y el uso de mu´ltiples
GPUs. Este disen˜o evita el bloqueo, optimiza la transferencia de datos entre las
diferentes unidades de procesamiento, y acelera el procesamiento de datos mediante
la asignacio´n de diferentes operaciones a las unidades de procesamiento en funcio´n
de sus caracter´ısticas.
Nordhaug (2012) [38] La meta de este trabajo fue la de aprovechar la capacidad de
computo de las GPUs para acelerar sistemas de deteccio´n de intrusismo en redes
como Snort, y para ello se sirvieron de la tecnolog´ıa CUDA.
Hemos decidido emplear en el desarrollo CUDA ya que en funcio´n de los resultados de
los trabajos anteriormente expuestos y de que CUDA, al ser una API propia del fabricante
y, por lo tanto, haber recibido mucho ma´s apoyo para su correcto funcionamiento de
forma optimizada que las de co´digo libre, nos permitira´ obtener mejores rendimientos en
el apartado de concurrencia a nivel GPU. Por otro lado mantener el uso de OpenMP para
mejorar el rendimiento a nivel CPU continu´a siendo la mejor opcio´n.
2.3. Miner´ıa de datos en IDS y Correlacio´n de alertas
Actualmente los IDS producen una vasta informacio´n sobre las anomal´ıas que detec-
ta. Para poder estudiar estos datos es necesario clasificarlos y transformarlos en datos
que puedan ser usados posteriormente. El extenso desarrollo de la miner´ıa de datos que
dispone de una amplia variedad de algoritmos, extra´ıdo de los campos de la estad´ıstica,
reconocimiento de patrones, aprendizaje automa´tico, y base de datos ha motivado su uso
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en la investigacio´n.
En el campo de la seguridad se ha usado extensamente te´cnica de miner´ıa de datos
para todo tipo de usos a lo largo de la historia. A continuacio´n se describira´ las distintas
te´cnicas de miner´ıa de datos usadas en los sistemas de deteccio´n de anomal´ıas.
Dependiendo de las funciones de los algoritmos de miner´ıa de datos se puede resumir
en estos modelos [39] :
Figura 2.3: Clasificacio´n de te´cnicas de miner´ıa de datos
Clasificacio´n: Etiqueta un caso entre varias clases o categor´ıas predefinidas. Los
sistemas de clasificacio´n se generan a trave´s de un amplio abanico de algoritmos.
Se puede dividir en tres tipos de algoritmo: Por un lado tenemos extensiones de
discriminacio´n lineal (como perceptro´n multicapa, discriminacio´n lo´gica), otro tipo
son a´rboles de decisio´n y me´todos basados en reglas (como C4.5, AQ, CART), y el
u´ltimo son los estimadores de densidad (Na¨ıve Bayes, k-nearest neighbor, LVQ).
Regresio´n: Donde se busca un modelo el cual pueda predecir un conjunto de valores
para una determinada variable.
Clustering: Trata de clasificar los datos en grupos o clases usando los rasgos de
los datos con unos patrones comunes. Se busca agrupaciones de los datos usando
medidas de similitud, densidad de probabilidad o distancia.
Resumen: Determina de la informacio´n que dispone cada una de las subdivisiones
del conjunto de datos de entrada.
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Modelado de dependencias: relaciona las dependencias ma´s relevantes entre las vari-
ables de una base de datos, para ello se pueden usar ciertas dependencias especificas
de una variable local, una variable cuantitativa.
Ana´lisis de conexiones: determina las relaciones o v´ınculos entre campos de la base de
datos. Cuya finalidad es el de encontrar las correlaciones entre campos satisfaciendo
el umbral de confianza.
Ana´lisis de secuencias: El objetivo es modelar los estados del proceso generando la
secuencia, o extraer y describir desviaciones y tendencias sobre el tiempo.
2.3.1. Miner´ıa de datos en IDS
A lo largo de la historia, desde la creacio´n de los IDS se han usado numerosas te´cnicas
de miner´ıa de datos desde Wenkee Lee y Sal Stolfo [40] en 1998 hasta ahora. Normal-
mente estos modelos se dividen principalmente en algoritmos de clasificacio´n (aprendizaje
supervisado) y clustering (no supervisado), aunque tambie´n se han encontrado te´cnicas
diferentes que mencionaremos ma´s adelante.
Uno de los rasgos ma´s transcendentales en la miner´ıa de datos es el paradigma de
aprendizaje de los sistemas. Por una parte tenemos el aprendizaje supervisado, en el cual
se utilizan estimaciones basadas en un conjunto previo de entrenamiento, del cual se sabe
la clase a la que pertenece. Esta estimacio´n se obtiene a trave´s del uso de varios algoritmos
sobre un conjunto de registros de ataque. Por otra parte el aprendizaje no supervisado,
tambie´n conocido como clustering o agrupacio´n. Para el disen˜o de estos sistemas se debe
partir de un conjunto de patrones de entrenamiento de los que no conocemos su etiqueta
de clase. Estos algoritmos se usan en situaciones de falta de conocimiento experto o cuando
el etiquetado es totalmente impracticable. Aunque tambie´n se puede encontrar te´cnica de
aprendizaje automa´tico que usan ambos aprendizajes (redes bayesianas, redes neuronales,
..).
A continuacio´n abordaremos las te´cnicas usadas segu´n el algoritmo usado en el campo
de la deteccio´n de intrusiones:
Induccio´n de reglas
Esta te´cnica para poder encontrar patrones secuenciales temporales en una secuencia
de eventos. As´ı el sistema Time-based Inductive Machine (TIM), se descubr´ıan los pa-
trones que se encontraban en las anomal´ıas del sistema. Por otra parte se ha usado a lo
largo de la historia el algoritmo RIPPER es una aplicacio´n usada para el aprendizaje o
induccio´n de conjuntos de reglas sobre un conjunto de datos el cual se ha etiquetado con
anterioridad. Aunque para datos con gran cantidad de ruido hay algoritmos mejores como
han demostrado los arboles de decisio´n c4.5, a dema´s que genera reglas ma´s sencillas de
entender.
Uno de los trabajos ma´s relevantes en la historia de los IDS fueron Lee y Stolfo [40]
que propusieron el uso de RIPPER para la deteccio´n de anomal´ıas las cuales generaba
reglas automa´ticamente.
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A´rboles de decisio´n
Los a´rboles de decisio´n son un modelo que dada una base de datos construyen diagra-
mas de construccio´n lo´gica, son muy similares a sistemas basados en reglas.
Otro trabajo fue Levin [41] que con la ayuda de la herramienta Kernel Miner desar-
rollo un conjunto de a´rboles de decisio´n de do´nde se seleccionaban los ma´s o´ptimos para
definir las clases. Por otra parte se han propuesto usar arboles de decisio´n ID3 y algorit-
mos gene´ticos para la creacio´n automa´tica de reglas, con el objetivo el etiquetado de las
conexiones y usar las reglas a trave´s de un sistema experto.
Por otra parte una propuesta diferente ser´ıa la de crear un marco de dos etapas: uno de
ellos basado en el aprendizaje de un modelo basado en reglas (PNrule) y otro desarrollado
para aprender modelos de clasificadores en un conjunto de datos con distribuciones de
clases muy distintas en el conjunto de entrenamiento.
Otro me´todo es el basado en firmas de ataques como el que propone Nong [42] para
aprendizaje en los a´rboles de decisio´n. Ma´s adelante hizo pruebas con los algoritmos
CHAID y GINI, a trave´s de la herramienta Answer Tree. Obtuvieron resultados satisfac-
torios que nos indicaban que los arboles de decisio´n deben poder realizar un aprendizaje
incremental pero asequibles y escalables para vastas cantidades de datos.
Al igual que anteriores trabajos, se podr´ıa usar la generacio´n de firmas de ataques de
forma automa´tica en la bu´squeda de anomal´ıas en el tra´fico con la finalidad de descubrir
patrones y firmas de ataques. Para ello implementar´ıa con Signature A priori, reglas de
asociacio´n y el algoritmo de a´rboles de decisio´n ID3, obteniendo una mejora de la eficiencia
y la precisio´n en el descubrimiento de firmas.
Redes Neuronales
Las redes neuronales son sistemas basados en el aprendizaje y procesamiento au-
toma´tico, en el campo de la deteccio´n de intrusiones, proporcionan una alternativa flexible
frente a los cambios que da el entorno, adema´s de hacer frente a la bu´squeda de ataques
conocidos.
Uno de los primeros sistemas fue el de Debar y Dorizzi [43] usaron las redes neuronales
para predecir el siguiente comando, basa´ndose en un conjunto de comandos anteriores. El
sistema de aprendizaje esta´ implementado para que la salida que produce la tome para
la siguiente iteracio´n. En su trabajo tiene como objetivo identificar los datos que no se
asemejan al uso leg´ıtimo del usuario.
Despue´s Cansian et al.[44] desarrollaron un Sistema adaptativo de deteccio´n de intru-
siones en el que obten´ıan patrones en el comportamiento ano´malo usando redes neuronales.
Para terminar Ramadas et al. [45] desarrollo un sistema de deteccio´n de anomal´ıas de
red en el que se usaba un ana´lisis estad´ıstico para la deteccio´n de amenazas en vez los
mapas autoorganizativos.
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Algoritmos Gene´ticos
Los algoritmos gene´ticos son me´todos adaptativos para la resolucio´n de problemas de
bu´squeda y optimizacio´n, los cuales esta´n basados en el proceso gene´tico de los organismos
vivos. En los sistemas de intrusiones se usa para optimizar el uso de caracter´ısticas de los
subconjuntos, haciendo los sistemas ma´s precisos.
Uno de los primeros trabajos fueron los de Ludovic [46] que propuso este tipo de algo-
ritmos para la bu´squeda de posibles rastros de ataques. Ma´s adelante presento su tesis y
finalmente su proyecto utilizo´ un algoritmo gene´tico para la bu´squeda de ataques conoci-
dos.
Los agentes son sistemas auto´nomos que realizan tareas en un entorno complejo y
dina´mico, se construyen a trave´s de la programacio´n gene´tica y de una serie de funciones
de los cuales disponen informacio´n de todo tipo.
Tambie´n se han usados sistemas h´ıbridos de algoritmos gene´tico y arboles de decisio´n
para la creacio´n automa´tica de reglas, donde la red y su comportamiento se traducen en
reglas que puedan ser usadas como cromosoma de una poblacio´n. De esta manera las reglas
pueden ser usadas como base del conocimiento.
Por otra parte Helmer et al. [47] decidieron usar un conjunto de caracter´ısticas y aplicar
el algoritmo gene´tico sobre estas para seleccionarlas y as´ı reducir el nu´mero de caracter´ısti-
cas que se necesitan para la deteccio´n. Usando un clasificador de conexiones de red Li para
distinguir entre el uso legitimo y normal, el algoritmo gene´tico evolucionaba para generar
un conjunto de nuevas reglas para el sistema de deteccio´n de intrusiones.
Clasificadores Bayesianos
Los clasificadores bayesianos se basan en los principios estad´ısticos y fundamentados
por el teorema de Bayes para definir las clasificaciones probabil´ısticas. Estos sistemas han
demostrado ser una herramienta muy u´til en los sistemas de deteccio´n de anomal´ıas en
modelos de decisio´n.
Naive Bayes es un tipo de redes bayesianas que clasifica en un conjunto finito de clases
uno conjunto de datos de entrada.
Uno de los primeros trabajos aplicando redes bayesianas propon´ıa el uso de las redes con
probabilidad condicional para ayudar al IDS. Una de la investigaciones ma´s importantes
fueron las de Valdes y Skinner [48] en su IDS EMERALD usaban las redes Bayesianas
para el ana´lisis de explosiones de tra´fico.
Por otra parte, uno de los sistemas ma´s interesantes aplicando redes bayesiana es en el
cual se usa estimadores pseudo-Bayes para mejorar la precisio´n de su sistema de anomal´ıas,
tambie´n se hace uso de las reglas de asociacio´n permitiendo reconocer los tipos de ataques
en los cuales se habr´ıa entrenado previamente. Para clasificar los ataques se usar´ıa naive
Bayes donde los etiqueta como ataques nuevos, conocidos o normales.
Ma´s adelante, se usaron las redes Bayesianas para determinar los eventos segu´n la
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informacio´n que emit´ıan los diferentes modelos usados para la deteccio´n de anomal´ıas.
Sistemas Inmunes Artificiales
Los sistemas Inmunes Artificiales presentan una interesante te´cnica basada en los con-
ceptos inmunolo´gicos. Ellos definen el conjunto de conexiones de lo normal tra´fico como
el ‘yo’, a continuacio´n, generar un gran nu´mero de ‘no-yo’. De esta manera el organismo
trata de asegurar que los mecanismos de defensa que activen el sistema se enfoque contra
los ataques.
Los sistemas inmunolo´gicos permiten la deteccio´n distribuida y es una deteccio´n prob-
abil´ıstica, a dema´s de entiempo real pudiendo reconocer cualquier tipo de anomal´ıa. Al
principio se usaban el modelo de seleccio´n negativa en la bu´squeda de amenazas e ficheros.
Dos an˜os ma´s tarde Forrest et al. [49] desarrollo su trabajo de deteccio´n de intrusio´n a
partir de las llamadas a los procesos UNIX. A partir de estos trabajos se desarrollaron tra-
bajos para mejorar su sistema de deteccio´n de anomal´ıas. En estos trabajos monitorizaban
los rastros de llamadas al sistema y los comparaba con los datos de los que dispon´ıa alma-
cenado de comportamiento normal de datos creado en el periodo de entrenamiento. Esto
permit´ıa al sistema detectar cualquier desviacio´n del comportamiento normal y tratarla,
para probarlo monto´ una red local y los detectores monitorizaban los paquetes TCP.
Por otro lado, se desarrollaron un sistema similar al de Forrest, Hofmeyr et al.[49]
pero con un alfabeto mayor, cadenas diferentes y distintos umbrales. Al final concluyeron
la imposibilidad del uso de este sistema para IDS, ma´s adelante propusieron el uso de
la seleccio´n clonal en vez de la negativa. Otra propuesta ser´ıa centrase en el ana´lisis de
las caracter´ısticas que se seleccionan para su sistema y estuvieron comparando los dos
sistemas anteriormente mencionado.
Tambie´n usaron sistemas con seleccio´n negativa Dasgupta y Gonza´lez [50] para la detec-
cio´n de intrusiones, usaron los datos de DARPA de los laboratorios Lincoln y contrastaron
el uso de seleccio´n positiva y negativa, concluyendo el correcto uso de la seleccio´n negativa.
Finalmente Gonza´lez et al. [50] usando una variante de la seleccio´n negativa llamada la
seleccio´n negativa de valor real y al an˜o siguiente usaron muestras positivas para generar
las negativas las cuales se usaban para su algoritmo de clasificacio´n.
Modelos de Markov
Los modelos de Markov son un modelo estad´ıstico en el que el tipo de aprendizaje
esta´ basado en secuencias. Se pueden distinguir, entre otros, las cadenas de Markov y los
modelos ocultos de Markov (HMM o´ Hidden Markov Models). El objetivo es determinar
los para´metros desconocidos a partir de los para´metros observables.
Inicialmente fueron propuestas por Nassehi [51] para la deteccio´n de anomal´ıas, con-
struyendo su cadena de Markov de taman˜o unitario. Un an˜o ma´s tarde se propondr´ıa un
sistema en el que se basaba en el modelo oculto de Markov para crear los perfiles de usuario.
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k-means
K-means es un me´todo agrupacio´n que tiene como objetivo la particio´n en k grupos,
este me´todo crea una particio´n y se va iterando sobre esta hasta que se satisface el criterio
de parada.
Los primeros en usar estas te´cnicas fue Portnoy et al. [52] , para ello agruparon los
datos de comportamiento normales y de amenazas. Utilizaron una modificacio´n de k-means
y etiquetaban los grupos generados heur´ısticamente como ataques o uso leg´ıtimo.
k-NN- Vecino ma´s cercano
El me´todo k-NN vecino ma´s cercano es un algoritmo para la clasificacio´n supervisada
que utiliza el aprendizaje basado en instancias. En este tipo de te´cnicas se almacenan los
datos de entrenamiento y cuando aparece un nuevo objeto se busca el de mayor similitud
para etiquetarlo. Para este tipo de te´cnica se pueden usar varios algoritmos ya sean basa-
dos en la distancia o en la densidad.
En el sistema de deteccio´n de intrusiones se han propuesto la utilizacio´n de la Shell de
Unix para su IBL (Instase Based Learning). Tambie´n se ha usado este tipo de clasificadores
los trabajos de Chan [53] y otras te´cnicas basadas tambie´n en la distancia obteniendo re-
sultados prometedores.
Otra forma donde se puede usar este tipo de te´cnicas es usando la funcio´n de densi-
dad para la deteccio´n de las anomal´ıas en red, siendo muy similar me´todo K-NN. Para
terminar, se han propuestos trabajos que a trave´s del me´todo del vecino ma´s cercano com-
partido, ha permitido una mayor flexibilidad en agrupaciones con mucho ruido.
Support Vector Machine
La te´cnica de Support Vector Machine (SVM) se basa en el aprendizaje supervisado,
donde dado un conjunto de objetos de entrenamiento, podemos clasificar las clases y en-
trenar una SVM para construir un modelo que prediga la clase de un nuevo objeto. Uno
de los primeros trabajos que se basan en este tipo de te´cnicas utilizo´ SVM mu´ltiple tanto
para la deteccio´n de anomal´ıas como para la identificacio´n de ataques.
Finalmente Mukkamal et al. [54] usaron varios SVM para la identificacio´n del tra´fico
leg´ıtimo y el resto de ataques obteniendo buenos resultados, ma´s adelante propone el uso
conjunto de SVM y redes neuronales.
Reglas de asociacio´n
Las reglas de asociacio´n se han utilizado extensamente en los sistemas de deteccio´n de
intrusiones. Tiene como finalidad la agrupacio´n de un conjunto de datos respecto a una
serie de varias caracter´ısticas, esto permite encontrar relaciones internas entre los datos
de una misma conexio´n.
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Uno de los trabajos ma´s relevantes fue el de Lee y Stolfo[41] que usaban reglas de
asociacio´n para calcular un conjunto de patrones de episodios frecuentes. En el proyecto
ADAM explicado con anterioridad usaban esta te´cnica para la deteccio´n de anomal´ıas y
luego clasificarlas en reglas de instancias normales o ano´malas. Ma´s adelante, usara´n para
la deteccio´n de anomal´ıas reglas de asociacio´n y episodios frecuentes.
Lo´gica Fuzzy
La lo´gica difusa o borrosa, tambie´n conocida como lo´gica difusa, es una lo´gica que nos
permite procesar datos inciertos. Al contrario que la lo´gica booleana que sigue el principio
bivalente o binario en el que la lo´gica solo permite dos estados posibles (verdadero y falso),
la lo´gica difusa consigue tener infinitas degradaciones entre el valor verdadero y falso.
Esta te´cnica es una de las ma´s indicadas para ser usadas por los sistemas de deteccio´n
de intrusos ya que permite gran cantidad de caracter´ısticas cuantitativas y adema´s pode-
mos definir un intervalo para indicar un valor.
Uno de los primeros trabajos en la seguridad informa´tica que utilizaba esta te´cnica
implemento´ un prototipo de IDS el cual detectaba no solo anomal´ıas usando lo´gica fuzzy,
tambie´n utilizo´ el uso indebido a trave´s de te´cnicas tradicionales de sistemas expertos
basados en reglas.
Los trabajos de Dipankar dieron resultados muy interesantes usando las te´cnicas de
lo´gica fuzzy en [55] propon´ıa un algoritmo gene´tico para la creacio´n de reglas fuzzy, para
ello usaban los datos DARPA y demostraron tener buenos resultados al distinguir entre
el tra´fico normal y ano´malo.
Tambie´n se puede hacer uso de la lo´gica difusa para el motor de razonamiento de los
IDS, obteniendo una mejora notable en la velocidad y en los costes de la deteccio´n. Por
otra parte una propuesta interesante que se hizo fue la de bajar la cantidad de falsos
positivos a trave´s de sistemas fuzzy usando la informacio´n de varios IDS. Otra forma de
usar la lo´gica difusa es utilizar el aprendizaje las redes neuronales y la lo´gica difusa para
la deteccio´n de intrusiones basando en los patrones de ataque.
En el 2004, se empezaron a usar una matriz de semejanza fuzzy a trave´s de las conex-
iones de red para su posterior agrupacio´n. Por u´ltimo, Guan et al. [56] tambie´n usaron
la lo´gica difusa para la definicio´n de comportamiento leg´ıtimo y ano´malo muy similar a
trabajos previos.
2.3.2. Miner´ıa de datos en la correlacio´n de alertas
La correlacio´n de alertas es uno de los temas ma´s relevantes hoy en d´ıa, ya que actual-
mente se dispone de un gran abanico de sistemas deteccio´n de intrusiones y estos a su vez
generan una enorme cantidad de alertas. Por lo tanto, se hace necesario reducir la tasa
de falsos positivos y clasificarlos para poder agruparlo, y as´ı ayudar al operador para que
pueda tomar las medidas que tome oportunas.
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Muchos de los trabajos de correlacio´n se centran en juntar las salidas de los mu´ltiples
sensores en una u´nica salida y as´ı poder agruparlas para disminuir el nu´mero de falsos
positivos en las alertas.
Uno de los primeros trabajos fueron los de Ye et al.[57] donde usaban varios IDS para
analizar los mismos datos, en su sistema propon´ıan el uso de la teor´ıa de Dempster-Shafer
para correlacionar las salidas que produce los IDS y luego agrupar los resultados a trave´s
de un sistema de redes Bayesianas.
Un an˜o ma´s tarde, Manganaris et al. [58] buscaban obtener los datos del compor-
tamiento normal de las alarmas a trave´s del uso de los distintos sensores. Aunque ese
mismo an˜o tambie´n se propuso un sistema de fusio´n de datos basados en varios sniffers
distribuidos, ficheros logs, perfiles de usuario y ma´s informacio´n del sistema.
Basa´ndose en el uso de escenarios Dain y Cunninghan [59], en el cual usando miner´ıa de
datos defin´ıan la probabilidad de permeancia a cada uno de los escenario. Tambie´n usaron
escenario Valdes y Skinner [60], que desarrollaron trabajos de correlacio´n y creacio´n de
escenarios a partir de detectores probabil´ısticos en su IDS. Un an˜o ma´s tarde en proponen
una correlacio´n de alertas que se obtienen de IDS, servicios de autentificacio´n y software
antivirus y agregacio´n basada en caracter´ısticas comunes. Este u´ltimo sistema dispone de
una amplia similitud al que nosotros proponemos.
Siguiendo el estilo de los sistemas de correlacio´n Debar y Wespi [61] tambie´n usaron
un algoritmo para la correlacio´n y agregacio´n de alertas. Primero correlacionaba eventos
en funcio´n de unas reglas preestablecidas y despue´s se agrupaban para poder averiguar las
intenciones del atacante.
En el mismo an˜o Svensson et al. [62] propone en su trabajo un estudio de las alertas a
trave´s de redes neuronales, lo´gica fuzzy y lo´gica subjetiva, para ello obten´ıa la informacio´n
de los sensores, de manera que solo se emit´ıa juicios positivo o negativos de los datos.
En 2002, Ning y Xu [63] presento´ un estudio experimental para adaptar las estructuras
principales ı´ndices de memoria y mejoro´ las consultas a la base de datos para mejorar el
ana´lisis de las alertas. Tres te´cnicas se presentaron: estructura de hyper-alert, un ı´ndice
de dos niveles, y ordenar la correlacio´n.
Por otra parte, Cuppens et al. [64] ha sugerido tratar las amenazas como intentos de
violacio´n de seguridad, en la correlacio´n de los objetivos de los ataques. Ning en [65] estu-
dio como averiguar las estrategias de las alertas y medir su semejanza entre las secuencias
de los ataques. Otra propuesta es el uso de los escenarios de ataque da´ndole un peso a
cada uno de ellos y as´ı mejorar el estudio sobre los escenarios.
Para el problema de los falsos positivos se ha propuesto el uso de miner´ıa de datos
para agruparlos. Inicialmente intentaban identificarlos buscando el origen que los provoca
para su futura eliminacio´n, los resultados fueron positivos ya que consiguio´ reducir dra´sti-
camente la tasa de falsos positivos. Por otra parte se han desarrollado trabajos donde se
propon´ıa para el sistema de correlacio´n de alertas uso de logs. Siendo posible dos modelos;
uno de ellos analizaba el ataque para inferir su log y el segundo usa varios log para inferir
las instancias del ataque. Despue´s se correlacionan con a´rboles de decisio´n con otros logs.
2.3. Miner´ıa de datos en IDS y Correlacio´n de alertas 29
Un an˜o ma´s tarde, Noel et al. [66] propuso grafos de ataques basados en asociacio´n
para correlacionar las intrusiones. En 2006 se propuso el uso de las estrategias de ataque
y mediante te´cnicas probabilistas para el disen˜o del sistema de correlacio´n.
Finalmente, Sadoddin y Ghorbani [67] en 2008 propuso un sistema de correlacio´n en
tiempo real compuesto por dos partes, una parte de agregacio´n de alertas para los pa-
trones estructurado y otra de miner´ıa para patrones frecuentes, en el cual nos fijamos para
el desarrollo de nuestro sistema.
Actualmente no se disponen de trabajos de correlacio´n relevantes ya que la tenden-
cia actual en los sistemas de deteccio´n de intrusiones es el uso de sistemas distribuido y
soft computing, en el cual los sistemas tratan de aprender y razonar en un entorno de
incertidumbre e imprecisio´n. Estas te´cnicas abarcan una gran cantidad de metodolog´ıas
(lo´gica fuzzy, sistemas inmunes artificiales, . . . ) los cuales trabajan de forma conjunta y
cooperativa. Pero nosotros no hemos enfocado nuestra propuesta a sistemas distribuidos.
2.3.3. Lo´gica Fuzzy
La lo´gica difusa como hemos mencionado anteriormente nos permite el uso de varios
estados. Por tanto, deber´ıamos hablar de lo´gicas difusas en plural, ya que estas son es-
encialmente lo´gicas multivaluadas (admiten varios valores de verdad) que extienden a las
lo´gicas cla´sicas.
En un conjunto difuso, tambie´n observamos una funcio´n que asocia a cada objeto del
universo un valor, pero esta vez comprendido entre el intervalo [0,1] segu´n el grado de
pertenencia del objeto al conjunto difuso. Las principales operaciones realizadas son:
Fuzzification: Traduccio´n de los valores del mundo real a valores difusos.
Evaluacio´n de reglas: Determinacio´n de la fuerza de las reglas basadas en los valores
de entrada y las reglas.
Defazzification: Traducir de vuelta los resultados difusos a valores del mundo real.
Aplicaciones de la lo´gica difusa
Principalmente la lo´gica difusa esta´ enfocada a la toma de decisiones cuando existen
datos o conocimientos inciertos. Por otro lado, tambie´n es usada en el reconocimiento
de patrones ambiguos o como un componente de sistemas expertos difusos. Ser la que se
utilizara´ en este trabajo como clasificador de ataques y par del grado de pertenec´ıa de
patrones en un intervalo de valores dado.
Predicados borrosos
Los predicado borrosos son un conjunto de reglas que dividen un objeto en diferentes
conjuntos borrosos, pero hay predicados que al aplicarlos a los elementos de un universo,
no lo dividen perfectamente en dos subconjuntos, el de los que cumplen dicho predicado y
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el de los que no lo cumplen. A este tipo de predicados se les denomina predicados borrosos
o fuzzy.
El conjunto de los diferentes predicados nos definen el sistema difuso, donde cada uno
de los predicados esta´ formados por las funciones de pertenencia.
Funciones de pertenencia
La funcio´n de pertenencia de un conjunto nos indica el grado en que cada elemento de
un universo dado, pertenece a dicho conjunto. Es decir, la funcio´n de pertenencia de un
conjunto A sobre un universo X sera´ de la forma: µA:X → [0,1], donde µA(x) = r si r es
el grado en que x pertenece a A.
Si el conjunto es n´ıtido, su funcio´n de pertenencia o funcio´n caracter´ıstica tomara´ los val-
ores en (0,1), mientras que si es borroso, los tomara´ en el intervalo [0,1]. Si µA(x) = 0
el elemento no pertenece al conjunto, si µA(x) = 1 el elemento s´ı pertenece totalmente
al conjunto. Las funciones de pertenencia son una forma de representar gra´ficamente un
conjunto borroso sobre un universo. Las ma´s relevantes son:
1. Funcio´n Triangular Definida mediante el l´ımite inferior a, el superior b y el valor
modal m, tal que a < m < b. La funcio´n no tiene porque´ ser sime´trica.
Figura 2.4: Funcio´n Triangular
2. Funcio´n Trapezoidal Definida por sus l´ımites inferior a, superior d, y los l´ımites de
soporte inferior b y superior c, tal que a < b < c < d. En este caso, si los valores de
b y c son iguales, se obtiene una funcio´n triangular.
3. Funcio´n Gamma Definida por su l´ımite inferior a y el valor k > 0. Esta funcio´n se
caracteriza por un ra´pido crecimiento a partir de a; cuanto mayor es el valor de k,
el crecimiento es ma´s ra´pido. Nunca toma el valor µA(x) = 1, aunque tienen una
as´ıntota horizontal en dicho valor.
Operaciones con conjuntos borrosos
Para la definicio´n de los predicados borrosos se puede utilizar las distintas operaciones
lo´gicas entre los conjuntos borrosos, a trave´s de cada una de las funciones de pertenencia.
Las ma´s conocidas son:
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Figura 2.5: Funcio´n Trapezoidal
Figura 2.6: Funcio´n Gamma
Interseccio´n de conjuntos: El primer problema que nos planteamos es la obtencio´n
de la interseccio´n de dos conjuntos borrosos. En el que dado dos subconjuntos P y
Q, un elemento x pertenece a la interseccio´n P∪Q, si y so´lo si x pertenece a P y x
pertenece a Q.
Unio´n de conjuntos: Permite la unio´n de varios conjuntos borroso. En el que dado
dos subconjuntos P y Q, un elemento x pertenece a la unio´n de P∩Q, si y so´lo si x
pertenece a P o´ x pertenece a Q.
Complemento de un conjunto: Finalmente, se puede realizar operacio´n del comple-
mento de un conjunto. Dado el subconjunto P, un elemento x pertenece al comple-
mento Pc, si y so´lo si dicho elemento x no pertenece a P.
2.3.4. Trabajos relacionados
Taxonomı´a de ataques
Una parte importante en la correlacio´n de alertas es el tipo de clasificacio´n en la cual
se va a estructurar el sistema propuesto. Para ello es necesario categorizar los ataques e
intrusiones.
Los primeros trabajos de clasificacio´n en seguridad trataban de catalogar las debili-
dades de los sistemas informa´ticos y las vulnerabilidades funcionales, donde se clasificaban
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y describieron unos 3000 tipos de ataques los cuales quedaban divididos en unas nueve
categor´ıas.
Kendall [68] desarrollo una base de datos de ataques, que mas tarde se encontraran
en DARPA. Este sistema se defina en cuatro grupos segu´n el tipo de ataque; denegacio´n
de servicio (DoS), exploracio´n, R2L (Remote to Local, acceso a sitios sin permiso) y U2R
(User to Root, el atacante dispone de cuenta e intenta atacar las vulnerabilidades).
En 2011 Hunt y Slay [69] presentaron un trabajo donde clasificaban los ataques en
funcio´n de varias categor´ıas; el sistema y la red, tipo de ataque, te´cnica de ataque y las
tecnolog´ıas de proteccio´n.
Finalmente, una de las taxonomı´as completas que se puede encontrar es la que presenta
el trabajo AVOIDIT [70], la que presentas distintas clasificaciones en funcio´n de (Vector
de ataque, Impacto Operacional, Defensa, Impacto de la Informacio´n y objetivo). Una de
las ma´s completas y por la que al final nos decantamos fue la taxonomı´a en funcio´n del
impacto operacional.
Figura 2.7: Clasificacio´n de los ataques
La clasificacio´n en funcio´n del impacto operacional, es decir consiste en catalogar los
ataques segu´n las consecuencias que estos ataques pueden provocar al usuario. A contin-
uacio´n exponemos los grupos en los que vamos a dividir cada categor´ıa de ataque.
Uso indebido de recursos
Usuario comprometido
Root comprometido
Web comprometido
Malware: (Virus, Spyware, Trojan y Worms)
Denegacio´n de servicio (Red, Host y Distribuido)
Cap´ıtulo 3
Sistema concurrente de deteccio´n
de intrusiones con correlacio´n de
alertas en entornos distribuidos
El sistema que se propone en el presente documento busca dotar a una infraestructura
de computacio´n distribuida, en concreto de computacio´n en la nube de una mayor seguri-
dad y proteccio´n ante amenazas. Con este objetivo, en el presente cap´ıtulo se clasifica las
distintas adaptaciones en tres grupos: propuestas de adaptacio´n, paralelizacio´n del proce-
samiento del NIDS para aumentar su velocidad, y tratamiento de las alertas generadas.
En el punto 3.1 se trata la definicio´n de un escenario de pruebas, as´ı como los lugares
propuestos de despliegue para esta herramienta y se definen las amenazas contra las que
debera´ estar mejor entrenada. En el punto 3.2 se vera´n diferentes propuestas y pruebas
para aumentar la velocidad de proceso de los paquetes de red basadas en aprovechar la
paralelizacio´n tanto de la CPU como de la GPU. En el punto 3.3 se vera´ co´mo agrupar las
alertas generadas para simplificar la tarea de evaluarlas, y tambie´n servira´ como me´todo
para reducir la tasa de falsos positivos del sistema.
3.1. Propuestas de adaptacio´n de un NIDS a entornos dis-
tribuidos
Ya se han definido las caracter´ısticas de la computacio´n distribuida y de la computacio´n
en la nube. Tambie´n se ha estudiado el crecimiento que ha tenido la computacio´n en la
nube y el crecimiento previsto. Se han enumerado las muchas ventajas que supone adoptar
esta tecnolog´ıa. As´ı mismo y debido a la novedad de dicha tecnolog´ıa se han expuesto las
vulnerabilidades a tener en cuenta segu´n la Cloud Security Alliance. Visto el crecimiento
de esta tecnolog´ıa y las carencias que presenta en cuanto a la seguridad, se ha decidido
lanzar una propuesta para an˜adir seguridad por medio de la adaptacio´n de un NIDS exis-
tente. El NIDS que se va a adaptar es SDARP[5], que como se ha descrito anteriormente
esta´ basado en SNORT, an˜adiendo deteccio´n por anomal´ıas del tra´fico, analizando la carga
u´til de los paquetes de red.
Se procede a definir que´ cambios mejorar´ıan el comportamiento de los NIDS en entornos
distribuidos, ma´s concretamente en un entorno de computacio´n en la nube. Las propuestas
de adaptacio´n se han clasificado en varios grupos:
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Lugares de despliegue del NIDS en la topolog´ıa de la infraestructura de computacio´n
en la nube
En este punto se definira´ en que´ nodos f´ısicos del escenario sera´ desplegado el NIDS,
razonando los motivos de cada decisio´n. Para ello se definira´n varios escenarios posi-
bles y se vera´ si la misma propuesta se ajusta igual de bien a cada uno de ellos. Los
lugares elegidos debera´n cumplir varios requisitos, como permitir la escalabilidad del
sistema, es decir, garantizar que no se penalizara´ el rendimiento de la infraestructura
al escalar, y proteger adecuadamente los puntos ma´s sensibles a las amenazas.
Entrenamiento espec´ıfico
La propuesta, que consiste en desplegar varias instancias del NIDS por distintos pun-
tos del escenario. Cada una de las instancias requerira´ un entrenamiento espec´ıfico
orientado a detectar los posibles ataques ante los que esa parte de la arquitectura sea
ma´s vulnerable. La configuracio´n de SDARP requiere de una etapa de entrenamien-
to, la cual nos permite perfilar el tra´fico normal del sistema as´ı como el ano´malo para
detectar los ataques con los cuales lo entrenemos. Para decidir las caracter´ısticas de
este entrenamiento se ha tenido muy en cuenta lo expuesto en el cap´ıtulo 2, de esta-
do del arte, en las partes de riesgos de seguridad, y a la parte de trabajos relacionados.
Aumento de la velocidad de proceso de paquetes de red
Dadas las caracter´ısticas de este paradigma de computacio´n se requiere una mayor
capacidad de proceso de paquetes que en una red local. Segu´n la configuracio´n del
NIDS, e´ste puede estar analizando copias del tra´fico de red (en tiempo real o no,
para analizar si ha habido intrusiones) o el propio tra´fico. En caso de que el ana´lisis
sea en tiempo real, una falta de velocidad provocar´ıa o ralentizar la velocidad del
tra´fico de la red o dejar de monitorizar los paquetes que el NIDS no sea capaz de
controlar. Esta propuesta se expone en el punto 3.2 del presente documento dada
su extensio´n. En dicho punto se prueban varias alternativas de paralelizacio´n mixta
entre la CPU y la GPU.
Facilitar el tratamiento de las alertas generadas
Ya ha sido comentado anteriormente que una de las caracter´ısticas de los entornos
distribuidos es que pueden escalar fa´cilmente, y que esta´n ma´s expuestos a amenazas.
Debido al gran taman˜o que pueden tener y a este riesgo an˜adido, es de suponer que
el nu´mero de alertas crezca bastante. Ser´ıa de gran ayuda poder tratar estas alertas
de manera que se pudieran priorizar las ma´s urgentes y agruparlas para reducir su
nu´mero. Los estudios en este campo son tratados ampliamente por separado en el
punto 3.3 de este documento.
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3.1.1. Escenarios
A la hora de hacer pruebas se contemplan arquitecturas pequen˜as, de pocos nodos,
suficientes para validar esta propuesta. Pero tambie´n se vera´ en este apartado escenarios
con ma´s nodos f´ısicos para ver co´mo se distribuyen los servicios del orquestador (el sis-
tema que capacitara´ a las ma´quinas para ofrecer las funciones de una infraestructura de
computacio´n en la nube) sobre dichos nodos. Estas arquitecturas mayores servira´n para
validar en futuros trabajos uno de los requisitos que deber´ıa tener un NIDS que se quiere
adaptar a una infraestructura de computacio´n en la nube, que es el de no perjudicar el
rendimiento del sistema al escalar e´ste. Pero de momento servira´ para dar las explicaciones
de por que´ se conf´ıa en el cumplimiento de los requisitos de esta propuesta en estas in-
fraestructuras con mayor nu´mero de nodos.
Tambie´n se definira´ en este apartado el sistema software con el que se dotara´ a la in-
fraestructura de las capacidades de ofrecer servicios de computacio´n en la nube, llamado
orquestador o sistema operativo de computacio´n en la nube. De los expuestos anterior-
mente en el estado del arte hemos elegido OpenStack [71]. La decisio´n se ha tomado por
varios motivos. El primero es que es software libre, distribuido bajo la licencia Apache 2.0.
Bajo esta licencia, su intencio´n es crear esta´ndares en este campo para que se pierda el
miedo a las soluciones propietarias, que al no estar estandarizadas incrementan el coste
de un cambio de plataforma.
En un principio fue desarrollado en 2010 por RackSpace hosting y la NASA, y ma´s ade-
lante, en 2011 adoptado por Ubuntu como su solucio´n para ofrecer servicios en la nube,
y desde sus inicios se han unido en su desarrollo ma´s de 150 importantes empresas como
Canonical, IBM, AT&T, HP, Dell, . . . [72]. Todo este apoyo de la industria hace que sea
una solucio´n ampliamente aceptada. Este ha sido uno de los motivos, otro de ellos es que
SDARP, el NIDS elegido, ha demostrado ser plenamente compatible con Ubuntu. Al estar
OpenStack tambie´n plenamente probado con Ubuntu, se evitan problemas de compatibil-
idad y se facilita la instalacio´n.
Estas son las tres arquitecturas propuestas para pruebas:
Un solo nodo.
En la figura 3.1 se muestra la instalacio´n ma´s ba´sica con la que se puede probar
OpenStack. Todos los componentes de OpenStack esta´n instalados en un solo nodo,
con lo que nos podremos hacer una idea del funcionamiento, pero no de su potencia.
Dos nodos.
En este caso todos los mo´dulos de OpenStack se despliegan, como puede verse en la
figura 3.2, en el nodo controlador salvo el mo´dulo de computacio´n, que se instala en
el nodo de computacio´n. Es la instalacio´n mı´nima para produccio´n. Aunque ambos
nodos pueden funcionar en un entorno virtualizado, se recomienda ejecutar el nodo
de computacio´n en un nodo f´ısico. Esta infraestructura se podr´ıa ampliar ma´s ade-
lante an˜adiendo nodos de co´mputo.
Ma´s de dos nodos.
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Figura 3.1: Arquitectura de despliegue en un solo nodo f´ısico
Figura 3.2: Arquitectura de despliegue en dos nodos f´ısicos
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La figura 3.3 ilustra el esquema de un entorno mı´nimo adecuado para produccio´n.
Tiene cuatro nodos. Uno de gestio´n de red (para gestionar la creacio´n de redes
virtuales complejas), otro de controlador, otro de computacio´n y otro de almace-
namiento. De cara a probar la efectividad del NIDS propuesto, en este proyecto se
usara´ un escenario con un u´nico nodo.
Figura 3.3: Arquitectura de despliegue en ma´s de dos nodos f´ısicos
3.1.2. Lugares de despliegue del NIDS en la topolog´ıa de la infraestruc-
tura de computacio´n en la nube
Una vez descritos los posibles escenarios, y elegido uno, el de un solo nodo con Open-
Stack, se procede a tomar la decisio´n de do´nde desplegar el NIDS. Es cierto que en la
arquitectura de un solo nodo no es muy complicado, ya que solo hay dos opciones, en el
sistema operativo anfitrio´n o en cada ma´quina virtual, pero en este punto se expondra´n las
propuestas de ubicacio´n en escenarios mayores enumerando las ventajas de las ubicaciones
elegidas.
En el escenario de prueba, la ubicacio´n ma´s lo´gica es en el sistema operativo anfitrio´n. De
esta manera se controlar´ıa todo el tra´fico entrante o saliente de la ma´quina, aunque no el
que se pudiera producir entre las ma´quinas virtuales. Esto no es problema dado que al ser
un entorno de prueba no hay posibilidad de que el nu´mero de ma´quinas virtuales sea muy
alto. En este caso estar´ıan protegidos contra ataques tanto los sistemas de identificacio´n
como los de gestio´n de ma´quinas virtuales, dos puntos cr´ıticos extra´ıdos de los riesgos de
seguridad expuestos en la seccio´n de estado del arte.
En caso de escenarios con ma´s nodos las ubicaciones propuestas ser´ıan dos. Se debera´ situar
un NIDS en la ma´quina que ejecute los servicios de controlador de la nube (nodo contro-
lador), con el objetivo de asegurar este nodo ante amenazas contra los gestores de identidad
de la nube. Estos servicios proporcionan autenticacio´n a los usuarios, funcio´n muy impor-
tante dada la naturaleza multiusuario del sistema. Emplazar un NIDS aqu´ı permitir´ıa
minimizar riesgos, por ejemplo de que se ejecute una botnet en la infraestructura como
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consecuencia del robo de cuentas, o de ciertos tipos de denegaciones de servicio. En los
mencionados escenarios con ma´s nodos se propone desplegar un NIDS en el sistema opera-
tivo anfitrio´n (aquel sobre el que se ejecutan las ma´quinas virtuales, ejecuta´ndose sobre la
ma´quina directamente) de cada uno de los nodos de computacio´n. El propo´sito de dichos
nodos es albergar las ma´quinas virtuales que son ofrecidas a los clientes o usuarios de la
infraestructura en la nube. Un ataque sobre este sistema operativo hue´sped pondr´ıa en
peligro la confidencialidad, disponibilidad y la integridad de las ma´quinas virtuales con-
tenidas en dicho nodo.
La eleccio´n de estos dos nodos (controlador y de computacio´n) para desplegar los NIDS en
la infraestructura no solamente esta´ motivada por ser e´stos puntos cr´ıticos de la misma.
Eligiendo estos dos nodos se permite aumentar la seguridad del sistema sin perjudicar
excesivamente el rendimiento. Cuando se hablaba de los requisitos que se impon´ıan para
adaptar un NIDS a la computacio´n en la nube, uno de ellos era que este NIDS no impi-
diera al sistema de computacio´n en la nube escalar, dado que esta es una de las principales
caracter´ısticas de las infraestructuras distribuidas. El despliegue de un NIDS en el nodo
controlador de una infraestructura de produccio´n con ma´s de dos nodos no perjudicar´ıa el
rendimiento al escalar la misma an˜adiendo ma´s nodos de computacio´n o almacenamiento,
ya que dicho NIDS no ser´ıa el encargado de filtrar el tra´fico an˜adido por los nuevos no-
dos. As´ı mismo, como al an˜adir un nuevo nodo de computacio´n se desplegar´ıa un nuevo
NIDS en su sistema operativo anfitrio´n, e´ste ser´ıa el encargado de filtrar el nuevo tra´fico
introducido al sistema. Estas razones permiten confiar en que el sistema NIDS propuesto
cumple con el requisito de escalabilidad que se fijo´ en un principio.
3.1.3. Entrenamiento espec´ıfico del NIDS
El NIDS que se usara´ para proteger un entorno distribuido, en este caso un entorno
de computacio´n en la nube es SDARP. Este NIDS como ya se ha comentado anterior-
mente lanza alertas basa´ndose en la desviacio´n del tra´fico analizado del tra´fico normal,
lo que le permite detectar ataques de nueva creacio´n, as´ı como ataques polimo´rficos com-
plementando a los sistemas basados en firmas de ataques conocidos. Para ofrecer esta
proteccio´n y perfilar el tra´fico leg´ıtimo e ileg´ıtimo SDARP requiere de una serie de fases
de entrenamiento. En este punto hablaremos de las amenazas ma´s importantes contra los
nodos del escenario que se van a proteger, el nodo controlador y los nodos de computacio´n.
Adaptaciones del NIDS del nodo controlador
El nodo controlador contiene funciones valiosas que motivaron el hecho de situar un
NIDS en este nodo. Una de dichas funciones es la gestio´n de identidad de los servi-
cios de la infraestructura de computacio´n en la nube. Otra funcio´n es la que provee
a los usuarios de una interfaz web para gestionar sus recursos de computacio´n, al-
macenamiento y gestio´n de redes. Como se comentara´ ma´s adelante en la seccio´n
Ape´ndices, el servicio encargado de la autenticacio´n de los servicios en OpenStack
se llama Keystone, y el que provee de una interfaz web a los usuarios del sistema de
computacio´n en la nube se llama Horizon. El aprovechamiento de vulnerabilidades
de estos servicios podr´ıa suponer el acceso a la gestio´n de los servicios de un usuario
a un atacante, que a los ojos del sistema se convertir´ıa en usuario leg´ıtimo. En este
caso, el atacante podr´ıa tener acceso a los datos del usuario leg´ıtimo, y adema´s
ejecutar instancias cargando el coste a dicho usuario. Adema´s una infraestructura
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comprometida podr´ıa usarse para llevar a cabo ataques de denegacio´n de servicio
distribuidas.
Por lo expuesto anteriormente, el NIDS desplegado en el nodo controlador debera´ ll-
evar a cabo su entrenamiento con ataques de XSS (cross-site scripting), ataques
de inyeccio´n de co´digo cuyo objetivo es obtener privilegios por parte del atacante,
ataques de desbordamiento de buffer, y ataques de inyeccio´n SQL [73].
Adaptaciones del NIDS del nodo de computacio´n
El nodo de computacio´n es el nodo que se encarga de la creacio´n y gestio´n de
ma´quinas virtuales. Es por tanto un tipo de nodo que alberga la ejecucio´n de los ser-
vicios de mu´ltiples usuarios del entorno de computacio´n en la nube. En este punto,
los ataques ma´s importantes contra los que debera´ protegerse este nodo son ataques
contra entornos virtualizados. Se entrenara´ el NIDS con tra´fico con ataques de ele-
vacio´n de privilegios orientados al sistema operativo anfitrio´n, que es el que contiene
el hipervisor o gestor de ma´quinas virtuales, entre ellos ataques de desbordamiento
de buffer.
En [74] vemos un ejemplo de vulnerabilidad ante desbordamientos de buffer de un
sistema de virtualizacio´n que permit´ıa ejecutar co´digo arbitrario. Cabe remarcar
que este tipo de proteccio´n no es eficaz ante ataques entre ma´quinas virtuales eje-
cuta´ndose en el mismo sistema anfitrio´n. Para vigilar este tipo de comunicaciones
se recomienda usar un VM firewall, como los propuestos en [75]. Para el resto de
las amenazas el NIDS propuesto supondr´ıa un gran beneficio en cuanto a proteccio´n.
3.2. Experimentos de paralelizacio´n de NIDS
Se han desarrollado diversas implementaciones de la fase de deteccio´n en C con la API
de CUDA de NVIDIA y una en la que tambie´n se an˜ade a la implementacio´n paralelismo
a nivel de CPU para obtener un mayor rendimiento. A continuacio´n se explica y muestra
los resultados obtenidos.
3.2.1. Escenario de Pruebas
Para el proyecto se ha hecho una nueva instalacio´n con los componentes hardware y
software que se muestran en las tablas 3.1 y 3.2. Se ha optado por realizar una instalacio´n
limpia y mı´nima para maximizar el rendimiento del hardware del que se ha dispuesto.
En la tabla 3.3 se muestran las especificaciones te´cnicas de la tarjeta gra´fica empleada
en las pruebas de rendimiento.
Para obtener los resultados de los distintos experimentos se ha realizado el ana´lisis
sobre un conjunto de paquetes de 187.7 kB.
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CPU Intel Core i7 2630QM
GPU NVIDIA GEFORCE GT 520M
Tabla 3.1: Componentes hardware del entorno de desarrollo
SO Ubuntu 12.04.1
Bumblebee version 3.2
CUDA toolkit version 4.1
Cuda drivers version 304.64
Tabla 3.2: Componentes software del entorno de desarrollo
3.2.2. Experimento 1
El objetivo de este primer desarrollo fue el de integrar la fase de deteccio´n, desarrollada
en CUDA, dentro del NIDS. Para este primer experimento se opto´ por realizar la fase de
ordenacio´n de los ca´lculos relativos a la carga de datos de cada paquete mediante el algo-
ritmo de ordenacio´n burbuja porque CUDA no soporta algoritmos recursivos. El nu´mero
de bloques y de hilos usados son establecidos al principio de la ejecucio´n del programa.
En la tabla 3.4 aparecen los resultados arrojados por este experimento y en la figura 3.4
se puede ver su evolucio´n.
Figura 3.4: Gra´fica con los resultados del experimento 1
Se puede observar como a medida que se aumenta el nu´mero de hilos tambie´n aumenta
la velocidad de ejecucio´n, la razo´n de este hecho es que cada hilo tiene que ordenar menos
ca´lculos relativos a la carga de datos de cada paquete. Tambie´n se puede ver como a partir
de cierto nu´mero de hilos cuando se manda la deteccio´n usando dos bloques el tiempo
de ejecucio´n pasa a ser NaN, la razo´n de esto es que la tarjeta gra´fica que se ha usado
para estos experimentos no lo soportaba debido a que la lentitud de ana´lisis hace que se
3.2. Experimentos de paralelizacio´n de NIDS 41
Compute capability 2.1
Clock rate 1480000
Total global memory 1073414144
Total constant memory 65536
Shared mem per multiprocessor 49152
Registers per block 32768
Warp size 32
Max threads per block 1024
Tabla 3.3: Especificaciones te´cnicas de la tarjeta gra´fica NVIDIA GT 520M
le acumulen demasiados paquetes y se sobrepasan las capacidades de la GPU.
3.2.3. Experimento 2
El objetivo de este segundo experimento fue cambiar el algoritmo de ordenacio´n en
burbuja por el algoritmo de ordenacio´n quicksort pasado a iterativo. La razo´n de este
cambio fue la diferencia entre los o´rdenes de complejidad de estos algoritmos, en mucho
menos tiempo podr´ıamos realizar la fase de ordenacio´n, con lo que se har´ıa la fase de
deteccio´n mucho ma´s eficiente. En la tabla 3.5 aparecen los resultados arrojados por este
experimento y en la figura 3.5 se puede ver su evolucio´n.
Figura 3.5: Gra´fica con los resultados del experimento 2
Se puede observar una gran mejora respecto a los resultados del experimento 1, esto es
debido a la diferencia en accesos a memoria que hay entre los dos algoritmos de ordenacio´n.
En las velocidades obtenidas se puede ver como cuando son lanzadas en un solo bloque la
velocidad va en aumento hasta que se lanza con 32 hilos pero que a partir de ah´ı comien-
za a decrecer, la razo´n de esta curva es que, por un lado, por razones de eficiencia, es
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Blocks per grid Threads per block Time (ms) Speed (Mbps)
1 1 53699.30 0.027
2 1 27444.20 0.053
1 8 53638.14 0.027
2 8 27411.93 0.053
1 16 53639.17 0.027
2 16 27463.06 0.053
1 32 53694.49 0.027
2 32 NaN -
1 64 52859.98 0.027
2 64 NaN -
1 128 51819.97 0.028
2 128 NaN -
1 256 51602.65 0.028
2 256 NaN -
Tabla 3.4: Resultados del experimento 1
Blocks per grid Threads per block Time (ms) Speed (Mbps)
1 1 4662.20 0.314
2 1 2464.36 0.595
1 8 425.19 3.449
2 8 234.36 6.257
1 16 263.44 5.566
2 16 166.19 8.823
1 32 192.80 7.605
2 32 NaN -
1 64 203.18 7.217
2 64 NaN -
1 128 202.61 7.237
2 128 NaN -
1 256 343.60 4.26
2 256 NaN -
Tabla 3.5: Resultados del experimento 2
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aconsejable lanzar las ejecuciones con grupos de al menos 32 hilos, de ah´ı que hasta dicho
nu´mero vaya en aumento, por otro lado al establecer de antemano este nu´mero de hilos y
al analizar paquetes con taman˜os distintos de carga u´til se da el caso de que en algunos de
ellos un nu´mero excesivo de hilos haga que solo unos pocos hilos este´n realmente haciendo
ca´lculos con lo que la activacio´n/pausa del resto provoca una ralentizacio´n del sistema.
Tambie´n se puede ver como al igual que en el experimento 1 a partir de cierto nu´mero de
hilos cuando mandamos la deteccio´n usando dos bloques el tiempo de ejecucio´n pasa a ser
NaN, la razo´n de esto es que, a pesar de que se ha conseguido una mejora en la velocidad
no ha sido suficiente y la tarjeta gra´fica continua sin soportar el ana´lisis.
3.2.4. Experimento 3
A partir de los resultados obtenidos en los experimentos anteriores se pudo llegar a
la conclusio´n de que la mayor parte del tiempo que tardaban ambos estaba dedicado a
los algoritmos de ordenacio´n, por lo que se opto´ por realizar los ca´lculos relativos a cada
paquete en la GPU pero el resto de la fase de deteccio´n, incluyendo la ordenacio´n de estos
ca´lculos, hacerla en la CPU ya que los tiempos de intercambio de memoria en la CPU
son menores que los de la memoria global de la GPU. Tambie´n se decidio´ hacer el ca´lculo
de bloques que se mandan a la GPU en funcio´n del taman˜o del paquete a analizar para
reducir al mı´nimo el nu´mero de ca´lculos que tiene que hacer cada hilo, ya que al tratarse
de paquetes con cargas de datos de taman˜o distinto, en muchos casos un nu´mero excesivo
de hilos en cada bloque provocar´ıa que muchos de estos no estuviesen realizando ca´lcu-
los y que sobrecargasen al sistema con las llamadas de sincronizacio´n a nivel de bloque,
como pudimos observar en los resultados arrojados por el experimento 2. En la tabla 3.6
aparecen los resultados arrojados por este experimento y en la figura 3.6 se puede ver su
evolucio´n.
Threads per block Time (ms) Speed (Mbps)
32 38.19 38.39
64 37.67 38.92
128 35.84 40.91
256 38.59 37.99
512 36.19 40.51
1024 36.42 40.26
Tabla 3.6: Resultados del experimento 3
Como puede observarse los tiempos se redujeron notablemente debido a que, por un
lado, la GPU esta optimizada para realizar ca´lculos matema´ticos pero en el aspecto de
intercambios de memoria es muy lenta y por el otro, el uso de un nu´mero de hilos y bloques
adecuado para cada paquete tambie´n le da al ana´lisis una fluidez mayor.
3.2.5. Experimento 4
Teniendo como base los resultados obtenidos en el experimento 3, se decidio´ modificar
la implementacio´n para usar CUDA y OpenMP, por un lado la fase de ca´lculos de cada
paquete se har´ıa como en el Experimento 3, en la GPU, pero la fase de ordenacio´n la
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har´ıamos en la CPU con OpenMP. La razo´n de esto fue que el tiempo invertido por la
CPU sin concurrencia se ver´ıa divido por el numero de hilos que usa´semos con OpenMP.
En la tabla 3.7 aparecen los resultados arrojados por este experimento y en la figura 3.7
se puede ver su evolucio´n.
Threads per block Time (ms) Speed (Mbps)
32 27.3 53.71
64 26.92 54.47
128 27.49 53.34
256 27.51 53.30
512 28.53 51.39
1024 27.83 52.69
Tabla 3.7: Resultados del experimento 4
Respecto a los resultados obtenidos en el experimento 4 se puede observar una gran
mejora en las velocidades obtenidas, esto se debe a que hacer uso de OpenMP permitio´ uti-
lizar el mismo algoritmo de ordenacio´n en paralelo para los dos vectores que ten´ıamos que
ordenar por cada paquete, lo que se tradujo en la divisio´n del tiempo empleado en la CPU
sin concurrencia por un factor de dos.
Tambie´n hay que tener en cuenta que se emplearon dos hilos para el uso del paralelismo
en la CPU, ya que al tratarse de solo dos vectores para el mismo algoritmo era la mejor
opcio´n.
3.2.6. Resultados finales
Con el proyecto finalizado se procede a realizar una comparativa en la figura 4.1 entre
la velocidad de ana´lisis que se obtuvo en el proyecto realizado durante el curso 2011/2012
y la que se ha conseguido con estas investigaciones.
La representacio´n que se ha hecho del proyecto SDARP en esta gra´fica ha sido de una
l´ınea constante en los 12Mbps porque en e´l no influye el nu´mero de hilos que se emplean
en la tarjeta gra´fica.
En la tabla 3.8 se puede ver la ganancia obtenida en nuestros distintos experimentos
respecto al proyecto SDARP y en la figura 3.8 una comparativa global.
Ganancia del experimento1 0,053/12 0,0044
Ganancia del experimento2 8,823/12 0,73
Ganancia del experimento3 40,91/12 3,4
Ganancia del experimento4 54,47/12 4,54
Tabla 3.8: Ganancias de los experimentos respecto a SDARP
Como se puede observar los resultados han sido muy favorables ya que en el mejor de
los casos, que ser´ıa usando CUDA junto a OpenMP con 64 hilos, se ha conseguido una
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Figura 3.6: Gra´fica con los resultados del experimento 3
Figura 3.7: Gra´fica con los resultados del experimento 4
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Figura 3.8: Comparativa de los resultados obtenidos en los experimentos
mejora de la velocidad del 354 %.
3.2.7. Comparacio´n con NIDS comerciales
Para esta comparacio´n se han utilizado exclusivamente los valores obtenidos en las
me´tricas de rendimiento en la velocidad de proceso de los datos procedentes de la red.
Actualmente el mercado esta´ mayoritariamente marcado por los NIDS por hardware.
Esto es debido a que el ra´pido crecimiento de la velocidad de las redes implica una mayor
velocidad de tratamiento de la informacio´n por parte de los NIDS y, a grandes escalas, no
resulta viable la implementacio´n por software.
En la tabla 3.9 se muestra una lista de productos NIDS en venta por los fabricantes
mas punteros y trataremos de comprender hasta que´ punto puede ser interesante el empleo
de SDARP junto con nuestro algoritmo h´ıbrido.
Se puede ver que este NIDS trabajando en un equipo con procesador Intel Core i7
2630QM y tarjeta gra´fica NVIDIA GeForce GT 520M, alcanzando los 54’47Mbps, tendr´ıa
un precio aproximado en el mercado de 2000 do´lares.
El trabajar a dicha velocidad, ser´ıa una solucio´n u´til para redes de uso domestico y
de pequen˜as empresas, y probablemente funcionando bajo procesadores y tarjetas gra´ficas
ma´s recientes alcanzar´ıa un rendimiento mayor.
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3.3.1. Sistema de correlacio´n
La mayor´ıa de los sistemas de correlacio´n de alertas suelen tener una estructura pare-
cida a la que se presenta en A Survey of Alert Fusion Techniques for Security Incident[76]
y en este sistema se propone una estructura similar. Este NIDS se caracteriza por analizar
la carga u´til del tra´fico monitorizado en busca de anomal´ıas en el modo de uso habitual
y leg´ıtimo de la red. Para ello cuenta con una fase de entrenamiento a partir de la cual
genera un conjunto de reglas, que van a determinar los l´ımites entre el tra´fico leg´ıtimo y el
tra´fico ano´malo. Cada regla es condicionada por un conjunto de valores que representan
el contenido de la carga u´til, en funcio´n de su frecuencia de aparicio´n. Estos valores del
espectro nos permitira´n etiquetar los ataques. Antes de llevar a cabo el etiquetado, las
alertas son normalizadas en base al esta´ndar IDMEF [77].
3.3.2. Sistema de correlacio´n de alertas fuzzy
Normalmente los sistemas de correlacio´n de alertas se caracterizan por el tipo de in-
formacio´n que usan ve´ase cualitativo o cuantitativos, se propone usar ambas formas en la
propuesta. El sistema de correlacio´n de alertas que se propone se divide en dos etapas.
Una primera etapa donde las alertas emitidas por SDARP son etiquetadas usando lo´gica
difusa. Y una segunda etapa de agregacio´n donde se aprovechan las caracter´ısticas ma´s
representativas de las alertas y el etiquetado llevado a cabo en la etapa anterior.
Figura 3.9: Arquitectura del sistema de correlacio´n
En la figura 3.9 aparece el esquema general de la arquitectura donde podemos ver la
integracio´n de SDARP con Snort y como el sistema de correlacio´n obtiene la informacio´n
de las alertas de el NIDS, y por otro lado el sistema de agregacio´n saca la informacio´n de
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las alertas a trave´s de Snort y de sistema difuso.
Primera fase de correlacio´n
En la primera etapa se correlacionan las alertas que genera SDARP, para ello se usa
la lo´gica difusa permitiendo la creacio´n de una serie de reglas que definen un sistema
difuso. Para implementar la lo´gica difusa que se ha definido se divide en tres partes
como se observa en la figura 3.10.
Figura 3.10: Lo´gica difusa
Fuzzification: Aqu´ı se define las funciones de pertenencia que se obtiene de SDARP
el valor y la frecuencia del espectro de la alerta.
Sistema difuso de reglas: Genera un sistema de regla y predicados borroso los cuales
son los que clasifiquen las alertas segu´n corresponda a un tipo de ataque.
Defazzification: Devuelve los datos difusos al lenguaje natural, el cual determina
que´ tipo de ataque es y el porcentaje de que pertenezca a ese tipo de ataques
Para el disen˜o de la correlacio´n se ha querido hacer dos propuestas dependiendo
de los datos que obtenemos del NIDS empleado. La primera de ellas, en la que se
obtiene un conjunto de valores que indican el espectro de la carga u´til del tra´fico
y su frecuencia de aparicio´n. Al usar los valores del espectro para definir los con-
juntos borrosos no solo indica si pertenece a un determinado tipo de ataque sino
que permite saber el grado de pertenencia a este y as´ı averiguar el porcentaje de
que esa alerta pertenezca a un tipo de ataque. La segunda propuesta similar a la
anterior donde se usa el conjunto de reglas que genera el NIDS junto a una base del
conocimiento para poder etiquetar las alertas segu´n el tipo de ataque.
En la figura 3.11 se puede ver co´mo esta´ estructurado el sistema difuso en funcio´n
de los valores del espectro y su frecuencia de aparicio´n.
Por otra parte sabiendo el grado de pertenencia del valor del espectro ma´s significa-
tivo, esto ayuda a reducir el nu´mero de falsos positivos, descartando las alerta con
un porcentaje de pertenencia realmente bajo. Actualmente se ha elegido el valor del
espectro ma´s significativo aunque se podr´ıa usar el resto de valores para averiguar si
esa alerta podr´ıa ser de otro tipo y su grado de pertenencia a este. Para esta parte
de la correlacio´n se requiere tener una base del conocimiento previo que se obtiene a
trave´s del entrenamiento con SDARP, en esta parte se dispone de una coleccio´n de
ataques y se estudia los resultados obtenidos del NIDS para poder ajustar el sistema
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Figura 3.11: Arquitectura interna del sistema difuso
difuso.
Segunda fase de agregacio´n
Por otra parte en la segunda etapa se ha usado un modulo de agregacio´n donde se
agrupan las alertas respecto a sus caracter´ısticas, para ello se utiliza la asociacio´n.
En esta parte se utiliza la informacio´n obtenida del sistema de correlacio´n para
averiguar el tipo de ataque, la direccio´n IP del origen, la direccio´n de destino y el
puerto. Para ellos se buscar si ya se dispone de una alerta con la misma serie de
patrones para agruparla y, en caso de no encontrarla, an˜adir´ıamos un nuevo grupo
segu´n las caracter´ısticas de asociacio´n.
3.3.3. Lenguajes XFL
Actualmente existen varias herramientas para implementar la lo´gica difusa, los lengua-
jes XFL [139] nos permiten disen˜ar un sistema difuso fa´cil e intuitivo a trave´s de XFuzzy.
Una de las razones por la que se ha elegido esta herramienta es por la flexibilidad que
proporciona tanto a la hora de disen˜ar las funciones de pertenencia como para realizar
nuevas funciones, otra de las grandes ventajas es la posibilidad de migrar el sistema fuzzy
a co´digo c en el cual se basa todo el disen˜o del sistema de correlacio´n de alertas. Las fun-
ciones de defuzzificacio´n permiten obtener bastante informacio´n del sistema fuzzy, aunque
para situaciones espec´ıficas se hace imprescindible crear otras que se adapten al sistema.
3.3.4. Resultados
Una vez concluida la parte de implementacio´n se prueba el sistema de correlacio´n,
para ello se ha desarrollado un fichero donde se han almacenado todas y cada una de las
alertas monitorizadas y detectadas por el sistema de deteccio´n de intrusiones. Este fichero
tendra´ todas las caracter´ısticas necesarias para la futura correlacio´n.
Se ha creado la prueba con 500 alertas simuladas que etiquetamos localmente en cada
uno de los grupos de ataque. El sistema crea un fichero de salida en el que se muestran los
tipos de ataques identificados y su grado de pertenencia a dicho conjunto de ataque. En
este fichero ya esta aplicada la agregacio´n por lo tanto solo nos aparecera´n las distintas
clases en las que se han agrupado. En la figura 3.12 podemos observar los tipos de ataques
en los que esta´n divididas las alertas que ha generado el sistema de correlacio´n de alertas.
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Modelo Velocidad (Mbps) Precio (Dolares)
Cisco 4210 40 500
Cisco 4270 4096 66000
PA-200 50 2000
PA-500 100 5200
PA-5xxx 2048 40000
Juniper IDP75 75 5000
Juniper IDP250 250 19000
Juniper IDP800 800 49000
Juniper IDP8200 8396,8 70000
HP J9521A 300 6000
Tabla 3.9: Comparativa con NIDS comerciales
Figura 3.12: Clasificacio´n de los ataques
3.3. Sistema de correlacio´n de alertas 51
Por otra parte en la figura 3.13 se puede ver del total de las 500 alertas el porcentaje
de clases creadas, frente a las que han sido agrupadas.
Figura 3.13: Agrupacio´n de las alertas
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Cap´ıtulo 4
Conclusiones y propuestas de
trabajo futuro
4.1. Conclusiones
Con el proyecto Sistema Concurrente de Deteccio´n de Intrusiones con Correlacio´n de
Alertas en Entornos Distribuidos finalizado y tras exponer su contexto, bases y el trabajo
realizado se procede a evaluar de manera cr´ıtica el trabajo realizado.
A grosso modo se opina que las metas fijadas al comienzo se han cumplido en su mayor
parte de forma satisfactoria. La idea de adaptar un NIDS a entornos distribuidos, aumen-
tar su rendimiento mediante la explotacio´n de la concurrencia tanto a nivel GPU como
CPU y crearle un sistema de correlacio´n de alertas ha resultado un e´xito.
Cabe destacar el trabajo de investigacio´n realizado en tema´ticas totalmente desconoci-
das para el equipo de desarrollo. Este trabajo ha sido de gran valor cuando no indispens-
able para la consecucio´n de los objetivos fijados. Tambie´n hay que remarcar los resultados
obtenidos en el apartado de rendimiento, ya que se ha conseguido una mejora en la ve-
locidad, respecto al proyecto tomado como base, de un 354 % convirtie´ndolo en un NIDS
competente a nivel comercial y cuyo valor podr´ıa situarse en los 2000 do´lares. Adema´s del
desarrollo satisfactorio de un sistema de correlacio´n de alertas so´lido, que ha demostrado
tener resultado muy positivos.
En definitiva, se considera que el trabajo realizado ha merecido la pena y que gracias
a esta investigacio´n se ha conseguido convertir al prototipo tomado como base en una
herramienta mucho ma´s potente y robusta.
4.2. Propuestas para futuros trabajos
En este apartado se recogen los trabajos que se han considerado de intere´s por parte
de los autores del documento para ser llevadas a cabo en el futuro. Se presentan tres prop-
uestas: el desarrollo de un algoritmo de ordenacio´n que haga uso de la concurrencia a nivel
CPU para poder mejorar au´n ma´s el rendimiento del NIDS, el uso de los dema´s sensores
de Snort para hacer al sistema de correlacio´n de alertas mucho ma´s preciso y ampliar el
nu´mero de valores del espectro que usan para tener un mayor conocimiento de las alertas,
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y la realizacio´n de pruebas del NIDS en los escenarios definidos de computacio´n distribuida.
4.2.1. Algoritmo concurrente de ordenacio´n CPU
En funcio´n de los resultados obtenidos a lo largo del desarrollo se ha podido ver co´mo,
a pesar de que gracias al empleo de concurrencia a nivel GPU se han obtenido grandes
mejoras, el paralelismo en la GPU so´lo era beneficioso si se usaba para realizar los ca´lculos
referentes a cada paquete.
Por otro lado el uso de concurrencia a nivel CPU nos permitio´ obtener grandes mejoras
de rendimiento en el apartado de ordenacio´n de los datos devueltos por la GPU a pesar
de que solo se emplease paralelismo a nivel de dos hilos. Es por esto que el desarrollo de
un algoritmo que aprovechase un mayor nu´mero de hilos para realzar ordenaciones nos
permitir´ıa obtener un rendimiento mucho mayor.
4.2.2. Optimizacio´n del sistema de correlacio´n de alertas
Aunque la propuesta actual so´lo se centra en este NIDS, se puede usar en un futuro
otros sensores que nos ofrece Snort tanto para mejorar el sistema con la informacio´n que
ofrece el resto de preprocesadores como para ayudar en la deteccio´n de algunos ataques
ya que por sus caracter´ısticas no se pueden detectar.
Ser´ıa muy interesante usar el resto de valores del espectro de la carga u´til para pro-
porcionar ma´s informacio´n sobre un tipo de alerta, lo que nos dar´ıa la posibilidad de darle
ma´s etiquetas para saber si es posible que pertenezca a ma´s de un tipo.
4.2.3. Adaptacio´n del NIDS a sistemas distribuidos
En el cap´ıtulo 3.1 se han definido las propuestas de adaptacio´n de un NIDS para re-
forzar la seguridad en entornos de computacio´n distribuida. Dichas propuestas han sido
ideadas en base a los trabajos relacionados en ese campo, que debido a la novedad del
mismo no son muy numerosos. Una de las propuestas de trabajo futuro ser´ıa seguir in-
vestigando en esta direccio´n, adema´s de realizar pruebas en los escenarios definidos que
respalden las adaptaciones propuestas en este documento.
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Ape´ndices A
Adaptacio´n de entorno a CUDA
A.1. Instalacio´n de CUDA en Ubuntu 12.04.1
Realizar todas las actualizaciones que nos pida el sistema, ya que de lo contrario
durante la instalacio´n de CUDA podr´ıan darse ciertas incompatibilidades que hagan
que se caiga el sistema.
Instalar Bumblebee [79].
Bumblebee 3.2 esta soportado por Ubuntu desde la versio´n 12.04 a la 13.04.
Es necesario abrir una terminal como Administrador del sistema (root) e introducir
los siguientes comandos:
sudo add−apt−r e p o s i t o r y ppa : bumblebee/ s t a b l e
Para drivers ma´s actuales es necesario an˜adir otro PPA. A partir de 12.04, esto sigue
siendo necesario para la s tarjetas Nvidia GT 6xxM. Puede ser opcional para el GT y
GT 4xxM serie 5xxM en 12.04. En caso de duda, simplemente instalarlo. El comando
es:
sudo add−apt−r e p o s i t o r y ppa : ubuntu−x−swat/x−updates
sudo apt−get update
Instale Bumblebee con el driver de NVIDIA:
sudo apt−get i n s t a l l bumblebee v i r t u a l g l l inux−headers−
g e n e r i c
sudo reboot
Instalar el cuda toolkit que soporte los drivers de nuestra tarjeta nvidia [80].
An˜adir a “.bashrc”:
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export PATH=$PATH:/usr/local/cuda/bin
export LD LIBRARY PATH=$LD LIBRARY PATH:/usr/local/cuda/lib64
Por ultimo instalar gcc version 4.4.x:
sudo apt−get i n s t a l l gcc −4.4
sudo apt−get i n s t a l l g++−4.4
sudo apt−get i n s t a l l bui ld−e s s e n t i a l
sudo update−a l t e r n a t i v e s \
−− i n s t a l l / usr / bin / gcc gcc / usr / bin /gcc−4.6 40 \
−−s l a v e / usr / bin /g++ g++ / usr / bin /g++−4.6
sudo update−a l t e r n a t i v e s \
−− i n s t a l l / usr / bin / gcc gcc / usr / bin /gcc−4.4 60 \
−−s l a v e / usr / bin /g++ g++ / usr / bin /g++−4.4
A.2. Gu´ıa de CUDA
La estructura de memoria que utiliza CUDA tiene una jerarqu´ıa de tres niveles, como
se muestra en la figura A.1.
Memoria global: es la memoria utilizada para hacer lecturas o escrituras entre la CPU
y la GPU, presenta el inconveniente de que los tiempos de intercambios de memoria son
muy lentos.
Memoria compartida: es la memoria que comparten los hilos de un mismo bloque. Este
tipo de memoria presenta unos tiempos de lectura/escritura ma´s ra´pidos que la memoria
global.
Memoria local: es la que tiene cada hilo que se lanza en una ejecucio´n. Es la memoria
con tiempos de lectura y escritura ma´s veloces dentro la GPU, el inconveniente que tiene
es que tiene un espacio muy reducido.
En la figura A.1 puede observarse la estructura de memoria en CUDA.
Para poder portar un programa escrito previamente en C a uno h´ıbrido entre C y
CUDA habr´ıa que hacer lo siguiente:
An˜adir al comienzo del Makefile la siguiente informacio´n:
# OS Name ( Linux or Darwin )
OSUPPER = $ ( s h e l l uname −s 2>/dev/ n u l l | t r [ : lower : ] [ :
upper : ] )
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Figura A.1: Estructura de memoria en CUDA
OSLOWER = $ ( s h e l l uname −s 2>/dev/ n u l l | t r [ : upper : ] [ :
lower : ] )
# Flags to d e t e c t 32− b i t or 64− b i t OS p la t form
OS SIZE = $ ( s h e l l uname −m | sed −e ” s / i .86/32/ ” −e ” s /
x86 64 /64/” )
OS ARCH = $ ( s h e l l uname −m | sed −e ” s / i386 / i686 /” )
# These f l a g s w i l l o v e r r i d e any s e t t i n g s
i f e q ( $ ( i386 ) ,1 )
OS SIZE = 32
OS ARCH = i686
e n d i f
i f e q ( $ ( x86 64 ) ,1 )
OS SIZE = 64
OS ARCH = x86 64
e n d i f
# Flags to d e t e c t e i t h e r a Linux system ( l i n u x ) or Mac OSX (
darwin )
DARWIN = $ ( s t r i p $ ( f i n d s t r i n g DARWIN, $ (OSUPPER) ) )
# Location o f the CUDA T o o l k i t b i n a r i e s and l i b r a r i e s
CUDA PATH ?= / usr / l o c a l /cuda
CUDA PATH LCUDA ?= / usr / l i b / nvidia−cur rent
CUDA INC PATH ?= $ (CUDA PATH) / inc lude
CUDA BIN PATH ?= $ (CUDA PATH) / bin
i f n e q ( $ (DARWIN) , )
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CUDA LIB PATH ?= $ (CUDA PATH) / l i b
e l s e
i f e q ( $ ( OS SIZE ) ,32)
CUDA LIB PATH ?= $ (CUDA PATH) / l i b
e l s e
CUDA LIB PATH ?= $ (CUDA PATH) / l i b 6 4
e n d i f
e n d i f
# Common b i n a r i e s
NVCC ?= $ (CUDA BIN PATH) /nvcc
# Extra user f l a g s
EXTRA NVCCFLAGS ?=
EXTRA LDFLAGS ?=
# OS−s p e c i f i c b u i l d f l a g s
i f n e q ( $ (DARWIN) , )
LDFLAGS := −Xl inker −rpath $ (CUDA LIB PATH) −L$(
CUDA LIB PATH) −framework CUDA
CCFLAGS := −arch $ (OS ARCH)
e l s e
i f e q ( $ ( OS SIZE ) ,32)
LDFLAGS := −L$(CUDA PATH LCUDA) −l cuda −L/ usr / l o c a l /
l i b − l p c r e
CCFLAGS := −m32
e l s e
LDFLAGS := −L$(CUDA PATH LCUDA) −l cuda −L/ usr / l o c a l /
l i b − l p c r e
CCFLAGS := −m64
e n d i f
e n d i f
# OS−a r c h i t e c t u r e s p e c i f i c f l a g s
i f e q ( $ ( OS SIZE ) ,32)
NVCCFLAGS := −m32
PTX FILE := spp apap kerne l32 . ptx
e l s e
NVCCFLAGS := −m64
PTX FILE := spp apap kerne l64 . ptx
e n d i f
# Debug b u i l d f l a g s
i f e q ( $ ( dbg ) ,1 )
CCFLAGS += −g
NVCCFLAGS += −g −G
TARGET := debug
e l s e
TARGET := r e l e a s e
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e n d i f
# Common i n c l u d e s and paths f o r CUDA
INCLUDES := −I$ (CUDA INC PATH) −I . −I . . −I . . / . . / common/
inc −I . . / i n c lude
An˜adir al Makefile tambie´n las siguientes l´ıneas, donde spp apap kernel.cu contiene
las funciones de la GPU que sera´n llamadas desde el programa principal en C:
$ (PTX FILE) : spp apap kerne l . cu
mkdir −p . / data
$ (NVCC) $ (NVCCFLAGS) $ (EXTRA NVCCFLAGS) $ (INCLUDES)
−o $@ −ptx $<
cp $@ . / data
El archivo spp apap.c es donde se realizara´n las llamadas a las funciones de la GPU,
para ello se tienen que poner las siguientes l´ıneas:
#include <cuda . h>
#i f de f ined ( x86 64 ) | | de f ined (AMD64) | | de f ined ( M AMD64)
#define PTX FILE ”/home/ proyectoSI / Descargas / snort −2 .9 .1 . 2/
s r c /dynamic−p r e p r o c e s s o r s /apap/ spp apap kerne l64 . ptx”
#else
#define PTX FILE ”/home/ proyectoSI / Descargas / snort −2 .9 .1 . 2/
s r c /dynamic−p r e p r o c e s s o r s /apap/ spp apap kerne l32 . ptx”
#endif
Hay que definir las siguientes variables para poder realizar las llamadas al kernel
correctamente:
CUdevice cuDevice ;
CUcontext cuContext ;
CUmodule cuModule ;
CUresult e r r o r ;
Para poder realizar las llamadas a las funciones de la GPU es necesario inicializar
las variables mostradas en el punto anterior. A continuacio´n se muestra un ejemplo
de funcio´n de inicializacio´n:
bool i n i c i a l i z a r V a r i a b l e s C u d a ( ) {
bool i n i t C o r r e c t o=true ;
int devID = 0 ;
int deviceCount = 0 ;
int i ;
bool s i n E r r o r e s ;
e r r o r = c u I n i t (0 ) ;
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i f ( e r r o r != CUDA SUCCESS) {
p r i n t f ( ” c u I n i t f a i l \n” ) ;
return f a l s e ;
}
e r r o r = cuDeviceGetCount(&deviceCount ) ;
i f ( e r r o r != CUDA SUCCESS) {
p r i n t f ( ”cuDeviceGetCount f a i l \n” ) ;
return f a l s e ;
}
i f ( deviceCount == 0) {
p r i n t f ( ”There i s no dev i c e support ing CUDA.\n” ) ;
return f a l s e ;
}
i f ( devID < 0) {
devID = 0 ;
}
i f ( devID > deviceCount−1){
return f a l s e ;
}
int major , minor ;
char deviceName [ 1 0 0 ] ;
e r r o r = cuDeviceComputeCapabil ity(&major , &minor ,
devID ) ;
i f ( e r r o r != CUDA SUCCESS) {
p r i n t f ( ” cuDeviceComputeCapabil ity f a i l \n” ) ;
return f a l s e ;
}
e r r o r = cuDeviceGetName ( deviceName , 256 , devID ) ;
i f ( e r r o r != CUDA SUCCESS) {
p r i n t f ( ”cuDeviceGetName f a i l \n” ) ;
return f a l s e ;
}
e r r o r = cuDeviceGet(&cuDevice , devID ) ;
i f ( e r r o r != CUDA SUCCESS) {
p r i n t f ( ” cuDeviceGet f a i l \n” ) ;
return f a l s e ;
}
e r r o r = cuCtxCreate(&cuContext , 0 , cuDevice ) ;
i f ( e r r o r != CUDA SUCCESS) {
p r i n t f ( ” cuCtxCreate f a i l \n” ) ;
return f a l s e ;
}
e r r o r = cuModuleLoad(&cuModule , PTX FILE) ;
i f ( e r r o r != CUDA SUCCESS) {
p r i n t f ( ”cuModuleLoad f a i l \n” ) ;
return f a l s e ;
}
return i n i t C o r r e c t o ;
}
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Tras tener el entorno inicializado mostramos un ejemplo de co´mo cargar una funcio´n
de la GPU y almacenar memoria en memoria global de la tarjeta gra´fica:
bool s i n E r r o r e s ;
//Cargamos l a func ion
CUfunction func ion gpu ;
e r r o r = cuModuleGetFunction(&funcion gpu , cuModule , ”
func ion gpu ” ) ;
s i n E r r o r e s = cudaCheckErrors ( e r r o r ) ;
// Reservamos memoria en e l k e r n e l
s i z e t s i z e d o u b l e =s izeof (double ) ;
CUdeviceptr pt r doub l e ;
e r r o r = cuMemAlloc(&ptr double , s i z e d o u b l e ) ;
s i n E r r o r e s = cudaCheckErrors ( e r r o r ) ;
Finalmente para hacer la llamada a la funcio´n de la GPU se hace lo siguiente:
void ∗ args1 [ ] = { &ptr doub l e } ;
//Launch the CUDA k e r n e l
// b locksPerGrid es e l numero de b l o q u e s que se usaran y
threadsPerBlock es e l numero de h i l o s que tendra cada
b l o q u e
e r r o r = cuLaunchKernel ( funcion gpu , blocksPerGrid , 1 , 1 ,
threadsPerBlock , 1 , 1 , 0 , NULL, args1 , NULL) ;
Para una informacio´n ma´s detallada sobre el uso general de CUDA acudir a la gu´ıa
oficial de nVidia [4].
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Ape´ndices B
Adaptacio´n Xfuzzy
El objetivo de esta seccio´n es explicar los pasos a realizar a la hora de crear un sistema
difuso con Xfuzzy.
B.1. Instalacio´n Xfuzzy 3.0 en sistemas LINUX
Xfuzzy 3.0 es un entorno de desarrollo para sistemas de inferencia basados en La lo´gica
difusa. Esta´ formado por varias herramientas que cubren las diferentes etapas del proceso
de disen˜o de sistemas difusos, desde su descripcio´n inicial hasta la implementacio´n final.
Para poder ejecutar Xfuzzy es necesario disponer de cualquier plataforma de Java
Runtime Environment (JRE). Para definir nuevos paquetes de funciones es tam-
bie´n necesario disponer de un compilador Java. La u´ltima versio´n del Java Software
Development Kit, incluyendo el JRE, un compilador Java y otras herramientas rela-
cionadas.
Descargar el fichero jar que podemos encontrar en [81].
Extraer todos los ficheros y dejarlos en la carpeta donde deseemos trabajar
Acceder a la carpeta donde se ha situado el programa a trave´s del terminal, entrar
en la carpeta “bin” y dar permisos al archivo “xfuzzy”.
Chmod 777 xfuzzy
Ejecutar el archivo xfuzzy
./xfuzzy
B.2. Uso de XFL y Xfuzzy
Xfuzzy 3.0 es un entorno de desarrollo de sistemas difusos que dispone de varias her-
ramientas para cada una de las diferentes etapas de disen˜o.
En la figura B.1 podemos ver la ventana principal donde podremos crear, modificar y
verificar nuestros proyectos. Una vez creado nuestro nuevo proyecto a trave´s de los menu´s
ba´sicos de la ventana lo editaremos, para ello solamente habra´ que seleccionarlo.
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Figura B.1: Ventana principal
Figura B.2: Ventana de disen˜o
En la figura B.2 vemos la ventana donde podremos editar y desarrollar nuestro sistema
difuso para ello seguimos una serie de pasos:
1. Definimos nuestras funciones de pertenencia, para ello seleccionamos el marco Types
y pulsamos la tecla “Insert”.
Aparecera´ un menu´ como en la figura B.3, donde seleccionaremos las caracter´ısticas
que deseemos (para que funcione bien este paso es necesario poner el valor 255 en
“cardinality” y poner al menos una funcio´n de pertenencia en “No, MFS” da´ndole
un valor de 1 o superior. Una vez realizado esta parte ajustaremos la funcio´n de
pertenencia en funcio´n de nuestras necesidades como aparece en la figura B.4
2. Definimos las variables de entradas y salidas del sistema difuso en funcio´n de los tipos
que hemos creado en el paso previo. Para ello daremos a “Insert” en cada una de las
respectivas casillas y las completaremos segu´n los datos que hayamos seleccionado.
3. Creamos los operadores a trave´s del marco “operatorSet”, donde nos aparecera´ una
ventana como en la figura B.5.
Aqu´ı seleccionaremos como queremos que sean las reglas de nuestro sistema difuso
(and, or, . . . ), un de las partes ma´s importante es la defuzzification donde en nuestro
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Figura B.3: Tipo de datos
Figura B.4: Funcio´n de pertenencia
sistema se ha elegido MAX label, aunque para el sistema de defuzzification basado
en el grado de pertenencia se recomienda dejar en blanco y ya se modificara co´digo
ma´s adelante.
4. Por u´ltimo seleccionamos la opcio´n de RuleBase donde definimos las reglas en fun-
cio´n de los operadores anteriormente definidos y las funciones de pertenencia como
aparece en la figura B.6.
Una vez definido solo tendremos que crear una llamada a la base de reglas a trave´s
de los menu´s ba´sicos y finalmente unir todas las partes del sistema difuso tal y como
corresponda.
Por otra parte para verificar nuestro sistema se aconseja seleccionar el menu´ verificacio´n
en la ventana principal y seleccionar monitorizacio´n. A trave´s de esta ventana podemos
verificar nuestros resultados como aparece en la figura B.7.
Finalmente en el menu´ principal seleccionamos “Synthesis” y elegimos co´digo c para
poder usar nuestro sistema difuso e integrarlo en nuestro trabajo. Para su correcto fun-
cionamiento habra´ que modificar el co´digo basa´ndonos en el trabajo ya realizado y se
an˜adira´n y sustituira´n las partes que se han indicado en nuestro co´digo.
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Figura B.5: Operaciones difusas
Figura B.6: Sistema de reglas
Figura B.7: Verificacio´n
Ape´ndices C
Componentes de OpenStack y
herramientas para su despliegue
En esta seccio´n se dara´ ma´s informacio´n acerca de los componentes que forman Open-
Stack y las distintas herramientas que se pueden usar para hacer un despliegue de pruebas.
C.1. Descripcio´n y componentes de OpenStack
OpenStack es un proyecto software de co´digo abierto cuyo objetivo es desplegar un
sistema de computacio´n en la nube en su modelo de servicio de infraestructura como ser-
vicio (IaaS, Infrastructure as a Service por sus siglas en ingle´s). Mu´ltiples compan˜´ıas del
sector de las tecnolog´ıas se han unido al proyecto postula´ndose OpenStack como una firme
candidata a servir de esta´ndar para la computacio´n en la nube a medio plazo.
El modelo de servicio IaaS, como se comento´ en el cap´ıtulo 2, tiene como funcio´n ofrecer
servicios de procesamiento, almacenamiento y gestio´n de redes bajo demanda del usuario
desde un centro de datos. OpenStack esta´ formado por una serie de componentes software
interrelacionados con el objetivo de ofrecer los servicios anteriormente mencionados. Estos
componentes ba´sicos son siete:
Almacenamiento de objetos (Swift)
Swift es un sistema escalable para almacenar objetos. Se encarga de copiar objetos y
ficheros repartiendo la informacio´n replicada entre los distintos servidores del centro
de datos. Es resistente a fallos y fa´cilmente escalable an˜adiendo nuevos nodos de
almacenamiento.
Ima´genes (Glance)
La funcio´n de Glance es la de hacer de repositorio de ima´genes de ma´quinas virtuales.
Se encarga de proveer las ima´genes de ma´quinas virtuales que ejecutara´ OpenStack
Compute. Tambie´n puede ser usado para realizar copias de seguridad de ma´quinas
virtuales.
Computacio´n (Nova)
Provee servidores virtuales bajo demanda. Es la parte principal a la hora de ofre-
cer el servicio de IaaS. Esta´ disen˜ado para escalar horizontalmente, es decir, para
poder ser ampliadas sus capacidades y acomodarse fa´cilmente a dicho crecimiento.
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Automatiza la gestio´n de recursos de computacio´n pudiendo trabajar con mu´ltiples
tecnolog´ıas de virtualizacio´n, tales como XenServer y KVM.
Interfaz de gestio´n (Horizon)
Ofrece una interfaz web para la gestio´n de todos los servicios de OpenStack, tanto
a administradores como a usuarios. Mediante esta interfaz el usuario puede llevar
a cabo la mayor´ıa de las operaciones de gestio´n del sistema de computacio´n en la
nube, tales como lanzar una instancia. Esta es solo una manera de interactuar con
el sistema. Para automatizar las gestiones con el sistema de computacio´n en la nube
(que se recuerda que era una de las caracter´ısticas de la computacio´n en la nube), se
usa la API nativa de OpenStack o la de compatibilidad con Amazon EC2, que pese
a ser una API de un sistema privado, no esta´ndar, esta´ ampliamente extendida y
por ello soportada por OpenStack.
Gestio´n de identidad (KeyStone)
Se encarga de gestionar la autenticidad y los permisos de todos los servicios de Open-
Stack.
Gestio´n de redes (Quantum)
Quantum se encarga de proveer conectividad de red como servicio entre interfaces
de red gestionadas por otros servicios (t´ıpicamente Nova). Este servicio ofrece a
los usuarios la posibilidad de crear sus propias redes virtuales conectando distintos
servidores virtuales del usuario. Esto permite disfrutar de las ventajas que ofrecen
las redes definidas por software (SDN, software defined network), que esta´n ganando
popularidad u´ltimamente.
Almacenamiento de bloques (Cinder)
Gestiona el almacenamiento a nivel de bloque para las instancias de computacio´n
de OpenStack. Se encarga de crear, vincular y desvincular dispositivos virtuales de
almacenamiento de bloques a los servidores.
Estos han sido los siete servicios ba´sicos que componen OpenStack.
La funcio´n de OpenStack en conjunto es la de servir como un sistema operativo de un
sistema de computacio´n en la nube. Para ello, todos estos componentes esta´n disen˜ados
para ofrecer juntos una infraestructura como servicio. Esta integracio´n se lleva a cabo por
medio de API’s que cada servicio ofrece (y a la vez usa). Conceptualmente las relaciones
entre los servicios quedan como se muestra en la figura C.1:
Toda la arquitectura explicada pertenece a la versio´n Folsom de OpenStack. En el mo-
mento de ser escritas estas l´ıneas se publica la siguiente versio´n, Grizzly.
C.2. Herramientas para hacer un despliegue de pruebas
La complejidad para efectuar un despliegue de pruebas depende mucho de que´ arqui-
tectura se desee crear. En el apartado 3.1.1 de esta memoria se proponen tres arquitecturas
C.2. Herramientas para hacer un despliegue de pruebas 77
Figura C.1: Arquitectura conceptual de OpenStack
de prueba, de las cuales, las dos primeras no presentan complicaciones en su despliegue.
Como parte de este proyecto se ha investigado la opcio´n ma´s fa´cil y u´til a la vez que nos
permitiera crear un escenario de pruebas, y finalmente se han elegido dos alternativas,
cada una de ellas con sus ventajas y sus desventajas.
DevStack
DevStack es una solucio´n independiente de OpenStack que ayuda a crear una in-
fraestructura para pruebas con OpenStack. Esta solucio´n se basa en una serie de
scripts y de ficheros de configuracio´n que automatizan la instalacio´n de OpenStack
sobre una instalacio´n de los sistemas operativos soportados, entre ellos Ubuntu serv-
er 12.04 LTS, aunque tambie´n puede funcionar en otras distribuciones de Linux.
En su pa´gina web, http://devstack.org, proponen cuatro opciones para probarlo. La
primera opcio´n posibilita instalar OpenStack en una ma´quina virtual, lo que facilita
la tarea en caso de fallos y tambie´n en caso de querer desinstalar la herramienta, que
sera´ tan fa´cil como borrar la ma´quina virtual. Esta opcio´n tiene como contra que
no se puede probar la potencia de la herramienta ya que al estar funcionando en un
entorno virtualizado el rendimiento se ve afectado negativamente.
De las otras opciones nos interesan las dos primeras, que permiten desplegar Open-
Stack sobre una o varias ma´quinas f´ısicas, ya sean servidores o porta´tiles. En ambos
casos se puede valorar la potencia de la herramienta mejor que en la opcio´n virtual-
izada, y en la opcio´n multinodo se puede observar la distribucio´n de los componentes
de OpenStack entre las ma´quinas.
StackOps
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StackOps es una distribucio´n de Linux (basada en Ubuntu Server) personalizada
para poder llevar a cabo la instalacio´n de OpenStack de manera remota desde otro
ordenador en la misma red mediante una conexio´n http. El resultado en principio es
el mismo que usando DevStack pero con muchas ma´s opciones de personalizacio´n.
Esto facilita enormemente la creacio´n de arquitecturas de prueba de ma´s de un nodo,
ya que el primer nodo en el que se instala hay que elegir que sea nodo controlador,
y en el segundo y sucesivos nodos de computacio´n en el asistente web. Para ma´s
informacio´n acudir a la web www.stackops.com.
Como opinio´n personal de los autores, para crear un escenario de prueba de un u´nico
nodo muy ra´pidamente se recomienda usar una ma´quina virtual con DevStack, pero para
probar en ma´quinas f´ısicas con ma´s nodos los autores recomiendan el uso de StackOps.
