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1． まえがき 







  SX-7の主な特徴は以下の通りです。 
 ① CPUの最大性能が 8.83GFLOPSの世界最速の 1チップベクトルプロセッサを
使用しています。 
② 記憶素子に高速大容量の256M ビット・DDR-SDRAM を採用し、高いメモリ
スループットと大容量化を実現しています。 
  ③  CPU のスカラユニットにおける命令処理方式は、4way スーパースカラを採          
用しており、スカラ最大性能値は 1.1GFLOPSを実現しています。 
  ④  SX-4同様の 32個のベクトルプロセッサ（CPU）による共有メモリ方式のアー
キテクチャの継承をしており、大規模な共有メモリシステムを実現しています。 








  SX-7システムは、1ノード 32CPUで構成されており、これらは Gigabit Ethernet
スイッチ（日本電気製 Catalyst6509、1000BASE-SX）により接続されています。
システム全体の理論最大性能値は 2048.56GFLOPS となり、SX-4 の性能値である
256GFLOPSと比較すると、約 8倍の理論最大性能となります。1CPUの性能におい
ても、SX-7の 1CPUにおける理論最大性能値は 8.83GFLOPSで、SX-4の性能値で
ある 2GFLOPSと比較すると約 4倍の性能を達成しています。 







使用記憶素子 256Mb SDRAM 4Mb SSRAM
主記憶
装置




   次に、SX-7システムを構成しているノードのブロック図を図１に、主要諸元につ
いての SX-4との比較を表 2に示します。 
 
 
図 1 SX-7システムのノード基本構成 
2Gbps 
FibreChannel















  また、SX-7の 1ノードにおける設置面積（保守エリアを含む）と消費電力を SX-4
 次節以降に、SX-4から強化された点を中心に SX-7のシステムのノードのハードウ
表 2   SX-7とSX-4を構成するノードの主要緒元比較
と比較すると、設置面積は 1ノード 44.5m2の SX-4に対して、SX-7は約 17.3m2、 消





*） SX-7では国際標準である IEEE754規格のみサポートします。 










































2.3  CPU 
  SX-7のシステムの心臓部である CPU の内部構造を図 2に示します。 
 













































  第 2の特長は最先端の超高速・高集積の CMOSテクノロジと最先端 LSI設計技術
により、SX-4では 37個の LSIで構成されていたベクトルプロセッサ（スカラユニッ
ト＋ベクトルユニット）をたった 1つのチップで実現できたことです。この LSI技術









































  ① vld     $v4, 8, $s37
  ② vld     $v5, 8, $s46
  ③ vld     $v7, 8, $s38
  ④ vfmp   $v6, $v4, $v5
  ⑤ vfad   $v3, $v6, $v7
  ⑥ vst     $v3, 8, $s47




 Ｄ（I）= Ａ（I）＊Ｂ（I）＋Ｃ（I） におけるベクトルパイプラインチェイニング動作
時間
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であった１CPU におけるスループットは、SX-7 においては 35.3GB/s
ました。図 5 は、CPU 台数と主記憶のデータ供給能力を評価するベン
グラム”Stream”における性能比較グラフです。 
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図 5   データ供給能力 （Stream ベンチマーク）
出典：Jun 26、2002  John D.McCalpin report
これらの特長を備えた SX-7は、ベンチマークプログラムである Linpackの HPC 
（ 次元数に制限を設けず、システムの持つ CPU／メモリなどの資源を有効に使用し
た場合の並列処理性能を評価することを目的とするプログラム）において高い性能を
出しています。図 6はHPCにおける性能比較グラフです。  
 
Linpack HPC（32CPU構成）





図 6   ベンチマー クプログラム Linpack の HPCにおける性能比較
出典：July 9、2002  Dongara report

















 SX-7システムの主記憶装置は、この要求を満足させるために SX-4と同様に CPU
と主記憶装置間のデータパス制御部に分散制御方式を採用し、データを格納するデー
タ記憶部に独立動作可能な複数のバンクからなる多バンク構成を採用しています。表
３に SX-7 を構成するノードの主記憶装置が有するデータ供給能力について SX-4 と
の比較を示します。 
 
                   表３ 主記憶装置のデータ供給能力 
項目 SX-7 SX-4 
主記憶装置容量 256Ｇバイト 8Ｇバイト 
インタリーブ数 16384 1024 
CPU当たりのデータ供給能力 35.32Ｇバイト／秒 16Ｇバイト／秒 
最大データ供給能力 1130.24Ｇバイト／秒 512Ｇバイト／秒 
 
 CPUと主記憶装置間のデータパス制御部は分割され、CPUと主記憶装置に分散し
ています。この結果、全ての CPU は専用のデータパス制御部を有し、CPU あたり  
35.32Ｇバイト／秒のデータ供給能力を実現しています。CPUの数が増えると、デー







































 表4に SX-7及び SX-4に使用している LSIの諸元比較を、図 7にスーパーコンピ
ュータのクロックサイクルを示します。LSI設計においては、バイポーラテクノロジ
による SX-3 の動作周波数を凌駕する 552.5MHz の動作周波数を達成すると共に、
6000 万トランジスタを集積し、SX-4 と比較して動作周波数で 4.4 倍、集積度で 15







項目 SX-７ SX-４ 
設計ルール 0.15μm 0.35μm 
搭載トランジスタ数 6000万 400万 
動作周波数 552.5MHz 125MHz 
配線層構成 銅 8層 アルミ４層 
電源電圧 2.5V, 1.8V 3.3V, 1.２V 
 














































図 7 スーパーコンピュータのクロックサイクル 
 

























































パッケージには、1個の制御用 LSIと、6個の RAMを搭載したメモリキャリア 16
枚を搭載しています。メモリキャリアには 6個の RAMを搭載しており、MMUパッ




























           写真 2 ＭＭＵパッケージの外観 
 
 
           写真 3 メモリキャリアの外観 
 
