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Abstract
Whatmay seem straightforward for the human perception system is still challeng-
ing for robots. Automatically segmenting the elements with highest relevance or
salience, i.e. the semantics, is non-trivial given the high level of variability in the
world and the limits of vision sensors. This stands up when multiple ambiguous
sources of information are available, which is the case when dealing with moving
robots. This thesis leverages on the availability of contextual cues and multiple
points of view to make the segmentation task easier. Four robotic applications
will be presented, two designed for service robotics and two for an industrial con-
text. Semantic models of indoor environments will be built enriching geometric
reconstructions with semantic information about objects, structural elements and
humans. Our approach leverages on the importance of context, the availability of
multiple source of information, as well as multiple view points showing with ex-
tensive experiments on several datasets that these are all crucial elements to boost
state-of-the-art performances. Furthermore, moving to applications with robots
analyzing object surfaces instead of their surroundings, semantic models of Car-
bon Fiber Reinforced Polymers will be built augmenting geometric models with
accuratemeasurements of superficial fiber orientations, and inner defects invisible
to the human-eye. We succeeded in reaching an industrial grade accuracy making
these models useful for autonomous quality inspection and process optimization.
iii
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In all applications, special attention will be paid towards fast methods suitable for
real robots like the two prototypes presented in this thesis.
iv
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Modelli semantici di scene e oggetti per la robotica di
servizio e industriale
Sommario
Il sistema percettivo umano si presta alla risoluzione di compiti che possono sem-
brare banali, ma che al contrario si rivelano essere delle sfide per i robot. La seg-
mentazione automatica degli elementi di maggiore rilevanza o salienza, vale a dire
la semantica, ne è un esempio in quanto è soggetta ai limiti dei sensori di visione
e all’elevato grado di variabilità del mondo. In particolar modo ne abbiamo es-
perienza quando sono presenti più fonti di informazione, spesso ambigue, come
nel caso di un robot in movimento. Questa tesi dimostra come si possa sfruttare
la disponibilità di indizi contestuali e punti di vista diversi per rendere più facile
l’attività di segmentazione. A dimostrazione verranno presentate quattro appli-
cazioni robotiche, due progettate per la robotica di servizio e due per un contesto
industriale. Verranno costruitimodelli semantici di scenedomestiche arricchendo
le ricostruzioni geometriche condelle informazioni semantiche che comprendono
oggetti, elementi strutturali ed esseri umani. Il nostro approccio sfrutta il con-
testo, la molteplicità di fonti di informazioni e dei punti di vista, servendosi di es-
perimenti esaustivi condotti su diversi dataset per dimostrare come questi siano
elementi cruciali per aumentare le prestazioni del robot. Inoltre, considerando
scenari con robot che analizzano oggetti anziché esplorare l’ambiente, verranno
costruiti modelli semantici di polimeri rinforzati in fibra di carbonio arricchendo i
modelli geometrici con lemisurazioni precise sull’orientazione delle fibre e i difetti
v
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interni non visibili all’occhioumano. Siamo riusciti a raggiungere unaprecisionedi
livello industriale rendendo questi modelli utili per il controllo qualità automatico
e l’ottimizzazione dei processi. In tutte le applicazioni, un’attenzione particolare
sarà dedicata ai metodi più veloci, adatti a robot reali come i due prototipi presen-
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Visual scene understanding [2–4] is a broad field of study encompassing the
development of algorithms with the aim of making machines perceive and under-
stand the contents of the scene as, or even more than what humans do. This kind
of capabilities is crucial formaking robots autonomouswhen performing complex
operations, both in the domestic and industrial setting, or in the indoor and out-
door scenario.
Despite all the recent advances, whatmay seem straightforward for the human
visual perception system is still challenging for robotic systems and matter of re-
search. As humans, we are naturally capable of decomposing what we see into its
semanticallymeaningful parts [5, 6] even in complex scenarios like in the examples
reported in Figure 1.0.1. With just one glance lasting a fraction of second, we can
perceive the gist of a scene, both indoor as in Figure 1.0.1(a) or outdoor. While
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(a) Example of house view,
whose components, object
and room structures, can be
segmented by our visual per-
ception system.
(b) Example of fabric, whose
components, the fibers, can
be segmented by our visual
perception system.
Figure 1.0.1: Examples of complex scenarios which can be tackled by our
visual perception system. In this thesis, algorithms able to segment the main
elements of interest and enrich scene or object models with them are the main
concern.
driving, we can distinguish between road, cars, signs, sidewalks, building and peo-
ple. Moreover, we can analyze object surfaces or, more specifically, pieces of fabric
as in Figure 1.0.1(b) finding patterns, details or imperfections. As denoted in pre-
vious studies [7], information about basic features, the existence of surfaces and
objects, and their three-dimensional disposition is all available preattentively to
us, hence the information with the highest relevance or salience is subconsciously
selected for further and more complete analysis by conscious processing.
In this thesis, we take some steps toward more autonomous and accurate
robotic vision systems by studying how to enrich the geometric models of scenes
and objects with their semantics, i.e. the properties of interest. Indeed, semantics
has to be contextualized in the application since what is important depends on it.
In our robotic applications, they will range from elements typically populating an
indoor scene: objects, scene structures, i.e. the surfaces of the building like walls,
floor and ceiling, [8] or humans [9] to object elements useful for quality control
like fibers [10, 11] or object features like defects [12]. In any of these applications,
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wewill study how to segment the elements of interest exploiting the availability of
moving robotic sensors and context information for higher performances.
A scene model can help a service robot to recognize the room or its configu-
ration so as to take informed decisions [13–15]. Knowing that a remote control
is more likely to be near a sofa or a TV, the robot can intelligently search for it
skipping the bathroom and going directly to the living room. In addition, a se-
mantic model can be further processed by combining it with text understanding
techniques like DeepText [16] in order to aid machine-human interaction or sup-
port humans in every day tasks [2], e.g. for augmented reality or, more specifically,
by describing visual scenes to blind people [17] with verbal sentences. Last but
not least, the proposed models can be useful to perform automatic quality con-
trols with robotic systems making them faster, more accurate and freeing humans
to spend more time in creative and less repetitive tasks [11, 18].
1.1 Problem Statement
Building semantic models has received much attention by vision and robotics re-
searchers at different scale levels: objects [19], indoor scenes [20] and entire
cities [21]. Enriching geometric models with semantics, which may range from
the color information in the most basic scenarios to material, object parts, object
instances and scene structures is helpful for many applications like video games,
quality control, caption generation or decision making, just to name a few.
Building such models with an autonomous robot is full of challenges, espe-
cially when multiple shots may be needed for observing the features of interest or
to simply obtain a better measurement or observation. Among them, we can list:
• imperfect sensor systems which deliver noisy data and/or incomplete data
with a limited field of view;
• thehuge varietyof objects, scenes andenvironmental conditions, which can
be hardly captured in training datasets;
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• ambiguous contributions from multiple points of view hindering the cor-
rect segmentation of the elements of interest;
• the need for fast methods useful in real robotic applications requiring fast
response times and minimal power requirements.
In this thesis, we claim thatwe can segment the elements of interest, in particu-
lar fibers, defects, objects, scene structures or humans, and build semantic models
in an accurate and efficient way if we fully exploit the robot capabilities, contextual
information and, when possible, fuse the contributions from the multiple avail-
able points of view. In the following sections, we present the building capabilities
behindourmethods, followedbyour key contributions and a comprehensive anal-
ysis of related works.
1.2 Common Framework
What is common in the four applications (Chapter 2-5) presented in this thesis
is the existence of a geometric model to which semantics has to be mapped. This
geometric model can be a map of the environment, in particular a 3D point cloud
or a 2D occupancy map created with a Simultaneous Localization And Mapping
(SLAM) algorithm, or a 3Dmodel of an object in known pose, in particular a 3D
mesh retrieved from a CADmodel. Semantics can be a scene property like an ob-
ject, a scene structure and a human, or an object property like texture, a fiber angle
measurement and an inner defect. When segmenting semantics and building the
model, contextual information can be taken into account in 2D by reasoning on
the 2D image pixel neighbourhoods or in 3Dby reasoning on 3Dpoint neighbour-
hoods. This can be achieved in an efficientway in 2Dbymeans of pixel coordinates
but also in 3D if the data is organized and, again, can be accessed bymeans of pixel
coordinates or if we use appropriate data structures. In Figure 1.2.1, two examples
of semantic models are reported: the 3D geometric and semantic models of an
indoor scene, in this case a living room, see Figure 1.2.1(a)(b), which can help a
service robot to take proper decisions, and the 3Dgeometric and semanticmodels
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(a) 3D geometric model of a
reconstructed scene.
(b) 3D semantic model of a
reconstructed scene. Different
object and scene structures are
displayed with different colors.
(c) 3D geometric model of a
complex carbon fiber preform.
(d) 3D semantic model of a
complex carbon fiber preform.
Different fiber orientations are
displayed with different colors.
Figure 1.2.1: Two examples of geometric and semantic models.
of a carbon fiber preform, see Figure 1.2.1(c)(d), useful for quality control.
The underlying capabilities of the proposed methods are the back-projection
from 2D to 3D and the forward-projection from 3D to 2D, both of which are dis-
played in Figure 1.2.2. Given a 2D image Iref, the back-projection from 2D to 3D
retrieves the 3D point on the 3Dmodel in known pose corresponding to each 2D
pixel. Given a 3D point, the forward-projection from 3D to 2D retrieves the re-
spective 2D pixel in a 2D image. These operationsmay allow to perform geometri-
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Figure 1.2.2: Multi-view image reprojection process for 6DoF sensor motion
and 3D surfaces: examples of back-projection from a 2D image, Iref, to a 3D
model in known pose (I) and forward-projection from a 3D point to two 2D
images, I1 and IN (II).
cal validation steps necessary to improve performances. Furthermore, these oper-
ations are useful for multi-view algorithms because, thanks to them, for each point
in one view, the point correspondences in all the other views can be retrieved. This
is shown in Figure 1.2.2, in which two examples of existent and missing forward-
projection are reported. In the presented methods, these modules will be highly
optimized exploiting the SSE2 vectorization in order to provide online perfor-
mances useful in robotic applications. Most of the software has been developed
in C++ with the Robot Operating System (ROS) [22], a framework widely used
in robotics, and the libraries OpenCV [23] for classic computer vision and ma-
chine learning algorithms, the Point Cloud Library (PCL) [24] for 3D perception
and Eigen [25] for linear algebra.
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1.3 Contributions
Wepropose novel techniques to build accurate semanticmodels of scenes and ob-
jects from moving autonomous robots. In particular, on the one hand, we build
semantic scene models segmenting objects, scene structures (Chapter 2) and hu-
mans (Chapter 3), on the other hand, we build semantic models of Carbon Fiber
Reinforced Polymers (CFRPs) segmenting carbon fibers in part preforms (Chap-
ter 4) and innerdefects in final products (Chapter 5). Themain contributionof the
thesis is related to the fusion of multiple sources of information like multiple view
points for object segmentation and recognition (Chapter 2). This is of great inter-
est when perceiving the environment from a robot; indeed, a robot could plan to
acquire new percepts from different perspectives to complement its current belief
about the environment. As a further contribution of the thesis, these concepts are
successfully applied in various real scenarios having apractical relevance (Chapters
3-5). In each scenario, we cope with different and difficult problems in computer
vision, sometimes with specific solutions in order to handle specific problems in
a practical and effective way. Indeed, in industrial applications, the application of
machine learning techniques may be difficult because of the insufficient amount
of data. Thus, our single contributions, in particular the underlying methods and
results, are also briefly outlined in the following.
1.3.1 Semantic Segmentation and Mapping of Objects and Scene
Structures - Chapter 2
Applications that provide location related services need to understand the envi-
ronment in which humans live such that verbal references and human interaction
are possible. We formulate this semantic labelling task as the problem of learning
the semantic labels of the main scene elements from the perceived 3D structure.
In this study, we successfully extend and fuse the fast state-of-the-art semantic seg-
mentation approach based on 3D Entangled Forests and the fast state-of-the-art
object detector You Only Look Once (YOLO). Furthermore, we propose a novel
batch approach and a novel multi-view frame fusion technique to exploit multi-
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ple views for improving the semantic labelling results. The batch approach works
offline and is the direct application of the single-view 3D Entangled Forest clas-
sifier to scene reconstructions with multiple views. The multi-view frame fusion
works in an incremental fashion accumulating the single-view results, hence allow-
ing the online multi-view semantic segmentation of single frames and the offline
reconstruction of semantic maps. Our experiments show the superiority of our
approaches, which lead to a more accurate semantic labelling, in particular more
accurate semantic segmentations and maps in a reasonable amount of time.
1.3.2 Semantic Segmentation and Mapping for Detecting Fallen
People - Chapter 3
This chapter deals with the problem of detecting fallen people lying on the floor
bymeans of a mobile robot equipped with a 3D depth sensor. The proposed algo-
rithm is inspired by fast semantic segmentation techniques; the 3D scene is over-
segmented into small patches and fallen people are then detected bymeans of two
SVM classifiers: the first one labels each patch, while the second one captures the
spatial relations between them. This novel approach showed to be robust and fast.
Indeed, thanks to the use of small patches, fallen people in real cluttered scenes
with objects side by side are correctly detected. Moreover, the algorithm can be
executed on a mobile robot fitted with a standard laptop making it possible to ex-
ploit the 2D environmental map built by the robot and themultiple points of view
obtained during the robot navigation. Additionally, this algorithm is robust to il-
lumination changes since it does not rely on RGB data but on depth data only.
All the methods have been thoroughly validated on the IASLAB-RGBD Fallen
Person Dataset, which is published online as a further contribution. It consists
of several static and dynamic sequences with 15 different people and 2 different
environments.
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1.3.3 Continuous SegmentationandMappingofCarbonFibers to3D
Models - Chapter 4
This chapter describes the problemof segmenting carbon fibers andmapping their
3D orientationmeasurements to 3Dmodels of CFRPs with known position. This
is achieved by means of an inspection robot equipped with a sensor estimating
these orientations from multiple 2D images captured with different illumination.
In particular, we address the more general problem of mapping large object sur-
faces with a moving sensor. We propose registration, mapping and filtering algo-
rithms that enable the use of sensors that need multiple shots to perform a mea-
surement in continuousmotion. Thesemethods exploit the knowledge of the part
shape to inspect in a both efficient and accurate fashion, thus allowing to obtain a
measurement quality comparable to that of staticmeasurements, while guarantee-
ing fast sensormotion and thus short scanning times. Experiments on carbonfiber
preforms of complex 3D shape demonstrates that this system accurately segment
in real-time the 3Dfibers of the outer layer ofCFRPs. Accuracy assessments report
a measurement accuracy less than one degree on flat surfaces and two degrees on
generic 3D surfaces. Qualitative tests mapping the texture of glass fibers onto 3D
partmodels have beenperformed too. The inspection robot systempresentedhere
has been demonstrated both as an in-line quality inspection robot for production
of carbon fiber preforms and as a measurement device for improving the draping
process in the prototyping of carbon fiber parts. In this chapter, we will introduce
also our method for performing a fully automatic hand-eye calibration procedure,
which is necessary for completing the work-cell calibration so as to know where
the robot is with respect to the inspected part and map carbon fibers to the right
points.
1.3.4 Thermographic Segmentation of Defects in Upper Layers of
Carbon Fiber Parts - Chapter 5
Many defects affecting the production process of CFRPs are due to the wrong dis-
tribution of the thermosetting polymer in the upper layers. In this chapter, they
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are effectively and efficiently segmented by automatically analyzing the thermo-
graphic images obtained by Pulsed Phase Thermography (PPT) and comparing
them with a defect-free reference. The flash lamp and infrared camera needed by
PPTaremountedonan industrial robot so that surfacesofCFRPautomotive com-
ponents, car side blades in our case, can be inspected in a series of static tests. The
thermographic image segmentation is based on local contrast adjustment via Un-
Sharp Masking (USM). Calibration procedures play again an important role: the
high level of knowledge of the entire system allows to map each image pixel to the
3Dpartmodel improving the segmentation quality and allowing the calculation of
the defective areas in 3D world units of measurement. This system could replace
manual inspection leading to a substantial increase in efficiency.
1.4 RelatedWorks and Advancements
As previously introduced, the problem of building semantic models has received
much attention by vision and robotics researchers at different scale levels: objects,
indoor, outdoor scenes and entire cities. Object models, optionally including tex-
tural properties, canbe exploited for object recognition and tracking [1]. Use cases
requiring semantic models of human faces and heads [19] can be content gener-
ation for movie production, video games, virtual make over or physical manufac-
turing of figurines, i.e. 3Dprinting. Semantic objectmodels of wovenmaterial and
fabric [11, 26, 27] are of concern for automatic quality control. Analogously, se-
mantic indoor or outdoor scene models can enhance the restoration, analysis and
cataloguing of historical buildings [28]. In other contexts, they can be fed to sys-
tems reasoning about contents and their representation in the domain of natural
language [2, 20]or help robots or autonomous cars in their tasks [3, 13]. Semantic
city models [21, 29] can be built for many applications like urban planning (road-
work, architectural or emergency planning), real estate valuation or video games.
In any of these applications, the elements of interest, which are to be mapped to
the 3Dmodel, have to be segmented. In the past, 2D and 3D image segmentation
has been widely studied. In Subsection 1.4.1, we review the literature on semantic
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segmentation of objects and scene structures in images, single-view point clouds
and whole scene reconstructions. The related state-of-the-art methods addressing
the object detection problemwill be recapped too. In Subsection 1.4.2, we review
the fallen person segmentation problem. In Subsection 1.4.3, we review the lit-
erature on the segmentation of thin structures like carbon fibers, but also, more
generally, fibers in woven materials and fabric. In Subsection 1.4.4, we review the
literature on the thermographic image segmentation of defects, which are salient
elements in the thermographic image under analysis.
1.4.1 Object and Scene Structure Segmentation in RGB-D Images or
3DData
Semantic segmentation [30–32], i.e. the decomposition of a scene in its meaning-
ful parts (objects and scene structures), is receiving lots of attention, because of its
importance in scene understanding, robotics and autonomous vehicles. A related
research topic is semantic mapping [33, 34], i.e. the construction of 3D scene rep-
resentations describing scene geometry and semantic content. Semanticmaps can
be obtained by combining a Simultaneous Localization andMapping (SLAM) al-
gorithm with a semantic segmentation technique, which is usually applied to sin-
gle views, or other recognition techniques as in [35, 36]. These research topics
are of interest in indoor scenarios, e.g. in the previously cited works, and outdoor
scenarios as well, e.g. in [37, 38].
Nowadays, Deep Neural Networks (DNNs), and in particular CNNs, are
boosting many fields, including the semantic segmentation of RGB-D images.
One of the attempts belongs to Couprie et al. [39], who proposed a multiscale
CNNarchitecture to combine information at different perceptive field resolutions
and were among the first to train a CNN with depth information for this task.
Later, many other approaches have been proposed, e.g. [36, 40–42]. Unfortu-
nately, these algorithms need to be implemented for a high-end GPU in order
to achieve real-time performances. Hence, the recent approaches by D. Wolf et
al. [43, 44], which are fast and light, are of greater interest. In [43], they propose
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a framework consisting of three stages requiring less than two seconds per frame.
First, it over-segments the scene in such a way that each segment contains at most
one object. Second, a Random Forest classifier trained on local hand-crafted fea-
tures leads to a coarse classification of each segment. Third, a Conditional Ran-
dom Field leads to a finer classification by modelling simple contextual relations
like spatial/temporal consistency and color/spatial relations between pairs of seg-
ments. In [44], D.Wolf et al. introduce the 3DEntangled Forest as an extension to
the standard Random Forest. This classifier is able to model complex contextual
features only in one single pass in less than one second per frame on a standard
CPU, without complex graphical models, random fields or other post-processings
as e.g. in [45]. In this thesis, the capabilities of this approach are further stud-
ied. First, it will be coupled with a light SLAM algorithm like the RGB-D mod-
elling technique proposed in [1] or RGB-D SLAM [46], in particular the second
version available in ROS [22]. Second, three ways to exploit the availability of
multiple points of view will be proposed with the aim of enhancing the semantic
segmentation and build semantic maps.
The closest approaches to the work we present in Chapter 2 have been pro-
posed by J. Stückler et al. [47], A. Hermans et al. [33], Zhao et al. [48, 49] and,
very recently, J. McCormac et al. [34], C. R. Qi et al. [50] and L. P. Tchapmi et
al. [51]. Some of them [33, 34, 47] differ because of the adopted registration sys-
tem: aMulti-Resolution SurfelMap-based SLAM, a camera tracking systemwith-
out explicit loop closure and Elastic Fusion, which needs an high-end GPU. All
those approaches fused the image segmentations adopting a Bayesian framework.
Here, we registered predictions using different systems working on the CPU, i.e.
the RGB-D modelling technique proposed in [1] or RGB-D SLAM [46], and we
show that, by considering pixel context, our novel fusion scheme ismore effective.
Furthermore, we added a geometrical verification step, useful for improving the
semantic segmentation of the single-frames by leaving out wrong contributions
due to frame distortions or alignment errors. Zhao et al. [48, 49] worked on the
40 class problem instead of the 13 class problem but proposed two related offline
methods. In their former work [48], after voxelization of the reconstructed scene,
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each voxel is labelled with the most frequent label among the points in it. Instead,
on the one hand, we propose also an online scheme for the semantic segmenta-
tion, and, on the other hand, when building a semantic map, we work on points,
not voxels, and forward-project each of them to all the other frames to retrieve the
right contributions. Finally, unlike them, our multi-view frame fusion improves
over the single-view. In their latterwork [49], they improve over the previouswork
using temporal information and higher-order cliques to enforce the label consis-
tency. Anyway, the results on the standard training and test splits in which the
dataset is divided are not reported so a direct comparison becomes difficult. Very
recently, C. R. Qi et al. [50] and L. P. Tchapmi et al. [51] have proposed two in-
teresting methods. In contrast with our methods, they are based on deep neural
network and are able to work with point clouds, instead of regular 3D voxel grids
or collections of images. C. R. Qi et al. [50] propose a novel type of neural net-
work that directly consumes point clouds, which well respects the permutation
invariance of points in the input. This network, named PointNet, provides a uni-
fied architecture for applications ranging from object classification, part segmen-
tation, to semantic segmentation and mapping. L. P. Tchapmi et al. [51] present
SEGCloud, an end-to-end framework to obtain 3D point-level segmentation that
combines the advantages of NNs, trilinear interpolation(TI) and fully connected
Conditional Random Fields (FC-CRF) to enforce global consistency. Our batch
methodworking onpre-reconstructed sceneswill be comparedwith both of them.
Despite the different application, the work by Tateno et al. [52] is also of interest.
They enhanced the 3Dobject recognition and pose estimation by computing a 3D
descriptor directly on each 3D cluster and matching it with the single 3D descrip-
tor computed on the fully 3D object model. Their clusters are derived from an
incremental segmentation stage exploiting both the single frames and the current
reconstructed scene model. Here, the focus is on different techniques and classes
but, similarly, we introduce a geometric verification step.
Object detection is also related. Indeed, even if object detectors can provide
only the candidate boxes containing the objects of interest, they can be followed
by an appropriate segmentation technique [53, 54], thus leading to a final seman-
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tic segmentation of the objects of interest. Since the introduction of neural net-
works, object detectors have also become increasingly faster and more accurate.
As reviewed in [55, 56], in the past, the most successful approaches to object de-
tection utilized a sliding window paradigm, in which a computationally efficient
classifier like [57–59] tests for object presence in every candidate image window.
The steady increase in complexity of the core classifiers has led to improved de-
tection quality, but at the cost of significantly increased computation time per
window. Thus, in order to reduce the search space, many top performing object
detectors [60–62] work on detection proposals [63, 64], i.e. only a small subset
of all the possible windows. Nevertheless, very recently, the state-of-the-art fam-
ily of detection systems known as You Only Look Once (YOLO), YOLOv2 and
YOLO9000 [65, 66] proved that object proposals are not necessary. In contrast
to prior works, they apply a single neural network to the full image so its predic-
tions are informed by global context in the image. This network divides the im-
age into regions and predicts bounding boxes and probabilities for each region.
These bounding boxes are weighted by the predicted probabilities. These meth-
ods are very fast: they process images in real-time with GPU acceleration and, us-
ing a lighter model, they can work at about 6-12 seconds per image on a CPU. In
Chapter 2, we study how to improve the semantic labeling result by combining
the strengths of our semantic segmentation andmapping techniques with such an
object detector.
1.4.2 Fallen Person Segmentation in RGB-D Images
To the best of our knowledge, there exist just a few previous approaches trying to
detect fallen people already lying on the floor: [67–69]. Both [67] and [68] are
specifically designed for mobile robots. In [67], the authors propose a pipeline
working on just single RGB images extending a deformable part-based model to
the multi-view case for viewpoint invariant lying posture detection. Like us, [68]
proposes a pipeline working on depth images. Putative candidates are found by
means of a segmentation phase based on an Euclidean clustering. Then, they are
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layered so as to face with occlusions and classified by means of a SVM using His-
tograms of Local SurfaceNormals. The downside of the approach is the Euclidean
segmentation, in particular its distance threshold: if people fall on or near furni-
ture, the segmented object may contain the user and parts of the furniture. On the
contrary, in this thesis, we devise a novel approach which concatenates two SVM
classifiers, specifically addressing this problemby taking inspiration fromprevious
fast semantic segmentation techniques of scene structures and objects fromRGB-
D data [43, 44]. The first one labels each patch, while the second one captures
the spatial contextual relations between them. Unfortunately, neither the code
or dataset of [68] are available making a direct comparison difficult so we imple-
mentedourownbaseline approach similarly basedon theEuclidean segmentation.
Finally, in [69], a method for detecting and locating the head of a person lying on
the floor by means of a RGB-D sensor is proposed. It would allow to test vital
signs on the fallen people, but has not been tested in real cluttered scenarios and
requires the head to be visible. Remarkably, none of the previous approaches take
advantage of the other functionalities available thanks to themobile robot like 2D
mapping, i.e. the actual knowledge of the environment, and navigation, i.e. the
availability of multiple vantage points.
There exist also more specific approaches addressing the detection of falls
without any segmentation. These include wearable devices, whose great popu-
larity is linked to the spread of open-source platforms which are small, powerful
and connectable to low-cost sensors [70]. In most cases, such sensors include ac-
celerometers [71–73]. These technologies suffer from the difficulty of correctly
distinguishing falls from common actions like sitting or lying down. Furthermore,
the elderlies easily forget to wear them. Other approaches specifically address-
ing falls need the installation of environmental devices like microphones [74], in-
frared, vibration sensors [75] or cameras for person tracking as in recent commer-




1.4.3 Carbon Fiber Segmentation in 2D Images of Carbon Fiber Rein-
forced Polymers
Previous automatic visual inspection systems for analyzing woven material and
fabric are focused on the analysis of their textural properties [26, 79, 80]. The
optical properties exhibited by carbon fibers, like specular reflection and light
absorption, make this analysis difficult, especially the fiber segmentation and
the measurement of the fiber orientation relative to the part [81]. As reviewed
in [82], there exist approaches based on gradient vectors in a local neighbor-
hood [83], directional evidence accumulation [84, 85], Gabor filters and steerable
pyramids [86], but they share many drawbacks. They need the line-like structure
to be visible and strongly rely on parameters like the size of the neighborhood,
sub-window or kernel. In addition, they are time-consuming. More recently, an
alternative fiber measurement system [87] based on Infrared Thermography and
PulsedThermal Ellipsometry has been proposed. Nevertheless, it has been tested
with final parts instead of preforms and the recording time at each position is in
the order of 10 seconds, thus making a quick dense scan prohibitive. Finally, the
measured fiber orientations have not been compared with a ground truth, so the
precision of this method is unknown.
In contrast, in Chapter 4, we address all of these issues by adopting the photo-
metric stereo system introduced in [82, 88], thus allowing a fast and accurate pixel-
per-pixel estimation of the dominant orientations. This system exploits a sensory
setup based on photo-metric stereo which takes into account the cone-shaped re-
flection model typical of carbon fibers. The sensor output is analyzed with a seg-
mentation method tailored towards the typical properties of woven carbon fiber
fabrics, that partitions the fabric into single segments for feature calculation and
classification. To segment and measure carbon fibers with this system, we must
acquire multiple shots of the same fibers with different illuminations. To do so
with a moving robot able to inspect entire parts larger than the field of view of the
camera, an appropriate image registration technique has to be devised otherwise
fibers cannot be accurately segmented. In literature, there exist image registration
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methods both using 3D and 2D cues. As reviewed in [89], the open-source Point
Cloud Library (PCL) [24] incorporatesmethods for the initial alignment of point
clouds using a variety of local shape feature descriptors as well as for refining ini-
tial alignments using different variants of the well-known Iterative Closest Point
(ICP) algorithm [90]. Since these approaches require 3D data, they could not be
exploited. Furthermore, there exist approaches extracting and matching features
in 2D images. They can be based on the SIFT detector and descriptor [91], and
RANSAC [92] for the subsequent alignment. Anyway, as we will discuss in Chap-
ter 4, feature-based techniques can be highly unreliable, thus leading to wrong fea-
ture matches. Indeed, even if some of them, e.g. SIFT, are known to be robust to
illumination changes, they are less robust if the position of the illumination source
changes. Instead, wewill develop a novel 6-Degrees-of-Freedom registration algo-
rithm exploiting the availability of the robotic arm positions and of the 3Dmodel
of the inspected part. Unlike other works on mapping [93], given the availabil-
ity of the 3D model, 3D reconstruction is not necessary and we consider map-
ping as the projection of the measured information onto the provided model in
known pose. As a further contribution, basic contextual information enhance per-
formances. For each voxel, i.e. volume element, only the best fiber estimation is
kept.
1.4.4 Defect Segmentation in Thermographic Images of Carbon
Fiber Reinforced Polymers
Whendefects are invisible andpresent in the inner layers, the superficial properties
of the object cannot be exploited for quality inspection. Manyworks deal with the
applicability of infrared thermography forNonDestructiveTesting andEvaluation
(NDT&E). Someof themcomparemultiple thermography techniques [94], while
others focus on one of them, for example Pulse PhaseThermography (PPT) [95].
In any case, these techniques have been applied to various case studies, including
detection of defects in stainless steel and aluminum [96] or glue deficiency in lam-
inated wood [97] and for superficial defects in multi-layered composites used in
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military applications [98]. Furthermore, infrared imaging in medicine has been
around since the early 1970s and its application is being investigated for breast
cancer [99], burn trauma, diabetes, vascular problems, and neurological prob-
lems [100]. In all quoted studies, apart [99], the focus in on the thermography
technique itself: thermographic images are calculated and then inspected manu-
ally.
Instead, in Chapter 5, we perform automatic defect segmentation, that is
achieved bymeans of thermo-image analysis and comparison to the reference. Es-
pecially, first, we segment a region of interest in each PPT phase image, knowing
that only the comparison of the glued areas, which appear darker, is of concern,
and, second, we compare the restricted PPT phase image under analysis with a
defect-free reference. The methods to solve the segmentation problem will be
simpler than those addressing similar problems like background/foreground ex-
traction [53], image matting or saliency detection [101] and will not need user
interaction. Indeed, the texture in the involved PPT phase images is also simpler
than in the images usually consideredwhen validating those techniques, for exam-
ple outdoor pictures of people with hair blown by thewind. Indeed, segmentation
is addressed by adapting an image sharpening technique well-known in photogra-
phy, the UnSharp Masking (USM), which permits to segment high contrast re-
gion taking pixel context into account, and taking advantage of the high level of
knowledge of the entire system provided by the calibrations [102], which makes
it possible to map each point to the 3D model of the CFRP. With regard to the
comparison problem, every PPT phase image will be compared with a defect-free
reference previously taken from the same point of view, so that the comparison
methods do not need to cover rotations, translations or scalings.
1.5 List of Publications
Parts of the content presented in this thesis have been previously published or sub-
mitted for publication in national and international conferences and journals. The
following papers refer to the domestic applications presented in Chapter 2, Chap-
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ter 3 andAppendixA.They are sorted by relevance aswell as order of presentation:
• M. Antonello, D. Wolf, J. Prankl, S. Ghidoni, E. Menegatti and M. Vincze,
“Multi-view 3D Entangled Forest for Semantic Segmentation and Map-
ping”, to appear in Proceedings of IEEE International Conference on
Robotics and Automation (ICRA) 2018, Brisbane (Australia), 2018;
• M. Antonello, M. Carraro, M. Pierobon, and E. Menegatti, “Fast and Robust
Detection of Fallen People from a Mobile Robot”, in Proceedings of the
IEEE International Conference on Intelligent Robots and Systems (IROS),
pp. 4159-4166, Vancouver (Canada), 2017;
• M. Carraro, M. Antonello, L. Tonin and E. Menegatti, ”An Open Source
Robotic Platform for Ambient Assisted Living”, 2nd Italian Workshop on
Artificial Intelligence and Robotics, pp. 3-18, Ferrara (Italy), September
2015;
• G. Beraldo, M. Antonello, A. Cimolato, E. Menegatti and L. Tonin, “Brain-
Computer Interface meets ROS: A robotic approach to mentally drive
telepresence robots”, to appear in Proceedings of IEEE International Con-
ference on Robotics and Automation (ICRA) 2018, Brisbane (Australia),
2018.
The following papers refer to the industrial applications presented in Chap-
ter 4, Chapter 5, Appendix B and Appendix C. Again, they are sorted by relevance
as well as order of presentation:
• M. Munaro, M. Antonello, M. Antonello, and E. Menegatti, “Model-based
Image Registration for Continuous Mapping with a Quality Inspection
Robot”, submitted to IEEE Transactions on Industrial Informatics;
• M. Antonello, M. Munaro and E. Menegatti, “EfficientMeasurement of fiber
Orientation forMappingCarbon fiber Parts with aRobotic System”, in Pro-
ceedings of the 14th International Conference on Intelligent Autonomous
Systems (IAS-14), pp. 757-769, Shangai (China), July 2016;
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• M. Antonello, A. Gobbi, S. Michieletto, S. Ghidoni and E. Menegatti, “A Fully
Automatic Hand-Eye Calibration System”, in Proceedings of the IEEE In-
ternational Conference on Intelligent Robots and Systems (ECMR) 2017,
pp. 1-6, Paris (France), September 2017;
• M.Munaro,M. Antonello, E. Menegatti and C. Eitzinger, “FIBREMAP - Au-
tomatic Mapping of Fibre Orientation for Draping of Carbon Fibre Parts.”,
in Proceedings of the International CAE Conference, Pacengo del Garda
(Italy), October 2015;
• M. Munaro,M. Antonello, M. Moro, C. Ferrari, E. Pagello, and E. Menegatti,
“Fibremap: Automatic mapping of fibre orientation for draping of carbon
fibre parts”, in Proceedings of the 13th International Conference on Intel-
ligent Autonomous Systems (IAS-13), pp. 272-275, Padova (Italy), July
2014;
• M. Antonello, S. Ghidoni and E. Menegatti, “Autonomous Robotic System
for Thermographic Detection of Defects in Upper Layers of Carbon Fiber
Reinforced Polymers”, in Proceedings of the IEEEAutomation Science and
Engineering (CASE) 2015, pp. 634-639, Gothenburg (Sweden), August
2015;
• N. Castaman, E. Tosello, M. Antonello, N. Bagarello, S. Gandin, M. Carraro,
M. Munaro, R. Bortoletto, S. Ghidoni, E. Menegatti and E. Pagello, “RUR53:
an Unmanned Ground Vehicle for Navigation, Recognition andManipula-
tion”, submitted to Journal of Field Robotics.
1.6 Outline
The remainder of this thesis is organized as in the following. The next two chap-
ters are dedicated to the problem of building semantic models of scenes. The pro-
posedalgorithmsaredesigned tobe fast, hence applicable tomobile robots likeour
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O-Robot [103] presented in Appendix A and our RUR53 [104] presented in Ap-
pendixB,withwhichwe ranked third in theGrandChallengeof the firstMohamed
Bin Zayed International Robotics Challenge (Abu Dhabi, March 2017). Chap-
ter 2 deals with the classical semantic labelling task formulated as the problem of
learning the semantic labels of objects and scene structures from the perceived 3D
structure. Chapter 3 extends these techniques to the problem of detecting peo-
ple lying on the floor with a purely 3D technique. All of our methods have been
thoroughly evaluated on various datasets and comparedwith state-of-the-art tech-
niques. The subsequent two chapters are dedicated to the problem of building se-
mantic object models of Carbon Fiber Reinforced Polymers with a quality inspec-
tion robot. In particular, Chapter 4 deals with the problem of analyzing the sur-
face of carbon fiber preforms, segmenting carbon fibers from multiple views and
building augmented 3D models with fiber angle measurements. This is useful for
finding defects and subsequent process optimization. A handy tool for perform-
ing the hand-eye calibration is also introduced. Further details on it are reported
in Appendix C. Chapter 5 deals with the problem of segmenting andmapping de-
fects in the glue disposition in the upper inner layers, which are not visible by the
human eye. Furthermore, many results of this research have been successfully ap-
plied in the context of several national and international projects at the Intelligent
Autonomous Systems Laboratory (IAS-Lab): the European projects COROMA
(COgnitively enhanced RObot for flexible MAnufacturing of metal and compos-
ites), FibreMap, ThermoBot, the regional project Omitech and the international
MohammedBin Zayed International Robotics Challenge (MBZIRC). Finally, in
Chapter 6, we recap the main results achieved in this thesis and provide possible





Semantic Segmentation andMapping of
Objects and Scene Structures
In this chapter, we cope with the challenging problem of segmenting objects
and structural elements, e.g. walls, floor and ceiling, from RGB-D data recorded
with a Kinect-like sensor and from whole scene reconstructions. As introduced
in Section 1.4.1, this problem is known as semantic segmentation and mapping.
Semantic segmentation [30–32], i.e. the decomposition of a scene in its meaning-
ful parts, is receiving lots of attention in the research community, because of its
importance in scene understanding, robotics and autonomous vehicles. Semantic
mapping [33, 34] is a related research topic, i.e. the construction of 3D scene rep-
resentations describing scene geometry and semantic content. Semanticmaps can
be obtained by combining a Simultaneous Localization andMapping (SLAM) al-
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gorithm with a semantic segmentation technique, which is usually applied to sin-
gle views, or other recognition techniques as in [35, 36]. For robots, semantic
segmentation, whether it is applied to single views or whole reconstructions, plays
an important role since, for instance, the former could be applied during the robot
exploration of the environment while the latter for planning tasks.
While many approaches have been developed over the last years, we focus on
the 3D approach by D. Wolf et al. [44], which works on single camera views of
indoor environments and relies on the 3D Entangled Forest classifier (3DEF), an
extension of the Random Forest. This approach is able to model complex con-
textual features in a single pass in about one second, without requiring complex
graphical models, random fields or other types of post-processing. In particular,
their processing pipeline comprehends two stages. First, they over-segment the
scene in such a way that each segment contains at most one object. Second, they
infer the semantic label of each segment by means of the 3DEF classifier. In par-
ticular, the classification of each segment depends on learned geometric relations
of neighbouring segments typically appearing in a scene. In this work, we explore
the potential of this method whenmultiple views are available with the aim of en-
hancing the semantic segmentation of single frames and construct a semanticmap
like the two scenes shown in Figure 2.0.1(a)(b). Additionally, we study how these
approaches can be combined with a real-time state-of-the-art 2D object detector
like You Only Look Once (YOLO) [66] to further improve performances with
top-down cues, both on single views and when multiple views are available.
Themain contributions of this chapter are:
• the development of a 3D semantic mapping approach modifying the orig-
inal segmentation and applying the 3DEF classifier to whole smooth pre-
reconstructed scenes instead of single views;
• a novel 3Dmulti-view frame fusion techniquewhich improves the semantic
segmentation of single-frames and allows the creation of accurate semantic
maps in an incremental way;
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Bed Blind Books Cabinet Ceiling Floor Picture
Sofa Table TV Wall Window Background
(a)
Beam Column Chair Clutter Ceiling Floor Board
Sofa Table Wall Window Bookcase Door
(b)
Figure 2.0.1: (a) Example of dense semantic map taken from the NYU
dataset and obtained registering the single-frames with the rigid transforma-
tions from the RGB-D modelling technique in [1] and the best of our incre-
mental methods. The map is semantically annotated with the 13 classes in
the legend below it. (b) Another example of dense semantic map, this time
taken from the S3DIS dataset and processed by our batch approach working
on whole pre-reconstructed scenes. The 13-class problem involves a different
set of labels.
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• a novel approach for semantic segmentation andmapping combining in 3D
the 3DEF classifier and the 2D YOLO detector for a further boost of per-
formances;
• an optimized pipeline to acquire and annotate a semantic segmentation
dataset.
Thesemethods proved to be competitivewith respect to the state-of-the-art and, if
performances are considered with respect to computational resources or process-
ing time, they lead to even better results.
The remainder of the chapter is organized as follows. Section 2.1 describes
our approach for semantic segmentation andmappingwith 3DEntangled Forests.
First, the application of the original approach to whole scene reconstructions is
described (Section 2.2). The original segmentation will be refined since it is un-
suitable to segment difficult classes like boards, windows or paintings, which can
be easily confused with structural elements like walls. Second, after discussing
some limitations of the original approach, in Section 2.3, we present our multi-
view frame fusion technique, which allows to improve the semantic segmentation
of single frames and build accurate semanticmaps. This technique couldwork also
with other semantic segmentation methods. Third, in Section 2.4, we describe
our approach to perform semantic segmentation combining the 3DEF classifier
and the YOLO object detector for a further performance boost. In Section 2.5,
the datasets exploited in this thesis are presented; they consist in: the standard
datasets NYUDV1 [30] and NYUDV2 [31], the recent S3DIS dataset[105] and
our COROMA dataset. The NYU datasets have been recorded with a Microsoft
Kinect V1 sensor. They consist of hundreds of thousands of frames acquired in 79
different scenes and thousands of labeled frames acquired in 527 different scenes,
respectively. The most widely used set of labels, introduced by the authors, con-
tains 13 different label classes: scene structures and objects. Instead, the S3DIS
dataset[105] is collectedwith theMatterportCamera1, composedby3 structured-
light sensors. The dataset consists of 271 rooms from 6 large-scale indoor areas in
1https://matterport.com/
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Figure 2.1.1: Overview of the first method for semantic mapping (3DEF-
WRSM). It consists in the direct application of 3DEF to whole smooth re-
constructions. For this purpose, the preliminary segmentation of the original
approach has been modified.
3 different buildings. For each area, the 3D reconstructions of the whole build-
ings are provided as textured meshes, as well as the corresponding 3D semantic
meshes. Its number of RGB and depth images is an order of magnitude up. Our
COROMA dataset differs from the others for two reasons: it has been acquired
with a Kinect One V2 and in an industrial scenario, in which different elements
like machines, robots and tools are present. In Section 2.6, our methods are thor-
oughly evaluated. Finally, in Section 2.7, ourmain achievements are recapped and
future directions of research identified.
2.1 Methods
In this section, we present our approach to enhance the semantic labelling and
build semantic maps. It addresses two different problems: exploiting the avail-
ability of multiple points of view and integrating the top-down cues provided by
an object detector. The first multi-view method (in the following: 3DEF Whole
Reconstruction SemanticMapping - 3DEF-WRSM) works offline and consists in
thedirect applicationof the3DEFclassifier [44] towhole smooth reconstructions.
For this purpose, the preliminary segmentation of the original approach has been
modified. Anoverviewof themethod is given inFigure 2.1.1. Theother twomulti-
viewmethods are based on our frame fusion scheme: the first of the two enhances
the semantic segmentationof single framesby cleverly retrieving the contributions
from the adjacent views without storing the whole reconstruction (in the follow-
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Figure 2.1.2: Overview of our multi-view frame fusion technique, which is
the basis of the second (3DEF-FFSS) and third method (3DEF-FFSM) for
exploiting multiple views. The difference stays in the number of considered
frames: just a few in a neighbourhood or all. Respectively, they allow seman-
tic segmentation, which is online, and mapping, which is offline. Here, for
visualization purposes, just three frames are visualized. The 3DEF classifier
can be replaced by our semantic segmentation method combining 3DEF and
YOLO (3DEF+YOLO).
ing: 3DEFFrameFusionSemantic Segmentation - 3DEF-FFSS),while the second
of the twoexploits the same frame fusion technique tobuild a semanticmap(in the
following: 3DEF Frame Fusion Semantic Mapping - 3DEF-FFSM). An overview
of our frame fusion scheme is given in Figure 2.1.2. First, each frame is labelled by
the single-view approach 3DEF. Then, each labelled frame is fused with the con-
tributions from the other points of view. The difference between 3DEF-FFSS and
3DEF-FFSM stays in the number of frames considered: just a few in a neighbour-
hood or all respectively. Furthermore, 3DEF-FFSS can work online while 3DEF-
FFSMworks offline. All the presented methods can work with the RGB-D object
modelling technique introduced in [1], which canprovide nice and smooth recon-
structions to 3DEF-WRSM and precise rigid transformations to 3DEF-FFSS and
3DEF-FFSM without requiring a GPU. 3DEF-FFSS and 3DEF-FFSM have been
tested also on transformations retrieved with the popular RGB-D SLAM [46],
which anyway cannot provide as smooth reconstructions as [1].
A further performance boost is achieved by combining the 3DEF classifier
with our 2D semantic segmentation method based on the YOLO detector (in
the following: 3DEF+YOLO). This is challenging because we aim at leveraging
the best of both algorithms and fusing a 3D approach with a 2D approach. Of
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(a) Over-segmentation in su-
pervoxels, small 3D patches.
(b) Oversegmentation in
merged supervoxels, larger and
mostly planar segments.
Figure 2.2.1: Output of the preliminary over-segmentations.
course, the obtained semantic segmentation can be further improved bymeans of
our multi-view fusion scheme leading to 3DEF+YOLO-FFSS and 3DEF+YOLO-
FFSM.
2.2 SemanticMapping ofWhole Pre-reconstructed Scenes
The 3DEF approach in [44] operates on 3D point clouds, which can be recorded
with an RGB-D sensor. It comprehends three phases:
• supervoxel over-segmentation in 3D patches, see Figure 2.2.1(a);
• fusion of similar adjacent segments into larger, mostly planar segments as
shown in Figure 2.2.1(b). Wemodified this step;
• segment classification.
Here, we evaluated it on whole scene reconstructions, not just point clouds from
single view points. We reconstructed them by means of the RGB-D modelling
technique in [1], which can register point clouds from single view points and
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smooth depth values thanks to the multiple view points. This way, we evaluated
3DEF-WRSM on smooth reconstructions, not presenting double walls or similar
problems of other well-known tools like RGB-D SLAM. As an alternative, they
can be acquired and processed directly with aMatterport Camera, whose technol-
ogy allows to build 3D texturedmeshes of the scanned area. In the following, each
phase is described.
The input point cloud is over-segmented into homogeneous 3D patches by
means of the Voxel Cloud Connectivity Segmentation (VCCS) [106]. This solu-
tion aims at preserving the edges by finding patches not crossing object bound-
aries and, at the same time, it reduces the noise and the amount of data. This is
a region growing method which incrementally expand patches, in particular su-
pervoxels, i.e. volumetric over-segmentations of 3D point cloud data, from a set
of seed points distributed evenly in space on a grid of fixed resolution Rseed. Ex-
pansion from the seed points is governed by a distance measure D calculated in a








in which the spatial distanceDs is normalized by the seeding resolution, the color
distance Dc is the euclidean distance in normalized RGB space, and the normal
distance Dn measures the angle between surface normal vectors. Three weights
can be controlled by the user: wc, ws and wn. This method was proved to be more
effective than existing 2D solutions.
In the subsequent step, this approach applies a region growing algorithm,
which recursively merges two adjacent segments ci and cj into larger ones. The un-
derlying idea is that bigger segments are better since the classifier features tend to
be more reliable if calculated on bigger segments. This merging step is performed
evaluating a distance function d(ci, cj). In particular, given a threshold τmerge, the
constraint d(ci, cj) < τmerge must hold. This distance function is a linear combi-
nation of the color, surface normal and point-to-plane distance between the seg-
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ments, as in the subsequent formula:
d(ci, cj) = wcdc(ci, cj) + wndn(ci, cj) + wpdp(ci, cj) ,
in which dc is the color distance in Lab CIE 94 color space, dn the surface normal
difference indicated by the dot product (1 − ninTj ), dp is the max of the point-to-
plane distance from ci to cj and viceversa. The user can control three weights: wc,
wn and wp, normalized to sum up to 1. The algorithm stops if there are no more
adjacent segments to be merged and returns the final set of segments S . Empiri-
cally, we found out that, notwithstanding the choice of the parameters, this merg-
ing strategy is too aggressive on scene reconstructions. Indeed, in the event of
contiguous objects with very similar color or geometrical features, themerging al-
gorithm is unable to discriminate among different objects. For instance, pictures
and boards are often confused with walls since they hang on them. As a first con-
tribution, during the segmentmerging, the number ofmerged supervoxels in each
cluster Nms is updated. This way, a stop condition on Nms can be easily evaluated
so as to stop the merging and avoid too big segments. Empirically, a maximum
bound of 50 proved to be a good choice. An example is reported in Figure 2.2.2.
For each segment generated by the over-segmentation, a feature vector x of
length 18 is calculated. Besides simple color features, it includes fast geometric
features. Some of them are calculated from the eigenvalues of the scatter matrix
of the segment, which represent the variancemagnitudes in themain directions of
the spread of the segment points. Others are calculated from theOriented Bound-
ingBox (OBB) including all the segment points. A complete list of features is given
in Table 2.2.1. Then, for each segment st, a set of close-by-segments si is selected
on the basis of three constraints: point-to-plane distance, enclosed angles and Eu-
clideandistance. During training and inference, this set can be used to evaluate five
binary tests defining the entangled features, which are capable of describing com-





Figure 2.2.2: (a) Example of tricky scene; (b) The original method often
confuses boards (this case), windows and pictures with walls since they hang
on them; (c) The choice of setting a maximum bound over the number of
merged supervoxels during the region-growing proved to be a good choice to
avoid an aggressive merging. Please note that the different colors are random
and do not refer to the semantic class. Classification has not yet been per-
formed.
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Table 2.2.1: List of unary features calculated for each 3D segment and their
dimensionality.
Unary features Dimensionality
Color mean and std. dev. 2
Compactness (λ0) 1
Planarity (λ1 − λ0) 1
Linearity (λ2 − λ1) 1
Angle with floor (mean and std. dev.) 2
Height (top and bottom point) 2
OBB dimensions 3
OBB face areas 3
OBB elongations 3
Total dimensionality 18









list is given in Table 2.2.2. They are briefly explained as follows:
• Existing Segment Feature: this evaluates to true if the set of close-by-
segments si is nonempty;
• TopNSegment Feature and Inverse TopNSegment Feature: these features take
into account the class label distributions of the current tree nodes, which
the candidate segments si have reached so far during classification. Two pa-
rameters are learned: a label l and the boundN. In particular, they evaluate
33
to true if a certain label l is among the most frequentN labels;
• Node Descendant Feature andCommon Ancestor Feature: these features con-
sider the path a target segment st or candidate segment si took through the
tree during classification. Two parameters are learned: a label l and the
bound M. They evaluate to true if a certain label l is encountered within
M steps.
For further details, we refer to [43].
Many steps in the aforementioned pipeline require the preliminary alignment
of the point cloud with respect to the floor. Indeed, unary features like the an-
gle with floor or the height require the floor estimation in order to be calculated.
The same holds for some of the constraints to find near-by segments and evalu-
ate 3D entangled features. Here, with respect to the previous work [44], the floor
plane is estimated from the reconstructed scenes. Hence, even when the floor is
not visible, precise camera height, roll, pitch and yaw can be estimated for each
frame, hence many cluster features are expected to be more significant. Despite
this improvement and good qualitative results, see Figure 2.2.3, we will see that
this method cannot reach the single-view performances on the NYU dataset. In-
deed, given that just a few scenes are available in NYUDV1 [30] and only a few
frames for each scenes are labeled inNYUDV2 [31], the forests are still trained on
the single frames leaving room for improvement in the classifier training. Thus, we
trained and tested 3DEF-WRSMalso on themore recent, bigger andmore precise
S3DIS dataset, on which state-of-the-art performances can be reached. Anyway,
the need of a big dataset is a non-negligible shortcoming for real applications sowe
developed two methods based on the fusion of frames frommultiple view points,
thanks to which single-view performances can be outperformed without retrain-
ing any classifier.
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(a) Example of reconstructed scene.
(b) Labeling result.
Bed Blind Books Cabinet Ceiling Floor Picture
Sofa Table TV Wall Window Background
Figure 2.2.3: Example of reconstructed scene obtained by the RGB-D object
modelling technique in [1] and fed to 3DEF-WRSM. The labelling result is
reported too.
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2.3 Multi-view Frame Fusion
Thismodule operates on sequences of RGB-D frames, whichmay be acquired dur-
ing the robot exploration of an environment, e.g. while searching for an object
requested by the user. These frames may overlap and contain different views of
the same entity (object or environmental structure) from varying angulations and
distances. This module is decoupled into three steps which could be parallelized:
the 3D reconstruction step, the semantic segmentation step and the multi-view
frame fusion step. The 3D reconstruction step, here based on the RGB-D mod-
elling technique in [1] andRGB-DSLAM[46], takes a new frame froma sequence
of RGB-D frames and registers it to the 3D reconstruction returning its rigid trans-
formation with respect to the reference frame. The semantic segmentation step is
the original 3DEF approach applied to each frame. The multi-view frame fusion
step, which is the focus of this section, fuses the semantic information for each
point in order to exploit the availability of multiple points of view. The same pro-
cess can be used to improve the semantic segmentation of single frames online or
to build an accurate semantic map offline.
Given a sequence S of RGB-D frames Ii with i varying from 1 toN, a reference
frame Iref can be selected, e.g. with ref = N/2. Every 3D point Pxy, where x and y
are the coordinates in the image reference system, belonging to it can be forward-
projected to all the other frames in S. This way, the contributions from all the N
points of view can be retrieved and, as detailed in the following, used to estimate
theoptimal label of eachpointPxy. Figure 2.3.1 shows that theoptimal label ofPxyN/2
can be selected after considering also the contributions from forward-projected
points FPxyi in the frames I1 and IN while Figure 2.3.2 shows that not always a for-
ward projection exists so the contribution from some frames can be missing.
Anyway, due to single frame distortions and SLAM imprecisions like double
walls or chairs, we cannot be sure that each point Pxy ∈ Iref truly coincides with
the 3D points corresponding to each forward projection {FPxyi }. Hence, we in-
troduced a geometrical validation step, each FPxyi is transformed to the reference
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Figure 2.3.1: Forward projection from 3D to Ii, i ̸= ref. The red boxes around
FPxy1 and FPxyN denote the Moore neighbourhood. The red circle around PxyN/2
the geometric validation step: only the points side it can contribute.
coordinate system and can contribute only if:∣∣∣∣FPxyi .z− Pxyref.z∣∣∣∣< ε (2.1)
A good ε proved to be 0.05m. Instead, a quadratic depth dependent threshold,
typically used when modelling depth noise with a triangulation-based device like
the Kinect V1, did not improve the results. Indeed, here, just the contributions of
truly coinciding 3D points are of interest. An example of points that are discarded
by this check is reported in Figure 2.3.1, in particular the red points outside the red
circle.
To consider the contributions from the other frames, a method based on the
Bayesian fusion at the pixel level is considered. Not only this method operates on
labels but it takes in input also the classifier confidences. Given a point Pxyref ∈ Iref




Figure 2.3.2: Example of missing forward projection.
let j be a semantic label and zref = {z1, ..., zref, ..., zN} its measurements in each
frame Ii, i.e. the labels assigned to the point Pxyref (zref) and its forward-projections
FPxyi (zi, with i ̸= ref). According to Bayes’ rule:




where zref = zref \ {zref}, i.e. the labels assigned to the forward-projections only.
Under the assumptionsof i.i.d. condition (independent and identically distributed
condition) and equal a-priori probability for each class, it can be simplified to:





where τ j is a normalization factor such that:∑
j=1...N
τ jp(j|zref) = 1 .





Parity cases are important and must be addressed appropriately. In the event of
parity, the label from the reference frame is kept.
Finally, in contrast with previous works, here, the forward projection is im-
proved by means of a smoothing step. This step takes into account the pixel con-
text so as to improve robustness with respect to imprecisions in the forward pro-
jection process, which can be due to noise or locally imprecise registration. Each
forward-projected point FPxyi does not contribute with its label only but with the
most frequent label in its Moore neighbourhood, which comprehends the pixel
itself and the eight Neighbour Points, NPxyik with 1 ≤ k ≤ 8, see the red boxes
enclosing them in Figure 2.3.1. Formally, let dFPxy,j denote whether the classifier
selects the label j on point FPxyref or not, and let dNPxyik ,j denote whether the classifier
selects the label j on point NPxyi or not. The majority label combination leads to














In addition, each forward-projected point does not contribute with its label confi-
dences but with those of the neighbour pixel with the most frequent label J in the
Moore neighbourhood. Nevertheless, without any geometrical verification step,
this method could introduce noise in the labelling results. To be sure that each
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Figure 2.4.1: Confusion matrix of 3DEF on the NYUv2 dataset. Two chal-
lenging classes are the labels Object and Furniture, which comprehend many
different objects of different sizes and shapes. The main confusion values ap-
pear between Wall/Wall Decoration, Wall/Wall Window and Wall Decora-
tion/TV.
point in the 2D Moore neighbourhood is a real neighbour in 3D, only the points
passing the geometrical verification steppreviously introduced inEquation 2.1 can
contribute, in this case: ∣∣∣∣NPxyij .z− Pxyref.z∣∣∣∣< ε .
This smoothing step proved to be very useful in practice.
2.4 Joint Semantic Segmentation andObjectDetection
From the analysis of the confusionmatrix reported in Figure 2.4.1, the 3DEF clas-
sifier shows to suffer from a number of shortcomings, which can only bemitigated
by the availability ofmultiple points of view. Two challenging classes are the labels
Object and Furniture, which comprehend many different objects of different sizes
and shapes making it very hard for a classifier to capture any distinct properties.
40
The classesWall Decoration,Window andTV are also challenging since they all are
objects located/mounted on walls so their segmentation can rely mainly on color
cues. Given that a multi-view method can only slightly improve over these un-
derlying issues, we further studied how to combine the strengths of 3DEF, which
can accurately segment many scene structures and relatively big objects like Floor,
Ceiling,Wall, Bed, Sofa, Chair or Bookshelveswith those of a state-of-the-art object
detector trained to be fast and robust when detecting a variety of objects but lack-
ing the capability of segmenting them. This can be achieved with a smart com-
bination of two-state-of-the-art algorithms, respectively aiming at detecting and
segmenting objects.
In particular, we selected a real-time object detector known as YouOnly Look
Once (YOLO) [65], more precisely the second version YOLOv2 [66]. This
method applies a single neural network to a full RGB frame so that its predictions
can be informed by the global frame context. It divides the image into regions
and predicts bounding boxes and probabilities for each region. These bounding
boxes are weighted by the predicted probabilities. The network architecture of the
first versionYOLOv1, see Figure 2.4.2, is inspired by theGoogLeNetmodel [107]
for image classification. The network has 24 convolutional layers followed by 2
fully connected layers. Instead of the inception modules used by GoogLeNet, it
uses 1× 1 reduction layers followed by 3× 3 convolutional layers, similar to Lin
et al. [108]. The detection framework of YOLOv2 improves in speed and accu-
racy thanks to various design choices. For a full description, we refer to [66]. A
number ofmodels trained on different datasets are available. For our purposes, we
selected a model trained on the COCO detection dataset [109], containing over
200 000 images with 80 different object classes, which can be easilymapped to our
13 classes: most of the YOLO classes simply falls in the Object class. One of the
advantages of YOLOwith respect to othermethods is that it can be jointly trained
on the COCO detection dataset and the ImageNet classification dataset [110],
which, containing 14 197 122 images, is orders of magnitude larger, allowing to pre-
dict 9000 classes even in the absence of labelled detection data. Nevertheless, on
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Figure 2.4.2: The YOLOv1 model is implemented as a convolutional neu-
ral network. The initial convolutional layers of the network extract features
from the image while the fully connected layers predict the output probabili-
ties and bounding box coordinates. These bounding boxes are weighted by the
predicted probabilities.
Figure 2.4.3: Overview of the algorithm to perform semantic segmentation
with YOLO. In this scheme, for ease of visualization, YOLO detector gener-
ates only three bounding boxes.
our classes, this powerfulmodel, YOLO9000, has a lower recall and precision than
YOLOv2.
In order to integrate YOLO into our pipeline, the object inside the bounding
box has to be segmented alongside its contours, leading to a semantic segmen-
tation. This can be achieved by means of the pipeline illustrated in Figure 2.4.3.
For each RGB frame, YOLO finds a set of bounding boxes associated with a label
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Figure 2.4.4: The YOLO object detector finds a set of bounding boxes, for
each of which a label and a confidence are associated. In a straightforward
implementation, results may be negatively influenced by the order with which
bounding boxes are considered. Here, the bigger boxes, e.g. the box of a ta-
ble, are segmented before the smaller ones, e.g. the boxes of small objects
lying on it. This pipeline leads to a novel 2D semantic segmentation.
and a confidence, as in the example in Figure 2.4.4. Given each bounding box, the
detected object is segmented with a method based on Grabcut, a state-of-the-art
segmentation algorithm [53], briefly introduced in the following. It requires to be
initialized at least with a user-specified bounding box around the foreground re-
gion and, if available, some hints on background and foreground pixels inside of
it. Then it creates the background/foreground segmentation combining hard seg-
mentation by iterative graph-cut optimization with border matting to deal with
blur and mixed pixels on object boundaries. Here, for each detection, Grabcut
is initialized with the YOLO bounding box and, for robustness, given that not al-
ways a segmentation can be found, Grabcut is run on both RGB and depth frames.
This way, the segmentations obtained fromRGB and depth frames can be fused. If
Grabcut cannot return any segmentation, two alternatives have been considered:
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Figure 2.4.5: Overview of the 3DEF+YOLO, our algorithm to combine
3DEF and YOLO. The Bayesian fusion allows to leverage on the strenghts
of both methods. The cluster smoothing is a final refinement.
skipping the detection or considering the entire bounding box as foreground. Ex-
perimentally, we found out that the second choice is better performing. Indeed, it
does not penalize labels likeObject and Book, which can be characterized by tight
bounding boxes. After this step, for each segmented pixel, both YOLO label and
confidences can be easily memorized. Unfortunately, bounding boxes can over-
lap so the order with which the bounding boxes are processed may negatively im-
pact the results: for instance, depending on the order with which each bounding
box is processed by Grabcut, an object on a table (see Figure 2.4.4) may be seg-
mented before the table itself so the subsequent table segmentation may override
the previous object segmentation. Because of this, a straightforward method run-
ning Grabcut on each bounding box would lead to a loss of semantic information
and fail. Here, as a countermeasure, YOLO bounding boxes are sorted in decreas-
ing order of size. This way, first of all, bigger boxes, which are more likely to be
supporting entities like tables, are segmented and, only after, small boxes, which
may contain objects lying on supporting surfaces, are segmented. This pipeline
leads to a novel 2D semantic segmentation.
Given that YOLO does not support the detection of all the 13 classes, e.g. it
cannot detect scene structures like floor, walls and ceiling, the semantic segmen-
tation obtainable from YOLO is incomplete. Hence, as a further contribution, for
each frame pixel, the predictions of 3DEF and YOLO are retrieved and fused in
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a bayesian way. The two contributions can be easily retrieved in 2D by iterating
over the two semantic images, output of 3DEF and our semantic segmentation
method based on YOLO. An overview of the fusion process is provided in Fig-
ure 2.4.5. Given a frame I and a frame pixel Pxy ∈ I, let j be its semantic label,
z3DEF the semantic label returned by 3DEF and zYOLO the semantic label returned
by YOLO. According to Bayes’ rule and under the assumption of i.i.d. condition,
confidences can be accumulated as follows:
p(j|z3DEF ∧ zYOLO) = τ jp(z3DEF|j)× p(zYOLO|j) ,
where p(z3DEF) is the confidence returned by 3DEF, p(zYOLO) is the confidence
returned by YOLO and τ j is a normalization factor such that:∑
j=1...N
τ jp(j|z3DEF ∧ zYOLO) = 1 .




Nevertheless, as shown in Figure 2.4.6, imprecisions in YOLO’s bounding box
locations or in the Grabcut-based segmentation may lead to the assignment of
wrong labels and confidences to the pixels close to the object borders. To alle-
viate this, a subsequent cluster smoothing step is performed. In contrast with pre-
vious steps, this one exploits 3D data, in particular the 3D preliminary segmen-
tation based on the the Voxel Cloud Connectivity Segmentation (VCCS) [106]
and the subsequent region growing, see Section 2.2. Given each unlabeled cluster
C, which is the output of the preliminary segmentation phase in the 3DEF ap-
proach, the most frequent label of the points in C is considered. Each point in C
is labelled consistently with the most voted label in the cluster. In the same way,
the respective confidences are propagated inside the cluster to all the other points.
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Figure 2.4.6: Without the Bayesian fusion and the final cluster smoothing, a
few pixels on the wall in the red box would have been annotated as part of the
gray object (a fire extinguisher).
The improvements due to the presented methods will be extensively discussed in
the following sections.
2.5 Datasets
For benchmarking, we evaluate our methods for the 13-class semantic segmenta-
tion problem on three public datasets: the twoNYUDepth datasets, NYUv1 [30]
and NYUv2 [31], and the S3DIS dataset [105]. Additionally, we evaluate the
3DEF classifier on our own dataset, theCOROMAdataset, with our own 6 classes
with the aim of studying its potential also in a real industrial scenario, in which se-
mantic segmentation can aid autonomous robot navigation. These datasets as well
as the evaluation pipeline are described as follows.
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Table 2.5.1: Training and test splits on the S3DIS dataset.
Fold # Training (Area #) Test (Area #)
1 1, 2, 3, 4, 6 5
2 1, 3, 5, 6 2, 4
3 2, 4, 5 1, 3, 6
The NYUDepth datasets contain images from indoor scenes recorded with a
KinectV1 sensorwhile theS3DISdatasetwas collectedwith aMatterportCamera,
which, bymeans of 3 Kinect-like structured-light sensors, offers a mature technol-
ogy for scanning large-scale spaces. The NYUv1 dataset provides 2284 pixel-wise
labelled RGB-D frames, for which missing depth values in the depth maps have
been filled. It includes 10 splits for training and test. TheNYUv2 dataset contains
1449 pixel-wise labelled RGB-D frames which is commonly split into a subset of
795 frames for training/validation and 654 for testing. The number of frames in
the S3DIS dataset is an order up: it contains 70 496 RGB and depth images. Fur-
thermore, it contains 3D reconstructions of the whole buildings of mainly educa-
tional and office use, originated from 6 large-scale indoor areas, leading to a total
of 271 3D models of rooms. For each area, they are provided as textured meshes,
as well as with the corresponding 3D semantic meshes. Each areas are subdivided
in different sets following a 3-cross fold validation scheme in order to avoid over-
fitting and asymmetric sampling, typical of the subdivision of the dataset in two
parts. The splitting scheme is reported in Table 2.5.1. With respect to the others,
our COROMA dataset was recorded with a Kinect One V2mounted on a mobile
robot, the one presented inAppendix A: it includes 6548 pixel-wise labelledRGB-
D frames, split following the common 70-30 subdivision for training and test. De-
spite the high number of frames, this dataset is simpler since all the frames were
acquired in the same facility.
We evaluated our methods in the following way. As pointed out in [33], the
NYUv1 dataset has more labelled images per scene while the NYUv2 dataset has
a higher annotation quality making the first more suitable for reconstruction ex-
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periments and the second more useful for validating the classifier performances
and comparingwithmany recent single-view approaches. We reconstructed all the
scenes in both datasets feeding the RGB-Dmodelling technique in [1] or RGB-D
SLAM [46] with the available raw frames, which are over 25K. Similarly to pre-
vious works, when no reconstruction is present, we fall back to the predictions
of the baseline single frame. In addition, we did not semantically segment all the
raw frames but just those with an available ground-truth annotation. Given the
higher variability in scenes and objects, ourmethods combining 3DEF andYOLO
are evaluated on NYUv2. In contrast to the NYU datasets, the S3DIS dataset has
far more scenes, which are also more precisely annotated, so our batch approach
working on whole scene reconstructions is tested on it. Finally, we delved deeper
into an industrial application. Our experiments on the COROMA dataset show-
cases the power of the 3DEF classifier on a real industrial scenario, which differs
from a typical one for a number of reasons: for instance, spaces are wider and in-
clude different objects of different materials in different arrangements. Without
any shrewdness, acquiring and annotating a dataset composed by thousands of
frames is a very difficult task. Hence, our approach is outlined in the next sub-
section.
2.5.1 COROMADataset Acquisition and Annotation
One of the aims of the EUProject COROMA2 (COgnitively enhancedRObot for
flexibleMAnufacturing of metal and composites) is the robotic automation of the
boat hull sandingprocedure, which is heavy and commonly performedbyhumans.
The localization of the boat hull to be sanded can be aided by semantic segmen-
tation for a coarse localization of the boat hull and the main scene elements, e.g.
boat hull supports, scene structures, machines, robots and other objects. In order
to speed up the acquisition and annotation process, the SceneNN annotation tool
in [111] is adopted. In particular, we annotated the whole reconstruction, instead
of each single-view frame, whose annotation would have required whole weeks
2https://www.coroma-project.eu/
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instead of hours. This way, the pixel-wise annotation of each single-view frame
can be retrieved by re-projecting the annotation from the 3D model. The entire
pipeline consists of three steps, described in the following:
1. scene reconstruction from single-view RGB-D data;
2. manual scene annotation;
3. forward-projection from 3Dmodel to single-view frames.
The SceneNN annotation tool takes in input 3D reconstructions in the form
of triangular 3Dmeshes, i.e. collections of vertices, edges and faces that define the
model shapes, and the respective list of frame-by-frame transformations, necessary
to re-project the annotation from the scene to each single-view frame. In [111],
the input data is obtained by means of Elastic Reconstruction [112], an approach
to reconstruction of detailed scene geometry from RGB-D frames. It deals with
both sources of error by reconstructing locally smooth scene fragments and letting
these fragments deform in order to align to each other. Nonetheless, despite a vol-
umetric registration formulation that leverages the smoothness of the deformation
to make optimization practical for large scenes, the approach still requires several
hours of processing. Instead, the scene reconstruction task could be performed
with one of the faster techniques already mentioned, the RGB-Dmodelling tech-
nique in [1] or RGB-D SLAM [46]. Since real-time performances on a CPU are
a minor concern when annotating a dataset, we adopted the popular Elastic Fu-
sion [113], which is a better trade-off between precision and speed. This method
works on theGPU, requires someminutes of processing instead of hours and is ro-
bust with loopy trajectories. In contrast to state-of-the-artmethods, it performs an
optimization at the level of the 3Dmodel instead of optimizing the camera trajec-
tory. This way, problems like double walls or double objects are alleviated. Unfor-
tunately, the output of Elastic Fusion is a point cloud, which needs to be converted
to a 3D triangular mesh in order to be fed to SceneNN. This was implemented
by means of four steps based on tools freely available in MeshLab [114], an open
source system for processing and editing 3Dmeshes:
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1. cleaning: well-visible outliers, typically due to the sensor noise, can be se-
lected and removed manually thanks to the handy graphical interface of
MeshLab;
2. Poisson disk sampling [115]: this step is necessary to reduce the size of the
problem and make the subsequent steps faster;
3. normal reconstruction: this step is necessary to calculate the normals re-
quired by the subsequent meshing step;
4. surface reconstruction: there existmany remeshing algorithms, theBall piv-
oting [116]fits toour purposes since it is light and allows to create a detailed
mesh in a fewminutes.
By means of the SceneNN annotation tool, both the subsequent steps, man-
ual scene annotation and forward-projection from model to single-view frames,
can be performed. The system aids the user in the labeling task thanks to twomain
functions: automatic 3D segmentation and interactive refinement withmerge, ex-
tract, split and template matching operations. In Figure 2.5.1, the whole pipeline
is recapped. The input RGB-D frames were acquired with our mobile robot in
an industrial facility, see Figure 2.5.1(a). Annotating the scene in Figure 2.5.1(b)
required only two hours. The final annotation, see Figure 2.5.1(c)(d), is very pre-
cise. The boat hull is annotated with three different colors in order to differentiate
among the boat hull itself, the technical areas under it and the supporting frame.
For our first tests, we considered one frame every three to reduce the amount of
data and defined the common 70-30 subdivision for training/validation and test.






Figure 2.5.1: Overview of the COROMA dataset: (a) data acquisition in an
industrial environment; (b) manually annotated scene reconstruction; (c) view
of the boat hull to be localized and sanded; (d) manually annotated view:




We compared the three methods we presented, 3DEF-WRSM, 3DEF-FFSS and
3DEF-FFSM, with the single-view approach 3DEF and other state-of-the-art
methods. We used three performance indicators: pixelwise recall (in the follow-
ing: Global Accuracy - GA), classwise recall (in the following: Class Accuracy -
CA) and classwise precision (in the following: Class Precision - CP). The first is
calculated as the overall portion of correctly labeled points, the second is defined
as the mean diagonal of the confusion matrix and the third is the average preci-
sion class per class. The last two indicators are less biased towards highly frequent
classes.
We tested how much the Bayesian fusion and our fusion scheme considering
pixel context can improve over the single-view semantic segmentation for a vary-
ing number of forward-projected framesK, withK = {2, 4, 10}, whereK = N−1,
i.e. the number of frames in the sequence, except of the reference one. This anal-
ysis is graphically reported in Figure 2.6.1. The performance indicator has been
calculated on one of the 10 default splits. The best K is 10. The single-view is al-
ways outperformedby theBayesian fusion (BF) and theBayesian fusionwith pixel
content (CBF).
Furthermore, ifK is set to 10 and performances are averaged over all the splits,
the Bayesian fusion leads to an improvement in pixelwise recall GA of 1.34%, in
classwise recall CA of 0.47%, and in classwise precision CP of 1.92% while our
novel Bayesian fusion with pixel context leads to an improvement in GA of 1.58%,
in CA of 0.51%, and in CP of 2.36%, proving to be the best online method. If all
the frames available in each scene are considered, performances keep increasing:
3DEF-FFSM improves in GA of 1.78%, in CA of 0.62%, and in CP of 2.71%, lead-




Figure 2.6.1: Comparison in classwise accuracy (CA), global accuracy (GA)
and classwise precision (CP) between Bayesian fusion with pixel context
(CBF) and Bayesian fusion (BF) for a varying number of forward-projected
frames K on one of the default splits. The single-view (SV) is outperformed
by the Bayesian fusion (BF) and the Bayesian fusion with pixel context (CBF)
for all coefficients and for all K. Furthermore, performance are higher when
considering the contributions from more frames.
In Table 2.6.1, we compared all the methods based on 3D Entangled Forests:
3DEF, 3DEF-WRSM, 3DEF-FFSS, with K set to 10, and 3DEF-FFSM, with K set
to themaximum number of frames available in each scene. The performance indi-
cators are averaged on the 10 default splits. Finally, we reported also two other
methods: Hermans et al. [33] and Ren et al. [117], a classic CNN approach,
which, anyway, takes more than one minute per image. Our single-view method
needs one second only. We can see that 3DEF-FFSS outperforms the single-view
method. As already discussed, 3DEF-WRSM performs poorly (−21, 3% in CA)
indicating that retraining and feature selection on a more adequate dataset is nec-
essary, see Section 2.6.3. Nevertheless, more accurate semantic maps can be ob-
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Table 2.6.1: Performance comparison on the NYUv1. The methods are re-
ported in increasing order of pixelwise accuracy GA. The performance values
improved by our multi-view methods are enclosed in boxes. The best results
are in bold.
Method GA CA CP
3DEF-WSSM 40.0 30.7 27.1
Hermans et al. [33] 44.4 59.5 -
3DEF [44] 50.2 52.0 38.9
3DEF-FFSS 51.7 52.5 41.3
3DEF-FFSM 52.0 52.6 41.7
Ren et al. [117] - 76.1 -
Table 2.6.2: Class performance comparison on the NYUv1. The class perfor-
mance improvements with respect the single-view are enclosed in boxes. The







































Hermans et al. [33] 50.7 57.6 59.8 57.8 92.8 89.4 55.8 70.9 48.4 81.7 75.9 18.9 13.5
3DEF [44] 54.2 13.5 62.9 48.8 88.7 95.3 29.1 59.9 62.3 46.3 89.1 11.9 14.1
3DEF-FFSS 56.0 12.5 64.1 51.8 88.4 94.8 25.3 60.7 65.5 44.3 91.0 12.5 15.9
3DEF-FFSM 55.9 12.2 64.5 52.4 88.2 94.7 26.0 60.7 65.9 44.1 91.2 12.4 16.1
Ren et al. [117] 85 80 89 66 93 93 82 81 60 86 82 59 35
tained by 3DEF-FFSM, which is the best performing method. With respect to
state-of-the-art methods, we improve in pixelwise recall GA thanks to the good
performance on classes like Bed, Bookshelf, Cabinet, Sofa, Table,Wall,Window and
Background but not in classwise recall CA. Indeed, 3DEF is already outperformed
by Hermans et al. [33] on classes like Blind, Cabinet, Ceiling, Picture, Sofa, TV and
Window. Thus, the improvement of the multi-view on 8 out of the 13 classes does
not allow to outperform themon average. Anyway, our fusion scheme could be ap-
plied to improve them too. The class performances are all reported in Table 2.6.2.
From a qualitative point of view, our multi-view method improves over the
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Figure 2.6.2: From a qualitative point of view, our multi-view method im-
proves over the single-view also because it can label a higher number of
points. This is clearly visible on the most distant points of the floor (in red)
and ceiling (in pink).
single-view also because it can label a higher number of points. In Figure 2.6.2, the
single-view semantic segmentation of a corridor scene is comparedwith themulti-
view semantic segmentation by means of our 3DEF-FFSS method. Points, which
were filtered out by the single-view approach because they were too far from the
camera, are now labelled, this is clearly visible on the most distant points of the
floor (in red) and ceiling (in pink).
2.6.2 Experiments onNYUv2
In Table 2.6.3 and Table 2.6.4, we compare the following methods: Couprie et
al. [32], Hermans et al. [33], Eigen et al. [41], SEGCloud [50], Eigen-SF [34],
3DEF [44] and our best methods: 3DEF-FFSS, 3DEF-FFSM and their variants
combining the 3DEF classifier with the object detector YOLO, 3DEF+YOLO-
FFSS and 3DEF+YOLO-FFSM. Couprie et al. is a classic CNN approach while
55
Table 2.6.3: Performance comparison on the NYUv2. The methods are re-
ported in increasing order of pixelwise accuracy GA. The performance im-
provements with respect to the single-view are enclosed in boxes. The best
result are in bold.
Method GA CA CP
Couprie et al. [32] 36.2 52.4 -
Hermans et al. [33] 48.0 54.3 -
3DEF [44] 65.0 55.7 53.3
3DEF-FFSS/FFSM 65.3 56.1 53.7
Eigen [41] 66.5 59.9 -
SEGCloud [50] 66.8 56.4 -
3DEF+YOLO (rgb only) 67.4 60.9 56.0
3DEF+YOLO 67.6 61.3 56.3
3DEF+YOLO-FFSS/FFSM 67.7 61.5 56.4
Eigen-SF [34] 69.3 63.2 -
Table 2.6.4: Class performance comparison on the NYUv2. The class per-
formance improvements with respect to the single-view are enclosed in boxes.






































Couprie et al. [32] 38.1 8.7 34.1 42.4 62.6 87.3 40.4 24.6 10.2 86.1 15.9 13.7 6.05
Hermans et al. [33] 68.4 8.6 41.9 37.1 83.4 91.5 35.8 28.5 27.7 71.8 46.1 45.4 38.4
3DEF [44] 74.2 17.2 63.4 48.1 80.3 98.7 26.5 71.0 46.5 84.0 25.4 55.1 34.1
3DEF-FFSS/FFSM 73.2 17.5 64.5 48.8 80.2 98.7 27.2 74.5 50.4 84.2 29.5 56.0 42.7
Eigen [41] 42.3 46.5 72.4 60.8 73.1 85.7 57.3 38.9 42.1 85.5 55.8 49.1 68.5
SEGCloud [50] 75.1 39.3 62.9 61.8 69.1 95.2 34.4 62.8 45.8 78.9 26.4 53.5 28.5
3DEF+YOLO 86.9 17.7 82.4 55.0 79.2 96.8 24.1 71.6 51.4 82.7 25.0 66.3 57.5
3DEF+YOLO-FFSS/FFSM 87.8 17.7 82.3 54.8 81.3 96.6 23.0 71.6 51.2 82.7 25.8 66.7 57.3
Eigen-SF [34] 47.8 46.7 73.3 62.8 79.0 90.5 64.5 45.8 46.0 88.5 55.2 50.8 70.7
Eigen et al. [41] and SEGCloud [50] are two more recent ones. Eigen-SF is Se-
mantic Fusion, which combines Eigen et al. [41] with Bayesian fusion. Apart from
Hermans et al., they all require an high-end GPU.
On this dataset, the average number of labelled frames per scene is only 2.74.
On NYUv1, they were 28.91. This penalizes the performance benefit of our multi-
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Table 2.6.5: Class performance differences between the two best methods on
the NYUv2. 3DEF+YOLO-FFSS/FFSM outperforms Eigen-SF in 7 out of 13







































vs +40.0 -29.0 +9.0 -8.0 +2.3 +6.1 -41.5 +25.8 +5.2 -5.8 -29.4 +15.9 -13.4
Eigen-SF [34]
view method, which we demonstrated to improve when increasing the number
of forward-projected frames. Indeed, 3DEF-FFSS still improves over the single-
view 3DEF but less than before: the pixelwise recall increases of 0.3% and the
classwise recall and precision increase both of 0.4%. Our method is the best one
working on theCPUonly. As far as the comparisonwith deep learningmethods is
concerned, there is still a gap of 1.2% in GA and 3.8% in CAwith respect to Eigen
et al. and 4.0% in GA and 7.1% in CAwith respect to the best method, Eigen-SF.
On the one hand, our approach could be possibly improved by considering all the
available frames, not only the annotated ones, as done by the competingmethods.
On the other hand, we could adopt a common post-processing phase like a CRF,
which we would like to explore soon. It would be interesting to apply our fusion
scheme toEigen et al. in order to see if it can improve overEigen-SF,which is based
on a standard Bayesian fusion.
As reported in Table 2.6.3, a significant boost in performances is obtained
by combining the 3DEF classifier and the YOLO detector. The single-view
3DEF+YOLO outperforms Eigen et al. of 1.1% in GA and 1.4% in CA, and SEG-
Cloud of 0.8% in GA and 4.5% in CA. As shown in Table 2.6.3, these improve-
ments are slightly reduced if the bounding box segmentation is performed on the
RGB image only. The multi-view 3DEF+YOLO-FFSS and 3DEF+YOLO-FFSM
keeps improving over 3DEF+YOLOof 0.1% in GA, 0.2% in CA and 0.1% in CP
leading to a total improvement with respect to the starting 3DEF of 2.7% in GA,
5.8% in CA and 3.1% in CP. Anyway, with respect to the best method, Eigen-SF,
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there is still a gap of 1.6% in GA and 1.7% in CA. Interestingly, as reported in
Table 2.6.4, this performance gap is due to the bad results on the classes Object,
Furniture, Picture, Wall, Window and TV. Nonetheless, our methods are the best
performing on a number of classes, in particular 7 out of 13: Bed, Chair, Ceiling,
Floor, Sofa, Table and Bookshelf. For clarity, in Table 2.6.5 the class performance
differences between our best methods 3DEF+YOLO-FFSS/FFSM and Eigen-SF
are reported.
2.6.3 Experiments on S3DIS
In Subsection 2.6.1, 3DEF-WRSM performed poorly since the NYUDv1 dataset
does not provide an adequate amount of annotated data for retraining. In this Sub-
section, we give another chance to this method, retraining the 3DEF classifier on
the whole pre-reconstructed scenes available in the S3DIS dataset. In a first round
of tests, weworkedon thefirst fold inTable2.5.1 andperformedanumberof exper-
iments in order to find the best parameters for both the segmentation and classifi-
cation phases. In order to speed up the validation process, we deactivated the 3D
entangled features, which are computationally expensive3, and trained the 3DEF
classifier with the unary features only. Thus, we tested the default hyperparame-
ters, activating and deactivating augmentation to check if it is as crucial as it was for
the original 3DEF. Then, we analyzed performances with varying Nms, the maxi-
mum bound on the number of merged supervoxels introduced in Section 2.2. We
also varied one of the main hyperparameters of the random forest classifier: the
number of trees in the forest. Finally, in a second round of tests, we followed the
3-fold validation scheme in Table 2.5.1. We activated the 3D entangled features
in order to understand the importance of contextual cues when working on whole
pre-reconstructed scenes. We also compared 3DEF-WRSMwith two recent state-
of-the-art methods, PointNet [50] and SEGCloud [51], which are based on deep
neural networks and work on pointclouds.
First of all, we trained3DEF-WRSMwith the samehyperparameters proposed
3Training can last about 30min instead of about 1 week on a high-end CPU.
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in the original work [44], i.e. we trained a forest composed by 40 trees of depth 20.
The bagging rate, i.e. the fraction of training data to be used for each tree, was
kept to 0.3. In contrast to [44], we found out that augmenting the training set,
i.e. artificially extending the set of available data, is a bad choice, which leads to
a performance detriment of 27.5% in CA and 29.9% in GA. Indeed, the augmen-
tation procedure in [44] is performed by mirroring and applying small random
rotations about each axis before segmentation. This procedure aims at making the
3DEF classifier more robust in the event of wrong estimations of the floor plane,
on which most of the features depends. This is useful when working on the NYU
datasets since, in many frames, the floor may fall out of the field of view and an
estimation is necessary, e.g. by means of the previous frames on which it was still
visible. Nevertheless, in our case, given that the floor is always present and well
recognizable in the S3DIS dataset, augmentation may simply confuse the classi-
fier. We also analysed performances at varying values ofNms, themaximumbound
on the number of merged supervoxels, and varying values of the number of trees
in the forest. The two trends are reported in Figure 2.6.3. Interestingly, see Fig-
ure 2.6.3(a), the bound on the number of merged supervoxels proves to be very
useful for the class Board, which improves of 49.2 % when Nms equals to 25 and
34.4 % when Nms equals to 50. We selected the latter value since, with it, most
of the classes improve in accuracy, in particular 8 out of 13. In Figure 2.6.3(b),
we report both accuracy coefficients CA and GA for various numbers of trees: as
with the original 3DEF, both coefficients hit a plateau when the number of trees is
approximately 40, thus confirming the starting choice.
Finally, in Table 2.6.6, we compare two recent competitors, PointNet [50]
and SEGCloud [51], with two versions of 3DEF-WRSM: 3DEF-WRSM (unary
only), on which 3D entangled features are disabled, and the full 3DEF-WRSM
with unary and 3D entangled features. 3DEF-WRSM (unary) outperforms the
other methods. In particular, the class accuracy CA improves of 8.9 % with re-
spect to PNET[50] and 0.5 %with respect to SEGCloud [50], showing that hand-




Figure 2.6.3: Sensitivity analysis on the main parameters: (a) the class ac-
curacy is reported for different Nms, the maximum bound on the number of
merged supervoxels. The bound on the number of merged supervoxels proves
to be very useful for the class Board; (b) the number of trees in the forest is
varied. Both performance coefficients hit a plateau when the number of trees
is approximately 40.
ficients because not available. 3DEF-WRSM(full) is not as good as 3DEF-WRSM
(unary) in CA, showing that further study is necessary to assess the power of 3D
entangled features when handling reconstructed scenes instead of single frames.
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Table 2.6.6: Performance comparison on S3DIS. The methods are reported
in increasing order of pixelwise accuracy GA. The best result are in bold.
Method GA CA
PNET [50] - 49.0
SEGCloud [51] - 57.4
3DEF-WRSM (unary) 70.9 57.9
3DEF-WRSM (full) 71.8 54.3
Table 2.6.7: Class performance comparison on the S3DIS dataset. The best







































3DEF-WRSM (unary) 48.66 47.29 71.19 24.34 95.38 98.32 38.33 45.96 77.21 73.66 33.24 46.51 52.20
3DEF-WRSM (full) 42.03 50.37 77.76 21.49 95.44 98.21 10.47 23.51 79.59 76.39 36.73 53.32 57.15
Anyway, the class accuracy CA still improves of 5.3 % with respect to PNET [50].
Instead, CA is lower with respect to SEGCloud: it decreases of 3.1 %. To fur-
ther study the behaviour of 3DEF-WRSMwhen disabling and enabling entangled
features, class per class performances are reported in Table 2.6.7. Even if 3DEF-
WRSM(full) outperforms 3DEF-WRSM(unary) on themajority of classes, 8 out
of 13, it is highly penalized by the bad performances on the classesBoard and Sofa,
whose greatest confusions are with the classesWall and Chair. We could possibly
improve these results by designing new unary or entangled features.
To further examine the role of each feature, we calculated a separate histogram
of the selected feature types for each depth level, normalized across a forest with
40 trees. Figure 2.6.4 shows a visualization as a heatmap, displayingwhich features
have been selected the most at which depth level and are therefore the most suit-
able ones to separate the classes. As with the single-view 3DEF [44], the most
distinctive unary features are the minimum and maximum height of a segment.
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Figure 2.6.4: Distribution of learned split features, depending on the depth
level of the trees (3D entangled features marked with *). The darker the cell,
the more often the feature has been selected at a particular depth (data accu-
mulated over 40 trees.
Vertical elongation and the thickness of a segment still show to carry important in-
formation. As soon as the 3-D entanglement features are activated (level 6), they
are clearly the most frequently selected features of the whole set, with the TopN
Segment Feature being on top. Similarly to the single-view 3DEF, the least selected
features are the Inverse TopN Segment and the Node Descendant. There are also a
few differences: the normal mean is not as important as before; instead, the nor-
mal standard deviation and the horizontal elongation are more significant. Nev-
ertheless, in general, this analysis agrees with the previous work on single-views,
demonstrating the feasibility of the feature set even if calculated on whole 3D re-
constructions.
A qualitative analysis, see Figure 2.6.5 for a few examples, leads to very positive
results. For 10 scenes, we report: the input point cloud, the ground truth, the
output of 3DEF-WRSM after disabling entangled features, the output of the full
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Figure 2.6.5: Qualitative results of the 3DEF-WRSM on S3DIS, in partic-
ular input point cloud (first column); ground truth (second column); 3DEF-
WRSM without entangled features (third column); full 3DEF (last column).
In contrast to previous works, classes which tend to be merged in larger class
segments like the Board class are successfully recognized.
3DEF-WRSM. The benefit of the bound on the number of supervoxels is clear,
e.g. by looking at the Board class segmentation results. Classes which tend to be
merged in larger class segments are well-recognized.
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Table 2.6.8: Class and global performances on the COROMA dataset.
Method Boat Hull Technical Area Frame Clutter Wall Floor GA CA CP
3DEF [44] 95.7 77.3 76.5 94.5 93.7 98.6 95.3 89.2 90.7
(a) (b) (c)
Figure 2.6.6: Qualitative results of 3DEF on the COROMA dataset, in
particular different views of the main object of interest: the boat hull to be
sanded automatically.
2.6.4 Experiments on COROMADataset
On this dataset, we tested only the original 3DEF classifier, leaving the evaluation
of the other methods as a future work. These results are interesting to evaluate
the power of this tool on a real industrial scenario, which can be simpler when
the requested degree of variability is low, as well as the number of classes of inter-
est. Indeed, in this use case, both the boat hull to be recognized and the environ-
mentmight not changemuch over time. The average performances are very good:
95.3 % inGA, 89.2 % in CA and 90.7 % in CP.Themost challenging classes are the
Technical Area and Frame classes, mainly because of undersegmentation. Indeed,
their preliminary segmentation by means of supervoxels is harder given that they
are thin and adjacent structures.
Qualitative results are also very good. InFigure2.6.6, three examplesdepicting




We tested our system on the laptop Dell Inspiron 15 7000. It runs Linux Mint
17.30 and is equipped with an Intel Core i7-6700HQCPUwith 4 cores clocked at
2.60GHz, the graphic card NVIDIA GeForce GTX 960M and 16GB of DDR3
RAM. Our batch approach can classify a whole reconstructed scene in about
4.6min. As with the single-view approach, the bottleneck stays in the preliminary
segmentation. Our online systembasedon the frame fusion schememakes use of a
fast technique for semantic segmentation, which requires only approximately 0.7 s
per frame on the CPU and a fast object detector, which works at approximately
4.2 fps on theGPU.Our fusion schemecanworkonlinewith full resolution images
(640×480 pixels). In particular, it can work at an average speed of 2.2 fps when
the number of re-projected frames is 2, 1.1 fps if they are 6 and 0.9 fps if they are
10. Of course, its time complexity depends on the number of forward-projected
frames. Our semantic segmentation combining YOLO and Grabcut works at an
average speed of 0.9 fps, depending on the number of bounding boxes detected in
each frame. As done by other methods, we could work at lower resolution. In this
case, real-time performances could be easily reached. Runtimes are important on
mobile robots for fast reaction times and human interaction. In comparison with
the state-of-the-art, our accuracies may be lower in some cases but our results are
outstanding if considered with respect to computational resources and processing
time.
2.7 Summary
In this work, we proposed a batch method and a multi-view frame fusion tech-
nique, useful online and offline, for enhancing the semantic labelling results with
3D Entangled Forests. All the approaches proved to be valuable choices for batch
and online semantic segmentation and mapping on various datasets, NYUv1,
NYUv2 and S3DIS.The twomethods based on the multi-view frame fusion tech-
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nique improves over the single-view in recall and precision as well on the popular
datasetsNYUv1 andNYUv2. Furthermore, the proposed Bayesian fusion exploit-
ing pixel context could be applied also to other single-view methods in order to
improve them and build semantic maps on their basis. As a proof, we extended
our single-view approach 3DEF combining it with our novel semantic segmenta-
tion method based on the YOLO object detector and the Grabcut segmentation
showing that state-of-the-art performances canbe reached. In the future,wewould
like to further work on the most recent and accurate dataset presented in [118],
as well as our own COROMA dataset. We think that the potential of the online
method has not been fully demonstrated. The availability of a larger dataset with
greater variability in depth and angulationswill help us findingmore effectiveways
to fuse the single-view results, for example other priors or a distance/angulation-
based weight system could be considered to improve the bayesian fusion. We plan
to install it on the robots presented in the Appendices A and B in order to foster
human-robot interaction. Finally, it would be interesting to extend it so as to han-
dle many other class labels. The next chapter goes in this direction by applying
techniques similar to those presented in this chapter to the problem of detecting





for Detecting Fallen People
Semantic segmentation and mapping techniques can handle very challeng-
ing scenarios with objects characterized by varying appearance, populating clut-
tered scenes and potentially occluded. In this chapter, taking inspiration from
these techniques, we study how to address the problem of detecting fallen people
lying on the floor in a novel and effective way. This is an important application for
home robots, which aremaking their way into our homes. New products like Soft-
bank’s Pepper have been introduced into themarket andmany research platforms,
e.g. the healthcare robots Pearl [119], ASTRO [120], Max [121], Hobbit [122]
or our prototype O-Robot [103] presented in Appendix A, have been proposed.
Not only such robots aim at fostering research to keep the house safe by monitor-
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ing anddetecting anomalies, but also at being friendly companions able to enhance
the elderly people’s social lives without invading their privacy. One of the possible
applications they should be prepared to is the detection of fallen people. Indeed,
in the richest countries, the population is getting older [123] and, among all the
sources of harm, falls are known to be the major one in elderly people [124].
In this chapter, given that it is unlikely for a robot to capture the act of falling
while patrolling, the focus is on detecting people already lying on the floor. Our
main contributions are:
• a real-time pure-3D approach to detect fallen people suitable for real clut-
tered scenes;
• its integration with two basic robot functionalities, 2D mapping and navi-
gation, in order to suppress false positives thanks to the a-priori knowledge
of the environment and the availability of multiple view points;
• ourRGB-Ddataset of fallenpeople1 consistingof several static anddynamic
sequences with 15 different people acquired in 2 different environments.
These methods are kindred to those presented in the previous chapter because,
on the one hand, the single-view approach is inspired by semantic segmentation
techniques in order to handle cluttered scenes not addressed by previous works.
On the other hand we show that the existence of a scene model, in this case in
form of 2D map, and the availability of multiple points of view are crucial to be
robust and avoid annoying false alarms.
The remainder of the chapter is organized as follows. Section 3.1 describes our
novel approach, first giving a picture of the entire workflow, then focusing on both
the single-view approach (Section 3.2) and its integration with mapping (Section
3.3) and robot navigation (Section 3.4). In Section 3.5, our dataset is described
and our methods thoroughly evaluated. Finally, in Section 3.6, our main achieve-
ments are recapped and future directions of research identified.
1http://robotics.dei.unipd.it/117-fall
68
(a) The single-view detector.
(b) The multi-view analyzer.
Figure 3.1.1: The proposed approach is split into two separately running pro-
cesses. The single-view detector detects fallen people on the single frames in
a way which proves to be fast and robust to clutter. The multi-view analyzer
fuses the single-view results exploiting the availability of the 2D map and the
multiple points of view explorable during the robot navigation. The final map
includes also the semantic information about the location of the fallen people,
see the red placeholders.
3.1 Approach
An overview of the proposed approach for detecting people lying on the floor
is given in Figure 3.1.1(a)(b). It is decoupled into two separately running pro-
cesses, the single-view detector (Figure 3.1.1(a)) and the multi-view analyzer (Fig-
ure 3.1.1(b)). The former process, the single-view detector, operates on pure-3D
Point Clouds generated by a RGB-D sensor such as the Kinect One V2, which, in
our experiments, is mounted on a mobile robot 1.16m off the floor and parallel
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to it. Major details on the robot setup are reported in Appendix A. First, the in-
put cloud is preprocessed in order to restrict the subsequent phases to work on a
region of interest comprehending all the objects above the floor and below amax-
imum height. Then, the pre-processed cloud is over-segmented into small patches
of voxels with similar appearance. In a two-phase classification step, the patches
are classified as part of person or not and gathered together. The use of the Eu-
clidean clustering on the cloud including only the person patchesmakes it possible
to handle also cluttered scenes. Finally, to further improve performances, the lat-
ter process, themulti-view analyzer, rejects all the detections not belonging to the
free space of the 2D map and accumulates the detections from several frames by
taking into account their 2Dmap positions and timestamps. Each phase is deeply
discussed in the next sections: Section 3.2 deals with the description of the single-
view detector while Section 3.3 and Section 3.4 describe themulti-view analyzer.
3.2 Patch-basedDetection of Fallen People
Each point cloud is pre-processed to restrict the analysis to a region of interest and
reduce the data noise. First of all, the point cloud is truncated to a 3D region con-
taining the floor and the points between it and a maximum height of about 0.7m.
Then, the floor is removed with an approach based on the RANSAC segmenta-
tion [92]. To improve its robustness to the robot motion, two floor planes are es-
timated, on a first half of the cloud close to the robot and on a second half far from
the robot. In particular, a good split distance proved to be 3m. Finally, to reduce
the data noise without affecting the running time, a soft statistical outlier removal
is applied with the number of neighbours set to 50 and the standard deviation set
to 0.3.
The core of the algorithm draws upon two recent works about the semantic
segmentation of objects and scene structures [43, 44], which anyway do not face
with the problem of segmenting people. It comprehends the following 4 phases:
1. supervoxel over-segmentation in 3D patches;
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2. classification of each 3D patch as positive, i.e. part of a fallen person or neg-
ative, i.e. not part of a fallen person;
3. clustering of positive patches;
4. classification of each cluster as positive, i.e. a fallen person, or negative, i.e.
not a fallen person.
In contrast to previous works on the detection of fallen people [68], they allow to
segment and classify correctly also the people lying close to other objects or struc-
tural elements since they do not rely on fine distance thresholds. Moreover, with
respect to [43, 44], humans are considered and the last two phases are introduced.
They replace the region growing step and the 3DEF classifier in [44], already pre-
sented in the previous chapter. This is necessary because the region growing is
risky: even if it may lead to more descriptive planar patches, it may cluster fallen
person patches to bigger non-planar patches, on which geometric features are less
descriptive. In the following, each phase is described.
The pre-processed point cloud is over-segmented into homogeneous 3D
patches by means of the Voxel Cloud Connectivity Segmentation (VCCS) [106].
An example of over-segmented cloud is reported in Figure 3.2.1. This solution pre-
serves the edges by finding patches not crossing object boundaries and, at the same
time, it reduces the noise and the amount of data. The set of parameters used here
is: voxel resolution 0.06m, seed resolution 0.12m, color importance 0.0, spatial
importance 1.0 and normal importance 4.0. The voxel resolution is a good trade
offbetween speed andhaving a sufficient number of points per patch. The seed res-
olution is a good trade off between having big patches and over-segmenting also
the thinner body elements, e.g. arms and legs. The others are suggested in [125].
As the proposed approach does not rely on RGB data, color is not considered at
all by setting the color importance to 0.0.
For each patch generated by the over-segmentation, a feature vector x1 of
length 16 is calculated. The choice of the features is based on the semantic seg-
mentation works [43, 44], whose presented features proved to be as fast as ef-
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Figure 3.2.1: An example of pre-filtered and over-segmented cloud. A ran-
dom color is assigned to each patch. The person is lying in the center.
fective. Here, the color features are left out and only the geometric features are
taken into account. Some of them are calculated from the eigenvalues of the scat-
termatrix of the patch, which represent the variancemagnitudes in themain direc-
tions of the spread of the patch points. In increasing order of magnitude, they are:
λ0 ≤ λ1 ≤ λ2. Others are calculated from the Oriented Bounding Box (OBB) in-
cluding all the patch points. The complete list is given in Table 3.2.1. To calculate
the predicted label (part or not part of a fallen person) for each patch, this feature
vector is then passed to a binary SVMclassifier. After grid search and k-fold valida-
tion, a Radial Basis Function (RBF) kernel with the misclassification costC equal
to 62.5 and the bandwidth γ equal to 0.51 turned out to be the best performing so-
lution. Of course, having each patch classified as part of a person (positive) or not
(negative) does not suffice to detect a fallen person. Indeed, as shown in Figure
3.2.2(a), given that this classifier analyses just small patches, there can be false pos-
itives and false negatives. Because of this, two further steps, explained in the next
lines and sketched in Figure 3.2.2(b)(c), have been developed in order to find 3D
regions with a high density of positive patches and whose size is comparable to
that of a person.
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Planarity (λ1 − λ0) 1
Linearity (λ2 − λ1) 1
Angle with floor plane (mean and std. dev.) 2
Height (top, centroid, and bottom point) 2
OBB dimensions (width, height and depth) 3
OBB face areas (frontal, lateral and upper) 3





Total number of features 16
(a) (b) (c)
Figure 3.2.2: The last three steps of the algorithm core: a) The first SVM
classifies each patch as a person part (green color) or not (red color); b) Eu-
clidean clustering of the positive patches; c) Calculation of the cluster OBB.
The second SVM classifies each cluster as a person or not. Here, the response
is positive.
In contrast to themethods in [68], having two sets of patches respectivelywith
the positive and negative ones opens up the possibility to apply the Euclidean clus-
ter extraction without the risk of segmenting a fallen person together with the ad-
jacent scene elements. First of all, some false positive patches can be easily recog-
nized, e.g. all the patches with less than 5 neighbouring positive patches in a ra-
dius of 0.5 m can be filtered out. Then, the negative patches are pushed aside, and
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Table 3.2.2: List of features calculated for each 3D cluster and their dimen-
sionality.
Features Dimensionality
OBB dimensions (width, height and depth) 3
Number of positive patches 1
Percentage of positive patches 1
4-bin histogram of positive patch confidences 4
Total number of features 9
the Euclidean clusters are extracted from the point cloud of the remaining positive
patch centroids using a large distance threshold of 1.0m.
For each cluster, its OBB is calculated. Thus, depending on the OBB dimen-
sions and the number of positive and negative patches in it, each cluster may be
a fallen person or not. For each cluster, a feature vector x2 of size 9 has been de-
vised. The complete list of features is given in Table 3.2.2. In particular, the sample
distances to the separating hyperplane returned by the former SVM turned out to
be really useful. They have been exploited by means of an histogram with 4 bins
for the distance intervals [0, 0.25), [0.25, 0.5), [0.5, 1) and [1,∞). For each clus-
ter, each histogram bin is filled with the positive patches whose distance to the
hyperplane falls in the respective interval. Thus, the number of positive patches in
eachbin/interval gives 4 additional features. Doing so also for the negative patches
turned out to be counterproductive. The whole feature vector is passed to a bi-
nary SVM classifier. After grid search and k-fold validation, a RBF kernel with the
misclassification cost C equal to 312.5 and the bandwidth γ equal to 2.25× 10−3
turned out to be the best performing solution.
3.3 Map Verification
A mobile robot navigates through the environment thanks to the information of
two maps: a static one necessary to compute a collision-free plan with static ob-
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jects, e.g. walls or furniture items, and a dynamic one necessary to avoid moving
obstacles, e.g. people. In this work, the static map, which is usually acquired only
once and for all with a 2D SLAM algorithm like [126, 127], is exploited to imple-
ment a false positive rejection phase. If necessary, movable elements like chairs
or other small furniture elements can be easily left out so that just walls and large
furniture elements can be present. This way, true positives cannot be located on
dynamic elements erroneously present in the static map and will not be rejected.





0 < n ≤ 1 probability to be occupied
Thanks to the transformations computable with a localization algorithm like the
Adaptive Monte Carlo Localization (AMCL) [128], each single-view detection
can be transformed from the camera coordinate system to themap coordinate sys-
tem and projected to a cell map Celli. If the Celli value is unknown (−1), i.e. it is
out of the room map perimeter, or occupied by a static obstacle (K ≤ Celli ≤ 1
with K = 0.30), then the detection can be easily rejected. An example of suc-
cessful false positive rejection is shown in Figure 3.3.1, in which a single-view de-
tections falls on the static furniture, in this case a tree trunk. Indeed, given its ge-
ometric similarity to a lying person, the single-view algorithm may detect it as a
person. Themap verification allows to reject it, enhancing the final detection per-
formances. This step handles also other challenging situations, like glass pieces of
furniture which can be really noisy.
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(a) (b)
Figure 3.3.1: An example of successful false positive rejection performed by
the map verification step: a) shows the furniture item raising some false posi-
tives, a tree trunk (in green) b) shows that these detections (the blue squares
on the right) are located onto the map occupied space.
Algorithm 1Cluster validation for detecting fallen people exploiting multiple
vantage points
1: procedure VALIDATE_CLUSTERS(C,P, t̂, f̂, n̂)
2: for each Ci ∈ C do
3: for j ∈ [0, k− 2] do
4: for o ∈ [j+ 1, k− 1] do
5: if |do.t− dj.t| > t̂ then
6: index←ARG_MIN(do.t, dj.t)
7: Ci ← Ci \ dindex
8: tm ← mind∈Ci{d.t}
9: tM ← maxd∈Ci{d.t}
10: fi ← ||C||tM−tm






13: P← P ∪ loci
14: C← C \ Ci
15: return C,P
3.4 MergingDetections fromMultiple Vantage Points
Mapping is not the only robot capability that can enhance the detection perfor-
mances. Indeed, in a typical scenario, the robot is patrolling a knownenvironment.
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(a)
Figure 3.4.1: The single-view detections projected on the 2D map are anal-
ysed by the multi-view analyzer. If they meet both the distance and time cri-
teria, they are clustered. The white points compose the input point cloud, the
blue cubes are the projected detections, here rejected false positives, and the
randomly coloured cylinders are the validated detection.
Thus, given that the location of each fallen person is mostly static, all the single-
view detections available from themultiple points of view can be easily tracked. A
detection may be a false positive from a certain view, while a true negative from
many others. Moreover, the false positive detection rate is very low compared to
the true positive one. Given these two facts, another contribution of this work is
the exploitation of the detections available from the different vantage points.
After the map verification, the single-view detections are already expressed in
themap reference system. In this section, an algorithmable to cluster or reject each
of them is devised. Its output is a setP of validated lying person locations pi in the
map, formallyP = {pi, 0 ≤ i ≤ g}, where g is the total number of people. Given
each new detection d = (loc, t), where d.loc is its location in the map coordinate
system and d.t its timestamp, the set of clusters, formally C = {Ci : 0 ≤ i ≤ n},
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is updated with the following rule:
Ci = {dj : ||dj.loc− dm.loc|| < t̂h,∀j,m ∈ [0, k− 1]},
in which t̂h is a user-defined threshold which indicates if a detection is close
enough to be considered in the cluster or not, and k the number of detections in
the cluster.
The setP of fallen people is computed by a fixed-time periodic thread which
analyses the setC. It updates the setPby deleting the old detections and analysing
the new ones in C. Indeed, in order to maintain a lightweight representation of C
and reject the false positives, whose frame rate is typically low, the old detections
are discarded and a further check on the timestamp is performed. The pseudo-
code of the whole procedure is reported in Algorithm 1, in which f̂ is the mini-
mum detection frequency, t̂ is the maximum detection age and n̂ is the minimum
number of detections in a cluster. Lines 3-7 handle the time-based rejection on
the basis of the maximum allowed age, while Lines 8-14 reject the clusters whose
detections have a low frame rate or are less than the minimum allowed.
In our implementation, we used th equal to 1m, t̂ equal to 60 s, f̂ equal to 1Hz
and n̂ equal to 5. The use of the frame rate allows to set a low n̂, thus preventing
over-fitting. The procedure is invoked by the periodic thread every 10 seconds. In
Figure 3.4.1, the algorithm is shown in action.
3.5 Experimental Results
The detection of fallen people is a challenging problem also because of the lack of
public datasets. For this reason, another contribution of this work is the release
of the IASLAB-RGBD Fallen Person Dataset2. On it, 4 common metrics, the de-
tection accuracy, precision, recall and F0.5 score, are evaluated for each presented
method. IfTP,TN, FP and FN are the true positives, true negatives, false positives
2http://robotics.dei.unipd.it/117-fall
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and false negatives, then these metrics are defined as in the following:
accuracy = TP+ TN






(1+ 0.52) ∗ precision ∗ recall
0.52 ∗ precision+ recall ,
where the F0.5 score, already proposed in [68], is an harmonic average of preci-
sion and recall promoting an high precision, i.e. a low number of false positives.
In addition, given the impossibility to compare with other existent and similar ap-
proaches, the baseline to which our algorithms are compared is a simple approach
based on the Euclidean cluster extraction. This way, it will be clear how important
the use of patches is in order to handle cluttered scenes. Finally, a detailed analysis
of the running times is provided.
3.5.1 IASLAB-RGBD Fallen PersonDataset
This dataset consists of several RGB-D frame sequences containing 15 different
people. It has been acquired in two different laboratory environments, the Lab A
and the Lab B, by means of a Microsoft Kinect One V2, placed on a pedestal or
on our mobile robot. The Lab A is bigger and useful to test whether the algorithm
can find people in the full distance range of the sensor (up to 5m). The Lab B
is smaller and more similar to a real domestic scenario. It is more cluttered and
contains a sofa. It comprehends also glass surfaces which can be very noisy with
time-of-flight sensors like the Kinect One V2. For the sake of explanation, the
dataset can be divided into three parts:
1. Part 1 includes 360 RGB-D frames acquired from 3 static pedestals. It is
composed of several views of 10 people, which have been asked to lie in 12
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different poses, 6 from the back and 6 from the front. Each person has been
manually segmented in 3D;
2. Part 2 includes 4 sequences of RGB-D frames, for a total of 15932 frames,
acquired from amobile robot during its patrolling task in the Lab A. People
lie in 4 different fixed locations;
3. Part 3 includes 4 sequences of RGB-D frames, for a total of 9391 frames,
acquired from amobile robot during its patrolling task in the Lab B. People
lie in 4 different fixed locations.
Training and test splits are also available. Some images of the dataset will be re-
ported when discussing the results even if our approach does not exploit the RGB
info.
The first classifier of the single-view detector has been trained/validated on
thousand of patches extracted from the frames in Part 1 and Part 2 and tested on
patches extracted from the frames in Part 1 and 3. This way, the samples compos-
ing training and test sets belong to different people or scenes. All the positive sam-
ples have been taken fromPart 1. The 70-30 train-test split of the segmented fallen
people in Part 1 is also available. Negative samples have been taken from the Lab
A (just 24 frames out of 15932, for training), theLabB (just 32 frames out of 9391,
for testing) and the NYUDepth Dataset V2 [31] (just 35 out of 1449, enough to
extend the training set size), which contains thousands of indoor scenes for scene
understanding. Only some of the negative samples have been used for balancing
the number of positive and negative samples. Finally, given the relatively limited
size of the dataset, another split has been considered to evaluate performances: the
classifier has been trained on Part 1 and 3, and tested on Part 2. Analogously, the
second classifier of the single-view detector has been trained/validated on positive
clusters extracted from the frames in Part 1 and negative clusters extracted from
the frames in Part 2 (Lab A) and tested on clusters extracted from the frames in
Part 3 (Lab B). Finally, another split has been considered: it has been trained on
Part 1 and 3, and tested on Part 2.
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Notonly the single-viewdetector but also themulti-viewanalyzer has been tested
on Part 3. Indeed, both Part 2 and 3 comprehend the entire robot transformation
tree. Given that the position of the fallen people in the 2D map is known, this al-
lows to calculate the performance indices automatically by checking if the location
of the detected cluster centroid is close (at a distance less or equal to 1m) to the
ground truth centroid of a person position in the 2Dmap.
3.5.2 Validation
Thepresentedmethodshavebeenquantitatively evaluatedon the IASLAB-RGBD
FallenPersonDataset. First, the separated evaluationof each classifier is presented.
Then, the entire pipeline has been evaluated on both rooms, the Lab A and the
Lab B. In particular, we present the results for each of the 3 contributions, the
single-view detector and the twomodules of themulti-view analyzer: themap valida-
tion and the detection merging frommultiple vantage points. Furthermore, given
the impossibility to compare directly with [68], the comparison baseline (B) is a
simple approach not exploiting patches. It finds putative clusters by means of the
Euclidean cluster extraction with a distance threshold of 0.10m, which is really
low considering a voxel resolution of 0.06m and far less than the one required by
our approach (1m). The baseline predicts a label for each cluster by checking the
height of the centroid position and by feeding its OBB size to a Random Forest
classifier. We chose this approach for two reasons. First, thanks to the low dis-
tance threshold, it can find a large number of clusters. Second, since each cluster
is classified from its size only, this method can lead to a large number of true posi-
tives.
For both classifiers, grid search with K-fold cross-validation has been per-
formed on the training/validation set in order to find the optimalmisclassification
costC andbandwidth γ values of theRBFkernel. TheparameterChas been varied
in the interval [0.1, 500] with logarithmic step 5. The parameter γ has been varied
in the interval [10−5, 0.6]with logarithmic step 15. The parameterK has been set to
10. As a preliminary evaluation, the SVMperformances on the respective test sets
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are reported in Table 3.5.1. They are the averaged on the two available splits.
Table 3.5.1: Performances of the two classifiers on their test sets. They are
averaged on the two splits. The standard deviation on F0.5 is reported.
Method Accuracy Precision Recall F0.5
Classifier 1 (C1) 0.90 0.87 0.86 0.87± 0.06
Classifier 2 (C2) 0.96 0.97 0.96 0.97± 0.02
In the following, the first split is considered. The results of the quantitative
comparison between all the methods are shown in Table 3.5.2 and 3.5.3. Thanks
to the patches, ourmethods outperform the baseline, not only in precisionbut also
in recall. Furthermore, the map validation can further improve performances by
rejecting some false positives. It also causes a small detriment in recall since the
map validation may erroneously discard some true positives.
Table 3.5.2: Performance comparison on the Lab A.
Method Accuracy Precision Recall F0.5
Baseline (B) 0.88 0.65 0.33 0.54
Single-view (SV) 0.87 0.73 0.85 0.75
SV+Map verification (MV) 0.92 0.85 0.85 0.85
Table 3.5.3: Performance comparison on the Lab B, never seen before by
both classifiers.
Method Accuracy Precision Recall F0.5
Baseline (B) 0.84 0.64 0.26 0.50
Single-view (SV) 0.88 0.80 0.86 0.81
SV+Map verification (MV) 0.90 0.87 0.81 0.86
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As shown in Table 3.5.4, also the detection merging from multiple vantage
points proved to be useful. It has been tested on each one of the eight frame se-
quences acquired in the two environments. Each time, even if the environment
is the same, the navigation path can differ slightly due to dynamic obstacles like
people and the different positions of the lying people on the floor. After the 4 pa-
trolling tasks of the Lab A, each person is always detected and only once, a false
positive is still present due to the trunk shown in Figure 3.3.1 while, after the 4 pa-
trolling tasks of the Lab B (never seen before by both classifiers), each person is
always detected and all the false positives are successfully rejected.
Table 3.5.4: Performances of the multi-view analyzer on both environments.
Each time, even if the environment is almost the same, the robot path can
differ because of dynamic obstacles and different positions of the lying people
on the floor.
Environment TP/P FP
Lab A (sequence 1) 4/4 0
Lab A (sequence 2) 4/4 1
Lab A (sequence 3) 4/4 0
Lab A (sequence 4) 4/4 0
Lab B (sequence 1) 4/4 0
Lab B (sequence 2) 4/4 0
Lab B (sequence 3) 4/4 0
Lab B (sequence 4) 4/4 0
Finally, in Figure 3.5.1, some qualitative results are reported. They show the
ability of the single-view detector to find people in cluttered environments, see Fig-
ure 3.5.1(a)(b)(c)(d). Two difficult cases due to close objects or noisy regions,
like glass surfaces, are also reported, see 3.5.1(e)(f). Anyway, they are easily han-
dled by themulti-view detector, 3.5.1(g)(h). A video is attached to demonstrate the







Figure 3.5.1: Qualitative results on the IASLAB-RGBD Fallen Person
Dataset: (a)(b) even if the lying people can be very close to the wall or other
scene elements, the single-view detector can find them at a high detection
rate; (c)(d) the single-view detector can discard fake lying people, see the
white circles; (e)(f) the single-view detector may find some false positives in
the presence of clutter (several close objects) or high noise (glass surfaces);
(g)(e) the multi-view analyzer can reject both FP like in (e) thanks to the low
frame rate or in (f) thanks to the map validation (yellow circle).
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3.5.3 Runtime Analysis
InTable 3.5.5, the running times of single-view detector are reported. The algorithm
is very efficient in terms of computing time proving to be an optimal choice for a
mobile robot. Even if it is not yet fully parallelized, it can work in real-time at an
average speed of 7.72 fps. The testmachine is aDell Inspiron 15 7000with an Intel
Core i7-6700HQ CPU with 4 cores clocked at 2.60GHz, 16 GB of DDR3RAM
and Linux Mint 17.3. Given that the multi-view analyzer is a daemon running in
the background, its running times are of no interest and thereby not reported.
Table 3.5.5: Average runtimes of the main steps of the proposed algorithm
on our test machine (Intel Core i7-6700HQ CPU, 2. 60GHz × 4).
Processing Stage Runtime
Pre-processing and Oversegmentation 10.27 fps
Patch Feature Extraction 105.98 fps
SVMClassification 1 (per patch) 0.84 μs
Cluster Feature Extraction 2639.56 fps
SVMClassification 2 (per cluster) 0.04 μs
Total runtime 7.72 fps
3.6 Summary
This chapter presented a real-time and robust approach to detect fallen people ly-
ing on the floor in various positions and from different distances. A single-view
algorithm, which draws upon recent developments in the semantic segmentation
field and does not need restrictive distance thresholds to segment putative clus-
ters, was fully integrated on a mobile robot. The map of the environment and
the availability of many different vantage points allowed to reduce the number of
false posierencetives, further improving the final performances. The algorithms
presented here were thoroughly validated on the IASLAB-RGBD Fallen Person
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Dataset, which was published online for the benefit of the research community.
They clearly outperform a simple method based on a finer distance threshold. In
the near future, we would like to validate not only the ability of the algorithm to
detect, but also to semantically segment fallen people. We also plan to extend the
test bedwith sequences taken from real apartments alongwith different navigation
paths. It would be interesting to merge close similar patches before their classifi-
cation and to improve the multi-view method by making it independent from the
running time of the single-view method.
Up to this point, cutting-edgemachine learning techniqueswere applied to the
problemof segmenting and classifyingobjects, scene structures andhumans indo-
mestic applications. In the following chapters, two industrial applications are pre-
sented. They deal with the problem of inspecting Carbon Fiber Reinforced Poly-
mers in order to build semantic models out of them, respectively with the carbon
fiber arrangement anddefects. In both cases, two specific approaches are proposed
in order to handle the specific challenges. The differences but also commonali-
ties between domestic and industrial applications will be discussed too. Indeed,
the construction of semantic models of scenes and objects has several common
points, e.g. the fusion of multiple views by means of the framework introduced in




of Carbon Fibers to 3DModels
In previous chapters, we have presented our first studies to build semantic
models of scenes, in particular how to segment objects, scene structures and hu-
mans showing that context and the multiple points of view play important roles
to improve over the single-view performances. Again, in this chapter, context and
the different points of view will be exploited to improve performances and fully
inspect the part. Nevertheless, we will focus on robots exploring object surfaces
instead of their surrounding. We will build semantic models of objects enrich-
ing their model with surface properties, further working on the back-projection
and forward-projection systems introduced in Section 1.2 and developed in Sec-
tion 2.3.
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Over the last few years, machine vision has become a fundamental tool for
automating quality inspection and enhancing industrial manufacturing processes.
Even if most of these techniques rely on the individual analysis of single shots,
sometimes multiple shots are needed for observing the features of interest or to
simply obtain a better observation/measurement. As an example, photometric
stereo [129], instead, can measure shape at every pixel by combining images of
the same object taken with illuminations from different directions. Also texturing
applications [130] can benefit from multiple images acquired with different illu-
minations, since images can be combined for performing shadow and reflection
removal. One drawback of multi-image measurement is that a longer time is nec-
essary for acquiring all the needed images, thus before being able to produce the
measurement. If the sensor can acquire just a small portion of the object for every
frame, the sensormust bemoved all over the part, e.g., with a roboticmanipulator.
However, as sketched in Figure 4.0.1, since each set ofmultiple images should refer
to exactly the same portion of the scene, a stop-and-go scanning process that stops
the sensor every time it has to take a set of photos is usually required, but the con-
sequent long scanning times canmake impractical the use of these technologies in
industrial context.
This chapter provides methods for enabling the continuous motion of sen-
sors inmulti-imagemeasurements, thus guaranteeing shorter scanning times and a
measurement quality similar to that obtained with static measurements. In partic-
ular, it describes solutions to the problemof image registration andmapping of the
measurements to a 3D model of the scanned object. These contributions already
led to a ground-breaking application for fast mapping of carbon fiber orientation
with high accuracy. This is done by means of an inspection robot equipped with
a sensor that exploits a technique similar to photometric stereo for generating 3D
carbon fiber orientation at every pixel [88]. This chapter will focus on this appli-
cation for better explanation, but the approach and the methods of image regis-
tration and 3D mapping are general and can be applied also to other sensors and
other application scenarios once the object model and position are known.
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(a) A sensor moving over a 3D shape while capturing im-
ages. Only the part marked in red is visible from all the
points of view.
(b) Example of six consecutive images of a carbon fiber
part acquired with different light sources with a sensor in
continuous motion. Only the part in the red box is visible
from all the points of view.
Figure 4.0.1: Sketch of the problem addressed in this chapter.
Increasing use of Carbon Fiber Reinforced Polymers (CFRPs) is required
whenever high strength-to-weight ratio and rigidity are necessary, as it happens
in some application fields like automotive, aerospace and civil engineering, sports
goods and military applications. Carbon fiber is made of long strings of carbon
atoms that can be woven together to form sheets, which can be layered onto each
other. The mechanical strength of these parts depends on how fiber angles are
arranged all over the product. For this reason, during the design of carbon fiber
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preforms, much time is spent optimizing the process and mechanical parameters
according to the expected loads that will later act on the part ([131], [132]). An
ideal process would then require to check the quality of the produced preform and
provide direct feedback to the simulation for correcting the production process.
However, this kind of loop is not implemented in current production systems, be-
cause:
• there was nomethod of acquiring dense fiber anglemeasurements for com-
plex 3D parts. Measurements are often done manually, where accurate co-
ordinate systems and reference lines are hard to establish and it is not pos-
sible to obtain a dense mapping of the part;
• this lack of accurate fiber angle data is also hindering further development
and improvement of draping simulation, that would require to tune simu-
lation models by comparing predictions to reality.
The lack of technologies for accurate fiber anglemeasurement and prediction thus
led to unnecessarily high safety factors in the amount of used material (and thus
weight), which could be reduced if the fiber angles on the surface could be accu-
rately predicted andmeasured. Last, but not the least, design parts also need to be
checked for not containing visible defects.
Themethods and results presented in this chapter led to thedevelopment of an
automatic quality control and feedback mechanism to improve draping of carbon
fibers on complex parts. Themain contributions are:
• a novel image registration method that takes into account the motion of
the sensor in its 6 Degrees of Freedom (6DoFs), the object 3D surface and
position. It allows to perform fiber segmentation and multi-image mea-
surements with amoving sensor while guaranteeing ameasurement quality
close to that of static measurements and shorter scanning times;
• a novel system for high accuracy mapping of carbon fiber orientation with
an inspection robot, tested on several carbon fiber preforms of increasing
complexity;
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• a highly optimized rasterizer exploiting the SSE2 vectorization for real-time
mapping of 2Dmeasurements to 3Dmodels of the scanned part;
• a fully automatic hand-eye calibration procedure, which does not require
the knowledge of the calibration pattern 3D location and can be easily ex-
ploited on other robot platforms. The source-code is online1.
The remainder of the chapter is organized as follows. Section 4.1 describes the
developed quality inspection robot for carbon fiber parts. Section 4.3, 4.4 and 4.5
describe the proposed registration and mapping methods for multi-image repro-
jection and measurement in motion, while Section 4.6 reports the main experi-
ments performed for assessing the accuracy of the proposed algorithms for map-
ping carbon fiber orientation and a frame-rate analysis comparing different meth-
ods. Finally, in Section 4.7, our main achievements are recapped and some final
remarks reported.
4.1 Quality Inspection Robot for Carbon Fiber Parts
The technology that has been developed in this work includes a new sensor system
for fast and robust estimation of fiber orientation and a robotic system tomove the
sensor to scan large parts. The sensor, displayed in Figure 4.0.2(a), is produced by
Profactor GmbH, Austria. It includes the Genie TS-M2500 vision camera, the
Schneider XENOPLAN-M 17/1,4 lens and a light source setup for photometric
stereo. The industrial robotic arm is the Comau Smart5 SiX, displayed in Fig-
ure 4.0.2(d). It is controlled by the C5G control unit, which comprehends 1 B&R
APC 820 and 4 B&R ACOPOS. After capturing a sequence of images of a small
patch of the part surface to be inspected, fiber angles are calculated and mapped
back onto the surface of the virtual CAD model of the object, whose position is
known after calibration. A sample grey-scale image acquired by the vision cam-





(b) One of the sin-
gle grey-scale images




in 2D coded with
colors.
(d) The robot while scanning a
complex carbon fiber part.
(e) The online mapping of the
calculated fiber orientations in
3D on the part CAD model.
Figure 4.0.2: This figure illustrates our quality inspection system.
sequence can be represented with colors as in Figure 4.0.2(d) for ease of visual-
ization or with 3D vectors as in Figure 4.0.2(e). All these steps can be performed
online thanks to the efficiency of the proposed methods. Then, in a final step, the
single scans are fused leading to a 3D CAD model of the part augmented by the
3D fiber orientations.
In the aforementioned pipeline, a number of modules is involved. They are
displayed in the flowchart in Figure 4.1.1 and briefly described in the following.
As a preliminary step, the work-cell is calibrated with standard procedures, like
the hand-eye calibration [133], in order to retrieve the geometrical relations be-
92
Figure 4.1.1: Workflow of the fiber mapping software. In red, the main con-
tributions of this work.
tween the elements in the work-cell: the robot, the sensor and the part. These
procedures, which provide input to the coverage planner and projectionmodules,
are mentioned in Section 4.2. As a side contribution, we automatized one of these
techniques with the aim of eliminating human intervention. Given a calibrated
work-cell, the required robot path to fully cover the part, i.e. gather a suitable
set of images such that all the part details of interest are observed, can be calcu-
lated. The offline programming software for 3D simulation and motion planning
developed by IT+Robotics Srl, Italy [134] is exploited to fully cover also com-
plex shapes avoiding collisions anddealingwith robot reachability issues. Not only
IT+Robotics solution optimizes cycle time, but it also improves the quality of the
scan since it guarantees the sensor perpendicularity with respect to the surface in
the field of view. Then, the part inspection can start. Five modules working in
parallel play a crucial role: the image acquisition or sensor interface, the robot in-
terface, the synchronizer, the projection to the 3D model and the 2D fiber orien-
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tation measurement. The first two are self-explanatory. The synchronizer guaran-
tees that each image is associated with the right robot position. The projection (or
mapping) to the 3D model, in Figure 4.0.2(d), and the 2D fiber orientation mea-
surementmodules, displayed in red, define themain contributions of this work. In
our first work [10], the 2D fiber orientationmeasurement is sequentially followed
by a basic registration algorithm, presented in Subsection 4.3.1, and the projection
to the model. In our second work based on the registration algorithm presented
in Subsection 4.3.2, these modules are intertwined processes, thus providing in-
creased efficiency. Indeed, as detailed in Section 4.3, the projection module is the
basis of a novel image registration algorithm which now accounts for 6DoF sen-
sor motion and 3D surfaces. Given that the projection to the 3D model is part of
the registration algorithm, there is no need to perform it again formapping the 3D
model. As we will discuss in Section 4.3, feature-based approaches are not appli-
cable in scenarios where images are collectedwith very different illuminations and
in particular when dealing with carbon fibers.
4.2 Work-cell Calibration
The mapping and coverage planner modules require to calibrate the work-cell so
as to retrieve the mutual relations between the elements in it, i.e. the robot, the
sensor mounted on its end-effector and the part under inspection. This way, the
fiber orientations can be mapped to the right points in the model and, similarly,
the coverage planner can guarantee completeness, safety and constraints such as
the sensor perpendicularity to the part. Specifically, two transformations are to
be estimated: the former between the robot end-effector and the sensor, and the
latter between the robot base and the part under inspection. The two procedures
for getting them are briefly described in the following.
The hand-eye calibration [133, 135] estimates the transformation between
end-effector and sensor, see Figure 4.2.1(a). The standard calibration process re-
quires to view a calibration pattern, e.g. a checkerboard, from several different
perspectives. As detailed in Appendix C, we extended the standard approach per-
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(a) Hand-eye configuration in
FibreMap: the “hand”, i.e. the
flange of the last link, is in the
green box and the “eye” is in
the cyan box.
(b) View of the three points defin-
ing the object reference system.
They are to be touched with the tip
on the robot tool center point in
the red box. Here, they are defined
on a rig aligned to the object for
precision and repeatability3.
Figure 4.2.1: Work-cell calibration.
forming calibration pattern localization and hand-eye calibration in a fully auto-
matic way [136]. A two phase procedure has been developed and tested in both
simulated and real scenarios, demonstrating that the automatic calibration reaches
the same performance level of a standard procedure, while avoiding any human in-
tervention. As a final contribution, the source code has been released2. Of course,
standard camera calibration, i.e. the calculation of camera intrinsics and distortion
coefficients, can be performed bymeans of the same set of images. To further mit-
igate distortion, which is visible in the full resolution images in Figure 4.0.1(b), we
worked on cropped images of size 800×200 px or 800×400 px. Indeed, distortion
effects are minimal close to the image center.
In the industry production plants, a manual technique is usually exploited to
2http://robotics.dei.unipd.it/129-auto-hand-eye
3During the project, this rig was replaced by chalk signs left by an human operator just after
the preform production.
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define a reference frame on an object of interest, and thus its transformation with
respect to the robot base. As shown in Figure 4.2.1(b), it consists in touching three
reference points on the object with a calibrated tip mounted on the robot. These
points can be hard to determine in case of objects with complex shapes, i.e. with-
out well-defined edges nor vertices, and, once and for all, must be correctly identi-
fied also in the respective CADmodels. This procedure is applied to three type of
parts with increasing complexity, respectively namedThree-Hills, Spherical Bump
and Complex Part. More details about them will be reported in Section 4.6.
4.3 Image Registration for Accurate Fiber Orientation
Measurement inMotion
The technique proposed in [82] for segmenting fibers and estimating fiber orien-
tation is based on photometric stereo and requires to image a carbon fiber point
under different angles of illumination, that are generated by LEDs arranged on an
illumination ring around the camera. Experimentally, eight different angles of illu-
minations proved to be enough [82]. Thus, in this work, eight images are sequen-
tially acquired and then fiber orientation is computed at each pixel. If the sensor
is still, the corresponding pixels in the eight images represent the same point in
space seen with different illuminations and fiber orientation can be estimated at
every pixel. If the sensor moves during the acquisition of the eight images, the
correspondence between pixel locations and 3D points is lost, thus the technique
described in [82] cannot be directly applied.
In the following, two novel approaches for retrieving this correspondence are
described. Both of them exploit the sensor positions provided by the robotic arm.
The former approach works if the sensor is moving parallel to a flat surface while
the latter works also for a generic sensor motion and a generic surface.
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Figure 4.3.1: Eight images of a carbon fiber part acquired with different light
sources and aligned to the reference frame of the forth image.
4.3.1 Image Registration for Sensor Translations and Planar Sur-
faces
If the object surface is planar and the sensor motion can be approximated with a
translationT = (Tx,Ty, 0)parallel to this surface, the pixel displacement between
the eight images corresponds to a 2D translation t = (tx, ty) in the image plane.
The inverse of this translation can be used to refer all the images to a common
reference frame, select the overlapping part and compute fiber orientation for all
the points in the overlap. This overlap varies with the robot speed, the distance of
the sensor to the part and the sensor field of view. In Figure 4.3.1, an example of
image alignment and overlap selection is shown for eight images of a carbon fiber
part acquired while the sensor was moving along the image vertical axis.
For estimating the transformation between two images of a planar scene, algo-
rithms that extract and match features in the images are usually exploited. How-
ever, in the scenario considered in this work, these algorithms are unreliable be-
cause of the repetitive and regular texture of the carbonfiber pattern and the strong
changes in illumination between images due to light source changes and high re-
flectivity of carbon fibers. In specific experiments, when using SIFT [91] detector
and descriptor on carbon fiber images, more than 60% of wrong feature matches
have often been measured, thus making the alignment with RANSAC [92] too
prone to errors. This can be seen in Figure 4.3.2, which reports two consecutive
frames taken with the sensor perpendicular to the part and a pure translational
motion. Despite the simple transformation between the two frames, most of the
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Figure 4.3.2: Example of feature matching for a pair of consecutive images
using SIFT. Most of the matches are wrong so an alignment with RANSAC
would not work.
matches are wrong due to the pattern and the changes in illumination between
them.
Given the shortcomings of the standard approach, an image alignment proce-
dure has been proposed, that takes into consideration the pose of the sensor asso-
ciated to each image and provided by the robotic system in use and computes the
2D pixel translation t between images from the 3D translation T between sensor
poses. In particular, it is assumed to have eight images taken under different angles
of illuminations, Ii, i = 1...8, and the corresponding sensor poses, Pi, i = 1...8, de-
rived from the calibration procedures mentioned in Section 4.1 and relative to the
Cartesian reference system of the part. These images must be registered with re-
spect to a common reference pose, that can be one of the eight camera poses, e.g.
P4. The relative poses, RTi, i = 1...8, describing the transformations between the
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Figure 4.3.3: A sample translation along the x axis in 3D (Tix) and pixel (tix)
coordinates. Also the sensor height Z and focal length f are shown.
poses Pi, i ̸= 4 and the reference P4 can be computed. For each pair of poses
(Pi, P4), the translation vector in 3D coordinates (Tix,Tiy,Tiz) is the translational
component of the roto-translation matrix RTi. This vector is then converted to
image coordinates (tix, tiy), i.e. pixels, so as to apply it to each image Ii, i ̸= 4 to
perform the registration. The relationship between these translation vectors can
be derived from the equations of the pinhole camera model [137], describing the









where fx and fy are the sensor focal lengths, cx and cy the optical center coordinates
and Z the distance of the sensor to the part. The resulting proportions are then:
tix : Tix = fx : Z ,
tiy : Tiy = fy : Z ,
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which allow to calculate the translation vectors in the image plane, tix and tiy, from
the 3D translation vectors, Tix and Tiy. An illustration of the relation between 3D
and image translations is reported in Figure 4.3.3.
4.3.2 Image Registration for 6DoF SensorMotion and 3D Surfaces
For computing fiber orientation with maximum accuracy, the algorithm in [82]
requires the sensor optical axis to be normal to the part surface. When scanning
3D objects, this implies to move the sensor with a six degrees-of-freedommotion
in order to adapt the pose of the camera to the geometry of the part, thus the al-
gorithm described in Section 4.3.1 cannot be used. For this reason, a method for
registering points in different images without any constraint on the sensormotion
or the part geometry is proposed in this work. In particular, the developedmethod
consists in referring all the acquired images to a common (reference) image plane
and select those pixels of the reference image that receive contributions from all
the images. As reported in Section 4.3.1, the reference image can be any of the
images corresponding to the eight illuminations. In the remainder of the chap-
ter, we chooseN/2 as the reference image, without lack of generality. Indeed, the
extent of the overlapping region does not depend on the choice of the reference.
For avoiding holes in the mapping of all the images to the reference image, every
image is searched for points corresponding to those of the reference image. In-
deed, as depicted in Figure 4.3.4, the proposed algorithm first back-projects [138]
all the pixels of the reference image, in symbols IxyRef where x and y identify the pixel
coordinates, to the surface of the part, finding BPxyRef (Figure 4.3.4(a)). Then, it
forward-projects [138] these 3D points to the other images Ii, i ̸= Ref, thus defin-
ing the forward-projected points FPxyi (Figure 4.3.4(b)). Fiber orientation can
be computed only for those points of the reference image for which all forward-
projections exist. As illustrated in Figure 4.3.4(c), if the forward-projection does
not exist for one image, it means that the 3D point is not visible from that sensor
pose, thus it is not possible to compute fiber orientation for that point. Then, a vir-
tual imageV is defined, withN channels that contains forward-projections fromall
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(a) Back-projection of IRef
points to 3D.
(b) Forward-projection from
3D to Ii, i ̸= Ref.
(c) Example of successful and
missing forward-projection.
Figure 4.3.4: Image registration process for 6DoF sensor motion and 3D sur-
faces.
theN images and a binary maskM that keeps track of all the valid points inV, that
are the points with forward-projections available from all theN images. Algorithm
2 describes this in pseudo-code.
The set of points in V for which M equals 1 are then used with the software
in [82] for computing fiber orientation. This method is efficient since it projects
only one of eight images to the mesh. Moreover, in comparison to the previous
approach, there is no need to project the image after registration since it has been
already projected during it. The projection process is detailed in the next section.
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Algorithm 2 Image Registration Algorithm for 6DoF Sensor Motion and 3D
Surfaces
1: procedure REGISTER(I) ▷ Array of N images I
2: N←SIZE(I)
3: Ref← N/2
4: for all IxyRef do
5: BPxyRef ←BACK_PROJECT(IxyRef)
6: Mxy ← true
7: for 0 < i < N ∧ i ̸= ref do
8: FPxyi ,Mxy ←FORWARD_PROJECT(BPxyRef)
9: if Mxy = true then
10: Vxyi ← FPxyi
11: else
12: break
13: return V,M ▷ Binary maskM and virtual image V
4.4 Efficient Rasterization for Real-time Arrow Mapping
to 3DModels
Themapping process that projects the 2D fiber images to the 3D models is based
on an highly optimized implementation of the ray-castingmethod [138], depicted
in Figure 4.4.1. According to the base method, each pixel Ixy of a fiber image I is
associated to a ray rxy originated in the camera optical centerC andpassing through
the pixel coordinates Ixy in the image plane. In particular,
rxy = {rxyc ; rxyd }
where rxyc = C is the ray center and r
xy
d = |Ixy − C| is the raydirection. As shown in
Figure 4.4.1, if a ray rxy intersects a triangle Ti of the model mesh, the intersection
point Pxyi is the projection of Ixy to the 3Dmodel; if rxy intersects themesh inmore
than one point (i.e. triangle), the z-buffering technique [138] is applied and only
the closest to C is considered. The ray-triangle intersections are computed effi-
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Figure 4.4.1: Ray-casting method for projecting pixel Ixy to point Pxy1 and Pxy2
in 3D space. According to the Z-buffering technique, if a ray rxy intersects the
mesh in more than one point Pxyi , the closest to C, here Pxy1 , is considered.
ciently by specifying the triangle vertices in barycentric coordinates and bymeans
of theMőller-Trumbore algorithm[139]. Inorder tooptimize both the ray-casting
and the z-buffering techniques, the mapping process first checks which triangles
can be hit by at least one ray. Each triangle Ti is forward-projected to the image
plane; if the projection of Ti does not intersect the image area, Ti is discarded.
The remaining triangles are further filtered by applying the back-face culling tech-
nique [140] which consists in the elimination of those triangles that lie in the back
of the model surface, with respect to the observing camera. Next, for each of the
remaining 3D triangles, the list of pixels belonging to the respective 2D forward-
projected triangle are to be derived so as to project them. This process is known as
triangle rasterization. As in [10], it can be implemented straightforwardly by ap-
proximating 2D triangles with bounding rectangles. Nevertheless, a triangle can
be rasterizedmore efficiently by tracing out the pixels of its edges and rasterizing it
line by line. In particular, this standard technique has been implemented and fur-
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Algorithm 3 Efficient rasterization for mapping to 3Dmodels
1: procedureRASTERIZE(I,M) ▷ Image I,3Dmodel M
2: {Ti}i=0,...,N−1 ←M.faces
3: for 0 ≤ i < N do
4: TIi ←FORWARD_PROJECT(Ti, I)
5: if (TIi ∩ I) = ∅ then
6: REMOVE(Ti)
7: else
8: rTi ← V0Ti − C ▷ VjTi : vertices of Ti
9: if (rTi · nTi) ≥ 0 then ▷ nTi : normal of Ti
10: REMOVE(Ti)
11: for 0 ≤ i < N do
12: {(Ixy, Pxyi )} ←RASTERIZE_BY_LINES(TIi)
13: for all (x, y) in I do
14: Pxy = argminPxyi |P
xy
i − C|
15: return {Pxy} ▷ Projection of points in I toM
ther optimized so as to raster whole pixel lines at once instead of single pixels. By
organizing rays, projected points and intermediate entities into vectors, the SSE2
vectorization offered by theEigen algebraic C++ library [25] can be fully exploited
for every arithmetical computation, thus making the total runtime decrease by a
factor of four. Hence, this implicates that bigger frames can be processed online,
positively impacting the total scanning time. The pseudo-code of this method is
reported in Algorithm 3.
4.5 Filtering andMulti-view Fusion
Fibers can be segmented and their orientations can be measured on the overlap-
ping region defined by the registration algorithms in Section 4.3. Then, this set of
fibers can be mapped to the 3D model of the scanned part according to the algo-
rithm in Section 4.4. Anyway, these fibers can be noisy so three additional filtering
strategies are necessary.
First of all, for eachmapped fiber, we associated the inclination of the sensor z
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Figure 4.6.1: Description of the robotic scanning system used for the tests
and how the different tasks are distributed over the different computers.
axis with respect to the part surface. This way, since fiber estimation works better
when this inclination is low, only the arrows for which it is below a given threshold
can be retained. A tolerance of± 10.00° proved to be enough tomeet our accuracy
goal.
Furthermore, given that the optimal scanning distance of the sensor is known
(≈ 15 cm), other parameters like the minimum and maximum distance can be set
for leaving out invalid measurements.
Finally, the sensormay pass twice ormore on the same area so almost overlap-
ping measurements estimated at different moments are to be fused. To solve this
issue, when more valid measurements are present, our algorithm retains the best
one in terms of orientation of the sensor with respect to the surface (maximum
perpendicularity). This strategy has been implemented exploiting an octree data
structure [141], which provides space-efficientmethods for creating a hierarchical
tree from point cloud data, enabling spatial partitioning in voxels, down-sampling
and search operations on the point data set. Indeed, after a complete scan, the
number of measurements can be high (up to≈ 109 with the most complex part)
so this solution allows to quickly access to the point context, i.e. its neighbours,
while saving memory space.
105
4.6 Experiments and Assessments
Several experiments have been performed for assessing the proposed techniques
with the robotic scanning application described in Section 4.1. In particular, this
work considers the system in Figure 4.0.2a, that features a Comau Smart5-SiX
roboticmanipulator and aC5Gcontroller communicating viaEthernetPowerlink.
The C5G controller includes an industrial PC with Linux Mint and RT Preempt
that communicateswith the robot in real-time. As depicted inFigure 4.6.1, that PC
is used to control the robot according to the output of a path planner and to con-
tinuously stream robot positions as UDPmessages. Another computer within the
samenetwork, a desktopPCrunningWindows7, performs the computationof the
robotic path and runs all the image acquisition and processing software. Multiple
operating systems were necessary to integrate a variety of libraries and third-party
softwares with different requirements in the same working system, e.g. the sensor
library and the path planner work only underWindows.
4.6.1 Experimental Results
The tests described in this section were performed on three different carbon
fiber preforms of increasing complexity, that are shown in Figure 4.6.2. For each
of these preforms, different types of material have been tested: woven or not,
coated with EP-binder or not and with different filament counts of each bundle,
e.g. 6 K or 24 K, and fiber orientation, e.g. +/- 45°or 0/90°. For these experi-
ments, the meshes of these preforms have been derived from the CAD data of the
press tools used for forming them. The Three Hills preform (Figure 4.6.2(a)) is
a mostly flat sheet with three rectangular hills on top, while the Spherical Bump
(Figure 4.6.2(b)) has an hemisphere at its center and is considerably larger. The
Complex Part (Figure 4.6.2(c)) features amore complex shape, derived from a real
automotive part. Tab. 4.6.1 reports the preform dimensions and the number of
faces of the associated meshes. It can be noticed how the Complex Part has an or-
der ofmagnitudemore faces than the othermeshes. Since themesh of the scanned
part is an input of the software for image registration and fiber projection, as it will
106
(a) Three Hills mesh (b) Spherical Bump mesh (c) Complex Part mesh
Figure 4.6.2: Pictures and mesh models of the carbon fiber parts used as
test cases.
Table 4.6.1: Dimensions of the test cases and number of faces of the corre-
sponding meshes.
ThreeHills Spherical Bump Complex Part
Dimensions (mm) 400x400x20 700x700x120 900x900x160
Number of faces 5974 6246 81690
be pointed out later, the number of faces (triangles) of themesh is a parameter that
considerably affects the frame-rate of these algorithms.
Figure 4.6.3 reports three examples of complete scans, one for each test case,
obtainedwith the pipeline reported in Figure 4.1.1 and themost general algorithm
for image registration proposed in Section 4.3.2. These scanning results consist in
3Dmodels of the partsmappedwith fiber orientationmeasured at each point. For
visualization, the azimuth value of the fiber orientation with respect to the part
reference frame is represented with colors.
As displayed in Figure 4.6.4, such a system can also be used for continuous
and real-time texturing of objects with a robotic system. In particular, the pro-
posed setup has been used for optimally blending together the images taken with
different illumination by a moving sensor, in order to obtain constant lighting all
over the blended image. Then, these blended images have been projected to a 3D
model of the scanned object.
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(a) Three Hills (b) Spherical Bump
(c) Complex Part
Figure 4.6.3: Examples of complete scans for the three test cases. Colors
represent the azimuth value of the fiber orientation with respect to the part
reference frame according to a cyclic color map. The error in azimuth is 0.48°
and 1.55° on flat and 3D surfaces respectively. Because of the physical sensor
size, the most concave and narrow regions cannot be analyzed without collid-
ing or breaking the sensor-surface perpendicularity constraint. With a smaller
sensor, they could be reached.
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(a) Top view. (b) Detailed view. The gray
region is a tape we added for
reference.
Figure 4.6.4: Two views of a 3D textured model of a glass fiber part. The
texture was very dark. Our system can be used to optimally blend together
the images taken with different illumination by the moving sensor.
4.6.2 Assessment of Image Registration Accuracy
To qualitatively assess the algorithm proposed in Section 4.3.1 for image regis-
tration in presence of sensor translations and planar surfaces, Figure 4.6.5(a)-(b)
shows some results of fiber computation when the sensor was moving along the y
and x image axis, respectively. These images represent the fiber azimuth angles and
the black parts refer to pixels that do not belong to the overlap between the eight
raw images. Translations across both axes at the same time have been tested too, as
reported in Figure 4.6.5(c). Fibers are badly estimated only along some chalk lines
that were drawn as a reference, since the reflection properties of the material are
altered by the chalk. In Figure 4.6.5(c), the azimuth images obtained by inverting
on purpose the translation signs are reported in order to show an example of how
a bad registration would look like.
As previously explained, the algorithm described in Section 4.3.2 allows to
correctly estimate fiber orientation even when the sensor is moving with a 6DoF
motion and the surface is 3D. Figure 4.6.6 reports an example of azimuth image
computed by the sensor when performing a 3D rotation. As it can be noticed, the
colours representing the azimuth values are stable, thus reflecting a correct regis-
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(a) Translation along y image axis only.
(b) Translation along x axis only.
(c) Translation along both axis.
(d) Example of bad registration, the translation signs have
been deliberately inverted.
Figure 4.6.5: Azimuth images computed with the sensor performing transla-
tions over a planar surface.
tration of the eight images with different illumination acquired in motion.
In order to quantitatively measure the accuracy of the registration algorithm
in Section 4.3.2, some images of a flat area and a 3D area of a Spherical Bump part
(as shown in Figure 4.6.7) were acquired while the sensor was moving over the
part with a generic (6 degrees of freedom)motion. As a reference, a checkerboard
pattern was attached onto these areas. A checkerboard corner was then clicked on
the first image of each series and the displacement (in pixels) of the correspond-
ing scene point in the other images after the image registration operationwasmea-
sured. Figure 4.6.8a reports eight images acquired on the flat area after having per-
formed the image registration with respect to the 5th image, while, Figure 4.6.8b
reports the alignment result for eight consecutive images acquired from the 3D
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Figure 4.6.6: Azimuth image computed while rotating the robot end effector
along the axis of the 6th robot joint.
area. A red cross marks the same pixel position in all the images of a sequence as a
reference to show the accuracy of the registration. From a visual inspection, it can
be seen how this cross falls on the same scene point for all the images of the flat
area, while it is slightly worse placed for some images of the 3D area. In particular,
an average displacement of 3.1 pixels for the flat area and 7.8 pixels for the 3D area
has been measured for images of 800×400 pixel resolution. These registration in-
accuracies are quite small and could be due also to some differences between the
CADmodel of the part used for aligning the images and the real shape of the part
that is scanned.
4.6.3 Assessment of Fiber OrientationMeasurement Accuracy
Theaccuracy in estimating fiber orientation inmotion onboth flat and 3D surfaces
has been evaluated by using themost general approach for image registration, pro-
posed in Section 4.3.2, and the rasterization algorithm described in Section 4.4.
We compare this approach with the baselinemethod presented in [88], which can
estimate fiber angles with an error of less than 1.00°. Nevertheless, since it cannot
work with a moving robot, it requires a stop and go motion, severely affecting the
scanning time.
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Figure 4.6.7: Experimental setup for evaluating the accuracy of the image
alignment.
(a) Alignment evaluation on a flat part.
(b) Alignment evaluation on a 3D part.
Figure 4.6.8: Sample results of the image alignment evaluated on flat and
3D parts. The red cross highlights the same pixel in all the images of a se-
quence.
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(a) Bundle of fibers marked
on a Three Hills preform with
some tape
(b) Fiber arrows measured in
the marked area with a sensor
translation over the part. The
tape is highlighted in yellow
and the selected bundle of
fibers is highlighted in red.
Figure 4.6.9: fiber orientation accuracy test on flat parts. The fiber orienta-
tions measured on the tape are random while they are locally the same on the
rest of the image.
For the test on the flat area, a bundle of fibers on a flat part of a Three Hills
preform was marked with two pieces of tape around it, as shown in Figure 4.6.9a,
and a scan with the sensor translating over the part was performed. This way, as
shown in Figure 4.6.9b, the orientations measured by the sensor system on the
selected bundle of fibers could be easily retrieved and compared with the nominal
value, that is the orientation measured by using a tip mounted on the robot for
touching the two extremes of the fiber bundle so as to determine fiber direction.
The mean error in fiber orientation within the selected bundle of fibers was 0.48°,
thus below 1.00°, as in the static case [88].
To estimate the accuracy of fiber measurement in 3D, a Spherical Bump pre-
form was marked with tape so as to select a particular bundle of fibers whose ref-
erence fiber orientation was also measured with the robot tip by touching several
points on the selected curve, part of the hemisphere. The part was then scanned
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(a) Spherical Bump preform marked with tape and, in red, the
area selected for evaluation.
(b) Histogram of the error on fiber orientation for points within the se-
lected area.
Figure 4.6.10: Fiber orientation accuracy test on 3D parts.
114
with a 6 degrees-of-freedom sensor motion for calculating the difference between
the 3D orientations obtained with the proposed system and the curve measured
with the robot tip within the region highlighted in red in Figure 4.6.10a. Fig-
ure 4.6.10b reports the histogramof thismeasurement error. It can be noticed that
the peak 3D orientation has an error of 3.00° with respect to the reference and that
the average error is of about 4.37°. This value is above the static error [88], but still
within the tolerances allowed by the automotive industry. Another experiment
was performed on a Complex part, this time enabling the filtering and multi-view
fusion. Five pairs of markers like those in Figure 4.6.9(a)(b) were applied on it.
Markers are almost white so they can be easily detected using the diffuse intensity
available in the raw images and the points in between can be considered for eval-
uation. In particular, the ground-truth measurements were acquired keeping the
sensor static. This way it can measure fibers with an error minor than 1.00°. After
scanning them 12 times with different paths, wemeasured an average error of only
3.86° in 3D orientation and only 1.55° in azimuth.
Finally, positioning inaccuracies were also evaluated. Given that it is hard to
manually define the ground-truth position of a fiber, we limited the analysis to the
calculation of the average deviation w.r.t. the average positioning when scanning
the same fiber several times. Again, the setup comprehending five pair of markers
like those in Figure 4.6.9(a)(b) on aComplex part was considered. After scanning
them 12 times with different paths, the position values on the 5 points were com-
pared to the average positions finding an average difference of only 3.14mm with
a standard deviation of only 0.16mm.
The estimated errors are below the accuracy that can be obtained withmanual
measurements, that is how fibers are currently measured in factories. Moreover,
the proposed system allows to perform a dense inspection of the parts, that is a
clear advantage with respect to manual inspection.
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Table 4.6.2: Frame-rate (in frames per second) of the registration algorithm
described in Section 4.3.2 for the test cases described in Section 4.6.1.
ThreeHills Spherical Bump Complex Part
Registration (fps) 45.9 44.5 28.0
Table 4.6.3: Frame-rate comparison (in frames per second) for different ver-
sions of the algorithm for projecting fiber arrows to the 3D meshes of Fig-
ure 4.6.2.
Rect Rect+SSE2 Triangle Triangle+SSE2
ThreeHills 3.9 44.8 47.6 243.8
Spherical Bump 14.8 127.4 47.3 202.0
Complex Part 14.5 52.1 28.5 57.7
4.6.4 Frame-rate Analysis
The frame-rates of the registration and projection algorithms described in Sec-
tion 4.3 and 4.4 have been measured for all the test cases reported in Figure 4.6.2.
All the tests have been performed with a desktop PC with an Intel i7-4770K CPU
clocked at 3.5 GHz, 16GB of DDR3 RAM, a 7200 rpm hard disk and Windows
7. The frame size was 400×200 pixels. As it can be noticed in Table 4.6.2, the
frame-rate of the registration algorithm considerably decreases for the Complex
Part test case, due to the higher number of faces that the mesh has with respect to
the first two test cases. This is also true for the projection algorithm, whose fre-
quency is reported in Table 4.6.3 with four different versions of the implemented
algorithm. The Rect version exploits rectangular bounding boxes around a mesh
face to determine ray intersections, while the Triangle version exploits triangular
bounding boxes. The SSE2 versions exploit the rasterization of whole pixel lines at
once thanks to SSE2 vectorization offered by the Eigen library, which makes the
frame-rate increase by a factor of four.
Theproposedmethodhas proven tobe efficient enough for real time scanning.
These frame-rates allow to perform a complete scan of aThree-Hills part (400x400
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mm) with an average speed of 0.02m/s in about 5 minutes, that corresponds to
the average time needed for manually inspecting it. The other two test cases can
be completely scanned in about 15 minutes, that is half the time required to scan
them in a stop and go fashion [88]. The sensor can support also high frame-rates,
theoretically up to 1000 fps, making it possible tomove the robot at higher speeds,
theoretically up to1m/s. With the sensor capturing800×400pixels at 125 fps and
the proposed algorithms running on downsampled frames of size 50×25 pixels,
the robot could move at 0.10m/s and inspect the most complex test case in only
150 s. A video is attached to demonstrate the quality of the system4.
4.7 Summary
This chapter presented efficient algorithms for segmenting and mapping fibers to
large surfaces with a moving sensor so as to obtain a geometric model augmented
with the carbon fiber arrangement. Specifically, we addressed the complex sce-
nario of sensors that need multiple shots to perform a measurement by propos-
ing image registration and mapping algorithms enabling their use in continuous
motion. The application of segmenting and mapping carbon fibers to 3D models
with an autonomous robotic system has been considered for assessing the quality
of this work in scenarios where the sensor moves with generic 6DoF motion over
surfaces of complex shape. The reported experiments show how the proposed al-
gorithms allow to segment fibers and densely estimate in real-time the fiber orien-
tation of carbon fiber preforms. In particular, a frame-rate of about 30 frames per
second is achieved for the most complex test case, that is derived from a real au-
tomotive component. The fiber mapped models produced with this system can
be effectively used for either quality inspection or for improving draping simu-
lation. Indeed, the system accuracy has been evaluated on flat and complex 3D
surfaces, reaching an azimuth error of only 0.48° and 1.55°, respectively. These val-
ues, together with the possibility to perform a dense and complete check of the
part, represent a clear advantage of the proposed system against a manual check,
4https://www.youtube.com/watch?v=a8vLiNIU870
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that is usually operated in factories. Nevertheless, as discussed in the next chapter,
several types of defect could affect the production process of Carbon Fiber Rein-
forced Polymers making of interest also the segmentation and mapping of other
object properties besides fiber orientations.
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5
Thermographic Segmentation of Defects
inUpper Layers of Carbon Fiber Parts
InCarbon Fiber Reinforced Polymers (CFRPs), not only are the superficial
fiber arrangements of interest, but also the inner properties invisible to the human
eye, which are to be considered for a thorough quality inspection. Carbon fiber
sheets can be layered onto each other and joined together bymeans of a glue layer,
to be placed between every couple of adjacent carbon sheets; the whole structure
is then filled with polymer to create CFRPs. Carbon fibers define the reinforce-
ment, which provides the strength, while the thermosetting polymer, e.g. epoxy
resin, is the matrix, which binds the reinforcements together [142]. CFRPs can
be manufactured using a number of techniques, all of which aim to combine the
fiber and resin into a well-consolidated product. Several types of defects can affect
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the production process, including porosity, foreign bodies, incorrect fiber volume
fraction due to excess or insufficient resin and bonding effects [143]. Defects can
also occur in the placement of the glue between consecutive carbonfiber sheets. In
this chapter, we will examine how these properties can be segmented andmapped
to a 3Dmodel by means of the back-projection from 2D to 3D introduced in Sec-
tion 1.2. A complete model will be acquired by inspecting the part from different
points of view.
Detecting defects in CFRPs is one of the goals of the European project Ther-
mobot1, which aims at replacing manual inspection in order to achieve better ef-
ficiency and performance in the production phase. The research leading to the
results presented in this chapter is part of this project, and aims at inspecting the
glue layer that bonds together carbon fiber sheets. Even though such layer is inside
the part to be inspected, thermography, in particular the technique named Pulsed
Phase Thermography (PPT) [144, 145] is capable of revealing the glue disposi-
tion, thus enabling the inspection. Three modules have been developed for the
project: thermographic inspection, robot path planning and thermal image analy-
sis.
PPT enables the nondestructive testing and evaluation (NDT&E) of CFRPs.
Its data acquisition setup consists of a flash lamp, the Hensel EH Pro 6000 with its
power supply Tria 6000-S, and an infrared camera, the ImageIR 8300 by InfraTec
GmbH, Germany. The flash lamp is an external source of energy which applies a
short thermal pulse inducing a temperature difference between areas with differ-
ent distribution of glue in the specimen under examination. The thermal changes
on the surface are captured by the infrared camera. An important parameter is the
acquisition duration, which defines the frequency at which the PPT is evaluated
and influences the capability to discriminate the property of interest. The flash,
whose power can be set, overpowers the ambient lightmaking the acquisition pro-
cess controllable.
The flash lamp and infrared camera are mounted on an industrial robot, the
1http://thermobot.eu
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Figure 5.0.1: Complete experimental setup with robot, infrared camera, flash
lamp and CFRP.
Stäubli TX90L with the CS8C controller, in order to inspect parts larger than the
field of view of the camera. In particular, the surface of CFRP components are
inspected in a series of static tests from a number of points of view such that the
part can be covered. In particular, the perimeter is more interesting than the rest
of the part because the glue is distributed along the edge. The system is depicted
in Figure 5.0.1; the inspected component is a car side blade manufactured by one
of the partners of the project, Benteler-SGL, Austria.
Images are acquired for each point of view and then processed for obtaining
the PPT phase images. Their analysis for revealing defective areas is the main fo-
cus of this chapter. Unfortunately, given the lack of a big dataset, previous ap-
proaches based on machine learning cannot be applied. Thus, the problem is ad-
dressed by adapting an image sharpening technique well-known in photography,
the UnSharp Masking (USM), which enhances contrast taking pixel context into
account. Moreover, the segmentation is enhanced bymeans of a knowledge-based
approach [102], i.e. by taking advantage of the high level of knowledge of the en-
tire systemgained thanks to the calibrations andapplying theback-projection from
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2D to 3Dpresented in Section 1.2. Since the bonding cannot be simulated, defects
are revealed by comparing each PPT phase image with the respective defect-free
reference. The imaging process is as controllable as the acquisition given the re-
peatability of the workcell conditions. In summary, the main contributions of this
chapter are:
• an automatic robotic system for the detection of defects in the upper layers
of CFRPs;
• a thermographic analysis of CFRPs based on PPT;
• the PPT phase image analysis exploiting USM and the high level of knowl-
edge and control of the real workcell;
• the defect detection by comparison with a fault-free reference.
The detection of internal cracks cannot be performed since the required amount
of heat generated by the flash lamp would be so high that it would damage the
inspected object.
This chapter is structured as follows. The core of the visual inspection system
that enables the detection of defects is detailed in Sections 5.1-5.4. The results
obtained during the experiments are described in Section 5.5. Finally, in Section
5.6, the main achievements are recapped and some final remarks reported.
5.1 SystemOverview
This section focuses on the description of the comparisonbetween twoPPTphase
images. They are gray-scale images, like the one in the top-left corner of Figure
5.1.1, in which darker shades of gray denote the presence of glue. This process is
characterized by three main steps displayed from the top in Figure 5.1.2:
1. foreground extraction from PPT phase images;
2. detection of adhesive bondings in CFRP;
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Figure 5.1.1: A PPT phase image (top-left) and its brightness histogram.
There are four main peaks denoting that Otsu’s binarization cannot be applied
because the image is not bimodal.
3. pairwise comparison of adhesive bondings for difference detection.
The first two aim at restricting the comparison to a region of interest with glue in
order tominimize false positives and false negatives. A simpler pixel-by-pixel com-
parison would be unreliable because of the differences in the carbon fiber texture.
5.2 Foreground Extraction from PPT Phase Images
Two complementary regions can be found in each image, one corresponding to
the CFRP part in the foreground and the other to the background. As shown in
the CFRP part in Figure 5.1.1, both regions might have non-uniform brightness
distribution because the glue might not be uniformly distributed on the surface
and the distance of each point in the background from the infrared camera might
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Figure 5.1.2: Flowchart illustrating the comparison process of two PPT
phase images. This process is characterized by three main steps displayed from
top to down: foreground extraction from PPT phase images, detection of ad-
hesive bondings in foregrounds and pairwise comparison of adhesive bondings
for difference detection.
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vary. Of course, a way to binarize images and extract foreground is of concern. As
a consequence of non-uniform brightness distribution in both regions, not only
is simple thresholding not accurate, but also no threshold can be automatically
calculated from image histograms, e.g. by means of the Otsu’s binarization [146].
Indeed, images are not bimodal as demonstrated by counting the number of main
peaks in the brightness histogram shown in Figure 5.1.1.
Viable alternatives are to be evaluated. One of them is the knowledge-based
approach [102] bymeans of the high level of knowledge of the experimental setup
and the backward projection [147] of each image point onto the 3Dpolygonmesh
model of the CFRP part. The model, view and projection transformation matri-
ces, whose composition is themapping from the part space to the image space, are
all well-known. These pieces of information come from three preliminary calibra-
tions that respectively lead to the knowledge of the camera parameters, the posi-
tion of the camera with respect to the robot, and the position of the robot with
respect to the part. In this way, the foreground extraction is performed by evalu-
ating for each image point the intersection between the 3Dmodel of the part and
the ray passing through that image point and the focal point. If the ray intersects
the 3D model, the image point falls on the part and belongs to the foreground,
otherwise it does not fall on the part and belongs to the background.
As another option, if these matrices are not available, the foreground can be
extracted with minimal user interaction running the GrabCut algorithm [53]. As
introduced in Chapter 2, this algorithm starts with a user-specified bounding box
around the foreground region and some hints on background and foreground pix-
els inside of it. Then it creates the background/foreground segmentation. The
system combines hard segmentation by iterative graph-cut optimization with bor-
der matting to deal with blur and mixed pixels on object boundaries. Obviously,
this latter approach, which requires interaction with the user, is more tedious.
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(a) ISO noise or film grain
in the blue box and vertical
banding noise in the red box.
(b) Carbon fiber pattern.
Figure 5.3.1: Examples of noise.
5.3 Segmentation of Adhesive Bondings in CFRP
Dark shades of gray denote the layer of glue. Nevertheless, the definition of dark
area is not straightforward and cannot rely on simple thresholding: first of all, the
chosen value would not be the best for each image in the dataset, given the non-
homogeneity of the glue layer in theCFRPpart; second, illuminationmight not be
uniform over the whole CFRP part. These remarks about brightness values hold
mostly when comparing images taken from different points of view and secondar-
ily when comparing different regions of an image. Hence, what is required for the
detection of the glue layers is an approach that takes into account brightness gradi-
ents: this way, it is possible to detect dark regions compared to their surroundings,
i.e. their context. For this kind of analysis, an approach based on local contrast







The core of the algorithm is the unsharpmasking, which is not applied standalone
because it could enhance unwanted details due to ISO noise or film grain, as in
the blue box in Figure 5.3.1(a), and vertical banding noise, as in the red box in
Figure 5.3.1(a). In addition, also artifacts like the carbon fiber pattern itself, Figure
5.3.1(b), could be strongly highlighted. This can be made up for by adding two
steps, a pre-processing and a post-processing filtering.
The pre-processing is a median filter which proved to eliminate vertical noise
more effectively than a Gaussian filter. An aperture size of only 13 px is an appro-
priate trade-off between noise removal and level of detail.
UnSharp Masking (USM) is an image sharpening technique well-known in
photography. Let O be the input image, depicted in Figure 5.3.2(a), in this case
the softly blurred copy of the starting frame obtained after the pre-processing step,
and B its blurred copy, depicted in Figure 5.3.2(b). The blur can be a 2DGaussian
blur with a certain aperture size, the radius r. The method consists in calculating
an unsharp mask U, the difference between the original image O and its blurred
copy B as shown in Eq. 5.1, and an high contrast version of the original image C,
the sharpened difference between the original image O and its blurred copy B as
shown in Eq. 5.2. The amount of overshoot, namely howmuch contrast is added,
can be set via the parameter a.
U = |O− B| (5.1)
C = a ∗ O− a ∗ B (5.2)
In Figure 5.3.2, the intermediate images are reported: O (b), B (c), U (d) and C
(e). The unsharpmask U roughly points out the contours, which are sharpened in
the high contrast imageC. The sharpened image S is the sum of the original image
O and the high contrast image C, optionally masked with the unsharp mask U by
setting the threshold th, see Eq. 5.3. Given a 2D point PU on the unsharp maskU,
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(a) Initial frame.
This is the softly
blurred copy of the
starting frame ob-











Figure 5.3.2: Unsharp masking is based on the simple detection of contours
performed by subtracting blurriness B from the initial frame O.
let IPU be its gray level varying from 0 to 255:
S =
O if IPU < thO+ C otherwise. (5.3)
The parameter th is the minimum difference in pixel values that indicates an edge
to which some sharpen must be applied to protect areas of smooth tonal tran-
sition from sharpening. If it is set to 0, the unsharp mask U is not taken into
account. The sharpened image S is depicted in Figure 5.3.3(a). The choice of
the three parameters, the radius r, the amount a and the threshold th, is impor-
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(a) The sharpened
frame S obtained by
unsharp masking.
(b) The sharpened
frame S after thresh-
olding.
(c) The sharpened
frame S after thresh-





Figure 5.3.3: Postprocessing after unsharp masking.
tant. This technique can increase either sharpness or local contrast. Indeed, they
are both forms of differences, respectively small-scale (high-frequency) and large-
scale (low-frequency), the latter of which are of concern. They can be increased
using high radius and amount. Good values are 99 px for r and 25 for a. The third
parameter, the threshold th, is not as crucial as the other two and can be set to 0.
Rather, the thresholding of S is of interest since only dark regions are to be
kept, see Figure 5.3.3(b). A good value is 180.
The post-processing is a final check useful for removing possible remaining
artifacts characterizedby small contours. The function retrieves contours using the
algorithm described in [148], already implemented in OpenCV. The final result
looks like Figure 5.3.3(c) and provides the region of interest for the comparison in
the next step.
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(a) Comparison of a frame
(upper right) with its reference
(upper left) and their masks
(bottom).
(b) Zoom on defective areas,
which are displayed in red and
labeled in blue with their area
expressed in number of pixels.
Figure 5.4.1: Frame comparison to find defective areas.
5.4 Pairwise Comparison of Adhesive Bondings for Differ-
enceDetection
This step uses the masks built in the previous step in order to restrict the com-
parison to a region of interest with glue to minimize false positives and false neg-
atives. Let A and B be the two images to be compared and M the union of the
two masks obtained following the procedure explained in the previous step. First
of all, a Gaussian or median filter is applied to obtain both C and D images. This
blur should be soft (e.g. Gaussian with radius 29 px) otherwise differences in the
shapes of the layers could be lost. Then, images C and D are masked withM ob-
taining imagesE andF, respectively; furthermore, a dissimilarity image is obtained
by subtracting E and F. Finally, only differences in intensity greater than a thresh-
old (e.g. 25, depending on the desired sensitivity) are pointed out. Their areas are
also calculated: they are displayed in red in Figure 5.4.1, in which areas are also
reported (in blue), expressed in number of pixels or in 3D world coordinates.
Areas can be expressed in 3D world coordinates by means of the knowledge-
based approach, as done for the background/foreground extraction. In this case,
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Figure 5.4.2: Backward projection of each pixel to the 3D model. The part
area without defects is in green while the defective area is in red.
thanks to the knowledge of the position of the camera with respect to the robot
and the position of the robot with respect to the part, the four vertices of each
pixel belonging to the foreground are back-projected to the 3Dmodel and the area
of the back-projected pixel is approximated by the area of a parallelogram in 3D
world coordinates. Thus, the area of the defective region can be calculated as the
sum of many parallelograms, each of which approximates the area covered by a
pixel. Figure 5.4.2 provides an example of frame back-projected to the 3Dmodel:
the part area without defects is in green while the defective area is in red.
5.5 Experimental Results
This section deals with the application of the methods proposed in the previous
section on a dataset provided by one of the project partners, Trimek S.A., Spain.
It contains 85 PPT phase images of 5 CFRP side blades from 17 points of view
which cover the entire perimeter of the part. The frequency at which the PPT
is evaluated depends on the acquisition duration and needs to be fine enough to
enable discrimination of each signal of interest [145]. In our case, a good valuewas
found to be 0.04Hz. One of the 5 CFRP side blades is supposed not to have any
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(a) Example of frame with
darks regions of different
brightness, shape and size la-
beled by the letters A and B.
(b) Corresponding mask: dif-
ferent kind of dark regions are
detected.
Figure 5.5.1: Examples of different dark regions which are handled correctly.
defects and is taken as a reference for the comparisons so that each image can be
analyzed and comparedwith the respective defect-free reference. In the following,
the results are discussed: first of all, some remarks about the segmentation of the
glue layer; second, the results of the 68 comparisons.
Thedetectionof adhesive bondings in the extracted foregroundmust facewith
many types of dark regions with respect to the surrounding and light-dark transi-
tions. There are some examples of dark regions of different brightness, shape and
size labeled with the letters A and B in Figure 5.5.1(a) and transients with differ-
ent brightness, shape, size and sharpness labeled with the letters A, B, C and D in
Figure 5.5.2(a). As shown in Figure 5.5.1(b) and 5.5.2(b), the proposed method
can successfully detect several combinations: i) large or tapered dark regions, ii)
dark regions and brightness transitions along the contours of the part, iii) sharp
transitions due to local dishomogeneities in the glue layer. If contrast were ad-
justed globally,manydetails, which canbe capturedby the proposed localmethod,
would instead be lost. Figure 5.5.3 provides the comparison of the two methods:
the first image (a) is the starting PPT phase image, the second (b) its global ad-
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(a) Example of frame with
transients of different bright-
ness, shape, size and sharpness
labeled by the letters A, B, C
and D.
(b) Corresponding mask: dif-
ferent kind of transitions are
detected.
Figure 5.5.2: Examples of transients which are handled correctly.
justment and the third (c) the mask obtained by USM.
To evaluate the performance of the whole system, the number of False Posi-
tives (FPs) and False Negatives (FNs) has beenmeasured. LetA and B be the two
images being compared, M the union of the two masks denoting the glue layers
andD the detected defective areas: FPs may be caused by the noise or the carbon
fibre pattern, both of which may differ in A and B. In addition, if the segmenta-
tion is not selective, M is large and areas without glue are compared potentially
leading to FPs. Conversely, FNs occur ifM does not completely cover the regions
with glue. If those areas were different, they would not be revealed. In addition,
given the experimental setup, the proposedmethod strongly relies on the assump-
tion that the two parts are aligned. If this condition is not met in practice, there
could be FPs or FNs. Twometrics are proposed here: |M|, which is the number of
false positive or false negative pixels normalized by the number of pixels inM, and
|D|, the same applied to D. The average values over the 68 comparisons and the
worst/highest are reported in Table 5.5.1. The best/lowest percentages are zero.
Regarding false positives, the algorithm proves to work well with the exception of
some ambiguous situations as that shown in Figure 5.5.4, in which the reference
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(a) This is the start-
ing PPT phase im-
age.
(b) This is its global
adjustment.
(c) This is the mask
obtained by unsharp
masking.
Figure 5.5.3: Local differences, captured by local contrast adjustment, may
be lost by adjusting contrast only globally.
Table 5.5.1: System performance in terms of False Positives (FPs) and False
Negatives (FNs). The number of FPs and FNs is normalized by the number
of pixels in the union of the two masks |M| or in the detected defective areas
|D|. The average percentages over the 68 comparisons are reported in the first
row, highest/worst percentages in the second.
FP/|M| FP/|D| FN/|M| FN/|D|
0.026 0.108 0.004 0.036
0.210 0.659 0.060 0.585
frame (a), the second frame (b) and the output frame (c) are reported. In few
comparisons, it can be hard to tell whether the ground truth or the algorithm is
wrong. The region labeled with letter A in Figure 5.5.4(a) is classified as defective
but the ground truth does not consider that region as part of the glue layer even
if it might be considered darker with respect to the surroundings. That region is
quite large and causes high scores with both metrics. False negatives are instead
very rare given that the segmentation phase works well and the algorithm robustly
takes into account theunionof the twomasks. InFigure 5.5.5, another comparison
is reported. Given that the algorithmworkswell with the exception of few ambigu-
ous situation, performances can be considered adequate for a real life application.
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(a) Reference PPT
phase image: region A
is dark.
(b) Second frame. (c) Result of difference
detection.
Figure 5.5.4: Example of False Positives.
(a) Reference PPT
phase image.
(b) Second frame. (c) Result of difference
detection.
Figure 5.5.5: Example of successful comparison.
The proposed method is very efficient in terms of computing time. The bot-
tleneck is the post-processing, which finds small contours by border following and
eliminate the respective small artifacts from the mask. On a common laptop with
IntelQuadCore i5-3337UCPUclocked at 1.80GHz, 8GBofRAMandWindows
8.1, the average required time per image is 0.94 s, which is below the time required
for the acquisition of the next PPT phase image, approximately 30 s.
5.6 Summary
This chapter presented an autonomous robotic system for thermographic segmen-
tation of defective areas in the superficial inner bonding layers of CFRPs taking a
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step forward compared to ongoing research. Indeed, previous work focused on
the thermographic process, instead of the automatic thermo-image analysis. The
proposed system uses a NDT&E technique named PPT, whose acquisition setup
consists of a flash lamp and an infrared camera. The main point is the automatic
thermo-image analysis, in particular the pairwise comparison of the acquired PPT
phase images bymeans of automatic image processing techniques. It is performed
in two steps: the segmentation of the adhesive bondings, which defines a region
of interest, and the comparison of the pair of PPT phase images. Given the lack of
a big dataset, we could not apply machine learning as in Chapter 2 and 3. Hence,
we devised a novel segmentation algorithm based on local contrast adjustment via
unsharp masking. This approach is capable of dealing with ISO or vertical band-
ing noise and artifacts due to the typical pattern of CFRPs, thanks to the use of
context and pre and post-processing phases. Both segmentation and comparison
steps take advantage from the high level of knowledge of the experimental setup,
which, by means of the back-projection from 2D to 3D introduced in Section 1.2
and exploited in the previous chapters, allows to reduce the number of false posi-
tives and to calculate the extent of the defective areas in world coordinates. Many
tests have been performed on PPT phase images taken from a number of points
of view such that the entire perimeter of five CFRP side blades is covered. The




Visual scene understanding is still much more challenging for robots than
for humans. In this thesis, we investigated over the semantic segmentation prob-
lem showing that motion and contextual cues can make it simpler for robots. In
particular, we showed that single-view predictions can be integrated in a full 3D
model in different scenarios, providing scene models for autonomous navigation
and object models for autonomous quality inspection. However, despite all the
advancements, it is still hard to deploy such systems in real scenarios. These tech-
niquesmay not be robust enough to satisfy accuracy or safety requirements and, in
order toworkwell,machine-learning basedonesmay require huge labeleddatasets
to be acquired, which require a huge workforce.
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6.1 Summary
Models of scenes and objects can be enrichedwith the scene and object properties
of interest, which can range from the color information in themost basic scenarios
to material, objects or scene structures in the most sophisticated ones. Even if hu-
mans can easily perceive these properties, building these models manually can be
impossible or tedious, most of all if accurate measurements are required. Further-
more, if the sensor moves, on the one hand, static methods may not work and, on
the other hand, fusing the contributions of themultiple available view points in an
effective way is non-trivial. We tackled these problems investigating the best ways
to build scene and objectmodels in an automatic and accurateway, fully exploiting
the moving vision sensors mounted on service and industrial robots, like RGB-D,
RGB or infrared camera sensors.
In this thesis, we built accurate scene models of indoor environments facing
with the problem of learning the semantic labels from the perceived 3D structure.
We proposed a batch approach, and a novelmulti-view frame fusion schemework-
ing in an incremental fashion and accumulating the single-view results. It allows
the online multi-view semantic segmentation of single frames and the offline re-
construction of semantic maps. Our experiments showed the superiority of our
approaches, which lead to a more accurate semantic labelling. Also, we developed
a novel semantic segmentation approach based on the detector You Only Look
Once(YOLO),which can furtherboost performances in combinationwith the3D
Entangled Forest classifier. We outperformed state-of-the-art approaches on sev-
eral semantic classes. Finally, we proposed a novel approach inspired by semantic
segmentation andmapping techniques to detect fallen people from amobile robot
with high recall and precision.
In addition, we built accurate objectmodels of Carbon Fiber Reinforced Poly-
mers, like car components, devising novel techniques for the image registration
and mapping of carbon fiber orientations to 3D models with translational or 6-
Degrees-of-Freedom robot motions, enabling the use of sensors that need mul-
tiple shots to perform a measurement in real-time and continuous motion. These
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algorithms formulti-view reprojection takes inspiration from themulti-view frame
fusion scheme for semantic segmentation andmapping. In this task, we succeeded
in reaching an industry grade accuracy. Furthermore, we studied how to include
not only the information on the superficial fiber orientations but also the inner
defects due to the wrong distribution of the thermosetting polymer in the upper
layers. In both cases, the robot work-cell needed to be calibrated with standard
but tedious manual techniques. Thus, we presented also a fully automatic robot
hand-eye calibration procedure not requiring any human intervention but capable
of achieving the same performance level.
Many results of this researchwere successfully applied in the context of several
national and international projects at the Intelligent Autonomous Systems Labo-
ratory (IAS-Lab): the European projects COROMA, FibreMap andThermoBot,
the regional project Omitech, see Appendix A, and the international Mohammed
Bin Zayed International Robotics Challenge (MBZIRC), see Appendix B.
6.2 Outlook
6.2.1 Service Robotics
Home robots are making their way into our homes. New products like Softbank’s
Pepper have been introduced into the market and many research platforms, e.g.
the healthcare robots Pearl [119], ASTRO[120],Max [121],Hobbit [122] or our
prototypeO-Robot [103], have been proposed. Such robots aim at being friendly
companions able to enhance our lives. Anyway, even if they do not need to sat-
isfy the same precision required to industrial robots when performing manufac-
turing tasks, their actual deployment is not straightforward since service robots
have to autonomously and safely navigate into the environment facingwith poten-
tial changes and interacting with humans.
In this thesis, we focused on semantic segmentation and mapping techniques
to find objects and understand the scenes, which is necessary to make their inter-
action with humans possible. Themachine learning methods at their basis work if
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properly trained. Training requires huge labeled datasets, whose acquisition and
annotation require a huge workforce. To avoid manual annotation, not only semi-
automatic annotation tools [111] but also online learning schemes [149] are being
studied. Moreover, semantic models should include much more properties so as
tomakehuman-robot interaction easier andmorefluent. How to includemoreob-
ject classes or object parts andhow tomodel the relationship between the detected
elements are still interesting problems to be addressed. Researchers are also work-
ing on new ways for integrating techniques from 3D reconstruction with recogni-
tion and learning [150]. Indeed, given the advances in both fields, how semantic
information can be used to improve the densematching process in 3D reconstruc-
tion techniques and how valuable is 3D shape information for the extraction of
semantic information are interesting questions needing further exploration.
6.2.2 Industrial Robotics
With the use of industrial robots, product quality, production times, safety and
savings can be significantly increased. With them, humans can be freed from te-
dious tasks like inspection and dangerous or heavy ones like manufacturing. Nev-
ertheless,many tasks and sub-tasks have to be automatized in order to achieve fully
automatic systems. In this thesis, we focused on the automation of the scanning
process in two scenarios with carbon fiber parts, whose non-destructive testing
and evaluation were of interest. Anyway, the fully automatic inspection would re-
quire also to detect and localize these parts, which is currently performedwith the
aidof humans. Furthermore, in general, othermanufacturing tasks suchasdrilling,
deburring, trimming, polishing or sanding, involve also the localization and sub-
sequent grasping of the proper tools. As with service robots, industrial robotsmay
have to autonomously and safely navigate into the environment facingwith poten-
tial changes and interacting with humans.
As shown in Chapter 4 and Chapter 5, in a typical industry production plant,
the robot is installed in a work-cell and the localization of a part to be scanned
is performed via manual standard calibration techniques, which are tedious and
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prone to errors. First, a tool tip is mounted on the robot end-effector and cali-
brated, e.g. with the 4-points method described in robot vendor manuals. Then,
the part under inspection is localized bymanually touching three reference points
on it with the tip. Besides being a manual procedure, these points are hard to be
determined in case of objects with complex shapes, i.e. withoutwell-defined edges
nor vertices, and must be correctly identified also in the respective CAD models.
Tomake inspection ormanufacturing tasks fully autonomous, we need robots out
of work-cells, able to autonomouslymove in the factory. Thanks to the EU project
COROMA introduced in Chapter 2, we are delving deeper into this application
with the aim of bringing autonomous robotics into difficult industrial tasks. How
tocombine visual sceneunderstanding techniques like semantic segmentation and
object recognition in such scenarios, and how to infer the correct decisions from









an Autonomous Robotic Platform
for Ambient Assisted Living
In this appendix, we present our contributions to the development ofO-Robot,
an autonomous robotic platform for home care. This project was developed in col-
laboration with Omitech Srl, Italy1 and Kynetics, Italy2 with the aim of paving the
way to the concept of Robotics-as-a-Service and creating a set of artificial intel-
ligence services for house patrolling and human-robot interaction, in which the
human is the elderly but also the remote user, e.g. a caregiver. This project is
motivated by that fact that last years have seen a worldwide lengthening of life
expectancy [123] and, as a consequence, an increment of advanced assistive so-
lutions for integrated care models. In this context, Information and Communi-
cations Technology (ICT) can enhance home assistance services for elderly peo-
ple and thus, the economical burden for health-care institutions. Indeed, recent
studies report that 89% wish to stay at home for sentimental reasons or because




caregivers is a well-known issue and relatives or friends must face with emotional
distress negatively impacting also their productivity atwork [152]. In this perspec-
tive, home robots will play a crucial role. Not only they will keep the house safe
by monitoring and detecting anomalies or sources of hazards but they can also be
companions able to enhance their social life, e.g. by better connecting them with
their relatives and friends. Examples of recent projects that have tried to develop
such a kind of systems are Hobbit [153], Astro [120, 154] and Giraffplus [155].
The difficulties in creating a robust and reliable prototype and the encountered
challenges in computer vision and autonomous robotics have beenwell-explained
in [153].
The remainder of the appendix is organized as follows. The prototype and the
main software components are described in Section A.1 and A.2. Our main con-
tributions are described in Section A.3. Finally, in Section A.4, conclusions and
lessons learned are reported.
A.1 Hardware Configuration
Our prototype of home robot, shown in Figure A.1.1, is built on top of a commer-
cial open-sourcemobile platform, theTurtlebot 23, which is already equippedwith
odometry, a gyro, bumpers, cliff sensors, wheel drop sensors and a docking IR re-
ceiver. Furthermore, this platform is a smart choice also because of the available
API to interface with ROS and the existence of a worldwide community working
with it. For our purposes, the robot control is accomplished by the Lenovo Y50-
70 laptop with Ubuntu 14.04 and ROS Indigo. Furthermore, we have added an
HokuyoURG-04LX-UG01 2D scanning laser rangefinder and aMicrosoft Kinect
v2. The former is placed at a height of 15 cm so as to easily detect low obstacles;
the latter at a height of almost 115 cm which is the best trade-off for the people
detection at several different distances.
A.2 SoftwareModules
The robot software, see Figure A.2.1 for an overview, is mainly based on ROS.The
main task is the house patrolling, i.e. the complete periodic visit of the house,
which is implemented by means of the TurtleBot ROS packages for navigation,
3http://www.turtlebot.com/
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Figure A.1.1: Hardware overview. The robot is built on top of the Turtlebot
2. We have added a Lenovo Y50-70 laptop, an Hokuyo URG-04LX-UG01 2D
scanning laser rangefinder and a Microsoft Kinect v2.
mapping and localization. During this task, it can detect fallen people with our al-
gorithmpresented inChapter 3. Additionally, it can detect and track people [156–
158] and also recognize their faces [159]. It can also perform speech recognition
by means of Google APIs4 and remind the elderly to take a medicine periodically.
Given that elderly people could suffer from severe physical disabilities and be un-
able to move, the robot can be controlled also by means of a non-invasive Brain-
Computer-Interface. Indeed, controlling a mobile device by using human brain
signals might improve their quality of life facilitating their interaction with rela-
tives and friends located in different rooms. Furthermore, the robot can connect
to a remote user, e.g. an elderly relative or caregiver, for reporting dangerous events
like the detection of a fallen person, and, in a future implementation, for a call or
4https://cloud.google.com/speech/
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Figure A.2.1: Overview of the software modules implementing user and re-
mote user functionalities.
a videoconference. The communication is implemented by means of JSONmes-
sages over the Message Queue Telemetry Transport (MQTT) protocol. Finally,
the remote user can take the robot control so as to teleoperate it.
A.3 Main Contributions
Besides the hardware integration, we contributed developing the modules de-
scribed in the following.
A.3.1 House patrolling
The robot periodically visits a list of predetermined way-points in the house. We
adopted a state-of-the-art navigation approach based on a 2D static map of the
environment, acquired by means of the 2D laser sensor. This map is built with
the GMapping algorithm5 [126, 127], which can create a 2D occupancy grid map
from laser and pose data collected by themobile robot. The robot localizes itself in
the map with the AdaptiveMonte Carlo Localization (AMCL) algorithm6 [128].





links together a global and local planner to accomplish the navigation task.
A.3.2 Fallen person detection
This functionality has been extensively presented in Chapter 3. Our main contri-
butions are recapped in the following:
• a real-time pure-3D approach suitable for real cluttered scenes;
• its integration with two basic robot functionalities, 2D mapping and navi-
gation, in order to suppress false positives thanks to the a-priori knowledge
of the environment and the availability of multiple view points;
• ourRGB-Ddataset of fallenpeople8 consistingof several static anddynamic
sequences with 15 different people acquired in 2 different environments.
A.3.3 Shared Control with Brain-Computer-Interface
Brain-Computer Interface (BCI) technology relies on the real-time detection of
specific neural patterns in order to circumvent the brain’s normal output chan-
nels of peripheral nerves andmuscles [160] and thus, to implement a directmind-
control of external devices, e.g. mobile robots. In these systems, neural signals are
recorded by non-invasive techniques, in our case Electroencephalography (EEG),
and then, task-related brain-activity is translated into few commands, in our case
discrete, tomake the robot turn right or left. Despite the lownumberof commands
provided by non-invasive BCIs (only two), drivingmobile devices is possible even
in complex situation with the help of a shared control approach [161–163]. The
shared control approach is based on a seamless human-robot interaction in order
to allow the user to focus his/her attention on the final destination and to ignore
low level problems related to thenavigation task (i.e., obstacle avoidance). Wecon-
tributed in the development of a new ROS-based shared control system [164].
Although ROS is becoming the standard de facto for controlling different
types of devices in the robotics community, it is still far to be a standard adopted
in the BCI community and ad-hoc implementations are preferred. We explored
a new ROS-based algorithm for semi-autonomous navigation and obstacle avoid-
ance, able to make the shared-control safer and more reliable. For the map build-
ing process, two different methods have been exploited: GMapping [126, 127]
andOctoMap [165]. GMapping builds a 2D occupancymap of the environment,
8http://robotics.dei.unipd.it/117-fall
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while OctoMap creates a 3D scene representation, which can be down-projected
to the ground so as to enrich the 2D occupancy map with higher obstacles visi-
ble by the RGBD sensor but not by the laser. This way, the localization module,
AMCL [128], is based on themap built withGMapping, while the navigation one
is based on the 2D down-projected map because of the richer representation of
the environment. This way, the trajectory planner can take into account high ob-
stacles and avoid collisions. The navigation algorithm is built on top of the ROS
navigation packet move_base. It implements the following behaviour: the robot
goes straight and turns right or left as soon as it receives a command from the BCI.
The navigation goal is set at a fixed distance from the robot, e.g. 0.5m, in front of
the robot, at its right or left. In order to avoid unreachable navigation goals, we in-
troduced a further check on the static map so as to discard navigation goals on the
occupied map cells. It comprehends also a simple untrapping procedure making
the robot turn of a fixed angle, e.g. 10°, and go behind.
In real experiments, this method proved to reduce user’s cognitive workload,
decreasing the number of commands necessary to complete the task and helping
the user to keep attention for longer periods of time. The ratio between the num-
ber of commands in the two modalities (BCI with shared control and the manual
without shared control) was 80.9% and the ratio between times was 114.5%. This
means that without shared control, the BCI user has to send more commands to
the robot, increasing the necessary cognitive workload.
A.4 Conclusions and Lessons Learned
In this appendix, we have presentedO-Robot, an autonomous robot prototype for
elder care assistance. Despite its apparent simplicity, this robot enabled research
in many different fields leading to the development of algorithms which could be
applied also to other robots. For a safer navigation, the next prototype should in-
clude sonar sensors able to work in the presence of glass surfaces, which are typi-
cally present in houses and offices but cannot be reliably sensedwith low cost laser
sensors. Furthermore, it would be interesting to add a robotic arm and a robotic
hand, and integrate the semantic segmentation andmapping techniques presented
in Chapter 2 to further boost human-robot interaction, e.g. for manipulation ac-







This appendix describes our main contributions in the development of RUR53,
theunmannedmobilemanipulator robot of our team, theDesert Lion team,which
competed at the Challenge 2 and the Grand Challenge of the first Mohamed Bin
Zayed International Robotics Challenge1 (Abu Dhabi, March 2017). We ranked
third in the Gran Challenge in collaboration with the Czech Technical University
in Prague, Czech Republic, the University of Pennsylvania, USA, and the Univer-
sity of Lincoln, UK. According to the competition requirements, the robot is able
to freely navigate inside an outdoor arena; locate and reach a panel; recognize and
manipulate a wrench; use this wrench to physically operate a valve stem on the
panel itself. RUR53 is able to perform these tasks both autonomously and in tele-
operationmode. This appendix provides anoverviewof the adoptedhardware and
software architectures with a focus on our contributions.
The remainder of the appendix is organized as follows. Section B.1 introduces
the Mohamed Bin Zayed International Robotics Challenge. Section B.2 provides
1http://www.mbzirc.com/
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anoverviewof the robot, inparticular both thehardware and software architecture.
SectionB.3 focuses on ourmain contributions in the perception and teleoperation




TheMohamed Bin Zayed International Robotics Challenge (MBZIRC) is an in-
ternational robotics competition fostering research in advanced robotics applica-
tions like operations in disaster scenarios, oil and gas maintenance, manufactur-
ing, construction, and housework. The first edition took place in Abu Dhabi in
March 2017 and consisted of three challenges and a triathlon type Grand Chal-
lenge. Challenge 1 required an Unmanned Aerial Vehicle (UAV) to locate, track,
and land on a moving vehicle. Challenge 2 required an Unmanned Ground Vehi-
cle (UGV) to locate and reach a panel, and physically operate a valve stem on the
panel. Challenge 3 required a team of UAVs to collaborate to search, locate, track,
pick and place a set of static and moving objects. The Grand Challenge required a
team of robots (UAVs and UGVs) to simultaneously compete in the combination
of Challenges 1, 2, and 3.
B.2 Robot SystemDesign
The robot RUR53 is an UGV able to operate in autonomous mode as well as in
teleoperated mode. Indeed, despite the innovation introduced by autonomy, hu-
man intervention through teleoperation guarantees the possibility to recover the
robot routine when facing with unforeseen situations or sensor failures. For each
modality, the description of both the hardware and software architecture follows.
B.2.1 Hardware Architecture
The robot is visualized in Figure B.2.1. It is composed of a mobile Summit XLHL
(RobotnikAutomationS.L.L.2). This choice is a good trade-offbetween speed (up
to 10.8 km/h), autonomy (up to 3 hours), cost, customizability and payload (up to
65kg). Themobile basehas beenmodified inorder to install, on its top, aUniversal
2http://www.robotnik.eu/
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(a) RUR53 configuration in the
autonomous mode.
(b) RUR53 configuration in the
teleoperation mode.
Figure B.2.1: RUR53 hardware configuration in the arena. Cameras are sur-
rounded by green boxes.
Robot UR5 manipulator arm (Universal Robots A/S3), equipped with a Robotiq
Adaptive Gripper with 3 fingers (Robotiq4). It is called RUR53 because of the
initials of each robot part manufacturer (Robotnik Summit XL HL - Universal
Robot UR5 - Robotiq 3-Finger Adaptive Gripper). These hardware components
are all fully supported by ROS.
The Summit XLHLThe Summit XLHL is equipped with a JETWAY JNF9J-
Q87 board with 4GBRAM. This board cannot provide the necessary computa-
tional power; for this reason, the robot comprehends an external computer with
an i7-6700 CPU, 16GB ofRAM and a dedicated NVidia GTX 1070.
Themanipulator arm has 6 DOFs, a payload of 5 kg at most, and a working ra-
dius of 850mm. As the manipulation tasks involved lightweight objects, a cheap,
lightweight robot, with a sufficient working range is the best choice. The gripper
has a weight of 2.3 kg and generates a grip force in pinch mode ranging from 15 to
60N± 15%, with a maximum recommended payload of 10 kg. Its closing speed
ranges from22 to110mm/s. Having a 3-finger gripper permits the graspof objects
with different geometry and dimension, guaranteeing the generality of the imple-
mented manipulation approach. In order to better grasp the wrench, the finger







picture is taken from
the match video.
(b) Gripper cameras in the
teleoperation mode.
Figure B.2.2: Detailed view of RUR53 hardware configuration in the arena.
In order to perform obstacle avoidance and retrieve the panel, themobile base
is equipped with two 2D laser scanners (SICK Sensor Intelligence5) with an aper-
ture angle of 270°, an angular resolution of 0.25°- 0.5°, and an operating range of
0.5-50m. The combination of these sensors lets us inspect all the arena.
Visual sensing is performed by means of two Grasshopper3 2.8MP Mono
USB3 cameras (Point Grey Research, Inc.6), which are more reliable in the Chal-
lenge environmentwith respect to low-cost RGB-D sensors, which aremore sensi-
tive to the outdoor light. Theonly characteristic thatmakes the robot autonomous
configuration different from the teleoperation one is the location of the cameras.
For the autonomousmode, the twoGrasshopper3 cameras are locatednext to each
other on a fixed support mounted above the gripper (see Figure B.2.1(a)) so as to
guarantee the tool recognition even if the end-effector is very close to the panel.
During teleoperation, instead, the pilot has to be perfectly aware of the robot state
and of the environment so we mounted one camera on the mobile base (see Fig-
ure B.2.1(b)) for a panoramic view ofmobile base, arm and environment, and two
cameras under the gripper to clearly see the hand and the grasp with an inside-out










































































Figure B.2.3: RUR53 Finite State Machine.
B.2.2 Software Architecture
RUR53 operationmode is formallymodelled as a Finite StateMachine. Twomain
modes can be identified: the autonomousmode (Figure B.2.3 - right) and the tele-
operated one (Figure B.2.3 - left).
In the autonomousmode, RUR53 navigates within the arena searching for the
panel. As shown in Figure B.2.4(a), the panel could be located along a curve in the
farthest side of the arena and the presence of obstacles cannot be excluded. The
panel detection takes in input the laser scan and consists in the detection of a line
segment of a fixed known length. Once the panel is detected, the robot approaches
and inspects it searching for two Regions of Interest (ROI), corresponding to the
wrenches and the valve stem, respectively. The view of panel from the docking po-
sition is shown in Figure B.2.4(b). If no tool or wrench is found, RUR53 moves
around the panel and inspects its other side. Otherwise, it examines the ROI in or-
der to recognize and classify the right wrench.Once the wrench is found, RUR53
executes the actionsmanaging the grasping and valvemanipulation tasks. A recov-
ery plan has been designed in order to manage the fault condition, called wrench




(a) The navigation path
in the challenge arena
and the way-points peri-
odically visited until the
panel detection.
(b) View of the panel from the docking
position.
Figure B.2.4: Navigation and docking
ing steps in order to detect anotherwrench suitable for the valvemanipulation. Ac-
cording to specifications, only twowrenches could operate the valve: the recovery
routine takes this information into consideration. An overview of the perception
module output is provided in Figure B.2.6. Developing a module able to work un-
der different illumination conditions and with metal surfaces is challenging. The
detection of thewrenches, in particular their heads, and of the valve are performed
bymeans of twoCascade of BoostedClassifiers trained on LBP features [59]. The
pose estimations of the wrench and the valve are performed by means of a set of
2D/3D heuristic approaches able to segment the wrench, its head and the valve.
In the teleoperation mode, instead, velocity commands are sent to the robot
(the mobile base, the robotic arm and the gripper) by means of the keyboard.
Commands are executed until the task is completed or the teleoperation termi-
nates.
B.3 Main Contributions
B.3.1 Panel orientation estimation
Even if the robot is programmed to dock at a pre-determined positionwith respect
to the panel, the perfect alignment of robot and panel is not guaranteed in practice.
Hence, the actual docking angle between robot and panel, α, has to be measured
and fed to the manipulation modules. We developed a panel angle measurement
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(a) Wrench detection on the arena
panel.
(b) Wrench recognition and
pose estimation.
Figure B.2.5: Navigation and docking
(a) Valve detection and pose
estimation.
Figure B.2.6: Wrench and valve detection and pose estimation.
procedure which takes as input the laser scan and the robot transformation tree,
and consists of four steps:
1. laser scan filtering;
2. line fitting withRANSAC [92];
3. calculation of α′, which is the docking angle between 0° and 90°;
4. calculation of α, which is the docking angle in awider andmore useful range
between 0° and 180°.
In particular, given that the robot position with respect to the panel is approxi-
mately known, part of the laser points framing the panel can be easily retrieved by
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angle filtering. Then, α′ can be calculated with the line-plane intersection formula,
in which the line with coefficients (a, b, c) is the panel line estimated in the previ-
ous step and the plane with coefficients (A,B,C,D) is the robot side facing to the
panel:
α′ = Aa+ Bb+ Cc√
A2 + B2 + C2
√
a2 + b2 + c2
. (B.1)
In any case, the dot product of the plane vector and the line vector in Equation B.1
provides the complementary to 90°. Hence, to provide an angle in the wider range
[0− 180] to the grasping module, a further step is required. First, the intersection
between the panel line and the robot side plane is calculated. Then, the laser points
are projected to the robot side plane. This way, we can distinguish between α′ and
180−α′ by comparing the intersectionpoint coordinateswith the closest projected
point coordinates.
Considering three different panel-robot configuration and about 220 laser
scanmeasurements for each configuration, this angle can be estimated with an av-
erage error of 0.4° with respect to manual ground truth measurements and a stan-
dard deviation of 0.3°. These values are minor than the measurement uncertainty
due to the manual ground truth measurements.
B.3.2 Grasp point estimation
As introduced in Section B.2.2, the perceptionmodulemakes the robot capable of
detecting and recognizing the wrench able to rotate the valve among the six ran-
domly placed on the panel. Once it is recognized, another module can segment it
so as to define the 3D grasping point on the wrench handle, see Figure B.2.6(b).
This is achieved by means of the heuristic presented in the following.
This heuristic is based on a coarse wrench segmentation and allows to accu-
rately find a 3D grasping point despite the heavy noise in the stereo-reconstructed
point cloud due to the metallic surface of the wrenches and varying illumination
conditions. Given the bounding box of the recognized wrench head, see Fig-
ure B.2.6(a), a 2D region of interest containing the wrench handle is determined
by extending the region containing the head along the vertical axis. In particular,
if the head bounding box is bboxhead = (x, y,width, height), the bounding box of
the handle is computed as bboxhandle = (x, y− 2× height,width, 2× height). This
bounding box is used to extract the respective 3D point cloud, which shall contain
just part of the wrench points. Indeed, there is no need to segment all the wrench
points. This point cloud is further process so as to remove possible outliers. First,
strong outliers with a distance greater than 1m with respect to the camera are re-
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moved. Indeed, these are due to coarse errors of the stereo-reconstruction algo-
rithm. Then, themean distance from point to camera is calculated and points with
a distance greater than 1.5 cm are considered outliers and left out. Finally, given
this set of points, which are likely to be part of the wrench handle, the plane of the
wrenchhandle is estimatedbyfitting aplanemodel bymeans of theRANSAC[92]
algorithm with a distance threshold of 1 cm. Thus, given the remaining points,
their centroid can be calculated and be the grasp point. Thewrench is supposed to
be parallel to the panel plane, whose inclinaton with respect to the robot is known
thanks to the procedure described in the previous subsection.
For further robustness, the obtained values are further smoothed. In partic-
ular, the final values are calculated accumulating the single-view values over 10
frames and selecting the median among them.
We did not evaluate this module standalone. Nevertheless, we evaluated the
wrench recognition andgrasping routineby asking the robot to correctly recognize
and pick up a target wrench for 50 trials. We hung random sets of six wrenches to
thepanel. These toolswere selected among tendifferent typesofwrench. Different
sizes were considered. Their poses (positions and orientations) were modified at
each trial aswell as the type of the targetwrench. We foundout that the perception
system correctly recognizes the wrench 92% of the time and picks it up 86% of the
time. Unfortunately, 16% of the time, the grasp is not firm enough to operate on
the valve.
B.3.3 Teleoperation
The teleoperation module includes three main software components:
• mobile base teleoperation;
• robotic arm teleoperation;
• gripper teleoperation.
These modules run in parallel and map robot movements and speed settings to
different keyboard keys. This way, the pilot can control every robot movement by
means of the keyboard only and the human-robot interface can be as efficient and
capable as possible.
Our mobile base teleoperation is provided by the TurtleBot teleoperation
package inROS7, which allows to control it in velocity and can be easily adapted to
7http://wiki.ros.org/turtlebot_teleop
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work with our mobile base. This interface proved to be more effective than send-
ing goals in position coordinates (x, y, z, qx, qy, qz, qa) to theROSnavigation stack
even if this can be done through the handy graphical interface provided by the rviz
ROSpackage8. Indeed, this secondmodality does not allow the required precision
during the panel docking phase when the pilot cannot see the robot because it is
hidden by the panel itself.
The arm teloperation is provided by our own package. It allows to move the
robotic arm, in this case its tool center point, with velocity commands with re-
spect to a custom reference system, i.e. the arm base. This way, we could move
the arm before grasping the wrench and to reach the valve. This module is also in
charge of rotating thewrench around the valve. We performed the 360° turn of the
valve with many small rotations of about 10°. The number of rotation degrees is
settable online. This proved to be essential; we made smaller rotations (5°) when
the grasp was not much firm and risked to be lost, while bigger rotations for firm
grasps (15°). The Robotiq ROS industrial package9 was used to open and close
the gripper fingers.
Given that the working area was far from the team base station, where the pi-
lot teleoperates the robot, and that both the wrenches and the valve were not fac-
ing towards it, the pilot was not able to clearly see the robot. Thus, we exploited
the robot cameras for the task: two gray-scale cameras and an additional fish-eye
color camera, the latter not being required in the autonomous mode. As already
displayed in Figure B.2.1(b), one gray-scale camera was positioned in such a way
that the arm and the environmentwere clearly visible. Theother gray-scale camera
and the fish-eye camera, see Figure B.2.2(b), were positioned just above the hand
so as to see the hand and the grasp clearly with an inside-out perspective. Despite
the lack of 3D data, having three different sources of feedback allowed the pilot to
make the right decisions when accurately positioning robot, arm and gripper. A
well-known limitation of video feedback is the bandwidth requirement. We over-
came it by streaming compressed videos inTheora codec format.
B.4 Challenge Performances and Lessons Learned
In Abu Dhabi, during the first rounds of the challenge, the robot was unbalanced
since, after the replacement of lithium batteries with heavier lead ones for techni-
cal issues, we almost reached themaximummobile basepayload. This complicated




not parallel to the ground. Thus, when searching for the panel, the barriers of the
arena and the floor led to candidates of size comparable to the panel. Furthermore,
our laser could not reliably sense the panel because of its appearance and the chal-
lenge environmental conditions. Thematerial of the panel, its black color, and the
high temperature (about 40°C) caused a really noisy detection of the panel laser
scan: only part of the panel was visible and not from all the view points. Given
these issues and despite the good performances of the autonomous perception
system, we decided to face theGrandChallenge in collaborationwithCzechTech-
nical University in Prague, University of Pennsylvania, and University of Lincoln




A Fully Automatic Hand-eye Calibration
The hand-eye calibration problem consists in estimating the rotation and
translation of the end effector or gripper of a robot, i.e. the hand, with respect to
the camera mounted on it, i.e. the eye. A number of typical robot tasks like visual
servoing [166], grasping and stereo vision requires the knowledge of this trans-
formation or, at least, could highly benefit from it. This way, the robotic arm can
move the camerawith respect to a fixed reference system, e.g. the robot base or the
workcell world reference. Unfortunately, in most applications the hand-eye trans-
formation needs to be calculated several times during the life cycle of a system,
thus requiring many manual interventions.
A well-known approach was proposed by Tsai et al. [135] in 1988. Such ap-
proach requires the user to acquire a large set of images (more than 50) framing
a calibration pattern (usually a checkerboard) from different views and the corre-
sponding set of robot poses. Its implementation is already available in ROS [22]
and in the Visual Servoing Platform (ViSP) [167], a library for developing visual
servoing systems. This task can be partially automatized by fixing the pattern posi-
tion inside the robotic work-cell and saving a pre-determined robot motion. Even
if this can be easily done with recent robotic arms, there are some drawbacks: it
might not be possible to fix the pattern position, and this solution would not work
after any change in the work-cell or robot-camera configuration. An automatic ap-
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Figure C.0.1: The proposed two phase procedure. In the first phase, a raw
hand-eye calibration is calculated with images grabbed while the robot is mov-
ing in the robot base or world reference system. Hence, the checkerboard can
be localized. In the second phase, a refined hand-eye calibration is calculated
using images grabbed with the robot moving in the checkerboard reference
system.
proach automatizing the robot motion has been proposed by Tsai et al. [133] but,
given that it requires the pattern calibration, i.e. the knowledge of the pattern po-
sition in the world, it shares the same drawbacks. Indeed, the pattern localization
can be cumbersome. It is usually achieved by means of two standard procedures
described in the robot vendor manuals: the calibration of a tip mounted on the
end effector and the calibration of the work object, in this case the calibration pat-
tern. The tip allows to accurately touch three points on the calibration pattern so
as to define a Cartesian reference system on it.
In this appendix, such standard approach is extended so as to perform both
the calibration pattern localization and hand-eye calibration in a fully automatic
way. This is a chicken-and-egg problem: to localize the pattern by means of the
camera, the hand-eye calibration is needed; however, in order to automatize the
hand-eye calibration, thepattern localization is alsoneeded. Here, this is overcome
by means of two phases, in each of which an hand-eye calibration is performed as
shown in the overview in Figure C.0.1. In particular, our main contributions are:
• A fully automatic hand-eye calibration procedure, which does not require
the knowledge of the calibration pattern 3D location;
• An open-source module1 based on the framework ROS and the libraries





for coil winding in EUROC.
(b) Hand-eye configuration




Figure C.0.2: Three examples of hand-eye configuration: the hand is in the
green box, the eye is in the cyan box. The robot setup in the following experi-
ments is similar to that of the project EuRoC (a)
These results could speed up the research of the wide community working
with robotic manipulators on complex and precise manufacturing tasks. In the
challenge EuRoC2[18], the hand-eye transformation was necessary for visual ser-
voing in tasks like car door assembly [169] and coil winding [170, 171]. In the
challengeMBZIRC3, manymobile manipulators were equipped with a camera on




and rotating a valve stem. Furthermore, from our experience, the hand-eye trans-
formation turns out to be useful also in other specific scenarios. In the context
of the EU project FibreMap4 [11], it allowed to inspect a carbon fiber preform
in order to analyze its surface with a high accuracy and map carbon fibres on its
model [10]. InThermoBot5, it allowed to subtract the background from thermo-
graphic images, thus improving the speed and reducing false positives when de-
tecting defects in carbon fiber parts [12]. Different examples of robot hand-eye
configurations are reported in Figure C.0.2. In our real experiments, the configu-
ration in Figure C.0.2(a) has been adopted.
The remainder of the appendix is organized as follows. SectionC.1 reviews the
work related to the hand-eye calibration problem. SectionC.2 describes our novel
approach, first giving a picture of the entire workflow, then focusing on the two
steps with an eye on the framework adaptability to other robots. SectionC.3 deals
with the system adaptability. In Section C.4, our methods are thoroughly evalu-
ated in a simulated and a real environment. Finally, in SectionC.5, conclusions are
drawn and future directions of research identified.
C.1 RelatedWorks
In the past, many methods have been proposed to perform the hand-eye calibra-
tion. They can be divided into two categories: approaches coupling hand-eye
calibration with conventional robot kinematic model calibration like [172] and
approaches decoupling hand-eye calibration from conventional robot kinematic
model calibration like [173]. In [135], a new approach belonging to the second
category is also proposed, which is faster and more accurate. This is now a com-
mon approach implemented in ROS and ViSP.
In [133], Tsai et al. discussed what are the main sources of error. In order
to keep the errors low, they suggested to move the robot in different positions,
the so-called stations, for each of which the robot is stopped and an image is ac-
quired. They are chosen with a star-drawing technique giving a systematic way of
generating an arbitrary number of view points with varying camera distances and
angles. In our work, we used their calibration function and ensured the acquisi-
tion of images with varying distances and angles, but we did not implement their
star-drawing technique. As previously discussed, even if the work byTsai et al. has




the calibration pattern position to be known, in turn requiring the human inter-
vention. This is overcome by our two phase approach.
More recently, in [174, 175], two extended hand-eye calibration approaches
without the requirement of a calibration pattern have been presented. Indeed, in
medical applications, an unsterile calibration pattern cannot be used. In [174],
feature tracking and a structure-from-motion approach are exploited. This proved
to be useful to simplify the calibration process, which has to be done before every
surgical procedure. Nevertheless, this approach is not as accurate as the common
one. In [175], the approach is claimed to be accurate. Anyway, it uses the surgery
instruments with known CAD models as calibration objects. In our scenario, an
object with a known CADmodel is less practical than a checkerboard.
C.2 SystemOverview
This section focuses on the description of our automatic procedure. For ease of
understanding, the main reference systems and transformations are depicted in
FigureC.2.1. The symbolsB,H,C andP are the initials of Base,Hand, Camera and
Pattern, the names of themain reference systems. The symbolsBH,HE,EP andBP
stay for the respective rototranslations from the Base to theHand, theHand to the
Eye, the Eye to the Pattern and the Base to the Pattern. Our goal is the estimation
of BP andHE (in red).
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Figure C.2.1: Representation of the main reference systems (colored tri-
ads) and transformations (dot lines). Our goal is the estimation of the Base-
Pattern (BP) and the Hand-eye transformation (HE).
The automatic procedure can start after moving the robot to a starting posi-
tion from which the calibration pattern is visible. Our calibration pattern is the
asymmetrical circle pattern, currently supported in OpenCV [23], but could be
also the classical black-white checkerboard with equally spaced squares. This pro-
cedure is characterized by two phases, displayed from left to right in Figure C.0.1.
In the first phase, a raw hand-eye transformation (HE) is estimated from images
grabbed while the arm is moving the hand (H) in the robot base or world refer-
ence system (B) with a stop-and-gomotion. Indeed, the linksBP andHE are both
unknown so, instead of moving the camera (E) with respect to the the calibra-
tion pattern (P), we can only move the hand (H) with respect to the world/robot
base (B). Thus, the actual path of the camera with respect to the checkerboard
depends on the starting position. This means that, for instance, the actual num-
ber of acquired images framing the calibration pattern and the number of angles
cannot be controlled, impacting the quality of the estimated hand-eye transforma-
tion, which, as a result, is also influenced by the starting position. Nevertheless,
thanks to this first hand-eye transformation, the checkerboard (P) can be roughly
localized. Thus, in the second phase, the robot camera (E) can be moved by the
arm with respect to this reference system (P), finally providing a second hand-
eye transformation (HE). This second phase gives the advantage of starting the




As previously mentioned, this automatic procedure starts from a position from
which the calibration pattern falls in the camera Field of View (FoV). An exam-
ple is reported in Figure C.2.2. From here, the robotic armmoves through several
(a) The robotic arm UR10
with a stereo-camera rigidly
mounted on the gripper (Eu-
RoC project setup).
(b) Checkerboard view: it is in
the camera FoV.
Figure C.2.2: An example of starting position of the pattern localization.
stations with a stop-and-go motion so as to avoid issues when synchronizing the
robot-posewith the image. These stations are not chosen a priori. The robotic arm
moves its gripper along each axis until the pattern stops being detected. In partic-
ular, at fixed steps, a check is performed to verify that the pattern is still detected,
hence visible. If so, the acquired image can be used to calibrate and locate the
checkerboard, and the robot can keep moving along that axis. Additionally, more
stations can be added by rotating the gripper around the gripper axis. Collision
avoidance and target reachability is guaranteed by theMoveIt! library.
At the end of this phase, the pattern localization is performed from a set of rec-
tified images {Ii} framing the calibration pattern and a set of Base to Hand trans-
formations {BHi} with i ∈ {0, . . . ,N− 1}. For each image, the transformation
Eye to Pattern EP can be estimated from the 3D-2D point correspondences, e.g.
bymeans of the iterativemethodbased on theLevenberg-Marquardt optimization
available in theOpenCV library. From {BHi} and {EPi}, the hand-eye calibration
methodbyTsai et al. [135] leads to the estimation ofHE. Thus, the pattern calibra-
tion location can be easily estimated asBP = BHN−1×HE×EPN−1, whereBHN−1
is a valid robot pose and EPN−1 the respective valid Eye to Pattern transformation.
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C.2.2 Automatic Acquisition
Once a first hand-eye HE is estimated and the checkerboard P is located in the
work-cell, the camera can be moved with respect to the checkerboard indepen-
dently from its location in the workspace along a controlled and repeatable path.
As shown in Figure C.2.3, the acquisition can always start from the same view of
the checkerboard.
(a) The robotic arm UR10
with a stereo-camera rigidly
mounted on the gripper (Eu-
RoC project setup).
(b) Checkerboard view: it is
in the camera FoV and clearly
visible.
Figure C.2.3: An example of starting position of the automatic acquisition.
In this phase, the robot moves mimicking a typical acquisition performed by
a human and, as suggested by Tsai et al. in [133], varying distances and angles
are considered. The robot moves again in a stop-and-go fashion stopping with a
fixed stride to check that the calibration pattern keeps being visible. A scheme
representing the camera movements is reported in Figure C.2.4. In particular:
• the camera E scans a number of planes num_p, which are parallel to the
checkerboard but outdistanced of a fixed step d_p starting fromaminimum
distanced_min_p. For instance, num_p canbeequal to3, d_p to0.05mand
d_min_p to 0.40m;
• the plane scan is performed from a position 0, almost in the center. Then,
the camera ismoved along the checkerboard axis x and y, between the posi-
tion 1 and 2or 3 and4. The terminal positions are not fixed. Indeed, as in the
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Figure C.2.4: The camera can be moved with respect to the checkerboard
independently from its location in the workspace along a controlled and re-
peatable path.
previous phase, the camera is moved along an axis until the checkerboard
stops being in the FoV;
• each plane can be scanned with varying configurable angles. This is shown
in FigureC.2.4, in which the cameraE at the position 4 is rotatedwith three
different angles around the axis y. Rotations around other axes can be set
too. For instance, one plane can be scanned several times, first with all the
angles set to 0, then setting a rotation angle of 10◦ around the axis x, then
10◦ around the axis y and so on.
Again, collision avoidance and target reachability is guaranteed by the MoveIt! li-
brary. If anyof the stations cannot be reached, the robot continuesmoving towards
the subsequent one. From the new sets{BHi} and{EPi}, the hand-eye calibration
method by Tsai et al. [135] leads to the estimation ofHE.
171
C.3 System Adaptability
This approach has been implemented by means of widely adopted li-
braries/frameworks ViSP, ROS, MoveIt!, OpenCV and PCL. Currently, the
MoveIt! library supports 65 robots. Thus, even if this implementation has been
tested on the Universal Robot UR10 only, it can be potentially used with many
others. We selected an approach based on well-known libraries and frameworks
for being able to work with different robots and cameras with almost no need
for code and system modifications. Indeed, our approach obtains the hand-eye
calibration starting solely by camera and robot. Standard procedures integrated
in the ROS framework provide robot and camera information to our algorithm.
A configuration file stores parameters related to different characteristics of the
system.
Camera intrinsic parameters are collected by using a topic6. In the majority of
the sensors available in ROS, the topic is published directly by the camera driver,
and it can be updated by using a camera calibration procedure already available
in ROS. Anyway, if no information about intrinsic parameters is exposed by the
camera driver, the message firm is publicly available on the ROS website.
Similarly, the system looks for a robot model to learn its physical structure,
know about kinematic chains, and understand dynamics. The physical structure
is represented by means of the Unified Robot Description Format (URDF)7. In
the URDF, the robot is composed of joints and links: part dimensions, motion
limits, weights, visual and collision shapes complete the robot description. Kine-
matic chains are defined inside the Semantic RobotDescription Format (SRDF)8.
Moreover, SRDF is usually accompanied by a series of files providing information
about collision avoidance, inverse kinematics, robot controllers. MoveIT! is able
to exploit such information simply by referring to a specific kinematic group. In
our system, it is possible to select the correct kinematic group by changing a pa-
rameter in the configuration file. Dynamics is fundamental for a correct simula-
tion in the Gazebo environment. This information can be integrated directly in






To test the automatic procedure, a scenario similar to the oneof theEuRoCproject
has been selected. The robotic arm is the Universal Robot UR10, collaborative
and with 6 degrees of freedom. A stereo-camera composed of two PC webcams
is rigidly mounted on it. One of them is taken as a reference, and the hand-eye
calibrations are computed with respect to it. In the following, the results of exper-
iments performed in both simulated and real test-beds are discussed.
C.4.1 Simulation Experiments
Thanks to the simulation environment, the ground-truth hand-eye transformation
and checkerboard can be easily retrieved. To assess the generality of the system, it
was tested with the robot starting from 3 different positions (Test A) and with 3
different checkerboard positions in the work-cell (Test B). The 6 different config-
urations are reported in Figure C.4.1 and C.4.2, respectively. In total, 12 hand-eye
transformations and 6 checkerboard locations have been estimated.
(a) (b) (c)
Figure C.4.1: Different starting positions with varying inclinations of the
camera. The calibration pattern stays on a vertical plane.
With regard to Test A, the main results are summed up in Table C.4.1. The
hand-eye transformations have been compared in both translation and angle, in
particularΔt is the Euclidean distance inmeters whileΔq the difference vector be-
tween two quaternions in degrees. In addition to the ground truth, the HE trans-
formations have been compared with a baseline consisting in the HE calculated
with a manually determined motion defined by 10 waypoints at varying heights
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(a) (b) (c)
Figure C.4.2: Different checkerboard positions: on a vertical, horizontal and
inclined plane.
and angles. The baseline, the hand-eye calculated in the first phase and the hand-
eye calculated in the second phase are almost equivalent with a standard devia-
tion of only 0.0017m and 0.1016◦. Interestingly, in this ideal simulated scenario,
the second hand-eye calibration leads to worse performance even if in the second
phase the camera is closer to the calibration pattern. This implies that the image
quality is higher but also that the number of acquired images is minor since the
camera is staying closer to the checkerboard and moving with a fixed step from
one position to the next until the checkerboard is visible. In this ideal scenario,
the second effect is clearly prominent. Finally, as shown in Table C.4.2, the differ-
ences in the checkerboard localization are also minimal. The worst entry deviates
from the ground-truth of about 0.0159m(Position 2) and 1.1412◦ (Position 1). As
expected, these deviations are higher since the error on the hand-eye is accumu-
latedwith the errors in the robot positioning (BHN−1 transformation) and,mainly,
the error in the checkerboard positioningwith respect to the camera (EPN−1 trans-
formation).
With regard to Test B, the main results are summed up in Table C.4.3. Even if
the robot starts from3different positions, bothphases of the calibrationprocedure
succeed giving results similar to those already presented.
C.4.2 Real Experiments
The entire procedure has been executed from 5 different positions, which have
been randomly chosen around the checkerboard at a distance of about 1.00m. In
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Table C.4.1: Hand-eye transformations in the simulation experiment Test A:
translations and rotations in quaternions. The robot starts from three different
positions. The checkerboard is vertical.
HE x y z qx qy qz qw Δt Δq
Ground truth 0.0842 0.0959 0.1139 0.5879 -0.3928 0.5879 -0.3928 0.0000 0.0000
Baseline 0.0887 0.0936 0.1087 0.586417 -0.390973 0.589555 -0.39445 0.0072 1.5200
Phase 1 - Position 1 0.0879 0.0914 0.1133 0.5880 -0.3928 0.5878 -0.3929 0.0058 1.4806
Phase 1 - Position 2 0.0866 0.0940 0.1105 0.5888 -0.3929 0.5886 -0.3904 0.0045 1.5720
Phase 1 - Position 3 0.0884 0.0916 0.1119 0.5877 -0.3943 0.5868 -0.3935 0.0063 1.2554
Phase 2 - Position 1 0.0927 0.0945 0.1128 0.5885 -0.3931 0.5875 -0.3923 0.0086 1.4433
Phase 2 - Position 2 0.0924 0.0942 0.1130 0.5886 -0.3930 0.5876 -0.3922 0.0084 1.4893
Phase 2 - Position 3 0.0931 0.0942 0.1126 0.5885 -0.3931 0.5875 -0.3923 0.0091 1.5119
Table C.4.2: Base-checkerboard transformations in the simulation experiment
Test A: translations and rotations in quaternions. The robot starts from three
different positions. The checkerboard is vertical.
BP x y z qx qy qz qw Δt Δq
Ground truth 0.8000 1.5000 1.4000 -0.7071 0.0000 0.0000 0.7071 0.0000 0.0000
Position 1 0.7997 1.4965 1.3977 -0.7066 0.0002 -0.0002 0.7075 0.0042 1.1412
Position 2 0.7864 1.4928 1.3957 -0.7082 -0.0011 -0.0015 0.7059 0.0159 1.1248
Position 3 0.8012 1.4929 1.3964 -0.7063 0.0011 0.0016 0.7078 0.0080 1.1411
Table C.4.3: Hand-eye transformations in the simulation experiment Test B:
translations and rotations in quaternions. The checkerboard is positioned in 3
different places: vertical, horizontal and on an inclined plane.
HE x y z qx qy qz qw Δt Δq
Ground truth 0.0842 0.0959 0.1139 0.5879 -0.3928 0.5879 -0.3928 0.0000 0.0000
checkerboard 1 0.0927 0.0945 0.1128 0.5885 -0.3931 0.5875 -0.3923 0.0086 1.4433
checkerboard 2 0.0928 0.0943 0.1129 0.5885 -0.3930 0.5875 -0.3922 0.0088 0.9978
checkerboard 3 0.0914 0.0943 0.1130 0.5885 -0.3932 0.5875 -0.3924 0.0074 1.3638
the second phase, the robot has scanned 3 planes at the distances of 0.40m, 0.45m
and 0.50m, fromwhich the checkerboard is better focused. One of these trials has
been already shown in Figure C.2.2 and C.2.3. In total, 10 hand-eye transforma-
tions, 5 for each of the two phases, and 5 checkerboards have been estimated. In
Table C.4.4, the main results are recapped. Given the lack of the ground-truth,
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Table C.4.4: Hand-eye transformations in the real experiments and their
standard deviations in the two phases.
HE x y z qx qy qz qw std(t) std(q)
Phase 1 - Position 1 -0.2394 -0.0280 -0.0961 0.5141 0.4865 0.5205 0.4776
Phase 1 - Position 2 -0.2527 -0.0341 -0.0880 0.4856 0.5081 0.5162 0.4894
Phase 1 - Position 3 -0.2394 -0.0237 -0.1095 0.5067 0.4917 0.5152 0.4859 0.0113 1.8703
Phase 1 - Position 4 -0.2452 -0.0293 -0.0934 0.4993 0.5001 0.5183 0.4816
Phase 1 - Position 5 -0.2372 -0.0368 -0.0965 0.5004 -0.4933 -0.5223 -0.4831
Phase 2 - Position 1 -0.2521 -0.0215 -0.1075 0.4974 0.5055 0.4783 0.5180
Phase 2 - Position 2 -0.2500 -0.0191 -0.1091 0.4973 0.5031 0.4775 0.5211
Phase 2 - Position 3 -0.2450 -0.0289 -0.1117 0.4950 0.5093 0.4807 0.5143 0.0054 0.5324
Phase 2 - Position 4 -0.2517 -0.0181 -0.1096 0.4960 0.5059 0.4745 0.5225
Phase 2 - Position 5 -0.2505 -0.0194 -0.1096 0.4974 0.5054 0.4763 0.5199
no direct comparison can be performed. Anyway, it can be seen that, as expected,
the standard deviations of the hand-eye translations and rotations obtained after
the first phase (respectively 0.0113m and 1.8703◦) are much higher than the stan-
dard deviations in the second phase (respectively 0.0054m and 0.5324◦ ). This is
due to the fact that the second phase moves the robot along a known path in the
checkerboard reference system.
C.5 Conclusions
This appendix presented an automatic system for localizing the calibration pattern
and performing the hand-eye calibration taking a step forward in comparison to
existing methods. Indeed, previous works focused on optimizing the hand-eye
calibration instead of trying to fully automatize the procedure from the beginning
to the end. This tool has a wide range of applicability, also in this thesis we present
two robots which can benefit from this tool: the inspection robot inChapter 4 and
themobile robot for navigation, perception andmanipulation in Appendix B.The
proposed approach is based on two phases, in each of which an hand-eye calibra-
tion is performed. The second phase allows acquiring images in a controlled setup
by moving the camera with respect to the calibration pattern. Both phases were
tested in simulated and real scenarios showing that stable results can be obtained
after the second phase. As a final contribution to the research community, the
toolbox is released online. We plan to use this tool in the upcoming projects and
keep on improving it. We would like to test and compare different tool and cam-
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