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Instrumentenrechner für wissenschaftliche Weltraummissionen müssen ein immer 
höheres Datenvolumen verarbeiten und immer komplexere Berechnungen ausführen. 
Die Performanz von verfügbaren qualifizierten Universalprozessoren liegt aber 
lediglich im unteren dreistelligen Megahertz-Bereich, was für einige Anwendungen 
bereits nicht mehr ausreicht. Als Alternative bietet sich die Implementierung von 
entsprechend geeigneten Datenverarbeitungsschritten in Hardware auf einem 
qualifizierten SRAM-basierten FPGA (Field Programmable Gate Array) an. Dafür 
verwendbare Bausteine mit hoher Logikdichte und Performanz sind jedoch 
empfindlich gegenüber der Strahlungsumgebung im Weltraum und erfordern 
ressourcenintensive Mitigationsmaßnahmen. Andererseits sind wissenschaftliche 
Instrumente weniger missionskritisch und ein Ausfall ist in der Regel tolerierbar. 
Dennoch sollte der Instrumentenrechner mit dem Ziel konstruiert sein, Ausfallzeiten 
und Verlust von Daten möglichst gering zu halten. 
 
Am Institut für Datentechnik und Kommunikationsnetze wurde eine fehlertolerante 
netzwerk-basierte Kommunikationsarchitektur entwickelt, die innerhalb eines 
geeigneten SRAM-basierten FPGAs Datenverarbeitungsmodule (Knoten) miteinander 
nach Bedarf zu Verarbeitungsketten verbindet, sowie den Austausch von einzelnen 
Modulen im Betrieb ermöglicht. Innerhalb des FPGAs werden dabei ein vollständig 
mitigierter statischer Bereich und mehrere partiell rekonfigurierbare Bereiche 
festgelegt, in die jeweils ein Modul mit beliebiger Mitagierungsstrategie platziert 
werden kann. Nicht oder nur partiell mitigierte Module sollen bei strahlungsbedingten 
Fehlern im Modul durch das Protokoll und die Fehlererkennungsmechanismen der 
Kommunikationsarchitektur isoliert werden, um ein Ausbreiten des Fehlers im 
restlichen System-on-Chip zu verhindern. Im Kontext einer ESA Studie wurde diese 
Kommunikationsarchitektur um Komponenten erweitert und auf einer repräsentativen 
Hardwareplattform umgesetzt. 
 
Basierend auf den gesammelten Erfahrungen aus der Studie, wird in dieser Arbeit eine 
Analyse der tatsächlichen Fehlertoleranz-Eigenschaften sowie der Schwachstellen 
dieser ursprünglichen Implementierung durchgeführt. Die Kommunikationsarchitektur 
wurde an geeigneten Stellen um Fehlerdetektierungs- und 
Fehlerunterscheidungsmöglichkeiten erweitert, sowie um eine hardwarebasierte 
Überwachung ergänzt. Sowohl diese Maßnahmen, als auch die Erweiterung der 
Hardwareplattform um gezielte FPGA Fehlerinjektions-Möglichkeiten zum Emulieren 
von strahlungsinduzierten Fehlern in kritischen Komponenten eines nicht mitigierten 
Prozessierungsmoduls werden genutzt, um die tatsächlich auftretenden Effekte in der 
Kommunikationsarchitektur zu evaluieren. Anhand der Ergebnisse werden weitere 
Verbesserungsmaßnahmen speziell zur schnellen Detektierung und Isolation von 
fehlerhaften Knoten erarbeitet, selektiv implementiert und verifiziert. Insbesondere die 
Fähigkeit, fehlerhafte, nicht mitigierte Knoten innerhalb der 




Basierend auf den Fehlertoleranz-Erweiterungen für die Kommunikationsarchitektur 
und im Hinblick auf die reale Applikation im Weltraum werden zum Abschluss der 
Arbeit, neben der Verwendung von nicht mitigierten Prozessierungsmodulen, auch für 
die Zielplattform geeignete Konzepte mit teilweisen oder vollständigen 
Mitigationsmaßnahmen angewandt. Die jeweils zu erwartenden Ausfallraten für diese 
Knoten werden ermittelt und können durch diese Maßnahmen um bis zu drei 
Dimensionen verbessert werden. In diesem Zusammenhang werden ebenfalls die 
minimal notwendigen Maßnahmen zur Wiederherstellung von als fehlerhalft 
detektierten Knoten evaluiert und es wird gezeigt, dass im Fall eines Fehlers in einem 





Data Processing Units (DPU) for scientific space mission need to process ever higher 
volumes of data and perform ever complex calculations. But the performance of 
available space-qualified general purpose processors is just in the lower three digit 
megahertz range, which is already insufficient for some applications. As an alternative, 
suitable processing steps can be implemented in hardware on a space-qualified 
SRAM-based FPGA (Field Programmable Gate Array). However, devices suitable for 
this task providing high performance and logic density are susceptible against space 
radiation and require resource intensive mitigations measures. Otherwise, scientific 
instruments are less mission critical and, in general, a temporary non-availability is 
tolerable. Though, the primary objective during the construction of the DPU should be 
that downtime and loss of data are as low as possible. 
 
At the Institute for Communication and Network Engineering a fault-tolerant, 
network-based communication architecture was developed, which enables the 
construction of processing chains on the basis of different processing modules (nodes) 
within suitable SRAM-based FPGAs and allows the exchange of single processing 
modules during runtime, too. For this purpose, the FPGA area is divided into a fully 
mitigated static area and several parallel partial reconfigurable areas, which can be 
configured with unmitigated, partial mitigated or fully mitigated modules. The 
communication architecture and its protocol shall isolate unmitigated or just partial 
mitigated modules affected by radiation-induced faults to prohibit the propagation of 
errors within the remaining System-on-Chip. In the context of an ESA study, this 
communication architecture was extended with further components and implemented 
in a representative hardware platform. 
 
Based on the acquired experiences during the study, this work analyses the actual 
fault-tolerance characteristics as well as weak points of this initial implementation. At 
appropriate locations, the communication architecture was extended with mechanisms 
for fault-detection and fault-differentiation as well as with a hardware-based 
monitoring solution. Both, the former measures and the extension of the employed 
hardware-platform with selective fault-injection capabilities for the emulation of 
radiation-induced faults within critical areas of an unmitigated processing module, are 
used to evaluate the effects of radiation-induced faults within the communication 
architecture. By means of the gathered results, further measures to increase fast 
detection and isolation of faulty nodes are developed, selectively implemented and 
verified. In particular the ability of the communication architecture to isolate nodes 
without mitigation could be significantly improved. 
 
Finally, based on the fault-tolerant enhancements for the communication architecture 
and with relation to a real application in space, this work calculates failure rates for 
processing nodes with different partial mitigation variants as well as full mitigation 
applied. Depending on the employed mitigation scheme, the failure rate of a node can 
IV Abstract 
 
be reduced by up to three orders of magnitude. Related to this, the minimum 
provisions for the recovery of detected, faulty nodes are evaluated and it is shown that 
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Each system developed for space has to provide some degree of fault-tolerance. This is 
contributed to the harsh and distant environment where severe failures could mean that 
human lives are at risk or that expensive equipment might get lost due to the 
inaccessibility for repair once launched into space. Depending on the criticality of a 
unit, fault-tolerance could mean that the system has to continue operating even in the 
presence of faults, i.e. faults have to be masked, or for less critical systems that faults 
have to be detected, a safe state has to be entered and after repair the unit has to be 
properly restarted. In general, it is desirable that faults are locally limited to the regions 
where they occurred, i.e. that whenever possible a fault shall be isolated and hence its 
propagation prohibited. The required measures are commonly referred as Fault 
Detection, Isolation and Recovery (FDIR) techniques (see also Figure 1-1). 
 
Figure 1-1 Fault-tolerance strategies (adapted from [DI11]) 
For scientific spacecrafts equipped with several instruments it is, for example, 
important that the on-board computer controlling the spacecraft has a very high 
availability, because temporary loss of functionality could have severe effects on the 
mission, especially during approaching, orbiting or landing manoeuvres. Data 
Processing Units (DPUs) used within scientific instruments can be considered less 
mission-critical and short non-availability, while the system recovers, is in most cases 
acceptable. The partly loss of scientific data is annoying, but, in general, 
measurements could be repeated. In cases where a fault-induced interrupt occurred 
during processing of data already stored in a non-volatile or buffered memory, the 
affected processing steps can be simply re-executed without losing any data. 
 
The need for ever higher processing power is driven by ever complex scientific and 
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2 1 Introduction 
 
co-processing devices in a radiation-hard qualification is quite limited. Furthermore, 
up to date space-qualified general purpose processors like the dual-core Aeroflex 
Gaisler GR712 or the single-core Atmel AT697 run at about 100MHz per core 
whereas commercial counterparts are already operating in the multi-GHz range. Thus, 
for complex scientific operations the processing power of the available space-grade 
processors is not sufficient and hardware accelerated co-processing is needed. The 
development of a suitable Application Specific Integrated Circuit (ASIC) co-processor 
in a rad-hard process is in most cases not economical since the to be implemented 
scientific algorithms are generally very specialized and customized for a dedicated 
instrument and mission. Consequently, the production volume of such a device would 
be just in the lower single-digit range. An appropriate alternative for implementation 
of customized hardware functions for scientific instruments is the usage of radiation-
hard respectively radiation-tolerant Field Programmable Gate Arrays (FPGAs). The 
most commonly used types in the space area are either one-time programmable 
devices (e.g. Microsemi RTAX series, Aeroflex UT6325) or SRAM-based devices 
(e.g. Xilinx Virtex XQRV series, Atmel AT40EKL040 or ATF280). Both types 
provide the flexibility to adapt hardware functions during the development specific to 
the instruments and scientific needs by means of a programming language. However, 
the one-time programmability of the former types requires the fixation of the functions 
to be implemented at some stage during the instrument’s qualification phase. In 
contrast, the latter FPGA type holds its configuration in memory cells and thus 
provides the option to design instruments, whose hardware processing functions are 
also updatable and exchangeable during flight. 
 
Research in this area focuses on the Virtex series devices manufactured by Xilinx as 
this will also be the case throughout this thesis. Beside the most recent device type all 
other space-qualified types of this series are based basically on their commercial 
counterparts. Hence, the huge amounts of unhardened configuration memory cells are 
susceptible to upsets caused by space radiation and require sophisticated mitigation 
techniques. But the flexibility, the comparatively superior logic density and achievable 
performance make these devices very interesting for hardware accelerated payload 
data processing tasks. Processing architectures build on these devices provide the 
advantage to realize adaptable hardware functions and, therefore, an improvement of 
scientific gain and overall lifetime of the instrument. In addition, the commercial 
background allows access to a comparative mature tool chain. 
 
Depending on the available logic resources of the selected reconfigurable FPGA 
device several complex modular processing chains might be realized and operated in 
parallel, demanding a suitable fault-tolerant (FT) communication infrastructure for 
processing module interconnection. Such an infrastructure is even more important 
considering that classical mitigation of processing modules requires at least three times 
the logic resources, which might be wastage of resources and power in space 
environments with only moderate radiation-induced upset rates. Even if short 
interruptions of the whole scientific instrument are tolerable, it is more effective for 
complex systems with parallel processing flows to limit the spreading of a fault 
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through the whole instrument since this reduces the required effort for repetition of 
measurements and calculations, as well as the effort and time needed for restoring the 
instrument to a fault-free operational state. For this purpose a fault-tolerant 
communication architecture with support for in-flight dynamic partial reconfiguration 
was introduced with SoCWire (System-on-Chip Wire) [OMFK08, Ost14]. The 
approach adapts and verifies a well-established fault-tolerant off-chip communication 
architecture within the space domain for on-chip usage. Based on a network instead of 
a bus architecture, SoCWire allows a straight-forward implementation of macro-
processing pipelines which are quite common in scientific data processing. An 
advanced DPU architecture implemented as a SoC (System-on-Chip) within an FPGA 
with two processing pipelines is depicted in Figure 1-2. 
 
Figure 1-2 Advanced on-chip DPU architecture 
So far, the architecture verification done for SoCWire to prove its fault-tolerance 
characteristics including its fault isolation capabilities when implemented in an FPGA 
which is subjected to space radiation is just related to the link layer [Ost14]. 
 
The major objective of this thesis is to investigate the fault-tolerance of a 
representative FPGA implementation of a SoCWire network on a representative 
hardware platform. Space radiation is of most concern thus the propagated isolation 
capabilities are verified by emulating radiation-induced upsets into the FPGA’s 
memory cells containing relevant SoCWire circuit definitions while the network is 
operating. The observed effects are analysed and classified, and from the results 
possible improvements are derived. As within the original SoCWire work [Ost14] it is 
assumed that the network routing is implemented within an ideally mitigated static 
FPGA area and that only the nodes within the reconfigurable FPGA areas are allowed 
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4 1 Introduction 
 
The following chapter defines the requirements for future on-board data processing 
and compares several FPGA-based reconfigurable platforms in terms of general 
architecture, used communication infrastructures and in-flight reconfigurability. 
Chapter 3 introduces the original and additional components required to construct a 
complete reconfigurable processing environment relying on the SoCWire 
communication architecture. The effects of space radiation on integrated circuits in 
general and on Xilinx Virtex FPGAs in particular are introduced in chapter 4. In 
addition, background information about the Virtex architecture and its reconfiguration 
capabilities are given. The chapter is completed with an overview of options to 
mitigate and validate implemented designs. Chapter 5 provides a review of general 
techniques to achieve fault-tolerance in on-chip and off-chip communication networks. 
Chapter 6 discusses the previous fault-tolerant verification scheme for SoCWire, 
summarizes the experiences with the first representative implementation on the 
demonstrator hardware of a Dynamic Reconfigurable Processing Module (DRPM) and 
reviews the available fault-tolerance techniques. On this basis first suggestions for 
improvements are derived and implemented. Using the DRPM platform extended by 
fault injection (FI) functions the behaviour and effects of the improved SoCWire 
implementation with just unmitigated network nodes is analysed and characterized. 
The results are afterwards used for an iterative improvement step. In addition, the 
quality of the implemented fault injection methodology is assessed. In chapter 7 the 
improvements achievable by applying different mitigation schemes to the node are 
evaluated in terms of resource overhead and dependability improvements for some 
orbits typical for scientific missions. Chapter 8 concludes the results of this thesis and 




2 Reconfigurable Data Processing Platforms for Space 
Reconfigurable processing for space applications has become a widely discussed topic 
within the recent years, driven also by efforts on the part of space agencies to find 
suitable solutions to deal with upcoming and future on-board data processing demands 
[SCD+12, STV+11, Tra11]. These needs for more and adaptable processing power are 
pushed on the one hand by the combination of ever increasing sensor resolutions but 
limited bandwidth of the spacecraft’s downlink. Raw data formerly processed on-
ground needs to be processed already on-board to extract the valuable scientific 
information. Changes in the mission objectives or degradation of sensor components 
may also require an adaption of the algorithms applied on the raw data. On the other 
hand there is a need for more autonomy of instruments. Earth observation satellites, 
for example, may detect environmental disasters, transmit the information to ground 
and assist rescue teams on the job with specialized operation modes. Deep space 
missions also typically offer a rare and very bandwidth-limited downlink to earth and 
require autonomous operation over relatively long periods of time. 
 
The key requirements for future processing platforms identified by the space agencies 
are: 
· Processing power between 1 and 10 GOPS1/GFLOPS2 
· Radiation hardness (greater than 100krad) 
· Fault-tolerance 
· Reconfigurability and adaptability 
· Low power consumption 
· Support for standardised spacecraft interfaces 
These requirements drive development efforts in many directions and include the 
usage of FPGAs for data processing, the qualification of new DSP (Digital Signal 
Processor) devices [Tra11] and the realization of space-qualified Multi- and Many-
Core processors, e.g. [GMA12, VRSCH11]. But from the availability’s point of view 
concerning suitable qualified processing devices and taking the typical delays in 
introduction of new space-qualified products into account, the most suitable solution 
for today’s and upcoming processing platform developments are the already available 
space-qualified reprogrammable SRAM-based FPGAs [BFL+13]. For this specific 
application domain only Atmel and Xilinx offer qualified devices. But in direct 
comparison only the Virtex devices from Xilinx provide the required logic resources 
and performance. On the downside these devices necessitate in contrast to their 
counterparts from Atmel, which offer hardened-by-design memory cells and flip-flops 
integrated in the fabric, sophisticated mitigation solutions against radiation effects 
[ESA11]. 
                                              
 
1 Giga Operations Per Second (GOPS) 
2 Giga FLoating-point Operations Per Second (GFLOPS) 
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Table 2-1 lists some examples for hardware reconfiguration in space applications. The 
employment for FPGAs in space has several advantages. On the one hand, the regular 
structures of their logic elements make them suitable for image and signal processing 
tasks. On the other hand enable FPGA devices, which additionally feature 
reconfiguration capabilities, the adaption of algorithms to changes in scientific 
objectives or to work-around hardware failures undetected during the qualification 
phase or due to normal degradation over mission lifetime. Often data processing tasks 
are divisible into several phases. By employing time-space partitioning the particular 
processing modules or complete FPGA configurations can be loaded as needed. This 
may improve the power efficiency and also the overall costs for the data processing 
unit since a smaller FPGA may be used which holds only the actually needed logic for 
the current operation mode. Implemented continuous upset rate detection schemes for 
the FPGA configuration memory and other upset sensitive devices like memories may 
allow the implementation of online adaption schemes, which consider autonomously 
the degree of needed mitigation depending on the currently prevailing radiation 
environment. 
 
Application/Mission Purpose of Reconfiguration 
Science and Earth 
Observation 
Switch between different operation modes like data acquisition 
mode and data processing mode 
Exploration Switch between navigation mode and instrument operation mode 
Telecommunication Switch between different modulation schemes 
Table 2-1 Application examples for reconfiguration in space 
How the system qualification once achieved for initial FPGA designs can be 
guaranteed when new or updated, full or partial designs are uploaded to an instrument 
is one of the main questions in the context of reconfigurable platforms. In the 
following the hardware architectures of different (re-)configurable processing 
platforms are introduced with focus on the employed infrastructure related to on- and 
off-chip FPGA communication. With SoCWire developed at the TU Braunschweig, a 
specific communication infrastructure supporting the reliable partial FPGA 
reconfiguration of SRAM-based FPGAs has been introduced [OMF09] and was used 
in the context of an ESA (European Space Agency) study demonstrating the feasibility 
of safe dynamic partial reconfiguration within a data processing platform [BFI+10]. 
While the specifics of SoCWire are introduced in chapter 3, architecture details of the 
developed reconfigurable platform plus additional application examples are likewise 
part of this chapter. 
2.1 FPGA-Based Reconfigurable Platforms 
The objective of this section is to provide an overview of architectures employing 
reconfigurable FPGA technology for data processing in a space application. The main 
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focus will be on architectures which have flown, are flying or will definitely fly in the 
near future. With the given examples no claim for completeness is made. 
 
Venus Monitor Camera DPU and Dawn Framing Camera DPU 
The DPUs for the Venus Monitoring Camera (VMC) [FMD+07] and Dawn Framing 
Camera [SKJ+11] developed by the Institute of Computer and Network Engineering at 
the TU Braunschweig are two examples for FPGA-based image processing. Each 
instrument employs for that task two Virtex-1 FPGA devices (XQRV600, 
XQRV1000). The data processing is distributed over two reconfigurable FPGAs and 
includes, beside a LEON2 soft-core processor, several interfaces to memory, 
communication devices and the sensor. A third FPGA based on anti-fuse technology is 
responsible for the configuration and upset mitigation management. The 
communication between the FPGAs is realized via the memory mapped IO (Input 
Output) interface which is part of the LEON’s memory controller. Both instruments 
are operating successful since several years in space with only a few restarts due to 
radiation-induced upsets. The calculated upset rate for the VMC FPGA design was 
about 4 errors per year and the actual amount of observed SEU (Single Event Upset) 
related restarts is in the range of 5 to 6 per year [OMFB07]. Similar figures are 
available for the Dawn design with a predicted error rate of about 3 times a year and 
an observed restart rate of approximately 4 times a year of almost continuous 
operation. While the reconfigurable FPGAs were useful to shorten the development 
time for the particular LEON-based SoCs, both DPUs do not provide an option to 
exchange the configuration during flight. 
 
Figure 2-1 Dawn Framing Camera instrument (left) and DPU (right) 
Cibola Flight Experiment 
The Cibola Flight Experiment (CFE) developed by Los Alamos National Laboratory 
employs three Virtex-1 FPGA-based Reconfigurable Computer (RCC) boards, each 
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equipped with three FPGAs for verification of in-orbit reconfiguration of a high-
throughput RF (Radio Frequency) sensor processing system [Wir13]. The three 
FPGAs on one RCC board are interconnected by a ring of 36 data and 3 control lines. 
Each FPGA has access to three local SDRAM (Synchronous Dynamic Random 
Access Memory) banks. An anti-fuse FPGA manages the FPGAs configuration and 
provides the interface to a microprocessor board. 
The experiment was launched in 2007 into a low-earth orbit and over the years several 
new configuration data sets have been uploaded to extend and improve the conducted 
experiments, which were related to signal processing but also to verification of 
different mitigation techniques on application level as well as dedicated in-orbit upset 
rate detection experiments. The latter experiments relied on a read-back scrubbing 
approach for a device-wide upset rate determination and on in-circuit error detection 
by means of designs employing Duplication With Compare (DWC) [CMRD+09]. 
While the estimated upset rates depending on orbit conditions were in the range from 
0.5 to 26 SEUs per device and day, the actual measured average configuration memory 
upset rate was just 0.268 upsets per device and day. The percentage of upsets 
concerning the actual circuitry was in the range from 6.4% to 8.7%. 
 
Fraunhofer On-Board Processor 
The Fraunhofer On-Board Processor (FOBP) is a reconfigurable FPGA-based 
processing platform, which is part of the Heinrich Hertz communication satellite 
mission to be launched in 2017 into a geostationary orbit [RG13]. The purpose of this 
platform is the exploration of new communication technologies. The FOBP employs 
four Virtex-5 FPGAs, each hosting four partial reconfigurable areas. The 
interconnection between the FPGAs is realized via the FPGA’s high speed multi-
gigabit interfaces (RocketIO) and additional LVDS (Low-Voltage Differential 
Signalling) connections. Thereby, each FPGA is connected to all other FPGAs. The 
partial reconfigurable regions, each having two 56bit wide input and output ports, are 
interconnected via a RP-Switching-Block (Reconfigurable Partition) incorporating 
several multiplexers for flexible forward and backward communication of one 
partition with another partition. In addition, the block allows the communication of the 
partitions with the remaining FPGA periphery (MicroBlaze, memories and interfaces). 
A fail-safe self-configuration concept consists of a non-volatile memory storing basic 
configurations for each FPGA, which are loaded after power-up. The basic 
configuration is able to receive partial configuration files via the uplink and configure 
the particular reconfigurable partitions via the FPGA’s internal configuration port. The 
regular initialisation for the FPGAs is initiated by an external processor via the 
external FPGA configuration interface, but within the FOPB concept this processor-
based method is assumed to be a single point of failure. 
 
SpaceCube Series 
The SpaceCube series is an on-board science data processing system developed at the 
NASA (National Aeronautics and Space Administration) Goddard Space Flight Center 
[Fla10, Fla12]. For in-orbit demonstration purposes the platform is amongst others 
used for several experiments on the ISS (International Space Station). The processing 
2.1 FPGA-Based Reconfigurable Platforms 9 
 
module, which is part of this platform, is based on commercial Virtex FPGAs with 
additional schemes against radiation-induced upsets. The FPGA’s internal PowerPCs, 
DSP elements and logic resources are used to accelerate the scientific data processing 
and to permit complex on-board processing tasks being previously not possible on-
board. 
The principal architecture of a SpaceCube V1.0 processor card is depicted in Figure 
2-2. This card consists of two commercial Xilinx Virtex-4 FPGAs, which are 
controlled and supervised by two radiation-hard anti-fuse FPGAs. Each of these 
Virtex-4 FPGAs has two PowerPC cores integrated. The design is quadrupled, twice in 
each FPGA. Incoming data is routed to all four processing nodes and the particular 
outputs are routed to an anti-fuse FPGA. For mitigation purposes the latter one may 
vote the four outputs when operating in redundant mode. A second mode allows using 
the four processors independently without voting the outputs [Sea08]. For 
intercommunication between the processors not otherwise specified high-speed links 
are used, which interconnect one node with each other node. To prevent the 
accumulation of configuration memory upsets, each Virtex-4 incorporates a self-
scrubbing design, which is monitored by the additional anti-fuse FPGA incorporating a 
microcontroller. Additionally, the controller is responsible for initialisation, 
reconfiguration and synchronization of the Xilinx FPGAs. The software of a node’s 
PPC (Power PC) or the associated Xilinx fabric may be reconfigured while the other 
three nodes are operating. 
 
Figure 2-2 SpaceCube 1.0 processor card architecture (adapted from [Sea08]) 
RA-RCC 
The RA-RCC (Responsive Avionics - ReConfigurable Computer) is a reconfigurable 
computing module which is part of the Application Independent Processor (AIP) 
platform developed by SEAKR Engineering Inc. [TL09]. The modular and scalable 
approach consists of a processor board, power supply and one or more reconfigurable 
computer boards. For communication between several RA-RCC modules via the 
backplane, cPCI or a high-speed serial interface are available. The RCC module 
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employs three Virtex-4 LX160 FPGAs which are called coprocessors (COPs). Their 
major functions are sensor control and on-board data processing. A Microsemi 
RTAX2000 FPGA is responsible for the configuration management as well as 
configuration memory scrubbing, and provides a PCI-to-PCI bridge (Peripheral 
Component Interface, PCI). For configuration storage and management a 4Gbit Flash 
memory and 512Mbit SDRAM are attached to this anti-fuse FPGA, each in a triple 
redundant configuration. The COPs are connected via a PCI bus to the controller 
FPGA. Additionally, all COPs are interconnected in a ring structure via a custom 
LVDS IO interface for inter-device communication. Each co-processor (COP) has 
access to its own dedicated 256MByte DDR2 SDRAM. According to mission specific 
needs sensor interfaces, system interfaces, or additional memory can be added via a 
high-speed mezzanine card [TFC08], attachable via three connectors providing 170 
LVDS IOs each. The detailed architecture of the RA-RCC module is depicted in 
Figure 2-3. 
 
Figure 2-3 RCC architecture (adapted from [TFC08]) 
By means of the mezzanine interfaces different IO interconnection schemes can be 
realized to achieve IO fault-tolerance (e.g. sensor inputs routed to any FPGA or only to 
dedicated ones). Additionally, the mezzanine card may be used to achieve application 
fault-tolerance by means of employing an external voter device when all three FPGAs 
are running the same unmitigated design. Without external voter different mitigation 
schemes are supported based upon the available FPGA interconnections and different 
variants of unmitigated and (partially) TMR (Triple Modular Redundancy) mitigated 
designs (see [TFC08] for details). 
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The AIP was, for example, employed by ARTEMIS
3
, is a hyper-spectral imager on 
TacSat3 (2009-2012) for real-time image processing, storage of images and control of 
the payload.  
2.2 Dynamically Reconfigurable Processing Module 
The DRPM was developed under ESA contract 22425/09/NL/LvH by IDA
4
 in 
collaboration with Astrium UK. The main focus of this study was to demonstrate the 
employment of dynamic, partial reconfiguration of SRAM-based FPGAs for payload 
processing applications [WFN+13]. The area of applications envisages the whole 
spectrum of big data volume and computation intensive applications typical for 
science, earth observation or exploration missions but also present in the field of 
telecommunications. The DRPM is primarily designed as a single- or multi-instrument 
payload processor. The multi-instrument feature allows the sharing of processing 
resources by different applications representing a centralised processing architecture. 
Depending on a mission’s processing or reliability requirements the modular concept 
allows the extension of the processing capacity or realization of redundancy concepts 
with the addition of further (processing) modules. The strict realization of the 
demonstrator hardware utilising commercial parts with a corresponding flight 
equivalent available eases the prototyping of a real flight application. 
2.2.1 General Hardware Architecture 
The hardware architecture of the DRPM demonstrator is made up of three main 
components, namely: 
1. System Controller 
2. SpaceWire router 
3. DFPGA (Dynamically reconfigurable FPGA) module 
The System Controller (SC) is the central supervisor of the DRPM architecture. The 
SC features the TM/TC (Telemetry/Telecommand) interface to the spacecraft and 
manages the full and partial FPGA configuration files. These configuration files are 
stored in Non-Volatile Memory (NVM) together with optional small setup and 
configuration files related to the SpaceWire router(s) and each connected DFPGA 
module. New (compressed) FPGA configuration files are uploaded by TC and are 
stored within the NVM after passing the integrity check. With all TM packets 
generated by the attached DFPGA modules routed via the SC, this unit represents a 
payload data handling sub-system. After system start-up the particular FPGA 
configuration files are transmitted to the Configuration Controller (CC) located on 
each DFPGA module, which stores these files together with online generated 
scrubbing files within a reliable local mass memory. Beside the CC and the mass 
                                              
 
3 Advanced Responsive Tactically Effective Military Imaging Spectrometer (ARTEMIS) 
4 Institut für Datentechnik und Kommunikationsnetze / Institute of Computer and Network Engineering (IDA) 
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memory the DFPGA motherboard provides two sockets which are equipped with so-
called Reconfigurable FPGA (RFPGA) modules. Each of these modules is assembled 
with a Virtex-4 FPGA, local buffer SDRAM and connectors to a front panel interface 
PCB (Printed Circuit Board). The CC is responsible for local configuration 
management of the attached RFPGAs, i.e. execution of initial full configuration, 
partial reconfiguration, generation of corresponding scrubbing files, and execution of 
configuration memory scrubbing. In addition, the CC software manages the SoCWire 
communication network and mass memory file system, and executes CC and user 
application specific TCs. TM packets containing status, events and processed user 
application data are forwarded by the CC to the SC.  
 
The redundancy configurations realizable with basic DRPM components are: 
· Single DRPM (internal redundancy concepts like multiple DFPGAs, redundant 
SpaceWire routers, redundant System Controllers) 
· Multiple DRPMs (two identical DRPMs are interconnected via the SpaceWire 
router, with the option to use the second one as a cold spare) 
 
Figure 2-4 illustrates the basic DRPM architecture and redundancy concepts. 
 
Figure 2-4 DRPM architecture and redundancy options 
2.2.2 DFPGA Module 
The DFPGA module (see Figure 2-5, DFPGA motherboard equipped with two 
RFPGA modules) is the actual processing unit of the DRPM demonstrator 
architecture. Configuration management and control functions are realized by the CC 
as described above, and reconfigurable SRAM-based Xilinx FPGAs are used for 
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exchangeable during runtime. The CC is implemented as a SoC in a Microsemi flash-
based FPGA. For a flight design this device would be replaced by an anti-fuse device 
or a combination of anti-fuse device and ASIC processor. The SoC is based on a 
LEON3 general purpose processor (GPP), off-the shelf IP (Intellectual Property) cores 
part of the GRLIB [Aer10] and custom made IP cores interconnected by an AMBA 
(Advanced Microcontroller Bus Architecture) AHB/APB (Advanced High-
performance Bus / Advanced Peripheral Bus). A dual AHB configuration decouples 
slow processor control functions from fast data handling functions with the latter one 
running on twice the frequency of the LEON3 GPP. The bus-based control and data 
handling part of the SoC provides in addition a gate to the network-based SoCWire 
communication architecture as depicted in Figure 2-6. Some degree of network 
redundancy is achieved by providing a ring path between the routing switch elements 
part of each FPGA design, i.e. with a physical loss of the communication path between 
two FPGAs the system is still fully operable. 
 
Figure 2-5 DRPM DFPGA module 
The main purpose of the communication network is to provide a flexible and fault-
tolerant communication infrastructure to establish arbitrary processing chains 
consisting of sensor interfaces and processing modules to be implemented within the 
Virtex devices on the RFPGA modules. With SoCWire originally developed as fault-
tolerant on-chip communication architecture with support for safe dynamic partial 
reconfiguration [Ost14], the communication architecture’s application spectrum was 
extended in the frame of the study with support for off-chip intra-FPGA 
communication. Further details are given in chapter 3. 
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2.2.3 Reconfigurable Applications 
The following two subsections present two application examples based on the DRPM 
architecture. The first example is the Integrated Payload Data Handling System (I-
PDHS) implemented on the actual demonstrator hardware; the second example is the 
derivation of the DRPM concept into the DPU architecture of the Solar Orbiter PHI 
instrument. 
2.2.3.1 Integrated Payload Data Handling System 
Figure 2-7 depicts the block diagram of an I-PDHS demonstrator developed by 
Astrium UK in collaboration with the British space industry and academic institutes, 
which based on the DRPM hardware [Wis13]. While a conventional PDHS handles 
just the already processed data from discrete instruments with their own processing 
units, the integrated approach envisages that different sensors are connected directly to 
a central processor via a standardised interface, e.g. SpaceWire. It is assumed that for a 
centralised approach the processing capacity for all sensors can be matched more 
efficient compared to dedicate processing on instrument level. From instrument’s point 
of view the data processing may be executed on a more powerful processor, which 
might be, in addition, optionally implemented in a redundant manner. The realized 
demonstrator attaches two sensors; a 4k x 4k camera sensor, which is part of the 
Camera Electronic Box (CEB), generating burst transfers of about 30Mbit/s raw image 
data, and a Magnetometer Front End Electronic (MAG FEE) generating continuous 
streaming data in the range of a few kilobits per second. The camera application 
requires a reconfiguration between two operation modes: (1) command mode and (2) 
image data processing mode. The two sensors are attached via SpaceWire interfaces to 
the DRPM platform. Both applications are running concurrently and virtually 
independent on one processing platform. While the application’s hardware processing 
modules are separated within the FPGA by individual reconfigurable partitions as 
illustrated in Figure 2-8, the corresponding software applications are running separated 
and independent by means of a hypervisor kernel on a LEON3 processor. For the 
purpose of the latter one, an additional processing board is attached to the system via 
the SpaceWire router, since the Configuration Controller’s DMA (Direct Memory 
Access) functions for transferring data between host processor and SoCWire network 
are considered to be not compatible with the envisaged partitioning standard IMA-SP 
(Integrated Modular Avionics for Space) [WFN+13]. 
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Figure 2-7 I-DPHS demonstration system (adapted from [Wis13]) 
 
Figure 2-8 I-DPHS hardware processing example (adapted from [Wis13]) 
2.2.3.2 Solar Orbiter/PHI 
The principal hardware architecture of the Solar Orbiter (SO) Polarimetric and 
Helioseismic Imager (PHI) instrument is based on the DRPM architecture used as a 
single-instrument payload processor [BFL+13, FBL+12]. The instrument will provide 
full-disk measurements of the continuum intensity, the vector magnetic field and the 
line-of-sight velocity of the solar plasma. A high-resolution active-pixel sensor 
provides images with 2048x2048 pixels and 14 bit depth, and will generate in the most 
complex observing mode data sets with 3.22 Gbit of raw data per set and minute. 
Before the data can be sent via the bandwidth limited TM link down to earth, advanced 
processing tasks have to take place to reduce the amount of raw data to 100 Mbit per 
set with still meaningful scientific content. A simplified data processing flow is 
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Figure 2-9 Simplified SO/PHI data flow diagram 
Figure 2-10 depicts a block diagram of the SO/PHI hardware architecture. An ASIC 
LEON3 processor functions as SC with TM/TC interface to the spacecraft. An anti-
fuse FPGA takes on the role of the CC and manages the reconfiguration of the two 
SRAM-based FPGAs, which are used for hardware-based control and processing 
functions. In addition, the CC manages the NAND-Flash memory for storage of raw 
and processed data. Since a parallel image acquisition and real-time data processing is 
not possible with just two SRAM-based FPGAs, the processing with the available 
devices has to be performed in a time-shared manner. Hence, DPU operation is split 
into two modes (cf. Figure 2-9 and Figure 2-10): 
1. Image acquisition mode 
2. Image processing mode 
During acquisition mode one of the FPGAs is configured to control the Image 
Stabilization System (ISS), while the second one is configured with logic to control 
image acquisition and perform accumulation of sequences of images. In the most 
complex observing mode 24 accumulated images form one data set [FBL+12] are 
processed. All data sets acquired within several hours of mode 1 operation are written 
for intermediate storage into the non-volatile memory. Switching into the processing 
mode requires full reconfiguration of both FPGAs. In this mode the collected data are 
read out from the non-volatile memory and passed to the first FPGA for execution of 
classical image pre-processing tasks (e.g. dark and flat-field calibration). In a further 
step these pre-processed data are transferred to the second FPGA which performs an 
inversion of the Radiative Transfer Equation (RTE) to derive scientific parameters like 
the magnetic field vector and the velocities along the line-of-sight. As for DRPM the 
SoCWire communication infrastructure is used for transmitting data in between the 
anti-fuse and the reconfigurable FPGAs as well as inside the particular devices. Due to 
limited resources the IP cores interconnected by means of SoCWire, particularly the 
ones implemented into the SRAM-based FPGAs, will not in all operation modes be 
fully mitigated by TMR [FBL+12]. On the other hand, the instrument’s orbit will 
include conditions which result in significantly high error rates [MBG+13], potentially 
increasing the failure rate and reducing the availability of unmitigated IP cores. Thus, 
the used communication infrastructure has to work properly, also in the presence of 
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Figure 2-10 SO/PHI DPU architecture block diagram 
2.3 Reconfigurable Platforms Summary 
Processing systems based on reconfigurable hardware, particularly SRAM-based 
FPGA technology, have been already used throughout the last decade. Several 
experiments and instruments already in space or currently in development are relying 
on this technology for processing tasks. Table 2-2 summarizes and compares the basic 
architecture of the approaches described throughout this chapter. It is important to note 
that also for the flight configuration some approaches, like e.g. the SpaceCube, do not 
use the space-qualified but the commercial FPGA device, which significantly reduces 
the production costs. 
The principal composition for all approaches is quite similar. With exception of the 
FOBP all architectures rely on two to three SRAM-based FPGA devices, which are 
interconnected with a radiation-hard anti-fuse FPGA in charge for the configuration 
management and supervision of the SRAM-based devices. To achieve fault-tolerance 
and to provide highest flexibility, the intra-FPGA connection is typically realized in an 
every FPGA being interconnected with every other FPGA manner. For this purpose 
different dedicated parallel or serial interconnections are used. Apart from the 
memory-mapped approach from Dawn for intra-FPGA communication and the PCI 
bus based interconnection scheme between the anti-fuse bridge FPGA and the three 
Xilinx FPGAs used on the RA-RCC board, the otherwise employed dedicated point-
to-point interconnections avoid, that upset induced failures on one communication link 
have an effect on other links. Anyhow, measures may be necessary that faulty data sets 
or packets do not have any effect on the communication infrastructure or system 
implemented in the anti-fuse or remaining SRAM-based FPGA(s). Of course, the most 
appropriate solution may be the application of TMR on the full design including the 
IOs (cf. chapter 4), but due to limitations in logic resources or availability of pins this 
might not be possible for all application scenarios. Especially platforms like the RA-
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When an inter-module communication is envisaged, then typically bus-based 
approaches or SpaceWire links are supported. By using an anti-fuse FPGA providing 
the interface between the upset sensitive reconfigurable processing system and the 
inter-module communication architecture, an isolation of the particular processing sub-
systems from the remaining system components is achieved and the probability of 
fault propagation on system level is minimized. 
As can be seen from Table 2-2, the full reconfiguration of FPGAs including upload of 
new or updated full-configuration files and the exchange of these files in-orbit has 
been already proven, e.g. for CFE, and is envisaged for all latest platforms in 
development. In contrast, the support for partial dynamic reconfiguration in space 
applications is up to now quite limited. From the given platform examples already 
used in space only the SpaceCube [Sea08] provides the feasibility to reconfigure one 
of the four processing nodes (cf. Figure 2-2) while the other three are operating. 
However, no further information is available if this feature was actually used in one of 
the SpaceCube-based missions and how in detail the isolation from other nodes is 
realized. Explicit support for partial reconfiguration is planned for the FOBP. A 
flexible communication between the partial reconfigurable modules is realized via a 
multiplexer scheme providing data paths in both directions and is located in the static 
area and externally controlled. Anyhow, external periphery like memories and 
interfaces are assigned statically to distinct partitions. For this approach there is also 
no qualification scheme presented for uploaded processing modules and, furthermore, 
it is not known how this communication approach behaves in the presence of faults. 
However, at least radiation-induced errors are less probable for this platform since the 
Virtex-5 RHBD (Rad Hard By Design) devices are employed (cf. chapter 4), which 
are less susceptible to upsets compared to former devices. The SoCWire approach 
used for DRPM relies on principles of a NoC (Network-on-Chip) and therefore 
provides a flexible communication between reconfigurable nodes as well as external 
periphery. Developed as fault-tolerant and reliable communication architecture for a 
reconfigurable system in space applications, it shall support the isolation of modules in 
the presence of faults and during reconfiguration. With the DRPM platform available, 
a more detailed characterization of this communication architecture will be performed 
in the following. 

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3 SoCWire Network-on-Chip Approach 
The commonly used communication architectures within embedded SoC environments 
are either bus-based communication architectures like AMBA (ARM) or CoreConnect 
(IBM), or network-based communication architectures, e.g. Æthereal (Philips) 
[GDR05]. Especially NoCs have become an intensively studied research area for 
interconnection of processing cores within an embedded on-chip environment. The 
advantages of network communication compared to bus-based communication are: (1) 
NoCs scale better with the number of cores and (2) provide a greater design space for 
adaption to the needs of the particular application (e.g. topology, routing and 
arbitration). Especially the latter fact provides many opportunities to implement fault-
tolerance mechanisms into the communication architecture, which becomes ever more 
relevant since technology scaling towards ever finer structures increases the 
probability of defects in the physical layer already during manufacturing. 
 
For space applications communication architectures have to be very reliable and 
existing standards provide a high degree of fault-tolerance and are well validated. Bus-
based examples for communication architectures interconnecting subunits on 
spacecraft are MIL-STD-1553B [Dep78] as well as CAN (Controller Area Network) 
[BOS91]. Both standards provide a very limited transmission rate of up to 1 Mbit per 
second. Another communication standard widely used on-board today’s spacecrafts is 
SpaceWire [Eur08], which based on a combination of the IEEE1355-1995 standard 
and the LVDS standard. SpaceWire provides a heterogeneous full-duplex point-to-
point data communication between subunits and is used for high-performance payload 
and control data transmission of up to 200 Mbit per second. With SpaceFibre 
[PFGM12] an extension of the SpaceWire standard is in development and will support 
transmission rates of up to several Gbit per second to satisfy the demand of future 
space missions. Furthermore, with SpaceFibre advanced reliability and quality of 
services mechanisms are introduced. 
 
In traditional NoC research the physical layer is considered as unreliable [RFZJ13]. 
The same applies for today’s available space-qualified SRAM-based FPGAs, which 
are suitable for partial reconfiguration. Most of these devices can be also considered as 
an unreliable medium for any implemented processing and communication logic as 
will be shown in more detail in chapter 4. 
 
This chapter introduces in detail the SoCWire on-chip communication architecture, 
which based on NoC principles and has been derived from the fault-tolerant 
SpaceWire standard for usage as reliable interconnection scheme within partial 
dynamic reconfigurable SRAM-based FPGAs. The chapter starts with a general 
summary of SoCWire network principles and outlines further the details of the 
available components. 
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3.1 SoCWire Introduction 
The SoCWire network on-chip approach was developed to provide a flexible and 
robust communication architecture for partial reconfigurable systems implemented in 
SRAM-based FPGAs [Ost14]. Therefore, SoCWire adapts the original SpaceWire 
inter-subunit communication principles for an on- and off-chip communication 
between a host system (processor, memory controller and spacecraft interfaces), 
several partial reconfigurable processing modules, and sensor interfaces, which are 
implemented in one or several FPGAs. Since the application focus is on usage within 
an FPGA and hence a fully synchronous environment, serialization and de-
serialization as well as clock encoding and recovery schemes of the original 
SpaceWire standard are not needed and instead a fully synchronous, parallel on-chip 
transmission is used. A general introduction of SpaceWire is compiled in Annex 1. 
While the implementation of partial reconfigurable modules inevitably implies a 
reconfigurable SRAM-based FPGA, the required host system may be either 
implemented in the SRAM-based FPGA’s static area, or depending on the 
requirements in an anti-fuse FPGA or in an ASIC. 
According to [Ost14] SoCWire enables an isolation of the dynamically reconfigurable 
areas from the static part of an SRAM-based FPGA. The circuitry implemented in the 
latter part is assumed to be properly mitigated and may include the complete host 
system or even part of it. Size and quantity of the reconfigurable areas depend on 
application and available logic of the envisaged target device. While it is assumed that 
the content of the static area is fixed and might only be updated in case of occurrence 
of severe failures, the partial reconfigurable modules implementing the algorithms 
required for scientific data processing are regularly exchanged according to mission 
and application specific needs. Adaptations in modules have to be verified and re-
qualified on earth before the modified modules can be uploaded to the spacecraft. The 
features of SoCWire shall maintain the qualification of the circuits implemented 
within the static area in such a way, that only a delta qualification of new or modified 
modules is required [Ost14]. 
 
The summarized features of SoCWire are [Ost12]: 
· Bi-directional, full-duplex point-to-point communication between 
(reconfigurable) nodes 
· High speed data rates by using synchronous, parallel data transmission 
· Synchronous parallel interface with configurable data word width from 8 bit to 
128 bit 
· Credit-based flow control 
· Hot-plug ability to support replacement of modules while the network is active 
· Link error detection and recovery in hardware 
· Support of adaptive macro-pipeline processing 
· Scalability 
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The principle data transmission protocol of SoCWire is similar to SpaceWire. The 
character level consists of data and control characters. Data characters transmit the 
actual user data and control characters are used to manage the dataflow between two 
links. The data word width of SoCWire is configurable. Therefore, the actual length of 
a SoCWire character corresponds to the desired data word width plus an additional 
flag identifying the character type (data or control) as well as an odd parity bit. 
Presumably because of its SpaceWire heritage, which uses serial data transmission, the 
SoCWire parity bit covers the data or control character bits of the previous word plus 
the parity and control flag of the current word. All characters available are summarized 
in Table 3-1. The four control characters are: Flow Control Token (FCT), normal End 
Of Packet (EOP), Error End of Packet (EEP) and NULL token. On the SoCWire 
exchange level the FCT and NULL represent the link characters (L-char). The data 
characters, as well as the two end of packet markers, EOP and EEP, represent the 
normal characters (N-char). L-chars are used for link initialisation and flow control 
and are never visible to the user. The NULL character is transmitted in idle phases of 
the link, while the credit-based flow control is realized with FCTs. Each FCT sent by 
one end of a link signalizes the particular counterpart that it is allowed to send eight N-
chars to the node from which the FCT originates; by this means an overflow of buffers 












0x0 ‘1’ P (odd) Flow control 
token 
FCT L-char 
0x2 ‘1’ P (odd) Normal end of 
packet 
EOP N-char 
0x1 ‘1’ P (odd) Error end of 
packet 
EEP N-char 
0xB ‘1’ P (odd) Null character NULL L-char 
DWidth-1 .. D0 ‘0’ P (odd) Data character -/- N-char 
Table 3-1 SoCWire character types 
The packet structure of SoCWire is identical to SpaceWire. A packet is composed of a 
destination address part, a cargo part and an end of packet marker (EOP/EEP). The 
destination address can be omitted if the connection is just a point-to-point connection 
between two nodes. Otherwise, because of the employed wormhole routing, the 
amount of destination addresses depends on the amount of switches to pass. The data 
character following an EOP marker indicates the beginning of a new packet. The 
length of a SoCWire packet is theoretically unlimited. 
On the network level nodes are typically interconnected by switches, as shown in 
Figure 3-1, whereas the topology can be arbitrary. SoCWire supports wormhole 
routing with path addressing. Each packet arriving at a switch’s entrance port is 
immediately routed to the output port defined by the heading word of the packet. If the 
output port is available, the address word is deleted, the path is established and data is 
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transmitted word by word. The switch logic releases an established input to output port 
path as soon as an EOP marker is received. The advantage of the supported routing 
scheme is that wormhole routing typically requires no or even small buffers and the 
packet latency is quite small. In addition, the employed path addressing requires no 
routing table within the switch and therefore simplifies the switch implementation. 
 
Figure 3-1 SoCWire interconnection schemes: network (a) and point-to-point (b) 
3.2 SoCWire Network Components 
A heterogeneous SoCWire network is depicted in Figure 3-1 (a). The components of 
such a network are processing or interface nodes, which include each a SoCWire 
CODEC (Coder DECoder) instance and a connection to network via a SoCWire 
switch. Similar to the exemplary SpaceWire network with a control processor (cf. 
Figure A-2) the depicted SoCWire network comprises a host system which serves, 
amongst other tasks, as a centralised network management element. For a SoCWire 
network a centralised network management approach is more convenient than a 
distributed management used in many conventional NoCs. The reasons for that are:  
· The number of nodes in a SoCWire network is typically in a low double-digit 
range. 
· Required nodes for data processing have to be configured and set up in advance 
by a management instance anyway. 
· Nodes are typically slave co-processors. 
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Data processing will be typically conducted in a macro-pipeline fashion, i.e. that the 
processor will set up a chain of hardware processing cores, configures the data flow 
path and acquires data from a sensor interface. The acquired raw data is then routed to 
the first processing core, processed by this core, routed to the second processing core, 
and so on until the final data is sent to the host processor for final transmission to the 
spacecraft or stored in a local mass memory. The latter unit might be also integrated as 
a SoCWire network node or attached to the processor bus of the host system. Such a 
macro-pipeline processing scheme is depicted in Figure 3-2. 
 
Figure 3-2 Macro-pipeline data processing 
3.2.1 SoCWire CODEC 
The SoCWire CODEC is the interface to the network and forms source and destination 
of a SoCWire link. The CODEC encompasses the above described character and 
exchange level. Central element is a state machine responsible for link initialisation 
and error handling. For the purpose of link initialisation sequences of silence, NULL 
tokens and FCT are exchanged between two CODECs. When the link is finally 
established, the state machine moves into the state representing normal operation. 
Within this running state N-chars (data characters and end of packet markers) are 
exchanged and passed to the network level as well as FCTs to prohibit buffer 
overflows. During idle phases of the link NULL tokens are exchanged. The receiver of 
the CODEC is responsible for decoding of the incoming data words. Valid incoming 
data is passed to a receiver FIFO (First In First Out) and any error detected on the link 
is flagged to the state machine. For the receiver FIFO the usage of FPGA Block 
Random Access Memory (BRAM) is envisaged, therefore the FIFO size depends on 
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intended width of a single SoCWire word. For FPGA’s with low or no BRAM 
resources available, CODEC’s with small FIFOs built-up from user flip-flops can be 
optionally instantiated. 
The receiver also passes the information about each received FCT to the transmitter 
engine which keeps track of how many data words it is still allowed to send. If too 
many FCTs are received an error is flagged and the link is finally disconnected. The 
CODEC also keeps track about its own receiver FIFO fill state and informs the 
transmitter engine when it is allowed to send a further FCT to indicate the vis-à-vis 
that it is allowed to send eight additional data words. For the transmit path the FIFO 
depth is just one, thus no dedicated BRAM is required. With a transmitter valid signal 
the sender indicates that it is in the phase of link connection or in the run state. If the 
opposite receiver detects that the counterpart’s valid signal is going low for a 
configurable period of time, it will also quit its running state and retry a link 
reconnection. Additionally, each CODEC indicates with an active signal that it is in 
running state.  
The maximum achievable data rate for one direction of a full-duplex SoCWire link can 
be calculated by [Ost14]: 
 







3.2.2 SoCWire Switch 
The SoCWire switch covers the functionality required on the network level. Packets 
arriving via a link at one input port of the switch are directly routed to an output port 
for transmission over another link. Each switch within a SoCWire network has a 
configurable application dependent as well as network topology dependent number of 
ports. The maximum number of ports is limited to 32. The basic composition of the 
switch is depicted in Figure 3-3. For each port a dedicated CODEC instantiation is 
used. The actual routing functionality is realized via entrance modules for each port 
and a switch matrix. As routing paradigm wormhole routing and path addressing is 
employed whose advantages are, that few buffer resources are needed and no routing 
table is required. 
Once a packet enters the switch via an entrance port, the header word, which contains 
the destination address, is decoded and the desired output port is indicated to the 
switch matrix. If the output port is free, then the connection via the matrix is 
established. Otherwise the packet at the entrance port has to wait until the desired port 
is free again. The established connection blocks the path until the end of packet marker 
passes the input and output port. For output port assignment the switch employs a 
round-robin scheduling algorithm. The maximum number of parallel data 
transmissions corresponds to the half of total available switch ports. 
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Figure 3-3 4-port SoCWire switch [Ost14] 
3.2.3 AMBA to SoCWire Bridge 
The LEON processor family [Aer14] is used as a basis for many embedded 
applications developed for space. The on-chip AMBA-based processor is available as 
a fault-tolerant VHDL
5
 IP core and can be extended with available or custom made 
peripheral IP cores to a complete SoC, which can be implemented in an ASIC or 
FPGA [Aer13a, Aer13b]. Its acceptance for space projects makes it ideal as a 
processor basis for the host system of a SoCWire network. The bridge between a 
SoCWire network and the processor’s AMBA AHB was developed in the context of 
the DRPM study [MBF+11]. The IP core has bus master capabilities and two DMA 
engines for transmission in each direction and to allow fast data transfers between 
memories and interfaces connected to the processor bus on the one hand and the 
hardware processing nodes within the SoCWire network on the other hand. The bridge 
limits the length of a single received SoCWire packet to a maximum of 2064 SoCWire 
data words consisting of potential remaining destination addresses and the cargo data. 
The status of the DMA buffers as well as detectable error conditions are indicated to 
the processor via a configurable interrupt line. 
3.2.4 SoCWire Protocol 
While SoCWire CODEC and switch define data transmission up to the packet and 
network level, the functionality of a further level is required which encapsulates the 
complexity of the network’s end-to-end communication from the user’s view. In a 
NoC context this connecting element between core logic and the actual network 
infrastructure is called network adapter [BM06]. While the interface to the network is 
                                              
 
5 VHSIC Hardware Description Language (Very High Speed Integrated Circuits, VHSIC) 
Matrix
Cell Cell Cell Cell
Cell Cell Cell Cell
Cell Cell Cell Cell

















































28 3 SoCWire Network-on-Chip Approach 
 
already defined with a SoCWire CODEC, the core interface was specified and 
implemented in the frame of the DRPM study [BMM+11, MB13, MBB+12]. 
In the NoC domain core interfaces like the AMBA AXI (Advanced eXtensible 
Interface) or OCP (Open Core Protocol) are very popular, since they allow the re-
usage of already available hardware IP cores. But IP cores providing an OCP interface 
are not very common in the SRAM-based FPGA domain and Xilinx provides AXI 
cores for Virtex series 6 and 7 devices only. 
For SoCWire, the SoCWire Protocol (SoCP) was developed, which is inspired by 
RMAP (Remote Memory Access Protocol) [Eur10], a well-established protocol in the 
SpaceWire domain. RMAP is used, on the one hand, to configure a SpaceWire 
network and, on the other hand, it is used to gather status information from available 
nodes as well as to transmit payload data from and to the nodes. But the adaption of 
the complete standard for SoCWire was considered as too costly in terms of logic 
resources. The RMAP reference implementation [STA] core is configurable in terms 
of its capabilities, i.e. a pure slave node only needs the instantiation of a target unit 
and all nodes which also have to act as a master need, in addition, an instantiation of 
the initiator unit. Thus, for SoCWire nodes participating on macro-pipeline processing 
all of these nodes would require both RMAP units. For comparison Table 3-2 shows 
the resource usage required for a RMAP implementation compared to a SoCP 
hardware implementation. Depending on core configuration it can be seen that the 
realized SoCP hardware implementation requires just 5 to 12 % of the logic resources 
in comparison to the resources necessary for a complete RMAP IP core. 
 
IP Core Configuration Device Slices Device 
Resources [%] 
SoCP 16bit w/o register XC3S1600E 164 1.11 
SoCP 16bit w/o register XC4VSX55 159 0.32 
SoCP 16bit w/ register XC3S1600E 253 1.72 
SoCP 16bit w/ register XC4VSX55 246 0.50 
SoCP 32bit w/o register XC3S1600E 176 1.19 
SoCP 32bit w/ register XC3S1600E 396 2.68 
RMAP target [STA] XC3S1600E 1,134 7.96 
RMAP initiator [STA] XC3S1600E 2,306 15.63 
RMAP target + initiator [STA] XC3S1600E 3,340 23.32 
Table 3-2 SoCP and RMAP IP core statistics 
The final features of the SoCP can be summarized as follows: 
· Support for source routing 
· Regular data packet and streaming data packet support 
· Lightweight implementation 
· Simple user data core interface 
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· Simple status and control interface from/to core 
· Support for streaming data 
· Central network master (host system) reachable on a defined route 
 
Figure 3-4 SoCWire network node 
The following two subsections summarize the features of the hardware implementation 
of the protocol, in the following called SoCP, as well as features of the software 
implementation running on the controlling processor, in the following called SoCPH 
(SoCWire software Protocol Handler). Both approaches aim at hiding as much as 
possible of the complexity of the network communication from the user level. The 
blocks forming a complete SoCWire network node are depicted in Figure 3-4 
3.2.4.1 General Protocol Features 
SoCP defines a set of transaction types which are tailored to the particular 
requirements and application scenarios of SoCWire with a packet structure which is 
inspired by SpaceWire RMAP. From the core interface’s point of view all protocol 
information is handled within the SoCP hardware implementation and only the 
payload data is passed to the core logic. The same applies for the software 
implementation where an API (Application Programming Interface) is available which 
passes just the user application data to the SoCPH and vice versa. From SoCP 
requirements summarized in the previous section the following transaction types were 
derived and implemented. 
 
Process and Reply 
The packets are created by the host processor, sent to a dedicated processing node, 
processed by this node and the processed data is sent back as a reply to the host 
processor. A special case exists when the destination node is an external interface 
node; in this case the destination node just consumes the data. The reply packet 
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Write/Read Register and Reply 
Each SoCP hardware implementation provides a set of registers, which are partly fixed 
and partly configurable. The host processor can read and write these registers with the 
write/read register transaction type. Each register access is acknowledged with a 
corresponding reply packet to indicate either the successful execution of the command 
or an error condition when, for example, an invalid register is accessed. For a register 
read access the reply packet contains the stored data value of the addressed register. 
 
Streaming Data Transmission 
The streaming data transaction type handles macro-pipeline processing (cf. Figure 
3-2). In this operation mode data is sent from node to node and no reply packet is 
generated. An exception to this rule is when any node detects an error within the 
header of the streaming packet. In this case the node detecting the error sends a reply 
packet containing error information to the host processor and discards the data. 
Before this transfer type can be used the host processor has to configure the desired 
data path by writing the corresponding configuration registers within each processing 
node belonging to the processing pipeline. Each node stores thereby just the 
information of its successor. 
 
In the SoCP context three packet types can be distinguished, which are depicted in 
Figure 3-5. Packet type (a) is used for process and streaming transactions, (b) is used 
for register access including the corresponding reply, and (c) represents a reply packet 
indicating just a status. The basic composition is the same for all packet types. Each 
packet starts with up to three address words, followed by a hardware ID word, a 
transaction/packet counter word and a transaction type / status word. Following the 
packet’s transaction type definition, the actual payload section begins with exception 
of packet type (c), which returns just status information coded within the designated 
word. For the data section of a register access only two data words are required. The 
first word addresses the register within the SoCP core and the second one holds the 
value to be written or the return value in case of a read reply. 
With the length limitation of the AHB2SOCW bridge (cf. 3.2.3), the payload section 
of a process and streaming transaction may have a length of up to 2048 data words. All 
packets are finalized with an EOP token. Each node within a SoCWire network has a 
unique hardware ID and the hardware ID included within each packet has to match the 
one of the destination node. If the destination node receives a packet containing an ID 
which does not corresponds with its own, then the packet is discarded and a reply 
packet indicating the error condition is generated and sent to the host. The 
transaction/packet counter is incremented by the host with each packet sent. The node 
will copy the current counter value into the reply packet, so that the SoCPH 
implementation running on the host is able to assign a reply to a corresponding request 
and identify a missing packet. Finally, the transaction type word defines the type of 
the packet and with a reply packet the hardware node may additionally code error 
status information within this word. With the SoCP limitation of maximum 3 path 
addresses, the maximum overhead of a SoCWire packet corresponds to 7 words or less 
than 0.5% for packets with maximum length. 
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Figure 3-5 Packet type definitions for process/reply and streaming transactions (a), 
for register/reply transactions (b), and status only replies (c) 
3.2.4.2 Hardware Implementation 
The small and effective hardware protocol implementation required the definition of 
some boundary conditions for the composition of SoCWire networks using SoCP. The 
following rules have to be obeyed when a SoCWire network is designed, which 
supports SoCP: 
(1) Not more than 3 switches in a row are allowed 
(2) Maximum number of ports per switch is limited to 16 
(3) Port 0 of a switch has to be connected to the host system or to a switch en route 
to the host system 
(4) Maximum distance from each node to any other node has to be 3 
(5) Each node requires a network-wide  unique hardware ID 
Figure 3-6 shows an (a) invalid SoCWire network configuration as well as a (b) valid 
configuration. Although for (a) the 3 switches in a row rule is obeyed, node ‘1’ cannot 
reach node ‘8’ since the distance from node to node is 5 which would require 5 path 
addresses for a transmission, but only 3 are supported by SoCP.  
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The register set of the SoCP IP core is depicted in Figure 3-7. It consists of a fixed part 
and a configurable part. The configurable part comprises the user registers, which can 
be configured by VHDL generics to the needs of the particular processing core. By 
means of these registers the core can be controlled or provide status information. The 
fixed part is mandatory in every SoCP instantiation and contains the routing 
information required for streaming data transmission. The node will use this 
information when it is supposed to generate a streaming data packet header. The first 
register contains the hardware ID of the destination node and the information how 
many address words have to be put in front of the header. The following three registers 
define the path to the destination node. 
The SoCP core does not envisage the usage of any further buffers. This means that the 
header information needs to be evaluated on the fly, which is possible with the defined 
short protocol header. Otherwise, the buffer-less implementation means that even 
packets terminated by an EEP are passed to the user level. Naturally, the information 
that a packet is corrupted is available with reception of the very last character. Passing 
only valid packets to the application layer would require storing the complete packet 
within a buffer implemented within the SoCP handler, which is considered to be too 
costly in terms of FPGA resources. Passing the EEP information to the application 
layer is a more general approach. Each application can implement independently 
required buffer memory for dedicated packet fault handling and processing. As long as 
the header is valid, applications might also tolerate corrupted packets to some degree, 
like missing or corrupted pixels in an image processing applications. 
 
Figure 3-7 SoCP register set 
3.2.4.3 Software Implementation 
The low-level software implementation of the SoCWire Protocol Handler serves as an 
abstraction level of the complex network management from the actual user application 
[BFB+13]. The software handler is located between SoCWire driver and user tasks. 
The interface provides data transfer functions corresponding to the different SoCWire 
transaction types and allows a simple exchange of data between software processing 
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dynamically exchanged by the user application additional functions need to be invoked 
which update the network configuration and re-assign software processing tasks to the 
new node. The complete set of available functions provided by SoCPH is defined in 
[MBLB12]. 
 
Figure 3-8 depicts a detailed block diagram showing the components of the software 
handler and the interaction principles with the user environment on the one hand and 
the network environment on the other hand. The three main components of the handler 
are (a) the Packet Header Generator for all write accesses to the network, (b) the 
Response Dispatching Machine for all incoming traffic to the host processor, and (c) 
the Routing Information Database. The database contains the current configuration of 
hardware nodes within the network. Therefore, each currently available node in the 
network needs to be added with its individual hardware ID and the exact location in 
the network before it can be used. Furthermore, a task (process data) or a function 
(streaming data) has to be registered to allow the Response Dispatching Machine to 
channel incoming data from the network. When the hardware ID of a node is not 
registered within the handler, all incoming data from this node will be discarded. For 
registered nodes applies that before any data is dispatched to one of the tasks or 
functions, the validity of the packet header is verified and the header finally removed. 
Packets considered as erroneous, i.e. with an invalid hardware ID, invalid type or error 
flag(s) set, are also discarded. 
Process data packets and streaming data packets are sent asynchronously into the 
network, i.e. that the transmitting task is not blocked. This is important since the 
hardware processing could take some time, especially if the processing is done in a 
macro-pipeline fashion. Therefore, the transmission and reception of data can be split 
into two different tasks (cf. node #1 in Figure 3-8). While for the replies of process 
data packets a buffer queue is reserved, this is not considered for streaming data 
coming from the network in order to be more flexible and to avoid buffer overhead. 
The reason for this is that the source of streaming data can be manifold, e.g. data 
coming from an external interface node, results from a macro-pipeline processing, or 
asynchronously generated event or error messages sent from a node to host processor. 
Contrary to the asynchronous data transmission all register accesses are implemented 
synchronously. The calling task blocks until the reply of the register access is received. 
Register packets are small and the execution of a read or write access to one of the 
node’s internal registers takes not much time. 
 
The management of the reconfiguration files, initiating of an actual node 
reconfiguration, and updating the network configuration is in the responsibility of a 
user task as implied in Figure 3-8. Before a node is reconfigured the software has to 
take care that all transactions from and to the node are completed and that the old 
HWID (Hardware ID) is unregistered. After the reconfiguration is finished the new 
hardware node can be registered. 
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Figure 3-8 SoCPH block diagram 
The data transfer functions provided by the protocol handler are listed in Table 3-3. 
 
Function Name Description 
readRegister() 
writeRegister() 
Read/Write a SoCWire node register 
process() Send a process packet to a node 
readData() Read from a node (process packets only) 
streamData() Send streaming data packet to a node 
User streaming data function Function registered and invoked by the handler when a 
streaming packet is received by the host 
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3.2.5 SoCWire Synchronization Elements 
The SoCWire synchronization elements are used at device boundaries when data is 
transmitted from or to another chip and, therefore, another clock domain. The 
construction of one synchronization element is quite simple. The two main 
components are a SoCWire CODEC and an asynchronous FIFO, which handles the 
crossing between the two different clock domains. Figure 3-9 depicts two possible 
variants for the instantiation of the SoCWire synchronization elements. Variant (a) is 
intended for the synchronization between two Xilinx FPGAs supporting the same 
asynchronous FIFO IP core with identical core configuration. Variant (b) can be used 
for clock domain crossing between a SoCWire network implemented in a Xilinx 
device and another non-Xilinx device, but which provides already a SoCWire CODEC 
interface, e.g. a host controller implemented in an ASIC or Microsemi FPGA.  
 
Figure 3-9 SoCWire synchronization elements 
3.2.6 SoCWire Transmission Examples 
Figure 3-10 shows several SoCWire transmission examples based on the different 
packet and transaction types. Example (a) shows a process or register request to a 
processing node. The destination node creates a reply which is sent back to the host 
system. Figure (b) depicts a process request to an interface node. In contrast to (a), the 
node consumes all data and sends just a reply without any user data back to the host 
system. Without any error flags set within the reply packet it can be assumed that 
packet transmission was successful. Example (c) shows a streaming packet generated 
by the host system and sent to a processing node. The processing node PRM#1 is 
configured to send the data directly to the interface node. In this example, the host 
system will never get a feedback that the data transfer was successful. Figure (d) 
represents a similar example, with the difference that the data is sent from the host to 
the interface node via two PRMs in a macro-pipeline processing fashion. Examples (e) 
and (f) illustrate streaming data transfers to the host system. While in (e) the data 
enters the network via the interface node and is transmitted to the host system after 
being processed by PRM#1, in (f) the packet originates from the host, is processed by 
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(a) Process or register request from host 
to PRM#1 with reply 
 
(b) Process packet from host to interface 
with reply (without data) back to host 
 
(c) Streaming from host via PRM#1 to 
interface 
 
(d) Streaming from host via PRM#1 and 
PRM#2 to interface 
 
(e) Streaming from interface via PRM#1 
to host 
 
(f) Streaming from host via PRM#2 and 
PRM#1 back to host 












































































































































































































































































































4 SRAM-based FPGA Fault Models 
The primary target architectures for the SoCWire NoC approach detailed in the last 
chapter are reconfigurable SRAM-based FPGAs for space applications. For this field 
of application these devices are offered by Atmel and Xilinx, but for the envisaged 
reconfigurable data processing platforms only the Xilinx Virtex series provides the 
needed high gate count and clock speeds. 
 
This chapter deals with the characteristics of the considered FPGA technology and its 
behaviour when it is exposed to the harsh space environment. The device’s sensitivity 
to radiation and in particular the resulting soft errors are of most concern in this 
context. Regarding other effects accompanied with CMOS (Complementary Metal-
Oxide Semiconductor) technology it is up to the manufacturer to address physical fault 
causes like wear-out effects and internal electromagnetic interferences during the 
FPGA chip design, and thus these effects are not a concern of the user who 
implements the circuits on this device type. For example, Xilinx guarantees less than 
0.1% wear-out expectation per device after more than twenty years of operation at 
maximum junction temperature [LA08]. 
 
At the beginning of this chapter an overview of target technologies for implementation 
of complex logic circuits is given. Further on the Virtex FPGA architecture and its 
reconfiguration capabilities are introduced. Next the effects of space radiation 
environments on microelectronics and particularly on SRAM-based are summarized. 
Based on the given background information general fault models dedicated to this 
specific FPGA type are introduced and common mitigation and recovery practices 
explained. Finally, validation methods for implemented user circuits are reviewed at 
the end of this chapter. 
4.1 Target Technologies 
In general, complex logic circuits like SoCs can be implemented on different target 
technologies, which are either non-programmable or in-the-field (re-)programmable as 
itemized in Figure 4-1. ASIC and ASSP (Application Specific Standard Products) 
belong to the first category, programmable and reprogrammable FPGAs belong to the 
second one. While ASICs are typically designed for a dedicated function or a specific 
application, ASSPs are designed for the mass market and a specific range of 
applications, e.g. processing cores in set-top boxes or mobile phones. All these 
architectures may contain up to several billions of transistors when implemented in 
today’s 28nm or even smaller technology. 
 
The principle composition of an FPGA is an array of programmable logic elements 
which are connected by programmable interconnections. Additionally, FPGAs may 
include hard IP cores like RAM (Random Access Memory) elements, interface cores, 
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or even processors. The universality of these devices requires additional elements 
which define and fix the intended user functionality. 
 
State-of-the-art FPGA technologies are: 
· Antifuse FPGA: These devices are non-volatile and one-time programmable. 
During programming a permanent, low resistance path between two metal 
layers is established. Antifuse devices are typically used for applications 
requiring high-reliability. 
· SRAM-based FPGA: The configuration of these devices is stored in SRAM 
memory cells and thus volatile. The reconfiguration process is very fast and 
most of the devices available on the market also support partial dynamic 
reconfiguration. The main disadvantage is that the configuration has to be 
stored in an external memory (typical non-volatile) and needs to be loaded after 
each power cycle. 
· Flash-based FPGA: Flash FPGAs store their configuration in internal Flash 
memory cells and therefore the intended functionality is immediately available 
after power-up like for antifuse devices. The electrical erasability of the 
configuration memory cells makes them reprogrammable, but not in a partial 
dynamic manner. In comparison to the fast programming of SRAM memory 
cells the erasing and programming procedure of Flash memory cells needs 
significantly more time. Another advantage of the Flash-based FPGAs is their 
low power consumption. 
 
Figure 4-1 Technologies for implementation of complex logic circuits 
4.2 Xilinx FPGA Architecture 
With today’s FPGAs not only simple logic functions can be realized, but complete 
SoCs can be integrated in a single device. For the composition of reconfigurable data 
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(1) Non-recurring Engineering (NRE)
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Virtex series. For space applications the up to date devices are the Virtex-4 and Virtex-
5 series, which are already several generations behind their commercially available 
counterparts. For the specific space domain, no other FPGA types providing 
comparable logic density and performance are available. 
The principle FPGA architecture consisting of an array of configurable logic elements 
interconnected by programmable interconnections is valid for every FPGA device. But 
the detailed composition varies with each manufacturer. In the following the Virtex-4 
architecture is introduced, which is also used for the DRPM demonstrator platform (cf. 
chapter 2.2). 
 
Figure 4-2 shows the composition of a single Configurable Logic Block (CLB). This 
block consists of four slices, one pair from type M and one pair from type L. Each 
slice contains two 4-input Look-Up Tables (LUT) for generating combinatorial logic, 
two storage elements configurable as latch or flip-flop, carry-logic as well as 
multiplexers for slice-internal signal routing. The LUTs in a slice from type M can be 
additionally used as shift register, distributed RAM, or ROM (Read Only Memory). 
Interconnection between several CLBs is realized by different means:  
· Dedicated connections for fast transmission of carry signals between slices of 
adjacent CLBs in a column (CIN, COUT),  
· a local interconnect scheme for connections between neighbouring slices,  
· and a switch matrix which enables each CLB to access the General Routing 
Matrix (GRM).  
Beside the basic CLB elements each device of the Virtex-4 series contains clock 
management resources (Digital Clock Manager, DCM), dedicated BRAM resources, 
configurable input/output elements (SelectIO), and DSP slices. Depending on the 
device type, additional embedded hard IP resources like Ethernet MAC (Media Access 
Control), PowerPC cores, and Multi Gigabit Transceivers (MGT) are available. 
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The principle composition of a Virtex-4 slice of type M is depicted in Figure 4-3. 
However, compared to the original diagram from [Xil08] some minor elements and the 
lower LUT and storage element are omitted. The key element is the four-input LUT 
for implementation of any four-input Boolean function. Together with the not shown 
multiplexers and lower LUT, functions with up to eight inputs can be generated. The 
reset input (SR), clock input (CLK) and clock enable input (CE) are shared between 
the two storage elements. When arithmetic logic is implemented, the XOR gates 
associated with each LUT are used for adder implementations, and the AND gates for 
multipliers. 
 
Figure 4-3 Top half of Virtex-4 slice of type M (adapted from [Xil08]) 
On the one hand, the Virtex-4 interconnection scheme consists of fast local 
connections between local elements within a CLB to realize large and fast logic 
functions. On the other hand, interconnections realized via the switch matrix integrated 
in each CLB allow an interconnection of a CLB with any other CLB located in the 
overall NxM CLB matrix. For interconnection of a switch matrix with another switch 
matrix each matrix has access to a set of hardwired interconnections in horizontal or 
vertical direction: a set of long lines spanning the full height or width of the CLB 
matrix, a set of hex lines connecting a switch matrix with a matrix three or six array 
positions away, and a set of double lines connecting to the next or the one after the 
next switch matrix. Additionally, direct interconnections exist via the switch matrix to 
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Table 4-1 lists the logic resources in one basic CLB element of any Virtex-4 device. 
For comparison the equivalent resources for a Virtex-5 device are also added, since 
Xilinx modified the number of LUT inputs beginning with the Virtex-5 series from 












Virtex-4 4 4 8 8 2 64 bits 64 bits 
Virtex-5 6 2 8 8 2 256 bits 128 bits 
(*) SLICEM only 
Table 4-1 Logic resources of a CLB in Virtex-4 & Virtex-5 series devices 
The configuration of Xilinx FPGAs is stored in SRAM cells and, therefore, volatile. 
With each power cycle the configuration data has to be loaded into the FPGA. This has 
to be done via one of the provided external configuration interfaces: JTAG (Joint Test 
Action Group), serial configuration interface or the SelectMAP (SMAP) parallel 
interface. The latter two interfaces can be externally configured to slave or master 
mode. In slave mode an external controller writes the configuration data into the 
FPGA and in master mode the FPGA itself reads the data from a suitable non-volatile 
memory device. After initial configuration the FPGA’s configuration memory can be 
additionally accessed via the Internal Configuration Access Port (ICAP).  
 
Bits Type Description 
[31:23] Reserved -/- 
[22] Top/Bottom 0: top half rows, 1: bottom half rows 
[21:19] Block Type 0: CLB/IO/DSP/CLK/MGT 
1: Block RAM interconnect 
2: Block RAM content 
6: Block RAM data integrity (for scrubbing only) 
Other: Reserved 
[18:14] Row Address Selects a row of frames 
[13:6] Column Address Selects a column 
[5:0] Minor Address Addresses a frame within a column. Amount of addressable 
frames within a column depends on column type: 
CLB(22), IOB(30), DSP(21), CLK(3), MGT(20), BRAM 
interconnect(20), BRAM content (64) 
Type Quantity Per Frame Height  
CLB 16  
BRAM 4  
IOB 32  
DSP 8  
Table 4-2 Frame address register composition and number of elements per frame 
height [Xil09] 
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The Virtex-4 configuration memory is composed of frames. A frame is the smallest 
addressable segment and has a fixed length of 41 words (= 164 byte = 1312 bits). In 
plain words, each frame can be read or written by setting up the internal FAR (Frame 
Address Register) and executing the required amount of read or write cycles. 
The composition of the FAR is shown in Table 4-2. 
 
Figure 4-4 Detailed excerpt of SX55 frame layout 
Figure 4-6 depicts the detailed frame layout for the Virtex-4 SX55 device. The layout 
shown in the figure corresponds to the organization of a full configuration file with 
exception of the BRAM integrity frames, which are just necessary for configuration 
memory scrubbing [CT09]. The amount of total rows and columns as well as the 
amount and organization of columns per element type (CLB, IOB
6
, DSP, etc.) depends 
on the device type and can be retrieved from tools like PlanAhead. Larger devices in 
terms of resources have inevitably more rows and columns as smaller ones. A detailed 
view of the frame layout within the rows is depicted in Figure 4-4. The height of a 
single row corresponds to the height of a single frame. A row consists over its length 
of a series of frames. The minor address represents a particular frame within a column 
and restarts with the beginning of each column. The actual number of frames per row 
and column and how many FPGA elements it actually comprises depends on the 
element type (cf. Table 4-2). For example, for the CLB element type 22 frames 
configure 16 CLBs per row and column plus additional clock resources, which are 
configured by bits located in the middle of each frame. The general arrangement of 
                                              
 





















































































































































































































o o o o o o o o o














































































































































(+ 1 HCLK) 
= 41 words 
* 22 frames
4.2 Xilinx FPGA Architecture 43 
 
words within a frame with the High-Speed Clock (HCLK) word in the middle is 
depicted in Figure 4-5. 
 
Figure 4-5 Configuration bits arrangement of a frame (adapted from [CT09]) 
In a regular configuration data file the FAR is set to 0 and the configuration of the 
device begins with the frame in the left-most column in the top half of the device. The 
FAR increments automatically after each configuration frame. The minor address is 
incremented first, then the column address, row address, top/bottom bit and, finally, 
the block type. To allow a smooth transition from one row to another two extra 
dummy frames are required in the configuration data file. 
 
The same configuration interfaces used for a full configuration are also employed for 
(dynamic) partial reconfiguration of regions of the FPGA. During the partial 
reconfiguration process only the frames associated with a dedicated partial 
reconfigurable area are rewritten and the regions of the FPGA not subjected to 
reconfiguration are allowed to continue operating. 
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4.3 (Dynamic) Partial Reconfiguration 
Partial reconfiguration denotes a feature to modify the configuration and, therefore, the 
functionality of just a dedicated part of the FPGA. In this context the term dynamic 
additionally enables the reconfiguration during runtime, i.e. the remainder of the 
system is still operating while a module with function A is replaced by module with 
function B. With such a time shared approach resources may be better utilized. In 
addition, better resource utilization may enable the usage of a smaller device and, 
therefore, save device costs and reduce static power consumption. Furthermore, 
dynamic partial reconfiguration is an essential feature, which allows the usage of 
SRAM-based FPGAs in critical applications. By means of configuration memory 
scrubbing while the device is operating, configuration memory upsets can be corrected 
and their accumulation can be avoided. With shrinking feature sizes of the latest FPGA 
families such upsets are not solely a matter for space and avionics applications, but 
should be addressed by all application areas dealing with safety and reliability 
[Whi12].  
 
Figure 4-7 illustrates the basic principle of module-based reconfiguration and 
introduces the relevant terminology. The area of the fabric to be reconfigured is called 
Partial Reconfigurable Area (PRA). Several of these regions may be defined within 
the FPGA fabric. The modules to be loaded to these areas during runtime include the 
actual functionality and are termed Partial Reconfigurable Modules (PRM). The 
remaining area surrounding the PRAs is called static area and is typically not 
subjected to any change. The partial reconfiguration may be executed via the external 
configuration interfaces (SelectMAP, JTAG) or via the ICAP with the reconfiguration 
control logic being part of the static area. For interfacing between static and partial 
reconfigurable area a defined routing for all signals is required at the border of the two 
domains. Using the Xilinx tool-chain for the generation of partial reconfigurable 
designs will add a proxy logic element for each signal crossing the border, which 
based on one LUT and is placed within the module’s partial reconfigurable area. These 
elements replace the formerly used bus macros, which required two LUTs per signal, 
one LUT located in the static area and one LUT located in the module’s area. 
The proxy logic approach relies on an incremental design flow. During the 
implementation run of the static area, the particular LUTs are placed in the module’s 
area and signals are routed from static area to these LUTs. The incremental 
implementation of the modules is done afterwards, based on the initial static routing 
and the placement of proxy logic. For each additional module associated with a 
particular PRA the internal signals are also connected to these interface points [Xil11]. 
 
Beside the official Xilinx flow for partial reconfiguration with island style location of 
PRAs and the proxy logic used for interfacing, other academic approaches suggest a 
slot- or grid-based area for reconfigurable module placement based on custom-made 
macros for communication with the static area e.g. [Koc12] 
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Figure 4-7 Module-based partial reconfiguration scheme with proxy logic 
4.4 Radiation Effects on SRAM-based FPGAs 
On earth, errors within electronic devices resulting from radiation are caused by 
neutrons, which are generated by interaction of cosmic rays and protons with the 
atmosphere, or by α-particles originating from impurities in packaging and device 
materials. 
Without the earth’s magnetic field and atmosphere the influence of high energy 
radiation from space on electronic devices is significantly higher and measures against 
radiation effects have to be taken into account. 
The origins of these high-energy particles are [BDS03, SSD13]: 
· Galactic Cosmic Rays (GCR): These particles originate from the outside of 
the solar system. The levels of GCR are influenced by the solar cycle which has 
a period of 11 years. The GCR’s minimum occurs during a solar maximum 
condition. GCRs are composed of protons (85%), α-particles (14%) and heavy 
ions (1%) with energies in the range of GeV (Giga electron Volt). 
· Solar Particle Events (SPE): SPEs correlate typically with either solar flare 
events or Coronal Mass Ejections (CME) or both. Solar flares are explosive 
releases of energy by the sun, while CMEs are outbreaks of large masses of 
plasma. These events occur randomly and their intensity follows the 11-year 
solar cycle. The particle composition of SPE’s consists of around 90% protons, 
10% α-particles, and heavy ions. Compared to heavy ions from GCRs the 
amount of heavy ions for particle events is typically negligible. While during a 
large solar flare the amount of protons and α-particles is by a factor of 10
4
 
higher compared to GCRs, on the contrary the number of heavy ions originating 
from GCRs are more than 2 times higher. 
· Solar Wind: Typically in coincidence with an SPE, the solar wind originates 
from sun’s corona at an average speed of 400 km/s. The electrons and protons 
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· Radiation Belts: The earth’s magnetic field deviates all types of particles 
coming from space and keeps them trapped (Van Allen belt), thereby creating a 
high flux of electrons and protons. Depending on the location, protons have 
energies of up to 500 MeV (Mega electron Volt) and electrons of up to 7 MeV. 
The trapped particle composition is highly influenced by solar activity. 
Radiation belts are also present at other planets providing a magnetic field 
which is large enough to trap the particles originating from the solar wind. 
The natural space radiation environment with its transient and trapped particles affects 
any electronic device envisaged for usage in orbit. It depends on the type of device, the 
already applied mitigation techniques at device level by the manufacturer, and the 
actual orbit, how much additional effort on radiation effect mitigation has to be applied 
at system level. 
 
The rate particles impact on a unit surface area per second is denoted as Flux and 




. Accordingly, the total number of particles which impact 
the particular area is measured in particles per cm-2 and denoted as Fluence. 
When a charged particle enters matter, then it interacts with its electrons and nuclei. 
On its way through the matter the particle loses energy and electron hole pairs are 
generated, i.e. released energy results in ionization of atoms along the particle’s path. 
The energy, a heavy ion deposit per unit path length on its way through the matter with 
the density ρ, is defined by the Linear Energy Transfer (LET): 
 











Direct ionization is mainly caused by heavy ions, but also from protons when the 
structures are 90nm or smaller. Both interactions may result in upsets within the 
device. Light particles normally do not cause a direct upset, but an upset may be 
indirectly caused by secondarily generated α-particles or ions [SSD13]. 
 
Radiation tests are performed at a particle accelerator to determine the characteristics 
of a dedicated device when it is subjected to radiation environments like space. In 
these facilities the devices under test are irradiated at different LETs or energy levels 
with different particle types (heavy ions, protons). For each particle type and selected 
fluence the number of upsets is counted. Dividing the number of upsets by the 
particle’s LET or energy results in the cross section and is reported in units of cm
2
, or 




bit. All obtained data points are finally fitted with a 
Weibull distribution resulting in a cross section curve, which expresses the sensitive 
area of a device for particles with different energy. Depending on the device type and 
its different fault models several cross sections can be determined. 
 
For heavy ions and protons the Weibull distributions are given with equations 4.2 and 
4.3. The parameters are: limiting cross section 𝜎0, dimensionless width 𝑊, 
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dimensionless exponent 𝑠, onset LET 𝐿0 or energy 𝐸0, and the variable LET 𝐿 or 
energy 𝐸. 
 














For user programmable devices it is further distinguished between static and dynamic 
cross section [All09b]. The static cross section considers all upsets with notable effects 
in a device. In contrast, the dynamic cross section is very design specific. For 
determining the dynamic cross section the percentage of upsets is required, which 
cause a visible effect on the user design. Determining the dynamic cross section of a 
specific FPGA design can be done by performing hardware fault injection, by using a 
soft error analysis tool, or by radiation testing (cf. section 4.6). Since a user design 
uses only a small portion of all available device resources, the dynamic cross section is 
naturally smaller compared to the static one. 
 
𝜎𝑈𝑠𝑒𝑟 =  𝜎𝐺𝑒𝑛𝑒𝑟𝑎𝑙 × design sensitivity 4.4 
 
The upset rate induced by heavy ions is given with equation 4.5. The rate is calculated 
by integration of the LET values over the device’s cross section 𝜎(𝐿), a correction 
factor 𝑃(𝐿) considering the different path lengths, a heavy ion may take when 
traversing the semiconductor and depositing the critical charge QCrit, and the integral 
particle flux 𝐹(𝐿) of the orbit. In practice, tools like CREME96 [NAS] or similar ones 
are used to calculate the particular orbit upset rates. 
 
RHeavy Ions =  ∫ σHeavy Ions(L)P(L)F(L)dL
∞
0





Compared to heavy ion, the calculation of the proton induced upset rates is quite 
simple. Equation 4.6 just integrates the device’s proton cross section 𝜎(𝐿) multiplied 
with the orbit’s differential proton flux over all energies. 
 
𝑅𝑃𝑟𝑜𝑡𝑜𝑛 =  ∫ 𝜎𝑃𝑟𝑜𝑡𝑜𝑛𝑠(𝐸)𝑓(𝐸)𝑑𝐸
∞
0
≈ 𝜎𝑆𝐴𝑇 ∫ 𝑓(𝐸)𝑑𝐸
∞
𝐸0
  4.6 
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4.4.1 Effects of Radiation on Integrated Circuits 
The events resulting from the interaction of particles with matter result in events, 
which can be classified into cumulative effects and Single Event Effects (SEE). Total 
Ionization Dose (TID) and displacement damage belong to the group of cumulative 
effects, which result in long-term failures over the course of time. An SEE is the result 
of a single particle strike which causes an immediate effect in the device. The effects 
can either be permanent, transient or static until recovered. The following table gives 
an overview about the different radiation-induced effect and fault types. 
 
Effect Type Term Fault Types Acronym 
Cumulative Effects Permanent 
Total Ionization Dose TID 
Displacement damage -/- 
SEE 
Permanent 
Single Event Latch-up  SEL 
Single Event Burnout  SEB 
Single Event Gate Rupture SEGR 
Transient Single Event Transient SET 
Temporary 
Single Event Upset  SEU 
Single Event Functional Interrupt  SEFI 
Multiple Bit Upset  MBU 
Multiple Cell Upset  MCU 
Table 4-3 Summary of radiation-induced effect types 
Not all effects are relevant for all types of integrated circuits. The sensitivity mainly 
depends on the employed technology used for a dedicated device. Therefore, only 
cumulative effects and single event effects relevant for the employed type of FPGA 
are discussed in the following sub-sections. 
4.4.1.1 Total Ionization Dose 
The accumulation of ionizing radiation within insulating layers is called total 
ionization dose effect. When particles strike the gate-oxide of a transistor, electron-
hole pairs are generated. Due to the higher mobility of electrons they recombine 
quicker and leave trapped holes. Accumulation of these events results in a decreasing 
of the transistor’s threshold voltage, which finally turns the transistor permanently on 
without application of the regular gate voltage. Other total dose effects are an increase 
of leakage current and, therefore, power consumption as well as changes in timing. 
The dose absorbed by a device is measured in rad(Si). Depending on the orbit the dose 
rate varies between 10
-6
 and several 10
-3
 rad(Si) per second. Shielding is a measure to 
improve the TID of a device, but only in electron rich environments. For proton rich 
environments a total shielding thickness above 2.5 mm decreases the dose only by a 
small factor [SSD13]. 
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4.4.1.2 Single Event Effects 
SEEs are induced by particles passing a semiconductor which cause an effect on the 
device. The type of SEE strongly depends on the energy of the particle, the location 
where the matter is hit and also the conditions at that time. Electron-hole pairs created 
by a heavy ion strike or by short range ionization induced by a proton in the area of a 
pn-junction with an electrical field applied will separate quickly (see Figure 4-8). The 
separation causes a short current pulse with electrons and holes flowing in opposite 
directions. When a sensitive node collects enough charge, which exceeds the critical 
charge QCrit, an SEE will occur. A resulting permanent effect is also called hard error 
and irreversible. A static or temporary error is called soft error and can be recovered 
by power cycle, reset, or rewriting the information. 
 
Figure 4-8 pn-junction strike by an ion [EWMG06] 
Single Event Transient 
In digital CMOS structures an SET is a transient pulse in a gate which is part of 
combinatorial logic. The glitch may travel along the combinatorial path and, in worst 
cases, may be captured by a flip-flop or latch in the path. In case the SET is captured it 
manifests as an SEU. The pulse generated can either be positive when changing from 
zero to one and back to zero, or negative when changing from one to zero and back 
again. Additionally, transients on global clock lines can lead to faulty sampled signals 
or problems with metastability due to violation of setup and hold times. On a reset line 
a transient can cause an accidental reset of the whole circuit. 
 
Single Event Upset 
SEUs occur when the critical charge is exceeded at a sensitive node which belongs to a 
storage element like a memory cell or flip-flop. In this case the content of the element 
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Multiple Bit Upset/Multiple Cell Upset 
A single particle causing an upset of more than one memory cell results in multiple bit 
upsets. The reason is, on the one hand, a matter of direction a particle passes the 
semiconductor. On the other hand, the probability that more than one storage cell is 
upset also increases significantly with shrinking feature sizes. The definition of MBUs 
and MCUs in literature is not quite consistent. Here the definition from [ESA11] is 
adopted. An MBU are two or more upsets within a single memory word and a MCU 
within different memory words. 
 
Single Event Functional Interrupt 
A SEFI denotes an upset in a complex circuitry of an integrated circuit. Generally, 
these are circuits with controlling functionality and contain elements like state 
machines, counter or status registers. Normally, the device affected by a SEFI enters a 
faulty state from which it cannot recover autonomously. External circuitry has to 
power cycle or reset the device to restore normal operation. 
 
Single Event Latch-up 
An SEL occurs when a particle strike ignites the parasitic thyristor inherent in 
conventional CMOS technology. Once the parasitic device is triggered, a short circuit 
between the supply voltage and ground is created. The high current flow can only be 
stopped by turning off the device. Therefore, continuous current measurement has to 
be performed for latch-up sensitive devices and when a given threshold is exceeded 
the device or group of devices has to be turned off. Without an in time powering off, 
the probability of permanent device damage is very high. By applying additional 
measures during the manufacturing process like epitaxial layers or Silicon On 
Insulator (SOI) the sensitivity of a device to SELs can be significantly decreased. 
4.5 Xilinx SRAM-based FPGA Fault Models 
For the usage of SRAM-based FPGAs in critical applications, radiation induced effects 
are the most concerned and discussed effect. For electronic devices the harshest 
environment concerning radiation is space. Charged or neutral high-energy particles 
exchange charge with electronic circuits causing temporary or even permanent faults. 
This section goes into more detail about the Xilinx SRAM-based FPGA fault models 
and outlines typical mitigation schemes for this device type, when subjected to space 
radiation. 
The characterization of the radiation effects for the space-grade Virtex FPGAs is done 
by the Xilinx Radiation Test Consortium (XRTC). The members of this consortium are 
from industry, government and academia and their results are published at conferences 
like Nuclear and Space Radiation effects Conference (NSREC) and the SEE 
Symposium. The results of the findings are public available, e.g. [ASC08, SA13] and 
can be used as a basis for radiation sensitivity assessment of own applications 
implemented on these devices. 
The differences between the commercial and the space-grade Virtex-4 SRAM-based 
FPGAs from Xilinx are: The space-grade devices are manufactured with thin-epitaxial 
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wafers and offered in a ceramic package. Radiation tests under worst case conditions 
showed for the highest available LETs (>100 MeVcm
2
/mg) no latch-up and, therefore, 
these devices are considered as SEL immune (e.g. [SAT+08]).  
Another effect which has typically not to be considered by the user for Xilinx SRAM-
based FPGA devices is the TID. As Figure 4-9 shows the TID tolerance is increased 
with every device generation and meets the requirements for the majority of missions 
[All09a, Xil10]. SETs are also not considered for the Virtex series up to the Virtex-4 
for the following reasons [QG08]: (a) the dominance of SEUs makes it difficult to 
distinguish between an upset or a latched SET and (b) the routing resources within 
FPGAs provide large capacities which reduce the probability of SETs.  
Therefore, of most concern for usage of these devices in space and the implemented 
applications are effects resulting from SEUs and SEFIs. 
 
Figure 4-9 Space-grade Virtex series: TID and latch-up tolerance 
 
Table 4-4 gives an overview about the transistor count and the feature sizes of all 
Virtex series devices manufactured up to now. Not from all commercially available 
parts a space-grade part was derived. The Virtex, Virtex-2 and Virtex-4 space-grade 
parts use the same mask and circuitry as the commercial variants. In the Virtex-5 
space-grade part several RHBD features were implemented, e.g. dual-node 
configuration cells, dual-node user flip-flops (CLB, IOB), SET filter on all user flip-
flop inputs, and TMR with feedback voters on all FPGA control circuitry and registers. 
In contrast to former series, the critical charge on two nodes (QCrit1, QCrit2) needs to be 
exceeded to flip the content of a dual-node, for example, a configuration memory cell. 
Other hard-IP blocks, like the MGT, DSP and DCM elements, are not hardened. All 
implemented hardening measures make the device more robust against radiation than 
its predecessors [SA13]. A huge disadvantage of the Virtex-5 space-grade device is the 
considerably increased power consumption, which makes the device less interesting 
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for the implementation within scientific instruments with its often stringent power 
requirements. 
 




Virtex(*) ~70,000,000 1997 220 
Virtex-E ~200,000,000 1998 180 
Virtex-2(*) ~350,000,000 2000 130 
Virtex-2 Pro ~430,000,000 2002 130 
Virtex-4(*) 1,000,000,000 2004 90 
Virtex-5(*)(**) 1,100,000,000 2006 65 
Virtex-6 2,500,000,000 2010 40 
Virtex-7 6,800,000,000 2011 28 
Virtex-Ultrascale 20,000,000,000 2014 20 
(*) Series for which also a space qualified version is available 
(**) Space qualified part, which has additional Radiation Hard by Design (RHBD) features 
Table 4-4 Transistor counts for different Xilinx Virtex series FPGAs (adapted from 
[Wik14]) 
The fault models discussed within the next section will, therefore, only focus on the 
characteristics of Virtex-4 and earlier devices. 
4.5.1 Device Level Fault Model 
As depicted in Figure 4-10 SRAM-based FPGAs have two layers, which have to be 
involved in an analysis regarding faults and potential observable failures in an 
implemented design. The user logic level is most comparable with an ASIC or ASSP 
and encompasses the specific circuitry and memory elements. Upsets in user flip-flops, 
for example, will affect the user data or corrupt a controlling state machine. In 
contrast, upsets in the configuration memory are more serious, since these may alter 
the actual functionality of parts of the circuitry defining the user application. The 
percentage of user flip-flops to the relevant configuration memory cells for a Virtex-4 
SX55 device is 0.003%. A typical user design uses only around 10% of the 
configuration memory cells. Assuming an imaginary design, which uses three-quarter 
of the user flip-flops, the number of configuration memory cells compared to user flip-
flops is still over 40 times higher. Table 4-5 lists the categories of sensitive elements 
and their particular percentages for all space-grade Virtex-4 types. 
54 4 SRAM-based FPGA Fault Models 
 
 
Figure 4-10 FPGA configuration memory and user logic layers 
 
Device Cfg. bits (Type 0 & 1) User Flip-Flops BRAM 
XQ4VSX55 15,922,432 (72.81%) 49,152 (0.22%) 5,898,240 (26.97%) 
XQ4VFX60 15,523,584 (78.20%) 50,560 (0.25%) 4,276,224 (21.54%) 
XQ4VFX140 35,628,672 (77.57%) 126,336 (0.28%) 10,174,464 (22.15%) 
XQ4VLX200 44,177,664 (87.40%) 178,176 (0.35%) 6,193,152 (12.25%) 
Table 4-5 Virtex-4QV SX55 architecture resources 
4.5.1.1 Configuration Memory Fault Models 
Configuration memory cells compose the majority of storage cells within SRAM-
based FPGA devices. The configuration stored in these cells defines the functionality 
of the user application. These cells configure the inter-FPGA element (CLB, BRAM, 
IOBs, DSPs, etc.) routing, the Boolean functions implemented in LUTs, the routing 
within a slice, the configuration of a slice, and the configuration of an IOB. Upsets 
within the configuration memory have a permanent nature until the configuration 
memory is rewritten at device start-up or by configuration scrubbing. 
 
As described in section 4.2 the routing is realized with switch matrices, whose 
functionality corresponds to multiplexers. The input to output path of each multiplexer 
is controlled by selector inputs, which are set by particular bits in the configuration 
memory. Consequently, configuration memory upsets will modify the intended routing 
paths. The most detailed classification of failure models regarding these switch 
matrices was done by Battezatti et al. [BSV11]. The authors observed that the 
modification of a single configuration bit can, for example, remove a routing segment 
called Programmable Interconnection Point (PIP) and add another one. 
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Figure 4-11 Switch matrix routing failures [BCDS12] 
Figure 4-11 depicts several routing failures, which might occur when a single 
configuration bit is upset. The intended configuration envisages that data from the 
upper slice enters the switch matrix at input I1 and is routed to output O1. In a similar 
way the output of the lower slice enters the switch matrix at input I2 and is routed to 
O2.The observable failure modes induced by a configuration memory upset may be 
[BSV11]: 
· Open: The PIP between I1 and O1 is removed. 
· Antenna: An additional PIP is added to an unused input port, which might 
influence the output O1. 
· Conflict: An additional input is added to the original input I2 and the output O1. 
· Bridge: The original PIP between I2 and O2 is removed and a new PIP between 
I1 and O2 is added. 
Configuration bits also have direct influence on the function and configuration of 
CLBs. The routing within a slice is also realized with multiplexers (cf. Figure 4-3) and 
upset of a configuration bit may alter the originally intended routing path. The same 
applies for the logic functions implemented with LUTs. An SEU or even MBU event 
in the corresponding bits changes the logic function of a LUT instantly. Figure 4-12 
shows this exemplary for a fictive 2-input LUT. In this example the LUT is originally 
configured as an XOR gate (a) and a SEU within the configuration memory changes 
the logic function to an OR gate (b). The condition is similar when a MBU occurs, i.e. 
two neighboured bits are flipped by a single particle. In the example the original XOR 
function (a) is modified to a constant zero (c).  
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Additionally, each slice has a set of control bits. Upsetting of one of these bits may, for 
example, alter the polarity of the clock or reset signal, or changes the functionality of 
the storage element from flip-flop mode into latch mode. In addition, some signals like 
clock and reset are shared between both storage elements of a slice, and therefore an 
upset will inevitably affect both. When LUTs are used as shift registers or distributed 
RAM, then each upset has also direct effect on the stored content. Using LUTs in this 
manner requires, in addition, some precautions when mitigation techniques like 
scrubbing are applied. 
4.5.1.2 BRAM Fault Models 
The BRAM memory cells are even composed of regular SRAM cells and may be used 
within a user design as FIFO implementations or small buffer memories. Upsets within 
these memory cells will falsify the user data. The cross section of these cells is 
comparable to user block RAM cells in other space-grade FPGAs like the ones from 
Microsemi [Qui09]. Beside the susceptibility of the actual BRAM content it was 
observed that special integrity bits may result in a multiple upset of many BRAM cells 
[All09b].  
4.5.1.3 Hard IP Fault Models 
The implemented hard IP cores within the FPGA fabric like DSP elements, processor 
cores, or serial transceivers are unhardened elements in any Virtex family so far. 
Upsets in these hard IP cores result either in data errors or in the loss of functionality 
of the particular core. The latter one can be considered as a SEFI.  
4.5.1.4 User Flip-Flop Fault Models 
Similar to BRAM, upsets in user flip-flops will result in bad data. What actually 
happens depends on the user circuitry. In a register just storing a data bit of a wide bus, 
the error might become visible as a data error. A flip-flop representing part of a 
counter or finite state machine may have side effects on a larger part of the user 
circuitry, for example, when a false state is entered. 
4.5.1.5 Control Logic Fault Models 
Errors within the configuration control logic of the FPGA are considered as SEFIs. 
The control logic is composed of several configuration interfaces controlled by hard 
implemented state machines and a few control and status registers. From radiation test 
five types of control SEFIs have been derived [CT09, QG08]: 
· Power On Reset (POR) SEFI: The effect of this SEFI is comparable with 
intentionally asserting the programming input of the device and results in 
complete loss of configuration. 
· JTAG SEFI: An upset in the JTAG controller can move the FPGA into an 
undesirable state. 
· SMAP SEFI: Loss of functionality of the SelectMAP interface. Further reading 
could return wrong values and writing could corrupt the configuration. 
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· FAR SEFI: The FAR is required by the SMAP interface and holds the address 
to which configuration data is written or from which configuration data is read. 
The address is auto-incremented at the end of each frame access. When a FAR 
SEFI occurs the SMAP interface is accessible, but address increments are 
triggered inadvertently. In consequence, data will be written to wrong address 
locations and leads to high current conditions, or wrong data is read-back. 
· Global Signals SEFI: An upset in one of the global control signals may 
typically result in a loss of configuration logic or device function. 
4.5.1.6 Partial Reconfiguration Fault Models 
Considering a failure model for partial reconfiguration is not very common, but has to 
be considered for critical applications. The failure modes to be considered are: (1) 
Glitch effects and (2) faulty partial configuration data. 
 
Glitch Effects 
Glitch effects occur during a partial reconfiguration process when one module is 
exchanged by another one. Unlike configuration scrubbing, where the configuration 
memory is just refreshed, implies partial reconfiguration that a lot of configuration 
memory bits are changed at once. The reconfigured circuitry becomes immediately 
active while the frames of a new module are written. This is also in contrast to a full 
configuration, where the complete logic is activated by a global reset and activation 
mechanism. Of main criticality during the reconfiguration process are the data lines 
belonging to communication interfaces between an application’s static area and the 
partial reconfigurable module. The employed communication architecture has to 
guarantee that exchanging a partial reconfigurable module does not interfere with 
running data transfers in the remaining system. Communication architectures, for 
which this was investigated and which were finally considered as robust 
communication architectures regarding this effect, are ReCoBus [Koc12] and 
SoCWire [Ost14]. 
 
Faulty Partial Configuration Data 
Faulty configuration data written by partial configuration via one of the configuration 
interfaces may result in high current conditions similar to the FAR SEFI. Typically, 
the content of partial reconfiguration is stored within binary files which are loaded en 
bloc to the FPGA. The files generated by the Xilinx tools include a checksum, which 
is checked at the end of the partial reconfiguration process. The result is stored within 
one of the status registers and also reported externally by de-asserting the INIT pin of 
the FPGA’s configuration interface. But without a global activation mechanism for 
partial reconfiguration data, a high current condition may last until the checksum 
failure is read out via the status register or the status of the configuration interface is 
checked by external circuitry. 
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4.5.1.7 General Virtex-4 SEU/MBU Characteristics 
As introduced above, the actual dynamic cross section depends on the design. Around 
80% of configuration bits control routing resources and a design actually uses only a 
small percentage of these resources. When an upset occurs in a configuration memory 
bit actually used by the design, this does not necessarily mean that an error will be 
visible at the designs outputs. This strongly depends on whether the part of the overall 
logic is often or rarely used. Investigations showed that the dynamic cross section for 
unmitigated designs is in the range of 1 to 20% of the static cross section. Two-thirds 
of these upsets resulting in a noticeable output error of an unmitigated design are 
related to routing. The more mitigation is applied, the more the dynamic cross section 
will be equal to the SEFI cross section [QG08, Qui09]. 
With shrinking feature sizes of FPGAs, the probability of MBUs becomes even higher 
and has to be taken into account when mitigation techniques like TMR are applied on 
a user design. Figure 4-13 exemplarily depicts the measurement results of multiple bit 
upsets for different generations of commercial Virtex FPGAs, which were induced by 
protons with an energy of 63..65 MeV. Similar, Figure 4-14 depicts for the same 
FPGA types the percentage of heavy-ion-induced MBUs as a function of the LET 
[QG08, QGK+05]. Due to the regular physical organisation of the resources within the 
FPGA fabric, the authors define the upset of a memory cell plus at least one additional 
upset in one of its eight direct neighboured cells as an MBU event (cf. Figure 4-15). 
For the investigated commercial Virtex FPGAs the percentage of MBUs related to 
proton events ranges from 1% to 6%. In case of heavy ions with high LET values and 
considering devices with small structures, up to 59% of upsets can result in an MBU. 
Further research with tilted angels of incidence for the radiation strike resulted in an 
additional increase of the MBU probability and also the average number of upset bits 
per MBU [QMG+07b]. The investigations done in [QGK+05] showed also for Virtex-
2 and newer devices a domination of upsets in adjacent column cells for proton events 
and a domination of upsets in adjacent row cells for heavy-ion events. Measurements 
done within a unit equipped with four (2x XQR4VLX200 and 2x XQR4VSX55) 
Virtex-4 FPGA devices on an experimental mission in a low-earth orbit revealed that 
the percentage of MBUs on all upset events is about 8.42% and none of these MBUs 
resulted in an output error of the TMR mitigated design [QGM+12]. However, for the 
commercial Virtex-6 and newer devices an interleaving of configuration memory has 
been introduced, which avoids that physical adjacent errors affect the same frame 
[HS12].  
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Figure 4-13 Percentage of proton-induced MBU events for different commercial 
Virtex FPGAs (adapted from [QG08]) 
 
Figure 4-14 Percentage of heavy-ion-induced MBU events for different commercial 
Virtex FPGAs [QG08] 
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4.5.2 Device Level Mitigation and Recovery Techniques 
As discussed in the previous section, SEUs and MBUs affecting configuration 
memory, BRAM and user storage elements, as well as device SEFIs, are of most 
concern for designs implemented within an SRAM-based FPGA. For the recovery 
from an SEFI event it is sufficient to initiate a regular full configuration. A power-
cycle is not necessary. SEUs within the configuration memory can be recovered by 
just overwriting the corresponding memory cells, but for unmitigated designs also a 
reset may be required. User flip-flops and user memories have to be mitigated by 
suitable redundancy techniques. Below common mitigation techniques are 
summarized. 
4.5.2.1 Scrubbing and Read-back 
Scrubbing denotes the cyclic refreshing of memory cells. For an SRAM-based FPGA 
this can be done on configuration level for the configuration memory and on user level 
for user application memories implemented with the FPGA’s BRAMs. For the 
necessity of the latter one a trade-off is needed between the mean storage period of the 
user data, the importance of the data and the expected upset rates. However, scrubbing 
of BRAMs is not trivial and requires the implementation of an additional user circuit 
[MCS08]. 
For the FPGA’s configuration memory cells scrubbing is mandatory in most cases. 
Several implementation approaches, which differ in complexity, overhead, speed, 
power and reliability, are available. A comprehensive overview of the possible 
implementations is given in [HALV13]. Xilinx devices provide external (JTAG, 
SelectMAP) and internal (ICAP) access to configuration memory. For the Virtex-4 
device the external scrubber implementation is more reliable, since the FPGA’s 
configuration interfaces are not radiation-hardened and the accessibility of the internal 
interface itself is dependent on user configuration. Additional components required for 
an external implementation are a reliable storage for the actual configuration data plus, 
dependent on implementation, additional code books for checksums or mask files or 
even both. The scrubber itself has to be implemented in a radiation-hard device like an 
anti-fuse FPGA or ASIC. The simplest form of configuration memory scrubbing is 
blind scrubbing, where the configuration data is just rewritten on a regular basis. This 
can be done device-based or frame-based. In the first case, the frame address is set 
once and the whole configuration data is rewritten. In the second case, the frame 
address calculation is performed by the scrubber engine and the data of just a single 
frame is written with each address increment. However, a check sequence to verify the 
proper functionality of the configuration interface is recommended [CT09]. Because of 
the even small probability of a FAR SEFI (cf. 4.5.1.5), the frame-based variant is more 
preferred. Doing so reduces the probability that configuration data is written to wrong 
address locations, which eventually leads to a high-current conditions. Another variant 
to just rewriting the configuration data is to read-back the data, check for errors and 
only rewrite the data in case of detected upsets. This inevitably means more 
complexity for the scrubber engine since the data has to be verified against a golden 
copy or checksum, but gives also information about the actual upset rates and, 
therefore, allows implementation of a mechanism to adapt the general mitigation 
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scheme to current space radiation conditions. Starting with Virtex-4 each configuration 
frame includes parity bits, which are used by an optional instantiable decoder block to 
enable single error correction and double error detection when a frame is read back. 
Beside others, the main disadvantage of this approach is that only one bit can be 
corrected. For more than two upsets in a frame, there is the risk that incorrect values 
might be written back to the device. 
Though, scrubbing for a critical design implemented in an SRAM-based FPGA is just 
secondary mitigation. It prohibits the accumulation of upsets within the configuration 
memory and can be executed while the device is active, but it does not correct any 
functional upsets and, therefore, additional measures have to be applied on user level 
to be of any use. For fully unmitigated user designs, scrubbing is considered to be 
useless [BLP+13]. The validity of this argument is supported by the fact that just 
correcting a configuration memory bit will not inevitably correct the effect on the user 
level. When the upset of the bit has an effect on feedback structures present, for 
example, in finite state machines or counters, then the error is persistent until a reset is 
applied to the user circuitry [MCG+05]. 
To detect errors within unmitigated designs, functional checks of the user logic with 
predefined test patterns on a regular basis might be a solution, i.e. before and after a 
hardware processing function is executed. Of course, the check functions have to be 
also implemented in a reliable environment and when an error is detected a full 
reconfiguration of the whole FPGA has to be initiated. 
4.5.2.2 Triple Modular Redundancy 
The most effective way to mask single errors generated by upsets in the user circuitry 
is the application of TMR. However, the manual application of TMR at the Hardware 
Description Language (HDL) level is not recommended, since without proper set 
attributes on the redundant structures with common inputs and outputs, these will be 
removed by the synthesis tool. In contrast, the optimizations done by the afterwards 
executed place and route tool are restricted to removing logic and signals belonging to 
unused output buffers. The proper replication of structures containing feedback loops 
is also an error prone process. 
Therefore, tools are available, which automatically apply redundancy based on 
triplication and majority voting on the synthesized netlist. The traditional TMR 
scheme is depicted in Figure 4-16 (a). A single error or even several errors in one 
domain is masked by the voter. However, if a second error additionally occurs in a 
second domain, e.g. Module A1 and A3, then the output will cause fault propagation 
beyond the voter.  
For implementing TMR in a reconfigurable FPGA, some additional effort has to be 
spent on the implementation as depicted in Figure 4-16 (b) [Xil12]. Because of the 
FPGA’s general universality controlled by configuration memory cells and in contrast 
to an ASIC, an SEU generally affects not only user storage elements but also the 
routing between all elements used by the implemented design. For a full TMR 
mitigation of SRAM-based FPGAs the following measures are required [Car06]: 
(1) Input port triplication 
(2) Triplication of clocks and resets 
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(3) Triplication of throughput logic (combinatorial and sequential paths without 
feedback loops) 
(4) Triplication of feedback logic and majority voter insertion 
(5) Triplication of outputs and insertion of minority voters to disable buffers of 
incorrect outputs 
The feedback structures and triplicated majority voters are necessary to eliminate the 
single point of failure in the basic TMR structure and to allow registers covered by 
feedback loops to be repaired as soon as the upset configuration bit is fixed by the next 
scrubbing cycle. The scrubbing period has to be selected in accordance to the radiation 
environment to minimize the probability that two upsets affect two TMR domains. 
Additionally, MBUs affecting two regions may defeat a TMR design and additional 
placement rules or placement analysis might be required. 
 
Figure 4-16 Basic TMR structure (a) and Xilinx TMR (XTMR) scheme (b) 
A full TMR implementation can be very costly in terms of logic resources (factor 3.5 
and higher) and power consumption. Additionally, it degrades the timing of the 
implemented design since the voters are realized with combinatorial logic which 
increases the effective path length. 
 
Tools providing automatic replication are the XTMR tool by Xilinx and the BLTMR 
(BYU-LANL Triple Modular Redundancy) tool developed by the Brigham Young 
University and the Los Alamos National Lab. The XTMR tool [Xil12] is distributed 
commercially, subjected to ITAR (International Traffic in Arms Regulations) and 
mainly designed for a full triplication of the user design with only limited control 
options, like omitting the IO triplication in case insufficient pins are available. The 
BLTMR tool [Bri09] is an open-source tool and supports Virtex-4 and older devices. 
Because of the academic background, it significantly provides more options to control 
the granularity and type of replication and, thereby, the possibility for the user to apply 
mitigation just on important portions of the circuit and, therefore, balancing between 
mitigation costs and design robustness. However, if sufficient resources are available, 
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4.5.2.3 Partial TMR  
The application of full TMR is very costly in terms of logic resources. Therefore, 
approaches, which allow the application of TMR on a subset of the user circuitry, are 
available and implemented into the BLTMR tool. One approach is to triplicate just the 
feedback structures of a design [PCG+06]. An upset in a configuration bit belonging to 
such a structure puts the circuit into a state from which it cannot recover, even when 
the corresponding configuration bit is repaired. These bits are called persistent bits and 
recovery requires a user logic reset. Whereas when a non-persistent bit is repaired, the 
circuit continues to operate normally. With a regular scrubbing mechanism, a non-
persistent error is thus just temporal [MCG+05]. The approach to triplicate just the 
feedback structures is only valid for applications where a temporary loss of data can be 
tolerated. If an application is suitable for partial triplication, then the MTBF (Mean 
Time Between Failures) of the implementation can be significantly improved. 
In cases where full TMR cannot be applied because the design would otherwise not fit 
in the FPGA device, the above described approach can be used to apply TMR in a 
hierarchical fashion: As a first step the feedback structures are triplicated, in a second 
step the input to the feedback structures are triplicated and finally all other structures 
until no more resources are available. 
4.5.2.4 Other TMR and Redundancy Approaches 
 
Duplication With Compare 
DWC is an approach for systems which require just an instant detection of a fault. The 
resources are duplicated and instead of masking an error the error is reported by 
comparators to a radiation-hard supervisor circuit responsible for recovery 
mechanisms. The above introduced BLTMR tool also supports the DWC approach for 
synthesized netlists [JHW+08]. To improve detection speed the comparators are not 
only added at the output of two redundant modules, but also on feedback structures of 
the design. The comparators may be realized as dual-rail checker, which indicate a 
mismatch between duplicated structures and also errors within the comparators. 
Investigations based on fault injection and performed radiation tests proved for a full 
duplicated design a detection rate of around 99.85% at the cost of twice the resources 
of the original design. The DWC approach may be suitable for designs employing data 
processing, which can be repeated in case of an error induced by an SEU. 
 
Test Vectors 
The test vectors approach could be applied to an unmitigated design to check for 
failures. Input test vectors are applied to the implemented user circuit and the response 
is compared to a stored golden set of vectors representing the expected behaviour. If 
the comparison fails, then the circuitry is considered corrupted and the FPGA or a 
particular part of the FPGA has to be reconfigured. The efficiency of this approach 
strongly depends on the coverage of the test vectors. Additionally, the vectors can be 
only applied during idle phases. Therefore, this approach may be used before and after 
execution of regular data operations. 
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Multiple-Chip TMR 
Multi-chip TMR (device redundancy) provides a high reliability, but it is the most 
expensive solution, too. This approach uses three SRAM-based FPGAs with identical 
designs implemented plus an additional radiation-hard FPGA for external voting. 
While this approach can even mask a SEFI in one FPGA, the re-synchronization of the 
faulty devices with the two working devices after recovery might be a difficult task. 
 
Others 
In [MMPW07] three additional redundancy approaches were evaluated especially for 
an application to an SRAM-based FPGA and compared to traditional TMR. The 
author’s evaluation incorporated quadded logic, state machine encoding and temporal 
redundancy. In contrast to TMR with a suitable voter scheme, all of the investigated 
schemes applied to an SRAM-based FPGA add unmitigated redundant logic and, 
therefore, raise the overall sensitivity to upsets. Additionally, it was concluded that 
each of these techniques does not properly fit to the LUT-based architecture of the 
considered FPGA and, therefore, the overhead is higher as with conventional TMR 
applied. 
4.5.3 Device Level Summary 
Table 4-6 summarizes the sensitive parts of Xilinx SRAM-based FPGAs, the effects 
on the individual parts caused by SEEs and typical mitigation and recovery strategies. 
Note that all Virtex devices do not include all elements and there are also differences 
between the different series.  
A listed element within the table and not discussed above, are half-latches [All09b]. 
These elements are weak-keeper circuits providing logical constants (0 or 1) to other 
logic elements. Since upsets within half-latches cannot be repaired by scrubbing, these 
elements have to be avoided in the user design. This can be done on netlist-level by the 
appropriate tools like XTMR or BLTMR, or already on the HDL level. However, 
starting with Virtex-4 devices, half-latches are no longer persistent and will recover 
within seconds because of the leakage of the circuit’s transistors [Qui09, Soo09]. 
 
In conclusion, the cross section of an implementation can be reduced to the FPGA’s 
SEFI cross section when (a) full TMR is applied (including IOBs, clock, reset, BRAM 
and any used hard IP if possible), (b) (read-back-) scrubbing is implemented, and (c) 
the selected configuration memory scrubbing rate prohibits the accumulation of errors. 
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Single and multiple bit errors 
corrupting circuit operation 




- (Read-back) Scrubbing 





Full configuration fails due to 
upset. Upset during partial 
reconfiguration can cause 
high current conditions.  
SEFI - Multiple chip voting (multiple 
devices) 
- SEFI check and full 
reconfiguration 
CLB Upsets in storage elements SEU - TMR 
BRAM User memory upsets SEU, 
MBU/MCU 
- TMR 
- EDAC with scrubbing 
Half-Latches Memory cells providing 
constants to user logic (not 
repairable by scrubbing) 
SEU - Removal of half-latches from 
design (e.g. XTMR Tool) 
POR SEUs on POR can cause 
inadvertent reboot of device  
SEFI - Multiple chip voting 
- SEFI check and full 
reconfiguration 
IOB SEUs can cause false outputs 
to other devices or inputs to 
logic  
SEU - TMR  
DCM Can cause clock errors that 
spread across clock cycles  
SEFI - TMR 
DSP Unhardened hard IP that can 
cause SEFIs or data errors 
SEFI - TMR 
MGT Unhardened hard IP. Upsets 
in logic can cause bursts or 
SEFIs. 
SEFI - TMR 
- Protocol re-writes 
PPC Unhardened hard IP. SEFIs 
are of prime concern. 
SEFI - Processor duplication (lockstep 
mode) 
- Software task redundancy  
Table 4-6 Summary of SEE sensitive parts within Xilinx Virtex family FPGA 
devices and corresponding mitigation techniques (adapted from [AA08]) 
4.6 Design Validation Methods 
To assess the reliability of a dedicated application implemented on an FPGA and to 
evaluate the effectiveness of an applied mitigation strategy validation has to be carried 
out. While the static cross section of an FPGA is rather a worst case scenario and 
considers all available resources, a typical application implemented within such a 
device will neither use all of the available user resources nor will all configuration bits 
hold data being relevant for the user circuit. The purpose of the design validation is to 
determine the sensitivity of a dedicated application to radiation, to assess its 
operability under all constraints of the target environment and to develop design 
improvements, if necessary. 
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The static cross sections are typically provided by a manufacturer of the space-grade 
parts. For reconfigurable devices, such as FPGAs, the designer of the final user 
application has to find a method to determine its dynamic cross section and to evaluate 
the actual design sensitivity to radiation. The outcome of this analysis may, on the one 
hand, influence the decision of how much mitigation has to be applied to an 
unmitigated design or evaluates, on the other hand, the efficiency of already applied 
mitigation schemes. Common validation methods are introduced in the following 
subsections [BSV11, ESA11]. 
4.6.1 Real-Life Tests 
Real life tests are the most expensive and most time consuming option of validation 
methods for a dedicated design, since the device has to be tested in its target 
environment. Anyhow, there are examples of real life tests like the well-known 
Rosetta experiment by Xilinx, where a set of several hundreds of FPGAs of each 
Virtex series is exposed to the earth’s natural radiation environment at different 
altitudes over a long period of time [LDF+05]. 
Another opportunity for real life tests is provided by some satellite or stratospheric 
balloon missions which allow the utilization of a fraction of available capacity for 
secondary payloads for study purposes [ESA11]. 
Additionally, there are a few missions exclusively devoted to on-orbit verification of 
new technology, like the Technology Experiment Carrier (TET-1) of the German 
Space Agency (DLR) [GFB+13, Kay14]. 
4.6.2 Ground Accelerated Radiation Tests 
Accelerator tests are mainly used to characterize the static cross section of a device. 
The artificial environments created on ground are not identical regarding energy and 
LET to the ones existing in space. Anyhow, radiation tests are an approved and 
reliable method to study radiation effects within semiconductors and qualify them for 
space usage. In contrast to the real environment the particles are provided at a very 
high flux and, therefore, allow the characterization of the effects in a much shorter 
time. The radiation source and test facility have to be chosen depending on the type of 
effect to analyse and the composition of the final radiation environment. 
For total dose, for example, the most common source is Cobalt 60, which delivers 
gamma rays in a very wide dose range. For SEE testing particle accelerators 
generating different types of beams like heavy-ions, protons or neutrons are used. 
Depending on the device type to be investigated and its different functionalities, 
several test modes have to be implemented and need to be characterized over a set of 
different LET values. A Californium-252 source may be an alternative to heavy-ion 
testing and suitable for a first and beneficial assessment of SEE characteristic of an 
electronic device. The average energy of such a source can be 43 MeVcm
2
/mg. SEE 
radiation testing can be complemented by laser beam or micro beam testing for further 
investigation of the locality of effects within a dedicated device. 
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While accelerated radiation test is commonly used for the characterization of the static 
cross sections of an FPGA (see Figure 4-17), the determination of the dynamic cross 
section for user applications implemented within SRAM-based FPGA by this method 
is in most cases not feasible for the following reasons: (a) high cost for facilities, (b) 
much time required for test preparation (test equipment, device under test preparation) 
and execution, and (c) small changes in the application would require a repetition of 
the tests. 
 
Figure 4-17 Virtex-2 Pro radiation test hardware platform 
4.6.3 Fault Injection 
Fault injection is an inexpensive method to characterize the behaviour of a system or 
component in response to injected faults or for verification of the implemented fault 
detection and mitigation schemes. A comprehensive survey of fault injection 
techniques was done within [ZAV04]. The authors distinguish several categories of 
fault injection techniques, which may be used individually or in combination: 
1. Hardware-based: These are injections on the physical level by affecting the 
direct environment. This includes radiation, electromagnetic interference or 
similar; modifying power supply parameters; simulating stuck-at-faults, opens 
or shorts at pins. Thus, ground accelerated radiation test is also some form of 
fault injection (cf. 4.6.2). 
2. Software-based: This is related to processor-based systems only. The faults are 
simulated by modified software which is executed on the system under test. 
With this approach faults like memory errors, communications errors (e.g. 
missed data packets), or status register faults can be simulated. 
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3. Simulation-based: Faults are injected in high-level models described in a 
hardware design language. A model of the test object can be adapted by means 
of fault injection components or interfaces, which allow the modification of 
storage element values or timing parameters. Another approach is to use 
mechanisms provided by the simulator, which allow triggering faulty conditions 
(e.g. forcing dedicated signals to a constant value). 
4. Emulation-based: The (modified) circuit under test as well as a fault injector 
and a workload generator are implemented on an FPGA to speed-up injection. 
Direct modification of the object under test by exploiting partial reconfiguration 
capabilities provided by SRAM-based FPGAs instead of modified synthesized 
models is also assigned to this category. 
Figure 4-18 shows the basic components of a fault injection environment. Managed by 
the fault injection controller unit the fault injector injects the faults into the system or 
component under test. The workload generator provides suitable test data, and the 
verification unit collects the data, performs status monitoring during the test and 
analyses the output of the test object. The detailed implementation of the complete 
fault injection system depends on many factors like the type of the device or 
component under test, if the test object provides any interfaces or mechanisms to inject 
faults, or of the type of fault to be injected. 
 
Figure 4-18 Basic fault injection components (adapted from [HTI97]) 
From the above listed categories the emulation-based approach based on SRAM-based 
FPGAs is a preferred solution for testing models of components or circuits which are 
finally implemented in an ASSP or ASIC. Naturally, this approach is also well suited 
to test the response of injected faults in user applications which are implemented on an 
SRAM-based FPGA, anyway. 
4.6.3.1 Fault Injection into Virtex FPGAs 
As discussed previously, a Virtex FPGA is susceptible to: 
· Configuration memory upsets modifying the implemented user circuitry, 
· upsets within BRAM elements, 
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· functional interrupts or data errors in hard IP blocks (MGTs, PPCs), or 
· functional interrupts within FPGA internal control structures. 
For the overall sensitivity of a user design, only the actual resource usage of the upper 
four items is relevant. In contrast the cross section of the last-mentioned FPGA 
internal control logic will not change with the implemented logic and is the same for 
all designs. 
 
Fault injection into the configuration memory of Virtex SRAM-based FPGAs can be 
done via the partial reconfiguration capabilities of these devices. Single or multiple 
bits of the original configuration data can be selectively manipulated, even if the 
device is currently operating. By this means the routing between FPGA elements, the 
function of LUTs and the configuration of hard IP blocks may be corrupted. Selective 
manipulation of specific functions without knowledge of the meaning of each 
configuration bit is very difficult. This information is not available from the 
manufacturer and the only way to gather this information is by time consuming reverse 
engineering [DLAH+10, SVP+11]. 
The emulation of upsets within user flip-flops, BRAM content and LUTs used as 
distributed memory or shift registers [LBN10] is more complicated. Beside 
information of the detailed location of the relevant bits within the configuration 
bitstream, the emulation of an upset within these elements requires the knowledge of 
the current state. For these elements this cannot be accomplished during operation by 
simple configuration read-back for the following reasons: (1) For BRAM content as 
well as for LUTs used as distributed RAM and shift registers it may come to access 
contentions when user logic and configuration interface access occurs simultaneously. 
(2) For user flip-flops, the initial value is stored within the configuration memory and 
is copied to the actual flip-flop during global activation. During operation a 
modification of this bit as well as reading of the current state via the configuration 
interface is not possible. If fault injection needs to be performed for user flip-flops, the 
design has to be stopped, the current state of all flip-flops needs to be copied to the 
configuration memory by a capture command, the frame containing the state of a 
dedicated flip-flop has to be read out, the bit in question has to be flipped, the frame 
has to be written back, a restore command for transferring a modified flip-flop state 
from configuration memory to user flip-flops needs to be sent, and, finally, the 
operation has to be resumed. 
4.6.3.2 Fault Injection Platforms 
Several platforms, which are used for simulating single and multiple bit upsets in user 
application circuits implemented in an SRAM-based FPGA as target system, are 
available. These platforms can be used to evaluate the effects of SEUs in a mitigated 




The Flipper platform was developed in the context of an ESA contract by the National 
Institute for Astrophysics, Milano. The platform allows the simulation of SEUs und 
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MBUs (adjacent bits in a frame) within the configuration memory to evaluate the 
sensitivity of an implemented design. The platform supports random, sequential, or 
user defined injection of faults. In random mode the upsets are accumulated until the 
first functional failure is observed. With the results a probability distribution from the 
number of injected faults can be calculated, which can be finally used with radiation 
information about the orbit and the static cross sections to calculate the required 
scrubbing rate. In sequential mode the number of sensitive bits of an implemented 
design can be determined by flipping a bit one after the other. Additionally, Flipper 
supports the injection of SEUs and MBUs into the control and status registers of 
FPGA’s configuration management logic. However, the comparability of simulated 
upsets within these registers to real upsets induced by radiation is limited [Ald09]. The 
Flipper equipment consists of a control board with a service FPGA as well as memory 
and USB (Universal Serial Bus) interface to a host computer. An additional DUT 
(Device Under Test)-Board assembled with a Virtex-2 XQR2V6000 can be attached to 
the base-board. The execution steps for upsetting one or more configuration memory 
bits is as follows: (1) executing full configuration, (2) manipulating bit(s), (3) applying 
test vectors, (4) verifying test vector result against expected output (golden vector) and 
classifying result (detected failure or fault-free), (5) fixing modified bits, (6) 
proceeding with (2). The enhanced Flipper 2 environment employs a Virtex-4 
XC4VSX55 DUT-device and additionally supports the random injection of upsets into 
user flip-flops. Furthermore, it is possible to probe specifically sensitive locations 
identified with the STAR (STatic AnalyzeR) tool, which is introduced in section 4.6.4. 
 
FT-UNSHADES/FT-UNSHADES2 
The original FT-Unshades is equipped with a Virtex-2 device and its evolution, FT-
Unshades 2, uses a Virtex-5. Both platforms exploit the partial reconfiguration 
capabilities of these FPGAs to emulate SEEs [MGMN+11] like SEUs, MBUs/MCUs 
and partially SETs. The platform is designed to provide high-speed fault injection by 
realizing a hardware-based fault injection approach. FT-Unshades consists of a control 
FPGA and a service FPGA (see Figure 4-19a). Two copies of the design under test 
(called gold and target design) are implemented into the latter FPGA, as well as a 
comparator. While faults are injected into the target design only, the stimuli, which are 
derived from a testbench and stored within an SRAM, are applied to both 
implementations of the design. FT-Unshades 2 eliminates the main disadvantage of the 
first version being that target and golden designs reside in the same FPGA. Therefore, 
it employs a motherboard approach with one control FPGA, which can be equipped 
with two daughterboards (see Figure 4-19b). Each of these daughterboards is 
assembled with a service FPGA and a target FPGA. The latter ones exclusively host 
one implementation of the DUT. The service FPGAs provide a high-speed interface 
between DUTs and motherboard. The control FPGA configures the daughterboard’s 
FPGAs, controls the fault injection process, applies test vectors and compares results. 
The supported working modes are: 
· ASIC mode (injection of faults into user registers and memories) and 
· FPGA mode (manipulation of FPGA configuration memory bits) 
4.6 Design Validation Methods 71 
 
For the ASIC mode the faults can be injected in any register at any time. Therefore, the 
design is started and being executed until a specified time is expired. Then the design 
is stopped, a register of the DUT is manipulated, the operation is resumed and the 
outputs of the golden design and the modified design are verified. 
In FPGA mode the amount of design-specific sensitive bits is determined.  
 
Figure 4-19 FT-UNSHADES (a) and FT-UNSHADES 2 architecture (b) 
SPFI-FPGA 
The Simple, Portable, Fault Injector (SPFI) approach targets to fault injection not only 
into FPGAs, but also in other devices like CPUs and ManyCore Processors. Therefore, 
no dedicated hardware platform is required. For fault injection the universal JTAG 
interface is envisaged and as test interface any standard interface like USB or RS232 
can be used, which are available on most development boards. The architecture of this 
approach is depicted in Figure 4-20 and consists of [CGJ10]: 
· Campaign generator 
· Management engine 
· Test generator 
The campaign generator creates the files describing the injection sites based upon user 
parameters (injection area, resource type, number of bits). The management engine 
executes the actual fault injection process and is also responsible to monitor the FPGA, 
to fix the manipulated bits and to log the results. The test generator is connected to the 
DUT via a dedicated interface and triggers Built-In Self-Test (BIST) routines included 
in the DUT or provides a set of test vectors to the DUT. In addition, the test generator 
reports the results to the management engine. 
For the DUT implementation the authors distinguish between two categories: (a) 
module level testing and (b) system-level testing. For (a) a module to be tested 
occupies only some area of the FPGA and the remaining space is used for logic 
supporting the test generator. For (b) the whole FPGA is tested. To improve fault 
injection speed multiple distributed bits are upset at once. The fault injection algorithm 
makes sure, that the injected bits are not part of the same CLB. If a fault is detected, 
then each of the multiple bits is tested one after another to determine the actual 
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speedup for a fault-injection campaign ranges from 4 (unmitigated design) to 13 
(mitigated design). 
 
Figure 4-20 Module- and system-level testing [CGJ10] 
XRTC Fault Injection Board 
The architecture of the board used by the XRTC for radiation test and fault injection 
employs a motherboard fitted with two FPGAs plus an additional daughterboard 
assembled with the FPGA under test [OCG+09]. One of the two motherboard FPGAs 
serves as configuration monitor (CfgMon), which controls everything related to the 
DUT configuration. The other one operates as a function monitor (FuncMon), which 
applies the test patterns to the DUT and verifies the result against a golden standard. 
To speed-up the fault injection process intermediate frames containing no meaningful 
content are skipped. The supported modes are sequential and random fault injection 
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Table 4-7 Fault injection platform summary 
4.6.4 Analytical Methods 
Another approach to evaluate the effects of SEEs on a user design implemented in 
SRAM-based FPGAs is by analytical analysis of the placed and routed design. 
Analytical approaches are much less time-consuming than fault injection and much 
less costly than radiation tests. Three variants of these analytical approaches are 
introduced in the following. 
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STARC 
The Scalable Tool for Analysis of Reliable Circuits (STARC) is an analytical tool, 
which is able to evaluate the unprotected cross section of unmitigated and (partially) 
mitigated designs [QGP08]. The EDIF (Electronic Design Interchange Format) netlist 
of a design is used as input and test vectors are not required. The tool mainly addresses 
the detection of not triplicated logic and the detection of the usage of logical constants 
(e.g. half latches). The tool analyses the circuit hierarchical based on data included in 
the EDIF netlist. The reliability calculation is then performed from bottom to top based 
on the creation of dependency graphs and reliability calculations for small sub-
components. By calculating the reliabilities of sub-components once and reuse 
calculated values whenever the components are used again, the overall calculation 
speed is improved. The output of the tool consists of a list of sub-circuits being still 
un-triplicated and warns the designer about the existence of logical constants within 
the design. Since no input vectors are required, the results from STARC correspond to 
a worst case estimation. In contrast to the subsequent STAR tool, STARC is not able 
to determine the actual amount of bits of a design, which result in an output error. 
 
STAR 
The analytical approach realized with the STAR (STatic AnalyzeR) tool by the 
Politecnico di Torino considers SEEs within user memory and configuration memory 
of an SRAM-based FPGA [BSV11, SV05]. In contrast to the STARC tool, STAR uses 
the already placed and routed file from the Xilinx tool flow as analysis input. This file 
contains a more detailed description of the FPGA’s elements and implies also the 
routing resources the user design actually uses. With information from this file the tool 
creates a generic model represented as a routing graph of the placed and routed circuit 
and an association to the original bitstream file. Each bit of the bitstream is then 
flipped and a new generic model is calculated. Finally, the new model is compared to 
the original model from the unmodified circuit. When both models are identical, then 
the flipped configuration bit is classified as insensitive, otherwise it is considered 
sensitive. The sensitive bits are further classified as programmed and sensitive or as 
not programmed but sensitive. With this approach the amount of workload 
independent sensitive configuration memory bits for a dedicated user implementation 
is determined. Additionally, STAR is able to analyse TMR mitigated designs by 
application of a set of dependability rules to assess the mitigation result and to 
quantify the bits violating the TMR scheme, i.e. particularly domain crossing effects. 
These domain crossing effects can either occur when logic from different TMR 
domains share the same CLB or when nets from different domains are routed in 
adjacent CLBs. Based on the results from STAR and the original placement of the 
mitigated design, the sensitivity to domain crossing effects can be improved with 
additional tools [SRV05]. These tools identify the locations of shared CLBs and 
critical nets, and define additional constraints as input for the place and route tool. By 
this means the placement of the design can be improved in an iterative way. 
Beside SEUs also MBUs/MCUs can be considered during analysis. Therefore, 
definable clusters of adjacent bits are analysed. In [SVS+07] the remaining error cross 
section of a mitigated TMR design determined with the results from the STAR tool 
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was verified against the design error cross section gathered during a radiation test 
campaign. In conclusion, both error cross sections were considered to be comparable. 
 
Essential Bits 
For Virtex-5 and newer devices, Xilinx also provides an option during bitstream 
generation to extract information about the essential bits in the design in the regular 
tool-flow [Le12]. Essential bits in this context are bits which changes the circuitry of a 
design in case of an upset. However, not each of these essential bits will result in a 
functional failure. The bits affecting the operation are called critical bits and are a 
subset of the essential bits. Systems checking the configuration memory for upsets on 
a regular basis may use the list of essential bits to decide, if an upset may have 
corrupted a design or not. 
4.6.5 Design Validation Conclusion 
For determining the design specific error cross section several approaches were 
introduced. Unless validation is part of a probing mission, real life tests are, in most 
cases, unrealistic in terms of required realization efforts and costs. Radiation tests are 
an approved method for validation of designs, but test preparations are extensive and 
beam time in appropriate facilities is expensive. 
Cost effective solutions for assessment of the sensitivity of unmitigated and mitigated 
user designs, therefore, offer fault injection and analytical methods. 
For fault injection several platforms are available, but require the adaption of the 
designs to these test environments, i.e. pin mapping and placement is different to the 
actual flight implementation. Depending on the flight-hardware architecture 
employing SRAM-based FPGA devices, it may be useful option to envisage access to 
the particular FPGA configuration interfaces (SelectMAP, JTAG) for fault injection 
purposes. Thereby, the flight design could be already verified by fault injection in the 
target hardware. The disadvantages of fault injection are that the determination of 
sensitive bits can be a very time consuming task and that the results are workload 
dependant. 
On the contrary, analytical approaches evaluate unmitigated and mitigated user 
designs regarding their sensitive elements in a very short time but this is done 
workload independent and, therefore, corresponds to a worst case assumption. 
Verification of fault injection results gathered from radiation tests showed, that fault 
injection is a valid and cost effective solution for determining the dynamic cross 
section of an user design [ACC+09]. As shown in [SVS+07] the same is true for 
analytical approaches. Both methods can also be used complementary by calculating 
the amount and locations of sensitive bits analytically and by using the information for 
fault injection to evaluate the effect of critical bits when actual workload is applied. 
  





5 Fault-Tolerance in Communication Networks 
Before the fault-tolerant mechanisms of SoCWire are analysed in detail in chapter 6, 
this chapter summarizes general fault-tolerance mechanisms used and published for 
communication networks. With SoCWire being a NoC approach, the main focus of 
this chapter will be, on the one hand, on the mechanisms for detection and handling of 
faults commonly used in conventional NoCs. On the other hand, SoCWire has its 
origin in an off-chip on-board communication architecture for space applications. 
Thus, two emerging examples for fault-tolerant on-board communication in the space 
domain will be additionally reviewed regarding the implemented fault-tolerant 
mechanisms. Supplementary, some concepts for network managing and monitoring are 
introduced. 
5.1 Network-On-Chip (NoC) 
NoC architectures provide better scalability compared to shared-bus architectures the 
more IP cores have to be interconnected [MB06]. In general, a NoC delivers better 
throughput in conjunction with a lower latency for data transfers between an 
application dependant amount of general purpose processors, specialized processing 
cores, on-chip memory areas, controller for external memory devices, and other 
interfaces for transferring data on- and off-chip. While today’s applications based on 
NoCs encompass around 50 to 80 cores, it is assumed that future NoC-based SoCs will 
incorporate thousands of IP cores [RFZJ13]. Regardless of implementation of the 
overall SoC within an ASIC or an FPGA, the area overhead for a NoC-based 
communication infrastructure should be as small as possible, just as the power 
consumption required for transferring data between different nodes.  
For conventional NoCs a comprehensive summary on failure mechanisms in 
consequence of physical faults related to implementation on semiconductor devices 
was performed by Radetzki et al. [RFZJ13]. This research follows the general 
assumption that the transistor density will further increase with technology scaling 
within the next years. This development leads to more complex NoC-based 
communication structures with hundreds of processing cores involving enormous data 
transfers between the cores. But with ever smaller structures the sensitivity to radiation 
and crosstalk also increases. Process variations, manufacturing defects, wear-out 
effects by electromigration, hot carrier degradation and time-dependant oxide 
breakdown will increase the initial transistor failures during production and the 
probability of further failures during lifetime [CPB+06]. On the one hand, the 
reliability of the physical layer can be increased by putting further effort in wire 
shielding or spacing rules during layout phase, but on the other hand, techniques 
applied on higher layers have the advantage to be technological independent [MB06]. 
Taken as a whole all publications in this field come to the conclusion that the physical 
medium on which NoCs will be implemented will be getting more and more unreliable 
and, therefore, fault-tolerant mechanisms have to be implemented in the 
communication infrastructures itself. 
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The typical layered view used for network protocols can be also applied to NoCs and 
will be introduced below, as well as the general failure modes and fault-tolerant 
mechanisms applicable at different layers. Furthermore, a general introduction in NoC 
terminology can be found in Annex 2. 
5.1.1 NoC Layer Stack 
An assignment of the layers of a classical NoC according to the seven-layered 
ISO/OSI
7
 reference model used for classical network architectures is shown in Figure 
5-1. This representation is only one classification for NoCs based on Radetzki et al. 
[RFZJ13]. Dependant on individual network architectures, i.e. functionalities of 
network elements and network topologies, the assignment of network layers to the 
reference model becomes indistinct. Micheli et al. for example does not make a strict 
differentiation between the network and transport layer [MB06]. 
 
Quite similar to wired transmission lines of a classical off-chip network, the physical 
layer of a NoC corresponds to on-chip transmission lines establishing the physical 
interconnection where transmission of phits takes place. The data link layer is 
responsible for transmission of flits and adds flow control mechanisms and contention 
handling. Since the lower physical layer is often considered as unreliable, the data link 
adds error detection and if necessary also correction capabilities. At the network layer 
switching and routing algorithms are implemented. In widely used mesh-based NoC 
architectures both the data link layer as well as the network layer are coupled in the 
network’s routing switch element. The switching part determines the connection type 
and the routing part determines the path of a packet through the network. The 
transport layer is realized via the network adapter and represents the end-to-end data 
transmission. [BM06] separates the network adapter in a front-end interface, which 
corresponds to the session layer in the ISO/OSI model, and a back-end interface 
corresponding to the ISO/OSI transport layer. The front-end provides the interface to 
the processing elements, with the interface type being a standard interface like AXI or 
OCP, which support simplified re-usage of cores, or even a custom interface. The 
network adapter’s back-end interface provides the interface to the network. Since the 
nomenclature of the interface between processing core and NoC is not consistent in 
corresponding literature, the terms network adapter and network interface will be used 
equivalent throughout this work. The session layer packetizes large data sets coming 
from the application level. Also supplementary information in terms of additional 
protocol information, additional flow control and additional error correction may be 
added for end-to-end packet transmissions. Higher layers are realized in the processing 
elements of a NoC. In cases where this is a conventional processor, the access to the 
network is realized via application software and middleware implementations, which 
encapsulate and simplify the access to the NoC from the user’s point of view. Figure 
5-1 and Table 5-1 provide a detailed summary of the NoC layer stack. 
                                              
 
7 International Organization for Standardization / Open Systems Interconnection model (ISO/OSI) 
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Uses the functions provided by the system layer to control 
and monitor the hardware in a safe and effective way. 
System 
Abstraction layer between software and hardware level 






The network interface provides mechanisms to split 
messages from system layer into packets, and handling of 
congestion and flow control issues on an end-to-end 
basis. 
Network 
Definition of network topology, switching- and routing 
(addressing)-techniques and Quality-of-Service 
mechanisms. 
Data Link 
Provides a technology independent communication 
channel via a potentially unreliable physical medium. 
Depending on reliability, performance, power and area 
requirements a hop-by-hop protection of packets may be 
added by means of error correction and detection 
schemes. Network resources are allocated to packets by 
flow-control mechanisms, which may support hop-by-hop 





Physical on-chip interconnection based on wires ever 
sensitive to all kinds of noise and radiation-induced effects 
with shrinking feature size. 
Table 5-1 NoC layer stack summary 
5.1.2 General Network Fault-Tolerance 
A NoC can be classified as fault-tolerant, when it will continue to operate even if one 
or even multiple faults in the network are present. But each improvement in fault-
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area cost and higher power consumption. Redundancy is the most common approach 
to achieve fault-tolerance in a NoC [RFZJ13]. A differentiation can be made between 
the following three redundancy approaches: (1) spatial redundancy, (2) temporal 
redundancy and (3) information redundancy. 
 
Spatial Redundancy 
Spatial redundancy is achieved by replication of modules. For example, a module 
detected as faulty can be simply replaced by a known functioning spare module, or 
two or more identical modules work in parallel and the module outputs are compared 
and majority voting is performed. In the latter case with only two parallel modules a 
detection of errors is possible and with three (TMR, Triple Modular Redundancy) or 
more (NMR, N-Modular Redundancy) an error can also be masked. Special care has to 
be taken for the voter design. The reliability of the voter should be greater than the 
reliability of the other components; otherwise the system will have single point of 
failure. Assuming a reliable voter design, the main disadvantage of spatial redundancy 
are additional hardware costs and power consumption. 
 
Information Redundancy 
Information redundancy means the addition of bits to a data path or checksums to a 
data packet which allows the receiver of the data to detect an error or depending on the 
implemented technique optionally to correct an error. One simple error detection 
approach is the addition of a parity bit to a data word. Thereby, an error is detected by 
a receiver when the number of ones in the data path including the parity bit is not even 
or odd according to the deployed encoding variant implemented in the transmitter. 
Hamming codes are another type of information redundancy, which are often used in 
communication systems. By addition of more than one parity bit, these codes are able 
to correct one bit error and detect double-bit errors. 
Beside parity-based approaches which add redundant information to data words, 
another variant is the addition of redundant information to a complete packet of data 
by means of a checksum. This is done via Cyclic Redundancy Check (CRC) codes and 
commonly used in networks to check the integrity of data packets and report a detected 
error. The calculated checksum is typically added at the end of a packet. While the 
hardware cost for information redundancy is moderate compared to spatial redundancy 
concepts, the performance might be degraded by additional logic in the data path 
required for coding and decoding of data words or the calculation and verification of 
packet checksums. Furthermore, for uncorrectable errors a retransmission scheme on 
the detecting layer or a reporting scheme to higher layers has to be implemented. 
 
Temporal Redundancy 
Temporal redundancy is accomplished by retransmission of data or a repeated 
computation. In any case this approach requires the previous detection of an error. 
Therefore, temporal redundancy is often used in combination with information 
redundancy schemes which allow at least the detection of an error. Most common is 
the sending of an ARQ (Automatic Repeat reQuest) back to the transmitter in cases 
where the receiver detected an error during data reception. Beside additional logic for 
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the hand-shaking required for the acknowledgement between transmitter and receiver 
also additional buffers are required in the transmitter to store a certain amount of 
already transmitted data for the case, that the receiver detects an error and requests a 
retransmission of the data. Temporal redundancy also implies performance penalties 
since retransmission also increases the latency of a data transmission. 
5.1.3 NoC Fault Models and Fault-Tolerant Techniques 
The model of a fault abstracts the behaviour of a fault from its rather complex physical 
cause. In the NoC context, for example, the fault model describes the behaviour of 
failures which may become visible when data is transmitted over a link. In general, the 
higher the considered layer the more abstract are the models, hiding detailed fault 
locations or causes of underlying layers. General fault models in digital circuits are 
e.g. stuck-at-0 and stuck-at-1 faults. 
 
Figure 5-2 depicts a similar hierarchical fault propagation model as suggested by 
Grecu et al. [GAP+07]. A fault originating from the physical layer propagates from the 
bottom to the top of the layer stack. Depending on the error detection capabilities 
implemented on each layer, the error may be detected on the same layer or on one of 
the upper layers. The same is valid for the recovery mechanism, which does not 
necessarily take place on the layer where the error was detected. In general, error 
handling on lower layers means less performance penalties, but higher power and area 
cost. On higher layer latency increases but fewer resources are required. 
 
Figure 5-2 Fault propagation within the NoC layer stack (adapted from [GAP+07]) 
The following subsections summarize classical NoC faults being typical for the 
particular layers, how they can be detected and gives typical countermeasures. The 
summary is mainly based on the comprehensive review of fault-tolerant methods in 
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5.1.3.1 Data Link Layer 
The data link layer is an abstraction layer for the physical layer and provides the data 
transfer and the flow control for switch-to-switch and switch-to-node data 
transmission. Faults on this layer are related to the routing switch or to the wires of the 
link and are either modelled by stuck-at faults or by bit-flips of storage elements. The 
latter one will vanish when the next value is registered, but may result in corrupted 
data when not at least error detection is applied. Bit-flips in state machines are more 
severe and may result in malfunctions in the switch control logic, e.g. the state 
machine could reach an invalid state. Crosstalk and radiation-induced transients may 
result in glitches or delay variations. Figure 5-3 depicts potential issues resulting from 
transients, like a registered glitch on a signal wire, or disturbances on a global clock 
signal by means of an additional pulse between two clock edges respectively 
falsification of edge timing. The duration of SET-induced pulses for current 
technologies is in the range of several hundred picoseconds [GAB+10], therefore 
higher operating frequencies will exacerbate the problems. 
 
Figure 5-3 Transient on a data or control wire (left) or clock wire (right) 
To detect and optionally correct faults on the data link layer the addition of spatial, 
temporal or information redundancy mechanisms, respectively a combination of these 
techniques is required. Detection only mechanisms will require less additional logic 
overhead compared to mechanisms including also correction capabilities. On the other 
hand, a pure detection mechanism requires that a higher layer has to implement 
countermeasures which are typically achieved at the expense of performance. In the 
following typical measures implemented in a NoC to improve the fault-tolerance on 
the data link layer are summarized. 
 
Multi-Sampling techniques address transient faults on the data path. The data is 
sampled at least two times at the rising or falling clock edge or even at both clock 
edges with a sufficiently high frequency or delayed clocks. With three samples and a 
voter circuitry a correction of transient errors may be possible. Permanent errors are 
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pattern is sent by the transmitter and checked by the receiver during system start-up or 
even on a regular basis during nominal operation. ED schemes add redundancy like a 
single parity bit or more advanced Hamming codes to a data flit (flow control unit) in 
order to detect errors. Depending on the implementation and number of parity bits 
spent, Hamming codes also provide Error Detection and Correction (EDAC) 
capabilities and hence allow the realisation of Forward Error Correction (FEC) 
schemes. When a switch employs store and forward techniques, packet-based error 
detection by means of a CRC may also be possible. In case of a detected error, the 
upper layer may be informed or the error may be handled on the same layer. One 
typical technique is retransmission of data on a hop-by-hop basis. The receiver has to 
inform the sender about a detected and uncorrectable error by a negative acknowledge 
(NACK) packet and thereby initiate a retransmission of data. Permanent loss of single 
data lines might be compensated by providing spare wires or by employing split link 
transmission. In the latter case the faulty lines are omitted and the flits are split and 
sent in consecutive cycles thereby allowing a graceful degradation. To detect faults in 
control logic, the application of DWC to this logic as well as the checking for 
invariances in outputs of control modules [PPNS12] are options. Correction of faults 
in control structures like finite state machines is possible with full or partial TMR. 
 
The addition of fault-tolerance to the data link-layer will always increase the logic 
costs, but to which extent is dependent on the selected implementation. While simple 
error detection is achievable with relative moderate additional logic, the combination 
with other techniques will, on the one hand, improve the fault-tolerance on this layer 
but, on the other hand, will naturally increase the costs in terms of hardware and 
performance. Performance penalties depend mainly on the implemented encoding and 
decoding schemes. Since they have to be applied on the data path, the additional 
combinatorial logic will influence the achievable operating frequency. Simple error 
detection always requires mechanisms to report the detected fault to upper layers, but 
also fault correction is just possible to some extent and requires a reporting mechanism 
to the layers above for uncorrectable errors. For example, a repeatedly failing 
retransmission of the same flit has to be considered as permanent error and reported to 
the network’s controlling instance. 
Permanent failures on some link wires may mean the loss of the complete link or with 
splitting the link and using only the still operating wires it is possible to use this link 
further even though with reduced performance. Overall, omitting faulty wires of a link 
or using spare wires associated with a link needs some synchronization mechanism 
between transmitter and receiver to exchange information about the wires to be used. 
Latency is also increased with retransmission mechanisms on the same layer, but the 
penalties will be significantly smaller compared to reporting and handling detected 
errors on upper layers. The reason for this is that the chunks of data to be re-
transmitted are typically smaller on lower levels and get larger the higher the level. In 
the same manner scales the required buffer size needed for intermediate storage of 
data. 
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5.1.3.2 Network Layer 
Within the layer stack defined in subsection 5.1.1 the network layer defines the 
switching and routing technology for packets. Furthermore, the definition of the 
network topology is also part of this layer. In NoC literature the distinction between 
the network layer and the overlying transport layer is not consistent. Micheli et al. 
[MB06] does not make a strict distinction between the two layers, while Radetzki et al. 
[RFZJ13] considers both layers separately, which is adopted and summarized in the 
course of this section as well as in the next subsection. 
The fault models on the network layer are faults related to links or switches. On a finer 
granulation link faults can be differentiated between unidirectional and bidirectional 
link faults if the affecting link supports data transmission in both directions. In the 
worst case a switch fault means the loss of the complete switch and its entire 
corresponding links. On finer granularity a switch fault can be modelled as a single 
port failure with the remaining ports of the switch still working or as a partly failing of 
the crossbar prohibiting the usage of a single route while others work. Depending on 
the used NoC topology and the number of failing links or switches, the loss of routing 
and transmission resources may or may not have severe impact on the overall network 
operation. For the mainly used mesh topology, for example, a failure of single 
switching or transmission capabilities can be compensated by routing strategies which 
avoid the defective component and use alternative routes, which is, of course, 
accompanied with an increase of latency. 
Packet replication is a fault approach for networks with inherent path redundancy. 
With replicated packets the probability that one of these packets reaches the intended 
destination is improved under the assumption that one or several routes may fail. 
Several algorithms exist, from simple flooding algorithm (each switch sends an 
incoming packet to all of its outputs) to probability- and direction-based algorithms. 
The disadvantages of these approaches are that network bandwidth will be wasted, the 
destination node has to identify duplicated packets and the arrival of packets is non-
deterministic. Adaptive routing schemes are a more efficient approach to employ 
redundant routing paths. An offline variant, suitable for detection of permanent faults, 
checks the network at start-up with BIST methods and configures the routing 
accordingly. To enable online global adaption, routers derive, for example, 
information about the global network state from status information included in 
received packets or from special exploration packets, which are sent through the 
network. Local adaption schemes rely on link information from neighbours in the 
immediate vicinity, but with only local network status information available, the risk 
of performance penalties or even deadlocks increases. Further detection mechanisms 
of routing faults are proposed by [GPS+12] and include the counting of incoming and 
outgoing packets within each router, the provision of routing-algorithm dependent 
statistic counters for misrouted packets and the usage of timeout counters for each 
input port to detect starved packets waiting indefinitely for an output port. In addition, 
the authors suggest some type of invariance checking on packet level by counting the 
number of flits per packet at each input port to detect missing or duplicated data 
words. The received number of flits may be thereby compared with a packet length 
derived from a header or in case of fixed size packets compared with the static length. 
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5.1.3.3 Transport Layer 
The transport layer splits messages to be transmitted from a source to a destination 
node into packets. The functionality of the transport layer is typically part of the 
network interface. All fault-tolerance considerations are abstracted from the 
underlying layers and relate to an end-to-end packet transmission. Classical fault 
models are: (a) Corrupted packets, (b) misrouted packets, (c) loosed packets, or (d) 
duplicated packets. 
Error detection is often implemented on an end-to-end packet basis by means of CRC 
checksum, which is added at the end of each packet. Detected errors are either reported 
to the application layer or the status is reported back to the sending node via a 
NACK/ACK scheme to initiate a retransmission of the packet. Error correcting codes 
may be also used to overcome permanent network faults to some degree. An additional 
concept is to protect the packet header with more sophisticated EDAC schemes to 
decrease the probability of packet misrouting and to use weaker schemes on the actual 
packet data [JLV05, MB06]. But with this concept the header has to be checked on 
hop-by-hop basis and appropriate retransmission or reporting mechanisms are 
additionally required. With messages split into packets for end-to-end transmissions, a 
receiving node needs capabilities like timeout mechanisms to detect expected but 
missing packets. When ARQ schemes are employed, the sending node may also detect 
network problems by a timeout mechanism for missing acknowledge packets. 
Additional packet header information, like sequence numbers and source node 
information, enables the identification of missing, duplicated or misrouted packets. 
Similar to the packet replication described in the previous section, a sending node may 
employ available redundant network paths to transmit replicated packets via different 
independent routes to overcome potential permanent faults. However, this requires 
mechanisms like the above mentioned additional header information to reconstruct the 
actual message from individual packets. Beside faults actually originating from the 
underlying layers, the network interface itself could be the source of errors. Since the 
application of full TMR is too costly for most implementations, a partial TMR scheme 
protecting critical control logic complemented with EDAC mechanisms on storage 
elements is considered as viable solution. Other approaches envisage a main and 
redundant network interface for accessing the network or even a secondary network to 
provide a redundant path for the exchange of error notifications, to monitor the status 
of the main network or to transmit recovery information. 
 
As for the other layers any fault-tolerance will increase the hardware costs and some 
techniques are useful only, when they are combined with other techniques. E.g. 
retransmission on end-to-end basis also requires the implementation of at least error 
detection mechanisms as its pendant on the data link layer. Non recoverable but 
detected errors require a mechanism to report and to handle the error on a higher layer, 
while such a notification scheme is optional for correctable errors. 
5.1.3.4 Application and System Layer 
In contrast to data link, network and transport layer, the application layer for NoCs is 
not as extensively discussed in literature and clearly defined as the other layers. The 
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network nodes rely on a reliable communication infrastructure with fault-tolerant 
mechanisms implemented. The messages received by the network interface and passed 
to the node’s application layer should be either error free or marked as erroneous. 
Network nodes may have different functionality, like complex processors or rather 
simple co-processor cores. These nodes may also have either master or slave 
functionality, or even both. With the network nodes implemented on the same 
unreliable fabric, these elements are also subjected to faults. Similar approaches like 
EDAC, DWC, and TMR may be used to detect or to correct errors in modules or 
components of a specific node. Processor-based nodes typically implement 
middleware and application software. Status information related to the message-based 
lower level network communication is passed via an API to the application software. 
To make a processor node itself more reliable robust software approaches (e.g. 
Exception Handling, Timeouts, Watchdogs) or redundant software approaches (e.g. 
Recovery Blocks, N-Version Programming) may be used. Another method to check 
the functionality of any type of node could be realized by means of internal or 
external test routines triggered after system start-up or on a regular basis. However, a 
node must be able to indicate a non-operational state to the attached switch or a 
corresponding network management unit. General network monitoring and diagnosis 
concepts are detailed in section 5.2. 
5.1.4 Fault-Tolerant Techniques Summary 
As stated in [RFZJ13], up to now there is no holistic concept for fault-tolerance 
reported which covers error handling between all different network layers. Instead, 
most works concentrate on a dedicated layer. For a closed system it is mandatory that 
errors, which are detected on a dedicated layer, are either handled on the same layer or 
at least reported to upper layers, so that countermeasures can be initiated. Fault 
diagnosis capabilities are mandatory especially for permanent errors, which require 
that measures for isolation are taken. Fault-tolerance schemes implemented on lower 
layers typically require more area and power, while on higher layers performance 
penalties have to be tolerated. 
5.2 NoC Management, Monitoring and Diagnosis 
Complex SoC environments employing a NoC with several IP cores require network 
management, status observability and debugging capabilities. Especially NoC 
communication architectures typically have no central arbiter like bus-based systems 
[CBR+05]. Thus, enabling several data transfers in parallel within a NoC increases the 
overall complexity and probability that transfers result in congestion or deadlocks. 
Therefore, a network management and monitoring system is required which allows a 
general network initialisation, determination of the network’s overall status, 
reconfiguration of the network in case of performance penalties and assistance 
regarding fault detection and recovery.  
Typical requirements for NoC management and monitoring are: 
· Scalability with the network in question. 
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· No effect on regular data transmission. 
· Small hardware costs. 
· Fast (real-time) error reporting. 
· Small NoC bandwidth usage. 
While small networks may employ a centralized network management, this may 
become in larger networks a bottleneck and a decentralised approach might be more 
suitable. In terms of fault-tolerance a centralised approach might be considered as a 
single point of failure, thus [YLLT08] propose a hierarchical hybrid 
centralised/distributed management structure. 
The Æthereal NoC [GDR05, RDP+05], for example, discusses central and distributed 
configuration models. For the distributed programming model best effort configuration 
packets are sent to a destination to establish or close a path. For the centralized 
configuration model, a root processor programs a connection by sending dedicated 
packets to the network interfaces. In conclusion, the centralised approach was 
considered as easier and cheaper to implement and more suitable for current small 
networks (around 10 nodes), but naturally the more costly decentralized approach 
scales better. 
NoC management can include a lot of tasks. Besides routing configuration as for the 
Æthereal example, other works discuss the use of a central or distributed management 
unit for congestion control by steering the injections rates of the nodes [NFM+12] or 
suggest a central monitor management node, which collects the status of the network 
online to handle faults like deadlocks [KP13]. In [NMV+04] a NoC is presented 
employing a data and control network managed by a master processor. An operating 
system running on the master processor gathers on a regular basis traffic statistics 
generated in the network data interfaces of the slave nodes via a dedicated control 
network and is thereby able to control the injection rates as well as to adapt the NoC 
data routing. 
Many NoCs architectures provide built-in error detection and correction capabilities, 
retransmission features on different granularity, or adaptive routing techniques. 
Monitor probes attached to nodes or routers can detect errors on data link, network or 
transport layer and report any errors or only severe non-correctable errors to a 
management node. By means of that, faults not resolvable on lower network layers can 
be finally handled on the highest layer. [GPS+12] suggests that each node sends error 
information to a supervisor node when a threshold for a detectable fault type is 
exceeded and considered as permanent fault. Collecting monitor data over time in a 
supervisor node will result in meaningful statistics to identify a faulty component 
along network paths. In addition, the authors suggest integrating statistic and timeout 
counters into the router to detect router-related control errors. 
The monitoring approach reported in [CBR+05] is a general approach suitable for 
several NoCs. The monitoring probes can be attached to a node or a router and are 
configured by a master node within a NoC. The information is collected by monitor 
instances and distributed via the network in form of event messages. An event 
typically includes a timestamp, a source identifier, an event type, and the actual event 
information. In [KP13] two approaches are distinguished how monitoring data might 
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be transmitted, depending on the real-time diagnostic requirements: in-band or out-
band. In-band traffic uses the same infrastructure for transmission of monitor data as 
regular traffic while out-of-band traffic uses a dedicated interconnection scheme for 
this purpose. The former one is easy to implement, but has to share bandwidth with the 
regular traffic. Depending on current traffic conditions, implemented bandwidth 
allocation mechanisms and existing faulty links, monitor event messages are subjected 
to varying latency until they arrive at the controlling instance. For in-band-traffic Time 
Division Multiplex (TDM) and Virtual Channel (VC) mechanisms may be used to 
separate virtually the monitor traffic by the regular application data traffic [YLLT08].  
5.3 Fault-Tolerance in Off-Chip-Networks 
Some of the widely used on-board communication architectures used for sensor data 
acquisition and transmission of processed data packets were already introduced in 
chapter 3 and Annex 1. The following two subsections introduce two evolving fault-
tolerant communication architectures in the space domain, which are intended for on-
board data handling between sub-systems. 
5.3.1 SpaceFibre 
SpaceFibre is an extension of the SpaceWire standard to interconnect high-data rate 
payloads [PFGM12, PMFG13]. The two main modifications introduced are: (1) 
Galvanic isolation and multi-gigabit data transmission on the signal level, and (2) 
additional features for Quality-of-Service including measures to improve fault-
tolerance implemented on higher levels. The packet-based user interface of SpaceWire 
is extended by a broadcast message and management interface. With broadcast 
messages it is possible to distribute time, synchronization signals, and event and status 
information. Via the management interface a SpaceFibre node has access to each of its 
layers and is able to configure and control its interface and to monitor the status. With 
the introduction of different Quality of Service (QoS) schemes (best effort, priority, 
bandwidth reserved, and scheduled) by using virtual channels, the data of all packets 
is segmented into frames and transmitted interleaved via the link. Error detection is 
achieved by 8B/10B encoding of each 8bit data and control word as well as an 
additional CRC checksum applied to each frame and control token. The protocol is 
extended by an ACK/NACK scheme allowing the instant and autonomous resending of 
data in case of detected errors. By continuous monitoring and calculating the used and 
available bandwidth for each virtual channel, faulty nodes either sending no data or 
sending continuously data (Babbling Idiot) can be effectively detected and 
disconnected from the SpaceFibre network. In addition, several lanes can be bundled 
to increase on the one hand the throughput and on the other hand to provide 
redundancy and automatic load distribution to remaining lanes in case of a failing lane. 
To detect lane related errors the Bit Error Rate (BER) is checked regularly and when 
exceeding a definable level the lane is disabled. 
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5.3.2 Time Triggered Ethernet 
Time Triggered Ethernet (TTE) is an emerging network solution based on the standard 
Ethernet but with extended switches which allow the mixed transmission of critical 
and non-critical data [TTT09]. TTE is mainly used in safety-related applications; to 
the target environments of TTE counts, beside others, the aerospace sector. On-board 
spacecrafts TTE might eliminate the need for physical separation between an avionics 
sub-system for safety-related and mission-critical data on the one hand, and the 
payload sub-system for the non-critical data on the other hand, therefore saving costs 
and weight and simplifying the overall on-board communication infrastructure. 
All communication controller and switches with time triggered services implemented 
have an own local clock which are all running synchronized to each other. The TTE 
approach supports three types of traffic: (a) time-triggered, (b) rate constrained, and 
(c) best effort. Nodes requiring a deterministic exchange of messages with a low 
latency and low jitter will use the time-triggered traffic type, at which messages are 
exchanged synchronously at pre-defined times with the highest priority. Rate 
constraint traffic is less timing critical but will stream data with a predefined and 
guaranteed bandwidth. The best effort traffic type corresponds finally to the 
conventionally Ethernet traffic without any guarantees.  
The time-triggered feature simplifies the detection of failures and irregularities within 
a network, e.g. when a node tries to send data when it is not allowed to send anything. 
By supporting redundancy on several levels (end systems, switches, and segments) 
even multiple faults can be tolerated. Additionally, so called guardians incorporated in 
switches can be activated, which are able to check continuously the compliance of 
network parameters. If a faulty port or even network segment is detected it can be 
disconnected. To accommodate the higher susceptibility to transient upsets with 
shrinking feature size, network elements are able to resynchronize autonomously from 
a faulty state to a synchronized system state. 
5.4 Summary 
The majority of NoCs typically discussed in literature have mesh-based topology and 
are targeted to an ASIC implementation. However, most of the introduced approaches 
for improving fault tolerance can be applied to any type of NoC implemented on a per 
se unreliable fabric. Error detection schemes, retransmission approaches and redundant 
paths are general fault-tolerance mechanisms which are widely used in any type of 
reliable on- and off-chip networks. Table 5-2 compares exemplarily for a selection of 
several academic NoCs and commercial off-chip communication architectures the 
implemented fault-tolerant schemes.  
Considering the implementation of a NoC-like communication infrastructure within an 
SRAM-based FPGA, then permanent faults of the FPGA’s basic elements are rather 
unlikely even in the harsh space environment. Permanent errors in an ASIC are 
comparable with upsets in the configuration memory of the FPGA, which modify the 
behaviour of circuitry. But unlike for an ASIC, in an SRAM-based FPGA such an 
error can be fixed by rewriting the corresponding memory cells and resetting the 
associated circuitry. Therefore, NoC elements, which are implemented within an 
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FPGA and are subjected to ‘short-term permanent’ faults, have to be detected, isolated, 
repaired and reactivated. This requires reliable monitoring and management schemes, 
which could be part of the actual FPGA design or could be realized with external 
devices. Since the number of logic resources of today’s FPGAs suitable for space 
applications limits the number of implementable cores and thus the size of the 
network, a reliable central management is assumed to be more suitable than a 
distributed one. 
The isolation of errors needs quick detection schemes and mechanisms to prevent fault 
propagation, which have to be typically implemented on lower layers. But in addition, 
a reliable monitoring and reporting scheme is also required to report detected faults to 
higher layers. To protect circuitry in an SRAM-based FPGA, the best but even most 
expensive solutions are TMR approaches (cf. section 4.5.2). Thus, for NoCs 
implemented in these devices the question is more to which parts of the NoC TMR has 
to be applied and which might be left unmitigated. For a fully TMR mitigated FPGA 
design, retransmission and error detection and correction schemes implemented into 
the NoC might be as well unnecessary as for entirely unmitigated designs. 
Similar to mechanisms reported for SpaceFibre and TTE, detection and reporting 
schemes for protocol errors caused by unmitigated network nodes may be 
implemented within a TMR protected routing element. Most suitable for such an 
approach are indirect networks with several unmitigated nodes connected to a 
mitigated and reliable routing element. Such an approach might be also relativizing the 
logic overhead required for detection mechanisms and mitigation of the latter one. 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6 SoCWire Fault-Tolerance 
This chapter will investigate the fault-tolerance of a SoCWire network implemented 
on SRAM-based FPGAs. The main focus will be on the effects on a SoCWire network 
when the configuration memory area of an FPGA is corrupted by an SEU which is 
occupied with the unmitigated circuitry of a network node. SoCWire allows the 
construction of complex heterogeneous networks with several interfaces and 
processing nodes running in parallel. The overall network is controlled and supervised 
by a central host system integrated as a master node into the network. The larger and 
more complex a SoCWire network is, the more independent tasks may run in parallel. 
Because of FPGA resource limitations it is possible that a processing node in such a 
system cannot always be fully mitigated by TMR. In such configurations it is 
important that an upset in an unmitigated processing node does not interfere with other 
independent parallel running tasks in the network. Detection, isolation and recovery 
have to be as local as possible to limit recovery time and either loss of data or the 
effort to reprocess data to a minimum. 
The series of carried out experiments are described in the following sections and resort 
to the hardware platform developed for the ESA DRPM study (cf. section 2.2). These 
experiments take into account the special network topology, which has been realized 
on this platform, and is characterized by a distribution across several FPGAs. The 
main arguments for this practice are: 
1. The DRPM platform provides a direct path to flight i.e. that for most parts 
utilised within the hardware platform an equivalent flight part exists. 
2. The hardware architecture and the network topology correspond largely to the 
actual implementation, which is currently realized for the data processing unit 
of the Solar Orbiter PHI instrument. 
3. The employed Virtex-4 devices used for the DRPM study and also for the PHI 
instrument are more economical for most missions in terms of device cost and 
power compared to the latest RHBD Virtex-5 space-qualified part. 
4. Findings from the DRPM SoCWire implementation were deemed as highly 
suitable as background for this investigation. 
This chapter starts with a summary of preliminary and related work regarding 
SoCWire and fault-tolerance and outlines the findings obtained from its application 
within the DRPM study. Then, on the layered basis of commonly used 
communications stacks, the available fault-tolerant mechanisms are analysed and the 
overview of fault-tolerant schemes given in chapter 5 is reviewed for an application on 
SoCWire. Based on these initial considerations first fault-tolerant improvements were 
added to SoCWire components. Next a fault injection approach based on the DRPM’s 
DFPGA module is introduced, which was used to characterize the behaviour and 
effects observable in a SoCWire network when an unmitigated CODEC is affected by 
configuration memory upsets. The results gathered are presented in the further course 
of this chapter and were used to compile suggestions to further improve fault-
tolerance. From these suggestions a selection was implemented and again verified with 
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the proposed fault injection methodology. Furthermore, the fault-injection was varied 
over SoCWire node components to evaluate the applicability of the introduced effect 
classes and the so far achieved fault-tolerance improvements. Finally, the employed 
fault injection approach itself is assessed at the end of this chapter. 
6.1 Preliminary and Related Work 
SoCWire was developed to provide a reliable communication architecture which 
supports in-flight dynamic partial reconfiguration of SRAM-based FPGAs and isolates 
the reconfigurable modules from the remaining network [Ost14]. The basis for 
SoCWire forms the verified fault-tolerant off-chip SpaceWire communication 
architecture, which was adopted for on-chip usage (cf. chapter 3). The effects making 
such communication architecture mandatory are on the one hand SEU effects 
occurring between two scrubbing cycles within the FPGA’s configuration memory, 
and on the other hand glitch effects which occur during the FPGA reconfiguration 
process. The work of [Ost14] argues that in most cases not the whole FPGA design 
can be mitigated by full TMR due to resource limitations. In such cases it is assumed 
that only the static area incorporating the switch has to be TMR protected and that the 
actual processing modules, which interface via a SoCWire CODEC to a switch, can be 
left unmitigated. Within the cited work, beside functional flow control verification, 
also some fault injection experiments were done. These experiments based on a hybrid 
software- and emulation-based fault injection environment which is depicted in Figure 
6-1. It consists of a microcontroller, two SoCWire CODECs with a fault injection 
module in between, as well as pseudo random based packet generator and comparator 
instances. However, the used fault injection approach is limited to emulating stuck-at 
errors on the link level and the exchange or modification of single data or control 
words on an active or initializing link. With the latter one the general compliance of 
SoCWire with the SpaceWire protocol was verified. 
The emulation of stuck-at errors was used to emulate upsets in the output registers of a 
transmitter. Via the fault injector module each bit of a SoCWire data word was 
successively either fixed to logic zero or logic one for both an initializing and a 
running link. The errors detected were identified as either related to parity errors or 
failing link initialisations. For the manipulation of data and control characters a 
processor-based test system was used to exchange data and control characters 
transmitted via one direction of the bidirectional link. Both test approaches were 
considered as a worst case scenario in the work of [Ost14]. 
 
Though, with this architecture only a limited amount of effects can be emulated, which 
will result from actual upsets in the FPGAs configuration logic. While stuck-at-0 or 
stuck-at-1 faults on the link between two CODECs can be emulated, other faults which 
will be induced by configuration memory upsets in the CODEC’s internal logic, like 
the state machine or FIFO control logic are not considered. 
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Figure 6-1 Original SoCWire CODEC test system [Ost14] 
With [SZ11] another work discussed the fault-tolerance of SoCWire based on an 
implementation within an ASIC. In contrast to [Ost14] a pure simulation-based 
approach was used to inject transient faults (SETs). The original HDL models of the 
SoCWire CODEC as well as the SoCWire switch were extended with several Fault 
Injector Signals (FIS). Each FIS has been activated separately for a random period of 
time and the result of the faulty run was compared against a golden run. A recovery of 
the link was observed for 50.96% of the injected faults into the CODEC and for 
13.10% into the switch. Failures in the comparison were reported for 14.03% of the 
injected faults into the CODEC and none for the switch. The remaining injected faults 
showed effects in observed signals, but did not propagate to the outputs as a visible 
failure. By triplication of the CODEC’s dual-port RAM which is used as FIFO, the 
authors achieved an improvement of the recovery rate by 8.65% and a reduction of the 
failure rate by 5.86%. 
 
The results obtained from both ([Ost14], [SZ11]) fault injection approaches are quite 
limited to assess the actual effects on a SoCWire network implemented in an SRAM-
based Virtex-4 FPGA. As reported in [QG08] SETs are not of any concern within the 
envisaged type of FPGA device considered in this work and SEUs in configuration 
memory cells occupied by the SoCWire circuitry will not just affect the link between 
two CODECs and thus requires further investigations to prove the robustness of a 
SoCWire network. 
 
Tiwari et al. [TKSS12] proposed to exchange the parity detection used by SoCWire on 
the link-level by a Hamming code with single bit correction and double bit detection 
capabilities. For unmitigated nodes this will just mask some link errors, but with the 
additional logic required the overall sensitivity of the CODEC to upsets will increase. 
 
The work of [SVIE14] considered a voting scheme for SoCWire on network level. A 
voter instance was integrated into the network similar to a switch element. In addition 
the SoCWire switch was extended with a broadcast mechanism. Three instances of the 
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connected to the voter module. If the nodes are distributed in the network then the data 
will be broadcast to all three processing nodes. The output from these nodes are routed 
to the voter module which compares the three results taking into account the 
asynchronism of the incoming data packets and the possible effects induced by failing 
nodes. The synchronized result from the performed majority voting is finally routed to 
the sink. In case all three processing node instances are directly connected to the voter, 
the voter itself will perform the broadcasting of the data to the three connected nodes. 
Detected faulty nodes are reported by the voter via a dedicated interrupt line to the 
host processor which reconfigures the faulty node. A conducted fault injection 
experiment by the authors showed a 100% success rate. The voter instance was able to 
detect all failures related to known sensitive bits and the implemented recovery 
mechanism was able to repair the defective node. 
 
Even if the approach of [SVIE14] is quite flexible, the distribution of the three node 
instances within the network will induce traffic overhead. In addition the voter module 
needs to be properly triplicated otherwise it will be also a single point of failure. 
Connecting the three processing nodes directly to the voter eliminates the wastage of 
bandwidth but requires an additional assessment regarding management overhead and 
required resources in comparison to a simple triplication of the processing node with 
available tools. 
6.2 SoCWire Findings from DRPM Study 
The DFPGA module developed for the DRPM study and presented in detail in chapter 
2 employs SoCWire as communication architecture and represents the first 
implementation of this NoC approach in a flight representative hardware environment. 
The original SoCWire components consisting of CODEC and switch have been 
extended in the frame of the study with an AHB2SOCW bridge to attach a LEON3 
host processor to the network, synchronization elements to enable inter-FPGA 
communication, and the SoCP handler hardware and software instances. The 
additional components are detailed in chapter 3. 
 
During implementation of SoCWire for DRPM some weaknesses of the current 
SoCWire approach were revealed. The problems were related to packet routing issues 
and misbehaving nodes which result in misrouted packets, or network blocking 
conditions between nodes or even for the complete network. These problems arose 
from flawed node implementations detected and fixed during development. But it is 
expected that well-tested but unmitigated nodes, which are corrupted by configuration 
upsets caused by radiation will provoke similar effects. 
Resulting from the DRPM study the following issues, which are all related to the 
routing switch logic, have been identified: 
1. The routing switch does not implement a full address decoding, i.e. a packet 
with an invalid path addressing byte at the beginning, is routed to a valid but 
not intended output. 
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2. A path may get blocked when data is sent to a valid but inactive output, e.g. 
when a reconfigurable module is not configured and the corresponding partial 
reconfigurable area is blank. 
3. When a node is sending data to another node or to the host system, and 
suddenly stops because of some malfunction within the node, the used path is 
never freed within affected switches because of a missing end of packet token. 
Another more general problem, which has been identified, were the missing options to 
identify what the actual state of the network is and what actually happened in an 
erroneous condition and which node has caused the problem. The DRPM application 
software employs a software monitor task to poll the status of each node by reading 
and checking the response of a register access to a node. But by means of this it was 
only possible to identify that a node was not working, a part of the network was not 
accessible or the whole network was blocked. It was in most cases impossible to 
identify for what reason the network failed or which node actually caused the problem. 
 
From the DRPM findings the following additional requirements can be formulated for 
the SoCWire switch implementation: 
· Timeout functionality is needed. 
· Proper address decoding is needed. 
· Discarding of packets when the link is inactive is needed. 
· Identification and report mechanisms about what went wrong and which node 
caused the problem are needed. 
 
Additional, more general FDIR requirements for SoCWire are: 
· A corrupted node shall not affect the data processing of another node. 
· The network shall never get blocked by a faulty node. 
· It shall be possible for the host system to identify the corrupted node and to 
initiate a local limited recovery. 
· Strong fault isolation, i.e. erroneous packets shall not propagate to correctly 
working nodes and modify their status. 
· Ideally, corrupted data is detectable. 
· Packets with corrupted length shall be detectable. 
· A missing packet in a sequence of packets shall be detectable. 
· If a misrouted packet arrives at a wrong node, the packet shall be detected and 
not be processed. 
6.3 SoCWire Fault Models 
Main focus of this thesis is to analyse and to improve the fault-tolerance of a SoCWire 
network implemented in an SRAM-based FPGA.  SoCWire fault models for existing 
components are defined in the following. SoCWire related specifications [MB13, 
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Ost12] use the same terminology for the SoCWire stack description as the SpaceWire 
standard [Eur08], which is slightly different of the one used for NoCs and classical 
networks as presented in chapter 5. This section starts with a comparison of the 
construction of both stacks and then discusses the SoCWire fault models associated 
with each layer. 
6.3.1 SoCWire Stack 
Figure 6-2 compares the original SoCWire stack levels with a NoC layer stack and 
assigns the corresponding SoCWire components to each NoC layer. The SoCWire 
fault model descriptions in the following subsection will rather refer to the NoC layer 
terminology than the original SpaceWire/SoCWire terminology. 
 
Figure 6-2 NoC layer stack in comparison to SoCWire layer stack 
The main difference between a conventional NoC implementation considering an 
ASIC as target technology and a NoC-like SoCWire implementation intended for 
implementation in a reconfigurable FPGA technology is the location from which faults 
may originate. For the former technology the actual circuitry is fixed within the 
physical layer and faults are caused for example by effects like aging, radiation or 
electromagnetic interference affecting this specific layer. In case of the FPGA 
technology the circuitry of the implemented network components is subjected to 
changes when FPGA configuration memory cells are upset. Therefore, faults originate 
not just from upsets in the physical layer (e.g. upsets in flip-flops) but basically from 
any layer (cf. Figure 6-2) whose functionality and hence circuitry is defined by the 
FPGA’s sensitive configuration memory cells. This also implies that not all of the 
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6.3.2 Fault Models 
The background for this work is the implementation of SoCWire within the DRPM 
study. This prototyping platform for the development of partial reconfigurable systems 
employs the SoCWire communication architecture for inter-processing-module and 
inter-FPGA communication. Since the DRPM platform includes the first 
implementation of a complete SoCWire network the following fault models refer to 
the development state of the SoCWire components valid at the end of this study. 
 
Physical Layer 
The FPGA represents the physical layer for the SoCWire communication architecture 
since the actual transmission lines between nodes and switches are realized with the 
FPGA’s routing resources, which are eventually controlled by the FPGA’s 
configuration memory. With focus on analysis of effects regarding processing nodes 
only on-chip fault models are considered. For SoCWire off-chip communication fault 
models applies, that beside the influence of configuration memory bits configuring the 
FPGA’s IO buffer elements, in addition, traditional fault models for communication 
between ICs have to be considered. This is out of scope of this work. 
The SoCWire logical fault models for the physical layer are therefore related to the 
general effects of SEUs within the FPGA configuration memory controlling the 
routing resources which are generally detailed in section 4.5. 
The summarized possible logical fault models provoked by a single upset within 
configuration bits controlling routing resources are according to [BCDS12]: 
· Stuck-at errors: A line of the SoCWire link is stuck-at a logical zero or logical 
one. 
· Bridge errors: One line takes the value of another line and vice versa. This does 
not necessarily mean that both of the lines are related to a SoCWire link. 
· Wired-Logic errors: The output is a wired logic connection e.g. wired-AND of 
two link nodes. 
An example extracted from a routed SoCWire design visualized with the Xilinx FPGA 
Editor is depicted in Figure 6-3. TX0 and TX9 denote two transmitter lines of a 
SoCWire link. Both nets enter the switch via the highlighted input ports in the lower 
right part of the figure and leave the switch matrix via the indicated output ports 
visible on the top edge. In addition, the routing options for the TX0 input port are 
shown. Option (a) corresponds to the actually used routing path for TX0. In case an 
upset modifies the path to option (b) then the switch’s original output port for net TX0 
would be unconnected and the output port associated with net TX9 would be driven by 
both nets (TX0 and TX9). When the routing is modified to option (c), the original path 
of net TX0 would be disconnected also and an unused output port would be driven. 
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Figure 6-3 Logical fault example on the physical layer for a SoCWire link 
Data Link Layer 
Data link layer fault models are related to the flit level. For example, a stuck-at error 
on a data line will modify the intended value of a data or control character flit and 
result in a failing initialisation of the link or in a link disconnection in case of a 
running SoCWire link. In the following the types of the detectable faults for this layer 
are listed, which were already verified in [Ost14]. The SoCWire error reporting 
mechanisms for these fault types are quite limited. Only a single signal reports to the 
upper network layer that the controlling state machine is in running (active) state. That 
means, that the occurrence of any detectable fault during link initialisation is not 
reported to an upper layer. For a running link any error detected by the receiver will 













6.3 SoCWire Fault Models 101 
 
The detectable link errors are: 
· Parity error: A detected parity error within a SoCWire data word results in a 
link disconnection. Odd parity is used and covers the actual data bits of the 
previous data word and the control data flag and parity bit of the current data 
word. While no reasonable matter for such an interleaving for a parallel 
interface exists, it is assumed that this construct is related to SoCWire’s 
heritage from the serial SpaceWire standard. 
· Character sequence error: This error can only occur during the link initialisation 
phase when N-chars or FCTs are received in initialisation states when they are 
not expected. Since this error can only occur during link initialisation it is never 
flagged to the network level. 
· Credit error: This error indicates that more FCTs are received than allowed, i.e. 
the credit counter is at its maximum and another FCT is received. Another 
variant of the credit error is when the receiver FIFO is full and an additional N-
char is received. During an active link the error is indicated to the network level 
by de-asserting the active line. 
· Disconnect error: A disconnection error occurs when the receiver detects that 
the valid line of the connected counterpart transmitter is de-asserted. This is the 
case when the transmitter CODEC is manually reset or forced into a reset state 
due to a detected error. The number of clock cycles for the valid line being low 
until the receiver flags a disconnection error can be configured. The purpose of 
this option is arguable, since in a fully synchronous environment the transmitter 
valid signal being low for one clock cycle should be an adequate reason for the 
receiver to consider an erroneous condition. 
· Escape error: The escape error shall indicate an illegal escape sequence. This 
error type is probably a relic of the original SpaceWire code and does not make 
any sense in the SoCWire CODEC. In the SpaceWire standard the escape 
character is a dedicated character which can either be followed by an FCT to 
form a NULL token or be followed by an N-char to form a time-code. The time 
code does not exist in SoCWire and the NULL character in SoCWire is 
transmitted in parallel, and corresponds therefore rather to a dedicated control 
character. A SoCWire CODEC never sends an escape character in the regular 
control flow although it is still decoded. 
Table 6-1 summarizes the SoCWire error detection and report mechanisms on the link 
layer. 
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Fault Type Report 
Mechanism for 




Possible Source Recovery 
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Table 6-1 Data link detection and reporting mechanisms 
Network Layer 
The faults reported on this layer are generally related to routing and packet issues, as 
well as errors reported from lower levels. For the original SoCWire implementation 
this level covers just the treatment of packets, which were in transmission while the 
link has been disconnected. When a link disconnection occurs while a packet is in 
transmission, the already transmitted part of that packet will be terminated by the 
CODEC with an EEP token. As soon as the link reinitializes the transmitter within a 
CODEC will discard any data until any end token is received. From the SoCWire 
switch’s point of view packets terminated either by an EOP or EEP are treated the 
same way, i.e. that the layer does not include any recovery mechanisms and the error 
information is passed in form of the EEP to upper layers of the receiving node. 
As already summarized in chapter 6.2 the SoCWire network layer lacks of at least a 
timeout mechanism, a proper address decoding and a proper handling for packets 
transmitted between switch and a faulty node. 
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EEP to packet 
received so far. 
Remainder of 
packet is spilled. 
Port-CODEC adds 
EEP to packet 
received so far. 









EEP is reported 
to upper level. 
Packet with EEP is 
routed like a regular 
packet. 
Any link in the 
network path 
from source to 
destination. 
Upper layer 
Table 6-2 Network layer error detection 
Transport Layer 
The SoCP handler part of each SoCWire processing or interface node adds a defined 
header to each packet (cf. section 3.2.4). When a node receives a packet the 
consistency of the header structure is verified. In case an invalid header is received the 
SoCP discards the packet and generates a reply packet which is sent to the host system. 
With the information stored in the reply packet the type of the detected error is 
transmitted according to Table 6-3. However, a packet considered as valid is passed to 
the user interface. If the header is valid, then packets ending with either EOP or EEP 
are treated the same way like on the network layer, i.e. the protocol handler instance 
will pass the information that a packet was previously terminated with an EEP just to 
the node’s application layer. 
The host system takes on a special position. The transition from the NoC to the bus-
based controlling processor and vice versa is realized with the AHB2SOCW bridge. 
This hardware implementation does not include any protocol handler functionality, but 
simply writes SoCWire packets coming from the network by means of DMA transfer 
into the processor’s memory or sends in return SoCWire packets via DMA into the 
network. All protocol related functionality for this central network node is 
implemented in software. Although the bridge does not include any SoCP functionality 
in hardware, it is considered to the transport layer for the following reasons: (1) the 
strong coupling of the bridge’s functionality to the low-level software layer controlling 
the bridge and realising the host’s protocol handler functionality which is discussed in 
the next paragraph. (2) Beside EEP token and link disconnection detection the bridge 
additionally identifies the reception of unknown control characters and packets being 
too long from the bridge’s point of view. Especially the latter two features are not 
covered by the network and data link layers. All of these errors are reported by the 
bridge to the next upper layer via the receive descriptor word. Furthermore, a link 
disconnection is reported to the processor via a dedicated interrupt line to inform the 
host processor about disconnection events occurring during an idle link. 
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Fault Type Node Possible Source Recovery 
Wrong HWID Generates a reply packet for the 
host in case that the HWID is 
invalid. 
Faulty packet from 
source node or fault 






Generates a reply packet for the 
host in case the register address 
is invalid. 








Generates a reply packet for the 
host when a control character is 
received during header 
decoding. 
Corrupted packet 
received with control 
character set in 
header structure or 





The EEP of a packet with valid 
header is passed to the upper 
layer. 
Faulty source node, 
corrupted packet 
during transmission, 







Table 6-3 SoCP fault models 
 
Fault Type Description Possible Source Recovery 
Packet with 
EEP 
Corresponding bit in receive 
descriptor word is set. 
Faulty source node 







Bit in receive descriptor 
indicates that an unknown 
control character was received 
(other than EOP/EEP). 






Bit in receive descriptor word 
indicates that the actual packet 
length exceeded the maximum 
length of 2064 data words. 
Faulty source node 





When packet is in transmission 
the corresponding bit in the 
receive descriptor word is set. 
Additionally the disconnection 
interrupt is triggered. 




Table 6-4 AHB2SOCW bridge fault models 
Software Layer 
The SoCWire low-level software layer consists of the AHB2SOCW bridge driver and 
the software implementation of the protocol handler. The bridge driver passes any 
received packet, including the error information retrieved from the receive descriptor 
word, to the SoCPH. The handler removes any potential remaining leading addresses 
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and tries to find a valid header word. When no header is found, the packet is discarded. 
The same will happen when (1) the HWID is not registered, (2) the transaction type / 
status word is invalid, or (3) the header’s transaction counter could not be assigned to 
an outstanding register access request. (1) does not necessarily mean that no node with 
that HWID is available in the network, but it might also mean that it was not registered 
so far, which would be an user application error. (3) could mean that the counter value 
of the packet is invalid but also that the reply took longer than the specified timeout 
value. Every discarded faulty packet, which is actually a reply to an outstanding 
register access or a process request initiated by the host system, will inevitably result 
in a timeout for the corresponding function. Especially asynchronous streaming data 
packets, which are either host initiated or generated by an interface node, are prone to 
be lost undetected as depicted in Figure 6-4 with the red dotted line, since for this 
packet type no feedback mechanism exists. 
 
Figure 6-4 Lost streaming data issue 
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No Header Found The received data does 
not contain any valid 
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Fault Models Summary 
As summarized in Figure 6-5 the detection of faults in a SoCWire network takes place 
on several layers. While detection mechanisms are implemented almost on each layer, 
some kind of recovery is only implemented on the data link layer by autonomous link 
re-initialisation in case of a detected flow control related error. It is noticeable in 
Figure 6-5 that the SoCWire switch logic does not contain any fault detection 
mechanisms. In case of a disconnection event during data transmission, the reporting 
mechanism for the data link and network layer is limited to the generation and 
forwarding of EEP terminated packets. Via the implemented EEP mechanism the host 
system only gets aware of such an event when a packet is actually in transmission to 
the host. 
 
Figure 6-5 Original SoCWire network fault detection and recovery mechanisms 
In case a disconnection event occurs during the idle phase of a link nothing will be 
reported to the host, even though this should not happen in a fault free system and 
therefore may already indicate a severe problem respectively the cause of an SEE. 
Eventually, to connect all active lines of all available CODECs to the host system is 
the only way to make all faults on the data link layer detectable, which might only be 
manageable for small networks not distributed over several FPGAs. 
The SoCWire hardware protocol handler adds only fault detection mechanisms to the 
network which are related to either the handler’s internal register or to detected errors 
within the packet header. The reply packets generated may be caused by faulty register 
addressing by the host, configuration memory upsets in case the node itself is 
unmitigated, misrouted packets, or reception of a faulty packets from another node. In 
any case the cause for such an event is manifold and the localisation of the origin with 
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just a timeout is generated or without an outstanding request these error replies are 
discarded and so far not employed for error handling. 
A complete SoCWire network, as implemented within the DRPM’s DFPGA module, 
provides basically error detection mechanisms implemented on different hardware and 
software layers. Recovery from errors is mainly an issue of the user application 
running on the host system. The detection of errors on software application level by 
means of simple timeout reports is quite limited and only works for packets actually 
initiated by the host. 
Also on hardware application level it is up to the processing or interface node to 
implement a mechanism which deals with packets terminated by an EEP and provide 
an instrument to report such errors to the host system. For a system with several 
unmitigated nodes susceptible to configuration memory upsets it is not quite trivial to 
localize a faulty network node in any case. 
In chapter 5 several fault-tolerant schemes proposed for conventional NoCs as well as 
specific fault-tolerant off-chip networks were introduced. Table 6-6 lists these FT 
schemes and reviews the particular applicability on SoCWire implemented in an 
SRAM-based FPGA. 
In the following sections measures to assist the localization of faults are described, 
which were added to SoCWire network components. In addition a fault injection 
system based on the DRPM hardware will be introduced which was used to 
characterize the fault-tolerance of SoCWire in more detail and to verify its isolation 
capabilities in case configuration memory cells are upset which are related to the 
circuitry of an unmitigated SoCWire node. Furthermore, the testing methodology is 
presented and the effects on the network observed during fault injection are described 
from the user’s point of view. 
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Multi-Sampling No Suitable for transients faults, which 
are considered minor in target FPGA. 
 BIST (Yes) Exchange of NULL token and 
detection of link inactivity might be 
considered as some kind of BIST. 
 Error detection Implemented Parity bit implemented on flit level. 
 Error detection 
and correction, 
FEC (hop-by-hop) 
No Implies significant overhead (required 
for each CODEC); without additional 
TMR just unmitigated logic is added. 
 Retransmission 
(flit level) 
No Suitable for transients faults, which 
are considered minor in target FPGA. 
 Split link 
transmission 
No Not suitable for FPGA 
implementation, since reconfiguration 
re-establishes full link. 
 DMR/TMR on 
control logic 
Yes TMR with scrubbing is in general the 
best solution for the target FPGA; 
DMR (Dual Modular Redundancy) 
may be an option to improve just 




No Without additional TMR just 
unmitigated logic is added. 
Network 
Layer 
Packet replication No SoCWire routing switch assumed to 
be properly mitigated, typically limited 
number of path available. 
 Adaptive routing No SoCWire routing switch assumed to 




Yes Suitable for implementation in 
SoCWire switch in static area for 
detection of packet and routing errors. 






Yes Depends on criticality of node; has to 




No Suitable for transients faults, which 
are considered minor in target FPGA. 
 Packet timeouts Yes Might be an option to detect missing 
packets in streaming data applications 





Implemented Already used for SoCWire protocol 
implementations; might be 
extendable; reasonable when logic is 
mitigated. 
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Layer FT scheme Suitable for 
SoCWire  
Notes 
 Packet replication No Limited number of redundant network 
paths available; faulty node might 
send redundant faulty packets. 
 TMR or partial 
TMR on NI 
control logic 
Yes TMR with scrubbing is in general the 
best solution for the target FPGA; 




No Implies significant overhead. 
Application 
Layer 
TMR Yes SoCWire node: TMR with scrubbing is 
best solution for the target FPGA; host 
system typically implemented in ASIC, 
anti-fuse FPGA, or properly mitigated 
static area. 
 ED/EDAC Yes Possible option to detect data errors 
within SoCWire nodes. 
 Monitoring Yes Mandatory for network management. 
 Redundant/robust 
software 
Yes Applicable to host system processor. 
Table 6-6 Suitability of NoC FT mechanisms for SoCWire 
6.4 SoCWire Reliability and Monitoring Extensions 
With the already implemented fault detection and recovery mechanisms on the several 
layers it will not be possible to classify the effects on the network, which will result 
from upsets in unmitigated processing nodes. A node within a SoCWire network 
consists of the three components: CODEC, SoCP handler and the actual application 
logic (cf. Figure 3-4). In a network configuration with some of these nodes 
unmitigated upsets in the FPGA’s configuration memory will have effects on the 
overall network. The SoCWire implementation for DRPM already revealed some 
weak points especially within the SoCWire switch implementation. These points will 
be addressed and improved in the following. 
Since the switch is the central routing element typically placed in a TMRed static area, 
this network element is considered as the most suitable instance to collect and to 
distribute status information regarding routed packets and attached nodes. 
6.4.1 SoCWire Switch Error Detection 
Resulting from the experiences with the SoCWire network implementation realized 
with DRPM, the following features have been added to the switch: 
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Address Error Detection 
An address error occurs when the first word of a SoCWire packet, which naturally 
contains the current path address, holds a value addressing an output port not valid in 
the current switch. Unlike the original SoCWire switch implementation the decoding 
of the first word is extended to the full data word width. The main problem with the 
original SoCWire switch implementation was that the address decoding was limited to 
the number of address bits correlating to the number of ports. Corrupted packets with 
invalid path addresses were therefore routed misleadingly to one of the valid output 
ports. With the implemented full address decoding the switch spills a packet which 
begins with an invalid address. This approach corresponds to the one generally used 
for SpaceWire routers [Eur08]. 
 
Link Error Detection 
A link error means that the addressed output of a packet is not active while the packet 
arrives at the input port of the switch. The reasons for such an event could either be 
that the unmitigated target (processing) node is corrupted and caused a link 
disconnection, or that the partial reconfigurable area is currently not configured and 
contains just a blank design. Similar to the above described address error no 
connection will be established by the switch matrix and the packet at the input port is 
discarded. 
 
Timeout Error Detection 
A timeout mechanism is required to detect blocking within an active SoCWire path. 
Since wormhole routing is used within the switch, an arriving packet with a valid path 
address will immediately result in establishing an input to output port connection when 
the output port is available. The connection between an input and output pair will be 
closed as soon as an end of packet token is received. Blocking conditions can occur 
when either the source node stops sending data and no end of packet token (EOP/EEP) 
closes the path in each switch en route, or when the destination node stops receiving 
data and stalls the path up the source node. Blocking will therefore have severe effects 
on other active data transmissions, since required paths may be not available and 
prohibit transmission of packets which also address the blocked output port. 
For solving this issue timeout detection is added at the entrance of each port. With the 
establishing of an input to output path a timeout counter is started. The counter is reset 
with every new data character and is stopped when an end of packet token is received. 
When a source node stops sending data or a destination node stops receiving data, the 
entrance port will close the input port connection after the timeout counter expires, 
adds an EPP to the output port and discards in case of a blocked destination node 
remaining input data. The output port of a switch will be closed as soon as the 
destination reads the data, i.e. immediately when the destination node is not stalled 
otherwise as soon as the stalling condition is dissolved. Figure 6-6 illustrates the 
switch timeout dissolving for a stalled source node (S) and a stalled destination node 
(D). 
The timeout value can be adjusted via a generic variable during core instantiation. In 
the same manner the timeout can be disabled for individual ports. For the experiments 
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the timeout values are set to 100 ms for all switches. The value is considered more 
than sufficiently high to make sure that there is enough time for a node to process a 
single packet. 
 
Figure 6-6 Source node (left) and destination node (right) timeout example 
Error Status Counters 
For the three above introduced address error, link error and timeout error detectors, 
and in addition for disconnection events individual counters were added. By means of 
this, statistics of the occurrence of these detectable error types shall be gathered. Each 
counter has a width of 4 bit and each switch port has its individual set of counters. The 
disconnection events are detected and counted anytime when the particular CODEC’s 
active signal is going low. 
6.4.2 Monitor Node 
The detection of errors and their classification is just one issue. In addition, the host 
system as central network controller needs to be informed about any detected error 
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on the non-availability of dedicated pins when the host system is implemented within 
another FPGA or integrated in an ASIC. Another option is to envisage a small, low 
traffic secondary status and control communication network. But this solution also 
requires additional resources in terms of interfaces, logic and interconnections. A third 
option is to integrate the status traffic into the regular network traffic. This is also the 
most flexible solution when adoptions are needed, but has to suffer the disadvantage 
that the status messages will also get blocked or lost when the whole network fails. 
Otherwise with SoCWire deemed to be a fault-tolerant network and because of 
resource saving reasons the latter approach is used for the transmission of event 
messages generated by a monitor node. 
 
Figure 6-7 Modified SoCWire switch with monitor node 
The developed monitor node can be optionally attached to each SoCWire switch and 
generates a small asynchronous streaming data packet which is sent to the host system 
as soon as an error is detected on any port of the switch the monitor node is connected 
to. Beside an extra port on the switch the monitor node requires connection to the 
corresponding error counters and trigger signals implemented in the switch. 
Optionally, the active signals from each processing and interface node connected to 
the eligible switch can be linked to the monitor. Since the SoCWire switch has no 
configuration port for logic resource savings [Ost14], the monitor is attached like any 
regular node to the switch. This has the advantage that the user registers of the monitor 
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6-7 depicts a block diagram of the modified SoCWire switch and an attached SoCWire 
monitor node. As for the switch it is assumed that the monitor node resides likewise in 
the properly mitigated static area. 
6.4.3 Software Extensions 
In the context of the DRPM study the driver for the AHB2SOCW bridge as well as the 
software implementation of the SoCWire protocol handler (SoCPH) were developed 
and are introduced in section 3.2.4.3. The SoCPH is an abstraction layer providing 
functions for managing a SoCWire network and transmitting data from host to nodes 
and vice versa. It is therefore the essential software interface for any software-based 
user application running on the host system. Like any real user application the test 
software developed for the following enhanced investigations of the SoCWire fault-
tolerance will also employ the SoCPH interface for communication with SoCWire 
nodes, i.e. test vectors will be sent to a corrupted node as well as to other healthy 
nodes to get an impression of the overall network state.  
As discussed in section 6.3 the information about faults which are passed to the user 
application level via the current handler API is quite limited. Explicitly given back to 
the user is just timeout information in case of any failed host initiated node access. 
Implicitly from the returned data content or the received packet length in response to a 
test vector the validity of the user data can be additionally derived. As discussed above 
packets with erroneous headers are discarded by the software protocol handler. But 
just discarding the packets is not sufficient for a detailed analysis of the network 
effects resulting from an intentionally corrupted network node. Hence, to get an idea 
of the types and frequency of errors from the software’s point of view, the software 
protocol handler was extended with statistic counters to differentiate error types 
detectable on the lower software level. In addition, functions were added to pass this 
information to the test application software for the purpose of error logging and 
analysis. The detectable error types by the low-level software are summarized in Table 
6-7. 
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Driver (EEP) Received packet is terminated by an EEP. 
Driver (Other) - Bridge (link) disconnection error. 
- Bridge internal length error. 
- Unknown SoCWire control character received (no 
EOP or EEP). 









Received valid packet but Hardware ID is unknown (not 
registered in routing table). 
Header Status Error 
(UCC) 
Hardware node (SoCP) detected an unknown control 
character (reported by a reply packet). 
Header Status Error 
(Register) 
Hardware node (SoCP) detected access to an invalid 
register (reported by a reply packet). 
Header Status Error 
(HWID) 
Hardware node (SoCP) rejected the packet because of 
an invalid hardware ID (reported by a reply packet). 
Invalid Transaction Type / 
Status 
The transaction type/status of the packet received is not 
a valid reply or does not contain any valid error 
information. 
Header Error Received data does not contain a valid header start 
marking, size of header is not valid, or reception of a 
header without any user data. 
Register Reply Error Reply of a read/write register access failed. This means 
either that there was no outstanding reply for a specific 
hardware ID, or that the packet’s transaction counter 
does not match with expected one. 
Process Reply Error No user task is registered for the received process reply 
packet. 
Stream Reply Error No user function is registered for the received 
streaming data packet. 
Additional counters indicating the detection of a valid header (data and length may 
be corrupted anyhow) 
Register Reply Packet Valid register read/write reply packet 
Process Reply Packet Valid process reply data packet 
Stream Reply Packet Valid streaming data packet 
Table 6-7 Error types distinguishable by the software protocol handler 
6.5 Fault Injection and Analysis 
For the fault injection experiments described in the following the DFPGA board of the 
DRPM demonstrator platform was used together with the basic implementation of the 
SoCWire network developed for this platform. The details of the board were already 
summarized in chapter 2. Since the majority of sensitive elements within an SRAM-
based FPGA are configuration memory cells, these elements will be primarily 
considered. As discussed in section 4.6.3.1 the emulation of upsets within the 
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configuration memory is in contrast to upsets in user flip-flops and BRAM cells 
straight forward since the same mechanisms as for scrubbing can be used. 
6.5.1 Fault Injection Methodology 
Based on the DFPGA module as hardware platform and the extensions done on 
SoCWire IP cores and software components described in section 6.4, a first analysis of 
the impact of SEUs within the configuration memory occupied by an unmitigated 
processing node was performed. The principle fault injection works like comparable 
approaches described in the literature and summarized in section 4.6.3.2. The main 
difference is that the injection is not performed for the whole device, but only for the 
configuration logic of an unmitigated SoCWire node or parts of the node which are 
assigned and delimited by a partial reconfigurable area defined with the Xilinx 
PlanAhead tool [Xil11]. All other areas of the investigated FPGA are assumed to be 
ideally TMR mitigated and insensitive to any upsets. 
Compared to other validation approaches like real-life tests or conventional ground 
accelerated testing presented in section 4.6, the selected fault injection approach via 
the FPGA’s configuration interface allows the emulation of specific upsets in regions 
of interest. The generation of localized upsets is also possible with laser and micro-
beam tests but requires a considerably higher effort for test preparation and access to 
costly equipment. 
 
Figure 6-8 Test design floorplan 

















(1) Routing of the CLB not shown in this view but could be in use
Gap
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By using the partial reconfiguration flow of the PlanAhead tool in conjunction with the 
synthesized netlist, which contains just the logic of interest, a corresponding binary file 
was generated. Whereas for a regular partial reconfiguration process the whole file is 
transmitted at once via one of the FPGA’s configuration interfaces, for the purpose of 
fault injection this file was fragmented into single frames with a frame being the 
smallest addressable unit of the FPGA’s configuration memory. During fault injection 
each bit of each frame was sequentially flipped by the controlling software and the 
particular frames were written to the FPGA. After that, the software sent in a first step 
defined test vectors to the manipulated node and verified in next step the results. If any 
deviation was detected, the current configuration memory bit was considered as 
sensitive and recorded in a list of locations of sensitive bits. With the list as basis a 
second and more detailed software-based analysis run was executed afterwards. 
During this second test run only the sensitive bits were flipped again, but in contrast to 
the first run also a detailed status of the whole SoCWire network was probed and 
logged before and after the actual test vectors were applied to the node under test. 
Figure 6-8 exemplarily depicts the layout of one test configuration. The red square 
denotes the actual area under test. Only the configuration bits of the configuration 
memory frames belonging to this area were flipped and analysed for output errors 
afterwards. The injection region matches the height of a full-frame which in turn 
corresponds to the height of one row (cf. section 4.2). Additionally, it was excluded 
that no logic from the static area was placed within the clock region associated with 
the area under test. Finally, a gap corresponding to at least one CLB was defined 
between the static area and the area under test. 
6.5.1.1 Fault Injection Hardware Setup 
A detailed block diagram of the fault injection hardware platform based on the 
DFPGA module and used for the following experiments is given in Figure 6-9. 
The main components of the setup are: 
 
Configuration Controller 
The functionality of the CC is described in detail in the DRPM hardware architecture 
description in section 2.2. The illustration in Figure 6-9 omits some details for 
clearness like the SoCWire synchronization elements as well as the additional 
SpaceWire interface in each RFPGA module. The actual fault injection is managed by 
software running on the LEON3 processor. The software’s main tasks are: (1) to inject 
and repair faults via the SMAP interface, (2) to apply test vectors to the node under 
test and to verify the node’s response, (3) to log for each injected fault network and 




This work’s main interest is on the effects on SoCWire in a representative real life 
configuration. Therefore, the network topology originally designed for the DFPGA 
module was maintained for fault injection purposes. The RFPGA1 sub-module is 
considered immune against upsets. The functionality of the network and the nodes 
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within the module’s FPGA is regularly checked during analysis. Within the FPGA of 
the RFPGA2 module regional limited fault injection is conducted (c.f. Figure 6-8). The 
FPGA contains the extended SoCWire switch as well as an attached monitor node 
instance. The on-chip logic analyser ChipScope enables a detailed examination of the 
actual packets transmitted between RFPGA2 and CC. 
By using a manual single bit fault injection feature for upsetting a user definable 
configuration bit, which is implemented in the control software running on the EGSE 
(Electrical Ground Support Equipment) computer, the structure of an upset-induced 
faulty packet sent by a corrupted node can be analysed in detail. With the most interest 
on the failures resulting from upsets within the SoCWire related IP instances (i.e. 
CODEC and SoCP), the data processing part of these processing nodes is kept simple. 
The functionality of PRM #1 just adds one to each received data word and transmits 
the results back into the network, while the node denoted as PRM #2 performs 




The EGSE is based on a standard personal computer (PC). It provides interface and 
software to control the fault injection software running on the LEON3 and to visualise 
status information during the campaigns. During the injection and analysis campaigns 
the LEON3 runs autarkic. Before the test campaigns can be started several files have 
to be uploaded to the DFPGA module: (1) full configuration files for both RFPGA 
modules, (2) a file containing the configuration frames for fault injection and for 
analysis runs and (3) a data file containing the previously measured sensitive bits for 
the particular test design. The results of a pure fault injection run or a detailed analysis 
run can be downloaded afterwards to the EGSE for further PC assisted analysis. 
 
Recovery within the test setup is possible on different granularity. All recovery 
measures are controlled by software running on the host processor. An overview of the 
recovery options and a short description is given in Table 6-8. 
 
Recovery Option Description 
PRM Reset Reset of just the logic associated with a PRM. 
(R)FPGA Reset Reset of the implemented FPGA circuitry including all 
processing and interfaces nodes as well as the switch. 
SoCWire Bridge Reset Reset of the AHB2SOCW bridge within the CC as well as the 
SoCWire switch and all nodes integrated in this device. 
Partial Reconfiguration (Re-)Write just a reconfigurable area. 
Full Reconfiguration (Re-)Configure the full device. 
Table 6-8 Recovery mechanisms supported by fault injection software and 
hardware 
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Figure 6-9 Hardware setup for fault injection 
6.5.1.2 Fault Injection Software 
The fault injection process is controlled in software for reasons of flexibility. This 
allows an easy adaption related to test vectors and test modes if required. The fault 
injection and analysis routines are integrated into the RTEMS
8
-based host processor 
software, which was developed for the DRPM study and offers mechanisms to 
configure the SoCWire network and to initiate any supported type of data transfers 
between host processor and network as well as directly between network nodes. 
The fault injection software is controlled and its status is visualized via a GSEOS
9
-
based graphical user interface running on the DRPM EGSE PC. This PC provides 
additional debug and monitor capabilities via serial interfaces and can be used to 
execute the ChipScope software for optional detailed investigation of packet structures 
under the presence of injected faults. 
                                              
 
8 RTEMS (Real-Time Executive for Multiprocessor Systems) is an open source Real Time Operating System 
used for space flight embedded systems 
9 GSEOS (Ground Support Equipment Operating System) is a versatile configurable graphical user interface for 
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To determine the amount of sensitive configuration bits associated to an unmitigated 
node or even just logic blocks instances of a node, the software is able to sequentially 
flip bits and to apply test vectors which verify the functionality related to SoCWire 
data transmission and protocol. The data transfer types used throughout the 
experiments to determine the sensitive bits just made use of functions provided by the 
SoCPH implementation. The test vectors sent by the host system to the node under test 
consist of a process data packet containing a test pattern generated by the host system 
and a register access to the node’s internal register set. The software considers a 
configuration bit as sensitive when any of the applied test vectors produce a result 
which differs from the expected one. If a configuration bit is considered as sensitive 
bit, i.e. a visible output error is observed, a multi-level recovery scheme to re-establish 
full network operation is executed before the next bit is flipped. Figure 6-10 depicts a 
detailed flow chart of the fault injection routine. The sensitive bits are logged and used 
in a second step as input for a further automated analysis of the nature of network 
effects. During this second step for each bit considered as sensitive a detailed error 
vector is generated, which forms the input data for a final PC assisted in-depth analysis 
and classification. 
 
The detailed procedure for an analysis test run is as follows: 
1. Flipping a bit from the list of sensitive bits. 
2. Determining the condition of the network by accessing other non-modified 
nodes within both RFPGA modules and within the Configuration Controller. 
3. Accessing the corrupted node with a configurable set of test vectors. 
4. Checking the accessibility and valid operation of the different network nodes as 
in step 2. 
5. Collecting all available network status information in a detailed error vector: 
a. High-level software information, i.e. the results from the accesses to the 
known good network nodes distributed in the network and the results 
from test vectors applied to the corrupted network node. 
b. Low-level software statistics provided by the extensions done in the 
software protocol handler which also include driver status information. 
c. Hardware-level error information provided, detected and reported by the 
extensions implemented in the SoCWire switch in conjunction with the 
introduced monitor node. 
6. Repairing corrupted node to re-initiate network operation and logging of error 
vector. 
7. Continuing with step 1 and the next bit from the list until all bits are examined. 
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6.5.2 Experimental Procedure and Results 
After describing the modifications on SoCWire components for fault injection and 
introducing the hardware environment, which was used for that purpose, this section 
will assess the effects of faults on the network activated by fault injection.  
The main questions to be investigated are: 
· What are the effects on the network when an arbitrary configuration memory bit 
of an unmitigated SoCWire node is upset? 
· Can the effects be categorised and how frequent are these effects in the 
particular category? 
· Which fault category is detected and handled on which network layer 
(hardware, software)? 
· Are the already implemented fault detection mechanisms sufficient, or how can 
they be improved? 
· Are faulty network nodes properly isolated and can faulty packets properly be 
detected? 
With the fault injection and analysis scheme described in the previous subsections, the 
following initial tests based on fault injection were conducted: 
1. Manipulation of configuration bits related to just the SoCWire CODEC of the 
node under test. The logic of the CODEC was separated from node’s remaining 
logic by application of area constraints. The sensitive bits were determined by 
application of a set of test vectors. 
2. After determination of sensitive bits, the effects on the network were analysed. 
For this purpose different test vectors based on different node access types were 
applied on the overall network and the results were analysed. 
6.5.2.1 Error Classification 
Based on the results from (1) the following error classification was derived. For each 
configuration bit, which provoked an output error, the software used for performing 
injection and analysis combined all error information identifiable on the several levels 
of the SoCWire layer stack within an error vector. The combination of error 
information from several levels and the parallel manifestation of errors on different 
levels necessitate a prioritisation for the categorization of effects. As summarized in 
section 5.1.3 error detection on lower layers is faster than on higher layers, but 
typically implies higher costs in terms of resources and power. Therefore, an error 
becoming visible at the network layer (switch) and in parallel also on SoCWire 
protocol level (system layer or transport layer), then the error was assigned to a 
category related to the lower network layer. Similar applies for errors detected on user 
level, i.e. a test vector containing erroneous data detected by the application may also 
be accompanied by additional errors reported from the software protocol handler. But 
since the user level is higher than the software protocol and driver level, the effect is 
associated to a category representing the lower level. 
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For simplicity the defined terms below will be used in the following to differentiate on 
which level a fault is detected and treated: 
· User level (user application software) 
· Low-level software (AHB-to-SoCWire bridge driver and software 
implementation of the SoCWire protocol handler) 
· Hardware level (fault detected on any of the SoCWire hardware IP cores, i.e. 
SoCWire CODEC, SoCWire switch and monitor, or SoCP) 
 
Dynamic Error 
Around 2% of the locations identified as sensitive bits during the sequential fault 
injection run were identified during the analysis run as apparently insensitive on the 
user level. The results from several analysis runs and manual fault injection of selected 
sensitive bits associated to this category revealed that the occurrence of network errors 
in relation to these bits is somehow dynamic. In some cases immediately after the 
injection of the fault and application of a single test vector occurred an observable 
network failure. In other cases for the same sensitive bit several applications of the 
same test vectors were necessary to provoke an observable network effect. During the 
manual fault injection the resulting network effects were related to the switch error 
category which is introduced below. The reason for this dynamic behaviour cannot be 
unambiguously clarified. Reasons may be dynamic software behaviour or timing 
issues induced by the injected fault e.g. the upset bit might have modified the 
configuration of an involved flip-flop from rising edge to falling edge, which might 
have altered the timing of a signal path. 
In summary, all sensitive bits related to error vectors marked as error free during the 
analysis run were allocated to this category. Conversely, the existence of this category 
also means that the actual amount of sensitive bits could be higher by about the 
percentage of bits belonging to this category. An assessment of the overall accuracy of 
the measurements is done in section 6.5.6. 
 
Data Error 
As data error all events were classified where neither the value, length or content of 
the data section of a returned test vector did match with the expected result nor an 
error was detected on any lower level than the application level, i.e. that these errors 
are currently not detectable by any SoCWire software or hardware component. 
If the analysis test run consisted of more than one data access of any type, i.e. when a 
user data test vector was applied together with a register test vector, then only one of 
these accesses had to fail so that the corresponding sensitive configuration was 
classified as data error. The data error types were observed in three variants with 
priority corresponding to the order of their following description. Common to all of 
these data error subtypes is that the packet header was always considered as valid to 
the degree it was checked by SoCWire components. 
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User Data Error 
User data errors are related to process or streaming data packets only. The header is 
considered as valid by lower levels and the length is verified by the test application 
software. Errors are within the user data section and are primarily related to stuck-at-1 
or stuck-at-0 effects within a dedicated position of each data word. Beside faults 
affecting only one bit position, there were also cases observed where one injected fault 
resulted in two stuck-at bits, or a dedicated bit was inverted. 
 
User Data Length Error 
This subtype is related to the one before and covers all cases where the packet failed 
the test application’s length check. The data was not further analysed. The length is 




If the analysis test run included a register access, then the return value of this access 
was verified against the expected content. This subtype is considered only secondary, 
i.e. that if a preceding user data access failed, then the particular category was used. 
 
Babbling Idiot 
A Babbling Idiot denotes a node within a network which disturbs the network by its 
erratic behaviour. In case of a SoCWire node it is possible that an injected fault can 
cause the node to send a huge amount of invalid data packets. In the worst case the 
erratic node sends the data continuously. This may happen immediately after the 
injection of the fault or when the node is accessed for the first time after flipping a 
sensitive bit. 
Since the packets may intrinsically look like valid packets, the impact on the network 
depends on their content. During fault injection packets with valid path address (route 
to host), valid hardware ID and partly valid transaction type, valid EOP token, and a 
length between 4 to 6 shorts were observed. Regarding the observed packets, the 
protocol handler software implementation was able to detect and to discard the faulty 
packets, because they had either an invalid length, an invalid transaction type, or were 
considered as a not expected reply packet. An example for a Babbling Idiot data 
sequence in a SoCWire network is depicted in Figure 6-11. While the remaining 
network is still accessible, the performance of the network may be degraded and other 
packets may be delayed. The latter behaviour was actually observed during initial 
analysis test runs and could be countered with an increased software timeout value for 
any node accesses to prohibit a misclassification. 
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Figure 6-11 Babbling idiot 
No Reply 
Any data sent to the modified node just vanished and no reply is generated. The link is 
working nominal and also the monitor node does not detect any failure conditions like 
timeout, link, or address error events. For all data sent from host to node which implies 
a reply, the error is detected by the software handler timeout mechanisms. This error 
type is problematic for streaming data packets originating from a node, since for this 
transaction type no feedback mechanism exists on protocol level. 
 
Network Block 
The network block condition is also some kind of a Babbling Idiot failure per 
definition, but the effect on the network is a different one. As depicted in Figure 6-12, 
the injected fault continuously triggers the transmission of zero data words by the 
faulty node immediately or after the first access to the modified node. The effect on 
the network is that a path to the host system is opened and remains open due to the 
lack of any end of packet token. Since data words are continuously sent by the node, 
the timeout mechanism implemented into the switch is also reset with each data word 
and the path is never closed. Further investigations showed that the transmission of 
data to any regular operating node still worked and actually just the path to the host 
system was blocked. 
 
Figure 6-12 Faulty node sends continuously zero data words 
SoCPH Error 
Software protocol handler errors are errors which become manifest just on the 
software level and not on hardware level. Actually, this does not mean that hardware is 
not involved in error detection. As described in section 6.3.2, each node is able to 
detect some kind of errors, like packets containing an invalid hardware ID preventing 
that the node will handle the packet. Each detectable error by the SoCP instance of a 
node results in a corresponding reply packet sent to the host system. Unfortunately, the 
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current protocol handler implementation lacks functionality to handle these reply 
messages properly. At least the implemented statistic counters enable a more detailed 
sub-categorization of the error types caused by the upset configuration bits. The sub-
categorization of the SoCPH errors is as follows: 
 
Reply Error 
Observed reply errors are mainly related to register accesses. If the software handler 
receives a packet containing a valid register access reply and is not able to assign this 
reply to an outstanding request, then this was counted as this type of error. The cause 
for this error type is typically some stuck-at error condition related to the data path and 
therefore also affecting the protocol header. In rare cases this sub-type was also 
observed in response to a process reply packet. In these cases the emulated upset 
affected the bits associated with the header’s transaction type and in consequence just 
falsified the type of the reply packet. 
 
Packet Structure or HWID Error 
Packets were received with either a header too short, i.e. the header was incomplete, or 
either a not valid or not registered hardware ID was found within the header structure. 
 
Valid Transaction Type with Error Flags 
This sub-category indicates the reception of a valid error reply packet from a network 
node. The hardware protocol handler of the node identified a problem with a received 
packet header, discarded the packet and generated the error reply packet with the error 
flags according to [MBB+12]. The packet might originate either by the actual faulty 
node or by a node which received a misrouted packet. 
 
Invalid Transaction Type Error 
The received packet has a valid hardware ID and the transaction type enclosed in the 
header represents a valid packet type but not the expected one. 
 
Driver Error 
This sub-category covers two error types: (1) either it indicates that a packet with an 
EEP token was received or (2) that the AHB2SOCW bridge detected a packet 
exceeding the bridge’s maximum admissible packet length. 
 
Miscellaneous Handler Error 
This category combines all error cases where the error vector does not allow a clear 
assignment to one of the other software protocol handler related categories. 
 
Switch Error 
Generally, all errors detected by the switch and reported by the monitor node were 
considered as switch errors. The error types detectable by the extended SoCWire 
switch are described in detail in section 6.4.1. In case additional errors, like SoCPH 
errors, were logged within the error vectors associated to a particular sensitive bit, 
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these were considered as minor. The effects on the network detected by the switch can 
be further divided into the following sub-categories: 
 
Packet/Transmission Error 
This error type covers all errors detected by the switch, which (1) affect the port on 
which the node under test is connected to and (2) which do not have an impact on the 
link. For the initial tests this sub-category was related to detected timeout and address 
errors. Thereby, a timeout was typically accompanied by an EEP error reported by the 
driver, since the port of the switch terminates the already transmitted data with an EEP 
token to indicate the error condition and closes the wormhole path. An address error 
was detected when the first data flit of a new packet contains an invalid address value. 
 
Link Reconnection 
By accessing the faulty node, the link between node under test and switch disconnects 
and reconnects immediately. It was observed that reconnection cycles happen either 
with every access to the faulty node or, in some cases, timeout errors were reported for 
subsequent node accesses. 
 
Permanent Disconnection 
The injection of a fault into the node under test results in a permanent abort of the link 
between node and switch. This happened immediately or after access to this node. The 
disconnection was reported by the monitor. Any further access to the node also 
triggered a monitor status packet, which reported a link error indicating that the 
destination port is not accessible anymore. 
 
Continuous Reconnection 
Either immediately or triggered by an access to the node after injection of a fault an 
endless repetition of disconnection events and reconnection attempts is started. The 
monitor node reports each of those events to the host system. This effect can, as the 
Babbling Idiot case, also be a problem for the network performance, since a significant 
amount of monitor packets is generated. 
 
Host Port Timeout 
Each access to the manipulated node results in a detected timeout condition at the 
switch’s input port. 
  
Falsified Packet Type 
The reply packet type is not equal to the expected one i.e. that a streaming data packet 
was received instead of a process reply packet in response to an initial process request. 
In consequence the wrong software task (process packets) or software function 
(streaming packets) processed the received data. Again, it is assumed that this type of 
error is also related to some inverting or stuck-at effects on single bits in the data path 
which affects the transaction type header word. This sub-category considers just 
process and streaming data packets. Falsified packets in response to a register access 
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are already classified within the reply error sub-category of the detected SoCPH 
errors. 
 
Error Classification Summary 
Figure 6-13 summarizes the main and sub error classes defined above and used for the 
analysis. Fault injection has shown that, due to the complexity of the whole network 
and the collection of status information from different network levels, a distinct 
classification of the effects resulting from activated faults is not quite easy. As 
depicted in the figure, a fault becoming visible as timeout on user level has different 
effects on lower levels, which might also result in degradation of network performance 
(Babbling Idiot) or might end in network unavailability from the host system’s point of 
view (blocking). The identified data error types may be also considered as severe, 
since with current mechanisms the header of these packets is considered as valid and 
therefore the corrupted user data is passed to the application level 
 
Figure 6-13 Error classification 
The percentages of the error types identified during the initial fault injection into the 
configuration memory cells related to a SoCWire CODEC are depicted in Figure 6-14. 
With the extended switch and implemented monitor node more than 50% of the 
failures can be already detected on the hardware level and are reported to the host 
system via the event message generated by the monitor node. With exception of the 
Host Port Timeout error class, the other sub-classes identifiable by the switch are 
explicitly assignable to the port to which the node under test is connected and 
represent over 40% of all sensitive bits. Considering all switch errors related to some 
kind of a disconnection make up in total 33% of all sensitive bits. From this number 
around 10% result in a permanent disconnection and hence an inherent complete 
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isolation of the corrupted node either triggered immediately with the injection of a 
falsified bit or in answer to a node access. 
The errors detectable on the SoCPH level make up in total about 30% related to the 
amount of sensitive bits. For more than two-thirds of the bits related to this category 
(namely reply error, transaction type w/ error flags and invalid transaction type) at 
least the header’s hardware ID has to be valid and might indicate explicitly the 
originating node, which could be used to improve low-level software related error 
management. 
The observed blocking errors will have severe impact on network operation, which 
result from faulty nodes establishing a path and sending continuous data without any 
end of packet token. Although the fraction of this error type is less than 1% and hence 
its probability of occurrence is rather rare, it is considered that the elimination of this 
type on hardware level is mandatory. 
The Babbling Idiot type (~3%) is undesirable in any communication system, too, as 
well as all faulty packets which have a valid packet header but a faulty data section not 
detectable on lower layers (data errors, ~7%). The latter might result in propagating 
corrupted data throughout the processing system or could activate unintended 
functions in case of register accesses used to control nodes. The same applies for 
falsified packet type errors (<1%), where a streaming data packet is converted to a 
process packet and vice versa. Summing up the portions of error types considered as 
severe for data processing and network operation then this applies to slightly more 
than 10% of all bits activating an output error. 
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6.5.2.2 Transaction Type Dependancy 
The sensitive bits related to an unmitigated SoCWire CODEC were determined and 
the effects observable in the network linked with these upsets were classified in the 
subsection above. In this section the effects on the network in response to the 
application of different transaction type variants are summarized. For that purpose the 
list of sensitive bits acquired with the initially applied test vectors were used as starting 
point. Doing so gives a rough impression about the coverage of the modified test 
vectors, which were applied to the initially measured list of sensitive bits. 
Based on the setup depicted in Figure 6-15, the following analysis runs with different 
test vector combinations created from the defined transaction types were carried out 
and compared: 
· Process packet followed by register packet 
· Two consecutive process packets followed by a register packet 
· Streaming packet followed by register packet 
· Process packet only 
· Streaming packet only 
· Register packet only 
In contrast to process and register packets, which are by definition solely generated by 
the host processor, the streaming data packets typically originate from another node 
within the network. For fault injection it is more convenient to generate the test vector 
related to a streaming packet by the host processor, too. The intended path of the test 
vector data, which was transmitted via the streaming transaction type, is shown in 
detail in the right half of Figure 6-15. Before a configuration memory bit was upset, 
the processor had set up the node under test with the intended streaming path. The test 
vector originated from the host system with destination PRM1, as for all other packet 
types. When the packet was processed, the node PRM1 should transmit the packet to 
node PRM2 which should finally sent it back to the host processor for comparison. 
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Figure 6-16 presents for the test modes based on the above defined transaction type 
combinations the resulting percentages related to the effect classes formulated in 
section 6.5.2.1. For the main classes it can be seen that for all test modes, with 
exception of the register only mode, the particular percentages are very close. It is 
noticeable, that with test modes including test vectors triggering data processing, the 
switch detects more than 50% of activated errors. As it can be seen for the single 
streaming packet and single process packet test modes, the percentages of the dynamic 
error, data error and no reply classes are slightly higher and conversely the 
percentages of SoCPH errors are slightly lower. That shows that a certain amount of 
network effects becomes visible only with a second access to the node. This behaviour 
was also observed during verification with some manually activated faults. 
 
Figure 6-16 Percentages of main effect classes dependant on transaction types 
With just sending a register packet over 25% of sensitive bits do not result in a visible 
error represented here by the amount of dynamic errors. The detection rate of the 
switch is reduced by almost the same portion. With register packets being very short 
packets, it is assumed that the configuration bits not showing any errors during this test 
probably belong to FIFO and flow control logic. With longer data packets these logic 
parts containing several counters are naturally covered more completely, while with 
just a short register packet not all bits of these counters will be probed. This 
additionally shows that a software-based monitoring approach realized with just a 
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and that, by all means, an appropriate test vector has to be applied before any real 
processing data is sent to an unmitigated node. 
6.5.2.3 Conclusions from CODEC Fault Injection 
As summarized in section 6.5.2.1, several effects on a real SoCWire network can be 
observed with the performed fault injection into the configuration memory of an 
unmitigated SoCWire CODEC. In [Ost14] it was concluded from the conducted 
functional verification that the CODEC isolates an unmitigated node from the 
remaining network properly. But considering just the CODEC and generalizing this for 
the complete node is not possible. The injection of faults showed that not each 
emulated upset of a known sensitive bit triggers a link disconnection and consequently 
the detection of an error. Actually, only one third of sensitive bits associated with the 
CODEC provoke a disconnection of the link. Upsetting the remaining sensitive bits 
results in effects which are related to the interaction between the CODEC and the 
downstream modules, particularly the SoCP implementation, but also to the CODEC’s 
internal control logic and counters not directly related to the link. Stuck-at errors on 
data lines from and to the protocol handler module are especially accountable for most 
of the data and SoCPH related errors. To some degree stuck-at faults on the 
corresponding control lines may be similarly responsible for the Babbling Idiot and 
network blocking effects. The packets containing the so-called data errors are 
especially severe for data processing. These packets have a valid header or a header 
with no detectable error, but the data section or the overall length of the packet is 
invalid or even both. With the already applied extensions of the switch it has been 
shown that, with appropriate test vectors applied, more than 50% of errors related to 
upsets of sensitive configuration bits are already detectable in close proximity of the 
unmitigated node. However, a permanent disconnection is achieved in only 10% of all 
test cases.  
 
Table 6-9 finally summarizes the results from the initial tests. The table lists the 
impacts on network operation like data path failure and performance, data processing, 
level of error detection if applicable, general observations and possible improvements 
for all error classes. 
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6.5.3 Further SoCWire Extensions 
Based on the observed network effects provoked by fault injection, which are 
described in the previous section, further modification on the SoCWire switch were 
performed. As discussed beforehand, fault detection and fault isolation are most 
important for a reliable space system. This means that it is essential to limit or prohibit 
the occurrence of faulty packets, fragments of faulty packets, or packets which may 
degrade network performance or result in network blocking conditions. 
With the implemented detection mechanisms so far it was achieved that already more 
than 50% of errors related to sensitive bits are detected at the hardware level by the 
switch. But by means of the SoCWire CODEC’s features just for 10% of all activated 
faults a permanent isolation of the faulty node is achieved. In addition to the 
modifications described in 6.4.1 and 6.4.2, the switch and monitor node were extended 
in such a way, that a detection of an error at a switch port also results in disabling of 
this port. For this purpose the link enable feature provided by each SoCWire CODEC 
is actively controlled by the monitor node. The modifications are shown in Figure 
6-17. By this means the faulty network node can be properly isolated immediately 
after detection of an error. The information, which switch port was disabled, is added 
to the event message and transmitted to the host processor. The host system may use 
this information to reconfigure the affected part of the configuration memory, to 
reinitialize the network configuration as required and to re-enable the disabled switch 
port. 
 
Figure 6-17 Switch entrance port CODEC controlled by monitor node 
The second implemented improvement targets at elimination of the network blocking 
conditions seen from the host system’s point of view and caused by a not terminated 
data transfer originating from a faulty node. Since the SoCWire bridge already limits 
the length of a received packet to 2064 words [Mic12], i.e. the bridge truncates longer 
incoming packets and terminates them with an EEP, a principle SoCWire packet 
limitation exists. But the limitation of packets at the passage from network to the bus-
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injection and described as the network blocking effect. The implemented switch 
timeout does also not help at this point either, since each SoCWire word restarts the 
implemented timers. Hence an additional counter was implemented which increments 
with each incoming SoCWire word and is restarted with arrival of the first (address) 
flit of a new packet. As soon as the maximum packet length is exceeded, the packet is 
terminated by an EEP and the remainder will be discarded. By enabling of the port 
disable feature the faulty node is additionally isolated. 
Following the same procedure as for the initial fault injection, a new design for the 
RFPGA2 module integrating the SoCWire switch with length check and port disable 
feature was created and the controlling software as well as the analysis software were 
adjusted accordingly. To assess the improvement of these two measures, the CODEC 
fault injection was repeated with the same setup as for the initial fault injection and the 
current results were compared to the initial ones. 
Figure 6-18 shows for both runs the particular percentages on the defined main effect 
classes. The blue bars correspond to the results from the original fault injection run 
described in section 6.5.2.1. The red bars represent the results for the run with the 
design based on the switch with the added length check and port disable feature. At a 
first glance just a slight deviation for each effect can be observed, but the result shows 
also that with the additionally implemented length check the number of network 
blocking effects could be reduced to zero and contributes to the small increase of the 
percentages of faults detectable by the switch. The remaining general small deviations 
between the two fault injection runs can be explained with the different 
implementations and thereby modified arrangement of PRM related logic and thus 
quantity and distribution of sensitive bits. 
Figure 6-19 depicts a detailed breakdown of the sub-effects defined for errors detected 
by the switch. Effect types like link reconnection and continuous reconnection 
formerly resulting in instable and unpredictable link behaviour as well as all detectable 
errors related to invalid addresses, timeout conditions and invalid packet lengths on the 
port to which the faulty node is connected (packet/transmission error) manifest now in 
a permanent disconnection. This is achieved by means of automatic disabling of the 
switch port. Also a significant amount of errors associated to the host port timeout 
category, which make in principle an identification of a faulty node difficult as will be 
discussed below, contribute now to the permanent disconnection category. From all 
faults injected into the SoCWire CODEC of an unmitigated node initially just 10% 
result in an actual disconnection of the link between the switch and the faulty node. 
With the additionally implemented error detection schemes and the additional 
functionality which disables a faulty node automatically, isolation for more than 50% 
of all activated faults was achieved. 
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Figure 6-18 General comparison of effect percentages according to implemented 
switch variant 
 
Figure 6-19 Detailed comparison of errors detected by switch according to 
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With the applied modifications still 3% of all errors related to the entirety of sensitive 
bits were associated with the effect type called host port timeout and indicated errors 
where the faulty node is blocked but its link remains active (cf. Figure 6-19 red bar on 
the right). Considering this error type reveals some weakness of the implemented 
timeout function which makes from the switch’s and monitor’s point of view no 
distinction between a source or destination node timeout. For host initiated transfers 
and under the assumption that (a) the host and the switch are properly mitigated, (b) 
the switch port disable feature is only activated for unmitigated nodes, and (c) that data 
is sent from a host to a faulty node, the software running on the host system should be 
able to identify in conjunction with the monitor information which node actually 
failed. Problems may arise when streaming data transmission is used and one 
unmitigated node sends data to a second unmitigated node. The issue is depicted in 
Figure 6-20. The faultless unmitigated node PRM2 sends data to the faulty 
unmitigated node PRM1. For both nodes the disable feature is activated. For the 
constructed example the faultless node (PRM2) will be disabled instead of the faulty 
node (PRM1). A distinction between source node or destination node timeout will also 
not help, since for streaming data transmission between unmitigated nodes both error 
types may occur. This leads to the following two conclusions: (1) The recovery for 
streaming data processing has to include a reconfiguration of all participating 
unmitigated nodes and (2) the theoretically simultaneous usage of one unmitigated 
node by two streaming data processing paths has to be avoided by the host system. 
Another measure to improve and assist handling of such error conditions on host 
system side may be to include also the destination address of the related packet into 
the monitor’s event message. 
 
Figure 6-20 Ambiguity of switch timeout detection  
6.5.3.1 SoCP and Full Node Fault Injection 
The previous sections considered fault injection just into regions of the configuration 
memory occupied by a SoCWire CODEC. Since the network effect classes were 
defined from the user’s point of view and include also protocol and data related effect 
types, it is assumed that these can also be applied for the analysis of sensitive bits 
related to other parts of a node’s logic. 
This section discusses the effects on the network when faults were injected (1) just into 






1. PRM#1 stops 
receiving data, but 
link remains active.
2. Timeout is 
detected and 
PRM#2 is disabled, 
but the problem is 
with PRM#1!
1
138 6 SoCWire Fault-Tolerance 
 
classification the same categories as described in section 6.5.2 were applied. With 
SoCP logic responsible for header generation and interfacing between user logic and 
CODEC, a significant contribution to observable network effects is expected when 
configuration memory upsets affect regions related to this core. The gathered results 
from CODEC only, SoCP only and full node fault injection and analysis runs are 
compared below. Figure 6-21 depicts the three test modes and indicates components of 
a node where faults were injected and analysed afterwards. Compared to the amount of 
logic contributed by the COCEC and SoCP cores to the node under test, the portion of 
the actual user logic is rather small. As described in the hardware setup section, the 
user logic function corresponds to an increment and loop back of the received data 
words. 
Each test mode was executed once with the initially switch and once with the switch 
including the length check and the port disable feature. 
 
Figure 6-21 CODEC only, SoCP only, and full node fault injection 
Figure 6-22 to Figure 6-24 present the results for all test runs. Within the diagrams the 
blue bars represent the results for the CODEC only analysis taken from the previous 
section and added for comparison. The red bars are the results for the SoCP only 
investigation while the green bars represent the outcome of the analysis for the full 
node. The particular darker and lighter bar of the same colour symbolize the difference 
between the switch without (darker) and with (lighter) port disable feature.  
For the main effects depicted in Figure 6-22 the portions on the effects from CODEC 
and SoCP are different. While for SoCP the amount of errors detectable by the switch 
is lower, the portions on dynamic errors, network blocking effects, and data errors are 
higher compared to the initial CODEC only results. The increase for the latter two 
classes is most significant. The cause for network blocking conditions is probably 
caused by permanent assertion of the write signal in direction to the CODEC resulting 
in the node sending continuously data without an EOP. The increase of data errors is 
mainly contributed to errors related to the register access. Manual data analysis 
showed several stuck-at conditions for the read-back register value while the 
remainder of the packet was observed to be valid. 
By the usage of the switch with port disable feature and packet length verification in 
conjunction with the SoCP only design, the amount of network blocking conditions 
could be reduced to zero, which was expected and proved the effectiveness of the 
added fault detection extensions. Concurrently the amount of events detected by the 
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different effect classes for the fault injection into the complete node correlates 
approximately with the summation of results from the individual tests for CODEC and 
SoCP. This is also reflected in Figure 6-25 where the percentages from the 
measurement for the complete node are compared to the calculated ones. The 
imprecision is in the range of a few percent and basically related to variances induced 
by different implementation runs conducted to generate the different test designs and 
to the fact that the calculated result does not consider the data processing of the 
investigated node. 
The detailed breakdown of the sub-categories for the switch, which are shown in 
Figure 6-23, reveals that disconnection effects are naturally irrelevant for the SoCP 
only design and are merely related to the CODEC instance. However, all detected 
timeout and address errors as well as the fraction of errors which were the outcome of 
failed packet length verification, led to a significant improvement of isolation when 
the switch with port disable feature was used. For the distribution of SoCPH errors 
depicted in Figure 6-24 the modification of the switch had no influence. 
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Figure 6-23 Comparison of switch related sub-effect classes 
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Figure 6-25 Comparison of effect percentages gathered by measurement and 
calculation 
6.5.4 Fault Injection Coverage 
Based on the design used for the CODEC fault injection a comparison was done 
between the physical layout of the placed logic elements visualized with the Xilinx 
PlanAhead tool and a correlated map derived from the sensitive bits gathered by fault 
injection. The result is depicted in Figure 6-26. The left side of the figure shows the 
actually placed design within the FPGA fabric. However, this is just a representation 
of slice usage, i.e. LUTs, flip-flops, logic elements, carry logic and BRAMs. Used 
routing resources are not represented. In contrast the mapping on the right side details 
the sensitive configuration memory bits per frame related to overall CLB configuration 
including routing as well as BRAM interconnect configuration. 
The implemented logic corresponds to the height of a configuration frame, 
respectively an FPGA configuration memory row (cf. section 4.2). Each CLB column 
is composed of 22 frames and configures 16 CLBs. The BRAM (interconnect) column 
is composed of 20 frames. In total, the CODEC design, which is used as example, 
comprises 108 configuration memory frames. As discussed in chapter 4 the majority of 
these frames define the routing between the elements required for the implemented 
circuitry. It is assumed that a column starts with the configuration of the switch boxes 
and only a few frames at the far end of a column define the setting of used slices or 
other resource types. Unoccupied areas correlate in both diagrams quite well. This is 
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interconnections. Especially for the first few frames of the BRAM interconnect 
column it becomes obvious that those bits have to be related to global routing, while 
the frames further right in the column are responsible for interconnection to the 
actually used BRAM. The nearly upset insensitive central word of each frame located 
around frame bit 686 can be identified, as well. The central word of each frame 
contains the frame ECC bits, unused bits and only 4 sensitive global clock bits (cf. 
Figure 4-5). This makes 28 out of 32 bits of this special word insensitive to upsets. 
Direct comparison of both sides also reveals some areas with slices apparently 
occupied in the layout representation extracted from PlanAhead, but with only a low 
density in the map of sensitive bits. Analysis of the regions in question showed that 
they are associated with the following CODEC functionality: 
1. CODEC disconnection detection 
2. FIFO fullness counter 
3. Watchdog timeout counter, which is active during link initialisation 
A closer look at the HDL code revealed that these parts of the logic are not or are at 
least not fully covered during fault injection. 
The logic for the disconnect detection belongs to the area marked with (1) inside the 
figure. The disconnect detection is triggered by the particular opposite CODEC, which 
is here integrated in the assumed to be properly mitigated switch. Therefore, this 
feature is probably not activated within the actual node under test. Additionally, code 
analysis revealed that the implemented CODEC configuration never covers the full 
width of the counter in question. 
The FIFO’s fullness counter marked as (2) seems to be very insensitive to fault 
injection in conjunction with the applied test vector, too. It is supposed that more 
complete data packets have to be sent to achieve a better coverage related to this part 
of the logic. 
While fault injection was performed, the configuration bits related to the watchdog 
counter associated with the region marked as (3) were also not identified as sensitive. 
This is evident, since the faults were injected in an already active link. 
 
Concluding from this, a more complete identification of sensitive bits for the 
exemplarily CODEC design could be achieved when the test procedure will be 
extended by 
· a forced link disconnection originating from the switch’s CODEC and thus 
probing the disconnection and watchdog features of the node under test, and 
· a larger set of test data packets to cover the complete FIFO fullness counter. 
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6.5.5 Verification of Fault Injection against Analytical Tool 
As presented in section 4.6.4 another variant to determine the sensitive bits of an 
FPGA design is the analytical analysis of the placed and routed netlist representation. 
For this purpose the STAR tool in a development version provided by ESA/ESTEC is 
used. The evaluated STAR version expects as input a design file describing the 
configuration of an entire FPGA. Since within this work only the sensitivity to upsets 
induced by SEEs for partial reconfigurable modules is considered, dedicated full 
configuration files containing just the logic of the partial reconfigurable modules have 
to be created. To achieve comparable results, the same area constraints were applied to 
the logic of these particular designs as have been used for the original partial design 
flow. Additionally, during file generation the addition of IO buffers was prevented as 
well as the trimming of unconnected signals. The results gathered with the STAR tool 
depicted in Table 6-10 differ from the actually expected ones. Since the fault injection 
results depend on the quality of the test vectors and the applied test methods, the 
results should be actually lower than the ones calculated by STAR, which should 
represent rather a worst case scenario independent from any workload. 
 
Design Fault Injection STAR Difference [%] 
CODEC 7,465 6,772 -9.28 
SoCP 6,118 5,519 -9.79 
PRM 13,098 12,388 -5.42 
Table 6-10 Fault injection results versus analytically calculated results 
The reasons for these differences are quite difficult to explain. The command line-
based STAR tool presents the results in two ways: (1) a summary of sensitive bits 
from which the amount of sensitive bits per cluster can be derived and (2) a list of all 
sensitive bits with detailed information of each bit regarding affected resources and 
their location. The total sum of clusters of the summary report correlates with the total 
sum of CLBs. Creating a map of sensitive bits from the numbers calculated by STAR 
for each cluster shows, on the one hand, a correlation of sensitive bits for the defined 
area, but on the other hand also sensitive bits for an area of clusters where actually no 
logic is placed. Creating full designs with the placement constraints for the logic 
moved slightly across the device, also showed a corresponding shift of the area with 
reported sensitive bits but actually no logic placed. Therefore, it is assumed that this is 
an output error of the tool and that this particular subset of sensitive bits is associated 
with the investigated design. 
The list of sensitive bits with detailed information for each bit is also not helpful, since 
the used addressing scheme seems to differ from the one Xilinx uses within its tools 
and documentation for STAR is not available. Without any detailed information about 
the tool, no confident assumption can be made about the cause for the calculated 
values being lower compared to the amount of sensitive bits gathered by fault injection 
within this work. General assumptions, as cause for the lower results obtained by 
STAR, may be on the one hand, variances due to the inevitable new logic placement 
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along with input data generation required for STAR. On the other hand, these special 
designs used for STAR may lack of routing resources usually available between static 
area and partial reconfigurable module, which might be also a cause that the calculated 
numbers are lower than the measured ones. 
Figure 6-27 depicts the actual logic placement for the CODEC design visualized with 
the PlanAhead tool compared to a cluster-based mapping of the sensitive bits derived 
from a report generated by STAR. While the area of sensitive bits in the Top Row 2 
correlates quite well with the actual logic placement, a discrepancy between both 
representations is visible in Bottom Row 0. 
 
Figure 6-27 Actual logic placement (black area at the right hand side) versus location 
of sensitive bits identified by STAR (read area at the left hand side) 
Optionally, the proposed fault injection method might be validated in addition by 
comparison of the collected data with data to be gathered by an accelerated radiation 
or laser pulse test. But both approaches require modifications on the test setup and 
access to corresponding equipment respectively facilities, and thus are associated with 
significant higher costs (cf. section 4.6). 
6.5.6 Repeatability of Fault Injection Results 
During some repeated measurements of identical designs slight differences within the 
results were observed. For the analysis runs, for example, some initially as sensitive 
considered bits were considered as insensitive during repeated analysis runs with the 
same test vectors applied (c.f. section 6.5.2.1). 
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Because of the time consuming identification of sensitive bits for all experiments 
conducted during this work and described in previous sections, this was typically done 
only once for each test design with one or several analysis runs afterwards, which 
based on probing of the initially detected sensitive bits. 
In this section the agreement of sensitive bits identified during several repeated fault 
injection runs is evaluated. Basis for this elaboration were the original CODEC design 
and, additionally, the full node design. The time consuming detection of sensitive bits 
was repeated three times for each design. The results are summarized in Table 6-11 
and Table 6-12. For each design the results from the previous original injection run 
were additionally included. The mean value of sensitive bits per fault injection run for 
the CODEC design results in 7460 bits. Forming the intersection of sensitive bits 
identified for all test runs makes 7240 bits. Around 35 sensitive bits are unique for 
each run. For the full node design the mean value from all four test runs corresponds to 
13090 bits and the intersection to 12590. For the CODEC design around 97% of 
sensitive bits were identified as identical in each test run. A similar result was 
achieved for the full node design with around 96.2% conformance. 
 
 Original Run Run #1 Run #2 Run #3 Mean Value 
Sensitive Bits 7,465 7,463 7,450 7,463 7,460.25 
Unique Bits 46 35 34 26 35.25 
Intersection [%] 96.99 97.01 97.18 97.01 97.05 
Table 6-11 Conformance measurement results of sensitive bits for CODEC only 
design 
 Original Run Run #1 Run #2 Run #3 Mean Value 
Sensitive Bits 13,098 13,084 13,088 13,089 13,089.75 
Unique Bits 116 50 104 64 83.50 
Intersection [%] 96.12 96.22 96.19 96.19 96.18 
Table 6-12 Conformance measurement results of sensitive bits for full node design 
6.6 Fault-Tolerance Summary 
Based on the SoCWire implementation used within the DRPM study several 
mechanisms were added to SoCWire components to improve detection of errors and 
allow classification of error types, which are caused within the network by upsetting of 
sensitive bits related to the CODEC logic of an unmitigated network node in an 
otherwise ideally mitigated SoCWire network environment implemented within an 
SRAM-based FPGA. 
On the one hand, the first improvement aimed at elimination of some weak points 
within the switch, which had been already identified in the frame of the DRPM study. 
These switch improvements included: 
1. Implementation of a timeout mechanism to solve path blocking issues 
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2. Implementation of full address decoding 
3. Identification of inactive destination links 
On the other hand, hardware and software additions were done to be able to detect 
discarded and faulty packets and to gather statistics about their occurrence. The 
hardware monitor node, which was developed in the context of this work, can be 
attached to any switch in the network and generates an event message triggered by the 
switch’s internal error detection mechanisms. This particular node sends for each 
detected error a short message to the host system. These hardware error reports 
together with results from software-based error statistics collected within the software 
protocol handler were combined to error vectors describing the network’s behaviour in 
consequence of faults, which had been activated within an unmitigated node. In a next 
step the sensitive bits of SoCWire CODEC were determined and the observed effects 
were categorized. 
As main error categories were identified: 
1. Packets with data errors characterized by a valid header and valid end of packet 
token. 
2. Blocked receiving data path to the host system caused by a faulty node sending 
data continuously without any end of packet token. 
3. Errors detected by the switch and reported to the host system by the monitor 
node. 
4. SoCPH errors which included fragmentary packets, packets with an unknown 
hardware ID, packets indicating an error detected by a node’s SoCP core, 
packets with an invalid transaction type, or reply packets which cannot be 
assigned to an outstanding request. 
5. Packet type errors denoting processing data packets which were detected as 
valid by the host, but were processed by the wrong user function or user task. 
6. Faulty network node, which created no reply packet, but the source packet had 
been consumed normally. 
7. Faulty network node, which continuously sent partly corrupted packets. 
The application of different test vectors on the initially determined sensitive bits had 
shown that especially test vectors based on short register packets were not sufficient to 
provoke an output error attributed to a known and upset sensitive bit. I.e. that, for 
example, a software-based monitoring approach employing node status polling by 
sending short register requests would be not sufficient to detect a faulty node within 
the network. Additionally, with such an approach the error detection may last too long 
anyway.  
With the first extensions done on hardware level already more than 50% of the errors 
related to sensitive configuration memory bits could be detected by the switch and 
10% also result in a permanent disconnection of the corrupted node and, therefore, 
isolation of the faulty node. To improve the isolation of a corrupted SoCWire node 
further the switch and monitor node implementations were extended with a port 
disable feature which can be activated for each switch port to which an unmitigated 
node is connected. Additionally, the verification of the packet length was implemented 
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into the switch. To assess the improvement in switch detection and isolation 
capabilities, a comparison was done for different designs (CODEC only, SoCP only 
and full node). With the additional port disable feature the isolation could be increased 
from 10% to over 50% when just the CODEC is considered. For the complete node 
still over 40% of errors activated by sensitive bits result in a permanent disconnection 
of the node. The secondary implemented verification of the packet length within the 
switch also proved to be 100% efficient against the identified blocking effects. 
 
With the SoCPH statistic features implemented for the purpose of classification of 
errors on software level naturally no meaningful improvement of error management 
could be achieved. Packets terminated with an EEP or with incomplete or corrupted 
header information are just discarded. However, these packets may have either 
complete or incomplete headers which may include a valid hardware ID. A secondary, 
software-based error detection approach interpreting partly corrupted packet headers 
might improve the identification of faulty nodes within the network by the host 
system. A more convenient approach for detection of protocol related errors will be the 
implementation of a header checksum and verification of this checksum on each hop, 
i.e. within each switch. With SoCPH errors being the second most error type this 
approach may extend the detection capabilities of the switch and the fast isolation of a 
faulty node significantly and may reduce the propagation of (partly) corrupted packets 
to the host system. Since the SoCP header is relatively small, the overhead required to 
store and to verify the packet header within a SoCWire switch before routing the 
packet may be tolerable. Since other error types like packet type errors and to some 
degree Babbling Idiot errors are related to faulty header information, these effects may 
be reduced as well. Problems may arise protecting the path address words, since this 
would require the recalculation of the header CRC within each switch output port after 
verification of the header, deletion of the leading address word and establishing the 
internal path at the input port. Without including the path addresses in CRC calculation 
a remaining probability will exist, that packets are routed to the wrong output. But in 
such cases it is most likely that the destination node will finally reject the misrouted 
packet and generate a corresponding reply packet. Another option could be the usage 
of logical addressing which fixes, on the one hand, the length of the header structure 
and thus would avoid the necessity of CRC recalculation, but would require otherwise 
the implementation of routing tables within the switches. 
 
The third largest effect category belongs to data errors and corresponds to a total 
percentage of around 10%. A characteristic feature of the affected data packets was the 
presence of a valid packet header in the scope of verified header parameters currently 
implemented within the protocol handler related hardware and software. Indeed, 
manual investigation of packets related to data errors confirmed that in some cases 
also masked header errors were existent. Such error cases might be also detected by 
means of some kind of header checksum as discussed above Anyhow, there will be a 
not negligible portion of packets with a valid header but corrupted data. The number 
may also increase when the actual processing logic implemented in an unmitigated 
node will be larger and more complex compared to the very simple one used in the 
6.6 Fault-Tolerance Summary 149 
 
scope of this work. Naturally, an additional protection of the data section with a 
checksum would allow detection of these errors. Unlike for the proposed header 
checksum may be a hop-by-hop verification of the data section infeasible because of 
the additionally required buffer for intermediate storage and verification of a complete 
packet within a switch. Data verification may therefore be optionally implemented 
only in an end-to-end fashion within a node. Similar to other identified errors, the 
protocol handler of a hardware node might also send a message to the host system 
when data errors are detected. The demand for a data checksum might also depend on 
the processing requirements and if corrupted data may be tolerable, especially in a 
sequence of streaming data packets.  
 
The introduced effect categories shall only be a basic foundation which allows a rough 
categorization of the majority of effects observed. The more faults are detected and 
isolated already at the switch, the more detailed the remainder of effects may be 
classified. From the user’s point of view it is also important that the SoCPH software 
implementation needs to be extended regarding error management based on 
information from faulty packets as well as from the monitor node. 
A trade-off between further hardware and software error detection is required 
considering the amount of remaining errors and the cost for further hardware detection 
and isolation. 
 
Generally, the analysis has shown that the selection of the applied test vectors is 
essential. To improve the amount of detected sensitive bits the test vectors and modes 
have to be revised iteratively. One method of identifying not covered logic during fault 
injection is to compare the map of sensitive bits with the layout of the logic to be 
investigated. 
Considering the complexity of the investigated environment an agreement of more 
than 96% for repeated measurements is considered to be a good result for the accuracy 
of the developed fault injection system. Although it was not possible to use exactly the 
same designs for fault injection as well as input for the analytical tool, the degree of 
deviation between the measured and calculated results seems to be reasonable small to 
conclude, that both results related to the amount of sensitive bits for unmitigated 
designs are comparable. 
  





7 SoCWire Node Mitigation 
The previous chapter discussed unmitigated processing nodes while the static area 
including the switch was assumed to be properly mitigated by TMR. From the 
perception of an unmitigated processing node all fault-tolerant considerations are 
either related to network (switch) or higher levels (host system). Depending on 
radiation environment as well as the availability and reliability requirements for a 
processing chain, just fault detection and isolation with subsequent repairing might be 
not sufficient. This chapter discusses mechanisms to improve a processing node’s 
reliability also on node level. Therefore, different kinds and variants of replication are 
applied to a SoCWire node and both the reliability improvement and the corresponding 
costs will be assessed and compared to an unmitigated node. Popular mitigation 
variants for circuitry implemented in SRAM-based FPGAs are introduced in section 
4.5.2. In the following, several variants will be applied to a SoCWire processing node 
and their suitability will be assessed. Further on proper recovery mechanisms for a 
processing node affected by configuration memory upsets will be evaluated as well as 
exemplarily for typical orbits the contribution of the investigated node design to the 
overall error rates dependent on the degree of applied mitigation. At the end of this 
chapter a first impression how MBUs impact a mitigated SoCWire node design will be 
given. 
7.1 Mitigation Variants 
The application of mitigation by hand can be an error prone process and is not 
recommended [QMG+07a]. Therefore, the BLTMR tool and XTMR tool were used 
for an automated replication on level of the synthesised netlist. Both tools were 
introduced in sections 4.5.2.2 and 4.5.2.3.  
Mitigation was applied on different granularity to the exemplarily processing node 
used throughout this work. In a first step the unmitigated CODEC of the node was 
compared to implementations with partial and full TMR applied to the CODEC. The 
fault injection was limited to the CODEC circuitry only, as depicted in the middle part 
of Figure 7-1. The three CODEC related test modes are: 
· Partial BLTMR applied to the CODEC 
· Full BLTMR applied to the CODEC 
· Full XTMR applied to the CODEC 
In a second step the injection region was extended to the complete node (cf. bottom 
part of Figure 7-1) and the following designs were compared to the unmitigated node 
designs: 
· Partial BLTMR (variant 1) applied to the node (BLTMR without any additional 
parameters set) 
· Partial BLTMR (variant 2) applied to the node (BLTMR with parameters set, 
which control the degree of mitigation) 
· Full BLTMR applied to node’s CODEC instance only 
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· Full BLTMR applied to node’s CODEC and SoCP instances 
· Full BLTMR applied to the complete node 
· Full XTMR applied to the complete node 
Finally a duplication-based approach is discussed at the end of this subsection. 
 
Figure 7-1 Investigated mitigation variants 
7.1.1 Full and Partial Mitigation 
For the application of localized TMR the BLTMR was used. This tool provides a lot 
more options to control the triplication process, while XTMR is more suitable when 
full triplication has to be implemented. In the terminology of BLTMR partial TMR 
means the replication with focus on feedback structures including the inputs to these 
structures as well as the parts of the design which they drive [Bri09]. In addition, the 
tool allows full triplication of dedicated VHDL instances when the keep hierarchy 
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triplication of modules like the CODEC or SoCP module or both. For the partial 
triplication of the full node (partial BLTMR(1) design) some issues were observed 
when the input ports of the module were configured to be triplicated. The result 
indicates a duplication of the slice consumption compared to the unmitigated node, but 
without triplication of the BRAM resource. Additional analysis of the netlist showed 
also a limited number of voter insertions. Therefore, a second design (partial 
BLTMR(2) design) was generated without input port triplication. With this option 
applied and enough device resources still available, the tool generated a design which 
corresponded approximately to a fully triplicated design. Hence, for the second 
partially mitigated design the BLTMR tool was additionally set up to avoid replication 
of the feedback output and the feed forward structures and just to focus on the 
feedback structures and inputs feeding into these structures. Furthermore, the tool was 
limited in the amount of resources to be used for replication with the limit set to the 
point where at least the BRAM was triplicated. 
 
For all full and partially mitigated designs applies that the clock was not triplicated due 
to some timing issues in relation with the used partial design flow. 
Figure 7-2 represents the amount of slice and BRAM usage and resulting sensitive bits 
for the designs with just the CODEC mitigated relative to the unmitigated CODEC 
design. In an analogous way Figure 7-3 represents the results for the mitigated node 
designs in relation to the unmitigated node design. In both cases where full TMR was 
applied, either with the BLTMR or XTMR tool, the amount of sensitive bits was 
reduced practically to zero. Though hardly to see within both diagrams, some sensitive 
bits still exists even though full TMR has been applied.  
Figure 7-4 depicts exemplarily a mapping of the remaining sensitive bits gathered by 
fault injection for the node design with XTMR applied. The marked horizontal area of 
sensitive bits relates to frame bits associated to the HCLK configuration (cf. Figure 
4-5) while the other remaining sensitive bits are probably related to routing bits. It is 
assumed that these latter bits correspond to upsets with effects to more than one TMR 
domain as reported in [QMG+07b, SVS+07]. These effects are also called domain 
crossing effects (DCE). 
For the initial partial TMR designs, which related to the CODEC only as well as to the 
complete node, the amount of required resources was doubled compared to the 
particular unmitigated design. But the fault injection results for these designs showed 
only for the CODEC partial TMR design a reduction of the amount of sensitive bits by 
more than the half. In contrast the partial BLTMR(1) design for the node showed only 
a reduction by less than a third. Compared to this first partially mitigated design, the 
second version (partial BLTMR(2)) also revealed a reduction of the sensitive bits by a 
factor greater two, but otherwise this design requires also three times the resources. 
The triplication of just the CODEC instance of the full node design reduced the total 
amount of sensitive bits by a factor of two. With about 13,500 sensitive bits measured 
for the unmitigated node and about 7,500 sensitive bits measured for just the CODEC 
this is an expected result. An additional triplication of the protocol handler instance of 
the node left about 400 sensitive bits, which are assumed to be largely related to the 
implemented user logic. The resource consumption increased by a factor of 2.5 with 
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only the CODEC triplicated and by a factor of about 3.5 when both instances, CODEC 
and SoCP, were triplicated. The increase of slice resources by a factor of 3.5 correlated 
with the quantity of resources also required for the full TMR designs. Finally, the 
differences in configuration memory sensitivity for both full TMR designs were 
marginal. For the full BLTMR design slightly more slice resources were needed and a 
lightly higher amount of remaining sensitive bits has been observed as compared to the 
results based on XTMR. 
 
The experiments discussed above have shown that depending on the applied mitigation 
scheme certain amounts of sensitive bits were remaining. With further analysis runs, 
which were conducted for the different mitigated designs related to the complete node 
and by employment of the latest development stage of the SoCWire switch described 
in section 6.5.3, the distribution of the network effects was determined according to 
the main-categories as defined in section 6.5.2.1. The results are summarized in Figure 
7-5. It is noticeable that for all categories the percentages of sensitive bits for the 
unmitigated design and the partial BLTMR(1) design are quite similar. For both 
designs at least 50% of sensitive bits were already detected at the network level. The 
result for the design with just the CODEC instance fully triplicated corresponds to a 
great extend to the numbers gathered for the SoCP only fault injection executed in 
section 6.5.3.1 (cf. Figure 6-22). With CODEC and SoCP instance triplicated a 
significant increase of the percentage of data errors is noticeable. In this configuration 
with just the data processing unmitigated and the network interface including hardware 
protocol generation instance triplicated, this is an expected result. It is assumed that 
with more complex unmitigated data processing logic the percentage of data errors 
will further increase, while the contribution to the other categories will be on a 
constant level according to the degree of applied mitigation. For this mitigation 
approach with network interface mitigated and actual hardware processing 
unmitigated, at least the implemented length check of the switch might detect some 
additional errors, since the SoCWire processing node scheme implies that the length of 
processed packets depends on the applied algorithm. But unless the whole node is 
ideally triplicated, the detection of data errors will be a difficult task and requires that 
the host system checks the results of nodes with an appropriate test vector set in a 
suitable interval. 
Mitigating nodes with full TMR, even if the clock is not properly mitigated, reduced 
the remaining amount of sensitive bits significantly. From these remaining sensitive 
bits of the fully but not ideally mitigated node more than 80% will be detected by the 
switch and are therefore already discovered at the network level, as Figure 7-5 shows. 
This demonstrates that the approach to detect errors close to upset susceptible nodes is 
also useful for not ideally mitigated nodes.  
7.1 Mitigation Variants 155 
 
 
Figure 7-2 Relative sensitive bits and slice usage for CODEC mitigation 
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Figure 7-4 Map of sensitive bits for the full node design with XTMR applied 
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7.1.2 Duplication With Compare 
In chapter 6 mechanisms implemented into the switch were introduced to improve the 
detection of errors originating from an unmitigated network node on the network level. 
Whereas these measures were solely additions to the switch without any modification 
to the unmitigated node, another approach to assist the quick online detection and 
isolation of errors may be the employment of the DWC approach to the node logic 
based on [JHW+08] and introduced in section 4.5.2.4. 
Again the BLTMR tool was used to perform automatic duplication and insertion of 
comparators into the synthesized netlist design. The tool automatically inserts for 
quick detection a tree of comparators into the feedback sections of the duplicated 
circuit. All these local comparators are finally merged. While single comparators like 
single voters are also susceptible to upsets, the tool was configured to integrate dual-
rail comparators into the node’s netlist. The additional 2 bit detection output of the 
node was attached to the monitor node and indicated during fault injection with an 
output of “00” that the circuit is error free, with an output of “01” or “10” that a 
comparator error occurred and with an output of “11” that an error was detected within 
one of the two circuit domains. As soon as any error was reported by detection 
mechanism, the corresponding switch port has been disabled and an error event 
message has been sent by the monitor node to the host system. A principle block 
diagram of the experiment is depicted in Figure 7-6. As indicated in the figure, only a 
single SoCWire path exists between static and reconfigurable area. 
When fault injection was performed and the detection signals from the duplicated 
module were ignored, the results corresponded naturally to the ones which have been 
gathered already for an unmitigated node. As Figure 7-7 shows, the actual amount of 
sensitive bits from the duplicated circuitry is more than two times higher than for the 
unmitigated node when the detection signals from the dual-rail checker are also 
evaluated during fault injection. The resource usage for the duplicated node is as 
expected twice as much as needed for an unmitigated node.  
The main disadvantage of the duplication approach is that the overall sensitivity of the 
node is more than doubled as well as the resources. While effectively only one half of 
the duplicated circuitry was used, the detection of errors in the redundant part or the 
comparator tree of the circuitry could be considered as 58% ‘false alarms’ compared to 
an unmitigated circuit. When it is important that most occurring errors are detected as 
fast as possible, then the duplication approach may be a viable solution. For the tested 
implementation over 96% of the injected faults were reported by the detection 
circuitry, as Table 7-1 summarizes. It is assumed that the remaining percentage of 
undetected errors could be significantly reduced further when also the SoCWire paths 
between static and reconfigurable area are duplicated and compared. Johnson et al. 
[JHW+08] used a similar approach and have shown for several designs that the 
amount of undetected sensitive bits is typically lower than 1%. Similar to instance-
based TMR, DWC may be applied to dedicated logic functions to assist and improve 
the overall detection capabilities at the switch-level i.e. network level. 
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Figure 7-6 Duplicated node with checking circuitry connected to monitor node 



















Without  Error 
Code Evaluation 
12,997 (11,923) (9) 1,065 
Table 7-1 Experimental results for DWC designs with and without error code 
evaluation by monitor node 
 






































































Sensitive Bits Slices BRAM
7.2 Error Persistency and Recovery 159 
 
7.2 Error Persistency and Recovery 
A single processing node within a SoCWire network is typically part of a complex 
processing system consisting of several nodes. Such a complex system was 
demonstrated with the DRPM hardware. When a node is malfunctioning because of an 
upset and the host system gets aware of this incident, then it has to take measures to 
recover the system in a minimum amount of time. Strategies and required 
improvements to detect and to isolate a faulty node in a SoCWire network were 
discussed in chapter 6. This section addresses the required recovery strategies for an 
upset affected processing node. It is important to verify that within a SoCWire network 
it is sufficient just to repair the as defective identified node locally and that no 
recovery of other nodes or even the FPGAs is required. 
For the investigations done, the software controlling the fault injection was extended 
by a task, which investigated for each upset bit the required steps to re-initiate the full 
functionality of the node and thus the whole processing system. Therefore, each bit 
considered as sensitive in a previous run was flipped again. After flipping a single bit a 
test vector set was applied to the node whose outcome was expected to be erroneous. 
Then the configuration bit was repaired and the test vector set was applied again. In 
case of an error-free result, the bit was considered as non-persistent according to the 
terminology of [MCG+05] because the functionality node was restored by just 
repairing the bit. Otherwise the circuitry of the node was reset once and tested again. If 
this second test after recovery fails also then the reset to the node’s circuitry was 
applied two times and the node was tested for the last time. If the functionality of the 
node was finally re-established by a reset, then the particular sensitive configuration 
bit was considered as persistent. If neither repairing the bit nor the afterwards applied 
reset restores the functionality of the node then this would be considered as functional 
interruption requiring a recover strategy affecting the whole FPGA, like full device 
reset or even full reconfiguration. 
Table 7-2 summarizes the results for the measurements done and considers the 
unmitigated, partially mitigated or fully mitigated SoCWire node designs introduced in 
section 7.1. 
The measurements showed that all recovering can be done on node level with other 
nodes unaffected. For the unmitigated designs the percentages of non-persistent and 
persistent sensitive bits are approximately even, with light offset to the one or other 
category. 
The application of partial TMR with the BLTMR tool, which focusses on triplication 
of the feedback structures, should actually lower the amount of persistent bits 
significantly as reported in [PCG+06]. Both partial design variants with their 
differences as described in section 7.1 show that the evaluated exemplarily SoCWire 
node includes a significant amount of feedback structures. These structures are 
significantly reduced with the partial BLTMR(2) design but with the applied limitation 
in resource usage for that design a still considerable amount of persistent bits remains 
while the amount of non-persistent bits remains constant compared to the partial 
BLTMR(1) design. 
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None 353 13,098 479 6,799 5,820 0 
Partial BLTMR(1) 692 9,445 227 3,878 5,340 0 
Partial BLTMR(2) 1,086 5,172 323 3,658 1,002 0 
CODEC TMR 907 6,422 432 4,132 1,858 0 
CODEC + SoCP 
TMR 
1,293 363 2 301 60 0 
Full BLTMR 1,277 63 0 30 33 0 
Table 7-2 Persistency of sensitive bits for different designs 
The application of full TMR to just the CODEC instance reduced the percentage of 
persistent bits to one third. With additionally the SoCP instance triplicated the 
persistent bits were reduced almost completely. Table 7-3 summarizes for CODEC and 
SoCP instance their approximate contributions to a node’s overall sensitive bits 
derived from the results summarized in Table 7-2. 
With no 100% reduction of persistent errors for all investigated designs a recovery 
scheme just relying on regular configuration scrubbing is not possible. For proper 
recovery a local reset of the node is always necessary to deal with persistent errors. 
However, recovery can be limited to the node. The conducted experiments show that 
in no case a recovery of other parts of the network like full RFPGA reset or 
reconfiguration, or reset of other SoCWire parts is required. Of course, this is valid 
only when the SoCWire switch eliminates any blocking conditions as discussed in 
chapter 6. 
 
Instance Average Total Non-Persistent Persistent Dynamic 
CODEC 7,500 3,400 4,000 100 
SoCP 6,000 4,000 1,600 400 
Table 7-3 Average instance-related contribution to sensitive bits and percentage of 
persistency 
7.3 Error Rate Calculation 
Based on the sensitive bits determined by fault injection just for the SoCWire CODEC 
as well as for a complete node error rates were calculated for several orbits, which are 
typical for data processing units on-board scientific spacecrafts. The selection includes 
two Low Earth Orbits (LEO) considering two different altitudes. These orbits are quite 
common for earth observation missions. The Geostationary Orbit (GEO) was selected 
because its radiation environment corresponds regarding SEEs also to near-earth 
interplanetary environments. This assumption is exploited, for example, by the 
CREME96 tool which is widely used for error rate predictions caused by SEEs [NAS]. 
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With appropriate scaling factors applied, this orbit can also be used as starting point 
for error rate predictions for other orbits like e.g. a solar orbit [MBG+13, Sør10]. 
CREME supports five radiation scenarios: solar maximum, solar minimum, worst day, 
worst week and peak 5 minutes. For all three considered orbits solar minimum 
condition were assumed where GCR is at its maximum. As an additional worst case 
scenario the SEU rates during the peak five minutes
10
 of a SPE for a GEO were 
calculated. 
The error rate calculations done based partly on basic orbit rates published in [ASC08] 
but were also partly derived directly from the CREME tool [NAS]. The essential 
Weibull fits for the envisaged target device enabling proton and heavy ion calculations 
for any orbit can also be found in [ASC08]. The given static error rates assume that all 
resources of the device were used. For the particular individual (dynamic) calculations 
the resources were scaled according to the results gathered by fault injection test runs 
conducted in the context of this work. Some general parameters and assumptions for 
the error rate calculations are: 
· XQR4VSX55 device used 
· 100 mils aluminium-equivalent spacecraft shielding 
· Device SEFIs are not considered since these events are compared to user 
element upsets very rare [ASC08] 
· Unless otherwise noted solar minimum conditions were considered for the 
orbits 
· Presented error rates combine proton and heavy ion error rates 
Error rate calculations for a set of orbits for different SoCWire CODEC configurations 
were already done in [Ost14] with the amount of sensitive configuration bits estimated 
on the basis of occupied slices and the general rule of thumb that about 15% of the 
configuration bits are actually used by a design. Table 7-4 compares the error rates 
based on the assumptions made by [Ost14] for a 16 bit wide SoCWire CODEC with 
the 16 bit wide implementation used within the DRPM study and also for fault 
injection. The error rates listed in the subsequent tables consider the particular 
assumed respectively measured sensitive configuration bits, the used BRAM(s) and 
the amount of used user flip-flops. The total error rate corresponds to the sum of error 
rates identified for the particular resource type according to equation 7.1. 
 
𝑅𝑆𝐸𝑈,𝑇𝑜𝑡𝑎𝑙 = 𝑅𝑆𝐸𝑈,𝐶𝑓𝑔. + 𝑅𝑆𝐸𝑈,𝐵𝑅𝐴𝑀 + 𝑅𝑆𝐸𝑈,𝐹𝐹 7.1 
 
The error rates based on the resource estimations are just a factor of two higher 
compared to the results based on fault injection. Considering the contributions from 
the particular resources the total upsets are dominated by the BRAM upsets. It is also 
important to note that result based on estimations assumed that the CODEC employed 
                                              
 
10 For modelling this event, CREME96 uses the peak five-minute averaged fluxes observed during an SPE in 
October 1989 
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two BRAM elements while the actual implementation used for fault injection just used 
one BRAM element. Assuming both designs would use just one block RAM element 
and keeping in mind that the amount of sensitive bits gathered by fault injection is also 
dependent on the coverage of the applied test vectors and probably somewhat higher, 
then the particular error rates would not differ much. At least for this example the 

































Cfg. Mem. 0.340 3.520 1.990 13,549.150 
BRAM 1.640 9.239 10.240 107,446.875 
Flip-Flops 9.12E-3 9.70E-2 5.35E-2 381 

















Cfg. Mem. 0.120 1.290 0.730 4,966.640 
BRAM 0.820 4.620 5.120 53,723.438 
Flip-Flops 9.7E-3 1.03E-1 5.69E-2 406 
Total 0.956 6.013 5.909 59,095.890 





While the resource estimation approach may be suitable for a worst case assessment, 
this will not work for designs, which were to some degree mitigated. In the following 
the error rates were calculated for the SoCWire node mitigation variants introduced in 
section 7.1.1 and for comparison also for the DWC design discussed in section 7.1.2. 
Again the individual error rates were calculated separately for each element type. Error 
rates for the configuration memory cells based upon the measured (remaining) 
sensitive bits for each particular design. According to [AES+11] the upset rate for non-
ideally mitigated designs can be calculated just as for an unmitigated design by 
multiplying the number of still existing single points of failure by the particular device 
upset rate. 
BRAM cells for mitigated designs were considered in the total error rate when they 
were not triplicated. The same approach was used for the user flip-flops. While for the 
memories the information about triplication can be simply derived by the amount of 
BRAMs reported in the synthesis report, the Plan-Ahead tool was used to determine 
the amount of not triplicated user flip-flops. With the tool the quantity of flip-flops 
associated with a “_TMR” suffix can be identified. The final number of unmitigated 
                                              
 
11 Results revised with latest parameters from [ASC08], corrected BRAM values and additional consideration of 
user flip-flops 
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flip-flops was then simply the number of mitigated flip-flops subtracted from the sum 
of all flip-flops used by the particular node design. 
In addition, the calculations refer to the following assumptions: 
· MBUs were not considered 
· A sufficiently high scrubbing rate was anticipated (just one SEU per scrub 
cycle) 
The contributions to the total error rate for each considered resource and design are 
listed in Table 7-5 through Table 7-7. The value zero in a cell of table Table 7-6 and 
Table 7-7 means, that proper triplication of the resource was assumed. Figure 7-8 
finally depicts a representation of the combined error rates for the corresponding 
unmitigated and mitigated node variants and orbits.  
 












Unmitigated 6.07E-04 6.28E-03 3.56E-03 2.42E+01 
Partial (BL)TMR(1) 4.32E-04 4.47E-03 2.53E-03 1.72E+01 
Partial (BL)TMR(2) 2.36E-04 2.45E-03 1.39E-03 9.43E+00 
Full CODEC (BL)TMR 2.94E-04 3.04E-03 1.72E-03 1.17E+01 
Full CODEC+SoCP 
(BL)TMR 
1.66E-05 1.72E-04 9.73E-05 6.62E-01 
Full BLTMR 2.88E-06 2.98E-05 1.69E-05 1.15E-01 
Full XTMR 1.28E-06 1.33E-05 7.51E-06 5.10E-02 
DWC 1.41E-03 1.46E-02 8.27E-03 5.62E+01 
Table 7-5 Error rates for configuration memory cells 
 












Unmitigated 2.25E-03 1.27E-02 1.40E-02 1.47E+02 
Partial (BL)TMR(1) 2.25E-03 1.27E-02 1.40E-02 1.47E+02 
Partial (BL)TMR(2) 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Full CODEC (BL)TMR 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Full CODEC+SoCP 
(BL)TMR 
0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Full BLTMR 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Full XTMR 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
DWC 4.50E-03 2.53E-02 2.81E-02 2.94E+02 
Table 7-6 Error rates for BRAM cells 
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Unmitigated 4.85E-05 5.16E-04 2.84E-04 2.03E+00 
Partial (BL)TMR(1) 2.51E-05 2.67E-04 1.47E-04 1.05E+00 
Partial (BL)TMR(2) 2.00E-05 2.13E-04 1.17E-04 8.37E-01 
Full CODEC (BL)TMR 2.12E-05 2.26E-04 1.24E-04 8.87E-01 
Full CODEC+SoCP 
(BL)TMR 
0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Full BLTMR 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Full XTMR 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
DWC 9.45E-05 1.01E-03 5.54E-04 3.95E+00 
Table 7-7 Error rates for flip-flops 
 

























LEO (400km) LEO (800km) GEO GEO (Peak 5min)
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Figure 7-9 MTBF versus resource utilization for different mitigated designs 
As it can be seen from the tables, the contribution to the total error rate by the user 
flip-flops is negligible. In cases where unmitigated BRAM contributes to the overall 
error rate, its influence is significant for the considered designs. The reason for that is 
that the amount of relevant sensitive configuration is small and corresponds in worst 
case to just about 0.08% of all configuration bits for the considered node designs, 
while in contrast already a single BRAM element corresponds to 0.32% utilization of 
this resource. Therefore, with BRAMs unmitigated the results for the orbits, 
considering solar minimum conditions have an about 5 to 6 times higher total error 
rate, and in case of solar flare conditions even a nearly one order of magnitude higher 
error rate. The partial BLTMR(1) design with around twice the resources required (cf. 
Figure 7-3) shows no essential improvement on the total error rate compared to an 
unmitigated design. With the more controlled partial mitigation of the partial 
BLTMR(2) design and also with full instance-based full triplication of just the 
SoCWire CODEC, a reduction of the error rate by around one order of magnitude can 
be achieved. But this gain is at the cost of an increased resource consumption which is 
about 2.5 to 3 times the amount of unmitigated resources. Leaving just the data 
processing part unmitigated results in a further reduction of the overall error rate by an 
additional order of magnitude. Otherwise, the design with just full triplication of 
CODEC and SoCP instance requires as much resources as both designs with full 
triplication applied. With the clocks of the latter two still unmitigated a total error rate 
reduction by about three orders of magnitude is achieved compared to the unmitigated 
node. While scrubbing for unmitigated FPGA designs and hence for areas occupied by 
unmitigated processing nodes may be omitted (cf. section 4.5.2.1), the significant 
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to be considered when the scrubbing rate for partially or fully triplicated processing 
nodes is dimensioned. Finally, the diagram in Figure 7-8 shows the combined error 
rates for the DWC design which are naturally two times higher than the ones for the 
unmitigated node. 
Figure 7-9 depicts exemplarily a plot of the MTBF versus the required slice usage for 
the GEO under solar minimum conditions. Improvement in the time up to the 
occurrence of a failure versus the costs expended in mitigation is not quite easy to 
assess, especially for partial mitigation. With full TMR applied around 3 to 3.5 more 
resources are required, but then also the MTBF increases by at least three orders of 
magnitude. For the investigated nodes the partial mitigation schemes also require 
between two and 3.5 times the resources of an unmitigated node, but the 
improvements in terms of MTBF corresponds in the best case to two orders of 
magnitude and is in the worst case negligible. 
 
A real application typically consists of more than one node. For example the I-PDHS 
introduced in section 2.2.3 consists of two areas which are in principle reconfigurable. 
With the resources available in today’s SRAM-based FPGAs suitable for 
implementation of reconfigurable SoCs, an upper limit of about five processing nodes 
is considered to be reasonable. Figure 7-10 depicts for an unmitigated node as well as 
the node designs with different mitigation schemes applied the particular contributions 
to the overall error rate per year as a function of node numbers exemplarily for the 
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7.4 MBU Sensitivity 
So far the network effects of the investigated designs based on the assumption that a 
single event effect inverts the state of just a single configuration memory cell. But as 
discussed in section 4.5.1.7 there is a probability for the considered Virtex-4 devices, 
that a single particle event flips two or even more directly adjacent memory cells. With 
the knowledge that more than one upset might exist in a design at the same time in 
close proximity to each other the question arises which influence this will have on an 
implemented circuit mitigated by TMR. Investigations done by [QMG+07b] showed 
that MBUs might result in domain crossing errors (DCEs), which affect two domains 
of a TMR design and this defeat the mitigation scheme. 
For the two fully triplicated node designs used for the experiments above, an 
additional test mode was implemented within the fault injection software to investigate 
the effects when two adjacent bits instead of single bit were flipped. As discussed in 
chapter 4 MBUs are not just related to adjacent configuration memory cells of a 
column, but also to row or diagonal adjacent bits. Furthermore, there is a probability 
that an MBU might upset more than two adjacent bits. In addition, this probability 
increases with shrinking feature sizes. Table 7-8 summarizes the results from the 2 bit 
vertical pair-wise fault injection and compares the result with the ones gathered from 
the single bit injection runs. When considering that a single strike may cause two upset 
bits then the sensitivity of both mitigated TMR designs increases by a factor of about 
10 to 17. The last column of the table represents the number of observed output errors, 
which are related unique to 2 bit upsets. With just one possible multiple upset fault 
pattern applied to the test designs, the result can be considered merely as a preliminary 
one. But it shows that the sensitiveness of the design significantly increases when 
MBUs are considered. Analysis of the location of the faults revealed that for example 
the three voters associated with a triplicated state machine flip-flop as well as two of 
the three flip-flops itself were placed within the four slices of the same CLB which 
share also the same routing switch matrix (cf. Figure 4-2). These findings correspond 
to the observations of [QMG+07b] and [SRV05]. The sub-optimal placement of the 
domains may be worsened by the fact, that for fault injection speed improvements the 
area constraints for the investigated designs were be set as tight as possible. This 
inevitably results in a relative dense placement of the circuit within the FPGA fabric. 
 
Full Node 
Design 1bit 2bit Vertical 
2bit Vertical 
(unique) 
XTMR 28 489 434 
BLTMR 63 633 508 
Table 7-8 MBU fault injection results 
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Figure 7-11 Percentages of MBU related network effects 
Figure 7-11 depicts the percentages of the SoCWire network effects resulting from 1 
bit and 2 bit particle upsets for the TMR mitigated designs. The diagram shows that no 
significant difference in the relative distribution of the effects could be observed. An 
assumed ideally mitigated switch would detect even under presence of multiple upsets 
in a non-ideally mitigated node more than 85% of the erroneous behaviour. 
7.5 Mitigation Summary 
Within this chapter different types of node duplication and triplication schemes are 
evaluated for a SoCWire processing node. For the integration of the redundant 
circuitry it was revert to tools supporting automated analysis and integration of 
redundant structures on netlist level. The impact of the evaluated mitigation schemes 
on the amount of sensitive bits was examined with the fault injection approach 
introduced in the previous chapter. Based on conducted measurements, error rates for 
different orbits were calculated exemplarily. With partial mitigation or instance-based 
full triplication applied, it is shown that the error rates could be already reduced 
significantly. But it becomes obvious that the best cost to reliability improvement can 
be just achieved by full triplication. For each investigated node design the role of the 
switch was also considered and similar to the previous chapter the remaining sensitive 
bits were classified according to the defined categories. With mitigation applied to a 
node, for most variants around 50% of the network effects resulting from the 
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the actual data processing circuitry of a node from mitigation raised the relative 
percentage of the data errors which are difficult to detect, especially in streaming data 
applications.  
As introduced in section 7.1 and also proved in the experiments, the applied full 
triplication is not ideal when single bit upsets are considered and a remaining 
sensitivity is observed. But, in addition, the conducted simple MBU experiment 
showed that the upset sensitivity of these designs is further increased when a single 
particle strike flips two adjacent configuration memory cells. In these cases the 
SoCWire switch with built-in detection capabilities was able to discover and report 
more than 80% of the resulting errors quickly. 
 
Using DWC may be useful when it is important that errors within a processing node 
have to be detected as fast as possible and the provided error codes from the duplicated 
circuitry were used to assist the disabling of the switch port to which the upset node 
was connected. When applied to the full node slightly more than twice the resources 
were required. But with this approach packets with errors in the data section were 
prevented effectively from propagating through the network, too. On the downside 
more than 50% of the errors were naturally located in the redundant circuitry, which 
increased the overall error rate by a factor of two in contrast to an unmitigated node. 
 
Finally, this chapter assesses the recovery strategy for a node. For the investigated 
designs it has been proved that within a SoCWire network the local recovery of a 
malfunctioning processing node was sufficient and it did not matter if mitigation is 
applied or not. The identified proper recovery scheme consists of node 
reconfiguration, reset and re-initialization. 
  





8 Conclusion and Outlook 
The usage of qualified SRAM-based FPGAs with their high logic density for scientific 
instruments designed for space missions allows the construction of reconfigurable and 
adaptable processing modules. The development of such a module in terms of the 
DFPGA module was one of the objectives of the ESA DRPM study. Besides 
demonstrating the feasibility of dynamic partial reconfiguration for space applications, 
in addition this module has been served as evaluation and demonstration platform for 
upcoming instrument processing units like the SO/PHI DPU. For the purpose of the 
study the SoCWire NoC approach was used as communication architecture to 
interconnect an instrument specific amount of processing nodes distributed across two 
dynamical partial reconfigurable FPGAs and controlled by a central host system. In 
the context of a preliminary thesis the original basic blocks of the communication 
architecture, namely SoCWire CODEC and SoCWire switch, have been developed. In 
the further course of this preliminary work, these elements have been considered as 
robust and fault-tolerant by means of inherent isolation capabilities for faulty nodes. 
This implies that with the considered type of SRAM-FPGA susceptible to space 
radiation, upsets in partly mitigated or unmitigated nodes resulting in faulty node 
behaviour are assumed to be without any effect on the remaining network nodes and 
the controlling host system. 
 
Within this thesis the fault-tolerance of the SoCWire communication architecture was 
assessed in more detail for a representative environment. Unlike the locally limited 
fault injection approach used within the original work, the investigations which were 
carried out in the present work rely on true fault injection into the FPGA’s 
configuration memory cells defining the circuitry of specific network components. The 
DRPM DFPGA demonstrator environment with the realized network implementation, 
exemplarily processing nodes and control software framework provided the basis for 
all conducted investigations. The specific emulation of configuration memory upsets 
in network components has been considered as a viable and economic solution to 
evaluate the effects in the network, in particular for network nodes which are not 
mitigated or just partially mitigated for reasons of resource savings. The employed 
method of region limited sequential probing of bits has been proved as a feasible and 
holistic method for the performed investigations, but might be a time consuming task 
for larger network node designs to be investigated. As a way out of this, the flexibility 
of the environment optionally enables the implementation of more time-efficient, e.g. 
random-based, injection schemes. 
 
Results gained from the DRPM study and analysis outcomes from the experiments 
conducted for this work revealed detection and reporting shortages for the SoCWire 
NoC approach, particularly at the routing switch level and for the existing low-level 
software. Especially a differentiation of effects on the network as consequence of 
activated node faults was not possible. Additional detection mechanisms, like packet 
timeout, have been added at switch port entrance level and a monitoring approach has 
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been included to report detected errors to the controlling host processor. Moreover, the 
low-level software has been extended with functionality to differentiate detected errors 
at the lower software level. 
 
From fault injection campaigns into an unmitigated SoCWire CODEC, which is part 
of the network adapter interconnecting a node to the network, several main- and sub-
error classes were derived. While the network is still operable in most cases, actual 
isolation was observed just for one tenth of all provoked faults. Network blocking 
conditions were considered as most severe, even if its percentage is rather small. In 
total, around half of the consequent erroneous packets were already detected in the 
switch followed by errors related to inconsistencies observed in the used packet 
protocol. From these results suggestions were derived to eliminate especially network 
blocking conditions, to improve the isolation capabilities and to increase the detection 
rate already at the switch entrance. For elimination of the network blocking issue and 
for improvement of the isolation capabilities additional enhancements were 
implemented and verified. For the latter one it is assumed that, for example, 
plausibility checks for the packet header will result in a significant improvement of the 
switch detection rate. The conducted verification for the implemented enhancements 
has shown a substantial improvement of the isolation capabilities and complete 
elimination of network blocking conditions. Furthermore, the generality of the 
improvement was verified not just for the CODEC instance, but also dedicated just for 
both the protocol handler instance as well as for complete unmitigated nodes. 
 
To improve the reliability of SoCWire nodes several mitigation schemes were applied 
by means of available tools and the results were assessed. While the BLTMR tool 
provides an ample set of options to apply partial or full TMR to a design, the XTMR 
tool was used as reference when full TMR was applied. Taking exemplarily calculated 
error rates for different orbits and the resource consumption with partial mitigation 
applied into account, then the partial mitigation variants for the investigated example 
node have to be considered just as a compromise when not enough resources for a full 
triplication are available. The resource costs for full triplication of the exemplarily 
investigated network node were about 250% higher compared to the unmitigated one, 
but at the same time the achievable MTBF could be increased by up to three orders of 
magnitude. With still sensitive bits remaining due to not ideal full triplication, the 
network’s switch was able to detect and isolate about 80% of the remaining erroneous 
node behaviour activated by injected faults. 
For the recovery of unmitigated or (partially) mitigated investigated designs it was 
shown, that local recovery by means of reconfiguration of the upset area and local 
reset of the associated logic is sufficient. The difficulties to reduce  the persistent error 
cross section significantly, i.e. the cases requiring a reset of the circuitry, results from 
the fact that particularly the network adapter logic (CODEC and SoCP) has a high 





The quality and repeatability of the fault injection approach was assessed with 
repeated measurements and a cross-reference with results gathered from a preliminary 
analytical tool. Overall the partial fault injection approach into the FPGA’s 
configuration memory proved to be suitable for several purposes: detection of 
principle design errors within IP cores during development, identification of effects on 
the remaining system resulting from activated faults within a dedicated core, and 
determination of design-specific error rates for unmitigated or (partially) mitigated IP 
cores. In addition, the approach can be easily adapted for all types of processing units 
employing a flexible software-controlled access to any type of the FPGA’s 
configuration interfaces, and, therefore, allowing an in the field usage even on the 
actual target hardware. 
Depending on the envisaged target FPGA type the sensitivity to MBUs has to be 
assessed in more detail, especially when mitigation is applied. Initial experiments with 
emulation of frame adjacent upsets have shown that for triplicated logic the amount of 
detectable design output errors increases by a factor of about ten.  
 
An unresolved issue is the reliable and fast detection of data errors which might be 
implemented for resource savings in an end-to-end rather fashion than a by hop-to-hop 
fashion as has been proposed for the header. Otherwise or even in addition, the host 
system software has to check the processing chains with reliable test vectors on a 
regular basis, e.g. before or after processing sequences, which is inevitably a slower 
detection scheme compared to a hardware solution. However, such software-based 
detection schemes are rather additional measures, since these imply the threat that 
corrupted data might be transmitted undetected within macro-pipelines which include, 
for example, a data interface to another unit. 
 
Furthermore, enhancements for the SoCPH implementation are required. The detection 
and error classification schemes, which were implemented in the context of this work 
for the purpose of a general network effect classification, as well as the events 
generated by the network monitor nodes reporting errors detected by hardware, have to 
be integrated into the error handling of the low-level software. In consequence, a 
sophisticated management is required, which interprets detected errors, performs 
active error detection optionally by means of regular checks, identifies the node or 
nodes to be re-instantiated, dismisses corrupted intermediate data if needed, and 
resumes or repeats data processing sequences. 
 
From the conducted comparisons between the location of sensitive bits and the actual 
placement of the investigated circuitry only very rough assumptions of the meaning of 
configuration bits could be derived. To understand some effects in more detail and to 
develop more sophisticated mitigation approaches, especially against MBUs, it would 
be interesting to know the exact resource type and function configured by a dedicated 
configuration bit. Without this information officially available, a detailed analysis of 
the FPGA architecture and the provided implementation tool outputs is required to 
gain this information. 
  





Annex 1 SpaceWire 
The SoCWire NoC approach detailed in chapter 3 was developed as reliable on-chip 
communication architecture for dynamic reconfigurable SoCs implemented in an 
FPGA. This communication architecture has been derived from SpaceWire, which was 
developed in charge of ESA as a data-handling network for the usage on-board of a 
spacecraft [Par12]. SpaceWire employs bi-directional, full-duplex serial data 
transmission with data-strobe encoding via two differential line pairs and based on the 
IEEE 1355-1995 and ANSI/TIA/EIA-644 standards. The standard [Eur08] defines six 
protocol levels summarized in the following: 
 
Physical Level 
This level defines the physical interface consisting of connectors and cables in terms 
of mechanical and electrical requirements. For a bidirectional SpaceWire link four 
shielded twisted pair cables with up to 10m length are used. 
 
Signal Level 
Each direction of a link uses two LVDS pairs, one transmitting the data signals (D) 
and the other transmitting the strobe signals (S). The values on the data line 
correspond to the actual data, while the strobe signal changes its state when the data 
line of one bit cycle has the same value as its predecessor. Combining the D and S 
signals by means of an exclusive OR at the receiver side recovers the transmission 
clock. The bidirectional data rate is defined between 2Mb/s and 400Mb/s. 
 
Character Level 
Each SpaceWire character consists of a parity flag and a control flag. The latter one 
indicates the character type which is either a data character or a control character. 
Data characters consist of eight bits containing information and control character of 2 
bits coding the control character type. For the parity bit odd parity is used and the 
current parity bit covers the control or data bits of the previous character and the parity 
bit and control flag of the current character. The four control characters are: FCT , 
EOP, EEP and ESC (ESCape). Via the ESC character two control codes are defined: 
Time-code (ESC + 8 bit data character) to distribute the system time and NULL (ESC 
+ FCT) to indicate that a link is idle and to support link disconnection detection. 
 
Exchange Level 
This level comprises the link management. Therefore, the characters are separated in 
normal characters (N-chars) and link characters (L-chars). N-chars (EOP, EEP and 8 
bit data) are passed to the packet level, while L-Chars (FCT, ESC and control codes) 
are used exclusively on the exchange level. The initialisation of the bidirectional link 
requires a specific handshake protocol consisting of the bidirectional exchange of 
NULL and FCT characters. After successful initialisation a credit based flow control is 
used. FCT characters are sent by the transmitters to indicate that there is room for eight 
more N-chars in the particular receiver buffer and that the transmitter is allowed to 
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send further N-chars. When an error is detected (link disconnection or parity error) or 
after reset of one end of the link, a recovery procedure is initiated. The end of the link 
in reset state stops sending any data (exchange of silence), which is detected by the 
other end of the link which likewise stops sending any data and enters reset state after 
expiration of the disconnection timeout. After defined delays (cf. Figure A-1) the 
receivers at each end of the link are re-enabled and the initialisation sequence starts. 
 
Figure A-1 SpaceWire link finite state machine [Eur08] 
Packet Level 
A SpaceWire packet starts with zero, one or, even several destination addresses 
depending on the employed addressing scheme on network level followed by the cargo 
data. Each packet is terminated either by an EOP or EEP.  
 
Network Level 
The network level defines the SpaceWire network components (nodes and routers) and 
how packets are transmitted within the network. Two endpoint nodes can be 
interconnected in a point-to-point manner or when more than two nodes are available 
in an arbitrary topology network by using routing switches. The packet address can be 
omitted when two nodes are interconnected without a SpaceWire router in between. 
Otherwise, either path addressing or logical addressing can be used. For path 
addressing the number of destination addresses at the beginning of each packet has to 
match the number of routers to pass en route from source to destination. Each time the 
packet passes one router the packet is routed to the addressed output port and the 
leading address byte is deleted. Logical addressing requires a single address at the 
beginning of each packet, the assignment of a unique address to each node and the 
setup of a routing table within each router. SpaceWire routers employ wormhole 
routing, thus routing packets are immediately forwarded to the output port when the 
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port is available. Any arbitration schemes are supported (round-robin, priority based, 
random). In addition, group adaptive routing and packet distribution via several output 
ports are supported. 
 
An exemplarily SpaceWire network architecture is shown in Figure A-2. Several 
instruments are interconnected via two SpaceWire routers with a mass memory 
module, telemetry module for downlink, a data processor, and a control processor. The 
high data rate instrument 1 has a direct point-to-point connection to the mass memory 
module, while the bandwidth to the mass memory module usable by all other 
processor modules and instruments is shared via a parallel link (router ports 5 and 6). 
In a real flight application the SpaceWire router would be redundant as well as the 
connections between modules and routers. Amongst other tasks the control processor 
is also responsible for controlling the instruments, configuring the SpaceWire routers 
and gathering status information from all network elements. 
 
Figure A-2 Example SpaceWire on-board data-handling network architecture 
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Annex 2 Network-on-Chip Basics 
This annex gives a short introduction into the basic NoC terminology as it can be 
found in more detail in [MB06] and [CdMAL12]. 
The three main building blocks of a NoC are: links, router/switches and network 
interfaces/adapters. A link interconnects routers and network nodes and typically 
consists of a set of physical wires in both directions (full-duplex). A node and a router 
may be either a unit or independent. In the former case, units of node and router are 
interconnected by point-to-point links, which are forming a direct network. Typical 
topologies for direct networks are n-dimensional mesh, torus and hypercube. In the 
latter case with node and router being separated, the nodes are connected via point-to-
point links to routers, which are likewise interconnected to each other by point-to-
point links forming an indirect network (e.g. crossbar or fat-tree topology). The 
network topology may also be differentiated according to their regularity. In regular 
networks the number of router ports and the connections is usually identical, while in 
irregular networks the overall interconnection scheme is arbitrary and, in general, 
tailored to the application needs. 
The smallest unit of information transferred via the link within a single clock cycle is 
called phit (physical digit). In general, a phit corresponds to a flit which is the basic 
unit of a packet associated with the data link layer. A flit may contain user data or even 
control information used for allocation of routing resources. Data, which are 
exchanged between two nodes, are called messages. A message may be divided by the 
node’s network interface into several packets. Packets are passed by the router through 
the network. Thus, a typical network router provides a set of several input and output 
ports for interconnection to other routers and dedicated or local nodes. A router 
internal interconnection matrix establishes connections between an input and output 
port. Additional logic implements specific routing techniques (e.g. Routing-Table 
Driven, Adaptive, Source-Based), arbitration schemes (e.g. round-robin, priority-
based) and strategies for error detection and correction. These particular strategies 
have to be designed in such a way that situations like deadlock (packet waits for a 
resource but gets no access), livelock (packet moves through the network indefinitely) 
and starvation (packet gets no resource access while others do) are avoided and 
contention (packets competing for the same resource) situations are properly solved. 
When contention situations are not correctly solved, the network performance might 
be degraded (congestion). Virtual channels are one common technique to share one 
physical link by several logical channels and to avoid deadlock conditions. In addition, 
network performance is improved in terms of latency and throughput. The switching 
technique finally defines how the packets of a message are sent from sender to 
receiver. When circuit switching is used, a path via several routers and links is initially 
reserved and, after all, when data has been sent, the resources are released. With 
packet switching no resource reservation takes place and packets travel immediately 
on a hop-by-hop basis through the network. The three commonly known packet 
switching techniques are: wormhole switching (packet is immediately forwarded when 
there is space for a single flit in the intermediate router buffer), store and forward 
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switching (packets are forwarded in a holistic manner between routers and only when 
entire packets fit into the receiver’s buffer) and virtual-cut-through switching (packet 
flits are transferred immediately when the next buffer en route will be able to receive 
the complete packet). While packet switching is more suitable for dynamic 
applications with variable traffic patterns, with circuit switching it is easier to achieve 
QoS requirements, but additional overhead for link reservation management is 
required. QoS can be mainly distinguished in Best Effort and Guaranteed Services. 
The former one just guarantees that packets reach their destination, while the latter one 
assures that certain requirements such as bandwidth, throughput or latency for 
dedicated packets are achieved. 
The network interface component is part of the network node and provides the 
interface between network communication and the processing respectively application 
logic. The front-end of the network adapter provides a (standardized) interface to the 
actual node logic and hides the complexity of the network communication, in general. 
The back-end implements the network protocol. Messages passed from the application 
via the front-end module to the back-end are split into NoC protocol specific chunks of 
data packets at transmitter side and are reassembled accordingly at receiver side. 
Performance metrics to qualify a NoC are commonly bandwidth, throughput and 
latency. The bandwidth is the data rate a link within a network can deliver at 
maximum. Therefore, the bandwidth depends on the applied system clock and the 
physical data word width (phit) of the link and is measured in bps (bits per second). 
 
𝐵𝑚𝑎𝑥 = 𝑛𝑏𝑖𝑡𝑠 × 𝑓  A.1 
 
The throughput of a NoC is the maximum rate at which messages can be transmitted. 
Equation A.2 normalizes the throughput to bits per node and second. 
 
𝑇𝑁𝑜𝐶 =
𝑛𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 × 𝑙𝑀𝑒𝑠𝑠𝑎𝑔𝑒 × 𝑛𝑏𝑖𝑡𝑠
𝑛𝑁𝑜𝑑𝑒𝑠 × 𝑡𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑇𝑖𝑚𝑒
 A.2 
 
Latency, in general, is the time measured from a header flit of a packet or message 
entering the network to the corresponding tail flit leaving the network. The average 
latency can be calculated by summing up of all latencies divided by the number of 





Annex 3 Extended CODEC Results 
The example of the SoCWire CODEC described in section 6.5.4 was used to make a 
connection between the location of sensitive bits and the location of the corresponding 
logic within the device. This annex will go into some more detail considering the 
particular network effect categories. The purpose is to identify if certain network 
effects are caused by dedicated sub-modules of the CODEC’s logic. Figure A-3 
depicts a floorplan of the placed CODEC visualized with PlanAhead and Figure A-4 
depicts a detailed block diagram of the CODEC and its modules as well as the function 
of each module and their dependencies of each other. The high number of flip-flops 
forming the state machine and the different counters imply a high portion of feedback 
structures, which are accountable for the poor partial mitigation results which were 
considerably similar to the application of full TMR in terms of resource overhead. 
For the unmitigated CODEC the particular observations related to each error category 
are summarized next to Figure A-5 to Figure A-12. 
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Annex 4 Terminology and Metrics 
This annex summarizes general terminology and metrics relevant for this thesis. 
 
For the terms fault, error and failure the below definitions are used: 
· Fault: A fault is a permanent or temporal defect in the system (e.g. silicon 
defect, bit-flips, etc.) and results in a deviation of intended behaviour. A fault 
can be categorized by type, source, effect and frequency. In layered systems a 
fault may be either masked, or detected and recovered on an intermediate layer. 
The nature of faults in circuits can be divided into three types: permanent (e.g. 
broken transistors or wires), intermittent (e.g. repeatedly on same locations 
triggered by operating conditions), transient (e.g. random upsets) [Con03]. 
· Error: An error is the deviation from correct operational behaviour and the 
manifestation of a fault. In a layered system an error may be detected and 
recovered on higher layers. 
· Failure: An error propagating to an output of a module or system and thus 
becoming visible (e.g. system crash) is termed as failure. 
 
Dependability metrics describe the behaviour of systems under the presence of faults. 
The two commonly used measures are Reliability and Availability. 
 
The reliability R(t) of a system means, in general, the probability that no operational 
interruption occurs within a specified time period [Bir03]. Another term to describe 
the reliability is the Mean Time To Failure (MTTF) i.e. the time a system or a 
component operates between two faults or errors, which is given by: 
 








For components or systems, for which infant mortality and aging effects can be 
neglected and hence the failure rate λ can be assumed to be constant, the reliability is 
defined by: 
 
𝑅(𝑡) =  𝑒−𝜆𝑡 A.4 
 
For a system composed of several components applies: 
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Another metric to express the failure rate of a system or a component is the term 
Failure In Time (FIT). A FIT of one represents one failure in 10
9
 hours of operation. In 
case of independent errors in each component, the FIT rate of a system corresponds to 
the sum of FITs of all individual components: 
 





The Mean Time To Repair (MTTR) denotes the ability of a faulty part to recover to a 
functional state within a mean repair time. From both values the availability of a 
system can be derived in the following manner: 
 
𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
𝑀𝑇𝑇𝐹
𝑀𝑇𝑇𝐹 + 𝑀𝑇𝑇𝑅
× 100% A.7 
 
The sum of MTTF and MTTR is also called Mean Time Between Failures (MTBF) 
and corresponds to the average time between two successive failures.  
 





Annex 5 SEU Error Rate Calculations 
This annex compiles some more details related to the error calculations described in 
section 7.3 and the background information given in section 4.4. 
For the XQR4VSX55 FPGA device Table A-1 lists the combined (heavy ion and 
proton) upset rates differentiated between the particular resource types for the four 
selected orbits. The values for solar minimum conditions are based on CREME96 
[NAS] and are taken from [ASC08]. These values represent an environment without 
considering solar flare events. The peak 5 minute model represents a worst case 
scenario of solar particle intensity caused by a solar flare and is generally used to 
estimate an extreme upper limit. The orbital upset rate values for this event are 
calculated with the CREME tool. The error rates given in the table for the individual 
resources (configuration memory, BRAM, and user flip-flops) are per device and day, 
assuming that all available elements of the particular resource type of the device are 
used. Figure A-13 depicts exemplarily the integral LET spectrum for solar minimum 
and peak 5 minute flux conditions for the GEO and is based on data derived from 
CREME. These spectra are used by the tool in conjunction with the particular Weibull 
and device parameters (cf. Table A-2 to Table A-4) to calculate, on the one hand, the 
upset rate caused by direct ionisation (heavy ion induced) and, on the other hand, the 
upset rate caused by proton-induced indirect ionisation. All performed error rate 
calculations make the assumption that an SEU does not result in an MBU. 
 
Orbit LEO LEO GEO GEO 
Altitude[km] 400 800 36,000 36,000 
Inclination 22.0° 98.7° 0° 0° 
Condition Sol. Min. Sol. Min. Sol. Min. Peak 5min. 
Configuration 
Memory 
0.73 7.56 4.28 29,100.00 
BRAM 0.72 4.05 4.49 47,100.00 
User Flip-Flops 0.01 0.07 0.04 276.00 








Onset (0) [MeV mg cm
-2] 0.5 0.2 0.5 1.5 
Width (W) 400 70 400 400 
Power (s) 0.985 0.724 0.923 0.923 
Limit (L0) [µm
2 bit-1] 26.3 3.50 75.0 61.0 
Table A-2 XQR4V heavy ion Weibull parameter (adapted from [ASC08]) 









Onset (0) [MeV] 4 1 2.5 5 
Width (W) 80 20 20 20 
Power (s) 0.586 1.546 1.546 1.546 
Limit (E0) [10
-12 cm2 bit-1] 0.0473 0.045 0.15 0.045 








Bits 15.4E6 5,898,240 49,152 
X, Y Dimension [µm] 5.13 1.87 8.66 7.81 
Z Dimension [µm] 1 1 1 1 
Table A-4 XQR4VSX55 physical device parameters (adapted from [ASC08]) 
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Abbreviations and Acronyms 
ACK/NACK (Not) ACKnowledge 
AHB Advanced High-performance Bus 
AIP Application Independent Processor  
AMBA Advanced Microcontroller Bus Architecture 
APB Advanced Peripheral Bus 
API Application Programming Interface 
ARQ Automatic Response reQuest 
ASIC Application Specific Integrated Circuit 
ASSP Application Specific Standard Product 
AXI Advanced eXtensible Interface 
BER Bit Error Rate 
BIST Built-In Self-Test 
BLTMR BYU-LANL Triple Modular Redundancy (BYU: Brigham Young 
University, LANL: Los Alamos National Laboratory) 
BRAM Block Random Access Memory 
CAN Controller Area Network 
CC Configuration Controller 
CEB Camera Electronics Box 
CFE Cibola Flight Experiment  
CLB Configurable Logic Block 
CLK/HCLK (High-speed) CLocK  
CME Coronal Mass Ejections  
CMOS Complementary Metal-Oxide Semiconductor 
CODEC COder DECoder 
COP COProcessors 
CRC Cyclic Redundancy Check 
DCE Domain Crossing Effect 
DCM Digital Clock Manager 
DFPGA Dynamically reconfigurable FPGA 
DLR Deutsches Zentrum für Luft- und Raumfahrt / 
German Aerospace Center 
DMA Direct Memory Access 
DMR Dual Modular Redundancy 
DPU Data Processing Unit 
DRPM Dynamic Reconfigurable Processing Module 
DSP Digital Signal Processor 
DUT Device Under Test 
DWC Duplication With Compare 
ED Error Detection 
EDAC Error Detection And Correction 
EDIF Electronic Design Interchange Format 
EEP Error End of Packet 
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EGSE Electrical Ground Support Equipment 
EOP End Of Packet 
ESA European Space Agency 
ESC ESCape 
FAR Frame Address Register 
FCT Flow Control Token 
FDIR Fault Detection, Isolation and Recovery 
FEC Forward Error Correction 
FEE Front End Electronic 
FF Flip-Flop 
FI Fault Injection 
FIFO First In First Out 
FIS Fault Injector Signal 
FIT Failures In Time  
flit flow control unit 
FOBP Fraunhofer On-Board Processor  
FPGA Field Programmable Gate Array 
FT Fault-Tolerant 
GCR Galactic Cosmic Ray 
GEO Geostationary Earth Orbit  
GeV Giga electron Volt 
GOPS Giga Operations Per Second 
GFLOPS Giga FLoating-point Operations Per Second 
GPP General Purpose Processor 
GRM General Routing Matrix 
GSEOS Ground Support Equipment Operating System 
HDL Hardware Description Language 
HWID HardWare IDentifier 
ICAP Internal Configuration Access Port 
IDA Institut für Datentechnik und Kommunikationsnetze / 
Institute of Computer and Network Engineering 
IMA-SP Integrated Modular Avionics for Space 
IO Input Output 
IOB Input Output Buffer 
IP Intellectual Property 
I-PDHS (Integrated-)Payload Data Handling System 
ISO/OSI International Organization for Standardization / Open Systems 
Interconnection model 
ISS International Space Station, Image Stabilization System 
ITAR International Traffic in Arms Regulations 
JTAG Joint Test Action Group 
LEO Low Earth Orbit 
LET Linear Energy Transfer 
LUT Loop-Up Table 
LVDS Low-Voltage Differential Signaling 
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MAC Media Access Control 
MBU Multi Bit Upset 
MCU Multiple Cell Upset 
MeV Mega electron Volt 
MGT Multi-Gigabit Transceiver 
MTBF Mean Time Between Failure 
MTTF Mean Time To Failure 
MTTR Mean Time To Repair 
MUX Multiplexer 
n/a not available, not applicable 
NASA National Aeronautics and Space Administration 
NMR N-Modular Redundancy 
NoC Network-on-Chip 
NSREC Nuclear and Space Radiation effects Conference 
NVM Non Volatile Memory 
OCP Open Core Protocol 
PC Personal Computer 
PCB Printed Circuit Board 
PCI Peripheral Component Interface 
phit physical digit 
PIP Programmable Interconnection Point 
POR Power-On Reset 
PPC PowerPC 
PRA Partial Reconfigurable Area 
PRM Partial Reconfigurable Module 
QoS Quality of Service 
RAM Random Access Memory 
RA-RCC Responsive Avionics - ReConfigurable Computer 
RCC ReConfigurable Computer 
RF Radio Frequency 
RFPGA Reconfigurable FPGA 
RHBD Radiation Hard By Design 
RHBS Radiation Hard By Software 
RMAP Remote Memory Access Protocol 
ROM Read Only Memory 
RP Reconfigurable Partition 
RTE Radiative Transfer Equation 
RTEMS Real-Time Executive for Multiprocessor Systems 
SC System Controller 
SDRAM Synchronous Dynamic Random Access Memory 
SEB Single Event Burnout  
SEE Single Event Effect 
SEFI Single Event Functional Interrupt 
SEGR Single Event Gate Rupture 
SEL Single Event Latch-up 
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SET Single Event Transient 
SEU Single Event Upset 
SMAP SelectMAP 
SO/PHI Solar Orbiter/Polarimetric and Helioseismic Imager 
SoC System-on-Chip 
SoCP SoCWire Protocol 
SoCPH SoCWire software Protocol Handler 
SoCWire System-on-Chip Wire 
SOI Silicon On Insulator 
SPE Solar Particle Event 
SPFI Simple, Portable, Fault Injector  
SRAM Static Random Access Memory 
STAR STatic AnalyzeR 
STARC Scalable Tool for Analysis of Reliable Circuits 
TC TeleCommand 
TDM Time Division Multiplex 
TET TechnologieErprobungsTräger 
TID Total Ionization Dose 
TM TeleMetry 
TM/TC TeleCommand/TeleMetry 
TMR Triple Modular Redundancy 
TTE Time Triggered Ethernet 
USB Universal Serial Bus 
VC Virtual Channel 
VHDL VHSIC Hardware Description Language (VHSIC: Very High 
Speed Integrated Circuits) 
VMC Venus Monitoring Camera 
XRTC Xilinx Radiation Test Consortium 
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