[1] An extension of classical harmonic analysis is used to determine the Fourier coefficients with a constraint of forcing the function through a specified value for developing an extended stochastic harmonic analysis (ESHA). The methodology was applied to the diurnal variations of dissolved oxygen (DO) in streams within a semiempirical modeling scheme to demonstrate the formulation of an ESHA algorithm.
Introduction
[2] Dissolved oxygen (DO) is an important water quality parameter and a useful surrogate variable for the general health of aquatic ecosystem. The impact of low DO concentrations in surface waters is typically reflected in an unbalanced ecosystem, fish mortality, odors, and other aesthetic nuisances [Thomann and Mueller, 1987] . Processes that influence DO levels include atmospheric exchange (i.e., diffusion and reaeration), photosynthesis and respiration, direct input from incoming tributaries or effluents, organic decomposition, and sediment oxygen demand. These processes may result in a substantial diurnal variation in DO. Often, discrete DO measurements are taken at a field site. While these measurements can be taken at almost any daylight time, comparisons of DO trends among different sites and/or different days become difficult since the observations do not correspond to a common clock time. Assessment of aquatic ecosystem health based on the nonstandardized data is inherently risky and potentially misleading. As such, standard procedures are needed to convert observations at different clock times to those corresponding to a reference or standard time for obtaining an accurate interpretation of the underlying processes.
[3] Harmonic analysis is an important and widely used tool in applied mathematics. The cyclic nature of DO in surface waters with diurnal as well as seasonal periodicities inherently provokes data analysis and useful model development in spectral domain. Compared to the methods of LombScargil periodogram [Press et al., 1992] , time-dependant wavelet spectrum [Mallat, 1999] etc., standard harmonic analysis offers a simpler technical framework with an ordinary level of mathematical rigor. Examples of applications of harmonic analysis related to DO include the work of Dyar and Alhadeff [2005] . They developed a statewide DO model by analyzing DO data for Georgia streams through a harmonic curve-fitting procedure, incorporating latitude and elevation as the principal variables. Gallegos et al. [1977] used Fourier transform, with a comparison to traditional Fourier series in time domain, to develop a method for calculating short-term variations in oxygen exchange based on frequent oxygen measurements. Other applications related to water resources and environmental engineering include the analyses of hourly rainfall data [Kumar et al., 2006] , vertical hydraulic conductivities in clay-rich aquitards [Boldt-Leppin and Hendry, 2003 ], sedimentation history [Meyers et al., 2001] , and historic streamflow data to explain changes in biotic communities or riverine wetlands [Nestler and Long, 1997] . Young et al. [1999] developed a dynamic harmonic regression model by formulating the system within a stochastic state space setting. Classical harmonic analysis has also been used to model daily as well as seasonal water temperatures in rivers and streams [Song and Leung, 1978; Song and Chien, 1977; Song et al., 1973] .
[4] There have been numerous studies using other methods, without particular reference to harmonic analysis, for representing DO. Piasecki [2004] presented a least squares type objective function minimization technique to develop an efficient strategy for achieving in-stream DO water quality standards. Adrian and Alshawabkeh [1997] developed an analytical solution for sinusoidally varying biochemical oxygen demand (BOD) and DO. Erdmann [1979a Erdmann [ , 1979b developed useful relationships to analyze river diurnal DO curves for estimating gross photosynthesis and respiration rates. Rounds [2002] developed an artificial neural network model to predict dissolved oxygen concentrations in the Tualatin River using air temperature, solar radiation, rainfall, and streamflow as inputs. Gelda et al. [2001] demonstrated the development, calibration, and application of a dynamic two-dimensional mass balance model of DO for rivers, incorporating zebra mussel oxygen demand. Atkinson et al. [1995] proposed a model for calculating surface reaeration flux for DO calculation based on a two-film approach. Butcher and Covington [1995] presented a modified approach to river DO-rate parameter estimation that incorporated temperature variation. In ecological studies, the diel-oxygen change, whole-stream and benthic-chambers, and open-channel methods are frequently used in investigating ecosystem metabolism [McTammany et al., 2003; Mulholland et al., 2001; Huryn, 1996, 1999; Fellows et al., 2001] .
[5] This paper is intended to achieve several objectives. First, it extends the theory of classical harmonic analysis to develop an extended stochastic harmonic analysis (ESHA) by incorporating a constraint that forces the Fourier series through a specified value. For demonstrating the usefulness of ESHA, the second objective is to develop an ESHA algorithm for converting DO data at different clock times to those at a reference or standard time. The algorithm would be formulated using a general and flexible standard clock time, incorporating a zero-dimensional semiempirical DO modeling structure. The third objective is to evaluate the algorithm for different streams in Minnesota. Observed data are used to determine optimal model parameters, including the optimum number of harmonics and the selection of standard time. Trends in model parameters with biogeochemical parameters are also investigated. The paper ends with a discussion of the results, conclusions, and recommendations.
Theoretical Framework

Development of an ESHA Model
[6] The theoretical formulation of the extended stochastic harmonic analysis (ESHA) is demonstrated in this section. In contrast to the classical harmonic analysis, ESHA will force the harmonic process through a particular observation (or known value) of low or negligible variance to increase model fit accuracy. The concept and rationale of ESHA compared to the classical harmonic analysis is schematically presented in Figures 1a and 1b , where y is the dependent, periodic variable and t is the independent time variable. As shown in Figure 1a , ESHA forces the function through a known y(t) at a standard time t s considering (t s , y(t s )) as a scaling point during the development stage of the model harmonic process. If there are many observations with homoscedastic residuals, the classical harmonic analysis may be as good as the extended approach. However, in the real world a user is frequently limited by many observations at only a few sites and a single observation at many possible application sites. A generalized function (i.e., model harmonic process) can be developed in such cases using data from the sites with many available observations (Figure 1a) . If the user wants the flexibility of fitting this generalized function to a specific application by using the available single observation through making a necessary shift in the scaling point (Figure 1b) , then the ESHA, instead of the classical analysis, should be used to ensure a proper theoretical framework for parameter estimation.
Fourier Series
[7] A stochastic Fourier series y(t) can be defined as [Priestley, 1981] 
where k is the harmonic number, a k and b k are the Fourier coefficients of the population, a 0 is the constant term for k = 0, f k = k/t 0 = k/nDt are the appropriate discrete frequencies, n is the total number of observations within one process period t 0 , Dt is the sampling interval, W is the appropriate maximum number of harmonics, and e(t) is a zero mean random error sequence that does not require any a priori assumptions about the distribution and/or correlation structure of data population.
[8] An alternative and widely used phase-angle form of the Fourier series is
where a k and f k are the amplitudes and phase angles, respectively, of the cosine only series. Selection of the appropriate maximum frequencies and number of observed data values is a crucial issue in harmonic analysis. To avoid aliasing, W is defined such that f W f N , where Nyquist frequency f N is defined as f N = 1/2Dt = n/2t
0 . As such, W is generally selected as W = n/2 for n being even and W = (n À 1)/2 for n being odd. Readers are referred to Priestley [1981] for further details.
Least Squares Estimation
[9] A least squares estimation procedure is applied to determine the sample (or estimated) Fourier coefficientsâ k andb k . The objective function M is defined such that sum of the squared errors (SSE) between the harmonic process h and observed y is minimized. The functional form of M is
Following classical harmonic analysis,â 0 ,â k , andb k are obtained by setting the partial derivatives of M with respect to each of the parameters to zero. The partial derivative with respect to any parameter q, where q refers to any of a 0 , a k , and b k , is defined as
where h i is obtained using equation (1a). The independent variable t is evaluated at a time t i for the ith observation of y (i.e., y i ). Equation (3) may be rearranged as
Subject to further expansion, equation (4) revealsâ 0 = y, among others. However, the classical harmonic analysis is extended herein by requiring the harmonic process h to pass through a known point, say, h(t i = t s ) = k, which corresponds to the scaling point in Figures 1a and 1b . Hence, following equation (1a), the term a 0 is defined as
By using equations (1a) and (5), the harmonic process h is rewritten as The appropriate partial derivatives in equation (4) are then defined as
The result for anyâ j coefficient is defined as
Likewise for anyb j coefficient, the minimization criterion is evaluated as
By using the orthogonal relationships for sine and cosine functions [Priestley, 1981] , the minimization criteria are greatly simplified. For odd n, the results forâ j coefficient simplify as
For n being even, equation (11a) is appropriate for anyâ j except forâ W . Simplification forâ W takes the form below
Likewise, the results for anyb j coefficient (except forb W when n is even) simplify as
For n being even, simplification forb W is defined as
The system of linear equations (equations (11a), (11b), (12a), (12b)), thus developed, may be represented in a general matrix vector form as below:
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2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 where X jl , Y jl , U jl , and V jl for j = 1, . . ., W ; l = 1, . . ., W are defined as
where c = d = 1 for odd n and c = 2, d = 0 for even n.
For j 6 ¼ l and any n (odd or even)
For any j, l and any n (odd or even)
[10] By defining Q as the 2W Â 2W matrix consisting of the X jl , Y jl , U jl , V jl terms; P as the vector of parameter (i.e., a j ,b j for j 6 ¼ 0) of length 2W; and R as a vector of length 2W consisting of the terms of right-hand side, equation (13) is expressed as
Premultiplying equation (14) by Q
À1
, given Q is a nonsingular matrix, the solution for parametersâ j andb j , where j = 1, 2, . . ., W, is obtained as
Finally, the termâ 0 is calculated following equation (5), and the parametersâ k andf k are obtained from equations (1c) and (1d). Properties of the parameters are discussed later in the paper.
[11] There are possible cases where more than one observation may be available at the application sites to fit the generalized curve. Such circumstances can be more elegantly handled by incorporating multiple standard times in the above formulation. The derivation of this extension of ESHA is given in Appendix A.
Application: DO Modeling by an ESHA Algorithm
[12] The usefulness of ESHA is demonstrated here by developing an ESHA algorithm for DO modeling. The goal of such model is to convert measured DO at any clock time of the 24-hour day to DO at a flexibly defined standard time. As such, ESHA is applied separately to every single diurnal cycle. While the seasonal cycles of DO are superimposed upon the diurnal cycles, detailed analysis of seasonal cycles is beyond the scope of this work. Seasonal cycles are indirectly considered by investigating changes in diurnal parameters with day of year and other time dependent variables.
Data Requirement
[13] The primary input requirements include real-time data for DO, termed as DO obs , and water temperature (T). One-hour data resolution was found to be adequate for the data sets of this study. Incorporation of temperature (T) gives a physical basis by adding the causal relationship between T and DO to the model. Temperature is used to compute the saturated DO, DO sat , by using a nonlinear regression equation given by American Public Health Association (APHA) [1985] . All the observed or estimated water quality parameters herein (i.e., DO obs , T, and DO sat ) refer to their respective cross-sectional average concentrations. This condition, which is generally a reasonable assumption for streams and rivers while possibly being somewhat crude for some lakes, reflects the zero physical dimensionality of the model under development.
Steps of Model Development
[14] The fraction of DO saturation, F obs , is obtained by dividing DO obs by DO sat . The fraction at a standard time (t s ) is defined as F s = F obs (t s ). Any hour (integer or fractional, depending on input data resolution) instant within the diurnal time domain may be taken as the value of t s . The final nondimensional time series, F obs * , is obtained by further normalizing the time series F obs by F s . The normalization herein is done to increase accuracy and precision of modeled DO, as well as to improve the generality of fitted parameters by ensuring a useful collapse of input data. The dependent variable F obs * is parameterized taking time t as an independent variable by applying the previously developed ESHA. The development steps are summarized as below:
[15] 1. Collect real-time data for DO obs (t) and T(t).
[16] 2. Estimate DO sat (t) from T(t) following APHA [1985] .
[17] 3. Derive a nondimensional time series as
[18] 4. Choose a standard (or reference) time instant, t s .
[19] 5. Define F s = F obs (t = t s ).
[20] 6. Normalize F obs (t) series to obtain the final timeseries as F obs * (t) = [F obs (t)]/F s .
[21] 7. Parameterize F obs * (t) by ESHA to obtain the model F obs * (t).
[22] As evident in the formulation of F obs * , a quantity F s * may be defined as F s * = F obs * (t = t s ) = 1 = k. This is used here as the special constraint of least squares optimization in parameterization of F obs * (i.e., the Fourier series is defined to equal one at t = t s ). The use of a standard time is a convenient formulation of ESHA for DO. It refers to the scaling point in Figures 1a and 1b . An alternative formulation may be more appropriate for other applications. As discussed in the next section, the fraction of saturation at standard time is shifted based on a single measurement of DO and temperature at the application site.
Application Methodology
[23] Once the parameters for F obs * are estimated, the model can be used to convert measured DO to that at a standard time. Assume that at a stream location, discrete measurements for DO, namely, DO obs , as well as water temperature T have been measured at any time instant t i of a 24-hour diurnal cycle. The objective is to convert DO obs (t i ) to DO s = DO obs (t s ). Data for temperature at the standard time t s , T s , is assumed to be available. Hence DO s for that particular stream location and daily cycle is obtained following the steps below.
[24] 1. ModelF obs * (t i ) is known following parameterization by ESHA.
[25] 2. DO obs (t i ) is known; DO sat (t i ) is estimated from T(t i ) using the nonlinear regression equation [APHA, 1985] or from tabulated values.
[26] 3.
[27] 4. ModelF s is estimated asF s = [F obs (t i )]/[F obs * (t i )], i.e., the fraction of saturation at t s is estimated based on the generalized curve shifted by a site-specific measurement.
[28] 5. DO sat (t s ) is estimated from T s = T(t s ).
[29] 6. Finally, DO s is estimated from the model asDO s = F s Â DO sat (t s ).
[30] The ESHA may also be used to estimate the diurnal cycle of DO from a single observation. The first four steps given above are used to determineF s . Equation (1a) can be used to solve forF obs * (t) at any time t during the day. DO sat (t) may be obtained from a known or predicted stream temperature. Then, theDO(t) can be computed from the multiplication ofF obs * (t),F s , and DO sat (t). These steps require that an appropriate set of Fourier coefficients have been determined for the site.
Description of Data Sets
Study Area and Data Record
[31] The state of Minnesota has been chosen as the study area to evaluate the DO model developed based on the ESHA algorithm. Soils, geology, land use, and vegetation vary widely across Minnesota. For example, much of Omernik [1987] for more details in this regard.
[32] Selecting sites in different ecoregions was an important consideration for this study. They provide a good framework for evaluating similarities and differences in Minnesota streams, particularly for identifying sites with different water quality characteristics. For example, streams in the RRV, NGP, and WCP tend to be higher in phosphorus and suspended solids than those in the NCHF and NLF [Minnesota Pollution Control Agency (MPCA), 2003]. To evaluate the seasonal characteristics of ESHA, another important consideration in site selection was the availability of DO and temperature data for a time period that included observation in May through August. Selection of this study period was contingent to the availability of reliable real-time data at Minnesota streams.
[33] Five stations were selected to represent mainly the four ecoregions of NLF, NCHF, WCP, and DA. The U.S. Geological Survey (USGS), Minnesota Department of Agriculture (MDA), and Minnesota Pollution Control Agency (MPCA) were the sources of collected data. The geographic locations of seven ecoregions, as well as the selected five stations, are shown in Figure 2 . Table 1 summarizes key characteristics of the sites. The Minnesota River near Fort Snelling was selected to evaluate ESHA for a large watershed (drainage area >10,000 km 2 ). The four other stations represent relatively small watersheds (drainage area 1000 km 2 ). These stations had full or substantial partial records of DO and temperature for the May through August study period in the years from 2000 to 2005. Data were analyzed using a day defined by 24 consecutive hourly values between 1:00 A.M. and midnight.
Filters for Data Screening
[34] Data were filtered to remove anomalies apparently caused by instrumentation errors. Diurnal data sets with missing data for more than three consecutive hours were excluded from the analysis. This exclusion contributed to the removal of potential data days by 10% at both Swan and Upper Mississippi, 5% at Minn. Fort Snelling, 3% at Little Cobb, and 0% at Whitewater Rivers. Other missing data were supplemented by linear interpolation between the nearest two hourly values. Missing data at the end points were supplemented by taking the nearest hour data. Only one data (hourly) point was interpolated accordingly for each of the two Julian days of 229 and 238 at Minn. Fort Snelling. This interpolation for a single data gap was also performed at Upper Mississippi and Little Cobb for the Julian days of 217 and 233, respectively, while no interpolation was required for Whitewater and Swan Rivers. Data were further removed using a filter based on unusually large changes in DO or temperature and by applying maximum and minimum threshold limits. These filters are discussed in greater detail below.
[35] Data are screened for large hourly changes in the state variables. The maximum allowable hourly changes in DO and T may be defined as DDO critical and DT critical , respectively. Since these critical changes refer to the corresponding upper bounds of hourly changes in DO and T, the appropriate values for them conceptually vary with study area depending on general seasonal patterns in meteorology, hydrology, and aquatic environment. Estimates of DDO critical and DT critical may be obtained from theoretical analyses or through an exploratory analysis of historical data. In general, a time series index I(t) is defined as
I(t) for DO, say, I DO (t), are obtained by defining Y 0 (t) and X 0 (t) using a forward differencing technique as
where Dt is as previously defined and t ref is a reference time that acts as a scaling parameter. As well, I(t) for T, i.e., I T (t), are obtained as
Similar to the DO formulation, I DO (t) is defined as a nondimensional index. For this study, a DDO critical of [36] Filtering is also done by setting thresholds for the maximum and minimum possible values in the input variables. Similar to hourly slope values, the maximum and minimum thresholds are dependent on study area conditions. For the study sites in Minnesota condition during the study period, maximum and minimum thresholds were set to 25 mg/L and 1 mg/L for DO, as well as to 40°C and 0°C for T.
[37] Diurnal data sets were screened for unexpectedly large changes in DO or T and for unusually small and/or large observations likely occurred due to instrumentation or data recording errors. Figure 3 presents the time series for the first seven days of screened DO and T data during May at Whitewater River as an example of a subset of analyzed data. Selections of threshold limits as well as critical values of hourly filters were reasonable and prudent given the historical data at the sites. The portions of available data days removed were 0% at Upper Mississippi, 1% at Little Cobb, 5% at Swan, 7% at Whitewater, and 19% at Minn. Fort Snelling sites. Nonetheless, it is not possible to be absolutely certain that unexpected observations were not caused by stream processes resulting from unusual conditions. As such, screening threshold limits may be viewed as limitations under which the ESHA is evaluated.
Results
Optimal Number of Harmonics
[38] Application of ESHA requires the selection of a maximum number of harmonics. The optimal number of harmonics (W opt ) is investigated using the Akaike information criterion (AIC). Following Priestley [1981] , AIC may be defined for F obs * as
where n p = (2W + 1) is the total number of parameters associated with harmonics W; SSE F Ã obs is the total sum of squared errors upon parameterization of F obs * for standard time t s = 12 hours; and N is the total number of observations within the total data-collection period of t max . Note that t max = ht 0 and N = hn, where h is the total number of equal process periods (i.e., t 0 -hour days) incorporated within the time frame of t max that represents the full or partial study period of May through August depending on input data availability. Similar to equation (2), SSE F obs * is defined as
where F obs ij * is the ith hour value of F obs * for the jth day, and F obs ij * is the corresponding model. Dividing equation (17a) by N and using n p = (2W + 1), a normalized criterion, namely AIC 0 F obs * , is defined in terms of W as
[39] Figure 4 presents the plot of AIC [40] Additional insight into the optimal number of harmonics can be obtained by comparing sum of squared errors in DO (i.e., SSE DO ) estimated with different number of harmonics (W). Relevant equations for estimating SSE DO areD
where DO ij is the ith observation of DO in the jth day,DO ij is the corresponding model, andF obs * t ð Þ is theF obs * obtained by using ensemble-mean estimates of Fourier coefficients. Analyses of SSE DO revealed that incorporation of W = 2 led to a roughly 5% decrease in SSE DO compared with those at W = 1. However, adding more harmonics than W = 2 resulted in reductions of less than 1% in SSE DO for all stations. On the basis of AIC and SSE DO outcomes, the optimal number of harmonics (W opt ) of 2 was selected as a compromise between accuracy and simplicity.
Standard Time
[41] Standard time is a flexible parameter in the ESHA algorithm. The impact of using different integer-hour instants as the standard time t s is shown in Figure 5 . The impact is assessed using the root-mean-square error in DO (i.e., RMSE DO ) obtained with F obs * for W = 2, where RMSE DO is defined as the square root of SSE DO (equation (17e)) once divided by N. As apparent in Figure 5 , the model is not highly sensitive to t s . The smallest RMSE DO range of 0.15 mg/L (0.42-0.57 mg/L) was observed for the UM 5 site and the largest range of 0.46 mg/L (0.74 -1.20 mg/L) was for Swan 12. In general, the minimum RMSE DO occurred in the time slot of 10-13 hours (i.e., 10:00 A.M. to 1:00 P.M., inclusive). Given these results, the midpoint of the diurnal cycle (i.e., 12:00 P.M.) was selected here as t s for the study sites (i.e., t s = 12 hours).
Estimated Parameters
[42] Equations (5) and (15) are used to solve for a set of Fourier coefficients for each day of the screened data sets. Fourier coefficients are converted to equivalent estimates of amplitudes and phase angles applying equations (1c) and (1d). The ensemble mean of estimated parameters and associated standard deviations are summarized in Table 2 . The magnitudes of dimensionless parameters ranged from 0.9308 to 1.0275 with standard deviations of 0.0363 -0.0694 forâ 0 , from 0.0616 to 0.2487 with standard deviations of 0.0419 -0.1024 forâ 1 , and from 0.0263 to 0.0564 with standard deviations of 0.0165 -0.0349 forâ 2 . The phase angle values varied from 61.54 to 125.89°forf 1 and from 101.14 to 128.81°forf 2 . The associated ranges of standard deviations were 10.44°-29.70°and 26.57°-44.59°forf 1 andf 2 , respectively.
[43] Statistics of daily estimates of amplitudes and phase angles may indicate some of the temporal as well as biogeochemical characteristics of estimated parameters. The ensemble mean estimates of Fourier coefficients (i.e., a k andb k ; k = 1, 2) were also converted to the equivalent ensemble estimates of amplitudes (â [44] Errors in modeled DO, namely, Error DO , were calculated by subtracting modeled DO from the observed ones. As evident in Table 2 , the ensemble-mean errors were approximately zero at all stations. The root-mean-square errors (RMSE) of modeled and observed values are also shown in Table 2 . RMSE DO , the RMSE in regular DO, were RMSE DO s refer to the RMSE estimated for discrete data at 8:00 A.M. and 4:00 P.M., respectively. As shown, RMSE DO s ranged from 0.37 to 0.90 mg/L among different stations within and across ecoregions. The relatively small values of RMSE DO and RMSE DO s demonstrate the ability of the ESHA algorithm to predict observed values.
[45] The results of Table 2 lead to several observations. Relatively small standard deviations in the estimated parameters, as well as small RMSE DO and RMSE DO s , demonstrate robust parameter estimates and good modeling accuracy.
These results refer to the strength and power of ESHA algorithm for DO modeling. The success of the approach is likely related to the use of normalized data. The good fit of observed data suggests that additional harmonics are unnecessary to represent the data.
[46] Daily variations of estimated errors in modeled DO (i.e., Error DO ) are shown graphically in Figure 6 using box plots. Figure 6a presents the box plots for the Whitewater River site that drains a small watershed, while Figure 6b reveals the ones for Minnesota River near Fort Snelling that represents a large watershed. Each box has solid lines at the lower quartile, median, and upper quartile values. Dashed lines are the whiskers extending from each end of the box to show the extent of the rest of the errors within 1.5 Â IRQ, where IRQ is the interquartile range. Plus signs present individual outliers beyond the ends of the whiskers. As required by the constraint for ESHA, the Error DO at t s = 12:00 P.M. were zero for both watersheds. The magnitude of errors generally increased at hourly instants that were farther away from t s . However, larger errors were observed in both cases during the time-span of 2:00 -6:00 P.M. compared with those in 6:00 P.M. to 12:00 A.M. This outcome is likely caused by more variable biochemical activities, such as differential photosynthesis and respiration rates, in the afternoon leading to higher variances in observed DO data. Errors were generally larger for the smaller watershed of the Whitewater station compared with those for the Minn. Fort Snelling. Since flows are much larger for the later station, this phenomenon seems to indicate that above some particular upper flow thresholds, DO concentrations in lotic ecosystems may become particularly less sensitive to flow rate. As well, the higher concentrations of outliers of Error DO for Minn. Fort Snelling may have been caused by the higher uncertainty involved in DO sampling and monitoring with larger flow rates.
[47] Figure 7 shows the variation of normalizedâ 0 ,â 0 / E(â 0 ), with normalized Julian days (Jday/TDY) within the study period of May through August of the associated calendar years at different stations. Normalization was done in both axes in order to obtain appropriate scaling for different stations presented in the plot. E(â 0 ) refers to the ensemble-mean estimates for daily values ofâ 0 , Jday refers to the Julian days (or calendar days), and TDY refers to the total number of days in a year. There were no prevalent temporal trends apparent in any station. Noteworthy was the relatively small variability inâ 0 /E(â 0 ) for stations across ecoregions. These results suggest that it may be redundant to obtain Fourier coefficients for each stream to apply the ESHA algorithm. Representative local or regional coefficients may rather prove to be sufficient.
[48] Equations (1c) and (1d) were used to obtain daily estimates of amplitudes and phase angles from those of Fourier coefficients. Figure 8 presents box plots to show the variation of the parametersâ 1 ,â 2 ,f 1 , andf 2 at different stations. The boxes, as well as the dashed lines (whiskers) refer to similar nomenclatures as in Figure 6 . Relatively small interquartile ranges of estimated parameters for each station generally suggest the non-existence of clear temporal trends. However, a scatterplot analysis revealed slight increasing trends inâ 1 andâ 2 and no notable trends inf 1 andf 2 . Figures 8b and 8d imply small variability in the parameters of second harmonic function (i.e.,â 2 andf 2 ) for stations across ecoregions. There is also relatively small variability in the parameters for the first harmonic function across ecoregions for the sites of small drainage area (Figures 8a and 8c) . Differences in values ofâ 1 andf 1 are most apparent for the large drainage area corresponding to the Minn. Fort Snelling site.
[49] Estimated model parameters were investigated for possible trends with atmospheric solar radiation (SR) and flow rate (Q) using scatterplots. Once again, normalizations were done for variables of both axes in order to obtain appropriate scaling for different stations. Daily solar radiations (SR) were estimated at every station for the entire study period following Lee [1978] . Daily mean flow data were obtained for all sites except the Whitewater River station, where daily stage data were available. Manning's equation for a wide rectangular channel [Chow, 1959] was
), where E(Q) and E(h) refer to the ensemble-mean values for daily flow rate (Q) and river stage (h), respectively. Figure 9 presents the plots ofâ 0 /E(â 0 ) with SR/E(SR) for different stations as examples of typical scatterplots obtained, where E(SR) refer to the ensemble mean values of daily solar radiations. While no notable correlations were apparent between normalized a 0 and SR, a small variability was evident for stations across ecoregions. These results complement the findings in Figure 7 . However, amplitudes (i.e.,â 1 andâ 2 ) revealed slightly decreasing trends and phase angles (f 1 andf 2 ) showed no notable trends with SR while maintaining small variabilities for stations across ecoregions. Figure 10 reveals possible trends inâ 0 /E(â 0 ) with normalized flow rates. No particular trends were evident between the normalizedâ 0 and Q. A larger spread inâ 0 /E(â 0 ) for lower flows was apparent, suggesting that above a threshold flow estimated parameters may become largely indifferent of the prevailing flow rate.
[50] Evaluation of the ESHA algorithm was also done by plotting observed and predicted standard DO (i.e., DO s ) at different stations for the study period. Figures 11a -11f present some examples of the typical plots and associated RMSE at the Swan River site 12 for discrete data at 8:00 and 10:00 A.M., and 2:00, 4:00, 6:00, and 8:00 P.M., respectively. The perfect fit line (i.e., the 1:1 line) showed an appreciable correspondence of observed and modeled data. The smallest and largest RMSE DO s were respectively 0.52 and 0.95 mg/L. These results, once again, demonstrate the strength of ESHA algorithm in obtaining good modeling accuracy.
Properties of Error and Estimated Parameters
[51] The distributional properties of model error and estimated parameters were explored numerically and summarized using scatterplots and histogram analyses. The results obtained for the Whitewater River site are discussed here as a typical outcome. Figure 12a shows the scatterplot of residuals of model F* with diurnal hours for May through August, while Figure 12b presents the histogram plot of those residuals for the same study period using discrete data at 10:00 A.M. as an example. It appears that the residuals of model F* are approximately normally distributed, while the nonconstant variance of residuals reveals the heteroscedastic nature of zero-mean model and E(Q) refer to the ensemble-mean estimates for daily values ofâ 0 and observed flow rates (Q), respectively, for the entire study period. Figure 11 . Plots of observed and predicted standard DO (i.e., DO s ) for input data at (a) 8:00 A.M., (b) 10:00 A.M., (c) 2:00 P.M., (d) 4:00 P.M., (e) 6:00 P.M., and (f) 8:00 P.M. for the study period of May through August at the Swan River site 12. In each plot, open circles refer to the corresponding data points and the solid line refers to the perfect fit line.
error. Given the constraint for ESHA, this is consistent with the box plot of Error DO (Figures 6a and 6b) requiring zero residual as well as zero error at the standard time, t s = 12:00 P.M.
[52] The distributional properties of estimated parameters were investigated nonparametrically using a boot-strap resampling approach [Davison and Hinkley, 1997] . A day was randomly selected from the Whitewater site and, keeping the zero residual at t s unchanged, all other errors were randomly redistributed among the remaining 23 diurnal hours. This was repeated to obtain 1000 data sets to allow 1000 different values for each parameter. Frequency histograms were then obtained from these different values. The histogram ofâ 0 is presented in Figure 12c as a typical example. Similar histograms for amplitudes and phase angles reveal that the estimated parameters were approximately normally distributed.
Sensitivity Coefficients
[53] The model sensitivity coefficients Sâ 0 , Sâ k , and Sf k forâ 0 ,â k , andf k , respectively, may be defined following equation (17d) as below: where the notations are as previously defined. Using phase angle formulation of the Fourier modelF obs * and the necessary derivatives, the final forms of the sensitivity coefficients are obtained as Table 2 and/or plots in Figures 7 and 8 .
Discussion
[54] The Akaike information criterion (AIC) along with the sum of squared errors (SSE) method was used as a guide in selecting the maximum number of harmonics of two for optimal model fitting. A somewhat better fit was sometimes obtained using three harmonics. These phenomena are likely related to possible bias and subsequent overestimation by AIC. Such biases might be avoided by using slightly different information criteria such as the Bayesian information criterion (BIC) [Priestley, 1981] or Hannan-Quinn information criterion (HIC) [Kallache et al., 2005] .
[55] Ensemble-mean estimates of the parameters were used in discussing the model results. The use of ensemble-median estimates was also examined, and almost identical results were obtained for RMSE DO , RMSE DO s , and Error DO . The parameters, and therefore the model, at each station seemed to be nearly indifferent of Julian day. Strong trends with atmospheric solar radiation, which is greater in June than August, were also not apparent. In exploring relationships of parameters with flow rate, the normalized flow variable Q/E(Q) was approximated from the normalized river-stage index h 5/3 /E(h 5/3
) at the Whitewater River site. This approximation seemed adequate for revealing trends between parameters and flow rate. The indifference of Error DO , as well as estimated parameters above some upper threshold flows, indirectly comply with Guasch et al. [1997] , where similar and well-defined diurnal changes in carbon dioxide and DO were reported, particularly when water discharge was low and algal activity was high.
[56] The constant term a 0 is an important parameter in the model. The values ofâ 0 , as well asâ 2 andf 2 , showed small variabilities across ecoregions. However, while being still relatively robust,â 1 andf 1 revealed larger variabilities with ecoregion, particularly for the large watershed of Minn. Fort Snelling. The few sites (e.g., Swan 12, Minn. Fort Snelling, etc.) that contributed the most to variability inâ 1 andf 1 correspond to those stations where there was more concern for possible errors in the observed data. For the Minn. Fort Snelling site, in particular, applied filters excluded 19% of the available data-days from analysis due to possible biases of instrumental and/or data recording errors.
[57] Real-time (continuous) data collection for parameters like DO is always a challenging task. An important criterion of evaluation-site selection was the availability of required data sets. The period of May through August was considered in this study due to the unavailability of reliable realtime DO data for a longer period in any Minnesota streams. The uncertainty associated with the measured values for some of the monitoring stations may be higher than is desirable. The impacts of data uncertainty were first minimized by using data reported to be of good quality. Data filtering was done to further remove possible erroneous values. However, the threshold limits essentially add limitations to the model scope. These limitations are less likely to be significant with most applications of the DO model for Minnesota conditions. For example, a DO less than the minimum threshold of 1 mg/L represents a highly impaired water body, where the diurnal trend is of little interest to the watershed decision-making process. An hourly DO change of 2 mg/L likely reflects a highly hypereutrophic water body or a stream dominated by point sources. These conditions can be successfully represented by the model by changing the threshold limits for those streams known to be hypereutrophic or subject to point sources.
Conclusions and Recommendations
[58] An extended stochastic harmonic analysis (ESHA) is developed in this paper by performing an extension of classical harmonic analysis. This extension was utilized to develop an ESHA algorithm for zero-dimensional semiempirical DO modeling. The model would convert DO measured at any instants of the diurnal cycle to those at a standard or reference time.
[59] As such, the ESHA algorithm will work as a scaling method in proper interpretation of the monitored data where periodic fluctuations contribute to the observed variance within a day. The predictor variables themselves are used directly here for analyzing the characteristics of the aquatic system. The model can also be used to estimate the diurnal cycle of DO from a single observation given an appropriate set of Fourier coefficients.
[60] In general, DO in streams is a function of diurnal and seasonal trends. Seasonal trends are considered indirectly in the proposed method. In contrast to classical harmonic analysis, ESHA allows a generalized curve to be fitted to a single observation that includes both diurnal and seasonal information per se at a given site. If seasonal information is poorly represented by the single observation, then fitted parameters should vary with day during the year. The parameters of this study were relatively constant, suggesting that a site observation captured the temporal trend information during the study period of May through August.
[61] The elegance of ESHA algorithm is in its simplicity, particularly if the estimated parameters are independent of day of the year. An ecoregional framework and five different watersheds were used to determine the parameters and evaluate model usefulness. The parameters were fitted to observed data collected in May through August. Two methods of data filtering were developed. These filters may be used for similar applications in other research paradigms. Optimal number of harmonics was defined by applying the Akaike information criterion (AIC) followed by the sum of squared errors (SSE) method. Flexibility was revealed in taking any hour-instant within the diurnal cycle as the standard or reference time (t s ), defining 10:00 A.M. to 1:00 P.M. as the optimal time slot. Estimated model parameters demonstrated notable evidence of robustness regarding both temporal and spatial variabilities. Although approximate Gaussian distributions were apparent in the histogram plots of estimated parameters and heteroscedastic model error, the ESHA does not make any a priori assumptions about the distribution and/or correlation structure of population data. The sensitivity coefficients of the estimated parameters were analytically defined. This is a special feature of the model demonstrating the strength of the ESHA algorithm. Associated model uncertainties may easily be obtained from the parameter uncertainties once the sensitivity coefficients are estimated.
[62] The model should be validated with independent data sets from different ecoregions. In current model evaluation, data for only May through August were incorporated. The model is recommended to be also evaluated with data for other seasons to expand the scope of application. Additional work could be done in investigating relationships between model parameters and other biogeochemical parameters, such as feeding watershed area, watershed slope, land use type, etc., to gain further insight on mechanisms of spatial similarities and variances. A better understanding of such mechanisms may aid in unraveling spatial scaling relations among parameters.
[63] The ESHA algorithm may also be exploited to develop an empirical DO modeling framework using a fraction of DO data rather than that of DO saturation. While removing a preferable physical basis from the model, this approach would exclude the requirement for real-time (continuous) as well as discrete temperature data. This model is currently being investigated by the authors.
[64] The methodology developed could be useful in diverse science and engineering applications. In particular, the model would serve as a handy tool for total maximum daily load (TMDL) assessment of aquatic ecosystem health. A TMDL analysis may consider daily minimum and/or average DO as the criterion for assessing stream health. The lower threshold of such concentrations is generally 5 mg/L for Minnesota surface waters that support aquatic life and safe recreation [Gunderson and Klang, 2004] . Currently, DO data are collected from the field sites at different times within the diurnal cycle. The proposed model provides a novel analysis method for shifting these values to a common, standard time for proper data interpretation in diagnosing ecosystem health with TMDL criteria, a crucial and unsolved issue in environmental, water resources, and ecological engineering.
Appendix A: Derivation of ESHA Estimators With Multiple Standard Times
[65] A more general framework of ESHA can be derived by incorporating multiple standard times, t s,b , and associated known points, k b , where the index b = 1, 2, 3,. . ., n refers to the individual standard times. Using an analogue of equation (5), the parameter a 0 is defined incorporating the mean of all k b -s and those of terms associated with t s,b -s. Expressing such mean by an over bar and keeping b implicit for simplicity (e.g., k = P n b¼1 k b /n), analogues of equations (5) and (6) By repeating the mathematical steps as given in the paper, the following matrix-vector form of linear system is obtained:
Equation ( where X jl , Y jl , U jl , and V jl for j = 1, . . .,W; l = 1, . . ., W are as previously defined using the products of averaged sine and cosine terms, i.e.,
For j = l = 1, 2, . . ., (W À 1) where c = d = 1 for odd n and c = 2, d = 0 for even n.
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