Binocular rivalry entails a perceptual alternation between incompatible stimuli presented to the two eyes. A minimal explanation for binocular rivalry involves strong competitive inhibition between neurons responding to different monocular stimuli to preclude simultaneous activity in the two groups. In addition, strong self-adaptation of dominant neurons is necessary to enable suppressed neurons to become dominant in turn. Here a minimal nonlinear neural model is developed incorporating inhibition, self-adaptation, and recurrent excitation. The model permits derivation of an equation for mean dominance duration as a function of the underlying physiological variables. The dominance duration equation incorporates an explicit representation of Levelt's second law. The same equation also shows that introduction of a simple compressive response nonlinearity can explain Levelt's fourth law. Finally, addition of brief, recurrent synaptic facilitation to the model generates properties of rivalry memory.
Introduction
Binocular rivalry has fascinated people since it was first reported by Porta in 1593 (cited in Wade, 1998) . As a result, there is a wealth of documentation on the characteristics of rivalry. For example, dominance intervals (defined as the periods of time during which one monocular stimulus is exclusively visible) are approximated by a gamma distribution (Fox & Herrmann, 1967) , as are many perceptual alternations in ambiguous figures such as the Necker cube (Borsellino, De Marco, Allazetta, Rinesi, & Bartolini, 1972) . Another key characteristic of rivalry is enshrined in Levelt's second law (Levelt, 1965) , which states that reducing the contrast of a stimulus to one eye primarily increases dominance intervals in the other eye while leaving dominance intervals in the more weakly stimulated eye relatively unchanged. Furthermore, increasing the contrast of both monocular stimuli causes a modest increase in rivalry reversal rates (Levelt's fourth law) (Hollins, 1980) . Although rivalry is traditionally thought to occur between monocular representations early in primary visual cortex (V1) (Blake & Logothetis, 2002) some recent evidence (Tong, Nakayama, Vaughan, & Kanwisher, 1998) suggested that rivalry alternations might reflect higher level cortical representations of objects. However, subsequent fMRI studies have reported robust rivalry in V1 (Polonsky, Blake, Braun, & Heeger, 2000; Tong & Engel, 2001) , and neural modeling suggests that rivalry circuitry must exist at both monocular and higher levels of human vision (Wilson, 2003) . In this paper, therefore, rivalry will be assumed to occur between monocular neural representations in V1 under normal stimulus conditions. An explanation of the manner in which complex temporal variations in the stimulus (Logothetis, Leopold, & Scheinberg, 1996) can bypass monocular rivalry to reveal higher rivalry stages is available elsewhere (Wilson, 2003) .
Due to its fascinating nonlinear dynamics, a number of rivalry models have been proposed (Blake, 1989; Kalaric-kal & Marshall, 2000; Laing & Chow, 2002; Lehky, 1988; Wilson, 2003 Wilson, , 2005 . These models share two key characteristics. First, all incorporate strong competitive inhibition between neurons responding to the left and right monocular stimuli, respectively. Second, all incorporate some form of fatigue or self-adaptation of active neurons, and direct experimental evidence for local fatigue has recently been reported (Blake, Sobel, & Gilroy, 2003) . The first characteristic guarantees that only one monocular representation will be active locally at any given time (except during brief transition periods), while the second guarantees that active neurons will eventually decrease their firing rates sufficiently so that the suppressed neurons will be released from inhibition. The goal of this paper is to develop a minimal nonlinear dynamical model for rivalry that incorporates these principles. The simplicity of this model permits the derivation of expressions for mean dominance durations as a function of relevant physiological parameters. Given these expressions, it is then possible to infer the neural basis for effects such as the reduction of rivalry rate and ultimate loss of rivalry at sufficiently low contrasts (Liu, Tyler, & Schor, 1992) , speeding up of rivalry with increasing contrast (Hollins, 1980) , and Levelt's second and fourth laws (Levelt, 1965) .
A further aspect of rivalry involves a form of short term perceptual memory. Several studies have reported that interruption of rivalry for several seconds, just after one monocular pattern has become dominant, results in continuous perception of the same dominant pattern during a series of brief rivalry pulses interleaved with periods with no stimulation (Chen & He, 2004; Leopold, Wilke, Maier, & Logothetis, 2002; Pearson & Clifford, 2005) . This clearly implies that some form of neuronal short term memory is triggered by brief rivalry stimuli. An embellishment of the minimal model that incorporates excitatory synaptic facilitation followed by depression is shown to provide a plausible explanation of this rivalry memory.
Minimal rivalry model: requirements for limit cycle
Rivalry requires an inherently nonlinear neural model, but the requisite nonlinearity turns out to be surprisingly modest (Wilson, 2005) . The following simple threshold nonlinearity will suffice:
This simple threshold function evaluates to zero for negative X but produces a linear response increase when X > 0. As shown in Fig. 1 , this function provides a good fit to firing rates of human neocortical neurons from threshold up to fairly high response rates. (The role of saturation at high rates will be discussed subsequently.) To simplify notation the threshold has been set to zero, but this does not affect the generality of the conclusions. Given this nonlinearity, the minimal rivalry model can be described by four differential equations:
The first equation describes the activity level E L of neurons driven by the left monocular input L(t). In addition to L(t), the other inputs to these neurons are an inhibitory input from neurons driven by the right monocular input with inhibitory synaptic strength a (represented by ÀaE R ), a weak recurrent excitatory connection with gain e (represented by +eE L ), and a self-adapting contribution with gain g described by the variable H L . H L represents a slow hyperpolarizing current, which is typically a Ca ++ or Na + mediated K + current (McCormick & Williamson, 1989; Sanchez-Vives, Nowak, & McCormick, 2000) in mammalian excitatory neurons. The second equation describes the temporal evolution of H L , which is very slow with time constants in human neocortical neurons averaging 996 ms (McCormick & Williamson, 1989) . Finally, M is a constant describing the increase in firing rate as the excitatory input increases, and s = 15 ms to reflect the relatively rapid response time of excitatory neurons. The final two equations describe the activity of right monocular neurons, E R , and their hyperpolarization current, H R . The inputs L(t) and R(t) are restricted to the range 0.0-1.0, and the nonlinearity in Eq. (2) guarantees that E L (t) and E R (t) must remain greater than or equal to zero Table 1.
Given that inhibition is generated physiologically by separate GABA neurons in the cortex, two additional (Avoli, Hwa, Lacaille, Olivier, & Villemure, 1994) . Also shown are the simple threshold model in Eq. (1) (dashed lines). This threshold plus linearity model fits the data well up to an input level of about 1.2 nA. The solid curve plots the compressive nonlinearity in Eq. (9). Parameters from both the linear and compressive nonlinearities were fit to the data. equations could be added for left and right driven inhibitory neurons. However, inhibitory neurons respond rapidly (Connors & Gutnick, 1990) , so I make the simplifying assumption that they can be set to their equilibrium values, thus generating the four-dimensional system above.
For Eq. (2) to describe binocular rivalry, it is necessary that it generates a limit cycle oscillation. Necessary and sufficient conditions for this can be derived from a few simple considerations. First, the equilibrium in which E L > 0 and E R > 0 must be unstable. Otherwise, the solutions will come to rest at this equilibrium, so all oscillations will cease. (Note that only one such equilibrium is possible for any values of L and R due to the linearity of the Eq. (2) above threshold.) An exact solution for the entire four-dimensional system can be obtained using standard methods (Wilson, 1999) , but a very simple and accurate approximation can be obtained by using the observation that s H ) s. Under these conditions the equations for H L and H R can be treated as almost constant relative to the time scale of s, thus reducing the stability problem effectively to two dimensions for very short times (Wilson, 1999) . The resulting requirement for instability (i.e. positive eigenvalues) is:
This provides a lower bound on the strength of competitive inhibition governed by a. When this condition is violated, the equilibrium becomes asymptotically stable, a point to be revisited when considering the transition between rivalry and stable binocular vision. The second requirement to guarantee the existence of a limit cycle is derived from the consideration that any state in which E L > 0 and E R = 0 (or vice versa) cannot persist. In other words, when one set of monocular neurons are dominant and have suppressed the other group via inhibition, the dominant neurons must eventually self-adapt sufficiently for the suppressed neurons to be released from inhibition. Assume that the L neurons are currently dominant, so the requirement for release of the R neurons from inhibition is that the argument of [X] + be greater than zero asymptotically:
E R = 0 by assumption, so in addition H R = 0 asymptotically. Thus, the expression above reduces to:
The asymptotic value of E L if no reversal was to occur can easily be shown to be:
so the requirement for release of the R neurons from inhibition becomes:
This indicates how strong the self-hyperpolarizing gain constant g must be to asymptotically release suppressed neurons from inhibition. If inequality (4) is violated, Eq.
(2) no longer generates a limit cycle but instead becomes a winner-take-all network in which the more strongly stimulated neurons are dominant forever. Note that if L 5 R, there will be a second inequality in which the first term on the right side becomes aR/L. A limit cycle can only occur when both inequalities are satisfied. A rivalry example in which R = 0.95L is illustrated in Fig. 2 . Parameter values are: a = 3.4, g = 3.0, M = 1, e = 0.0, and s H = 996 ms. The initial condition was E L = E R = 0, and the L and R stimuli were turned on at time 0.0. It is apparent that a limit cycle exists that is driven by the decay in firing rate of the dominant neuron resulting from its self-hyperpolarization. The magnitude of hyperpolarization currents in human neocortical neurons is sufficient to reduce the asymptotic firing rate to about 30% of its transient peak value (McCormick & Williamson, 1989) , and the value of g was chosen to produce a value consistent with this.
The neural responses in Fig. 2 are strictly periodic and thus will not generate a gamma distribution of dominance intervals as is observed in rivalry data (Fox & Herrmann, 1967) . However, simulations incorporating a random noise term in the dH/dt equations generate an approximate gamma distribution that fits empirical data well.
Dominance durations and Levelt's second law
It is apparent from Fig. 2 that the left monocular neuron, which received the stronger stimulus, dominates for a longer duration than the right neuron. This is a manifestation of Levelt's second law, which may be most accurately stated as follows: when one monocular stimulus is reduced in strength below that of the other, the primary effect is to increase the dominance durations of the more strongly stimulated neuron. An expression for dominance durations and their dependence on underlying parameters can be derived from the neural model in Eq. (2). When a neuron, say E L , is released from inhibitory suppression and becomes dominant, let us assume that it has entirely recovered from its previous self-adaptation. Because s ( s H , the firing rate will rapidly rise so that E L (0) % ML/(1 À Me). Note that t = 0 here represents the beginning of the dominance interval for this neuron. So long as E R is suppressed, we can solve for the exponential decay of E L (t), which is dominated by the slow change in H L (t), by assuming that s % 0 relative to s H . Using standard techniques (Wilson, 1999) it can then be shown that:
Consistent with the approximations above, let us assume that the hyperpolarizing current in the E R neuron that has just switched from dominance to suppression has reached its asymptotic level. Thus, at the onset of suppression in this neuron H R % MR/(1 + Mg À Me). Because E R = 0, as it is now suppressed, H R (t) undergoes simple exponential decay toward zero:
with these two expressions in hand, it is now possible to derive an estimate of the time T L at which the dominance of E L will end. This will occur when the argument of the [X] + function for E R just reaches zero:
Before substituting into Eq. (7), it is important to observe that the exponents in Eqs. (5) and (6) have different time constants, which is a consequence of the threshold nonlinearity in Eq. (2). Accordingly, Eq. (7) cannot be solved analytically in general. However, the exponential decay in Eq. (5) must always be faster than in Eq. (6) if (3) and (4) 
The comparable result for the dominance of E R is the same, except that L/R is replaced by R/L. In agreement with Eq. (8), psychophysical evidence indicates that rivalry durations depend on the logarithm of the L/R ratio (Mueller & Blake, 1989) . Equation (8) provides an analytic expression for mean dominance durations under the conditions of Levelt's second law. Theoretical durations for the stronger monocular stimulus are plotted as a solid line in Fig. 3 , and theoretical durations for the weaker stimulus are plotted by the dashed line. All parameters are the same as for the simulation in Predictions of Eq. (8) are compared with experimental data in Fig. 4 . These Levelt's law data are averages of human and macaque results reported by Leopold and Logothetis (1996) , as there were no significant inter-species differences in results. Except for the value of s H , which was increased to 1.95 s, all other parameters in Eq. (8) are the same as those used in Fig. 1 . An important additional factor in comparing data and theory in Fig. 4 is apparent from Fig. 3 . Dominance durations for model conditions exhibiting Levelt's second law behavior. Stronger stimulus (solid black line and symbols) always had a value of 1.0, while the strength of the weaker stimulus was successively reduced as shown by the abscissa. Below a value of 0.85 for the weaker stimulus there is a bifurcation to a winner-take-all regime in which the stronger stimulus suppresses the weaker one. Solid and dashed lines are theoretical plots of Eq. (8), while circles show simulation results from Eq. (2) for comparison. It is apparent that Eq. (8) provides an accurate description of the simulation results. Finally, the thin vertical dashed line shows conditions under which the simulation in Fig. 1 was obtained.
the use of different abscissas for data (lower) and theory (upper). It is a characteristic of this and other rivalry models (e.g. Laing & Chow, 2002 ) that the ratio of strong to weak inputs over which rivalry occurs is significantly smaller than the range of contrast ratios observed experimentally. To resolve this quantitative discrepancy, a contrast gain control would have to precede the site of rivalry competition, and recent psychophysical evidence supports the presence of a contrast gain control before the site of rivalry (Watanabe, Paik, & Blake, 2004) . Thus, use of two abscissas in Fig. 4 may be viewed as compensation for a gain control preceding the rivalry model. With this caveat, the agreement between data and theory is good.
Dependence on physiological parameters
The dependence of dominance durations on a range of physiological parameters is inherent in Eq. (8). Plots of dominance duration changes as a function of parameter variations are shown in Fig. 5 and will be discussed in turn. The base parameter values used throughout this paper are: e = 0.0, M = 1.0, g = 3.0, and a = 3.4. Each of the curves in Fig. 5 represents the effect of varying one of these four parameters while the other three are maintained at their baseline values. For the discussion of parameter variations below it will be assumed that L = R.
The strength of recurrent excitation among neurons responding to the same monocular stimulus is determined by e. This excitation is presumably a manifestation of collinear facilitation, which has been shown to enhance the speed of dominance wave propagation in rivalry (Wilson, Blake, & Lee, 2001) and to enhance joint predominance (Alais & Blake, 1999) . As e increases, dominance durations are prolonged until a point is reached at which a bifurcation takes place to a winner-take-all (WTA) network, and (8) becomes infinite. This is because increased recurrent excitation enhances responses of neurons that are currently dominant at the expense of those that are suppressed. When this recurrent excitation is sufficiently strong, it overcomes the effects of self-adaptation and violates Eq. (4). Once WTA conditions are reached, one monocular pattern will be continuously visible while the other will be continuously suppressed.
The parameter M in Eq. (2) describes the slope of the function relating neural firing rate to synaptic input. As M increases, dominance duration again increases until a WTA regime is reached. Conversely, and as will be shown subsequently, the fact that decreases in M decrease dominance durations provides a plausible explanation of Levelt's fourth law.
The gain of self-adaptation, presumably mediated by Ca ++ /K + or Na + /K + currents, is determined by g. As g increases, so does self-adaptation; and this significantly shortens dominance durations. Conversely, bifurcation to WTA dynamics occurs when g becomes sufficiently small, and the bifurcation occurs at the point where Eq. (4) is violated. This is particularly significant, because Ca ++ /K + current strengths are reduced by modulatory neurotransmitters such as serotonin and histamine (McCormick & Williamson, 1989) . So presence of these neurotransmitters increases firing rates by reducing spike frequency adaptation (i.e. reducing g), which prolongs dominance periods. Finally, the strength of competitive inhibition is determined by a, and Fig. 5 shows that dominance durations increase as a increases. When a becomes too large, there is again a bifurcation to a WTA regime, which again occurs at the point where Eq. (4) is violated. It is also apparent from Fig. 5 that dominance durations decrease as a Leopold and Logothetis (1996) . Bottom abscissa values apply to data, while top abscissa applies to the theoretical curves. As discussed in the text, this provides evidence that a contrast gain control must precede the site of rivalry. decreases. When the dominance duration becomes sufficiently small, there is a separate bifurcation determined by violation of Eq. (3). At this point the limit cycle oscillation vanishes, and the state E L = E R becomes asymptotically stable. This is a subcritical Hopf bifurcation, and standard computations (Wilson, 1999) show that the limit cycle emerges with a frequency of 1.61 Hz (dominance duration of 0.31 s) for s H = 1.95 s (or 2.25 Hz, dominance duration of 0.22 s, for s H = 0.966 s) given the other parameter values above. A subcritical bifurcation means that the oscillation emerges at its full amplitude (rather than infinitesimal amplitude) just above the bifurcation point. This implies that an individual with inhibitory parameter, a, very close to the bifurcation point should produce rivalry with a relatively short dominance period but essentially normal amplitude. A Hopf bifurcation also occurs when M becomes small enough to violate Eq. (3).
Combinations of two or more parameter changes could potentially compensate for one another. To take but one example, the balance between excitation and inhibition, determined by the parameters e and a, appears in the denominator in Eq. (8). Inspection of the equation shows that the same dominance duration will be produced as long as the expression À(e + aL/R) remains constant and Eqs. (3) and (4) are satisfied. Thus, moderately increased excitation and appropriately reduced inhibition would not change dominance durations. This may have implications for conditions such as migraine auras, where altered cortical excitability is expected.
Rivalry and stimulus contrast
As noted by Levelt (Levelt, 1965) and extended subsequently (Hollins, 1980) , the rate of rivalry alternation increases as stimulus contrast in the two eyes increases. Conversely, the duration of dominance intervals must decrease with increasing contrast. Can any of the parametric variations in Fig. 5 explain this? It seems unlikely that recurrent excitation (e) or competitive inhibition (a) strengths would decrease with increasing stimulus contrast. The most plausible candidate, therefore, is that the effective slope, M, of the neural response should decrease with increasing stimulus contrast or strength. This would result naturally from a compressive nonlinearity in the neural response, as is present in the human neuron data in Fig. 1 . Such compression at high contrasts is well documented in primate V1 neurons (Albrecht & Hamilton, 1982; Sclar, Maunsell, & Lennie, 1990 ) and in slice preparation recordings of human neurons (Foehring & Wyler, 1990) . To explore this, the model in Eq. (2) was embellished by replacing the simple threshold nonlinearity [X] + by the more complex, compressive nonlinearity S(X):
This expression has a threshold and evaluates to zero if X 6 0. It has a slope approaching 1.0 as X approaches 0, and the slope decreases asymptotically to X1 À d, where 0 < d < 1.0. In human vision it has been shown that contrast response functions at high contrast rise as a power function with d % 0.8 (Wilson, 1980) . As shown in Fig. 1 , the compressive nonlinearity in Eq. (9) with d = 0.8 provides an excellent fit to human neural responses. Accordingly, in Eq. (2) the dE/dt equations were replaced by:
with the dH/dt equations remaining unchanged. RungeKutta simulations of Eq. (10) for a range of values of L and R (with L = R) resulted in the dominance durations plotted in Fig. 6 . As predicted from the dependence of dominance durations on M in Fig. 5 , introduction of the compressive nonlinearity in Eq. (10) does indeed generate an acceleration of rivalry (reduction in dominance durations) with increasing stimulus strength. As shown in the figure, values of the parameter M in Eq. (10) between 1.2 and 2.5 result in dominance duration decreases by a factor varying from 1.26 to 1.96. The qualitative explanation for this effect is simple: as stimulus contrast increases, more of the neural response is driven into the compressive range of the nonlinearity, so the value of M averaged over each cycle of the oscillation is effectively decreased.
Rivalry memory
A novel memory effect in rivalry has recently been reported (Chen & He, 2004; Leopold et al., 2002; Pearson & Clifford, 2005) . In these experiments the rivalrous stimuli where shut off for 5.0 s just after one monocular image became perceptually dominant. Following the 5.0 s stimulus off period, the stimuli were turned back on, and it was observed that the previously dominant stimulus again became dominant. In other words, the rivalry system apparently retained some form of memory trace of the previously dominant stimulus during the stimulus off period. More significantly, the same stimulus usually remained dominant across multiple repetitions of the 5.0 s stimulus off period followed by the stimulus flash.
Although Eq. (2) displays a simple form of memory in which a briefly dominant pattern will recur once following stimulus interruption, this simple memory is not adequate to explain retention of the same dominant pattern over multiple repetitions of the stimulus blank period. Some additional physiological imbalance is necessary, and a natural candidate is rapid synaptic potentiation followed by a significantly slower depression back to the original level. Consider the following equations:
The variables F L and A L are the fast facilitation and slower depression variables, respectively, driven by the responses of the left eye neurons, E L , in Eq. (2). An analogous pair of equations in the variables F R , A R , and E R represent facilitation and depression of right eye neurons. These equations are linked to Eq. (2) by replacing the terms eE L and eE R by eF L E L and eF R E R in the first and third equations, respectively. Thus, the facilitation variables modulate the weak recurrent excitation. Fast and slow time scales were incorporated by choosing s F = 20.0 ms and s A = 500.0 ms. The coefficient e = 0.2 in the simulations reported here. The memory function embodied in Eq. (11) is easy to determine from its equilibrium structure. At equilibrium where there is no neural activity, E L = 0, and A L will decay asymptotically to zero. Under these conditions there will be three possible equilibrium values for F L : 0, 0.25, and 1.0. Using standard techniques (Wilson, 1999) , it is easy to show that 0 and 1.0 are both asymptotically stable, while 0.25 is unstable. Thus, the system can be in either of the asymptotically stable states in the absence of neural activity. This bistability is analogous (but not identical) to that observed in neurons with plateau potentials (Eken & Kiehn, 1989; Hounsgaard, Hultborn, Jespersen, & Kiehn, 1988) and to the multistability reported in entorhinal cortex neurons (Egorov, Hamam, Fransén, Hasselmo, & Alonso, 2002) . The mathematical formulation in Eq. (11) is derived from that for plateau potentials (Wilson, 1999) . When F L = 0, the system is in a balanced resting state, while F L = 1.0 corresponds to a state in which the synapses have been potentiated.
Rapid synaptic potentiation (F L = 1.0) is triggered under rivalry conditions when stimulation is interrupted after one monocular stimulus has briefly become dominant. This gives these neurons a competitive advantage, and they will reemerge as the dominant stimulus following stimulus interruptions of 4.0 or more seconds. As shown in Fig. 7 , the stimulus sequence of a brief rivalrous pulse followed by lack of stimulation for several seconds can be repeated multiple times with the same monocular neurons always regaining dominance. Thus, Eq. (11) provides a plausible synaptic description of rivalry memory. If, however, the rivalry stimulus is permitted to remain on until the active neurons approach the end of their dominance period, the slow A L adaptation will build up to the point where F L = 0 becomes the only steady state, so dominance will then switch from one to the other state Fig. 7 . Simulation of rivalry memory. Periods of stimulation are shown by gray rectangles across center of graphs. In (A) and (B), the initial period of rivalrous stimulation was terminated at 5.5 s, just after the left monocular image became dominant. Thereafter, blank periods of 4.5 s were alternated with 500 ms pulses of the rivalrous stimuli. Under these conditions the left eye response retains dominance during each pulse in the ongoing sequence. In (C) and (D), the initial stimulation period was extended until near the end of the left eye dominance period (6.5 s, arrow in C). Thereafter 4.5 s blank periods followed by 500 ms pulses caused a switch of rivalry memory to right eye dominance in response to each pulse. This switch is supported by data on rivalry memory (see text).
following stimulus interruption. This has also been reported experimentally (Leopold et al., 2002) .
Discussion
The minimal rivalry model embodied in Eq. (2) has enabled derivation of an analytic expression for dominance duration as a function of underlying physiological parameters. In addition, it has permitted a derivation of Levelt's second law, which has been shown to agree well with experimental data. Comparison of model predictions for Levelt's law with data as a function of contrast indicate that the rivalry network must follow a contrast gain control stage, and recent psychophysical data support this (Watanabe et al., 2004) . In addition, there is physiological evidence that contrast gain controls primarily occur at a monocular level of the cortex preceding binocular processing (Truchard, Ohzawa, & Freeman, 2000) .
It should be emphasized that the lack of a stochastic term in Eq. (2) does not invalidate the conclusions drawn here. Simulations have also been conducted with a zeromean noise input to the dH/dt equations, and the parametric dependencies and mean rivalry durations have been found to agree with the conclusions above. In addition, this stochastic rivalry model generates an approximation to a gamma distribution, as has been observed experimentally (Fox & Herrmann, 1967) . Addition of noise to Eq. (2) has also been shown to account for stochastic resonance in rivalry (Kim, Grabowecky, & Suzuki, 2006) .
To summarize the parametric dependence of rivalry, increasing e, a, or M leads to an increase in dominance duration, while increasing g decreases dominance duration. For every parameter there is a point at which dominance duration increases to infinity (when the denominator of the logarithm in Eq. (8) becomes zero), which results from a bifurcation to WTA dynamics. Thus, there is a restricted physiological parameter range over which rivalry oscillations can occur. Within this range, dominance durations vary from less than a second up to about 9 s for the parameter ranges considered in Fig. 4 . This suggests that differences in underlying parameters may explain individual differences documented for mean rivalry rates (Pettigrew & Miller, 1998) . Furthermore, the magnitude of the Ca ++ /K + current, g, is known to be under neuromodulatory control (McCormick & Williamson, 1989 ). This suggests a mechanism for brainstem control of rivalry durations, as synthesis and dispersion of modulatory transmitters is largely controlled by brainstem nuclei. Such modulatory control of rivalry might also explain the reported lengthening of dominance durations during periods of meditation (Carter et al., 2005) , as increased release of neuromodulators decreases g and thus increases dominance durations.
There are also values of a and M below which oscillation ceases at a supercritical Hopf bifurcation, and E L = E R becomes stable. This observation may provide insight into the key issue of the relationship between rivalry and stereoscopic processing of fusible patterns. In particular, as rivalry seldom results from binocular viewing of natural stimuli, the circuitry underlying rivalry presumably evolved to play a role in stereoscopic processing. The current model demonstrates that a reduction in the gain, a, of competitive inhibition can cause a bifurcation to a state in which both monocular responses are simultaneously transmitted to higher binocular levels. A neural network model incorporating the transition from rivalry to fusion is currently being developed.
The parameter dependence of dominance durations has an interesting additional implication for rivalry mechanisms. It is known that rivalry between orthogonal gratings ceases at stimulus contrasts below about 15%, and stable plaids are perceived instead (Liu et al., 1992) . Such a percept requires a Hopf bifurcation to a state in which E L = E R is stable, and examination of Fig. 4 indicates that the most likely bifurcation is that in which the inhibitory gain, a, drops to the point where Eq. (3) is violated. This could easily occur assuming inhibition is actually mediated by separate neurons with their own thresholds. Once stimulation by the excitatory neurons became too weak for the inhibitory neurons to reach threshold, the gain a would effectively drop to zero, and the bifurcation to E L = E R would occur. Thus, variation of model parameters can also explain the disappearance of rivalry at low contrasts.
The dependence of dominance durations on the slope M of the neural response function also suggested that the contrast dependence of rivalry rate (Hollins, 1980; Levelt, 1965) might be explained by expanding the simple model in Eq. (2) to incorporate a compressive response nonlinearity. This was indeed shown to be true in simulations using Eqs. (9) and (10). It is significant that the compressive nonlinearity required for Levelt's fourth law agrees quite well with the human neural data in Fig. 1 .
The model in this paper was developed in three stages: basic model, addition of a compressive response nonlinearity, and addition of synaptic modification. Therefore, it is critical that all of these components be able to function together. Accordingly, all experiments were simulated again using a complete model comprised of the basic model plus response compression and synaptic modification. This complete model successfully reproduced all of the results discussed above and shown in the figures. Thus, all model components developed here are mutually compatible in their effects.
The rivalry model developed here extends previous rivalry models (Wilson, 2003 (Wilson, , 2005 in several ways. First, it shows the need for a contrast gain control preceding rivalry. Second, it elucidates the shape of the neural response function (Eq. (9)) required to explain Levelt's fourth law. Third, it produces an accurate mathematical expression for Levelt's second law (Eq. (8) ). Finally, it incorporates a plausible synaptic mechanism that explains perceptual memory in binocular rivalry. It should also be mentioned that the circuitry of the model is consistent with a recent spatiotemporal model for excitatory and inhibitory interactions in V1 (Somers, Todorev, Siapas, Toth, & Sur, 1998) . That model, however, was not applied to rivalry. Laing and Chow (2002) ) have also developed a simplified model for binocular rivalry and have derived expressions showing that it can explain Levelt's second and fourth laws. However, their model is based on a step-function nonlinearity (Heaviside function) that is not physiologically plausible compared to the nonlinearity in Eq.
(1). Thus, their model cannot explain the dependence of rivalry on firing rate slope, and it does not fit the human data in Fig. 1 at all.
It also bears mentioning that rivalry has been modeled using monocular input noise instead of neural self-adaptation to trigger dominance switches (Freeman, 2005) . However, cortical excitatory neurons are known to adapt (McCormick & Williamson, 1989; Sanchez-Vives et al., 2000) , and psychophysical evidence for adaptation in rivalry has also been reported (Blake et al., 2003) . It is thus highly probable that neuronal adaptation plays a key role in rivalry, although noise is certainly involved in generating the observed gamma distribution of dominance intervals.
It has been shown that the minimal rivalry model can be extended easily to embody a form of perceptual memory that is consistent with characteristics reported for rivalry memory (Chen & He, 2004; Leopold et al., 2002; Pearson & Clifford, 2005) . The extension proposed here requires rapid synaptic facilitation followed by a slower return to baseline. A plausible physiological model could involve enhanced synaptic docking resulting from Ca ++ influx into the synaptic knob. With an increased population of docked vesicles, new action potentials would produce an enhanced synaptic effect. This would be followed by slow sequestration of Ca ++ and depletion of vesicles resulting in a return to baseline. Physiological evidence compatible with such a mechanism has recently been reported (Wadel, Neher, & Sakaba, 2007) .
A second model of rivalry memory has been independently developed by Noest and colleagues (Noest, van Ee, Nijs, & van Wezel, 2007) . That model explains memory as a result of subthreshold facilitation. However, the authors limited themselves to only two equations describing each competing population, while the model here involves four. Thus, their model is of lower mathematical dimension, but this may make it less plausible physiologically. As the model presented here produces similar results to theirs, further experiments will be required to differentiate between them.
The key advantage in developing this minimal rivalry model is that it makes explicit the dependence of both dominance durations and a form of perceptual memory on relative magnitudes of excitation, inhibition, and neuromodulation. Furthermore, consideration of the parametric dependence of rivalry durations for the minimal model has provided an explanation for the rivalry speedup with increasing contrast plus insight into the shape of the contrast response nonlinearity underlying rivalry. As such, it makes explicit, testable predictions that may help lead to a deeper understanding of rivalry and its relationship to binocular vision.
