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ABSTRACT 
Let S be a zero-dimensional compact Hausdorff space and let E be a normed space over a non- 
Archimedean absolute valued division ring (IK, 1 . I). The space C(S; E) of all continuous functions 
from S into E is equipped with the uniform topology given by the supremum norm. A Weierstrass- 
Stone Theorem for arbitrary subsets of C(S;E) is established. 
1. THE MAIN THEOREM 
Let S be a compact Hausdorff space which is O-dimensional (i.e., for any 
point s belonging to an open subset G, there exists a closed and open set A with 
SEA c G). Let (IK, l . 1) be a complete non-Archimedean absolute valued 
division ring. Let E be a non-trivial normed space over IK, and let C(S;E) be 
the linear space of all continuous functions from S into E, equipped with the 
supremum norm 
llfll = suP{Ilf(x)IIi XE SI. 
DEFINITION I. A non-empty subset MC C(S; IK) is said to have property V if 
(1) I&s)I rl, for every SES and REM; 
(2) if v? E M, then 1 - 9 belongs to M; 
(3) if v, and v/ belong to M, then cp,v~M. 
DEFINITION 2. Let WC C(S; E) be a non-empty subset. A function v E C(S; IK) 
is called a multiplier of W if 
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(1) Icp(s)I 5 1, for every SES; 
(2) if f and g belong to W, then pf + (1 - v)g belongs to W. 
Clearly, if A4 denotes the set of all multipliers of W, then A4 satisfies 
conditions (1) and (2) of Definition 1. The identity 
(cpW)f + (I- pv/)g= 9[wf + (I- w)gl + Cl- v)&T 
shows that A4 satisfies condition (3) as well. Hence M has property I/. Notice 
that the constant functions 0 and 1 belong to M. 
DEFINITION 3. A subset A c C(S; IK) is said to be separating over S, if given 
any two distinct points, s and t, of S, there exists a function v, EA such that 
V(S) f p(t). 
DEFINITION 4. A subset MC C(S; IK) is said to be strongly separating over S, 
if given any ordered pair (s, t) E S x S, with s # t, there exists a function v, E A4 
such that &s) = 1, p(t) = 0 and j&x)1 I 1 for all XE S. 
PROPOSITION 1. If A is a unitary subalgebra of C(S; IK) which is separating 
over S, then A is strongly separating over S. 
PROOF. Let sf t be given in S. Since A is vector space containing the 
constants, there is a E A such that a(s) = 1 and a(t) = 0. Since a is continuous, 
a(S) is a compact subset of IK. By Kaplansky’s Lemma (see Lemma 1.23, Prolla 
[7]) there is a polynomial p : IK -+ IK such that p( 1) = 1, p(0) = 0 and /p(y) I I 1 for 
all y E a(S). Let p(x) =p(a(x)), for all XE S. Then o, E A, p(s) = 1, v(t) = 0, and 
Iv(x)1 I 1 for all XE S. Hence A strongly separates the points of S. 0 
LEMMA 1. Let MC C(S; IK) be a non-empty subset with property V, and con- 
taining the constant functions 0 and 1. Assume that M is strongly separating 
over S. Let N be a clopen subset of S. For each 6 > 0, there is v, EM such that 
(1) 11 -p(t)] ~6, for all tEN, 
(2) I cp(t) I< 6, for all t $ N. 
PROOF. If N=S, the function (p(t) = 1 for all t ES, satisfies (1) and (2). 
If N=0, the function cp(t) =0 for all t E S satisfies (1) and (2). Assume that 
K = S \ N is non-empty. Fix y E S, y $ N. For each t E N, there is p, EM such 
that qr(t)=O, qt(y) = 1. By continuity there exists a neighborhood V(t) of t 
such that /q!(s)1 < 6 for all s E V(t). By compactness of N there are t,, . . . , t, E N 
such that NC V(t,)U ... U V(t,). Consider co, = 1 - qua, . tp12. ... . cpr,. Then 
pY E M and pY( y) = 0, while j I - u?,(t)1 < 6, for all t E N. Indeed, if t E N, then 
t E V(t;) for some i = 1,. . . , n. Hence 
11 -(o,@)I = /vt,WI * n lu?t,(t)l <a. j+c 
By continuity there exists a neighborhood W(y) of y such that IvY( < 6 for 
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all s E W(y). By compactness of K, there are y,, . . . , y, E K such that KC 
W(y,)U e.1 U W(y,). Let cp = p,,, . cpy,. .-. . cpy,. Clearly, rp EM. We claim that 
for each k = 1,2, . . . , m, we have 
(3) (1 -cp,,(t)qYz(t). .... q,(t)\ <6, for all teiV. 
Clearly, (1) follows from (3) by taking k=m. We prove (3) by induction. For 
k= 1, (3) is clear, since 11 - cp,(t)/ <6 for all t E N and ye K. Assume (3) has 
been proved for k. To simplify notation we write cpi = pY, for all I 5 is m. 
Then, for each t EN, 
= 11 -V)k+l(t)+IDk+l(t)-a71(t). ~~~~Vlkw~Vlk+l(o 
because I~-P~+,(OI<& lv~+lWl~l, and by the induction hypothesis, 
11-$7,(t). **.. pk(t)l) < 6. Hence (3) is true for k + 1. 
It remains to prove (2), i.e. Ip( <6 for all t E K. Now, if te K, then 
te W(yi) for some i=l,...,m. Hence Irpi(t)I<6, while Iqj(t)lll for allj#i. 
Therefore 1 p(t)1 <a, and (2) is proved. 0 
THEOREM 1. Let W be a non-empty subset of C(S; E) such that the set A4 of 
all multipliers of W strongly separates the points of S. Let f E C(S; E) and E > 0 
be given. The following are equivalent: 
(1) there is some g E W such that /If-g/l < E; 
(2) for each XE S, there is some g,E W such that l/f(x) -g,(x)(( <E. 
PROOF. Clearly (1) a (2). Conversely, assume that (2) is true. For each XE S, 
there is some g, E W such that 11 f(x) - g,(x)11 <E. Choose a real number E(X) > 0 
such that II f(x) -g,(x)/] <E(X) < E. Let N(x) be a clopen neighborhood of x in 
S such that 
N(x)C {tES; IIf@-M)ll <&WI. 
Select a point x, ES arbitrarily. Let K = S \ N(x,). By compactness of K, there 
exists a finite set {x2, . . . , xm} c K such that Kc N(x2) U ea. U N(x,). Let 
N2=N(M\N(xr), 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Nrn =N(xrn I\ ( U N(Xj)). 
/=I 
Then N2, N,, . . . , N,,, are clopen subsets of S, such that KC N2 U Ns U a.. UN,,, , 
and NinNj=O for all i#j (25i,jsm). Let us write gi=gx, for all i= 1,2, . . ..m. 
and let 
k= maxillf-gl II, Ilf-g2/I, . . . , Ilf -g,/I). 
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Choose a number 6> 0 so small that &(m - 1) <E - E’, where E’ = 
max{e(Xr),c(XA . . . . E(x,)}. By Lemma 1, there are p2, . . ..~J.,,EM such that 
(1) /l -v;(t)/ <6, for all tEA$ 
(2) Iv;(t)1 <6, for all t@N; 
for all i=2, . . . . M. Define N, =N(x,), and 
v/2=+92 
w3=(l-v)2)93 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
w,=(1-102)(1-V)3)'."'(1-V)m~l)~,. 
Clearly, Wi EM, for all i= 2,3, . . . , m. NOW 
w2+ . ..+l+!/j=l-(l-f&)(1-~3)*..**(1-+9j). j=2,...,m, 
can be easily verified by induction. Define 
ly,=(l -vz)(l-v)3)***(1-%z). 
Then y/,EMand I,Y~+I,v~+~~~+~,,,=~. Notice that 
(3) Iwi(t)I <6, for all t@lvi, i= 1,2, . . . . m. 
Indeed, if iz2, then Iwi(t)I 5 lvi(t)l and (3) follows from (2). If i= 1, and 
t$N(xr), then ~EK. Hence t~Nj for some j=2, . . ..m. By (l), Ilbpj(t)l<6 
and so 
lVr(t)l=I1-Pj(t)l~ n 11-Vi(t)l<69 
Jfi 
because /l-~i(t)IIl for all i#j. Let g=wigl+w2g2+...+Iv,g,. Then 
g=v?zg2+(1-P2) 
Hence ge W. Let XE S be given. There is exactly one integer 1 <irm such 
that XEIV~. Call it j. Then II,v~(x)[ * /If(x)-gj(x)ll I jwj(x)l *&(X~)<E', since 
Ivj(X)l<l. For all i#j, we have that X@Ni. By (3), It//j(X)1 <6. Hence 
C IWi(X)l * llf(x)-~i(x)/I 5 Wm- l)<&---E’, 
itj 
and therefore 
IIf(x)-g(x)II = II j, Wi(x)(f(x)-~i(x))ll 
I&‘+ C Iwi(X)l ’ l/f(X)-gi(X)I/<&'+&-&'=&. 0 
ifJ 
REMARK. To give examples of non-commutative division rings let us consider 
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the so-called quaternion algebras. Let p be an odd prime, and let Q,, be the p- 
adic field, i.e., the completion of the rational field Q with the p-adic absolute 
value. Let a and b be non-zero elements of Q,,. Let A(a, b,p) be the four di- 
mensional vector space over Qp with basis { 1, i,j, k} and the bilinear multipli- 
cation defined by the conditions that 1 is a unity and i2 = a, j2 = b, k2 = -ab, 
ij= -ji = k, ik = -ki=ja, jk= -kj= -ib. With this structure, A(a, 6,~) is an 
associative Q,-algebra. The following conditions are equivalent (see Pierce [6], 
p. 15): 
(1) A(a, 6, p) is a division algebra 
(2) for every x~,x,,x,E Q,,, ifx:=axf+ 6x; then x0,x1,x2=0. 
For example, if 0~ t?4 is not a quadratic residue modulo p, and b=p, then 
the quaternion algebra D=A(a,p,p) is a division algebra. On the other hand, 
when p= 5, the existence of fl E Qs shows that A(-1, -1,5) is not a division 
algebra, since x0 = 0, x1 = 1, x2 = 1/-1 satisfy xi + x: +x2’ = 0. 
In fact, by the results of chapter IV, $2, of Serre [9], up to isomorphisms, 
there is a unique non-commutative division algebra of dimension four over 
Qp, given by the quaternion algebra A(a, b, p), when the pair (a, 6) satisfies 
condition (2) above. By Theorem 26.5 of Warner [lo], there is a non- 
archimedean absolute value on the division ring IK =A(u, b,p) which extends the 
p-adic absolute value of Qp. Just notice that Qp is complete and IK =A(a, 6, p) 
is a finite dimensional division algebra over Qp. (Of course we are assuming 
that a and b satisfy condition (2).) For each ZE IK, let N(z) be the determinant 
of the linear operator L, defined by L,(x) =zx, for all XE IK. Notice that 
N(z) E Qp and then 
is the non-Archimedean absolute value on IK =A(4 b,p) extending the p-adic 
absolute value / . Ip of Qp. 
2. SOMECONSEQUENCES 
Let us recall the definition of the distance of an element fe C(S;E) from W: 
dist(f; W) = inf{ Ilf-gli; g E W}. 
THEOREM 2. Let W be a non-empty subset of C(S; E) such that the set M of 
all multipliers of W strongly separates the points of S. For each f E C(S; E) 
there exists x E S such that 
dist( f; W) = dist( f (x); W(x)). 
PROOF. If dist(f; W) = 0, then dist(f (x); W(x)) = 0 for every XE S. Suppose 
now that dist(f; W) = d> 0. By contradiction, assume that dist(f (x); W(x)) < d 
for every XE S. Hence, for each XE S, there is some g,E W such that 
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l/f(x) -g,(x)11 <d. Consequently, f and d>O satisfy condition (2) of Theorem 
1. By Theorem 1, there exists g E W such that 1) f - gl/ <d, a contradiction, since 
d=dist(f; W). 0 
THEOREM 3 (Kaplansky [4]). Let A be a unitary subafgebra of C(S; IK) which 
is separating over S. Then A is uniformly dense in C(S; IK). 
PROOF. Let E= IK and W= A. Notice that every element PEA, such that 
Ip(x)I 5 1 for all x E S, is a multiplier of W. By Proposition 1, the set A4 of all 
multipliers of W is strongly separating over S. Let now f E C(S; IK) be given. By 
Theorem 2, there exists XE S such that 
dist(f; A) = dist(f(x);A(x)). 
Since A contains the constants, A(x) = IK. Hence dist(f(x);A(x)) = 0, and 
therefore dist(f; A) = 0. This shows that A is uniformly dense in C(S; IK). 0 
COROLLARY 1 (Weierstrass Theorem). Let S be a non-empty compact subset 
of IK. For every f E C(S; IK) and every E > 0, there exists a polynomial p with 
coefficients in IK such that /f(x) -p(x)) < E, for all x E S. 
REMARK. When IK is the field of p-adic numbers with the p-adic valuation, 
Theorem 3 and its Corollary 1 were proved by J. Dieudonne in 1944. (See 
Dieudonne [2].) In 1947, I. Kaplansky showed that a Weierstrass-Stone 
theorem holds for functions with values in topological rings having ideal 
neighborhoods of 0. (See Kaplansky [3].) Now in IK, the set {A E IK; 11 I < 11, 
called the valuation ideal of IK, is an ideal neighborhood of 0. In 1950, 
Kaplansky showed that the methods of [3] could be extended to (IK, I . I) by 
proving Theorem 3. In fact, he proved a more general version of Theorem 3, 
by considering S to be a O-dimensional locally compact Hausdorff space, 
and C,(S; IK) the space of all those f EC(S; IK) vanishing at infinity, and 
AC C,(S; IK) a subalgebra containing for any two distinct points s, t ES a 
function vanishing at s but not at t. (See Kaplansky [4]). In 1958, K. Mahler 
gave a constructive proof of Dieudonne’s Weierstrass theorem (Corollary 1 
above) for the case S is the ring of p-adic integers {A E Qp; IA Ips l}. (See 
Mahler [5].) However, Mahler’s proof is based on some properties of the 
cyclotomic extension of Q. In 1974, R. Bojanic presented another proof of 
Mahler’s result, which is entirely analytic. (See Bojanic [l].) 
3. SIMLJLTANEOUSAPPROXIMATIONANDINTERPOLATION 
DEFINITION 5. A non-empty subset AC C(S; E) is called an interpolating 
family for C(S; E) if, for every f E C(S; E) and every finite subset FC S, there 
exists g E A such that f(x) = g(x) for all x E F. 
Let us study the problem of simultaneous approximation and interpolation. 
We start with scalar-valued functions, i.e., subsets of C(S; IK). 
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THEOREM 4. Let A be a uniformly dense linear subspace of C(S; IK). Then, 
for every f E C(S; IK), every E > 0 and every finite subset FC S, there exists g E A 
such that 11 f - gll <E and f (x) = g(x) for ail x E F. 
PROOF. Let F= {xl, . . . . xn}. Define a linear mapping T: C(S; IK) + IK” by 
Tg = (g(x, )- . . ., dx,, )I 
for each ge C(S; IK). By density of A and continuity of T, we have 
T(C(S; IK)) = T(A) c T(A). 
Now T(A) is a linear subspace of IK” and therefore T(A) is closed. Hence 
T(C(S; IK)) = T(A) 
and A is an interpolating family for C(S; IK). Therefore aI, . . . , a, can found in 
A such that 
aj(xj)=ojj, 1 <i, j5n. 
Choose 6> 0 so that 6 < E and 6k< E, where k = max{ I/a; 11; 1 I is n}. By density 
of A there is some g, E A such that I/f-g, II< 6. Let 
Ui=f(Xi)-g[(Xi), lli5n. 
Define g, = I:= 1 Ui ai. Then g, E A and g, (Xj) = Uj for all 1 ij< n. Finally, let 
g=gi+g,. Then geA and g(Xj)=f(X,), 1 %jln. Moreover, 
Ilf-~ll~~~~~llf-~~I/~Il~2II~~~~ 
since /If-g, II < E and l/g2 II I 6 max{ llai 11; 15 i 5 n> . 0 
COROLLARY 2. Let A be a unitary subalgebra of C(S; IK) which is separating 
over S. Then, for every f E C(S; IK), every E > 0 and every finite subset FC S, 
there exists g E A such that I/f - gll < E and f (x) = g(x) for a/f x E F. 
PROOF. By Theorem 3, A is a uniformly dense linear subspace of C(S; IK). It 
remains to apply Theorem 4. 0 
REMARK. The proof of Theorem 4 does not extend to subsets of C(S;E). In 
this case we rely on Theorem 1, as our next result shows. 
THEOREM 5. Let A C C(S; E) be an interpolating family for C(S; E) such that 
the set of multipliers of A strongly separates the points of S. Then, for every 
f E C(S; E), every E > 0 and every finite subset FC S; there exists g E A such that 
I/f - gll < E and f (x) = g(x) for all x E F. 
PROOF. Let W= {g E A; f(x) = g(x) for all x E F}. Since A is an interpolating 
family, W#0. Notice that every multiplier of A is also a multiplier of W. Let 
XE S be given. Consider the finite set FU {x}. Since A is an interpolating family 
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for C(S;E), there exists g,EA such that f(t) =g,(t) for all t EFU {x}. 
Therefore g, E W. Notice that l/f(x) - g,(x)11 = 0< E. By Theorem 1 there exists 
g E W such that Ijf-gll <E. Notice that ge W implies geA and f(x) =g(x) for 
all xEF. 0 
In a forthcoming paper [8] we show how to extend some of the results of this 
paper to the case of a topological ring (E, r). 
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