This paper focuses on the class of routing games that have uncertain costs. Assuming that agents are riskaverse and select paths with minimum conditional value-atrisk (CVaR) associated to them, we define the notion of CVaRbased Wardrop equilibrium (CWE). We focus on computing this equilibrium under the condition that the distribution of the uncertainty is unknown and a set of independent and identically distributed samples is available. To this end, we define the sample average approximation scheme where CWE is estimated with solutions of a variational inequality problem involving sample average approximations of the CVaR. We establish two properties for this scheme. First, under continuity of costs and boundedness of uncertainty, we prove asymptotic consistency, establishing almost sure convergence of approximate equilibria to CWE as the sample size grows. Second, under the additional assumption of Lipschitz cost, we prove exponential convergence where the probability of the distance between an approximate solution and the CWE being smaller than any constant approaches unity exponentially fast. Simulation example validates our theoretical findings.
I. INTRODUCTION
Users of a transportation network are often selfish, minimizing their own cost function, such as travel time, when traversing through the network. This phenomenon is popularly modeled as a (deterministic) nonatomic routing game where the number of users is assumed to be large, each controlling infinitesimal amount of flow in the network. Therefore, an individual user does not affect the cost incurred on a path by unilaterally changing its route choice. At an equilibrium of this game, termed Wardrop equilibrium (WE) [1] , paths with nonzero flow have the least cost among all the alternatives. In real-life, the cost associated to a path is uncertain, affected by unplanned events such as, accidents, weather fluctuations, and construction work. Different users might minimize different objectives under this uncertainty, e.g., expected cost, specific quantile of the cost, or a risk measure. These disparate behaviors lead to different notions of equilibrium. Computing these equilibria and analyzing their properties help predict congestion patterns. Motivated by this, our goal here is to estimate the equilibria, using samples of the uncertainty, when agents are risk-averse and seek paths that have minimum conditional value-at-risk.
Literature review: In a routing setup, experimental studies [2] , [3] validate the fact that agents arrive at some equilibrium path choice after repeated interaction with each other. Traditionally, equilibrium flow was predicted in a deterministic setup under the formalism of WE [4] . Such predictions were used for designing tolls [5] and planning for future The author is with the Engineering and Technology Institute Groningen, University of Groningen. Email: a.k.cherukuri@rug.nl. transportation infrastructure [6] . When costs are uncertain, no single traffic flow works as a WE for all realizations of the uncertainty. Therefore, to estimate equilibrium flow, some works solve a stochastic nonlinear complementarity problem [7] , either in an expectation basis [8] , [9] or in a robust manner [10] , [11] . In [12] , equilibrium flow is hypothesized to be the minimizer of the regret experienced by users. These approaches might be too conservative or might not account for the risk-sensitive behavior of agents. Among the works that consider risk, [13] and [14] consider the cost to be the weighted sum of the mean and the variance of the uncertain cost. Further, for this risk criteria, [15] introduces the notion of price of risk aversion and [16] determines tighter bounds for it. In the transportation literature, the CVaR-based equilibrium is also known as the mean excess traffic equilibrium, see e.g., [17] , [18] and references therein. While these works have explored numerous algorithms for computing the equilibrium, they lack theoretical performance guarantees for sample-based solutions. This paper attempts to bridge this gap.
On the technical side, our paper relates to the body of work on sample average approximation, see [19, Chapter 5] for a detailed overview. In particular, we borrow ideas from studies on sample average approximation of stochastic variational inequalities [20] , generalized equations [21] , and mathematical programs with equilibrium constraints [22] .
Setup and contributions: Our starting point is the definition of the nonatomic routing game where agents aim to minimize the conditional value-at-risk (CVaR) of the uncertain cost associated with each path. We assume that the demand is fixed and deterministic, the cost functions are continuous, and the support of the uncertainty is bounded. At an equilibrium of this game, termed CVaR-based Wardrop equilibrium (CWE), paths with nonzero flow have lowest CVaR. Given a certain number of independent and identically distributed samples of the uncertainty, we define sample average approximation of the CVaR by replacing the expectation operator with its sample average. Subsequently, we formulate a variational inequality (VI) problem using these approximate costs. Our aim then is to study the statistical properties of the solutions of this approximate VI problem as the number of samples grow. In particular our contributions are twofold:
(i) We show that as the sample size grows, the set of solutions of the approximate VI problem converge almost surely, in a set-valued sense, to the set of CWE. (ii) Under the additional assumption that the costs are Lipschitz continuous, we establish the exponential con-vergence of the approximate solutions to the set of CWE. That is, given any constant, the probability that the distance of an approximate solution from the set of CWE is less than that constant approaches unity exponentially with number of samples. We provide a simple simulation example illustrating these guarantees. Due to space constraints, the proofs of the results are omitted and can be found in [23] .
II. NOTATION AND PRELIMINARIES Let R, R ≥0 , R >0 , and N denote the set of real, real nonnegative, real positive, and natural numbers, respectively. Let · denote the 2-norm. 2) Graph theory: A directed graph is a pair G = (V, E), where V is a finite set called the vertex set or node set,
A path is an ordered sequence of unique vertices such that two subsequent vertices form an edge. A source is a vertex with no incoming edge and a sink is a vertex with no outgoing edge.
3) Uniform convergence: A sequence of functions {f N :
, where X and Y are Euclidean spaces, is said to converge uniformly on a set X ⊂ X to f : X → Y if for any > 0, there exists N ∈ N such that
Similar definition applies for convergence in probability. That is, consider a random sequence of function {f ω N : X → Y} ∞ N =1 defined on a probability space (Ω, F, P ). The sequence is said to converge uniformly to f : X → Y on X almost surely (shorthand, a.s.) if f ω N → f uniformly on X for almost all ω ∈ Ω. 4) Risk measures: Next we review notions on valueat-risk and conditional value-at-risk following [19] . Given a real-valued random variable Z with probability distribution P, we denote the cumulative distribution function by
The conditional value-at-risk (CVaR), also referred to as the average value-at-risk in [19] , of Z at level α, denoted
, is the expectation of Z when it takes values bigger than VaR α [Z]. That is,
One can show that, equivalently,
The parameter α characterizes the risk-averseness. When α is close to unity, the decision-maker is risk-neutral, whereas, α close to the origin implies high risk-averseness. The minimum in (2) is attained at a point in the interval
III. ROUTING GAME WITH UNCERTAIN COSTS
Consider a network represented using a directed graph G = (V, E), where V and E ⊆ V ×V stand for the set of nodes and edges, respectively. Here V and E, for instance, model the sets of intersections and streets in a city when G is a traffic network. The sets of origin and destination nodes are the sets of sources and sinks in the network, and are denoted by O and D, respectively. The set of origin-destination (OD) pairs is W ⊆ O × D. Let P w denote the set of available paths for the OD pair w ∈ W and let P = ∪ w∈W P w be the set of all paths, see Section II for relevant definitions. We assume that numerous agents traverse through the network in a noncooperative manner. This framework is modeled as a nonatomic routing game where each individual agent's action has infinitesimal impact on the aggregate traffic flow. As a consequence, flow is modeled as a continuous variable. We assume that each agent is associated with an OD pair w ∈ W and is allowed to select any path p ∈ P w . The route choices of all agents give rise to the aggregate traffic which is modeled as a flow vector h ∈ R |P| ≥0 with h p being the flow on a path p ∈ P. The flow between each OD pair must satisfy the travel demand. We denote the demand for the OD pair w ∈ W by d w ∈ R ≥0 and the set of feasible flows by
Agents who choose path p ∈ P experience a nonnegative uncertain cost denoted as
That is, the cost on a given path depends on the flow on all paths and also on a random variable. To be more precise about the uncertainty, let (Ω, F, P ) be a probability space and u be a random vector mapping into
is the Borel σ-algebra on R m . Let P and U ⊂ R m be the distribution and support of u, respectively. We assume that U is compact. For the cost function, we assume that for every p ∈ P and u ∈ U, the function h → C p (h, u) is continuous. In addition, for every p ∈ P and h ∈ H, the function
Here, E P [ · ] denotes the expectation under P and [ · ] + and [ · ] − denote the positive and negative parts, respectively.
Additional assumptions on the cost functions will be made wherever necessary. Collecting the above described elements, a routing game with uncertain costs is defined by the tuple (G, W, P, C, d, U, P). Note that since the cost is uncertain, one needs to assign an appropriate objective for agents which in turn defines a notion of equilibrium. In this work, we assume that agents are risk-averse and look for paths with least conditional value-at-risk (cf. Section II). We assume that all agents have the same risk-aversion charecterized by the parameter α ∈ (0, 1). This assumption eases notational burden and our results do hold for the general case with heterogeneous risk-aversion. Using the form (2), the CVaR associated to path p as a function of the flow is
The notion of equilibrium then is that of Wardrop [1] , where the cost associated to a path is its CVaR. 
We denote the set of CWE by S CWE ⊂ H. • One can verify that the set S CWE is equivalent to the set of solutions to the variational inequality (VI) problem VI(F, H) (see Section II for relevant notions) [24] , where
for all p ∈ P. Note that the set H is compact and convex. Further, the map h → F (h) is continuous since C p , p ∈ P are so [25, Theorem 2] . Therefore, the set of solutions SOL(F, H) is nonempty and compact [26, Corollary 2.2.5]. Consequently, the set S CWE is nonempty and compact.
The set of CWE predict flow patterns when costs are uncertain and agents behave in a risk-averse way, in particular, they minimize CVaR. To compute this set, one requires to know the probability distribution P of the uncertainty along with the cost functionals and the fixed demand. In reallife, P is unknown and the decision-maker has only access to samples of the uncertainty. The objective of this paper is to provide a method to approximate the set of CWE using available samples. To this end, we define the sample average based (deterministic) approximate VI problem that acts as a surrogate to the VI problem defining the CWE. We will then study statistical properties, that is, consistency and exponential convergence, of the solutions of this approximate VI problem. Note that solving the deterministic approximate VI problem efficiently is a valid research question on its own and is not considered in the scope of this paper.
IV. SAMPLE AVERAGE APPROXIMATION OF CWE
The approach in the sample average framework is to replace the expectation operator in any problem with the average over the obtained samples [19] . This is one of the main Monte Carlo methods for problems with expectations; see [27] for a detailed survey of other sample-based techniques. In our setup, for each path of the network, we will replace the expectation operator in the definition of the CVaR of each path (3) with the sample average. The thus formed set of functions result into a VI problem that approximates VI(F, H).
Let U N := { u 1 , u 2 , . . . , u N } be the set of N ∈ N independent and identically distributed samples of the uncertainty u drawn from P. Then, the sample average approximation of the CVaR associated to path p ∈ P is
(5) The above expression is also known as the empirical estimate of the CVaR, or empirical CVaR in short. Note that the operator CVaR N α is random as it depends on the realization U N of the uncertainty. Different set of samples form different set of functionals. To emphasize this dependency on the uncertainty, we represent with · N entities that are random, dependent on the obtained samples. Using (5) has almost surely (a.s.) all accumulation points in S CWE . The set S N CWE is said to converge exponentially to S CWE if for any > 0, there exist positive constants c and δ such that for any sequence { h N ∈ S N CWE } ∞ N =1 , the following holds
for all N ∈ N. •
The asymptotic consistency of S N CWE is equivalent to saying D( S N CWE , S CWE ) → 0 a.s. as N → ∞. The expression (6) gives a precise rate for this convergence. In our work, all convergence results are for N → ∞ and so we drop restating this fact for convenience's sake. In the following sections, we will establish the asymptotic consistency and the exponential convergence of S N CWE under suitable assumptions. Remark IV.2. (Existing sample average approximations to CVaR and stochastic VI): The works [28] and [29] study stochastic optimization problems where CVaR is either being minimized or used to define the constraints. Both employ the sample average approximation as proposed in (5) and study asymptotic consistency and exponential convergence of the Karush-Kuhn-Tucker (KKT) points. Since CVaR is used to define a VI problem in our case, the analysis does not follow directly from these existing results. Moreover, the exponential bounds derived here are explicit, without involving ambiguous constants, than the general large deviation bounds provided in [28] and [29] . In another databased approach [30] , the CVaR is perceived as the expected shortfall (1) and desirable statistical guarantees are obtained for the optimizers of its sample average. •
A. Asymptotic consistency of S N

CWE
We begin with stating the bound on the optimizers of the problem defining the CVaR (3) and the empirical CVaR (5). This restricts our attention to compact domains for variables (h, t, u), a property useful in showing consistency. Denote for each p ∈ P, functions
The map ψ N p is the sample average of ψ p . Given our assumption that the expected value of the cost C p is bounded for any h ∈ H, one can deduce by strong law of large numbers [31] that for any fixed (h, t) ∈ H × R, almost surely, ψ N p (h, t) → ψ p (h, t). We however require uniform convergence of these maps to conclude consistency, which will be established in Theorem IV.6 below. Observe that, by definition, CVaR α [C p (h, u)] = inf t∈R ψ p (h, t) and Furthermore, the set of functions
for p ∈ P, satisfy for all (h, t, u) ∈ H × T × U,
We make a note here that optimizers of problems defining the CVaR in (3) and (5) exist and are bounded for more general cases, even when the support of the uncertainty is unbounded, see e.g., [19, Chapter 6] . Nevertheless, the above result provides an explicit bound which is used later in deriving precise exponential convergence guarantees.
As a consequence of Lemma IV.3, one can show uniform convergence of ψ N p to ψ p . Our next step is to analyze the sensitivity of F as one perturbs the underlying map ψ. In combination with the uniform convergence of ψ N p , this result leads to the uniform convergence of F N to F .
The final preliminary result states proximity of S N CWE to S CWE given that the difference between F N and F is bounded. The proof is a consequence of [20, Lemma 2.1] that studies sensitivity of generalized equations and their solution sets.
Lemma IV.5. (Sensitivity of S CWE with respect to F ): For any > 0, there exists δ(
Next is the main result of this section, establishing the asymptotic consistency of S N CWE . The proof puts to use the preliminary lemmas on sensitivity presented above along with the uniform convergence of ψ N p to ψ p .
Theorem IV.6. (Asymptotic consistency of S N CWE ): We have D( S N CWE , S CWE ) → 0 almost surely.
B. Exponential convergence of S N
CWE
In this section, our strategy will be to use the concentration inequality for the empirical CVaR given in [32] and derive the uniform exponential convergence of F N to F . Later, we will use Lemma IV.5 to infer exponential convergence of S N CWE . Note that the inequality given in [32] requires compact support of the random variable and it is tight when it comes to the dependency on the risk parameter α. For unbounded support, one can use deviation inequalities from [33] .
For a fixed p ∈ P and h ∈ H, the deviation between the CVaR and its empirical counterpart can be bounded using the results in [32] as
In the above bound, the denominator in the exponent uses the fact that for any path and flow vector, the cost seen as a random variable is supported on the compact set [m, M ].
Similar to the narrative of the previous section, while the above inequality holds pointwise, what we need is uniform exponential bound for proximity of F to F N . In the sequel, we will derive such a bound under the following condition.
Assumption IV.7. (Lipschitz continuity of C p ): There exists a constant L > 0 such that
for all h, h ∈ H, u ∈ U, and p ∈ P. • Under the above Lipschitz condition on the cost functions, one can show the following. Next we state exponential convergence of F N . The proof is largely inspired from the steps given in [22, Theorem 5.1] and is a standard argument in these set of results. We note that the obtained bound is very crude and in practice, the achieved performance is much better.
Proposition IV.9. (Uniform exponential convergence of F N to F ): Under Assumption IV.7, for any > 0, the following inequality holds for all N ∈ N,
The main result is given below. The proof with minor modifications is as given in [20, Theorem 2.1] . It follows from the uniform exponential convergence of F N p . Theorem IV.10. (Exponential convergence of S N CWE to S CWE ): Let Assumption IV.7 hold. Then, for any sequence { h N ∈ S N CWE } ∞ N =1 , > 0, and N ∈ N, the following inequality holds
where γ and β are given in (12) and δ : R >0 → R >0 is a map such that the pair ( , δ( )) satisfies the condition of Lemma IV.5.
Remark IV.11. (Sample guarantees for approximating S CWE with S N CWE ): Theorem IV.10 implies that if one wants dist( S N CWE , S CWE ) ≤ with confidence 1 − ζ, where ζ ∈ (0, 1) is a small positive number, then one would require at most The obtained cost functions are affine in the flows and so, the CWE is the solution of a linear complementarity problem (LCP) [11] . Solving the LCP, which in this case is a convex optimization problem with quadratic cost and affine constraint, yields the unique CWE as h * = (89.52, 98.39, 72.09, 74.32, 95.68).
For the sample average approximation, we consider three scenarios with different number of samples, N ∈ {50, 500, 5000}. For each of these scenarios, we consider 500 runs. Each run collects N number of i.i.d samples of the uncertainty u, constructs the empirical CVaR costs, and computes the approximation of the CWE h N . Figure 1 illustrates our results. It plots the cumulative distribution function of the random variable h N −h * as estimated using the 500 runs. Note that the complete distribution moves to the left with increasing number of samples. This confirms our theoretical findings that as N increases, the approximate solution h N approaches the CWE almost surely.
VI. CONCLUSIONS
We have considered a nonatomic routing game with uncertain costs and defined the Wardrop equilibrium where agents opt for paths with least conditional value-at-risk. Given i.i.d samples of the uncertainty, we have investigated the Fig. 1 : Plot demonstrates the convergence of the approximate solution h N to the CVaR-based Wardrop equilibrium h * for the two-node five-edge example, see Section V for details. Each line corresponds to a different sample size and depicts the cumulative distribution of h N − h * as obtained using 500 runs. The lines move towards the origin as the number of samples increase depicting the convergence of h N to h * . statistical properties of the sample average approximation of the CVaR-based Wardrop equilibrium. In particular, we have established the asymptotic consistency and the exponential convergence of the approximation scheme under suitable regularity conditions on the cost functions. Future work will involve exploring monotonicity of the deterministic VI problem formed using sample averages and designing efficient algorithms for solving it. We also wish to investigate other data-driven approaches, such as stochastic approximation routines, for computing the equilibrium. Finally, we plan to characterize the price of risk-aversion and the benefit, if any, of having heterogeneous risk-averseness of agents.
