We consider several cases of the point matching problem in which we are to nd a transformation of a set of n points such that each transformed point lies in one of n given pairwise-disjoint \noise regions". We prove upper and lower bounds on the number of possible matches, under a variety of types of transformations (rotations, translations, similarity, etc.) and noise regions (circles, squares, polygons, etc.). We also give e cient algorithms for computing the set of all possible matches, along with a corresponding transformation that realizes each match.
Introduction
A fundamental problem in pattern matching and model-based computer vision is to design e cient algorithms to determine to what extent a set of image features \matches" a set of model features. For example, we may know the pattern (model) of a particular constellation and want to nd an instance of the constellation within an image of the nighttime sky. Or, as another example, we may have given a geometric model of an automobile and want to determine if an instance of it occurs in a given digitized image. A standard approach to this problem is to extract interesting \features" (e.g., a corner of a bumper, a handle, an antenna, etc.) in both the model and the image, using local \interest operators", and then to determine how well these sets of features can be made to correspond when we look at all possible positions of the model with respect to the image (e.g., see Huttenlocher 11] ).
We are therefore motivated to study the following point matching problem: Given a set of n image points A = fa 1 ; : : :; a n g < The term \correspondence" can take on several di erent meanings. In the exact point matching problem (also known as the \image registration problem"), we require that (a i ) = b j for every pair (a i ; b j ) 2 of the matching. In the inexact point matching problem (also known as the \approximate congruence problem"), we only require that (a i ) be close to b j , for each (a i ; b j ) 2 . A natural de nition of closeness is to de ne for each model point b j , a \noise region" B j , and to say that (a i ) is \close" to b j if (a i ) 2 B j . We let R = fB 1 ; : : :; B m g denote the set of noise regions. An example of an inexact point matching problem is illustrated in Figure 1 , where the goal may be to determine if the point set A can be transformed by rotation and translation so that each point lies within exactly one of the noise regions R.
Related Work. The exact point matching problem has been solved in time O(n d?2 log n) for d = d 0 3, and O(n log n) for d = d 0 = 2, with T equal to the set of congruences (translations and rotations, and possibly a re ection); see Alt et al. 1] , earlier work by Atallah 3] and Atkinson 4] , and the recent work of Sprinzak and Werman 19] .
Baird 6] did some of the pioneering work on the inexact point matching problem but left open the question of obtaining polynomial-time algorithms. Alt et. al 1] applied techniques of computational geometry to give polynomial-time algorithms for a wide variety of inexact point matching problems. Several other papers have also obtained e cient algorithms for instances of the inexact point matching problem 2; 9; 10; 14; 17; 18] .
Closely related to the point matching problem is the problem of computing the \distance" between two point sets, under some appropriate de nition of distance. For example, the problem of nding the best translation to minimize Hausdor distance between two point sets has been recently solved in time O(n 3 ) by Huttenlocher et al. 12; 13] . The problem of nding a \least squares" registration between point sets has been addressed by Zikan 20] and by Aurenhammer et. al 5] .
Our Results. In this paper, we consider the inexact point matching problem. We focus on several variations of the inexact point matching problem, as speci ed by various parameters:
(1) The set of allowed transformations T may be pure translation, pure rotation (about a known center), translation plus rotation, translation plus rotation and change of scale (similarity), general a ne transformations, etc. We denote these cases by writing T = T; R; TR; TRS, etc.
(2) We focus on the equal cardinality case (m = n); thus, our interest is in nding \perfect" matchings between points a i and regions B j . We abbreviate the term \perfect matching"
with the term \match".
(3) The regions B j may be unit circles, arbitrary circles, aligned unit squares, arbitrary unit squares, or a set of \normal" polygonal shapes (which are well-behaved disjoint polygons, as we de ne below). In this last case, we let M denote the maximum number of vertices of any one polygon B j and let N denote the total number of vertices of all polygons B j . We note that in most applications the noise regions are assumed to be circles or aligned squares (disks in the L 2 or L 1 metric). (4) Various assumptions about separation of the regions B j can be considered. Previous results 1; 2] allowed for arbitrary overlap among the regions B j , yielding in many cases very high (polynomial) bounds. In this paper we concentrate on the case in which the regions are pairwisedisjoint, and we thereby obtain lower-degree polynomial bounds on the number of matchings and on the time to compute all matchings. Some of our results apply under slightly stronger notions of separation: linearly separable regions and -separated regions (de ned below). In all of our problems, we are interested in both combinatorial bounds on the number of possible matches, and in time bounds on the complexity of algorithms to compute the matches. To nd a 
Sprinzak 17]) match means to produce a matching and to produce a witness transformation that achieves the matching: (a i ) 2 B j for each (a i ; b j ) 2 . All of our algorithms have the feature that they nd all matches; we know of no methods to nd a single match any faster in the worst case than nding all matches. Our results are summarized in the table of Figure 2 . Blank entries indicate that we know of no non-trivial bounds for these cases. Some Notation. We de ne r (p) to be the circular disk (ball) of radius r centered at p; if p is the origin, then we simply write r . We abuse notation by using r (p) also to denote the circle of radius r about p (i.e., the boundary of the disk); the meaning should be clear from context. We say that R = fB 1 ; : : :; B n g are linearly separable if for each pair of regions there exists a line separating that pair. We say that R is -separated if there exists an > 0 such that no disk of radius intersects two distinct regions B i and B j (implying that no two regions can be closer than distance 2 ).
We say that a set of simple polygons is normal if their convex hulls are pairwise-disjoint, each hull has an aspect ratio bounded above by a constant, 1 , and the ratio of the largest diameter to the smallest diameter is bounded above by a constant, 2 . (The aspect ratio of a convex gure is the ratio of its diameter to its width.) Note that normal shapes are necessarily linearly separable.
When we speak of the pure rotation problem (T = R), we will assume without loss of generality that the center of rotation is the origin. We de ne the orbit of point a i to be the circle, jjaijj , centered at the origin of radius equal to jja i jj, the Euclidean length of a i .
Organization. The remainder of this paper is organized as follows: In Section 1 we discuss lower bounds on the number of matches under translation, and pure rotation. In Section 2 we give upper bounds on the number of matches in several cases. Section 3 describes algorithms for nding matches. We conclude in Section 4 with some discussion and open problems.
Lower Bounds on the Number of Matches
In this section we describe the construction of lower bounds of various point matching problems. Arkin et al. 2] and Sprinzak 18] have given lower bounds for the case of matching points to noise regions, where the two sets are of unequal cardinality (m 6 = n) and/or the noise regions may overlap.
The case we discuss here is that of equal cardinality (m = n) and of pairwise-disjoint noise regions.
For the case of pure translation (T = T), Alt et al. 1] showed that there is at most one match when the noise regions are unit circles. Thus, the trivial lower bound of 1 is a tight bound in this case. (In the next section we generalize this to the case of noise regions that are linearly separable.) For the case of pure rotation, we obtain some simple lower bounds:
Theorem 1 Let R = fB 1 ; : : :; B n g be an arbitrary set of n pairwise-disjoint regions. Then, there exists a set of n points A and a placement of the regions R so that, in the case of pure rotation (T = R), there can be n distinct matches.
Proof. Let C be a large circle centered at the origin, and let the points A be evenly spaced along C. Place Remark. In Theorem 6 we show this bound to be tight when the noise regions are circles.
Theorem 2 Consider the problem of matching under pure rotation (T = R) a set of n points A = fa 1 ; : : :; a n g and a set of n unit squares (at arbitrary orientations) R = fB 1 ; : : :; B n g. There can be (n 2 ) distinct matches.
Proof. We describe the construction of an example in which there are a quadratic number of distinct matches between points and unit squares. Figure 3 shows the macroscopic placement of the squares: There are n=2 \inner" squares with centers equally distributed about the circle r of radius r (very large), and there are n=2 \outer" squares with centers equally distributed about the slightly larger circle r+1+ , with the inner and outer rings of squares having their centers at the same set of n=2 angular coordinates. Furthermore, each of the two squares whose center lies at angular coordinate is oriented with two of its sides at angle , and there is a tiny gap of > 0 between the two squares. (It is helpful to think of the gap size as actually being zero, so that the squares are abutting.)
The placement of the points A is intricate. We place the points along the circle r 0 , where r 0 = r + 1=2 + 0 for a small number 0 > . We pick and 0 so that r 0 intersects each of the inner squares in two disjoint arcs and each of the outer squares in exactly one arc. Note that in the construction above we needed to have the unit squares be at (n) di erent orientations. This raises the question of how many perfect matchings can be attained when the noise regions are aligned unit squares (with sides parallel to the axes). An answer is given by the lower bound in the following theorem, together with an (almost matching) upper bound given in the next section (Theorem 7).
Theorem 3 Consider the problem of matching under pure rotation (T = R) a set of n points A = fa 1 ; : : :; a n g and a set of n aligned unit squares R = fB 1 ; : : :; B n g. The number of matches in the worst case is bounded below by 5n ? 16 = (n).
Proof. We prove the theorem by the following construction. Centered on each of the four axes we place a pair of essentially touching squares, as in the proof of Theorem 2, such that a circle r 0 of radius r 0 (centered at the origin) intersects the inner square in two arcs U i V i and Y i Z i and the outer square in a single arc W i X i , for indices i = 1; 2; 3; 4 corresponding to the +y-, +x-, ?y-, and ?x-axes, respectively.
We rst describe how we place the points A with respect to these eight squares. In the pair of squares intersected by the positive y-axis we place point a 1 on the arc U 1 V 1 at arc length from W 1 , and we place point a 2 on arc W 1 X 1 at arc length from Y 1 . We choose to be small enough so that 4 < jU 1 V 1 j; jW 1 X 1 j, and we denote the arc length from a 1 to a 2 by . (The separation will be determined by n and other constraints of the construction.) On the pair intersected by the positive x-axis we put a point on the arc U 2 V 2 at arc length 2 from W 2 , and a point on arc W 2 X 2 at arc length 2 from Y 2 . Similarly we places pairs of points on r 0 straddling the ?y-and ?x-axes, using o set arc lengths of 3 and 4 , respectively.
The remaining n ? 8 points of A are distributed along the circle r 0 , one quarter of the points in each quadrant, such that the points are equally spaced (with spacing ) within each quadrant, with the exception of one interval within each quadrant. (We assume that n is divisible by 4.)
Speci cally, the arc lengths of ain 4 ain 4 +1 are ? (for i = 1; 2; 3), and the arc length of a n a 1 is + 3 . We refer to these four intervals as special. The parameter is selected in order for the sum of all arc lengths to equal the circumference of r 0 . Refer to Figure 5 .
We place the remaining n ? 8 
Upper Bounds on the Number of Matches
In this section we prove upper bounds on the number of possible matches for several cases of the matching problem, beginning with the case of pure translation. Alt et al. 1] show that there is at most one match in the case in which the noise regions are disjoint unit circles in the plane. We generalize their result to the case of linearly separable noise regions. In particular, our result applies to the case of pairwise-disjoint convex noise regions.
Theorem 4 There is at most one perfect matching between a set A = fa 1 ; : : :; a n gof n points and a set R = fB 1 ; : : :; B n g of n linearly separable regions under pure translation.
Proof. The proof is an extension of the proof in Alt et al. 1] . A perfect matching is a permutation on the sequence f1; : : :; ng. A cycle is de ned as a cyclic shift of a subset of points between regions. A relation \< t " can be de ned on the set of noise regions as follows: B i < t B j if there exists a ray in the direction of t starting from B i and passing through B j . We claim that the relation \< t " has the following two properties:
(a). \< t " is anti-symmetric.
(b We conclude the proof of the theorem by noting that property (b) rules out the possibility of the cycle indicated in equation (1). 2
We now turn to pure rotation, and consider the case of linearly separable noise regions (which clearly includes all convex cases of noise regions). The following theorem shows that the lower bound we showed in Theorem 2 is tight:
Theorem 5 Consider the problem of matching under pure rotation (T = R) a set of n points A = fa 1 ; : : :; a n g and a set of n linearly separable regions R = fB 1 ; : : :; B n g. The number of matches is bounded above by O(n 2 ).
Proof. The orbit of a point a i 2 A may enter and leave any one region B j many times (in fact, arbitrarily many times). However, the fact that the regions R are linearly separable implies that the orbit of a i cannot visit a subsequence of regions of the form \:::B k :::B`:::B k :::B`:::" (k 6 =`). This implies that during a full rotation of A, the region that contains a i can switch at most 2n ? 1 times (e.g., since 2n ? 1 is the maximum length of an order 2 Davenport-Schinzel sequence; see Hart and Sharir 10] ). Applying this analysis to each of the n points yields the O(n 2 ) bound. 2
Next we consider the case in which the noise regions are disjoint circles, and prove an upper bound that matches the lower bound that we showed in Theorem 1: Theorem 6 Consider the problem of matching under pure rotation (T = R) a set of n points A = fa 1 ; : : :; a n g and a set of n circles (of any size) R = fB 1 ; : : :; B n g. The number of matches is at most n (and this bound is tight in the worst case).
Proof. Assume rst that no circle covers the origin. De ne a cut path as follows. Consider the vertical ray from the origin. De ne to be the path we get by replacing portions of that are interior to a circle B j by the shorter of the two corresponding arcs of B j .
If there exists a circle B i that covers the origin, then we modify the de nition of the cut .
We de ne to go along a straight segment from the origin to the closest point on the boundary of B i , then to go along a semi-circular arc of the boundary of B i to the point of B i farthest from the origin, and then to continue, as in the case of no circle covering the origin, along a ray away from the origin, going around any circles that are encountered by taking the shorter of the two corresponding arcs.
Note that is a radially monotone path (i.e., monotone in the distance, r, from the origin).
This implies that as we rotate the points A about the origin, each point will pass over exactly once. Thus, with respect to rotations of A, there are exactly n homotopically distinct positions of the cut . (We think of \cutting" the plane along ; intuitively, this gets rid of the \wrap-around" e ect of rotational motion.) Without loss of generality, we assume that the point set rotates clockwise. We can de ne a relation \< c " among the circles: B i < c B j if a clockwise directed arc (centered at the origin) goes from B i to B j without crossing (or touching) . It is easy to check that the relation \< c " satis es the same two properties as did \< t " in the proof of Theorem 4; namely, \< c " is anti-symmetric and \transitive". As a result, for each of the (at most) n positions of the cut with respect to A, there can be at most one possible match. 2
It is interesting to ask where, in the above proof, did we use the assumption that the noise regions are circles? What we needed was that the intersection of any noise region with any circle centered at the origin must consist of at most one arc. This implies that the cut is radially monotone, since it always follows the boundary of a noise region from the point closest to the origin to the point furthest from the origin. This property of noise regions is obeyed by a broader class of shapes than just circles. When this property fails, as in the case of arbitrary unit squares, we have already seen that there can, in fact, be a quadratic number of distinct matches (Theorem 2).
However, we now show that if the unit squares are aligned, then we can still get an O(n) bound on the number of possible matches:
Theorem 7 Consider the problem of matching under pure rotation (T = R) a set of n points A = fa 1 ; : : :; a n g and a set of n aligned unit squares R = fB 1 ; : : :; B n g. The number of distinct matches is at most 5n.
Proof. A noise region that intersects the orbit of some point, a i , in two arcs will be called \bad" for a i . Clearly, a bad square must be cut by one of the coordinate axes. If none of the noise regions R are bad, then, by the discussion above, the exact same proof goes through as in the case of circular noise regions, allowing us to conclude an upper bound of n on the number of distinct matches. Thus, we assume that some of the squares are bad.
Similar to before, we de ne a cut as follows. From the origin, path initially goes straight up; when a square is encountered, turns left, following the bottom of the square until its lower left corner; then goes up again, etc, until nally goes to in nity along a vertical ray. It is easy to see that is radially monotone (monotone in r); thus, there are exactly n positions of A that are homotopically distinct with respect to .
Because of the bad squares, however, each distinct position of the points A with respect to the cut may give rise to more than one match. But, because the squares are all of equal size, the orbit of each point a i 2 A can intersect at most four bad squares. Hence, each match that occurs without a change in the homotopic position of A with respect to , can be charged to a (point, bad square)-pair. Thus, there are at most 4n such \additional" matches that occur while having no point of A cross the cut . In total, then, we get an upper bound of 5n. 2
Remark. Note that the upper bound given in the above theorem matches the lower bound given in Theorem 3 up to an additive constant of 16. Also, it is an open question to determine the maximum number of possible matches for aligned unequal size squares. (The di culty comes from the fact that there may be many more than four bad squares per orbit of a point a i .)
We come now to one of our main results:
Theorem 8 Consider the problem of matching under translation, rotation, and scale (T = TRS) a set of n points A = fa 1 ; : : :; a n g and a set of n unit circles R = fB 1 ; : : :; B n g. The number of distinct matches is O(n 2 ).
Proof. The proof is based on the following six lemmas:
Lemma 9 A transformation which is a translation and scale can be written as a pure scale with respect to some origin.
Proof. The proof is trivial: Let (p) = p + t, for translation vector t, and scale parameter 6 = 0. We can write (p) = (p + t ), which is a pure scale with respect to a new origin, ? t . 2 Lemma 10 Under scale alone (T = S, i.e., (p) = p for some scalar ), there can be at most one match between a set of n points and n unit circles.
Proof. Without loss of generality, the scale factor is > 1. A point will move from circle B i to circle B j only if the center of B i is closer to the origin than the center of B j . Thus a cycle of points switching positions is impossible since the point in the farthest circle of the cycle has no circle to which it can be matched. 2
Remark. Note that Lemma 10 fails for the case of aligned unit squares.
Lemma 11 Under combined translation and scale there is at most one match between n points and n unit circles.
Proof. Under translation only or scale only there is at most a single match (Theorem 4 and Lemma 10). By Lemma 9, a scale plus translation can be written as a pure scale with respect to some (new) origin, and thus, by Lemma 10, the claim follows. 2 Lemma 12 Given a set A = fa 1 ; : : :; a n gof n points in the plane. Let a = 1 n P i a i denote the center of mass of A, and assume that a 1 is the point of A farthest from a . Let T denote the set of similarity transformations, , such that (a ) 2 C and (a 1 ) 2 C 1 , where C and C 1 are disks of radius . Then, the set of transformations of a i , f (a i ) j 2 T g, lies within a disk of radius 3 , for each i = 1; : : :; n.
Proof. Let be a similarity transformation such that (a ) 2 C and (a 1 ) 2 C 1 . We can write (a) = Ra+t, where is the scale factor, R is the rotation matrix, and t is the translation vector corresponding to . Let 0 be the similarity transformation that maps point a to the center of circle C and maps point a 1 to the center of circle C 1 ; we write 0 (a) = 0 R 0 a + t 0 . We will show that (a i ) must lie within the disk of radius 3 centered at point 0 (a i ). Lemma 13 Assume that the noise regions R = fB 1 ; : : :; B n g are convex. Then the set of all rotation parameters for which there exists a similarity transformation that maps point a i to noise region B i , for i = 1; : : :; n, corresponds to a (connected) subarc of 1 .
Proof. Consider a similarity transformation (a) = R a+t, where t = (x; y) denotes a translation vector, > 0 denotes scale, and R denotes the rotation matrix corresponding to rotation by angle . (We can assume that > 0, since there is no similarity transformation with = 0 that maps n 2 points a i to disjoint noise regions B i , for all i = 1; : : :; n.) We identify values of with points on the unit circle 1 ; speci cally, $ (cos ; sin ). We consider to be a point in < 4 with coordinates (x; y; r 1 ; r 2 ), where r 1 = cos and r 2 = sin . It is easy to see that the set Q = f 2 < 4 j (a i ) = R a + t 2 B i i = 1; : : :; ng is a convex subset of < 4 (as in Baird 6] ). Let denote the set of all rotations for which there exists a similarity transformation 2 Q with rotation matrix R . We need to show that the subset of 1 corresponding to is connected.
Consider two points 1 ; 2 2 , and let 1 ; 2 2 Q be corresponding similarity transformations. The convexity of Q implies that = 1 + (1 ? ) 2 Remark. In fact, the statement of the above lemma can be strengthened to say that the set of similarity transformations that map each point a i to region B i is a connected subset of the (cylindrical) four-dimensional manifold that represents the set of all similarity transformations embedded in the ve-dimensional space parameterized by (x; y; ; cos ; sin ).
Lemma 14 Consider the problem of matching under translation, rotation, and scale (T = TRS) a set of n points A = fa 1 ; : : :; a n g and a set of n unit circles R = fB 1 ; : : :; B n g. Let 
Proof of Theorem 8:
We continue to use the notation that a denotes the center of mass of the points A and that b denotes the center of mass of the points B, which are the centers of circles R. We assume (without loss of generality) that a 1 is the point of A farthest from a .
To prove the theorem, it su ces to show that if the point a 1 is constrained to have its image, (a 1 ), be inside one particular unit circle, B i 2 R, then there are at most O(n) matches. Choose a small circle C 1 from the covering of 1 (b ), and C 2 from the covering of B i . We will prove that if we constrain a to be inside C 1 and a 1 to be inside C 2 , we get at most n di erent matches. This proves the theorem, since the number of pairs (C 1 ; C 2 ) is constant (for a xed B i ). By Lemma 12, if (a ) and (a 1 ) lie within C 1 and C 2 respectively, which are of radius 1 3 0 , then each point (a i ) is constrained to be within a circle of radius 0 . By our choice of 0 , a circle of radius 0 can intersect at most two unit circles in R. Hence, during this motion, (a i ) can be in at most two di erent noise regions (unit circles). We de ne a bipartite graph, whose \left" set of nodes corresponds to the set A, and whose \right" set of nodes corresponds to R. An edge connects a point-node, a i , with a circle-node, B j , if there exists a transformation 2 T of A, satisfying the constraints (a 1 ) 2 C 1 and (a ) 2 C 2 , such that (a i ) 2 B j . Note that, since a i remains within a circle (of radius 0 ) that can intersect at most two circles from R, each left node in the bipartite graph is of degree at most two.
We need to bound the number of possible matches in this bipartite graph. As in Alt et al. 1] ,
we proceed to solve the matching problem in the bipartite graph, as follows. For each node u of degree one, we delete the node u, add the corresponding edge (u; v) to the matching, and delete the other edges incident to v. We repeat this process until all nodes have degree at least two.
We claim that, if there exists a perfect matching, then each node in the resulting graph will in fact have degree exactly two. To see this, consider a connected component that has m left nodes. If there exists a perfect matching, it must also have exactly m right nodes. Now, each left node has degree exactly two (since left nodes have degree at most two), so there can be at most 2m edges in the connected component. This implies that each right node has degree exactly two, implying that the connected components are cycles. Consider one such cyclic component. It has exactly two possible matches | denote them by 1 and 2 . Hence, there are at most two valid matches between the corresponding points and circles.
Let denote the parameter of rotation of the point set A, and de ne I 1 (resp., I 2 ) to be the set of angles for which the match 1 (resp., 2 ) is obtained for some choice of scale and translation. We identify values of with points of 1 . Then, Lemma 13 implies that I 1 (and, similarly, I 2 ) consists of a single (possibly empty) arc of the circle 1 . Lemma 11 implies that the two arcs I 1 and I 2 are disjoint.
Thus, the union of the endpoints of arcs I 1 and I 2 for all connected components yields an arrangement of O(n) points on the circle 1 . These O(n) points partition 1 into arcs, each of which corresponds to at most one perfect matching. 2
Remark. It is interesting to note that the proof of the preceding theorem breaks down for the case of aligned unit squares. There are two problems in trying to apply this proof. The rst is that Lemma 10 (and, hence, Lemma 11) is not true for aligned unit squares. The second problem is that there does not exist a small enough region that is guaranteed to intersect at most two disjoint unit squares, and, hence, when we build the graph as above, it will not have the property that all nodes on the left have degree at most two. This leaves open the question of bounding the number of matches under similarity in the case of aligned unit square noise regions.
Algorithms for Finding Perfect Matchings
In this section we describe algorithms for nding matchings between a point set A = fa 1 ; : : :; a n g and a set of noise regions R = fB 1 ; : : :; B n g. By exploiting the special nature of pairwise-disjoint noise regions, we obtain running times better than those previously known 1; 2] for the general case.
We begin with noise regions that are linearly separable polygons (not necessarily normal) and the allowed motion is pure rotation. Theorem 5 showed that the maximum number of distinct matches is O(n 2 ). We now see that these can be computed in time O(nN log N) , where N is the total number of edges of all noise regions.
Theorem 15 Consider the problem of matching under pure rotation (T = R) a set of n points A = fa 1 ; : : :; a n g and a set of n linearly separable polygonal noise regions R = fB 1 ; : : :; B n g, Note that the above algorithm applies also to the case in which the n noise regions are circles of possibly di erent radii; the time bound is then O(n 2 log n). For the case of unit circles we will give an improved algorithm below. We will need the following lemma: Lemma 16 Consider the problem of matching under pure rotation (T = R) a set of n points A = fa 1 ; : : :; a n g and a set of n unit circles R = fB 1 ; : : :; B n g. Given a correspondence between points and circles, the set of all rotations that achieve this correspondence can be found in time O(n).
Proof. We assume without loss of generality that the correspondence matches point a i to circle B i for each i. Let I i denote the set of rotation angles for which the rotated image of point a i lies in circle B i ; each such I i corresponds to an arc on the unit circle, 1 . We need to determine whether or not I 1 \ \ I n = ;. We do this by incrementally computing I 1 \ \ I i . Note that since at most one circle can contain the origin, at most one of the arcs is of length greater than ; let this arc, if it exists, be I n , the last one added to the intersection set. Then, the set I 1 \ \ I i is always an arc of length less than , so its intersection with I i+1 is always a single arc or empty, for i = 1; : : :; n ? 1, n > 1. This implies that this incremental construction requires O(n) time. 2
Remark. Alt et al. 1] give an O(n log n) algorithm for the case of matching under pure rotation when the noise regions are allowed to overlap arbitrarily; Iwanowski 15] shows a lower bound of (n log n) for this general case.
Theorem 17 Consider the problem of matching under pure rotation (T = R) a set of n points A = fa 1 ; : : :; a n g and a set of n unit circles R = fB 1 ; : : :; B n g. There exists an algorithm to nd all ( n) matches in time complexity O(n 2 ) and space complexity O(n 2 ).
Proof. We identify points of the circle 1 with values of the rotation parameter . We sort the points A according to distance from the origin, with a 1 being the point farthest from the origin.
We construct the cut path , as de ned in the proof of Theorem 6. (This is done in time O(n), after having sorted the points A in time O(n log n).)
Those values of for which the rotated image of a 1 lies in some circle of R form a collection of O(n) primary intervals, which correspond to intersections between the orbit of a 1 and R. The primary intervals are easily found in time O(n). If the set of primary intervals is empty, then there can be no perfect matching; thus, we assume that there is at least one primary interval.
Consider the orbit of a 1 to be partitioned into pieces of arc length 0 = 2 3 p 3 ? 1. For rotations of A that keep the image of a 1 within one such piece, each other point a i (i 2) must execute a motion that lies within a ball of radius 0 (since a 1 is the point furthest from the center of rotation). By the choice of 0 , this implies that each point a i will intersect at most two di erent noise regions (disjoint unit circles) during a motion that keeps a 1 within a single piece. There are only a constant number of pieces corresponding to one primary interval. Thus, we can subdivide the primary intervals into O(n) primary subintervals, according to the partitioning into pieces.
There are exactly n?1 values of that correspond to the orbit of some point a i (i 2) crossing the cut path , since is radially monotone. These values, which can be determined in O(n log n) time, induce a re nement of the primary subintervals into O(n) basic intervals. Furthermore, by the arguments of Theorem 6, and by the choice of these re ning values, we see that there can be at most one match per basic interval. Now we proceed as in the proof of Theorem 8: For each of the O(n) basic intervals, we de ne a bipartite graph whose left set of nodes is the set of points A and whose right set of nodes is the set of circles R. An edge connects a point-node, a i , to a circle node, B j , if there exists a rotation within the basic interval such that the (rotated image of) point a i is in circle B j . By the construction of the basic intervals, this bipartite graph has left nodes with degree at most 2. This will permit a simple matching algorithm, as described below.
First, we show that these bipartite graphs can be constructed e ciently. For one basic interval, we build the graph in the straightforward way, in time O(n 2 ). In order to update the graph when we rotate A so that the image of a 1 moves from one basic interval to the next one (going, say, clockwise), we must examine the corresponding motion of each point a i (i 2) along its orbit. We do this simply by \walking" along a i 's orbit from its subarc corresponding to the rst basic interval to its subarc corresponding to the next basic interval, noting any crossings with circles R.
Since the walk is monotonic, each crossing with a circle will be encountered only once. This implies an overall time bound of O(n 2 ), provided we have the intersection points with circles R in sorted order along each orbit. This is easily accomplished in O(n) time per orbit, given an O(n log n)
preprocessing step in which we sort the centers of circles R by angle about the origin: simply check each circle, in order, for intersection with a given orbit. In order to solve the matching problem on each bipartite graph, we proceed as in the proof of Theorem 8: We delete a node of degree one, and the corresponding incident edge, and repeat this process until we are left with a graph whose nodes all have degree at least 2. By arguments in the proof of Theorem 8, this implies that the connected components are cycles, if there exists a matching. There are two possible graph matchings per cycle. Using the algorithm described in Lemma 16 for the case of labeled point matching, we can determine for each possible graph matching the (possibly empty) interval of values (within the given basic interval) for which there exists a match between the corresponding points and circles; this requires time linear in the size of the cycle. For each cycle, at most one of the two possible graph matchings will have a nonempty corresponding interval (for the same reasons that there is at most one match per basic interval). If any cycle has both intervals empty, then there can be no perfect matching of points to circles for the given basic interval. Thus, assume that each cycle has exactly one nonempty interval. We can then intersect these intervals to obtain the set of all rotations that yield a perfect matching for the given basic interval. The total time per basic interval is O(n), completing the proof. 2 Theorem 18 Consider the problem of matching under translation and rotation (T = TR) a set of n points A = fa 1 ; : : :; a n g and a set of n unit circles R = fB 1 ; : : :; B n g. There exists an algorithm to nd all matches in time complexity O(n 4 log n). Furthermore, the number of matches is O(n 4 ).
Proof. Let a 1 be, without loss of generality, the point in A farthest from the center of mass, a . By Lemma 14, in any match, the center of mass, a , of the points A, must lie in 1 (b ), the unit circle around the center of mass of the centers of the circles R = fB 1 ; : : :; B n g. For each point a j we determine and store the (constant number of) noise regions that intersect 3 ( 0 (a j )); this can be done na vely in time O(n) per choice of B i and a j .
Let us x attention on one pair of points, a j and a k , of A. There are only a constant number of pairs of circles that can be matched to a j and a k . Let B j 0 and B k 0 be one such pair. If we constrain (a j ) and (a k ) to lie on the boundaries of B j 0 and B k 0 , respectively, then there remains only one degree of freedom in the motion of A. We let t denote the parameter of this motion. Then, each point a`(`6 = j; k) must be mapped onto an algebraic curve of low degree in t (degree at most 6). Such a curve can intersect a circle at most 12 times. Thus, subject to the constraints on points a j and a k , (a`) executes a motion along a curve that has at most a constant number of crossings with boundaries of each of a constant number (at most 25) of noise regions. Since we have determined already the noise regions that intersect 3 ( 0 (a`)), we can compute the values of t that correspond to crossings in constant time. We call the values of t corresponding to crossings the critical values of t. In all, there are O(n) critical values of t corresponding to the points a`,`6 = j; k. We sort the critical values of t (in time O(n log n)) and examine the corresponding critical intervals of t. We know that there can be as many as (n) matches with distinct correspondences. If we were presented with these correspondences, one at a time, and checked each for being a matching under rotation and translation, we would spend time O(n 4 log n) to verify the correctness of the given correspondences. Our algorithm above achieves this same time bound for the (apparently harder) problem of nding all matches.
An immediate extension of Theorem 18 allows the transformation to be a similarity: The only change to the algorithm is that, in order to obtain a single degree of freedom, we now need to constrain triples of points of A to the boundaries of a constant number of triples of noise regions.
This has the e ect of increasing the time complexity by a factor of n: Theorem 19 Consider the problem of matching under translation, rotation, and scale (T = TRS) a set of n points A = fa 1 ; : : :; a n g and a set of n unit circles R = fB 1 ; : : :; B n g. There exists an algorithm to nd all matches in time complexity O(n 5 log n). Furthermore, the number of matches is O(n 5 ).
Theorem 18 can be generalized to handle noise regions that form a normal set of polygons (which include the cases of aligned or arbitrary unit squares), as we now argue. The crucial property of normal shapes that we exploit is the following: The number of shapes that intersect a disk of some xed radius r is bounded above by some number, K(r; 1 ; 2 ), depending on r, 1 , and 2 .
By the remark after Lemma 13, for any that yields a match, the image of the center of mass (a ) must lie in a bounded region; speci cally, k (a ) ? b k r max , where r max is the radius of the largest circumscribing circle for any B j . Thus, if we constrain (a 1 ) to lie in noise region B i (which is certainly contained within a disk of radius r max ), then (a j ) lies within a disk of radius 3r max , for each of the points a j 2 A. By the property mentioned above, such a disk can intersect at most some number, K(3 max ; 1 ; 2 ), of noise regions (which depends only on the constants 1 and 2 that characterize the normal set of regions). Then, for each choice of a pair of points a j and a k , we see that each of the disks containing (a j ) and (a k ) intersects with at most O(M) polygon edges, implying that there are O(M 2 ) choices for a pair of edges to which we constrain the pair of points. For each of these O(n 2 M 2 ) choices of point-edge pairs, (a`) is constrained to lie on a curve of bounded degree, which can intersect any one polygon edge at most a constant number of times. Since (a`) must also lie within a disk that intersects only a constant number of noise regions, this implies that there are only O(nM) critical values of the curve parameter t. Continuing as before, then, we solve the resulting one-degree-of-freedom problem in time O(nM log nM) = O(nM log N).
We have thus argued the following: Theorem 20 Consider the problem of matching under translation and rotation (T = TR) a set of n points A = fa 1 ; : : :; a n g and a set of n normal polygonal regions R = fB 1 . We conclude this section with one further variation on our algorithms, for the case in which the noise regions are aligned unit squares that are -separated:
Theorem 22 Consider the problem of matching under translation and rotation (T = TR) a set of n points A = fa 1 ; : : :; a n g and a set of n aligned unit squares R = fB 1 ; : : :; B n g that areseparated. There exists an algorithm to nd all matches in time complexity O(n 2 (1 + ?4 ) log n) and space complexity O(n).
Proof. The algorithm is similar to previous ones. As usual, without loss of generality, we assume that a 1 is the point of A farthest from a . From the remark after Lemma 14, we know that, for a transformation corresponding to a valid match, the (transformed) center of mass, (a ), lies within the disk C = .) For each square B i , in turn, we consider the allowed motions of A when (a 1 ) is constrained to lie within B i . We cover the circle C and the square B i by small circles of radius 1 3 . Consider a pair of (small) circles, C 1 and C 2 , from the coverings of C and B i , respectively. (Note that the number of choices for this pair is O((1= ) 4 ).) We know by Lemma 12 that if we consider a transformation 2 T such that (a ) 2 C 1 and (a 1 ) 2 C 2 , then, for each point a j 2 A, (a j ) lies in a disk of radius about point 0 (a j ) (where 0 is the similarity transformation mapping a 1 to the center of C 1 and a to the center of C 2 ). As in the proof of Theorem 8, we build a bipartite graph, only this time the degree of a point node is at most one, since a disk of radius can intersect at most one of the -separated regions R. Thus, there is at most one matching in the graph, which we can nd in O(n) time. Using this correspondence, we determine in time O(n log n) whether this correspondence constitutes a matching of the points to the squares, by the algorithm of Imai, Sumino, and Imai 14] .
It remains to be shown how to build each bipartite graph in time O(n log n). This is done by rst constructing the Voronoi diagram of the squares R (treating each square as a \source"), which is done in time O(n log n) using, for example, the algorithm of Fortune 7] . We then determine the square of R that is closest to the point 0 (a j ), for each j, by doing O(n) point location queries, at a cost of O(log n) time each 16] . This allows us to determine the edges of the bipartite graph in time O(n log n) (for each choice of B i ). 2 
Conclusion
Several directions for further study are suggested by our work:
1. First, there are several blank entries in our table of complexity results (Figure 2) . Also, there are some notable gaps in the bounds we have been able to prove in this paper; for example, in the case of translation and rotation, and noise regions that are disjoint aligned unit squares,
we have a huge gap between the lower bound of n and the upper bound of O(n 4 ) on the number of possible distinct matches. 2. We have focused on the case in which the cardinalities of the sets of image points and model points are equal (m = n). It is more realistic to consider the case of unequal cardinalities. If we have n points and m = n + k regions, then we can obtain complexity bounds in terms of k and n. Note that in many applications k is likely to be small.
As an example of the increased complexity in the unequal cardinality case, note that even for one degree of translational freedom, there is a lower bound of (nk) on the number of matches, in contrast to the unique match that exists when m = n. One of the means used to obtain upper bounds and faster algorithms, namely Lemma 14, which relates the transformation of a , the center of mass of the points, to b , the center of mass of the region centers, fails to hold when m 6 = n. This means that we cannot extend our proof of Theorem 8 to this case.
However, it is not hard to extend the algorithms of Theorems 18, 19, 20 , and 21: Instead of \pinning" the pair of points a and a 1 , we pin the pair of points of A that are farthest apart.
The resulting running times each increase by a factor of n. , how many matches are obtainable under pure translation? Unlike the corresponding problem in two dimensions, it is now possible to have more than one match: consider three lines whose projection onto a plane yields a \cycle" of overlaps.
NSF grant ECSE-8857642, by a grant from Hughes Research Laboratories, and by Air Force O ce of Scienti c Research contract AFOSR-91-0328.
