expansion method (EM). Obtained soliton solutions are designated in terms of kink, bell-shaped solitary wave, periodic and singular periodic wave solutions. These solutions may be useful and desirable to explain some nonlinear physical phenomena.
Introduction
In applied sciences, each physical event can be modeled mathematically. Nonlinear partial differential equations (NPDEs) have an important place for solution of problems in mechanic and geometry of the surface work. So, it is important to have information about general solutions of these type of problems.
There is no general method to obtain general solutions of NPDEs. It is generally used many transformation methods. These transformation methods are used to convert NPDEs to ODEs. Most of these methods are based on finding balance term with balancing of the highest order linear and nonlinear term with the help of the homogeneous balance method. Hence, these type methods only use for NPDEs. Some of these methods are: tanh methods [3, 4, 11, 12, 19] , Exp-function method [7] , Jacobi elliptic function method [5] , 1 G , then we acquire
Step 1. If λ < 0, we have the solution of Eq. (2.1)
where A 1 and A 2 are arbitrary constants. Thus, we acquire
where σ = A 2 1 − A 2 2 .
Step 2. If λ > 0, we write the solution of Eq. (2.1)
and therefore,
Step 3. If λ = 0, we obtain the solution of Eq. (2.1)
Now, let us illustrate how this method works. Therefore, let us consider an NLPDE is given by
where u = u (x, t) is an unknown function. By using the transformation u (x, t) = u (ξ), ξ = x − V t then we get a nonlinear ODE for u (ξ)
Assume that the solutions of Eq. (2.4) can be expressed by a polynomial φ and ψ as follows:
where a i (i = 0, 1, ..., M ) and b i (i = 1, ..., M ) are constants to be determined later. M is a positive integer that can be determined by balancing the highest order derivative and with the highest nonlinear terms in Eq. (2.4). Substitute Eq. (2.5) into Eq. (2.4) along with Eq. (2.2) and Eq. (2.3), the Eq. (2.4) can be converted into a polynomial in φ and ψ. Equating the coefficients of each power of φ i ψ j to zero yields a system of algebraic equation for a i , b i , V, µ and λ. We solve this algebraic equation with the aid of Mathematica 7.0. Thus, we obtain the general solutions in terms of the hyperbolic functions for λ < 0. We acquire the general solutions in terms of the trigonometric functions for λ > 0 and we have the general solutions in terms of the rational function for λ = 0.
Applications
Example 3.1. The potential KdV equation has the form
where V is velocity of soliton. We acquire balance M = 1. Thus, we choose a solution of Eq. (3.2) as 
We obtain the roots of Eq. (3.4) with the aid of Mathematica as
Substituting Eq. (3.5) into Eq. (3.3), we acquire the following solutions of Eq. (3.1):
where σ = A 2 1 − A 2 2 and ξ = x + λt. Setting A 1 = 0, A 2 > 0 and µ = 0 in Eq. (3.6), we have the hyperbolic solution
Setting A 2 = 0, A 1 > 0 and µ = 0 in Eq. (3.6), we obtain the hyperbolic solution
2) and by using Eq. (2.2) and Eq. (2.3), we acquire the system for a 0 , a 1 , b 1 , µ, σ, λ and V . These systems are
We have the roots of Eq. (3.8) with the aid of Mathematica as
Thus, we acquire the following solutions of Eq. (3.1).
where σ = A 2 1 + A 2 2 and ξ = x + λt. Setting A 1 = 0, A 2 > 0 and µ = 0 in Eq. (3.9), we find the trigonometric solution
Setting A 2 = 0, A 1 > 0 and µ = 0 in Eq. (3.9), we have the trigonometric solution
Case 1.3. For λ = 0, we acquire the following system:
We have the roots of Eq. (3.10) with the aid of Mathematica as Remark 3.2. Wang et al. [14] obtained the singular 1-soliton solution by using the ansatz method for Eq.
(3.1). Also, they found hyperbolic and trigonometric solutions by the aid of G G -expansion method. Our solutions (3.6) and (3.9) are different from their solutions (17) and (18), and more general. 
If we use u (x, t) = u (ξ), ξ = x − V t, Eq. (3.11) becomes
From Eq. (3.12), we have
Case 2.1. For λ < 0, we acquire the following another systems:
14)
We find the roots of Eq. (3.14) with the aid of Mathematica as
Substituting Eq. (3.15) into Eq. (3.13), we obtain the following solutions of Eq. (3.11). Family 2.1.
u (x, y, z, t) = a 0 + 1 2
v (x, y, z, t) = e 0 + 1 2
w (x, y, z, t) = c 0 + 1 2
where σ = A 2 1 − A 2 2 and ξ = x + y + z + 2 (a 0 + c 0 + e 0 ) t. Setting A 1 = 0, A 2 > 0 and µ = 0 in Eq. (3.16), we have the hyperbolic solution
Setting A 2 = 0, A 1 > 0 and µ = 0 in Eq. (3.16), we obtain the hyperbolic solutions 17) w (x, y, z, t) = c 0 + 1 2
Case 2.2. For λ > 0, substituting Eq. (3.13) into Eq. (3.12) and by using Eq. (2.2) and Eq. (2.3), it yields a set of algebraic equations for a 0 , a 1 , b 1 , c 0 , c 1 , d 1 , e 0 , e 1 , f 1 , µ, σ, λ and V . These systems are
We find the roots of Eq. (3.18) with the aid of Mathematica as 
where σ = A 2 1 + A 2 2 and ξ = x + y + z + 2 (a 0 + c 0 + e 0 ) t. Setting A 1 = 0, A 2 > 0 and µ = 0 in Eq. (3.20), we have the trigonometric solutions
Setting A 2 = 0, A 1 > 0 and µ = 0 in Eq. (3.20), we have the trigonometric solutions u (x, y, z, t) = a 0 + 1 2
Case 2.3. For λ = 0, we acquire the algebraic system , where ξ = x + y + z + 2 (a 0 + c 0 + e 0 ) t.
