INTRODUCTION
The Cocktail Party effect (Cherry, 1953) elegantly illustrates humans' ability to ''tune in'' to one conversation in a noisy scene. Selective attention must play a role in this essential cognitive capacity; nonetheless the precise neuronal mechanisms are unclear. Recent studies indicate that brain activity preferentially tracks attended relative to ignored speech streams, using both the phase of low-frequency neural activity (1-7 Hz) Simon, 2012a, 2012b; Kerlin et al., 2010) and the power of high gamma power activity (70-150 Hz) . Low-frequency activity is of interest because it corresponds to the time scale of fluctuations in the speech envelope (Greenberg and Ainsworth, 2006; Rosen, 1992) , which is crucial for intelligibility (Shannon et al., 1995) . High gamma power is of interest because it is thought to index the mass firing of neuronal ensembles (i.e., multiunit activity, MUA; Kayser et al., 2007; Nir et al., 2007) , thus linking speech tracking more directly to neuronal processing Pasley et al., 2012) . Because the low frequency field potentials measured by electrocorticography (ECoG) reflect the synaptic activity that underpins neuronal firing (Buzsaki, 2006) , there is likely to be a mechanistic relationship between these two speech tracking indices (Ghitza, 2011; Giraud and Poeppel, 2012; Nourski et al., 2009) ; however, the details are not well understood.
Prior studies reporting preferential neural tracking of an attended talker have also reported a lesser, albeit still significant, tracking of the ignored speech. These findings fit with the classic ''gain models'' which suggest that all stimuli evoke sensory responses and that top-down attention modulates the magnitude of these responses-i.e., amplifies or attenuates themaccording to task demands (Hillyard et al., 1973; Woldorff et al., 1993) yet maintains a representation for both stimuli (Wood and Cowan, 1995) . These findings beg the question of when and where in the brain (if ever) the neuronal representation of the attended stream becomes ''selective,'' in order to generate the selected perceptual representation we experience. Indeed, recent findings imply that simple gain-based models of attention are insufficient for explaining performance in selective attention tasks and suggest that, in addition, attention enforces top-down selectivity on the neural activity in order to form a representation only of the attended stream (Ahveninen et al., 2011; Elhilali et al., 2009; Fritz et al., 2007) .
Our main goal was to examine how attention influences the neural representation for attended and ignored speech in a ''Cocktail Party'' setting. Specifically, we evaluated the hypothesis (Giraud and Poeppel, 2012; Lakatos et al., 2008; Schroeder and Lakatos, 2009b; Zion Golumbic et al., 2012 ) that, along with modulating the amplitudes of early sensory responses, attention causes endogenous low-frequency neuronal oscillations to entrain to the temporal structure of the attended speech stream, ultimately forming a singular internal representation of this stream, and excluding the ignored stream. This ''selective entrainment hypothesis'' is attractive for several reasons. First, naturalistic speech streams are quasirhythmic at both the prosodic and syllabic levels (Rosen, 1992) , and rhythm yields temporal regularities that allow the brain to entrain and thus to make temporal predictions and allocate attentional resources accordingly (Large and Jones, 1999) . Second, from a physiological, mechanistic, perspective, entrainment aligns the high excitability phases of oscillations with the timing of salient events in the attended stream, thus providing a way to parse the continuous input and enhance neuronal firing to coincide with these events, at the expense of other, irrelevant, events (Besle et al., 2011; Lakatos et al., 2009; Stefanics et al., 2010) . Consequently, the combination of selective entrainment of lowfrequency oscillations coupled to high-gamma power/MUA (Canolty and Knight, 2010) , is an ideal mechanism for segregating and boosting the neural responses to an attended stream, leading ultimately to its preferential-and perhaps even exclusive-perceptual representation.
The current study exploited the high signal-to-noise ratio and spatial resolution of ECoG recordings in humans to comprehensively investigate the neural mechanisms of speech tracking and how they are influenced by selective attention. We pursued two specific goals. First, we characterized and compared speech tracking effects in low-frequency phase and high gamma power, which to date, have been studied separately (Ding and Simon, 2012b; Luo and Poeppel, 2007; Mesgarani and Chang, 2012; Pasley et al., 2012) , in order to better understand the underlying neural mechanisms. Second, we determined whether attentional effects are restricted to amplitude modulation of the speech tracking response, as previously reported, or whether there is evidence in some brain areas for more selective speech tracking, in line with the selective entrainment hypothesis.
RESULTS
We recorded ECoG from subdural grids implanted in 6 surgical epilepsy patients ( Figure S1 ). Subjects viewed movie clips of two talkers reciting short narratives (9-12 s) presented simultaneously, simulating a ''Cocktail Party.'' In each trial, participants attended to one talker (visually and auditorily), while ignoring the other one. Single Talker trials in which only one talker was presented served as a control ( Figure S2 ). As described in detail below, we used three complementary approaches to quantify speech tracking responses and their control by attention.
Both Low and High-Frequency Signals Reliably Track Speech
At each electrode, we determined which frequency bands in the neural signal best represent the temporal structure of speech in their phase and power fluctuations. We evaluated the consistency of the neural response over trials where the same stimulus was presented/attended using inter-trial coherence (ITC). For the Single Talker condition, we determined whether there was higher ITC between trials where the same stimulus was presented compared to trials with different stimuli. For the Cocktail Party condition, we compared the ITC across trials where the same talker was attended with ITC across trials where the same two talkers were presented but different talkers were attended. Figure 1A shows representative examples of raw data used for these comparisons; note that the consistency of the waveform time courses when attending to the same talker versus another in both the Single Talker (upper), and the Cocktail Party condition (lower) is visible in single trials. ITC was calculated as a function of frequency using either phase (phase-ITC) or power (power-ITC) in six classic frequency bands (delta 1-3 Hz, theta 4-7 Hz, alpha 8-12 Hz, beta 12-20 Hz, gamma 30-50 Hz, high-gamma 70-150 Hz; Figure 1B ).
Phase-ITC was significant only in the low-frequency range (1-7 Hz, encompassing both the delta and theta bands; Single Talker: n = 136 [28% of total electrodes]; Cocktail Party: n = 161 (33% of total electrodes), p < 0.0001 unpaired t test within electrode for within-stimulus correlation versus across-stimuli correlation; Figure 1B ). Phase-ITC in this range was found in distributed brain regions, including the superior temporal gyrus (STG), anterior temporal cortex, inferior temporal cortex, inferior parietal lobule, and inferior frontal cortex ( Figure 1C , left, and Figure S3A ). Importantly, power fluctuations in this frequency range were not significantly correlated over trials (as evident from nonsignificant delta and theta power-ITC), supporting previous suggestions that the low-frequency speech tracking is primarily due to stimulus-related phase locking (Luo and Poeppel, 2007) . Throughout the paper we focus on the entire 1-7 Hz band, which we refer to generically as the low-frequency response (LF), although delta phase-ITC was slightly more widespread than theta phase-ITC (see Figure S3B) . Significant power-ITC was found only in the high gamma range (75-150 Hz ''HGp''; Single Talker: n = 49 [10% of total electrodes]; Cocktail Party: n = 43 (8% of total electrodes), p < 0.0001 unpaired t test within electrode between within-stimulus correlation versus the across-stimuli correlation; Figure 1B ) and was clustered mainly around STG with sparse distribution in inferior frontal cortex ( Figure 1C , right, and Figure S3A ). Extending previous studies demonstrating speech tracking either in low-frequency phase (Ding and Simon, 2012b; Kerlin et al., 2010; Luo and Poeppel, 2007) or in high gamma power Nourski et al., 2009; Pasley et al., 2012) , we show that while LF and HGp speech-tracking coexist around STG, LF tracking is rather more widespread, encompassing higher-level regions involved in language processing, multisensory processing and attentional control. We found no differences between proportions of electrodes with LF and HGp ITC in the left-and right-sided implants (Table S1) .
Importantly, in the Cocktail Party condition, ITC was significantly higher across trials in which the same talker was attended compared to trials in which the same pair of talkers were presented but different talkers were attended (paired t test across sites; LF: t(160) = 16, p < 10 -10 ; HGp: t(42) = 6.3, p < 10 -8 ; Figure 1D ). This is in line with previous findings that both LF and HGp speech tracking responses are modulated by attention and are not simply a reflection of global acoustical input Simon, 2012a, 2012b; Kerlin et al., 2010; Mesgarani and Chang, 2012) .
Correlation of the Speech Envelope with Brain Activity
To directly assess the degree to which activity in each frequency band represents the speech envelope, as well as the relative representation of attended and ignored speech, we reconstructed the envelopes of the presented speech stimuli from the pattern of neuronal activity in each band. Neural activity from all electrodes showing significant LF phase-ITC or HG power-ITC was included in this analysis, and we reconstructed the envelope using either the LF or HGp time courses (see Experimental Procedures). The correlation between the reconstructed envelope and the real envelope was used to evaluate the accuracy of each reconstruction. Figure 2A shows an example of the reconstructed envelope compared to the real envelope for the Single Talker condition (top) as well as the attended and ignored talkers in the Cocktail Party condition (bottom). Figure 2B summarizes the reconstruction accuracies based separately on LF and HGp activity. The envelope of the Single Talker was reconstructed reliably using activity in either band (LF: r = 0.27, p < 10 -5 ; HGp r = 0.23, p < 10 -5 , permutation tests). In the Cocktail Party condition, the envelope of the attended talker was reliably reconstructed, but not that of the ignored talker (attended: LF r = 0.15, p < 10 -5 ; HGp r = 0.09, p < 0.005. ignored:
LF r = 0.05; HGp r = À0.03 both n.s., permutation tests), indicating preferential tracking of the attended envelope at the expense of the ignored one in both bands (p < 0.0002 for both bands, bootstrapping test). Importantly, the decoders constructed individually for each band (LF or HGp) performed poorly when applied to data from the other band (empty bars in Figure 2 ). This suggests that although both frequencies reliably track the speech envelope, they have nonredundant tracking properties and thus represent systematically different mechanisms for speech tracking, as has been suggested for these measures in other contexts (Belitski et al., 2010; Kayser et al., 2009 ). The reconstruction approach in itself is insufficient for determining precisely in what way LF and HGp speech tracking differ from each other. Thus, in order to better characterize the tracking responses we next modeled the time course of the speech-tracking response at individual sites, by estimating a temporal response function (TRF) (Theunissen et al., 2001) . The predictive power of each TRF, reflecting a conservative measure of fidelity, is assessed by the correlation between the actual neural response and that predicted by the TRF. Figure 3 illustrates the TRF estimation procedure for the Single Talker and Cocktail Party conditions. We performed TRF estimation separately for LF and HGp time courses. As shown in Figure 4 , LF and HGp TRF differed in their time course, which represents the temporal lag between the stimulus and the neural response. HGp response was concentrated in the first 100 ms, which is consistent with timing of onset responses in auditory cortex (Lakatos et al., 2005a) and with the latency of MUA tracking of complex sounds (Elhilali et al., 2004) , supporting the association of HGp with MUA activity. In contrast, in the LF response two peaks of opposite polarity are found at most electrodes, at approximately 50 and 150 ms.
LF and HGp speech tracking also differ in their spatial distribution. The two left columns of Figure , group-wise p < 0.01, permutation test). In both conditions, HGp tracking electrodes were highly concentrated around STG whereas LF tracking was found also in inferior frontal and precentral regions. The spatial difference between the bands is similar to that implied by the ITC results above; however, the TRF links the regularities in the neural response directly to tracking the speech envelope whereas ITC can reflect many additional aspects of speech processing which elicit a reproducible neural response. We also note that in some areas LF tracking is somewhat sparser in the Cocktail Party condition compared to the Single Talker, (particularly STG, aSTG, IPL, and SPL). This may suggest that under ''noisy'' conditions a sparser network of regions is engaged in speech tracking. Alternatively, this pattern may be a result of lower signal-to-noise ratio in the Cocktail Party condition, due to the concurrent stimuli.
Attentional Control of Speech Tracking
Both the ITC and reconstruction results, when pooled over sites, indicate preferential tracking of the attended stimulus in the Cocktail Party condition. However, the TRF analysis allowed us to examine the degree of tracking for each talker at individual sites, since it independently assesses the predictive power for each talker, i.e., the relative contribution of each stimulus to the recorded neural response. As shown qualitatively in Figures 5 and 6 in the Cocktail Party condition, some sites showed a robust response to both attended and ignored stimuli (e.g., Figure 6B, left) , whereas at other sites there was a significant response-manifested both in significant predictive power and TRF amplitude -only for the attended but not for the ignored stimulus. Approximately 35% of the tracking electrodes in both bands had significant predictive power for both attended and ignored talkers (LF: n = 16, HGp: n = 16). These electrodes tended to cluster near STG in both bands (green electrodes, Figure 6A, left) . The morphology of the TRF waveforms at these sites was similar for attended and ignored talkers (mean correlation r = 0.71), and their peak amplitude was marginally modulated by attention, with reduced amplitude for the ignored stimuli relative to attended stimuli tending toward significance (FigFigure 3 . Illustration of the TRF Estimation Procedure
In the Single Talker condition (top) the TRF is estimated as a linear kernel which, when convolved with the speech envelope, produces the observed neural response. In the Cocktail Party condition (bottom), TRFs are estimated for both the attended (A) and ignored (I) stimuli, and the neural response is modeled as a combination of the responses to both stimuli. This joint model enables quantification of the relative contribution of each stimulus to the observed neural response. ure 6B, left; LF: t(15) = 2.09, p = 0.053; HGp: t(15) = 1.81, p = 0.08). The attentional amplitude modulation at these sites is in line with gain models of attention. However, the majority of tracking sites had a robust response for the attended talker but the predictive power for the ignored did not pass the statistical threshold (LF: n = 28, HGp: n = 33). This more ''selective'' tracking of the attended speech stream was found in widespread brain regions for both LF and HGp tracking (red electrodes, Figure 6A , left). Within this ''selective'' group of electrodes, the TRF waveforms showed a robust response for attended stimuli but no detectable response to ignored stimuli (mean correlation between attended and ignored TRF r = 0.36; TRF peak amplitude modulation: LF: t(28) = 10.3, p < 10 -10 ; HGp t(33) = 10.1, p < 10 -10 ; Figure 6B , right). The division of electrodes into ''amplitude modulation'' and ''selective'' groups based on statistical thresholding is coarse, however, as shown in Figure 6A , the extremes of these two types of responses clearly exist in both frequency bands, even if the precise boundary between the groups is difficult to determine unequivocally. We are inclined to characterize these two types of attentional modulations as endpoints of a continuum of attentional selectivity, with salient representations of both talkers in early sensory regions but becoming increasingly selective for the attended stimulus in higher regions which track that talker to the exclusion of the other.
Temporal Evolution of Tracking Selectivity
Over the course of a sentence, information is accumulated and spectrotemporal regularities are established, enabling the system to make predictions as to when attended events are expected and dynamically adjust the timing of neuronal excitability and spectral tuning curves as these estimates are refined (Ahissar and Ahissar, 2005; Fritz et al., 2007; Ghitza, 2011) . Thus, attentional control of local activity should increase as the sentence unfolds, producing increased attentional selectivity over the course of a sentence. To test this hypothesis, we repeated the TRF estimation in shorter 3 s epochs of each trial (1.5 s overlap, total of 5 epochs). At each electrode we identified the peak of the TRF in each epoch for the attended and ignored talkers assessed how the response to each one, changed over time. Since our previous analysis indicated a qualitative difference between ''amplitude modulation'' and ''selective'' sites for both LF and HGp, we looked at changes in attentional selectivity in each group of sites separately. As expected, tracking responses were significantly higher for attended than ignored stimuli throughout the entire sentences, in both types of electrode-groups and in both frequency bands (p < 10 À7 for all epochs, paired t tests; Figure 7 .). At ''selective'' sites the amplitude of the response to the attended stimuli increased over the course of the sentence. For the HGp response this increase was observed across all epochs (p < 0.005, MannKendall Tau test for monotonic trend), whereas for the LF response a significant monotonic trend was observed starting from 1.5 s into the stimulus (epoch 2; p < 0.05), whereas the response in the first epoch (0-1.5 s) is not part of this trend and displays a higher amplitude. We speculate that this reflects contamination from onset responses which occur during the beginning of the sentence (Ding and Simon, 2012b) as a larger response during the first epoch is found across both electrode groups and frequency bands. In contrast, at amplitude-modulated sites, no trends over time were detected for the responses to the attended in either band, even when omitting the first epoch (LF: p > 0.2; HGp: p > 0.8). Similarly, for the ignored speaker the only significant monotonic change over time was a systematic decrease in the amplitude of HGp tracking at amplitude-modulated sites (p < 0.02). The peaklatency of the TRF did not change significantly over time in any electrode group (Mann-Kendall Tau test; p > 0.8 for all).
DISCUSSION
Using converging analytic approaches we confirm that both low-frequency phase (Ding and Simon, 2012b; Kerlin et al., 2010) and high gamma power concurrently track the envelope of attended speech. Importantly, our data suggest that speech tracking in these two bands reflects distinct neuronal mechanisms for auditory speech encoding, since they differed in their spatial distribution and response time course. Sites with significant tracking effects appear to fall into two categories: ''modulation'' sites show significant tracking of both talkers, albeit biased toward the attended one. ''selection'' sites show significant tracking of the attended talker, without detectable tracking of the ignored talker. Amplitude modulation is focused in and near STG, i.e., low-level auditory cortices, while selection has a wider topographic distribution that includes low-level auditory areas, as well as higherorder language processing and attentional control regions such as inferior frontal cortex, anterior and inferior temporal cortex, and inferior parietal lobule. These findings provide new (B) TRF time courses across all sites where TRF predictive power was significant (group-wise p < 0.01), and the average TRF time course across these sites for each frequency band and condition. The LF TRF typically consists of two peaks, of opposite polarity, around $50 ms and $150 ms whereas the HGp TRF has an early peak at <50 ms and subsides by 100 ms. In this plot, TRF polarity has been corrected so that the TRF peak is positive, to allow comparison and averaging across sites.
insight into the neural mechanisms for encoding continuous natural stimuli and how attention shapes the internal representation of these stimuli when they are task relevant.
Amplitude-Modulated versus Selective Speech Tracking
The spatial differences between ''amplitude-modulated'' and ''selective'' sites suggest that as input is transmitted from sensory regions to higher-order regions the representation becomes more selective. We recognize that rather than a dichotomy, these two types of attentional effects might reflect a continuum of attentional modulation, which becomes increasingly selective for the attended stimulus in higher-order regions. Nonetheless separating the recording sites according to these two types of attentional effects was a useful heuristic for characterizing their properties. The distinction between ''amplitude-modulated'' and ''selective'' effects of attention contributes to the debates regarding the stage of attentional selection. The amplitude modulation effects observed in regions closer to auditory cortex are consistent with findings that sensory areas maintain representations for both attended and ignored speech (Ding and Simon, 2012b) , as well as with classic findings for modulation of simple sensory responses by attention (Hillyard et al., 1973; Woldorff et al., 1993) , which have been taken as evidence for ''early selection.'' However, the current results suggest that this selection is further refined at higher stages of processing, as additional information is accumulated, as indicated by the purely ''selective'' responses found in higher-order regions.
The more selective tracking of the attended talker is in line with the selective entrainment hypothesis (Schroeder and Lakatos, 2009b; Zion Golumbic et al., 2012) , which posits that although at the level of auditory (sensory) cortex there are evoked responses to all detectable stimuli, selective entrainment of ambient low-frequency oscillations to the attended speech stream ensures that local neurons are in a high excitability state when key events in that stream arrive and thus these events are transmitted onward and generate neuronal responses, whereas most events in the ignored stream arrive at nonoptimal excitability phases of the entrained oscillation, and are suppressed. Consistent with this view, low-frequency oscillations are often Figure S1 . implicated in interareal communication (von Stein and Sarnthein, 2000) and specifically in gating the transfer of spiking activity within and between regions by constraining the temporal windows during which spikes can influence downstream activity (Buzsá ki and Chrobak, 1995; Mazzoni et al., 2010; Schroeder and Lakatos, 2009a ). Thus, low-frequency entrainment may serve as an ''adaptive temporal filter'' which would severely attenuate or effectively eliminate sensory evoked responses to the ignored speech stream in downstream regions, while enhancing the representation and processing of the attended stream.
Another important distinction between ''amplitude-modulated'' and ''selective'' effects is how they change over the course of the sentence. Speech tracking of the attended talker in the ''selective'' sites improved over the course of the sentence, indicating that these regions make use of accumulated spectrotemporal regularities (and perhaps prosodic/semantic cues as well) to dynamically refine their representation of the attended stimulus (Ahissar and Ahissar, 2005; Fritz et al., 2007; Ghitza, 2011; Xiang et al., 2010) . In contrast, at ''amplitude-modulated'' sites, the magnitude of the response to the attended stimulus remained constant throughout the epoch (Ding and Simon, 2012b) .
Speech Tracking using High Gamma Power versus Low-Frequency Phase
Our data show that both LF phase and HGp preferentially track the attended talker, and display both ''amplitude-modulated'' and ''selective'' effects. Moreover, we show that encoding in these frequency bands is not redundant. Indeed, there is increasing evidence that neural encoding of complex stimuli relies on the combination of local processing, manifest in single-unit and multiunit activity, and slow fluctuations of synaptic current regulating the phase of populations excitability (Kayser et al., 2009; Mazzoni et al., 2010; Whittingstall and Logothetis, 2009 ). Not surprisingly, it is typically observed that neuronal firing amplitude, as indexed by MUA or HG power (Kayser et al., 2007; Nir et al., 2007 ) is coupled to the phase of lower frequency activity (Canolty and Knight, 2010; Lakatos et al., 2005b) .
The relatively short latency of HGp speech tracking observed here (<50 ms), which reflects the lag between the stimulus and the neural response, is commensurate with latencies of evoked onset responses and MUA tracking latencies of sounds in auditory cortex (Elhilali et al., 2004; Lakatos et al., 2005a) , supporting the association between HGp and local MUA. Conversely, LF speech tracking effects, particularly near auditory cortex, probably reflect a combination of low-frequency evoked responses (typically in the theta range, 4-7Hz; Howard and Poeppel, 2010; Mä kinen et al., 2005 ) and entrainment of low-frequency oscillations, discussed above. This distinction is important, since evoked responses typically show amplitude-modulation attention effects (Woldorff et al., 1993) , whereas entrainment is hypothesized as the basis for selective representation (Schroeder and Lakatos, 2009b) . Concurrent multielectrode recordings across the layers of monkey A1 and V1 demonstrate that selective LF entrainment and amplitude Sites where significant speech tracking was found for both the attended and ignored talkers (''amplitude-modulated''; green) and sites where speech tracking was significant only for the attended talker (''selective''; red). Right: Scatter plots of LF and HGp TRF predictive power for attended versus ignored talkers across all sites with significant speech tracking, color coded according to whether the predictive power was significant for both talkers (green) or only for the attended (red). (B) Example waveforms compare TRFs to attended and ignored talkers ''amplitude-modulated'' and ''selective'' sites in each band. For the ''amplitude-modulated'' sites, the TRFs for attended and ignored talkers share a similar morphology, but have a reduced peak amplitude. For the ''selective'' sites, there is a robust response to attended stimuli but the TRF for ignored fluctuates near baseline (and is unreliable, given its nonsignificant predictive power). The bar graphs depict the TRF peak amplitude for attended and ignored talkers across sites in both categories and both frequency bands. modulation of evoked response coexists and can be clearly distinguished, as they operate most strongly in different layers (Lakatos et al., 2008; Lakatos et al., 2009 ). Although it is methodologically difficult to separate these two processes on the ECoG-level, it is likely that the observed LF speech tracking effects near auditory cortex reflect a combination of these two responses, whereas ''selective'' LF tracking reflects greater contribution of selective entrainment, commensurate with previous findings from our group (Besle et al., 2011 ). This claim is further supported by our supplemental data which show that LF tracking near auditory cortex contains a high contribution of theta-band activity, the dominant frequency in evoked responses, whereas the more widespread tracking in the highorder regions was dominated by lower frequencies (1-3Hz; as shown in Figure S3) .
A previous ECoG study (Nourski et al., 2009 ) showed a distinction between HGp and LF speech tracking even within auditory cortex, suggesting that HGp reflects the bottom-up auditory response to the stimuli whereas LF tracking reflects processes more closely related to perception. In that study, HGp tracked the envelope of speech even when it was compressed beyond the point of intelligibility, whereas LF phase-locked to compressed speech only while it was still intelligible (see also Ahissar and Ahissar, 2005) . These findings support the claim that LF speech tracking serves a role in gating and constraining the transfer of sensory responses (represented by HGp) to higher-order regions according to attentional demands or processing capacity.
Contribution of Visual Input
In our paradigm, participants viewed movies that contain both auditory and visual input. It is known that viewing a talking face contributes to speech processing, particularly under noisy auditory conditions (Bishop and Miller, 2009; Sumby and Pollack, 1954) . Moreover, articulation movements of the mouth and jaw are correlated with the acoustic envelope of speech (Chandrasekaran et al., 2009; Grant and Seitz, 2000) . Thus, is it possible that, at least some of the speech-tracking effects reported here and driven or amplified by the visual input of the talking face. Indeed, we have recently shown that viewing a talking face enhances speech tracking in auditory cortex as well as selectivity for an attended speaker (Zion Golumbic et al., 2013 ). The precise manner contribution of visual input to the speech-tracking response in different brain regions is an important question to be investigated in future research. Particularly, it would be important to determine whether the same set of brain regions track speech regardless of whether visual input is provided but the visual input enhances the magnitude of the tracking response or whether visual input induces speech tracking in additional brain areas.
Conclusions
Our results provide an empirical basis for the idea that selective attention in a Cocktail Party setting relies on an interplay between bottom-up sensory responses and predictive, topdown control over the timing of neuronal excitability (Schroeder and Lakatos, 2009b) . The product of this interaction is the formation of a dynamic neural representation of the temporal structure of the attended speech stream that functions as an amplifier and a temporal filter. This model can be applied to sensory responses in auditory cortex, to selectively amplify attended events and enhance their transmission to higher-level brain regions, while at the same time suppressing responses to ignored events. We furthermore show that as the sentence unfolds, the high-order representation for the attended talker is further refined. The combined attentional effects of top-down modulation of evoked responses and selective representation for the attended seen here are a compelling example of ''active sensing'' (Schroeder et al., 2010; Zion Golumbic et al., 2012) , a process in which the brain dynamically shapes its internal representation of stimuli, and particularly those of natural and continuous stimuli, according to environmental and contextual demands.
EXPERIMENTAL PROCEDURES Participants
Recordings were obtained from six patients with medically intractable epilepsy undergoing intracranial electrocorticographic (ECoG) recording to help identify the epileptogenic zone (four patients at the Columbia University Medical Center/New York-Presbyterian Hospital-CUMC-and two patients at North Shore LIJ). These patients are chronically monitored with subdural electrodes for a period of 1 to 4 weeks, during which time they are able to participate in functional testing. The study was approved by the Institutional Review Boards of CUMC and North Shore/LIJ Health System. Informed consent was obtained from each patient prior to the experiment. All participants were right handed, with left-hemisphere dominance for language. They ranged in age between 21 and 45 (median age 26.5), and one participant was male. All participants were fluent in English.
Stimuli and Task
Stimuli consisted of movie clips of two talkers (one male, one female) reciting a short narrative (9-12 s long). The movies were edited using QuickTime Pro (Apple) to align the faces in the center of the frame, equate the relative size of the male and female faces, and to adjust the length of the movie. In addition the mean intensity of the audio was equated across all movies using Matlab (Mathworks, Natick, MA). Each female movie was paired with a male movie of similar length, and this pairing remained constant throughout the entire study ( Figure S2A ). For three of the participants, six movies were presented (three male-female pairs), and for the other three participants, eight movies were presented (four male-female pairs). The envelopes of all stimulus pairs were uncorrelated (Pearson correlation coefficient r < 0.065 for all pairs).
The experiment was presented to the participants on a computer that was brought into their hospital room. Sounds were played through free field audio-speakers placed on either side of the computer screen, approximately 50 cm from the subject. The volume was adjusted to a comfortable level, approximately 65 dB SPL.
The experimental task consisted of a Cocktail Party block followed by a Single Talker block. In each Cocktail Party trial, a female-male combination was presented with the two movies playing simultaneously on either side the computer screen. The location of each talker on the screen (left/right) was assigned randomly in each trial. However, the audio of both talkers was always played through both audio-speakers, so there was no spatial distinction between the two auditory streams. This was done in order to ensure that any attentional effects observed are entirely due to top-down selective attention and are not produced by a more general allocation of spatial attention.
Before each trial, instructions appeared in the center of the screen indicating which of the talkers to attend to (e.g., ''Attend Female''). The participants indicated with a button press when they were ready to begin, and 2 s later the two videos started playing simultaneously. To assure the participants remembered which talker to attend to during the entire trial, the video of the attended talker was highlighted by a red frame (appearing with video onset). Each film was cut Results are shown separately for 'amplitudemodulated' and 'selective' sites, for both the LF and HGp TRFs. At selective sites, TRF responses for the attended increased significantly toward the end of the sentence, whereas at amplitudemodulated sites, the response remained consistent over the entire epoch. Arrows indicated significant monotonic changes over the course of the sentence.
off before the talker pronounced the last word, and then a target word appeared in the center of the screen. The participants' explicit task was to indicate via button press whether the target word was a congruent ending to the attended narrative. An example narrative and target words are as follows: narrative, ''My best friend, Jonathan, has a pet parrot who can speak. He can say his own name and call out, 'Hello, come on it' whenever he hears someone ringing the..''; target words, doorbell (congruent), table (incongruent). Target words were unique on each trial (no repetitions), and 50% were congruent with the attended segment.
The Single Talker trials were identical to the Cocktail Party trials; however, instead of presenting both talkers simultaneously, only the attended talker was audible while the sound track of the other talker was muted. The task remained the same in the Single Talker block. Each individual film was presented 8-10 times each block and was designated as the ''attended'' film in half of the repetitions. The order of the stimuli and target words was randomized within each block, and breaks were given every 10 trials.
Data Acquisition
Participants were implanted with clinical subdural electrodes, which are platinum disks 4-5 mm (2.5 mm exposed) in diameter and arranged in linear or matrix arrays with 1 cm center to center spacing. All participants had between 112 and 128 electrodes implanted, including an array of 32-64 electrodes over temporoparietal or temporofrontal regions as well as several strips of 4-8 electrodes in various additional locations. Four participants had a leftsided implant and the locations of electrodes from individual participants are shown in Figure S1 . Intracranial EEG was acquired at 1,000 or 2,000 Hz/ channel sampling rate with 24-bit precision (0.5-500/1,000 Hz band-pass filtering) using a clinical video-EEG system (XLTek Inc., Oakville, Ontario, Canada). All ECoG recordings were then resampled to 1 kHz offline. For CUMC patients, the reference was an inverted electrode strip positioned over the electrode grid, with electrical contacts facing the dura. For LIJ patients, both the reference and ground electrodes were attached to the skull, on the frontal bone approximately at midline.
Electrode Localization
The location of the electrodes relative to the cortical surface was determined using Bioimagesuite software (http://www.bioimagesuite.org) and custommade Matlab (Mathworks, Natick, MA) scripts. Postimplantation CT scans were thresholded to identify the electrode locations in the coordinate system of the CT scan. As a first approach to localization relative to the cortex, we coregistered the CT scan volume to the preoperative MR volume by linear transformation using an automated procedure and transformed the coordinates of the electrodes into the coordinate system of the preoperative MR. Because of the tissue compression and the small degree of midline shift (usually less than 2 cm) that typically occurs during subdural array implantation, the result of this coregistration is approximate. To minimize this shift, when a postoperative MR volume was available (three out of six participants), the CT scan was first coregistered to the postoperative MR and then to the preoperative MR using a linear transformation matrix between the pre-and postoperative MRs.
Since we focus on group analysis in this paper, we coregistered the best available MR to the MNI 152 standard brain (http://imaging.mrc-cbu.cam.ac. uk/imaging/MniTalairach), and all electrodes are displayed on a 3D reconstruction of the cortical surface of the MNI brain. Finally, for display purposes, in the main Figs right-sided electrodes (from two patients) are displayed on homotopic brain areas on the left hemisphere.
ECoG Signal Processing
All analyses were performed using Matlab. Electrodes with persistent abnormal activity or frequent interictal epileptiform discharges were excluded from the analysis, yielding a total of 479 channels that were included in the analysis (67-89 good channels per participant; see Figure S1 ). Due to the long duration of stimuli (>9 s), we did not reject trials that contained nonphysiological artifacts or infrequent interictal epileptiform discharges (this policy only lowers predictability results and is therefore conservative). The raw data were segmented into trials starting 4 s prior to stimulus onset and lasting for 16 s poststimulus, so as to include the entire duration of all stimuli and to avoid contamination of edge effects due to subsequent filtering.
Intertrial Coherence (ITC)
To determine whether a neural response is consistent across repetitions of the same stimulus, we calculated the phase coherence spectrum and the inter-trial coherence (ITC). For the phase coherence spectrum, we applied the Fourier transform to the neural responses (1 Hz resolution) and extracted the response phase at each frequency. The coherence of the response phase over repetitions of the same stimulus is then calculated using circular statistics. To estimate the chance level, we also calculated the phase coherence over responses to different stimuli.
For the phase-ITC and power-ITC, we filtered the neural response is into six frequency bands (delta 1-3 Hz, theta 4-7 Hz, alpha 8-12 Hz, beta 12-20 Hz, gamma 30-50 Hz, high gamma 70-150 Hz). We then calculated the correlation coefficient across the responses in different trials, separately for the filtered waveforms (to obtain phase-ITC) and power waveforms (root-mean square of the filtered waveform; to obtain power-ITC). In the Single Talker condition, two types of ITC were calculated: (1) the same-stimulus ITC (the correlation between every pair of responses to the same stimulus) and (2) the differentstimuli ITC (the correlation between every pair of responses to different stimuli). Significant stimulus-locked responses are determined by comparing the within-stimulus correlation and the across-stimuli correlation using an unpaired t test. In the Cocktail Party condition, three types of ITC were calculated: (1) the same-pair, attend-same ITC (the correlation between responses to the same stimulus under the same attentional focus), (2) the same-pair, attend-different ITC (the correlation between responses to the same stimulus under different attentional foci), and (3) the different-stimuli ITC. Significant attentional modulations are determined by comparing the same-pair, attend-same correlation and the same-pair, attend-different correlation using a paired t test.
Speech Envelope Reconstruction
The temporal envelope of each stream of speech was reconstructed by linearly integrating the neural response over electrodes and time:
where r k (t) andŝ(t) are the ECoG signal in electrode k and the reconstructed envelope, and h(t) is a weighting matrix called the decoder. The time lag t is limited to the range between 0 and 500 ms. Since reliable neural response were only observed below 10 Hz ( Figure 1A) , the response and stimulus were downsampled to 50 Hz. Only electrodes showing a significant inter-trial correlation (p < 0.001 uncorrected, either in the Single Talker condition or in the Cocktail Party condition, for ECoG activity below 10 Hz) were included. The ECoG signal r k (t) is either the low-frequency response waveform or the high-gamma power. The decoder, h(t), was estimated using boosting with 10-fold cross validation to minimize the mean square error between the reconstructed envelope and the actual envelope of a talker. The reconstructions start with a null vector as the initial condition for boosting. All the stimuli and responses were concatenated over stimuli in the analysis. The reconstruction accuracy was evaluated as the correlation coefficient between the reconstructed envelope and the actual envelope of the speech stream. To evaluate the significance level of the reconstruction, the concatenated stimulus was cut into 10 equal-length segments and the 10 segments are shuffled. A pseudoreconstruction was then done based on the shuffled stimulus and the actual response (not shuffled). This shuffling and pseudoreconstruction were done 1,000 times to estimate the null distribution of the reconstruction accuracy.
Temporal Response Function
To determine the relationship between the neural response and the presented speech stimuli, we estimated a linear temporal response function (TRF) between the stimulus and the response. The neural response r(t) is modeled by the temporal envelope of the presented talker s(t):
The TRF(t) is a linear kernel and ε(t) is the residual response not explained by the model (Theunissen et al., 2001 ). The broadband envelope of speech s(t) was extracted by filtering the speech stimuli in 64-frequency bands spaced logarithmically between 500 and 2,000 Hz, extracting the temporal envelope in each band using a Hilbert transform and then averaging across the narrowband envelopes. The temporal response functions TRF(t) were fitted using normalized reverse correlation as implemented in the STRFpak Matlab toolbox (http://strfpak. berkeley.edu/). Normalized reverse correlation involves inverting the autocorrelation matrix of the stimulus, which is usually numerically ill-conditioned. Therefore, a pseudo-inverse is applied instead, which ignores eigenvalues of the autocorrelation matrix that are smaller than a predefined tolerance factor. The tolerance factor was scanned and determined by a preanalysis to optimize the predictive power and then fixed for all electrodes.
We chose to use the broadband speech envelope to model the neural response, rather than a series of narrow band envelopes since our coarse spatial resolution of ECoG ($1 cm) would make distinguishing between neuronal populations tracking narrow-band envelopes unlikely. We estimated the TRF separately for each electrode, using either the low-frequency ECoG response or the HGp time course. Single trial responses were averaged over trials (with the same stimuli) and concatenated over stimuli prior to model estimation. In the Cocktail Party condition, we modeled the neural response r(t) by the temporal envelopes of both the attended and ignored talkers (s A (t) and s I (t), respectively), generating a temporal response function for each talker (TRF A and TRF I , respectively).
If the two films presented in the same trial had different lengths, only the portion of the stimulus that overlapped in time was included in the model, and the response r(t) to that stimulus pair was truncated accordingly. The TRFs were 300 ms long and were estimated using a jackknife crossvalidation procedure, to minimize effects of overfitting (Ding and Simon, 2012b) . In this procedure, given a total of n stimuli, a TRF is estimated between s(t) and r(t) derived from n À 1 stimuli, and this estimate is used to predict the neural response to the left-out stimulus. Since each stimulus is between 9 and 12 s long, and each subject had 6 or 8 different stimuli, each jackknife estimation of the TRF was made using 50-80 s of data. The goodness of fit of the model was evaluated by the correlation between the actual neural response and the model prediction, called predictive power . The predictive power calculated from each jackknife estimate is averaged.
To evaluate whether the predictive power of a particular TRF estimate is statistically significant, we repeated the cross-validation procedure 1,000 times for each electrode, substituting the observed response in the left-out trial with a random portion of the data from that electrode to create a null-distribution of predictive power values. Electrodes whose predictive power fell in the top 1% tile of the null distribution were considered significant (electrode-wise significance p < 0.01). Since performing multiple statistical tests can increase the probability of false-positives, we evaluated the group-wise significance value that reflects the chance to get x significant electrodes, given n tests. This was done by (1) counting the number of significant electrodes (p < 0.01) in each of the 1,000 data permutations and (2) creating a second null distribution of the number of significant electrodes you might get by chance. The number of significant electrodes in the original data set was compared to this group-wise distribution and group-wise p values were calculated as the proportion of null-values exceeding the value observed in the original data set. Permutation tests and group-wise p values were calculated separately for each participant; thus, the numerical threshold for significant predictive-power values could differ across participants. This was done since not all participants had the same number of stimuli/trials and thus differed in their signal-to-noise, so applying the same threshold to all participants might be too conservative.
In the Cocktail Party, condition we calculated the predictive power separately for the attended and ignored stimuli by calculating the correlation between actual neural response and the prediction made the TRF estimated from stimulus, i.e., rAðtÞ = P t s A ðt À tÞTRF A ðtÞ and r I ðtÞ = P t s I ðt À tÞTRF I ðtÞ. The permutation tests yielded separate null-distributions for attended and ignored, however in order to avoid using two different statistical thresholds, we chose the higher of the two thresholds (p < 0.01) to evaluate the significance of both the attended and ignored TRFs at each site. Evaluation of the group-wise statistic was done in the same way. Using the same data-driven statistical threshold for both attended and ignored enabled us to distinguish between electrodes where the predictive power was significant for both attended and ignored stimuli (''amplitude-modulated'' electrodes) versus electrodes where only the predictive power of the attended passed the statistical threshold (''selective'' electrodes; Figure 6 ).
To evaluate the similarity between TRF morphology for attended and ignored stimuli, we calculated the Pearson correlation at each site and averaged across ''selective'' and ''amplitude-modulated'' sites separately. For each electrode and condition we assessed the peak of the TRF as the peak with the highest absolute value. Since the polarity of the TRF peaks is inconsequential (influenced by the location of the recording site relative to the neural generator), we corrected the sign of the peak TRF amplitude in the Cocktail Party condition according to the attended talker, which allowed us to pool the value across sites and to compare response to attended and ignored stimuli and asses attentional effects (Figures 4, 6, and 7) .
To evaluate how the TRF changes over the duration of a trial (Figure 7) , we estimated the TRF as above but using shorter epochs. We used 3 s long epochs with a 1.5 s overlap yielding a total of 5 epochs between 0 and 9 s (since the shortest stimulus was 9 s long). In each epoch, we identified the peak of the TRF for the attended and ignored (sign corrected as described above). To test whether the response to attended and ignored stimuli changed over the course of the 5 epochs, we first normalized the TRF amplitude values at each site by subtracting the mean TRF amplitude across all epochs. We then used a Mann-Kendall Tau test to determine whether there was a significant monotonic trend of the TRF amplitudes over the course of the sentence. This analysis was performed separately for ''selective'' and ''amplitude-modulated'' sites, in each band.
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