Abstract-We present a novel algorithm, called "Simulated Annealing Multiplicative Weights", for approximately solving large (discrete-time) fdte-horizon stochastic dynamic programming problems. The algorithm is "asymptotically efficient" in the sense that a finite-time bound for the sample mean of the optimal value function over a given finite policy space can be obtained, and the bound approaches the optimal value as the number of iterations increases. The atgorithm updates a probability distribution over the given policy space with a very simple rule, and the sequence of distributions generated by the algorithm converges to a distribution concentrated only on the optimal poticies for the given policy space. We also discuss how to reduce the computational cost of the algorithm to apply it in practice.
INTRODUCTION
Consider a discrete-time stationary dynamic system with a finite horizon H: xt+l = f ( x t , a t , w t ) for t = 0,1, ..., H -1, where f is the "next state function", xt is a random variable ranging over a set X giving the state at time t , at is the control to be chosen from a nonempty subset A ( x t ) of a given set of available controls C at time t, and wt is a random disturbance uniformly and independently selected from [0, 1] at time t, representing the uncertainty in the system. For the control of the above system, we are given a nonstationary-policy 7~ = {7rt17rt : X -+ A ( X ) , t = 0,1, ..., H -1).
We let II be the set of all possible nonstationary policies. The problem we consider is finding an optimal policy in fi that achieves the expected optimal total (discounted) reward over H or the expected optimal value for a,
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where 6 is the initial state distribution and 
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where y is a discount factor in (0,l) and R is a reward function that maps given three-tuple (2, a, w) with 2 E X, a E C and w E [0,1] to a nonnegative real number. We assume that throughout the present paper, the value of y is fixed and S U~,~~,~~~,~~~~,~~ R ( x , a, w ) 5 Given a finite set of policies II c fi, the SAMW algorithm works with a probability distribution over II, with the goal of concentrating probability mass on the best policies in the search space. The algorithm does not assume any structure on II. The state andor action spaces may be infinite. The algorithm is "asymptotically efficient" in the sense that a finite-time bound for the sample mean of the expected optimal value over II can be obtained, and the bound approaches the expected optimal value as the number of iterations increases. Basically, at each iteration the algorithm updates the probability distribution over II using a very simple rule from the "simulated" value of following each policy in II with a sampled initial state with respect to 6. A control parameter is associated with the algorithm and with a suitable "annealing" of the value of the parameter, the sequence of the distributions generated by the algorithm converges to a distribution concentrated only on the best policies in the set n.
In some sense, the philosophy behind the algorithm is similar to the well-known Simulated Annealing (SA) algorithm [7] for solving static function optimization problems. SA can be viewed as a sequence of homogeneous Markov chains, each related with a fixed temperature value. The temperature is decreased or annealed between subsequent chains after the current chain is allowed to achieve equilibrium or probability distribution over the solution space, where the equilibrium is, in theory, reached by doing a local search that depends on the current candidate solution and the current 0-7803-7924-1/03/$17.00 02003 IEEEvalue of the temperature parameter. But the equilibrium is, in practice, difficult to obtain. The sequence of equilibria converges to a distribution concentrated only on the best solutions. In contrast, S A M W does not perform any local search. It directly updates a probability distribution over the given policy space at each iteration and has a much simpler tuning process than SA. In this regard, it may be said that S A M W is a "compressed" version of SA with an extension to "dynamic" function optimization. The algorithmic feature of SAMW distinguishes itself from the existing "simulation- 
and let V* := E[V"'(so)], and call'V* the expected optimal value for II. The goal of S A M W is to approximate V* for a given initial state distribution S or to find an approximately optimal policy in II. Note that even if II is relatively small, we cannot obtain the exact value of E[V"(so)], in practice.
At each iteration i = 1, ..., 00 of SAMW, we first sample an initial state xi with respect to 6, and then we generate H random numbers WO, ..., W H -~, i.e., U(0,l) i.i.d. and independent from previously sampled (wtl}, t' < t. We then "simulate" each policy n-E Il with the sampled random numbers to obtain
and let VG := V$. Thus, VF is just a sample mean for approximating the me value of following the policy n-with the initial state distribution 6.
S A M W starts with the uniform distribution 4' over II that will be used for the first iteration. At each iteration i > 1, SAMW computes a new distribution @+' by a simple multiplicative rule: for each n-E II, where p is a parameter of the algorithm and normalization factor Zz is given by
We remark that while applying SAMW, only the sample value of following each policy n-E II needs to be observed if this is possible. The next state function and the reward function themselves do not have to be known as in reinforcement learning [12] as long as we obtain the sample value.
The need of obtaining a sample value for each policy in II at each iteration can be cumbersome if the search space is large. We discuss this issue later in Section III.
B. Convergence Analysis
We let A4 be the set of all possible probability distributions over II. (However, the measure is not symmetric, hence not a true distance metric.) We also let for a given m f A l and x"(si) with a sampled initial state si,
The following lemma provides an upper bound for a sample mean of the expected optimal value for II via the probability distributions generated by SAMW, regardless of the state and the action space sizes.
Lemma I: Select the parameter p in (1, CO) and set @(n) = & for all n E 17. Then the sequence of distributions qbl, ..., bT generated by S A M W satisfies t =o
Thus, K n ( x 2 ) is independently generated from V,T(s2') for all i' # i. These values will be used for updating a probability distribution over 17 at each iteration i. That is, T/z"(x2) is a sample value of following the policy n-for a given random number sequence with a sampled initial state x 2 with respect to 6. Note that <"(xz) satisfies that from our assumption on R, 0 for any Dirac distribution m E Ad such that for an optimal policy T* in 11, m(n*) = 1 and m(n) = 0 for all n E II-{n*}, and for any iteration i where S A M W is used with P E (1, CO), we have that
From the definition of D and @ we have that
Now, summing this inequality over i = 1, ..., T, we have that T such that PT approaches 1 as T -+ CO for "convergence".
The following lemma states that with a proper tuning or "annealing" of the P-parameter, the distributions generated by SAMW do not change by SAMW after a "long" iteration. Suppose that we use the distributions generated by S A M W to actually select a policy in Is (at random) at each iteration and apply the policy to the system. In other words, we apply sequentially a policy to the system at each iteration where the policy is selected at random with respect to the distribution generated by SAMW at each iteration. With the uniform distribution as the'initial distribution for S M , we have shown that the expected per-iteration performance of S A M W approaches the expected optimal value as T 4 CO if we appropriately tune the parameter , C? as a function of T. It turns out that the actual per-iteration performance also converges to the expected optimal value with probability one [4] . making # f k ( 7 r ) 5 @(%)eE for all 7r E n. Therefore, the last term in Equation (3) is upper bounded by O(1-e € ) . Letting T + 00, the first term of Equation (3) vanishes to zero and the second term is upper bounded by V*. Because we can make 6 arbitrarily close to zero, the desired convergence is obtained. 
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B. €-Cut SAMW
While applying SAMW, at each iteration, we need to have a sample value of following each policy in IT. If 11 is large, this causes a high computational cost. We have shown that the sequence of the distributions generated by SAMW converges to a distribution concentrated on the optimal policies in II. This means that as the number of iterations increases, the contributions from non-optimal policies get smaller and smaller on the approximation of the true value of following an optimal policy in II. Based on this fact, we can heuristically adjust the amount of sampling as the application of S A M W proceeds. Obviously, there would be many ways of achieving this. We discuss here a particular simple way by modifying the basic algorithmic procedure of SAMW and call the resulting version as E-cut S A M W .
As before, +cut SAMW starts with the uniform distribution p1 over 11 that will be used for the first iteration. At each iteration i > 1, E-cut S A M W computes a new distribution pztl by a simple multiplicative rule: for each 7r E ll, where yr(zi) = ~T , ( Z~-~) if pi(..) 5 E for a fixed E < and Zi is again given by T E E In other words, we reuse the previously generated sample value of following a policy 7r E Il at the iteration i if p2(n)
is small with respect to the preassigned value of E.
To see why E-cut SAMW works in an analytical way, let S, c 11 be the set of policies for which we obtained a new sample value at the iteration i, that is, S, = {7r1p2(7r) > E, 7r E n}, and let yyn(zc2) denote a newly sampled value of following a policy 7r E 11 -S, at the iteration i. where the state dynamics are described by the next state function f such that for all i, We can then try to solve this deterministic problem to approximate the expected optimal value V * for n. The very idea of solving the deterministic problem after realizing a set of random number sequences and random initial states in order to optimize a given expected value function has been called "sample path optimization" or "sample average approximation" in stochastic (discrete) optimization literature (see, e.g., [l 11). In particular, it has been shown that the exact solution of the deterministic problem converges to exponentially fast on the sample size T under some conditions [8]. However, solving the deterministic problem exactly is often difficult due to the size of the search space and more difficult if T is relatively large. The usual approach is to use an iterative method, e.g., SA, for approximately solving the deterministic problem, which will also require a non-trivial tuning process to optimize SA itself and the evaluation of a particular candidate solution with respect to the large sample set.
We can use the +cut SAMW to approximately solve the deterministic problem with the presampled initial states and presampled random number sequences. 
IV. CONCLUDING REMARKS
The cooling schedule we presented in this paper is not the only way of controlling the parameter 0. As &-approaches 1 with the speed of O(l/&?) (refer Theorem l), the speed of the convergence rate would be O( l/D). Finding an optimal tuning of p and studying the convergence rate of the resulting algorithm would be difficult but is a good future research topic.
Even though we presented the SAMW algorithm within the context of solving finite horizon stochastic dynamic programming problems, it can be used for more general situation. We have a probability space (Q,F,P), and a finite solution space S, e.g., a sequence of functions or a subset of ERn, etc., and a (measurable) evaluation function g : S x R -+. X with the assumption that g is bounded. If we wish to solve the problem of maxSEs g(s, w)P(dw) approximately, S A M W is a candidate approach.
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