





This dotoral thesis studies a model preditive ontrol (MPC) of linear systems driven
by quantized ontrol inputs. We formulate the problem as an integer quadrati pro-
gramming problem, and newly derive onditions for the terminal ost whih is obtained
by solving linear matrix inequalities (LMI) so as to ensure the losed-loop stability.
Some numerial and experimental studies are performed to verify the proposed MPC.
In Chapter 1, we rst give study objetives and problem desriptions. Chapter 2 derive
a LMI ondition for ahieving the losed-loop stability of linear time invariant systems
(LTI) both for ontinuous ontrol inputs by reation wheels (RW) and on-off ontrol
inputs by reation ontrol systems (RCS). By using the solution of LMI as the terminal
ost matrix in optimization problems, it is shown that the losed-loop system is asymp-
totially stable (AS) for ontinuous value inputs and the ondition is a generalization of
the well-known onditions derived by a Riati equation. In the ase of on-off inputs,
it is also shown that the losed-loop system results in the Input-State- Stability (ISS)
rather than AS. Additionally we also show that it an be generalized to the multi-stage
quantized input ase. As a numerial study, we apply MPC to spaeraft attitude ontrol
problem and ompare the ontrol performane for ontrol inputs of ontinuous, on-off
and their ombination and show the effetiveness of the ombined use of RCS and RW
from both aspets of agility and auray. We also show the effetiveness of proposed
MPC under the state onstraint by applying to the spaeraft formation ight problem
with ollision avoidane ability. In Chapter 3, we extend the result in two ways. First is
the extension to linear parameter varying spaeraft (LPV) and derive the LMI terminal
ost onditions in order to ensure the losed-loop ISS. Other is the robust stabilizing
MPC against dynami model errors. We then perform some experimental results for
LTI, LPV and robust MPC using a single-axis air stage and examine the implementa-
tion of the on-line algorithms. Chapter 5 is for onlusions and perspetives. The basi
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Fig 1.1: Image of ETS-VIII (C)JAXA
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Fig 1.2: Image of ASTRO-H (C)JAXA













Jp¨ = Lu (1.1)
p ∈ R3 J
L u ∈ R3




x ∈ R6 u ∈ R3
(RW) (RCS) 2
u(k)
u = urcs + urw (1.3)
urcs : {−1, 0, 1} ∈ Z
3
(1.4)






ξ¨ + Λ(θ)ξ˙ + Σ(θ)ξ = Γ(θ)u (1.6)
ξ ∈ Rn Λ(θ) ≥ 0
Σ(θ) ≥ 0 Γ(θ) ∈ Rn×m
LPV
x∗(k + 1) = F (θk)x
∗(k) + E(θk)u(k) (1.7)
x∗ ∈ R2n u ∈ Rm θk ∈ θ k
(F (θk), E(θk)) θk











ρi(θk) = 1, ρi(θk) ≥ 0 ∀i (1.9)
RCS u(k)
Υ
u ∈ Υ = {−1, 0, 1}m ⊂ Zm (1.10)
8
1.3.3
ξ¨ + Λξ˙ + Σξ = Γu (1.11)
ξ ∈ Rnc Σ ≥ 0
Λ ≥ 0 Γ ∈ Rn×m
nc
x(k + 1) = Fx(k) + Eu(k) + w
y(k) = Hx(k)
(1.12)
x ∈ R2nc (nc < n) w ∈ R
nc
RCS
u(k) ∈ Rm Υ








Rn 7→ R:Rn R
M > 0: M
M ≥ 0: M
M > N : M N M −N > 0

















x(k + 1) = f(x(k), u(k)) = Fx(k) + Eu(k) (2.1)
x(k) ∈ Rn u(k) ∈ Rm k
(F,E)
k x(k) x(k + 1) x(k +N)
N X(k) = [x(k + 1)T , . . . , x(k + N)T ]T
N
k k +N − 1 U(k) = [u(k)T , . . . , u(k +N − 1)T ]T .
X(k) U(k) V (X(k),U(k))
Uo(k) = [uo(k)T , . . . , uo(k+N − 1)T ]T





















F 0E 0 . . . 0






















x(i)TQx(i) + u(i− 1)TRu(i− 1)
+x(k +N)TPx(k +N)
(2.4)
Q = diag(Q, . . . , Q, P ) ∈ RnN×nN














= (Fx(k) + EU(k))TQ(Fx(k) + EU(k)) + U(k)TRU(k)
= ǫTQǫ+ 2ǫTQEU(k) + U(k)T (ETQE+R)U(k)
Fx(k) ǫ





x : x(k) ∈ Ξ, ∀k
u : u(k) ∈ Υ, ∀k














u(k +N − 1) xN uN [29, 30℄
1
[A1℄ 0 ∈ Xf ⊂ Ξ Xf
[A2℄ uN(xN) ∈ Υ, ∀xN ∈ Xf
[A3℄ f(xN , uN) ∈ Xf , ∀xN ∈ Xf
Xf f(xN , uN) (2.1)




1 K∞ α3 K σ
F∗(xN ) + L(xN , uN) ≤ −α3(|xN |) + σ(|µ|), ∀xN ∈ Xf (2.6)
F∗(xN ) L(xN , uN)
F∗(xN) = |xN+1|
2
P − |xN |
2
P
L(xN , uN) = |xN |
2






Xo(k)={xo(k + 1)T , xo(k + 2)T , . . . , xo(k +N)T }T
Uo(k)={uo(k)T , uo(k + 1)T , . . . , uo(k +N − 1)T}T
1
X(k+1)={xo(k+2)T , . . . , xo(k+N)T , x(k+N+1)T}T
U(k+1)={uo(k+1)T , . . . , uo(k+N−1)T , u(k+N)T}T
V (Xo(k),Uo(k))










∆V = V (X(k + 1),U(k + 1))− V (Xo(k),Uo(k)) (2.9)
(2.7) (2.8)
∆V + L(xo(k+1),uo(k)) = F∗(xo(k+N))+L(xo(k+N),uo(k+N−1)) (2.10)
(2.10) xo(k +N) uo(k +N − 1) xN uN
(2.10) L(xo(k + 1), uo(k))
∆V ≤ F∗(xN ) + L(xN , uN), ∀xN ∈ Xf (2.11)
K∞ α3 K σ
(2.6) VN (x(k), u(k)) ISS- ISS
3( C) 
1 Q> 0 R ≥ 0
KxN ν
uN(xN) = KxN + ν (2.12)
1 γ > 0 P
STPS − P +Q+KTRK ≤ −γIn, ∀xN ∈ Xf , uN(xN ) ∈ Υ (2.13)
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Fig 2.1: On-off input












Fig 2.2: n quantization input
(2.5)
ISS
Xf ⊆ {x| |Kix| ≤ 1 ∀i} S
S = F + EK, |λmax(S)| < 1 (2.14)
2 (2.4) ISS
1 (2.6)










Υ ν νi (2.12)
(Fig. 2.1)
νi ∈ {νi | |νi| ≤ 1} (2.16)
(2.15) (3.4) (2.12) (2.14)
(2.15) = xTN(S
TPS − P +Q+KTRK)xN + F (2.17)
F




(2.17)≤ −γxTNxN + F
≤ −γ|xN |




(2.19) ≤ −γ|xN |
2 + |xN |
2/z2
+ z2(‖E‖‖P‖‖S‖+ ‖R‖‖K‖)2|ν|2 + (‖E‖2‖P‖+ ‖R‖)|ν|2 (2.20)
(2.15)
F∗(xN) + L(xN , uN)≤ −α3(|xN |) + σ(|ν|) (2.21)




γ > 1/z2 > 0 z α3(|xN |)
K∞ σ(|ν|) K VN
ISS 1 ISS




o(k)), ∀k ∈ Z+ (2.22)
(2.5)
ISS 
1 ν = 0
(2.6) σ = 0








2 Q,R > 0 1
P (DARE)
F TPF − P +Q− F TPE(ETPE +R)−1ETPF = 0 (2.23)




TPF−P+Q−F TPE(ETPE+R)−1ETPF )xN = 0, ∀xN ∈ X¯sat ⊆ Xf . (2.24)
X¯sat = {x ∈ R
n|umin ≤ uN(x) ≤ umax}

DARE(2.23) P LMI (2.13)
LMI (2.13) MPC




R1. Q,R > 0
R2. F + EK 1 K 1











Jp¨ = Lu (2.25)
J ∈ R3×3 D K
p ∈ R3 L
Table 2.1 3
YALMIP[32℄ MPT toolbox[33℄ Matlab
1( P ):
RW MPC P












































Predition steps N 10
Sampling time [sec] 1
RCS output [Nm] 100
RW output [Nm] 0.04
Stage ost matrix Q=10E-1In, R=10E-3Im
Case1: Comparison of terminal ost matrix(3000[se℄)
Initial angle[deg] [0,0,0℄
Target angle[deg] [1,0,0℄








































Fig 2.3: Responses of attitude (top) and ontrol input (bottom): DARE(), LMI()
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Fig 2.4: Norms of attitude error: DARE(), LMI()
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Fig 2.5: Responses of attitude (top) and ontrol input (bottom): x(), y(- - -), z(···)
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Fig 2.6: Norms of attitude error: RW(), RCS(- - -), RW+RCS(···)
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Fig 2.7: Control inputs of RCS (top) and RW (bottom): x(), y(- - -), z(···)
























Fig 2.8: Computation time: RW(), RCS(- - -), RW+RCS(···)
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Fig 2.9: Attitude responses (top) and ontrol inputs (bottom): x(), y(- - -), z(···)
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Fig 2.10: Norms of attitude error: RW(), RCS(- - -), RW+RCS(···)
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Fig 2.11: Control inputs of RCS (top) and RW (bottom): x(), y(- - -), z(···)
28
2.5.2 3 ( ) n






umax, α = 0,±1, . . . ,±β (2.26)
α/β β = 1 u
umax β
β
Υ = {ui|ui =
α
β





x : x(k) ∈ Ξ, ∀k
u : u(k) ∈ {−β,−β + 1, . . . , 0, . . . , β − 1, β}m ⊆ Υ, ∀k





Jp¨ = Lu (2.28)
p ∈ R3 L
x(k + 1) = Fx(k) + Eu(k)
y(k) = Hx(k)
(2.29)





( ) (β = 1) n (β = 10)
(β = 10)
(PWM) 1Hz








(β = 10) PWM
2( )





Table 2.2: Differene of predition steps
Predition Step(N) β = 1:‖x(tf)‖




1 10.1E+1 6.46E+0 6.55E+0
3 14.9E−2 1.84E−2 4.12E−2
5 14.9E−2 1.84E−2 4.50E−2
10 14.9E−2 1.84E−2 4.50E−2
15 14.9E−2 1.84E−2 3.68E−2
Table 2.3: Differene of sampling frequeny with N=10
Sampling frequeny[Hz℄ β = 1:‖x(tf)‖




1 14.9E−2 1.84E−2 4.50E−2
2 3.13E−2 9.76E−3 8.77E−3
5 3.83E−2 5.85E−3 9.01E−3
10 2.54E−2 8.73E−4 5.73E−3
31



























































Fig 2.12: Response of attitude angles (ase1)
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Fig 2.13: Response of input torques (ase1)
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Fig 2.14: Time history of minimum ost (ase1)





















Fig 2.15: Computation time (ase1)
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Fig 2.16: Response of attitude angles (ase2)
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Fig 2.17: Response of input torques (ase2)
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Fig 2.18: Time history of minimum ost (ase2)













































 0 0 −2nv0 0 0
2nv 0 0

 , K =

























pl plm 2 or
|plx − p
lm








z | ≥ σz (2.33)
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x ≥ σx −Mδ1
plmx − p
l
x ≥ σx −Mδ2
ply − p
lm
y ≥ σy −Mδ3
plmy − p
l
y ≥ σy −Mδ4
plz − p
lm
z ≥ σz −Mδ5
plmz − p
l






Lx ≥ s−MI6d, 1
T
6 d ≤ 5 (2.35)
L pl plm s σ{x,y,z}
d .






x : x(k + 1) = Fx(k) + Eu(k)
U : u(k), u(k + 1), . . . , u(k +N − 1)
ui : ui ∈ {−1, 0, 1}
D : L{Fx(k) + EU(k)} ≥ S−MD
(1N ⊗ Inp ⊗ 1
T
6 )D ≤ 1npN ⊗ 5
(2.36)













































Fig 2.20: 3-D plot of responses
2
(2.32) 2 (S1 S2)





1(S1) 2 (S2) [−10, 0,−10] [−10, 0, 10][m℄
[10, 0, 10] [10, 0,−10][m℄
S1 S2
Figs. 2.20-2.21 Fig. 2.23
Fig. 2.20 Fig. 2.23
Fig. 2.22
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Fig 2.21: Responses of spaeraft positions





























Fig 2.22: Control inputs of eah spaeraft
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x∗(k + 1) = F (θk)x
∗(k) + E(θk)u(k) (3.1)
x∗ ∈ Rn u ∈ Rm θk ∈ θ k
(F (θk), E(θk)) θk











ρi(θk) = 1, ρi(θk) ≥ 0 ∀i (3.3)
xr x =
x∗ − xr
x(k + 1) = F (θk)x(k) + E(θk)u(k) (3.4)
44
x(k) ∈ Ξ ⊂ Rn
Ξ u(k)
Υ
u ∈ Υ = {−1, 0, 1}m ⊂ Zm (3.5)
(3.4) (3.5) x = 0
3.2.1
x(k) X(k) = [x(k+ 1)T , . . . , x(k +
N)T ]T u(k) u(k+N − 1) U(k) = [u(k)T , . . . , u(k+
N − 1)T ]T
Uo(k) = [uo(k)T , . . . , uo(k + N − 1)T ]T
u(k) = uo(k)
X(k) (3.1) x(k)

































F(N) . . . F(2)E(1) · · · F(N)E(N−1) E(N)


F(i) = F (θk+i−1), E(i) = E(θk+i−1)
1 P (2.14) K




TRK ≤ −γIn ∀i = 1, . . . , p, xN ∈Xf , uN(xN )∈Υ (3.7)
1 p = 1 (3.7) LTI LMI (2.13)
P
45
4 (2) S S(θ)
2 (3.1) (3.2) (3.7) K
LMI[
W (FiW + EiV )
T
(FiW + EiV ) W
]




R1. Q,R > 0
R2. F (θ) + E(θ)K 1 K 2



















































ΓTc ξc + Γ
T
r ξr








Fig. 3.1 Yr(s) W (z)
W (z) σmax(Gr(jω)) ≤ σmin(W (jω)), ∀ω > 0
















































VN(x˜(k),U(k)) > VN(x(k),U(k)) ∀k (3.13)
(yc = yˆc)
5 Yc(z) =
Hc(zI − Fc)EcU(z) Yr(z) = Hr(zI − Fr)ErU(z) Yw(z) = Hf(zI −
Ff )EfU(z) Q =
diag(HTc Hc, H
T
r Hr) ∈ R
2n×2n Qˆ = diag(HTc Hc, H
T
f Hf) ∈ R
2(nc+nf )×2(nc+nf )








































(3.12) (3.15) (3.16) 2 
48
W (z) = Hf (zI − Ff)Ef




















xe: xe(k + 1) = Fxe(k) + Eu(k), xe ∈ Ξe
u : u ∈ {−1, 0, 1} ⊆ Υ








R1. Q,R > 0
R2. Fe + EeK 1 K
3







:S1. N X(3.6) .










ξ¨ + Λ(θ)ξ˙ + Σ(θ)ξ = Γ(θ)u (3.19)
u ∈ R3 ξ ∈ R33 [35℄
1 u ∈ R
ξ ∈ R2 θ 360
θ = {0, 45, 90}[deg℄ u ξ
Fig.3.2 LPV
p = 8 (3.2)
RCS 50[Nm℄
Q = I4 R = 1
N = 30 1[se℄ LMI
Matlab CPLEX [36℄ YALMIP [32℄ SeDuMi[37℄




































Fig 3.2: Singular value plots of ETS-VIII spaeraft
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Fig 3.3: Attitude response when paddle angle is 0 [deg℄
















Fig 3.4: Input response when paddle angle is 0 [deg℄
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Fig 3.5: Attitude response when paddle angle is 45 [deg℄
















Fig 3.6: Input response when paddle angle is 45 [deg℄
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Fig 3.7: Attitude response when paddle angle is 90 [deg℄
























0.5 [se℄ RCS 20 [Nm℄
Fig.3.1 W (z)
• 1:Qc = 0.1I4,Qf = 0.1H
T
f Hf ,R = 1
• 2:Qc = 0.1I4,Qf = 0.1H
T
f Hf ,R = 0.01


































































Fig 3.9: Response of angle, veloity and input (Case1)
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Jp¨ = u (4.1)
p J
0.3475[kgm2] LPV
Σ(θ) Σ(θ) = sin(2π/60t)/100+ 1/90




(Fig. 4.1) u ∈ R
ξ ∈ R p = 2




90[deg℄ Fig. 4.5 Fig. 4.2-4.4
0.1[se℄
0.06
Fig 4.1: Experiment setup of air-stage
60


















Fig 4.2: Angle response of LPV air-stage
























Fig 4.3: Angular veloity response of LPV air-stage






















Fig 4.4: Input response of LPV air-stage
61
Table 4.1: Air-stage speiation
Air-stage:ABRT-200, Aeroteh In.
Unit Value
Stall Torque, Continuous Nm 3.65
Rate Speed rpm 800
Control input Sampling Hz 4000
Resolution deg 0.001
Table 4.2: Controller speiation






























ξ¨ + Λξ˙ + Σξ = Γu (4.3)
Λ = 2ζω Σ = diag(2πω)
ζ, ω
ζ = diag([0, 1.48E−03, 1.85E−03])
ω = [0, 2.41E+00, 1.10E+01]
Γ











R = 1 R = 2
Fig. 4.8-4.9 50[deg℄ RMPC
NMPC R = 1
30[se℄
Fig. 4.10-4.11 Fig. 4.12-4.13
RMPC NMPC
0.1[se℄
Fig. 4.14-4.21 NMPC(R = 1)
RMPC(R = 1)
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Fig 4.6: Experiment setup of air-stage with exible beam
65

























Fig 4.7: Singular value plot of air-stage with exible beam



























Fig 4.8: Angle and input of air-stage with beam (RMPC)
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Fig 4.9: Angle and input of air-stage with beam (NMPC)
























Fig 4.10: Angular veloity of air-stage with beam (RMPC)
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Fig 4.11: Angular veloity of air-stage with beam (NMPC)





















Fig 4.12: Computation time of air-stage with beam (RMPC)
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Fig 4.13: Computation time of air-stage with beam (NMPC, R=1)


















Fig 4.14: Angle of air-stage with beam (NMPC, R=1)
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Fig 4.15: Angular veloity of air-stage with beam (NMPC, R=1)



















Fig 4.16: Input of air-stage with beam (NMPC, R=1)
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Fig 4.17: Computation time of air-stage with beam (NMPC, R=1)

















Fig 4.18: Angle of air-stage with beam (RMPC, R=1)
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Fig 4.19: Angular veloity of air-stage with beam (RMPC, R=1)



















Fig 4.20: Input of air-stage with beam (RMPC, R=1)
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J(θ)p¨ +NT (θ)η¨ = u
N(θ)p¨+ η¨ + Ωη = 0
(B.1)
[35℄ p ∈ R3 η ∈ Re
θ J(θ)
N(θ) Ω
p = [pT , ηT ]
(B.1)
M(θ)p¨+Kp = Lu (B.2)
M(θ) = M(θ)T > 0 K = KT ≥ 0
Ψ(θ)TM(θ)Ψ(θ) = I Ψ(θ)TKΨ(θ) = Σ(θ)
(B.1) p = Ψ(θ)ξ
[35℄
ξ¨ + Λ(θ)ξ˙ + Σ(θ)ξ = Γ(θ)u (B.3)
ξ Λ(θ) ≥ 0
Γ(θ) = Ψ(θ)TL (B.3)











p¨x − 2nvp˙y − 3n
2
vx = ux (B.4)
p¨y + 3nvp˙x = uy (B.5)
p¨z + n
2
vpz = uz (B.6)










Fig B.1: Coordinate of Hill-Clohessy-Wiltshire equation
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CC.1 (ISS)




3 (lass-KL funtion) β(s, t) : R≥0 × R≥0 7→ R≥0 class−KL
β(·, t), ∀t ≥ 0 class−K β(s, ·) ∀s ≥ 0
t→∞ β(s, t)→ 0 .
ISS [26℄
4 KL β K
γ k ∈ Z+
|x(k, ξ, u)| ≤ β(|ξ|, k) + γ(‖µ‖) (C.1)
µ ∈ lm∞, x(0) = ξ ∈ D
n ⊆ Rn . µ = 0 Dn = Rn
ISS [39℄
5 V : Rn 7→ R K∞ α1, α2, α3 K
σ V ISS
α1(|ξ|) ≤ V (ξ) ≤ α2(|ξ|), ∀ξ ∈ R
n
V (f(ξ, µ))− V (ξ)≤−α3(|ξ|) + σ(|µ|), ∀ξ ∈ R







LPV (4.2 ) Xf K
N Fig. D.1 Xf
1 S1∩S2 K = [−1.7176,−3.4076] 2
Xf S1/5∩S2/5 K
1/5 Xf K Xf
Fig. D.1 Fig. D.2 k = 0 N = 10
X(0) xN ∈ Xf N ≤ 7
1
Fig D.1: Invariant set of LPV air-stage
Fig D.2: Close-up of Fig. D.1
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