I. Introduction
HERE are a number of numerical techniques that can tackle nonlinear initial value problems, such as the adaptive higher order Runge-Kutta method and the Gauss-Jackson method. A comparison of these methods is made in the paper by Fox [1] . In the topic of orbit propagation, the aspects of most concern in the numerical integration methods are accuracy and efficiency. To obtain highly accurate results, the integration step size has to be very small in the traditional methods. On the other hand, the process for solving two-point boundary value problem is usually much more intricate than solving initial value problem. A common practice is to convert the two-point boundary value problems into initial value problems by using the shooting method [2] . The state transition matrix of the final state with respect to the initial velocity is constructed and used to iteratively correct the "shooting trajectory" via the Newton's method. This approach has been widely adopted for its simplicity, but it is limited by its relatively narrow convergence domain and its sensitivity to the initial guess. The finite difference method is also applicable to two-point boundary value problems [3] . However, for obtaining an accurate solution, it needs to construct a large-scale algebraic matrix equation, which is hard to set up. A compromise between the simple shooting method and the finite difference method gives rise to the multiple-shooting method [4] . It divides a single large interval into multiple smaller subintervals, in which multiple initial value problems are defined. Additional matching conditions are then imposed to ensure that the solution on the whole interval is continuous. This approach provides a larger convergence domain and improves robustness over the simple shooting method. A modified simple shooting method [5] is further proposed by adopting homotopic strategy. In this method, the final state evolves along a prescribed path. In each step, a relatively simpler two-point boundary value problem is solved to provide a mild start for the next step, until the final state reaches the desired value. This method was recently tested in a long-duration, large non-coplanar Mars-orbital rendezvous problem [6] .
In addition to the aforementioned methods, the collocation method is also an important tool for solving both initial value problems and two-point boundary value problems [7] . In the collocation method, the solution over a finite time interval is interpolated with polynomials, harmonics, or some other basis functions. The collocation method is superior to the purely numerical method in that the solution can be semi-analytically approximated in a much larger interval, and only a few coefficients of basis functions need to be saved, rather than a large amount of discrete data [8] . By choosing appropriate collocating points in the domain of either the initial value problem or the two-point boundary value problem, the governing equations and the boundary conditions of the problem can be converted into algebraic T equations governing the values at the collocation points. The applications of collocation method on orbital mechanics have been quite successful. The Newton-Kantorovich/ Chebyshev pseudospectral (NK/CPS) method is a kind of collocation method using Chebyshev polynomials as basis functions. Several two-point boundary value problems in astrodynamics, including the perturbed Lambert problem, the relative orbit transfer, and the optimal control of spacecraft formation flying, were solved with this method [9] . Instead of the Chebyshev polynomials, the radial basis functions (RBF) were used in the RBF-collocation method in solving two-body problem [10] . Both the RBFcollocation and the NK/CPS methods were shown to be highly accurate and efficient. In the conventional collocation method, the original problem is first converted into a system of nonlinear algebraic equations and then solved using Newton-Raphson iteration method. The drawback is that researchers have to construct nonlinear algebraic equations and calculate the inverse of Jacobian matrix, which could be troublesome. A simpler idea is introduced by using Picard iteration method to produce a sequence of correctional formulas, and then use a set of orthogonal basis functions to approximate the solution. This leads to a very simple algorithm without inverting a matrix, and is named as the modified Chebyshev-Picard iteration (MCPI) method [11] [12] [13] [14] .
In this paper, we propose a new Feedback-Accelerated Picard Iteration (FAPI) method that can be used as an alternative to the conventional collocation method. To achieve that objective, the basic ideas of the Modified Variational Iteration Method [15] are further developed and combined with the concept of a collocation method. The Modified Variational Iteration Method is one of the asymptotic methods that also include the Homotopy Perturbation Method, the Picard Iteration Method, the Adomian Decomposition Method, and so on [16] . These asymptotic methods start from the solution of a linearized problem and iteratively correct the initial guess so that it approaches the real solution of the nonlinear problem. It implies that the real solution can be obtained by constructing an iterative formula involving a functional of the original equations, instead of transforming the nonlinear differential equations into nonlinear algebraic equations to be solved. This new method is applied on orbit propagation as well as Lambert's problem. The convergence as well as the accuracy and efficiency are verified through these examples.
In general, for solving two-point boundary value problems in conservative systems, a Fish-Scales-Growing Method (FSGM) is proposed. Compared with the multiple shooting method and the modified simple shooting method, the proposed Fish-Scales-Growing Method is based on principle of least action for a Hamiltonian system, instead of using the Newton's iterative algorithm or a homotopy asymptotic strategy. In a conservative system, the solution of a two-point boundary value problem is determined by the principle of least action. Using Fish-Scales-Growing Method, a piecewise solution obtained by solving multiple two-point boundary value problems is used as an approximation of the true solution. Then by changing the boundary conditions of the multiple two-point boundary value problems, the piecewise solution will iteratively evolve in a pattern that looks like the growing of fish scales. In this pattern, the action along the piecewise trajectory is guaranteed to decrease. Theoretically, the piecewise solution will eventually approach the true solution in a conservative system. In the Fish-Scales-Growing Method, the two-point boundary value problem to be solved is converted into multiple two-point boundary value problems that can be solved much more easily. Since the convergence of the piecewise solutions obtained by Fish-Scales-Growing Method is theoretically guaranteed by the principle of least action, the initial guess can be selected rather arbitrarily, although different initial guesses may affect the convergence speed. Moreover, in each iteration step of the Fish-Scales-Growing Method, the multiple two-point boundary value problems are independent to each other. Thus, it can be conveniently coded for parallel computation to enhance the computational efficiency. At last, for each solution of the multiple twopoint boundary value problems, only one time instant and its corresponding positions and velocities need to be recorded for the next iteration, so the Fish-Scales-Growing Method is very efficient and memory-saving.
II. Modified Variational Iteration/Collocation Method
The Modified Variational Iteration Method is an analytical asymptotic method for solving various strongly nonlinear ordinary differential equations. Using a linear or nominal solution as an initial guess, this method corrects the guess-function iteratively and analytically, by adding it to the error function multiplied by an optimal Lagrange multiplier. The analytical solutions obtained by using the Modified Variational Iteration Method can be useful in aspects such as nonlinear dynamical analysis and future state prediction. However, the derivation of the analytical solution usually needs lots of complex symbolic calculations, which could become a heavy burden for missions in reality. Therefore, the Modified Variational Iteration Method is combined with the collocation methods to provide semi-analytical approximations for the problems where purely analytical solutions are not required. It turns out that the combined method results a new class of iterative collocation method for solving nonlinear problems. In this section, the Modified Variational Iteration Method is introduced first, and then the iterative formulas of this method are implemented using the collocation method. The process of solving the initial and two-point boundary value problems is presented thereafter.
A. Modified Variational Iteration Methods
Generally, for solving a system of first order differential equations ( , ) 
Then we collect the terms including ( ) 
In the reminder of this subsection, two modifications are made to the variational iteration method.
First, by differentiating Eq. (2) and using the constraints on ( ) τ λ in Eq. (4), we have
It was proved that the generalized Lagrange multipliers ( ) τ λ happen to be the solution ( )
where ( ) ( , )
x . Therefore, Eq. (5) can be further simplified by using the equivalence between ( ) τ λ and ( ) t λ , which leads to
In this way, the Lagrange multipliers ( ) τ 
where [ ] k T λ is the th k order differential transformation [18] of ( ) τ
Using Eq. (4), [ ] k T λ can be determined in an iterative way:
and t , this expression can be rewritten in another form,
where the coefficient matrices
Obviously, if ( ) τ λ is approximated roughly with 0 [ ] T λ , the correctional formula of VIM will degrade to the Picard iteration formula, which is written as
B. Implementation Using Collocation Method
The above stated correctional iterative formulas (7) and (12) involving a feedback of the error can be conveniently implemented using the concept of collocation method. By collocating at a set of points in the domain of the system, the iterative formulas are then reduced to algebraic iterative formulas for the values of the solution at collocation points. 
in which L denotes the differentiation operator.
In a matrix form, they can be written as 
The preceding expression is the nonlinear algebraic equations generated by the conventional collocation method.
Herein, we approximate the guess function ( ) n t x and the corrected function
in the iterative correctional formulas (7) and (12) respectively by ( ) n t u From Eq. (7), we have
By rearranging the matrices, it can be further expressed as
This is exactly the Newton-Raphson iterative algorithm for solving Eq. (17).
From Eq. (12), another algebraic iterative formula is derived as
where
The first three low order correctional formulas are obtained as Table 1 The first three low order correctional formulas
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In the case of solving the initial value problem, the initial conditions are automatically satisfied by the correctional formulas. Normally the number of collocation points M and the number of basis functions N are set to be equal, so that there are enough constrains to determine the coefficients of the basis functions. For a long time interval, the solution can be obtained in piecewise, by repetitively using the proposed method on each local time interval
. Considering that the modified variational iteration method can be regarded as a generalization of the Picard iteration method, the corresponding modified variational iteration/collocation method for solving IVPs and BVPs are named as Feedback-Accelerated Picard Iteration (FAPI) method.
For solving the two-point boundary value problem, the boundary conditions can be enforced by imposing extra constrains on the correctional formulas. Take the first order correctional formula for instance, one may simply collocate at the boundary point and add the boundary condition as a part of the correctional formula, thus lead to
U describes the boundary condition of the problem. It should be noted that there could be other approaches to incorporate the boundary conditions, such as artificially adapting the first several coefficients of the basis functions in each iteration step, as is adopted by the modified Chebyshev-Picard iteration method [11] .
With the first kind of Chebyshev polynomials as the basis functions, the trial functions are expressed as 
or by trigonometric functions
The differentiations of ( ) n T ξ can be obtained by the properties of Chebyshev polynomials [18] or simply by 
With the properties of Chebyshev polynomials, the integration can be calculated conveniently by
For better approximation, the collocation points are selected as the Chebyshev-Gauss-Lobatto (CGL) nodes, which are calculated from
III. Application to Perturbed Orbit Propagation
In the following, three scenarios, including a low Earth orbit (LEO), a high eccentric orbit (HEO) and a geosynchronous Earth orbit (GEO), are used to test the proposed method. These three orbit regimes represent most cases in orbit determination and propagation, and thus make it possible to evaluate the proposed method comprehensively. The parameters and initial conditions of the three orbit regimes are listed in Table 2 . The same configurations are used by [19] , where the fourth-order Runge-Kutta and the Gauss-Jackson method are compared with each other using several different accuracy assessment techniques. 
Table 2 Parameters and initial conditions

A. Comparison with MCPI method
The proposed method and the regular modified Chebyshev-Picard iteration method are tested in a spherical harmonic gravity field of 40 degree (EGM2008). The effect of air drag is not considered herein so that the computational error of Hamiltonian in these two methods can be obtained. Although the Hamiltonian cannot capture all the computational errors, as is pointed out in [19] , it provides some insights into the highest accuracy that these two methods may achieve. The relative error of Hamiltonian presented in the numerical results are calculated through 0 / H H ε = ∆ , with 0 H being the Hamiltonian of the system at the initial instant, and H ∆ being the discrepancy of Hamiltonian in computation.
To demonstrate the performance of these two methods without bias, the number of Chebyshev-Gauss-Lobatto nodes M and the tolerance criterion proposed method. First, the step size t ∆ adopted in these two methods is selected as one orbit period p T , with which the integration during one orbit revolution is completed in a single step, for all the three orbit regimes. Then much smaller step sizes are used, with which the orbits are integrated successively. The accuracy and convergence speed of these two methods are evaluated and presented in Fig. 1 and 2 , for the cases of large and small step sizes respectively.
In all the cases considered, the initial approximation in each step is selected as a straight line, which is used as a "coldstart" for the methods. Overall, in the case where the step size 1 ∆ ≈ t orbit period , the accuracy of the Feedback-Accelerated Picard Iteration method and the modified Chebyshev-Picard iteration method are almost the same. As is shown in Fig.1 , the solutions obtained by these two methods are both of very high accuracy. The relative computational errors of the Hamiltonian in these three orbits are kept nearby or less than 13 10 − , which is close to the machine precision. In the case of HEO, the accuracy deteriorates a little bit. The main reason for it is that the high eccentric orbit is affected more by the gravity force near perigee than near apogee, which means much more nodes are needed to precisely approximate the trajectory near perigee. Against this problem, it is suggested in [20] to use true anomaly segmentations to improve the computational accuracy and efficiency. As shown in Fig. 1 , the main difference between the proposed method and the modified Chebyshev-Picard iteration method lies in the convergence speed. Since the computation time in each iteration is roughly the same for these two methods, the convergence speed can be used to evaluate the computational efficiency. As shown, the number of iterations needed to converge is halved by using the proposed method. The acceleration of convergence speed can be explained by investigating Table 1 , where the Picard iteration method is shown to be the zeroth order correctional formula of the modified variational iteration method. In practical applications, the evaluations of the force model consume most of the computational time, thus the reduction of iterations is significant in reducing the computational cost.
By using a very large time step size, lots of nodes are need to accurately approximate the solution in each step, as is shown in Table 3 . A large number of nodes could occupy a lot of memory and cause a heavy burden to the computer processor, which will in turn slow down the computation. By using a smaller time step size, the number of nodes and the iteration steps in the Feedback-Accelerated Picard Iteration method and the modified Chebyshev-Picard iteration method can be much reduced. Moreover, it makes the algorithms more stable since the convergence in small time intervals is guaranteed and the convergence speed is relatively fast. With smaller time step sizes as shown in Table 4 , the relative computational error of Hamiltonian is further reduced in the proposed Feedback-Accelerated Picard Iteration method. As presented in Fig. 2 , the error ε is kept well under 13 
10
− in the first orbit revolution for the LEO, HEO (3 orbit revolutions are presented in Fig.2 (b) ), and GEO. The accuracy of the two methods concerned herein is still almost the same except for the case of HEO that is presented in Fig. 2 (b) , which is mainly due to the computational error in the first few steps. In Fig.2 (b) , it is also observed that the computational error of both methods accumulates relatively fast in the steps near the perigee.
In Fig. 2 (d) , it can be seen that the total number of iterations is halved by the proposed method, which is consistent with the previous result in Fig. 1 (d) . Specifically, the iteration numbers in each time step is about 5-7 for the FeedbackAccelerated Picard Iteration method, and 10-15 for the modified Chebyshev-Picard iteration method. atmosphere model is used to provide the information of air density, which is supported online by NASA 5 . By including the air drag, the force evaluation in LEO and HEO become more difficult, and the atmospheric re-entry in the case of HEO may further stress the integrators.
To get reasonable assessments of the integration accuracy, we used an error ratio ρ in terms of the root-meansquare (RMS) error of the integration, as is defined in [19] . Take position error for instance, ρ is calculated from reference. It is also unreliable to use other integration methods as reference, because both these two methods are of relatively high accuracy compared with other methods in literature. Considering that, the position errors of these two methods is evaluated using the step-size halving technique, as it is verified to be reliable in [19] . The parameters used in the Feedback-Accelerated Picard Iteration method are listed in Table 5 . The step sizes of RK 12 (10) are set as 50s, 50s, and 100s respectively for the cases of LEO, HEO, and GEO. The evaluations of error ratios for the RK12 (10) and the proposed method are obtained and presented in Table 6 .
It is shown that the accuracy of these two methods are similarly high in the cases of LEO and GEO. However, in the integration of HEO, the accuracy of RK 12 (10) deteriorates significantly while the proposed method still achieves a relatively high accuracy. A more concrete comparison is made in Fig. 3 , where the position errors in three orbit revolutions of LEO, HEO and GEO are plotted separately. The results in Fig. 3 (a-c) further verify the results in Table 6 . As shown, the maximum position error in the proposed methods is about 6 
− m in the case of LEO. This value increases to about 3 
− and 4 
− in the cases of HEO and GEO. The computational error of velocity in these two methods is similar to the position error, except that the value is three magnitudes smaller. In Fig. 3 (d) , the computational cost is plotted, which reveals the computational time consumed in evaluating the force model. The calculation follows. N is the number of integration steps. As can be seen form Fig. 3 (d) , the proposed method is far more efficient than the RK 12 (10) method. Regarding the three kinds of orbit regimes considered herein, the cost saving by using the proposed method is about 95%. If the parallel computing technique is adopted, the efficiency of the proposed method could be further improved.
In the above simulations, the step size of Feedback-Accelerated Picard Iteration method is fixed. It has a drawback that some steps are over calculated, while some others may not be calculated very well, as is observed in Fig. 2 (b) . It leads to the wasting of computational resource and faster accumulation of errors. Being aware of that, one may use adaptive steps in practice to further improve the computational efficiency and accuracy of the proposed method, as well as the MCPI method. A possible approach to achieve that is to divide the orbit into multiple true anomaly segments and make approximations in each segment, as is proposed by [20] .
IV. Perturbed Lambert's problem
The solution of Lambert's problem is fundamental to the targeting and orbit determination applications. For nonperturbed Keplerian motion, there has already been a variety of elegant methods for solving this problem [22] .
However, in the more general situations, such as the perturbed two body motion, three body motion, and relative motion, the solvers of classical Lambert problem can be useless. Unlike these solvers, the Feedback-Accelerated Picard Iteration method is not limited to unperturbed motion or any specific two-point boundary value problem. Using the perturbed Lambert's problem as an example, the effectiveness of the proposed method is verified. The two Lambert transfer problems listed in Table 7 The transfer orbits obtained by the proposed Feedback-Accelerated Picard Iteration method are plotted in Fig. 4 .
The velocities at the boundaries are also determined by the proposed method and listed in Table 8 . As reference, the MATLAB built-in ODE45 function is used to numerically integrate the transfer orbit with the initial velocity in Table   8 . The ODE45 function uses an explicit Runge-Kutta 4 (5) method. An introduction to this function can be found in [23] . The relative tolerance and the absolute tolerance of ODE45 are both set to 15 
10
− . The discrepancies on final positions and velocities between the results obtained by ODE45 and the proposed method are then measured and listed in Table 8 . As is shown, with 64 CGL nodes as collocation points, the Lambert's problems considering 2 J perturbation is solved in very high accuracy. It is noted that the modified Chebyshev-Picard iteration method is also used, but somehow it appears to be not convergent in these two cases.
(a) (b)
Fig. 4 (a) Low earth transfer orbit and (b) high eccentricity transfer orbit B. A Fish-Scales-Growing Method
In the area of solving two-point boundary value problems, all the methods, including various shooting methods, finite difference methods and collocation methods, are complicated by the long duration or large interval between the initial and final state, especially when the dynamical system is complex and strongly nonlinear. In the simple shooting method for example, as the shooting distance increases, the method becomes more and more sensitive to the initial guess, and at the same time, the selection of a proper initial guess become more and more difficult. This leads to the development of multiple shooting method and the modified simple shooting method, both of which have larger convergence domain than the simple shooting method. However, these two methods are much more laborious than the simple shooting method, and can still become hard to implement if a proper initial guess cannot be obtained.
Here we propose a Fish-Scales-Growing Method for solving long duration two-point boundary value problems.
As will be shown, the initialization and the implementation of this method is rarely simple. Moreover, as an iterative method, the Fish-Scales-Growing Method is very robust and converges fast. It can also be conveniently coded for parallel computation. The iterative procedure of this method is as follows.
An initial approximation is provided by a reference trajectory, which could be a nominal solution obtained from the linearized problem or unperturbed problem. According to the principle of least action, the solution of a TPBVP in a conservative system is the trajectory that has the least action among any nearby trajectories that connect the initial and final position. Thus, it can be concluded that in each iteration, the action along the corrected piecewise solution connecting
is less than that along the trajectory connecting
. Therefore, it is guaranteed for a conservative system that the total action along the piecewise trajectory is monotonically decreasing as the iteration goes on. So, this method is absolutely convergent for conservative systems, providing that the subTPBVPs are solvable. Although there is no mathematical method to estimate the convergence speed, the numerical examples show that the Fish-Scales-Growing Method converges fast within the first 15 iterations.
Fig. 5 Illustration of the Fish-Scales-Growing Method
A schematic of the Fish-Scales-Growing Method is illustrated in Fig. 5 x approaches to the real value, thus the piecewise trajectory evolves to the true solution of the original TPBVP. First, a high eccentricity orbit transfer problem is solved using the Fish-Scales-Growing Method. The boundary conditions are listed in Table 9 . A very rough initial guess is selected as It can be seen that the piecewise solution of Fish-Scales-Growing Method converges to the true solution in a few iterations. In this example, it is shown that the original problem is divided into multiple sub-TPBVPs, each of which can be solved easily with 13 collocation points. The Fig. 5 (d) indicates that the rate of convergence is logarithmic for the first 15 iterations.
In practice, the Fish-Scales-Growing Method can also be combined with other TPBVP solvers, to enlarge the application area of these solvers in long duration transfer problems and strongly nonlinear boundary value problems. segments, while in each segments the solution is approximated using 13 collocation points. Unlike the preceding case, the Keplerian orbit is used as an initial approximation. To evaluate the improvement of the solution obtained using the proposed method, the discrepancies r δ of position and v δ of velocity between the exact solution and the iteratively corrected solution is recorded and plotted in Fig. 7 . It is shown that the proposed method can further improve the Keplerian solution, but the convergence speed is relatively low.
According to the numerical results in solving the HEO transfer and multi-revolution orbit transfer problems, it is found that the proposed Fish-Scales-Growing-Method is quite efficient in solving Lambert problems within one orbit revolution, while for the multi-revolution problem, the convergence speed could become very slow. This drawback is not addressed in this work, but it is one of our future researches to improve the performance of the Fish-ScalesGrowing-Method in solving multi-revolution orbit transfer problems.
(a) (b) Fig. 7 Test of FSGM in multi-revolution lambert's problem
V. Conclusion
The obit propagation and the Lambert's problem for a perturbed two-body system is studied using the FeedbackAccelerated Picard Iteration method. With the use of Chebyshev polynomials of the first kind as the basis functions, a time integrator is developed to solve the initial value problems in orbit propagation. The examples show that the proposed Feedback-Accelerated Picard Iteration method is very efficient and highly accurate for the long-term integration of the perturbed orbital equations. It proves that the proposed method is theoretically correct and practically effective. Then the Lambert's problem is also solved for both low earth orbit transfer and high eccentricity orbit transfer using the proposed method. The solution achieves very high accuracy in both the final position and final velocity.
For solving two-point boundary value problems (TPBVPs) in conservative systems, a Fish-Scales-Growing
Method is further proposed. An example is provided to illustrate that the Fish-Scales-Growing Method converges to an accurate solution in a very simple and straightforward approach. Among the merits of the Fish-Scales-Growing
Method are that it is insensitive to the initial guess, and only need to solve the sub-TPBVPs, which provide much convenience in manipulation.
