The process of dynamic state estimation (filtering) based on point process observations is in general intractable. Numerical sampling techniques are often practically useful, but lead to limited conceptual insight about optimal encoding/decoding strategies, which are of significant relevance to Computational Neuroscience. We develop an analytically tractable Bayesian approximation to optimal filtering based on point process observations, which allows us to introduce distributional assumptions about sensor properties, that greatly facilitate the analysis of optimal encoding in situations deviating from common assumptions of uniform coding. Numerical comparison with particle filtering demonstrate the quality of the approximation. The analytic framework leads to insights which are difficult to obtain from numerical algorithms, and is consistent with biological observations about the distribution of sensory cells' tuning curve centers.
I. INTRODUCTION
A key task facing natural or artificial agents acting in the real world is that of causally inferring a hidden dynamic state based on partial noisy observations. This task, referred to as filtering in the engineering literature, has been extensively studied since the 1960s, both theoretically and practically (e.g., [1] ). However, beyond some very specific settings [11] , the optimal filter is infinite-dimensional and impossible to compute in closed form, requiring either approximate analytic techniques (e.g., the extended Kalman filter (e.g., [1] ), the unscented filter [16] , the cubature filter [3] ) or numerical procedures (e.g., particle filters [13] ). The latter usually require time discretization and a finite number of particles, resulting in loss of precision in a continuous time context.
The present work is motivated by the increasingly available data from neuroscience, where the spiking activity of sensory neurons gives rise to Point Process (PP)-like activity, which must be further analyzed and manipulated by networks of neurons, in order to estimate attributes of the external environment (e.g., the location and velocity of an object), or to control the body, as in motor control, based on visual and proprioceptive sensory inputs. In both these cases the system faces the difficulty of assessing, in real-time, the environmental state through a large number of simple, restricted and noisy sensors (e.g., [12] ). Example of such sensory cells are retinal ganglion cells, auditory (cochlear) cells and proprioceptive stretch receptors. In all these cases, information is conveyed to higher brain areas through sequences of sharp pulses (spikes) delivered by the responses of large numbers of sensory cells (about a million such cells in the visual case). Each sensory cell is usually responsive to a narrow set of attributes of the external stimuli (e.g., positions in space, colors, frequencies etc.). Such cells are characterized by tuning functions or tuning curves, with differential responses to attributes of the external stimulus. For example, a visual cell could respond with maximal probability to a stimulus at a specific location in space and with reduced probability to stimuli distanced from this point. An auditory cell could respond strongly to a certain frequency range and with diminished responses to other frequencies, etc. In all these cases, the actual firing of cells is random (due to stochastic elements in the neurons, e.g., ion channels and synapses), and can be described by a PP with rate determined by the input and by the cell's tuning function [12] . A particularly important and ubiquitous phenomenon in biological sensory systems is sensory adaptation, which is the stimulus-dependent modification of system parameters in a direction enhancing performance. Such changes usually take place through the modification of tuning function properties, e.g., the narrowing of tuning curve widths [4] , [14] , the change of tuning curve heights [5] , or the shift of the center position of tuning curves [15] . In analogy with engineering parlance, we refer to the process of setting the neurons' sensory tuning functions as encoding, and to the process of reconstructing the state based on the PP observations as decoding.
Inferring the hidden state under such circumstances has been widely studied within the Computational Neuroscience literature, mostly for static stimuli, homogeneous and equallyspaced tuning functions, and using various approximations to the reconstruction error, such as the Fisher information. In this work we are interested in setting up a general framework for PP filtering in continuous time, and establishing closedform analytic expressions for an approximately optimal filter (see [7] , [25] , [26] for previous work in related, but more restrictive, settings). We aim to characterize the nature of nearoptimal encoders, namely to determine the structure of the tuning functions for optimal state inference. A significant advantage of the closed form expressions over purely numerical techniques is the insight and intuition that is gained from them about qualitative aspects of the system. Moreover, the leverage gained by the analytic computation contributes to reducing the variance inherent to Monte Carlo approaches. Note that while this work has been motivated by neuroscience, it should be viewed as a contribution to the theory of point process filtering. Technically, given the intractable infinite-dimensional nature of the posterior distribution, we use a projection method replacing the full posterior at each point in time by a projection onto a simple family of distributions (Gaussian in our case). This approach, originally developed in the Filtering literature [17] , [10] , and termed Assumed Density Filtering (ADF), has been successfully used more recently in Machine Learning [21] , [18] . We are aware of a single previous work using ADF in the context of point process observations [24] , where it was used to optimize encoding by a population of two neurons.
The main contributions of the paper are the following: (i) Derivation of closed form recursive expressions for the continuous time posterior mean and variance within the ADF approximation, allowing for the incorporation of distributional assumptions over sensory variables (going beyond homogeneity assumptions used so far). (ii) Demonstrating the quality of the ADF approximation by comparison to state of the art particle filtering simulation methods. (iii) Characterization of optimal adaptation (encoding) for sensory cells in a more general setting than hitherto considered.
II. PROBLEM FORMULATION A. General setting
We consider a dynamical system with state X t ∈ R n , for t ∈ [0, ∞), observed through an array of sensors. The state X t ∈ R n obeys a Stochastic Differential Equation (SDE)
where A (·) , B (·) , D (·) are arbitrary functions such that the SDE has a unique solution, U is a control process and W is a Wiener process. The initial condition X 0 is assumed to have a continuous distribution with a known density.
Heuristically, we assume the i-th sensor generates a random point in response to X t = x with probability λ t (x; y i ) dt in the time interval [t, t+dt), where y i ∈ Y is a parameter of the sensor. For example, in the case of auditory neurons, y i may be the tuning curve center of the i-th neuron, corresponding to the frequency for which it responds with the highest firing rate. In this case the space Y would be the space of frequencies.
We assume that given X t = x, points are generated independently of the past of X and of previously generated points from all sensors. Each generated point is "marked" with the parameter y i of the sensor that generated it. We therefore describe the observations by a marked point process, i.e., a random counting measure N on [0, ∞) × Θ where the measurable space (Θ, Θ) is the mark space, and the observations available at time t are the restriction of N to the set [0, t] × Θ. Such a process may also be described as a vector of (unmarked) point processes, one for each sensor; however, we adopt the marked point process view to allow taking the limit of infinitely many sensors, as described below. Figure 1 illustrates this setting in a biological context, where the sensors are neurons and the points events are spikes (action potentials).
We denote by f the counting measure of sensor marks over the mark space Θ, i.e., f = i δ θi , where δ θ is the Dirac delta measure at θ. Then the marked process N t has the measure-valued random process λ t (X t ; θ) f (dθ) as its intensity kernel (see, e.g., [9] , Chapter VIII), meaning that the rate (or intensity) of points with marks in a set Θ ∈ Θ is
under conditioning on the history of X and N up to time t. Thus, the dynamics of N may be described heuristically 1 by means of the intensity kernel as
where X [0,t] is the trajectory of X on [0, t] and N [0,t] is the process N restricted to [0, t] × Θ. The control process U is assumed to depend only on the measurement history, i.e., be adapted to the filtration generated by N . Continuing the auditory example, the expected instantaneous total rate of spikes from all neurons which are tuned to a frequency within the range [θ min , θ max ] (conditioned on the history of the external state and of neural firing) would be given by the integral of λ t (X t ; θ) f (dθ) over this range of frequencies. We generalize this model by allowing f to be an arbitrary measure on Θ (not necessarily discrete). A continuous measure may be useful as an approximate model for the response of a large number of sensors, which may be easier to analyze than its discrete counterpart. For example, a simplifying assumption in some previous works is that tuning curve centers are located on an equally-spaced grid (e.g., [22] , [28] , [27] ). In the limit of infinitely many neurons, this is equivalent to taking f to be the Lebesgue measure-the uniform "distribution" over the entire space.
B. Encoding and decoding
We consider the question of optimal encoding and decoding under the above model. By decoding we mean computing (exactly or approximately) the full posterior distribution of X t given N [0,t] . The problem of optimal encoding is then the problem of setting the optimal sensor configuration: i.e., finding the optimal rate function λ t (x; θ) and population distribution f (dθ) so as to minimize some performance criterion, where λ t (x; θ) and f (dθ) come from some parameterized family.
The study of optimal encoding has both biological and engineering motivations. In the context of neuroscience, the optimal encoding strategy may serve as a model for the observed characteristics of sensory neurons, or for observed sensory adaptation (e.g., [12] ). Existing approaches to this problem in the neuroscience literature typically employ Fisher information as a performance criterion, since it is easily computed from tuning functions in the case of static state (e.g., [12] ). A few works (e.g. [28] , [27] ) consider the more difficult problem of direct minimization of the MSE rather than the Fisher information, by solving the corresponding filtering problem and measuring the MSE of different encoding parameters using Monte Carlo (MC) simulations. The filtering problem is made tractable in [28] and [27] by assuming a uniform population (in our notation, f (dθ) = dθ). However, sensory populations are often non-uniform (e.g. [8] ), and sensory adaptation often modifies tuning curves non-uniformly (e.g. [5] ), which motivates our more general setting. Optimization of sensor configuration and coding is also increasingly studied in engineering contexts (e.g., [29] , [2] , [19] , [20] ), as networked filtering and control are becoming ubiquitous. The latter studies are usually concerned with continuous observations (often linear), rather than PP based observations using heterogeneous biologically motivated tuning functions as is done here.
C. Tractable special cases
We demonstrate that the decoding problem for this model may be solved approximately in closed form for some special cases, using ADF. In particular, we consider the case where each tuning curve λ t (x; θ) is a Gaussian with center θ, all with the same variance R −1 :
where z 2 M z T Mz, and H ∈ R m×n is a fixed matrix of full row rank, which maps the external state from R n to "sensory coordinates" in R m . Here, h is the tuning curve height, i.e., the maximum firing rate of the sensor; θ is the tuning curve center, i.e., the stimulus value in sensory coordinates which elicits the highest firing rate; and R is the precision matrix of the Gaussian response curve in the sensory space R m . Following neuroscience terminology, we refer to the tuning curve center θ as the sensor's preferred stimulus. The inclusion of the matrix H allows using high-dimensional models where only some dimensions are observed, for example when the full state includes velocities but only locations are directly observable. In the one-dimensional case, R −1/2 is the tuning curve width.
We consider several special forms of the population distribution f (dθ) where we can bring the approximate filter to closed form:
(iv) uniform population on an interval, f (dθ) = 1 [a,b] (θ) dθ (in this case we assume n = m = 1),
where each f i is of one the above three forms. In this case the tuning curve height h and width R may differ between mixture components. The uniform case (ii) was previously studied in [22] , [26] and admits an exact closed-form solution, which is recovered under the ADF approximation.
III. DECODING
The closed form solutions obtained by applying ADF will be presented in the full paper. We present here the solution for a Gaussian population (iii) in the scalar case m = n = 1 and H = 1. The posterior mean μ t and variance σ t of X t given N [0,t] approximately obey the following SDE,
where σ 2 t = Σ t , σ 2 tc = R −1 , σ 2 pop = Σ pop , a = A, d = D, and g t = h 2πσ 2 tc N μ t ; c, σ 2 t + σ 2 tc + σ 2 pop is an approximation to the posterior total rate E λ (θ, X t ) |N [0,t] dθ (which is the self-intensity of N ([0, t] × R)). Figure 2 shows how μ t , σ 2 t change between spikes for a static 1-dimensional state (a = d = 0). In this case, all terms in the filtering equations drop out except those involving g t . The term involving g t in The dynamics were discretized with time step Δt = 10 −3 . The particle filter uses 1000 particles with systematic resampling (see, e.g., [13] ) at each time step. dμ t pushes μ t away from c in the absence of spikes. This effect weakens as |μ t − c| grows due to the factor g t , consistent with the idea that far from c, the lack of spikes is less surprising, hence less informative. The term involving g t in dσ 2 t increases the variance when μ t is near c, otherwise decreases it. Figure 3 shows an example of filtering a one-dimensional process observed through a Gaussian population of Gaussian sensors, using both the ADF approximation (4)-(5) and a Particle Filter (PF) [13] for comparison. See figure caption for precise details.
IV. ENCODING
To illustrate the use of ADF for the encoding problem, we consider a simple example using a Gaussian population.
Previous work using a finite neuron population and a Fisher information-based criterion [15] has suggested that the optimal distribution of preferred stimuli depends on the prior variance. When it is small relative to the tuning curve width, optimal encoding is achieved by placing all preferred stimuli at a fixed distance from the prior mean. On the other hand, when the prior variance is large relative to the tuning curve width, optimal encoding is uniform (see figure 2 in [15] ). These results are consistent with biological observations reported in [8] concerning the encoding of aural stimuli.
Similar results are obtained with our model, as shown in Figure 4 . Here, a scalar state obeying the dynamics
is observed through a Gaussian population and filtered using (4)- (5) . The process is initialized so that it has a constant prior distribution, its variance given by d 2 / (2 |a|). In Figure  4 (left) , the steady-state prior distribution is narrow relative to the tuning curve width, leading to an optimal population with a narrow population distribution far from the origin. In Figure  4 (right), the prior is wide relative to the tuning curve width, leading to an optimal population with variance that roughly matches the prior variance.
Our approach, though more computationally expensive, offers two advantages over the Fisher information-based method which is used in [15] and is prevalent in computational neuroscience. First, the computation of Fisher information from tuning curves is based on the assumption of a static state, whereas our method can be applied in a fully dynamic context, including in the presence of observation-dependent feedback. Second, our approach allows the minimization of arbitrary criteria, including the direct minimization of posterior variance or Mean Square Error (MSE). Although Fisher information approaches the MSE in the limit of infinite decoding time, at least in the static case, it may be a poor proxy for the MSE for finite decoding times (e.g., [6] , [28] ), which are of particular importance in natural settings and in control problems.
V. CONCLUSIONS
We have introduced an analytically tractable approximation to point process filtering, allowing us to gain insight into the generally intractable infinite-dimensional filtering problem. The approach enables the derivation of near-optimal encoding schemes going beyond the previously studied case of uniform population. The framework is presented in continuous time, circumventing temporal discretization errors and numerical Fig. 4 . Optimal population distribution depends on prior variance relative to tuning curve width. A scalar state with dynamics dXt = aXt + d dWt (a = −0.05) is filtered with tuning curves of width σtc = 1 and preferred stimulus density N (c, σ 2 pop ). The process is initialized from its steady state distribution, which is N 0, d 2 / (−2a) . Both graphs show the posterior standard deviation relative to the prior standard deviation σp. In the left graph, d = 0.1 so that the prior variance is 0.1, whereas on the right, d = 1, so that the prior variance is 10. In both cases the filter is initialized with the correct prior, and the posterior variance is averaged over the time interval [1, 2] and across 100 trials for each data point. Only non-negative values of c were simulated, but note that the process is symmetric about zero, so that the full plots would also be symmetric about c = 0. The areas colored in white in the right plot correspond to parameters where the computed posterior variance exceeded the prior variance. This is due to poor performance of the ADF approximation for these parameter values, in cases where no spikes occur and the true posterior becomes bimodal.
imprecisions in sampling-based methods, applies to fully dynamic setups, and directly estimates the MSE rather than lower bounds to it. It successfully explains observed experimental results, and opens the door to many future predictions.
