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1. INTRODUCTION
In this note we study the solutions to the nonlinear differential equation
u q u p s 0, x g yL, L 1.1Ž . Ž .x x
with Dirichlet boundary conditions
u yL s u and u L s u 1.2Ž . Ž . Ž .l r
and their limits as the parameter p tends to ‘.
Nonlinear equations of this type arise from various applications, e.g.,
diffusion with nonlinear sources, thermal ignition of gases, etc. The ordi-
Ž .nary differential equation 1.1 is a special case of the Emden]Fowler
w xequation; see the review paper 6 for more. The Lane]Emden equation in
classical physics is a similar equation where such a parameter is allowed to
Ž w x. Žgrow to infinity see 1 . For its higher-dimensional form partial differen-
.tial equations , there has been a vast collection of literature on the analysis
w xof such equations; see 4 for a review. The main interest in the literature
is the existence of positive solutions for homogeneous boundary value
Ž .problems and bifurcation results. For the higher-dimensional G 3 version
Ž .of 1.1 with homogeneous boundary conditions in star-shaped domains, it
Ž w x.is well known that positive solutions fail to exist for large p see 5 . To
Žthe best of our knowledge, the limiting behavior of the solutions when
.they exist as the nonlinear parameter p tends to ‘ is not known. The
effect of large parameters of this type on solutions of nonlinear problems
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w xwas first studied in 3 , and results on the initial value problems for a more
w xgeneral nonlinear differential equation have been presented in 2 .
In Section 2, we consider the case of homogeneous boundary conditions,
Ž .i.e., u s u s 0 in 1.2 . It will be shown that when p is an even integer,r l
there is a unique nontrivial solution, and when p is odd, there are
countably many nontrivial oscillatory solutions. As p “ ‘, oscillations in
the solutions persist, and these solutions converge uniformly to piecewise
linear zip-zag functions with amplitude 1. In Section 3, we assume p ) 1 to
Ž . Ž .be any real number, and look for positive solutions to 1.1 and 1.2 with
Ž Ž . Ž .. Ž .u , u G 0 but u , u / 0, 0 . It turns out that in this case u , u canr l r l r l
Ž .be chosen as bifurcation parameters with L given , and the problem has
either no, one, or two positive solutions, depending on the values of
Ž .u , u . As p “ ‘, either solutions disappear or the two solutions con-r l
verge uniformly to a linear function and a tent function.
2. NONTRIVIAL SOLUTIONS TO HOMOGENEOUS
BOUNDARY VALUE PROBLEMS
In this section we assume that p ) 1 is an integer and study nontrivial
Ž .solutions to 1.1 with homogeneous Dirichlet boundary conditions
u "L s 0 2.1Ž . Ž .
and the limits of the solutions as p “ ‘.
If we consider x as the ``time'' variable and set ¤ s u , we can obtainx
Žthe phase diagram for the solutions to the equation without boundary
.conditions in the phase plane. The paths are the level curves of the ``total
energy'' function,
1 1
2 pq1E u , ¤ s ¤ q u .Ž .
2 p q 1
When p is an odd integer, all paths are closed, convex, and symmetric with
respect to both axises, and hence all solutions are periodic. When p is
even, paths are open to the left and symmetric with respect to the u-axis,
and there is no periodic solution. Phase diagrams are depicted in Fig-
ure 2.1.
Note that since the system is ``autonomous,'' solutions are invariant
under translations of the ``time'' variable x. Hence the nontrivial solutions
Ž .that satisfy 2.1 correspond to the paths that connect two points on the
¤ axis such that the ``time'' taken from one point to the other is equal
Ž .to 2 L. To find these paths, we first compute t a , the ``time'' elapsed0
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Ž . Ž . Žfrom P s 0, b to Q s a, 0 on the same path both a and b are positive
1 12 pq1.and are related by b s a , which has the equation ¤ s2 p q 1
22 pq1b y u . Hence' p q 1
a 1
t a s duŽ . H0 pq1 pq10 ' 2r p q 1 a y 2r p q 1 uŽ . Ž .Ž . Ž .
p q 1 11yŽ py1.r2s a ds 2.2Ž .( H
pq1'2 0 1 y s
Ž .for a ) 0. Clearly t a is strictly decreasing.0
Ž . Ž .We first assume p is odd. In this case, if u x is a solution, so is yu x .
Ž .Hence we will look for solutions with u yL ) 0, i.e., paths that startx
Ž . Ž .from the positive ¤ axis. Paths corresponding to solutions to 1.1 with 2.1
start at a point in the positive ¤ axis and, possibly after a number of
rounds, end at a point on the ¤ axis. So we set
kt a s L k s 1, 2, . . . 2.3Ž . Ž .0
Ž .and look for their solutions. Since t a is a decreasing function, there is a0
unique solution a for each k. Let b be the ¤-intercept of the pathk k
Ž .through Q a , 0 . Thenk k
1 1
2 pq1b s a . 2.4Ž .k k2 p q 1
Ž . Ž .For each k, the path segment starting at P s 0, b when x s yL ,k k
k q 1w xpassing through Q exactly times and then ending at either thek 2
X Ž . Ž . Ž .mirror image P s 0, yb k odd or P itself k even , will give ak k k
Ž . Ž . Ž .nontrivial solution u x to 1.1 with 2.1 .k
Ž . Ž .From 2.2 ] 2.4 we find
Ž .2r py1
k p q 1 11
a s ds and( Hk pq1ž /'L 2 0 1 y s
k 11
b s a ds. 2.5Ž .Hk k pq1'L 0 1 y s
From the phase diagram we have immediately the following properties
of the solutions:
Ž . < Ž . < <Ž . Ž . <1 a and b are the maximum values of u x and u x ,k k k k x
respectively.
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Ž . Ž .2 u x is an even function when k is odd and an odd functionk
when k is even.
Ž . Ž . Ž .3 u x has exactly k y 1 equally spaced zeros in yL, L .k
Ž . Ž . Ž .4 u x can be extended to a periodic function of period 4t a sk 0 k
4Lrk.
Ž . Ž .5 u x is the only positive solution to the problem.1
Ž .Now consider the limit as p “ ‘. It is clear from 2.5 that a ) 1 fork
sufficiently large p, and
k
lim a s 1 and lim b s .k k Lp“‘ p“‘
d¤ pOn the other hand, along each path, we have ¤ q u s 0. For the pathdu
22 2 < < < <through P , since 0 - b y ¤ F when u - 1, we see that ¤ isk k p q 1
bounded away from 0 for sufficiently large p. Hence
d¤
< <lim s 0 when u - 1.
dup“‘
Therefore, as p “ ‘, the path through P becomes a rectangle with sidesk
Ž .at ¤ s "krL and u s "1, and the solution u x converges uniformly tok
Ž .u x , a piecewise linear zigzag function with slopes "krL, period 4Lrk,k
Ž .and amplitude 1. u x is the simple tent function.1
In the case where p is even, we see from the phase diagram that there is
Ž .one and only one nontrivial solution u x , which corresponds to the path1
X Ž .segment from P to P , determined by a in 2.5 . This solution is also1 1 1
Ž .positive and converges uniformly to the tent function u x .1
We summarize these results in the following theorem.
Ž .THEOREM 2.1. i When p is odd, there are infinitely many nontri¤ial
 Ž .4‘ Ž . Ž . Ž .solutions "u x to 1.1 with 2.1 , and each u x can be extended tok ks1 k
a periodic function of period 4Lrk and amplitude a . Moreo¤er, as p “ ‘,k
Ž . Ž .u x con¤erges uniformly to the piecewise linear zig-zag function u x withk k
slopes "krL, period 4Lrk, and amplitude 1.
Ž . Ž .ii When p is e¤en, there is one and only one nontri¤ial solution u x1
Ž . Ž . Ž . Ž .to 1.1 with 2.1 . u x ) 0 in yL, L and con¤erges uniformly to the1
Ž . < <simple tent function u x s 1 y x rL as p “ ‘.1
Ž .The above analysis can be easily applied to 1.1 with other homoge-
neous boundary conditions. For example, in the case of Neumann bound-
Ž .ary conditions u "L s 0, nontrivial solutions correspond to paths start-x
ing and ending on the u axis. When p is odd, results are the same as in the
Dirichlet case, but when p is even, there are no nontrivial solutions.
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If we consider only positive solutions, then p ) 1 can be any real
number, and the phase diagram is similar to the right half of those in
Figure 2.1. We have the following:
COROLLARY 2.2. For each real number p ) 1, there is a unique positi¤e
Ž . Ž . Ž . Ž . Ž .solution to 1.1 with 2.1 , i.e., u x gi¤en by a in 2.5 , and u x is an1 1 1
e¤en function. Moreo¤er, as p “ ‘, this solution con¤erges uniformly to the
Ž .simple tent function u x .1
It is clear that there is no positive solution for Neumann boundary value
problems.
3. POSITIVE SOLUTIONS TO NONHOMOGENEOUS
BOUNDARY VALUE PROBLEMS
In this section we assume p ) 1 be a real number and consider positive
Ž . Ž .solutions to 1.1 ] 1.2 with
u G 0, u G 0, and u , u / 0, 0 .Ž . Ž .r l r l
Ž . Ž . Ž . Ž . Ž .Note that if u x is a solution to 1.1 ] 1.2 , then u x s u yx is aÄ
Ž . Ž . Ž .solution to 1.1 with u yL s u and u L s u . Hence we assumeÄ Är l
u F u in the following calculation, and then by this symmetry, results canl r
be extended to the case u ) u .l r
3.1. Existence of Solutions for Each p
We look for paths starting at a point on the upper half of the vertical
line u s u and ending at a point on the other vertical line u s u . Along1 r
Ž . Ž .the path from u, b to a, 0 , the ``time'' elapsed is given by
p q 1 11yŽ py1.r2t a, u s a ds. 3.1Ž . Ž .( H
pq1'2 ura 1 y s
Thus, depending on whether the ending point is on the upper or lower half
of u s u , we should find a ) u that solver r
t a, u y t a, u s 2 L or t a, u q t a, u s 2 L. 3.2Ž . Ž . Ž . Ž . Ž .l r l r
Clearly when u s u , the first equation above is impossible, and we onlyr l
look for solutions to the second equation. Setting a s u ra and m s u ru ,r l r
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Ž .FIG. 3.1. Graphs of the two functions in 3.3 when m - 1.
we can write the above equations as
1 p q 1 11 1Ž py1.r2 Ž py1.r2u s a . ds. 3.3Ž .( H Hr ž / pq1'2 L 2 ma a 1 y s
In the following we will refer them as the ``y'' and ``q'' equations,
Ž . Žrespectively. Given u , u , we need to find all solutions a hence a sr l
.u ra to these equations, and thus we find the paths of all of the positiver
Ž . Ž .solutions to 1.1 ] 1.2 . A solution from the ``y'' equation gives a mono-
tone increasing solution, while a solution of the ``q'' equation yields a
solution that is increasing from u to a and then decreasing from a to u .l r
It is straightforward to verify that the two functions of a on the right
Ž .side of 3.3 have the following properties: The ``q'' is always greater than
Ž .the ``y'' for a g 0, 1 , and they meet at the end points a s 0, 1; the ``y''
is increasing, and the ``q'' has a maximum y# when a s a#, where
Ž .a# g 0, 1 is the unique solution to
p q 1 1 ma a1 1
q ds s q .H Hž / pq1pq1 pq1' '2 ma a 1 y s 1 y a'1 y maŽ .
3.4Ž .
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A sketch of the graphs of these two functions is given in figure 3.1. Clearly
w xa# is a function of m g 0, 1 , and thus so is y#. Let
Ž .2r py1U# m s y# mŽ . Ž .
Ž .2r py1
1 p q 1 11 1
s a# q ds .( H Hž / pq1ž /'2 L 2 ma# a# 1 y s
Hence we see that, for u F u ,l r
Ž . Ž . Ž .i If u - U# u ru , then there are two solutions to 3.3 .r l r
Ž . Ž .ii If u s U# u ru , then there is only one solution.r l r
Ž . Ž .iii If u ) U# u ru , then there is no solution.r l r
Ž .In the case of i , the two solutions either both come from the ``q''
Ž . Ž Ž ..equation in 3.3 if u ) U m or one from the ``q'' and one from ther 0
Ž Ž ..``y'' if u F U m , wherer 0
Ž .2r py1
1 p q 1 11Ž .2r py1U m s y m s ds . 3.5Ž . Ž . Ž .( H0 0 pq1ž /'2 L 2 m 1 y s
Ž .Thus the boundary values u , u will be used as bifurcation parametersr l
Ž . Ž .for the boundary value problem 1.1 ] 1.2 . Using the symmetry men-
tioned earlier, we can also cover the case u - u . We summarize ther l
bifurcation results in the following theorem. Define
D s u , u : 0 F u F u - U# u ru or 0 F u F u - U# u ru 4Ž . Ž . Ž .r l l r l r r l r l
and
G s u , u : 0 - u s U# u ru or 0 - u s U# u ru . 4Ž . Ž . Ž .r l r l r l r l
The region D is sketched in Figure 3.2.
Ž . 2 Ž . Ž .THEOREM 3.1. Gi¤en p ) 1 and u , u g R with u , u / 0, 0 ,r l q r l
Ž . Ž . Ž .i When u , u g D, there are exactly two positi¤e solutions u xr l 1
Ž . Ž . Ž . Ž . Ž . Ž .and u x to 1.1 ] 1.2 , and u x - u x on yL, L .2 1 2
Ž . Ž . Ž .ii When u , u g G, there is exactly one positi¤e solution u# x tor l
Ž . Ž . Ž .1.1 ] 1.2 , determined by the only solution a# to 3.2 .
Ž . Ž . Ž .iii When u , u f D j G , there is no positi¤e solution tor l
Ž . Ž .1.1 ] 1.2 .
When solutions exist, more can be said about their properties. In case
Ž . Ž . Ž .ii , the solution u# x is increasing from u to a# s u x# and thenl
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FIG. 3.2. The region in the u y u plane in which solutions exist.r l
decreasing to u , where a# and x# can easily be found from the calcula-r
Ž . Ž .tions above. In case i , one solution u x has the same property men-2
Ž . Ž .tioned for u# x , and the other solution u x is either the same type1
Ž Ž . Ž . Ž . Ž .when U u ru - u - U# u ru u - u , or U u ru - u -0 l r r l r l r 0 r l l
Ž . Ž . . ŽU# u ru u - u , or u s u or a monotone function when u Fr l r l r l r
Ž . Ž . Ž . Ž ..U u ru u - u or u F U u ru u - u .0 l r l r l 0 r l r l
3.2. Limits of Solutions as p “ ‘
Ž .Now we turn to the limits of the solutions if they exist as p “ ‘. From
Ž . Ž .3.4 and 3.3 , by computing the derivatives, we can easily show that
a# m , U# m are decreasing in m , and ma# m is increasing in m.Ž . Ž . Ž .
3.6Ž .
Moreover, using the inequality
1 y a 1 1 y a1
- ds - 2H
pq1 pq1 pq1' ' 'a1 y a 1 y s 1 y a
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Ž .in 3.4 , we can show that
p y 1 1
w x- a# m - 1 for all m g 0, 1 and a# 1 F 1 y . 3.7Ž . Ž . Ž .
p q 1 p
Hence we have
w xlim a# m s lim U# m s 1 for all m g 0, 1 .Ž . Ž .
p“‘ p“‘
We discuss the following cases:
Ž .Case 1. u ) 1 or u ) 1. Then for sufficiently large p, u , u isr l r l
Ž . Ž .outside of D, and hence there is no positive solution to 1.1 ] 1.2 .
Ž .Case 2. 0 F u , u - 1 but not both zero . Then for p sufficientlyr l
Ž . Ž .large, u , u g D, and hence there are two positive solutions, u x andr l 1
Ž . Ž . Ž .u x , to 1.1 ] 1.2 . They are determined by the two solutions a ) a to2 1 2
Ž .3.3 . In the following we investigate the limits of these solutions as
p “ ‘. To be definite, we assume u F u .l r
Ž .About the solution u x : Clearly a is a solution from the ``q'' equation2 2
Ž . Ž . Ž .in 3.3 , and a - a# m . Let a s u ra . Then 3.3 yields2 2 r 2
1 p q 1 11 1Ž py1.r2a s q ds. 3.8Ž .( H H2 ž / pq1'2 L 2 ma a 1 y s2 2
Note that
11 1 1
q F 2 ds s pH H H 2'ma a 0 1 y S2 2
and
11 1
q ) 1 y ma ) 1 y ma# m G 1 y a# 1 )Ž . Ž .H H 2 pma a2 2
Ž . Ž .from 3.6 ] 3.7 . Hence
lim a s 1 and lim a s u .2 2 r
p“‘ p“‘
Ž .Let b ) 0 be such that the point u , b is on the path; i.e.,2 l 2
1 1
2 pq1 pq1b s a y u .Ž .2 2 l2 p q 1
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Ž .From 3.8 ,
221 a 11 12 2pq1a s q “ 2 y u y u .Ž .H H2 r l2 2ž /p q 1 8 L 8 Lma a2 2
Hence
1
< <lim b s b s 2 y u y u .2 2 r l2 Lp“‘
Ž .As in the previous section, we see from 1.1 that the path segments in the
d¤ pstripe 0 F u - 1 tend to horizontal lines since ¤ s yu “ 0 as p “ ‘.du
Combining there facts, we see that, as p “ ‘, the path under considera-
tion converges to the configuration consisting of three straight line seg-
Ž . Ž . Ž . Ž .ments: from u , b to 1, b to 1, yb and then to u , yb . Thereforel 2 2 2 r 2
Ž . Ž .the solution u x converges uniformly to u x , the piecewise-linear2 2
function with slopes "b and maximum value 1 and satisfying the bound-2
Ž .ary conditions 1.2 .
Ž .About the solution u x : The other solution a may come from either1 1
Ž .one of the two equations in 3.3 . Let a s u ra and b ) 0 such that1 r 1 1
Ž .u , b is on the path.l 1
Ž . Ž .a When m s 1 u s u ) 0 , the ``y'' equation is impossible;l r
hence a must come from the ``q'' equation. Therefore a# - a - 1,1 1
and thus
lim a s 1 and lim a s u .1 1 r
p“‘ p“‘
Ž .Hence lim b s 0, and the path converges to the point u , 0 . There-p“‘ 1 r
Ž .fore the solution u x converges uniformly to the constant function1
Ž .u x s u .1 r
Ž . Ž . Ž . Ž .b When m - 1 u - u , since U m “ 1 as p “ ‘ from 3.5 ,l r 0
for sufficiently large p, a must come from the ``y'' equation. That is,1
a1 p q 1 11Ž py1.r2a s ds. 3.9Ž .( H1 pq1'2 L 2 ma 1 y s1
Note that
a p11
a 1 y m F F F .Ž . H H1 2ma 01
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Hence we have
lim a and lim a s u .1 1 r
p“‘ p“‘
Consequently,
22
a1 a 1 111 2pq1a s ds “ u y uŽ .H1 r l2 2pq1ž /'p q 1 8 L 8 Lma 1 y s1
and
1
< <lim b s b s u y u .1 1 r l2 Lp“‘
Ž .Thus the path converges to the horizontal line segment from u , b tol 1
Ž . Ž . Ž .u , b , and the solution u x converges to the linear function u xr 1 1 1
Ž .satisfying the boundary conditions 1.2 .
Case 3. u s u s 1. Then m s 1 and the ``y'' equation is impossible.r l
Ž . Ž .We will show that U# 1 - 1 for all p sufficiently large. Then u , u isr l
always outside of D and hence there is no solution. To this end, we note
that
1 p q 1 11Ž . Ž .py1 r2 py1 r2U# 1 s a# 1 dsŽ . Ž .( H
pq1'L 2 Ž .a# 1 1 y s
Ž .pq1 r21 p q 1 2 a# 1Ž .
s (
pq1L 2 p y 1 '1 y a# 1Ž .
Ž . Ž . Ž .by using 3.4 . Since a# 1 - 1rp from 3.7 , we have
Ž .pq1 r2 'lim sup a# 1 F 1r e .Ž .
p“‘
Hence for sufficiently large p,
'1 p q 1 2 2reŽ .py1 r2U# 1 F - 1Ž . (L 2 p y 1 '1 y 2re
Ž . Ž . Ž .and thus U# 1 - 1. Therefore there is no solution to 1.1 ] 1.2 .
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Case 4. u s 1 and 0 F u - 1. In this case we need to estimate ther l
intersection of G with u s 1. First note thatr
1 p q 1 1 1Ž . Ž .py1 r2 py1 r2U# 0 s a# 0 qŽ . Ž .( H Hž /2 L 2 Ž .0 a# 0
1 p q 1 1Ž .py1 r2) a# 0Ž .( H2 L 2 0
Ž .py1 r21 p q 1 p y 1
) ) 1( ž /2 L 2 p q 1
Ž . Ž .for sufficiently large p. Therefore U# 1 - 1 - U# 0 , and there is a
Ž .unique intersection of G and u s 1 determined by m# g 0, 1 , ther
Ž .solution to U# m# s 1. That is,
1 p q 1 1 1Ž .py1 r21 s a# m# q .Ž .( H Hž /2 L 2 Ž . Ž .m#a# m# a# m#
Since
Ž .py1 r2p y 1Ž .py1 r21 ) a# m# ) “ 1re ) 0,Ž . ž /p q 1
we have
lim a# m# s lim m#a# m# s 1Ž . Ž .
p“‘ p“‘
and hence lim m# s 1. Therefore, for sufficiently large p, m# ) up“‘ l
Ž . Ž . Ž . Ž .and hence u s 1 s U# m# - U# u s U# u ru . That is, u , u g D.r l l r r l
Ž . Ž . Ž . Ž .Hence there are two solutions, u x and u x , to 1.1 ] 1.2 . The analysis1 2
for Case 2 can be applied here to obtain the same limiting results for the
two solutions.
We summarize these limiting results in the following theorem, including
the case u - u by using the symmetry. Definer l
D s u , u : 0 F u , u F 1 but u , u / 0, 0 and 1, 1 4Ž . Ž . Ž . Ž .‘ r l r l r l
Ž .and, for u , u g D , definer l ‘
x q L
< <u x s u q u y u and u x s 1 y b x y xŽ . Ž . Ž .1 l r l 2 2 02 L
NONLINEAR BOUNDARY VALUE PROBLEM 533
where
2 y u y u u y ur l r l
b s and x s L.2 02 L 2 y u y ur l
Ž . Ž .THEOREM 3.2. Gi¤en u G 0 and u G 0 with u , u / 0, 0 ,r l r l
Ž . Ž .i If u , u f D , then there exists p ) 1 such that the Dirichletr l ‘ 0
Ž . Ž .problem 1.1 ] 1.2 does not ha¤e any positi¤e solution for all p ) p .0
Ž . Ž .ii If u , u g D , then there exists p ) 1 such that the Dirichletr l ‘ 0
Ž . Ž . Ž . Ž .problem 1.1 ] 1.2 has exactly two positi¤e solutions u x and u x for all1 2
Ž . Ž . Ž . Ž .p ) p . Moreo¤er, u x - u x in yL, L , and as p “ ‘, u x and0 1 2 1
Ž . Ž . Ž .u x con¤erge uniformly to u x and u x , respecti¤ely.2 1 2
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