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Abstract. Cost-aware Targeted Viral Marketing (CTVM), a generaliza-
tion of Influence Maximization (IM), has received a lot of attentions re-
cently due to its commercial values. Previous approximation algorithms
for this problem required a large number of samples to ensure approx-
imate guarantee. In this paper, we propose an efficient approximation
algorithm which uses fewer samples but provides the same theoretical
guarantees based on generating and using important samples in its op-
eration. Experiments on real social networks show that our proposed
method outperforms the state-of-the-art algorithm which provides the
same approximation ratio in terms of the number of required samples
and running time.
Keywords: Viral Marketing · Information Diffusion · Approximation
Algorithm
1 Introduction
One of the key problems in viral marketing in Online Social Networks (OSNs)
is Influence Maximization (IM), which aims at selecting a set of k users, called
a seed set, in a social network so that the expected number of influenced nodes
is maximized. Kempe et al. [5] first introduced the IM problem under two
classical information diffusion models, namely, Independent Cascade (IC) and
Linear Threshold (LT), as a combinatorial optimization and designed a (1 −
1/e)-approximation algorithm. Due to its immense application potential, a vast
amount of work focused on IM in many respects: designing effective algorithms
[1,13,22,21] and studying variants with marketing applications [20,24,3,4,16,25]
and its application for rumor/misinformation blocking [26,15,18].
Recently, Borgs et al. [1] make a theoretical breakthrough by proposing a re-
verse influence sketch (RIS) algorithm which is the foundation for later efficient
algorithms. This algorithm captures the influences in a reverse manner and guar-
antees (1−1/e−)-approximation solution with probability at least 1−n−1 where
ar
X
iv
:1
91
0.
04
13
4v
1 
 [c
s.D
S]
  3
 O
ct 
20
19
2 Canh V. Pham et al.
n is the number of nodes in the network. In a sequential work, Tang et al. [22]
first presented a (1 − 1/e)-approximation algorithm that is scalable for billion-
size networks with the running time reduces to O((k + l)(m + n) lnn−2). [21]
later proposed the IMM algorithm, which further reduced the number of samples
of RIS process by using Martingale analysis. Nguyen et al. [13,11] SSA/DSSA
algorithms to further reduce the running time up to orders of magnitude by
modifying the original RIS framework.
In a more realistic scenario with taking into account both arbitrary cost for
selecting a node and arbitrary benefit for influencing a node, Nguyen et al. [10]
studied Cost-aware Targeted Viral Marketing (CTVM) problem, a generalization
of IM, which aims to select a seed set within limited budget so that the expected
total benefit over the influenced nodes (benefit function) is maximized. In this
work, the benefit function can be estimated through benefit samples sampling
algorithm, a generalized version of RIS and the authors proposed BCT algo-
rithm, a (1 − 1/√e − )-approximation algorithm with high probability with
the number of required samples at least O(n ln(nkmax/δ)−2) under IC model.
In another direction, Li et al. [9] solved CTVM with an almost exact algorithm
TIPTOP approach, which can return the solution within a ratio of (1− ) with
high probability. The algorithm needs at most O(nk lognOPTk2 ) samples and no bound
on the time complexity as this is an exact approach, not the approximation al-
gorithm approach. However, the authors have shown that TIPTOP can run on
the Twitter datasets within four hours [9].
In this paper, we tackle CTVM via an approximation approach (not exact)
with a goal of obtaining the same approximation ratio (1− 1/√e− ) as in [10],
but significantly reducing the number of samples to O(ρn log(kmax
(
n
k0
)
/δ)−2)
samples in the worst-case for ρ < 1. Our algorithm, namely Importance sample-
based for Viral Marketing (IVM), contains two innovative techniques: 1) We
note that importance samples (in the space of all benefit samples) can be used
to estimate the benefit function. This leads to a general result of using impor-
tance sketches to estimate the influence spread function for IM [12]. 2) Base on
that we design a new strategy to check approximation guarantee condition of
candidate solutions. We develop two lower and upper bound functions to check
approximation guarantee condition and adequate statistical evidence on the so-
lution quality for termination. Our algorithm takes lower total samples than
BCT, which is state of the art method with same approximation guarantee in
both theoretical analysis and practical. In summary, the contributions of this
paper are as follows.
– We first present Importance Benefit Sample (IBS) and Importance Benefit
Sampling Algorithm (IBA), an algorithm to generate IBS. We then show that
the benefit function can be estimated through IBS (Lemma 3).
– We proposed IVM, an efficient approximation algorithm which returns (1−
1/
√
e−) with high probability and requires at mostO(ρn log(kmax
(
n
k0
)
/δ)−2)
samples in the worst-case for ρ < 1 under IC model.
– We conduct experiments on various real social networks. The experiments
on some social networks suggest that IVM better than BCT, a current best
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method on CTVM with the same approximation guarantee, in terms of run-
ning time, number of required samples, and used memory. It achieves up to
153 times speed-up and the total required samples less than 112 times than
that of BCT.
Organization. The rest of the paper is organized as follows. In Section 2, we
present the model and the problem definition. Section 3 presents an analysis
of generating IBS to estimate the benefit function. Our IVM algorithm along
with its theoretical analysis are introduced in Section 4. Experimental results
are shown in Section 5. Finally Section 6 concludes the paper.
2 Model and Problem Definitions
In this section, we present the well-known Independent Cascade (IC) model and
the CTVM problem. The frequently used notations are summarized in Table 1.
Table 1. Table of symbols
Symbol Notation Symbol Notation
n,m # nodes and # of edges in G. S seed set
B(S) The benefit of S Bˆ(S) An estimation of B(S)
kmax kmax = max{k|c(S) ≤ B, |S| = k} Cov(Rj , S) min{1, |Rj ∩ S|}
µmin
∑
v∈S(1− γ(v)) b(u)Γ µmax ΦΓ +
∑
v∈S(1− γ(v)) b(u)Γ
ρ µmax − µmin p min{µmax − µmin, µmax +
µmin − 2√µminµmax}
S∗ An optimal solution OPT B(S∗).
Γ Γ =
∑
u∈V b(u) Φ Φ =
∑
u∈V γ(u)b(u)
α(δ)
(
1− 1√
e
)
(ln 2
δ
)1/2 β(δ)
(
1− 1√
e
)
ln
(
2kmax
δ
(
n
k0
))1/2
In this model, a social network can be abstracted as a directed graph G = (V,E)
with a node set V and a directed edge set E, |V | = n and |E| = m. Let
Nin(v) and Nout(v) be the set of in-neighbors and out-neighbor of v, respectively.
Each edge e = (u, v) ∈ E has a probability p(u, v) ∈ (0, 1) that represents the
information transmission from u to v. The diffusion process from a seed set S
to the rest of the network happens round by round as follows. At step 0, all
nodes in S are activated while the rest of the nodes are inactive. At step t ≥ 1,
an active node u in the previous step t− 1 has a single chance to activate each
currently inactive out neighbour node v with the successful probability p(u, v).
Once a node becomes activated, it remains in that state in all subsequent steps.
The influence propagation stops when no more node can be activated.
Kempe et al. [5] showed IC model is equivalent to the reachability in a random
graph g, called live-edge or sample graph. We generate a sample graph g with
the set of nodes be Vg and the set of edges be Eg by: (1) setting Vg ← V , and (2)
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selecting e = (u, v) ∈ E into Eg with probability p(e) = p(u, v). The probability
to generate g from G is: Pr[g ∼ G] = ∏e∈Eg p(e) ·∏e∈E\Eg (1 − p(e)) and the
influence spread of S is calculated by:
I(S) =
∑
g∼G
Pr[g ∼ G]|R(g, S)| (1)
where R(g, S) denotes the set of reachable nodes from S in g. In CTVM, each
node u ∈ V has a cost c(u) > 0 if it is selected into the seed set S and a benefit
b(u) ≥ 0 if it is activated. The total benefit over all influenced nodes (benefit
function) of seed set S is defined as follows:
B(S) =
∑
g∼G
Pr[g ∼ G]
∑
u∈R(g,S)
b(u) (2)
CTVM problem is formally defined as follows.
Definition 1 (CTVM). Given a social network G = (V,E,w) with a node set
V and a directed edge set E under a IC model. Each node u ∈ V has a selecting
cost c(u) ≥ 0 and a benefit b(u) if u is active. Given a budget B > 0, find a seed
set S ⊂ V with the total cost c(S) ≤ B to maximize B(S).
3 Importance Benefit Sampling
In this section, we first recap the Benefit Sampling Algorithm (BSA) to estimate
the benefit function [10,14]. We then introduce our novel Importance Benefit
Sample (IBS) concept along with the algorithm to generate these samples.
Benefit Sampling Algorithm (BSA) [10] generates Benefit Sample according
to the following steps: (1) picking a node u as a source node with probability
b(u)
Γ , (2) generating a sample graph g from G and 3) returning Rj as the set
of nodes that can reach v in g. Denote R as a collection of benefit samples
generated by BSA and define a random variable Yj = min{|Rj ∩A|, 1}. Nguyen
et al. [10] prove the following Lemma to estimate the benefit function:
Lemma 1. For any set of nodes S ⊂ V , we have: B(S) = Γ · E[Yj ]
Let Ω be a set of all benefit samples and Rj(u) be a benefit sample with source
node u, the probability of generating Rj(u) is
Pr[Rj(u) ∼ Ω] = b(u)
Γ
∑
g∈G:u∈R(g,S)
Pr[g ∼ G] (3)
We now describe the IBS and algorithm that generates IBS. The main idea of
this method is based on the observation that benefit samples containing only
one node contributes insignificantly in calculating the benefit function. For a
source node u, assume Ωu is set of all benefit samples that has source node u.
We divide Ωu into two components: Ω
0
u - singular benefit samples which contain
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only node u, and Ωnu - importance benefit samples which contain at least two
nodes. Let Nin(u) = {v1, v2, . . . , vl}, denote E0 as the event that none of nodes
in Nin(u) is selected, we have Pr[E0] =
∏
v∈Nin(u)(1− p(v, u)). The probability
of generating an IBS with source node u is equal to γ(u) = 1 − Pr[E0]. Denote
Ei as the event that vi is the first selected node, we have:
Pr[Ei] = p(vi, u) ·
i−1∏
j=1
(1− p(vj , u)) (4)
Events E0, E1, . . . , El are disjoint sets and
∑l
i=0 Pr[Ei] = 1. The probability of
generating an IBS that has source node u with vi is the first selected node is
Pr[Ei|Rj(u) ∈ Ωnu ] = Pr[Ei]/γ(u) (5)
Denote Ωn as the probability spaces of all IBSs, we have:
Pr[Rj(u) ∼ Ωn] = 1
γ(u)
Pr[Rj(u) ∼ Ω] (6)
The probability that u is a source node of an IBS Rj in Ω is
b(u)
Γ γ(u). By
normalizing factor to fulfill a probability distribution of a sample space, the
probability that u is a source node of an IBS Rj in Ω
n is calculated as follows:
Pr[src(Rj) = u] =
γ(u)b(u)∑
u∈V γ(u)b(u)
=
γ(u)b(u)
Φ
(7)
Lemma 2. For any IBS Rj, we have Pr[Rj ∼ Ω] = ΦΓ · Pr[Rj ∼ Ωn]
Based on the above analysis, we propose IBA, an algorithm to generate an IBS,
which is depicted in Algorithm 1. The algorithm first selects a source node u
with a probability according to eq. (7) (line 1). It next picks the first incoming
node to u (line 2). The rest algorithm is similar to the Importance Influence
Sampling Algorithm [12]. For any IBS Rj is generated by IBA, we define random
variables Xj(S) = min{1, |S ∩Rj |}, and
Zj(S) =
Φ
Γ
·Xj(S) +
∑
v∈S
(1− γ(v))b(u)
Γ
(8)
We have Zj(S) ∈ [µmin, µmax], with µmin =
∑
v∈S(1 − γ(v)) b(u)Γ , µmax = ΦΓ +∑
v∈S(1− γ(v)) b(u)Γ .
Lemma 3. For any set of nodes A ⊆ V , we have:
B(S) = Φ · E[Xj(S)] +
∑
v∈S
(1− γ(v))b(u) = Γ · E[Zj(S)] (9)
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Algorithm 1: IBA for IC model
Input: Graph G = (V,E) under IC model
Output: A Benefit Important Samples Rj
1. Pick a source node u with probability in eq. (7)
2. Select an in-neighbour vi ∈ Nin(u) of u with probability Pr[Ei]/γ(u)
3. Initialize a queue Q = {vi} and Rj = i, vi
4. for t = i+ 1 to l do
5. With probability p(vt, u): Q.push(vt) and Rj ← Rj ∪ {vt}
6. end
7. while Q is not empty do
8. v ← Q.pop()
9. foreach u ∈ Nin(v) \ (Rj ∪Q) do
10. Q.push(u), Rj ← Rj ∪ {u}
11. end
12. end
13. return Rj
Proof. Let Cov(S,Rj) = min{1, |Rj ∩A|} and Ω0 = Ω \Ωn. From Lemma 1, we
have B(S) = Γ ·∑Rj∈Ω Pr[Rj ∼ Ω]Cov(S,Rj)
= Γ · (
∑
Rj∈Ω0
Pr[Rj ∼ Ω]Cov(S,Rj) +
∑
Rj∈Ωn
Pr[Rj ∼ Ω]Cov(S,Rj)) (10)
Since each Rj ∈ Ω \Ωn contains only source node, Xj(S) = 1 if Rj ∈ S. In this
case, we have Pr[Rj ∼ Ω] = b(u)Γ (1 − γ(u)), with u = src(Rj). Put it into (10),
we have:
B(S) = Γ
∑
u∈S
b(u)
Γ
(1− γ(u)) + Γ
∑
Rj∈Ωn
Pr[Rj ∼ Ω]Cov(S,Rj) (11)
=
∑
u∈S
b(u)(1− γ(u)) + Γ
∑
Rj∈Ωn
Φ
Γ
Pr[Rj ∼ Ωn]Cov(S,Rj) (12)
=
∑
u∈S
b(u)(1− γ(u)) + ΦE[Zj(S)] (13)
This completes the proof.
Basically, Lemma 3 generalizes the result of Lemma 3 in [12] in which important
reverse reachable sets (sketches) can be used to estimate the influence spread.
Therefore, an estimation B(S) over a collection of IBS R is:
Bˆ(S) =
Φ
|R|
∑
Rj∈R
Cov(S,Rj) +
∑
v∈S
(1− γ(v))b(u) = Γ|R|
|R|∑
i=1
Zj(S) (14)
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4 Importance Sample-based Viral Marketing Algorithm
We present Importance Sample-based Viral Marketing (IVM), an (1−1/√e−)-
approximation algorithm for CTVM. IVM includes two components: generating
IBS to estimate the benefit function and new strategy to find candidate solution
and checks its approximation guarantee condition by developing two lower and
upper bound functions.
Algorithm description. Our IVM algorithm is depicted in Algorithm 2. At
first glance, the IVM maintains one stream of samples similar to BCT. However,
it has changed checking solution quality and limiting the maximum required
samples. It first calculates the maximum number of IBSs Nmax = N(,
δ
3 ) ·
OPT
lOPT (line 1), where lOPT is a lower-bound of OPT, which significantly reduces
the number of required samples while still ensuring total samples. IVM then
generates a set of IBSsR1 contains N1 samples (line 2). The main phrase consists
of at most tmax =
⌈
log2
Nmax
N1
⌉
iterations (line 4-14). In each iterator t, the
algorithm maintains a set Rt consists N1 · 2t−1 and finds a candidate solution
St by using Improve Greedy Algorithm (IGA) for Budgeted Maximum Coverage
(BMC) problem [6]. IGA finds solution for instance (Rt, b(u), B) in which Rt is a
set of samples, V is the universal set and B is the budget. This algorithm returns
(1 − 1/√e)-approximation solution [6] (due to limitation of space, we put IGA
and alg. for calculating lOPT in Appendix). The main algorithm then calculates:
fl(Rt, δ1) - a lower bound of B(St) and fu(Rt, δ1) - a upper bound of optimal
value OPT (line 7). We show that Pr[fl(Rt, δ1) ≥ B(St)] ≥ 1−δ1 (Lemma 6) and
Pr[fu(Rt, δ1) ≥ OPT] ≥ 1− δ1 (Lemma 7). The algorithm checks approximation
guarantee condition: fl(Rt,δ1)fu(Rt,δ1) ≥ 1− 1/
√
e−  (line 8). If this condition is true,
it returns St as a solution and terminates. If not, it doubles number of samples
(line 12) and moves onto the next iterator t+ 1.
Theoretical analysis. We observe that Zj(S) ∈ [0, 1]. Let randomly variable
Mi =
∑i
j=1(Zj(S) − µ),∀i ≥ 1, where µ = E[Zj ]. For a sequence random
variables M1,M2, . . . we have E[Mi|M1, . . . ,Mj−1] = E[Mi−1] + E[Zi(S)− µ] =
E[Mi−1]. Hence, M1,M2, . . . be a form of martingale [2]. We have following result
from [2]
Lemma 4. If M1,M2, . . . be a form of martingale, |M1| ≤ a, |Mj −Mj−1| ≤ a
for j ∈ [1, i], and
Var[M1] +
i∑
j=2
Var[Mj |M1,M2, . . . ,Mj−1] = b (15)
where Var[·] denotes the variance of a random variable. Then, for any λ, we
have:
Pr[Mi − E[Mi] ≥ λ] ≥ exp
(
− λ
2
2
3aλ+ 2b
)
(16)
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Algorithm 2: IVM algorithm
Input: Graph G = (V,E), budget B > 0, and , δ ∈ (0, 1)
Output: seed S
1. Nmax ← N(, δ3 ) · OPTlOPT .
2. N1 ← 12 ln 1δ , t← 1, N0 ← 0
3. tmax ←
⌈
log2
Nmax
N1
⌉
, δ1 ← δ3tmax
4. repeat
5. Generate more Nt −Nt−1 IBSs and add them into Rt
6. < St, Bˆ(St) >← IGA(Rt, B)
7. Calculate fl(Rt, δ1) by Lemma 6 and calculate fu(Rt, δ1) by Lemma 7.
8. if fl(Rt,δ1)
fu(Rt,δ1) ≥ 1− 1/
√
e−  then
9. return St
10. else
11. t← t+ 1, Rt ← Rt−1, Nt ← 2Nt−1
12. end
13. until |Rt| ≥ Nmax;
14. return St;
Apply Martingale theory [2], we have the following Lemma:
Lemma 5. For any T > 0, λ > 0, µ is the mean of Zj(S), and an estimation
of µ is µˆ =
∑T
i=1 Zi(S)
T , we have:
Pr
[ T∑
j=1
Zj(S)− T · µ ≥ λ
]
≤ exp
(
− λ
2
2
3 (µmax − µmin)λ+ 2pµT
)
(17)
Pr
[ T∑
j=1
Zj(S)− T · µ ≥ −λ
]
≤ exp
(
− λ
2
2pµT
)
(18)
Assume that S is a feasible solution of CTVM. Since we do not known the
size of S, we can observe that the number of possible solutions is less than∑kmax
k=1
(
k
n
) ≤ kmax(k0n ), where k0 = arg maxk=1...kmax (kn).
Theorem 1. For  > 0, δ ∈ (0, 1). If the number of samples |R| ≥ N(, δ) =
2ρΓ−2
OPT (α(δ) + β(δ))
2
, IGA returns a (1−1/√e− )-approximation solution with
probability at least 1− δ.
We can apply Theorem 1 to obtain the following Corollary:
Corollary 1 At iterator t, Pr[(Nt ≥ Nmax)∧(B(St) < (1− 1√e−)OPT)] ≥ 1−δ1
Due to the space constraint, we omit some proofs and presented our full version
[17]. By using Lemma 5, we give two lower-bound and upper-bound functions in
Lemma 6 and Lemma 7. They help the main algorithm check the approximate
condition of the candidate based on statistical evidence.
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Lemma 6 (Lower-bound). For any δ ∈ (0, 1), a set of IBSs R and Bˆ(S) is
an estimation of B(S) over R by (14). Let c = ln( 1δ ) and
fl(R, δ) = min
Bˆ(S)− ρcΓ3T , Bˆ(S)− ΓT
ρc
3
− cp+
√(ρc
3
− cp
)2
+ 2Tpc
Bˆ(S)
Γ

we have Pr[B(S) ≥ Bˆ(S)] ≥ 1− δ
Lemma 7 (Upper-bound). For any δ ∈ (0, 1), a set of IBSs R, SG is a
solution return by IGA for input data (R, B), and Bˆ(SG) is an estimation of
B(S) over R by (14). Let
fu(R, δ) = Bˆ(SG)
1− 1/√e +
Γ
T
−cp+
√
c2p2 + 2Tcp
Bˆ(SG)
(1− 1/√e)Γ
 (19)
we have Pr[OPT ≤ fu(R, δ)] ≥ 1− δ
Theorem 2 (Main Theorem). IVM returns (1 − 1/√e − )-approximation
solution algorithm with probability at least 1− δ.
Proof. We consider following events. E1(t) : fl(Rt, δ1) > B(St), E2(t) : fu(Rt, δ1) <
OPT and E3 : (|Rt| ≥ Nmax) ∧ (B(Stmax) < (1 − 1√e − )OPT). According to
Lemmas 6, 7, and Corollary 1, we have: Pr[E1(t)] ≤ δ1,Pr[E2(t)] ≤ δ1 and
Pr[E3] ≤ δ/tmax. Apply the union bound the probability that none of events
E1(t), Ee(t), E3,∀t = 1, . . . , tmax at least 1−
(
δ1 · tmax + δ1 · tmax + δ3
)
= 1− δ.
Under this assumption, we will show that IVM returns a solution satisfying
B(St) ≥ (1− 1/
√
e− )OPT. If the algorithm stops with condition |Rt| ≥ Nmax,
the solution St satisfies approximation guarantee due to Corollary 1. Otherwise,
if IVM stops at some iterator t, t = 1, 2, . . . , tmax. At this iterator, the condition
in line 8 is satisfied, i.e, B(St)OPT ≥ fl(Rt,1)fu(Rt,1) ≥ 1 − 1/
√
e −  This completes the
proof. uunionsq
From Corollary 1, IVM needs at most Nmax = N(, δ/3)
OPT
lOPT =
2ρΓ−2
lOPT (α(δ/3) +
β(δ/3))2 samples. We have (α(δ/3) + β(δ/3))2 ≤ 2(α2(δ/3) + β2(δ/3)) = 2(1−
1√
e
)(ln 1δ + ln(kmax
(
n
k0
)
/δ) + ln 18). Combine with Γ ≤ bmaxn, we have Nmax ∈
O(ρn ln(kmax
(
n
k0
)
/δ)−2).
5 Experiment
In this section, we briefly conduct experiments to compare the performance of
our algorithm IVM to other algorithms for CTVM on for aspects: the solution
quality, running time, number of required samples and used memory.
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Table 2. Dataset
Dataset #Node #Edge Type Avg. degree Source
Gnutella 6.301 20.777 directed 3.3 [8]
Epinion 75.879 508.837 directed 6.7 [19]
Amazon 262.111 1.234.877 directed 4.7 [7]
DBLP 317.080 1.049.866 undirected 3.21 [23]
5.1 Experimental Settings
Datasets. We select a diverse set of 4 datasets including Gnutella, Epinion Ama-
zon and DBLP. The description used datasets is provided in Table 2.
Algorithms compared. We compare the IVM algorithm against the BCT algorithm
[10], the state-of-the-art algorithm for CTVM with the same approximation ra-
tio, and two baseline algorithms: Random and Degree.
Parameter setting. We follow previous works on CTVM and IM [10,14,21] to
set up parameters. The transmission probability p(u, v) is randomly selected in
{0.001, 0.01, 0.1} according to the Trivalency model. The cost of a node pro-
portional to the out-degree [10]: c(u) = n|Nout(u)|/
∑
v∈V |Nout(v)|. In all the
experiments, we choose a random p = 20% of all the nodes to be the target set
and assign benefit 1 and we set  = 0.1 and δ = 1/n as a default setting. The
budget B varies from 1 to 1000.
5.2 Experiment results
IVM outperforms other algorithms and gives the best result on Amazon network.
It provides up to 5.4 times better than BCT on Amazon. For Gnutella, Epinions
and DBLP networks gives similar result to BCT. This is because these two al-
gorithms give the same approximation ratio for CTVM. Fig. 1 shows the benefit
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Fig. 1. The benefit function achieved by algorithms
value provided by algorithms. IVM outperforms other algorithms and gives the
best result on Amazon network. It provides up to 5.4 times better than BCT
on Amazon. For Gnutella, Epinions and DBLP networks gives similar result to
BCT. This is because these two algorithms give the same approximation ratio
for CTVM.
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Table 3. Running time between IVM and BCT (sec.) for CTVM
Network
Budget B
100 200 300 400 500 600 700 800 900 1000
Gnutella
IVM 4.10−3 6.10−3 2.10−3 3.10−3 2.10−3 3.10−3 0.01 7.10−3 9.10−3 7.10−3
BCT 0.02 0.015 0.02 0.016 0.018 0.02 0.022 0.021 0.01 0.01
Epinion
IVM 1.09 1.4 0.9 1 1.1 1 1 0.9 0.87 0.9
BCT 7.8 0.95 6.7 3.1 3.6 3.4 3.4 3.5 1.1 1
Amazon
IVM 0.01 0.01 0.01 0.01 0.012 0.012 0.01 0.03 0.04 0.03
BCT 1.73 0.31 0.89 0.50 0.49 0.49 0.31 0.27 0.32 0.4
DBLP
IVM 1.7 0.14 0.8 0.4 0.2 0.23 0.13 0.13 0.14 0.14
BCT 2.6 0.4 1.7 1.9 1.1 1.2 0.7 0.6 0.5 0.4
Table 4. Number of samples and total memory between IVM and BCT for B = 1000
Algoirthm
Total samples (×103) Memory usage (M)
Gnutella Epinion Amazon DBLP Gnutella Epinion Amazon DBLP
IVM 0.99 1.12 1.25 1.27 5.9 46 53 66
BCT 10 10 270 140 22 67 95 102
The running time of algorithms is shown in Table 3. The running time of our
algorithm in all networks are significantly lower than that of BCT. IVM is up to
6.4, 7.1, 153 and 4.8 times faster than BCT on Gnutella, Epinion, Amazon and
DBLP networks.
Table 4 displays the memory usage and the number of required samples of
IVM and BCT when the budget B = 1000. The number of samples generated by
IVM is up to more 112 times smaller than that of BCT. However, the memory
usage of IVM is only 1.5 to 4.6 times smaller than those of BCT because of
the memory for storing the graph is counted into the memory usage of each
algorithm. This results also confirm our theoretical establishment in Section 4
that IVM requires much less number of samples needed.
6 Conclusion
In this paper, we propose IVM, an efficient approximation algorithm for CTVM,
which has an approximation ratio of 1 − 1√
e
−  and the number of required
samples is O(ρn log(kmax
(
n
k0
)
/δ)−2), which is significantly lower than that of
the state-of-the-art BCT. Experiments show that IVM is up to 153 times faster
and requires up to 112 times fewer total samples than the BCT algorithm. For
the future work, we plan to implement this importance sampling concept on
the exact approach TIPTOP to evaluate potential benefits of the importance
sampling in terms of running time and number of required samples.
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Appendix
Proof of Lemmas and Theorems
Proof (Proof of Lemma 2). We have
Pr[Rj ∼ Ω] =
∑
u∈V
Pr[u is source of Rj in Ω] Pr[Rj(u) ∼ Ω] (20)
=
∑
u∈V
b(u)
Γ
· γ(u) Pr[Rj(u) ∼ Ωn] (21)
=
Φ
Γ
·
∑
u∈V
γ(u)b(u)
Φ
Pr[Rj(u) ∼ Ωn] (22)
=
Φ
Γ
·
∑
u∈V
Pr[u is source of Rj in Ω
n] Pr[Rj(u) ∼ Ωn] (23)
=
Φ
Γ
· Pr[Rj ∼ Ωn] (24)
Proof (Proof of Lemma 5). Since Zj(S) ∈ [µmin, µmax], we have
Var[Zj(S)] = E[E[Zj(S)]− Zj(S)]2
≤ (µ− µmin)(µmax − µ) = µ
(
µmax + µmin −
(
µ+
µminµmax
µ
))
Apply Cauchy’s inequality, we have µ+ µminµmaxµ ≥ 2
√
µminµmax. Therefore,
Var[Zj(S)] ≤ µ (µmax + µmin − 2√µminµmax) (25)
On the other hand
Var[Zj(S)] ≤ (µ− µmin)(µmax − µ) ≤ µ(µmax − µmin) (26)
Combine (25) and (26), we have Var[Zj(S)] ≤ p. Since |M1| = |Z1 − µ| ≤
µmax − µmin, |Mi −Mi−1| = |Zi − Zi−1| ≤ µmax − µmin, and
Var[M1] +
i∑
j=2
Var[Mj |M1,M2, . . . ,Mj−1] =
T∑
j=1
Var[Tj(S)] ≤ pµT (27)
Apply Lemma 4, we chose a = µmax − µmin and b = Tpµ, and put back into
(16) we obtain (17). Similarly, −M1, . . . ,−Mi, . . . also form a Martingale and
applying Lemma (16), we obtain (18).
Proof (Proof of Corollary 1). Nmax = N(, δ/3) · lOPTOPT ≥ N(, δ/3). Since St is
returned by IGA algorithm, apply Theorem 1, we obtain the proof.
Importance sample-based approximation algorithm... 15
Proof (Proof of Lemma 6). From inequality (17) in Lemma 5, let λ = ρc3 +√
ρ2c2
9 + 2cµTp, we have:
Pr
[ T∑
j=1
Zj(S)− T · µ ≥ λ
]
≤ δ (28)
Therefore, the following event happen with propability at least 1− δ
T∑
j=1
Zj(S)− T · µ ≤ λ⇔ T µˆ− Tµ− ρc
3
≤
√
ρ2c2
9
+ 2cµTp (29)
We consider two following cases: (1) If T µˆ− Tµ− ρc3 ≤ 0, then µ ≥ µˆ− ρc3T , (2)
if T µˆ− Tµ− ρc3 > 0, (29) becomes:(
T µˆ− Tµ− ρc
3
)2
≤ ρ
2c2
9
+ 2cµTp (30)
⇔ (µˆ− µ)2T − 2
(ρc
3
− cp
)
(µˆ− µ)− 2cµˆp ≤ 0 (31)
Solve the above inequality for µ, we obtain:
µ ≥ µˆ− 1
T
(
ρc
3
− cp+
√(ρc
3
− cp
)2
+ 2Tpcµˆ
)
(32)
Note that µ = B(S)Γ , µˆ =
Bˆ(S)
Γ , we have:
B(S) ≥ Bˆ(S)− Γ
T
ρc
3
− cp+
√(ρc
3
− cp
)2
+ 2Tpc
Bˆ(S)
Γ
 (33)
Proof (Proof of Lemma 7). Let λ =
√
2cpµT , apply inequality (18) in Lemma
5, we have
Pr
[ T∑
j=1
Tj(S)− T · µ ≥ −λ
]
≤ exp
(
− λ
2
2µpT
)
≤ δ (34)
The following event happen with probability at least 1− δ
T µˆ− T · µ ≤ −
√
2cpµT ⇔ −T (µˆ− µ) ≥
√
2cpµT (35)
Solve the above quadratic inequality for µ, we obtain upper-bound for µ is,
µ ≤ max
{
µˆ, µˆ+
1
T
(
−cp+
√
c2p2 + 2Tcpµˆ
)}
= µˆ+
1
T
(
−cp+
√
c2p2 + 2Tcpµˆ
)
(36)
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Since µ = B(S)Γ , µˆ =
Bˆ(S)
γ and (1− 1/
√
e)Bˆ(S∗) ≤ Bˆ(SG), we have
B(S∗) ≤ Bˆ(S∗) + Γ
T
−cp+
√
c2p2 + 2Tcp
Bˆ(S∗)
Γ
 (37)
≤ Bˆ(SG)
1− 1/√e +
Γ
T
−cp+
√
c2p2 + 2Tcp
Bˆ(SG)
(1− 1/√e)Γ
 (38)
Algorithms
Algorithm 3: Calculate lOPT
Input: Graph G = (V,E), budget B > 0
Output: lOPT
1. lOPT← 0, S ← ∅, i← 1
2. Sort V = {v1, . . . , vn} in descending order b(vi)
3. while True do
4. if c(S) + c(vi) ≤ B then
5. S ← S ∪ {vi}
6. lOPT← lOPT + b(vi)
7. i← i+ 1
8. end
9. end
10. return lOPT;
Algorithm 4: Improve Greedy Algorithm (IGA)
Input: A set of samples R, k.
Output: S
1. S1 ← ∅, U ← V
2. while U 6= ∅ do
3. umax ← arg maxu∈U (Bˆ(S ∪ {u})− Bˆ(S1))/c(u)
4. if c(umax) ≤ B − c(S1) then
5. S1 ← S1 ∪ {umax},
6. end
7. U ← U \ umax
8. end
9. vmax ← arg maxu∈V |c(u)≤B Bˆ(u)
10. S ← arg maxS′ ∈ {S1, vmax}Bˆ(S′)
11. return S;
