dard semantics? And to what extent do we require any such changes to be independently motivated, say in virtue of the special subject matter at hand? Such questions can be raised for logical semantics in general, as well as for the case of a specific research tradition within logical semantics.
A second set of issues is closely related to the first. Is it reasonable to construe possible worlds semantics (and logical semantics generally) as an empirical science which provides general laws and principles to explain linguistic, mathematical, or logical 'facts'? And, if so, in what sense might its postulates and theories be said to be falsifiable or confirmable? In this context we can ask, for example, whether possible worlds semantics is a sufficiently flexible framework for giving a descriptive and not merely an idealized account of the propositional attitudes, say the epistemic and doxastic attitudes of knowing, believing, and the like. Can one, in particular, overcome the various problems of logical omniscience that beset the usual possible worlds treatment of epistemic logic?
In investigating these kinds of questions it is essential to develop a sufficiently abstract and general perspective on possible worlds semantics. Although Kripke's semantics for (normal) modal logics has acquired the status of a core or 'paradigm' model, many significantly different variants of possible worlds semantics have been proposed for other types of intensional logics. It is important, therefore, to provide as far as possible a uniform treatment of these different approaches and thereby determine what features are characteristic of possible worlds semantics as well as what constraints govern successful semantic modeling within this research tradition.
In this respect, notice that the usual criterion of semantic adequacynamely the presence of a suitable completeness theorem -would be a purely vacuous constraint were it to turn out that the degrees of freedom permitted in defining model-types and the satisfaction relation were so great as to allow almost any logic to be completely semanticized. This point has been emphasized by van Benthem [5] , who seems to have been the first to study the problem in detail by offering both a general framework for analyzing different variants of possible worlds semantics as well as by proposing global constraints on semantic modeling. One of van Benthem's most interesting observations is that there are modal logics which are not only incomplete with respect to the standard (Kripke) semantics but which remain incomplete when the standard truth-conditions and model-conditions are (within appropriate but wide-ranging limits) tampered with. In other words, in a certain sense there are logics incomplete with respect to possible worlds semantics in general. He concludes from this that there is indeed 'empirical content' or Topperian vitality' in the possible worlds program.
van Benthem's analysis is carried out in the framework of correspondence theory which, in the typical case, describes the formal connections that hold between an intensional propositional logic L o and the classical predicate language Lγ for which the L o Kripke-models are ordinary relational structures. In particular, since the theory establishes correspondences between the L o intensional operators (and L o axioms) and ( first-or higher-order) sentences of L 1? it offers a suitable means to compare and contrast different versions of possible worlds semantics: variations in L o truth-conditions (involving possible worlds) give rise to differing Z^-sentences, variations in the model-conditions for LQ correspond to different choices of L\ (predicates). Since van Benthem is chiefly concerned with classical predicate languages (L\), we may refer to his framework as that of classical or standard correspondence theory.
Taking normal modal logics as a test-case, van Benthem employs standard correspondence theory to defend three basic constraints (denoted by (C1)-(C3) in Section 2 below) on the setting up of an adequate possible worlds semantics. These define the relevant (generalized) notions of semantic (in)completeness. In addition, he investigates the sense in which such a semantics might be read as providing an explanation of intensional inference patterns. In short, he endeavors to characterize part of the heuristics and the explanatory aims and resources of possible worlds semantics as a scientific research program or research tradition. Though this exercise is directed at one semantical tradition in particular, it may be useful to regard it as part of a more general objective: that of clarifying the methodological role and function of logical semantics within the philosophy of logic and language, as well as its relation to general linguistics. At the same time, van Benthem's approach reveals important connections between these issues and problems and methods of the philosophy of science at large: Is 'semantic' explanation a bonafide species of scientific explanation? What kinds of empirical claims, if any, might be associated with a semantical research tradition?
In light of van Benthem's proposed semantic constraints, various methodological questions for logical semantics suggest themselves. Among them:
• Are the van Benthem constraints fully justified?
• To what extent are they appropriate outside the restricted domain of normal modal logic? • In which directions can one usefully generalize the perspective of standard correspondence theory? • Can correspondence theory be applied to all types of possible worlds semantics? • How does the logical structure of the possible worlds research tradition resemble that of other scientific research traditions? What techniques and methods developed within the philosophy of science might fruitfully be applied to it?
In this paper we undertake a preliminary examination of these questions, focusing chiefly on van Benthem's analysis and on the correspondence theory. To make the discussion as widely accessible as possible, we summarize in Section 2 the salient points of [5] . Our coverage of the main themes is by no means intended to be exhaustive, and several of the issues raised here will be taken up in more detail in future publications. In particular, a sequel to the present paper [24] will deal with the semantics of nonnormal possible worlds as presented in [26] and [27] , the analysis of which takes us beyond the resources of the correspondence theory.
Standard correspondence theory
Let us turn first to the general treatment of possible worlds semantics provided by van Benthem in [5] ; relevant also are [4] and [6] - [8] . The setting is that of correspondence theory, which, as we remarked, deals with the relation between formulas of a modal propositional where τ(A) denotes the universal closure of r(A). Though, in general, this kind of correspondence implies a reduction of modal logic to second-order logic, as is well-known there are many cases where a modal logical axiom or system is characterized by a first-order condition on frames, hence by a sentence in the first-order language of M*. Thus, the translation of the Γ-axiom Πp -> p is Vy(Rxy -» Py) -• Px, and the validity of this statement (VP) amounts to the well-known (first-order) condition that R is reflexive, i.e. VxRxx.
Correspondence theory thus offers a suitably general perspective from which to consider the aim and scope of possible worlds semantics, van Benthem considers three features in particular.
First, there is the question of semantic explanation. If one thinks of the modal language L o as expressing certain valid inference patterns, in the simplest case of the form
and invalidities, of the form
Ch" A then one may plausibly regard the semantic explanation of such patterns to consist in providing an L x -theory, T x say, from which the corresponding (non)inferences are deducible, i.e.,
In the standard case above, T x will be a first-(or higher-) order theory containing one binary relation R as its only 'theoretical' term. Secondly, the perspective of correspondence theory brings out the interplay between truth-conditions and model-conditions. Different ways of defining the translation r correspond to different truth-conditions for the modal operators (or the propositional connectives). The above standard translation amounts to a classical interpretation of the connectives and the usual Kripke interpretation (1) of necessity. But alternatives to this scheme are possible. As van Benthem observes, for an underlying propositional quantum logic, negation would receive a nonclassical reading, given by T (-./?) = Vy(Py->Rxy) 9 for R a suitable Orthogonality' relation; and in cases like that of KB (minimal normal modal logic plus the Brouwer axiom /?-• ΠOp), different combinations of truth/model-conditions may characterize a logic equally well. Since KB is determined by all symmetric Kripke-frames, it is also characterized by all frames under the nonstandard truth-condition
This raises the question of the proper roles to be played by truth-conditions and model-conditions respectively.
A third, and related, question concerns the extent to which one may depart from the ordinary Kripke-semantics involving a single accessibility relation R (fixing the language L x ) and still retain a semantically adequate possible worlds framework. As we know, ternary relations have been proposed both for conditional logics of the Stalnaker-Lewis kind as well as for the usual modalities. What kinds of general restrictions here on T x or its set of theoretical terms are appropriate for semantic explanation?
In outline, van Benthem's approach to these issues can be summarized as follows. First, the presence of a translation r suggests the possibility of applying Frank Ramsey's view of empirical theories within which one distinguishes between a primary (observational) language L o and a secondary language L x including theoretical terms (see [25] ). There is assumed to be a dictionary available for translating L 0 -terms into L x , and a suitable L x -theory T x is intended to explain a given set of L o 'facts', T o say. In general, then, one requires
In view of the earlier desiderata for semantic explanation, viz.
if we consider the case where T o is a system of propositional modal logic, condition (4) then corresponds to the presence of a completeness theorem for T o guaranteeing that (5) holds. Thus we obtain a natural reading of semantic explanation in terms of completeness. The Ramsey view can be extended by further differentiating the modeltheoretic component and by considering the problem of so-called Ramseyeliminability (of theoretical terms). 2 Rather than starting with the full Kripke semantics for L o , one might take modal algebras as the appropriate structures for the primary language, introducing Kripke models M= (W,R, V) or frames F = (W,R) (or their expansions M*) only in the theoretical context L x . In place of (2), this would yield (by a standard argument) (6) [23] .) Turning to the broader questions raised above concerning the scope of possible worlds semantics, let us for the time being focus our attention on the framework of normal and quasi-normal modal logics, i.e. logics extending K. Within this context van Benthem proposes the following three general constraints and obtains two formal results relevant to them:
(Cl) The translation r should be first-order; in particular, τ(\3A) should be representable in the form a(x, τ(A),Σ), where Σ is a set of relevant relations on possible worlds, and a is a first-order condition. (C2) The truth-condition r should account for the valid inferences of the minimal logic K; any further modal principles are to be semanticized by means of appropriate conditions C restricting the class of T\-models. (C3) Such conditions C must refer only to the predicates Σ involved in explaining the intensional operators.
The main motive behind restrictions (Cl) and (C2) seems to be that the truth-conditions should be kept as 'simple' as possible, so that additional semantic complexities are always to be captured, where feasible, by appropriately adjusting the L x language and the relevant constraints on its models. (C3), on the other hand, is required in order to avoid gratuitous or 'circular' semantic explanation, since in virtue of
where Y κ denotes derivability in K, any L o inference pattern AY K B could be otherwise matched in Li by including τ(A) among the conditions C.
Retaining these three assumptions, van Benthem is able to show that not all intensional logics possess a complete possible worlds semantics, even allowing for admissible changes in the truth-conditions r and the model-conditions C. In short, not all intensional inference patterns in L o can be semantically 'explained' by choosing a suitable theoretical language L u 'dictionary' r, and Li-theory C.
As he points out, the well-known incomplete logics constructed by Fine [13] and Thomason [31] are incomplete also with respect to the neighborhood semantics (as shown by Gerson [14] ). A simple argument suffices to demonstrate that this incompleteness phenomenon carries over to van Benthem's semantics: if either one of these logics were complete given some choice of truth-condition α, it would also have to be complete on frames whose neighborhood relation N is defined by a.
van Benthem's second result expresses a limitation on admissible truthconditions, thereby answering a question posed earlier, now sharpened into the following: What syntactic form may a take given that T x is to capture at least the valid inferences of KΊ The answer is provided by a new preservation theorem for first-order logic. Once again, there is also a connection with the neighborhood semantics. One notes first that a formula of the kind a(P) = Vy(Rxy-+Py),
i.e. the usual Kripke truth-clause (for Πp), has the property of being conjunctive (preserved under arbitrary intersections of P) and monotone increasing in P. Further, this property also holds of any formula a(P) as above in which the predicate R is replaced by any P-free formula β(y). Moreover, in the case of neighborhood models or their above equivalents M = (W,μ 9 V), this property (of μ) is exactly the condition required for M to determine an equivalent Kripkemodel, and thus for M to model K. van Benthem's preservation result then establishes the 'converse', namely that a(P) is conjunctive and monotone increasing in P only if it is equivalent to a formula of the form
vy(β(y)-+Py),
where β is P-free. It implies, therefore, that the admissible truth-conditions r are restricted to those for which a(x,P,Σ) can be written in the form vy(β(x,y) -+ Py), where β contains only predicates from Σ.
Remarks on the methodology of semantic explanation
This brief summary should suffice to indicate that van Benthem has provided a very elegant framework for handling the methodology of possible worlds semantics with the help of instruments drawn in part from the traditionally alien field of the philosophy of science. The latter in fact suggests several further questions and analogies not directly taken up by van Benthem. For example, in light of the above preservation result it would seem that possible worlds semantics exhibits an interesting feature characteristic of empirical theories, namely their underdetermination by all possible evidence. If one regards the set of all modal logics extending K as determining the range of potential intensional logical 'data', then the above result implies that many different, conceptually distinct'T γ '-theories may adequately account for (appropriate parts of) this data.
If we turn to the interplay between truth-conditions and model-conditions, and the general constraints (C1)-(C3), several related issues spring to mind. For instance, in defending (C2) one might try to appeal to the methodological principle of preferring stronger to weaker theories. Of the mentioned alternative ways to semanticize KB, the customary truth-conditions are those which lead to the 'stronger' 7^-theory, given just the usual accessibility relation. However, the question of logical 'strength' here acquires an added dimension, making a straightforward comparison problematic. Viewed simply as first-order theories, the demand that R be symmetric is clearly stronger than the alternative approach imposing no constraints whatsoever on R. But, in moving to the 'nonstandard' theory, a subtle shift has occurred in what might be termed the "correspondence rules" (here represented by r), so that if one considers the 'theory-pluscorrespondence-rules' as a package, it turns out that the two approaches are logically equivalent.
A more convincing justification for (C2) can be derived from considerations not of logical strength but of logical uniformity. In the case of normal modal logics, the standard truth-conditions r can be applied across the board to a wide range of logics of differing strength. This gives rise to the familiar lattice picture of normal logics, in which the minimal system K appears at the top of the lattice structure, and progressively stronger modal systems appear further down. 3 The attraction of the standard semantics here is that this picture remains the same whether we treat the modal systems purely syntactically, or whether we introduce the model-theoretic component to obtain an (isomorphic) lattice of first-(or higher-) order classical (7^) theories. For each system, the interpretative or correspondence rules, linking theory to 'evidence', are the same.
At this point the methodology of semantics crosses paths with the semantics of (scientific) methodology. Currently, there is a consensus among philosophers of science that questions of rational theory appraisal and of scientific progress are best approached by looking not exclusively at individual laws and theories, but by taking account of the broader scientific "paradigms" (Kuhn) or "research traditions" (Laudan) to which the laws or theories concerned belong. Moreover, in physics, for example, there are certain theories, like classical mechanics and quantum electrodynamics, that already constitute the identifiable core of an entire paradigm; and it is often possible to regard these 'comprehensive' theories as being 'composed of a homogenous and interrelated collection of individual, 'smaller' theories or 'theory-elements'.
This perspective has proved so fruitful in historical and methodological studies of science that it has been directly incorporated into the 'semantics' of empirical theories: in treating the logical structure of empirical science, such homogeneous collections of theories are often formally represented in the shape of "theory-nets", "theory-ensembles", and the like. In such representations there is a core or base theory Γ, containing all the fundamental laws, together with a succession of theories that in different ways extend T by adjoining additional laws (or even new concepts) in order to apply the base theory to a particular problem domain; the whole collection forming a tree-like or lattice-like 'network' of interconnected systems. 4 The lattice structure of normal modal logics not only fits the formal pattern of such theory-ensembles, there are also many instances in which the intensional operators receive specific 'intuitive' interpretations in order to account for particular domains of application; consider, for instance, the various deontic, epistemic, and doxastic readings of *D\ Moreover, just as in classical mechanics, say, where there exist domains of application in which different concepts and laws of force jointly apply (e.g., systems subject to both gravitational and electromagnetic forces), so in intensional logic one also finds 'mixed' domains, e.g. in which tenses and modalities are combined, as in temporal deontic logics of 'historical necessity'.
It seems to be a 'natural' process of scientific change that a research tradition seeks to develop, where possible, within the boundaries of some such 'net' or 'ensemble' structure (at least a semi-lattice), and to extend this structure to account for an ever wider range of empirical problems. The structure will, in fact, to a large extent reflect the heuristic and methodological constraints operating in the research tradition; establishing, for instance, the basic linguistic and ontological categories and the characteristic laws. Most significantly, it is the manner in which the different theories fit together (in the lattice structure) that seems to be decisive for characterizing the research tradition and for exhibiting its internal coherence and uniformity. Thus, if we consider possible worlds semantics as comprising nets or ensembles of interrelated theories, we obtain not only strong structural analogies to scientific research traditions of the customary sort, we also acquire additional semantic and methodological support in favor of the kind of uniform representation of intensional semantics that the standard picture provides. We have good grounds, therefore, to regard conditions (Cl) and (C2) as well-grounded constraints. 5 The lattice or theory-ensemble representation of theories presupposes, therefore, uniformity of the relevant interpretative or correspondence rules. One is also familiar in the philosophy of science with the idea that empirical anomalies or 'refutations' may usually be 'saved', if not by discovering a more adequate theory, then at least by suitably adjusting the interpretative basis to exclude the 'conflicting' evidence. But here several important methodological factors come into play. First, one tends to think of the interpretative rules as relatively 'stable'; in the first instance one looks for ways to repair the theory, or to reassess the evidence, rather than to reinterpret the entire basis on which evidence impinges on the theory. Secondly, changing the interpretative basis of some theory within the lattice is likely to remove that theory from the ensemble, thus creating a dishomogeneity symptomatic of a 'conceptual problem' (in Laudan's sense) for the research tradition. And, lastly, no change, either to theory or interpretative rules, must be allowed to be ad hoc. The first two principles reinforce the rationality of (C2); the third factor is relevant for constraint (C3): ruling out trivial or ad hoc semantic explanations.
Beyond standard correspondence theory
So far we have been considering the paradigm case of normal modal logics. At this stage, therefore, it is natural to ask: To what extent can these proposals and results be adapted to other systems of intensional logic? A first point to make is that the perspective of correspondence theory is a quite general one, available for many types of logic and possible worlds semantics. The case of conditional logics is perhaps the easiest to handle in this respect; indeed, many of the standard treatments of conditionals fit into the present framework without further ado. 6 And a fairly well-developed correspondence theory has also been provided for intuitionistic logics, suggesting that constraints like (C1)-(C3), or at least analogous ones, might also be defended. 7 Moreover, the well-known Gόdel translation from Heyting's propositional logic to modal S4 establishes a natural link between the modal and intuitionistic frameworks.
However, the specific results referred to above have a decidedly 'classical' flavor to them, van Benthem's limitative theorem on admissible truth-conditions T refers directly only to the 'a '-clause of the translation and is based on a preservation theorem for classical first-order logic. Likewise, his general incompleteness result depends on taking a classical reading of the propositional connectives, since the neighborhood semantics for which Fine's and Thomason's logics are incomplete assumes this. (Of course, this assumption is the natural one here, because the logics involved are extensions of K.) Moreover, it is classical (firstor higher-order) logic which provides the setting of the correspondence theory and the appropriate (model-theoretic or algebraic) instruments for its study. But one might speculate here on alternatives. For example, the idea that semantic explanation comes in the form of the usual completeness theorems was linked to the assumption (implicit above, but explicit in [5] ) that the tasks of deducing validities and disproving invalidities are 'complementary'. This led to (5) as an adequacy criterion for explanations, with its focus on the 'positive' inference, h + . One can, however, take the view that the positive (h + ) and the negative (h~) forms represent quite distinct, independent concepts of (non)inference, governed by separate rules. 8 This idea has in fact been explored in the literature, especially with propositional attitude contexts in mind; and semantic treatments are available (e.g. [32] ) in which, for example, valuations Fare regarded as partial functions on propositions, and one distinguishes between the situation VY A ("Vsupports A") and that of V =\ A("Vrejects A"). In such cases, the natural setting for a suitable correspondence theory would appear to be not that of full classical logic, but rather that of partial (predicate) logic as developed, e.g., in [9] .
Although partial logic thus offers an interesting weakening of the standard correspondence framework, in other contexts it may be appropriate to apply logics stronger than first-order. Let us consider for a moment systems of modal logics weaker than the 'minimal' normal logic K, for example the category of classical and quasi-classical logics. Though general in tone, van Benthem's constraints and observations are very specifically directed at the normal systems, and, as his incompleteness proof demonstates, his own semantics is reducible to the more general perspective of neighborhood models. Thus, although condition (C3) would presumably continue to be applicable in almost any context, (Cl) and (C2) seem to make little sense outside the sphere of normal systems. In particular, the requirement that the truth-conditions r be first-order does not appear to be satisfiable in the case of the 'minimal' classical modal logic, E. Yet the lattice of classical modal logics fits equally well the model of a 'theoryensemble', based on E; 9 and for this ensemble the neighborhood semantics plays a role entirely analogous to that of the standard Kripke-semantics in the context of normal logics. This suggests immediately the problem of whether there exist suitable generalizations of the neighborhood semantics and appropriate methodological constraints, analogous to van Benthem's generalization of and constraints for the Kripke-semantics. The matter of incompleteness, for example, is already settled for the usual neighborhood semantics, but might still be open with respect to possible generalizations.
This problem can also be studied within the perspective of correspondence theory. In the case of classical modal logics, however, the appropriate correspon-dence setting is no longer that of ordinary predicate logic, but rather that of a stronger system: predicate logic with added (generalized) quantifiers, L(Q). When the neighborhood or Scott-Montague semantics was first developed as a means to characterize some of the weaker modal systems (notably in [28] ), one of the important features of the ordinary Kripke-semantics appeared to have been lost: the natural interpretation of the intensional operators as logical quantifiers. Thus, Hansson and Gardenfors wrote in [15] :
A disadvantage with the Scott-Montague semantics is that we no longer have the nice parallelism between D and 0 and the universal and the existential quantifier as in the Kripke case. (p. 157) But the parallelism that Hansson and Gardenfors refer to can be retrieved for the neighborhood semantics providing we think in terms of generalized quantifiers. For, just as the modal propositional operators in normal systems correspond to the usual universal and existential quantifiers of first-order logic, so in classical modal systems the modal operators D and 0 correspond to generalized quantifiers, say Q and Q' (where Q' is dual to Q). Among the quantifiers that come closest to filling this role are those developed in topological model theory and in monotone logic. For example, one could take as a suitable Li-system the logic L(Q), for Q an interior quantifier, as discussed by Sgro [29] and Ebbinghaus and Ziegler [12] (who use 7' to denote the interior quantifier). This logic contains the formation rule that if A(γ) is a formula, so is tQyA(γ), for t a term. Thus, we can provide as before a translation r from Lo-formulas into Li-formulas, with the proviso that ΠA is now mapped to xQyrAy, where 'x 9 denotes the 'free' world of evaluation. The semantics for L{Q) then ensures that
where M is a neighborhood model and 'h w ' denotes 'truth at world w'. 10 In this manner, van Benthem's semantic contraints can be analogously formulated for the classical modal systems. Although the new translation r above is no longer first-order, hence L ωω -elementary, it is nevertheless L(Q)-elementary (cf. (Cl)). Moreover, by a suitable choice of Q (see note 10) we can arrange that (C2) is also satisfied in the sense that for classical modal systems the new truth-conditions r account for the valid principles of the minimal logic E, while further modal axioms and rules are semanticized by conditions restricting the class of L{Q) models. Lastly, (C3) can still be applied to rule out ad hoc semantic explanations, now under the special condition that no additional predicates Σ are required to explain the intensional operators.
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Taken in its widest sense, therefore, one might pursue the idea that the possible worlds 'paradigm' is constituted by several different, basic theoryensembles, perhaps each with its own style of correspondence theory. The links between them would then also be open to investigation with the help of methods drawn from the philosophy of science. As a final point of interest, consider the dichotomy between theoretical and nontheoretical concepts, as it arises, for example, in the structuralist metascientific framework. As we saw, in van Benthem's treatment it was natural to construe the accessibility relation R, and similar predicates on worlds, as being theoretical in the context of the 'explanatory' theory T u whilst his world selection operator μ, introduced at the T o level, is intended to be 'nontheoreticaP in the same context (of normal systems). Our earlier observation that the Γ 0 -structures (W,μ, V) are equivalent to neighborhood models (as is well-known) now takes on a new significance. Since the neighborhood models actually provide the semantic 'explanation' in the framework of classical systems, they correspond there already to T x -structures; so, presumably, in the classical theory-ensemble, μ (or N) is to be regarded as a theoretical rather than nontheoretical term. This neatly illustrates a phenomenon familiar in the methodology of the empirical sciences, namely that a given concept may be 'observational' or nontheoretical in the context of one theory, yet theoretical in the context of another.
Concluding remarks
Thus far we have seen that correspondence theory offers a flexible framework within which the principal branches of possible worlds semantics can be characterized and compared. It also reveals striking structural similarities between this and other kinds of scientific research traditions. Moreover, when this analogy with the empirical sciences at large is further developed, we obtain a clearer grasp of the heuristics of the possible worlds program, as brought out, for example, by the relevance of completeness for semantic explanation, and by van Benthem's general constraints on semantic modeling. The latter, indeed, turn out to be reinforced by considerations drawn from the formal methodology of science, and prove to be extendible beyond the confines of the standard correspondence theory.
There are of course limitations to this view and, in concluding, it seems only fair to mention two areas where misgivings are likely to arise. One concerns the strength of the semantic explanation discussed here, as compared say with the explanation of empirical laws and phenomena in the natural sciences. Viewed as explanatory 'theories', the various T x -systems arising in the possible worlds context do not appear to yield a very deep level of explanation. If we say for example that the logic of obligation is accounted for by the theory of a serial, transitive, euclidean relation of deontic accessibility (i.e., deontic S5), it may well be argued that we have 'explained' very little about the nature of obligation. Up to a point this reaction is justified. But, in reply, it should also be born in mind that we are dealing with the semantics and not with the metaphysics of obligation, necessity and other modalities; and that our 'theory' offers at least a powerful systematization of its domain, even if it does not appear to reveal 'deep underlying causes'. (For that matter, neither does an inverse-square law of gravitational attraction.) 12 Lastly, in response to a question raised earlier, we should also be aware that correspondence theory itself (standard or nonstandard) does not seem to provide a 'universal' view of possible worlds semantics in its entirety. For example, although there is no difficulty in extending this approach to include the 'nonnormal worlds' of [17] and [28] , there is no obvious way to cater to the nonnormal or 'impossible' possible worlds of [16] and [26] - [27] , since the very idea of a 'correspondence' seems to break down when we give up the requirement that truth be recursively defined in every world. It remains to be seen, therefore, how the methodology of possible worlds semantics is affected in such cases where the framework of correspondence theory no longer suffices. To this subject we shall return, however, at a later date (see [24] ). NOTES be equivalent to Chang's quantifier TV, the usual stronger (classical) modal systems, like the monotone and the regular logics, can readily be characterized in L(Q) by additional axioms or model-conditions. For a survey and completeness results, see [19] .
11. In effect, therefore, L(Q) can be taken to be a monadic language, since the only predicates required (in the standard case) are those corresponding to the L o propositions; and, according to constraint (C3), they should not appear essentially in specifying the additional model-conditions. 12. The sense in which linguistics generally (and not only semantics) is an explanatory empirical science seems to us at the present time to be still very much open to clarification.
