Motivation: Knowledge of the correct protein subcellular localization is necessary for understanding the function of a protein. Unfortunately large-scale experimental studies are limited in their accuracy. Therefore, the development of prediction methods has been limited by the amount of accurate experimental data. However, recently large-scale experimental studies have provided new data that can be used to evaluate the accuracy of subcellular predictions in human cells. Using this data we examined the performance of state of the art methods and developed SubCons, an ensemble method that combines four predictors using a Random Forest classifier. Results: SubCons outperforms earlier methods in a dataset of proteins where two independent methods confirm the subcellular localization. Given nine subcellular localizations, SubCons achieves an F 1 -Score of 0.79 compared to 0.70 of the second best method. Furthermore, at a FPR of 1% the true positive rate (TPR) is over 58% for SubCons compared to less than 50% for the best individual predictor. Availability and Implementation: SubCons is freely available as a webserver (http://subcons.bio info.se) and source code from https://bitbucket.org/salvatore_marco/subcons-web-server. The golden dataset as well is available from http://subcons.bioinfo.se/pred/download.
Introduction
The protein subcellular localization is important for understanding the function of a protein. The subcellular localization can be experimentally obtained by purification or imaging methods, which both are time-consuming, expensive, small scale and not always accurate (Imai and Nakai, 2010) . Recently, the situation has improved with large-scale experimental subcellular localization studies based on immunofluorescence microscopy (Fagerberg et al., 2011; Uhlen et al., 2010) or purification followed by mass spectrometry (Breckels et al., 2013; Christoforou et al., 2014) .
The exact mechanisms governing all subcellular localizations are not completely understood. For most locations, a protein is targeted to the compartment by signals contained in the protein sequence. The best-characterized signals are the N-terminal signal peptides that govern the sorting to the endoplasmatic reticulum/Golgi apparatus (von Heijne, 1986 ) and the related N-terminal targeting peptides, that exist for chloroplasts and mitochondria (Emanuelsson et al., 2000) . For other subcellular locations the motifs are not necessarily located at the N-termini (Emanuelsson et al., 2003; Horton et al., 2007) . Further, protein signals are not necessarily unique and some signals can activate multiple sorting pathways, providing multiple subcellular locations (Emanuelsson et al., 2007) . In the nucleocytoplasmic transport the presence of both import and export signals in a protein makes it difficult to know if proteins are imported into or exported out of the nucleus (Nakai, 2000) .
Other factors can also influence the final destination of a protein. The presence of other molecules in the environment of the compartment/cell, the activity, concentration and strength of localization signal and signal receptors can all influence the subcellular localization of a protein (Bauer et al., 2015) . Finally some proteins can be targeted to multiple compartments (Bauer et al., 2015) .
Today the complete proteomes of more than 1000 eukaryotic organisms are available (UniProt-Consortium, 2015) but only a tiny fraction of their millions of proteins have been studied experimentally. Limitations of experimental methods and incomplete understanding of the mechanisms determining protein subcellular localization make computational methods necessary both to predict the localization of non-annotated proteins and to increase our understanding of protein sorting. Therefore, effective tools to predict where a protein resides in the cell are needed. Prediction methods have not only provided useful tools but also an increased understanding of subcellular sorting mechanisms.
Computational prediction of protein subcellular localization using sequence-based information was introduced 30 years ago by the study of signal peptides (von Heijne, 1986) . The first method able to predict multiple localizations, PSORT (Nakai and Kanehisa, 1991) , was developed 25 years ago and later many other methods have been developed. Today, prediction methods can be specialized for the prediction of a specific localization (Cokol et al., 2000; Savojardo et al., 2014) , for a few localizations (Emanuelsson et al., 2000) or for a wide range of localizations (Blum et al., 2009; Briesemeister et al., 2009 Briesemeister et al., , 2010 Goldberg et al., 2012; Horton et al., 2007; Yu et al., 2006) .
The most successful subcellular predictors use a combination of features that can roughly be classified to be either sequence-or annotation-based. The sequence-based features include linear motif detections and amino acid distributions. The latest methods include gapped-paired, surface or pseudo amino acid compositions (Briesemeister et al., 2010) . Annotation based features transfer functional annotation from already annotated proteins in UniProt. These annotations are obtained using information from homologous proteins or the protein itself, annotated GO terms, functional domains, text information from PubMed abstracts and protein-protein interactions (Nielsen, 2015) . Finally, these features are used as inputs to some machine learning method, see Supplementary Table S1 .
UniProt annotation has almost always been used in the development of all methods. This makes evaluation of the performance difficult, as there often is an overlap between the training and test sets. Recently, new large-scale studies on subcellular localization of human proteins were published (Breckels et al., 2013; Christoforou et al., 2014; Uhlen et al., 2010) . These studies provide a possibility to evaluate the performance of prediction methods with less bias. Here, we have used these sets as a basis to obtain a highly accurate dataset composed by data from two recent studies and experimentally verified proteins from UniProt. Using only protein with two experimentally verified subcellular localizations we create a golden dataset for testing.
Using this golden dataset we first present a benchmark of six methods (CELLO 2.5 (Yu et al., 2006) , LocTree2 (Goldberg et al., 2012) , MultiLoc2 (Blum et al., 2009) , SherLoc2 (Briesemeister et al., 2009) , WoLF PSORT (Horton et al., 2007) and YLoc (Briesemeister et al., 2010) ).
Thereafter, we present SubCons, an ensemble method that improves human subcellular predictions and combines four predictors (CELLO2.5, LocTree2, MultiLoc2 and SherLoc2) using a Random Forest classifier.
Materials and methods

Prediction methods
CELLO2.5 incorporates physicochemical properties such as amino acid composition, di-peptide composition, partitioned amino acid composition and sequence composition into a multi-class SVM classification system (Yu et al., 2006) . Finally, it combines votes from the four classifiers and determines the final assignment using a jury vote.
LocTree2 is based on a hierarchical system of SVM that imitates the cascading mechanism of cellular sorting (Goldberg et al., 2012) . The SVM system consists of a tree with binary decisions at each level, which are made by searching through proteins of annotated localization with short stretches of k-consecutive residues.
MultiLoc2 integrates the output of four sequence-based sub-classifiers (Blum et al., 2009) . The SVMTarget module is specific for Nterminal targeting peptides detection, SVMSA module detects signal anchor; SVMaac module classify protein based on amino-acid composition and MotifSearch module detects the presence or absence of motifs. Additionally, it includes two classifiers based on phylogenetic profiles (PhyloLoc) and gene ontology terms (GOLoc) derived from InterProScan (Jones et al., 2014) .
SherLoc2 is a development of MultiLoc2 that also contains an additional text search module based on PubMed abstract linked with the UniProt IDs (Briesemeister et al., 2009) .
WoLF PSORT assigns localizations based on sorting signals, amino acid composition and functional motifs using a kth-nearest neighbors algorithm (Horton et al., 2007) .
YLoc integrates both sequence and annotation based information. Amino acid and pseudo composition; amino acids hydrophobicity, charge and volume; together with PROSITE motifs and GO terms from close homologs are input features for a naïve Bayes alongside entropy-based discretization (Briesemeister et al., 2010) .
Datasets
Initially we examined two experimental datasets of subcellular localizations. The mass spectrometry (Mass-Spec) dataset was generated using a combination of mass spectrometry, biochemical fractionation and iTRAQ 8-plex quantification (Christoforou et al., 2014) of Human Embryonic Kidney fibroblast cells (HEK293T) (Breckels et al., 2013) . We retrieved all the experimental protein localizations using the pRloc package (www.bioconductor.org/packages). The SLHPA dataset was created from a series of immunofluorescenceconfocal microscopy experiments from three cell lines, an osteosarcoma cell line (U-2 OS), an epidermoid carcinoma cell line (A-431), a glioblastoma cell line (U-251 MG) stained with antibodies and reference markers (Fagerberg et al., 2011) by the Human Protein Atlas project (Uhlen et al., 2010) . We excluded proteins with multiple localizations and with the word 'Uncertain' from the final set. In addition we used dataset created from UniProt (UniProt-Consortium, 2015) containing only subcellular localization with evidence at the protein level. We have included only protein with experimental annotation derived from one or more publications, and protein with 'manually curated' annotation.
All experimental studies have some limitations in their accuracy, which makes it difficult to compare the performance of different methods. To address this we aimed to create a subset of wellannotated proteins starting from the three datasets described above.
We studied the agreement between the three datasets, see Supplementary Figure S1 . About 86-88% of the annotations in SLHPA agrees with annotations from the other datasets, while the other datasets show 95% agreement with each other, see Supplementary Figure S1 . For a detailed view of the overlap among these three datasets see Supplementary Figure S2 .
Training and testing datasets
The initial dataset contains 9765 proteins annotated by at least one experimental study. After homology reduction at 20% sequence identity using BLASTClust (Alva et al., 2016) 6868 proteins remained. From this a set of highly reliable annotations, i.e. proteins containing identical subcellular annotations in at least two out of the three sources, was selected as a golden dataset for testing. This set contains 1225 proteins and the remaining 5484 proteins with a single annotation form the training set, see Table 1 . It can be noted that no extracellular proteins are included in the golden set, since only UniProt includes extracellular/secreted proteins.
Mapping
Subcellular localizations can be defined at different resolution, for instance mitochondrial proteins can be located within the matrix, in the inter-membrane space or in one of the two membranes. In total twenty different subcellular compartments are present in at least one experimental dataset. However, none of the experimental sets classify proteins into all compartments, neither can any prediction method classify proteins into all twenty compartments. Therefore, to make comparisons feasible we have mapped all subcellular classifications into nine standard compartments, see Supplementary Table S2 .
Vesicular proteins are excluded as no predictor predicts this class and the number of vesicular proteins is very small. Further, the Mass-Spec dataset contains only lysosomal proteins, while the SLHPA dataset classifies lysosomal and peroxisomal proteins as vesicular. As lysosomal and peroxisomal proteins use completely different sorting mechanisms, we decided to keep these two compartments separated. Therefore, proteins annotated as vesicular in the SLHPA dataset are categorized as lysosomal and peroxisomal proteins based on the UniProt and/or Mass-Spec annotation when there was no conflicting annotation.
Measure of performance
Evaluation of prediction performance was divided into evaluation of the performance for a single location and evaluation of the performance over all subcellular locations. Methods for evaluating a single classifications are well established and we choose to focus on two measures: the F 1 score (Van Rijsbergen, 1979) (F 1 ) and Matthews Correlation Coefficient (MCC) (Matthews, 1975) . However, other measures provide similar results. F 1 score is a weighted average of the precision and recall. It is generally believed that the F 1 score is a better evaluation measure than accuracy (Baldi et al., 2000) . The advantage of the MCC is that it takes into account uneven distribution of positive and negative examples.
Methods for evaluating multiple classifications are not as well established. Here, we use the Generalized Squared Correlation (GC 2 ) (Baldi et al., 2000) as well as F 1 score, which in the multi-class case, is defined as the weighted average of the F 1 score for each class. All these measures can be expressed in terms of 'tp' ¼ true positive, 'tn' ¼ true negative, 'fp' ¼ false positive, 'fn' ¼ false negative as follows:
where
and
is the expected number of protein localization (e.g. experimental localization) in row i and column j in the contingency table under the null hypothesis assumption (Baldi et al., 2000) . The null hypothesis implies no correlation between observations and predictions (Baldi et al., 2000) . In addition, we used the True Positive Rate versus the False Positive Rate. First, we assessed the performance for a single class considering pairwise comparisons (one class versus all other classes). The resulting sets are then combined and used to evaluate the overall performance (Allwein et al., 2000) .
Random forest training
In SubCons the scores of the predictors are combined into a vector of 36 values (4 predictors times 9 'standard' localizations). LocTree2 provides only single localization, thus we use the predicted score for the predicted class and 0 for all other classes. On the other hand, CELLO2.5, MultiLoc2 and SherLoc2 provide a score for each localization, that we could directly use. This vector is thereafter used as an input for a Random Forest classifier (Breiman, 2001; Kingsford and Salzberg, 2008) implemented using the scikit-learn library (Pedregosa et al., 2011) , see Figure 1 .
The following scikit-learn parameters are used: n_estimators ¼ 500, Fraction of proteins per localization in the experimental datasets. The table shows the fraction of proteins in each subcellular localization after the mapping of the localizations to the nine 'standard' localizations. '-' means unavailable localization in that specific dataset. The numbers indicate the fraction of protein for each localization in the experimental dataset.
In Table 2 the performance of the six individual predictors using two different measures is shown. For all methods except MultiLoc2 the F 1 score is rather similar, around 66-70%. However, using GC 2 , that is less dependent on an uneven distribution, we observed that the best performance is obtained by SherLoc2 (0.27) while all other have a lower correlation (0.12-0.20). It is interesting that the methods that do not include annotations from homologs (CELLO2.5 and LocTree2) show an F 1 score similar to the methods that do. The variation in performances between the F 1 score and GC 2 measures can be attributed to the different number of proteins present in the different subcellular compartments. F 1 performance is dominated by the most common subcellular compartments (Nuclear, Mitochondrial and Cytoplasmic), while GC 2 is depending on good performance in all compartments. Therefore, the low F 1 score for MultiLoc2 can be attributed to the fact that few proteins are predicted to be nuclear by MultiLoc2, see Table 3 . In contrast the good GC 2 of SherLoc2 can be associated to more accurate prediction of lysosomal and peroxisomal proteins than the other methods, see Table 2 . Ideally a good subcellular predictor should both show high F 1 score and GC 2 , but none of the existing predictors outshine all other predictors in this respect.
Consensus predictions
Next, we asked the question if a consensus method combining the input of several independent predictors could improve the prediction of subcellular localizations. We choose to ignore YLoc due to unavailability and WoLF PSORT due to licensing issues. In addition including them did not improve the predictions (data not shown). Initially, we explore a simple majority-vote method, using the four available predictors (CELLO2.5, LocTree2, MultiLoc2 and SherLoc2). The majority vote method selects the most predicted subcellular localization. In the case that there is equal support for two categories (e.g. 2 votes for CYT and 2 votes for NUC), the category predicted by SherLoc2 (the best individual predictor) is selected. If there is no prediction from SherLoc2 in the top groups then the category predicted by LocTree2 is used. A small improvement is obtained when using the majority vote, see Table 2 . The GC 2 is increased to 0.29 and the F 1 score to 0.69, indicating the potential benefit by combining predictors. Next, we set out to develop an improved consensus predictor that can take the reliability of the different individual predictors into account. We developed an ensemble method, SubCons, that uses a Random Forest classifier to combine predictions from a set of subcellular localization predictions, see Figure 1 .
Different combinations of the four predictors were tried, see Supporting Table S3 . As the performance difference was small between different combinations we choose to include all four predictors in the final SubCons predictor. SubCons performs better than all of the individual methods with an F 1 score of 0.79 and a GC 2 of 0.32, compared with 0.70 (F 1 score) and 0.27 (GC 2 ) for best individual method. Further, at any false positive rate (FPR) SubCons outperforms all the individual predictors, see Figure 2 . At a FPR of 1% the true positive rate (TPR) is over 58% for SubCons compared to less than 50% for the best individual predictor.
Performance for different localizations
Although the overall performance of the different individual predictors is similar, they differ significantly in the number of proteins assigned to each compartment. In Table 3 it can be seen that the number of proteins predicted to be cytosolic varies between 13% (Cello2.5) and 49% (MultiLoc2). For nuclear protein the opposite is observed, here MultiLoc2 only predicts 25% while Cello2.5 predicts 64%. In both these cases Cello2.5 is rather close to what is present in the golden dataset.
When studying the performance for each subcellular localization individually, it can be observed that also here the accuracy of Cello2.5 is higher than MultiLoc2 for Nuclear and Cytosolic proteins, see Table 2 . However, MultiLoc2 shows a better performance for ER and lysosomal proteins, indicating that there is sometimes a balance between performance in different compartments.
Both the majority vote and SubCons outperforms the independent methods in most single localizations, see Table 2 . However, SherLoc2 (F 1 score of 0.7 and 0.55 and MCC of 0.69 and 0.57) exceeds SubCons (F 1 score of 0.67 and 0.43 and MCC of 0.68 and 0.43) in lysosome and peroxisome.
All predictors perform best for nuclear and mitochondrial proteins with an F 1 score of 0.85 by SubCons and about 0.8 for the individual predictors. At 1% FPR over 70% of the endoplasmic reticulum, lysosomal, mitochondrial, membrane proteins and peroxisomal are identified, see Figure 3 . In contrast, at 1% FPR less than a quarter of the cytoplasmic, Golgi apparatus and nuclear proteins are identified, see Figure 3 .
Discussion
Why are some subcellular localization more difficult to predict than others? One issue is that the golden dataset used here for testing contains a very high fraction of nuclear proteins, few membrane proteins and no extracellular proteins. However, there are also other reasons that make it more difficult to predict some subcellular localizations including that some sorting signals are similar to each other (Emanuelsson et al., 2000) or not very unique (Emanuelsson et al., 2003) . From Figure 4 it is clear that many proteins predicted to be cytosolic by SubCons are actually nuclear, indicating the difficulty of correctly identifying cytosolic proteins as well as the overrepresentation of nuclear proteins.
Proteins moving between the nucleus and the cytoplasm are transported through the nuclear pores. The nucleo-cytoplasmic transport is governed by two main signals, the nuclear export signal (NES) and the nuclear localization signal (NLS) (Freitas and Cunha, 2009; Lande et al., 2007) . These signals are quite different: the classical NLS signal is PKKKRKV and all NLS signals are enriched in the positively charge amino acids; in contrast the NES signal contains a short amino acid sequence of four hydrophobic residues within ten residues (Freitas and Cunha, 2009; Lande et al., 2007) . Obviously a protein might contain both these signals. Additionally, it is well known that some proteins travel back and forth between the nucleus and the cytoplasm.
A second group of difficult predictions occurs because up to one quarter of ER, Golgi, lysosome and membrane proteins are predicted to be extracellular see Figure 4 . Further, many Golgi proteins are predicted to be in ER, indicating that our understanding of transport mechanisms through the ER-Golgi system to the membrane is far from accurate.
Next, we asked the question if the most reliable predictions by SubCons (at 1% FPR), agree with the corresponding UniProt annotations. We extracted all the human available localizations from UniProtKB using keywords for cellular component for 11449 proteins. For 6832 (60%) of these proteins a SubCons prediction with a score (! 0.45) should provide an FPR of 1% or lower. The best agreement is obtained for the membrane and nuclear class with 94% of annotated proteins predicted to be in the lysosome and nuclear. For the other classes, the range of agreement varies between 75% and 85%, see Figure 5 .
A more detailed analysis indicates that most disagreements occur between nuclear-cytoplasmic and membrane-extracellular. In total 822 (12%) out of the 6832 protein localizations are in disagreement between UniProt and SubCons. For roughly half of these the evidence codes are 'curated' or 'by similarity' indicating that the UniProt annotation is less reliable. For 319 proteins a publication supporting the annotation is available, see Supplementary Table S4 .
We believe that even in some of the manual cases the UniProt annotation might need some additional information. For example, we have analyzed nine proteins (Q8WWZ8, Q8TCE9, Q13536, Q9H5F2, Q6ZMK1, Q9NYS0, Q9Y2M2, Q8N699, Q8N3H0) that UniProt annotated as nuclear or cytoplasmic while SubCons have predicted to be extracellular, membrane, or endoplasmic reticulum proteins. We used SignalP to predict the existence of a signal peptide in these proteins (Petersen et al., 2011) . Here, it was found that five proteins (Q8WWZ8, Q6ZMK1, Q9NYS0, Q9Y2M2, Q8N3H0) have a predicted signal peptide, indicating that the UniProt annotation might be incomplete. Q8N3H0 actually belongs to a family of secreted proteins (TAFA) (Tom Tang et al., 2004) . On the other hand, the localization of Q6ZMK1 is inferred from sequence similarity. Q8WWZ8 has an N-terminal signal peptide followed by three EGF-like and ZP domains indicating a possible cotranslational targeting pathway (Xu et al., 2003) . As well for all five proteins, the annotation score is lower than the maximum score (five out of five), indicating an incomplete annotation.
Conclusion
Subcellular localization of proteins is useful for understanding the function of proteins. Here, we present SubCons, a Random Forest classifier employed to improve subcellular predictions using predictions from four independent tools. We show that SubCons outperforms all of the individual predictors. At a false positive rate of 1% about 60% of all proteins in a highly accurate test set (the golden dataset) can be predicted, indicating that for many proteins reliable subcellular localizations can be made using purely computational tools. However, the coverage varies significantly between different subcellular compartments. The most reliable predictions are obtained for nuclear, mitochondrial and plasma-membrane compartments. Improving the prediction accuracy for the other compartments will be important in the development of future prediction methods. Finally, we show that using the highly reliable predictions from SubCons proteins with incomplete annotations in UniProt can be identified. 
