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LONG-TIME BEHAVIOR OF A FINITE VOLUME DISCRETIZATION FOR A
FOURTH ORDER DIFFUSION EQUATION
JAN MAAS AND DANIEL MATTHES
Abstract. We consider a non-standard finite-volume discretization of a strongly non-linear
fourth order diffusion equation on the d-dimensional cube, for arbitrary d ≥ 1. The scheme
preserves two important structural properties of the equation: the first is the interpretation as a
gradient flow in a mass transportation metric, and the second is an intimate relation to a linear
Fokker-Planck equation. Thanks to these structural properties, the scheme possesses two discrete
Lyapunov functionals. These functionals approximate the entropy and the Fisher information, re-
spectively, and their dissipation rates converge to the optimal ones in the discrete-to-continuous
limit. Using the dissipation, we derive estimates on the long-time asymptotics of the discrete
solutions. Finally, we present results from numerical experiments which indicate that our dis-
cretization is able to capture significant features of the complex original dynamics, even with a
rather coarse spatial resolution.
1. Introduction
1.1. The QDD equation. In this note, we introduce and analyze a particular spatial discretization
of the following non-linear parabolic equation of fourth order,
∂tu = −∇ ·
(
u∇
[
∆u
u
+ ∆ log u
])
+∇ · (u∇W ), u = u(t;x) > 0, t > 0, x ∈ Ω := [0, 1]d,(1)
subject to variational boundary conditions, see (5) below. The potential W : Ω → R is assumed
to satisfy certain structural conditions (4) and (15); a possible choice is W (x) = λ∗/2|x − x¯|2 for
arbitrary λ∗ > 0 and x¯ ∈ Rd
Equation (1), which is referred to as Quantum drift diffusion (QDD) equation or as Derrida-
Lebowitz-Speer-Spohn (DLSS) equation in the literature, appears, e.g., in semi-conductor modelling
[10, 25] and in the analysis of interface motion in spin systems [12, 13]. Depending on the context,
the non-linear term is written in one of several equivalent forms:
∇ ·
(
u∇
[
∆u
u
+ ∆ log u
])
= 2∇ ·
(
u∇
(
∆
√
u√
u
))
= ∇2 : (u∇2 log u).
Existence and qualitative properties of (weak) solutions to (1) have been intensively analyzed in
the past two decades [3, 20, 27, 26, 29, 33]. For instance, it has been proven — see [20] for the
most comprehensive result — that the initial boundary value problem for (1)&(5) possesses a non-
negative and mass preserving global weak solution u : R+ × Ω → R for all non-negative initial
conditions u0 ∈ L1(Ω) of finite entropy. By scaling invariance, we may assume without loss of
generality in the following that the solution u is a time-dependent probability density.
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2 JAN MAAS AND DANIEL MATTHES
Several (semi-)discrete approximations of (1) have been studied, both analytically and numer-
ically. The schemes presented in [4, 7, 15, 28, 34] inherit some structural properties of (1), like
monotonicity of certain quantities. All of these schemes have in common that they provide non-
negative (semi-)discrete solutions.
Here we continue in the spirit of [34], where a discretization was performed on grounds of (1)’s
gradient flow structure with respect to the L2-Wasserstein metric, which leads to a scheme that
simultaneously preserves two essential Lyapunov functionals. From these Lyapunov functionals,
estimates on the fully discrete solutions were derived and have been used to analyze their long-time
asymptotics [39] and the discrete-to-continuous limit [34].
However, here we do not use the Lagrangian structure behind (1) — which was essential in
[34, 39] — but define a scheme on grounds of a finite-volume discretization. Our ansatz is moti-
vated by a particular structure-preserving discretization of linear Fokker-Planck equations, which
has been introduced simultaneously in [8, 31, 37]. Using this “Eulerian approach”, we overcome the
limitation of [34, 39] to d = 1 space dimension. The similarities with [34, 39] are that we rely on the
gradient flow formulation of (1), and that we design the discretization in such a way that enforces
monotonicity of two Lyapunov functionals. We remark that the general idea to preserve simulta-
neous monotonicity of several functionals in the discretization has been used for other equations
before, like in the context of the formally similar thin film equations, see [22, 23, 42].
1.2. Structural properties and long-time asymptotics. Most of the qualitative results for
(1) are based on two fundamental structural properties: the first is its gradient flow structure
with respect to the L2-Wasserstein metric [20], and the second is an intimate relation to a certain
Fokker-Planck equation [11]. That Fokker-Planck equation has the form
∂svs = ∆vs +∇ · (vs∇V ) in Ω, ∂ν(vs/pi) = 0 on ∂Ω,(2)
where pi : Ω→ R+ is given by
pi(x) =
1
Z
e−V (x) with Z =
∫
Ω
e−V (x
′) dx′(3)
and defines the unique stationary probability density pi for (2). To establish the connection between
(1) and (2), we shall assume henceforth that the respective potentials V and W are related via
W = |∇V |2 − 2∆V,(4)
and that V is λ-convex with some positive λ, i.e., ∇2V ≥ λ > 0. Notice that V (x) = λ2 |x − x¯|2 is
an admissible choice, and leads to W (x) = λ2|x− x¯|2 − 2dλ.
A direct computation shows that pi is a stationary solution to (1) as well, provided the boundary
conditions are chosen appropriately:
∂ν(u/pi) = ∂ν
(
∆u
u
+ ∆ log u+W
)
= 0 on ∂Ω.(5)
Another formal computation reveals that (1) and (2) have two Lyapunov functionals in common,
namely the relative logarithmic entropy H and the relative Fisher information I, given by
H(w) =
∫
Ω
w log(w/pi) dx and I(w) =
∫
Ω
w |∇ log(w/pi)|2 dx.(6)
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In fact, both (2) and (1) are gradient flows — for H and for I, respectively — in the L2-Wasserstein
metric. That is, formally, we can write
∂sv = −KvDvH and ∂tu = −KuDuI,(7)
respectively, where K is the Onsager operator (inverse metric tensor) of the Wasserstein metric,
Kuξ = −∇ · (u∇ξ).
The final but most important connection between (2) and (1) is the following relation between the
respective potentials of the two gradient flows:
I(v) = DvH[KvDvH].(8)
That is, the potential of the gradient flow (1) is the dissipation of the entropy H along its own
gradient flow. Despite the fact that the representation (8) of I is classical, implications on the
dynamics of the fourth order equation (1) have been drawn only recently in [11], see also [6, 33, 36].
It turns out [11, 33] that the equilibration behavior of (1) is intimately related to the one of (2).
We summarize the relevant estimates. Thanks to the λ-convexity of V , it follows that both H and
I decay with exponential rate λ along solutions v to (2),
H(vs) ≤ H(vs′)e−2λ(s−s′) and I(vs) ≤ I(vs′)e−2λ(s−s′) for all s ≥ s′ ≥ 0,(9)
and that the Fisher information can be estimated just in terms of the initial value of the entropy,
I(vs) ≤ H(v0)s−1 for all s > 0.(10)
With V and W related by (4), the following analogous estimate can be shown for solutions to the
QDD equation (1):
H(ut) ≤ H(ut′)e−(2λ)2(t−t′) and I(ut) ≤ I(ut′)e−(2λ)2(t−t′) for all t ≥ t′ ≥ 0,(11)
I(ut) ≤ H(u0)(2λt)−1 for all t > 0.(12)
We review the derivation of (9)–(12) in Section 2.4.
1.3. Discretization and main result. The leading principle for our spatial discretization of (1) is
that the semi-discrete solutions to that scheme inherit the estimates in (11) and (12). We discretize
(1) and (2) simultaneously in order to preserve their close relation.
For the discretization of (2) we follow an approach based on the entropy gradient flow structure
for Markov chains developed in [8, 31, 37], which has been subsequently applied in [14, 17, 21, 38].
We perform a finite volume discretization with a regular cubic lattice: fix a box length h = 1/N
with N ∈ N and consider piecewise constant probability densities uh on the equi-distant subdivision
of Ω in Nd sub-cubes of side length h. Now, we replace (7) by
∂sv
h = −KhvDvHh and ∂tuh = −KhuDuIh,(13)
respectively, where the discretized entropy Hh is given (up to an additive constant γh > 0 defined in
(46)) by the restriction of H, and the discretized Fisher information Ih is obtained by the relation
(8), i.e.,
Hh(uh) = H(uh)− γh, Ih(uh) = DuhHh[KuhDuhHh].(14)
The discretized Onsager operator Kh — which implicitly determines a metric on the piecewise
constant density functions — is designed such that the gradient flow of Hh is the forward equation
for a continuous time Markov chain. The appropriate and rather non-obvious choice for Kh, see
(47), was independently found in [31] and in [37].
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For the main result that we formulate below we need an additional hypothesis on the potential
V , namely that
V (x) = V [1](x1) + · · ·+ V [d](xd)(15)
for suitable functions V [k] : [0, 1]→ R, which, by definition of pi in (3), is equivalent to the following
factorization of the steady state:
pi(x) = pi[1](x1) · · ·pi[d](xd), where pi[k](x) = 1
Z [k]
e−V
[k](x),(16)
with suitable normalization constants Z [k] > 0 such that the pi[1], . . . , pi[d] are probability densities
on [0, 1]. Under the discretization, pi is replaced by a particular piecewise constant approximation
pih, which is the unique minimizer of Hh, see Lemma 1. The approximation pih still factors in the
same form as above, see (45).
Theorem 1. Assume that a pair of potentials V , W satisfying the relation (4) and the technical
hypothesis (15) is given. Assume further that V is λ-convex with some λ > 0.
For a given discretization parameter h > 0, define discretized entropy and Fisher information as
in (14), and a discrete Onsager operator as in (47). Then any solution uh of the discrete gradient
flow
∂tu
h = −KhuhDuhIh
satisfies the following analogues of (11) and (12),
Hh(uht ) ≤ Hh(uht′)e−(2λ
h)2(t−t′) and Ih(uht ) ≤ Ih(uht′)e−(2λ
h)2(t−t′) for all t ≥ t′ ≥ 0,(17)
Ih(uht ) ≤ Hh(u0) (2λht)−1 for all t > 0.(18)
Consequently, uht approaches the equilibrium pi
h exponentially fast,
‖uht − pih‖L1(Ω) ≤
√
2Hh(uh0 ) e−2(λ
h)2t.(19)
Above, λh = λ+O(h2) as h ↓ 0.
1.4. Geodesic convexity vs. convex entropy decay. All of the — continuous and discrete
— equations under consideration here will be gradient flows of geodesically λ-convex functionals.
The proof of our main result Theorem 1 above, however, does not require to use the full power
of λ-convexity. Instead, we work with a weaker property that we call convex decay inequality, see
(CDI) in Section 2.2. In a nutshell, the difference is that we do not require the Hessian of the
functional to be larger or equal to λ in every direction, but only in the direction of the functional’s
own gradient, at each given point.
This weaker form of convexity has been used in numerous places and in various disguises for the
derivation of equilibration estimates, typically in connection with the Bakry-E´mery method, see
e.g. [32] and references therein. Recently, an adaptation of this convexity concept to Markov chains
has been developed in [5]. There are examples — see Remark 5 — where the modulus of convexity
improves (slightly) upon relaxation from geodesic convexity to convex decay.
A key technical ingredient in the proof of our main result is the tensorization property of the
convex decay inequality. This result is given in Section 3.4, and might be of independent interest.
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1.5. Plan of the paper. In Section 2 below, we review the basic results from the general theory
of gradient flows and the Bakry-E´mery method which are relevant for the study of our equation (1)
and our discretization. Sections 3 and 4 are devoted to discretizations. In Section 3, we analyze the
properties of a finite-volume discretization for the linear Fokker-Planck equation (2) in the spirit
of [31, 37]. In Section 4, we define a “compatible” discretization of the QDD equation and prove
the main result Theorem 1. We conclude by discretizing in time as well, and perfoming a series
of numerical experiments in dimension d = 2 to illustrate the (non-)optimality of the theoretical
decay estimates.
2. Estimates for λ-convex gradient flows
In this section, we shall mainly collect and rephrase classical and recent results about the large-
time behavior of gradient flows. Throughout this section, we assume smoothness of all appearing
analytical structures. These smoothness assumptions are justified in the analysis of the discretiza-
tions in Sections 3&4 below, provided that one restricts to strictly positive probability densities.
The application to solutions of the original evolution equation (1), however, are purely formal and
only serve as a motivation.
2.1. λ-convex gradient flows. Let a smooth Riemannian manifold M with metric d be given.
For simplicity we assume thatM is an open subset of a (finite-dimensional) affine space X . At each
point u ∈M, there is a one-to-one correspondence between the scalar product 〈·, ·〉u on TuM and
the Onsager operator Ku : T
?
uM → TuM, which is the uniquely determined linear isomorphism
with
〈Kup, ξ〉u = p[ξ] for all ξ ∈ TuM and p ∈ T?uM.
Note that Ku is symmetric, in the sense that
p1[Kup2] = 〈Kup1,Kup2〉u = 〈Kup2,Kup1〉u = p2[Kup1] for all p1, p2 ∈ T?uM.
In the application discussed here, the Onsager operator (and not the scalar product) will be the given
quantity. In fact, in our application, the Onsager operator extends continuously to the boundary
of M in X , while the Riemannian metric degenerates at the boundary.
The gradient flow of a given smooth potential Φ : M → R is then defined as (solution to) the
differential equation
u˙ = FΦ(u) := −KuDuΦ.(20)
By smoothness of Φ, local solutions u : [0, T ) →M to (20) exist for any initial condition u0 ∈M,
and the only possible obstruction to global existence is that u leaves M at time T > 0.
A central notion in the theory is that of λ-convexity of Φ (with λ ∈ R), which means that
Hess Φ ≥ λ, where the Hessian is to be understood in the Riemannian structure of the M, and the
inequality holds in the sense of quadratic forms:
Hessu Φ[ξ, ξ] ≥ λ‖ξ‖2u for all u ∈M and ξ ∈ TuM.
An elegant “Eulerian” approach for proving λ-convexity has been developed in [40, 9]. This ap-
proach has been implemented in [16] on the manifold of probability measures over a finite state
space. A useful characterization of λ-convexity, that does not involve the metric but only the On-
sager operator, has been formulated in [30]: at each u ∈M, define the bi-linear form Mu on T?uM
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via
Mu[p, p] = −p
[
DuFΦ[Kup]
]
+
1
2
p
[
DuK[FΦ(u)]p
]
.
Then the functional Φ is λ-convex if and only if the tensor M satisfies the estimate
M ≥ λK(21)
in the sense that Mu[p, p] ≥ λp[Kup] for all u ∈M and p ∈ T?uM. Here the differential Du is to be
interpreted using the linear structure of the ambient space X :
DuFΦ[ξ] = lim
ε→0
FΦ(u+ εξ)− FΦ(u)
ε
∈ TuM,
and analogously for DuK.
Remark 1. In a smooth Riemannian setting, λ-convexity of Φ implies λ-contractivity for its gra-
dient flow, i.e.,
d(ut, u
′
t) ≤ e−λtd(u0, u′0) for all t > 0 and arbitrary solutions u, u′ to (20).
2.2. Estimates on the flow. In the following discussion, we will not require the full strength of
the λ-convexity assumption M ≥ λK from (21). Instead, in our calculations we will only apply
(21) to the argument DvΦ. The resulting convex decay inequality
M[DvΦ,DvΦ] ≥ λDvΦ[KvDvΦ](CDI)
is weaker than (21). Since
− d
ds
Φ(vs) = DvΦ[KvDvΦ] and
1
2
d2
d2s
Φ(vs) = M(DvΦ,DvΦ)
— as will be shown in the proof below — (CDI) provides a relation between the first and the second
derivative of Φ along its gradient flow. The inequality (CDI) lies at the heart of the Bakry-E´mery
approach to functional inequalities [2]. In a Markov chain setting, the inequality (CDI) has been
studied in [5], see also [18, 19].
Our general hypothesis in the remainder of this section is that (CDI) holds for some λ > 0. We
also assume that Φ has a unique global minimizer u¯ ∈ M, and, without loss of generality, that
Φ(u) ≥ Φ(u¯) = 0 for all u ∈M. Clearly, these conditions are satisfied when Φ is λ-convex, in which
case u¯ is the only critical point of Φ.
The auto-dissipation |∂Φ|2 :M→ R of Φ is defined by
|∂Φ|2(u) = DuΦ[KuDuΦ].(22)
It follows from our assumptions that |∂Φ|2(u¯) = 0.
Proposition 1 (Gradient flow estimates for Φ). Along any solution (vs)s≥0 of the gradient flow
(20), we have, for arbitrary s ≥ s′ ≥ 0,
Φ(vs) ≤ Φ(vs′)e−2λ(s−s′),(23)
|∂Φ|2(vs) ≤ |∂Φ|2(vs′)e−2λ(s−s′),(24)
and further, for arbitrary s > 0,
|∂Φ|2(vs) ≤ Φ(v0) 2λ
e2λs − 1 ≤ Φ(v0) s
−1.(25)
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Moreover, the following functional inequality holds for arbitrary v ∈M:
2λΦ(v) ≤ |∂Φ|2(v).(26)
These results are classical. We sketch a proof here, which derives the estimates directly from the
hypothesis (CDI) by elementary calculations. The idea is to use the method of iterated gradients
from [2].
Proof. We start by proving (24). To this end, we estimate the decay in time of
|∂Φ|2(v) = DvΦ[KvDvΦ] =
∑
i,j
Kij(v)∂iΦ(v)∂jΦ(v),(27)
which is
(28) J(vs) := − d
ds
|∂Φ|2(vs).
From the last representation in (27), we obtain, writing Φi = ∂iΦ and Φij = ∂i∂jΦ for brevity,
J(v) = −
∑
i,j,k
(
2Kij(v)Φik(v) + ∂kKij(v)Φi(v)
)
Φj(v)F
Φ
k (v).
On the other hand, the definition of Mv yields
Mv[DvΦ,DvΦ] = DvΦ
[
DvFΦ[FΦ(v)]
]
+
1
2
DvΦ
[
DvK[FΦ(v)]DvΦ
]
=
∑
i,j
Φi(v)∂jF
Φ
i (v)F
Φ
j (v) +
1
2
∑
i,j,k
Φi(v)∂kKij(v)F
Φ
k (v)Φj(v)
= −
∑
i,j,k
Φi(v)
(
∂jKik(v)Φk(v) + Kik(v)Φjk(v)
)
FΦj (v)−
1
2
Φi(v)∂kKij(v)F
Φ
k (v)Φj(v)
= −
∑
i,j,k
Φi(v)
(1
2
∂jKik(v)Φk(v) + Kik(v)Φjk(v)
)
FΦj (v),
where the last identity follows by relabeling the indices. We thus obtain the crucial identity
J(v) = 2Mv[DvΦ,DvΦ].(29)
Applying the assumption (CDI), we infer that
J(v) ≥ 2λDvΦ[KvDvΦ] = 2λ|∂Φ|2(v).(30)
Now apply Gronwall’s lemma to the resulting inequality
− d
ds
|∂Φ|2(vs) ≥ 2λ|∂Φ|2(vs)
to obtain (24). Next, we verify the functional inequality (26). First, observe that
− d
ds
Φ(vs) = DvsΦ[−FΦ(vs)] = |∂Φ|2(vs).(31)
For any fixed s > s′ > 0, this allows to conclude that
Φ(vs′)− Φ(vs) =
∫ s
s′
|∂Φ|2(vr) dr ≤ |∂Φ|2(vs′)
∫ s
s′
e−2λ(r−s
′) dr,
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which implies that
2λ(Φ(vs′)− Φ(vs)) ≤ (1− e−2λ(s−s′))|∂Φ|2(vs′).
In the limit s→∞, we have Φ(us)→ Φ(u¯) = 0, and thus we end up with
2λΦ(us′) ≤ |∂Φ|2(us′),
which verifies (26). To prove (23), simply combine (31) with (26) and apply Gronwall’s lemma again.
Finally, the estimate (25) is a consequence of the following calculation, using that s 7→ |∂Φ|2(vs) is
a monotone function thanks to (24):
e2λs − 1
2λ
|∂Φ|2(vs) =
∫ s
0
e2λ(s−s
′) ds′ |∂Φ|2(vs) ≤
∫ s
0
|∂Φ|2(vs′) ds′
= −
∫ s
0
d
dr
∣∣∣∣
r=s′
Φ(vr) ds
′ = Φ(v0)− Φ(vs).
By non-negativity of Φ, we arrive at (25). 
2.3. Estimates on the flow of the dissipation functional. We continue to assume that (CDI)
holds with some λ > 0. We also assume the normalization Φ(u¯) = 0, with u¯ being the global
minimizer. Below, we study another gradient flow, namely the one generated by the dissipation
Ψ = |∂Φ|2,
u˙ = FΨ(u) = −KuDuΨ.(32)
In general, no information is available on the convexity of the flow induced by FΨ. Still, the following
analogue of Proposition 1 holds, thanks to the intimate relation of Ψ to the λ-convex functional Φ.
Proposition 2 (Gradient flow estimates for Ψ). Along any solution (ut)t>0 of the auxiliary gradient
flow (32), we have, for arbitrary t ≥ t′ ≥ 0,
Φ(ut) ≤ Φ(ut′)e−(2λ)2(t−t′),(33)
|∂Φ|2(ut) ≤ |∂Φ|2(ut′)e−(2λ)2(t−t′),(34)
and further, for arbitrary t > 0,
|∂Φ|2(ut) ≤ Φ(u0) 2λ
e(2λ)2t − 1 ≤ Φ(u0) (2λt)
−1.(35)
This result has been proven in the setting of metric spaces in [33, Section 3]. As for Proposition
1, we sketch a proof here which only uses the inequality (CDI) and some elementary calculations.
Proof. We start by estimating the decay of Φ(ut) in time, i.e.,
J(ut) := − d
dt
Φ(ut).
Observe that, thanks to the symmetry of the Onsager operator,
J(u) = DuΦ[−FΨ(u)] = DuΦ
[
KuDuΨ
]
= DuΨ
[
KuDuΦ
]
= DuΨ
[− FΦ(u)],
thus the J defined above coincides with the J defined in (28). From the inequality (30) in combi-
nation with the inequality (26), it follows that
J(u) ≥ 2λΨ(u) ≥ (2λ)2Φ(u).(36)
DISCRETIZATION FOR A FOURTH ORDER DIFFUSION EQUATION 9
Another application of Gronwall’s lemma yields (33). In preparation for the proof of (34), ob-
serve that the Cauchy-Schwarz inequality for the scalar product 〈·, ·〉u translates into the following
inequality for the Onsager operator Ku:
(p[Kuq])
2 ≤ p[Kup] q[Kuq] for all p, q ∈ T?uM.
In combination with the estimate (30), we obtain
(2λ)2
(
DuΦ[KuDuΦ]
)2 ≤ J(u)2 = (DuΨ[KuDuΦ])2 ≤ DuΨ[KuDΨ] DuΦ[KuDuΦ].
Division by DuΦ[KuDuΦ] leads to
I(u) := DuΨ[KuDuΨ] ≥ (2λ)2DuΦ[KuDuΦ] = (2λ)2Ψ(u).(37)
Since I(ut) = − ddtΨ(ut), we obtain (34) by yet another application of Gronwall’s lemma. For the
proof of (35), we use the inequality (34) and the first inequality from (36). We thus obtain
e(2λ)
2t − 1
(2λ)2
|∂Φ|2(ut) =
∫ t
0
e(2λ)
2(t−t′)|∂Φ|2(ut) dt′ ≤
∫ t
0
|∂Φ|2(ut′) dt′
≤ 1
2λ
∫ t
0
J(ut′) dt
′ = − 1
2λ
∫ t
0
d
dr
∣∣∣∣
r=t′
Φ(ur) dt
′ =
Φ(u0)− Φ(ut)
2λ
,
from which the first inequality in (35) follows since Φ is non-negative. The second inequality is
elementary. 
2.4. Application: asymptotics for the Fokker-Planck and QDD equation. To conclude
our short review on gradient flows with (CDI), we show how the the estimates (9)–(12) on the
long-time asymptotics for solutions to (2) and (1), respectively, can be obtained from Propositions
1 and 2 above, at least formally. For the rigorous derivation of the stated long-time asymptotics
by variational methods, we refer the reader to [1] and to [33].
We consider the set P+(Ω) of strictly positive probability densities u : Ω → R+, endowed with
the L2-Wasserstein metric, as Riemannian manifold M. Tangent and cotangent vectors at u ∈M
are identified with functions ξ, p ∈ L2(Ω) of vanishing mean, their pairing being given by
p[ξ] =
∫
Ω
p(x)ξ(x) dx.
The definition of the scalar product on the tangent spaces is intricate (it requires the solution of an
auxiliary elliptic problem), but the associated Onsager operator Ku has an explicit form:
Kup = −∇ · (u∇p).(38)
In this framework, the Fokker-Planck equation (2) can be written as the gradient flow of the entropy
H from (6):
∂svs = ∆pivs with ∆piv = −KvDvH = ∇ ·
(
v∇ log(v/pi)) = ∆v +∇ · (v∇V ).(39)
This representation has been the starting point for the existence proof in the celebrated work [24].
Next, by the results of McCann [35], the λ-convexity of the potential V implies λ-convexity of
this gradient flow; see also [9] for an alternative proof of this fact using the formalism developed
above. Proposition 1 immediately yields the convergence properties stated in (9) as well as the
regularization estimate (12).
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We proceed to analyze (1). To begin with, let us rewrite — by integration by parts — the Fisher
information I from (6) with the help of ∆pi introduced in (39):
I(w) = −
∫
Ω
log(w/pi)∇ · (w∇(w/pi)) dx = −
∫
Ω
log(w/pi) ∆piw dx.(40)
From this representation, it is immediate to deduce the relation (8) between entropy and Fisher
information, i.e., that
|∂H|2(w) = −DwH[∆piw] = I(w).
Next, we use (40) to compute the first variation of I:
DuI[ξ] = −
∫
Ω
[
(ξ/u) ∆piu+ log(u/pi) ∆piξ
]
dx = −
∫
Ω
[
∆piu
u
+ ∆?pi log(u/pi)
]
ξ dx,(41)
where ∆?pi is the L
2(dx)-adjoint of ∆pi, that is
∆?pi log(u/pi) = ∆
?
pi log u+ ∆
?
piV = ∆ log u−
∇V · ∇u
u
+ ∆V − |∇V |2.
We thus obtain
DuI[ξ] = −
∫
Ω
[
∆u
u
+ ∆ log u+ 2∆V − |∇V |2
]
ξ dx.
From this and the relation (4) between V and W , it is obvious that (1) can be written as the
gradient flow of I:
∂tut = FI(ut) with FI(u) = −KuDuI = −∇ ·
(
u∇
[
∆u
u
+ ∆ log u−W
])
.
Remark 2. For later reference, we point out that in view of (41), the equation (1) can be equiva-
lently written in the form
∂tu = Ku
(
∆piu
u
+ ∆?pi log(u/pi)
)
.(42)
This is the representation which naturally appears after discretization, see (74) below.
In combination, this means that Proposition 2 applies to solutions ut of (1). The respective
estimates (33) and (34) turn into (11), and (35) becomes (12).
3. Discretization of the Fokker-Planck equation
3.1. Finite volume discretization. For given N ∈ N, define the length parameter h := 1/N , and
introduce the d-dimensional cubic lattice of side length N ,
Jh := {1, . . . , N}d ⊂ Zd.
Multi-indices in Jh are denoted by i and j, and we write i↔ j if i and j are neighbors, i.e., |i−j| = 1.
Intuitively, each j ∈ Jh labels a subcube
ωj :=
(
h(j1 − 1), hj1
)× · · · × (h(jd − 1), hjd) ⊂ Ω
of side length h in Ω, and each vector U ∈ RJh is associated to a function uh ∈ L∞(Ω) that is
piecewise constant on each ωj:
uh(x) = Uj for all x ∈ ωj.
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In this spirit, we refer to
P+(Jh) :=
U ∈ RJh+ ; hd ∑
j∈Jh
Uj = 1

as the space of positive probability densities on Jh; indeed, for each U ∈ P+(Jh),∫
Ω
uh(x) dx = hd
∑
j∈Jh
Uj = 1.
Both vectors Ξ ∈ TUP+(Jh) and cotangent vectors P ∈ T?UP+(Jh) are identified with elements in
RJh of vanishing mean,
hd
∑
i
Pi = 0, h
d
∑
j
Ξj = 0,
and their pairing is given by
P [Ξ] = hd
∑
j∈Jh
PjΞj.
Next, we introduce a discrete approximation Πh ∈ P+(Jh) of the steady state pi from (3). First,
define vectors V [1],h, . . . , V [d],h ∈ RN by
V
[k],h
j =
1
h
∫ hj
h(j−1)
V [k](r) dr,(43)
and accordingly Π[1],h, . . . ,Π[d],h ∈ P+({1, . . . , N}) by
Π
[k],h
j =
1
Z [k],h
exp
(− V [k],hj ),(44)
with the appropriate choice of the normalization constant Z [k],h > 0. Now, Πh ∈ P+(Jh) itself is
defined such that it inherits the product structure (16):
Πhj = Π
[1],h
j1
· · ·Π[d],hjd .(45)
Since V is smooth, the respective piecewise constant densities pih converge to pi uniformly on Ω as
h ↓ 0.
Lemma 1. The piecewise constant representation pih ∈ P+(Ω) with respective values Πhj on the
cubes ωj is the unique minimizer of H on the subspace of piecewise constant densities in P+(Ω).
Moreover,
γh := H(pih) = log Z
[1] · · ·Z [d]
Z [1],h · · ·Z [d],h .(46)
This lemma justifies the definition of the discretized entropy Hh in (14).
Remark 3. It is easily seen that Z [k],h ↘ Z [k] for each k = 1, . . . , d as h↘ 0. Hence γh ↘ 0.
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Proof. If uh is piecewise constant on the boxes ωj with respective values Uj, then
H(uh) =
∫
Ω
uh log(uh/pi) dx =
∑
j∈Jh
∫
ωj
Uj
(
logUj − log pi
)
dx
= hd
∑
j∈Jh
Uj
(
logUj + logZ +
1
hd
∫
ωj
V (x) dx
)
= hd
∑
j∈Jh
Uj log
(
Uj/Π
h
j
)
+ log
Z [1] · · ·Z [d]
Z [1],h · · ·Z [d],h .
For the last line, we have used the property (15) of V , which yields that
1
hd
∫
ωj
V (x) dx =
1
hd
∫
ωj
(
V [1](x1) + · · ·+ V [d](xd)
)
dx = V
[1],h
j1
+ · · ·+ V [d],hjd ,
the property Z = Z [1] · · ·Z [d], and the definition of Πh in (44)&(45) above. Since both Uh,Πh ∈
P+(Jh), we may further write
H(uh) = hd
∑
j∈Jh
Πhj
(
1 +
(
Uj/Π
h
j
)[
log
(
Uj/Π
h
j
)− 1])+ log Z [1] · · ·Z [d]
Z [1],h · · ·Z [d],h .
Using that r 7→ r(log r − 1) + 1 is strictly convex with minimum zero attained at r = 1, Jensen’s
inequality implies that
H(uh) ≥ log Z
[1] · · ·Z [d]
Z [1],h · · ·Z [d],h ,
with equality if and only if uh = pih. 
3.2. Discretized Fokker-Planck equation. We implicitly introduce a metric on P+(Jh) by
means of the Onsager operator KhU : T
?
UP+(Jh)→ TUP+(Jh) with
P
[
KhUQ
]
= hd
∑
i↔j
√
Πhi Π
h
j Λij(U)
(
Pi − Pj
h
)(
Qi −Qj
h
)
,(47)
for all P,Q ∈ T?UP+(Jh), where the sum runs over all pairs of neighboring indices i↔ j, i.e., over
all edges of unit length in Jh, and Λij(U) is an abbreviation of
Λij(U) = Λ
(
Ui
Πhi
,
Uj
Πhj
)
,
with the logarithmic mean Λ : R+ × R+ → R+, given by
Λ(a, b) =
∫ 1
0
a1−xbx dx =
{
a−b
log a−log b if a 6= b,
a if a = b.
(48)
It has been shown in [31] that Kh induces a distance on P+(Jh), which extends to the closure P(Jh)
of merely non-negative probability densities. The resulting metric space is geodesic and complete.
Remark 4. The definition (47) of the discrete Onsager operator above is consistent with that of
the Onsager operator for the L2-Wasserstein metric on P+(Ω) from (38). To see this relation, let a
smooth and positive density u ∈ P+(Ω) and two smooth functions p, q : Ω→ R be given. For h ↓ 0,
let Uh ∈ P+(Jh) and Ph, Qh ∈ T?UhP+(Jh) be approximations of u and p, q in the sense that their
DISCRETIZATION FOR A FOURTH ORDER DIFFUSION EQUATION 13
piecewise constant interpolations uh, ph, qh ∈ L∞(Ω) converge to the respective u, p, q uniformly.
Further, for each j ∈ Jh, we introduce the center xhj of the jth cube,
xhj :=
(
h(j1 − 1/2), . . . , h(jd − 1/2)
)
.
Since the values Uhi and U
h
j at neighboring sites i↔ j are O(h)-close to each other, the logarithmic,
geometric and arithmetic mean of Ui/Π
h
i and Uj/Π
h
j are O(h)-close to each other as well. Hence,
we have
√
Πhi Π
h
j Λij(U
h) =
√
Πhi Π
h
j
√√√√Uhi
Πhi
Uhj
Πhj
+O(h) =
√
Uhi U
h
j +O(h) =
1
2
(
u(xhi ) + u(x
h
j )
)
+O(h)
inside the definition (47). Further, due to the square grid combinatorics of Jh,
Phi − Phj
h
= (i− j) · ∇p
(
xhi + x
h
j
2
)
+O(h),
and similarly for the difference quotients of Qh. Working out the combinatorics, one obtains from
the definition of the discretize Onsager operator in (47) the following integral approximation:
P
[
KhUQ
]
=
hd
2
∑
j∈Jh
[(
u(xhj ) +O(h)
) d∑
k=1
(
exk · ∇p(xhj + h/2ek) +O(h)
) (
ek · ∇q(xhj + h/2ek) +O(h)
)]
=
∫
Ω
u(x)∇p(x) · ∇q(x) dx+O(h).
The last expression is an approximation of the original Onsager operator from (38).
As announced in (14), the entropy functional Hh on P+(Jh) is defined by restriction of the
original entropy H,
Hh(U) = hd
∑
j∈JN
Uj log(Uj/Π
h
j )− γh = H(uh)− γh,
where γh defined in (46) is such that the convex functional Hh(U) is non-negative for all U ∈
P+(Jh), and vanishes precisely for U = Πh given in (45). Accordingly, introduce the discretization
of the Fokker-Planck operator ∆pi on P+(Jh) by
MhU := −KhUDUHh.(49)
The representation as a linear operator is justified by the following.
Lemma 2. The discrete Fokker-Planck operator Mh is linear on the simplex P+(Jh):
(MhU)i =
∑
j∈Jh
MhijUj for all U ∈ P+(Jh),
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with the matrix elements of Mh ∈ RJh×Jh being given by
Mhij =

h−2
√
Πhi /Π
h
j if i↔ j,
−h−2
∑
i′:i′↔j
√
Πhi′/Π
h
j if i = j,
0 otherwise.
(50)
Moreover, the adjoint operator Lh = (Mh)∗ given by (Lhψ)i =
∑
j∈JhMhjiψj is the generator of an
irreducible and reversible Markov chain on Jh with invariant distribution Πh.
Proof. First observe that, at each U ∈ P+(Jh),
DUHh[Ξ] = hd
∑
j∈Jh
(
1 + log(Uj/Π
h
j )
)
Ξj for all Ξ ∈ TUP+(Jh).
Thus, by definition of Λ, we have for each P ∈ T?UP+(Jh):
P
[−KhUDUHh] = −hd∑
i↔j
√
Πhi Π
h
j Λij(U)
(
log(Ui/Π
h
i )− log(Uj/Πhj )
h
)(
Pi − Pj
h
)
= −hd
∑
i↔j
√
Πhi Π
h
j
(
Ui/Π
h
i − Uj/Πhj
h
)(
Pi − Pj
h
)
= hd−2
∑
i
Pi
∑
j:i↔j
√Πhi
Πhj
Uj −
√
Πhj
Πhi
Ui
 .
This shows the linearity of the operator in (49), and yields the representation (50).
Mh being the adjoint generator of a Markov chain means that all of its off-diagonal entries
are non-negative, and that the column sums vanish. Both properties are immediately verified by
inspection of (50). Irreducibility means that for any two indices i∗, i∗, one finds a chain (im)m=0,...,M
of indices im ∈ Jh with i0 = i∗ and iM = i∗ such that Mhimim−1 > 0 for all m = 1, . . . ,M . Since
Mhij > 0 whenever i ↔ j, one may take for (im)m=0,...,M any chain with im−1 ↔ im connecting i∗
with i∗. For reversibility, we need to verify the detailed balance condition
MhijΠhj = MhjiΠhi for all i, j ∈ Jh.(51)
This again is an immediate consequence of the representation (50). Note that (51) together with
the Markov property implies MhΠh = Πh, i.e., Πh is indeed an (in fact: the unique) invariant
distribution. 
3.3. λ-contractivity of the Fokker-Planck flow. The goal of this section is to prove:
Proposition 3. The flow FHh from (49) satisfies (CDI) with
λh =
2
h2
(
1− exp
(
−h
2
2
λ
))
= λ+O(h2).(52)
This result appears to be novel for dimensions d > 1, but its proof is obtained by combination of
two results from the literature. The key observation is that, in view of the factorization property
(45), the space P+(Jh) carries a natural tensorial structure that is compatible with the evolution
(49) of the spatially discrete Fokker-Planck equation. More precisely:
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Lemma 3. For each pair of indices i, j ∈ Jh,
Mhij = M
[1],h
i1j1
δi2j2δi3j3 · · · δidjd + δi1j1M[2],hi2j2 δi3j3 · · · δidjd + · · ·+ δi1j1δi2j2δi3j3 · · ·M
[d],h
idjd
.(53)
Here each M[k],h ∈ RN×N is a tri-diagonal matrix,
M[k],hij =

−σ[k],h1 β[k],h1
α
[k],h
1 −σ[k],h2 β[k],h2
α
[k],h
2 −σ[k],h3
. . .
. . .
. . .
. . .
. . . −σ[k],hN−1 β[k],hN−1
α
[k],h
N−1 −σ[k],hN

,(54)
and the entries α
[k],h
j , β
[k],h
j , σ
[k],h
j are given by
α
[k],h
j = h
−2
√
Π
[k],h
j+1 /Π
[k],h
j = h
−2 exp
(
1
2
(V
[k],h
j − V [k],hj+1 )
)
,(55)
β
[k],h
j = h
−2
√
Π
[k],h
j−1 /Π
[k],h
j = h
−2 exp
(
1
2
(V
[k],h
j − V [k],hj−1 )
)
,(56)
σ
[k],h
j = α
[k],h
j + β
[k],h
j−1 (j = 2, . . . , N − 1), σ[k],h1 = α[k],h1 , σ[k],hN = β[k],hN−1.(57)
Proof. This follows directly from the representation (50) of Mh’s entries. 
Naturally, there is an associated decomposition of the operator Kh on P+(Jh) ⊂ RJh+ into a sum
of operators K[k],h, with each K[k],h acting on the smaller state spaces RN+ by
P˜ [K
[k],h
U˜
Q˜] = h
N−1∑
j=1
√
Π
[k],h
j Π
[k],h
j+1 Λ
(
U˜j
Π
[k],h
j
,
U˜j+1
Π
[k],h
j+1
) (
P˜j − P˜j+1
h
)(
Q˜j − Q˜j+1
h
)
,(58)
for U˜ ∈ RN+ and P,Q ∈ RN , recalling the notation Π[k],h introduced in (45). For definiteness,
select a spatial direction k ∈ {1, . . . , d} and introduce accordingly: J [k],h ⊂ Jh as the set of
indices j′ with j′k = 0; for each U ∈ P+(Jh) and j′ ∈ J [k],h the projection U [k]j′ ∈ RN+ such that
(U
[k]
j′ )j = U(j′1,...,j′k−1,j,j′k+1,...,j′d); similarly, for P,Q ∈ T∗UP+(Jh) the projections P
[k]
j′ , Q
[k]
j′ ∈ RN . It
is then easily verified that
P [KhUQ] =
d∑
k=1
hd−1
∑
j′∈J [k],h
P
[k]
j′
[
K
[k],h
U
[k]
j′
Q
[k]
j′
]
.(59)
Indeed, one only needs to take into account the square-grid structure of Jh, and the fact that for
arbitrary i↔ j with j := jk = ik + 1,√
Πhi Π
h
j Λ
(
A
Πhi
,
B
Πhj
)
=
√
Π
[k],h
i Π
[k],h
i+1 Λ
(
A
Π
[k],h
i
,
B
Π
[k],h
i+1
)
for all A,B > 0,
thanks to the factorization (45), and to the properties of the logarithmic mean (48).
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Lemma 4. For each k ∈ {1, . . . , d}, the matrix M[k],h induces a λh-contractive flow on RN with
respect to the corresponding Onsager operator Kh,[k].
Proof. Eventually, we will apply [5, Theorem 3.1], which deals precisely with matrices Mh,[k] and
operators K[k],h of the forms (54) and (58), respectively. But first, we establish the following
auxiliary estimate √
Π
[k],h
i+1 Π
[k],h
i−1 ≤
(
1− h
2
2
λh
)
Π
[k],h
i .(60)
Indeed, by λ-convexity of V [k], we have that
1
2
(
V [k](xk + h) + V
[k](xk − h)
) ≥ V [k](xk) + λ
2
h2.
Integration of this inequality from xk = (i− 1)h to xk = ih yields
1
2
(
V
[k],h
i+1 + V
[k],h
i−1
) ≥ V [k],hi + λ2h2,
which further implies that√
exp
(− V [k],hi+1 ) exp(−V [k],hi−1 ) ≤ exp(−h22 λ
)
exp(−V [k],hi ).
Recalling the definition (44) of Π[k],h, and the definition (52) of λh, the estimate (60) follows.
An immediate consequence of (60) is the validy of the monotonicity hypotheses
α
[k]
j ≤ α[k]j−1 and β[k]j ≤ β[k]j+1.(61)
Therefore, [5, Theorem 3.1] is applicable. It provides the (CDI) for M[k],h with respect to the
Onsager operator K[k],h, for each
λ ≤ λ∗ := min
i=2,...,N−1
(α
[k]
i − α[k]i+1) + (β[k]i − β[k]i−1).(62)
Now, from the definitions (55) and (56) of α[k] and β[k], it follows via (60) that
(63)
α
[k],h
i − α[k],hi+1 = h−2
√
Π
[k],h
i+1 /Π
[k],h
i − h−2
√
Π
[k],h
i+2 /Π
[k],h
i+1 ≥ h−2
(
h2
2
λh
)√
Π
[k],h
i+1 /Π
[k],h
i
β
[k],h
i − β[k],hi−1 = h−2
√
Π
[k],h
i /Π
[k],h
i+1 − h−2
√
Π
[k],h
i−1 /Π
[k],h
i ≥ h−2
(
h2
2
λh
)√
Π
[k],h
i /Π
[k],h
i+1 ,
which implies that
λ∗ ≥ λh min
1=2,...,N−1
cosh(V
[k],h
i − V [k],hi+1 ) ≥ λh,(64)
as desired. 
Proposition 3 follows immediately by combining Lemma 4 with the tensorisation result from
Theorem 2 below.
Remark 5. In the setting of Proposition 4, it is possible to prove the stronger property of λ-
convexity (with a slightly worse constant) with a minor modification of the proof. Instead of using
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[5, Theorem 3.1] to obtain the inequality (62) as above, one could apply Mielke’s criterion from [38,
Theorem 5.1] to obtain λ˜h-convexity, with
λ˜h := 2 min
i=2,...,N−1
√
(α
[k]
i − α[k]i+1)(β[k]i − β[k]i−1).(65)
Note that the arithmetic mean in (62) is replaced by a geometric mean in (65). It is easily seen that
λh > λ˜h, but that the difference λ˜h − λh = O(h2) becomes negligible in the discrete-to-continuous
limit h ↓ 0. In view of the tensorisation result from (66) the result remains valid in any dimension
with the same constant.
3.4. Tensorisation of convex entropy decay for Markov chains. In this section, we sketch
the proof for stability of the inequality (CDI) under tensorization. This result is independent of
the discretization and might be of interest on its own right.
We need to fix some notations. First, we recall an alternative representation of a continuous
time Markov chain on a finite set I: the generator L : L∞(I)→ L∞(I) can be written as
(Lψ)i =
∑
δ∈G
ci,δ
(
ψδ(i) − ψi
)
.
Here, G is a set of maps from I to I representing the possible jumps, and ci,δ ≥ 0 denotes the jump
rate from i to δ(i). For brevity, we shall write ∇δψi := ψδ(i) − ψi.
Throughout this section we assume that the following reversibility conditions are satisfied:
• for every δ ∈ G there exists a unique δ−1 ∈ G satisfying δ−1(δ(i)) = i for all i with ci,δ > 0;
• there exists a probability measure pi = (pii)i∈I on I such that pii > 0 for all i, and∑
i∈I,δ∈G
F (i, δ)ci,δpii =
∑
i∈I,δ∈G
F (δ(i), δ−1)ci,δpii
for all F : I × G → R.
The relative entropy functional Hpi : P+(I)→ R is given by
Hpi(u) =
∑
i∈I
ui log(ui/pii) .
In accordance with the situation described before, we introduce an Onsager operator K such that
L∗(u) = KuDuHpi(u):
p[Kuq] =
1
2
∑
i∈I,δ∈G
piici,δΛi,δ(u)∇δpi∇δqi , where Λi,δ(u) = Λ
(
ui
pii
,
uδ(i)
piδ(i)
)
.
For later reference, let us calculate the Hessian M: it follows from the definition that
Mu[p, p] = −1
2
∑
i∈I
∑
δ,η∈G
piici,δΛi,δ(u)∇δpi
[
cδ(i),η∇ηpδ(i) − ci,η∇ηpi
]
+
1
4
∑
i∈I
∑
δ,η∈G
piici,δ
(∇δpi)2[ci,ηΛ1i,δ(u)∇η(u/pi)i + cδ(i),ηΛ2i,δ(u)∇η(u/pi)δ(i)]
=:
∑
i∈I
∑
δ,η∈G
Fu,p(i, δ, η),
where Λmi,δ(u) = ∂mΛ
(
ui
pii
,
uδ(i)
piδ(i)
)
for m = 1, 2. See [16, 38] for details.
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Now consider a collection of Markov chains (Ik,Lk, pik) for k = 1, . . . , N . The corresponding
product chain (I⊗,L⊗, pi⊗) is defined by
I⊗ = I1 × · · · × IN , (L⊗ψ)i =
∑
k
Lkψi for ψ ∈ L∞(I), pi⊗ = pi1 ⊗ · · · ⊗ piN .
Here it is understood that Lk acts on the k-th coordinate of ψ. The corresponding Onsager operator
and Hessian will be denoted by K⊗ and by M⊗, respectively. To simplify notations we shall write
Hk := Hpik .
It has been shown in [16] that geodesic λ-convexity is preserved under tensorisation:[
Mk ≥ λkKk for all k = 1, . . . , N
]
=⇒
[
M⊗ ≥ (min
k
λk
)
K⊗
]
.(66)
This result is dimension independent, i.e., the bound does not depend on N . The goal of this
section is to verify that the corresponding tensorisation property also holds for the convex entropy
decay inequality (CDI).
Theorem 2 (Tensorisation of convex entropy decay). Suppose that the inequality (CDI) holds for
each k = 1, . . . , N :
Mku(DuHk,DuHk) ≥ λkDuHk[KkuDuHk]
for all u ∈ P+(Ik) and some λk ∈ R. Then (CDI) also holds for the product chain:
M⊗u (DuHpi,DuHpi) ≥
(
min
k
λk
)
DuHpi[K⊗u DuHpi]
for all u ∈ P+(I⊗).
The proof follows along the lines of the proof of (66) in [16]. For the convenience of the reader
we provide some details.
Proof. For each k = 1, . . . ,K, set Ikˇ =
∏
6`=k I`, and for i ∈ I⊗, let ikˇ ∈ Ikˇ be the multi-index
with the kth entry ik omitted. For a function p : I⊗ → R, define its reduction pikˇ : Ik → R where
all indices except ik are fixed to ikˇ, i.e., p
ikˇ
ik
= pi. Likewise, introduce u
ikˇ : Ik → R+. Finally, set
pikˇ =
⊗
` 6=k pi
`.
It follows from the definitions that the Onsager matrix for the product system admits a decom-
position of the form
p[K⊗u p] =
N∑
k=1
∑
ikˇ∈Ikˇ
pikˇikˇp
ikˇ [Kk
uikˇ
pikˇ ] .(67)
Also M⊗u can be split into terms corresponding to the different components:
M⊗u [p, p] =
N∑
k,`=1
Mk,`u [p, p], where M
k,`
u [p, p] =
∑
i∈I⊗
∑
δ∈Gk,η∈G`
Fu,p(i, δ, η),
and Gk denotes the set of maps associated with the operator Lk. It has been shown in [16] that the
off-diagonal terms are non-negative (regardless of the λ-convexity properties of the components):
Mk,`u [p, p] ≥ 0 if k 6= `(68)
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for all u ∈ P+(I⊗) and p : I⊗ → R. The on-diagonal terms satisfy
Mk,ku [p, p] =
∑
ikˇ∈Ikˇ
pikˇikˇM
k
uikˇ
[pikˇ , pikˇ ].(69)
Now fix u ∈ P+(I⊗). Then(
DuHpi
)ikˇ
ik
= log(ui/pii) = log(u
ikˇ
ik
/pikik)− log(pikˇikˇ),
(
DuikˇHk
)
ik
= log(u
ikˇ
ik
/pikik),
which allows to conclude that
(DuHpi)ikˇ = DuikˇHk − log(pikˇikˇ).
Hence both derivatives coincide up to a constant, whose value is irrelevant, since Mu[p, p] depends
on p only through the values of its discrete derivatives ∇δp. Putting everything together, one
obtains
M⊗u [DuHpi,DuHpi] (68)–(69)≥
N∑
k=1
∑
ikˇ∈Ikˇ
pikˇikˇM
k
uikˇ
[DuikˇHk,DuikˇHk]
(CDI) for k
≥
N∑
k=1
λk
∑
ikˇ∈Ikˇ
pikˇikˇDuikˇHk[KkuikˇDuikˇHk]
(67)
≥
(
min
k
λk
)
DuHpi[K⊗u DuHpi],
which is the desired result. 
4. Discretization of the QDD equation
In this section, we study the gradient flow of the discretized Fisher information Ih, which is
defined by
Ih(U) = DUHh[−MhU ] = hd
∑
i↔j
√
Πhi Π
h
j Λij(U)
(
log(Ui/Π
h
i )− log(Uj/Πhj )
h
)2
.(70)
Notice that this definition is in accordance with (14).
4.1. Existence of the gradient flow.
Lemma 5. Ih is well-defined and non-negative on P+(Jh), with Ih(U) = 0 if and only if U = Πh.
Moreover, Ih has the alternative representation
Ih(U) = hd−2
∑
i↔j
√
Πhi Π
h
j
(
Ui
Πhi
− Uj
Πhj
)(
log
Ui
Πhi
− log Uj
Πhj
)
(71)
for each U ∈ P+(Jh). Finally, all sublevel sets of Ih are relatively compact in P+(Jh).
Remark 6. Since the closure of P+(Jh) in RJh is the compact simplex
P(Jh) =
U ∈ RJh+ ; ∑
j∈Jh
Uj = 1
 ,
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a subset of P+(Jh) is relatively compact in P+(Jh) if and only if it is a closed subset of P(Jh). A
consequence is that if A ⊂ P+(Jh) is relatively compact, then it has a positive distance δ > 0 to the
boundary of P(Jh), i.e.,
inf
U∈A
min
j∈Jh
Uj > 0.(72)
Proof. Well-definedness and non-negativity are obvious from (70). Since Λij(U) > 0 for each
U ∈ P+(Jh), and since any two indices i, j ∈ Jh can be connected by a sequence of neighbors,
Ih(U) = 0 holds if and only if log(Ui/Πhi ) is a constant independent of i. That is, U = αΠh for a
global constant α > 0. Now U ∈ P+(Jh) implies α = 1, i.e., U = Πh.
The representation (71) follows immediately from the definition (48) of the logarithmic mean,
since a− b = Λ(a, b)(log a− log b).
It remains to prove the compactness of sublevel sets. By continuity of Ih, any sublevel set
A := (Ih)−1([0, a]) is relatively closed in P+(Jh). In view of Remark 6 above, it remains to
be verified that A is also closed in P(Jh), i.e., that the closure of A in RJh does not intersect
P(Jh) \ P+(Jh). Towards a contradiction, assume that a sequence (Un)n∈N in A is such that
Un → U∗ /∈ P+(Jh); we are going to show that Ih(Un) → ∞. By compactness of P(Jh) in RJh ,
the limit U∗ lies in the boundary P(Jh) \ P+(Jh). Thus, there is some i∗ ∈ Jh with U∗i∗ = 0. On
the other hand, U∗ ∈ P(Jh) implies that there is some i∗ ∈ Jh with U∗i∗ > 0. Since i∗ and i∗ can
be connected by a sequence of neighbors, there must exist j∗, j∗ ∈ Jh with j∗ ↔ j∗ and U∗j∗ = 0,
a := U∗j∗ > 0. Since all the terms in the summation in (71) are non-negative,
Ih(Un) ≥ hd−2
√
Πhi Π
h
j
(
Unj∗
Πhj∗
− U
n
j∗
Πhj∗
)(
log
Unj∗
Πhj∗
− log U
n
j∗
Πhj∗
)
= hd−2
√
Πhi Π
h
j

(
Unj∗
Πhj∗
− U
n
j∗
Πhj∗
)
log
Unj∗
Πhj∗︸ ︷︷ ︸
=(I)
+
(
Unj∗
Πhj∗
− U
n
j∗
Πhj∗
)(
− log U
n
j∗
Πhj∗
)
︸ ︷︷ ︸
=(II)
 .
By the choices made above,
(I)→ U
∗
j∗
Πhj∗
log
U∗j∗
Πhj∗
≥ −e−1,
while for all sufficiently large n,
(II) ≥ 1
2
Unj∗
Πhj∗
(
− log U
n
j∗
Πhj∗
)
,
which obviously diverges to +∞ as n→∞. 
We calculated the derivative of Ih:
DUIh[Ξ] = D2UHh[−MhU,Ξ] + DUHh[−MhΞ] = −h2
∑
i,j
Ξi
(
1
Ui
MhijUj + log(Ui/Πhi )Mhij
)
.
In other words, with a certain abuse of notation, the gradient flow of Ih is given by
U˙ = −KhUDUIh = KhU
(
MhU
U
+ (Mh)T log(U/Πh)
)
.(73)
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The initial value problem for this gradient flow is well-posed.
Lemma 6. For every initial condition U0 ∈ P+(Jh), there is a unique differentiable curve U :
R≥0 → P+(Jh) satisfying (73) with U(0) = U0.
Proof. The right-hand side of (73) is obviously smooth in U . By the standard theory of ordinary
differential equations, there exists a maxial local solution U : [0, T ) → P+(Jh). Here “maximal”
means that either T =∞, i.e., the local solution is global, or that there is no limit point in P+(Jh)
of U(t) for t ↑ T . We are now going to prove that the second alternative is impossible.
Indeed, since U0 ∈ P+(Jh), we have a := Ih(U(0)) <∞ by Lemma 5. Now U being a gradient
flow implies that Ih(U(t)) ≤ a for all t ∈ [0, T ). That is, the curve U lies in the sublevel set
A := (Ih)−1([0, a]), which is compact by Lemma 5. The smooth vector field U 7→ −KhUDUIh is
bounded on A, and consequently, U is uniformly Lipschitz continuous on [0, T ). Therefore, U(t)
has a limit in A for t ↑ T . 
Remark 7. In the obvious way, Mh induces a linear operator ∆hpi on the subspace of density
functions uh ∈ P+(Ω) that are piecewise constant on each sub-cube ωi. In the same spirit, Kh
induces a compatible Onsager operator K˜h,
K˜huhp
h = KhUP.
With these notations, the discrete analogue (73) of the QDD equation (1) can be written in the
following way
∂tu = K˜
h
u
(
∆hpiu
u
+ (∆hpi)
? log(u/pih)
)
,(74)
which is a discretized version of (42).
4.2. Proof of the main theorem. We are finally in the position to prove Theorem 1, i.e., we
derive the estimates (17), (18) and (19) for the gradient flow (74) of the discrete Fisher information
functional Ih.
The estimates (17) and (18) follow easily by means of Proposition 2. Indeed, in order to verify
that Proposition 2 applies in our situation, it suffices to observe that the discrete entropy functional
Hh satisfies (CDI), which is a consequence of Proposition 3 above, and of the fact that Ih = |∂Hh|2
by definition in (70). For the proof of (19), we combine the first estimate in (11) with the Csiszar-
Kullback inequality, see e.g. [41], which specializes in the case at hand to
‖uh − pih‖2L1(Ω) ≤ 2Hh(uh).
4.3. Discretization in time. We shall now use our spatial discretization as basis for the im-
plementation of a numerical scheme for approximate solution of (1). More precisely, we apply a
discretization in time to the ordinary differential equations (74),
d
dt
U = Fh(U) = KhUSU , with (SU )i =
(MhU)i
Ui
+
(Mh)T log( Uj
Πhj
)
j∈Jh

i
.
For discretization in time, an implicit Euler scheme is employed: we replace the function Uh :
[0, T ]→ RJh+ by a sequence (Uh,τm )m with the interpretation that Uh,τm approximates Uh(mτ), and
solve
Uh,τm − Uh,τm−1
τ
= Fh(Uh,τm )(75)
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inductively for m = 1, 2, . . .. The (first order) implicit Euler method is the canonical choice here
since it transfers the decay estimates (17) from the semi-discrete to the fully discrete level.
Proposition 4. Assume that a sequence (Uh,τm )m≥0 satisfies (75). Then the following time-discrete
variants of (17) hold:
Hh(Uh,τm ) ≤ Hh(Uh,τm′ )
(
1 + (2λh)2τ
)−(m−m′)
and Ih(Uh,τm ) ≤ Ih(Uh,τm′ )
(
1 + (2λh)2τ
)−(m−m′)
,
(76)
for all integers m ≥ m′ ≥ 0.
The proof of Proposition 4 is a consequence of the following convexity property.
Lemma 7. Both Hh and Ih are convex on P+(Jh) in the sense of linear interpolation.
Remark 8. We emphasize that convexity with respect to linear interpolation and geodesic convexity
with respect to the Onsager operator Kh are (almost) unrelated notions.
Proof of Lemma 7. First, recall that φ : R+ → R with φ(s) = s log s has derivatives
φ′(s) = 1 + log s, φ′′(s) = 1/s.
Given U ∈ P+(Jh) and Ξ ∈ TUP+(Jh), we have on the one hand that
D2UHh[Ξ]2 = hd
∑
j
∂2Uj
(
Uj logUj − Uj log Πhj
)
Ξ2j = h
d
∑
j
U−1j Ξ
2
j ≥ 0,
and on the other hand that
D2UIh[Ξ]2 = hd
∑
i↔j
√
Πhi Π
h
j
{
∂2Ui
((
Ui
Πhi
− Uj
Πhj
)
log
Ui
Πhi
)
Ξ2i + ∂
2
Uj
((
Uj
Πhj
− Ui
Πhi
)
log
Uj
Πhj
)
Ξ2j
− 2∂Ui∂Uj
(
Ui
Πhi
log
Uj
Uhj
+
Uj
Πhj
log
Ui
Uhi
)
ΞiΞj
}
= hd
∑
i↔j
√
Πhi Π
h
j
(
Πhi
Ui
+
Πhj
Uj
)√Πhi
Ui
Uj
Πhj
Ξi
Πhi
−
√
Πhj
Uj
Ui
Πhi
Ξj
Πhj
2 ≥ 0.
Non-negativity of the second derivatives implies convexity. 
Proof of Proposition 4. Apply the derivative of Hh at Uh,τm to (75) to obtain
−DUh,τm Hh
[
Uh,τm − Uh,τm−1
τ
]
= DUh,τm Hh
[
KUh,τm DUh,τm Ih
]
≥ (2λh)2Hh(Uh,τm ),
where we have used the estimate (36) and (CDI) with constant λh to obtain the inequality. Fur-
thermore, since Hh is convex by Lemma 7 above,
Hh(Uh,τm−1) ≥ Hh(Uh,τm )−DUh,τHh
[
Uh,τm − Uh,τm−1
]
≥ (1 + (2λh)2τ)Hh(Uh,τm ).
An iteration of this estimate yields the first inequality in (76). The proof of the second inequality
is obtained in an analogous way, now applying the derivative of Ih in place of Hh to (75), using
the estimate (37), and the convexity of Ih with respect to linear interpolation. 
DISCRETIZATION FOR A FOURTH ORDER DIFFUSION EQUATION 23
0
1
2
3
4
5
1
0.1
0.01
0.001
0.0001
0.1
0.01
0.001
0.0001
0.00001
Figure 1. Left and middle: initial condition u0 from (77) in normal and in loga-
rithmic scale. Right: values of the corresponding solution on one-dimensional the
cross-section x2 = 1/2 at times t = k × 10−6 for k = 0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0.
4.4. Numerical experiments. In our experiments, we restrict attention to the two-dimensional
situation d = 2, i.e., Ω = [0, 1]2 is the unit square. For the potential, we have used V (x) =
λ/2|x − x¯|2, with x¯ = (1/2, 1/2) the center of [0, 1]2, corresponding to W (x) = λ2|x − x¯|2 − 4λ.
Different choices for the convexity parameter λ are used in the simulations. In each experiment, a
spatial resolution of N = 30 grid points in each direction has been used. The time step τ > 0 is
chosen in dependence of λ; since we solve the implicit Euler scheme (75) by an undamped Newton
iteration in each time step, a sufficiently small τ is necessary for numerical well-posedness of the
scheme.
4.4.1. Illustration of qualitative behavior. For illustration of the complex qualitative behavior of
solutions u to (1), we report results for a numerical experiment in the unconfined case W ≡ 0, i.e.,
λ = 0, for the initial datum
u0(x) =
1
Z
(
cos16 pix1 + cos
16 pix2
)
+ 10−4,(77)
where Z = 0.392 . . . is such that u0 integrates to one on [0, 1]
2. The initial condition is drawn in
Figure 1. This is a straight-forward generalization of the one-dimensional example from [3, Figure
1] to two space dimensions. Notice that u0 has a large plateau where its values are very small (order
10−4) in comparison to the average value (order one). The sharp flanks at the edge of the plateau
drive the dynamics and lead to a rather complicated spatial-temporal behavior of the solution, see
Figure 2. The right of Figure 1 shows a one-dimensional cross-section of the solution; qualitatively,
the behavior is in perfect agreement with the one-dimensional simulations from [3]. A time step
τ = 10−7 has been used for the numerical solution in order to resolve the process of creation and
destruction of local minima inside the plateau region, which happens on a time scale of 10−6.
4.4.2. Rates of equilibration. The goal of the following series of experiments is the numerical verifi-
cation of the analytically estimated rates of equilibration. We vary the convexity parameter λ and
apply the numerical scheme to the very regular initial condition
u0(x) =
4
3
sin2(3pix1) sin
2(2pix2) +
1
3
(1 + x1 + x2).(78)
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Figure 2. Behavior of the solution for the initial condition u0 from (77) at times
t = 0.3 × 10−6, t = 1.0 × 10−6, and t = 3.0 × 10−6 (left to right), plotted in
logarithmic scale. The transparent plane at u ≡ 10−4 has been introduced to
visualize that the solution does not obey a maximum principle.
The behavior of entropy and Fisher information are monitored for about one thousand time itera-
tions. The qualitative change in density is shown in Figure 4. The corresponding results for entropy
and Fisher information are collected in Figure 3.
In agreement with the analytical estimates in (76), both quantities decay with a rate of at least
(2λh)2. In fact, in each experiment we measure a minimal decay rate (2λh∗)
2 that is strictly larger
than the analytically predicted rate. Generally, the difference λh∗ − λh is the larger the smaller
λ > 0 is, and becomes negligible for large values λ 10.
This phenomenon is apparently independent of the spatial resolution h > 0. Our conjecture is
the following. For solutions to the Fokker-Planck equation (2), the estimates (9) are not sharp: the
lower bound on the rate of equilibration is given by 2λ∗ with some λ∗ > λ. This improvement is
due to boundary effects: it is neglegible if the steady state pi is very concentrated inside Ω (as is the
case for λ 10), but is significant for more equally distributed stationary densities pi (for λ < 10 or
less). Thanks to its intimate relation to the Fokker-Planck equation (2), the fourth order equation
(1) apparently inherits these improved rates, i.e., one can replace (2λ)2 by (2λ∗)2 in the estimates
(11). These improved estimates pass on to the estimates (17) and (76) on the discretization.
Our conjecture is strongly supported by the outcome of the experiments. In Figure (3), the decay
rates of entropy and Fisher information are compared to (2λh∗)
2, where λh∗ > λ
h is the smallest
non-zero eigenvalue of the associated Markov generator Mh on Jh. In all of the experiments that
have been performed, the numerically measured rate of decay of entropy and Fisher information,
1
τ
(
logHh(Uh,τm )− logHh(Uh,τm+1)
)
and
1
τ
(
log Ih(Uh,τm )− log Ih(Uh,τm+1)
)
, respectively,
never fall below the value (2λh∗)
2. In fact, the numerically measured rates have always been larger
but appear to tend towards (2λh∗)
2 as the system approaches equilibrium. This is in accordance
with the observation from [33] that the equilibration rates are minimized in the linearized regime
around the steady state.
Remark 9. It is tempting to turn the above conjecture into a proof, simply using the spectral gap
λ∗ instead of λ as a lower bound on the modulus of geodesic convexity of H and performing all
the estimates accordingly. However, to our knowledge, there is no result available which allows to
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Figure 3. Logarithmic plot of entropy (lower bold curve) and Fisher information
(upper bold curve) along discrete solutions for the initial condition (78), using
λ = 1, λ = 10 and λ = 100 (left to right). The dotted lines correspond to multiples
of exp(−(2λh∗)2t).
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Figure 4. Snapshots of the discrete solution for the initial condition (78) using
λ = 100 at, respectively, t = 10−5, t = 3 · 10−5 and t = 10−4 (left to right). Note
the changing scale.
estimate the modulus of geodesic convexity of a Markov chain — or the corresponding constant λ
in the inequality (CDI) — by its spectral gap from below.
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