Excessive synchronization of neurons in cerebral cortex is believed to play a crucial role in the emergence of neuropsychological disorders such as Parkinson's disease, epilepsy and essential tremor. This study, by constructing a modular neuronal network with modified Oja's learning rule, explores how to eliminate the pathological synchronized rhythm of interacted busting neurons numerically. When all neurons in the modular neuronal network are strongly synchronous within a specific range of coupling strength, the result reveals that synaptic plasticity with large learning rate can suppress bursting synchronization effectively. For the relative small learning rate not capable of suppressing synchronization, the technique of nonlinear delayed feedback control including differential feedback control and direct feedback control is further proposed to reduce the synchronized bursting state of coupled neurons. It is demonstrated that the two kinds of nonlinear feedback control can eliminate bursting synchronization significantly when the control parameters of feedback strength and feedback delay are appropriately tuned. For the former control technique, the control domain of effective synchronization suppression is similar to a semi-elliptical domain in the simulated parameter space of feedback strength and feedback delay, while for the latter one, the effective control domain is similar to a fan-shaped domain in the simulated parameter space.
Introduction
Synchronization is a well-known phenomenon of collective dynamics between interacted elements (Pikovsky et al. 2002; Boccaletti et al. 2002; Zhou et al. 2016; Zhang et al. 2016; Zhao et al. 2018; Sun et al. 2018) . In recent years, synchronization in the field of neuroscience has attracted a lot of attention (Rakkiyappan et al. 2016; Ngouonkadi et al. 2016; Yang and Wang 2016; Shi et al. 2017; Kim and Lim 2017a, b; Dharani et al. 2017) . Theoretical study together with experimental evidence has demonstrated that synchronization of neuronal activity appears in different part of mammalian cerebral cortex (Engel et al. 1991; Singer 1993, Singer and Gray 1995) , causing many normal brain function as well as pathological physiological mechanisms (Engel et al. 2001 ). On one hand, synchronization has been suggested to play an important role in the mechanisms of neuronal signaling and information processing within different brain areas (Singer 1993) . On the other hand, synchronization is not always desirable for the fact that abnormally strong synchronization could be the cause of severely neurological diseases like epilepsy, Parkinson's disease and other neuropsychological diseases (Bergman and Deuschl 2002; Nini et al. 1995) . For instance, resting tremor in Parkinson's disorder is caused by a pacemaker-like ensemble of neurons firing in a periodical and synchronized style (Alberts et al. 1969) . Hence, suppressing such undesirable synchronized behavior of interacted neurons has become a challenging problem of neuroscience. In addition, biophysical energy has been constructed which can simulate the neural activities of neurons and large scale cortical networks (Wang and Zhu 2016; Wang et al. 2017) .
Recently, some strategies have been proposed to eliminate this undesirable synchronized firing of neuronal system. Clinically, deep brain stimulation (DBS) at high frequencies has been an accepted practice to the standard treatment of movement disorders like Parkinson's disease (Benabid et al. 1991) . Since the understanding of systems effects and cellular mechanisms is deficient, this type of therapy is still controversial. Moreover, its treatment effect may decrease over time and it may cause side effects (Baizabal-Carvallo et al. 2014; Rodriguez-Oroz et al. 2005; Volkmann et al. 2009 ). Thus, mild stimulation techniques are desired to suppress synchronized dynamics of coupled neurons. Rosenblum and Pikovsky (2004) have proposed linear delayed feedback to control synchrony in ensembles of coupled oscillators, and bounded regions of de-synchronization have been detected in the parameter plane of feedback amplification and feedback delay. have studied the impact of linear differential feedback control on bursting synchronization in a modular neuronal network, and found that small feedback delay in the coupling can enhance differential feedback control to suppress bursting synchronization. However, the applicability of the linear feedback method to DBS is limited for the risk of unintentional boosting of synchronization (Popovych et al. 2005) . Nonlinear delayed feedback control including differential feedback control and direct feedback control is also a significant clinical need for mild stimulation techniques that eliminate pathological synchronization. Popovych et al. (2005 Popovych et al. ( , 2006 Popovych and Tass (2010) have proved that nonlinear delayed feedback control can effectively eliminate the abnormal synchronization in neuronal system. Yu (2010) has found that nonlinear delayed feedback control can achieve a complete de-synchronization in a global-coupled neuronal network, which is effective even in the case of strong coupling and is robust against parameter variations. Wen et al. (2011) have also reported that nonlinear delayed feedback signals can make de-synchronization effectively in a small-world network composed of map-based neurons.
Note that synaptic plasticity is a biological process of neuronal system that adjusts the strength of connection between neurons (Donald 1949; Martin et al. 2000a, b; Munakata and Pfaffly 2004; Delgado-García et al. 2016; Wei et al. 2017) . It is shown that for discrete neural circuits including the hippocampus and amygdala synaptic plasticity is a popular feature, which regulates synaptic efficacy as various time scales from milliseconds to minutes (Sigurdsson et al. 2007; Martin et al. 2000a, b) . However, for most exiting works, the weights of synapses among neurons are always kept constant to simplify the neuronal network model. As a matter of fact, in the growth of neurons together with the learning and memorizing processes, the weights of synapses among connected neurons keep updated rather than hold constant (Oja 1982 (Oja , 2008 Pérez and Uchida 2011; Robert et al. 2010) . Now, some simplified learning rules regulating synaptic weights, such as Hebbian learning rule, Oja's rule or modified Oja's rule, STDP (SpikeTimingDependent Plasticity) rule (Kim and Lim 2017a, b) , have been proposed. The Oja's learning rule as a modified Hebb learning rule can make the updated weights have good convergence. Recent scientific research has devoted to studying synaptic plasticity with the Oja's learning rule not only in artificial neural networks but also in biological neural network (Munakata and Pfaffly 2004; Jankovic et al. 2008; Han et al. 2011) . For example, Han et al. (2011) have discussed the effects of synapse learning coefficient on synchronization in small-world neuronal network where the synapse plasticity is regulated by Oja's learning rule. Morevover, synaptic plasticity can be used as a mild and effective way to destroy the pathological synchronization process (Hauptmann and Tass 2009; Pfister and Tass 2010; Yang et al. 2017 ). Hauptmann and Tass (2009) have reported that neuronal network may switch from a stable pathologically synchronized state to a stable desynchronized state by decreasing the mean synaptic weights. Pfister and Tass (2010) have derived the analytical conditions for spike-timing dependent plasticity to lead a network into a desynchronized state in recurrent networks. Yang et al. (2017) have numerically investigated that how the synaptic plasticity influences the collective bursting dynamics in a modular neuronal network, and found that bursting synchronization between interacted neurons is a little suppressed by the increase in synaptic learning rate.
Motivated by the above findings, firstly this present study constructs a model of neuronal network with synaptic plasticity, in which synaptic plasticity is regulated by modified Oja's learning rule and the neuronal network is of modular structure. A modular neuronal network(i.e., a network with several sub-networks) may be a good candidate computational model for simulating brain network for recent neuroanatomic studies in macaque monkeys and cats suggesting that connectional features between regions of cerebral cortex are arranged into modular structure (Zamora-Lopez et al. 2009; Hilgetag et al. 2000) . The brain's firing activity can show the forms at different time scales (Yeates et al. 2017) , such as spiking and bursting. Then, the significant influences of synaptic plasticity and nonlinear delayed feedback control on suppressing bursting synchronization in this modular network are explored by numerical simulations. In detail, we investigate how synaptic plasticity eliminates strong bursting synchronization when the considered modular network is free of control, and then analyze how the nonlinear delayed feedback control affects bursting synchronization when synaptic plasticity is not competent to suppress synchronization.
Mathematical model
To begin with, a modular network is introduced in this section. Firstly, it is assumed that there consist of M subnetworks, and each of which is small-world network obeying the random bordering procedure proposed by Newman and Watts (1999) . Then, starting from a regular ring-like network of N nodes where each node is connected to its k H nearest neighbors, add shortcuts between nonnearest nodes with intra-cluster probability p intra . After generating all the sub-networks, nodes in different subnetworks are randomly connected with inter-cluster probability p inter . By doing this, a framework of modular network is constructed. The parameters of network configuration are fixed at M ¼ 2; N ¼ 50; k H ¼ 6; p intra1 ¼ 0:03; p intra2 ¼ 0:1, p inter ¼ 0:02 in this study, in which p intra1 and p intra2 denote intra-cluster probability for the two sub-networks, respectively.
The Courbage-Nekorkin-Vdovin (CNV) model, as a new map-based model of neural activity, was proposed by Courbage et al. (2007 Courbage et al. ( , 2012 , and its governing equation is as follows xðn þ 1Þ ¼ xðnÞ þ FðxðnÞÞ À yðnÞ À bHðxðnÞ À dÞ yðn þ 1Þ ¼ yðnÞ þ eðxðnÞ À GÞ Here a modified Oja's learning rule is employed to describe changes of synaptic weights between neurons. Dw I;J ði; jÞ denotes the change in synaptic weights from neuron j in Jth sub-network to neuron i in Ith sub-network at time n. L represents the learning rate, which reflects how quickly the synaptic weights update in response to neuron activation. w I;J ði; j; nÞ denotes the updated synaptic weights form neuron j in Jth sub-network to neuron i in Ith sub-network at time n. Specifically, w I;J ði; j; nÞ 6 ¼ w J;I ðj; i; nÞ if there is a connection between neuron i in Ith sub-network and neuron jði 6 ¼ jÞ in Jth sub-network. Based on the mean field XðnÞ ¼ ðNMÞ
x J;j ðnÞ and YðnÞ ¼ ðNMÞ
P N j¼1 y J;j ðnÞ, a complex mean-field of this network ZðnÞ ¼ XðnÞ þ i 0 YðnÞ is obtained, where i 0 is the imaginary unit: i 2 0 ¼ À1. ZðnÞ can be regarded as the mean value of state variable of all neurons, reflecting the main macroscopic features of the collective amplitude and phase dynamics of this modular neuronal network. The control term UðnÞ is the real part of nonlinear delayed feedback control signal SðnÞ, i.e., UðnÞ ¼ Re½SðnÞ. This technique of nonlinear delayed feedback control, proposed by Popovych et al. (2005 Popovych et al. ( , 2006 , includes two procedures, i.e., nonlinear differential feedback control
and nonlinear direct feedback control
where K is feedback strength and s is feedback delay, Z Ã nÀs is the conjugate of complex mean-field Zðn À sÞ with time delay s.
Simulation results
In this manuscript, numerical simulation of the considered modular neuronal network is carried out by the explicit Euler technique. Initial states of membrane potential and recovery variable are set to be arbitrary number of interval [0, 1] , and initial synaptic weights are set to be 1. To guarantee statistical accuracy, all the numerical results, except for spatiotemporal patterns of the modular network, are obtained by averaging over 10 different realizations. First we discuss how the coupling strength C influences bursting synchronization of interacting neurons when the considered modular network is free of synaptic plasticity and nonlinear delayed feedback control. Then how synaptic plasticity eliminates strong bursting synchronization is investigated when the considered modular network is free of control. Finally, the effect of nonlinear delayed feedback control on bursting synchronization is discussed when the considered modular network is of synaptic plasticity with relative small learning rate.
To describe the neuronal dynamics vividly, the order parameter R is employed to quantify bursting synchronization of the modular network, which is introduced as follows:
where u J;j ðnÞ indicates the burst phase for neuron j in the Jth sub-network at time n. The burst phase u J;j ðnÞ is defined as u J;j ðnÞ ¼ 2pk þ 2p n À n J;j;k n J;j;kþ1 À n J;j;k ðn J;j;k n n J;j;kþ1 Þ ð6Þ in which n J;j;k denotes the moment of the kth burst of the neuron j in the Jth sub-network. Larger R indicates a higher degree of bursting synchronization of the modular neuronal network. Specially, R % 1 when the burst phases nearly coincide and R % 0 when the burst phases correlate weakly. In addition, the variance VarðXÞ of mean field XðnÞ is also used to depict the degree of bursting synchronization in the modular neuronal network. Higher degree of bursting synchronization is characterized by large-amplitude oscillation of mean field, which results in larger variance VarðXÞ. On the contrary, small-amplitude fluctuation of mean-field XðnÞ as well as smaller variance VarðXÞ indicates lower degree of bursting synchronization. Figure 1 (a) depicts the dependence of order parameter R on coupling strength C when the considered modular network is free of synaptic plasticity, i.e., L ¼ 0:0. It is clear that with the increase of C, the order parameter R gradually increases, and R % 0:95 when C exceeds a critical value (C % 0:01). That is to say, coupled neurons in the modular network can achieve bursting synchronization when C is large enough. Correspondingly, the variance VarðXÞ of mean-filed versus coupling strength C is depicted in Fig. 1(b) . The VarðXÞ increases as C is increased, which further implies that bursting synchronization can be induced by large coupling strength in the modular network.
The above result can be further verified by some typical spatiotemporal patterns of the modular network. When neurons are uncoupled (i.e. C ¼ 0:0), the spatiotemporal pattern, shown in Fig. 2(a) , presents a non-synchronous firing state of isolated neurons. However, when the coupling strength is large enough (e.g. C ¼ 0:03), a regular spatiotemporal pattern is depicted in Fig. 2(b) , indicating that all coupled neurons are in synchronized bursting state, which further confirmed that bursting synchronization can be induced by large coupling strength in the modular network.
Suppressing bursting synchronization by synaptic plasticity
The above statement has indicated that large coupling can induce bursting synchronization in the modular network. In fact, excessively synchronized bursting rhythm of coupled neurons may be linked with some pathological conditions, such as epilepsy, essential tremor and Parkinson's disease (Bergman and Deuschl 2002; Nini et al. 1995) . Hence, suppressing such undesirable synchronized behavior of neuron population may have great significance for neuropathological study. In what follows, how synaptic plasticity controls this kind of strongly synchronous rhythm is firstly discussed when the considered modular network is free of nonlinear delayed feedback control.
Due to learning rate L reflects how quickly the synaptic weights update in response to neuron activation, we first discuss how the learning rate L of synaptic plasticity affects the synchronized dynamics utilizing some typical spatiotemporal patterns of the modular network qualitatively. As shown in Fig. 2(b) , the modular network is in the state of bursting synchronization when C ¼ 0:03 and L ¼ 0:0. Figure 2 (c-f) depict the spatiotemporal patterns of the modular network when learning rate is L ¼ 0:01; 0:02; 0:08 and 0:18, respectively. When the synaptic plasticity is present, as shown in Fig. 2(c) when L ¼ 0:01, all the coupled neurons are still basically bursting synchronized for smaller L. When the learning rate increases to 0:02, Fig. 2(d) depicts that the status of bursting synchronization is a little depressed. With the further increase of learning rate (e.g.L ¼ 0:08; 0:18), synchronized bursting rhythms of coupled neurons are seriously destroyed, shown in Fig. 2(e-f) , which implies that synaptic plasticity with larger learning rate can effectively eliminate the bursting synchronized rhythms in this modular network.
The qualitative analysis in Fig. 2 implies that larger learning rate can suppress bursting synchronization in the modular network effectively. To account for this phenomenon quantitatively, Fig. 3(a) depicts the evolution of order parameter R during the course of learning rate L.
From this figure, it can be seen that along with the increase of L, the order parameter R firstly decreases and then wanders gradually at a smaller value of 0.1. It means that strong bursting synchronization in the modular network can be eliminated by larger learning rate effectively, moreover, the de-synchronous state of this modular network can be gradually maintained in a plausible context. Furthermore, Fig. 3(b) depicts the contour of order parameter R as a function of the parameters of coupling strength C and learning rate L. Obviously, for the values of coupling strength lying in a specific region (i.e., 0:01 C\0:03), the modular network in the absence of synaptic plasticity is in a synchronized bursting state, however, R decreases rapidly and wanders at smaller value as the learning rate L is increased from 0:0 to 0:2. This result is similar with that of C ¼ 0:03, which indicates that synaptic plasticity with larger learning rate can suppress bursting synchronization effectively when the coupling strength is within a specific range of 0:01 C 0:03.
When the considered modular network is subjected to synaptic plasticity, how the synaptic weights are varied is further discussed. Figure 4 demonstrates the membrane potential of two connected neurons, the corresponding synaptic weights between them and the ensemble-averaged synaptic weights of the whole network (defined as w ave ðnÞ ¼ ð1=NMÞ 2 P M I;J¼1 P N i;j¼1 w I;J ði; j; nÞ). The left three figures for the case of C = 0.03, L = 0.01 and the right three ones for the case of C = 0.03, L = 0.18. It can be seen that synaptic weights change as a function of neurons' activity levels. In detail, if neuron i in Ith subnetwork and neuron j in Jth sub-network are simultaneously active, the weights between them are strengthen, in contrast, the weights between them are weaken. Thus the ensemble-averaged synaptic weights for the former case are higher and they are lower for the latter case. This result is consistent with the basic notion of Hebbian learning that 'units that fire together, wire together'. Suppressing bursting synchronization by nonlinear delayed feedback control
Though synaptic plasticity can suppress bursting synchronization in this modular network effectively when learning rate is large enough, synaptic plasticity has not enough capacity to suppress bursting synchronization when the learning rate is relatively small. In this case, we introduce the nonlinear delayed feedback control into this modular network and investigate how the synchronized bursting state of coupling neurons is suppressed by the technique of nonlinear delayed feedback control. Setting the coupling strength C ¼ 0:03 and the learning rate L ¼ 0:005, Fig. 3(a) can indicate that the modular network is in the synchronized bursting state. Now, the control term UðnÞ consisting of nonlinear differential feedback control (Eq. (3)) and nonlinear direct feedback control (Eq. (4)) is switched on at time n ¼ 4000 to control this kind of synchronized rhythms, respectively. 
Nonlinear differential feedback control
Firstly, the nonlinear differential feedback control (Eq. (3)) is applied to the synchronized bursting neurons in this modular network to study the effect of de-synchronization. When the control parameters of nonlinear differential feedback signal are fixed at K ¼ 3:6; s ¼ 90, the time series of the mean field XðnÞ is depicted in Fig. 5(a) . One can see that once the differential feedback controller is switched on the large-amplitude oscillations of mean field quickly change to small-amplitude fluctuation, which indicates that synchronized rhythms in this modular network are no longer exhibited and the nonlinear differential feedback control can suppress bursting synchronization between interacted neurons. Figure 5(b) shows the membrane potential of two arbitrary neurons under the control of nonlinear differential feedback. Obviously, the bursting synchronized rhythms between neurons are eliminated after the control, but the amplitude and frequency of individual neurons are almost unchanged, which indicates that de-synchronization by nonlinear differential feedback does not affect normal discharge of individual neurons.
In what follows, to quantitatively measure the effectiveness of the control procedure on suppressing bursting synchronization, the suppression coefficient is introduced as follows:
where X off and X on are the mean fields in the absence and presence of the feedback control, respectively. Note that the larger is the value of S, the more efficient will be the feedback control on suppressing bursting synchronization. In this study, it is assumed that parameter region with large value of SðS [ 6:0Þ is considered as control domain of effective synchronization suppression. Suppression coefficient S as a function of feedback delay s is illustrated in Fig. 5(c) when the feedback strength is fixed at K ¼ 3:6. As we can see that basically S increases firstly and then S decreases upon increasing feedback delay. Moreover, S exceeds the desynchronized threshold (S H ¼ 6:0) when the delay is within the interval of ½50; 110, which means that bursting synchronization in the modular network can be suppressed effectively when feedback delay is tuned to appropriate interval of ½50; 110. This result can be further verified qualitatively by some typical mean fields of the modular network when s ¼ 0; 50; 110; 150. In the case of s ¼ 0, Fig. 6(a) presents large-amplitude oscillation of mean field indicating that neurons in the modular neuronal network burst synchronously in phase. When the feedback delay is adjusted into the interval of ½50; 110, as shown in Fig. 6(b-d) for s ¼ 50; 80; 110, the amplitude of mean field gets very small which implies that bursting synchronization can be suppressed when feedback delay is appropriately tuned.
What is more, suppression coefficient S versus feedback delay s for other feedback strengths such as K ¼ 0:1; 0:7; 1:7; 2:2; 3:5 is depicted in Fig. 7(a) . Similar with that of K ¼ 3:6, one can see that, for sufficiently large K (e.g., K ¼ 3:5), bursting synchronization of the modular network can be suppressed by differential feedback control when feedback delay is within the interval of ½50; 110. For intermediate K (e.g., K ¼ 2:2; 1:7), the nonlinear differential feedback control achieves de-synchronization at an relative small interval of feedback delay compared with that of K ¼ 3:5. However, for sufficiently small K (e.g., K ¼ 0:7; 0:1), the nonlinear differential feedback control can't suppress bursting synchronization for the simulated feedback delay. In order to get a global visual effect, the contour plot of suppression coefficient S on the two key parameters of feedback strength K and feedback delay s is further depicted in Fig. 7(b) . Obviously, for some positive feedback strength, the differential feedback control can effectively suppress bursting synchronization when feedback delay s is properly adjusted. Moreover, the higher feedback strength K, the larger interval of feedback delay to suppress bursting synchronization. Vividly, the control domain of effective synchronization suppression by differential feedback control is similar to a semi-elliptical domain in the simulated parameter space of K and s.
Nonlinear direct feedback control
Similar with the case of nonlinear differential feedback control, in this section, we employ nonlinear direct feedback control (Eq. (4)) to suppress burst synchronization in the modular network. The mean field XðnÞ is displayed in Fig. 8(a) when the parameters of nonlinear direct feedback signal are fixed at K ¼ À3:6; s ¼ 30. One can see that the mean field quickly changes to noise-like small-amplitude fluctuation once the direct feedback controller is switched on at time n ¼ 4000, which implies that bursting synchronization can be suppressed effectively by nonlinear direct feedback control in the modular network. As shown in Fig. 8(b) , though bursting synchronized rhythms between two arbitrary neurons are eliminated under the control of nonlinear direct feedback, the amplitude and frequency of each neuron are almost unchanged, which indicates that de-synchronization by nonlinear direct feedback does not affect normal discharge of individual neuron. To account for this phenomenon quantitatively, Fig. 8(c) presents the evolution of suppression coefficient S during the course of feedback delay s when the feedback strength is fixed at K ¼ À3:6. It can be seen that S decreases basically as feedback delay is increased, moreover, S exceeds the desynchronized threshold S H ¼ 6:0 when the feedback delay is about within the interval of ½0; 80, which means that bursting synchronization in the modular network can be suppressed effectively when feedback delay is tuned to an appropriate interval of ½0; 80. Furthermore, this result is verified qualitatively by some typical mean fields of the modular network when feedback delay is s ¼ 0; 50; 80 and 150. For the feedback delay lying in the region ½0; 80, Fig. 9(a-c) show that mean field present small-amplitude noise-like fluctuation, which implies that bursting synchronization can be suppressed when feedback delay is appropriately tuned. On the contrary, the large-amplitude oscillation of mean field for s ¼ 150, displayed in Fig. 9(d) , indicates that all neurons in the modular network are still burst synchronized in phase.
In addition, dependence of suppression coefficient S on feedback delay s for other feedback strengths such as K ¼ À 0:1; À 0:5; À 2:0; À 3:0; À 3:5 is depicted in Fig. 10(a) . Similar with that of K ¼ À3:6, for sufficiently small K(e.g., K ¼ À3:5), bursting synchronization of the modular network can be suppressed by direct feedback control when the feedback delay is about within the domain s 2 ½0; 80. For intermediat K (e.g., K ¼ À3:0; À2:0), the nonlinear direct feedback control achieves de-synchronization at an relative small interval of feedback delay compared with that of K ¼ À3:5. However, for sufficiently large K (e.g., K ¼ À 0:5; À 0:1), the direct feedback control can't suppress bursting synchronization even in the whole domain of simulated feedback delay. In order to have a good visual effect, the contour plot of suppression coefficient S on the two key parameters of feedback When calculating S, the solution of Eq. (2) for the first 5000 times is considered as transient state. It can be seen that bursting synchronization can be suppressed when feedback delay is appropriately tuned strength K and feedback delay s is further depicted in Fig. 10(b) . Obviously, for some negative feedback strength, the direct feedback control can effectively suppress bursting synchronization when feedback delay s is appropriately tuned. Moreover, the lower feedback strength K, the larger interval of feedback delay to suppress bursting synchronization. Vividly, the control domain of effective synchronization suppression by direct feedback control is approximately characterized by a fan-shaped region in the simulated parameter space of K and s.
Conclusions and discussion
Based on a modular neuronal network with modified Oja's learning rule, this study has explored how to suppress burst synchronized rhythm of coupled neurons. Through times is considered as transient state. The control domain of effective synchronization suppression by direct feedback control is similar to a fan-shaped region in the simulated parameter space numerical simulations, the results first illustrate that all the neurons can be strongly synchronized when the coupling strength is within a specific range. Note that strongly synchronized bursting rhythm may be linked to some pathological conditions. Then synaptic plasticity is introduced to control bursting synchronization, and the results reveal that synaptic plasticity with large learning rate can eliminate bursting synchronization effectively. When the synaptic plasticity is not capable of suppressing synchronization, the nonlinear delayed feedback control including nonlinear differential feedback control and nonlinear direct feedback control is further proposed to reduce the synchronized bursting state of coupled neurons. The results demonstrate that nonlinear differential feedback control together with nonlinear direct feedback control can eliminate bursting synchronization significantly when the control parameters of feedback strength and feedback delay are properly adjusted. More interestingly, the control domain of effective synchronization suppression is approximately characterized by a semi-elliptical domain in the simulated parameter space for differential feedback control, while the effective control domain is approximately characterized by a fan-shaped domain for direct feedback control. It's worth mentioning that recently Popovych et al. (2017a, b) , combining the desynchronizing delayed feedback approach with the high-frequency deep brain stimulation technique, has proposed a pulsatile delayed feedback stimulation to suppress neuronal synchronization. They have found that depending on the stimulation parameters this pulsatile delayed feedback control can have different impact on the collective dynamics of considered networks. Especially in the parameter space of stimulation delay and intensity, they have demonstrated a certain periodic structure, where several desynchronization regions emerge when the feedback delay increases. This proposed technique is quite novel for demand-controlled desynchronization stimulation, which motivates us to explore other desynchronization method and similar periodic structure of desynchronization regions especially for neuronal network with synaptic plasticity.
