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ASYMPTOTIC ANALYSIS AND SIGN CHANGING BUBBLE TOWERS
FOR LANE-EMDEN PROBLEMS
FRANCESCA DE MARCHIS, ISABELLA IANNI, FILOMENA PACELLA
Abstract. We consider the semilinear Lane-Emden problem{
−∆u = |u|p−1u in Ω
u = 0 on ∂Ω
(Ep)
where p > 1 and Ω is a smooth bounded domain of R2. The aim of the paper is to analyze the
asymptotic behavior of sign changing solutions of (Ep), as p → +∞. Among other results we
show, under some symmetry assumptions on Ω, that the positive and negative parts of a family
of symmetric solutions concentrate at the same point, as p → +∞, and the limit profile looks
like a tower of two bubbles given by a superposition of a regular and a singular solution of the
Liouville problem in R2.
1. Introduction
Let Ω be a smooth bounded domain of R2. We consider the Lane-Emden problem{ −∆u = |u|p−1u in Ω
u = 0 on ∂Ω
(1.1)
where p > 1.
The aim of this paper is to contribute to the analysis of the concentration phenomenon for sign
changing solutions of problem (1.1) as the exponent p→ +∞.
In order to explain properly the results and the difficulties related to this investigation let us
make a short survey of known results and a comparison with the higher dimensional case when
Ω ⊆ RN , N ≥ 3, p < N+2N−2 and p → N+2N−2 , i.e. p approaches the critical Sobolev exponent from
below.
In higher dimension there is a large literature dealing with the asymptotic behavior of positive
solutions, while very little is known for sign changing ones. The reason is that there is a lack of
understanding of the finite energy nodal solutions of the “limit” problem
−∆Z = |Z| 4N−2Z in RN , N ≥ 3 (1.2)
which naturally arises in the study of the asymptotic behavior of solutions of (1.1). We refer to
[25] for further details.
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2The only completely understood case for sign changing solutions, in higher dimension, is when
they have low energy, i.e. for solutions (up) satisfying∫
Ω
|∇up|2dx→ 2S
N
2 as p→ N + 2
N − 2 , (1.3)
where S is the best Sobolev constant.
In [3] a complete classification of these solutions is provided showing that there are two possibil-
ities. The first one occurs if, for a family of solutions (up), there exists a positive constant such
that
1
C
≤ ‖u
+
p ‖∞
‖u−p ‖∞
≤ C as p→ N + 2
N − 2 . (1.4)
Then up blow-up and concentrate at two distinct points of Ω and suitable scalings of u
+
p and
u−p (positive and negative part of up) converge, as p→ N+2N−2 , to a positive regular solution Z of
(1.2). In other words the limit profile of up is that of two separate bubbles carrying the same
energy. Moreover the nodal set touches the boundary of Ω. The second case arises if (1.4) does
not hold, then it is proved in [3] that u+p and u
−
p blow-up, they concentrate at the same point
and they have the local limit profile, after rescaling, of a positive regular solution Z of (1.2).
Hence the solution up looks like a “tower” of two standard bubbles, each one carrying the same
energy. Moreover the nodal set does not touch ∂Ω.
Let us now consider the case when Ω ⊂ R2. The first papers where an asymptotic analysis of
(1.1), as p → +∞, has been done are [22, 23]. The authors consider the case of families (up)
of least energy (hence positive) solutions and in some domains they prove concentration results
as well as some asymptotic estimates. Note that the solutions do not blow up as p → +∞
(unlike the higher dimensional case). Moreover the least energy solutions, for the 2-dimensional
Lane-Emden problem, satisfy the condition
p
∫
Ω
|∇up|2dx→ 8πe, as p→ +∞. (1.5)
They left open the question of identifying a limit problem and of detecting the limit of ‖up‖∞
which was conjectured to be
√
e. Later, inspired by the paper [2] concerning 2-dimensional
problems with critical exponential nonlinearities, Adimurthi and Grossi in [1] showed that a
suitable scaling of the least energy solutions up converges in C
1
loc(R
2) to a regular solution U of
the Liouville problem { −∆U = eU in R2∫
R2
eUdx = 8π.
(1.6)
They also considered general bounded domains and showed that the L∞-norm of up indeed
converges to
√
e.
Recently in [24] the authors have analyzed the asymptotic behavior of solutions of some bi-
harmonic equations and pointed out that the same analysis also applies to a family of positive
solutions of (1.1) satisfying the condition
p
∫
Ω
|∇up|2dx→ β < +∞ as p→ +∞, (1.7)
for some positive constant β ≥ 8πe. Their results show the concentration of the solutions at a
finite number of distinct points in Ω, excluding the presence of non simple concentration points
(i.e. bubble towers) and give a quantization of the energy.
3Concerning sign changing solutions, the asymptotic analysis started in [16] by considering a
family (up) of low-energy nodal solutions as for the higher dimensional case. Note that, for the
2-dimensional problem, this means
p
∫
Ω
|∇up|2dx→ 16πe as p→ +∞, (1.8)
which is the analogous of (1.5) for low-energy positive solutions.
In [16] it is proved that if the minimum and the maximum of up are comparable, i.e. if there
exists K ≥ 0 such that
p
(‖u+p ‖∞ − ‖u−p ‖∞)→ K as p→ +∞ (1.9)
(which is the analogous of (1.4) when N ≥ 3) then up concentrate at two distinct points of Ω
and suitable scalings of u+p and u
−
p converge to a regular solution U of (1.6). Hence the situation
is the same as in the higher dimensional case when (1.4) holds. Moreover in [16] it is proved that
if up has Morse index 2 then the maximum and the minimum converge to ±
√
e and the nodal
line touches the boundary of Ω.
Next, one would like to consider the case when (1.9) does not hold and would expect the presence
of non-simple concentration points or, in other words, the existence of solutions whose limit
profile is given by the superposition of two bubbles, as it happens when N ≥ 3. The asymptotic
analysis in this case looks difficult when N = 2. However solutions with this limit profile do exist
as it has first been proved in [17] by analyzing the asymptotic behavior of least energy radial
nodal solutions in the ball. More precisely in [17] the authors prove the following result
Theorem 1.1 (Grossi, Grumiau & Pacella [17]). Let (up) be a family of least energy radial
nodal solutions in the unit ball B centered at the origin with up(0) > 0. Then:
i) a suitable rescaling z+p of u
+
p converges in C
1
loc(R
2) to a regular solution U of (1.6)
ii) a suitable rescaling and translation z−p of u−p converges in C1loc(R
2 \ {0}) to a singular
radial solution V of { −∆V = eV +Hδ0 in R2∫
R2
eV dx <∞ (1.10)
where H is a negative suitable constant and δ0 is the Dirac measure centered at 0.
Moreover
‖u+p ‖∞ → α+ ≃ 2.46 >
√
e
‖u−p ‖∞ → α− ≃ 1.17 <
√
e
p
∫
B
|∇up|2dx→ C ≃ 332 > 16πe
pup(x)→ 2πγG(x, 0) = γ log |x| as p→ +∞
for some γ > 0, where G is the Green function on the ball.
This result shows a substantial difference between the cases N = 2 and N ≥ 3. It means that for
N = 2 there exist solutions which asymptotically look like the superposition of different bubbles
given by a regular solution of (1.6) and a singular solution of (1.10). Moreover each bubble does
not carry the same energy (unlike when N ≥ 3).
One of the main results of this paper shows that the same phenomenon appears in other do-
mains, different from balls, under some symmetry assumption.
4We do this through the asymptotic analysis of a family of sign changing solutions found recently
in [12]. The main feature of these solutions is that they have an interior nodal line which does
not intersect the fixed point of the symmetry group of the domain. We believe that this is the
peculiarity of solutions having a bubble tower profile.
To state precisely our result we introduce some notations. For a given family (up) of sign changing
solutions of (1.1) we denote by
• NLp the nodal line of up
• x±p the maximum/minimum point in Ω of up, i.e. up(x±p ) = ±‖u±p ‖∞
• µ±p := 1√
p|up(x±p )|p−1
• Ω˜±p := Ω−x
±
p
µ±p
= {x ∈ R2 : x±p + µ±p x ∈ Ω}.
We prove
Theorem 1.2. Let Ω ⊂ R2 be a simply connected bounded smooth domain, invariant under the
action of a cyclic group G of rotations about the origin (hence the origin O ∈ Ω), with |G| ≥ 4e
(|G| is the order of G). Let (up) be a family of sign changing G-symmetric solutions of (1.1)
with two nodal regions, NLp ∩ ∂Ω = ∅, O 6∈ NLp and
p
∫
Ω
|∇up|2dx ≤ α 8πe (1.11)
for some α < 5 and p large. Then, assuming w.l.o.g. that ‖up‖∞ = ‖u+p ‖∞, we have
i) |x±p | → O as p→ +∞;
ii) NLp shrinks to the origin as p→ +∞;
iii) the rescaled functions v+p (x) := p
up(x
+
p +µ
+
p x)−up(x+p )
up(x
+
p )
, about the maximum point, defined
in Ω˜+p converge (up to a subsequence) to the regular solution U of (1.6) with U(0) = 0,
in C1loc(R
2);
iv) the rescaled functions v−p (x) := p
up(x
−
p +µ
−
p x)−up(x−p )
up(x
−
p )
, about the minimum point, defined in
Ω˜−p converge (up to a subsequence) to a singular solution of (1.10) for some suitable con-
stant H, in C1loc(R
2\{x∞}), where x∞ is a point in R2 with |x∞| = ℓ = limp→+∞ |x
−
p |
µ−p
> 0;
v)
√
pup → 0 in C1loc(Ω¯ \ {0}) as p→ +∞.
Remark 1.3. The existence of sign changing solutions satisfying the hypotheses of Theorem
1.2 has been proved in [12] for any simply connected G-symmetric smooth bounded domain with
|G| ≥ 4.
The results of Theorem 1.2 show that both u+ and u− concentrate at the origin, and, after the
above rescalings, they have the limit profile of a regular and a singular solution of the Liouville
equation in R2.
As far as we know, this is the first result of this kind for problem (1.1) in domains different from
the ball.
The starting point to prove Theorem 1.2 is an asymptotic analysis of a general family (up) of
sign changing solutions of (1.1) satisfying the condition (1.7). These first results, inspired by the
5paper [14] (see also [15]) can be viewed as a first step towards the analysis of the asymptotic
behavior of general sign changing solutions of (1.1). This kind of profile decomposition results
have been proved for several other kind of problems and go back to the papers of Brezis-Coron
([4, 5, 6]) whose proofs apply also to critical exponent problems (see for instance [18]).
Next we use the symmetry assumptions to prove that the maximum points x+p converge to the
origin as well as any other concentration points.
The hardest part of the asymptotic analysis is to prove that the rescaling about the minimum
point x−p converges to a radial singular solution of a singular Liouville problem in R2. Indeed,
while the rescaling of up about the maximum point x
+
p can be studied in a “canonical” way, the
analysis of the rescaling about x−p requires additional arguments. In particular the presence of
the nodal line, with an unknown geometry, gives difficulties which, obviously, are not present
when dealing with positive solutions or with radial sign changing solutions. Also the proofs of
the results for nodal radial solutions of [17] cannot be of any help since they depend strongly on
1-dimensional estimates.
We hope that our results can help to understand better sign changing solutions of other 2-
dimensional nonlinear problems as in [19], whose result for sinh-Poisson equations was inspired
by [17].
Finally we would like to point out that these bubble-tower solutions of (1.1) are also interesting
in the study of the associated heat flow because they induce a peculiar blow-up phenomenon
(see [7, 13, 20]).
We delay to Section 5 some further comments and open problems.
The outline of the paper is the following. In Section 2 we show some results about the asymptotic
analysis of sign-changing solutions of (1.1) in general, not necessarily symmetric, domains. In
Section 3 we study the behavior of the solutions around the maximum points, while Section 4 is
devoted to analyze the rescaling about the minimum points. Finally in Section 5 we prove some
further properties of the solutions and discuss some open questions.
2. Asymptotic analysis in general domains
In this section we study the asymptotic behavior of a family (up)p>1 of sign changing solutions
of (1.1) satisfying the energy condition
p
∫
Ω
|∇up|2dx→ β, for some β ∈ R, as p→ +∞. (2.1)
We follow the approach of [14] where positive solutions of semilinear elliptic problems with crit-
ical exponential nonlinearities in 2-dimension were studied.
We denote by Ep the energy functional associated to (1.1), i.e.
Ep(u) :=
1
2
‖∇u‖22 −
1
p+ 1
‖u‖p+1p+1, u ∈ H10 (Ω)
6and recall that for a solution u of (1.1)
Ep(u) = (
1
2
− 1
p+ 1
)‖∇u‖22 = (
1
2
− 1
p+ 1
)‖u‖p+1p+1. (2.2)
Given a family (up) of solutions of (1.1) and assuming that there exists n ∈ N \ {0} families of
points (xi,p), i = 1, . . . , n in Ω such that
p|up(xi,p)|p−1 → +∞ as p→ +∞, (2.3)
we define the parameters µi,p by
µ−2i,p = p|up(xi,p)|p−1, for all i = 1, . . . , n. (2.4)
By (2.3) it is clear that µi,p → 0 as p→ +∞ and that
∀ǫ > 0 ∃ pi,ǫ such that |up(xi,p)| ≥ 1− ǫ, ∀p ≥ pi,ǫ. (2.5)
Then we define the concentration set
S =
{
lim
p→+∞xi,p, i = 1, . . . , n
}
⊂ Ω¯ (2.6)
and the function
Rn,p(x) = min
i=1,...,n
|x− xi,p|, ∀x ∈ Ω. (2.7)
Finally we introduce the following properties:
(Pn1 ) For any i, j ∈ {1, . . . , n}, i 6= j,
lim
p→+∞
|xi,p − xj,p|
µi,p
= +∞.
(Pn2 ) For any i = 1, . . . , n,
vi,p(x) :=
p
up(xi,p)
(up(xi,p + µi,px)− up(xi,p)) −→ U(x)
in C1loc(R
2) as p→ +∞, where
U(x) = log
(
1
1 + 18 |x|2
)2
(2.8)
is the solution of −∆U = eU in R2, U ≤ 0, U(0) = 0 and ∫
R2
eU = 8π.
(Pn3 ) There exists C > 0 such that
pRn,p(x)
2|up(x)|p−1 ≤ C
for all p sufficiently large and all x ∈ Ω.
Lemma 2.1. Let (up) be a family of solutions to (1.1) satisfying (2.1). Then
(i) ∃C > 0 such that ‖up‖L∞(Ω) ≤ C, for all p > 1.
(ii) If up changes sign, then ‖u±p ‖p−1L∞(Ω) ≥ λ1 where λ1 := λ1(Ω) is the first eigenvalue of
the operator −∆ in H10 (Ω). In particular for the points x±p , where the maximum and the
minimum are achieved, the analogous of (2.3) and (2.5) hold.
7(iii) If, for n ∈ N \ {0}, the properties (Pn1 ) and (Pn2 ) hold for families (xi,p)i=1,...,n of points
satisfying (2.3), then
p
∫
Ω
|∇up|2 dx ≥ 8π
n∑
i=1
α2i + op(1) as p→ +∞,
where αi := lim infp→+∞ |up(xi,p)|.
(iv)
√
pup ⇀ 0 in H
1
0 (Ω) as p→ +∞.
Proof. The proof of (i) is the same as in Proposition 2.7 of [16], while the proof of (ii) is similar
to that of Proposition 2.5 of [16]. To prove (iii) let us write, for any R > 0
p
∫
BRµi,p (xi,p)
|up|p+1 dx =
∫
BR(0)
|up(xi,p + µi,py)|p+1
|up(xi,p)|p−1 dy
=
∫
BR(0)
∣∣∣∣1 + vi,p(y)p
∣∣∣∣p+1 u2p(xi,p) dy (2.9)
where Bρ(a) denotes the ball of center a and radius ρ. Thanks to (Pn2 ), we have
‖vi,p − U‖L∞(BR(0)) = op(1) as p→ +∞. (2.10)
Thus by (2.9), (2.10) and Fatou’s lemma
lim inf
p→+∞
(
p
∫
BRµi,p (xi,p)
|up|p+1 dx
)
≥ α2i
∫
BR(0)
eU dx. (2.11)
Moreover by virtue of (Pn1 ) it is not hard to see that BRµi,p(xi,p)∩BRµj,p(xj,p) = ∅ for all i 6= j.
Hence, in particular, thanks to (2.11)
lim inf
p→+∞
(
p
∫
Ω
|up|p+1 dx
)
≥
n∑
i=1
(
α2i
∫
BR(0)
eU dx
)
.
At last, since this holds for any R > 0, we get
p
∫
Ω
|∇up|2 dx = p
∫
Ω
|up|p+1 dx ≥
n∑
i=1
α2i
∫
R2
eU dx+ o(1) = 8π
n∑
i=1
α2i + o(1) as p→ +∞.
To prove (iv) let us note that, since (2.1) holds, there exists w ∈ H10 (Ω) such that, up to a
subsequence,
√
pup ⇀ w in H
1
0 (Ω). We want to show that w = 0 a.e. in Ω.
Using the equation (1.1), for any test function ϕ ∈ C∞0 (Ω), we have∫
Ω
∇(√pup)∇ϕdx = √p
∫
Ω
|up|p−1upϕdx
≤ ‖ϕ‖∞√
p
p
∫
Ω
|up|p dx
≤ ‖ϕ‖∞√
p
C
for p large since, by (2.1) and (2.2),
∫
Ω |up|p dx ≤
(∫
Ω |up|p+1 dx
) p
p+1 |Ω| 1p+1 ≤ Cp . Hence∫
Ω
∇w∇ϕdx = 0 ∀ϕ ∈ C∞0 (Ω),
which implies that w = 0 a.e. in Ω. 
8Next proposition gives the main result of this section.
Proposition 2.2. Let (up) be a family of solutions to (1.1) and assume that (2.1) holds. Then
there exist k ∈ N\{0} and k families of points (xi,p) in Ω i = 1, . . . , k such that, after passing to a
sequence, (Pk1 ), (Pk2 ), and (Pk3 ) hold. Moreover, given any family of points xk+1,p, it is impossible
to extract a new sequence from the previous one such that (Pk+11 ), (Pk+12 ), and (Pk+13 ) hold with
the sequences (xi,p), i = 1, . . . , k + 1. At last, we have√
pup → 0 in C1loc(Ω¯ \ S) as p→ +∞. (2.12)
Proof. We mainly follow the proof of Proposition 1 of [14], but we have to deal with an extra-
difficulty because we allow the solutions up to be sign-changing. We divide the proof in several
steps and all the claims are up to a subsequence.
Step 1.
There exists a family (xi,p) of points in Ω such that, after passing to a sequence (P12 ) holds.
Proof of Step 1
We let x1,p be a point in Ω where |up| achieves its maximum. Without loss of generality we can
assume that
up(x1,p) = max
Ω
up > 0. (2.13)
By Lemma 2.1 (ii) we have
pup(x1,p)
p−1 → +∞ as p→ +∞,
so that, defining (as in (2.4))
µ−21,p = pu
p−1
p (x1,p),
we have that µ1,p → 0. Let
Ω˜1,p =
Ω− x1,p
µ1,p
= {x ∈ R2 : x1,p + µ1,px ∈ Ω}
and for x ∈ Ω˜1,p
v1,p(x) =
p
up(x1,p)
(up(x1,p + µ1,px)− up(x1,p)).
By (2.13), we have
v1,p(0) = 0 and v1,p ≤ 0 in Ω˜1,p (2.14)
moreover v1,p solves
−∆v1,p =
∣∣∣∣1 + v1,pp
∣∣∣∣p(1 + v1,pp
)
in Ω˜1,p, (2.15)
with ∣∣∣∣1 + v1,pp
∣∣∣∣ ≤ 1
and
v1,p = −p on ∂Ω˜1,p.
Then
| −∆v1,p| ≤ 1 in Ω˜1,p. (2.16)
Using (2.14) and (2.16) we prove that
Ω˜1,p → R2 as p→ +∞. (2.17)
9Indeed since µ1,p → 0 as p → +∞, either Ω˜1,p → R2 or Ω˜1,p → R×] −∞, R[ as p → +∞ for
some R ≥ 0 (up to a rotation). In the second case we let
v1,p = ϕp + ψp in Ω˜1,p ∩B2R+1(0)
with −∆ϕp = −∆v1,p in Ω˜1,p ∩B2R+1(0) and ψp = v1,p in ∂
(
Ω˜1,p ∩B2R+1(0)
)
.
Thanks to (2.16) we have, by standard elliptic theory, that ϕp is uniformly bounded in Ω˜1,p ∩
B2R+1(0). The function ψp is harmonic in Ω˜1,p ∩B2R+1(0), bounded from above by (2.14) and
satisfies ψp = −p→ −∞ on ∂Ω˜1,p ∩B2R+1(0). Since ∂Ω˜1,p ∩B2R+1(0)→ (R×{R})∩B2R+1(0)
as p → +∞ one easily gets that ψp(0) → −∞ as p → +∞ (if R = 0 this is trivial, if R > 0 it
follows by Harnack inequality). This is a contradiction since ψp(0) = −ϕp(0) and ϕp is bounded,
hence (2.17) is proved.
Then for any R > 0, BR(0) ⊂ Ω˜1,p for p sufficiently large. So (v1,p) is a family of nonpositive
functions with uniformly bounded Laplacian in BR(0) and with v1,p(0) = 0.
Thus, arguing as before, we write v1,p = ϕp+ψp where ϕp is uniformly bounded in BR(0) and ψp
is an harmonic function which is uniformly bounded from above. By Harnack inequality, either
ψp is uniformly bounded in BR(0) or it tends to −∞ on each compact set of BR(0). The second
alternative cannot happen because, by definition, ψp(0) = v1,p(0) − ϕp(0) = −ϕp(0) ≥ −C.
Hence we obtain that v1,p is uniformly bounded in BR(0), for all R > 0. After passing to a
subsequence, standard elliptic theory gives that v1,p is bounded in C
2
loc(R
2) and, on each ball,
1 +
v1,p
p > 0 for p large. Thus
v1,p → U in C1loc(R2) as p→ +∞, (2.18)
with U ∈ C1(R2), U ≤ 0 and U(0) = 0. Thanks to (2.15) and (2.18) we get that U is a solution
of
−∆U = eU in R2.
Moreover for any R > 0, by (2.5), we have∫
BR(0)
eUdx
(2.18)+Fatou
≤
∫
BR(0)
|up(x1,p + µ1,px)|p+1
up+1p (x1,p)
dx+ op(1)
=
p
u2p(x1,p)
∫
BRµ1,p (x1,p)
|up(y)|p+1dy + op(1)
(2.5)
≤ p
(1− ε)2
∫
BRµ1,p (x1,p)
|up(y)|p+1dy + op(1)
(2.1)
≤ p
(1− ε)2
∫
Ω
|up(y)|p+1dy + op(1) < C < +∞,
so that eU ∈ L1(R2). Thus, since U(0) = 0, by virtue of the classification due to Chen and Li
[8] we obtain
U(x) = log
(
1
1 + 18 |x|2
)2
.
Then an easy computation shows that
∫
R2
eU = 8π. This ends the proof of Step 1.
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Step 2.
Assume that (Pn1 ) and (Pn2 ) hold for some n ∈ N \ {0}. Then either (Pn+11 ) and (Pn+12 ) hold or
(Pn3 ) holds, namely there exists C > 0 such that
pRn,p(x)
2|up(x)|p−1 ≤ C
for all p sufficiently large and all x ∈ Ω, with Rn,p defined as in (2.7).
Proof of Step 2
Let n ∈ N \ {0} and assume that (Pn1 ) and (Pn2 ) hold while
sup
x∈Ω
(
pRn,p(x)
2|up(x)|p−1
)→ +∞ as p→ +∞. (2.19)
We must prove that (Pn+11 ) and (Pn+12 ) hold. We let xn+1,p ∈ Ω¯ be such that
pRn,p(xn+1,p)
2|up(xn+1,p)|p−1 = sup
x∈Ω
(
pRn,p(x)
2|up(x)|p−1
)
. (2.20)
Clearly xn+1,p ∈ Ω because up = 0 on ∂Ω. By (2.20) and since Ω is bounded it is clear that
p|up(xn+1,p)|p−1 → +∞ as p→ +∞.
We claim that
|xi,p − xn+1,p|
µi,p
→ +∞ as p→ +∞ (2.21)
for all i = 1, . . . , n and µi,p as in (2.4). In fact, assuming by contradiction that there exists
i ∈ {1, . . . , n} such that |xi,p − xn+1,p|/µi,p → R as p → +∞ for some R ≥ 0, thanks to (Pn2 ),
we get
lim
p→+∞p|xi,p − xn+1,p|
2|up(xn+1,p)|p−1 = R2
(
1
1 + 18R
2
)2
< +∞,
against (2.20).
Setting
(µn+1,p)
−2 = p|up(xn+1,p)|p−1. (2.22)
by (2.19) and (2.20) we deduce that
Rn,p(xn+1,p)
µn+1,p
→ +∞ as p→ +∞. (2.23)
Then (2.22), (2.23) and (Pn1 ) imply that (Pn+11 ) holds with the added sequence (xn+1,p). Indeed
we define the rescaled domain
Ω˜n+1,p = {x ∈ R2 : xn+1,p + µn+1,px ∈ Ω},
and, for x ∈ Ω˜n+1,p, the rescaled functions
vn+1,p(x) =
p
up(xn+1,p)
(up(xn+1,p + µn+1,px)− up(xn+1,p)), (2.24)
which, by (1.1), satisfy
−∆vn+1,p(x) = |up(xn+1,p + µn+1,px)|
p−1up(xn+1,p + µn+1,px)
|up(xn+1,p)|p−1up(xn+1,p) in Ω˜n+1,p, (2.25)
or equivalently
−∆vn+1,p(x) =
∣∣∣∣1 + vn+1,p(x)p
∣∣∣∣p−1(1 + vn+1,p(x)p
)
in Ω˜n+1,p. (2.26)
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Fix R > 0 and let (zp) be any point in Ω˜n+1,p ∩BR(0), whose corresponding points in Ω is
xp = xn+1,p + µn+1,pzp.
Thanks to the definition of xn+1,p we have
pRn,p(xp)
2|up(xp)|p−1 ≤ pRn,p(xn+1,p)2|up(xn+1,p)|p−1. (2.27)
Since |xp − xn+1,p| ≤ Rµn+1,p we have
Rn,p(xp) ≥ min
i=1,...,n
|xn+1,p − xi,p| − |xp − xn+1,p|
≥ Rn,p(xn+1,p)−Rµn+1,p;
and, analogously,
Rn,p(xp) ≤ Rn,p(xn+1,p) +Rµn+1,p.
Thus, by (2.23) we get
Rn,p(xp) = (1 + o(1))Rn,p(xn+1,p)
and in turn from (2.27)
|up(xp)|p−1 ≤ (1 + o(1))|up(xn+1,p)|p−1. (2.28)
In the following we show that for any compact subset K of R2
− 1 + o(1) ≤ −∆vn+1,p ≤ 1 + o(1) in Ω˜n+1,p ∩K (2.29)
and
lim sup
p→+∞
sup
Ω˜n+1,p∩K
vn+1,p ≤ 0, (2.30)
. In order to prove (2.29) and (2.30) we will distinguish different cases.
(i) Assume that vn+1,p(zp) ≥ 0.
If up(xn+1,p) > 0 then up(xp) =
up(xn+1,p)
p vn+1,p(zp)+up(xn+1,p) ≥ up(xn+1,p) > 0, while
if up(xn+1,p) < 0 then up(xp) =
up(xn+1,p)
p vn+1,p(zp) + up(xn+1,p) ≤ up(xn+1,p) < 0. So in
both cases
up(xp)
up(xn+1,p)
=
|up(xp)|
|up(xn+1,p)|
By (2.28) we get |up(xp)|p ≤ (1 + o(1))|up(xn+1,p)|p and so by (2.25)
(0 ≤)−∆vn+1,p(zp) = |up(xp)|
p
|up(xn+1,p)|p ≤ 1 + o(1). (2.31)
Moreover, since (2.26) implies −∆vn+1,p(zp) = evn+1,p(zp) + o(1), we get
lim sup
p→+∞
vn+1,p(zp) ≤ 0.
By the arbitrariness of zp we obtain (2.30).
(ii) Assume that vn+1,p(zp) ≤ 0. We distinguish two cases.
1. up(xn+1,p) > 0.
Then up(xp) =
up(xn+1,p)
p vn+1,p(zp) + up(xn+1,p) ≤ up(xn+1,p). So either
1.1 up(xp) ≥ 0 and then (0 ≤)−∆vn+1,p(zp) ≤ 1, or
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1.2 up(xp) < 0 and then by (2.28)
0 ≥ −∆vn+1,p(zp) = − |up(xp)|
p
up(xn+1,p)p
≥ −1 + o(1).
2. up(xn+1,p) < 0.
Then up(xp) =
up(xn+1,p)
p vn+1,p(zp) + up(xn+1,p) ≥ up(xn+1,p). So either
2.1 up(xp) ≤ 0 and then (0 ≤)−∆vn+1,p(zp) ≤ 1, or
2.2 up(xp) > 0 and then by (2.28)
0 ≥ −∆vn+1,p(zp) = − up(xp)
p
|up(xn+1,p|)p ≥ −1 + o(1).
In the end in both case 1 and case 2 we have proved that, as p→ +∞
− 1 + o(1) ≤ −∆vn+1,p(zp) ≤ 1 + o(1) (2.32)
Putting together (2.31) and (2.32) it follows that (2.29) holds.
Using (2.29) and (2.30) we can prove, similarly as in Step 1, that
Ω˜n+1,p → R2 as p→ +∞. (2.33)
Indeed, since µn+1,p → 0 as p→ +∞, either Ω˜n+1,p → R2 or Ω˜n+1,p → R×]−∞, R[ as p→ +∞
for some R ≥ 0 (up to a rotation). In the second case we let
vn+1,p = ϕp + ψp in Ω˜n+1,p ∩B2R+1(0)
with −∆ϕp = −∆vn+1,p in Ω˜n+1,p ∩B2R+1(0) and ψp = vn+1,p in ∂
(
Ω˜n+1,p ∩B2R+1(0)
)
.
Thanks to (2.29), since ϕp = vn+1,p in ∂
(
Ω˜n+1,p ∩B2R+1(0)
)
, we have, by standard elliptic
theory, that ϕp is uniformly bounded in Ω˜n+1,p ∩ B2R+1(0). The function ψp is harmonic in
Ω˜n+1,p ∩ B2R+1(0), bounded from above by (2.30) and satisfies ψp = −p → −∞ on ∂Ω˜n+1,p ∩
B2R+1(0). Since ∂Ω˜n+1,p ∩ B2R+1(0) → (R × {R}) ∩ B2R+1(0) as p → +∞ one easily gets that
ψp(0) → −∞ as p → +∞ (if R = 0 this is trivial, if R > 0 it follows by Harnack inequality).
This is a contradiction since ψp(0) = −ϕp(0) and ϕp is bounded. Therefore the limit domain of
Ω˜n+1,p is the whole R
2.
Then for any R > 0, BR(0) ⊂ Ω˜n+1,p for p large enough and vn+1,p are functions with uni-
formly bounded laplacian in BR(0) and with vn+1,p(0) = 0. So, by Harnack inequality, vn+1,p is
uniformly bounded in BR(0) for all R > 0 and then vn+1,p → U in C1loc(R2) as p → +∞ with
U ∈ C1(R2), U(0) = 0 and, by (2.30), U ≤ 0.
Passing to the limit in (2.26) we get
−∆vn+1,p(x)→ eU(x) as p→ +∞,
and so −∆U = eU in R2.
Next for any R > 0∫
BR(0)
eU dx ≤ p
∫
BRµn+1,p (xn+1,p)
up∆up dx+ op(1) ≤ p
∫
Ω
|∇up|2 dx+ op(1),
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so that eU ∈ L1(R2). By [8] and vn+1,p(0) = 0 we have U(x) = log
(
1
1+ 1
8
x2
)2
.
This proves that (Pn+12 ) holds with the added points (xn+1,p), thus Step 2 is proved.
Step 3.
Proof of Proposition 2.2 completed.
Proof of Step 3
From Step 1. we have that (P11 ) and (P12 ) hold. Then, by Step 2, either (P21 ) and (P22 ) hold or
(P13 ) holds. In the last case the assertion is proved with k = 1. In the first case we go on and
proceed with the same alternative until we reach a number k ∈ N \ {0} for which (Pk1 ), (Pk2 )
and (Pk3 ) hold up to a sequence. Note that this is possible because the solutions up satisfy (2.1)
and Lemma 2.1 hols and hence the maximal number k of families of points for which (Pk1 ), (Pk2 )
hold must be finite.
Moreover, given any other family of points xk+1,p, it is impossible to extract a new sequence
from it such that (Pk+11 ), (Pk+12 ) and (Pk+13 ) hold together with the points (xi,p)i=1,..,k+1. Indeed
if (Pk+11 ) was verified then
|xk+1,p − xi,p|
µk+1,p
→ +∞ as p→ +∞, for any i ∈ {1, . . . , k},
but this would contradict (Pk3 ).
Finally the proof of (2.12) is a direct consequence of (Pk3 ). Indeed if K is a compact subset of
Ω¯ \ S by (Pk3 ) we have that there exists CK > 0 such that
p|up(x)|p−1 ≤ CK for all x ∈ K and p sufficiently large.
Then by (1.1) ‖∆(√pup)‖L∞(K) ≤ CK ‖up‖L∞(K)√p → 0 uniformly in K, as p → +∞. Hence
standard elliptic theory shows that
√
pup → w in C1(K), for some w. But by Lemma 2.1-(iv)
we know that
√
pu ⇀ 0, so w = 0. This ends the proof. 
We conclude this section showing some consequences of Proposition 2.2.
Remark 2.3. Under the assumptions of Proposition 2.2 we have
dist(xi,p, ∂Ω)
µi,p
p→+∞→ +∞, for all i ∈ {1, . . . , k}.
Corollary 2.4. Under the assumptions of Proposition 2.2 if up is sign-changing it follows that
dist(xi,p, NLp)
µi,p
p→+∞→ +∞, for all i ∈ {1, . . . , k}
where, as in the Section 1, NLp denotes the nodal line of up.
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As a consequence, for any i ∈ {1, . . . , k}, letting Ni,p ⊂ Ω be the nodal domain of up containing
xi,p and setting u
i
p := upχNi,p (χA is the characteristic function of the set A), then the scaling
of uip around xi,p:
zi,p(x) :=
p
up(xi,p)
(uip(xi,p + µi,px)− up(xi,p)),
defined on N˜i,p := Ni,p−xi,pµi,p , converges to U in C1loc(R2), where U is the same function defined
in (Pk2 ).
Proof. Let us suppose by contradiction that
dist(xi,p, NLp)
µi,p
p→+∞→ ℓ ≥ 0,
then there exist yp ∈ NLp such that |xi,p−yp|µi,p → ℓ. Setting
vi,p(x) =
p
up(xi,p)
(up(xi,p + µi,px)− up(xi,p)),
on the one hand
vi,p(
yp − xi,p
µi,p
) = −p p→+∞→ −∞,
on the other hand by (Pk2 ) and up to subsequences
vi,p(
yp − xi,p
µi,p
)
p→+∞→ U(x∞) > −∞,
where x∞ = limp→+∞
yp−xi,p
µi,p
∈ R2 and so |x∞| = ℓ. Thus we have obtained a contradiction
which proves the assertion. 
Proposition 2.5. Let (xp)p ⊂ Ω be a family of points such that p|up(xp)|p−1 → +∞ and define
µp in the usual way through µ
−2
p := p|up(xp)|p−1. By (Pk3 ), up to a sequence, Rk,p(xp) = |xi,p−xp|,
for a certain i ∈ {1, . . . , k}. Then, for p large
µi,p
µp
≤ 1.
Proof. Let us start by proving that
µi,p
µp
is bounded for p large. So we assume by contradiction
that there exists a sequence pn → +∞ such that
µi,pn
µpn
→ +∞, as pn → +∞. (2.34)
By (Pk3 ) and (2.34) we have
|xpn − xi,pn |
µi,pn
=
|xpn − xi,pn |
µpn
µpn
µi,pn
→ 0,
so that by (Pk2 )
vi,pn
(
xpn − xi,pn
µi,pn
)
→ U(0) = 0.
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As a consequence
µi,pn
µpn
=
(
upn(xpn)
upn(xi,pn)
)pn−1
=
1 + vi,pn
(
xpn−xi,pn
µi,pn
)
pn
pn−1 → eU(0) = 1,
which contradicts (2.34).
Next we show that
µi,p
µp
≤ 1.
Assume by contradiction that there exists ℓ > 1 and a sequence pn → +∞ such that
µi,pn
µpn
→ ℓ, as pn → +∞. (2.35)
By (Pk3 ) and (2.35) we have
|xpn − xi,pn |
µi,pn
=
|xpn − xi,pn|
µpn
µpn
µi,pn
≤ 2
√
C
ℓ
so that by (Pk2 ) there exists x∞ ∈ R2, |x∞| ≤ 2
√
C
ℓ such that, up to a subsequence
vi,pn
(
xpn − xi,pn
µi,pn
)
→ U(x∞) ≤ 0.
As a consequence
µi,pn
µpn
=
(
upn(xpn)
upn(xi,pn)
)pn−1
=
1 + vi,pn
(
xpn−xi,pn
µi,pn
)
pn
pn−1 → eU(x∞).
By (2.35) and the assumption ℓ > 1 we deduce
U(x0) = log ℓ+ op(1) > 0
reaching a contradiction. 
Proposition 2.6. Let xp and xi,p be as in the statement of Proposition 2.5. If
|xp−xi,p|
µi,p
→ +∞, (2.36)
then
µi,p
µp
→ 0.
Proof. By Proposition 2.5 we know that
µi,p
µp
≤ 1.
Assume by contradiction that (2.36) holds but there exists 0 < ℓ ≤ 1 and a sequence pn → +∞
such that
µi,pn
µpn
→ ℓ, as n→ +∞. (2.37)
Then (2.37) and (Pk3 ) imply
|xpn − xi,pn|
µi,pn
=
|xpn − xi,pn |
ℓ µpn
+ on(1) ≤ C
ℓ
+ on(1) as n→ +∞
which contradicts (2.36). 
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Remark 2.7. If xp and xi,p have opposite sign, i.e.
up(xp)up(xi,p) < 0,
then, by Corollary 2.4, necessarily (2.36) holds. Hence in this case
µi,p
µp
→ 0.
3. G-symmetric case: asymptotic analysis about the maximum points
In this section we start the asymptotic analysis which leads to the proof of Theorem 1.2.
So we assume that Ω ⊂ R2 is a G-symmetric domain as in the statement of Theorem 1.2.
In particular we recall the hypothesis
|G| ≥ 4e. (3.1)
Then we consider a family (up) of sign-changing G-symmetric solutions of (1.1) with the prop-
erties listed in Theorem 1.2.
In particular up satisfies
p
∫
Ω
|∇up|2 ≤ α 8πe (3.2)
for some α < 5 and p large.
In the sequel we keep all notations introduced in Section 1 and Section 2 and add the following
ones:
• N±p ⊂ Ω denotes the positive/negative nodal domain of up
• N˜±p are the rescaled nodal domains about the points x±p by the parameters µ±p defined
in the introduction, i.e.
N˜±p :=
N±p − x±p
µ±p
= {x ∈ R2 : x±p + µ±p x ∈ N±p }.
We recall an energy lower bound (see for example [12]) and some obvious properties deriving
from (3.2)
Lemma 3.1. For any ǫ > 0 there exists pǫ such that
pEp(u
±
p ) ≥ 4πe− ǫ ∀p ≥ pǫ. (3.3)
Moreover
Ep(up)→ 0, Ep(u±p )→ 0, ‖∇up‖2 → 0, ‖∇u±p ‖2 → 0.
From now on we assume w.l.o.g., as in Section 1, that the L∞-norm of up is achieved at the
maximum point x+p i.e.
up(x
+
p ) = ‖up‖∞ ≥ −up(x−p ).
Thanks to (3.2) we are entitled to apply Proposition 2.2 to the solutions (up).
For the rescaling about x+p we have
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Proposition 3.2. The rescaled function
v+p (x) :=
p
up(x
+
p )
(up(x
+
p + µ
+
p x)− up(x+p )) (3.4)
defined on Ω˜+p (see Section 1 for the definition) converges to U in C
1
loc(R
2), where U is the
function introduced in (2.8).
Moreover also the scaling of u+p around x
+
p :
z+p (x) := z1,p(x) =
p
up(x
+
p )
(u+p (x
+
p + µ
+
p x)− up(x+p )) (3.5)
defined on N˜+p converges to U in C1loc(R2).
Proof. Since at x+p the L
∞-norm of up is achieved, the proof of the convergence of v+p is the
same as that of Step 1 of Proposition 2.2. The convergence of z+p then comes from Corollary
2.4. 
The previous Lemma 3.1 and Proposition 3.2 hold regardless the symmetry of Ω. In the sequel
using the symmetry assumptions on Ω and on our solution we will derive more specific and
precise results.
Now we apply Proposition 2.2, which gives a maximal number k of families of points (xi,p),
i = 1, . . . , k, in Ω such that, up to a sequence, (P k1 ), (P
k
2 ) and (P
k
3 ) hold for our solutions.
Then we get
Proposition 3.3. Defining µi,p as in (2.4), for i = 1, . . . , k, we have
|xi,p|
µi,p
is bounded
and in particular |xi,p| → 0, i = 1, . . . , k, namely the set of concentration points S = {O}.
Proof. Without loss of generality we can assume that either (xi,p)p ⊂ N+p or (xi,p)p ⊂ N−p . We
prove the result in the case (xi,p)p ⊂ N+p , the other case being similar. Moreover in order to
simplify the notation we drop the dependence on i namely we set xp := xi,p and µp := µi,p.
Let h := |G| and let us denote by gj , j = 0, . . . , h − 1, the elements of G. We consider the
rescaled nodal domains
N˜p
j,+
:= {x ∈ R2 : µpx+ gjxp ∈ N+p }, j = 0, . . . , h− 1,
and the rescaled functions zj,+p (x) : N˜p
j,+ → R defined by
zj,+p (x) :=
p
u+p (xp)
(
u+p (µpx+ g
jxp)− u+p (xp)
)
, j = 0, . . . , h− 1. (3.6)
Hence it’s not difficult to see (as in Corollary 2.4) that each zj,+p converges to U(x) = log
(
1
(1+ 1
8
|x|2)2
)
in C1loc(R
2), as p→∞ and 8π = ∫
R2
eUdx.
Assume by contradiction that there exists a sequence pn → +∞ such that |xpn |µpn → +∞. Then,
since the h distinct points gjxpn , j = 0, . . . , h − 1, are the vertex of a regular polygon centered
in O, dn := |gjxpn − gj+1xpn | = 2d˜n sin πh , where d˜n := |gjxpn |, j = 0, .., h − 1, and so we also
have that dnµpn
→ +∞.
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Let
Rn := min
{
dn
3
,
d(xpn , ∂Ω)
2
,
d(xpn , NLpn)
2
}
, (3.7)
then by construction BRn(g
jxpn) ⊆ N+pn for j = 0, . . . , h− 1,
BRn(g
jxpn) ∩BRn(glxpn) = ∅, for j 6= l (3.8)
and
Rn
µpn
→ +∞. (3.9)
Using (3.9), the convergence of zj,+pn to U , (2.5) and Fatou’s lemma, we have
8π =
∫
R2
eUdx
Fatou + conv.+(3.9)
≤ lim
n
∫
B Rn
µpn
(0)
e
zj,+pn +(pn+1)
(
log
∣∣∣∣1+ zj,+pnpn
∣∣∣∣− zj,+pn(pn+1)
)
dx
= lim
n
∫
B Rn
µpn
(0)
∣∣∣∣∣1 + zj,+pnpn
∣∣∣∣∣
(pn+1)
dx
= lim
n
∫
B Rn
µpn
(0)
∣∣∣∣∣u+pn(µpnx+ gjxpn)u+pn(xpn) dx
∣∣∣∣∣
(pn+1)
dx
= lim
n
∫
BRn (g
jxpn)
∣∣u+pn∣∣(pn+1)
(µpn)
2
∣∣u+pn(xpn)∣∣(pn+1) dx
= lim
n
pn∣∣u+pn(xpn)∣∣2
∫
BRn (g
jxpn)
∣∣u+pn∣∣(pn+1) dx
(2.5)
≤ lim
n
pn
∫
BRn (g
jxpn)
∣∣u+pn∣∣(pn+1) dx. (3.10)
Summing on j = 0, . . . , h− 1, using (3.8), (3.2), (3.3) and (2.2) we get:
h · 8π ≤ lim
n
pn
h−1∑
j=0
∫
BRn (g
jxpn)
∣∣u+pn∣∣(pn+1) dx
(3.8)
≤ lim
n
pn
∫
N+pn
∣∣u+pn∣∣(pn+1) dx
= lim
n
(
pn
∫
Ω
|upn |(pn+1) − pn
∫
N−pn
∣∣u−pn∣∣(pn+1)
)
dx
(3.2)+(3.3)
≤ (α− 1) · 8πe
α<5
< 4 · 8πe
which is in contradiction with our assumption (3.1) on |G|. 
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Remark 3.4. If we knew that ‖up‖∞ ≥
√
e, then we would obtain a better estimate in (3.10),
and so Proposition 3.3 would hold under the weaker symmetry assumption |G| ≥ 4.
Corollary 3.5. We have:
(i) O ∈ N+p for p large.
(ii) xi,p ∈ N+p for p large and i = 1, . . . , k.
Proof. By the properties of the solutions (up) we know that the nodal line NLp is the boundary
of a domain containing O in his interior. Hence if O 6∈ N+pn for a sequence pn → ∞, it would
follow that
d(x+pn , NLpn) ≤ |x+pn |. (3.11)
Dividing by µ+pn and passing to the limit, from Corollary 2.4 (remember that x
+
pn has the role
of x1,pn in the general Proposition 2.2) we get that
|x+pn |
µ+pn
→ +∞
which is a contradiction with Proposition 3.3. So (i) holds.
To prove (ii) let us argue again by contradiction assuming that for a sequence pn → +∞,
upn(xi,pn) < 0 holds for some i ∈ {1, . . . , k}. Then
d(xi,pn , NLpn) ≤ |xi,pn |
so that, exactly with the same proof as in i), we reach a contradiction with Proposition 3.3. So
(ii) holds. 
Proposition 3.6. The maximal number k of families of points (xi,p), i = 1, . . . , k, for which
(P k1 ), (P
k
2 ) and (P
k
3 ) hold is 1.
Proof. Let us assume by contradiction that k > 1 and set x+p = x1,p. For a family (xj,p),
j ∈ {2, . . . , k} by Proposition 3.3, there exists C > 0 such that
|x1,p|
µ1,p
≤ C and |xj,p|
µj,p
≤ C.
Thus, since by definition µ+p = µ1,p ≤ µj,p, also
|x1,p|
µj,p
≤ C.
Hence
|x1,p − xj,p|
µj,p
≤ |x1,p|+ |xj,p|
µj,p
≤ C as p→ +∞,
which contradicts (Pk1 ). 
Then we easily get
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Corollary 3.7. There exists C > 0 such that for any family (xp)p ⊂ Ω, one has
|xp|
µp
≤ C (3.12)
for p large.
Proof. By Proposition 3.3, (3.12) holds for x+p . Since, by Proposition 3.6, k = 1, applying (P13 )
to the points (xp), for xp 6= x+p , we have
|xp − x+p |
µp
≤ C.
By definition, µ+p ≤ µp, hence we get
|xp|
µp
≤ |xp − x
+
p |
µp
+
|x+p |
µp
≤ |xp − x
+
p |
µp
+
|x+p |
µ+p
≤ C.

Proposition 3.8. Let (xp) ⊂ Ω be such that µ−2p := p|up(xp)|p−1 → +∞ and assume that the
rescaled functions vp(x) :=
p
up(xp)
(up(xp+µpx)−up(xp)) converge to U in C1loc(R2 \{− limp xpµp })
as p→ +∞ (U as in (2.8)). Then
|xp|
µp
→ 0 as p→ +∞. (3.13)
As a byproduct we deduce that vp → U in C1loc(R2 \ {0}), as p→ +∞.
Proof. By Corollary 3.7 we know that
|xp|
µp
≤ C. Assume by contradiction that |xp|µp → ℓ > 0. Let
g ∈ G such that |xp − gxp| = Cg|xp| with constant Cg > 1 (such a g exists because G is a group
of rotation about the origin). Hence
|xp − gxp|
µp
= Cg
|xp|
µp
→ Cgℓ > ℓ.
Then x∞ := limp→+∞
gxp−xp
µp
∈ R2 \ {− limp xpµp } and so by the C1loc convergence we get
vp(
gxp − xp
µp
)→ U(x∞) < 0 as p→ +∞.
On the other side, for any g ∈ G, one also has
vp(
gxp − xp
µp
) =
p
up(xp)
(up(gxp)− up(xp)) = 0,
by the symmetry of up and this gives a contradiction. 
Proposition 3.9. Let (xp) be a family of points satisfying the same assumptions as in Propo-
sition 3.8. Then
either
dist(xp, NLp)
µp
→ +∞ or dist(xp, NLp)
µp
→ 0 as p→ +∞.
Moreover if up(xp) > 0 then
dist(xp, NLp)
µp
→ +∞ as p→ +∞.
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Proof. By Proposition 3.8 the rescaled functions vp converge to U in C
1
loc(R
2 \ {0}). Therefore
in order to prove the first assertion we can argue exactly as in the proof of Corollary 2.4 but
now we cannot exclude ℓ = 0 because we do not have the convergence of vp in the whole R
2.
If instead we know that up(xp) > 0, then we show that the second alternative cannot occur.
Indeed, assume by contradiction that there exists zp ∈ NLp such that |xp−zp|µp → 0. Let yp ∈ ∂Ω
such that
|xp−yp|
µp
→ +∞ and define a continuous curve γp : [0, 1] → N−p such that γp(0) = zp,
γp(1) = yp. Then, by continuity, there exists tp ∈ [0, 1] such that |xp−sp|µp → 1 for sp := γp(tp).
Therefore vp
(
sp−xp
µp
)
→ U(x∞) < 0 as p→ +∞ for a point x∞ such that |x∞| = 1. On the other
hand, since up(xp) > 0, it follows also that vp
(
sp−xp
µp
)
≤ −p→ −∞, giving a contradiction. 
4. G-symmetric case: asymptotic analysis about the minimum points and proof
of Theorem 1.2
As defined in the introduction we consider a family (x−p ) of minimum points of up.
By Lemma 2.1 we have that p|up(x−p )|p−1 → +∞ as p → +∞. So defining µ−p by (µ−p )−2 :=
p|up(x−p )|p−1, we have by (P13 ) that
|x+p − x−p |
µ−p
≤ C (4.1)
for p large. Moreover, since we already know that
d(x+p ,NLp)
µ+p
→ +∞ as p → +∞, we deduce
|x+p −x−p |
µ+p
→ +∞ as p→ +∞, and in turn by (4.1) we get
µ+p
µ−p
→ 0 as p→ +∞. (4.2)
Note that (4.1) and (4.2) more generally hold for any family of points (xp) such that up(xp) < 0
and p|up(xp)|p−1 → +∞.
By Corollary 3.7 we have
|x−p |
µ−p
≤ C, (4.3)
so there are two possibilities: either
|x−p |
µ−p
→ ℓ > 0 or |x−p |
µ−p
→ 0 as p → +∞, up to subsequences.
We will exclude the latter case.
We start with a preliminary result:
Lemma 4.1. For x ∈ Ω|x−p | := {y ∈ R
2 : y|x−p | ∈ Ω} let us define the rescaled function
w−p (x) :=
p
up(x
−
p )
(
up(|x−p |x)− up(x−p )
)
.
Then
w−p → γ in C1loc(R2 \ {0}) as p→ +∞, (4.4)
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where γ ∈ C1(R2 \ {0}), γ ≤ 0, γ(x∞) = 0 for a point x∞ ∈ ∂B1(0) and it is a solution to
−∆γ = ℓ2eγ in R2 \ {0}.
In particular γ ≡ 0 when ℓ = 0.
Proof. (4.3) implies that |x−p | → 0, so it follows that the set Ω|x−p | → R
2 as p→ +∞.
By definition we have
w−p ≤ 0 and wp(
x−p
|x−p |
) = 0 (4.5)
and
w−p = −p on ∂
(
Ω
|x−p |
)
.
Moreover, for x ∈ Ω|x−p | we define ξp := |x
−
p |x and µξp as µ−2ξp := p|up(ξp)|p−1. Thanks to (1.1) we
then have
| −∆w−p (x)| =
p|x−p |2|up(ξp)|p
|up(x−p )|
=
|up(ξp)|
|up(x−p )|
|x−p |2
µ2ξp
≤ c∞
|x−p |2
µ2ξp
, (4.6)
where c∞ := limp ‖up‖∞. Then, observing that |x
−
p |
µξp
≤ C|x| by Corollary 3.7 applied to ξp, we have
| −∆w−p (x)| ≤
c∞C2
|x|2 .
Namely for any R > 0
| −∆w−p | ≤ c∞C2R2 in
Ω
|x−p |
\B 1
R
(0). (4.7)
So, similarly as in Step 1 of the proof of Proposition 2.2 (using now that w−p (
x−p
|x−p |) = 0), it
follows that for any R > 1 (
x−p
|x−p | ∈ ∂B1(0) ⊂ BR(0)\B 1R (0) for R > 1), w
−
p is uniformly bounded
in BR(0) \B 1
R
(0).
After passing to a subsequence, standard elliptic theory applied to the following equation
−∆w−p (x) =
|x−p |2
(µ−p )2
(
1 +
w−p (x)
p
)∣∣∣∣∣1 + w−p (x)p
∣∣∣∣∣
p−1
(4.8)
gives that w−p is bounded in C2loc(R
2 \ {0}) . Hence (4.4) and the properties of γ follow.
In particular when ℓ = 0 it follows that γ is harmonic in R2 \ {0} and γ(x∞) = 0 for some point
x∞ ∈ ∂B1(0), therefore by the maximum principle we obtain γ ≡ 0. 
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Proposition 4.2. There exists ℓ > 0 such that
|x−p |
µ−p
→ ℓ as p→ +∞.
Proof. By Corollary 3.7 we know that
|x−p |
µ−p
→ ℓ ∈ [0,+∞). Let us suppose by contradiction that
ℓ = 0. Then Lemma 4.1 implies that
w−p → 0 in C1loc(R2 \ {0}) as p→ +∞. (4.9)
By (1.1), applying the divergence theorem in B|x−p |(0) we get
p
∫
∂B|x−p |
(0)
∇up(y) · y|y| dσ(y) = p
∫
B|x−p |
(0)∩N−p
|up(x)|p dx− p
∫
B|x−p |
(0)∩N+p
|up(x)|p dx. (4.10)
Scaling up with respect to |x−p | as in Lemma 4.1, by (4.9) we obtain∣∣∣∣∣∣p
∫
∂B|x−p |
(0)
∇up(y) · y|y| dσ(y)
∣∣∣∣∣∣ =
∣∣∣∣∣p
∫
∂B1(0)
|x−p |∇up(|x−p |x) ·
x
|x| dσ(x)
∣∣∣∣∣
=
∣∣∣∣∣
∫
∂B1(0)
up(x
−
p )∇w−p (x) ·
x
|x| dσ(x)
∣∣∣∣∣
≤ |up(x−p )|2π sup
|x|=1
|∇w−p (x)| = op(1). (4.11)
Now we want to estimate the right hand side in (4.10). We first observe that scaling around |x−p |
with respect to µ−p we get
p
∫
B|x−p |
(0)∩N−p
|up(x)|p dx = p
∫
B1(0)∩ N
−
p
|x−p |
|up(|x−p |y)|p|x−p |2 dy
≤ c∞
∫
B1(0)∩ N
−
p
|x−p |
|up(|x−p |y)|p−1
|up(x−p )|p−1
|x−p |2
(µ−p )2
dx
= op(1), (4.12)
where in the last equality we have used that
|up(|x−p |y)|p−1
|up(x−p )|p−1 ≤ 1, since |x
−
p |y ∈ N−p and that by
assumption
|x−p |
µ−p
→ 0.
Next we claim that there exists p¯ such that for any p ≥ p¯
Bµ+p (x
+
p ) ⊂ B|x−p |(0). (4.13)
Indeed, Corollary 2.4 implies that
+∞ = lim
p
d(x+p , NLp)
µ+p
≤ lim
p
|x+p − x−p |
µ+p
≤ lim
p
|x+p |
µ+p
+ lim
p
|x−p |
µ+p
= lim
p
|x−p |
µ+p
,
where the last equality follows from Proposition 3.8 (i.e.
|x+p |
µ+p
→ 0). Hence for any x ∈ B1(0) we
have
|x+p + µ+p x|
|x−p |
≤ |x
+
p |
|x−p |
+
µ+p
|x−p |
≤ 2µ
+
p
|x−p |
→ 0 as p→ +∞,
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and so (4.13) is proved.
Hence by (4.13) and scaling around x+p with respect to µ
+
p we obtain
p
∫
B|x−p |
(0)∩N+p
|up(x)|p dx ≥ p
∫
B
µ
+
p
(x+p )
|up(x)|pdx = c∞
∫
B1(0)
eUdx+ op(1). (4.14)
Collecting (4.10), (4.11), (4.12) and (4.14) we get clearly a contradiction.

Next we show that the nodal line shrinks to the origin faster than µ−p as p→ +∞.
Proposition 4.3. We have
max
yp∈NLp
|yp|
µ−p
→ 0 as p→ +∞.
Proof. By Proposition 4.2 it is enough to prove that
max
yp∈NLp
|yp|
|x−p |
→ 0 as p→ +∞.
First we show that, for any yp ∈ NLp, the following alternative holds:
either
|yp|
|x−p |
→ 0 or |yp||x−p |
→ +∞ as p→ +∞. (4.15)
Indeed assume by contradiction that
|yp|
|x−p | → m ∈ (0,+∞). Then w
−
p (
yp
|x−p |) = −p→ −∞. But we
have proved in Lemma 4.1 that w−p (
yp
|x−p |) → γ(ym) ∈ R, where ym is such that |ym| = m > 0,
and this gives a contradiction.
To conclude the proof we have then to exclude the second alternative in (4.15). For yp ∈ NLp,
let us assume by contradiction that
|yp|
|x−p | → +∞ and let us observe that
∃ zp ∈ NLp such that |zp||x−p |
→ 0 as p→ +∞. (4.16)
Indeed in the previous section we have shown that O ∈ N+p , hence there exists tp ∈ (0, 1) such
that zp := tpx
−
p ∈ NLp. Since |zp||x−p | < 1, by (4.15) we get (4.16).
Then for any M > 0 there exists αMp ∈ NLp such that |α
M
p |
|x−p | → M and this is in contradiction
with (4.15). 
Finally we can analyze the local behavior of up around the minimum point x
−
p . Note that by
Proposition 3.8 and Proposition 4.2 we can already claim that the rescaling v−p about x−p (see
(4.17) below) cannot converge to the regular solution U of the Liouville problem (1.6), such that
U(0) = 0 in R2 \ {0}.
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Proposition 4.4. The scaling of up around x
−
p
v−p (x) :=
p
up(x
−
p )
(
up(µ
−
p x+ x
−
p )− up(x−p )
)
(4.17)
defined on Ω˜−p converges (passing to a subsequence) in C1loc(R
2 \ {x∞}) to the function
Vℓ(x) := log
(
2α2βα|x− x∞|α−2
(βα + |x− x∞|α)2
)
,
where α =
√
2ℓ2 + 4, β = ℓ
(
α+2
α−2
)1/α
and x∞ ∈ R2, |x∞| = ℓ and ℓ = limp |x
−
p |
µ−p
> 0.
The function V (x) := Vℓ(x+ x∞) is a radial singular solution of (1.10) for H = H(ℓ).
Proof. Let us consider the translations of (4.17):
s−p (x) := v
−
p
(
x− x
−
p
µ−p
)
=
p
up(x
−
p )
(up(µ
−
p x)− up(x−p )), x ∈
Ω
µ−p
which solve
−∆s−p (x) =
∣∣∣∣∣1 + s−p (x)p
∣∣∣∣∣
p−1(
1 +
s−p (x)
p
)
,
and
s−p (
x−p
µ−p
) = 0,
s−p ≤ 0.
Observe that Ω
µ−p
→ R2 as p→ +∞.
We claim that for any fixed r > 0, | −∆s−p | is bounded in Ωµ−p \Br(0).
Indeed Proposition 4.3 implies that if x ∈ N+p
µ−p
, then |x| ≤
max
zp∈NLp
|zp|
µ−p
< r, for p large, hence(
Ω
µ−p
\Br(0)
)
⊂ N
−
p
µ−p
for p large
and so the claim follows observing that for x ∈ N−p
µ−p
, then | −∆s−p (x)| ≤ 1.
Hence, by the arbitrariness of r > 0, s−p → V in C1loc(R2 \ {0}) where V is a solution of
−∆V = eV in R2 \ {0}
which satisfies V ≤ 0 and V (xℓ) = 0 where xℓ := limp x
−
p
µ−p
and |xℓ| = ℓ by Proposition 4.2.
Moreover eV ∈ L1(R2), indeed for any r > 0 and for any ε ∈ (0, 1)∫
B 1
r
(0)\Br(0)
eV dx ≤
∫
B 1
r
(0)\Br(0)
|up(µ−p x)|p+1
|up(x−p )|p+1
dx+ op(1)
=
p
|up(x−p )|2
∫
B
µ
−
p
r
(0)\B
rµ
−
p
(0)
|up(y)|p+1dy + op(1)
Lemma 2.1(iii)
≤ p
(1− ε)2
∫
Ω
|up(y)|p+1dy + op(1)
Lemma 3.1
< +∞.
26
Observe that if V would solve −∆V = eV in the whole R2 then necessarily V (x) = U(x − xℓ).
As a consequence v−p (x) = s−p (x+
x−p
µ−p
) → V (x + xℓ) = U(x) in C1loc(R2 \ {−xℓ}). Observe that
xℓ = limp
x−p
µ−p
and so Proposition 3.8 would imply that
|x−p |
µ−p
→ 0 as p → +∞, and this is in
contradiction with Proposition 4.2. Thus, by [9, 10, 11] and the classification in [8] we have that
V solves, for some η > 0, the following entire equation{ −∆V = eV − 4πηδ0 in R2∫
R2
eV dx = 8π(1 + η),
(4.18)
where δ0 denotes the Dirac measure centered at the origin.
We claim that V is radial.
Indeed, by the classification given in [21], we have that either V is radial, or η ∈ N and V is
(η+1)-symmetric. Suppose by contradiction that η ∈ N and V is (η+1)-symmetric, then, since
V is the limit of s−p (which is G-symmetric with |G| ≥ 4 e) we get η + 1 ≥ 4 e and so∫
R2
eV dx ≥ 4 e · 8π. (4.19)
On the other hand for any R > 0:∫
BR(0)\B 1
R
(0)
eV dx ≤ lim
p→+∞
∫
BR(0)\B 1
R
(0)
∣∣∣∣∣up(µ−p x)up(x−p )
∣∣∣∣∣
p+1
dx
= lim
p→+∞
p
u2p(x
−
p )
∫
B
Rµ
−
p
(0)\B
µ
−
p
R
(0)
|up(y)|p+1dy
(∗)
≤ lim
p→+∞
p
u2p(x
−
p )
(∫
Ω
|up(y)|p+1dy −
∫
N+p
|up(y)|p+1dy
)
(♯)
≤ (α− 1) · 8πe (4.20)
where in (∗) we have used that, by Proposition 4.3, N+p ⊂ Bµ−p
R
(0) and in (♯) we have applied
(2.5), Lemma 3.1 and (3.2). By the arbitrariness of R from (4.20) we then get∫
R2
eV dx ≤ (α− 1) e · 8π. (4.21)
Last, using the assumption α < 5 in (4.21) we get a contradiction with (4.19).
Thus V is radial and V (r) satisfies −V
′′ − 1rV ′ = eV in (0,+∞)
V ≤ 0
V (ℓ) = V ′(ℓ) = 0
.
The solutions of this problem are
V (r) = log
 4
δ2
e
√
2
δ
(log r−y))(
1 + e
√
2
δ
(log r−y))
)2
 (4.22)
for δ > 0, y ∈ R.
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Observe that from V ′(r) = 0 we get 1−
√
2δ
1+
√
2δ
= e
√
2
δ
(log r−y) and moreover V (r) = 0 for r =
√
1−2δ2
δ .
Hence by V (ℓ) = V ′(ℓ) = 0 it follows that ℓ2 = 1−2δ
2
δ2
which implies that δ = 1√
2+ℓ2
. Inserting
this estimate into (4.22) we get
V (r) = log
(
2α2βαrα−2
(βα + rα)2
)
,
where α =
√
2ℓ2 + 4 and β = ℓ
(
α+2
α−2
)1/α
.
The conclusion follows observing that v−p (x) = s−p
(
x+
x−p
µ−p
)
. 
Proof of Theorem 1.2. It follows from all previous results. More precisely, i) follows from (3.12)
and Lemma 2.1. The statement ii) is from Proposition 4.3. Finally the asymptotic behavior of
the rescaled functions v+p and v
−
p are shown in Proposition 3.2 and Proposition 4.4. 
Remark 4.5. By (4.2) applied to any (xp)p ⊂ Ω such that up(xp) < 0, µ−2p = p|up(xp)|p−1 →
+∞, we easily derive
p
(
up(x
+
p ) + up(xp)
)→ +∞.
Indeed if by contradiction
pn
(
upn(x
+
pn) + upn(xpn)
)→ K ≥ 0 (4.23)
Then, setting c∞ := limp up(x+p ) > 0, we would have
µ+p
2
µp2
=
( |up(xp)|
up(x
+
p )
)p−1
=
1− p(up(x
+
p )+up(xp))
up(x
+
p )
p

p−1
p→+∞→ e−K/c∞ 6= 0,
which is in contradiction with (4.2).
Thus in particular
p
(
up(x
+
p ) + up(x
−
p )
)→ +∞,
which means, in the notation of [16], that up is of type B
′.
Remark 4.6. It is not difficult to prove an analogous of Theorem 1.2 for higher energy solutions,
under stronger symmetry assumptions. Precisely one could substitute the assumptions (3.1) and
(3.2) by
|G| ≥ me (4.24)
and
p
∫
Ω
|∇up|2 ≤ α 8πe (4.25)
for some α < m+ 1 and p large, for any m ∈ N \ {0}.
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5. Further results and open questions
The asymptotic result of Theorem 1.2 together with the existence result of [12] shows the
presence of sign changing G-symmetric solutions of (1.1) whose limit profile, as p → +∞,
looks like the superposition of (at least) two different signed bubbles coming, roughly speaking,
from a regular and a singular solution of (1.6) and (1.10).
The two bumps could carry different energies but we cannot precisely estimate them so to say
that they “exhaust” all the energy of the solutions up which is bounded by (1.11). This means
that “a priori” one could think that other bumps could develop as p → +∞. We believe that
this is not the case, as it happens in the radial setting studied in [17].
A partial result in this direction is obtained in the next proposition which exclude the presence
of other positive bumps having the limit profile of a regular solution of (1.6).
Proposition 5.1. Under the same assumptions of Theorem 1.2, let (xp) ⊂ Ω be such that
µ−2p := p|up(xp)|p−1 → +∞ and assume that
up(xp) > 0
and that the rescaled functions vp(x) :=
p
up(xp)
(up(xp+µpx)−up(xp)) converge to U in C1loc(R2 \
{0}). Then
xp = x
+
p + op(1)µ
+
p
µ+p
µp
→ 1 as p→ +∞
up(xp)→ c∞ as p→ +∞
where c∞ := limp ‖u+p ‖∞.
So, roughly speaking, scaling about xp with respect to its parameter we obtain the same bubble
appearing from the scaling about x+p with respect to µ
+
p .
Proof. Step 1. The following alternative holds:
either
|x+p − xp|
µ+p
→ 0 or |x
+
p − xp|
µ+p
→ +∞ as p→ +∞. (5.1)
Indeed if by contradiction there exists C > 0 such that
|x+p −xp|
µ+p
→ C, then by Proposition 3.2
we get, for xC := limp
xp−x+p
µ+p
, xC ∈ ∂BC(0):
v+p
(
xp − x+p
µ+p
)
→ U(xC) ∈ (−∞, 0) as p→ +∞
and so
|x+p − xp|
µp
==
|x+p − xp|
µ+p
1 + v+p (xp−x
+
p
µ+p
)
p

p−1
2
→ CeU(x∞)2 > 0 as p→ +∞.
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This yields to a contradiction because by Proposition 3.8
|x+p − xp|
µp
≤ |xp|
µp
+
|x+p |
µ+p
→ 0 as p→ +∞.
Step 2. We prove that only the first alternative in (5.1) holds, namely
|x+p − xp|
µ+p
→ 0 as p→ +∞. (5.2)
Suppose by contradiction that
|x+p −xp|
µ+p
→ +∞. As a consequence, by Proposition 2.6, we have
µ+p
µp
→ 0. (5.3)
By the divergence theorem, for any r > 0 and p ≥ pr we also have:
− p
∫
∂Brµp (xp)
∇up(y) · y − xp|y − xp| dσ(y) = −p
∫
Brµp(xp)
∆up(x) dx =
= p
∫
Brµp(xp)
|up(x)|p dx, (5.4)
where for the last equality we have used (1.1), the assumption up(xp) > 0 and Proposition 3.9
to deduce that, for p ≥ pr, Brµp(xp) ⊂ N+p .
Now, since the function U introduced in (2.8) is in C∞(R2), it is possible to fix r > 0 fulfilling
the following condition:
2πr sup
|x|=r
|∇U(x)| ≤ 2
3
∫
B1(0)
eU dx. (5.5)
With this choice of r we estimate the two terms of (5.4).
By Proposition 3.8 and (5.3), there exists p′r such that for any p ≥ p′r Bµ+p (x+p ) ⊂ Brµp(xp);
moreover, using the convergence of v+p to U in C
1
loc(R
2), we get
p
∫
Brµp (xp)
|up(x)|p dx ≥ p
∫
B
µ
+
p
(x+p )
|up(x)|p dx
=
∫
B1(0)
|up(x+p + µ+p y)|p
|up(x+p )|p−1
dy
= up(x
+
p )
∫
B1(0)
∣∣∣∣∣1 + up(x+p + µ+p y)− up(x+p )up(x+p )
∣∣∣∣∣
p
dy
= up(x
+
p )
∫
B1(0)
∣∣∣∣∣1 + v+p (y)p
∣∣∣∣∣
p
dy
= c∞
∫
B1(0)
eU + op(1), (5.6)
where c∞ := limp→+∞ ‖up‖∞.
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Finally, rescaling up around xp with respect to µp, by the convergence of vp to U in C
1
loc(R
2\{0})
we obtain for p ≥ p′′r∣∣∣∣∣p
∫
∂Brµp (xp)
∇up(y) · y − xp|y − xp| dσ(y)
∣∣∣∣∣ =
∣∣∣∣∣
∫
∂Br(0)
up(xp)∇vp(x) · x|x| dσ(x)
∣∣∣∣∣
= up(xp)
∣∣∣∣∣
∫
∂Br(0)
∇vp(x) · x|x| dσ(x)
∣∣∣∣∣
≤ up(xp) 2πr sup
|x|=r
|∇vp(x)|
≤ c∞2πr sup
|x|=r
|∇U(x)|+ op(1). (5.7)
In conclusion, by our choice of r, collecting (5.6) and (5.7) we derive for p ≥ max{pr, p′r, p′′r}:
0 < c∞
∫
B1(0)
eU dx+ op(1) ≤ p
∫
Brµp(xp)
|up(x)|p dx
=
∣∣∣∣∣p
∫
∂Brµp(xp)
∇up(y) · y − xp|y − xp| dσ(y)
∣∣∣∣∣
≤ c∞2πr sup
|x|=r
|∇U(x)|+ op(1)
(5.5)
≤ c∞ 2
3
∫
B1(0)
eU dx+ op(1),
which is clearly a contradiction.
Step 3. Conclusion of the proof.
By (5.2) and Proposition 3.2 we get:
v+p
(
xp − x+p
µ+p
)
→ U(0) = 0 as p→ +∞,
and so (
µ+p
µp
)2
=
(
up(xp)
up(x
+
p )
)p−1
=
1 + v+p
(
xp−x+p
µ+p
)
p

p−1
→ 1 as p→ +∞
and
up(xp)
up(x
+
p )
− 1 = 1
p
v+p
(
xp − x+p
µ+p
)
→ 0 as p→ +∞.

Remark 5.2. We are not able to get a similar result in the negative nodal region i.e. for points
(xp) ⊂ Ω such that up(xp) < 0 and µ−2p := p|up(xp)|p−1 → +∞.
In this case, using Proposition 4.3, Corollary 3.7 and Proposition 4.2 it is easy to get that
max
yp∈NLp
|xp − yp|
µp
≤ C and |xp − x
−
p |
µp
≤ C (5.8)
for p large, which seems to indicate that there are no other negative bumps other than the one
previously found.
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As previously said the main reason why we cannot exclude the presence of other bubbles, under
the hypothesis of Theorem 1.2, is that we cannot precisely estimate the energy carried by each
bubble so to use the bound (1.11) to say that the two bubbles given by rescaling about x+p and
x−p use all the available energy. Let us point out that the energy carried by each of these bubbles
depends on two quantities:
i) the energy of the solution of the limit problem (related to the bubble)
ii) the limit values of up(x
+
p ) or up(x
−
p ).
In the case of the positive bubble obtained by rescaling about x+p we know i) but we miss a
good estimate of up(x
+
p ) in ii). Motivated by the results concerning the radial situation ([17])
we conjecture that
(C1) lim
p
up(x
+
p ) = A
+ >
√
e.
Note that if we knew this we could reduce the assumption on the symmetry group G, by just
requiring |G| ≥ 4, as in [12] (see the proof of Proposition 3.3 and Remark 3.4).
In the case of the negative bubble obtained by rescaling about x−p we neither have a good
estimate of the energy of the singular solution of the limit problem (since it depends on the
constant ℓ = limp→+∞
|x−p |
µ−p
> 0) nor a good estimate of up(x
−
p ). Thinking again of the radial
solution ([17]) we conjecture that
(C2) lim
p
p
∫
Ω
|∇u−p | = B− > 8πe
and
(C3) lim
p
up(x
−
p ) = A
−, 1 < A− <
√
e.
More generally we believe that estimates analogue to (C1), (C2) and (C3) should hold for
bubble tower solutions of (1.1) in general domains.
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