A pairwise distance preserver of a graph G is a sparse subgraph that exactly preserves all pairwise distances within a given set of node pairs P . A famous and indispensable upper bound in this area is the Shortest Path Tree Lemma: there always exists a preserver of G, P := {s} × V on O(n) edges (or equivalently, O(|P |) edges since here |P | = n). The Shortest Path Tree Lemma is extremely powerful and well applied, but its main drawback is the rigid structure it requires for P . In this paper, we generalize the Shortest Path Tree Lemma by asking whether this is really necessary: are there situations in which we can always find a preserver with density linear in n or |P |, without assuming that P has any particular structure?
1. All G, P has a distance preserver on O(n) edges whenever |P | = O(n 1/3 ), even if G is directed and/or weighted.
2. All G, P has a distance preserver on O(|P |) edges whenever |P | = Ω n 2 RS(n) , and G is undirected and unweighted.
In the latter result, RS(n) is the Ruzsa-Szemerédi function from combinatoric graph theory. It is a major open question with far-reaching implications to determine the value of RS(n), but it is currently conceivable that RS(n) is large enough to dominate any polylog factor. Thus, we obtain surprising O(|P |) sized preservers even when |P | is smaller than n 2 by a super-polylog factor in possibly all graphs, and any exception graphs have been overlooked by researchers in diverse fields for the last 70 years and thus will likely be very hard to find.
Towards algorithmic applications, we further show that both of these distance preservers can be computed within essentially the best time bounds that can be expected.
The preserver, of course, is simply a shortest path tree rooted at s (or a BFS tree in the unweighted setting). It would be impossible to properly survey the utility and importance of this lemma in theoretical computer science, or to acknowledge all of the algorithms that rely on shortest path/BFS trees in some way. The Shortest Path Tree Lemma is so useful because it provides us with a distance preserver on O(n) edges (or equivalently O(|P |) edges, since here |P | = n) and this is the sparsest preserver one can hope for: Ω(|P |) edges are trivially required in a preserver when the underlying graph is a clique, and Ω(n) edges are trivially required in a preserver when the underlying graph is a path.
Essentially the only drawback of the Shortest Path Tree Lemma is that it can only be applied when the set of node pairs P has the specific form P = S × V . In many natural applications (including all those listed above), P can instead have a different structure, or perhaps P has no meaningful structure at all. Here, the Shortest Path Tree Lemma is not so useful; in fact, it is known that a naive application can sometimes overshoot the worst-case number of edges needed in a preserver by a significant polynomial factor [14] . Conventional wisdom holds that we must give up hope in these situations and resign ourselves to preservers of size ω(|P | + n). However, perhaps surprisingly, in many broad situations it is still conceivable that preservers of size O(n) or O(|P |) are somehow still available despite the lack of structure on P ! This is the question we study in this paper: when can we build preservers of size O(n) or O(|P |) without assuming any structure at all for P ? We view these linear-sized distance preservers as natural generalizations of shortest path trees, with promise for similar algorithmic applications.
In fact, we do not need to speculate on the potential applications of these preservers; the limited prior work on the subject has already led to major improvements in several notable fields. There has been one important prior upper bound in this regime: Coppersmith and Elkin [20] showed that all undirected graphs G and sets of node pairs P of size |P | = O(n 1/2 ) have a linear-sized preserver on O(n) edges. In turn, Elkin and Pettie [29] used this fact to build the first linear-size log n stretch path reporting distance oracle, and Bodwin and Vassilevska W. [14] have converted this fact into the current best upper bound on additive spanners with non-constant error [14] . Coppersmith and Elkin also showed some lower bounds, including: (1) In the weighted setting, whenever ω(n 1/2 ) = |P | = o(n 2 ), then sometimes ω(n + |P |) edges are needed in a preserver, and (2) in the unweighted setting, whenever ω(n 1/2 ) = |P | = n 2 2 ω( √ log n) , sometimes ω(n + |P |) edges are needed in a preserver. These lower bounds have also proven extremely useful: Abboud and Bodwin used these to prove lower bounds against pairwise spanners [1] , and the same authors later used these to settle a long-standing open question about the optimal sparsity of additive spanners with constant error [2] .
With these applications successes in mind, it seems quite important to complete our understand of when linear-sized distance preservers do and don't exist. Currently, two major knowledge gaps remain:
• In the unweighted setting, it is conceivable that all G, P has a preserver on O(|P |) edges whenever |P | = n 2 /2 O( √ log n) . However, nothing nontrivial (i.e. of the form |P | = o(n 2 )) is currently known.
• In the directed setting, it is conceivable that all G, P has a preserver on O(n) edges whenever |P | = O(n 1/2 ). However, nothing nontrivial (i.e. of the form |P | = ω(1)) is currently known.
These are the precise questions that we attack in this paper. Intuitively, it is tempting to think that any nontrivial upper bounds in these settings are too good to be true. First, we can see that the argument that gives us an O(n) sparsity bound on BFS trees very quickly falls apart when we lose the structure P = S × V : each new path could now potentially cost us many new edges. The upper bounds argument in [20] mentioned above deteriorates similarly. Second, we can see that it sometimes requires Ω(n) edges just to preserve the distance for a single pair of nodes, in the case where the graph is a long path. If one expects simplicity in the theory of distance preservers, it is natural to expect that a smooth generalization should hold; i.e. ω(1) pairs sometimes require ω(n) edges.
In this paper, however, we are able to show that these intuitions are unequivocally wrong. Our main results establish the first nontrivial upper bounds in both of the settings mentioned above. Thus, we obtain a decisive positive answer to the high-level question raised in this paper: there are surprisingly broad settings in which the excellent "shortest-path-tree-like" sparsity guarantees are available for all preservers, even without assuming any structure at all for P .
Our Results
Linear-Sized Preservers for Directed Weighted Graphs. Our first main result demonstrates the existence of nontrivial linear-sized preservers even in the most general setting of directed and weighted graphs. We show:
Theorem. For any graph G (even possibly weighted and/or directed), for any set of node pairs P of size |P | = O(n 1/3 ), there exists a preserver of G, P on O(n) edges.
Previously, no nontrivial upper bounds were known even for directed unweighted graphs; i.e. it was conceivable that even a slightly super-constant number of pairs would sometimes require ω(n) edges for a distance preserver.
We remark that this theorem implies the ostensibly more general claim that all G, P has a distance preserver on O(n 2/3 |P | + n) edges. This follows by partitioning the pair set into groups of size O(n 1/3 ) each, applying our theorem to each group, and then taking a union bound over the size of the individual preservers. This generalization improves on the previous bound for distance preservers of directed weighted graphs (O(n|P | 1/2 ) edges, from [20] ) whenever |P | = o(n 2/3 ).
Linear-Sized Preservers for Undirected Unweighted Graphs. Our second main result establishes the existence of preservers of size O(|P |) whenever P is sufficiently large. It is known that nothing nontrivial is possible here for weighted graphs: when |P | = o(n 2 ) sometimes ω(|P |) edges are required in a preserver [20] . Surprisingly, we are able to show a nontrivial upper bound in the unweighted setting:
Theorem. For all unweighted undirected graphs G and sets of node pairs P , if |P | = Ω n 2 RS(n) , then there exists a preserver of G, P on O(|P |) edges.
Here, RS(n) = n o(1) is the Ruzsa-Szemerédi function, which will be discussed at length below. The exact asymptotic value of RS(n) is open, but it is known that RS(n) = ω(1), and despite considerable attention from several research communities, the best known upper bound has been RS(n) = 2 O( √ log n) for the last 70 years [10] . 1 Thus, we conceivably obtain O(|P |) sized preservers even when P is smaller than n 2 by a super polylog factor. If there exists a graph for which these savings do not apply, then this graph has been overlooked by many researchers for a long time, and so it will likely be quite hard to discover.
Beyond intrinsic interest, there are several particularly meaningful consequences of this result that we wish to discuss. First, it implies a previously unknown separation between the weighted and unweighted settings for distance preservers. Before this upper bound, it was conceivable that the worst-case sparsities of distance preservers for weighted and unweighted graphs were completely identical. Now, our new theorem implies that the worst-case density of a distance preserver in the weighted setting is indeed asymptotically larger than the worst-case preserver density in the unweighted setting (at least for a certain range of |P |).
Second, we remark that there is a matching technical lower bound for this theorem. This is due to the corresponding state-of-the-art lower bound construction in [20] , which states that n 2 /2 Ω( √ log n) pairs sometimes requires ω(|P |) edges. Since RS(n) is conceivably as large as 2 O( √ log n) , it is possible that this lower bound is fully tight. Even if not, any improvement to this lower bound implies a new upper bound for RS(n) (via our new theorem), and since this has escaped researchers from diverse fields for the last 70 years, it will likely be very hard to find. This intuition is further reinforced by the fact that the lower bound construction for distance preservers in [20] approaches the state-of-the-art lower bound construction for the RS(n) function (via the sum-free set construction in [26] ) as |P | gets close to n 2 /2 Ω( √ log n) . Thus, our new theorem suggests deep connections between two problems, and it seems likely difficult to make progress on one without making progress on the other.
Third, this result contains an interesting technical contribution. It was shown in [14] that, to obtain O(|P |)-sized preservers when |P | = o(n 2 ), some very unusual method of breaking shortest path ties will be necessary. In particular, it was shown that the most natural method of "consistently" breaking shortest path ties cannot suffice to prove any theorem along these lines. In this paper, we evade this technical lower bound by introducing a new method of "lazily" breaking shortest path ties. Since virtually every algorithms paper involving shortest paths uses simple "consistent" tiebreaking, we consider it very interesting that we can establish a broad setting in which consistent tiebreaking is provably suboptimal. Consistent tiebreaking will be defined formally later in the body of the paper.
Fourth, this exact setting -distance preservers for undirected unweighted graphs with very large |P | -was recently used by Abboud and Bodwin to resolve a long-standing open question about the optimal sparsity of additive spanners [2] . In particular, it was shown that there are no +c spanners on n 4/3 /2 Ω( √ log n) edges for any constant c. The function in the denominator here flows from the distance preserver lower bound in [20] , which states that when |P | = n 2 /2 Ω( √ log n) , a preserver sometimes requires ω(|P |) edges. Before our new theorem in this paper, it was conceivable that this distance preserver lower bound could be improved to show that pair sets of size |P | = o(n 2 ) sometimes requires ω(|P |) edges in a preserver. In turn, this would imply that there are no +c spanners on o(n 4/3 ) edges (which matches an upper bound in [9] ). After our new theorem, however, we know that this improvement in the distance preserver lower bound is in fact impossible. Thus, the technique in [2] is fundamentally limited; the strongest claim it can conceivably show is that there are no +c spanners on o(n 4/3 / RS(n) 2/3 ) edges, which (due to the current bounds on RS(n)) essentially matches the current lower bound. New ideas will be needed to improve the spanner lower bound all the way up to o(n 4/3 ), if true. Efficient Computation. As discussed above, our new distance preservers are intended to play a similar role to shortest path/BFS trees in the algorithms literature. In addition to their powerful sparsity guarantees, shortest path/BFS trees are useful because we know how to compute them efficiently (e.g. Dijkstra's Algorithm). If we are to use these distance preservers in algorithmic applications, one might reasonably hope that our distance preservers can be computed with similar efficiency.
Unfortunately, a naive application of any known all-pairs shortest paths algorithms will not suffice to build distance preservers within our new sparsity bounds. The problem is that our sparsity bounds are only obtained under very particular methods of breaking ties between two equally short paths in the graph. When these established algorithms find shortest paths, they do not make any promises about how shortest path ties will be broken. For example, there is a lower bound construction in [14] which implies that, given an unweighted undirected graph G and a set P of Ω n 2 RS(n) = |P | = o(n 2 ) node pairs, computing shortest paths with a naive BFS search can sometimes lead to a suboptimal preserver of size ω(|P |).
Despite this difficulty, we show give alternate algorithms that produce distance preservers within our new sparsity guarantees in similarly efficient runtimes. In the directed weighted setting, we show:
Theorem. Given a directed weighted graph G = (V, E) and a set of node pairs P of size |P | = O(n 1/3 ), one can compute a distance preserver of G, P on O(n) edges in time O(n 1/3 (|E| + n log log n)).
In the undirected unweighted setting, we show:
Theorem. Given an undirected unweighted graph G = (V, E) and a set of node pairs P of size |P | = Ω n 2 RS(n) , one can compute a distance preserver of G, P on O(|P |) edges in O(n log n · |E|) time.
Thus, these preservers can both be computed quite efficiently, and it is quite plausible to use them as subroutines.
The Ruzsa-Szemerédi Function
Here, we will give some more background on the meaning of the function RS(n) from our second preserver. In combinatoric graph theory, a Ruzsa-Szemerédi graph on n nodes is a graph whose edges can be partitioned into n induced matchings. More formally:
Definition (Induced Matching). Given an undirected unweighted graph G = (V, E), a set of edges E ′ ⊆ E is an induced matching if E ′ is a matching, and there exists a set of nodes S ⊆ V such that edges in the subgraph of G induced on S are exactly E ′ .
These graphs are named as such due to the celebrated Ruzsa-Szemerédi Theorem, which states:
Theorem (Ruzsa-Szemerédi Theorem [45] ). The densest Ruzsa-Szemerédi graph on n nodes has o(n 2 ) edges.
We then define:
Definition (RS(n)). The function RS(n) is defined as the largest value such that all Ruzsa-Szemerédi graphs on n nodes have at most n 2 / RS(n) edges.
It is an extremely major open question in combinatorics to determine the asymptotic behavior of RS(n). This would give answers to some fundamental and well-studied questions in geometry, number theory, and computer science; for example, the value of RS(n) is intrinsically related to the triangle removal lemma and its extensions, which determine algorithm complexities in the expansive field of property testing in theoretical computer science, and the value of RS(n) is closely tied to the optimal density of arithmetic progression free sets, which are extremely fundamental objects with applications in number theory and discrete geometry.
The Ruzsa-Szemerédi Theorem was first proved via the Szemerédi Regularity Lemma [46] . Unfortunately, the proof from the Regularity Lemma only implies a weak lower bound of RS(n) = Ω(log * n). 2 In a relatively recent breakthrough, Fox [32] found a new proof that suffices to establish RS(n) = 2 Ω(log * n) .
On the upper bounds side, there have been many nontrivial constructions of dense Ruzsa-Szemerédi graphs over the years; some notable work here includes [4, 45, 31, 12] . These constructions are all based, either directly or technically, on constructions of dense sum-free sets (i.e. S ⊂ [n] is sum-free if there are no s 1 , s 2 , s 3 ∈ S with s 1 + s 2 = s 3 ). Behrend [10] showed that there are sum-free sets of size n/2 O( √ log n) ; with relatively straightforward reductions, this can be used to show that RS(n) = 2 O( √ log n) . This bound stood for 65 years, until Elkin [26] recently made minor improvements to the bound (by polylog factors).
For more details on the extensive history of the Ruzsa-Szemerédi Theorem and its technical underpinnings, see the surveys by Komlós and Simonovits [36] or by Conlon and Fox [19] .
Thus, the current best bounds on RS(n) are
These are quite far apart; 2 O(log * n) grows very slowly, while 2 O( √ log n) dominates any polylog factor. We view this gap as a technical lower bound: if there exist graphs for which we must view RS(n) as a polylog or smaller, these graphs will probably be very difficult to find, since their existence has eluded researchers for many years and would imply major breakthroughs on some long standing open problems in combinatorics, geometry, number theory, and computer science. On more typical "non-breakthrough" graphs, these super-polylog savings are categorically available.
Prior Work
The question of linear-sized preservers was addressed directly by Coppersmith and Elkin [20] , who showed a host of upper and lower bounds for the problem, including those discussed above. Additionally, Coppersmith and Elkin, and later Bodwin and Vassilevska W. [14] , have demonstrated nontrivial upper bounds tradeoffs between the optimal sparsity of a preserver and the sizes of n and |P |, but these tradeoffs have all been in the super-linear range.
In parallel, there has been lots of work on the relaxation of distance preservers in which distances must be preserved up to an additive error term. These subgraphs are called (additive) pairwise spanners, or sometimes +k approximate distance preservers. This line of work was implicit in many notable papers over the last 15 years, but it was first explicitly abstracted by Cygan, Grandoni, and Kavitha [23] . Later improved upper bounds came from Kavitha and Varma [35] , Kavitha [34] , and Bodwin and Williams [14] , and new lower bounds came from Woodruff [50] , Parter [37] , and Abboud and Bodwin [1, 2] .
More generally, the field of (all pairs) spanners, in which all pairwise distances must be approximately preserved, has received quite a lot of research attention over the last few decades. In this time, researchers have essentially fully understood what is possible in the regime of multiplicative error [6, 7, 41, 30] , nearly understood what is possible in the regime of additive error [3, 17, 9, 2] , and provided some surprisingly strong upper bounds in the regime of mixed (i.e. both additive and multiplicative) error [27, 49, 43, 28, 9] . Another common variant is fault-tolerant spanners or distance preservers, which must (approximately) preserve distances even after some edges "fail." Parter and Peleg [40] obtained matching upper and lower bounds for BFS structures in the presence of one fault, and Parter [39] obtained upper and lower bounds for the two fault case. Interesting fault-tolerant spanners were constructed in [18, 38, 24, 11, 16 ].
Linear-Sized Preservers for Directed Weighted Graphs
In this section, we show:
There is an algorithm that takes a (possibly directed and/or weighted) graph G = (V, E) and set of node pairs P of size |P | = O(n 1/3 ) on input, outputs a distance preserver of G, P on O(n) edges, and runs in O(n 1/3 (|E| + n log log n)) time.
Sparsity Bounds
First, we will establish the existence of preservers on O(n) edges without yet worrying about the corresponding computational problem. This proof is inspired by a proof in [20] .
We will begin with some useful background on tiebreaking schemes for shortest paths. When the pairs in P do not have unique shortest paths between them, it is necessary to break ties (i.e. choose one of the many shortest paths to include in the preserver) in some predefined way. This notion is formalized as: Definition 1 (Shortest Path Tiebreaking Scheme - [14] ). Given a graph G, a shortest path tiebreaking scheme (or tiebreaking scheme for short) is a function π G that maps ordered pairs of nodes (s, t) to a shortest path in G from s to t. When the underlying graph is clear from context, we will suppress the subscript G. For a set of node pairs P , we will commonly use π(P ) as a shorthand for p∈P π(p).
The following is a useful property of tiebreaking schemes:
Definition 2 (Consistency - [14] ). A tiebreaking scheme π is consistent if, for all nodes w, x, y, z ∈ V , if x, y ∈ π(w, z) with dist(w, x) < dist(w, y), then π(x, y) is a subpath of π(w, z).
It is straightforward to see that all graphs have a consistent tiebreaking scheme. For example, a consistent tiebreaking scheme can be generated by computing the minimum positive difference ∆ between two shortest path lengths, and then randomly perturbing each edge weight by a number drawn uniformly at random from the interval 0, ∆ n . Later in this section, we will give a different explicit tiebreaking scheme that better lends itself to efficient computation, and we will formally prove its consistency.
To construct distance preservers implementing Theorem 1, simply choose shortest paths between the pairs in P according to any consistent tiebreaking scheme. That is, our preserver is the graph H = (V, E H := π(P )) for some consistent tiebreaking scheme π. We will now begin to prove upper bounds on the size of this edge set E H . The proof is a counting argument, based on the following definition: Proof. For each edge e in H, assign ownership of e to some pair p ∈ P such that e ∈ π G (p). We will prove the claim by arguing that there do not exist any two branching triples
, v ′ )} with their edges owned by the same set of three pairs p 1 , p 2 , p 3 (with e i and e ′ i owned by p i for each i ∈ {1, 2, 3}). Suppose towards a contradiction that t, t ′ exist as described.
Assume without loss of generality that at least two of the three edges e i ∈ t precede the corresponding edge e ′ i ∈ t ′ in their respective paths p i . More specifically, we assume that e 1 precedes e ′ 1 in p 1 and e 2 precedes e ′ 2 in p 2 . It follows that v, v ′ ∈ π G (p 1 ) (with v preceding v ′ ), and also v, v ′ ∈ π G (p 2 ) (again with v preceding v ′ ). Since π G is consistent, this means that π G (v, v ′ ) is a subpath of both p 1 and p 2 . Therefore, p 1 and p 2 both contain the same edge entering v ′ , and so e ′ 1 = e ′ 2 . However, by definition, all edges must be unique within any triple branching event. By contradiction, then, t and t ′ cannot be owned by the exact same set of three pairs, and the lemma follows. Proof. Consider adding O(n) edges one by one to an initially empty graph. The first and second edge entering a node do not create any new triple branching events. Each subsequent edge creates (at least) one new triple branching event. Therefore, the number of edges in the graph is at most 2n more than the number of triple branching events in the graph.
It now follows straightforwardly that all G, P has a preserver on O(n) edges whenever |P | = O(n 1/3 ). We will next discuss efficient computation of these distance preservers.
Efficient Computation
We will now describe the algorithm that implements Theorem 1. We remark that one can create a consistent tiebreaking scheme by randomly perturbing edge weights as mentioned above, at which point computation of a distance preserver within our claimed time bounds is essentially trivial. However, this approach only works with an a priori promise that the gap ∆ between shortest path lengths is large enough that only n 1/3 bits of precision in the random perturbations are needed. In order to circumvent this potential issue, we describe here an alternate approach that is equally fast and not based on edge weight perturbation.
The Algorithm. For each (s, t) ∈ P , run Thorup's improvement [47] to Dijkstra's algorithm for single-source shortest paths with sources s and t (which runs in O(|E| + n log log n) time) to discover the distance from s and t to all other nodes in the graph. The total runtime of this step is O(n 1/3 (|E| + n log log n)).
We now build our distance preserver as follows. Fix an arbitrary ordering of the nodes of the graph. For each (s, t) ∈ P , build a path from s to t by repeatedly walking from the current node to the first node in the ordering that is closer to t. This takes at most O(|E| · |P |) time over all pairs in P . The output distance preserver is then the union of these paths.
Proof of Correctness. We now show:
Lemma 2. The distance preserver constructed by the algorithm above has O(n) edges.
Proof. By the argument given earlier in this section, it suffices to show that the tiebreaking scheme π implicit in this construction (i.e. break ties by walking to the node highest in the ordering) is consistent. Let G = (V, E) be the graph taken on input, let w, x, y, z ∈ V , and suppose x, y ∈ π(w, z) with dist(w, x) < dist(w, y). We now must show that π(x, y) ⊆ π(w, z). We will prove this statement by induction.
The base case is when x = y, in which the subpath π(x, y) is a single node and so the claim is trivial. For the inductive step, suppose the claim holds whenever dist(x, y) = k, and we will now show that the claim also holds whenever dist(x, y) = k+1. Let x ′ be the node immediately following x in π(w, z), and so dist(x ′ , z) < dist(x, z). Since y comes after x in π(w, z), we further have dist(x ′ , y) < dist(x, y). Thus, the second node in π(x, y) is not x ′ only if there is another adjacent node x ′′ = x ′ higher in the ordering with dist(x ′′ , y) < dist(x, y). However, this is impossible: since y is on a shortest path from x to z, we must also then have dist(x ′′ , z) < dist(x, z), and so we would have selected x ′′ rather than x ′ as the next node in π(w, z).
Therefore, the node following x in both π(x, y) and π(w, z) is x ′ . It now suffices to show that π(x ′ , y) ⊆ π(w, z). Since we have dist(x, y) = k + 1, we have dist(x ′ , y) = k, and so this follows from the inductive hypothesis. Thus, π is consistent, and so the distance preserver that it produces has size O(n).
We remark that there has been prior work, such as [33] , establishing nontrivial algorithms for S-T shortest paths (as opposed to all pairs shortest paths) in various settings. At first, it might seem that these algorithms could be useful here. However, these techniques all have an inherent runtime of at least Ω(n ω ), 3 and since the current upper bounds for ω are larger than 2 + 1 3 , the combinatorial algorithm given here is superior to any such algorithm. However, with significant improvements to ω, there could someday be algebraic algorithms whose runtime improves on this one.
Linear-Sized Preservers for Undirected Unweighted Graphs
We recall the following definitions from the introduction, which will be useful in this section: Definition 4 (Induced Matching). Given an undirected unweighted graph G = (V, E), a set of edges E ′ ⊆ E is an induced matching if E ′ is a matching, and there exists a set of nodes S ⊆ V such that edges in the subgraph G[S] of G induced on S are exactly E ′ .
Definition 5 (Ruzsa-Szemerédi Graph). A (undirected unweighted) graph G = (V, E) is a Ruzsa-Szemerédi graph if it edge set can be partitioned into at most n induced matchings.
Definition 6 (RS(n)). The function RS(n) is defined to be the largest value such that every Ruzsa-Szemerédi graph on n nodes has at most n 2 RS(n) edges.
See the introduction for more details on the function RS(n). We will show:
There is an algorithm that takes an undirected unweighted graph G = (V, E) and a set of node pairs P of size |P | = Ω n 2 RS(n) on input, outputs a distance preserver of G, P on O(|P |) edges, and runs in O(n log n · |E|) time.
Once again, we will worry first about establishing the existence of sparse preservers, and then move to the computational problem afterwards. Our proof technique for proving the existence of efficient preservers proceeds as follows. First, we describe a new tiebreaking scheme that gives rise to a preserver H = (V, E H ) of G, P . Then, we use details of the tiebreaking scheme to show that one can massage H into a Ruzsa-Szemerédi graph on Ω(|E H |) − O(|P |) edges. Since Ruzsa-Szemerédi graphs can have at most n 2 RS(n) edges, if |P | = Ω n 2 RS(n) then |E H | cannot dominate |P |; that is, we must have |E H | = O(|P |).
Lifting to the Bipartite Setting
For technical reasons, our main proof technique in Theorem 2 requires that the underlying graph is bipartite. Here, we show how to efficiently move in and out of the bipartite setting so that this technique can be applied. A similar reduction, which contained different terminology and is not strong enough for our purposes here, appeared in [1] .
Our main transformation is the bipartite preserver lift:
Definition 7 (Bipartite Preserver Lift). Given a graph G = (V, E) and a set of node pairs P , the bipartite preserver lift of G, P is a bipartite graph G ′ = ((V 1 , V 2 ), E ′ ) and a set of node pairs P ′ in G ′ defined as follows:
• V 1 and V 2 are both identical copies of V . For any node x ∈ V , we will use the subscript x 1 (x 2 ) to denote the corresponding node in V 1 (V 2 ).
• For each edge (u, v) ∈ E, we include edges (u 1 , v 2 ) and (u 2 , v 1 ) in E ′ .
• For each pair (s, t) ∈ P , if dist G (s, t) is even, then we include pairs (s 1 , t 1 ), (s 2 , t 2 ) in P ′ . If dist G (s, t) is odd, then instead we include pairs (s 1 , t 2 ), (s 2 , t 1 ) in P ′ .
We call the (nearly) inverse operation to the bipartite lift a contraction:
, P ′ be the bipartite preserver lift of some G = (V, E), P , and let
These definitions are motivated by the following tool: E) be a graph and let P be a set of node pairs in G. Then if H ′ is a preserver of the bipartite preserver lift G ′ , P ′ of G, P , then the contraction H of H ′ is a preserver of G, P .
In other words, we may preprocess our input graph G with a bipartite lift, compute a preserver of the lift, then postprocess by contracting the preserver back down, and we will have built a preserver of the original graph. We remark that this lemma holds even in the directed weighted setting, even though we will only apply it in the undirected unweighted setting in this paper.
We need an auxiliary claim before we can prove Lemma 3:
Claim 2. Let G ′ , P ′ be the bipartite lift of some G, P . Then for any pair
Proof. We will prove the claim for the case i = j = 1; the other settings of i, j follow from a symmetric argument. Let q = (s, x 1 , . . . , x k−1 , t) be a shortest path from s to t in G. Note that by construction, the existence of (s 1 , t 1 ) ∈ P ′ implies that dist G (s, t) is even, and so k − 1 is odd. Therefore, we have a path mirroring q of the form (s 1 , x 1 2 , . . . , x k−1 2 , t 1 ) in G ′ , and so there exists a path in G ′ of length k from s 1 to t 1 . Thus, dist G (s, t) = k ≥ dist G ′ (s 1 , t 1 ).
We can now prove Lemma 3.
Proof of Lemma 3.
Consider any pair (s, t) ∈ P . Assume that dist G (s, t) is even; the case in which dist G (s, t) is odd follows from a symmetric argument. By construction we have (s 1 , t 1 ) ∈ P ′ , and by Claim 2 we know that dist G ′ (s 1 , t 1 ) ≤ dist G (s, t). Thus, there exists a path from s 1 to t 1 in H ′ of length at most dist G (s, t). Let q ′ := (s 1 , x 1 2 , . . . , x k−1 2 , t 1 ) be this path. By construction, there exists a path t) . To complete the proof, we will argue that H ⊆ G, and so dist H (s, t) = dist G (s, t) and H is a preserver of G, P . The fact that H ⊆ G follows quite simply from the definitions of preserver lifts and contractions: if there is an edge (u, v) in H, then there is an edge (u 1 , v 2 ) or (u 2 , v 1 ) in H ′ ; since H ′ ⊆ G ′ this edge is also in G ′ , and thus we have that (u, v) is an edge in G.
Lazy Tiebreaking
We will next describe the tiebreaking scheme used to build our preserver. First, we need some new notation.
Definition 9 (P s ). Given a graph G = (V, E) and a set of node pairs P , for any node s ∈ V , the set P s is defined as the subset of pairs in P with source node s. That is,
Definition 10 (Branching Nodes and Edges). In a tree T rooted at a node s, a node a is a branching node if, when the edges of T are directed away from S, we have deg out (a) ≥ 2. Any edge leaving a under this direction of T is then called a branching edge. The set of branching edges of T is denoted B(T ).
Definition 11 (Lazy Tiebreaking). A tiebreaking scheme π in a graph G = (V, E) is called lazy for a pair set P if:
1. For all s ∈ V , the graph T s := (V, π(P s )) is a tree (possibly together with some isolated nodes), and
For all distinct non-branching edges
Informally, a tiebreaking scheme is "lazy" if it tries to delay the branching edges of T s for as long as possible. This follows from the definition because, if the second requirement of lazy tiebreaking is violated -i.e. (x ′ , y) ∈ E -then we can re-choose the path from s to y such that it passes through x instead of x ′ , and this will delay its final branching edge. Although it is true that all G, P admits a lazy tiebreaking scheme (so long as G is unweighted), this fact is perhaps not immediate from the definition of laziness. We will prove this fact formally later in this section while discussing efficient computation of these preservers. For now, we will simply proceed with the correct assumption that lazy tiebreaking schemes always exist.
The Construction. We implement Theorem 2 as follows. Given an instance G = (V, E), P , compute a bipartite preserver lift G ′ = (V ′ , E ′ ), P ′ of G, P , choose any lazy tiebreaking scheme π over G ′ , build a preserver H ′ = (V ′ , E ′ H := π(P ′ s )) of G ′ , P ′ , and then contract H ′ into a graph H that is a preserver of the original G, P . It follows from Lemma 3 that H is indeed a preserver of G, P . We will proceed by proving structural results that allow us to bound the final density of H.
Throughout, we will exclusively use n to denote the number of nodes in the original graph G; we then have 2n nodes in G ′ . Further, we will use the notation T s := (V ′ , π(P ′ s )) ⊆ G ′ for any node s ∈ V ′ ; note that since π is lazy, T s is always a tree (possibly together with isolated nodes).
With this high-level algorithm in mind, we will now begin working towards an upper bound on the size of E ′ H in our construction.
Reduction to Induced Matchings
The definition of lazy tiebreaking schemes is designed to allow the following tool: assign e to a node s such that e ∈ T s . Next, for each s ∈ V , partition the edges owned by s into three equivalence classes C 0
, is assigned to the class C i s where i := dist G ′ (s, u) mod 3. There are 3|V ′ | = 6n such classes in total. We will now show that each class is an induced matching.
Let (u, v), (w, x) ∈ C i s for some s ∈ V ′ , i ∈ {0, 1, 2}. Assume without loss of generality that dist G ′ (s, u) ≤ dist G ′ (s, w). We split into two cases:
First, suppose dist G ′ (s, u) + 3 ≤ dist G (s, w), and so we additionally have dist G ′ (s, u) + 4 ≤ dist G ′ (s, x). Then none of the edges (u, w), (u, x), (v, w), (v, x) may exist in G ′ , as any one of these edges would imply the existence of a path from u to x of length 3 or less.
Since (u, v), (w, x) ∈ C i s for some i, the only other case to consider is when dist G ′ (s, u) = dist G ′ (s, w), and thus also dist G ′ (s, v) = dist G ′ (s, x). In this case, we first observe that (u, w), (v, x) / ∈ E ′ , since this would give us an odd cycle s u → w s or s v → x s (which cannot exist since G ′ is bipartite). Second, we note that (u, x), (v, w) / ∈ E ′ by the second property of lazy tiebreaking.
We now have that (u, w), (u, x), (v, w), (v, x) / ∈ E. Consider the graph induced on the endpoints of all edges in some particular C i s . It follows that the edge set of this graph is precisely the set of edges in C i s , and so each C i s is an induced matching. where the second equality follows from the fact that the collection {P ′ s } over all s ∈ V is a partition of P ′ .
We are now ready to prove the existential version of Theorem 2: 
By Claim 3, we can write
Next, we observe that |P ′ | = 2|P | and |V ′ | = 2n, so we have
Finally, we have that RS(2n) = O(RS(n)). This is true because, given a Ruzsa-Szemerédi graph on 2n nodes, we may generate a Ruzsa-Szemerédi graph on n nodes by (1) discarding all edges in the n smallest induced matchings, and then (2) randomly choosing a set of n nodes and keeping only the subgraph induced on these nodes. The first step costs us at most half the edges in the graph, and the second step costs us (in expectation) three-quarters of the edges in the graph. Thus, we have paid only a constant fraction of the edges in the graph. Thus, we have
and this completes the proof.
As promised, note that when |P | = Ω n 2 RS(n) , Lemma 5 implies that |E H | = O(|P |). It now only remains to show that this preserver can be efficiently computed.
Efficient Computation
We have shown that O(|P |) sized preservers are created by (1) performing a bipartite preserver lift, (2) computing a preserver of the lift with a lazy tiebreaking scheme, and (3) contracting the preserver back down. It is trivial from the definitions to implement lifts and contractions in linear time. Thus, to complete the proof of Theorem 2, we only must show the existence of an All-Pairs Shortest Paths (APSP) algorithm that runs in O(n log n · |E|) time and uses lazy tiebreaking with respect to a given pair set P . Note that we may assume |E| = Ω n 2 RS(n) ; else, Theorem 2 is satisfied by the trivial algorithm that simply returns the graph taken on input as its own preserver.
The Lazy APSP Algorithm. The input to the algorithm is an arbitrary graph G = (V, E) and a pair set P (although in our application G, P are in fact G ′ , P ′ created by a bipartite preserver lift, we will not use that fact here, and so we will suppress the primes). First, partition P into subsets P s for all s ∈ V . Then, run any standard APSP algorithm to determine dist G (s, t) for all (s, t) ∈ P , and sort each set P s descendingly by distance. We will next describe how to build the tree T s := (V, π(P s )) for any s ∈ V ; the final preserver returned on output will be the union of all these trees. Intuitively, our procedure for building T s is a "reverse-BFS search;" we start from the leaves of T s and build paths towards s. To enforce laziness, we use a data structure that allows us to merge paths whenever possible.
To build T s , we will manipulate two main data structures. The first is a set Q. Intuitively, Q holds the "current nodes" that we need to process: we will have already built the part of T s that is further from s than the nodes in Q, and our goal is now to extend this partial T s one layer towards s by finding a suitable adjacent node q ′ for each q ∈ Q with dist G (s, q ′ ) < dist G (s, q). As an invariant, at all times all nodes q ∈ Q will have the same dist G (s, q).
The second data structure we manipulate is an array A of length n. A is indexed by the nodes in V , and each cell holds a node in V (or is empty). All cells are initially empty. When A[x] = y, this means that y is a node currently in Q, and x is a "candidate node" for extending T s from y; that is, y is adjacent to x and dist G (s, x) < dist G (s, y).
We will now formally describe the algorithm for building T s . Initialize Q as follows. Let ∆ s = dist G (s, v) for the first pair (s, v) ∈ P s (since we have sorted P s descendingly by distance, this is the maximum (s, v) distance in P s ). While dist G (s, v) = ∆ s for the first pair (s, v) ∈ P s , remove this pair from the front of P s and add v to Q. Initialize A to be an empty array of length n. Initialize an empty set Q next . Now, while ∆ s = 0, we repeat the following steps: This completes the algorithm. That is, once ∆ s = 0 we have built the entire tree T s , and once we have built trees for all s ∈ V we union them together to obtain our final preserver.
Runtime Analysis. First we will discuss the preprocessing phase. It takes O(|P |) time to separate P into the various P s sets. It takes O(n log n) time in total to sort all P s descendingly by distance. Since we have assumed that |E| is large, these two preprocessing steps are negligible, and the dominant time constraint comes from the construction of the trees T s . Since we construct n such trees, it suffices to show that each tree requires O(log n · |E|) time.
Note that each node in the graph appears in Q at most once when building any particular tree T s . When a node v appears in Q, we must iterate over its neighbors a constant number of times. For each neighbor, we may potentially have to write down the name of the node v in a cell in A.
Since we have n nodes in the graph, each node has length log n, so this takes O(log n · deg(v)) time per node. Thus, to compute the total runtime here, we must sum this over all nodes v ∈ V , giving O(log n · |E|).
It only remains to analyze the time taken by the third step, in which we remove pairs from P s . This takes O(|P s |) time in total for the construction of T s , which is clearly at most O(n).
Thus, the dominant time cost comes from iterating over the neighbors of each v ∈ V ; in total, over all s ∈ V , this takes time s∈V v∈V O(log n · deg(v)) = O(n log n · |E|).
Proof of Correctness. We now complete the proof of Theorem 2, by analyzing the structure built by this algorithm.
Proof of Theorem 2. By the preceding arguments in this section, it suffices to show that the graph produced by the Lazy APSP algorithm described above has edge set precisely equal to π(P ) for some lazy tiebreaking scheme π for P .
First, we observe that each subgraph T s is indeed a preserver of P s . Note that for each (s, v) ∈ P s , we add v to Q whenever ∆ s = dist G (s, v); we then add an edge from v to some node x satisfying dist G (s, x) < dist G (s, v), and (if x = s) we add x to Q and repeat. Thus, we inductively build a shortest path from v to s. Further, note that T s contains only these edges; thus, we have that T s = (V, π(P s )) for some tiebreaking scheme π.
Second, we observe that each subgraph T s is a tree. To see this, note that for any node q, there are no edges (q, x) ∈ T s with dist G (q, s) = dist G (x, s), and there is at most one edge (q, x ′ ) ∈ T s with dist G (q, s) > dist G (x ′ , s). If T s had a cycle, then we could choose a node c in this cycle with maximum dist G (c, s), and c would need to have two neighbors c ′ with dist G (c ′ , s) ≤ dist G (c, s). Thus, T s is acyclic. Further, since all nodes in T s are connected to T s , it is a tree (rather than a forest).
Finally, we must establish that each T s satisfies the second property of lazy tiebreaking. Let (x, y), (x ′ , y ′ ) ∈ T s with dist G (s, x) = dist G (s, x ′ ) = dist G (s, y) − 1 = dist G (s, y ′ ) − 1, and suppose (y, x ′ ) ∈ E. We will argue that one of (x, y), (x ′ , y ′ ) is a branching edge, and thus these edges do not constitute a counterexample to lazy tiebreaking. To see this, note first that since dist G (s, y) = dist G (s, y ′ ) and T s contains edges incident on both y and y ′ , there is a round of the algorithm in which y, y ′ ∈ Q; assume without loss of generality that y precedes y ′ in Q and is thus processed first. If we find a match for y, i.e. it is deleted from Q in the first step, then (y, x) must a branching edge. Otherwise, we write A[x ′ ] = y while processing y. When we later process y ′ , since we have (x ′ , y ′ ) ∈ T s , it follows that we query A[x ′ ]. At this point we must have A[x ′ ] = y, because otherwise, we will match y, y ′ and proceed by adding the edge (y, x ′ ) to T s ; however, we know that we instead added the different edge (y, x) to T s . Thus, we must have erased y from A[x ′ ] at some point in the algorithm; this is possible only if a different node y ′′ matched with y (specifically on the node x), and thus (y, x) is a branching edge. 5 It follows that ties are broken lazily in our lazy APSP algorithm, and so the structure it produces obeys the sparsity bounds proven earlier in this section.
Conclusions
We have shown two new situations in which linear sized preservers always exist. The first of these states that all directed weighted G and pair sets P of size |P | = O(n 1/3 ) have distance preservers on O(n) edges. There is currently no matching lower bound here; it is conceivable that O(n) preservers always exist all the way up to |P | = O(n 1/2 ) (for |P | = ω(n 1/2 ) we do sometimes need ω(n) edges; see [20] ). We leave this gap as an interesting open question: what is the largest |P | such that all G, P have preservers of size O(n)? It is even conceivable that the answer may differ in the weighted and unweighted settings.
The second result states that we have O(|P |) sized preservers in the undirected unweighted setting when |P | = Ω n 2 RS(n) . As mentioned in the introduction, there is evidence that this is perhaps the right threshold at which O(|P |)-sized distance preservers become available. It would be interesting to show this formally, or to show similar upper/lower bounds in the directed unweighted setting.
Finally, there are large knowledge gaps on the existence of linear-sized preservers when P has some structure besides S × V . For example, when P = S × S, it is currently conceivable that linearsized preservers exist whenever |S| = O(n 9/16 ). For contrast, the only nontrivial upper bounds are those implied by this paper for general P . In particular, it is conceivable that polynomial savings are possible here; that is, the following question is open: is there any absolute ε > 0 such that P = S × S has a preserver on O(|P |) edges whenever |S| = Ω(n 1−ε )?
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