Abstract-Ever-increasing complexity in high-speed electronic devices and systems presents significant computational challenges in the numerical analysis in terms of desired accuracy, efficiency, and scalable parallelism. The objective of this paper is to investigate high-resolution, high-performance full-wave field solvers for scalable electromagnetic simulations of product-level integrated circuits (ICs) and electronics. The emphasis is placed on advancing parallel algorithms that are provably scalable facilitating a design-through-analysis paradigm, and enabling concurrent multiscale modeling and computation. The capability and the benefits of the algorithms are validated and illustrated through complex 3-D IC and electronics applications.
I. INTRODUCTION
A DVANCED integrated circuit (IC) and package systems, such as system-on-a-chip [1] - [4] , system-on-package [4] - [11] , system-in-package [11] - [16] , antenna-in-package [17] - [19] , and package-on-package [20] - [22] , have emerged as an efficient and powerful solution for realizing complex electronic products with smaller size, increased functionality, and lower cost. The proliferation of such IC and packaging technologies [23] is opening up tremendous possibilities for continuing extending Moore's law with applications ranging from mobile devices, aerospace electronics, computing, and communications, automotive, and medical systems. However, much potential is not fully exploited yet due to a lack of high-fidelity modeling and simulation tools. In particular, the intrasystem electromagnetic interference (EMI) and radio-frequency interference (RFI) may drastically affect the in situ performance of IC and electronics [24] . They have been considered as a new challenge in analyzing, designing, and verifying increasingly complex electronic systems. As the operation speed of devices is increasing to the multiple gigahertz range, many unintentional EM effects [including RFI, EM susceptibility, and signal integrity (SI)/ power integrity] arise. IC designers in industry have initiated the transition from the traditional circuit-based simulation to EM field-based modeling methodology to achieve the necessary solution accuracy at higher frequencies. In recent literature, there are a number of full-wave numerical methods proposed for IC and package simulations. Integral equation (IE)-based approaches [25] - [28] have been investigated for full-wave modeling of interconnects and IC components. Hybrid EM-circuit simulators based on time-domain IE methods are developed in [29] and [30] . For partial differential equation-based approaches, finite-difference timedomain methods have been employed in SI analyses [31] - [34] . Many works have been reported with finite-element (FE) methods [35] - [45] . Nevertheless, even with these advancements, it remains very challenging to perform the intrasystem EMI analysis for product-level IC and electronics with all geometric details.
To accurately characterize the in situ IC performance, mutual interactions of 3-D interconnects, packages, printed circuit boards (PCBs), and systems must be considered simultaneously. A representative computer electronic system is shown in Fig. 1 , in which a product-level IBM package [46] , [47] is integrated on a generic PCB inside a computer case. Individual subsystems exhibit vast differences in the aspect 2156-3950 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
ratios (the ratio of wavelength to feature size). Even with the state-of-the-art algorithms, computational resources required for the full-wave modeling of such an extreme multiscale problem are prohibitively expensive. Consequently, there is an urgent need for rigorous, hierarchical multiscale simulation methods to analyze the performance of these in situ IC systems in realistic circumstances. For this reason, the 2013 International Technology Roadmap for Semiconductors [48] identified a key challenge to investigate hierarchical modeling and simulation tools for heterogeneous integration involving levels from system, board, package, chip, and device. This paper aims to investigate first-principles analysis and verification tools for complex electronic systems ranging from circuit, package, board, and system levels. A scalable geometry-aware domain decomposition (DD) method is proposed to conquer the geometric complexity of physical domain. It breaks the entire electronic system into many small subsystems (or subdomains), and applies the suitable solution strategy to solve for each subsystem. The continuities of the physical quantities across the subdomain interfaces and boundaries are enforced through a volume-based optimized Schwarz transmission condition (TC) and a surfacebased interior penalty boundary IE. The results lead to quasioptimal convergence in DD iterations as well as parallel and scalable algorithms to reduce the time complexity via high-performance computing (HPC) facilities.
To further improve the efficiency of this paper, we exploit the rank deficiency property exhibited in the interaction matrices between subsystems and construct a hierarchical skeletonization-based compressed system. The interactions between subsystems are computed using selected skeletons, and the Schwarz iterative process is performed on the compressed skeletonized system. The numerical results show that the method is promising to simultaneously simulate heterogeneous subsystems exhibiting vast differences in the aspect ratios, and provides concurrent resolution of multiple scales in the computational domain.
We remark that the initial study of this paper has been reported in a conference paper [49] . This paper significantly extends, elaborates, and consolidates the approaches presented in [49] .
II. OVERVIEW
The objective of this paper is to develop high-fidelity and high-performance full-wave solvers for scalable EM simulations of IC and electronics. The emphasis is placed on advancing parallel algorithms that are provably scalable and facilitating a design-through-analysis paradigm for emerging and future electronic systems. Fundamental questions to be answered include: 1) How do we exploit the natural hierarchy in electrical systems during the modeling and simulation? 2) Can both the simulation capability and modeling fidelity of EM field-based simulators scale with the exponential growth in computing power? 3) How to reduce the computational complexity for the multiscale simulation of complex electronic systems?
The proposed method follows a hierarchical geometrybased domain partitioning strategy. The electronic system is first divided into case, board, and package subsystems. Each subsystem may be further decomposed into subdomains, where local repetitions and periodicities can be exploited. The domain partitioning between subsystems does not need to be shape-conforming, and the discretizations do not require to be matching. Thus, model preparation and mesh generation can be performed concurrently and are naturally parallelizable. As shown in Fig. 2 , the application of the method for the complex computer electronic system is shown in Fig. 1 . Subsequently, these subsystems are coupled to one another via the representation formula (distant subsystems) and TCs (adjacent subsystems). A Schwarz iterative process is used to adjust boundary conditions for subsystem problems until the solution converges. It is expected to be a suitable paradigm not only for the high-fidelity system-level simulation that is accurate across the full-scale range, but also for the integration of the state-of-the-art solvers from each subproblem into a powerful solution suite. This paper has advantages over the existing nonconforming DD approaches [50] - [56] the proposed framework is developed and tested on shared and distributed memory supercomputers.
III. TECHNICAL APPROACH

A. Boundary Value Problem
Consider an electronic system with an integration of multiple subsystems, as shown in Fig. 3 . We are interested in the EMI and SI analysis among those subsystems. To do so, we need to solve for the time-harmonic electric field within each subsystem, denoted by
is the space of curl-conforming functions that satisfy essential boundary conditions on the collection of perfect electric conducting (PEC) surfaces [57] .
In this paper, the computational domain is partitioned into nonoverlapping subdomains, = 1 ∪ 2 ∪ · · · M . The boundary of subdomain m is denoted as ∂ m . Moreover, we denote mn and nm for the interfaces between m and n with mn the surface seen from m and nm as the one from n . m denotes the set of all the subdomain interfaces in the subdomain, m . Hence, the boundary of the mth subdomain ∂ m has been decomposed into the domain interface part m and the exterior boundary part ∂ m .
We introduce two surface trace operators on the boundary ∂ m , the tangential components trace operator π τ (·) , and the twisted tangential trace operator π × (·), defined by
Consequently, within each subdomain, the electric field E m must satisfy the following vector wave equation and boundary conditions:
Namely, the electric field E m is curl-conforming within each subdomain m but can be discontinuous across subdomain interfaces. Equations (4) and (5) need to be satisfied for all mn ∈ m , which enforce the necessary field continuity conditions for the tangential components of the electric and magnetic fields across the subdomain interfaces. Equation (6) is the exact boundary condition on ∂ m , and DtN is the Dirichlet-to-Neumann operator [58] . The implementation of DtN will be discussed in detail in Section III-B. 
B. Interior Penalty Domain Decomposition Formulation
To obtain a modular and robust DD, we bring out an additional set of variables, the so-called electric trace j m . Together with the naturally induced magnetic trace e m , we have two sets of local variables on each subdomain boundary ∂ m as shown in Fig. 4 , defined by
which represent the (scaled) electric current and the tangential electric field on ∂ m . We remark that through this decomposition, the original boundary value problem (BVP) is now replaced by many local and nearly decoupled BVPs within subdomains. Adjacent subdomains are coupled through the auxiliary surface variables and TCs locally at subdomain interfaces. We can then develop the variational weak formulation subdomainwise through the interior penalty formulation.
1) Volume Interior Penalty Term:
Similar to the standard FE method, the vector wave (3) is tested with test field v m ∈ H 0 (curl, m ). The resulting volume penalty term,
After applying Green's identity, it becomes
2) Interface Interior Penalty Term: Equations (4) and (5) enforce the necessary continuities of tangential components of electric and magnetic fields across the interfaces between adjacent subdomains. Moreover, they also determine the convergence behavior of the Schwarz iterative process. In the literature, a number of TCs have been developed to accelerate the convergence [59] - [63] . Among them, we consider a secondorder TC [53] , which has been proven to provide converging mechanism for both the propagating and evanescent waves on the subdomain interfaces. It can be written as (11) whereη m represents the relative intrinsic impedance in material regions defined asη m = (μ rm /ε rm ) 1/2 . ∇ τ × ∇ τ × and ∇ τ ∇ τ · are the second-order tangential derivatives, and τ denotes the tangential direction. κ TE m and κ TM m are complex parameters that can be chosen to obtain rapidly converging DD algorithms. The optimized choices of these parameters and a detailed theoretical convergence analysis have been discussed in [64] and [65] .
Next, in order to implement the ∇ τ ∇ τ · term, an additional scalar variable is further introduced
Similar to [53] and [62] , we test the second TC 11 with w m ∈ H (curl ; mn ) and test the definition (12) with
The resulting interface penalty term on mn can be written as (after the integration by parts)
Note that we have scaled the definition equation (12) with κ TM m in order to obtain a balanced interface penalty term.
3) Boundary Interior Penalty Term: Equation (6) indicates the truncation boundary condition using Dirichlet-toNeumann map on ∂ m . Since the exact DtN operator is not easily obtainable for complex geometries, the pseudodifferential operators are commonly used as an approximation [52] , [66] , [67] . For instance, when the first-order absorbing boundary condition (ABC) is employed, we have: π (m)
However, the use of ABC is not sufficient to represent accurately the coupling among these subdomains. In turn, it cannot accurately characterize the intrasystem EMIs. One of the main contributions of this paper is to apply an interior penalty discontinuous Galerkin IE (IP-DG-IE) formulation as the truncation boundary condition. The formulation was recently proposed for solving EM scattering from PEC objects. The formulation leads to a rapidly convergent, scalable boundary IE DD method [68] , and an adaptive, parallel IE solver [69] for very large-scale EM modeling and simulation.
This paper extends the IP-DG-IE formulation from PEC cases with only electric traces to general cases involving both electric and magnetic traces. We first introduce the electric and magnetic traces j m and e m , at individual exterior boundaries, ∂ m , m = 1, . . . , M, as shown in Fig. 5 .
One direct benefit of the IP-DG-IE formulation is that it enables us to construct the boundary element space subdomainwise for the unknown traces. The total exterior electric trace can be written as By using those exterior traces, j and e, as input arguments, we can write the following multitrace combined field IE (MT-CFIE) on ∂ [65] (the combination parameter is set to be 0.5):
where the combined field integral operator C k 0 α is defined as
and its rotational counterpart
Note that the superscript of the trace operator indicates the unit norm on ∂ is pointing outward to the exterior space. The electric field boundary potential L and the magnetic field boundary potential K are defined as
where A and F are the single-layer vector and scalar potential, defined by
and G(r, r ) : = ((exp −j k 0 |r−r | )/(4π|r − r |)) is the freespace Green's function. Finally,K in (15) and (16) stands for the principle value of the magnetic field boundary potential, K.
In the following, we introduce the DG weak formulation for the solution of (14) . To begin with, we denote by C mn and C nm the contour boundaries between two adjacent exterior boundaries ∂ m and ∂ n , by C mn the contour line on ∂ m , and by ∂ nm the contour line on ∂ n . Furthermore, associated with each subdomain contour, C mn , we define a unit normalt mn , which points from subdomain ∂ m toward subdomain ∂ n . Since the in-plane components of exterior traces may be discontinuous across contour boundaries, we first introduce the following jump operator:
The normal jump of the exterior trace j can be expressed as j mn . The tangential jump of the exterior trace e can be written as e ×n mn . In addition, the vector and scalar inner products are defined by x, y ∂ m := ∂ m x · y ds and x, y ∂ m := ∂ m x y ds, respectively. To simplify the notations for the DG weak formulation, we first define the following bilinear form:
where the stabilization parameter [68] is chosen to be β = logh /10, whereh is the average element size over the entire discretization. We notice that even though it may not be the optimal choice, it leads to a robust and easy implementation for the geometrically nonconformal DD partitioning. Another choice could be choosingh locally for each pair of subdomains. The comparison of two choices will be reported in the future work. Following the Galerkin procedure, the MT-CFIE (14) is tested twice with subdomainwise curl τ -conforming functions w = Finally, these exterior traces will couple to interior FE traces through Robin-type TCs on each subdomain boundary ∂ m . The resulting boundary interior penalty term with the TCs can be expressed as 
C. Multiscale and Parallel Computation
The mathematical ingredients of this paper enable an adaptive, parallel, and scalable computational framework well suited for advanced distributed computing systems. Both the EM field quantities of interest and full-wave analysis are formulated on the geometry representation of individual electrical components. It allows generating analysis-suitable models per component, analyzing individual components independently, and automating assembly of multiple components to obtain the virtual prototyping of entire product. Such a componentoriented analysis framework provides flexibility and convenience for the fast turn-around electrical design automation since it is possible to only update the portion of the geometry that has changed during the design process.
1) Discrete Formulation:
In the context of discrete methods, individual subdomains can be discretized independently of the others. Based on the variational weak formulation (24) , each subdomain consists of a volume FE part in m , and a boundary integral (BI) part on ∂ m . Subsequently, volume tetrahedral meshes are employed for the local FE part and surface triangular meshes are used for the local BI part. Fine surface discretizations are generated locally to accurately represent complex geometries. Individual subdomains contain their own collection of tetrahedra, triangles, edges, and vertices. This attractive feature enables a trivially parallel mesh generation and allows engineers to rapidly generate high-fidelity models of complex electronics.
Specifically, for each of the subdomains, the solution vector may contain six components, e.g., The matrix equation resulted from the finite dimensional discretization can be written as the following compact form (for simplicity, we use the three subdomains shown in Fig. 3 as an example):
where A m denotes the matrix for the mth subdomain, and C mn is the coupling matrix between subdomains. Moreover, we have
We remark that coupling matrices C mn can be divided into two categories: 1) sparse submatrices C FE mn referring to FE interface coupling between adjacent subdomains, and 2) dense submatrices C BI mn referring to BI radiation coupling, which requires that the surface currents in each independent subdomain can be radiated to all other subdomains. The separable matrix structure enables the possibility of applying suitable matrix compressing approaches for the efficient multiscale and parallel computation, as discussed Sections III-C.2 and III-C.3.
2) Multiscale Computation: One of the challenges in the full-wave analysis of IC and electronics is the multiscale modeling of different components with different scales. Many methods have been proposed to address the computational complexity of multiscale EM and circuit simulations, including hierarchical bases [70] - [72] , multigrid methods [73] - [76] , equivalence principle algorithms [51] , [77] , macromodeling [78] - [82] , and reduced order models [83] - [88] .
In this paper, we develop a rigorous, error-controllable, and parallelizable scheme to reduce the computational complexity in the multiscale computation. For IC and electronics of interest, very fine discretizations are usually required to accurately represent complex geometries. We first employ the multilevel skeletonization [89] to build effective "coarse-grid" basis functions. These "coarse-grid" bases are selected from the original basis functions on overly dense discretizations, without the need to construct nested meshes as in multigrid methods. Hence, they are termed the skeleton basis. Subsequently, the interactions between subsystems will be computed using selected skeletons, and the DD iteration will be performed on the skeleton-based compressed system. We will progressively elaborate the DD matrix solution procedure as the following three steps. a) Restriction from volume FE to surface unknowns: One appearing feature of the matrix equation in (25) is that the interior FE unknown coefficients are almost decoupled from the rest of the unknowns. Namely, the C FE mn only involves the subdomain surface FE tangential traces.
We introduce a simple restriction operator, R m , for FE coefficient vector x FE m . Specifically, we have 
Furthermore, it is easy to show that
b) Projection from boundary BI unknowns to skeleton unknowns: Next, we investigate the use of multilevel skeletonization to construct effective basis functions for the finescale structures. The skeletonization scheme can be viewed as a compressed ("data-sparse") representation of structured rank-deficient matrices. It has been applied to the compression of low-rank matrices via the interpolative decomposition [90] , [91] and the development of fast direct solvers for elliptic operators [92] - [94] . Here, we extend the previous work [89] , [95] , [96] and use the skeletonization scheme to build effective basis functions for overly dense boundary discretizations.
First, Huygens' surfaces are introduced for individual subdomains to facilitate the selection of the skeleton basis functions [89] . Thus, the skeletonization can be achieved locally per subdomain and in parallel. The mapping of original BI unknowns to skeleton unknowns can be written as (30) where P m is the projection matrix. The BI coupling matrices between subdomains can then be decomposed as
S BI mn is the dense coupling matrix between the skeletons of two corresponding subdomains. Moreover, it is a subset of C BI mn , and its matrix entries can be computed exactly the same way as C BI mn . By combining (29) and (31), the coupling matrix C mn can be written as
c) Preconditioned DD system: After applying (32) to the original matrix equation (25) , the result can be expressed as ⎡ ⎢ ⎣
Subsequently, we employ a one-level nonoverlapping additive Schwarz preconditioner [53] , and use only the inverse of subdomain matrices, namely ⎡
Finally, we apply the projection matrix V m on both sides of (34), which results in
wherex m contains only the FE surface unknowns and BI skeleton unknowns, and
The preconditioned matrix equation (35) will be solved by a Krylov subspace iterative method. Once the reduced unknown vectorx m is computed, the solution for each subdomain can be recovered through backward substitutions. In summary, instead of directly applying Schwarz DD scheme to the original full-scale system with a total number of N degrees of freedom (DOFs), we construct a coarsegrained compressed system to reduce the DD matrix dimension from O(N) to O(M), where M is the number of surface FE and skeletoned BI unknowns. A dramatic reduction in computational complexity is expected since M will be a much smaller number than N regarding the 3-D IC and electronics applications of interest.
3) Parallel Computing: To fully exploit the recent success of multicore processors and massively parallel distributed memory supercomputers, we have considered a hybrid MPI/OpenMP implementation of the proposed algorithms. The computation in solving the preconditioned DD matrix equation (35) can be divided into two parts: 1) the application of the additive Schwarz preconditioner involving local subdomain solutions, Z m , and 2) the coupling among subdomains corresponding to off-diagonal matrices,C mn .
One advantage of the proposed preconditioner is the ability to solve all the subdomain problems simultaneously in each DD iteration. For common types of components in IC and package layout, we may explicitly construct the subdomain matrix Z m . These componentwise subdomain matrices are stored as the computing block database and can be used for all future online assembly and simulation. For electrically large subdomains, the matrix Z m can be realized implicitly through another preconditioned Krylov method (inner loop iteration). In the parallel implementation, we have employed a task-based parallelism for subdomain solutions. Namely, those subdomain solutions are considered as independent tasks in an MPI programming model. Individual MPI processes will execute different tasks simultaneously. The parallelization within each task is attained using OpenMP, which exploits the fast memory access in the shared-memory multicore processors. Therefore, each subdomain is allowed to choose its own appropriate subdomain solver based on local EM wave characteristics and geometrical features. Furthermore, we have developed a queue-based task balancing strategy. The time spent for individual tasks in the previous DD iteration is measured, and the tasks are sorted and recorded into a task queue. Each MPI process will be assigned with a group of tasks based on the timing data, leading to a dynamic load balancing environment.
The second part in the parallel computing is the coupling among multiple subdomains,C mn . It consists of two type of submatrices.
1) Interface coupling referring to sparse matricesC FE mn , which only requires communications between adjacent subdomains through touching interfaces. This is particularly suitable for distributed memory supercomputers. 2) Radiation coupling regarding to dense matrices, S mn , which requires that the surface currents in each independent subdomain can be radiated to all other subdomains. As alluded to earlier, one particularly interesting aspect of the skeleton matrix S mn is that its matrix entries belong to a subset of C BI mn . As a result, the multilevel fast multipole method (FMM) [97] , [98] can be directly applied to speed up the matrix-vector multiplication. Furthermore, to achieve high parallelization efficiency, we have utilized a primal-dual octree partitioning algorithm aiming for separable subdomain couplings. Namely, instead of partitioning the entire computational domain into a single octree as in the traditional FMM, we first create independent octrees for all subdomains. Those octrees are allowed to be overlapping or intersecting. Both the skeletonization and aggregration/disaggregration can be computed locally per subdomain and in parallel.
In summary, the appealing parallel simulation capabilities include the following. 1) High data locality property, which consists of embarrassingly parallel model preparation, concurrent mesh generation, and trivially parallel subdomain solutions. Essentially, all large-scale data structures will be distributed among processors. 2) Parallel skeletonization scheme, separable coupling procedure, and offline construction of the computing block database. 3) The optimized Schwarz TCs at FE interfaces and the DG coupling at BI boundaries result in scalable convergence in the iterative solution of the preconditioned DD systems.
IV. NUMERICAL EXPERIMENTS
In this section, we present numerical experiments to access the performance and to illustrate the capability of the proposed work. The discussion is organized into two parts. The first part is to study the numerical performance of the method, including the convergence analysis of DD method, the multiscale computing using skeleton bases, and the validation of the solution accuracy. The second part is the application of the work to electronics of practical interest, including the fullwave analysis of a product-level PCB and the intrasystem EMI analysis of a computer box with multiple electronic components.
We solve the preconditioned DD matrix equation (35) via a parallel Krylov subspace iterative method, generalized conjugate residual [99] with the truncation size to be 10 [100] . Each subdomain Krylov subspace vector is stored only in the local memory associated with individual MPI processes. The relative residual in the Krylov iterative solver is designated as = 10 −3 unless specified otherwise. Experiments were conducted on copper, a Cray XE6m DoD HPCMP Open Research System. Copper has 460 compute nodes that share memory only on the node; memory is not shared across the nodes. Each compute node has two 16-core processors (32 cores per node) that operate under a Cray Linux Environment sharing 64 GB of DDR3 memory.
A. Performance Study 1) Convergence Study:
The first numerical example is a microstrip transmission line with two coaxial cable ports. The PEC trace is embedded in the middle of an FR4 dielectric substrate. The thickness of the substrate is 3 mm, and the relative permittivity of the dielectric material is 4.5. The geometry details are shown in Fig. 6 . To highlight the flexibility of the method, we consider two domain partitioning strategies. The first case is the geometry-based partitioning, in which the subdomains are formed by a direct decomposition of the original problem geometry by transverse cutting planes. The second case is the algorithmic graph partitioning using METIS [101] . We first generate quasi-uniform tetrahedral meshes of the entire geometry, and then partition the mesh into equally sized subdomains with nonplanar interfaces. The resulting subdomain partitionings are shown in Fig. 7 . In both cases, each subdomain consists of a volume FE part m and a surface BI part ∂ m .
The simulation is performed over a high-frequency band (5-10 GHz). The calculated S 11 and S 12 parameters using the two domain partitionings are shown in Fig. 8 . We see that the regular partitioning (resulting from the geometrybased strategy) and the irregular partitioning (resulting from graph partitioning) give identical solutions. The numbers of iterations required for the two cases are shown in Fig. 9 . The convergence curves maintain a relative constant rate with respect to the operating frequency. Lastly, Fig. 10 shows the surface magnetic current distributions at 5 GHz, where we notice that the two cases agree very well.
2) Multiscale Analysis: To demonstrate the benefit of skeleton basis functions in the multiscale analysis, we create a mock-up object, whose geometry consists of three components with different scales, as shown in Fig. 11 . For the sake of simplicity, we assume that the object is PEC and the excitation is an external plane wave illumination from the −ẑ-direction. The solution vector is the surface electric trace j on the exterior boundary. The simulation is performed at two different frequencies: 5 and 10 GHz.
The subdomains are formed by a geometry-based partitioning, resulting in three subdomains for three components. All three subdomains are discretized independently. The discretization size is based on the characteristic size of the component. As shown in Fig. 12(a) , the surface discretizations are nonconformal along the contour boundaries between adjacent subdomains. Next, Fig. 12(b) and (c) shows the skeletoned discretizations at two operating frequencies. We see that the original fine surface discretizations are successfully coarsened and the selected triangular meshes are mostly around the edges and corners in the geometry. The number of the skeleton basis functions is given in Table I , where a reduction of 20 times is achieved in comparison to the original basis functions in both operating frequencies. Moreover, the iterative solver convergences for the original DD system without compression and the skeletonized DD system are shown in Fig. 13 . The calculated far fields for two frequencies are shown in Fig. 14 . We notice that the skeletonized DD system requires less iteration counts to converge and produces nearly identical far-field patterns compared to the original DD system.
3) Validation Example: We conclude this section with a validation example by simulating two monopole antennas mounted inside a closed surface PEC cavity. The computational domain is decomposed into three components: 1) interior cavity case; 2) long monopole; and 3) short monopole, as shown in Fig. 15 . The geometry of each monopole is also illustrated. After decomposition, the IP-DG-IE formulation [102] is used to discretize the cavity subdomain 1 , and the volume FE method is employed to discretize the antenna subdomains 2 and 3 . In the simulation, we excite the short monopole and use the long monopole as the receiving antenna. The computed S 11 and S 12 with respect to different operating frequencies are shown in Fig. 16 . The measurement results conducted in the Applied EM Group at the University of New Mexico are also shown in Fig. 16 . A very good agreement is observed between the results obtained by computation and measurement.
B. Application Study 1) Signal Integrity of PCB Interconnects:
To examine the performance of the work on practical electronics of interest, a product-level PCB, Intel Galileo Development Board, is considered in this paper. The detailed Galileo datasheet is provided in [103] . The geometry and the high-intensity interconnects are shown in Fig. 17(a) and (b) . The total thickness of the PCB interconnect is slightly more than 2.36 mm. After a geometry-based partitioning, the 3-D geometry is divided into 141 subregions by transverse planes, as shown in Fig. 17(c) . All subregions are discretized independently and concurrently. Attributed to the benefit of nonconformal FE DD and IE DG formulations, both the volume discretizations on the FE interfaces and the surface discretizations on the BI boundaries can be nonmatching. The simulation requires a total number of 43 508 700 DOFs for the FE unknowns and 39 204 DOFs for the BI unknowns. In the parallel computing, we assign each FE subdomain with one MPI process in which 16 OpenMP threads are used. To achieve a load-balanced computation, we group the BI unknowns into a single subdomain and assign it to one MPI process. Thus, a total number of 142 subdomains and 2272 computing cores are used in the computation. The simulation is conducted at 5 GHz with port 1 as the excitation port. The parallel Krylov iterative solver requires 29 iterations to converge, and the computation takes 2 min per DD iteration. The electric and magnetic fields for the large multiscale simulation are shown in Fig. 18 .
2) Intrasystem EMI of Electronics: The second numerical example is the intrasystem EMI analysis of a complex electronic system, as shown in Fig. 19(a) . There are two monopole antennas located at the back case of the computer. These two antennas are connected to the Intel Galileo PCB inside the computer box through two coaxial cables. We are interested in both the EM conductive and radiative coupling to the PCB interconnect when the monopole antenna is turned ON. The operating frequency is 10 GHz. As shown in Fig. 19 , individual subsystems exhibit vast differences in the aspect ratios (the ratio of wavelength to feature size).
We employ a hierarchical domain partitioning strategy. The electronic system is first divided into the computer box, antennas, coaxial cables, and PCB subsystems. Each subsystem is further decomposed into subdomains based on the number of processors available and the local memory each processor can access. For example, the computer case is decomposed into eight subdomains following the graphic partitioning strategy. The PCB interconnect is decomposed into 80 subdomains based on a geometry-based partitioning. Due to the complexities of the entire system, the simulation requires 66 million DOFs with a total number of 92 subdomains. Each subdomain is assigned to one MPI process with 32 computing cores. A total number of 2944 computing cores are used in the computation. After the skeletonization, we obtain a coarse-grained compressed DD system with a total number of 4.9 million DOFs for the FE interface and BI surface unknowns. The simulation takes 4 min for one DD iteration, and 18 iterations are required to converge. The EM field distributions with respect to the monopole antenna radiation at 10 GHz are shown in Fig. 20 . The calculated S-parameters for the six ports on the PCB interconnect are 4.12e-04, 9.12e-04, 2.14e-04, 1.03e-04, 1.65e-04, and 1.46e-04, respectively. The location of the six ports are shown in Fig. 17(b) . The magnitude of S-parameters for ports 1 and 2 is bigger than others due to the presence of both the conductive and the radiative coupling. The results show that the method is promising to simultaneously simulate heterogeneous subsystems exhibiting vast differences in the aspect ratios and provides concurrent resolution of multiple scales in the computational domain.
V. CONCLUSION
Next-generation electronic systems are evolving rapidly to achieve greater functionality and lower cost with smaller size. The resulting EMI among different components within a system may significantly affect the in situ performance of individual components. This paper elaborates on the flexibility, scalability, and efficiency of the computational methods for the intrasystem analysis of the 3-D product-level IC electronics. The advancements will enable IC and electronics designers to quickly create and analyze virtual prototypes of products. By simultaneously considering mutual interactions of circuits, 3-D interconnects, packages, and PCBs, it will serve as a powerful verification tool in the design stage. As a result, it is expected to dramatically improve our ability to develop and predict the behavior of modern and future complex IC systems while maintaining a high level of confidence on the in situ performance.
We remark that the proposed methods do not fundamentally address the low-frequency breakdown problems, although the direct solver and the skeletonization technique alleviate the computational burden of strongly nonuniform discretizations and multiscale computing. One direction for future research is integrating the treatments of low-frequency breakdown for both FE and BI formulations. Another direction of future research is investigating an efficient hybridization of full-wave frequency-domain and time-domain Maxwell solvers since the simulations of nonlinear components in IC and electronic systems are more easily tackled in time domain. (S'14) received the B.S. degree
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