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Zusammenfassung
Moderne Educational-Accountability-Systeme zeichnen sich insbesondere durch eine
zunehmende Evidenzbasierung aus (Ryan & Shepard, 2008). Dabei wird häufig die
Leistung der Schüler als zentrales Output-Kriterium zur Evaluation der Leistungsfähig-
keit eines Bildungssystems genutzt. Dies trifft – wenn auch erst seit jüngerer Zeit –
ebenso auf die Bundesrepublik Deutschland zu. Im Jahr 2006 beschloss die Kultusmi-
nisterkonferenz die sog. Gesamtstrategie zum Bildungsmonitoring (KMK, 2006). Die-
se umfasst Maßnahmen zur systematischen und wissenschaftlich fundierten Evaluation
von Ergebnissen des Bildungssystems, die auf verschiedenen Ebenen des Bildungs-
systems ansetzen. Einen wichtigen Bestandteil der Gesamtstrategie bilden die landes-
weiten Vergleichsarbeiten, die den Leistungsstand von Schülern mittels standardisier-
ter und standardbezogener Tests erheben. Ein gemeinsames Ziel dieser Vergleichsar-
beiten ist es, durch den Vergleich der Testleistung verschiedener Klassen Aussagen
über Unterrichtseffekte zu ermöglichen. Diese sollen Ansatzpunkt für Unterrichts- und
Schulentwicklungsmaßnahmen sein. Um zu fairen Vergleichen zu gelangen, müssen
die unterschiedlichen Ausgangsvoraussetzungen der Schüler – wie sozioökonomischer
Status oder Muttersprache – berücksichtigt werden. Deshalb werden statistische Adjus-
tierungsverfahren verwendet, die Unterschiede bezüglich dieser außerschulischen Ein-
flussgrößen des Lernens (sog. Kovariaten) zu berücksichtigen suchen.
Derzeit gibt es im Rahmen von Vergleichsarbeiten verschiedene Adjustierungsver-
fahren, welche sich hinsichtlich der methodischen Vorgehensweise sowie der Art und
Anzahl der dabei berücksichtigten Kovariaten unterscheiden (vgl. Fiege, Reuther &
Nachtigall, 2011). Es finden sich starke regionale und institutionelle Unterschiede hin-
sichtlich der Methodik, d. h. in der Art und Weise wie Kovariaten berücksichtigt wer-
den. Die Palette reicht von wenig theoretisch fundierten Ad-hoc-Verfahren bis hin zu
elaborierten, modellbasierten Adjustierungsverfahren. Die Wahl der Methode hat je-
doch Einfluss auf die Ergebnisse, so dass sich insbesondere die Frage stellt: Welche
Verfahrensweise ist die richtige?
VI
In der vorliegenden Arbeit sollen die derzeit angewendeten Adjustierungsverfahren
systematisiert und hinsichtlich verschiedener Kriterien evaluiert werden. Zudem wer-
den diese Verfahren mittels eines Vergleichs mit anderen Educational-Accountability-
Systemen in den internationalen Kontext eingeordnet. Zur Beurteilung der Fairness sol-
len die Adjustierungsverfahren aus kausaltheoretischer Perspektive (Steyer, Partchev,
Kröhne, Nagengast & Fiege, 2011) betrachtet werden. Die Interpretierbarkeit der Ef-
fektschätzungen einzelner Klassen – d. h. der potenziell fairen Vergleiche – als kausale
Effekte des Unterrichts wird diskutiert. Anschließend werden die aus der Theorie ab-
leitbaren Implikationen bezüglich der Kovariaten- und der Modellauswahl dargestellt.
Als Anwendungsbeispiel werden Schulleistungsdaten aus dem Thüringer Projekt
Kompetenztest.de verwendet. Die Sensitivität der klassenspezifischen Effektschätzun-
gen gegenüber der Modellspezifikation und der Auswahl der Kovariaten wird analy-
siert, wobei insbesondere die Relevanz der Kovariate Vorwissen betrachtet wird. Leider
liegen nur selten längsschnittliche Daten für deutsche Vergleichsarbeiten vor. In der
Literatur finden sich jedoch zahlreiche Hinweise, dass der Vortest bzw. das Vorwissen
eine der wichtigsten Größen ist, die bei fairen Vergleichen zu berücksichtigen ist (z. B.
Steiner, Cook, Shadish & Clark, 2010). Anhand eines Modellvergleichs im Rahmen
einer empirischen Reanalyse von Thüringer Kompetenztestdaten wird u. a. aufgezeigt,
welchen Einfluss die Hinzunahme des Vorwissens der Schüler als zusätzliche Kovariate
auf die Effektschätzungen hat. Ziel ist es, die Bedeutsamkeit des Vortests sowie weiterer
Modifikationen des Adjustierungsmodells zu quantifizieren.
Die zentralen Befunde dieser Arbeit sind: (1) Faire, kausal interpretierbare Verglei-
che sind theoretisch möglich, im Kontext von Schulleistungsuntersuchungen wie den
landesweiten Vergleichsarbeiten jedoch nicht realisierbar. Realistisch sind fairere Ver-
gleiche, die als deskriptive Maße im Kontext von Low-Stakes Assessment Systemen in-
formativen Nutzen haben. (2) Es gibt nicht das richtige Adjustierungsverfahren. Bei der
Modellselektion und derWahl der Kovariaten sind neben der Fairness auch Praktikabili-
tätsaspekte zu berücksichtigen. Zudem sollten dabei nicht allein die Varianzaufklärung
und entsprechende inferenzstatistische Tests, sondern stets auch die Sensitivität bzw.
Stabilität der Effektschätzungen auf Ebene einzelner Klassen als Kriterium herangezo-
gen werden. (3) Entscheidend ist die richtige Auswahl der Kovariaten. Wenn möglich,
sollte das fachspezifische Vorwissen in die Berechnung fairerer Vergleiche einbezogen
werden. Dies unterstreicht die Bedeutung flächendeckender längsschnittlicher Designs
für die weitere Praxis fairerer Vergleiche.
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❚he task of causal modeling [may be
viewed] as an induction game that scientists
play against Nature.
Judea Pearl (2000)
1 Einführung
Die empirische Schulleistungsforschung hat in Deutschland vor allem in der letzten
Dekade stark an Bedeutung gewonnen – waren doch noch Ende des 20. Jahrhunderts
Ergebnisse aus nationalen und internationalen empirischen Schulleistungsuntersuchun-
gen eher rar und von Bildungspolitik und Öffentlichkeit wenig beachtet. Insbesondere
seit den unbefriedigenden Ergebnissen der PISA-Studie von 2000 (Deutsches PISA-
Konsortium, 2001; OECD, 2001), bei der Deutschland im Vergleich zu den anderen
teilnehmenden Staaten in allen Fächern nur unterdurchschnittliche Leistungen erreich-
te, stieg das öffentliche Interesse an Qualität und Effektivität im Bildungswesen. Vor
allem die Leistungen der Schüler1, d. h. der Output schulischer Arbeit, stehen seither
verstärkt im Fokus der Öffentlichkeit.
Zur Beurteilung und Sicherung der Qualität schulischer Arbeit beschloss die Stän-
dige Konferenz der Kultusminister der Länder in der Bundesrepublik Deutschland die
sog. Gesamtstrategie zum Bildungsmonitoring (KMK, 2006). Diese beinhaltet Maß-
nahmen zur systematischen und wissenschaftlich fundierten Evaluation von Ergebnis-
sen des Bildungssystems, die auf verschiedenen Ebenen des Bildungssystems ansetzen.
Dieses Educational-Accountability-System umfasst – neben der Teilnahme an interna-
tionalen Schulleistungsuntersuchungen, einer gemeinsamen Bildungsberichterstattung
von Bund und Ländern, der zentralen Überprüfung des Erreichens der Bildungsstan-
dards im Ländervergleich – auch die verstetigte Durchführung landesweiter Vergleichs-
arbeiten in allen Bundesländern.
Die Testergebnisse der Schüler in den Vergleichsarbeiten sollen die Lehrer über
den Leistungsstand der Klasse informieren, Stärken und Schwächen in den Leistun-
gen aufzeigen und Grundlage für die Erarbeitung von Maßnahmen zur Unterrichts- und
Qualitätsentwicklung sein. Ein häufig nicht explizit formuliertes Ziel landesweiter Ver-
1Aus Gründen der besseren Lesbarkeit wird im nachfolgenden Text das generische Maskulinum an-
stelle der parallelen Nennung von weiblichen und männlichen Wortformen (z. B. Schülerinnen und
Schüler) verwendet.
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gleichsarbeiten ist die Beurteilung von Unterrichtseffekten auf Ebene einzelner Schul-
klassen anhand dieser Output-Daten: Evaluiert wird das Ergebnis von Lehre und Un-
terricht mittels Schülerleistungen. Ergebnisse aus Vergleichsarbeiten sollen demnach
Aussagen über die Wirksamkeit des Unterrichts und die Leistungsfähigkeit der Lehrer
ermöglichen.
Um die Effekte des Unterrichts beurteilen zu können, werden die Testergebnisse der
einzelnen Klassen – bspw. die Klassenmittelwerte der Testleistungen – mit den Ergeb-
nissen anderer Klassen und Schulen verglichen. Ein Problem bei solchen Vergleichen
ist, dass Klassenunterschiede nicht nur aufgrund der Unterrichtseffekte zustande kom-
men können, sondern auch aufgrund unterschiedlicher Ausgangsvoraussetzungen der
Schüler – wie bspw. ihr sozioökonomischer Status, ihre Muttersprache oder ihr Ge-
schlecht. SolcheMerkmale, die sich dem direkten pädagogischen Einfluss der Lehrkräf-
te entziehen, können gleichfalls die Leistung der Schüler beeinflussen. Deshalb werden
einfache Mittelwertsvergleiche der Testleistungen verschiedener Klassen als unfair an-
gesehen. Um diesen Unterschieden Rechnung zu tragen und somit zu fairen, kausal
interpretierbaren Vergleichen zu gelangen, müssen die unterschiedlichen Ausgangsvor-
aussetzungen der Schüler berücksichtigt werden. Deshalb werden bei der Datenanalyse
der Schulleistungsdaten statistische Adjustierungsverfahren verwendet, die Unterschie-
de bezüglich dieser außerschulischen Einflussgrößen des Lernens – sog. Kovariaten –
zu berücksichtigen suchen.
Wie wird in der Praxis mit dieser Problematik umgegangen? Ein Blick in die einzel-
nen Bundesländer offenbart eine deutliche Heterogenität hinsichtlich der Datenanalyse
und Verwendung von Adjustierungsverfahren im Kontext von Vergleichsarbeiten, wo-
bei teilweise auch unadjustierte Vergleiche zurückgemeldet werden. Werden Adjustie-
rungsverfahren zur Erstellung fairer Vergleiche angewandt, so bestehen Unterschiede in
der methodischen Vorgehensweise sowie der Art und Anzahl der dabei berücksichtigten
Kovariaten.
Doch sind diese fairen Vergleiche als kausale Unterrichtseffekte interpretierbar? Las-
sen sich solche fairen, d. h. kausal interpretierbaren Vergleiche vor dem Hintergrund
einer Theorie kausaler Effekte rechtfertigen? Und welches Adjustierungsverfahren ist
das richtige?
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1.1 Anliegen der Arbeit
Die vorliegende Arbeit behandelt die Problematik fairer Vergleiche im Kontext von
Schulleistungsuntersuchungen mit besonderem Fokus auf landesweite Vergleichsarbei-
ten in Deutschland. Die Arbeit soll in dreierlei Hinsicht zum Verständnis fairer Ver-
gleiche im Kontext von Schulleistungsuntersuchungen beitragen, um einen verantwor-
tungsvollen Umgang mit Ergebnissen aus Vergleichsarbeiten zu ermöglichen und zu
unterstützen.
(1) Erstens sollen die methodologischen Grundlagen fairer Vergleiche analysiert wer-
den. Der Fairness-Begriff wird dabei mittels der Theorie kausaler Effekte präzi-
siert. Zudem soll vor diesem Hintergrund geprüft werden, ob sich die Interpretati-
on der aus Adjustierungsverfahren resultierenden Mittelwertsvergleiche als kau-
sale Unterrichtseffekte rechtfertigen lässt.
(2) Zweitens sollen die derzeit verwendeten Adjustierungsstrategien zur Berechnung
fairer Vergleiche systematisiert werden. Ferner soll geprüft werden, ob sich die-
se in den internationalen Kontext einordnen lassen und so ggf. empirische Evi-
denz aus anderen Educational-Accountability-Systemen auch für Adjustierungs-
verfahren in Vergleichsarbeiten nutzbar ist.
(3) Drittens soll eine empirische Reanalyse von Daten aus Vergleichsarbeiten die
Bedeutung der Modellspezifikation und der Wahl der Kovariaten für die Ergeb-
nisse aus fairen Vergleichen aufzeigen. Es soll geprüft werden, ob es möglich und
sinnvoll ist, allgemein verbindliche Standards bzw. Richtlinien zum Umgang mit
Adjustierungsverfahren in Vergleichsarbeiten zu formulieren.
Diese Arbeit entstand im Rahmen des gleichnamigen Forschungsprojektes „Faire
Vergleiche in der Schulleistungsforschung –Methodologische Grundlagen und Anwen-
dung auf Vergleichsarbeiten“ (Projekt Faire Vergleiche) am Lehrstuhl für Methoden-
lehre und Evaluationsforschung der Friedrich-Schiller-Universität Jena. Dieses Projekt
wurde vom Bundesministerium für Bildung und Forschung (BMBF) gemäß dem Rah-
menprogramm zur Förderung der empirischen Bildungsforschung finanziert2.
2Projekt Faire Vergleiche, Förderkennzeichen: 01 GJ 0852, Laufzeit: 01.02.2009 – 31.07.2011,
http://www.fair.uni-jena.de
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1.2 Struktur der Arbeit
Die vorliegende Dissertation ist in einen theoretischen und einen empirischen Abschnitt
unterteilt.
Der theoretische Teil umfasst Kapitel 2 bis Kapitel 5. In Kapitel 2 wird zunächst
die Entwicklung und Bedeutung einer zunehmend evidenzbasierten Bildungssteuerung
skizziert. Vor diesem Hintergrund wird die Funktion von Vergleichsarbeiten im Kontext
empirischer Qualitätsentwicklung und -sicherung im Bildungswesen sowie die Bedeu-
tung fairer Vergleiche herausgearbeitet. Dabei wird aufgezeigt, dass faire Vergleiche
– implizit oder explizit – mit einer kausalen Konnotation einhergehen. Doch lassen
sich solche fairen, d. h. kausal interpretierbaren Vergleiche vor dem Hintergrund einer
Theorie kausaler Effekte rechtfertigen? Um dies zu prüfen, wird in Kapitel 3 die all-
gemeine stochastische Theorie kausaler Effekte nach Steyer et al. (2011) vorgestellt.
Die Kausalitätstheorie dient als theoretisches Fundament, um die Bedingungen und die
Grenzen kausaler Inferenz transparent zu machen. Die im Rahmen fairer Vergleiche
betrachteten Mittelwertsvergleiche werden vor diesem Hintergrund hinsichtlich ihrer
kausalen Interpretierbarkeit untersucht. Des Weiteren werden in Kapitel 4 die im Rah-
men von Vergleichsarbeiten derzeit verwendeten statistischen Adjustierungsverfahren
zur Berechnung fairer Vergleiche systematisiert und in den internationalen Kontext ein-
geordnet. In Kapitel 5 werden die zentralen Forschungsfragen dieser Arbeit dargestellt.
Schließlich werden die Hypothesen spezifiziert, die im zweiten Teil dieser Arbeit em-
pirisch geprüft werden sollen.
Der empirische Teil dieser Arbeit umfasst die Kapitel 6 und 7. Zur Prüfung der
postulierten Hypothesen wird im Rahmen einer empirischen Reanalyse von Schulleis-
tungsdaten aus dem Projekt Kompetenztest.de ein Modellvergleich verschiedener Ad-
justierungsmodelle durchgeführt. Im Fokus der Analysen steht die Sensitivität der Ef-
fektschätzungen gegenüber Modifikationen der Kovariaten- und Modellselektion. Die
Daten entstammen den Kompetenztests – den Vergleichsarbeiten des Freistaates Thü-
ringen. Die verwendeten Erhebungsinstrumente und Variablen werden in Kapitel 6 vor-
gestellt. Im Zentrum dieses Kapitels steht das methodische Vorgehen und das Design
des Modellvergleichs. In Kapitel 7 werden – neben den deskriptiven Analysen und der
Analyse der Struktur fehlender Werte – die Ergebnisse des Modellvergleichs dargelegt.
Abschließend werden die Ergebnisse des theoretischen und empirischen Abschnitts
in Kapitel 8 zusammenfassend diskutiert.
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❉enken heißt Vergleichen!
Walther Rathenau (1867 – 1922)
2 Vergleichsarbeiten: Definition,
Ziele und die Bedeutung fairer
Vergleiche
Bildungspolitik und Bildungsforschung gehen in zunehmendem Maße Hand in Hand:
Bildungspolitische Entscheidungen werden häufig maßgeblich durch wissenschaftliche
Befunde aus der empirischen Bildungsforschung mitbestimmt. Maßnahmen zur
Qualitätssicherung und -entwicklung im deutschen Bildungssystem sollen auf empiri-
schen Befunden beruhen, die wissenschaftlichen Standards genügen. Solche Maßnah-
men finden nicht nur auf Bundesebene zum Systemmonitoring statt. Auch auf Ebene
der einzelnen Bundesländer werden spezifische Maßnahmen zur Sicherung und Wei-
terentwicklung der Qualität von Unterricht und Schule durchgeführt. Hierzu zählen
auch Vergleichsarbeiten. Eine derartige evidenzbasierte Bildungssteuerung hat es je-
doch nicht immer gegeben und ist historisch betrachtet – v. a. in Deutschland – eine
neuere Entwicklung (vgl. z. B. Bundesministerium für Bildung und Forschung, 2008;
Maier, 2009).
2.1 Empirische Bildungsforschung und ihre
Gegenstandsbereiche
Die empirische Bildungsforschung hat insbesondere in der vergangenen Dekade einen
massiven Aufschwung erlebt. Doch was ist eigentlich die empirische Bildungs-
forschung? Was grenzt diesen Forschungsbereich von anderen ab? Der Deutsche Bil-
dungsrat gibt bereits im Jahr 1974 die folgende, noch immer aktuelle Definition von
Bildungsforschung:
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Man kann Bildungsforschung in einem weiteren und engeren Sinne auslegen.
Im engeren Sinne hat es sie als Unterrichtsforschung schon immer gegeben.
Im weiteren Sinn kann sie sich auf das gesamte Bildungswesen und seine Re-
form im Kontext von Staat und Gesellschaft beziehen, einschließlich der au-
ßerschulischen Bildungsprozesse. Wie weit oder eng aber auch die Grenzen
der Bildungsforschung gezogen werden, es sollte nur dann von Bildungsfor-
schung gesprochen werden, wenn die zu lösende Aufgabe, die Gegenstand der
Forschung ist, theoretisch oder empirisch auf Bildungsprozesse (Lehr-, Lern-,
Sozialisations- und Erziehungsprozesse), deren organisatorische und ökonomi-
sche Voraussetzungen oder Reform bezogen ist. (Deutscher Bildungsrat, 1974,
S. 23)
Ausgehend von dieser Definition beschreibt Gräsel (2011) drei zentrale Merkmale der
empirischen Bildungsforschung: (a) Problemorientierung, d. h. wissenschaftlicher Er-
kenntnisgewinn mit dem Ziel, das Bildungswesen zu verbessern, (b) Interdisziplinarität
und (c) Verwendung empirischer Forschungsmethoden, d. h. quantitative und qualitati-
ve Methoden.
Eine präzisere Charakterisierung der empirischen Bildungsforschung ist nicht zuletzt
über deren Ziele und Gegenstandsbereiche möglich: Nach Tippelt und Schmidt (2010)
besteht die Aufgabe der empirischen Bildungsforschung u. a. „ . . . darin, wissenschaft-
liche Informationen auszuarbeiten, die eine rationale Begründung bildungspraktischer
und bildungspolitischer Entscheidungen ermöglichen“ (S. 9). Ziel ist also die Analyse
und Verbesserung des Bildungswesens mittels einer evidenzbasierten Bildungspraxis
und Bildungspolitik, bei der wissenschaftlich fundierte Ergebnisse Grundlage für bil-
dungspolitische Entscheidungen sein sollen. Begriffe wie Bildungsstandards oder Kom-
petenzmodelle sind zu Schlagwörtern geworden, die in der fachlichen, politischen und
öffentlichen Diskussion um Fragen der Bildung und Bildungsqualität nicht mehr weg-
zudenken sind. Der inhaltliche Fokus der empirischen Bildungsforschung liegt hierzu-
lande auf den Themen Schulleistung (bspw. in Form von nationalen und internationalen
Schulleistungsvergleichen) und Kompetenzentwicklung (bspw. Entwicklung individu-
eller Fördermaßnahmen) in Schule und Hochschule (vgl. Reinders, Ditton, Gräsel &
Gniewosz, 2011), was sich nicht zuletzt auch in der Ausrichtung der Bildungspoli-
tik widerspiegelt. Im Kontext der Bildungspolitik sei beispielhaft die Gesamtstrategie
zum Bildungsmonitoring (KMK, 2006) erwähnt, auf die ich in Abschnitt 2.4 eingehen
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(bspw. der konkrete Unterricht in einer Klasse) als entscheidende Faktoren für den Out-
put eines Bildungssystems angesehen. Letzterer umfasst die Produkte eines Bildungs-
systems. Dazu zählen die Leistung von Schülern bzw. – allgemein formuliert – deren
Lernergebnisse, aber auch überfachliche Qualifikationen. Im Rahmen der Qualitätssi-
cherung eines Bildungssystems werden Kriterien bzw. Standards (vgl. Abschnitt 2.3
zum Begriff der Bildungsstandards) festgelegt, anhand derer die Güte bzw. Qualität
eines Bildungssystems beurteilt wird. Diese Kriterien können sich auf die Inputs, den
Prozess oder aber die Outputs des Bildungssystems beziehen.
Nach Köller (2010) lag der Fokus der Qualitätssicherung und -entwicklung im all-
gemeinbildenden Schulsystem in Deutschland bis in die 1990er Jahre auf der Input-
und Prozessorientierung. International vollzog sich hingegen bereits seit den 1960er
Jahren ein Paradigmenwechsel von der Input- und Prozessorientierung hin zu einer
Betrachtung des Outputs von Schule. Dieser Paradigmenwechsel wird auch als empiri-
sche Wende in den Erziehungswissenschaften bezeichnet (vgl. z. B. Köller, 2010; van
Ackeren, 2002). Dies spiegelte sich einerseits in der Entwicklung und Durchführung in-
ternational vergleichender, repräsentativer Schulleistungsstudien – sog. internationaler
Large Scale Assessments – wider. Diese ermöglichen neben internationalen Vergleichen
auch nationale Vergleiche. Die International Association for the Evaluation of Educa-
tional Achievement (IEA)2 entwickelt seit mehr als 40 Jahren internationale Large Sca-
le Assessments, in denen Schülerleistungen sowie Kontext- und Prozessvariablen der
Bildunssysteme quantitativ erfasst und vergleichend analysiert werden. TIMSS (Third
International Mathematics and Science Study)3 und PIRLS/IGLU (Progress in Interna-
tional Reading Literacy Study)4 sind zwei prominente Beispiele derartiger international
vergleichender Schulleistungsuntersuchungen. Andererseits wurde diese Entwicklung
in vielen Ländern durch nationale Assessments ergänzt. So wurde bspw. in den USA be-
reits in den 1960er Jahren das NAEP-Programm (National Assessment of Educational
Progress)5 initiiert – eine regelmäßig stattfindende, national repräsentative Erhebung in
2Die im Rahmen der vorliegenden Arbeit verwendeten Institutions-, Untersuchungs- und Fachbezeich-
nungen werden nach erster Aufführung in der Langform durch Abkürzungen beschrieben. Im Anhang
A ist ein Verzeichnis aller Abkürzungen beigefügt.
3TIMSS war bis 2002 ein Akronym für Third International Mathematics and Science Study (Dritte
Internationale Mathematik- und Naturwissenschaftsstudie). Seit dem Jahr 2003 steht das Akronym
TIMSS für Trends in International Mathematics and Science Study.
4IGLU (Internationale Grundschul-Lese-Untersuchung) ist die nationale Bezeichnung von PIRLS.
5Weiterführende Informationen zum NAEP-Programm finden sich auf den folgenden Webseiten:
http://nces.ed.gov/nationsreportcard/
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ausgewählten Fächern der Klassenstufen 4, 8 und 12.
Ein anderes Bild zeigte sich in Deutschland: Zwar beteiligte sich auch die Bundesre-
publik Deutschland an den großen internationalen Schulleistungsstudien der IEA (vgl.
z. B. van Ackeren, 2002), jedoch – im Gegensatz zu vielen anderen Ländern – lediglich
sporadisch. Außerdem stießen die Ergebnisse dieser Untersuchungen auf keine große
öffentliche und politische Aufmerksamkeit. Erst in den 1990er Jahren, mit der Teilnah-
me an TIMSS und der Publikation der Befunde aus dieser Untersuchung, änderte sich
dieses Bild auch in Deutschland. Im internationalen Vergleich lag die durchschnitt-
liche Testleistung deutscher Schüler bezüglich der untersuchten Testbereiche Mathe-
matik und Naturwissenschaften im unteren Mittelfeld (Baumert et al., 2000a, 2000b,
1997). Die mangelhafte Befundlage in TIMSS attestierte dem deutschen Bildungssys-
tem lediglich Mittelmäßigkeit, was Zweifel an dessen Leistungsfähigkeit aufkommen
ließ.
Durch diesen sog. TIMSS-Schock (van Ackeren, 2002) erhielt die systematische em-
pirische Schulleistungsforschung einen neuen Stellenwert. Auch in Deutschland voll-
zog sich nun die empirische Wende in der Erziehungswissenschaft, bei der die Bedeu-
tung der pädagogischen Psychologie und insbesondere der Psychometrie im Kontext
der empirischen Bildungsforschung zunahm. Die Umorientierung von der Input- zur
Output-Orientierung wurde dabei im Wesentlichen von der Ständigen Konferenz der
Kultusminister der Länder (Kurzform: Kultusministerkonferenz, Abk.: KMK) initiiert:
Als Reaktion auf das schlechte Abschneiden des deutschen Bildungssystems im Rah-
men von TIMSS im Jahr 1996 stand im Rahmen der 280. Plenarsitzung der KMK im
Oktober 1997 in Konstanz die Frage nach konkreten Maßnahmen zur Qualitätssiche-
rung und Qualitätsentwicklung im Fokus. In diesem Rahmen wurden – neben der Betei-
ligung Deutschlands an weiteren internationalen Schulleistungsuntersuchungen – auch
nationale und regionale (länderinterne) Verfahren zur Überprüfung der Lern- und Leis-
tungsstände von Schülern als neues Instrumentarium der Qualitätssicherung diskutiert
und deren Durchführung beschlossen. Im sog. Konstanzer Beschluss heißt es dazu:
Die Kultusministerkonferenz sieht im Hinblick auf die Gleichwertigkeit der
schulischen Ausbildung, die Vergleichbarkeit der Schulabschlüsse sowie die
Durchlässigkeit des Bildungssystems innerhalb der Bundesrepublik Deutsch-
land in der Entwicklung vonMaßnahmen zur Sicherung der Qualität schulischer
Bildung eine wichtige Aufgabe.
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Im Hinblick auf diese Zielsetzung und zur Qualitätssicherung in Schulen halten
es die Mitglieder der Kultusministerkonferenz für erforderlich, in den Ländern
Instrumente zur Evaluation zu entwickeln und zu erproben und über die ge-
wonnenen Ergebnisse in einen breiten Erfahrungsaustausch einzutreten. (KMK,
1997, S. 1)
Die Etablierung einer evidenzbasierten Steuerung des Bildungssystems, in deren Rah-
men die erreichten Schülerleistungen als ein zentrales Kriterium zur Beurteilung der
Leistungsfähigkeit des Bildungssystems genutzt werden (Output-Orientierung), gewann
nunmehr an Bedeutung und erreichte mit der Durchführung der PISA-Studie (Pro-
gramme for International Student Assessment) im Jahr 2000 ihren ersten Höhepunkt.
PISA ist eine international vergleichende, standardisierte Schulleistungsuntersuchung,
die von derOrganisation für wirtschaftliche Zusammenarbeit und Entwicklung (OECD)
regelmäßig im Abstand von jeweils drei Jahren bei 15-jährigen Schülern durchgeführt
wird (vgl. Baumert & Artelt, 2003). Teilnehmende Staaten sind neben denMitgliedstaa-
ten der OECD6 eine zunehmenden Anzahl von Partnerstaaten: So nahmen im Jahr 2000
insgesamt 43 Länder an der Untersuchung teil, wohingegen es im Jahr 2009 bereits 65
Länder waren.
Das wiederum schlechte Abschneiden deutscher Schülerleistungen im Rahmen von
PISA 2000 (Deutsches PISA-Konsortium, 2001, 2002) löste ein verstärktes öffentli-
ches Interesse an Qualität und Effektivität im Bildungswesen aus. Erste Konsequenzen
aus diesen Ergebnissen wurden auf der 296. Plenarsitzung der KMK im Dezember
2001 gezogen7. Hier werden insgesamt sieben vorrangige Handlungsfelder zur Ver-
besserung des deutschen Bildungssystems beschlossen. Eines dieser Handlungsfelder
umfasste „Maßnahmen zur konsequenten Weiterentwicklung und Sicherung der Qua-
lität von Unterricht und Schule auf der Grundlage von verbindlichen Standards sowie
eine ergebnisorientierte Evaluation“. In der Folge nahm die Bedeutung einer evidenz-
basierten Steuerung des Bildungssystems nochmals zu: Neben einer Verstetigung der
Beteiligung an internationalen Schulleistungsuntersuchungen – wie bspw. an PISA oder
PIRLS/IGLU – wurden die Erarbeitung der sog. Bildungsstandards (KMK, 2002) und
weitere Evaluationsmaßnahmen auch auf Ebene der einzelnen Bundesländer (bspw. ex-
6Für ausführliche Informationen über die OECD sowie deren Mitglieds- und Partnerstaaten siehe:
http://www.oecd.org
7Für weiterführende Informationen siehe die Pressemitteilung zur 296. Plenarsitzung der KMK:
http://www.kmk.org/presse-und-aktuelles/pm2001/296plenarsitzung.html
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terne Evaluation in Form von Schulinspektionen, Parallelarbeiten, zentrale Abschluss-
arbeiten oder landesweiten Vergleichsarbeiten) initiiert. Da die Bildungsstandards mitt-
lerweile eine zentrale Rolle bei der Testentwicklung und Ergebnisrückmeldung von
Vergleichsarbeiten spielen (vgl. Klieme, Avenarius et al., 2007; Klieme et al., 2010;
Orth, 2007), werden diese im folgenden Abschnitt näher erläutert.
2.3 Bildungsstandards
In der internationalen Diskussion werden mindestens drei Formen von Bildungsstan-
dards unterschieden (American Association for the Advancement of Science, 1993;
National Council of Teachers of Mathematics, 2000; National Research Council, 1995):
(a) Inhaltliche Standards (content standards) setzen Inhalte und Lernziele in einem be-
stimmten Fachgebiet fest. So wird bspw. im Rahmen von Lehrplänen festgelegt, wel-
che Inhalte im Mathematikunterricht unterrichtet und von den Schülern gelernt werden
sollen. (b)Unterrichtsstandards (opportunity-to-learn-standards) hingegen beschreiben
Bedingungen des Lehrens und Lernens – bspw. in Form konsensual akzeptierter Me-
thoden und Prinzipien gelungenen Unterrichts. Schließlich beziehen sich (c) Leistungs-
standards (performance standards) auf die Ergebnisse – also den Output – von Lehren
und Lernen, indem sie bestimmte Kompetenzen als Ziele schulischen Unterrichts defi-
nieren. Leistungsstandards lassen sich wiederum hinsichtlich der Anforderungen an die
erreichten Kompetenzniveaus differenzieren in Mindest-, Regel- und Optimalstandards:
Mindeststandards (oder auch Minimalstandards) beschreiben ein Minimum an Kompe-
tenzen, das alle Schüler zu einem bestimmten Zeitpunkt ihrer Schullaufbahn erreicht
haben sollten. Regelstandards hingegen definieren Kompetenzen, die im Durchschnitt
von den Schülern zu einem bestimmtem Bildungsabschnitt erreicht werden sollten. Und
schließlich beschreiben Optimalstandards (oder auch Maximalstandards) Kompeten-
zen, die im oberen Leistungsniveau angesiedelt sind. Sie beziehen sich also auf Kom-
petenzen, über die die besten Schüler einer bestimmten Jahrgangsstufe verfügen.
In der Bundesrepublik Deutschland hat man sich entschieden, die nationalen Bil-
dungsstandards als Leistungsstandards zu definieren: Die KMK hat im Jahr 2002 be-
schlossen, nationale Bildungsstandards für verschiedene Jahrgangsstufen zu entwickeln.
Diese legen verbindlich fest, welche Kompetenzen die Schüler einer bestimmten Klas-
senstufe in einem bestimmten Fach erreichen sollen (KMK, 2002). Die von der KMK
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bisher vorgelegten Bildungsstandards sind als Regelstandards definiert, d. h. sie bezie-
hen sich auf das durchschnittlich erwartete Leitungsniveau von Schülern am Ende einer
bestimmten Jahrgangsstufe in einem konkreten Fachbereich (vgl. KMK, 2005). Dies
unterstreicht den Paradigmenwechsel der Bildungspolitik hin zur einer Output-Orien-
tierung. Derzeit gibt es bundesweit geltende Bildungsstandards in der Primarstufe sowie
der Sekundarstufe I und II für die folgenden Fächer8:
• im Primarbereich (Jahrgangsstufe 4) für die Fächer Mathematik und Deutsch,
• für den Hauptschulabschluss (Jahrgangsstufe 9) für die Fächer Mathematik,
Deutsch und die erste Fremdsprache (Englisch/Französisch),
• für den Mittleren Schulabschluss (Jahrgangsstufe 10) für die Fächer Deutsch,
Mathematik, die erste Fremdsprache (Englisch/Französisch), Biologie, Chemie
und Physik und
• für die Allgemeine Hochschulreife für die Fächer Deutsch, Mathematik und die
fortgeführte Fremdsprache (Englisch/Französisch).
Doch was ist der Nutzen von Bildungsstandards? Bildungsstandards sollen der Be-
wertung und Steuerung von Bildungsprozessen dienen, indem sie verbindliche Ziele
des Unterrichts in ausgewählten Fächern formulieren. Sie stellen somit „ . . . normativ
gesetzte Zielgrößen dar, die in einem Bildungssystem erreicht werden sollen“ (Köller,
2011, S. 179). Um eine Bewertung und Steuerung des Bildungssystems vornehmen zu
können, müssen Verfahren bzw. Messinstrumente zur Verfügung stehen, mittels derer
eine valide, reliable und objektive Erfassung der erreichten Kompetenzniveaus ermög-
licht wird. Parallel zur Erarbeitung der nationalen Bildungsstandards durch die KMK
wurde daher im Juni 2004 das Institut zur Qualitätsentwicklung im Bildungswesen
(IQB) gegründet. Das primäre Ziel des IQB besteht in der Operationalisierung der Bil-
dungsstandards durch die Formulierung von Kompetenzmodellen und Generierung von
Itempools, um das Erreichen der Standards überprüfen zu können (KMK, 2005). Damit
wird die wissenschaftliche Begleitung bei der Implementierung der Bildungsstandards
sichergestellt.
8Die einzelnen Dokumentationen der Bildungsstandards sind auf folgender Webseite abrufbar:
http://www.kmk.org/bildung-schule/qualitaetssicherung-in-schulen/
bildungsstandards/dokumente.html
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2.4 Die Gesamtstrategie der KMK zum
Bildungsmonitoring
Im Jahr 2006 schließlich legte die KMK die Gesamtstrategie zum Bildungsmonitoring
auf Basis der Bildungsstandards vor, welche eine systematische und wissenschaftlich
fundierte Evaluation von Ergebnissen des Bildungssystems verfolgt (KMK, 2006). Die-
se umfasst die folgenden vier Elemente, die in einem engen Zusammenspiel zu betrach-
ten sind, jedoch jeweils verschiedene Ebenen des Bildungssystems betreffen:
(1) Teilnahme an internationalen Schulleistungsuntersuchungen:
Die regelmäßige Teilnahme an internationalen Schulleistungsuntersuchungen
dient der Verortung der Leistungsfähigkeit des deutschen Bildungssystems im
internationalen Vergleich. Die Ergebnisse dieser Untersuchungen beziehen sich
also in erster Linie auf die Systemebene. Vergleichende Analysen der Ergebnisse
zielen hier nicht auf die Bewertung einzelner Schulen, sondern eines gesamten
Bildungssystems. Daher werden diese Untersuchungen auch als Systemmonito-
ring-Studien bezeichnet. Diese sollen „ . . . Systemwissen zur Verfügung [stel-
len], mit dem nachhaltig die Qualität eines Bildungssystems verbessert werden
kann“ (Bos & Schwippert, 2002, S. 18), indem das bereitgestellte Wissen als Ba-
sis für die nationale Bildungsplanung genutzt wird. Derzeit nehmen die Bundes-
länder an PISA im 3-jährigen Rhythmus, PIRLS/IGLU im 5-jährigen Rhythmus
und an TIMSS im 4-jährigen Rhythmus teil.
(2) Zentrale Überprüfung des Erreichens der Bildungsstandards im Ländervergleich:
Um neben dem internationalen Vergleich auch nationale (innerdeutsche) Ver-
gleiche zwischen den einzelnen Bundesländern vornehmen zu können, wurden
im Rahmen internationaler Schulleistungsuntersuchungen auch nationale Ergän-
zungsstudien durchgeführt. Hierzu zählten bpsw. PISA-E (Klieme, 2002) oder
IGLU-E. Seit dem Jahr 2009 bilden die von der KMK verabschiedeten Bildungs-
standards die Basis für den Vergleich der einzelnen Bundesländer. Dazu werden
vom IQB länderübergreifende, standardisierte Tests entwickelt, welche die na-
tionalen Erweiterungen wie PISA-E oder IGLU-E ablösten. Die Erhebungen für
den Ländervergleich erfolgen in der Primarstufe im 5-jährigen Rhythmus und in
der Sekundarstufe I im 3-jährigen Rhythmus. Der Ländervergleich – ebenso wie
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die Bildungsberichtserstattung von Bund und Ländern – dient ebenfalls in ers-
ter Linie dem Systemmonitoring, denn die Ergebnisse werden auf der Ebene der
Schulsysteme der einzelnen Bundesländer ausgewertet. Dabei sind keine Rück-
schlüsse auf die Leistungen einzelner Schulen, Klassen oder Schüler möglich
oder intendiert.
(3) Nationale Bildungsberichterstattung:
Die gemeinsame Bildungsberichterstattung von Bund und Ländern ist ein weite-
rer Baustein des Bildungsmonitorings. Ziele sind u. a. eine transparente, informa-
tive Darstellung wichtiger Entwicklungen im Bildungskontext und die Rechen-
schaftslegung auf Ebene der einzelnen Bundesländer sowie auf Bundesebene.
(4) Vergleichsarbeiten:
Neben den internationalen und nationalen, länderübergreifenden Qualitätssiche-
rungsmaßnahmen der KMK gab es bereits im Vorfeld der Gesamtstrategie ver-
schiedene länderspezifische Maßnahmen. Zu diesen gehören neben der Imple-
mentierung der Bildungsstandards im Unterricht (bspw. durch die entsprechende
Ausrichtung der Rahmenlehrpläne), die Einführung zentraler Abschlussprüfun-
gen (bspw. des mittleren Schulabschlusses) sowie die Durchführung landesweiter
Vergleichsarbeiten (vgl. Blossfeld et al., 2010). Flächendeckende Vergleichsar-
beiten zur landesweiten Überprüfung der Leistungsfähigkeit einzelner Schulen,
die in ausgewählten Jahrgangsstufen durchgeführt werden und mittlerweile auch
an die Bildungsstandards angekoppelt werden, wurden im Jahr 2006 als weitere
Säule zur Qualitätssicherung in die KMK-Gesamtstrategie zum Bildungsmonito-
ring aufgenommen.
Im Zentrum der vorliegenden Arbeit stehen die Vergleichsarbeiten in den Bundeslän-
dern Deutschlands, die im folgenden Abschnitt fokussiert und von anderen Evaluati-
onsformen abgegrenzt werden.
2.5 Vergleichsarbeiten
Vergleichsarbeiten sind standardisierte Tests, d. h. es handelt sich um Messintrumente
zur Erfassung von Schülerleistungen, die hinsichtlich psychometrischer Testgütekrite-
rien (Objektivität, Reliabilität und Validität) entwickelt werden (Heller & Hany, 2001).
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Vergleichsarbeiten sind weiterhin standardbezogen, da sie auf Basis der Bildungsstan-
dards entwickelt werden bzw. sich an diesen orientieren.
Zwar wurden Vergleichsarbeiten erst im Jahr 2006 in die Gesamtstrategie der KMK
zum Bildungsmonitoring aufgenommen, jedoch haben diese innerhalb der einzelnen
Bundesländer eine längere, wenngleich auch jeweils unterschiedliche Tradition (vgl.
Hovestadt & Kessler, 2005; van Ackeren & Bellenberg, 2004). Dies spiegelt sich u.
a. in den unterschiedlichen Bezeichnungen wider: Neben dem Terminus Vergleichsar-
beiten werden auch die Begriffe Lernstandserhebungen, VERA, Orientierungsarbeiten,
Diagnosearbeiten, KERMIT9 oder Kompetenztests verwendet. Im weiteren Verlauf die-
ser Arbeit werde ich ausschließlich den Begriff Vergleichsarbeiten verwenden.
Mittlerweile werden Vergleichsarbeiten bundesweit in der Primarstufe (in Klassen-
stufe 3) in den Fächern Mathematik und Deutsch sowie in der Sekundarstufe I (in
Klassenstufe 8) in den Fächern Mathematik, Deutsch und der ersten Fremdpsrache
(Englisch bzw. Französisch) durchgeführt. Zudem wurde die Testentwicklung weitest-
gehend vereinheitlicht und zentralisiert: Seit dem Schuljahr 2008/2009 liegt die Auf-
gabenentwicklung, Pilotierung und Skalierung der Items sowie die Testhefterstellung
in der Verantwortung des IQB. Einzige Ausnahme hiervon bildet Baden-Württemberg,
dass nicht an VERA 8 im Bundesverband teilnimmt, sondern eigene Vergleichsarbei-
ten für die Sekundarstufe I auf Basis der baden-württembergischen Bildungsstandards
entwickelt. Die Tests beziehen sich auf zweijährige Bildungsabschnitte und werden zu
Beginn der 9. Jahrgangstufe durchgeführt (vgl. Wacker & Kramer, 2012).
Trotz zunehmender Vereinheitlichung unterscheiden sich Vergleichsarbeiten nach
wie vor hinsichtlich der Testdurchführung, Testkorrektur, Dateneingabe, Datenanalyse
(d. h. der statistischen Auswertung der Testergebnisse) und Ergebnisrückmeldung zwi-
schen den einzelnen Bundesländern (vgl. z. B. Fiege et al., 2011), da diese Aufgaben
in der Verantwortung der einzelnen Länder liegen. Die damit einhergehende Hetero-
genität der Vorgehensweisen zeigt sich zusätzlich in den Zielen und Funktionen, die
Vergleichsarbeiten zugeschrieben werden.
9KERMIT ist ein Akronym für Kompetenzen ermitteln. KERMIT ist ein System zur Erfassung der
Kompetenzentwicklung der Schüler, das seit dem Schuljahr 2012/2013 in Hamburg etabliert wird.
Dieses umfasst neben den Vergleichsarbeiten in Klassenstufe 3 und 8 zusätzlich die in Hamburg
etablierten Lernausgangslagenerhebungen in den Klassenstufen 2, 5, 7 und 9.
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2.5.1 Ziele und Funktionen von Vergleichsarbeiten
In dem Beschluss der KMK-Gesamtstrategie aus dem Jahr 2006 heißt es: „Vergleichs-
arbeiten dienen insbesondere der flächendeckenden, jahrgangsbasierten Evaluation der
einzelnen Schule und Klasse als Standortbestimmung vor dem Hintergrund der län-
derübergreifenden Bildungsstandards“ (S. 10). Landesweite Vergleichsarbeiten dienen
somit der Überprüfung des Erreichens der Bildungsstandards auf Einzelschulebene: Da
die Tests auf Basis der Bildungsstandards entwickelt werden, kann die einzelne Schule
bzw. Klasse die Ergebnisse nutzen, um die Stärken und Schwächen hinsichtlich des Er-
reichens der Bildungsstandards zu diagnostizieren. Vergleichsarbeiten sollen auf diese
Weise quantifizieren, in welchem Maße die Schüler über die in den Bildungsstandards
festgelegten Kompetenzen verfügen. Dies soll zur Qualitätsentwicklung innerhalb der
einzelnen Schulen beitragen, indem „Defizitbereiche und Handlungsbedarfe“ (vgl. van
Ackeren & Klemm, 2009, S. 164) aufgezeigt werden. Neben dieser Standortbestim-
mung geht es gleichfalls – explizit oder nur implizit formuliert – um die Evaluation der
Wirksamkeit schulischer Arbeit, also um die Frage: Wie gut bzw. wie effektiv ist der
Unterricht in einer Klasse?
Weitere Funktionen von Vergleichsarbeiten und die Ebenen des
Bildungssystems
Seit dem Jahr 2004 gibt es das Netzwerk zur empiriegestützten Schulentwicklung (EM-
SE). EMSE ist ein kooperatives Netzwerk bestehend aus Mitgliedern der Kultusminis-
terien, Qualitätsagenturen und Landesinstituten aus allen 16 Bundesländern. In den re-
gelmäßig stattfindenden Fachtagungen werden u. a. aktuelle Forschungsergebnisse zum
Thema empirische Schulentwicklung und Bildungsplanung rezipiert und hinsichtlich
praxisrelevanter Konsequenzen diskutiert. Einen wichtigen Stellenwert nimmt dabei
insbesondere der Erfahrungsaustausch zwischen den Ländern im Hinblick auf Maßnah-
men empirisch orientierter Schul- und Unterrichtsentwicklung ein. So beschreibt das
EMSE-Netzwerk in seinem ersten Positionspapier aus dem Jahr 2006 die verschiedenen
Funktionen von zentralen standardisierten Lernstandserhebungen – also Vergleichsar-
beiten – auf den unterschiedlichen Ebenen des Bildungssystems. Tabelle 2.1 fasst diese
Aufgaben zusammen. Vergleichsarbeiten werden somit Funktionen auf der Systeme-
bene (z. B. Ressourcenallokation), Schul- und Klassenebene (z. B. Informationen über
die Wirksamkeit schulischer Arbeit) und der Ebene individueller Schüler (bspw. Lern-
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Tabelle 2.1: Funktionen von Vergleichsarbeiten differenziert nach den Ebenen des
Bildungssystems
Ebene Funktion
Systemebene – Informationen über Leistungen des Bildungssystems
(differenzierbar nach u. a. Unterrichtsfach, Schulform,
Klassenstufe)
– Gewinnung von Planungs- und Steuerungswissen
(bspw. Implikationen für die Schulsystementwicklung)
– Identifizierung von Unterstützungs- und Entwicklungsbedarf
(bspw. regionalisierter Support, Ressourcenallokation)
Schul- & Klassenebene – Informationen über erreichte Lernstände sowie
über die Wirksamkeit der schulischen Arbeit
(Unterrichts- und Schuleffekte)
– Qualitätssicherung & Unterrichtsentwicklung
– Rechenschaftslegung & Transparenz (z. B. Information
für Eltern)
Schülerebene – Informationen über erreichte Lernstände der Schüler
(Individuelle Standortbestimmung)
– Lernbedarfsdiagnosen
– Rückmeldungen und Dialog mit Schülern und Eltern
(Feedback-Kultur)
– Zertifizierunga
Anmerkungen. Adaptiert aus dem EMSE-Positionspapier (vgl. EMSE, 2006, S. 1–2).
a Bis zum Schuljahr 2011/2012 wurden in einigen Bundesländern Vergleichsarbeiten als
Klassenarbeit gewertet und benotet.
bedarfsdiagnosen) zugeschrieben.
Auch Lorenz (2005) arbeitete verschiedene Ziele bzw. Funktionen aus, die sich mit-
tels der Ergebnisse aus Vergleichsarbeiten erreichen lassen: So sollen Vergleichsarbei-
ten in der Primarstufe der Verbesserung von Chancengleichheit durch Objektivierung
(Hilfe zur Selbstevaluation), als Orientierungshilfe für die Schullaufbahnberatung und
der Stärkung der diagnostischen Kompetenzen der Lehrkräfte dienen. Weitere Funktio-
nen liegen nach Lorenz (2005) in der Überprüfung des Erreichens der Bildungsstan-
dards.
Und nicht zuletzt lässt sich in den einzelnen Bundesländern – u. a. auf den entspre-
chendenWebseiten bspw. der Landesbildungsserver – ein Kaleidoskop von intendierten
Zielen und Funktionen finden, von denen hier nur einige exemplarisch herausgegriffen
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werden sollen: In Bayern wird der pädagogische Nutzen von Vergleichsarbeiten neben
der Lernstandsdiagnostik in der individuellen Förderung gesehen. Ergebnisse aus Ver-
gleichsarbeiten sollen weiterhin einen potentiellen Austausch und die Kooperation mit
den Eltern unterstützen. Schließlich sollen Vergleichsarbeiten zur Schul- und Unter-
richtsentwicklung durch die Evaluation der „. . .Wirksamkeit der eigenen [schulischen]
Arbeit“ (Hausknecht & Eyrainer, 2010, S. 11) beitragen. In Nordrhein-Westfalen wer-
den zusammenfassend folgende Ziele formuliert10: „Feststellung des Lern- und Förder-
bedarfs in den überprüften fachlichen Bereichen; Weiterentwicklung des Unterrichts
und der schulischen Arbeit; Standardüberprüfung und Qualitätssicherung; Unterstüt-
zung der Umsetzung der Kernlehrpläne und nationalen Bildungsstandards; Stärkung
der diagnostischen Kompetenz von Lehrkräften und Bereitstellung von ergänzenden
Informationen für die schulübergreifende Qualitätssicherung“. In Thüringen sollen die
„ . . . Tests [. . . ] eine schulische Selbstevaluation bezüglich der Wirkungsqualität“ er-
möglichen11.
Vereinbarung der KMK zur Weiterentwicklung von Vergleichsarbeiten
Zwar lassen sich die Funktionen von Vergleichsarbeiten allen drei Ebenen – Systeme-
bene, Schul- und Klassenebene, Schülerebene – zuordnen (vgl. Tabelle 2.1), jedoch
liegt der Fokus auf der Schul- und Klassenebene (z. B. Nachtigall, Kröhne, Enders
& Steyer, 2008; Nachtigall, Storbeck & Landmann, 2009): Nach Isaac und Hosenfeld
(2008) sollen Vergleichsarbeiten in erster Linie „ . . . fachliche, fachdidaktische und
pädagogisch-psychologische Impulse für Schul- und Unterrichtsentwicklung liefern“
(S. 144). Dieser Fokus ist auch von der KMK im Jahr 2012 in der Vereinbarung zur
Weiterentwicklung von VERA bekräftigt worden (KMK, 2012). Dort heißt es in der
Zielbestimmung von Vergleichsarbeiten in den Ländern: „Die zentrale Funktion von
VERA als einem von vier Elementen der Gesamtstrategie der Kultusministerkonferenz
zum Bildungsmonitoring liegt in der Unterrichts- und Schulentwicklung jeder einzel-
nen Schule“ (KMK, 2012, S. 2). Die Zielbestimmung wurde weiter präzisiert, indem
explizit formuliert wurde, welche Aufgaben Vergleichsarbeiten nicht erfüllen sollen
oder können: Ergebnisse aus Vergleichsarbeiten sollen fortan nicht von den Bildungs-
10Informationsseiten des Landes Nordrhein-Westfalen zum Lernstand 8 (Stand: 01.03.2013):
http://www.standardsicherung.schulministerium.nrw.de/lernstand8/aktuelles/
11Informationsseiten des Landes Thüringen zu den Kompetenztests (Stand: 01.03.2013):
http://www.thueringen.de/th2/tmbwk/bildung/information/kompetenztest/
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Tabelle 2.2: Vergleich verschiedener Evaluationsformen im Schulkontext (in Anleh-
nung an van Ackeren und Klemm, 2009)
Evaluationsform Funktionen
System-
monitoring
Rechen-
schaftslegung
Zertifizierung/
Selektion
Diagnose von
Stärken &
Schwächen
Parallelarbeiten ✕ ✕ ✕
Zentrale Abschlussprüfungen ✕ ✕
Vergleichsarbeiten ✕ ✕ (✕)a ✕
Nationale
Schulleistungsstudienb
✕ ✕
Internationale
Schulleistungsstudienc
✕ ✕
Anmerkungen. a Bis zum Schuljahr 2011/2012 wurden Vergleichsarbeiten in einigen Bun-
desländern als Klassenarbeit gewertet und benotet.
b Hierzu zählt bspw. der KMK-Ländervergleich, der seit dem Schuljahr 2008/2009 in der
Primarstufe alle fünf Jahre und in der Sekundarstufe I alle drei Jahre durchgeführt wird.
c Hierzu zählen u. a. PISA, PIRLS/IGLU und TIMSS.
verwaltungen der Länder veröffentlicht werden. Weiterhin sollen diese weder benotet
werden noch für Übergangsempfehlungen eingesetzt werden.
2.5.2 Vergleichsarbeiten als spezielle Form der Evaluation
Vergleichsarbeiten stellen eine spezielle Evaluationsform im Bildungskontext dar. Eva-
luation ist ein Prozess, „ . . . in dessen Verlauf eine Bestandsaufnahme, eine Analyse
und eine Bewertung“ (van Ackeren & Klemm, 2009, S. 159) eines Untersuchungsge-
genstandes – z. B. der Arbeit einer Schule, der Qualität des Unterrichts einer Klasse,
der Kompetenzen eines Schülers etc. – erfolgt. Ausgehend von dieser sehr allgemeinen
Definition lassen sich im Bildungskontext eine Reihe unterschiedlicher Evaluations-
formen unterscheiden. So grenzen van Ackeren und Klemm (2009) Parallelarbeiten,
zentrale Abschlussprüfungen und Schulleistungsuntersuchungen von Vergleichsarbei-
ten hinsichtlich der jeweiligen Funktionen ab (vgl. Tabelle 2.2). Einen differenzierteren
Überblick der verschiedenen Evaluationsformen bzw. Formen von Schulleistungsunter-
schungen im Kontext der deutschen Bildungslandschaft findet sich in Anhang B. Den
aufgezählten Evaluationsformen ist gemeinsam, dass sie Ausgangspunkt von Steue-
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rungs- bzw. Veränderungsprozessen im Bildungskontext sein sollen. Während Parallel-
arbeiten dabei insbesondere Veränderungen auf der Klassen- und ggf. auch auf Schul-
ebene intendieren, liegt der Fokus nationaler und internationaler Schulleistungsunter-
suchungen auf der Systemebene. Vergleichsarbeiten nehmen diesbezüglich eine Son-
derstellung ein: Zwar soll der Fokus auf der Klassen- und Schulebene liegen, jedoch
ermöglicht ihre Konzeption als standardisierte und standardbezogene Tests zusätzlich
Vergleiche und Bewertungen auf der Systemebene. Die Vergleichsfunktion wird nicht
zuletzt auch durch den Terminus Vergleichsarbeiten nahelegt. Diese Funktion der bes-
seren Vergleichbarkeit derartiger Testergebnisse wird bspw. auch vom Staatsinstitut für
Schulqualität und Bildungsforschung (ISB) in einer Handreichung für die Umsetzung
von Vergleichsarbeiten an bayrischen Schulen explizit benannt. Dort heißt es: „Der
Blick von außen auf die eigene Klasse ist hilfreich und ermöglicht empirisch gesicherte
Vergleiche, die einem ansonsten nicht zur Verfügung stehen: den Vergleich mit anderen
Klassen und Schulen“ (Hausknecht & Eyrainer, 2010, S. 10).
Ein gemeinsames Ziel von landesweiten Vergleichsarbeiten ist die Evaluation von
Unterrichtseffekten auf der Ebene einzelner Schulklassen, also des Ergebnisses von
Lehre und Unterricht: Basierend auf den Testergebnissen der Schüler in den Vergleichs-
arbeiten sollen Maßnahmen zur Unterrichts- und Qualitätsentwicklung erarbeitet wer-
den können, die der Lehrer einer Klasse nutzen kann. Vergleichsarbeiten können so-
mit als spezielle Evaluationsform betrachtet werden, die durch die Quantifizierung von
Unterrichtseffekten Ausgangspunkt für Veränderungen im pädagogischen Handeln von
Lehrern sein soll. Damit eine Evaluation Ausgangspunkt von Veränderungen sein kann,
müssen verschiedene Bedingungen erfüllt sein, die jeweils unterschiedliche Kompo-
nenten des Evaluationsprozesses betreffen. Abbildung 2.2 zeigt ein vereinfachtes Sche-
ma des Evaluationsprozesses im Kontext von Vergleichsarbeiten, das drei wesentliche
Elemente darstellt (vgl. Fiege et al., 2011):
(1) Die Messung der Schülerleistung:
Die erste Komponente umfasst die empirische Erfassung von Schülerleistungen
bzw. -kompetenzen und von weiteren Merkmalen des Lernumfeldes12 wie bspw.
Eigenschaften der Schüler. Bei diesem erste Schritt im Evaluationsprozess stehen
psychometrische Testgütekriterien im Vordergrund: Die zuverlässige, valide und
objektive Messung von Schülerleistungen in verschiedenen Anforderungsberei-
12Diese weiteren Merkmale des Lernumfeldes werde ich nachfolgend als Kovariaten bezeichnen.
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gen werden, dass hieraus unmittelbar Maßnahmen zur Unterrichtsentwicklung
folgen. Erst wenn die Möglichkeiten und Grenzen der Interpretation dieser Er-
gebnisse verstanden werden, können Veränderungen der pädagogischen Arbeit
in den Schulen erwartet werden. Ergebnisse aus der Rezeptionsforschung bei
Vergleichsarbeiten, die erst in überschaubarer Anzahl vorliegen (z. B. Helmke &
Hosenfeld, 2005; Kuper & Schneewind, 2006; Maier, 2009; Meyer, 1997; Nach-
tigall et al., 2009; Wacker & Kramer, 2012), können somit wichtige Impulse in
der Weiterentwicklung dieses Evaluationsintrumentariums liefern.
Zusammenfassend sind alle drei dargestellten Komponenten gleichermaßen wichtig. Im
Zentrum der vorliegenden Arbeit steht die mittlere Komponente (Datenanalyse), denn
die adäquate Analyse der quantitativen Daten bildet eine zentrale Gelenkstelle bei der
Evaluation von Unterrichtseffekten.
2.5.3 Bezugsnormen bei der Leistungsbewertung: Womit
vergleichen Vergleichsarbeiten?
Die reine Erhebung von Leistungsdaten – d. h. die Messung – mittels standardisierter
Testverfahren ist nicht ausreichend zur Evaluation von Unterrichtseffekten. Zur Beur-
teilung der aus den Vergleichsarbeiten resultierenden Testleistungen ist ein Vergleich
dieser mit einem Kriterium, einer Referenz bzw. einem Standard erforderlich. Hierfür
lassen sich drei Arten von Vergleichsstandards, den sog. Bezugsnormen differenzieren,
die jeweils unterschiedliche Informationen bereitstellen: (a) die individuelle, (b) die
kriteriale und (c) die soziale Bezugsnorm (Rheinberg, 2001). Alle drei lassen sich im
Kontext der Ergebnisrückmeldung aus Vergleichsarbeiten finden (Helmke &Hosenfeld,
2004; Helmke, Hosenfeld & Schrader, 2004).
Individuelle Bezugsnorm
Bei der individuellen Bezugsnorm – synonym auch ipsative Bezugsnorm – werden ver-
laufsorientierte bzw. entwicklungsbezogene Vergleiche angestellt, d. h. es wird die Ver-
änderung der Leistung einer Klasse13 bewertet. Zu diesem Zweck wird die Leistung zu
13Die Analyseeinheit können Schüler, Klassen, Schulen, Länder etc. sein. Dies ist unabhängig von der
Wahl der jeweiligen Bezugsnorm. Im Folgenden verwende ich beispielhaft die Klassenebene, da
diese im Fokus der vorliegenden Arbeit steht.
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einem früheren Zeitpunkt als Referenz genutzt. Es geht somit um die intraindividuelle
Leistungsveränderung über die Zeit.
Kriteriale Bezugsnorm
Hierbei dient ein inhaltliches Kriterium zur Beurteilung der Leistung. Kriteriale Ver-
gleiche beziehen sich auf die Frage: Wie ist die Leistung einer Klasse im Vergleich
zu einem zuvor festgelegten inhaltlichen Kriterium zu beurteilen? So wurden z. B.
im Rahmen der PISA-Untersuchung (Deutsches PISA-Konsortium, 2001) voneinan-
der abgrenzbare Kompetenzstufen inhaltlich definiert. Die Einordnung einer Schüler-
leistung in eine der Kompetenzstufen beschreibt das Kompetenzniveau dieses Schü-
lers mittels charakteristischer Fähigkeiten, die mit dieser Kompetenzstufe assoziiert
sind. Diese Vergleichsperspektive hat mit der Einführung der nationalen Bildungsstan-
dards (KMK, 2005) an Bedeutung gewonnen, vor deren Hintergrund gleichfalls Kom-
petenzstufen modelliert werden. Dabei wird die kontinuierliche Kompetenzskala, die
mittels der Vergleichsarbeiten gemessen wird, kategorisiert: Mittels des sog. Standard-
Setting-Verfahrens werden mehrere Schwellenwerte (Cut-Scores) bestimmt, „ . . . durch
die benachbarte Kategorien auf einer kontinuierlichen Testwertskala abgegrenzt wer-
den“ (Pant, Tiffin-Richards & Köller, 2010, S. 175). Die dabei resultierenden Abschnit-
te werden als Kompetenzstufen bezeichnet. Die klassenspezifischen Rückmeldungen
der Ergebnisse aus den Vergleichsarbeiten enthalten seither zumeist auch die Einord-
nung der Schülerleistungen hinsichtlich der Kompetenzstufen.
Die Kompetenzstufenverteilung einer Klasse – d. h. die relativen Häufigkeiten der
erreichten Kompetenzstufen aller Schüler einer Klasse – ermöglicht jedoch zunächst
keine Aussagen über Unterrichtseffekte. Um darüber Aussagen treffen zu können, be-
nötigt man längsschnittliche Informationen, die einen Vergleich der aktuellen mit der
Kompetenzstufenverteilung dieser Klasse zu einem früheren Zeitpunkt ermöglichen.
Alternativ dazu kann man die Kompetenzstufenverteilung dieser Klasse mit der einer
anderen (vergleichbaren) Klasse vergleichen. Letzteres ist ein sozialer Vergleich mit
kriterialen Normen.
Der Nachteil von kriterialen Vergleichen liegt somit darin, dass diese für sich genom-
men keine Informationen über Unterrichtseffekte enthalten. Dies ist nur dann gegeben,
wenn man eine weitere Vergleichsdimension berücksichtigt. Ein Beispiel dafür ist die
Kombination von kriterialer und sozialer Bezugsnorm.
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Soziale Bezugsnorm
Im Gegensatz zu kriterialen Vergleichen erfolgt die Beurteilung einer Schülerleistung
im Rahmen sozialer Vergleiche auf Basis der Leistungsverteilung aller Schüler, deren
Leistung erhoben wurde. Damit zielen soziale Vergleiche auf die Beantwortung der
Frage: Wie ist die Leistung einer Klasse im Vergleich zur Leistung anderer Klassen, die
von anderen Lehrkräften unterrichtet wurden, zu beurteilen?
Die soziale Bezugsnorm ist besonders geeignet, um Aussagen über den Effekt des
Unterrichts in einer Klasse im Vergleich zum Unterricht in anderen Klassen zu treffen,
denn ein Effekt ist stets der Unterschied zwischen zwei Bedingungen (vgl. Holland,
1986). Bei den im Kontext von Vergleichsarbeiten betrachteten Bedingungen handelt
es sich um die verschiedenen Unterrichtsbedingungen. Mit anderen Worten formuliert:
Indem ein Lehrer die durchschnittliche Leistung der eigenen Klasse mit dem Leistungs-
Output anderer vergleichbarer Klassen, die nicht von ihm unterrichtet wurden, ver-
gleicht, kann er beurteilen, wie viel besser bzw. schlechter seine Schülerschaft in Folge
seines Unterrichts ist. Die Betonung liegt hierbei auf demAusdruck vergleichbare Klas-
sen, denn die notwendige Voraussetzung für die Interpretation als Unterrichtseffekte
sind sog. faire Vergleiche, welche systematische, nicht auf den Unterricht attribuierbare
Unterschiede zwischen Klassen berücksichtigen.
2.5.4 Faire Vergleiche in Vergleichsarbeiten
Auch in Vergleichsarbeiten wird die soziale Bezugsnorm als Referenz zur Beurteilung
der Wirksamkeit des Unterrichts verwendet: So enthalten die klassenspezifischen Er-
gebnisrückmeldungen neben dem Testergebnis häufig den Landesdurchschnitt. Zudem
können die Ergebnisse zusätzlich zwischen den verschiedenen Klassen einer Schule
verglichen werden.
Die dabei resultierenden Unterschiede sind jedoch nicht allein auf die Effektivität
des Unterrichts zurückzuführen, sondern in starkem Maße auch von weiteren Faktoren
beeinflusst (z. B. Isaac & Hosenfeld, 2008; Nachtigall & Kröhne, 2006; Nachtigall et
al., 2008). Derartige außerschulische Einflussfaktoren auf das Lernen sind u. a. das Vor-
wissen, der sozioökonomische Status, das Geschlecht, die Muttersprache oder auch die
soziale Komposition der Klasse eines Schülers. Diese Variablen, die ich nachfolgend
als Kovariaten bezeichne, können folglich sowohl individuelle Schülermerkmale reprä-
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sentieren, als auch Kontextvariablen auf Klassen- oder/und Schulebene. Gemeinsames
Merkmal von Kovariaten ist, dass sie dem Unterrichtsprozess bzw. dem pädagogischen
Handeln eines Lehrers zeitlich vorgeordnet sind. Somit sind Kovariaten von dem Leh-
rer bzw. der Schule nicht beeinflussbar, haben jedoch ihrerseits Effekte auf die Schü-
lerleistung. Ein einfacher Mittelwertsvergleich – z. B. ein Vergleich mit dem Landes-
durchschnitt – berücksichtigt solche Kontextvariablen des Lernens nicht und verfehlt
damit das Ziel, die Effektivität des Unterrichts zu quantifizieren. Es besteht daher ein
allgemeiner Konsens, dass für faire Vergleiche statistische Adjustierungsverfahren ver-
wendet werden müssen, um diesen Unterschieden Rechnung zu tragen (z. B. Baumert,
Stanat & Watermann, 2006; OECD, 2008; Watermann & Stanat, 2004; Wegscheider,
2004).
Statistische Adjustierungsverfahren zielen folglich auf die Beantwortung der Fra-
ge: Welches Testergebnis hätte eine Klasse unter sonst gleichen Ausgangsbedingun-
gen erzielt, wenn eine andere Lehrperson den Unterricht in dieser Klasse gestaltet hät-
te (Ceteris-paribus-Klausel; vgl. Mill, 1865). Die Differenz dieses adjustierten Wertes
zum tatsächlichen Testergebnis einer Klasse kann dann ursächlich auf den Effekt des
Unterrichts attribuiert werden. Ein fairer Vergleich ist demnach nur dann fair, wenn
dieser kausal interpretierbar ist, d. h. wenn er den Effekt des Unterrichts in einer Klasse
auf die Schülerleistung quantifiziert. Eine solche kausale Attribution ist jedoch nur un-
ter bestimmten Bedingungen möglich. Um diese Bedingungen explizieren zu können,
bedarf es eines theoretischen Rahmens (vgl. Fiege, 2007). Im Rahmen dieser Arbeit
verwende ich dazu eine allgemeine stochastische Theorie kausaler Effekte (vgl. Steyer
et al., 2011).
2.6 Zusammenfassung
In Deutschland lässt sich – insbesondere im Verlauf der vergangenen Dekade – eine
Entwicklung hin zu einer evidenzbasierten Bildungssteuerung nachzeichnen: Bildungs-
politische Entscheidungen sollen zunehmend auf Basis empirischer Befunde getroffen
bzw. von diesen mitbestimmt werden. Des Weiteren sollen Maßnahmen zur Qualitäts-
sicherung und -entwicklung auf empirischen Befunden beruhen. Dieser Trend, der mit
einer empirischen Wende in den Erziehungswissenschaften einhergeht, kann in anderen
Ländern bereits sehr viel früher nachgewiesen werden. Die historischen Hintergründe
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dieser Entwicklung wurden im vorliegenden Kapitel skizziert.
Vergleichsarbeiten sind mittlerweile ein etabliertes Werkzeug zur empirischen Qua-
litätsentwicklung und -sicherung im Bildungswesen. Diese sind seit dem Jahr 2006
Bestandteil der Gesamtstrategie zum Bildungsmonitoring der Kultusministerkonferenz,
die von insgesamt vier Säulen getragen wird. Vergleichsarbeiten sind mit vielen, teil-
weise äußerst heterogenen Zielstellungen verknüpft, die keinesfalls gleichzeitig mit ein
und demselben Evaluationsinstrument erreicht werden können. Nicht zuletzt aus die-
sem Grund hat die KMK im Jahr 2012 im Rahmen der Weiterentwicklung der Ver-
gleichsarbeiten vereinbart, dass die zentrale Funktion in der Unterrichts- und Schulent-
wicklung der einzelnen Schulen liegen soll.
Vergleichsarbeiten sind standardbezogene und standardisierte Messinstrumente. Die
Ergebnisse dieser standardisierten Testverfahren sollen Ausgangspunkt von Unterrichts-
entwicklung sein. Zu diesem Zweck werden die Testergebnisse einer Klasse u. a. mit
den Ergebnissen anderer Klassen oder Schulen verglichen (soziale Bezugsnorm). In der
KMK-Vereinbarung zur Weiterentwicklung der Vergleichsarbeiten aus dem Jahr 2012
heißt es dazu: „Die Länder streben eine Ergebnisrückmeldung mittels geeigneter Re-
ferenzgruppen (sogenannter ‚Fairer Vergleich‘) auf Schulebene unter Wahrung landes-
spezifischer Gesetze und Richtlinien (Datenschutz) an“ (KMK, 2012, S. 4). Um faire
Vergleiche und damit Aussagen über die Wirksamkeit schulischer Arbeit zu ermögli-
chen, müssen hier außerschulische Einflussfaktoren auf das Lernen (Kovariaten) in der
statistischen Auswertung der Testergebnisse berücksichtigt werden.
Um den Begriff der Fairness bei Leistungsvergleichen klarer abgrenzen zu können
und darauf aufbauend Adjustierungsverfahren hinsichtlich der Fairness ihrer Ergeb-
nisse bewerten zu können, bedarf es eines theoretisches Fundaments. In der vorlie-
genden Arbeit wird die Theorie kausaler Effekte in der Tradition von Neyman und
Rubin (Neyman, 1923/1990; Rubin, 1974, 1977, 1978; Steyer et al., 2011) als theo-
retischer Ansatzpunkt dienen, auf dessen Basis statistische Adjustierungsverfahren bei
Vergleichsarbeiten hinsichtlich der Fairness ihrer Ergebnisse beurteilt werden sollen.
Zu diesem Zweck werden im nachfolgenden Kapitel die zentralen Konzepte und An-
nahmen einer allgemeinen stochastischen Theorie kausaler Effekte (Steyer et al., 2011)
dargestellt.
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❊s gibt nichts Praktischeres als eine
gute Theorie.
Kurt Lewin (1890 – 1947)
3 Kausale Effekte: Faire Vergleiche
und die Theorie kausaler Effekte
Ebenso wie in anderen empirischen Wissenschaftsdomänen kommt der Analyse kausa-
ler Effekte auch innerhalb der empirischen Bildungsforschung eine herausragende Rol-
le zu. Kausale Zusammenhänge, welche Ursache und Wirkung in Beziehung setzen,
sind häufig – wenn auch oftmals nicht explizit – Ausgangspunkt von Hypothesengene-
rierung und -prüfung, theoretischer Modellbildung und schließlich auch der Ableitung
konkreter Handlungskonsequenzen im Anwendungskontext. Bildungspolitische Ent-
scheidungen, die eine Veränderung des Bildungssystems betreffen und mit erheblichen
finanziellen sowie zeitlichen Kosten verbunden sind, lassen sich nur dann rechtferti-
gen, wenn sie die intendierte Wirkung zeigen. Die Entscheidung über die Abschaffung
des gegliederten Schulsystems oder die Einführung eines speziellen Förderprogramms
für hochbegabte Schüler sind nur zwei Beispiele derartiger Veränderungsmaßnahmen.
Oft sollen empirische Untersuchungen im Rahmen von Evaluationen die Wirkung sol-
cher Maßnahmen überprüfen. Es besteht jedoch ein allgemeiner Konsens darüber, dass
nicht jede empirische Untersuchung kausale Schlussfolgerungen ermöglicht. Wohlbe-
kannt ist in diesem Zusammenhang der Ausdruck „correlation is not causation“ (z. B.
Barnard, 1982). Um Bedingungen und Grenzen von kausalen Inferenzen explizit zu
machen, ist daher ein theoretisches Fundament unverzichtbar. Vor diesem Hintergrund
soll im Folgenden eine allgemeine stochastische Theorie kausaler Effekte (Steyer et al.,
2011) vorgestellt werden.
In der allgemeinen stochastischen Theorie kausaler Effekte werden die zentralen Be-
griffe, die in empirischen Anwendungen und Fragestellungen von Interesse sein kön-
nen, definiert. Die der Theorie zugrunde liegenden Ideen sind jedoch keineswegs neu,
sondern wurden bereits im Verlauf des 20. Jahrhunderts in der statistischen Literatur
konzipiert und fortentwickelt. Diese Entwicklung geht u. a. zurück auf Sir Ronald A.
Fisher (1946), der die Randomisierung als Versuchsplanungstechnik einführte, oder
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auch Jerzy Neyman (1923/1990), auf den das Konzept des individuellen kausalen Ef-
fekts im Kontext von Agrar- bzw. Landwirtschaftsforschung zurückzuführen ist. Ney-
mans Ideen und Konzepte wurden später von Donald B. Rubin (z. B. Rubin, 1974,
1977, 1978) aufgegriffen und weiterentwickelt. Die stochastische Theorie kausaler Ef-
fekte nach Steyer et al. (2011) stellt ebenfalls eine Weiterentwicklung bzw. Verallge-
meinerung dieser früheren Theorien kausaler Effekte dar.
Im folgenden Kapitel soll ein Überblick über die zentralen Konzepte und Annah-
men der allgemeinen stochastischen Theorie kausaler Effekte in der Neyman-Rubin-
Tradition (Steyer et al., 2011) gegeben werden1. Dabei soll gleichfalls der Bezug der
theoretischen Begriffe zumAnwendungskontext der Schulleistungsuntersuchungen bzw.
insbesondere zu Vergleichsarbeiten, auf denen der Fokus der vorliegenden Arbeit liegt,
hergestellt werden. Die folgenden Ausführungen basieren auf Steyer et al. (2011) sowie
Fiege (2007).
3.1 Gegenstandsbestimmung
Bevor die theoretischen Konzepte eingeführt werden, ist es zunächst notwendig, eine
Abgrenzung des Kausalitätsbegriffes – des Gegenstandes der Theorie kausaler Effekte –
vorzunehmen. Dies ist nicht zuletzt deshalb wichtig, da dieser im wissenschaftlichen
Diskurs mit unterschiedlichen Bedeutungen belegt sein kann. So führt bspw. Holland
(1986) an: „One difficulty that arises in talking about causation is the variety of ques-
tions that are subsumed under the heading“ (S. 945). Was nun aber ist der zentrale
Inhaltsbereich der Theorie?
Steyer et al. (2011) benennen verschiedene Aspekte, welche die empirische Kausal-
forschung charakterisieren. Hierzu zählt einerseits die statistische Inferenz, d. h. das
Schließen von Stichprobenkennwerten auf die entsprechenden Populationsparameter2.
Dies betrifft bspw. die Inferenz von der (u. U. messfehlerbehafteten) Mittelwertsdif-
ferenz Yˆx − Yˆx′ bezüglich einer Outcome-Variablen Y zwischen zwei Gruppen x und
1Die nachfolgenden Ausführungen basieren auf dem Stand der Theorie im Jahr 2011. Marginale Ab-
weichungen – insbesondere bezüglich der formalen Darstellung der theoretischen Größen – zwischen
der Darstellung in diesem Kapitel und der aktuellen Version der allgemeinen stochastischen Theo-
rie kausaler Effekte sind daher nicht ausgeschlossen und konnten aufgrund der zeitlichen Limitation
beim Verfassen dieser Qualifikationsarbeit nicht gänzlich vermieden werden. Die aktuelle Version
der Theorie findet sich in Steyer, Partchev, Kröhne, Nagengast & Fiege, in Druck.
2Der Begriff Populationsparameter bezieht sich hier auf Parameter, welche die Verteilung von Zufalls-
variablen beschreiben.
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Abbildung 3.1: Schematische Darstellung verschiedener Ebenen der empirischen
Kausalforschung
x ′ einer Stichprobe auf die wahren Mittelwertsunterschiede E(Y | X=x)− E(Y | X=x ′)
in der Population. Letztere werden auch als Prima-Facie-Effekte (PFE; Holland, 1986;
vgl. Abschnitt 3.4) bezeichnet. Von der statistischen Inferenz ist die kausale Inferenz
abzugrenzen. Diese bezieht sich auf die Inferenz von Populationsparametern auf kau-
sale Effekte. Hier geht es also bspw. um die Frage, ob der PFE dem durchschnittlichen
kausalen Effekt, d. h. dem ACE (vgl. Abschnitt 3.3), entspricht. Abbildung 3.1 zeigt
ein vereinfachtes Schema der verschiedenen Ebenen empirischer Kausalforschung. Die
Theorie kausaler Effekte bezieht sich insbesondere auf die kausale Inferenz.
Des Weiteren liegt der Fokus der Theorie kausaler Effekte nicht auf der Erforschung
diverser Ursachen eines bestimmten Effekts, sondern auf der Identifikation des Effekts
einer konkreten Ursache. Es geht also – in der Terminologie von Holland (1986) –
nicht um die Analyse verschiedener „causes of effects“, sondern um die Bestimmung
bzw. Quantifizierung der „effects of causes“. Die erwähnten Ursachen werden im Fol-
genden als Treatment bezeichnet. Der Treatment-Begriff ist zunächst ganz allgemein
zu verstehen: Es kann sich dabei um eine medizinische, psychologische oder pädago-
gische Intervention handeln oder aber um das Vorhandensein anderer interessierender
Wirkfaktoren. Im Kontext der Schulleistungsforschung lässt sich bspw. der Unterricht
in einer bestimmten Klasse als konkretes Treatment auffassen, dessen Wirkung auf die
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Schulleistung von Schülern von Interesse ist.
Zusammenfassend lässt sich das primäre Ziel wissenschaftlicher Kausalanalysen – im
Rahmen einer allgemeinen Theorie kausaler Effekte – beschreiben als „ . . . the inves-
tigation of selected effects of a particular cause, rather than the search for all possible
causes of a particular outcome along with the comprehensive estimation of all their
relative effects“ (Morgan & Harding, 2006, S. 3). Diese Perspektive wird auch im vor-
liegenden Kontext der Schulleistungsuntersuchungen eingenommen: Ziel ist eine Ana-
lyse von Schul- bzw. Unterrichtseffekten auf die Testleistung von Schülern und nicht
die Untersuchung der multiplen Ursachen bzw. deren relativer Effekte auf die Test-
werte. Die Tatsache, dass die Outcomes – hier die Testwerte der Schüler – stets durch
verschiedene Faktoren beeinflusst sind (sog. multiple Determiniertheit), bleibt dabei
jedoch keinesfalls unberücksichtigt, wie die nachfolgende Darstellung zeigt.
3.2 Terminologie und Grundkonzepte
Die Theorie kausaler Effekte basiert auf der folgenden, zunächst stark vereinfachten
Grundidee, die sich bereits bei Mill (1865) findet:
Suppose an individual, or in more general terms, an observational unit, could
be treated by condition 1 or it could be treated by condition 0, everything else
invariant [Ceteris-paribus-Klausel]. If there is a difference in the outcome con-
sidered (some measure of success of the treatment), then this difference is due
to the difference in the two treatment conditions. (Steyer et al., 2011, S. VI)
Diese Grundidee spiegelt sich bspw. in Rubins Definition der Potential-Outcomeswider
(Rubin, 1974, 1977, 1978): Der Potential-Outcome Yx(u) einer Person u in Treatment-
Bedingung x ist der Wert der Outcome-Variable Y , der beobachtet werden würde, wenn
diese Person der Treatment-Bedingung x ausgesetzt wird. Die Differenz der Potential-
Outcomes Yx(u)− Yx ′(u) aus zwei verschiedenen Treatment-Bedingungen x und x ′ bil-
det dann die individuellen kausalen Effekte. Dieser Definition liegt eine deterministi-
sche Sichtweise zugrunde (deterministic outcome assumption, vgl. Mayer, Thoemmes,
Rose & Steyer, 2011), denn der Potential-Outcome einer Person wird ausschließlich
durch das Vorhandensein des jeweiligen Treatments festgelegt. Das bedeutet, dass der
Potential-Outcome einer Person u den Wert Yx(u) annimmt, falls sie der Treatment-
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Bedingung x ausgesetzt wird. Wird diese Person u hingegen der Treatment-Bedingung
x ′ zugewiesen, so nimmt ihr Potential-Outcome den Wert Yx ′(u) an.
Multiple Determiniertheit. Der Rubinschen Sichtweise ist jedoch das Argument der
multiplen Determiniertheit entgegenzusetzen: Der Outcome einer Person wird nicht
ausschließlich durch das jeweilige Treatment festgelegt, sondern kann gleichfalls durch
eine Vielzahl weiterer Einflussfaktoren beeinflusst sein. Diese stochastische, nicht-de-
terministische Sichtweise findet sich bereits in den Überlegungen Neymans (1923/1990)
im Rahmen agrarwissenschaftlicher Forschung: Nach Neyman hat jedes Stück Acker-
land (das hier der Beobachtungseinheit u entspricht) bezogen auf eine jeweils betrach-
tete Getreidesorte (das jeweilige Treatment X=x) einen wahren Ertrag (den sog. true-
yield). Der aktuell gemessene Ertrag eines Landstücks (derWert der Outcome-Variablen
Y) ist dabei lediglich eine Realisation aus der intraindividuellen Verteilung der Out-
come-Variablen, denn dieser Ertrag kann aufgrund des Einflusses anderer Größen – wie
bspw. der Regenhäufigkeit oder der Sonnenscheindauer – schwanken. Der wahre Ertrag
ist dann definiert als der Erwartungswert der Outcome-Variablen Y gegeben u und x,
d. h. der Erwartungswert E(Y | X=x,U=u) dieser intraindividuellen Verteilung. Diese
Sichtweise findet sich später auch bei Steyer und Kollegen (Steyer, Gabler, von Da-
vier, Nachtigall & Buhl, 2000; Steyer, Gabler, von Davier & Nachtigall, 2000; Steyer,
Nachtigall, Wüthrich-Martone & Kraus, 2002). Weiterhin definiert Neyman den indivi-
duellen kausalen Effekt als die Differenz der wahren Erträge eines Stücks Land bezogen
auf zwei verschiedene Getreidesorten.
Beide Ansätze berücksichtigen jedoch lediglich die Outcome-Variable Y , die Treat-
ment-Variable X und die Personen-Variable U im Rahmen der Definition der kausalen
Effekte: Sowohl in Rubins als auch in Neymans Konzeption wird davon ausgegan-
gen, dass über den Einfluss von X und U hinaus keine weitere systematische Beein-
flussung der Outcome-Variable Y stattfindet. Das bedeutet wiederum, dass sich diese
theoretischen Ansätze nur auf solche Kovariaten, d. h. potenziell konfundierende Vari-
ablen, beziehen, die deterministische Funktionen der Personen-Variable U sind. Steyer
et al. (2011) hingegen definieren die elementaren Bausteine kausaler Effekte – die sog.
True-Outcomes (vgl. Abschnitt 3.3.1) – als Erwartungswert der Outcome-Variable Y
innerhalb einer Treatment-Bedingung x gegeben sämtlicher Kovariaten, d. h. aller der
Treatment-Variable vor- oder gleichgeordneten Variablen. Diese Kovariaten können de-
terministische Funktionen von U sein, müssen es aber nicht sein.
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Fundamentalproblem kausaler Inferenz. Hinsichtlich der oben formulierten
Grundidee (vgl. S. 30) ist ein weiterer Einwand relevant: So erscheint es zunächst
problematisch, kausale Effekte als Differenz zwischen den Outcomes einer Beobach-
tungseinheit unter Behandlung vs. unter Nicht-Behandlung zu definieren, da man eine
Person zu einem konkreten Zeitpunkt stets nur entweder behandeln oder eben nicht
behandeln kann. Beides gleichzeitig ist de facto unmöglich. Holland (1986) bezeich-
net dies als „fundamental problem of causal inference“ (S. 947). Man beachte jedoch
an dieser Stelle, dass sich die Theorie lediglich auf die Definition theoretischer Grö-
ßen bezieht und hier noch nicht über die konkrete Durchführung eines bestimmten
Experimentaldesigns oder die Methoden empirischer Datenanalyse gesprochen wird.
Ein kleines Gedankenexperiment soll dies verdeutlichen: Bevor eine Person tatsäch-
lich einer von bspw. zwei Treatment-Bedingungen zugewiesen wird, ist deren Outcome
sowohl in der einen als auch in der anderen Treatment-Bedingung vorstellbar. Dies ist
auch dann möglich, wenn diese Person niemals einem der Treatments zugewiesen wird.
Diese Betrachtungsweise, die als Prä-facto-Perspektive bezeichnet wird (vgl. Steyer et
al., 2011), wird im folgenden Abschnitt noch einmal verdeutlicht, in dem ich das zu
betrachtende Zufallsexperiment einführe.
3.2.1 Single-Unit-Trial
Den notwendigen und hinreichenden Hintergrund zur Definition der zentralen theo-
retischen Begriffe bildet ein spezielles Zufallsexperiment, der sog. Single-Unit-Trial.
Dieses Zufallsexperiment charakterisiert das in einer Anwendung jeweils betrachtete
empirische Phänomen, auf das sich die stochastischen Abhängigkeiten zwischen Ereig-
nissen bzw. zwischen Zufallsvariablen beziehen und das im Rahmen kausaler Fragestel-
lungen analysiert werden soll. Der Single-Unit-Trial ist jedoch nicht mit der Stichprobe
gleichzusetzen, auf die statistische Modelle zur Schätzung von Parametern und Tes-
tung von Hypothesen rekurrieren. Die Unterscheidung zwischen Single-Unit-Trial und
Stichprobenmodell lässt sich anhand eines einfachen Zufallsexperiments – demWerfen
eines fairen Würfels3 – veranschaulichen: Handelt es sich um einen fairen Würfel, so
beträgt die Wahrscheinlichkeit für jede der sechs Augenzahlen jeweils 16 . Diese Wahr-
scheinlichkeit ist bereits vor dem Würfelwurf wohldefiniert und gilt selbst dann, wenn
der Würfel niemals geworfen wird (Prä-facto-Perspektive). Um jedoch die Wahrschein-
3Ein Würfel ist fair, wenn jede Augenzahl mit gleicher Wahrscheinlichkeit gewürfelt wird.
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lichkeit des Werfens einer bestimmten Augenzahl zu schätzen, muss eine Stichprobe er-
hoben werden, die aus der n-fachen Wiederholung dieses Zufallsexperiments resultiert.
Die Wahrscheinlichkeit kann dann aus der relativen Häufigkeit des Auftretens dieser
Augenzahl in der Stichprobe geschätzt werden.
Der Single-Unit-Trial beschreibt also die einfache bzw. einmalige Durchführung des
betrachteten Zufallsexperiments. Eine Stichprobe hingegen bezieht sich auf die n-fache
Wiederholung dieses Single-Unit-Trials, wobei n die Anzahl der Beobachtungen bzw.
den Stichprobenumfang darstellt. Daher ermöglicht der Single-Unit-Trial auch keine
Behandlung von Fragen der Parameterschätzung und Hypothesentestung. Er ist je-
doch der hinreichende Hintergrund zur Definition kausaler Effekte aus einer Prä-facto-
Perspektive sowie der Explikation der Bedingungen zur Berechnung (Identifikation)
dieser theoretischen Größen mittels empirisch schätzbarer Parameter.
Im Kontext von Beobachtungsstudien – und insbesondere auch der hier betrachte-
ten Schulleistungsstudien wie bspw. Vergleichsarbeiten – ist in der Regel der folgende
Single-Unit-Trial4 relevant:
(1) Zunächst wird eine Beobachtungseinheit u (bspw. eine Person) aus einer Menge
von Beobachtungseinheiten, welche häufig als Population bezeichnet wird, gezo-
gen und
(2) ihre Ausprägungen z1, . . . , zQ auf den Kovariaten Z1, . . . ,ZQ (mit Q ≥ 1) beob-
achtet.
(3) Diese Beobachtungseinheit wird anschließend einer von mehreren Treatment-
Bedingungen (repräsentiert durch den Wert x der Treatment-Variable X) zuge-
wiesen bzw. ihre Zuweisung wird beobachtet.
(4) Schließlich wird die numerische Ausprägung y dieser Beobachtungseinheit auf
einer interessierenden Outcome-Variable Y erhoben.
4An dieser Stelle sei darauf hingewiesen, dass in Abhängigkeit von dem Design der Untersuchung
bzw. der inhaltlichen Fragestellung verschiedene Single-Unit-Trials betrachtet werden können. Die-
se sollen jedoch hier nicht weiter ausgeführt werden, da dies über das Ziel der vorliegenden Arbeit
hinausgeht und das hier beschriebene Zufallsexperiment im Kontext von Vergleichsarbeiten hinrei-
chend ist. Den darüber hinaus interessierten Leser möchte ich auf die detaillierte Darstellung weiterer
Single-Unit-Trials bei Steyer et al. (2011, Kapitel 2) verweisen.
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Beobachtungseinheit
Der erste Schritt (1) im Rahmen des Single-Unit-Trials besteht aus der Ziehung einer
Beobachtungseinheit (synonym auch Unit) u. In der Regel handelt es sich bei den Be-
obachtungseinheiten um Personen (im Kontext von Schulleistungsuntersuchungen also
bspw. um einzelne Schüler einer Klasse). Eine Unit kann aber auch eine Klasse, ei-
ne Schule oder auch ein Bundesland sein. Im Rahmen dieser Arbeit beziehe ich mich
in der Regel auf die Ziehung einzelner Schüler5. Die Variable U bezeichnet dann die
Personen-Variable.
Kovariaten
In Schritt (2) werden die Ausprägungen auf potenziell konfundierenden Variablen, den
Kovariaten, Z1, . . . ,ZQ erhoben. Im Folgenden verwende ich Z = (Z1, . . . ,ZQ), um den
Vektor dieser potenziell Q−dimensionalen Kovariaten zu bezeichnen. Eine Kovariate
kann z. B. eine Eigenschaft der Person sein wie das Geschlecht, der sozioökonomi-
sche Status (SES) oder die Muttersprache. Sie kann jedoch auch eine fehlerbehaftete
Messung einer Eigenschaft der Person sein. Ein Beispiel hierfür sind die Werte aus
dem Kognitiven Fähigkeitstest (KFT; Heller & Perleth, 2000), mit dem die kognitiven
Grundfähigkeiten von Schülern erfasst werden.
Kovariaten zeichnen sich allgemein dadurch aus, dass sie dem Treatment zeitlich vor-
oder gleichgeordnet sind. Somit hat das Treatment per definitionem keinen Einfluss auf
die Kovariaten. Dies unterscheidet Kovariaten von Mediatorvariablen (sog. intermedia-
te variables), die durch ein Treatment beeinflusst werden und anschließend wiederum
die Outcome-Variable Y beeinflussen (vgl. Steyer et al., 2011; Mayer et al., 2011). Im
Kontext der Schulleistungsforschung kommen also nur solche Variablen als Kovaria-
ten in Betracht, die entweder vor (oder simultan zum) Beginn des Unterrichts, dessen
kausaler Effekt von Interesse ist, erhoben wurden oder die nicht durch das Treatment
veränderbar sind. Letzteres trifft z. B. auf die Variable Geschlecht zu, die durch den
Unterricht in einer Schule oder Klasse nicht beeinflusst werden kann.
Im Gegensatz zur zeitlichen Ordnung werden bezüglich der Art der Kovariaten kei-
nerlei Einschränkungen gemacht: Kovariaten können ein- oder mehrdimensional, qua-
litativ und/oder quantitativ, manifest oder latent sein. Betrachtet man also bspw. eine
mehrdimensionale Kovariate Z – bestehend aus mehreren eindimensionalen Kovariaten
5Andere Fälle werden explizit gekennzeichnet.
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(Z1, . . . ,ZQ) – kann diese sowohl aus qualitativen als auch aus quantitativen Kovariaten
zusammengesetzt sein. Die in diesem Kapitel beschriebenen theoretischen Aspekte von
Kovariaten sind notwendig, jedoch nicht hinreichend zur Beantwortung der Frage, wel-
che konkreten Kovariaten in den empirischen Analysen berücksichtigt werden sollten.
Auf diese Frage gehe ich in den nachfolgenden Kapiteln der vorliegenden Arbeit ein.
Treatment-Variable
Anschließend – in Schritt (3) – erfolgt die Zuweisung6 der Beobachtungseinheit zu
einer von mindestens zwei verschiedenen Treatment-Bedingungen. Im einfachsten Fall
werden nur zwei Treatment-Bedingungen betrachtet: z. B. eine Behandlungs- und eine
Kontrollbedingung ohne Behandlung. Diese Bedingungen sind die möglichen Werte
der Treatment-Variable X. Es kann jedoch nicht nur zwei, sondern allgemein J + 1
Treatment-Bedingungen mit den Werten 0, 1, . . . , J geben. Die Wahrscheinlichkeit der
Treatment-Zuweisung (oder auch Behandlungswahrscheinlichkeit) P(X=x) kann dabei
für alle Personen gleich und bekannt sein wie bspw. im Rahmen eines randomisierten
Experiments. P(X=x) kann jedoch auch von den Eigenschaften der Personen abhängen
und unbekannt sein. Letzteres betrifft z. B. Selbstselektionsprozesse, bei denen sich die
Beobachtungseinheiten selbst einer der Treatment-Bedingungen zuordnen.
Outcome-Variable
Letztlich wird in Schritt (4) die numerische Ausprägung y der Beobachtungseinheit auf
einer interessierenden Outcome-Variable Y , die dem Treatment zeitlich nachgeordnet
ist, erhoben. Wie bei den Kovariaten Z kann es sich auch bei Y um eine potenziell mul-
tivariate Outcome-Variable handeln. Die Betrachtungen im Rahmen der vorliegenden
Arbeit beschränken sich jedoch auf den univariaten Fall. Die Outcomes von Interesse
sind im Folgenden die erreichten Testwerte der Schüler in den Vergleichsarbeiten (vgl.
Kapitel 4).
Die im Rahmen dieses Single-Unit-Trials betrachteten Zufallsvariablen U, Z, X und
Y haben eine gemeinsame Verteilung auf dem zugrunde liegenden Wahrscheinlich-
6In der vorliegenden Arbeit nehme ich an, dass die Treatment-Zuweisung einer Person auch zu ei-
ner tatsächlichen Teilnahme bzw. Exposition führt, d. h., es wird ausschließlich der Fall perfekter
Compliance betrachtet. Diese Annahme ist vor dem Hintergrund einer allgemeinen Schulpflicht als
plausibel zu erachten.
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keitsraum (vgl. Abschnitt 3.2.2), welcher das betrachtete Zufallsexperiment formal re-
präsentiert. Jede Kombination von Beobachtungseinheit, Ausprägung der Kovariate,
Treatment-Bedingung und Wert der Outcome-Variable ist ein mögliches Ergebnis ei-
nes solchen Single-Unit-Trials, welches sich mit einer bestimmten Wahrscheinlich-
keit ereignet. Mit der Spezifikation des zu betrachtenden Zufallsexperiments steht so-
mit gleichfalls die gemeinsame Wahrscheinlichkeitsverteilung der Variablen fest, auch
wenn diese zunächst vollständig unbekannt ist.
Mit dem bisher eingeführten Single-Unit-Trial lassen sich jegliche Formen stochas-
tischer Abhängigkeiten beschreiben. Doch wann handelt es sich dabei auch um eine
potenziell kausale stochastische Abhängigkeit zwischen Zufallsvariablen? Dafür benö-
tigen wir den Begriff des Kausalitätsraumes (Steyer et al., 2011), dessen Komponenten
den Ausgangspunkt für die Definition kausaler Effekte bilden.
3.2.2 Kausalitätsraum
Im folgenden Abschnitt führe ich überblickshaft die Komponenten des Kausalitätsrau-
mes ein, welcher den Hintergrund eines stochastischen Kausalitätsmodells – und da-
mit auch der Definition kausaler Effekte – bildet. Die zum Verständnis notwendigen
Begriffe sind der Wahrscheinlichkeitstheorie entnommen. Eine detaillierte Darstellung
der grundlegenden Konzepte der Wahrscheinlichkeits- und Maßtheorie findet sich z. B.
bei Bauer (1990, 2001), Elstrodt (2009), Georgii (2007), Klenke (2008) sowie auch bei
Steyer, Nagel, Partchev und Mayer (in Druck).
Ein Kausalitätsraum 〈 (Ω,A, P), (Ft)t∈T , X,Y, CX 〉 besteht aus den folgenden Kom-
ponenten: (a) dem Wahrscheinlichkeitsraum (Ω,A, P), (b) den bereits eingeführten Zu-
fallsvariablen X und Y , welche auf diesem Wahrscheinlichkeitsraum definiert sind,
(c) der Filtration (Ft)t∈T von Sub-σ-Algebren von A und (d) der umfassenden Kovariate
CX . Des Weiteren wird vorausgesetzt, dass die potenzielle Ursachenvariable X, deren
kausale Effekte auf die Outcome-Variable Y betrachtet werden, der Outcome-Variable
Y zeitlich vorgeordnet ist.
Wahrscheinlichkeitsraum
Die erste Komponente eines Kausalitätsraumes ist der Wahrscheinlichkeitsraum
(Ω,A, P), der das betrachtete Zufallsexperiment repräsentiert. Der Wahrscheinlichkeits-
raum ist notwendiger Bestandteil eines jeden stochastischen Modells – welches jedoch
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nicht zwangsläufig auch kausale Abhängigkeiten beschreibt – und besteht aus den drei
folgenden Komponenten (vgl. z. B. Bauer, 2001):
(1) Ω ist die Menge der möglichen Ergebnisse (kurz: Ergebnismenge), die im Rah-
men des betrachteten Zufallsexperiments auftreten können.
(2) A ist die Menge der möglichen Ereignisse. Diese ist eine σ-Algebra auf Ω, d. h.
eine Menge von Teilmengen von Ω, welche abgeschlossen gegenüber endlichen
und abzählbaren Vereinigungs- und Schnittmengenbildungen ist.
(3) P ist das Wahrscheinlichkeitsmaß, welches jedem Ereignis A in A seine Wahr-
scheinlichkeit P(A) zuordnet. Das Wahrscheinlichkeitsmaß P ist dabei über die
Axiome von Kolmogoroff (1933) definiert, d. h. Standardisierung, Nichtnegativi-
tät und σ-Additivität.
Filtration
Eine weitere zentrale Voraussetzung für Kausalanalysen ist die zeitliche Ordnung der
im Rahmen des Single-Unit-Trials betrachteten Ereignisse bzw. Zufallsvariablen: Die
Kovariaten Z müssen Ereignisse repräsentieren, die vor oder simultan mit der Treatment-
Variable X auftreten. Die Treatment-Variable X wiederum muss der Outcome-Variable
Y vorgeordnet sein. Der Wahrscheinlichkeitsraum (Ω,A, P), welcher das betrachtete
Zufallsexperiment repräsentiert, impliziert jedoch noch keine zeitliche Struktur der Zu-
fallsvariablen U, Z, X und Y . Diese zeitliche Ordnung von Zufallsvariablen bzw. der
von ihnen dargestellten Ereignisse – die sog. Vor- und Gleichgeordnetheit – lässt sich
mittels des Konzepts der Filtration (Ft)t∈T definieren7. Filtrationen sind elementarer
Bestandteil der Theorie stochastischer Prozesse (z. B. Bauer, 2001; Øksendal, 2007).
Eine Filtration (oder auch Filtrierung) ist eine Familie monoton nichtfallender Sub-
σ-Algebren von A. Die Filtration des im Rahmen dieser Arbeit betrachteten Zufallsex-
periments (vgl. Abschnitt 3.2.1) ist in Abbildung 3.2 als Venn-Diagramm dargestellt.
Die Ellipsen repräsentieren die einzelnen σ-Algebren. Die Zufallsvariablen U, Z, X
und Y werden jeweils innerhalb der σ-Algebren eingezeichnet, bezüglich derer sie als
7Dabei ist T eine Indexmenge, auf der die Relationen =, < und ≤ definiert sind. Diese Relationen
beziehen sich häufig – insbesondere auch in der vorliegenden Arbeit – auf zeitliche Verhältnisse
(d. h. gleichzeitig, zeitlich vorgeordnet sowie gleichzeitig und zeitlich vorgeordnet). Des Weiteren
gelte im Rahmen der nachfolgenden Betrachtungen T = {1, 2, . . . , n }, n ∈N.
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F1 F2 F3 F4UZXY
Abbildung 3.2: Venn-Diagramm der Filtration (Ft)t∈T mit vier σ-Algebren
(T = {1, 2, 3, 4 })
erstes messbar sind8 (für eine ähnliche Form der Darstellung vgl. Nagengast, 2009).
Die Menge der möglichen Ereignisse A des Wahrscheinlichkeitsraumes (Ω,A, P) ent-
hält hier also die Filtration (Ft)t∈T von vier σ-Algebren9, d. h. Ft ⊂ A, t ∈ T mit
T = {1, 2, 3, 4 }. Dabei sind F1 und F2 die σ-Algebren, welche durch alle dem Treat-
ment zeitlich vorgeordneten Ereignisse erzeugt werden. F3 ist die σ-Algebra, welche
durch alle dem Treatment zeitlich vor- und gleichgeordneten Ereignisse erzeugt wird
und F4 ist die σ-Algebra, welche durch alle dem Treatment zeitlich vor-, gleich- und
nachgeordneten Ereignisse gebildet wird. Weiterhin sei F1 den drei σ-Algebren F2, F3
und F4 vorgeordnet, F2 sei F3 und F4 vorgeordnet und schließlich sei F3 bezüglich F4
vorgeordnet (für eine formale Definition des Begriffs Vorgeordnetheit vgl. Steyer, 1992
und Steyer et al., 2011, Kapitel 3).
Vorgeordnetheit ist auch für Zufallsvariablen definiert. Bei dieser Definition greift
man auf die von den Zufallsvariablen erzeugten σ-Algebren zurück. Dabei ist F1 die
8Hier wird eine Vereinfachung in der Darstellung vorgenommen, denn solche Variablen Z, die deter-
ministische Funktionen f (U) der Personen-Variable U sind, sind bereits messbar bezüglich F1. Z
ist in der Abbildung 3.2 zum Zwecke der Übersichtlichkeit jedoch erst in F2 eingezeichnet. Eine
detaillierte Erläuterung zu Abbildung 3.2 findet sich unten im Text. Zum Prinzip derMessbarkeit von
Zufallsvariablen verweise ich auf Bauer (2001), Georgii (2007) oder Klenke (2008).
9Im Rahmen eines Kausalitätsraumes bei Experimenten oder Quasi-Experimenten muss die Filtration
mindestens aus drei σ-Algebren bestehen, um den einfachsten Single-Unit-Trial repräsentieren zu
können (vgl. Steyer et al., 2011).
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von der Personen-Variable U erzeugte σ-Algebra, wohingegen F2 die Vereinigung von
F1 und der von der Kovariate Z erzeugten σ-Algebra ist. Die (potenziell multivariate)
Variable Z kann dabei eine deterministische Funktion f (U) der Personen-Variablen U
sein, d. h. Eigenschaften der Personen wie bspw. Geschlecht, SES oder Muttersprache.
Solche Variablen Z, die deterministische Funktionen von U sind, sind bereits messbar
bezüglich F1. Jedoch kann Z auch eine fehlerbehaftete Funktion der Personen-Variable
U sein, d. h. eine fehlerbehaftete Messung einer Eigenschaft der Personen wie bspw.
die Kognitiven Grundfähigkeiten eines Schülers. Solche latente Variablen sind jeweils
per definitionem eine Funktion von U (vgl. Steyer, 1989, 2001). Bei gegebener Person
u sind die Werte von Z jedoch nicht deterministisch festgelegt, sondern haben eine in-
traindividuelle Verteilung. In diesem Fall gilt: Z = f (U) + ε, d. h., Z ist die Summe
einer deterministischen Funktion f (U) der Personen-Variablen U (die wahren Werte
dieser Kovariaten) und einer Messfehlervariablen ε. Dabei kann ε prinzipiell einen zu-
sätzlichen, über X und U hinausgehenden Effekt auf die Outcome-Variable Y haben.
Dann sind sowohl die fehlerbehafteten Messungen Z als auch ξ ≡ f (U) als Kovariaten
zu betrachten, wobei Z eine fehlerbehaftete manifeste und ξ eine latente Kovariate ist.
Die latente Variable ξ ist wiederum bereits messbar bezüglich F1. Zusammenfassend ist
die σ-Algebra F2 so definiert, dass alle dem Treatment vorgeordneten Zufallsvariablen
messbar bezüglich F2 sind. Dies umfasst Funktionen von U (bspw. latente Variablen),
fehlerbehaftete Messungen von Eigenschaften der Personen, aber auch messbare Funk-
tionen beider Arten von Variablen. Weiterhin ist F3 die Vereinigung von F2 und der von
der Treatment-Variable X erzeugten σ-Algebra. Schließlich ist F4 die Vereinigung von
F3 und der von der Outcome-Variable Y erzeugten σ-Algebra.
Die umfassende Kovariate CX
Mittels des Konzepts der Filtration lässt sich die zeitliche Ordnung der Ereignisse (bzw.
Ereignismengen) definieren, die im Rahmen eines Zufallsexperiments auftreten kön-
nen. Dabei ist entscheidend, dass die Ursache X den Kovariaten nicht vorgeordnet sein
kann. Daher betrachten wir im Folgenden eine bestimmte σ-Algebra aus der Filtration
(Ft)t∈T , die sog. umfassende Kovariaten-σ-Algebra CX. Hierbei handelt es sich um die
größte Sub-σ-Algebra aus der Filtration (Ft)t∈T , bezüglich der X noch nicht messbar
ist. Vereinfacht ausgedrückt ist CX so definiert, dass sie alle Ereignisse enthält, welche
vor oder simultan mit Einsetzen des Treatments X auftreten können, nicht jedoch die
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Ereignisse, die durch X selbst repräsentiert werden (für eine formale und allgemeine
Definition der umfassenden Kovariaten-σ-Algebra CX vgl. Steyer et al., 2011, Kapi-
tel 3). Somit ist die umfassende Kovariaten-σ-Algebra CX stets bezüglich der jeweils
betrachteten potenziellen Ursache X definiert.
Weiterhin ist die umfassende Kovariate CX messbar bezüglich CX bzw. CX ist gleich-
zeitig die durchCX erzeugte σ-Algebra. Die umfassende KovariateCX repräsentiert alle
Kovariaten, d. h. alle der Treatment-Variable vor- oder gleichgeordneten Variablen, die
im Rahmen eines konkreten Zufallsexperiments auftreten können. In vielen Anwen-
dungen ist CX gleichzusetzen mit der Personen-Variable U. Hierzu zählen wiederum
sämtliche deterministische Funktionen f (U) der Personen-Variable U, also bspw. Ei-
genschaften der Person, die ohne Messfehler erhoben werden. Vereinfacht ausgedrückt
bedeutet dies, dass sich die systematische Variabilität bezüglich der Outcome-Variable
Y , die nicht auf das Treatment zurückzuführen ist, ausschließlich durch Unterschiede
zwischen Personen erklären lässt. Gegeben eine konkrete Person u hängt der Outco-
me einzig von dem Vorhandensein oder Nicht-Vorhandensein des Treatments ab. Bei
messfehlerbehafteten Kovariaten kann es jedoch auch innerhalb der Personen noch sys-
tematische Variabilität geben, die nicht allein auf das Treatment zurückzuführen ist. In
diesem Fall gilt: CX = (U, Z). Dies bedeutet, dass auch messfehlerbehaftete Kovaria-
ten in CX berücksichtigt sein können, da sich CX auf alle Ereignisse bezieht, die dem
Treatment zeitlich vor- bzw. gleichgeordnet sind.
3.3 Kausale Effekte
Der Single-Unit-Trial sowie die Komponenten des Kausalitätsraumes bilden den Aus-
gangspunkt der im Folgenden zu definierenden theoretischen Konzepte: die True-Out-
come-Variable, die True-Effect-Variable sowie die verschiedenen Arten durchschnitt-
licher und bedingter kausaler Effekte. Letztere repräsentieren die im Rahmen einer
konkreten Anwendung interessierenden theoretischen Zielgößen. Sämtliche in diesem
Abschnitt dargestellten Definitionen basieren auf Steyer et al. (2011).
Steyer et al. (2011) unterscheiden zwischen totalen, direkten und indirekten Effekten,
wobei potenzielle Mediatorvariablen berücksichtigt werden können. Diese Unterschei-
dung ist im Rahmen der vorliegenden Arbeit nicht relevant, da ich ausschließlich die
totalen Effekte betrachte. Daher verwende ich bei den folgenden Definitionen den Be-
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griff kausale Effekte, der synonym zu den bei Steyer et al. (2011) verwendeten Terminus
der totalen Effekte ist.
3.3.1 True-Outcome-Variable und True-Effect-Variable
Mit der umfassenden Kovariate CX (vgl. Abschnitt 3.2.2) werden alle konfundierenden
Variablen berücksichtigt, welche die Outcome-Variable Y über das Treatment hinaus
beeinflussen können. Somit ist CX der elementare Baustein für die Definition der True-
Outcome-Variable10 τx:
τx ≡ EX=x(Y |CX ) . (3.1)
Die True-Outcome-Variable τx ist also definiert als die bedingte Regression11
EX=x(Y |CX ) der Outcome-Variable Y auf die umfassende Kovariate CX in einer Treat-
ment-Bedingung x (mit x = 0, 1, . . . , J)12. Die Grundidee bezüglich der Definition der
True-Outcome-Variable τx besteht darin, auf die sog. atomaren Strata (engl.: atomic
strata, vgl. Steyer et al., 2011, Kapitel 4) zu bedingen, d.h auf die Werte der umfas-
senden Kovariate CX . Wir bedingen also auf die feinste Ebene, so dass es keinen über
X und CX hinausgehenden Effekt auf Y mehr geben kann. Im Gegensatz zur Outcome-
Variable Y ist die True-Outcome-Variable τx somit bereinigt von jeglichen Bias (Ver-
zerrungen), d. h. verfälschenden, konfundierenden Effekten: Durch das Bedingen auf
die umfassende Kovariate CX ist τx so konstruiert, dass τx von allen konfundierenden
Effekten bereinigt ist.
Weiterhin ist die True-Effect-Variable δxx ′ von Treatment x im Vergleich zu Treat-
10Genauer formuliert handelt es sich hier um die True-Outcome-Variable bezüglich totaler Effekte (true-
outcome variables with respect to total effects; vgl. Steyer et al., 2011, Kapitel 4). Da ich mich – wie
bereits erwähnt – im Rahmen der vorliegenden Arbeit ausschließlich auf totale Effekte beziehe, wird
in den folgenden Ausführungen der vereinfachte Ausdruck True-Outcome-Variable verwendet. Für
eine allgemeinere Darstellung, im Rahmen derer auch direkte und indirekte Effekte betrachtet werden
können, verweise ich auf Steyer et al. (2011) sowie Mayer et al. (2011). Zugunsten der Lesbarkeit
werde ich nachfolgend auf ähnliche Anpassungen bezüglich der im Weiteren verwendeten Begriffe
nicht mehr zusätzlich hinweisen.
11Die bedingte Regression EX=x(Y |CX ) ist die Regression von Y aufCX bezüglich des bedingtenWahr-
scheinlichkeitsmaßes PX=x, das definiert ist durch PX=x(A) = P(A | X=x) für alle A ∈A (vgl. Steyer
et al., 2011, Kapitel 4).
12Im Rahmen der Definition der True-Outcome-Variablen τx wird zusätzlich die Annahme der sog. P-
Uniqueness gemacht. Diese Annahme stellt sicher, dass die True-Outcome-Variablen τx wohldefiniert
sind. Sind alle True-Outcome-Variablen τx P-unique, dann können auch deren Differenzen τx − τx ′
sowie deren unbedingte und bedingte Erwartungswerte betrachtet werden. Für eine detaillierte Dar-
stellung der P-Uniqueness-Annahme verweise ich auf Steyer et al., 2011, Kapitel 4.
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ment x ′ auf die Outcome-Variable Y wie folgt definiert:
δxx ′ ≡ τx − τx ′ , (3.2)
d. h. als Differenz der True-Outcome-Variablen τx und τx ′ . DieWerte der True-Outcome-
Variablen δxx ′ sind die Effekte von Treatment x vs. Treatment x ′ auf die Outcome-
Variable Y bei gegebener Ausprägung von CX . Die Effekte einer Treatment-Bedingung
x sind also stets relativ zu einer konkreten Vergleichsbedingung x ′ definiert.
3.3.2 Durchschnittliche und bedingte kausale Effekte
Basierend auf den zentralen Konzepten der True-Outcome-Variable τx sowie der True-
Effect-Variable δxx ′ , welche sich auf den Single-Unit-Trial beziehen, lassen sich nun die
verschiedenen Arten durchschnittlicher und bedingter kausaler Effekte definieren.
Durchschnittlicher kausaler Effekt
Der durchschnittliche kausale Effekt (average causal effect oder ACExx ′) von Treatment
x im Vergleich zu Treatment x ′ auf die Outcome-Variable Y ist definiert als Erwartungs-
wert der True-Effect-Variable δxx ′:
ACExx ′ ≡ E(δxx ′) . (3.3)
Weiterhin folgt aus der Definition δxx ′ ≡ τx − τx ′ (vgl. Gleichung 3.2) sofort:
ACExx ′ = E(τx) − E(τx ′). Der ACExx ′ ist der durchschnittliche kausale Effekt von
Treatment x vs. Treatment x ′ für die betrachtete Gesamtpopulation. Bezug nehmend
auf Schulleistungsuntersuchungen in Deutschland könnte bspw. von Interesse sein, ob
eine Verlängerung der Grundschulzeit auf sechs Jahre – im Vergleich zu vier Jahren –
einen positiven Effekt auf die Lernentwicklung von Schülern im Allgemeinen, d. h. der
Schüler aller deutschen Schulen, hat.
Bedingte kausale Effekte
Bedingte kausale Effekte (conditional causal effects oder CCExx ′;V=v) sind allgemein
definiert als
CCExx ′;V=v ≡ E(δxx ′ | V=v) , (3.4)
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wobei v die Werte einer (zunächst beliebigen) Zufallsvariable V auf dem Wahrschein-
lichkeitsraum (Ω,A, P) des betrachteten Single-Unit-Trials sind. Das gemeinsame Prin-
zip der bedingten kausalen Effekte besteht somit darin, den (V=v)-bedingten Erwar-
tungswert der True-Effect-Variablen δxx ′ zu betrachten. Nachfolgend behandele ich ver-
schiedene Beispiele für V , wobei es sich um die Personen-Variable U, die Kovariaten
Z oder auch die Treatment-Variable X handeln kann.
Weiterhin sind die (V=v)-bedingten kausalen Effekte E(δxx ′ | V=v) die Werte der V-
bedingten kausalen Effektfunktion E(δxx ′ | V). Für diese gilt:
E[ E(δxx ′ | V) ] = E(δxx ′) , (3.5)
d. h., der Erwartungswert der V-bedingten kausalen Effektfunktion ist gleich dem durch-
schnittlichen kausalen Effekt ACExx ′ .
Individueller kausaler Effekt. Einen Spezialfall der (V=v)-bedingten Effekte stel-
len die individuellen kausalen Effekte (individual causal effects oder CCExx ′;U=u) dar.
Hierbei bedingen wir auf die Personen-Variable U. Der individuelle kausale Effekt ei-
nes Treatments x im Vergleich zu einem Treatment x ′ für eine Person u ist wie folgt
definiert:
CCExx ′;U=u ≡ E(δxx ′ | U=u) . (3.6)
Auch hier folgt aus der Definition δxx ′ ≡ τx − τx ′ (vgl. Gleichung 3.2), dass
CCExx ′;U=u = E(τx |U=u) − E(τx ′ |U=u). Der individuelle kausale Effekt CCExx ′;U=u
ist demnach die Differenz zwischen den True-Outcomes gegeben Treatment x und gege-
ben Treatment x ′ innerhalb einer Person u. Angewandt auf den Kontext von Schulleis-
tungsuntersuchungen ist bspw. der individuelle kausale Effekt eines Unterrichts in einer
Klasse x im Vergleich zum Unterricht in einer anderen Klasse x ′ für einen bestimmten
Schüler u die Differenz der zu erwartenden Testleistungen, die dieser Schüler unter den
jeweiligen Unterrichtsformen erzielen würde. Die Verwendung des Konjunktivs II in
dem beschriebenen Beispiel soll die präfaktische Sichtweise im Rahmen stochastischer
Modelle, denen auch die Theorie kausaler Effekte zuzuordnen ist, deutlich machen. Die
True-Outcomes charakterisieren Eigenschaften des zugrunde liegenden Zufallsexperi-
ments (vgl. Abschnitt 3.2.1) und können nur aus einer Prä-facto-Perspektive, d. h. aus
einer Perspektive, bevor das Zufallsexperiment durchgeführt wird, adäquat interpretiert
werden. Aus dieser Sicht lässt sich der Erwartungswert des Schülers u bezüglich seiner
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Testleistung sowohl unter Treatment x als auch unter Treatment x ′ betrachten – im Sin-
ne einer hypothetischen Eigenschaft des Schülers – auch wenn der jeweilige Schüler u
weder Treatment x noch Treatment x ′ ausgesetzt wird.
Der individuelle kausale Effekt stellt also eine antizipierbare Eigenschaft der Beob-
achtungseinheit dar, auch wenn das betrachtete Zufallsexperiment niemals durchgeführt
wird. Damit ist der individuelle kausale Effekt – trotz des Fundamentalproblems kau-
saler Inferenz – ein wohldefinierter Begriff. Auch im Alltag antizipieren wir die Effekte
bestimmten Handelns und vermeiden es, wenn das antizipierte Risiko als zu hoch ein-
geschätzt wird. So ist bspw. der Konsum von Gurken im Mai und Juni des Jahres 2011
drastisch gesunken, nachdem die Quelle der gefährlichen EHEC-Infektion bei diesem
Gemüse vermutet wurde. Das antizipierte Risiko einer Erkrankung führte bei vielen
Deutschen dazu, auf den Konsum von Gurken zu verzichten.
Da die individuellen kausalen Effekte in empirischen Anwendungen in der Regel nicht
identifiziert werden können, liegt das Hauptaugenmerk kausaler Effektanalysen auf den
durchschnittlichen kausalen Effekten oder auch den beiden nachfolgend beschriebenen
bedingten kausalen Effekten: der bedingte kausale Effekt bei gegebenemWert einer Ko-
variate bzw. der bedingte kausale Effekt bei gegebenem Wert der Treatment-Variable.
Unter Gültigkeit bestimmter Annahmen (vgl. Abschnitt 3.4) lassen sich diese aus Stich-
probendaten im Rahmen empirischer Anwendungen schätzen.
Bedingter kausaler Effekt bei gegebenem Wert einer Kovariate. Interessiert
man sich weniger für den ACExx ′ in der Gesamtpopulation, sondern vielmehr für den
durchschnittlichen kausalen Effekt in spezifischen Subpopulationen, die durch die Wer-
te z einer (ein- oder auch mehrdimensionalen) Kovariaten Z charakterisiert werden,
sind die (Z=z)-bedingten kausalen Effekte informativer:
CCExx ′; Z=z ≡ E(δxx ′ | Z=z) . (3.7)
Demnach ist der CCExx ′; Z=z der durchschnittliche kausale Effekt von Treatment x im
Vergleich zu Treatment x ′ auf die Outcome-Variable Y bei gegebenem Wert z einer
Kovariaten Z. Des Weiteren folgt aus der Definition δxx ′ ≡ τx − τx ′ (vgl. Gleichung 3.2)
sofort:CCExx ′; Z=z = E(τx |Z=z) −E(τx ′ |Z=z). Diese (Z=z)-bedingten kausalen Effek-
te spielen bspw. dann eine Rolle, wenn man subgruppenspezifische Effekte beschreiben
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möchte. Im Kontext von Schulleistungsuntersuchungen könnte also von Interesse sein,
ob sich differentielle Effekte einer neuen Unterrichtsform in der Gruppe leistungsstar-
ker Schüler vs. der Gruppe leistungsschwacher Schüler zeigen. In diesem Beispiel ist Z
die (dichotomisierte) Leistung der Schüler vor der Einführung der neuen Unterrichts-
methode.
Bedingter kausaler Effekt bei gegebenem Wert der Treatment-Variable. Ne-
ben den bereits erwähnten ACE- und CCE-Arten gibt es eine weitere Effektdefinition,
die im Rahmen der vorliegenden Arbeit von besonderem Interesse ist: der durchschnitt-
liche kausale Effekt CCExx ′; X=x∗ eines Treatments x im Vergleich zu Treatment x ′ ge-
geben Treatment x∗. Formal ist der (X=x∗)-bedingte kausale Effekt wie folgt definiert:
CCExx ′; X=x∗ ≡ E(δxx ′ | X=x∗) . (3.8)
Auch hier folgt aus δxx ′ ≡ τx − τx ′ (vgl. Gleichung 3.2) wiederum sofort:
CCExx ′; X=x∗ = E(τx |X=x∗) − E(τx ′ |X=x∗). Für x∗ = x ist der CCExx ′; X=x∗ der ave-
rage causal effect on the treated (vgl. z. B. Rubin, 1977), den ich im Verlauf dieser
Arbeit auch mit ACE on the treated abkürze13.
Die inhaltliche Interpretation dieses kausalen Effekts erscheint im Vergleich zu den
(Z=z)-bedingten kausalen Effekten zunächst weniger intuitiv. Die (X=x∗)-bedingten
kausalen Effekte enthalten nur dann spezifischere Informationen als der (unbeding-
te) durchschnittliche kausale Effekt, wenn die bedingten Erwartungswerte der True-
Outcome-Variable τx von X abhängen, d. h. wenn gilt: E(τx | X) , E(τx). Andern-
falls sind beide theoretische Größen gleich; es gilt somit: CCExx ′; X=x∗ = ACExx ′ für
alle Werte x∗ von X. Anschaulich ausgedrückt bedeutet dies: Haben z. B. diejeni-
gen Personen, die systematisch mehr von dem betrachteten Treatment profitieren wür-
den, größere (oder auch kleinere) Wahrscheinlichkeiten, diesem Treatment zugewie-
sen zu werden, als diejenigen, die vergleichsweise weniger davon profitieren würden,
dann gilt: CCExx ′; X=x∗ , ACExx ′ . Dies kann dann der Fall sein, wenn die Zuord-
nung der Untersuchungseinheiten zu den Treatment-Bedingungen nicht randomisiert,
sondern systematisch (bspw. durch Selbstselektion) erfolgt. Da die Zuweisung zu den
13In der Literatur wird dieser Effekt auch als effect of treatment on the treated (vgl. Geneletti & Dawid,
2011; Heckman & Robb, 1985; Hernán & Robins, 2006; Shpitser & Pearl, 2009; Stuart, 2004) oder
average treatment effect on the treated (vgl. Hotz, Imbens & Klerman, 2006; Morgan & Winship,
2007) bezeichnet.
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Treatment-Gruppen im Rahmen von Beobachtungsstudien, denen auch Schulleistungs-
untersuchungen und Vergleichsarbeiten zuzuordnen sind, nicht der Kontrolle der Durch-
führenden unterliegt, ist hier von derartigen Selektionseffekten auszugehen, denn die
Schüler werden einzelnen Klassen oder auch Schulen natürlich nicht per Randomisie-
rung zugeordnet. So werden sich bspw. die Schüler zweier Klassen x und x ′ an zwei
verschiedenen Schulen bezüglich des sozioökonomischen Status, welcher neben dem
Unterricht ebenfalls die Leistung der Schüler beeinflusst, unterscheiden. Hier könnte
demnach der EffektCCExx ′; X=x des Unterrichts in Klasse x auf die Schüler dieser Klasse
anders ausfallen als der Effekt CCExx ′; X=x ′ des Unterrichts in Klasse x auf die Schüler
der anderen Klasse x ′ haben würde. An diesem Beispiel wird weiterhin deutlich, dass
im Rahmen von Schulleistungsuntersuchungen weniger der durchschnittliche kausale
Effekt ACExx ′ in der Gesamtpopulation, die sich hier aus den Schülern beider Klassen
zusammensetzt, von inhaltlichem Interesse ist, sondern vielmehr der bedingte kausale
Effekt CCExx ′; X=x bezogen auf die Schüler der betrachteten Klasse x14. Der Lehrer ei-
ner Klasse wird in aller Regel auf die Optimierung der Unterrichtseffekte bezüglich der
jeweils eigenen Schülerschaft abzielen und nicht bezüglich Schüler im Allgemeinen,
die zu großen Teilen gar nicht als Schüler seiner Klasse in Frage kommen.
3.3.3 Effektparametrisierung kausaler Effekte
Bisher haben wir paarweise Vergleiche zwischen jeweils zwei unterschiedlichen Treat-
ment-Bedingungen x und x ′ im Rahmen der Definition kausaler Effekte betrachtet.
Steyer et al. (2011, Kapitel 5) bezeichnen dies auch als Differenzparametrisierung. Für
eine Vielzahl von Forschungsfragen ist diese Betrachtung vollkommen ausreichend:
Häufig geht es um den Vergleich einer Behandlungsgruppe mit einer Kontrollgrup-
pe, die keiner oder auch einer alternativen Behandlungsform ausgesetzt wurde. Sobald
jedoch mehrere Treatment-Stufen Gegenstand der Untersuchung sind, stellt sich die
Frage, welche Treatment-Bedingung jeweils als Referenz herangezogen werden soll-
te. Das ist v. a. dann problematisch, wenn es keine explizite Kontrollbedingung gibt.
Genau dies ist der Fall in Schulleistungsuntersuchungen wie bspw. Vergleichsarbeiten.
Hier werden viele Treatment-Bedingungen, welche jeweils den Unterricht in den ver-
schiedenen Klassen bzw. Schulen repräsentieren, betrachtet. Eine mögliche Vorgehens-
14Entsprechend ist für die Schüler der Klasse x ′ der bedingte kausale Effekt CCEx ′x ; X=x ′ von primärem
Interesse.
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weise besteht nun darin, die True-Outcome-Variable gegeben Treatment x nicht mit
der True-Outcome-Variable eines anderen Treatments x ′ zu vergleichen, sondern mit
dem gleichgewichteten Mittelwert der True-Outcome-Variablen aller J + 1 Treatment-
Bedingungen. Dieses Vorgehen bezeichnen Steyer et al. (2011, Kapitel 5) auch als Ef-
fektparametrisierung kausaler Effekte. Im Folgenden verwende ich die Notation nach
Steyer et al. (2011): Dabei entfällt der Index x ′ für die zweite Treatment-Bedingung, da
die Referenz stets der Mittelwert der True-Outcome-Variablen aller J + 1 Werte von X
ist. Weiterhin bezeichne ich die nachfolgend zu definierenden theoretischen Größen als
(durchschnittliche und bedingte) kausale Effekte von x. Die True-Effect-Variable von x
ist dann wie folgt definiert:
δx ≡ τx −
1
J + 1
J∑
x ′= 0
τx ′ . (3.9)
Der durchschnittliche kausale Effekt von x ist wiederum der Erwartungswert dieser
True-Effect-Variable:
ACEx ≡ E(δx) . (3.10)
Auf individueller Ebene liegt dann folgende alternative Definition des individuellen
kausalen Effekts von x nahe:
CCEx;U=u ≡ E(δx | U=u) . (3.11)
Für den (Z=z)-bedingten kausalen Effekt von Treatment x verglichen mit dem Durch-
schnitt aller Treatment-Bedingungen bei gegebenem Wert z der Kovariaten Z, also den
(Z=z)-bedingten kausalen Effekt von x, ergibt sich demnach:
CCEx; Z=z ≡ E(δx | Z=z) . (3.12)
Entsprechend ist der durchschnittliche kausale Effekt von Treatment x verglichen mit
demDurchschnitt aller Treatment-Bedingungen gegeben Treatment-Bedingung x∗, d. h.
der (X=x∗)-bedingte kausale Effekt von x, definiert als:
CCEx; X=x∗ ≡ E(δx | X=x∗) . (3.13)
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Tabelle 3.1: Übersicht der wichtigsten kausalen Effekte in der Differenz- und
Effektparametrisierung
Definition Bedeutung Kurzform
Differenzparametrisierung:
τx − τx ′ True-Effect-Variable x vs. x ′ δxx ′
E(δxx ′) Durchschnittlicher kausaler Effekt von x vs. x
′ ACExx ′
E(δxx ′ | U=u) Individueller kausaler Effekt von x vs. x ′ CCExx ′;U=u
E(δxx ′ | Z=z) (Z=z)-bedingter kausaler Effekt von x vs. x ′ CCExx ′; Z=z
E(δxx ′ | X=x∗) (X=x∗)-bedingter kausaler Effekt von x vs. x ′ CCExx ′; X=x∗
Effektparametrisierung:
τx − 1J+1
∑J
x ′= 0 τx ′ True-Effect-Variable von x δx
E(δx) Durchschnittlicher kausaler Effekt von x ACEx
E(δx | U=u) Individueller kausaler Effekt von x CCEx;U=u
E(δx | Z=z) (Z=z)-bedingter kausaler Effekt von x CCEx; Z=z
E(δx | X=x∗) (X=x∗)-bedingter kausaler Effekt von x CCEx; X=x∗
BeimCCEx; X=x∗ handelt es sich um die Effektparametrisierung des ACE on the treated.
An dieser Stelle sei noch einmal betont, dass in den Gleichungen 3.9 bis 3.13 eine
Gleichgewichtung mit 1/(J+1) bei der Durchschnittsbildung über alle J+1 Treatment-
Stufen erfolgt. Designspezifische Aspekte hingegen wie bspw. die Behandlungswahr-
scheinlichkeiten P(X=x) fließen nicht in die Definition der theoretischen Größen ein
(vgl. Fiege, 2007; Steyer et al., 2011). Bei der Definition des kausalen Effekts einer
Behandlungsform (im Vergleich zu verschiedenen anderen Treatments) sollten Design-
Fragen keine Rolle spielen, da diese für die Bewertung des Effekts der Behandlung
per se keine Bedeutung haben. Des Weiteren beziehen sich auch die Effektdefinitionen
in Gleichungen 3.9 bis 3.13 auf den Single-Unit-Trial (vgl. Abschnitt 3.2.1). Design-
Aspekte werden jedoch erst dann relevant, wenn man zur Betrachtung empirischer Da-
ten – bspw. im Rahmen von Zwischengruppendesigns, die in der Regel auch bei Schul-
leistungsuntersuchungen realisiert sind – übergeht.
Tabelle 3.1 fasst die wichtigsten kausalen Effekte, deren Beschreibung sowie die im
weiteren Verlauf dieser Arbeit verwendeten Kurzformen zusammen. Dabei ist sowohl
die Differenz- als auch die Effektparametrisierung aufgeführt.
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3.4 Identifikation kausaler Effekte
Bisher wurden lediglich die Definitionen von theoretischen Größen betrachtet. Diese
ermöglichen jedoch noch keine Aussagen im Rahmen empirischer Anwendungen. Die
Frage, die sich nun stellt, lautet somit: Wie lassen sich die theoretischen Größen –
die durchschnittlichen und bedingten kausalen Effekte – mittels empirisch schätzbarer
Größen berechnen (identifizieren)?
3.4.1 Unverfälschtheit
Im Rahmen empirischer Anwendungen lassen sich bspw. Mittelwertsdifferenzen
E(Y | X=x)− E(Y | X=x ′) zwischen verschiedenen Treatment-Bedingungen x schätzen,
die zunächst jedoch lediglich Effekte auf den ersten Blick oder Prima-Facie-Effekte
(PFE; vgl. Holland, 1986) darstellen, d. h. PFExx ′ ≡ E(Y | X=x)− E(Y | X=x ′). Unter
Gültigkeit bestimmter Annahmen lassen sich die durchschnittlichen und bedingten kau-
salen Effekte über die beobachteten bedingten bzw. unbedingten Mittelwertsunterschie-
de, also die Prima-Facie-Effekte, identifizieren. Sind diese Annahmen in empirischen
Anwendungen erfüllt, so sind die (bedingten bzw. unbedingten) Prima-Facie-Effekte
kausal unverfälscht. Im randomisierten Experiment gilt bspw. PFE = ACE. Hier sind
also die unbedingten PFE kausal unverfälscht.
Kann jedoch nicht von der kausalen Unverfälschtheit der unbedingten PFE ausge-
gangen werden – wie z. B. auch im Kontext von Schulleistungsuntersuchungen – be-
darf es alternativer Datenanalysemethoden, um valide kausale Inferenzen bezüglich der
durchschnittlichen Treatment-Effekte ziehen zu können. Hierbei werden nicht die unbe-
dingten Mittelwertsunterschiede betrachtet, sondern es werden die Verfälschungen kon-
fundierender Variablen adjustiert. Die durchschnittlichen kausalen Effekte eines Treat-
ments werden dann basierend auf den (Z=z)-bedingten PFE (gegeben eine bestimmte
Kovariatenkombination) geschätzt. Sind auch hier wiederum bestimmte Annahmen er-
füllt – insbesondere solche, die die bedingte Unverfälschtheit der (Z=z)-bedingten PFE
implizieren – erhält man eine korrekte Schätzung der entsprechenden kausalen Effekte.
Der Begriff der Unverfälschtheit ist sowohl für die PFE als auch für die jeweiligen
Regressionen und deren Werte definiert (vgl. Steyer et al., 2011, Kapitel 6): Sind die
bedingten Erwartungswerte E(Y | X=x) für alle Werte x von X unverfälscht, so ist auch
die Regression E(Y | X) von Y auf X unverfälscht. Die Regression E(Y | X) bezeichne
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ich nachfolgend auch als Treatment-Regression. Da sich der PFE aus der Differenz die-
ser bedingten Erwartungswerte berechnet, d. h. PFExx ′ ≡ E(Y | X=x)− E(Y | X=x ′),
sind folglich auch die PFE unverfälscht. Entsprechendes gilt für die bedingte Un-
verfälschtheit, also die Unverfälschtheit der Regression E(Y | X, Z ), welche ich fort-
an als Kovariaten-Treatment-Regression bezeichne: Sind die bedingten Erwartungen
EX=x(Y | Z ) für alle Werte x von X unverfälscht, so ist auch die Kovariaten-Treatment-
Regression E(Y | X, Z ) unverfälscht. Da sich der (Z=z)-bedingte PFE aus der Diffe-
renz der Werte dieser Regression berechnet, d. h. PFExx ′; Z=z ≡ E(Y | X=x, Z=z)−
E(Y | X=x ′, Z=z), sind dann auch die (Z=z)-bedingten PFE unverfälscht.
Inhaltlich bedeutet die Unverfälschtheit, dass die jeweiligen PFE kausal interpretiert
werden können. Tabelle 3.2 fasst die Definitionen der Unverfälschtheit zusammen. Hier
sind in der linken Spalte die empirisch schätzbaren Größen angegeben. Diese sind ge-
nau dann unverfälscht, wenn die in der rechten Spalte aufgeführten Gleichungen gelten.
Unverfälschtheit ist die schwächste Bedingung15, welche die Berechnung kausaler Ef-
fekte ermöglicht. Sie ist jedoch keiner empirischen Überprüfung zugänglich, da die De-
finition der Unverfälschtheit die theoretischen Größen – die True-Outcome-Variablen τx
sowie deren bedingte und unbedingte Erwartungswerte – beinhaltet. Daher werde ich
im nachfolgenden Abschnitt ausgewählte Kausalitätsbedingungen einführen, die ihrer-
seits Unverfälschtheit implizieren und zum Teil einer empirischen Prüfung zugänglich
sind.
3.4.2 Kausalitätsbedingungen
Als Kausalitätsbedingungen werden solche Bedingungen bezeichnet, die jeweils die be-
dingte bzw. die unbedingte Unverfälschtheit implizieren und somit eine Identifikation
kausaler Effekte ermöglichen. Im Kontext der in dieser Arbeit betrachteten Schulleis-
tungsuntersuchungen ist im Allgemeinen nicht von der unbedingten Unverfälschtheit
der Treatment-Regression E(Y | X) auszugehen. Daher betrachten wir nachfolgend aus-
schließlich Kausalitätsbedingungen für den Z-bedingten Fall, d. h. die Unverfälscht-
heit der Kovariaten-Treatment-Regression E(Y | X, Z ), deren Werte und somit auch der
(Z=z)-bedingten PFE. Eine vollständigere Darstellung der verschiedenen Kausalitäts-
bedingungen findet sich bei Steyer et al. (2011, Kapitel 7 bis 9).
15Das Attribut schwächste Bedingung bedeutet, dass die Unverfälschtheit durch alle anderen Bedingun-
gen impliziert wird, die ebenfalls die Identifikation kausaler Effekte ermöglichen.
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Tabelle 3.2: Übersicht der Definitionen von Unverfälschtheit
Empirisch schätzbare Definitionen der Unverfälschtheit
Größen
Unverfälschtheit E(Y | X=x) E(Y | X=x) = E(τx)
PFExx ′ PFExx ′ = E(δxx ′)
E(Y | X) E(Y | X=x) = E(τx)
für jeden Wert x von X
Bedingte E(Y | X=x, Z=z) E(Y | X=x, Z=z) = E(τx | Z=z)
Unverfälschtheita PFExx ′; Z=z PFExx ′; Z=z = E(δxx ′ | Z=z)
EX=x(Y | Z ) EX=x(Y | Z ) = E(τx | Z )
PFExx ′; Z PFExx ′; Z = E(δxx ′ | Z )
E(Y | X, Z ) EX=x(Y | Z ) = E(τx | Z )
für jeden Wert x von X
Anmerkungen. a Z ist die betrachtete, möglicherweise mehrdimensionale Ko-
variate.
Jede der im Folgenden dargestellten Kausalitätsbedingungen ist durch zwei Annah-
men definiert: Neben einer jeweils spezifischen Unabhängigkeitsannahme, von denen
nachfolgend vier verschiedene vorgestellt werden, wird zusätzlich angenommen, dass
die Wahrscheinlichkeit, in einer der x Treatment-Bedingungen zu sein, für alle Werte
z von Z einen Wert größer null annimmt, d. h. es gelte P(X=x | Z) > 0 für jeden Wert
x von X. Diese zweite Annahme wird auch als Common Support-Annahme bezeichnet
(vgl. z. B. Lechner, 2000)16.
Nach Steyer et al. ist jeder PFE gleich der Summe aus dem entsprechenden ACE und
zwei verschiedenen Arten von Verzerrungen: dem baseline bias und dem effect bias
(vgl. Steyer et al., 2011, Kapitel 6; Winship &Morgan, 1999). Somit sind die PFE dann
unverfälscht, wenn (a) diese Verzerrungen beide gleich null sind (baseline bias = effect
bias = 0) oder aber (b) die Verzerrungen sich gegenseitig aufheben (baseline bias =
−effect bias). Diese Beziehung zwischen PFE und ACE gilt dabei für den unbedingten
ebenso wie für den (Z=z)-bedingten Fall. Die schwächste hinreichende Bedingung,
die zur Folge hat, dass diese beiden Verzerrungen gleich null sind, ist die Z-bedingte
regressive Unabhängigkeit der True-Outcome-Variable τx von der Treatment-Variable
16Eine Diskussion dieser Annahme im Kontext von Schulleistungsuntersuchungen findet sich bei Fiege,
2007, Kapitel 4.
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X (Abk.: τx ⊢ X | Z, ∀x)17, d. h.:
E(τx | X, Z ) = E(τx | Z ) für jeden Wert x von X. (3.14)
Diese Kausalitätsbedingung wird in Abschnitt 3.5 im Rahmen der Verortung der Ad-
justierungsproblematik bei Vergleichsarbeiten bezüglich der Identifikation der theore-
tischen Parameter von zentraler Bedeutung sein.
Weitere Kausalitätsbedingungen, die jedoch jeweils die regressive Unabhängigkeit
τ ⊢ X | Z implizieren, sollen nachfolgend lediglich exemplarisch dargestellt werden. Ei-
ne weitere Kausalitätsbedingung ist bspw. die Z-bedingte stochastische Unabhängig-
keit der Treatment-Variable X und der True-Outcome-Variable τx (Abk.: X⊥τx | Z, ∀x):
P(X=x | Z, τx) = P(X=x | Z) für jeden Wert x von X. (3.15)
Diese Kausalitätsbedingung wird in der Literatur auch als Strong Ignorability (vgl.
Rosenbaum & Rubin, 1983) bezeichnet. Dabei ersetzen die True-Outcome-Variablen τx
in Gleichung 3.15 die Potential-Outcome-Variablen Yx in der Rubinschen Terminologie
(vgl. Abschnitt 3.2). Der Nachteil dieser Kausalitätsbedingung ist jedoch, dass diese –
ebenso wie die Z-bedingte regressive Unabhängigkeit der True-Outcome-Variable τx
von X – einer empirischen Prüfung nicht zugänglich ist. Daher stelle ich nun exem-
plarisch zwei weitere Bedingungen vor, die einer empirischen Prüfung zugänglich sind
bzw. im Rahmen des Designs einer Untersuchung hergestellt werden können:
(1) Die erste Bedingung ist die Z-bedingte stochastische Unabhängigkeit der Treat-
ment-Variable X und der umfassenden Kovariate CX (Abk.: X⊥CX | Z). Diese
Bedingung ist genau dann erfüllt, wenn gilt:
P(X=x | Z,CX ) = P(X=x | Z) für jeden Wert x von X. (3.16)
Falls CX = U ist diese Bedingung bspw. dann erfüllt, wenn die individuellen
Treatment-Wahrscheinlichkeiten bei gegebenem Wert z einer Kovariaten Z für
alle Beobachtungseinheiten gleich sind18. Diese Bedingung ist im Rahmen von
experimentellen Untersuchungsdesigns mittels (bedingter) Randomisierung her-
stellbar. In Beobachtungsstudien hingegen kann diese Bedingung durch die Aus-
17Das Symbol ∀x bedeutet für alle Werte x.
18In diesem Fall gilt: P(X=x | Z,U) = P(X=x | Z) für jeden Wert x von X.
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wahl der Kovariaten Z1, . . . ,ZQ hergestellt werden, die darauf abzielt, dass die
bedingte Unabhängigkeit von X und CX gegeben Z = (Z1, . . . ,ZQ) zutrifft.
(2) Die zweite Bedingung ist die Z-bedingte regressive Unabhängigkeit der Outcome-
Variable Y von CX gegeben X (Abk.: Y ⊢ CX | X, Z), d. h.:
E(Y | X,CX ) = E(Y | X, Z ) . (3.17)
Für den Fall, dass CX = U, bedeutet dies inhaltlich: Bei gegebenem Wert z der
Kovariaten Z gibt es keine interindividuellen Unterschiede zwischen den Be-
obachtungseinheiten bezogen auf die bedingten Erwartungswerte der Outcome-
Variablen Y in jeder der Treatment-Stufen19. Alle Personen mit einer bestimmten
Kovariatenkonstellation z = (z1, . . . , zQ) in einer konkreten Behandlungsbedin-
gung x haben also den gleichen Erwartungswert bezüglich der Variablen Y .
Diese beiden Bedingungen – (1) X⊥CX | Z und (2) Y ⊢ CX | X, Z – zeichnen sich da-
durch aus, dass sie in empirischen Anwendungen getestet werden können20, zumin-
dest im Sinne einer möglichen Falsifikation dieser Annahmen (vgl. z. B. Mayer et
al., 2011). Die Unverfälschtheit (vgl. Tabelle 3.2) selbst jedoch kann in empirischen
Anwendungen weder falsifiziert noch verifiziert werden. Wichtig ist weiterhin, dass
sowohl Bedingungen (1) als auch (2) jeweils die bedingte regressive Unabhängigkeit
τx ⊢ X | Z, ∀x der True-Outcome-Variablen τx von der Treatment-Variablen X gegeben
Z – und damit auch die Unverfälschtheit der Kovariaten-Treatment-Regression
E(Y | X, Z) – implizieren. Tabelle 3.3 fasst die im Rahmen dieser Arbeit dargestellten
vier Kausalitätsbedingungen zusammen, d. h. deren Definition, Beschreibung sowie die
im weiteren Verlauf dieser Arbeit verwendeten Kurzformen.
3.5 Kausale Effekte und faire Vergleiche in
Vergleichsarbeiten
Will man nun faire Vergleiche aus Vergleichsarbeiten als kausale Effekte des Unter-
richts auf die Testleistung der Schüler interpretieren, so müssen sich diese fairen Ver-
19Dann gilt also: EX=x(Y | Z,U) = EX=x(Y | Z) für jeden Wert x von X.
20Weitere Kausalitätsbedingungen, die ebenfalls einer empirischen Prüfung zugänglich sind, finden sich
bei Steyer et al., 2011, Kapitel 7 bis 9.
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Tabelle 3.3: Vier ausgewählte Kausalitätsbedingungen, die jeweils die Z-bedingte Un-
verfälschtheit implizieren
Definitiona Bedeutung Kurzform
E(τx | X, Z ) = E(τx | Z ) Z-bedingte regressive Unabhängigkeit τx ⊢ X | Z, ∀x
für jeden Wert x von X der True-Outcome-Variable τx von X
P(X=x | Z, τx) = P(X=x | Z) Z-bedingte stochastische Unabhängigkeit X⊥τx | Z, ∀x
für jeden Wert x von X der Treatment-Variable X und τx
P(X=x | Z,CX ) = P(X=x | Z) Z-bedingte stochastische Unabhängigkeit X⊥CX | Z
für jeden Wert x von X der Treatment-Variable X und CX
E(Y | X,CX ) = E(Y | X, Z ) Z-bedingte regressive Unabhängigkeit Y ⊢ CX | X, Z
der Outcome-Variable Y von CX
gegeben X
Anmerkungen. aJede der vier Definitionen enthält zusätzlich die Common Support-
Annahme, d. h., es gelte jeweils P(X=x | Z) > 0 für jeden Wert x von X.
gleiche kausaltheoretisch verorten lassen. Dies ist dann der Fall, wenn die empirisch
schätzbaren Parameter, die zur Berechnung fairer Vergleiche verwendet werden, mit
den theoretischen Parametern der allgemeinen stochastischen Theorie kausaler Effekte
übereinstimmen und die dafür ggf. erforderlichen Annahmen expliziert werden kön-
nen. Diese kausaltheoretische Einordnung – und damit die Frage nach der Fairness
fairer Vergleiche – ist Inhalt des folgenden Abschnitts, der im Wesentlichen auf Fiege
(2007) basiert. In Fiege (2007) wird ausführlich die formale Repräsentation des Ad-
justierungsvorgehens im Projekt Kompetenztest.de und PISA-E 2000 zur Berechnung
fairer Vergleiche sowie deren kausaltheoretische Verortung dargestellt. Nachfolgend
werde ich daraus die für die vorliegende Arbeit zentralen Ergebnisse herausgreifen,
zusammenfassen sowie ergänzen.
3.5.1 Der intendierte kausale Effekt: Definition und
Identifikation
Wie bereits in den Abschnitten 3.3.2 und 3.3.3 dargestellt, wird der Lehrer einer Klas-
se in aller Regel die Optimierung der Unterrichtseffekte bezüglich der jeweils eigenen
Schülerschaft intendieren und nicht bezüglich Schüler im Allgemeinen, die zu großen
Teilen gar nicht als Schüler seiner Klasse in Frage kommen. Daher zielen wir im Kon-
text von Vergleichsarbeiten auf die Schätzung des (X=x)-bedingten kausalen Effekts
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CCEx; X=x von x, d. h. des ACE on the treated, wobei jeder Wert x von X den Unterricht
einer Klasse repräsentiert. Anders als im klassischen Design eines randomisierten Ex-
periments wird im Rahmen des vorliegenden Beobachtungsstudiendesigns jedoch kei-
ne Kontrollbedingung im üblichen Sinne, d. h. ohne Treatment, betrachtet. Dies trifft
insbesondere für Vergleichsarbeiten zu, die im Fokus dieser Arbeit stehen: Jede Beob-
achtungseinheit (jeder Schüler) wird dem Unterricht einer Klasse und damit einer der
J Treatment-Stufen j = 1, . . . , J zugewiesen. Keiner der Schüler erhält kein Treatment
(keinen Unterricht). Da bei Vergleichsarbeiten zudem nicht nur zwei, sondern insge-
samt J Treatment-Bedingungen verglichen werden, steht nachfolgend die Effektpara-
metrisierung des ACE on the treated im Fokus der Betrachtung (vgl. Abschnitt 3.3.3).
Ziel ist somit die Identifikation und Schätzung des folgenden bedingten Effekts:
CCEx; X=x ≡ E(δx | X=x) (3.18)
= E
(
τx −J−1
J∑
x ′= 1
τx ′ | X=x
)
[Gleichung 3.9] (3.19)
= E(τx | X=x) − J−1
J∑
x ′= 1
E(τx ′ | X=x) , (3.20)
wobei CCEx; X=x der bedingte kausale Effekt von x verglichen mit dem Durchschnitt
aller Treatment-Bedingungen gegeben Treatment-Bedingung X=x ist. Im Kontext von
Vergleichsarbeiten interessiert uns somit der CCEx; X=x, d. h. der (X=x)-bedingte Ef-
fekt des Unterrichts einer Klasse x im Vergleich zum durchschnittlichen Unterricht in
allen Klassen. Doch wie kann diese theoretische Größe in empirischen Anwendungen
identifiziert werden?
Zum Zwecke der Identifikation des (X=x)-bedingten kausalen Effekts CCEx; X=x be-
trachten wir nachfolgend die Differenz in Gleichung 3.20 im Detail. Für denMinuenden
aus Gleichung 3.20 gilt ohne weitere Annahmen:
E(τx | X=x) = E
[
EX=x(Y |CX ) | X=x
]
[Gleichung 3.1] (3.21)
= EX=x
[
EX=x(Y |CX )
]
[RR (iv) für Regressionen21]
= E(Y | X=x) ,
d. h., der Erwartungswert E(Y | X=x) der Outcome-Variable Y in einer konkreten Klas-
21Rechenregel (iv) für Regressionen: E[E(Y | X)] = E(Y) (Steyer, 2003, S. 85).
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se x ist gleich dem Erwartungswert E(τx | X=x) der True-Outcome-Variable τx gegeben
Klasse x (vgl. Fiege, 2007, Kapitel 4). Somit ist der Minuend mittels des empirisch
schätzbaren Parameters E(Y | X=x) identifiziert, der wiederum in empirischen Anwen-
dungen über den beobachteten Mittelwert der Testleistungen einer Klasse x geschätzt
werden kann.
Zur Identifikation des Subtrahenden aus Gleichung 3.20 bedarf es hingegen weite-
rer Annahmen, wobei eine der Kausalitätsbedingungen für diesen Fall hinreichend ist
(vgl. Fiege, 2007, Kapitel 4): Kann von der Z-bedingten regressiven Unabhängigkeit
der True-Outcome-Variable τx von X (τx ⊢ X | Z, ∀x) ausgegangen werden – d. h. es
gelte E(τx | X, Z ) = E(τx | Z ) für jeden Wert x von X –, so folgt daraus die beding-
te Unverfälschtheit der Kovariaten-Treatment-Regression E(Y | X, Z ). Dies wiederum
impliziert:
E(τx ′ | X) = E
[
E(τx ′ | X, Z ) | X
]
[RR (vi) für Regressionen22] (3.22)
= E
[
E(τx ′ | Z ) | X
]
[τx ⊢ X | Z, ∀x]
= E
[
EX=x
′
(Y | Z ) | X ] .
Falls τx ⊢ X | Z, ∀x zutrifft, ist der (X=x)-bedingte kausale Effekt CCEx; X=x von x,
d. h. der durchschnittliche kausale Effekt von Treatment x verglichen mit dem Durch-
schnitt aller Treatment-Bedingungen gegeben Treatment-Bedingung X=x, somit wie
folgt identifiziert:
CCEx; X=x = E(τx |X=x) − J−1
J∑
x ′= 1
E(τx ′ |X=x) (3.23)
= E(Y | X=x) − J−1
J∑
x ′= 1
E
[
EX=x
′
(Y | Z ) | X=x ] (3.24)
= E(Y | X=x) − Refcausal . (3.25)
Der Subtrahend in Gleichung 3.24 ist der adjustierte, kausal interpretierbare Referenz-
wert, der nachfolgend mit Refcausal (vgl. Gleichung 3.25) bezeichnet wird, d. h. es gelte:
Refcausal ≡ J−1
∑J
x ′= 1 E
[
EX=x
′
(Y | Z ) | X=x ].
22Rechenregel (vi) für Regressionen: E[E(Y | X) | f (X)] = E[Y | f (x)] (Steyer, 2003, S. 85).
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Purged Conditional Expectations. Die Gleichungen 3.22 sowie 3.24 zeigen zu-
dem die Rationale, auf der statistische Adjustierungsverfahren basieren. Ganz allge-
mein formuliert haben statistische Adjustierungsverfahren das Ziel, die durch konfun-
dierende Variablen resultierenden Verfälschungen zu bereinigen. Nachfolgend seiW ei-
ne zunächst beliebige Zufallsvariable, um deren potenziellen Einfluss der Erwartungs-
wert einer Outcome-Variable Y in einer Treatment-Bedingung X=x bereinigt werden
soll. Dann ist E W(Y | X=x) derW-bereinigte (X=x)-bedingte Erwartungswert von Y (W-
purged (X=x)-conditional expectation of Y; vgl. Steyer, Nagel et al., in Druck), der wie
folgt definiert ist:
E W(Y | X=x) ≡ E[ EX=x(Y |W ) ] . (3.26)
Werden also die bedingten Erwartungswerte EX=x(Y | W=w) über die (unbedingte) Ver-
teilung vonW aggregiert, spricht man vonW-bereinigten (X=x)-bedingten Erwartungs-
werten (vgl. Steyer, Nagel et al., in Druck) und deren Differenzen, die jedoch nicht ohne
weitere Annahmen kausal interpretierbar sind. Sind dieW-bereinigten (X=x)-bedingten
Erwartungswerte zudem kausal unverfälscht (vgl. auch Abschnitt 3.4.1), so lässt sich
mittels der auf diese Weise bereinigten Erwartungswerte gleichfalls der entsprechende
kausale Effekt identifizieren. Ein Spezialfall davon liegt bspw. vor, wennW alle konfun-
dierenden Kovariaten umfasst, d. h. alle der Treatment-Variable vor- oder gleichgeord-
nete Variablen, welche die Outcome-Variable Y über das Treatment hinaus beeinflussen
können. In diesem Fall ist W gleichzusetzen mit der umfassenden Kovariate CX und es
gilt: W = CX . Daraus folgt E W(Y | X=x) ≡ E[ EX=x(Y |W ) ] = E[ EX=x(Y |CX ) ] =
E(τx), d. h. der W-bereinigte (X=x)-bedingte Erwartungswert von Y ist kausal unver-
fälscht. Sind die Kausalitätsbedingungen jedoch nicht erfüllt und kann nicht von der
bedingten Unverfälschtheit ausgegangen werden, so liefern auch statistische Adjustie-
rungsverfahren keine kausalen Effektschätzungen.
3.5.2 Der adjustierte Effekt E(δadj | X=x) in Vergleichsarbeiten
und seine kausaltheoretische Verortung: Kausal oder
nicht kausal, das ist hier die Frage
Fiege (2007) stellt weiterhin das tatsächlich praktizierte Vorgehen im Rahmen von Ver-
gleichsarbeiten bzw. allgemein Schulleistungsuntersuchungen dar. Zu diesem Zweck
werden zwei Beispiele herangezogen: Das Adjustierungsverfahren im Projekt Kompe-
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tenztest.de sowie das Adjustierungsverfahren in der nationalen Erweiterung von PISA
2000 (PISA-E 2000). Es wird gezeigt, dass zur Berechnung eines klassenspezifischen
Effektmaßes – dem potenziell fairen Vergleich – bei der Adjustierungsstrategie vom
Projekt Kompetenztest.de eine saturierte Parametrisierung verwendet wird. Im Gegen-
satz dazu wurde im Kontext von PISA-E 2000 eine lineare Parametrisierung zur Be-
rechnung verwendet. Unabhängig von der konkreten Parametrisierung (saturiert vs. li-
near), ist der adjustierte Effekt E(δadj | X=x) wie folgt definiert:
E(δadj | X=x) ≡ E(Y | X=x) − E
[
E(Y | Z) | X=x ] (3.27)
= E(Y | X=x) − Refadj ,
wobei Z der Vektor einer Q-dimensionalen Kovariaten Z = (Z1, . . . ,ZQ) ist. Weiterhin
sei Refadj ≡ E
[
E(Y | Z) | X=x ] der adjustierte Referenzwert. Im Kontext von Value-
AddedModellen (VAM) wird dieser adjustierte Effekt E(δadj | X=x) häufig auf Ebene der
Schulen berechnet (vgl. Kapitel 4). Im Projekt Kompetenztest.de wird E(δadj | X=x) für
den Unterricht einzelner Klassen x, d. h. auf Klassenebene, berechnet. Die Schätzung
dieser klassenspezifischen Effekte erfolgt schrittweise. Die einzelnen Analyseschritte
werden ausführlich in Kapitel 6 (Abschnitt 6.3) dargestellt.
Das bedeutet jedoch nicht, dass E(δadj | X=x) ohne weitere Annahmen kausal inter-
pretiert werden kann. Zwar ist der Minuend aus Gleichung 3.27 ein Schätzer für denMi-
nuenden aus Gleichung 3.20, d. h. es gilt: E(Y | X=x) = E(τx | X=x). Dennoch gilt nicht
ohne Weiteres E(δadj | X=x) = CCEx; X=x. Mit anderen Worten: Der adjustierte klas-
senspezifische Effekt E(δadj | X=x) ist nicht ohne weitere Annahmen identisch mit dem
ACE on the treated. Das ist nur dann der Fall, wenn der Subtrahend aus Gleichung 3.27
mit dem Subtrahenden aus Gleichung 3.24 übereinstimmt, wenn also Refadj = Refcausal.
Zunächst gilt jedoch:
Refadj , Refcausal (3.28)
E
[
E(Y | Z) | X=x ] , J−1 J∑
x ′= 1
E
[
EX=x
′
(Y | Z ) | X=x ] .
Damit die Äquivalenzbeziehung Refadj = Refcausal zutrifft – und folglich auch das adjus-
tierte Effektmaß E(δadj | X=x) kausal interpretierbar ist –, müssen weitere, sehr starke
Annahmen erfüllt sein. So gilt für den im Kontext von Vergleichsarbeiten betrachteten
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adjustierten Referenz- bzw. Vergleichswert Refadj
23:
Refadj = E
[
E(Y | Z) | X=x ] (3.29)
=
∑
z
E(Y | Z=z) · P(Z=z | X=x) [RR (iv)24]
=
∑
z
J∑
x ′= 1
EX=x
′
(Y | Z=z) · P(X=x ′ | Z=z) · P(Z=z | X=x) .
Für den kausaltheoretischen Referenzwert Refcausal hingegen gilt:
Refcausal = J
−1
J∑
x ′= 1
E
[
EX=x
′
(Y | Z) | X=x ] (3.30)
= J−1
J∑
x ′= 1
∑
z
EX=x
′
(Y | Z=z) · P(Z=z | X=x) [RR für Summen25]
=
∑
z
J∑
x ′= 1
EX=x
′
(Y | Z=z) · J−1 · P(Z=z | X=x) .
Gleichung 3.29 und 3.30 sind äquivalent, wenn gilt:
P(X=x ′ | Z=z) = J−1 , (3.31)
d. h., falls die (Z=z)-bedingte Treatment-Wahrscheinlichkeit für alle Werte z von Z und
x von X identisch sind. Dies setzt jedoch voraus, dass „ . . . nicht nur die Anzahl der
Schüler, sondern auch die Verteilungen der Kovariaten in allen [. . . ] Klassen identisch
sind, wovon im Rahmen der vorliegenden Anwendungen [Schulleistungsuntersuchun-
gen] jedoch nicht ausgegangen werden kann“ (Fiege, 2007, S. 36).
Somit ist der auf diese Weise berechnete Referenzwert E
[
E(Y | Z) | X=x ] zunächst
lediglich ein deskriptives Maß, d. h. der für eine Klasse bzw. Schule zu erwartende
Wert adjustiert für die konkreten Variablen Z im Adjustierungsmodell. Werden in ei-
23In der vorliegenden Arbeit verwende ich das Summenzeichen. Diese spezielle Integration ist immer
dann zutreffend, wenn es sich im diskrete Zufallsvariablen handelt. Im Falle kontinuierlicher Zufalls-
variablen muss entsprechend integriert werden.
24Rechenregel (iv) für bedingte Erwartungswerte: E(Y |X=x) = ∑z E(Y |X=x,Z=z) ·P(Z=z |X=x). Diese
Regel gilt immer dann, falls Z diskret ist und falls gilt: P(X=x,Z=z) > 0, ∀x, z ∈ ΩX × ΩZ (Steyer,
2003, S. 81).
25Rechenregel für Doppelsummen und Rechenregel für Summen mit konstantem Faktor:
∑
i (c · ai) =
c ·∑i ai .
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nem nächsten Schritt zusätzliche Variablen Z+ im Adjustierungsmodell berücksichtigt,
so kann sich ein anderer Referenzwert ergeben. Der nun resultierende Vergleichswert
E
[
E(Y | Z, Z+) |X=x ] ist der für eine Klasse bzw. Schule zu erwartende Wert adjustiert
für Z und Z+ im Adjustierungsmodell. Dieser kann sich somit von dem zuerst berech-
neten adjustierten Vergleichswert E
[
E(Y |Z) |X=x ] unterscheiden. Zudem werden sich
beide Werte von dem kausalen Vergleichs- bzw. Referenzwert unterscheiden, sofern
nicht die Annahme der bedingten Unverfälschtheit erfüllt ist und Gleichung 3.31 gilt.
Zusammenfassend lässt sich feststellen, dass eine kausaltheoretische Verortung des
adjustierten Effektmaßes zwar möglich ist. In Anwendungen ist die Schätzung fairer
Vergleiche im Sinne kausaler Unterrichtseffekte jedoch nicht möglich, da die dazu er-
forderlichen Annahmen im Kontext von Vergleichsarbeiten nicht haltbar sind. Mittels
der praktizierten Adjustierungen lässt sich bestenfalls eine Näherung an die intendier-
ten kausalen Effekte erreichen. Daher verwende ich nachfolgend den Begriff fairere
Vergleiche (vgl. Fiege et al., 2011; Nachtigall et al., 2009).
Exkurs: Eine alternative Definition des ACE on the treated. Zwecks Einord-
nung der Adjustierungsproblematik bei Vergleichsarbeiten im Rahmen der Kausalitäts-
theorie verwendet Fiege (2007) außerdem eine zweite, alternative Effektdefinition. Wie
bereits ausführlich dargestellt wird bei der ersten Definition (Effektparametrisierung
des ACE on the treated) jeweils ein Treatment, also der Unterricht in einer Klasse X=x,
mit dem Durchschnitt aller Treatment-Bedingungen verglichen, wobei jede der mit-
tels der Vergleichsarbeiten untersuchten Klassen eine Treatment-Stufe repräsentiert. In
der zweiten, alternativen Definition hingegen wird eine vereinfachte Sichtweise einge-
nommen, bei der nur jeweils zwei Treatment-Gruppen X=x und X=x ′ betrachtet wer-
den (binäre Treatment-Definition). Dabei sei X=x der Unterricht in einer betrachteten
Klasse und X=x ′ der Unterricht in allen anderen Klassen X , x. Hier findet die Diffe-
renzparametrisierung des ACE on the treated Anwendung (vgl. Gleichung 3.8). Jedoch
müssen auch im Kontext der kausaltheoretischen Verortung des auf diese Weise defi-
nierten Effektmaßes zusätzliche Annahmen getroffen werden, die über die Annahme
der (bedingten) Unverfälschtheit hinausgehen (vgl. Fiege, 2007, Kapitel 4). Zudem ist
es unplausibel, den Unterricht in den verschiedenen Klassen als einen gemeinsamen
kausalen Agens aufzufassen. Eine binäre Treatment-Definition im Kontext des vorlie-
genden Anwendungsfalls ist somit nicht haltbar.
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3.5.3 Eigenschaften der adjustierten Effektfunktion E(δadj | X)
Im Folgenden betrachten wir die X-bedingte adjustierte Effektfunktion E(δadj |X), deren
Werte die adjustierten klassenspezifischen Effekte E(δadj | X=x) sind. Eine Eigenschaft
der adjustierten Effektfunktion E(δadj | X) ist, dass deren theoretischer Mittelwert über
alle Klassen X=x den Wert null annimmt:
E[ E(δadj | X) ] = E
[
E(Y | X)−E[E(Y | Z) | X] ] [Gleichung 3.27] (3.32)
= E
[
E(Y − E(Y | Z) | X) ] [RR (iii) für Erwartungswerte26]
= E
[
E(εE(Y |Z) | X)
]
[Definition Residuum27]
= E
[
εE(Y |Z)
]
[RR (iv) für Regressionen28]
= 0 . [Eigenschaft (ii) des Residuums29]
Gilt dies auch für die entsprechenden kausalen Effekte? Und trifft diese Eigenschaft un-
abhängig davon zu, ob die Differenz- oder die Effektparametrisierung verwendet wird?
Betrachten wir zunächst die Differenzparametrisierung (vgl. Abschnitt 3.3.2 und Ta-
belle 3.1): Für den Erwartungswert der X-bedingten kausalen Effektfunktion E(δxx ′ |X),
deren Werte die (X=x∗)-bedingten kausalen Effekte von x vs. x ′ sind, gilt zunächst nur:
E[ E(δxx ′ | X) ] = E(δxx ′) . (3.33)
Das bedeutet, dass der Erwartungswert der X-bedingten kausalen Effektfunktion gleich
dem durchschnittlichen kausalen Effekt ACExx ′ von x vs. x ′ ist (vgl. Gleichung 3.5).
Dieser kann zwar in empirischen Anwendungen den Wert null annehmen, er ist jedoch
nicht per definitionem null.
Auch für den Fall der Effektparametrisierung kausaler Effekte (vgl. Abschnitt 3.3.3
und Tabelle 3.1) lässt sich zeigen, dass der theoretische Mittelwert über die bedingten
Effekte nicht per definitionem den Wert null annimmt. So gilt für den Erwartungswert
der X-bedingten kausalen Effektfunktion E(δx | X), deren Werte die (X=x)-bedingten
26Rechenregel (iii) für Erwartungswerte: E(α ·Y1 +β ·Y2) = α ·E(Y1)+β ·E(Y2) (Steyer, 2003, S. 61).
27Definition des Residuums ε bezüglich der Regression E(Y | X): ε = Y − E(Y | X) (Steyer, 2003, S. 86).
28Rechenregel (iv) für Regressionen: E[E(Y | X)] = E(Y) (Steyer, 2003, S. 85).
29Eigenschaft (ii) des Residuums: E(ε) = 0 (Steyer, 2003, S. 89).
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kausalen Effekte CCEx; X=x von x sind, zunächst folgende Gleichung:
E(CCEx; X) = E
[
E(δx | X)
]
(3.34)
= E
[
E(τx | X) − J−1
J∑
x ′= 1
E(τx ′ | X)
]
[Gleichung 3.20]
= E
[
E(τx | X)
] − E[ J−1 J∑
x ′= 1
E(τx ′ | X)
]
[RR (iii) für Erwartungswerte30]
= E
[
E(τx | X)
] − J−1 J∑
x ′= 1
E
[
E(τx ′ | X)
]
[RR (iii) für Erwartungswerte30]
= E(τx) − J−1
J∑
x ′= 1
E(τx ′) [RR (iv) für Regressionen
31]
= E
(
τx −J−1
J∑
x ′= 1
τx ′
)
[RR (iii) für Erwartungswerte30]
= E(δx) [Gleichung 3.9]
= ACEx . [Gleichung 3.10]
Der Erwartungswert der X-bedingten kausalen Effektfunktion E(δx | X) ist somit gleich
dem durchschnittlichen kausalen Effekt ACEx von x. Man beachte an dieser Stelle, dass
die Referenzbedingung – in diesem Fall die Treatment-Stufe X=x – hierbei jedoch stets
unverändert bleibt.
Dies soll an einem fiktiven Beispiel verdeutlicht werden, welches in Abbildung 3.3
dargestellt ist. Hierbei betrachten wir nur zwei Treamtent-Stufen X = a und X = b,
die jeweils den Unterricht in einer von zwei Klassen repräsentieren. Die linke Seite in
Abbildung 3.3 zeigt die vier möglichen (X=x)-bedingten Erwartungswerte E(τx | X=x)
der beiden True-Outcome-Variablen τa und τb, wobei die zwei Spalten die jeweilige
Bedingung (d. h. X = a bzw. X = b) repräsentieren. (X=x)-bedingte Erwartungswerte,
die eine positive Abweichung vom zugehörigen kausalen Referenzwert Refcausal auf-
weisen, sind grün markiert. Werte mit negativer Abweichung sind in Rot dargestellt.
Außerdem ist der jeweilige bedingte kausale Referenzwert Refcausal in Grau eingetra-
gen. Im vorliegenden Minimalbeispiel gibt es zwei bedingte kausale Referenzwerte:
Refcausal; a und Refcausal; b. Auf der rechten Seite von Abbildung 3.3 sind nun zusätzlich
30Rechenregel (iii) für Erwartungswerte: E(α ·Y1 +β ·Y2) = α ·E(Y1)+β ·E(Y2) (Steyer, 2003, S. 61).
31Rechenregel (iv) für Regressionen: E[E(Y | X)] = E(Y) (Steyer, 2003, S. 85).
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Abbildung 3.3: Minimalbeispiel mit lediglich zwei Treatment-Stufen X = a und X = b.
Links: (X=x)-bedingte Erwartungswerte E(τx |X=x) der True-Outcome-
Variablen τx und der jeweilige kausale Referenzwert Refcausal. Rechts:
(X=x)-bedingte kausale EffekteCCEx; X=x von x und deren Erwartungs-
werte. Es gelte jeweils P(X=x) = J−1 für jeden Wert x von X.
die Abweichungen der (X=x)-bedingten Erwartungswerte E(τx |X=x) von dem jewei-
ligen bedingten kausalen Referenzwert gekennzeichnet. Diese Abweichungen sind die
(X=x)-bedingten kausalen Effekte CCEx; X=x von x. Gelb markiert sind die zwei Effek-
te, die wir im Kontext von Vergleichsarbeiten schätzen wollen32 und an den Lehrer in
Klasse a bzw. den Lehrer in Klasse b zurückmelden: der CCEa; X=a und der CCEb; X=b.
Mittelt man über die (X=x)-bedingten kausalen Effekte CCEx; X=x von x zwischen
den Treatment-Bedingungen X = a und X = b, so erhält man den durchschnittlichen
kausalen Effekt ACEx von x (vgl. Gleichung 3.34). In unserem Beispiel können wir
wiederum exakt zwei solcher theoretische Mittelwerte betrachten:
(1) den ACEa, d. h. den Erwartungswert E(CCEa; X) der beiden (X=x)-bedingten kau-
salen Effekte CCEa; X=x vom Unterricht in Klasse a im grünen Rechteck und
(2) den ACEb, d. h. Erwartungswert E(CCEb; X) der (X=x)-bedingten kausalen Ef-
fekte CCEb; X=x vom Unterricht in Klasse b im roten Rechteck.
Im vorliegenden Beispiel sind beide kausalen Effekte ACEx , 0: Der ACEa nimmt
einen postiven Wert an, wohingegen der ACEb ein negatives Vorzeichen erhält.
32Dies ist dann der Fall, wenn die in Abschnitt 3.5.2 dargestellten Annahmen erfüllt sind.
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Was resultiert jedoch, wenn man auch über die betrachteten J Treatment-Stufen X=x,
die jeweils als Referenz herangezogen werden, den theoretischen Mittelwert bildet?
Dazu gehen wir im Weiteren davon aus, dass die unbedingten Treatment-Wahrschein-
lichkeiten P(X=x) für alle Treatment-Stufen bzw. für jede Klasse X=x identisch sei,
d. h. es gelte: P(X=x) = J−1 für jeden Wert x von X. Der Erwartungswert E(ACEX) der
durchschnittlichen kausalen Effekte ACEx von x über alle Werte x von X ist dann:
E(ACEX) =
J∑
x= 1
E(δx) · P(X=x) (3.35)
= J−1
J∑
x= 1
E(δx) P(X=x) = J
−1
= J−1
J∑
x= 1
[
E(τx) − J−1
J∑
x ′= 1
E(τx ′)
]
[Gleichung 3.9]
= J−1
J∑
x= 1
E(τx) − J−1
J∑
x= 1
[
J−1
J∑
x ′= 1
E(τx ′)
]
[RR für Summen33]
= J−1
J∑
x= 1
E(τx) − J−1 · J ·
[
J−1
J∑
x ′= 1
E(τx ′)
]
[RR für Summen34]
= J−1
J∑
x= 1
E(τx) −
[
J−1
J∑
x ′= 1
E(τx ′)
]
= J−1 · [E(τ1) + . . . + E(τx) + . . . + E(τJ)]−
J−1 · [E(τ1) + . . . + E(τx) + . . . + E(τJ)]
= 0 .
Somit ist auch der theoretische Mittelwert der durchschnittlichen kausalen Effekte
ACEx von x über alle Werte x von X gleich null. Falls gilt ∀x aus Ωx: P(X=x) = J−1 ist
dies eine Eigenschaft der Effektparametrisierung, da jeder der auf diese Weise berech-
neten (X=x)-bedingten kausalen Effekte CCEx; X=x von x die Abweichung vom Mittel-
wert J−1
∑J
x ′= 1 E(τx ′ |X=x) über alle Treatment-Stufen von X quantifiziert. Betrachtet
man den Mittelwert der (gleichgewichteten) Abweichungen aller Werte von ihrem Mit-
telwert, so ist diese wiederum null.
33Rechenregel für Summen von Summen oder Differenzen:
∑
i (ai ± bi) =
∑
i ai ±
∑
i bi .
34Rechenregel für Summen gleicher Summanden:
∑n
i a = n · a .
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3.5.4 Konsequenzen der Effektdefinition für die Interpretation
Die Definition der kausalen Effekte, auf deren Schätzung im Kontext von Vergleichs-
arbeiten gezielt wird, und die damit verbundenen Eigenschaften haben zwei zentrale
Implikationen für deren inhaltliche Interpretation. Diese machen gleichfalls die Mög-
lichkeiten und Grenzen derartiger Vergleiche deutlich. Diese Konsequenzen sind un-
abhängig von der Fairness-Problematik: Auch wenn wir in der Lage wären, kausale
Effekte des Unterrichts auf die Testleistung der Schüler abzubilden, gelten die nachfol-
genden Implikationen für die Effektschätzungen.
Eine erste Konsequenz: Wir betrachten niemals absolute Unterrichtseffekte.
Die Eigenschaft E[ E(δadj | X) ] = 0 der adjustierten Effektfunktion, die auch für die
entsprechende kausaltheoretische Größe zutrifft [ E(ACEX) = 0 ], macht Folgendes
deutlich: Wir betrachten nicht den absoluten Effekt eines Treatments im Vergleich zu
keinem Treatment, sondern den Effekt eines Treatments im Vergleich zum Mittel über
alle Treatments. Dieser Vergleich, den der ACE on the treated mit Effektparametrisie-
rung beinhaltet, ist demnach nicht absolut, sondern normativ, wobei hier eine soziale
Bezugsnorm verwendet wird. Der so definierte Effekt quantifiziert die jeweiligen Ab-
weichungen – also das Mehr oderWeniger – im Vergleich zur mittleren Effektivität aller
Treatments. „Schools or teachers are characterized as performing either above or below
average compared with other units in the analysis [. . . ]. In other words, estimates [. . . ]
have meaning only in comparison to average estimated effectiveness “ (Braun, Chudow-
sky & Koenig, 2010, S. 24). Betrachten wir zwei Extremfälle, um die Konsequenzen
einer derartigen Effektdefinition für die inhaltliche Interpretation zu verdeutlichen:
Beispiel 1: Nehmen wir zunächst an, der Unterricht in den betrachteten Klassen ist
unwirksam, d. h. er hat keinerlei Effekte auf die Testleistung der Schüler:
Unabhängig davon, ob ein Schüler zur Schule geht oder nicht, sei dessen
Testleistung gleich. Dies gelte gleichermaßen für die Leistungsentwicklung
des Schülers. Dann ist sowohl der durchschnittliche kausale Effekt des Un-
terrichts in einer Klassen x im Vergleich zu keiner Beschulung ACE0x = 0,
als auch der durchschnittliche kausale Effekt des Unterrichts in einer Klas-
se x im Vergleich zum Durchschnitt aller Klassen ACEx = 0. Ebenso ist
in diesem Fall der (X=x)-bedingte kausale Effekt des Unterrichts in einer
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Klasse x (im Vergleich zum Durchschnitt aller Klassen) für die Schüler der
jeweils betrachteten Klasse CCEx; X=x = 0.
Beispiel 2: In einem zweiten Beispiel sei der Effekt des Unterrichts in einer Klasse im
Vergleich zu keinem Unterricht jeweils positiv, jedoch sei der Unterricht al-
ler Klassen in gleichem Ausmaß wirksam, d. h. ACE0x = ACE0x ′ > 0. Der
positive Effekt des Unterrichts auf die Testleistung kann jedoch nicht de-
tektiert werden, denn auch in diesem Fall ist sowohl der durchschnittliche
kausale Effekt des Unterrichts in einer Klasse x im Vergleich zum Durch-
schnitt aller Klassen ACEx = 0, als auch der (X=x)-bedingte kausale Effekt
CCEx; X=x = 0. Über die Effektivität des Unterrichts in diesem Beispiel kann
lediglich gesagt werden, dass es zwischen den Klassen keine Unterschiede
gibt; Aussagen über die absolute Effektivität des Unterrichts – und damit
ohne soziale Bezugsnorm – sind hier jedoch nicht möglich.
Eine zweite Konsequenz: Rankings sind kontrafaktisch und somit obsolet.
Die auf die dargestellte Weise definierten klassenspezifischen kausalen Effekte, d. h.
die (X=x)-bedingten kausalen Effekte CCEx; X=x des Unterrichts einer Klasse x, sind
zwischen den Treatment-Bedingungen X=x und X=x ′ nicht ohne Weiteres miteinan-
der vergleichbar. Ein Ranking dieser Effekte ist daher zunächst nicht bedeutsam. Das
bereits vorgestellte Minimalbeispiel in Abbildung 3.3, bei dem wir lediglich von zwei
Klassen bzw. zwei Treatment-Stufen X = a und X = b ausgehen, soll dies verdeutli-
chen. In diesem stark vereinfachten Szenario betrachten wir zwei Effekte, die in Abbil-
dung 3.3 gelb markiert sind: (1) den (X = a)-bedingten kausalen Effekte CCEa; X=a des
Unterrichts einer Klasse a und (2) den (X = b)-bedingten kausalen Effekte CCEb; X=b
des Unterrichts einer Klasse b. Die (X=x)-bedingten kausalen Effekte CCEx; X=x sind
jedoch nur innerhalb der (X=x)-Bedingung komparabel. Vergleichbar sind somit die
Effekte CCEa; X=a und CCEb; X=a. Alternativ kann man auch die Effekte CCEa; X=b und
CCEb; X=b miteinander vergleichen. Ein Vergleich zwischen den Bedingungen (X=x)
– d. h. der Vergleich von CCEa; X=a mit CCEb; X=b – ist jedoch nicht ohne Weiteres
bedeutsam, da es keine gemeinsame Referenz gibt. Diese sind nur dann vergleichbar,
wenn sich die (X=x)-bedingten kausalen EffekteCCEx; X=x des Unterrichts einer Klasse
x nicht vom durchschnittlichen kausalen Effekte ACEx von x unterscheiden. Dies setzt
voraus, dass es keine Interaktionen zwischen X und Z gibt, wovon im vorliegenden
66
3 Kausale Effekte: Faire Vergleiche und die Theorie kausaler Effekte
Anwendungsfalls nicht ausgegangen werden kann.
3.6 Zusammenfassung
In diesem Kapitel habe ich die allgemeine stochastische Theorie kausaler Effekte nach
Steyer et al. (2011) vorgestellt. Diese Theorie stellt eine Verallgemeinerung bisheriger
kausaltheoretischer Ansätze in der Neyman-Rubin-Tradition (vgl. Neyman, 1923/1990;
Rubin, 1974, 1977, 1978) dar, in der die stochastische Natur kausaler Zusammenhänge
berücksichtigt wird. Die elementaren Bausteine zur Definition kausaler Effekte – die
True-Outcome-Variablen τx – sind so definiert, dass sie von jeglichen Konfundierungen
bereinigt sind. Zu diesem Zweck wird die umfassende Kovariate CX betrachtet, die im
gewissen Sinne alle potenziell konfundierenden Variablen umfasst.
Neben einer Gegenstandsbestimmung zwecks Abgrenzung des Kausalitätsbegriffes
habe ich die mathematischen Grundkonzepte der Theorie vorgestellt, die den Kausali-
tätsraum definieren. Weiterhin wurden die Definitionen durchschnittlicher und beding-
ter kausaler Effekte dargestellt, die jeweils auf der True-Outcome-Variablen τx bzw.
auf der Differenz δxx ′ ≡ τx − τx ′ der True-Outcome-Variablen basieren. Im Kontext
von Schulleistungsuntersuchungen ist dabei insbesondere der ACE on the treated von
Interesse. Anschließend wurde das Konzept der Unverfälschtheit eingeführt, welches
das schwächste Kriterium zur Berechnung der theoretische Größen mittels empirisch
schätzbarer Größen wie bspw. den PFE darstellt. Schließlich wurden vier hinreichen-
de Bedingungen zur Identifikation kausaler Effekte – sog. Kausalitätsbedingungen –
vorgestellt: die Z-bedingte regressive Unabhängigkeit der True-Outcome-Variable τx
von X (τx ⊢ X | Z, ∀x), Rubins Strong Ignorability (X⊥τx | Z, ∀x), die Z-bedingte sto-
chastische Unabhängigkeit der Treatment-Variable X und CX (X⊥CX | Z) sowie die
Z-bedingte regressive Unabhängigkeit der Outcome-Variable Y von CX gegeben X
(Y ⊢ CX | X, Z). Die beiden Letzten sind dabei einer empirischen Prüfung – zumin-
dest im Sinne der Falsifizierbarkeit – zugänglich und implizieren jeweils die bedingte
regressive Unabhängigkeit τx ⊢ X | Z. Diese wiederum ist die zentrale Bedingung im
Rahmen der kausaltheoretischen Verortung statistischer Adjustierungsstrategien. Hier
konnte gezeigt werden, dass die in Vergleichsarbeiten verwendeten Effektschätzungen
nur unter sehr starken Annahmen den intendierten kausaltheoretischen Größen entspre-
chen, die in Anwendungen wenig plausibel sind. Im Kontext von Vergleichsarbeiten
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kann somit bestenfalls von faireren Vergleichen ausgegangen werden. Zudem wurden
anhand der Eigenschaften der auf diese Weise definierten Effekte die Möglichkeiten
und Grenzen der inhaltlichen Interpretierbarkeit aufgezeigt.
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❨ou cannot put right by statistics what
you have done wrong by design.
Light & Pillemer (1984)
4 Adjustierungsmodelle: Die
Berechnung fairer(er) Vergleiche
Um die Fairness von unadjustierten und adjustierten Leistungsvergleichen im Kontext
von Vergleichsarbeiten beurteilen zu können, bedarf es zunächst einer Systematisierung
der verschiedenen Adjustierungsverfahren bzw. -modelle, die im Rahmen der Ergebnis-
rückmeldung von Vergleichsarbeiten Anwendung finden. Daher soll es in diesem Kapi-
tel um folgende Fragen gehen: Welche Adjustierungsverfahren werden im Kontext von
Vergleichsarbeiten angewendet, um potenziell faire Vergleiche anzustellen (Abschnitt
4.1.2)? Anhand welcher Kriterien lassen sich diese Adjustierungsverfahren charakteri-
sieren (Abschnitt 4.1.3)? Wie unterscheiden sich die einzelnen Bundesländer in ihrem
Vorgehen zur Berechnung fairer(er) Vergleiche und welche Gemeinsamkeiten gibt es
(Abschnitt 4.1.4)? Und wie lassen sich diese Vorgehensweisen in den internationalen
Kontext einordnen (Abschnitt 4.2)?
4.1 Systematisierung statistischer
Adjustierungsverfahren im Kontext von
Vergleichsarbeiten
Im Folgenden gebe ich einen Überblick über die gegenwärtige Praxis der einzelnen
Bundesländer zur Berechnung und Rückmeldung von Referenzwerten vor dem Hin-
tergrund fairer(er) Vergleiche. Dazu werden die derzeit verwendeten Adjustierungsver-
fahren beschrieben und in vier Kategorien eingeteilt, die anhand verschiedener Kri-
terien charakterisiert werden können. Anschließend werden die Vorgehensweisen der
einzelnen Bundesländer bezüglich der Datenanalyse und Ergebnisrückmeldung diesen
Kategorien statistischer Adjusterierungsverfahren zugeordnet. Die nachfolgende Dar-
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stellung beruht im Wesentlichen auf Fiege (in Druck), Fiege et al. (2011) sowie Maaz,
Trautwein und Dumont (2011).
4.1.1 Methodisches Vorgehen: Eine Quellenanalyse
Im Rahmen von Vergleichsarbeiten gibt es verschiedene statistische Adjustierungsstra-
tegien, die die Problematik der Konfundierung, d. h. der Verzerrung der geschätzten
Unterrichtseffekte durch Kovariaten, zu berücksichtigen suchen. Zumeist stehen in der
entsprechenden Literatur jedoch die inhaltlichen Ergebnisse im Fokus der Betrachtung.
Die konkrete Vorgehensweise zur Berechnung der Vergleichswerte und deren metho-
dische Fundierung werden zumeist nur unzureichend oder überhaupt nicht dokumen-
tiert. Aus diesem Grund wurde im Jahr 2009 eine umfassende Recherche durchgeführt,
im Rahmen derer eine schriftliche und mündliche Befragung zur Praxis der Auswer-
tung und Rückmeldung der einzelnen Landesinstitute und Ministerien stattfand. Auf
Basis dieser Informationen wurde in Anlehnung an Nachtigall et al. (2008) und Fiege
(2007) eine Systematik von Adjustierungsstrategien erstellt, der die verschiedenen Ver-
gleichsarbeiten der einzelnen Bundesländer zugeordnet werden können (vgl. Fiege et
al., 2011). Dabei unterschieden sich die statistischen Auswertungsstrategien im Rah-
men von Vergleichsarbeiten nicht nur zwischen den einzelnen Bundesländern, sondern
diese verändern sich auch im zeitlichen Verlauf. Im Jahr 2011 wurde auf Basis der Sys-
tematisierung von Fiege et al. (2011) eine erneute Recherche von Maaz et al. (2011)
– ebenfalls mittels mündlicher und schriftlicher Befragung der Landesinstitute – durch-
geführt. Die Zuordnung der einzelnen Bundesländer im Rahmen der vorliegenden Ar-
beit (vgl. Abschnitt 4.1.4) wurde basierend auf den Ergebnissen aus Maaz et al. (2011)
sowie gegenwärtigen Entwicklungen aktualisiert und entspricht somit dem Stand des
Schuljahres 2012/2013.
4.1.2 Kategorien von Adjustierungsstrategien
Das gemeinsame Merkmal der verschiedenen Adjustierungsstrategien ist, dass sich die
Adjustierung jeweils auf die Berechnung des Vergleichs- bzw. Referenzwertes bezieht.
So wird bspw. im Rahmen der klassenspezifischen Ergebnisrückmeldung des Projektes
Kompetenztest.de der durchschnittliche Testwert einer Klasse (Mittelwerte der Testwer-
te der Schüler einer Klasse) einem adjustierten Vergleichswert – dem sog. korrigierten
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Landesmittelwert – gegenübergestellt. Unabhängig von der Art der statistischen Ad-
justierung können dabei Lösungshäufigkeiten, Mittelwerte von Testleistungen, Kom-
petenzniveauverteilungen oder andere Verteilungskennwerte als Referenz dienen. Ta-
belle 4.1 stellt zusammenfassend die vier Kategorien von Referenzwerten dar, die sich
im Rahmen der Adjustierung der Testergebnisse aus den bundeslandspezifischen Ver-
gleichsarbeiten differenzieren lassen. Diese werden nachfolgend anhand prototypischer
Beispiele näher erläutert.
Strategie I: Vergleich mit dem Landesmittelwert
Bei dieser ersten Strategie werden die entsprechenden Testwerte einer Klasse mit dem
Landesmittelwert, d. h. dem arithmetischenMittel der Testwerte aller Schüler der jewei-
ligen Klassenstufe innerhalb eines Bundeslandes, verglichen. Leistungsrelevante au-
ßerschulische Einflussgrößen des Lernens, auf die Schule und Lehrer keinen Einfluss
haben, fließen hier nicht in die Berechnung des Referenzwertes ein. Eine statistische
Adjustierung des Vergleichswertes findet demnach nicht statt. Das Ergebnis dieses Vor-
gehens sind unadjustierte und keine fairen Vergleiche – im Sinne der obigen Definition
als kausale Unterrichtseffekte. Differenzen zum Landesmittelwert können lediglich im
Rahmen einer sozialen Bezugsnorm interpretiert werden, ohne dabei belastbare Infor-
mationen über deren Ursachen zu liefern. Diese Auswertungs- und Rückmeldestrategie
wird z. B. von Sachsen-Anhalt für die 3. Jahrgangsstufe (VERA 3) angewendet1.
Strategie II: Vergleich mit einem subgruppenspezifischen Mittelwert
Die zweite Strategie im Rahmen der Datenanalyse der Testergebnisse aus Vergleichs-
arbeiten ist dadurch gekennzeichnet, dass eine marginale Adjustierung durchgeführt
wird. Als Referenzwert wird der mittlere Testwert innerhalb einer bestimmten Subpopu-
lation – also ein subgruppenspezifischer Mittelwert – berechnet und zum Vergleich her-
angezogen. So wird bspw. der durchschnittliche Testwert aus VERA 8 einer Gymna-
sialklasse in Brandenburg nicht dem Mittelwert aller Brandenburger Schüler, sondern
dem durchschnittlichen Testwert aller Gymnasiasten der gleichen Klassenstufe gegen-
übergestellt. Neben der Schulform werden auch weitere Variablen im Rahmen der mar-
ginalen Adjustierung herangezogen. Auf diese Weise ist es möglich, den Auflösungs-
1Für weiterführende Informationen zu Vergleichsarbeiten in Sachsen-Anhalt siehe:
http://www.bildung-lsa.de.
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Tabelle 4.1: Kategorien von Adjustierungsstrategien in deutschen Vergleichsarbeiten
Strategie Anmerkung Beschreibung des
Referenzwertes
Beispiel
I Vergleich mit
Landesmittelwert
Unadjustierte
Vergleiche
Landesmittelwert VERA 3
in Sachsen-
Anhalt
II Vergleich mit
subgruppen-
spezifischem
Mittelwert
Marginale
Adjustierung:
Subklassifikation
Mittelwert innerhalb
einer Subpopulation
(bspw. Schulart,
Geschlecht)
VERA 8
in Brandenburg
III Vergleich mit
ähnlichen
(existierenden)
Klassen
IIIa Standorttypen Auswahl von Schulen
des gleichen
Standorttyps
Lernstand 8
in Nordrhein-
Westfalen
IIIb Belastungsindex Auswahl von sechs
Schulen mit ähnlichstem
Belastungsindex
VERA 8
in Berlin
IIIc Kontextgruppen Auswahl von Schulen
der gleichen
Kontextgruppe
VERA 3
in Rheinland-
Pfalz
IV Vergleich mit
Erwartungswert
IVa Outcome-
Modellierung
Regressionsanalytisch
vorhergesagter Wert unter
Berücksichtigung
verschiedener Kovariaten
(Geschlecht, SES,
Muttersprache etc.)
Lernstand 8
in Hessen
IVb Outcome-
Modellierung
+ fachspezifisches
Vorwissen
Kompetenztest 8
in Thüringen
Anmerkungen. Kategorien in Anlehnung an Fiege et al. (2011).
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grad bei der Ergebnisauswertung stetig weiter zu verfeinern. Ein Beispiel dafür sind die
Ergebnisrückmeldungen zu VERA 8 in Brandenburg2: Hier werden die Klassen- und
die Landesmittelwerte innerhalb einer Schulform separat für Mädchen zurückgemel-
det, die anschließend miteinander verglichen werden können. Entsprechendes gilt für
die jeweiligen Durchschnittswerte der Jungen.
Strategie III: Vergleich mit ähnlichen (existierenden) Klassen
Das zentrale Charakteristikum von Strategie III besteht darin, dass die Testwerte ei-
ner Klasse mit den Ergebnissen ähnlicher existierender Klassen verglichen werden. Die
Ähnlichkeit von Klassen bezieht sich hier auf die soziale Zusammensetzung der Schü-
lerschaft der betrachteten Klasse. Dies liegt darin begründet, dass der soziale Hinter-
grund der Schüler eine der wichtigsten Kovariaten im Schulleistungskontext darstellt
(vgl. Baumert & Schümer, 2001). Im Rahmen dieser Strategie spricht man auch von
Kontextuierung durch die Bildung konkreter Vergleichsgruppen (Wendt & Bos, 2011).
Methodisch wird dies mittels der Konstruktion einer Kovariaten realisiert, welche die
soziale Zusammensetzung bzw. die soziale Belastung einer Klasse quantifiziert (vgl.
Bonsen et al., 2010). Zu diesem Zweck werden verschiedene Indikatoren des sozialen
Hintergrundes der Schüler zu einem klassen- oder auch schulspezifischen Kennwert ag-
gregiert. Zur Berechnung des Referenzwertes für eine spezifische Klasse werden dann
ausschließlich die Testwerte aus Klassen mit der gleichen oder mit ähnlicher Ausprä-
gung auf diesem Kennwert herangezogen. Fiege et al. (2011) differenzieren innerhalb
dieser Strategie weiterhin drei Substrategien.
Strategie IIIa: Standorttypen. Bei der Ergebnisrückmeldung der Testergebnisse
aus VERA 8 in Nordrhein-Westfalen3 wird eine sog. Standorttypisierung bei der Erstel-
lung fairer(er) Vergleiche verwendet. Diese Standorttypen charakterisieren einerseits
regionale Merkmale des jeweiligen Schulstandortes und andererseits die soziodemogra-
phische Zusammensetzung der Schülerschaft innerhalb der verschiedenen Schulformen
Hauptschule, Gesamtschule, Realschule und Gymnasium. Diese Zuweisung zu den ver-
schiedenen Standorttypen erfolgte ursprünglich durch die Schulleitung der einzelnen
2Für weiterführende Informationen zu Vergleichsarbeiten in Brandenburg siehe:
http://www.isq-bb.de.
3Für weiterführende Informationen zu Vergleichsarbeiten in Nordrhein-Westfalen siehe:
http://www.standardsicherung.nrw.de.
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Schulen selbst: Im Rahmen der Durchführung der jährlichen Lernstandserhebung wur-
den die Schulleiter der einzelnen Schulen aufgefordert, die Zuordnung ihrer Schule
– und somit auch der getesteten Klassen – zu einem der Standorttypen vorzunehmen.
Seit dem Schuljahr 2010/2011 wird diese jedoch vom Schulministerium basierend auf
Daten der amtlichen Statistik vorgenommen. Dabei werden insgesamt fünf schulform-
übergreifende Standorttypen unterschieden. Bei der Zuordnung zu den Standorttypen
werden neben dem Migrantenanteil der Schule gemäß der amtlichen Schulstatistik au-
ßerdem der Anteil der Empfänger von Arbeitslosengeld II unter 18 Jahren in der Um-
gebung der Schule berücksichtigt. Die Ergebnisrückmeldungen enthalten schließlich
– neben den jeweiligen klassenspezifischen Ergebnissen – die Kompetenzniveauvertei-
lungen aller Schüler aus Schulen des gleichen Standorttyps als Referenz.
Strategie IIIb: Belastungsindex. Auch in Hamburg wird bei der Ergebnisrück-
meldung aus Vergleichsarbeiten, die seit dem Schuljahr 2012/2013 im Rahmen von
KERMIT4 erhoben werden, die Leistungsverteilung einer hinsichtlich der sozialen Zu-
sammensetzung ähnlichen Schülerschaft als Referenz zurückgemeldet. Im Kontrast zu
Strategie IIIa (Standorttypen) wird hier jedoch die jeweilige Referenzgruppe anhand
eines metrischen Indikators für die soziale Belastung – dem sog. Belastungsindex oder
Sozialindex einer Schule – bestimmt. Als klassen- und schulspezifische Referenz die-
nen „ . . . sechs Schulen der gleichen Schulform, deren Schülerschaft hinsichtlich der
Bildungsnähe der Schülerfamilien ähnliche Voraussetzungen aufweist“ (Institut für Bil-
dungsmonitoring und Qualitätsentwicklung, 2012, S. 6). Bei der Ergebnisrückmeldung
wird dann zusätzlich zu den klassenspezifischen Ergebnissen die Leistungsverteilung
dieser sechs Schulen berichtet. Die Konstruktion des Belastungsindex für die Schulen
in Hamburg wird nicht in jedem Schuljahr erneut vorgenommen, sondern erfolgte im
Rahmen der Hamburger Schulleistungsstudien KESS 4 und KESS 7 (Bos, Bonsen &
Gröhlich, 2010; Bos & Pietsch, 2006). Anhand der dort erhobenen Fragebogendaten
zum sozialen Hintergrund aus Schüler- und Elternbefragungen erfolgte eine empirische
Analyse der sozialen Zusammensetzung der Schülerschaften an Hamburger Schulen in
der Primar- und Sekundarstufe. Basierend auf diesen Daten wurden schließlich sowohl
4KERMIT (Kompetenzen ermitteln) ist ein System zur Erfassung der Kompetenzentwicklung der Schü-
ler, das seit dem Schuljahr 2012/2013 in Hamburg etabliert wird. Dieses umfasst neben den Ver-
gleichsarbeiten in Klassenstufe 3 und 8 zusätzlich die in Hamburg etablierten Lernausgangslagener-
hebungen in den Klassenstufen 2, 5, 7 und 9. Für weiterführende Informationen zu Vergleichsarbeiten
in Hamburg siehe: https://www.lernstand.hamburg.de.
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die Hamburger Grundschulen als auch Schulen der Sekundarstufe I mittels eines Be-
lastungsindex hinsichtlich der sozialen Zusammensetzung der Schülerschaft versehen
(vgl. Bos, Gröhlich & Bonsen, 2010; Bos, Pietsch, Gröhlich & Janke, 2006).
Neben KERMIT in Hamburg lässt sich auch die Vorgehensweise in Berlin dieser
Strategie IIIb zuordnen. Die Auswertung und Rückmeldung der Testergebnisse aus
VERA 3 und VERA 8 in Berlin wird durch das Institut für Schulqualität (ISQ) durch-
geführt5. Bis 2009 wurde hier in beiden Klassenstufen – ebenso wie in Brandenburg –
Strategie II angewendet. Seit dem Schuljahr 2010/11 wird in Berlin hingegen die unter-
schiedliche soziale Zusammensetzung der Schülerschaft bei der Bestimmung einer Ver-
gleichsgruppe für eine Schule berücksichtigt. Zu diesem Zweck wird auf zwei Merk-
male der Schüler einer Klasse zurückgegriffen: (a) der Anteil der Schüler mit nichtdeut-
scher Herkunft und (b) der Anteil der Schüler, die von der Zuzahlung für Lernmittel be-
freit sind (Kuhl, Lenkeit, Pant & Wendt, 2011). Die Konstruktion der Referenzgruppe
erfolgt schließlich in zwei Schritten: Zunächst werden alle Schulen entsprechend des
Anteils der beiden oben genannten Merkmale in eine Rangreihe gebracht. In der Se-
kundarstufe I erfolgt dieser Schritt schulartspezifisch, d. h. ausschließlich Schulen der
jeweils gleichen Schulart werden in eine Rangreihe gebracht. Zur Berechnung eines
Referenzwertes für eine einzelne Schule werden anschließend die in dieser Rangreihe
jeweils nächsten drei Schulen sowohl unterhalb als auch oberhalb der eigenen Position
herangezogen. „Die Vergleichsgruppe [die zur Berechnung des Referenzwertes her-
angezogen wird] besteht damit insgesamt aus sechs Schulen mit einer sehr ähnlichen
Zusammensetzung der Schülerschaft“ (Emmrich, Ernst, Harych & Wesselhöfft, 2012,
S. 23). Im Unterschied zu der vergleichsweise komplexen und aufwendigen Vorgehens-
weise bei der Berechnung des Belastungsindex in Hamburg werden in Berlin der Anteil
der Schüler mit nichtdeutscher Herkunft sowie der Anteil der Schüler mit Lehrmittel-
befreiung als Indikatoren für den sozioökonomischen Status zugrunde gelegt.
Strategie IIIc: Kontextgruppen. Bei dieser Strategie handelt es sich um ein Analy-
severfahren, das im Rahmen der Projektgruppe Vergleichsarbeiten in der Grundschule
(Projektgruppe VERA) an der Universität Koblenz-Landau entwickelt wurde6. Dieses
Verfahren wird in mehreren Bundesländern im Rahmen der Ergebnisrückmeldung bei
VERA 3 angewendet, wobei zur Erstellung fairer(er) Vergleiche sog. Kontextgruppen
5Für weiterführende Informationen zu Vergleichsarbeiten in Berlin siehe: http://www.isq-bb.de.
6Für weiterführende Informationen zur Projektgruppe VERA siehe: http://www.projekt-vera.de.
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gebildet werden (Isaac & Hosenfeld, 2008). Methodisch handelt es sich hier um ein
zweistufiges Verfahren: In einem ersten Schritt erfolgt die Berechnung von Kontext-
werten anhand einer bundeslandspezifischen repräsentativen Zufallsstichprobe, der sog.
Zentralstichprobe. Die Kontextwerte werden im Rahmen eines regressionsanalytischen
Mehrebenen-Ansatzes (Hierarchisch Lineare Modellierung, HLM) ermittelt. Zu diesem
Zweck wird der Gesamtleistungswert – d. h. der Mittelwert der Schülerleistungen in den
beiden getesteten Fächern Deutsch und Mathematik – durch verschiedene Prädiktoren
vorhergesagt. Die dazu verwendeten leistungsrelevanten Kovariaten sind Prädiktoren
auf Schüler- und auf Klassenebene (z. B. das Geschlecht, der klassenspezifische Anteil
von Kindern aus Familien mit Arbeitslosigkeit oder der klassenspezifische Anteil von
Jungen). Ziel dieser Analyse ist es, möglichst viel Varianz aufzuklären. Nur solche Prä-
diktoren, die sich als statistisch signifikant erweisen, fließen in die weiteren Berechnun-
gen ein. Die für die einzelnen Klassen der Zentralstichprobe aufgrund dieser Prädikto-
ren vorhergesagten Leistungswerte sind die Kontextwerte. Diese Kontextwerte sind die
unter Berücksichtigung leistungsrelevanter außerschulischer Einflussgrößen zu erwar-
tenden Leistungswerte der Schülerschaft, wobei hier u. a. auch die soziale Zusammen-
setzung einer Klasse berücksichtigt wird. Anschließend wird die Verteilung der berech-
neten Kontextwerte in drei Gruppen eingeteilt: Kontextgruppe I und III enthält jeweils
25% aller Klassen mit den niedrigsten bzw. höchsten Kontextwerten. Kontextgruppe
II schließt hingegen die mittleren 50% der Klassen ein. Im zweiten Analyseschritt er-
folgt die Zuweisung aller Klassen eines Bundeslandes zu den drei Kontextgruppen. Die
Zuordnung basiert einerseits auf freiwilligen Lehrerangaben zur Einschätzung des so-
zialen Hintergrundes der eigenen Klasse und andererseits den Schülerstammdaten. Die
klassenspezifischen Ergebnisrückmeldung enthalten schließlich die Kompetenzniveau-
verteilung aller Klassen aus der eigenen Kontextgruppe als Referenz.
Strategie IV: Vergleich mit einem Erwartungswert
Im Rahmen von Strategie IV werden Vergleiche nicht bezüglich der Testleistung tat-
sächlich existierender Klassen vorgenommen, sondern bezüglich eines regressionsana-
lytisch vorhergesagtenWertes bzw. eines klassenspezifischen Erwartungswertes. Dieser
klassenspezifische Erwartungswert stellt den für eine Klasse mit ähnlichen Kontextbe-
dingungen hinsichtlich relevanter Schülermerkmale zu erwartenden durchschnittlichen
Testwert dar. Innerhalb dieser Adjustierungsstrategie können wiederum zwei Vorge-
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hensweisen differenziert werden. Diese unterscheiden sich darin, ob zusätzlich zu den
bereits erwähnten Kovariaten gleichfalls das fachspezifische Vorwissen der Schüler be-
rücksichtigt wird.
Strategie IVa. Dieser Strategie lässt sich das vom Projekt Kompetenztest.de an der
Friedrich-Schiller-Universität Jena entwickelte Adjustierungsverfahren (Nachtigall &
Kröhne, 2006; Nachtigall et al., 2008) zuordnen7. Dieses wird u. a. im Rahmen der
Thüringer Kompetenztests in Klassenstufe 3 oder auch bei den Hessischen Lernstand-
serhebungen in Klassenstufe 8 angewendet. Dabei wird zunächst für jeden Schüler
einer konkreten Klasse ein Erwartungswert – d. h. ein vorhergesagter Mittelwert – be-
stimmt. Diese schülerspezifischen Erwartungswerte werden über die Zellenmittelwer-
te einer multifaktoriellen Varianzanalyse (ANOVA-Zellenmittelwertemodell) geschätzt
(vgl. Nachtigall et al., 2008). Die abhängige Variable ist die Testwertvariable, deren
Werte die Kompetenztestergebnisse der einzelnen Schüler sind. Die verschiedenen Fak-
toren sind die Kovariaten wie bspw. die Schulart oder das Geschlecht. Der Erwartungs-
wert eines Schülers ist demnach der Mittelwert der Testleistungen aller Schüler mit
der gleichen Kovariatenkonstellation, d. h. den gleichen Ausprägungen auf den berück-
sichtigten Kovariaten. Der adjustierte Referenzwert einer Klasse, der sog. korrigierte
Landesmittelwert, ist schließlich der Mittelwert der geschätzten schülerspezifischen Er-
wartungswerte der jeweils betrachteten Klasse.
Strategie IVb. Eine Besonderheit der Vorgehensweise im Projekt Kompetenztest.de
besteht im Hinblick auf die Adjustierung bei den Thüringer Kompetenztestergebnis-
sen aus Klassenstufe 8. Hier wird zusätzlich zu den bereits erwähnten Kovariaten auch
das fachspezifische Vorwissen, d. h. das Testergebnis aus dem Kompetenztest der je-
weils früheren Klassenstufe berücksichtigt: Neben den Schülerstammdaten (z. B. das
Geschlecht der Schüler) und dem sozioökonomischen Hintergrund wird zusätzlich der
Vortestwert der Schüler aus den Kompetenztests der früheren Klassenstufe in die Ana-
lyse einbezogen. Für die Schüler aus Klassenstufe 8 werden somit deren Testergebnis-
se aus Klassenstufe 6 verwendet. Dieser Vortestwert ist ein Indikator für das fachspe-
zifische Vorwissen eines Schülers, das wiederum eine weitere zentrale Determinante
der Schülerleistungen darstellt (vgl. Hedges & Hedberg, 2007; Nachtigall et al., 2008;
7Für weiterführende Informationen zum Projekt Kompetenztest.de siehe:
http://www.kompetenztest.de.
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Renkl, 1996; Schrader & Helmke, 2008). Das Vorwissen einer Person umfasst ihre
Kenntnisse (deklaratives Wissen) und Fertigkeiten (prozedurales Wissen) in einem be-
stimmten Gegenstandsbereich (Domäne) bzw. Schulfach (vgl. Renkl, 1996). Die Ver-
wendung des fachspezifischen Vorwissens der Schüler bei der Datenanalyse setzt vor-
aus, dass längsschnittliche Daten zur Verfügung stehen.
Gemeinsames Merkmal dieser beiden Strategien – d. h. sowohl von Strategie IVa als
auch von Strategie IVb – ist die Berechnung eines Erwartungswertes, der den zu erwar-
tenden durchschnittlichen Testwert einer Klasse mit vergleichbarer Zusammensetzung
hinsichtlich diverser Kovariaten auf Schüler- oder auch Klassenebene repräsentiert. Da-
bei sei an dieser Stelle nochmals betont, dass die zusätzliche Verwendung des fachspe-
zifischen Vorwissens kein genuines Merkmal der Strategie IV ist, sondern ein Spezi-
fikum des Vorgehens im Projekt Kompetenztest.de im Rahmen der Thüringer Kompe-
tenztests der Klassenstufe 8 (Strategie IVb).
4.1.3 Kriterien zur Bewertung der Adjustierungsstrategien
Nach Fiege et al. (2011) können die verschiedenen Adjustierungsstrategien im Hinblick
auf mindestens drei Kriterien charakterisiert werden. Diese stehen in engem Zusam-
menhang und bilden so eine Triade zur Beurteilung von Adjustierungsverfahren (vgl.
auch Fiege, in Druck). Die drei Kriterien sind (1) die Fairness, (2) die Testökonomie
sowie (3) die Komplexität des im Rahmen der Datenanalyse verwendeten statistischen
Modells. Die beiden zuletzt genannten – Testökonomie und Modellkomplexität – um-
fassen zwei Kriterien, die insbesondere die Praktikabilität des eingesetzten statistischen
Verfahrens charakterisieren.
(1) Fairness:
In Kapitel 3 wurde der Fairness-Begriff bereits ausführlich vor dem Hintergrund
einer allgemeinen stochastischen Theorie kausaler Effekte betrachtet und analy-
siert. Die Fairness einer Adjustierungsstrategie bezieht sich somit auf die Defini-
tion fairer, d. h. kausal interpretierbarer Vergleiche. Eine wesentliche Folgerung
aus dieser Definition ist, dass erst durch die Berücksichtigung von Kovariaten –
also außerschulischer Einflussgrößen des Lernens, auf die der Lehrer einer Klasse
keinen Einfluss hat – potenziell faire Vergleiche möglich sind. Eine notwendige
wenngleich auch nicht hinreichende Bedingung fairer Vergleiche im Sinne der
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kausalen Definition ist, dass alle relevanten Kovariaten in die Analyse einbezo-
gen werden müssen. Dies ist im schulischen Kontext in der Regel nicht realisier-
bar. So können allein aus testökonomischen Gründen nicht sämtliche relevanten
außerschulischen Einflussfaktoren des schulischen Lernens erhoben werden. Ein
realistisches Ziel hingegen ist die Identifikation und Berücksichtigung der für
schulische Leistungen zentralen Kovariaten wie bspw. des sozioökonomischen
Status, des Geschlechts und des fachspezifischen Vorwissens. Die Auswahl der
Kovariaten muss dabei stets auch von der Verteilung der relevanten Kovariaten
in der jeweils betrachteten Population abhängen. „In diesem Sinne stellen Ad-
justierungsverfahren in der Praxis empirischer Bildungsforschung in der Regel
eine Annäherung an faire Vergleiche dar“ (Fiege et al., 2011, S. 138), so dass
wir maximal von faireren Vergleichen sprechen können. Hier unterscheiden sich
die Adjustierungsstrategien hinsichtlich der Art (Welche Kovariaten werden be-
rücksichtigt?) und Anzahl (Wie viele Kovariaten fließen in die Analyse ein?) der
berücksichtigen Kovariaten. Werden keine Kovariaten berücksichtigt, so ist der
Vergleich in diesem Sinne als unfair zu erachten.
(2) Testökonomie:
Ein zweites Kriterium ist die Testökonomie (vgl. Moosbrugger & Kelava, 2007).
Diese bezieht sich auf die Erfassung der in der Analyse berücksichtigten Kovaria-
ten. So werden in einigen Bundesländern Daten der amtlichen Statistik als Infor-
mationsquelle genutzt. Hingegen werden in anderen Ländern zusätzliche Frage-
bögen für Schüler und Lehrer eingesetzt, um Informationen hinsichtlich relevan-
ter Kovariaten zu erheben. Letztere Vorgehensweise setzt nicht nur die Motivati-
on, sondern auch zeitliche Ressourcen der Schüler und Lehrer voraus – zusätz-
lich zu dem ohnehin schon recht aufwändigen Testverfahren. Die Testökonomie
adressiert somit die Frage, ob die relevanten außerschulischen Einflussfaktoren
des schulischen Lernens sparsam und ohne nennenswerte zusätzliche Kosten wie
Zeit, Geld oder andere Ressourcen erfasst werden können.
(3) Komplexität des statistischen Modells:
Auch hinsichtlich des methodischen Vorgehens bei der statistischen Datenana-
lyse lässt sich ein Sparsamkeitskriterium differenzieren, das dem sog. Parsimo-
nitätsprinzip entspricht. Hierbei geht es um die Komplexität des Modells, also
die Frage, ob zur Berechnung des adjustierten Vergleichswertes komplexe statis-
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tische Modelle angewendet werden. Die Modelle sollten dabei so komplex wie
nötig sein, d. h., sie sollen die tatsächlich bestehenden Zusammenhänge der Va-
riablen adäquat abbilden können. Dies ist eine zweite notwendige Bedingung für
faire Vergleiche (vgl. Kapitel 3). Die Modelle sollten aber auch so einfach wie
möglich sein, da in komplexen statistischen Modellen mehr Parameter geschätzt
werden müssen. Dadurch steigen die Anforderungen an die zugrundeliegenden
Daten, denn um diese Parameter schätzen zu können, sind z. T. zusätzliche An-
nahmen bzw. größere Stichprobenumfänge nötig. Die Beobachtungsanzahl ist im
schulischen Kontext jedoch natürlich begrenzt durch die Anzahl der Schüler einer
Klasse, einer Schule bzw. eines Bundeslandes. Zudem sind einfachere, weniger
komplexe statistische Modelle leichter zu verstehen – ein nicht zu vernachläs-
sigender Aspekt der Ergebnisdissemination: Für die Rezeption und Verwertung
der Ergebnisse im Rahmen von Unterrichtsentwicklungsmaßnahmen kann dies
von Vorteil sein, da Transparenz bezüglich der Datenanalysen potenziell zu mehr
Verständnis und erhöhter Akzeptanz führt. Demgemäß spricht Briggs (2008) die
Empfehlung aus: „When stakes are low, it may be more valueable to use less data
with a simpler model such that the process becomes more transparent to stake-
holders“ (S. 11).
Auch Kuhl et al. (2011) verwenden ähnliche Bewertungskriterien. Die Autoren cha-
rakterisieren unterschiedliche Adjustierungsmodelle hinsichtlich einer Kosten- sowie
einer Nutzendimension. Die Kosten werden über den Aufwand der Datenbeschaffung
operationalisiert. Dies entspricht der Testökonomie bei Fiege et al. (2011): Je ökonomi-
scher die Datenerhebung, d. h. je praktikabler das Testverfahren, desto geringer sind die
Kosten einer konkreten Adjustierungsstrategie. Der Nutzen eines Adjustierungsmodells
hingegen wird bei Kuhl et al. (2011) über den Anteil erklärter Varianz quantifiziert. Im-
plizit werden hier Nutzen und Fairness gleichgesetzt. Dabei wird – ebenso implizit und
nicht explizit – die Annahme gemacht, dass durch die Aufnahme weiterer Kovariaten in
das Adjustierungsmodell, die zusätzlich Varianz in den Leistungsdaten aufklären, die
adjustierten Effektschätzungen verbessert werden und man somit zu fairen oder zumin-
dest zu faireren Vergleichen kommt. „Optimal im Sinne der Kosten-Nutzen-Abwägung
wäre demnach ein Modell, bei dem der Aufwand der Datenerhebung möglichst gering
und zugleich der Anteil aufgeklärter Leistungsvarianz möglichst groß ist“ (Kuhl et al.,
2011, S. 239). Bei der (Weiter-)Entwicklung von Adjustierungsstrategien sollte das Ziel
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somit in der Maximierung der Fairness bei gleichzeitiger Maximierung der Praktikabi-
lität liegen.
Mit Blick auf die Kategorisierung der Adjustierungsstrategien (vgl. Abschnitt 4.1.2
und Tabelle 4.1) lässt sich schließlich feststellen, dass die Fairness mit steigender Ord-
nungszahl zunimmt. Gleichzeitig nimmt die Praktikabilität (Testökonomie und Modell-
komplexität) tendenziell ab. Ein Beispiel soll dies verdeutlichen: Im Gegensatz zu Stra-
tegie I, die mit unadjustierten Vergleichen weder faire noch fairere Vergleiche liefert, ist
Strategie II als fairer zu beurteilen, da relevante Kovariaten (bspw. Geschlecht, Schulart)
berücksichtigt werden. Ein weiterer Zugewinn hinsichtlich der Fairness kann durch die
Strategien III bzw. IV erzielt werden, die jedoch beide weniger praktikabel sind: Die-
se Strategien kommen nicht mehr mit Schülerstammdaten aus, sondern erfordern die
Zusatzerhebung weiterer Kovariaten. Im strengen Sinne, d. h. mit dem Ziel kausal in-
terpretierbarer Vergleiche, liefert jedoch keine der Adjustierungsstrategien den fairen
Vergleich (vgl. Kapitel 3).
4.1.4 Adjustierungsstrategien in den Bundesländern
Nachdem bisher die verschiedenen Adjustierungsstrategien vorgestellt, kategorisiert so-
wie hinsichtlich der Kriterien Fairness und Praktikabilität beurteilt wurden, werde ich
nachfolgend die Frage beantworten, in welchem Bundesland welche Adjustierungsstra-
tegie angewendet wird. Tabelle 4.2 und Tabelle 4.3 zeigt die Zuordnung der Bundes-
länder zu den einzelnen Kategorien von Adjustierungsstrategien aus Abschnitt 4.1.2,
die im Kontext der Ergebnisauswertung und -rückmeldung der Testergebnisse aus Ver-
gleichsarbeiten der Klassenstufen 3 und 8 angewendet werden (vgl. Fiege, in Druck;
Fiege et al., 2011; Maaz et al., 2011).
Neben der Zuordnung der Bundesländer wird zusätzlich in beiden Tabellen markiert,
falls im Jahr 2009 ein anderes Verfahren verwendet wurde als im Jahr 2011 oder spä-
ter. Dadurch wird gekennzeichnet, falls sich innerhalb von zwei Jahren Veränderungen
hinsichtlich des Vorgehens bei der Datenanalyse und Rückmeldung der Testergebnis-
se vollzogen haben. Damit wird noch einmal deutlich, dass weder die Kategorisierung
noch die Zuordnung der Bundesländer feststehende Eigenschaften von Vergleichsarbei-
ten sind, sondern insbesondere die Datenanalyse und Ergebnisrückmeldungen einem
steten Entwicklungsprozess unterliegen.
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Tabelle 4.2: Adjustierungsstrategien im Kontext von Vergleichsarbeiten der 3. Jahr-
gangsstufe (VERA 3) in den einzelnen Bundesländern
Bundesland Adjustierungsstrategie
I II III IV
IIIa IIIb IIIc IVa IVb
Baden-Württemberg ✕ ★
Bayern ✕
Berlin ★ ✕
Brandenburg ✕
Bremen ✕
Hamburg ✕
Hessen ✕
Mecklenburg-Vorpommern ✕
Niedersachsen ✕
Nordrhein-Westfalen ✕
Rheinland-Pfalz ✕
Saarland ✕
Sachsen ✕
Sachsen-Anhalt ✕
Schleswig-Holstein ✕
Thüringen ✕
Anmerkungen. Die Adjustierungsstrategien I bis IV basieren auf der Systematik nach Fiege
et al. (2011). Die Zuordnungen der Bundesländer sind mit einem ✕ gekennzeichnet und
basieren auf einer schriftlichen Befragung der Landesinstitute im Jahr 2011 (vgl. Maaz et
al., 2011) sowie einer aktuellen Recherche im Schuljahr 2012/2013. Falls im Jahr 2009 eine
davon abweichende Strategie verwendet wurde, ist dies mit einem ★ gekennzeichnet.
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Tabelle 4.3: Adjustierungsstrategien im Kontext von Vergleichsarbeiten der 8. Jahr-
gangsstufe (VERA 8) in den einzelnen Bundesländern
Bundesland Adjustierungsstrategie
I II III IV
IIIa IIIb IIIc IVa IVb
Baden-Württemberg a ✕
Bayern ✕
Berlin ★ ✕
Brandenburg ✕
Bremen ★ ✕
Hamburg ✕
Hessen ✕
Mecklenburg-Vorpommern ✕
Niedersachsen ✕ ★
Nordrhein-Westfalen ✕
Rheinland-Pfalz ✕
Saarland ✕
Sachsen ✕
Sachsen-Anhalt ✕
Schleswig-Holstein ✕
Thüringen ✕
Anmerkungen. Die Adjustierungsstrategien I bis IV basieren auf der Systematik nach Fiege
et al. (2011). Die Zuordnungen der Bundesländer sind mit einem ✕ gekennzeichnet und ba-
sieren auf einer schriftlichen Befragung der Landesinstitute im Jahr 2011 (vgl. Maaz et al.,
2011) sowie einer aktuellen Recherche im Schuljahr 2012/2013. Falls im Jahr 2009 eine da-
von abweichende Strategie verwendet wurde, ist dies mit einem ★ gekennzeichnet.
a Die Entwicklung der Items und die Zusammenstellung der Tests (VERA 3 und VERA 8)
erfolgen am IQB unter Mitwirkung aller Bundesländer. Baden-Württemberg ist das einzige
Bundesland, das nicht an VERA 8 im Bundesverband teilnimmt, sondern eigene Vergleichs-
arbeiten für die Sekundarstufe I auf Basis der baden-württembergischen Bildungsstandards
entwickelt. Die Tests beziehen sich auf zweijährige Bildungsabschnitte und werden zu Be-
ginn der 9. Jahrgangstufe durchgeführt (vgl. Wacker & Kramer, 2012).
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Veränderungen der Adjustierungsstrategie über die Zeit
Summa summarum zeigt sich ein weitestgehend stabiles Bild über die Zeit: Zwischen
2009 und 2013 gibt es nur wenige Veränderungen der Adjustierungsstrategien innerhalb
der einzelnen Bundesländer.
In Baden-Württemberg wurden die Ergebnisse aus VERA 3 zwischen 2009 und 2011
von der Projektgruppe VERA an der Universität Koblenz-Landau ausgewertet (vgl. Ta-
belle 4.2). Die Ergebnisrückmeldungen enthielten auf freiwilliger Basis faire(re) Ver-
gleiche (Strategie IIIc). Seit dem Schuljahr 2011/2012 wird die Datenanalyse und Er-
stellung der Ergebnisrückmeldungen hingegen über ein landeseigenes VERA-Online-
Portal realisiert, wobei hier lediglich ein landesweiter Vergleichswert (Landesmittel-
wert) zur Verfügung gestellt wird (Strategie I). Ein weiterer Wechsel der Vorgehens-
weise hinsichtlich von Vergleichsarbeiten in der 3. Jahrgangsstufe wurde in Berlin vor-
genommen: Während im Jahr 2009 noch Strategie II angewendet wurde, wird seit dem
Schuljahr 2010/2011 die unterschiedliche Zusammensetzung der Schülerschaft bei der
Berechnung einer Vergleichsgruppe für eine Schule berücksichtigt (Strategie IIIb; vgl.
Abschnitt 4.1.2).
Im Rahmen von Vergleichsarbeiten der Klassenstufe 8 (VERA 8) gab es lediglich
in Berlin, Bremen und Niedersachsen Veränderungen bezüglich der Adjustierungsstra-
tegie (vgl. Tabelle 4.3): In Berlin wird nun – wie auch in Klassenstufe 3 – anstelle
von Strategie II Strategie IIIb angewendet (vgl. Abschnitt 4.1.2). Niedersachsen ließ
die Daten aus den Vergleichsarbeiten in Klassenstufe 8 im Jahr 2009 durch das Projekt
Kompetenztest.de an der Friedrich-Schiller-Universität Jena auswerten, bei dem Stra-
tegie IVa angewendet wird. Ab dem Jahr 2011 hingegen wurde die Auswertung durch
die Projektgruppe VERA an der Universität Koblenz-Landau durchgeführt. Hier wird
Strategie IIIc angewendet, sofern im Rahmen der jährlichen Erhebung der Vergleichs-
arbeiten die entsprechenden Informationen (d. h. Kovariaten) erhoben werden. Auch
Bremen ließ im Jahr 2011 die Auswertung der Testergebnisse aus den Vergleichsarbei-
ten der 8. Jahrgangsstufe durch die Projektgruppe VERA an der Universität Koblenz-
Landau durchführen, wohingegen im Jahr 2009 die Auswertung noch auf Strategie II
beruhte.
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Ein Vergleich zwischen den Bundesländern
Vergleicht man die Adjustierungsstrategien der einzelnen Bundesländer in Klassenstufe
3 (VERA 3; vgl. Tabelle 4.2), so fällt auf, dass sieben der 16 Bundesländer (Bremen,
Mecklenburg-Vorpommern, Niedersachsen, Nordrhein-Westfalen, Rheinland-Pfalz,
Saarland und Schleswig-Holstein) Strategie IIIc anwenden. Dies ist darauf zurückzu-
führen, dass diese sieben Bundesländer die Auswertung durch die Projektgruppe VERA
an der Universität Koblenz-Landau durchführen lassen. Weiterhin wird Strategie IVa
von den drei Bundesländern Hessen, Sachsen und Thüringen verwendet. Auch diese
Länder befinden sich in einem Auswertungsverbund: Die Auswertung der Testergeb-
nisse und Erstellung der Rückmeldungen erfolgt durch das Projekt Kompetenztest.de
an der Friedrich-Schiller-Universität Jena. Die Auswertung der Testergebnisse aus Ber-
lin und Brandenburg erfolgt ebenfalls durch dieselbe Institution – das ISQ, das für die
Daten aus Brandenburg Strategie II anwendet. Für die Daten aus Berliner Schulen wird
jedoch – wie in Abschnitt 4.1.2 ausführlich dargestellt – Strategie IIIb verwendet. Auf
diese Weise wird versucht, der im Vergleich zu Brandenburg heterogeneren soziodemo-
graphischen Zusammensetzung der Schülerschaft bspw. hinsichtlich des Anteils von
Schülern mit Migrationshintergrund Rechnung zu tragen. Dies macht deutlich, dass die
Wahl eines Adjustierungsverfahrens auch von der Verteilung der relevanten Kovaria-
ten in der jeweils betrachteten Population abhängen muss. So müssen also stets auch
die spezifischen Gegebenheiten – bezogen auf die Zusammensetzung der Schülerschaft
hinsichtlich relevanter Kovariaten – eines Bundeslandes bei der Wahl der Adjustie-
rungsstrategie besondere Berücksichtigung finden. Dies stellt gleichsam eine zusätzli-
che Herausforderung im Rahmen der Formulierung allgemein verbindlicher Standards
bzw. Richtlinien bei der Erstellung fairer(er) Vergleiche dar.
Für die Adjustierungsstrategien in Klassenstufe 8 (VERA 8; vgl. Tabelle 4.3) zeigt
sich ein heterogeneres Bild beim Vergleich der Bundesländer. Zwar erfolgt die Auswer-
tung der Bundesländer gemäß dem Vorgehen aus Kategorie IVa (Hessen, Mecklenburg-
Vorpommern, Sachsen) sowie IVb (Thüringen) gleichfalls durch das Projekt Kompe-
tenztest.de an der Friedrich-Schiller-Universität Jena. Der Auswertungsverbund der Län-
der, die die Auswertung durch die Projektgruppe VERA an der Universität Koblenz-
Landau durchführen lassen, besteht hier jedoch nur aus vier Bundesländern (Bremen,
Niedersachsen, Rheinland-Pfalz, Saarland). Zusätzlich gibt es auch innerhalb dieser
vier Bundesländer Unterschiede im Datenanalyse- und Rückmeldeformat in Abhängig-
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keit davon, welche Kovariaten für die Datenanalyse zur Verfügung stehen. Der Grund
dafür ist, dass die Anwendung von Strategie IIIc nur möglich ist, wenn zusätzliche
Informationen zu außerschulischen Einflussgrößen des Lernens (z. B. der soziale Hin-
tergrund der Familie) in der jährlichen Erhebung der Vergleichsarbeiten erfasst werden.
4.2 Einordnung in den internationalen Kontext: Ein
Vergleich mit den USA und England
Im vorangegangenen Abschnitt wurden die in den Bundesländern verwendeten Vor-
gehensweisen zur Berücksichtigung von außerschulischen Einflussgrößen des Lernens
beim Vergleich von Testergebnissen aus deutschen Vergleichsarbeiten vorgestellt. Da-
bei lassen sich vier verschiedene Adjustierungsstrategien differenzieren, die sich hin-
sichtlich der Testökonomie, Modellkomplexität und der Fairness der resultierenden Ver-
gleiche unterscheiden. Doch wie lassen sich diese Vorgehensweisen im internationalen
Kontext verorten? Gibt es in anderen Ländern ähnliche Vorgehensweisen bzw. Adjustie-
rungsmodelle, die im Rahmen der Qualitätsentwicklung und -sicherung der jeweiligen
Bildungssysteme Anwendung finden? Inwiefern gibt es Gemeinsamkeiten und wo lie-
gen Unterschiede? Gibt es in anderen Ländern erweiterte Modelle, die geeigneter sind
zur Berechnung fairer(er) Vergleiche?
Exemplarisch werden nachfolgend zwei Länder betrachtet, die jeweils eine ausge-
prägte Testkultur im schulischen Bereich (Oelkers & Reusser, 2008) entwickelt haben:
die USA und England. Der Paradigmenwechsel von der Input- und Prozessorientierung
hin zur Evaluation des Outputs von Schule vollzog sich in anderen Ländern früher als in
Deutschland (vgl. Abschnitt 2.2). Testbasierte Evaluationssysteme zur Schul- und Un-
terrichtsentwicklung sowie zur öffentlichen Rechenschaftslegung – sog. Educational-
Accountability-Systeme (vgl. z. B. Ryan & Shepard, 2008) – sind in einigen Ländern
seit vielen Jahren Grundlage bildungspolitischer Reformen, schulischer Qualitätssiche-
rung oder elterlicher Schulwahl. Jedoch soll an dieser Stelle kein detaillierter histori-
scher Abriss zur Entwicklung der Schulsysteme dieser Länder oder deren Qualitäts-
sicherungssysteme erfolgen. Hierzu verweise ich den interessierten Leser auf die ent-
sprechende Literatur (z. B. Braun et al., 2010; Klieme, Döbert et al., 2007; Lind, 2009;
Oelkers & Reusser, 2008; van Ackeren, 2002, 2003b, 2003a sowie die dort zitierte Li-
teratur). Im Fokus des Interesses stehen nachfolgend die im Rahmen der nationalen
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Leistungstests dieser Ländern verwendeten Adjustierungsverfahren und insbesondere
deren Parallelen zu den in Deutschland verwendeten Verfahren.
4.2.1 State Achievement Tests in den USA
Bereits seit den 1950er Jahren ist die testbasierte Evaluation des Outputs von Schu-
le in den USA ein verbreitetes und anerkanntes Mittel für Selektionsentscheidungen
sowie zur Rechenschaftslegung und Verbesserung des Bildungssystems (Linn, 2000).
Diese Entwicklung erreichte ihren Höhepunkt unter George W. Bush mit dem No Cild
Left Behind Act (NCLB) aus dem Jahr 2001 – einem Bildungsgesetz zur Qualitätsver-
besserung öffentlicher Schulen (NCLB, 2002). Im NCLB-Gesetz wird die Zuweisung
staatlicher Fördermittel zu den einzelnen Schulen geregelt, indem die Finanzierung der
Schulen von der Evaluation schulischer Leistung abhängig gemacht wird. Das bedeutet,
dass alle öffentlichen, mit Bundesmitteln geförderten Schulen jährlich standardisierte
Tests, sog. state achievement tests, in den Jahrgangstufen 3 bis 8 sowie einmal in der
High School in den Fächern Mathematik, Englisch und Naturwissenschaften durchfüh-
ren müssen. Anhand ihrer Testwerte werden die Schüler hinsichtlich des Erreichens
verschiedener Kompetenzstufen klassifiziert, z. B. in „unsatisfactory“, „proficient“ und
„advanced“. Die Entwicklung von Leistungsstandards (performance standards) sowie
die Definition der einzelnen Kompetenzstufen liegt jedoch jeweils in der Verantwortung
der einzelnen Bundesstaaten. Das NCLB-Gesetz legt das gemeinsame Ziel fest, dass bis
zum Jahr 2014 alle Schüler eines Staates mindestens das Kompetenzniveau „proficient“
erreichen müssen. Zusätzlich muss jedoch in jedem Jahr bis 2014 ein bestimmter, jähr-
lich steigender Prozentsatz der Schüler als „proficient“ klassifiziert werden. Dieses Ziel,
der sog. adequate yearly progress (AYP), wird für die gesamte Schülerpopulation eines
Bundesstaates als auch innerhalb bestimmter Subgruppen (bspw. nach Geschlecht, SES,
Ethnizität etc.) wiederum durch die einzelnen Bundesstaaten selbst festgelegt. Wird der
AYP innerhalb einer Schule nicht erreicht, ist diese „in need of improvement“, wobei
dies in der öffentlichen Diskussion in den Medien häufig mit dem Label „failed (ge-
scheitert)“ gekennzeichnet wird. Als Konsequenz drohen dieser Schule verschiedene
Sanktionen: Nach zwei Jahren des Verfehlens vom AYP muss diese ihren Schülern er-
möglichen, in eine andere Schule zu wechseln und die dabei anfallenden Transportkos-
ten übernehmen. Wird der AYP von einer Schule in drei aufeinanderfolgenden Jahren
nicht erreicht, muss diese u. a. zusätzliche Fördermaßnahmen (supplemental educatio-
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nal services) anbieten. Nach fünf Jahren droht der Schule sogar die Auflösung (vgl.
z. B. Bracey, 2005; Briggs, 2008; Hamilton et al., 2007; Linn, Baker & Betebenner,
2002).
Neben den Folgen für das Schulsystem der einzelnen Bundesstaaten, die ich hier le-
diglich angedeutet habe, ist eine weitere Konsequenz des NCLB-Gesetzes eine massive
Zunahme der Verfügbarkeit längsschnittlicher Schülerleistungsdaten. In den USA fin-
den daher eine Vielzahl verschiedener Modelle bzw. Methoden im Rahmen der testba-
sierten Evaluation von Schule und Unterricht – sowohl für bildungspolitische Zwecke,
aber auch im Bildungsforschungskontext – Anwendung. Hierzu zählen Statusmodel-
le, stratifizierte Ranglisten, adjustierte Statusmodelle und Value-Added Modelle (vgl.
Braun et al., 2010). Diese werden nachfolgend anhand ihrer zentralen Charakteristika
beschrieben. Zudem werden die Gemeinsamkeiten und Unterschiede zu den bei deut-
schen Vergleichsarbeiten verwendeten Adjustierungsverfahren herausgearbeitet (vgl.
auch Tabelle 4.4).
Statusmodelle (status models). In Statusmodellen wird die Testleistung der Schü-
ler zu einem bestimmten Zeitpunkt, d. h. in einer bestimmten Klassenstufe, modelliert,
ohne jedoch unterschiedliche Ausgangsvoraussetzungen des Lernens – bspw. bezüg-
lich des SES oder der Muttersprache der Schüler – zu berücksichtigen. Nach Braun
et al. (2010) liefern Statusmodelle „ . . . a snapshot of student performance at a point
in time, which is often compared to an established target“ (Braun et al., 2010, S. 3).
Dabei wird nicht definiert, was ein etabliertes Ziel bzw. Vergleichskriterium ist. In eini-
gen Bundesstaaten der USA wird der AYP als Vergleichskriterium herangezogen (vgl.
Briggs, 2008): Ein Bundesstaat legt zu Beginn des Schuljahres fest, wie viel Prozent der
Schüler einer Schule proficiency erreichen sollen. Im Rahmen von Statusmodellen kann
dann die Frage beantwortet werden, ob eine bestimmte Schule dieses Ziel, den AYP, er-
reicht hat (kriteriale Bezugsnorm). Als Referenz könnte ebenso ein anderes Kriterium
herangezogen werden wie bspw. die durchschnittliche Testleistung aller Schüler der un-
tersuchten Schülerpopulation (soziale Bezugsnorm). Dies entspräche dem Vorgehen in
Strategie I (vgl. Abschnitt 4.1.2) im Kontext deutscher Vergleichsarbeiten.
Stratifizierte Ranglisten (stratified league tables). In einigen Bundesstaaten wer-
den Ranglisten der Schulen veröffentlicht, in denen die Schulen gemäß der durch-
schnittlichen Testleistung ihrer Schülerschaft geordnet werden. In manchen Bundes-
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staaten werden die Schulen dabei in verschiedene Strata eingeteilt, die entsprechend
der sozialen Zusammensetzung der Schülerschaft (SES-Profile) gebildet werden. Dies
soll die Rezipienten der Ergebnisse – dies sind v. a. Eltern auf der Suche nach einer
geeigneten Schule für ihr schulpflichtiges Kind – darauf aufmerksam machen, dass die
Schulen unterschiedliche Schülerpopulationen bedienen und somit nicht direkt mitein-
ander vergleichbar sind bzw. ein solcher Vergleich unfair ist. Stratifizierte Ranglisten
können als vereinfachte Form eines statistischen Matchings aufgefasst werden (vgl.
Braun et al., 2010, S. 8). Dieses Vorgehen ist analog zu Strategie III im Kontext deut-
scher Vergleichsarbeiten: Auch bei Strategie III werden jeweils nur Schulen mit ähnli-
cher sozialer Belastung miteinander verglichen. Der wesentliche Unterschied zwischen
Strategie III und stratifizierten Ranglisten liegt in der Form der Ergebnisdarstellung
bzw. Rückmeldung, denn in Deutschland werden keine Ranglisten von Schulen veröf-
fentlicht.
Adjustierte Statusmodelle (adjusted status models). Im Rahmen von adjustier-
ten Statusmodellen werden die unterschiedlichen Ausgangsvoraussetzungen von Schü-
lern berücksichtigt, indem für Kovariaten auf Schüler-, Klassen- oder/und Schulebene
kontrolliert wird. Eine Möglichkeit der statistischen Modellierung adjustierter Status-
modelle ist das vom Projekt Kompetenztest.de bspw. im Rahmen der Hessischen Lern-
standerhebungen verwendete Verfahren, d. h. Strategie IVa. Einziger Unterschied zu
den nachfolgend dargestellten Value-Added Modellen ist, dass adjustierte Statusmo-
delle keine Kovariaten enthalten, die das Vorwissen der Schüler erfassen. Somit werden
adjustierte Statusmodelle bei querschnittlichen Studiendesigns angewendet.
Value-Added Modelle (VAM). Der Fokus sowohl seitens der Forschung, als auch
bildungspolitischer Instanzen liegt in den USA seit einigen Jahren auf Value-Added
Modellen (VAM). Deren Anwendung setzt jedoch eine spezifische Datenstruktur vor-
aus, welche gleichsam definitorisches Merkmal von VAM darstellt: die Verfügbarkeit
längsschnittlicher Daten8. Das bedeutet, dass von jedem Schüler Testleistungsdaten zu
mindestens zwei Messzeitpunkten vorliegen müssen. Meyer (1997) definiert VAM wie
folgt:
8Wachstumsmodelle (growth models) und VAM sind nicht synonym, obwohl Wachstumsmodelle in
der Regel auch als VAM konzeptualisiert werden können. Umgekehrt ist das nicht der Fall: Nur
bestimmte VAM sind Wachstumsmodelle.
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The common characteristic of [. . . ] value-added models [. . . ] is that they mea-
sure school performance or the effect of school policies and inputs using a sta-
tistical regression model that includes, to the extent possible, all of the factors
that contribute to growth in student achievement, in particular, student, fami-
ly, and neighborhood characteristics. The key idea is to statistically isolate the
contribution of schools [and/or teachers] to student achievement from all other
sources of student achievement. (Meyer, 1997, S. 284)
Das gemeinsame Ziel von VAM besteht somit darin, quantitative Aussagen über die
Effekte schulischer Einheiten – z. B. von Schulen und/oder Lehrern – zu treffen. Zu
diesem Zweck versuchen VAM die Effekte der Lehrer, der Schule, des Schulkontextes
sowie weiterer Faktoren (wie bspw. individuelle Schülercharakteristika) auf die Leis-
tung der Schüler zu entflechten bzw. zu separieren.
Der Terminus Value-Added Modell bezieht sich nicht auf ein spezifisches statisti-
sches Modell, sondern auf eine ganze Familie unterschiedlicher statistischer Modellie-
rungsansätze, deren Ziel die Quantifizierung von Schul- bzw. Unterrichtseffekten ist
(Braun & Wainer, 2007). Diese Modelle befinden sich in einem fortlaufenden Wei-
terentwicklungsprozess (vgl. z. B. Aitkin & Longford, 1986; Bryk & Weisberg, 1976;
Goldstein, 1997; Hill & Rowe, 1996; Meyer, 1997; Raudenbush & Bryk, 1986; Willms
& Raudenbush, 1989). Dabei gibt es in der Literatur zahlreiche Modellvarianten, wo-
bei die Wahl des Modells von verschiedenen Faktoren abhängt. Entscheidend für die
Modellwahl ist u. a. die Struktur der Daten, die Anzahl der Kohorten, die Anzahl der
Messwiederholungen pro Kohorte, die Verfügbarkeit von Kovariaten, der Umgang mit
fehlenden Werten etc. (vgl. Braun & Wainer, 2007, S. 875). Die resultierende Modell-
vielfalt führte in der VAM-Literatur zu unterschiedlichen Kategorisierungen bzw. Dif-
ferenzierungen von VAM (z. B. Braun &Wainer, 2007; McCaffrey, Lockwood, Koretz,
Louis & Hamilton, 2004; OECD, 2008), von denen ich im Folgenden eine näher be-
trachten werde.
So differenzieren McCaffrey, Lockwood, Koretz und Hamilton (2003) zwei Ansätze
der Analyse längsschnittlicher Daten am Beispiel der Schätzung von Lehrereffekten:
den multivariaten Ansatz und den univariaten Ansatz. Mit multivariat bezeichnen die
Autoren solche Modelle, in denen die gesamte Datenmatrix zur Schätzung der Leh-
rereffekte herangezogen wird. Im Rahmen des multivariaten Ansatzes werden also die
verschiedenen Outcome-Variablen, d. h. die in den verschiedenen Klassenstufen und
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Fächern erhobenen Testleistungen, gemeinsam modelliert. So werden bspw. im Rah-
men des Tennessee Value-Added Assessment System (TVAAS; Sanders & Horn, 1994;
Sanders, Saxton & Horn, 1997) Testwerte aus fünf Fachbereichen und von mehre-
ren Schülerkohorten gemeinsam modelliert. Beim univariaten Ansatz hingegen wer-
den die Outcome-Variablen separat (jedes Outcome einzeln) bzw. sequentiell (jeder
Zeitpunkt einzeln) modelliert. Hier unterscheiden McCaffrey et al. (2003) wiederum
zwei unterschiedliche Modellklassen: Gain-Score-Modelle und Covariate-Adjustment-
Modelle (vgl. auch Rowan, Correnti & Miller, 2002). In Gain-Score-Modellen wird
die Differenz zwischen den Testleistungen von zwei aufeinanderfolgenden Schuljah-
ren als Outcome-Variable bzw. Kriteriumsvariable betrachtet9. Hier wird somit explizit
der Zuwachs bzw. die Veränderung der Testwerte bspw. zwischen zwei aufeinanderfol-
genden Schuljahren modelliert. Will man Aussagen über die Entwicklung schulischer
Leistungen zwischen zwei verschiedenen Messzeitpunkten machen, zieht dies eine zu-
sätzliche Anforderung an die Tests nach sich: Die eingesetzten Tests müssen vertikal
verlinkt sein, um die Veränderung der Testwerte auf einer gemeinsamen Skala abbilden
zu können (z. B. Briggs, Weeks & Wiley, 2009). Andernfalls lassen sich positive oder
negative Testwertdifferenzen nicht eindeutig auf eine Veränderung der Testwerte attri-
buieren, sondern können gleichfalls durch unterschiedliche Metriken, auf denen die zu-
grundeliegende Fähigkeit der Schüler jeweils gemessen wird, resultieren. Im Gegensatz
zu Gain-Score-Modellen ist die abhängige Variable in Covariate-Adjustment-Modellen
die Testwertvariable in einem bestimmten Schuljahr, wobei für die Kovariate Vorwis-
sen kontrolliert wird. Die fachspezifischen Testleistungen eines Schuljahres werden als
Funktion der Testwerte aus dem vorangegangenen Schuljahr, also des fachspezifischen
Vorwissens – und ggf. auch weiterer Kovariaten – spezifiziert. Hier ist auch das Vorge-
hen des Projektes Kompetenztest.de zu nennen. Somit lässt sich auch Strategie IVb im
Rahmen der Modellierung von VAM verorten.
9In der Literatur zu VAM findet sich neben Gain-Score-Modellen auch die Bezeichnung Difference-
Score-Modelle. Mit Gain-Score- bzw. Difference-Score-Modellen sind jedoch nicht spezifische la-
tente Veränderungsmodelle gemeint wie z. B. Latent Growth Curve Models (LGCMs; McArdle &
Epstein, 1987; Meredith & Tisak, 1990) oder True Change Models (TCMs; McArdle & Hamaga-
mi, 2001; Raykov, 1999; Steyer, Eid & Schwenkmezger, 1997). Diese können als Spezialfälle von
Gain-Score-Modellen betrachtet werden.
91
4 Adjustierungsmodelle: Die Berechnung fairer(er) Vergleiche
4.2.2 Key Stage Tests in England
Mit dem Education Reform Act von 1988 unter Margaret Thatcher wurde in England10
ein nationales Curriculum eingeführt, in dem landesweit einheitliche Lerninhalte für
die 5- bis 16-Jährigen zusammen mit Mindestanforderungen an Lernziele auf den un-
terschiedlichen Altersstufen definiert sind. Gleichzeitig wurden national verbindliche
Tests (national curriculum tests bzw. key stage tests) eingeführt, die schullaufbahnbe-
gleitend auf bestimmten Altersstufen, den sog. Key Stages, durchgeführt werden (z. B.
H. Evans, 2008; OECD, 2008; Ray, 2006; van Ackeren, 2003a). Im nationalen Curricu-
lum werden im Rahmen der Pflichtschulzeit vier Key Stages unterschieden: Key Stage
1 umfasst die ersten beiden Schuljahre der Grundschule. Die Testung der Schüler er-
folgt am Ende des zweiten Schuljahres, bei dem die Mehrzahl der Schüler 7 Jahre alt
ist. Key Stage 2 umfasst das dritte bis sechste Schuljahr. Die zugehörigen Tests werden
im sechsten Schuljahr, dem Ende der Grundschulzeit, durchgeführt. Key Stage 3 um-
fasst die ersten drei Jahre der Sekundarstufe I, d. h. die Klassenstufen 7 bis 9, wobei die
Testung wiederum am Ende dieser Phase erfolgt. Schließlich umfasst Key Stage 4 die
letzten zwei Jahre der Sekundarstufe I, wobei der Großteil der Tests im elften Schul-
jahr durchgeführt wird. Am Ende von Klassenstufe 11 legen die Schüler das General
Certificate of Secondary Education (GCSE) ab. Dies ist die wichtigste Abschlussprü-
fung für die Sekundarstufe I und entspricht dem deutschen Realschulabschluss. Mit der
Evaluation der in der Folge zur Verfügung stehenden nationalen Datenbasis sind u. a.
folgende Ziele verbunden (Ray, 2006, S. 5):
(1) Öffentliche Rechenschaftslegung: Informationen über das Leistungsniveau ein-
zelner Schulen werden öffentlich verfügbar gemacht, indem die Testergebnisse
bspw. in Form von Ranglisten veröffentlicht werden. Diese Informationen kön-
nen und sollen auch Eltern im Rahmen der Schulwahl für ihre schulpflichtigen
Kinder nutzen.
(2) Schulentwicklung: Schulen sollen die Testergebnisse im Rahmen der Selbsteva-
luation zur Prüfung des Erreichens der im nationalen Curriculum formulierten
Lernziele verwenden und ggf. Schulentwicklungsmaßnahmen einleiten.
10Der Education Reform Act bezieht sich nicht auf das gesamte Vereinigte Königreich Großbritannien
und Nordirland (United Kingdom; UK), sondern auf die Bildungssysteme in England, Wales und
Nordirland. Die schottische Bildungsgesetzgebung ist unabhängig vom Rest des UK.
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(3) Informationen für Schulinspektionen: Die Testergebnisse der einzelnen Schulen
in den National Curriculum Tests werden zudem im Rahmen regelmäßig statt-
findender Schulinspektionen, d. h. externe Evaluationsmaßnahmen zur Schulent-
wicklung, genutzt.
(4) Selektion: Die Testergebnisse werden weiterhin zur Identifikation und Auswahl
von Schulen für bestimmte Förder- oder Reformmaßnahmen verwendet.
(5) Summative Evaluation: Die nationale Datenbasis soll weiterhin die Überprüfung
der Effektivität bestimmter Schulformen und von Bildungsreformmaßnahmen er-
möglichen.
Seit der Bildungsreform im Jahr 1988 wurden zum Erreichen dieser Zielstellungen ver-
schiedene Auswertungsmodelle verwendet, wobei sich – ebenso wie in den USA –
eine Entwicklung hin zu sophistizierteren statistischen Modellen nachzeichnen lässt.
Diese Modelle sollen nachfolgend kurz beschrieben und wiederum zu den im Rah-
men deutscher Vergleichsarbeiten verwendeten Adjustierungsverfahren in Beziehung
gesetzt werden (vgl. auch Tabelle 4.4).
Ranglisten basierend auf den Rohwerten (league tables with raw scores). Im
Jahr 1992 wurden erstmals Ranglisten von Schulen – sog. League Tables oder auch
Performance Tables – veröffentlicht, die sowohl Eltern schulpflichtiger Kinder bei der
Schulwahl als auch Schulen im Rahmen von Selbstevaluationsmaßnahmen unterstützen
sollten. Diese Ranglisten basierten zunächst auf den Rohwerten der Testergebnisse wie
bspw. den Ergebnissen aus den GCSE-Prüfungen. Ähnlich wie in Strategie I bei deut-
schen Vergleichsarbeiten und wie bei Statusmodellen in den USA wurde hierbei keine
Adjustierung der Testwerte vorgenommen.
Value-Added Modelle (VAM). Die auf den unadjustierten Rohwerten basierenden
Ranglisten der Schulen wurden bald als unfair angesehen, da hierbei die unterschiedli-
che Eingangsselektivität der Schulen nicht berücksichtigt wurde. Aufgrund der Verste-
tigung der National Curriculum Tests in den verschiedenen Altersstufen war seit Mitte
der 1990er Jahre auch eine längsschnittliche Verknüpfung der Schulleistungsdaten aus
den verschiedenen Key Stages möglich. Dies ermöglichte die Berücksichtigung der
Kovariate Vorwissen im Rahmen von Value-Added Modellen. Die englischen VAM
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berücksichtigten zunächst ausschließlich das Vorwissen der Schüler und waren sehr
einfach gestaltet, da die resultierenden Ergebnisse für die Schulen leicht zu verstehen
sein sollten (Leckie & Goldstein, 2009; Ray, 2006). Die Berechnung der Value-Added-
Scores pro Schule basierte in diesen einfachen VAM auf der Median-Methode: Hierbei
wird der erwartete Testwert eines Schülers mit dem beobachteten Testwert (bspw. das
Outcome in Key Stage 4) verglichen. Der erwartete Testwert ist der Median der Vertei-
lung der Testwerte aller Schüler, die den gleichen Vortestwert (bspw. hinsichtlich des
Outcomes in Key Stage 3) aufweisen. Der Mittelwert der Abweichungen zwischen er-
warteten und beobachteten Testwert über alle Schüler einer Schule wird dann als Maß
für den Added Value dieser Schule, d. h. den Schuleffekt, interpretiert (vgl. Ray, 2006).
Contexualized Attainment Modelle (CAM). Obwohl auch in England die Verwen-
dung von VAM – bzw. später insbesondere auch von Contextual Value-Added Model-
len (CVA; siehe unten) als Spezialfall von VAM – zum State of the Art zählt, ist deren
Anwendung in einigen Klassenstufen aufgrund fehlender Vorwissensmessungen nicht
möglich. So wurden bspw. im Rahmen der Auswertung der Daten aus Key Stage 1
keine VAM verwendet, sondern sog. Contexualized Attainment Modelle (CAM; vgl.
H. Evans, 2008; OECD, 2008). In diesen Modellen werden explizit keine Variablen,
die das Vorwissen der Schüler erfassen, berücksichtigt. Somit können CAM auch im
Rahmen querschnittlicher Studiendesigns verwendet werden. Weiterhin sind CAM syn-
onym mit den adjustierten Statusmodellen in den USA und auch Strategie IVa bei deut-
schen Vergleichsarbeiten: Unterschiedliche Lernausgangsvoraussetzungen von Schü-
lern, auf die der Lehrer bzw. die Schule keinen Einfluss hat, werden berücksichtigt,
indem für diverse Kovariaten auf Schüler-, Klassen- oder/und Schulebene kontrolliert
wird.
Contextual Value-Added Modelle (CVA). Hinsichtlich der zunächst sehr simpel
gestalteten VAM wurde kritisiert, dass diese zwar einen zentralen Aspekt der differen-
tiellen Eingangsselektivität von Schulen (das Vorwissen der Schüler) berücksichtigen,
andere Faktoren – individuelle Schülereigenschaften (SES, Geschlecht etc.) oder Schul-
charakteristika (Anteil von Schülern mit Migrationshintergrund etc.) – jedoch ignoriert
werden. Diese Kritik und die Verfügbarkeit zusätzlicher Schülerinformationen neben
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den Testleistungsdaten im Rahmen des Pupil Level Annual School Census11 (PLASC)
ab 2002 führte zu einer Weiterentwicklung der bis dahin verwendeten VAM. Neben
dem Vorwissen wurden nun auch weitere Kovariaten – sog. Kontextfaktoren (contextu-
al factors) – auf Schülerebene sowie deren Aggregate auf Schulebene berücksichtigt.
Letztere umfassen zwei Variablen: (a) die durchschnittliche Testleistung der Schüler
einer Schule im vorangegangenen Key Stage Test (Mittelwert) und (b) die Variabilität
der Testleistungen der Schüler einer Schule im vorangegangenen Key Stage Test (Stan-
dardabweichung). Diese Modelle werden als Contextual Value-Added Modelle (CVA)
bezeichnet12 (Ray, 2006).
Die Besonderheit dieser Modelle besteht darin, dass diese zusätzlich zu individuel-
len Schülermerkmalen potenzielle Kontext- bzw. Kompositionseffekte berücksichtigen.
Was aber sind Kontexteffekte? Und was sind Kompositionseffekte? Da diese Begriffe
in unterschiedlichen Bereichen mit verschiedenen Bedeutungen konnotiert sind, sollen
im Folgenden die für die vorliegende Arbeit zentralen Perspektiven – Kontexteffekte in
CVA und in der Schulleistungsforschung sowie Kontexteffekte aus einer allgemeinen
methodischen Perspektive – differenziert werden:
(1) Kontexteffekte in CVA: Im Rahmen der englischen CVA findet keine Konkreti-
sierung dieser Begriffe statt. Hier sind mit Kontextfaktoren (contextual factors)
ganz allgemein Faktoren gemeint, die – zusätzlich zum individuellen Lernaus-
gangsniveau der Schüler und dem Effekt von Unterricht und Schule – Einfluss
auf die Leistung bzw. den Leistungszuwachs der Schüler haben. Sämtliche Vari-
ablen, die im Rahmen des PLASC erhoben werden, sowie deren Aggregate auf
Schulebene werden als Kontextfaktoren bezeichnet (vgl. H. Evans, 2008; Ray,
2006).
(2) Kontexteffekte in der Schuleffektivitätsforschung: In vielen Studien der Schulef-
fektivitätsforschung zeigt sich, dass neben den individuellen Merkmalen eines
11In den PLASC-Daten, die jährlich auf Schülerebene erhoben wurden, sind folgende Variablen enthal-
ten (vgl. Ray, 2006): Geschlecht, Anspruch auf kostenloses Schulessen (als Proxy-Maß für den SES),
Ethnizität, Muttersprache, Look-After-Kinder (d. h. Kinder, für die das Sorgerecht bei den Behörden
liegt; bspw. Heimkinder), Zeitpunkt des Schulzuganges, Postleitzahl der Eltern. Die Informationen
aus dem PLASC-Datensatz wurden mit den Testleistungsdaten der Schüler zusammengeführt und
bildeten gemeinsam die National Pupil Database (NPD). Im Schuljahr 2006/2007 wurde PLASC
durch den School Census ersetzt. Hierbei werden die gleichen Variablen erfasst, die Erhebung erfolgt
jedoch nicht jährlich, sondern dreimal im Schuljahr.
12Die bei Erstellung der School League Tables verwendeten CVA wurden in England im Jahr 2011
wieder abgeschafft (Department for Education, 2010).
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Schülers auch die Zusammensetzung der Schülerschaft – d. h. die Komposition –
einer Klasse oder auch einer Schule einen Einfluss auf die Schülerleistung hat.
Solche Effekte werden entsprechend alsKompositionseffekte bezeichnet (vgl. z. B.
Baumert et al., 2006; Hattie, 2002; Rumberger & Palardy, 2005; Van Ewijk &
Sleegers, 2010). Dabei deuten die bisherigen Forschungsbefunde darauf hin, dass
Kompositionseffekte auf Schulebene kleiner sind als entsprechende Klassenkom-
positionseffekte (Van Ewijk & Sleegers, 2010; vgl. auch Maaz et al., 2011 für
einen Überblick zum aktuellen Forschungsstand zu Kompositionseffekten). Man
spricht jedoch nur dann von einem Kompositionseffekt, wenn das auf Klassen-
oder Schulebene aggregierteMerkmal zusätzlich zu dem Individualmerkmal einen
Einfluss auf die Leistung hat (Harker & Tymms, 2004; Neumann et al., 2007).
Ein Beispiel soll dies verdeutlichen: Angenommen zwei Schüler mit den glei-
chen individuellen Lernvoraussetzungen besuchen zwei verschiedene Klassen
mit unterschiedlicher Komposition der Schülerschaft. Ein Kompositionseffekt
liegt dann vor, falls sich der Lernzuwachs dieser beiden Schüler – trotz vergleich-
barer Unterrichtsqualität – unterscheidet. Baumert et al. (2006) unterscheiden
fünf zentrale Dimensionen von Kompositionsmerkmalen: (a) die soziokulturel-
le Zusammensetzung, (b) die Konzentration sozialer Risikofaktoren durch be-
lastende Familienverhältnisse, (c) die ethnisch-kulturelle Zusammensetzung, (d)
das Fähigkeits- und Leistungsniveau der Schülerschaft und (e) die Konzentra-
tion lernbiographischer Belastungsfaktoren. Ein klassisches und vielfach empi-
risch belegtes Beispiel eines Kompositionseffektes hinsichtlich der vierten Di-
mension – dem Leistungsniveau der Schülerschaft – ist der sog. Big-Fish-Little-
Pond Effect (BFLPE, vgl. z. B. Marsh, 1984, 1987; Marsh et al., 2009): Beim
BFLPE ist der Effekt der individuellen Leistung der Schüler auf das akademi-
sche Selbstkonzept positiv, wohingegen der entsprechende Effekt der mittleren
Leistung (aggregiert auf Klassen- oder Schulebene) negativ ist. Von Kompo-
sitionseffekten abzugrenzen sind Institutionseffekte unterschiedlicher Schulfor-
men bzw. Schulsysteme. Diese beziehen sich auf „. . . institutionell vorgeform-
te Lehr-/Lernarrangements [. . . ], die ihre Verankerung in schulformspezifischen
Traditionen der Didaktik und Lehrerausbildung finden“ (Baumert et al., 2006,
S. 112–113).
Somit umfassen Kontexteffekte nach Baumert et al. (2006) Kompositions- und
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Institutionseffekte. Diese Begriﬄichkeit werde ich fortan auch im Rahmen dieser
Arbeit verwenden. Eine ähnliche Differenzierung führt Willms (2008; vgl. auch
Willms, 2010) ein, wobei dieser eine andere Begriﬄichkeit wählt: Willms (2008)
differenziert zwischen Composition Effects und Contextual Effects. Composition
Effects sind Auswirkungen der demographischen Zusammensetzung einer Klasse
oder Schule – wie bspw. der mittlere SES einer Klasse bzw. Schule oder die Varia-
bilität schulischer Leistung innerhalb einer Klasse bzw. Schule – auf die Leistung
einzelner Schüler. Composition Effects sind somit synonym mit Kompositionsef-
fekten. Im Gegensatz dazu bezeichnet der Begriff Contextual Effects solche Ef-
fekte, die aufgrund der spezifischen Lehr- und Lernumgebung einer Klasse bzw.
Schule zustande kommen. Damit sind z. B. Interaktionen zwischen Schülern, die
Beziehung zwischen Lehrer und Schülern, das Klassenklima und die Leistungs-
norm einer Schule gemeint. „Thus, it [contextual effects] comprises factors that
characterize or describe the learning environment — its physical features, its cul-
ture and teachers’ practices“ (Willms, 2010, S. 1010). Contextual Effects sind
somit vergleichbar mit Institutionseffekten.
(3) Kontexteffekte aus methodischer Perspektive: Zur Identifikation und Schätzung
von Kontexteffekten – wie bspw. Effekte der Komposition der Schüler einer Klas-
se oder Schule – werden sog. Contextual Models (CM) verwendet. Dies sind
spezielle Mehrebenenmodelle, die eine Variable sowohl auf Individualebene als
auch auf aggregierter Ebene (z. B. Klassen- oder Schulebene) als Prädiktoren
enthalten (Blalock, 1984; Raudenbush & Bryk, 2002; Snijders & Bosker, 1999).
Solche Modelle werden in der Literatur auch als Contextual Analysis Models
(z. B. Iversen, 1991) oder Compositional Models (z. B. Harker & Tymms, 2004)
bezeichnet. Die Anwendung dieser Modelle erstreckt sich über verschiedenste
Forschungsbereiche, u. a. in Medizin, Soziologie, Organisationspsychologie und
Schulleistungsforschung (Iversen, 1991). Wie nun aber werden Kontexteffekte
berechnet? Im Folgenden betrachten wir zu diesem Zweck eine exemplarische
Analyse hierarchisch-strukturierter Daten mit zwei Ebenen: Schüler (Ebene 1),
die verschiedenen Schulen (Ebene 2) angehören. Eine abhängige Variable Y , de-
ren Werte die Mathematikleistungen der Schüler sind, soll mittels einer Ebene-1-
Variable ZE1, dem SES auf Schülerebene, sowie deren Aggregat auf Schulebene
ZE2 vorhergesagt werden. Dabei sei ZE2 = Z¯• j, d. h. die Ebene-2-Variable ist
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der durchschnittlicher SES einer Schule j. Dann lautet die Modellgleichung auf
Schülerebene (Ebene-1-Modell) – entsprechend der Notation13 nach Raudenbush
und Bryk (2002) – wie folgt:
Yi j = β0 j + β1 j · (Zi j − Z¯••) + ri j , (4.1)
wobei Yi j die Mathematikleistung eines Schülers i in Schule j ist, die durch die
zentrierte SES-Variable ZE1 = Zi j − Z¯•• (grand-mean centering; Zentrierung um
den Gesamtmittelwert) vorhergesagt wird. Weiterhin sind β0 j das Interzept, β1 j
der Anstieg und ri j das Ebene-1-Residuum14. Die Modellgleichungen auf Ebene
2 eines Random-Intercept-Modells im Rahmen einer Kontextanalyse lauten dann
folgendermaßen:
β0 j = γ00 + γ01 · Z¯• j + u0 j , (4.2)
β1 j = γ10 , (4.3)
wobei γ die festen Effekte (fixed effects) und u0 j die zufälligen Effekte (ran-
dom effects) sind. Die Bezeichnung als random effects ist hier allerdings insofern
missverständlich, als u0 j die systematischen (und nicht zufälligen) Schulunter-
schiede hinsichtlich der Mathematikleistung gegeben der restlichen Prädiktoren
im Modell quantifiziert. Durch Einsetzen der Ebene-2-Modellgleichungen in das
Ebene-1-Modell erhält man schließlich das gemischte Modell (linear mixed effect
notation; vgl. McCulloch & Searle, 2001):
Yi j = γ00 + γ10 · (Zi j − Z¯••) + γ01 · Z¯• j + u0 j + ri j (4.4)
= E(Y | ZE1,ZE2) + u0 j + ri j .
Ist auch der Ebene-2-Prädiktor ZE2 zentriert, dann ist γ00 die erwartete Mathema-
tikleistung bei durchschnittlicher Ausprägung sowohl des individuellen als auch
des schulspezifischen SES. γ10 bzw. γ01 quantifizieren den jeweils partiellen Zu-
13In Anlehnung an die in der Literatur zu Mehrebenenmodellen allgemein übliche Notationsweise ver-
wende ich im Folgenden die Notation nach Raudenbush und Bryk (2002).
14Das Ebene-1-Residuum ri j entspricht dem Residuum der Regression E(Y | ZE1,ZE2,C) von Y auf
ZE1, ZE2 und C einer Fixed-Effects-Regression, wobei C ein Vektor mit Dummy-Variablen ist. Diese
Dummy-Variablen indizieren jeweils die Schulzugehörigkeit bzw. allgemein die Zugehörigkeit zu
einem Cluster (Ebene-2-Einheit).
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sammenhang zwischen Mathematikleistung und dem SES auf Ebene 1 (Schüler-
bene) respektive auf Ebene 2 (Schulebene): γ10 ist die Veränderung der erwarte-
ten Mathematikleistung bei durchschnittlicher Ausprägung der schulspezifischen
SES-Variable ZE2, wenn der Wert der zentrierten individuellen SES-Variable ZE1
um eine Einheit steigt. Dieser Parameter variiert nicht über die verschiedenen
Schulen (γ10 ist fixiert), d. h., es wird implizit die Annahme gemacht, dass der
Zusammenhang zwischen der Mathematikleistung und dem individuellen SES
der Schüler in allen Schulen identisch ist. γ01 hingegen ist die Veränderung der
erwarteten Mathematikleistung bei durchschnittlicher Ausprägung der individu-
ellen SES-Variable ZE1, wenn der Wert der auf Schulebene aggregierten SES-
Variable ZE2 um eine Einheit steigt. Dieser Parameter ist ein Schätzer für den
Kontexteffekt. Ein Kontexteffekt liegt dann vor, wenn E(Y |ZE1,ZE2) , E(Y |ZE1),
d. h., wenn gilt:
γ01 , 0 . (4.5)
Hat also der durchschnittliche SES einer Schule (ZE2) zusätzlich zum individuel-
len SES der Schüler (ZE1) einen Effekt auf die Mathematikleistung Y , so liegt ein
Kontexteffekt vor.
In Mehrebenenmodellen ist die Wahl der Lokation des Prädiktors, d. h. die Zen-
trierung, entscheidend für die Bedeutung und Interpretation der Regressionsko-
effizienten (vgl. z. B. Raudenbush & Bryk, 2002). Üblich sind (a) die bereits
erwähnte Zentrierung um den Gesamtmittelwert sowie (b) die Zentrierung um
den Gruppenmittelwert des Ebene-1-Prädiktors (group-mean centering). Auch
in Contextual Models (CM) ist es möglich und üblich, den Ebene-1-Prädiktor
um den Gruppenmittelwert zu zentrieren (Enders & Tofighi, 2007; Lüdtke et al.,
2008). Das resultierende Modell ist – im Falle des Random-Intercept-Modells –
mathematisch äquivalent zu dem in Gleichung 4.4 dargestellten Modell (Kreft, de
Leeuw &Aiken, 1995). Jedoch verändert sich in der Folge die Bedeutung der Re-
gressionskoeffizienten: Der Kontexteffekt ergibt sich dann indirekt als Differenz
zweier Modellparameter. Dies ist ausführlich im Anhang C dargestellt.
Hinsichtlich der kausalen Interpretierbarkeit der Parameter als (ursächliche) Kon-
texteffekte ist jedoch – ebenso wie bei den im Rahmen dieser Arbeit fokussierten
fairen Vergleichen – Vorsicht geboten: Kontexteffekte können nicht ohne weitere
Annahmen kausal interpretiert werden (vgl. Blalock, 1984; Marsh et al., 2009).
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In vielen Studien sind Kontextvariablen (d. h. Ebene-2-Prädiktoren) Aggregate
der Individualmerkmale, also bspw. gruppenspezifische Mittelwerte der manifes-
ten Variablen auf Ebene 1. Da dies im Falle unreliabler Messungen der Kon-
textvariablen zu sog. phantom compositional effects führen kann (z. B. Harker
& Tymms, 2004), werden im Rahmen weiterentwickelter Ansätze latente Kon-
textvariablen modelliert, um dem Messfehlerproblem zu begegnen (Lüdtke et al.,
2008; Marsh et al., 2009).
4.2.3 USA, England und Deutschland im Vergleich
Tabelle 4.4 gibt einen zusammenfassenden Überblick der verwendeten Adjustierungs-
modelle in den drei Ländern USA, England und Deutschland. In den Spalten 2 bzw. 3
sind die Modellbezeichnungen aus den USA respektive England aufgelistet. Die Ta-
belle weist zudem in Spalte 4 die Beziehung zu den in deutschen Vergleichsarbeiten
verwendeten Adjustierungsverfahren aus.
In der ersten Spalte sind die zentralen Modellcharakteristika bzw. die jeweils ver-
wendeten Kovariaten aufgelistet, wobei die Modelle von (1) bis (6) eine wachsende
Komplexität und auch zunehmende Fairness aufweisen. Zusätzlich sind die Modelle
verschiedenen Modelltypen zugeordnet, die auf der Klassifikation von Value-Added
Modellen nach Timmermans et al. (2011) basiert. Die Autoren unterscheiden in ih-
rer Klassifikation verschiedene Typen von VAM (Type 0, Type AA, Type A und Type
B), die jeweils zu unterschiedlichen Interpretationen der resultierenden Effektschätzun-
gen führen: Das Effektmaß aus VAM vom Type 0 ist demnach lediglich als Differenz
zwischen einer konkreten Schule und der durchschnittlichen Schule bezüglich der mitt-
leren Leistung der Schüler zu interpretieren. Dahingegen liefern VAM vom Type AA
ein Effektmaß, das als Differenz der durchschnittlichen Schülerleistung zwischen einer
konkreten Schule und der durchschnittlichen Schule bei gegebenem Vorwissensniveau
der Schüler zu verstehen ist. Die Differenzierung in Type A und Type B ist synonymmit
der Klassifikation nach Raudenbush und Willms (1995) in Type-A-Effekte und Type-
B-Effekte.
Type-A-Effekte vs. Type-B-Effekte. Raudenbush und Willms (1995) sowie Willms
und Raudenbush (1989) argumentieren, dass sich die Schulleistung eines Schülers (das
Outcome) als Funktion von vier Faktoren darstellen lässt: individuelle Schülermerk-
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Tabelle 4.4: Adjustierungsmodelle: USA, England und Deutschland im Vergleich
Modellcharakteristika/ Länder
Kovariaten
USA England Deutschland
(1) Keine Statusmodelle Ranglisten Strategie I
Adjustierung basierend auf
(Type 0)a Rohwerten
(2) Stratifizierung Stratifizierte — Strategie IIIb
basierend auf Ranglisten
SES-Maßen
(3) Schüler- und Adjustierte CAM Strategie IVa
Kompositions- Statusmodelle
merkmale;
ohne Vorwissen
(4) Vorwissen VAM VAM —
(Type AA)a
(5) Vorwissen; VAMc — Strategie IVb
Schülermerkmale
(Type A)a
(6) Vorwissen; VAMc CVAd —
Schüler- und
Kompositions-
merkmale
(Type B)a
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added Model,
CVA = Contextual Value-Added Model.
a Die Differenzierung in Type 0, Type AA, Type A und Type B basiert auf der Klassifika-
tion von Value-Added Modellen nach Timmermans, Doolaard und de Wolf (2011).
b Auch Strategie II ist vergleichbar mit dem Vorgehen bei stratifizierten Ranglisten, da es
sich gleichfalls um eine vereinfachte Form eines statistischen Matchings handelt. Ledig-
lich die Art der Kovariaten, hinsichtlich derer gematcht wird, unterscheidet sich, denn bei
Strategie II werden keine Maße des SES verwendet.
c In den USA wird keine weitere begriﬄiche Differenzierung hinsichtlich VAM, die zu-
sätzlich Kovariaten auf Schülerebene oder/und Kompositionsmerkmale auf Klassen- oder
Schulebene modellieren, vorgenommen. Gleichwohl werden auch diese Modelle ange-
wandt.
d Die bei Erstellung der School League Tables verwendeten CVA wurden in England im
Jahr 2011 wieder abgeschafft (Department for Education, 2010).
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male, Messfehler, Schulkontext und Schulpraxis. Der Begriff Schulpraxis ist hier sehr
weit gefasst und umfasst die administrative Leitung einer Schule, curriculare Inhalte,
Ressourcenverwendung und den Unterricht in den Klassen. Im Gegensatz dazu um-
fasst der Schulkontext Faktoren auf Schulebene, auf die die Schulleitung und Lehrer
keinen Einfluss haben – wie bspw. die soziale Komposition der Schülerschaft. Ba-
sierend auf diesem Verständnis des Zustandekommens schulischen Outputs, d. h. der
Leistung der Schüler, definieren die Autoren zwei Arten von Schuleffekte, die in einem
Educational-Accountability-System von Interesse sind: (a) den Type-A-Effekt und (b)
den Type-B-Effekt (vgl. auch Raudenbush, 2004). Beide Effekte sind definiert als Diffe-
renz zwischen der tatsächlichen Leistung der Schüler einer bestimmten Schule und der
erwarteten Leistung dieser Schüler, wären diese in einem anderen schulischen Setting.
Unterschiede hinsichtlich Interpretation der Schuleffekte ergeben sich durch die Wahl
der Referenz bzw. des Vergleichssettings:
In Modellen zur Schätzung von Type-A-Effekten werden individuelle Schülereigen-
schaften (z. B. individuelles Vorwissen, SES, Geschlecht) als Kovariaten berücksich-
tigt. Der Type-A-Effekt ist dann die Differenz zwischen der tatsächlichen Leistung der
Schüler einer bestimmten Schule und der erwarteten Leistung vergleichbarer Schüler
einer hinsichtlich des Schulkontextes und der Schulpraxis durchschnittlichen Schule.
Dieser Effekt ist v. a. für Eltern relevant, die im Rahmen freier Schulwahl eine Schule
für ihre Kinder wählen: Für diese Entscheidung ist nicht nur der Effekt der Schulpraxis
entscheidend, sondern vielmehr das Zusammenspiel von Schulpraxis und Schulkontext
auf die Effektivität einer Schule.
Im Gegensatz dazu werden in Modelle zur Schätzung von Type-B-Effekten zusätz-
lich zu den genannten individuellen Schülermerkmalen Kompositionsmerkmale der
Schule (z. B. durchschnittliches Vorwissen der Schüler einer Schule) als Kovariaten
aufgenommen. Somit wird auch der Schulkontext einer Schule bei der Adjustierung
berücksichtigt, mit dem Ziel, den Effekt der Schulpraxis zu separieren und zu quanti-
fizieren. Der Type-B-Effekt ist die Differenz zwischen der tatsächlichen Leistung der
Schüler einer bestimmten Schule und der erwarteten Leistung vergleichbarer Schüler
an einer Schule mit gleichem Schulkontext, die hinsichtlich der Schulpraxis durch-
schnittlich ist. Wollen also der Schulleiter und die Lehrer einer Schule eine Evaluation
der eigenen schulischen Arbeit vornehmen, ist der Type-B-Effekt relevant. So kann
bspw. der Type-A-Effekt einer Schule aufgrund einer vorteilhaften sozialen Kompo-
sition der Schülerschaft sehr positiv ausfallen, der Type-B-Effekt jedoch negativ sein.
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Das bedeutet, dass diese Schule schlechtere Ergebnisse hinsichtlich der durchschnittli-
chen Leistung ihrer Schülerschaft beim Vergleich mit Schulen vergleichbarer sozialer
Zusammensetzung zeigt. Ein solches Ergebnis kann wiederum Ausgangspunkt schuli-
scher Qualitätsentwicklungsmaßnahmen sein. Daher zielt man auch im Rahmen eines
Educational-Accountability-Systems auf die Schätzung des Type-B-Effekts.
Die Differenzierung in Type-A-Effekte und Type-B-Effekte ist in der Praxis der Schul-
leistungsforschung jedoch nicht derart trennscharf. So ist es an manchen Schulen durch-
aus möglich, dass die Schulleitung bzw. Lehrer gleichfalls einen Einfluss auf die sozia-
le Zusammensetzung ihrer Schülerschaft haben. Die Separierung von Faktoren, auf die
Schule und Unterricht Einfluss haben vs. Faktoren, die sich der Kontrolle der Schule
entziehen, ist demnach keine triviale Frage und kann nicht universell beantwortet wer-
den. Des Weiteren gilt auch hier: Um kausal interpretierbare Effektschätzungen von
Type-A-Effekten respektive Type-B-Effekten zu erhalten, müssen sämtliche relevante
Kovariaten sowie das korrekte statistische Modell gewählt werden. Nach (Raudenbush,
2004) lässt sich vor diesem Hintergrund lediglich die Schätzung des Type-A-Effekts
rechtfertigen. Im Gegensatz dazu sind Chancen zur Schätzung des kausalen Type-B-
Effekts „. . . dim at best“ (Raudenbush, 2004, S. 123).
Ein Zwischenfazit. Unabhängig von den Tücken kausaler Effektschätzung macht die
konzeptuelle Unterscheidung dieser beiden Arten von Effekten (Type-A-Effekte und
Type-B-Effekte) Folgendes deutlich: Ein zentrales Kriterium für die Wahl des geeigne-
ten Adjustierungsverfahrens ist das Ziel bzw. die übergeordnete Fragestellung, zu de-
ren Beantwortung Klassen- und/oder Schuleffekte geschätzt werden (vgl. auch Briggs,
2008): Type-A-Effekte beantworten die Frage der Schulwahl für Eltern. Hierfür sind
klassische VAM geeignet, die zur Adjustierung das Vorwissen der Schüler sowie indi-
viduelle Schülermerkmale berücksichtigen, auf die Schule keinen Einfluss hat. Für die
Evaluation schulischer Arbeit – also des Ertrags von Unterricht und/oder Schule – soll-
ten hingegen Type-B-Effekte betrachtet werden. Zu diesem Zweck werden – bspw. im
Rahmen von CVA – zusätzlich Kontexteffekte wie bspw. die leistungsmäßige Kompo-
sition einer Klasse und/oder Schule berücksichtigt. Dementsprechend kritisch merkten
Leckie und Goldstein (2009) im Kontext der englischen CVA an, dass „. . . the contex-
tual value-added estimates do include school compositional effects and are therefore
not appropriate for choice purposes. It is thus somewhat ironic that they have been
promoted by government as improving choice“ (Leckie & Goldstein, 2009, S. 838).
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4.3 Zusammenfassung
Landesweite Vergleichsarbeiten sind seit dem Jahr 2006 Teil der KMK-Gesamtstrategie
zum Bildungsmonitoring des deutschen Bildungssystems. Die Ergebnisse dieser stan-
dardisierten Testverfahren sollen – neben verschiedenen anderen Zielen – Aussagen
über Unterrichtseffekte ermöglichen und somit Ausgangspunkt für Unterrichtsentwick-
lung sein können. Dazu werden die Testergebnisse einer Klasse mit den Ergebnissen
anderer Klassen verglichen (soziale Bezugsnorm). Um faire(re) Vergleiche zu ermögli-
chen, müssen dabei auch außerschulische Einflussgrößen des Lernens, die ebenfalls die
Schülerleistung beeinflussen (Kovariaten), in der Analyse der Testergebnisse berück-
sichtigt werden. Obwohl bezüglich der Ziele mittlerweile ein weitestgehend einheitli-
cher Rahmen vorliegt, zeigt sich bei näherer Betrachtung der Vergleichsarbeiten über
die einzelnen Bundesländer hinweg ein sehr heterogenes Bild. Unterschiede bestehen
nicht nur in Bezug auf die Bezeichnung der Vergleichsarbeiten, sondern auch im Hin-
blick auf die Testdurchführung sowie insbesondere hinsichtlich der Datenanalyse und
Rückmeldung der Ergebnisse.
Der Fokus dieser Arbeit liegt auf der statistischen Datenanalyse, d. h. der Analyse der
Testergebnisse als zentrale Schnittstelle zwischen der Messung (Erfassung von Schüler-
leistungen und außerschulischen Einflussgrößen des Lernens) und der Ergebnisrezep-
tion. Insbesondere für die Analysestrategien im Rahmen der Vergleichsarbeiten zeigt
sich über die Bundesländer kein einheitliches Bild, wobei sich im Wesentlichen vier
verschiedene Vorgehensweisen differenzieren lassen. So werden teilweise noch unad-
justierte Vergleichswerte zurückgemeldet. Werden Adjustierungen durchgeführt, dann
beziehen sich diese auf die Berechnung des Vergleichswertes. Die Differenz des beob-
achteten Klassenmittelwertes vom jeweils berechneten adjustierten Vergleichswert soll
dann als Maß der Effektivität des Unterrichts interpretiert werden können. Aus metho-
discher Sicht ist dabei der Fairness-Aspekt zentral: Nur wenn alle relevanten Kovariaten
in der Analyse adäquat, d. h. mit Hilfe des richtigen statistischen Modells, berücksich-
tigt werden, können die berechneten Differenzwerte als ursächliche Effekte des Unter-
richts interpretiert werden. In der Praxis empirischer Bildungsforschung spielen jedoch
stets auch Praktikabilitätsaspekte wie Testökonomie oder Modellkomplexität eine nicht
zu vernachlässigende Rolle. So können bspw. aus testökonomischen Gründen nicht alle
relevanten Kovariaten erfasst werden. Auch das verwendete statistische Modell muss
einem Sparsamkeitskriterium genügen, nicht zuletzt um die Transparenz und Kommu-
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nizierbarkeit der berechneten Effektmaße zu gewährleisten.
Ein Vergleich mit anderen Educational-Accountability-Systemen macht zudem deut-
lich, dass sich die Adjustierungsstrategien im Rahmen deutscher Vergleichsarbeiten den
Vorgehensweisen in den beiden Ländern USA und England zuordnen lassen. Im Gegen-
satz zu Deutschland ist die Evaluation der Testergebnisse insbesondere in den USA mit
stärkeren Konsequenzen, wie bspw. Sanktionen für Schulen oder Lehrer, verknüpft.
Dies wird auch als High-Stakes Assessment System bezeichnet. Die Vorgehensweise
in Rahmen deutscher Vergleichsarbeiten lassen sich hingegen einem sog. Low-Stakes
Assessment System zuordnen, denn öffentliche Rankings von Schulen und Lehrern so-
wie zentrale Sanktionierungen existieren – erfreulicherweise – nicht. Der Vergleich
macht jedoch in erster Linie auf potenzielle Erweiterungsmöglichkeiten hinsichtlich
der Adjustierung von Testergebnissen aufmerksam. Diese sind Ausgangspunkt für die
im folgenden Kapitel darzustellenden Fragestellungen sowie Hypothesen.
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❚he question of the question is always
the biggest question.
Thomas D. Cook (2010)
5 Fragestellungen
Im nachfolgenden Kapitel werden die zentralen Befunde des theoretischen Teils dieser
Arbeit zusammengefasst. Die Problematik fairer(er) Vergleiche im Kontext von Ver-
gleichsarbeiten wird sodann anhand zweier zentraler Facetten präzisiert (Abschnitt 5.2).
Des Weiteren werden drei methodische Zugänge differenziert, mittels derer die im Rah-
men dieser Arbeit betrachteten Teilfragen fairer(er) Vergleiche analysiert werden kön-
nen (Abschnitt 5.3). Diese drei methodischen Zugänge werden zudem mittels aktueller
Forschungsbefunde illustriert. Darauf aufbauend werden die zentralen Forschungsfra-
gen dieser Arbeit dargestellt (Abschnitt 5.4). Vor dem Hintergrund dieser Fragestel-
lungen wird der methodische Zugang im Rahmen der vorliegenden Arbeit festgelegt.
Abschließend werden die Hypothesen spezifiziert, die im empirischen Teil dieser Arbeit
einer Überprüfung an Beobachtungsdaten unterzogen werden.
5.1 Faire Vergleiche als kausale Unterrichtseffekte
In den vorangegangenen Kapiteln wurde die Heterogenität von Vergleichsarbeiten so-
wohl bezüglich der Zielstellungen (vgl. Kapitel 2) als auch der Durchführungspraxis
(v. a. hinsichtlich der Datenanalyse und Rückmeldung von Ergebnissen aus Vergleichs-
arbeiten; vgl. Kapitel 4) herausgearbeitet. Im Rahmen der vorliegenden Arbeit fokus-
siere ich insbesondere das Ziel, mittels Vergleichsarbeiten zu fairen, d. h. kausal in-
terpretierbaren Vergleichen zu gelangen: Ein zentrales Ziel von Vergleichsarbeiten ist
– explizit oder implizit – die Quantifizierung von Unterrichtseffekten auf die Schüler-
leistung.
Ausgehend von dieser Zielstellung, kausale Unterrichtseffekte mittels Ergebnissen
aus Vergleichsarbeiten zu quantifizieren, stellt sich die Frage, wie man zu fairen Ver-
gleichen kommen kann. In Kapitel 3 habe ich daher die zentralen Konzepte und An-
nahmen der allgemeinen stochastischen Theorie kausaler Effekte (Steyer et al., 2011)
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eingeführt. Weiterhin habe ich herausgearbeitet, dass im Kontext von Vergleichsarbei-
ten insbesondere der ACE on the treated von Interesse ist (vgl. Abschnitt 3.3.2). Analy-
tisch, d. h. mathematisch, wurde gezeigt, dass der ACE on the treated unter Gültigkeit
bestimmter Annahmen durch empirisch schätzbare Größen identifiziert werden kann
(vgl. Kapitel 3). Dieser Befund bezieht sich auf die kausale Inferenz, d. h. die Inferenz
von Populationsparametern auf kausale Effekte (vgl. Abschnitt 3.1 und Abbildung 3.1).
Darüber hinaus wurde gezeigt, dass sich das tatsächlich praktizierte Vorgehen zur Be-
rechnung fairer Vergleiche aus kausaltheoretischer Perspektive rechtfertigen bzw. dedu-
zieren lässt, jedoch mit einer Reihe sehr starker Annahmen verknüpft ist (vgl. Kapitel 3
und Fiege, 2007): Wie in Kapitel 3 (Abschnitt 3.5) ausführlich dargestellt ist der in Ver-
gleichsarbeiten jeweils berechnete adjustierte Referenzwert E
[
E(Y |Z) |X=x ] zunächst
lediglich der für eine Klasse bzw. Schule zu erwartende Wert adjustiert für die konkre-
ten Variablen Z im Adjustierungsmodell. Werden in einem nächsten Schritt zusätzliche
Variablen Z+ im Adjustierungsmodell berücksichtigt, so kann sich ein anderer Refe-
renzwert ergeben. Der nun resultierende Vergleichswert E
[
E(Y | Z, Z+) | X=x ] ist der
für eine Klasse bzw. Schule zu erwartende Wert adjustiert für Z und Z+. Dieser kann
sich somit von dem zuerst berechneten adjustierten Vergleichswert E
[
E(Y | Z) | X=x ]
unterscheiden. Zudem werden sich beide Werte von dem kausalen Vergleichs- bzw.
Referenzwert unterscheiden, sofern nicht die Annahme der bedingten Unverfälschtheit
erfüllt ist und Gleichung 3.31 in Kapitel 3 gilt.
Die Plausibilität dieser Annahmen in konkreten empirischen Anwendungen – hier
also im Kontext von Schulleistungsuntersuchungen bzw. Vergleichsarbeiten – ist frag-
lich. Dies wird gleichfalls in der Literatur kritisch diskutiert (z. B. Briggs, 2008; Rau-
denbush, 2004; Rubin, Stuart & Zanutto, 2004). Zudem lassen sich im Rahmen des in
Kapitel 3 gewählten analytischen Zuganges, bei dem ein Vergleich der theoretischen
mit den empirisch schätzbaren Größen betrachtet wird, keine Aussagen über die Rich-
tigkeit bzw. Angemessenheit dieser Annahmen ableiten. Des Weiteren lassen sich diese
Annahmen in konkreten empirischen Anwendungen – also gleichfalls in den im Rah-
men dieser Arbeit betrachteten Schulleistungsuntersuchungen (bzw. allgemein in Beob-
achtungsstudien) – weder herstellen noch verifizieren, sondern allenfalls falsifizieren.
Lediglich (theoretische) Plausibilitätsüberlegungen auf Basis der konkreten Gegeben-
heiten im Anwendungsfall sind möglich.
Aus diesen Gründen können die berechneten adjustierten Effektmaße stets nur eine
Annäherung an Unterrichtseffekte – und in diesem Sinne lediglich fairere Vergleiche –
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darstellen. Die berechneten Maße können nicht als ursächliche – also kausale – Effekte
des Unterrichts verstanden werden, sondern sollten als deskriptive Maße interpretiert
werden (vgl. Briggs, 2008; Rubin et al., 2004).
In der Zusammenschau der Argumente, die für bzw. gegen die Plausibilität dieser
Annahmen bei Vergleichsarbeiten sprechen, komme ich zu dem Schluss, dass die Schät-
zung kausaler Unterrichtseffekte in diesem Bereich theoretisch möglich ist. Aus prak-
tischer Sicht ist dies jedoch unrealistisch: Allein die erschöpfende Erfassung aller re-
levanter Kovariaten unterliegt im Kontext von Vergleichsarbeiten deutlichen Grenzen,
u. a. hinsichtlich der begrenzten kognitiven, zeitlichen und finanziellen Ressourcen der
Schüler, Lehrer bzw. des jeweiligen landesspezifischen Bildungssystems sowie daten-
schutzrechtlicher Limitationen. Mittels der praktizierten Adjustierungen lässt sich bes-
tenfalls eine Näherung an die intendierten kausalen Effekte – und damit lediglich fairere
Vergleiche – erreichen. High-Stakes Assessment mit faireren Vergleichen als alleinigem
Gütekriterium ist vor diesem Hintergrund m. E. nicht haltbar. Es ist daher als positiv
zu beurteilen, dass die Ergebnisse aus Vergleichsarbeiten nicht für die Sanktionierung
von Lehrkräften (bspw. Gehaltskürzungen) oder Schulen (bspw. Schulschließungen)
verwendet werden.
Trotz der erwähnten Einschränkungen bergen solche adjustierten, faireren Vergleichs-
werte ein großes Potenzial, um als Informationsbasis für die beteiligten Lehrkräfte
zu fungieren. Die so berechneten Vergleichswerte können Ausgangspunkt kollegialer
Diskussionen sein sowie Impulse für Unterrichtsentwicklungsmaßnahmen geben. Eine
zentrale Voraussetzung dafür ist, dass die Möglichkeiten, aber auch die Grenzen der
Interpretation transparent dargestellt werden (vgl. Maier, 2008).
5.2 Zwei zentrale Facetten fairer(er) Vergleiche
Wie kann die Kausalitätstheorie bei der Entwicklung und Bewertung einer geeigneten
Adjustierungsstrategie dennoch weiterhin nützlich sein? Betrachtet man die Problema-
tik fairer Vergleiche vor dem Hintergrund einer allgemeinen Theorie kausaler Effekte,
so lässt sich diese Fragestellung durch die folgenden zwei Teilfragen präzisieren:
(1) Welche Kovariaten müssen im statistischen Modell zur Schätzung von Unter-
richtseffekten berücksichtigt werden? (Kovariatenselektion)
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(2) Welches ist das richtige statistische Modell zur Schätzung von Unterrichtseffek-
ten? (Modellselektion)
Die Missspezifikation eines Modells kann demnach im Wesentlichen zwei Ursachen
haben: (a) Wichtige Variablen wurden nicht in das Modell aufgenommen (omitted va-
riables) oder (b) die modellierte entspricht nicht der wahren funktionalen Form der
Abhängigkeit zwischen den im Modell enthaltenen Zufallsvariablen. Wichtig ist, dass
diese beiden Fragen nicht unabhängig voneinander beantwortet werden können, son-
dern stets gemeinsam betrachtet werden müssen. So ist in einer konkreten empirischen
Anwendung die Wahl eines adäquaten statistischen Modells stets abhängig von den sto-
chastischen Abhängigkeiten bzw. den gemeinsamen Verteilungen der darin enthaltenen
Zufallsvariablen. Darüber hinaus entscheidet die Variablenselektion gleichfalls darüber,
welches statistische Modell verwendet werden kann. So ist bspw. die Variable Vor-
wissen (bzw. Prätest) definitorischer Bestandteil eines Value-Added Modells (VAM).
Zum Zwecke der Präzisierung der Fragestellung dieser Arbeit und der Erarbeitung ei-
nes konkreten methodischen Zuganges ist die Differenzierung in die beiden Facetten
bzw. Teilfragen Kovariaten- und Modellselektion jedoch von zentraler Bedeutung.
5.3 Aggregation bisheriger Befunde aus der
Perspektive verschiedener methodischer
Zugänge
Betrachtet man die verschiedenen Strategien der Datenanalyse und Rückmeldung von
Ergebnissen aus Vergleichsarbeiten (vgl. Kapitel 4), so fällt die Heterogenität der Ad-
justierungsverfahren bezüglich der beiden Facetten – sowohl der Kovariaten- als auch
der Modellselektion – auf. Auch in der amerikanischen und europäischen Literatur zu
Schulleistungsstudien gibt es bisher keinen allgemeinen Konsens über die Wahl der Va-
riablen und des statistischen Modells (vgl. z. B. Braun & Wainer, 2007). Hinsichtlich
der Adjustierungsverfahren im Kontext deutscher Vergleichsarbeiten ist die Befundlage
sogar äußerst spärlich: Die verschiedenen Adjustierungsverfahren bzw. -modelle waren
bisher kaum Gegenstand derartig vergleichender Analysen. Jedoch finden sich in der
Literatur zu statistischen Modellen im Kontext der Schulleistungsforschung (insbeson-
dere in der Literatur zu Value-Added Modellen) verschiedene methodische Zugänge,
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mittels derer man diese beiden Fragen zu beantworten sucht. Diese methodischen Zu-
gänge lassen zum Teil unterschiedliche Implikationen zu. Im Einzelnen lassen sich die
folgenden Ansätze bzw. methodischen Zugänge unterscheiden (vgl. z. B. McCaffrey
et al., 2003; Braun & Wainer, 2007): (a) der analytische Zugang, (b) der simulations-
basierte Zugang und (c) der empirische Zugang. Zentral ist der ergänzende Charakter
dieser drei methodischen Zugänge: Zwar lassen sich bestimmte Fragestellungen – wie
bspw. die Äquivalenz zweier statistischer Modelle – aus allen drei Perspektiven analy-
sieren. Wiederum andere Fragestellungen – wie bspw. das Ausmaß des Einflusses von
zusätzlichen Variablen im Modell auf die konkreten Effektschätzungen – lassen sich
ausschließlich mittels des empirischen Zuganges beantworten1.
Die drei methodischen Zugänge – analytisch, simulationsbasiert und empirisch –
werden nachfolgend beschrieben sowie hinsichtlich der Möglichkeiten und Grenzen
ihrer Aussagekraft bzw. der Generalisierbarkeit ihrer Ergebnisse kritisch diskutiert. Vor
dem Hintergrund des jeweiligen methodischen Zuganges werden Beispiele von Schul-
leistungsstudien mit Befunden zu den beiden Teilfragen – Kovariaten- und Modellse-
lektion – berichtet. Tabelle 5.1 zeigt eine Übersicht der dafür ausgewählten Studien und
ordnet diese hinsichtlich Forschungsfrage und methodischem Zugang. An dieser Stelle
sei darauf hingewiesen, dass die Übersicht keinesfalls erschöpfend ist, sondern lediglich
exemplarisch ausgewählte Befunde aufgreift, wobei der Fokus auf Untersuchungen zu
Value-Added Modellen liegt. Auf der Basis dieser Befunde werden schließlich in Ab-
schnitt 5.4 die zentralen Forschungsfragen sowie die Wahl des empirischen Zuganges
im Rahmen dieser Arbeit herausgearbeitet.
5.3.1 Der analytische Zugang
Die analytische Herangehensweise zeichnet sich dadurch aus, dass mittels mathema-
tischer Operationen und Gesetzmäßigkeiten (z. B. Rechenregeln für Erwartungswerte
etc.), d. h. mittels mathematischer Beweise, die Berechnung eines statistischen Para-
meters – bspw. des Standardfehlers eines statistischen Kennwertes – formal-logisch
hergeleitet wird. Auch die Äquivalenz verschiedener statistischer Parameter oder von
statistischen Modellen lässt sich auf diese Weise zeigen.
1Eine derartige Fragestellung lässt sich gleichfalls mittels des simulationsbasierten oder auch analy-
tischen Zuganges betrachten. Jedoch sind hier Annahmen bspw. über die Verteilungen von Zufalls-
variablen nötig, die wiederum in der Regel aus empirischen Beobachtungen bzw. Studien resultieren.
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Tabelle 5.1: Wissenschaftliche Studien zu den beiden Facetten fairer(er) Vergleiche vor
dem Hintergrund verschiedener methodischer Zugänge
Methodischer Zugang Facetten fairer(er) Vergleiche
Kovariatenselektion Modellselektion
(1) analytisch McCaffrey et al. (2004) McCaffrey et al. (2004)
Fiege (2007)
(2) simulationsbasiert McCaffrey et al. (2004) McCaffrey et al. (2004)
(3) empirisch Ballou et al. (2004) Tekwe et al. (2004)
Tekwe et al. (2004)
Hedges & Hedberg (2007)
Leckie & Goldstein(2009)
Benton et al. (2003)
Timmermans et al. (2011)
Briggs & Domingue (2011)
Anmerkungen.Aufgeführt sind Beispiele für Studien, in denen die Kovariaten- oder Mo-
dellselektion im Kontext von Schulleistungsuntersuchungen untersucht wurde. Mehr-
fachnennungen indizieren, dass entweder beide Teilfragen fairer Vergleiche betrachtet
oder/und verschiedene methodische Zugänge gewählt wurden.
So wählen McCaffrey et al. (2004) den analytischen Zugang, um die Äquivalenz
verschiedener Value-Added Modelle zu untersuchen. Die Autoren schlagen in ihrem
Artikel ein allgemeines Value-Added Modell vor: das sog. variable persistence model.
Sie zeigen analytisch, dass die bis dahin am häufigsten verwendeten Value-Added Mo-
delle Spezialfälle dieses Modells darstellen. Die Autoren zeigen jedoch weiterhin, dass
dies nicht automatisch die Überlegenheit des allgemeinen Modells impliziert. Entschei-
dend ist die gemeinsame Verteilung der relevanten Kovariaten. Zudem bestätigen sie
diesen Befund mit Ergebnissen einer zusätzlichen Simulationsstudie. Braun und Wai-
ner (2007) resümieren das Fazit dieser Untersuchung folgendermaßen: „The overall
conclusion is that no one model dominates the others under all plausible circumstan-
ces. The optimal strategy depends on how the covariates are distributed across classes,
schools and groups of schools“ (S. 884).
Bezogen auf Adjustierungsverfahren im Kontext von Vergleichsarbeiten ist die Be-
fundlage aus Studien mit analytischem Zugang übersichtlich: Fiege (2007) zeigt, dass
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das in der nationalen Erweiterung von PISA 2000 (PISA-E 2000) verwendete Adjus-
tierungsverfahren ein Spezialfall des Adjustierungsverfahrens im Projekt Kompetenz-
test.de ist: Bei der Adjustierung im Projekt Kompetenztest.de werden keine Annahmen
über die funktionale Form der Abhängigkeit der Testwertvariablen (d. h. der Outcome-
Variablen Y) von dem Kovariatenvektor Z gemacht, die sich in empirischen Anwen-
dungen als falsch erweisen können. Dahingegen wurde im Rahmen von PISA-E 2000
ein restriktiveres Modell gewählt. Hierbei wurde ein linearer Zusammenhang zwischen
der Outcome-Variablen Y und dem Kovariatenvektor Z modelliert, wobei potenzielle
Interaktionen zwischen den Kovariaten nicht berücksichtigt wurden. Dem Vorteil eines
sparsameren Modells (Parsimonitätsprinzip), steht der Nachteil gegenüber, einen wah-
ren nonlinearen Zusammenhang nicht abbilden zu können und somit potenziell falsche
Parameterschätzungen zu erhalten. Über die Plausibilität der Linearitätsannahme lässt
sich jedoch im Rahmen des analytischen Zuganges keine Aussage treffen.
Beide Studien – sowohl von McCaffrey et al. (2004) als auch von Fiege (2007) –
machen gleichfalls auch die Grenze der analytischen Methode deutlich: So kann man
analytisch zwar zeigen, dass zwei Modelle nicht äquivalent sind. Ohne Kenntnis der
wahren Zusammenhänge bzw. Abhängigkeiten der im Modell enthaltenen Variablen
lassen sich die Auswirkungen auf die Parameterschätzung jedoch nicht quantifizieren.
Wie McCaffrey et al. (2004) zeigen, können in diesem Fall Simulationsstudien zusätz-
liche Informationen und Erkenntnisse liefern.
5.3.2 Der simulationsbasierte Zugang
In der Statistik lassen sich im Wesentlichen zwei Anwendungsvarianten von Simula-
tionsstudien unterscheiden (vgl. z. B. Mooney, 1997; Rubinstein, 1981): Einerseits wer-
den diese zur Erzeugung der Kennwerteverteilung einer Teststatistik angewendet, um
den Standardfehler eines statistischen Parameters empirisch zu bestimmen. Ein simula-
tionsbasierter Zugang ermöglicht andererseits eine Abschätzung des Fehlers (bzw. des
sog. Bias), den man macht, wenn man trotz Verletzungen von Annahmen ein konkretes
statistisches Verfahren anwendet. Die zentrale Frage, die dann mittels des simulations-
basierten Zuganges betrachtet wird, lautet: Wie robust ist das angewendete statistische
Verfahren gegenüber Verletzungen der Voraussetzungen bzw. Annahmen? Als Beispiel
einer Studie, die mittels Simulationen die Fragen der Kovariaten- und Modellselekti-
on untersucht, wurde bereits in Abschnitt 5.3.1 die Untersuchung von McCaffrey et al.
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(2004) angeführt.
Der Vorteil dieses Ansatzes besteht darin, dass man die wahren Zusammenhänge
und stochastischen Abhängigkeiten der Variablen kennt, denn man legt diese zu Beginn
einer Simulationsstudie fest. Folglich hat man eine fixe Referenz – wie z. B. den zu-
vor festgelegten wahren kausalen Effekt –, die zur Quantifizierung des Fehlers (Bias)
dient. Durch die systematische Variation der wahren Parameter (Populationskennwer-
te) – dem Design einer Simulationsstudie – lassen sich schließlich Aussagen über die
Robustheit eines statistischen Verfahrens ableiten. Damit lassen sich im Rahmen von
Simulationsstudien auch Aussagen über die Schätzung kausaler Effekte ableiten, da ei-
ne kausale Referenz bzw. Benchmark vorhanden ist, indem zu Beginn der Studie der
wahre kausale Effekt festgelegt wird.
Dem Vorteil dieses Verfahrens steht der Nachteil gegenüber, dass die Festlegung der
Populationsparameter in einer Simulationsstudie stets mit Hypothesen über die wah-
ren Zusammenhänge in einer konkreten empirischen Anwendung einhergeht. Dies ist
insbesondere im Kontext von Vergleichsarbeiten – bzw. bei Schulleistungsstudien im
Allgemeinen – eine schwierige Aufgabe, da im schulischen Kontext eine Vielzahl von
Variablen eine Rolle spielen. So unterscheiden sich bspw. die Bundesländer nicht nur
hinsichtlich der schulischen Bedingungen (Gliederung des Schulsystems in verschie-
dene Schulformen, Übergangsregelungen in die Sekundarstufe etc.), sondern auch in
Bezug auf die Zusammensetzung der Schülerschaft substanziell voneinander. Ein hy-
pothetisches Beispiel soll dies verdeutlichen: In einer Simulationsstudie soll untersucht
werden, welchen Einfluss die Kovariate Sozioökonomischer Status (SES) auf die leh-
rerspezifischen Effektschätzungen eines Value-Added Modells hat. Abhängige Varia-
ble sei die Mathematikleistung der Schüler. Dabei wird die Stärke des Zusammen-
hangs zwischen SES und Mathematikleistung der Schüler sowie zwischen SES und
Treatment-Zuweisung systematisch variiert. Treatment-Zuweisung bedeutet hier die
Zuweisung eines Schülers mit einem bestimmten SES-Wert zu einem spezifischen Leh-
rer. Außerdem werden die lehrerspezifischen Effekte festgelegt, die dann zum Vergleich
mit den aus den simulierten Daten geschätzten Effekten verglichen werden (Benchmar-
king). Die Simulationsstudie ermöglicht Aufschluss darüber, welche Konsequenzen die
Nichtberücksichtigung der angenommenen Zusammenhänge zwischen SES und den
weiteren Variablen im Modell für die Parameterschätzungen haben. Da jedoch in je-
dem Bundesland die empirische Verteilung des Merkmals SES sehr unterschiedlich ist,
lassen sich diese Aussagen nicht generalisieren. Zudem unterscheidet sich die Vertei-
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lung des SES nicht nur zwischen den Bundesländern, sondern zusätzlich innerhalb eines
Bundeslandes zwischen den einzelnen Schulen und Klassen (vgl. z. B. Bonsen et al.,
2010). Auch könnten weitere Abhängigkeiten, die in der Simulation nicht berücksich-
tigt wurden (bspw. der Zusammenhang zwischen SES und Schulform), die Ergebnisse
konfundieren.Welche Auswirkungen die Nichtberücksichtigung der Variable SES in ei-
ner konkreten empirischen Anwendung hat, kann nur dann beantwortet werden, wenn
die wahren Zusammenhänge im Rahmen der Simulation adäquat abgebildet werden
können.
Simulationsstudien sind also vor allem dann sinnvoll, wenn man belastbare Annah-
men bzw. Hypothesen über plausible Verteilungs- und Zusammenhangsstrukturen der
Zufallsvariablen besitzt. Diese lassen sich im Rahmen empirischer Studien gewinnen.
5.3.3 Der empirische Zugang
Im Gegensatz zum analytischen und simulationsbasierten Ansatz kennt man im Rah-
men empirischer Studien die wahren Parameter (Populationskennwerte) nicht. Jedoch
lassen sich diese unter bestimmten allgemeinen Annahmen über die Beobachtungen in
einer konkreten Stichprobe schätzen2. Wichtig ist an dieser Stelle die Anmerkung, dass
sich im Rahmen empirischer Studien lediglich Hypothesen bspw. über die Verteilung
einer Zufallsvariablen ableiten lassen. Diese Hypothesen lassen sich jedoch nicht ve-
rifizieren, sondern allenfalls falsifizieren (Falsifikationismus; vgl. Popper, 1934/2005).
Diese wissenschaftstheoretische Anmerkung mag zunächst überflüssig erscheinen, da
diese spätestens seit Popper (1934/2005) zum Common Ground des empirisch-wissen-
schaftlichen Denkens und Handelns gehört. Ich betone diesen formal-logischen Gedan-
ken an dieser Stelle vor allem deshalb, da er entscheidend ist für die Möglichkeiten und
Grenzen des Erkenntnisgewinns, d. h. der Interpretation und Generalisierbarkeit von
Ergebnissen der vorliegenden Arbeit sowie weiterer Arbeiten zu diesem Thema.
Kausale Benchmark
Hinsichtlich der kausalen Benchmark, die sowohl im Rahmen des analytischen als auch
des simulationsbasierten Zuganges per definitionem gegeben ist, muss beim empiri-
schen Zugang nach dem Design der Studie differenziert werden: Während randomi-
2Von zentraler Bedeutung ist hier die i.i.d.-Annahme, d. h. die Annahme unabhängig und identisch
verteilter (independent and identically distributed; i.i.d.) Beobachtungen.
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sierte Experimente die kausale Interpretation der geschätzten Effekte ermöglichen3, ist
dies in quasi-experimentellen Designs und Beobachtungsstudien – wie den im Rah-
men dieser Arbeit betrachteten Vergleichsarbeiten – nur unter Gültigkeit bestimmter
Annahmen möglich (vgl. Kapitel 3, Abschnitt 3.4.1). Jedoch gibt es versuchsplaneri-
sche Möglichkeiten, die kausale Interpretation im Rahmen quasi-experimentellen De-
signs zu gewährleisten: Mittels eines speziellen Designs, den sog. within-study com-
parisons (z. B. LaLonde, 1986; Shadish, Clark & Steiner, 2008), ist es möglich, eine
kausale Benchmark zu etablieren. Zur Illustration dieses Designs dient nachfolgend die
Studie von Steiner et al. (2010), deren Ergebnisse gleichfalls auf die Bedeutung der
Kovariaten- und Modellselektion hinweisen. Steiner et al. (2010) reanalysierten Da-
ten, die mittels eines within-study designs erhoben worden waren. Dabei wurden die
Probanden zunächst zufällig einer von zwei Gruppen zugeteilt. Die Probanden der ers-
ten Gruppe nahmen anschließend an einem randomisierten Experiment teil, d. h., sie
wurden wiederum zufällig einer von zwei Treatment-Bedingungen zugewiesen. Ran-
domisierte Experimente werden häufig als Goldstandard im Rahmen der Schätzung
kausaler Treatment-Effekte bezeichnet (vgl. Rubin, 2008a), da eine gelungene Rando-
misierung die Unverfälschtheit der Prima-Facie-Effekte impliziert (vgl. Kapitel 3, Ab-
schnitt 3.4.1). Die Probanden der zweiten Gruppe hingegen konnten sich selbst einer
der beiden Treatment-Gruppen4 zuordnen, wobei hier von den üblichen Selbstselekti-
onseffekten im Rahmen quasi-experimenteller Designs und Beobachtungsstudien aus-
gegangen werden muss. Die Treatment-Effekte wurden anschließend anhand der Da-
ten aus dem quasi-experimentellen Design mittels verschiedener Adjustierungsmodel-
le (Modell 1: Propensity-Score Stratifizierung; Modell 2: Propensity-Score ANCOVA;
Modell 3: Propensity-Score Gewichtung; Modell 4: ANCOVA) und mittels verschie-
dener Kovariatensets (u. a. demographische Variablen und Prätest-Maße) geschätzt.
Die Ergebnisse der verschiedenen Adjustierungsmodelle wurden dann mit dem Ergeb-
nis des randomisierten Experiments, das als kausale Benchmark herangezogen wer-
den kann, verglichen. Neben der zentralen Bedeutsamkeit des Vorwissens als Kovariate
3Einschränkend sei hier angemerkt, dass randomisierte Experimente nur dann die kausale Interpretation
der Effektschätzungen ermöglichen, falls die Randomisierung gelungen ist. In diesem Fall spricht
man auch von einer sog. happy randomization. Führt man also eine Randomisierung durch, so bedarf
es anschließend stets auch der Prüfung, ob diese gelungen ist.
4Wichtig ist, dass es sich im Rahmen von within-study comparisons sowohl im randomisierten Experi-
ment als auch in der Beobachtungsstudie jeweils um identische Treatment-Bedingungen handelt. In
dieser Untersuchung handelte es sich bei den beiden Treatment-Bedingungen um ein Mathematik-
und ein Vokabel-Training. Die Daten stammen aus einer früheren Studie von Shadish et al. (2008).
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zeigt die Studie weiterhin, dass die Kovariatenselektion bedeutsamer ist als die Mo-
dellselektion. Einschränkend muss hier angemerkt werden, dass sich die Studie von
Steiner et al. (2010) auf einen speziellen Treatment-Effekt bezieht: Es wurde der Effekt
eines Mathematik-Trainings im Vergleich zu einem Vokabel-Training (und vice ver-
sa) untersucht. Zudem lag der Fokus des Interesses auf dem ACE und nicht auf dem
ACE on the treated. Die Ergebnisse dieser Studie lassen sich somit nur eingeschränkt
auf den im Rahmen dieser Arbeit betrachteten Schulleistungskontext und die Analyse
von Unterrichtseffekten generalisieren.
Der Vorteil dieser versuchsplanerischen Technik liegt auf der Hand: Within-study
designs bieten die einzigartige Möglichkeit zur Quantifizierung der Abweichung vom
kausalen Effekt (d. h. des Bias) im Rahmen empirischer Beobachtungsstudien. Diesem
Vorteil steht jedoch der Nachteil gegenüber, dass sich auch dieses Design – ebenso wie
ein randomisiertes Experiment – nicht immer anwenden lässt: Insbesondere bei Large
Scale Assessements in der Schulleistungsforschung ist ein solches Design praktisch
nicht realisierbar.
Anknüpfend an die beschriebenen Einschränkungen hinsichtlich des Designs sowie
der Generalisierbarkeit der Ergebnisse von Steiner et al. (2010) werden im Folgen-
den empirische Befunde zu den beiden Teilfragen fairerer Vergleiche im Kontext von
Schulleistungsuntersuchungen dargestellt. Diese beziehen sich auf Daten aus Beobach-
tungsstudien, d. h. es steht keine kausale Benchmark zur Verfügung.
Wissenschaftliche Befunde
Im Kontext von Value-Added Modellen in den USA und auch in der europäischen
Schuleffektivitätsforschung finden sich zahlreiche empirische Studien, die sowohl die
Kovariaten- als auch Modellselektion betrachten. Im Folgenden werden einige dieser
Untersuchungen – geordnet nach dem jeweiligen inhaltlichen Fokus – exemplarisch
dargestellt5.
Kovariaten- und Modellselektion. So führen beispielsweise Ballou, Sanders und
Wright (2004) einen empirischen Modellvergleich durch, um den Einfluss der Kova-
5Dabei sei an dieser Stelle darauf hingewiesen, dass hinsichtlich der Auswahl der Studien keinesfalls
der Anspruch auf Vollständigkeit besteht. Dies würde über den Rahmen der vorliegenden Arbeit
hinausgehen. Im Folgenden werden beispielhaft v. a. Studien aus der amerikanischen VAM-Literatur
berichtet, aber auch der Verweis auf die europäische Schuleffektivitätsliteratur wird gegeben.
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riatenselektion zu analysieren. Sie verwenden in ihren Analysen das Tennessee Value-
Added Assessment System (TVAAS; Sanders & Horn, 1994). Das TVAAS ist ein ver-
gleichsweise sparsames Value-Added Modell, bei dem bis auf den Vortest keine weite-
ren Kovariaten enthalten sind. Die Autoren finden, dass die Hinzunahme von Kovaria-
ten auf Schülerebene (z. B. SES und weitere demographische Faktoren) in das Modell
keine bedeutsamen Unterschiede in den geschätzten Lehrereffekten verursacht. Als Ver-
gleichskriterium wurden hier u. a. die Korrelationen der aus den verschiedenen Model-
len resultierenden Effektschätzungen betrachtet, die – mit wenigen Ausnahmen – über
alle Fächer und Klassenstufen der untersuchten Stichprobe größer als r = .90 waren.
Auch Tekwe et al. (2004) führen einen empirischen Modellvergleich verschiedener
Value-Added Modelle durch, wobei sich die betrachteten Modelle hinsichtlich der Ko-
variatenselektion als auch der gewählten Parametrisierung6 (Modellselektion) unter-
scheiden. Auch bei dieser Studie werden die Korrelationen der aus den verschiedenen
Modellen resultierenden Effektschätzungen als Kriterium betrachtet. Im Ergebnis zeigt
sich, dass die Selektion der Kovariaten einen größeren Einfluss auf die Effektschätzun-
gen hat als die Parametrisierung.
Kovariatenselektion: Vorwissen. Es besteht ein allgemeiner Konsens, dass der
Prätest bzw. das Vorwissen eine der bedeutsamsten Determinanten schulischer Leistung
ist (vgl. z. B. Renkl, 1996). So konnte bspw. gezeigt werden, dass das fachspezifische
Vorwissen eine bessere prädiktive Erklärungskraft als die Intelligenz bei der Vorhersa-
ge schulischer oder auch beruflicher Leistungen besitzt: In verschiedenen Studien, in
denen Vorwissen und Intelligenz simultan als Prädiktoren verwendet wurden, erwies
sich das fachspezifische Vorwissen als der stärkere Prädiktor zur Vorhersage von Test-
leistungen in der gleichen Testdomäne (Ceci & Liker, 1986; Schneider & Bjorklund,
1992; Weinert & Helmke, 1995).
Weitere empirische Evidenz, dass das fachspezifische Vorwissen eine der zentralen
Kovariaten darstellt, findet sich bei Hedges und Hedberg (2007). In dieser Studie wur-
den Schulleistungsdaten aus den USA in den Domänen Mathematik und Lesen (Eng-
lisch) mittels verschiedener Modelle analysiert. Dabei wurden insgesamt vier Model-
6Mit Parametrisierung ist gemeint, dass eine bestimmte Gleichung aufgestellt wird, die den Zusam-
menhang der im Modell enthaltenen Variablen mit einer bestimmten Anzahl von zu schätzenden
Parametern beschreibt. Somit ist die Wahl der Parametrisierung gleichbedeutend mit der Modell-
wahl.
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le verglichen, die jeweils unterschiedliche Kovariatensets enthielten (Modell 1: ohne
Kovariaten; Modell 2: demographische Kovariaten (u. a. Geschlecht, SES); Modell 3:
fachspezifisches Vorwissen; Modell 4: fachspezifisches Vorwissen & demographische
Kovariaten). Das fachspezifische Vorwissen sowie die demographischen Variablen wur-
den sowohl auf Individualebene als auch Schulebene (d. h. der Mittelwert der jeweili-
gen Variable über alle Schüler einer Schule) in das Modell aufgenommen. Sowohl für
Mathematik als auch für Lesen fanden die Autoren einen signifikanten Effekt des fach-
spezifischen Vorwissens, dessen Ausmaß in beiden Domänen vergleichbar war. Außer-
dem zeigte sich folgendes Ergebnis: „In general, demographic characteristics explain
little additional variance (at either the student or the school level) beyond what is ex-
plained by the pretest, and thus their inclusion in analysis models does not appear to
be useful if pretest scores are available“ (Hedges & Hedberg, 2007, S. 69). Zudem
wurde neben dem fachspezifischen Vorwissen auch die Bedeutung eines spezifischen
Kompositionsmerkmals – das Fähigkeits- und Leistungsniveau der Schülerschaft einer
Schule7 – als relevante Kovariate deutlich. Ähnliche Befunde liefern auch die im nach-
folgenden Abschnitt dargestellten Studien.
Kovariatenselektion: Kompositionsmerkmale. Leckie und Goldstein (2009) ana-
lysierten die Schätzung von Schuleffekten im Rahmen der englischen Key Stage Tests,
die in Form von League Tables veröffentlicht werden und die Schulwahl von Eltern
schulpflichtiger Kinder unterstützen sollen (vgl. Kapitel 4). Die Autoren führten u. a.
einen Modellvergleich zwischen einem klassischen Value-Added Model (VAM) und
einem Contextual Value-Added Modell (CVA) durch. Während in dem VAM das Vor-
wissen der Schüler sowie individuelle Schülermerkmale berücksichtigt werden, auf die
eine Schule keinen Einfluss hat, wird bei dem CVA zusätzlich der Mittelwert und die
Standardabweichung der Testleistungen der Schüler einer Schule im vorangegangenen
Key Stage Test in das Analysemodell einbezogen. Im Ergebnis zeigte sich, dass die
zusätzliche Berücksichtigung der leistungsmäßigen Komposition einer Schule zu ei-
ner substanziellen Veränderung der Schuleffekte sowie der Rangposition vieler Schulen
führte. Zudem betrug die Korrelation der Schuleffekte aus den beiden Adjustierungs-
7Baumert et al. (2006) unterscheiden fünf zentrale Dimensionen von Kompositionsmerkmalen (vgl.
auch Kapitel 4, Abschnitt 4.2): die soziokulturelle Zusammensetzung, die Konzentration sozialer
Risikofaktoren durch belastende Familienverhältnisse, die ethnisch-kulturelle Zusammensetzung, die
Konzentration lernbiographischer Belastungsfaktoren und das Fähigkeits- und Leistungsniveau der
Schülerschaft.
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modellen r = .83. Zwar ist dies eine starke Korrelation (Cohen, 1988); relativ zu Er-
gebnissen aus ähnlichen Modellvergleichen, bei denen die Korrelationen stets größer
als r = .90 waren, ist diese jedoch vergleichsweise niedrig. Zu einem vergleichbaren
Ergebnis kommen Benton et al. (2003): Auch diese Untersuchung von Schuleffekt-
schätzungen verschiedener Modelle (VAM vs. CVA) im Kontext englischer Key Stage
Tests zeigte, dass die Inklusion vom Kompositionsmerkmalen die Rangordnung der
Schulen deutlich verändert. Benton et al. (2003) fanden Korrelation zwischen r = .71
(Key Stage 3) und r = .94 (Key Stage 4). Wie bereits in Kapitel 4 dargestellt, plädieren
Leckie und Goldstein (2009) dafür, dass im Rahmen der Ergebnisrückmeldung in eng-
lischen League Tables keine Kompositions- bzw. Kontexteffekte berücksichtigt werden
sollten, da diese Ranglisten in erster Linie der Information von Eltern für die Schulwahl
dienen.
Auch die Ergebnisse von Timmermans et al. (2011) lassen sich in diese Befundlage
einfügen. Neben einer Klassifikation verschiedener Typen von VAM (vgl. Kapitel 4,
Abschnitt 4.2.3), bei denen die Unterschiede hinsichtlich der Interpretation der resul-
tierenden Effektschätzungen erörtert werden, führen die Autoren gleichfalls einen em-
pirischen Modellvergleich durch. Die zur Reanalyse verwendeten Daten stammen aus
der Cohort Study in Secondary Education – einer niederländischen, nationalen Längs-
schnittstudie in der Sekundarstufe. Auch hier finden sich deutliche Kontexteffekte, die
die Schuleffektschätzungen beeinflussen. Timmermans et al. (2011) zeigen, dass „. . .
the choice of model has a large impact on the individual schools if this model would
be used in an accountability system“ (S. 409). Die Korrelation der Effektschätzungen
betrugen in Abhängigkeit vom Schultyp r = .90 bzw. r = .94. Die Übereinstimmung
der Rangklassifikationen beim Vergleich des VAM mit dem CVA waren mit κ = .72
und κ = .73 jedoch deutlich geringer. Im Gegensatz zu Leckie und Goldstein (2009)
argumentieren sie jedoch für die Inklusion von Kompositionsmerkmalen, da das Ziel
dieser Modelle in der Identifikation potenziell unterstützungsbedürftiger Schulen und
nicht in der Schulentwicklung sowie – wie bei Leckie und Goldstein (2009) und den
englischen League Tables – in der elterlichen Schulwahl liegt.
Kovariatenselektion: Domänenspezifität. Auch Briggs und Domingue (2011)
führten eine Untersuchung zur Bedeutung der Kovariatenselektion für die Effektschät-
zungen aus Value-Added Modellen durch. Neben der Bedeutung des Vorwissens sowie
der Komposition der Schülerschaft, weisen die Befunde jedoch zusätzlich auf die Do-
119
5 Fragestellungen
mänenspezifität der Ergebnisse aus Value-Added Modellen hin. Domänenspezifität be-
deutet in diesem Kontext, dass sich der Einfluss der Kovariaten- bzw. Modellselektion
auf die Effektschätzungen zwischen verschiedenen Testdomänen wie bspw. Mathema-
tik und Lesen unterscheidet. Da die Studie große Ähnlichkeiten zu dem in Rahmen der
vorliegenden Arbeit gewählten Vorgehen aufweist, soll sie nachfolgend näher erläutert
werden.
Die Autoren reanalysierten Daten aus amerikanischen Grundschulen im Los Angeles
Unified School District, die sog. LAUSD-Daten. Dabei handelt es sich um Schulleis-
tungsdaten in den Domänen Mathematik und Lesen (Englisch), die mittels standardi-
sierter Tests (California Standardized Test) in den Schuljahren 2002/2003 bis 2008/2009
erhoben worden waren. Die Stärke des LAUSD-Datensatzes ist, dass dieser längs-
schnittliche Daten (Klassenstufe 2 bis 5) von sechs Schülerkohorten enthält. Das Ziel
der Untersuchung von Briggs und Domingue (2011) bestand zum einen darin, die Er-
gebnisse eines Value-Added Modells (Los Angeles Value-Added Model; LAVAM) zur
Schätzung der Schul- und Lehrereffekte anhand der LAUSD-Daten zu replizieren, die
zuvor von der Los Angeles Times veröffentlicht worden waren (vgl. Felch, Song &
Smith, 2010). Die Los Angeles Times klassifizierte die Lehrer in fünf Kategorien8 ent-
sprechend der Quintile der Verteilung der Lehrereffektschätzungen. Die Replikation
der Ergebnisse der ursprünglichen LAVAM-Analyse scheiterte. Ursächlich dafür sind
möglicherweise Unterschiede zwischen den jeweils verwendeten Stichproben. So lie-
ßen sich die Kriterien, die in der ursprünglichen LAVAM-Analyse zum Ausschluss von
Untersuchungseinheiten aus dem Datensatz und somit der Analyse führten, aufgrund
mangelhafter Dokumentation nicht nachvollziehen. Zum anderen wurde die Sensitivi-
tät der Effektschätzungen betrachtet, d. h. folgende Forschungsfrage wurde untersucht:
Wie sensitiv bzw. unterschiedlich sind die Effektschätzungen, wenn weitere Kovaria-
ten in das ursprüngliche LAVAM aufgenommen werden? Das alternative Value-Added
Modell (altVAM) enthielt folgende zusätzliche Kovariaten:
• Longer history of a student’s test performance: Zusätzlich zu den Testwerten der
vorangegangenen Klassenstufe 4 wurden auch die fachspezifische Vortestwerte
der Klassenstufen 2 und 3 auf Schülerebene aufgenommen.
• Peer influence: Weiterhin wurde derMittelwert der Testwerte aus der vorangegan-
8Die fünf Kategorien, die die Effektivität der Lehrer beschreiben sollen, sind least effective, less effec-
tive, average, more effective und most effective.
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genen Klassenstufe 4 über die Schüler der betrachteten Klasse in Klassenstufe 5
berechnet und in das altVAM als Kovariate aufgenommen.
• School-level factors: Es wurde zudem ein Indikator verwendet, der die Platzie-
rung der jeweiligen Schule innerhalb des California School Similarity Rank an-
gibt. Dieser ist ein Maß für die Ähnlichkeit von Schulen hinsichtlich ihrer demo-
graphischen Zusammensetzung9.
Die Ergebnisse beider Modelle – des ursprünglichen LAVAM und des altLAVAM –
wurden anschließend miteinander verglichen. Als Kriterium für den Modellvergleich
wurde u. a. die Korrelation der aus beiden Modellen geschätzten fachspezifischen Leh-
rereffekte berechnet. Außerdem wurde die Veränderung der Lehrerklassifikation
(Quintil-Ranking der Effektschätzungen; von least effective bis most effective), die sich
unter Verwendung des altVAM anstelle des LAVAM ergab, betrachtet. Auch dies erfolg-
te domänenspezifisch, d. h. jeweils separat für die Bereiche Mathematik und Lesen. Da-
bei findet sich hinsichtlich sämtlicher Kriterien des Modellvergleichs eine bedeutsame
Variabilität bzw. Sensitivität der Effektschätzungen hinsichtlich der Kovariatenselekti-
on – sowohl für Mathematik als auch für Lesen. Die Ergebnisse bestätigen die Bedeut-
samkeit der Kovariaten Vorwissen sowie von Kompositionsmerkmalen von Schulen und
Klassen. Briggs und Domingue (2011) diskutieren an dieser Stelle jedoch auch kritisch
das Fehlen einer kausalen Benchmark im Rahmen ihrer Analyse und somit die gleich-
falls eingeschränkte Validität der Effektschätzungen aus dem altVAM hinsichtlich ihrer
kausalen Interpretierbarkeit. Zudem führen die Autoren Unterschiede hinsichtlich der
inhaltlichen Interpretation der Effektschätzungen an, die durch die Aufnahme zusätz-
licher Kovariaten in das Modell resultieren (vgl. auch Kapitel 4, Abschnitt 4.2.1). Des
Weiteren ist die Sensitivität der Effektschätzungen domänenspezifisch: Das Ausmaß
des Einflusses der verschiedenen Modelle – LAVAM vs. altVAM – auf die lehrerspezi-
fischen Effektschätzungen ist beträchtlich stärker für den Bereich Lesen als hinsichtlich
der Mathematik-Testwerte. Während für die Mathematik-Outcomes 60.8% der Lehrer
die gleiche Effektivitätsklassifikation bei dem Modellvergleich erhielten, behielten le-
diglich 46.4% der Lehrer das gleiche Effektivitätsrating in der Domäne Lesen. Auch die
Korrelation der lehrerspezifischen Effektschätzungen ist in Mathematik mit rmath = .92
9Das Vorgehen zur Berechnung dieses Indikators ist vergleichbar mit Strategie IIIc zur Bildung der
Kontextgruppen, die die soziale Belastung einzelner Klassen bzw. Schulen beschreiben (vgl. Kapitel
4, Abschnitt 4.1.2).
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stärker als in Lesen (rreading = .76). Diese Domänenspezifität hinsichtlich der Sensiti-
vität der Lehrereffektschätzungen ist möglicherweise darauf zurückzuführen, dass der
Bereich Lesen im Vergleich zu Mathematik eine schulunabhängigere Domäne ist (vgl.
Baumert, Becker, Neumann & Nikolova, 2009).
5.4 Fragestellungen und Hypothesen
Im folgenden Abschnitt werden die zentralen Fragestellungen dieser Arbeit sowie die
Wahl des methodischen Zuganges dargestellt. Anschließend werden die Hypothesen
spezifiziert, die im empirischen Teil dieser Arbeit einer Überprüfung an Beobachtungs-
daten, d. h. an Testleistungsdaten aus Vergleichsarbeiten, unterzogen werden.
5.4.1 Offene Fragen bei Vergleichsarbeiten
Ausgehend von der Differenzierung der Problematik fairerer Vergleiche in die zwei
Facetten Kovariatenselektion und Modellselektion (vgl. Abschnitt 5.2) sowie den bis-
herigen Forschungsbefunden (vgl. Abschnitt 5.3), geht es im Rahmen der vorliegenden
Arbeit um folgende Fragestellungen:
(1) Kovariatenselektion: Welchen Einfluss hat die zusätzliche Berücksichtigung des
fachspezifischen Vorwissens sowie von Klassenkompositionsmerkmalen (insbe-
sondere des klassenspezifischen Leistungsniveaus) auf die klassenspezifischen
Effektschätzungen?
(2) Modellselektion: Welchen Einfluss haben Variationen der Modellspezifikation
auf die klassenspezifischen Effektschätzungen?
(3) Fachspezifität: Gibt es Unterschiede hinsichtlich des Einflusses der Kovariaten-
undModellselektion auf die klassenspezifischen Effektschätzungen zwischen ver-
schiedenen Unterrichtsfächern, in denen Vergleichsarbeiten durchgeführt wer-
den?
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5.4.2 Methodischer Zugang: Empirische Reanalyse von Daten
aus Vergleichsarbeiten
Zur Beantwortung dieser Fragen wähle ich im Rahmen der vorliegenden Arbeit den
empirischen Zugang, um die konkreten Gegebenheiten (d. h. die Verteilung und Zu-
sammenhänge der Variablen) bei Daten aus Vergleichsarbeiten bestmöglich abzubilden.
Im Rahmen einer empirischen Reanalyse von Daten aus dem Projekt Kompetenztest.de
werden verschiedene Adjustierungsmodelle auf dieselbe Datenbasis angewendet. Der
Vergleich der jeweils resultierenden Ergebnisse ermöglicht Rückschlüsse hinsichtlich
der Bedeutung der Variablenselektion sowie der Wahl des statistischen Modells. Diese
empirische Reanalyse ist – ebenso wie die Studie von Briggs und Domingue (2011) –
als eine Sensitivitätsanalyse aufzufassen: Die Sensitivität der Effektschätzungen gegen-
über der Modellspezifikation und der Auswahl der Kovariaten wird analysiert, wobei
insbesondere die Bedeutung der Kovariaten Vorwissen (Individualmerkmal) und Leis-
tungsniveau der Schüler einer Klasse (Klassenkompositionsmerkmal) betrachtet wird.
Da sich die Reanalyse auf Thüringer Kompetenztestdaten beziehen, wird das Adjustie-
rungsverfahren des Projektes Kompetenztest.de Ausgangspunkt der empirischen Ana-
lyse sein und gleichfalls als Referenz des Modellvergleichs herangezogen.
Die nachfolgende Analyse liefert somit empirische Evidenz über die Bedeutung der
Kovariatenselektion und der Modellannahmen im Kontext von Vergleichsarbeiten.
Diese kann im Rahmen von Best-Practice-Entscheidungen zur Entwicklung neuer oder
Weiterentwicklung bestehender Adjustierungsverfahren – insbesondere im Rahmen der
Ergebnisrückmeldung von Testleistungen aus Vergleichsarbeiten – genutzt werden. Ein
weiterer zentraler Nutzen der im Rahmen der vorliegenden Arbeit gewählten Heran-
gehensweise besteht in der Wahl der Methode sowie der Beurteilungskriterien selbst.
So können die Ergebnisse der empirischen Reanalyse von Daten aus dem Bundes-
land Thüringen selbstverständlich nicht ohne Weiteres auf Adjustierungsverfahren in
anderen Bundesländern übertragen werden (vgl. Kapitel 8). Das im Rahmen dieser Ar-
beit gewählte Vorgehen sowie die verwendeten Beurteilungskriterien können jedoch als
Richtlinien für zukünftige Analysen in diesem Anwendungskontext genutzt werden.
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5.4.3 Hypothesen
Bereits in Kapitel 4 (vgl. Abschnitt 4.1.2) wurde auf eine Besonderheit der Thüringer
Kompetenztestdaten verwiesen, die diese insbesondere für die Untersuchung der ersten
Fragestellung (Kovariatenselektion) prädestiniert: Bisher liegen im Kontext von Ver-
gleichsarbeiten in allen Bundesländern lediglich querschnittliche Datensätze vor und
es stehen zumeist auch keine sonstigen mit dem Vorwissen assoziierten Maße – z. B.
kognitive Grundfähigkeiten, die mit dem KFT im Rahmen von PISA-E 2000 erhoben
wurden – der Schüler zur Verfügung. Lediglich in Thüringen ist seit dem Schuljahr
2009/2010 eine längsschnittliche Verknüpfung der Kompetenztestdaten aus den ver-
schiedenen Erhebungsjahrgängen möglich. Die Kompetenztestergebnisse früherer Jahr-
gänge dienen als Maß des fachspezifischen Vorwissens. Das Leistungsniveau der Schü-
ler einer Klasse wird nachfolgend über den Mittelwert des fachspezifischen Vorwissens
aller Schüler einer Klasse operationalisiert. In Anlehnung an die empirischen Befunde
bisheriger Studien (vgl. Abschnitt 5.3) wird angenommen, dass beide Kovariaten – das
individuelle Vorwissen eines Schülers und das klassenspezifische Leistungsniveau –
einen bedeutsamen Einfluss auf die klassenspezifischen Effektschätzungen haben.
In Abschnitt 5.3.1 wurde dargestellt, dass das in PISA-E 2000 verwendete Adjus-
tierungsverfahren ein Spezialfall des Adjustierungsverfahrens im Projekt Kompetenz-
test.de ist (vgl. Seite 110 sowie Fiege, 2007): Während bei demAdjustierungsmodell im
Projekt Kompetenztest.de keine Annahmen über die funktionale Form gemacht werden,
handelt es sich bei dem im Rahmen von PISA-E 2000 verwendeten linearen Modell um
eine restriktivere, sparsamere Parametrisierung. Über die Plausibilität der Linearitäts-
annahme lässt sich – wie bereits erwähnt – im Rahmen des analytischen Zuganges
keine Aussage treffen, sondern hierzu bedarf es eines empirischen Modellvergleichs.
Es wird angenommen, dass die klassenspezifischen Effektschätzungen sensitiv gegen-
über Veränderungen der Parametrisierung (Modellselektion) sind, wobei eine lineare
Parametrisierung ohne Berücksichtigung potenzieller Interaktionen nicht ausreichend
ist, den wahren Zusammenhang abzubilden10. Zudem wird aufgrund bisheriger Befun-
de (vgl. Abschnitt 5.3) angenommen, dass die Selektion der Kovariaten einen größeren
Einfluss auf die Effektschätzungen hat als die Modellselektion bzw. Parametrisierung.
Vergleichsarbeiten wie die Thüringer Kompetenztests werden in den Fächern Mathe-
10Eine detaillierte Beschreibung der im Rahmen des empirischen Modellvergleichs verwendeten Mo-
delle erfolgt in Kapitel 6.
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matik und Deutsch durchgeführt11. Aufgrund der in Abschnitt 5.3 berichteten Befunde
wird angenommen, dass die postulierten Einflüsse der Kovariatenselektion (individuel-
les Vorwissen sowie klassenspezifisches Leistungsniveau) und Modellselektion sowohl
für Mathematik als auch Deutsch zu finden sind. Zwar beziehen sich die in Abschnitt
5.3 berichteten Befunde auf Domänen und nicht auf Unterrichtsfächer, jedoch umfas-
sen die fachspezifischen Vergleichsarbeiten verschiedene Domänen. So werden im Fach
Mathematik und Deutsch jeweils mindestens zwei Domänen getestet. Zudem wird an-
genommen, dass für beide Fächer die Selektion der Kovariaten einen größeren Einfluss
auf die Effektschätzungen hat als die Parametrisierung. Aus den bisherigen Befunden
lassen sich jedoch keine plausiblen Hypothesen über eine fächerspezifische Sensitivi-
tät der Effektschätzungen ableiten. Zwar zeigt sich bei Briggs und Domingue (2011),
dass der Einfluss der verwendeten Modelle auf die lehrerspezifischen Effektschätzun-
gen beträchtlich stärker für den Bereich Lesen als für Mathematik ist. Hier ist jedoch
zu berücksichtigen ist, dass es sich bei den LAUSD-Daten um Schulleistungsdaten der
Grundschule handelt, so dass sich diese Befunde nicht ohne Weiteres auf Daten der
Sekundarstufe generalisieren lassen. Zudem können weitere Faktoren Einfluss darauf
haben, ob und in welche Richtung derartige fachspezifischen Unterschiede bezüglich
der Sensitivität der Effektschätzungen vorliegen. Dazu zählen u. a. die psychometri-
sche Qualität der zugrundeliegenden Tests, die Schulabhängigkeit der betrachteten Do-
mänen oder Unterschiede hinsichtlich Ausgangsniveau und Variabilität der Testwerte
sowie dem Ausmaß der Leistungsentwicklung – um nur einige Beispiele zu nennen.
Im Hinblick auf die Fachspezifität kann daher nicht von der Generalisierbarkeit der
Ergebnisse von Briggs und Domingue (2011) auf den Kontext von Vergleichsarbeiten
ausgegangen werden. Daher postuliere ich die ungerichtete Annahme, dass sich die
Sensitivität der klassenspezifischen Effektschätzungen sowohl für Mathematik als auch
Deutsch zeigt bzw. über beide Fächer generalisieren lässt.
11In Klassenstufe 8 sowie in einigen Bundesländern auch in Klassenstufe 6 wird zudem die erste Fremd-
sprache (Englisch oder Französisch) getestet. Bei den Kompetenztests in Klassenstufe 8 ist die Teil-
nahme an dem Fremdsprachentest obligatorisch, jedoch kann frei gewählt werden, ob an dem Kom-
petenztest Englisch oder Französisch teilgenommen wird. Somit findet hier keine Vollerhebung statt.
Aus diesem Grund werden die Fächer Englisch und Französisch im Rahmen der vorliegenden Arbeit
nicht betrachtet werden.
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Die dargelegten Annahmen können mit den folgenden Hypothesen geprüft werden:
Hypothese 1: Kovariatenselektion
1.1: Kovariate Vorwissen
Die zusätzliche Berücksichtigung des fachspezifischen Vorwissens
– additional zu den weiteren Kovariaten – im Adjustierungsmodell des
Projektes Kompetenztest.de führt zu einer Veränderung der klassenspezi-
fischen Effektschätzungen.
1.2: Kovariate Klassenkomposition
Die zusätzliche Berücksichtigung der leistungsmäßigen Klassenkompo-
sition (d. h. das durchschnittliche Leistungsniveau der Schüler einer
Klasse) – additional zu den weiteren Kovariaten und zum Vorwissen –
im Adjustierungsmodell des Projektes Kompetenztest.de führt zu einer
Veränderung der klassenspezifischen Effektschätzungen.
Hypothese 2: Modellselektion
Eine sparsamere Parametrisierung führt zu einer Veränderung der klas-
senspezifischen Effektschätzungen: Die Annahme eines bedingt linearen
Zusammenhangs (inklusive der Modellierung von Interaktionstermen)
im Adjustierungsmodell des Projektes Kompetenztest.de ist einer sparsa-
meren linearen Parametrisierung (ohne Interaktionsterme) vorzuziehen.
Hypothese 3: Kovariatenselektion vs. Modellselektion
Je mehr relevante Variablen im Adjustierungsmodell des Projektes Kom-
petenztest.de enthalten sind, desto geringer ist der Einfluss der Modell-
spezifikation auf die klassenspezifischen Effektschätzungen.
Hypothese 4: Generalisierung über Fächer
Bezüglich der Hypothesen 1 bis 3 besteht keine Fachspezifität hinsicht-
lich des Adjustierungsverfahrens des Projektes Kompetenztest.de: Die in
Hypothese 1 bis 3 postulierten Zusammenhänge, d. h. die Sensitivität der
Effektschätzungen gegenüber der Kovariaten- und Modellselektion, las-
sen sich sowohl im Fach Mathematik als auch im Fach Deutsch finden.
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6 Methode: Empirischer Vergleich
verschiedener
Adjustierungsmodelle
Zum Zweck der Prüfung der im vorangegangenen Kapitel explizierten Hypothesen wur-
de im Rahmen einer empirischen Reanalyse von Schulleistungsdaten aus dem Projekt
Kompetenztest.de ein Modellvergleich verschiedener Adjustierungsmodelle durchge-
führt. Im Fokus der Analysen steht die Sensitivität der Effektschätzungen gegenüber
der Modellspezifikation und der Auswahl der Kovariaten. Die Daten entstammen den
Vergleichsarbeiten des Freistaates Thüringen, die als Kompetenztests bezeichnet wer-
den. Im nachfolgenden Kapitel werden – nach einer Einführung in das Vorgehen bei
der jährlichen Erhebung der Thüringer Kompetenztests – die verwendeten Erhebungs-
instrumente und Variablen vorgestellt. Im Zentrum des folgenden Kapitels steht das
methodische Vorgehen bzw. das Design des Modellvergleichs.
6.1 Die Thüringer Kompetenztests und das Projekt
Kompetenztest.de
Die Thüringer Kompetenztests werden jährlich in der Klassenstufe 3 in den Fächern
Mathematik und Deutsch sowie in den Klassenstufen 6 und 8 in den Fächern Mathema-
tik, Deutsch und Englisch1 durchgeführt. Für die Durchführung der Tests sind die teil-
nehmenden Thüringer Schulen zuständig, d. h. sowohl die Testdurchführung als auch
die Testkorrektur obliegt den Lehrkräften des entsprechenden Unterrichtsfaches. Die
Teilnahme ist in der dritten und achten Klasse für alle Tests obligatorisch. Dahingegen
1In Klassenstufe 8 kann anstatt des Kompetenztests im Fach Englisch auch der Test im Fach Französisch
gewählt werden.
127
6 Methode: Empirischer Vergleich verschiedener Adjustierungsmodelle
TestdurchführungTestentwicklung Testauswertung
- Anmeldung zu den Tests
- Testkorrektur
- Eingabe der Testergebnisse
- Aufgabenentwicklung
(Itemwriting)
- Vortestung der Aufgaben
(Präpilotierung)
- Webbasierte Datenerfassung
- Datenanalyse
- Erstellung von
Ergebnisrückmeldungen
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Abbildung 6.1: Zuständige Institutionen im Rahmen der Testentwicklung, Durch-
führung und Auswertung der Thüringer Kompetenztests
ist die Teilnahme der sechsten Klassen seit dem Schuljahr 2008/2009 wahlobligato-
risch2. Das bedeutet, dass die Klassen lediglich an mindestens einem der Tests teilneh-
men müssen (Nachtigall, 2010). Die Schulen entscheiden hier eigenverantwortlich über
die Auswahl des Testfaches. Abbildung 6.1 zeigt den Ablauf des Evaluationsprozesses
und die jeweils zuständigen Institutionen.
Für die Entwicklung der Thüringer Kompetenztests sind verschiedene Institutionen
zuständig: Die Tests für die Klassenstufe 3 wurden bis zum Schuljahr 2008/2009 von
der Projektgruppe VERA an der Universität Koblenz-Landau entwickelt. Im Schuljahr
2009/2010 wurde die Entwicklung der Tests in Klassenstufe 3 für alle Bundesländer
durch das Institut für Qualitätsentwicklung im Bildungswesen (IQB) in Berlin über-
nommen. Das IQB ist seit dem Schuljahr 2008/2009 gleichfalls für die länderübergrei-
fende Erstellung der Tests in Klassenstufe 8 verantwortlich. Die Entwicklung der Tests
für Klassenstufe 6 hingegen erfolgt seit dem Schuljahr 2007/2008 in einem Verbund
der Bundesländer Hamburg, Hessen, Mecklenburg-Vorpommern, Sachsen, Schleswig-
Holstein und Thüringen (vgl. Nachtigall, 2008).
Die internetbasierte Datenerfassung, die Auswertung der Daten sowie die Erstellung
der Ergebnisrückmeldungen erfolgt durch das Projekt Kompetenztest.de der Friedrich-
2Bis zum Schuljahr 2007/2008 war die Teilnahme der sechsten Klassen für alle drei Fächer – Mathe-
matik, Deutsch und Englisch – verpflichtend.
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Schiller-Universität Jena3. Im Rahmen der internetbasierten Anmeldung der Schüler
zu den Kompetenztests durch die Lehrer der teilnehmenden Schulen wird für jeden
Schüler ein Schülercode erstellt. Dadurch ist eine schülerspezifische Zuordnung der
Ergebnisse seitens des Lehrers möglich, wobei gleichzeitig die Anonymität der Schü-
ler gewährleistet wird. Eine längsschnittliche Verknüpfung der Leistungsdaten einzel-
ner Schüler über verschiedene Erhebungsjahre seitens des Fachlehrers oder des Pro-
jektes Kompetenztest.de ist hingegen aus datenschutzrechtlichen Gründen ausgeschlos-
sen. Jedoch nehmen die Schulen seit 2005 – zusätzlich zur jährlichen Anmeldung zu
den Thüringer Kompetenztests – auch an dem sog. Thüringer Schülerlängsschnitt teil.
Hierfür wurde ein eigenständiges Erhebungsprogramm entwickelt, mittels dem Schü-
lerstammdaten erfasst und an das Thüringer Landesrechenzentrum übermittelt werden.
Die Stammdaten ermöglichen die eindeutige Identifikation der Schüler und somit die
längschnittliche Verknüpfung der Daten, jedoch findet keine gemeinsame Speicherung
von Stammdaten und Leistungsdaten statt. Der Thüringer Schülerlängsschnitt genügt
somit datenschutzrechtlichen Anforderungen, da „ . . . weder die Universität Jena (Da-
tenauswertung) noch das Thüringer Landesrechenzentrum (Treuhänder der Stammda-
ten aller Schüler) Leistungsdaten zusammenführen können, ohne dass dieses Vorgehen
durch das Thüringer Kultusministerium autorisiert und eine Verknüpfung durch das
Thüringer Landesrechenzentrum hergestellt wird“ (Nachtigall, 2010, S. 8). Mittels des
Thüringer Schülerlängschnitts war im Schuljahr 2009/2010 erstmals eine längsschnittli-
che Verknüpfung der Leistungsdaten aus den Kompetenztests über drei Erhebungswel-
len möglich. Das betrifft die Kohorte Thüringer Schüler, die im Schuljahr 2004/2005
die Klassenstufe 3 besucht haben. Tabelle 6.1 zeigt die Erhebungszeitpunkte dieser
Kohorte. Die Schüler dieser Kohorte haben somit im Schuljahr 2004/2005 die Kom-
petenztests Mathematik und Deutsch der Klassenstufe 3, im Schuljahr 2007/2008 die
Kompetenztests Mathematik, Deutsch und Englisch der Klassenstufe 6 sowie schließ-
lich im Schuljahr 2009/2010 die Kompetenztests Mathematik, Deutsch und Englisch
der Klassenstufe 8 bearbeitet. Die im Folgenden dargestellten Analysen beziehen sich
auf die Kompetenztests in den Fächern Mathematik und Deutsch, von denen zu allen
drei Erhebungszeitpunkten Leistungsdaten vorliegen.
3Das Projekt Kompetenztest.de wurde im Jahr 2002 im Auftrag des Thüringer Ministeriums für Bil-
dung, Wissenschaft und Kultur (TMBWK) am Lehrstuhl für Methodenlehre und Evaluationsfor-
schung (Prof. Rolf Steyer) der Friedrich-Schiller-Universität Jena gegründet. Leiter des Projektes
Kompetenztest.de ist Dr. Christof Nachtigall.
129
6 Methode: Empirischer Vergleich verschiedener Adjustierungsmodelle
Tabelle 6.1: Erhebungszeitpunkte der Kohorte 2004/2005 mit drei Erhebungswellen im
Thüringer Schülerlängsschnitt
Schuljahr Klassenstufe
3 4 5 6 7 8
2004/2005 ✕
2005/2006 —
2006/2007 —
2007/2008 ✕
2008/2009 —
2009/2010 ✕
Anmerkungen. Die Tabelle enthält ausschließlich die Erhebungszeit-
punkte der Kohorte Thüringer Schüler, die im Schuljahr 2004/2005
in Klassenstufe 3 waren. Erhebungszeitpunkte sind mit✕ und Schul-
jahre ohne Erhebung sind mit — gekennzeichnet.
6.2 Erhebungsinstrumente und Variablen
Im folgenden Abschnitt werde ich die verwendeten Erhebungsinstrumente sowie die
für die Analysen zentralen Variablen vorstellen. Die mittels der Kompetenztests in den
Fachbereichen Mathematik und Deutsch erfassten Testleistungen werden in den nach-
folgenden Analysen als abhängige Variablen dienen. Des Weiteren sind die im Rahmen
der jährlichen Erhebung erfassten fachspezifischen sowie fachunspezifischen Kovaria-
ten für den nachfolgenden empirischen Modellvergleich von elementarer Bedeutung.
6.2.1 Kompetenztests in den Fachbereichen Mathematik und
Deutsch
Die Kompetenztests Mathematik und Deutsch sind standardisierte Erhebungsinstru-
mente, die der Erfassung des Lern- und Leistungsstandes Thüringer Schüler im Fach
Mathematik und Deutsch dienen.
Kompetenztest Mathematik. Die Testaufgaben zur Erfassung der Mathematikleis-
tung werden auf Basis der Bildungsstandards entwickelt, welche einem dreidimensio-
nalen Kompetenzmodell zugrunde liegen (KMK, 2004b; Köller, 2010; Institut zur Qua-
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Tabelle 6.2: Die drei Dimensionen des Kompetenzmodells im Fach Mathematik
Allgemeine mathematische Leitideen Anforderungsbereiche
Kompetenzen
(K1) Argumentieren (L1) Zahl (I) Reproduzieren
(K2) Problemlösen (L2) Messen (II) Zusammenhänge
(K3) Modellieren (L3) Raum und Form herstellen
(K4) Darstellungen verwenden (L4) Daten und Zufall (III) Verallgemeinern und
(K5) Technisch arbeiten (L5) Funktionaler Reflektieren
(K6) Kommunizieren Zusammenhang
Anmerkungen. Eine detaillierte Beschreibung der allgemeinen mathematischen Kompeten-
zen, Leitideen und Anforderungsbereiche findet sich in KMK (2004b).
litätsentwicklung im Bildungswesen, 2008). Die erste Dimension beschreibt prozessbe-
zogene bzw. allgemeine mathematische Kompetenzen. Diese umfassen sechs verschie-
dene kognitive Operationen, die Schüler in sämtlichen Inhaltsbereichen der Mathematik
anwenden. Die zweite Dimension hingegen umfasst inhaltliche mathematische Kom-
petenzen – die sog. Leitideen. Hier werden fünf verschiedene Leitideen unterschieden.
Die dritte Dimension – Anforderungsbereiche – definiert schließlich drei verschiedene
Anforderungsniveaus, welche die Komplexität der zum Lösen der Mathematikaufgaben
erforderlichen Kompetenzen beschreibt. Tabelle 6.2 fasst die verschiedenen allgemei-
nen Kompetenzbereiche, Leitideen und Anforderungsniveaus für das Fach Mathematik
zusammen, die mittels der Testaufgaben in Vergleichsarbeiten operationalisiert werden.
Die Beispielaufgabe Eisberg soll dies illustrieren:
Ein Eisberg verliert pro Jahr 10% seines Volumens. [. . . ] Der Eisberg hat ur-
sprünglich ein Volumen von 800 km3. Wie viel Liter verliert er in einem Jahr?
(Blum, Drüke-Noe, Hartung & Köller, 2006, S. 215)
Diese Aufgabe ist demKompetenzbereich (K5) zuzuordnen, d. h. sie erfordert die Kom-
petenz, mit symbolischen, formalen und technischen Elementen der Mathematik um-
zugehen (Technisch arbeiten in Tabelle 6.2). Weiterhin erfasst die Eisberg-Aufgabe die
erste Leitidee Zahl (L1). Diese erfasst sämtliche Aspekte, „ [. . . ] die mit Quantifizie-
rungen zu tun haben, das heißt mit der Verwendung von Zahlen zur Beschreibung und
Organisation von Situationen“ (Institut zur Qualitätsentwicklung im Bildungswesen,
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2008, S. 12). Schließlich ist diese Aufgabe dem Anforderungsbereich I (Reproduzie-
ren) zugeordnet, welcher sich über das Verwenden elementarer Lösungsverfahren, das
direkte Anwenden von Formeln oder Symbolen bzw. das direkte Nutzen einfacher ma-
thematischer Werkzeuge (z. B. einer Formelsammlung) auszeichnet (Institut zur Quali-
tätsentwicklung im Bildungswesen, 2008).
Der Kompetenztest zur Erhebung der Mathematikleistung in Klassenstufe 8 (MK8)
im Schuljahr 2009/2010 umfasste Aufgaben aus allen sechs allgemeinen mathemati-
schen Kompetenzen, allen fünf Leitideen, und allen drei Anforderungsbreichen. Der
Test wurde am 04. März 2010 durchgeführt und bestand aus insgesamt 35 Teilaufgaben
bzw. Items, die von den Schülern entweder gelöst oder nicht gelöst werden konnten
(vgl. Tabelle 6.3). Die Korrektur der Testaufgaben erfolgte durch die jeweiligen Fach-
lehrer, wobei jede richtig gelöste Aufgabe mit einem Punkt bewertet wurde. Nicht oder
falsch gelöste Aufgaben wurden mit 0 Punkten bewertet. Der Testwert eines Schülers
ist dann der Summenscore über alle Items, wobei hier maximal 35 Punkte (und minimal
0 Punkte) erreicht werden konnten. Im Anschluss an die Korrektur erfolgte die Eingabe
der Testergebnisse – wiederum seitens der Fachlehrer – pro Schüler und Item über das
Schulportal auf der Webseite des Projektes Kompetenztest.de (vgl. Nachtigall, 2010).
Kompetenztest Deutsch. Die Testaufgaben zur Erfassung der Deutschleistung wer-
den ebenfalls in Anlehnung an die Bildungsstandards entwickelt. Im Fachbereich
Deutsch werden in den Bildungsstandards für die Sekundarstufe I vier Kompetenzbe-
reiche unterschieden: (a) Sprache und Sprachgebrauch untersuchen, (b) Sprechen und
Zuhören, (c) Schreiben und (d) Lesen, d. h. mit Texten und Medien umgehen (KMK,
2004a). Abbildung 6.2 fasst diese vier Bereiche in einem schematischen Basismodell
zusammen. Der erste Kompetenzbereich (Sprache und Sprachgebrauch untersuchen)
steht dabei in Beziehung zu jedem der drei weiteren Bereiche, da es sich hierbei um die
Voraussetzung für gelingende kommunikative Kompetenzen handelt. Für jeden der drei
weiteren Bereiche wurde auf Basis der Bildungsstandards ein Kompetenzmodell ent-
wickelt, die durch je fünf Kompetenzstufen beschrieben werden: Die einzelnen Kom-
petenzstufen werden mittels didaktisch nachvollziehbarer Beschreibungen der Kompe-
tenzen charakterisiert, die mit der jeweiligen Stufe einhergehen.
Sprechen und Zuhören werden in den Bildungsstandards zu einem gemeinsamen
Kompetenzbereich zusammengefasst. Dieser Bereich wird in den Bildungsstandards
wiederum in verschiedene Subkomponenten differenziert. Im Kontext von Schulleis-
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Sprache und Sprachgebrauch untersuchen
SchreibenSprechen und Zuhören Lesen – mit Texten
und Medien umgehen
Sprache zur Verständigung gebrauchen;
fachliche Kenntnisse erwerben;
über Verwednung von Sprache nachdenken und sie als System verstehen
zu anderen, mit anderen,
vor anderen sprechen;
Hörverstehen entwickeln
reflektierend,
kommunikativ und
gestalterisch schreiben
Lesen; Texte und Medien
verstehen und nutzen; Kennt-
nisse über Literatur erwerben
Abbildung 6.2: Kompetenzbereiche in den Bildungsstandards für den Fachbereich
Deutsch in der Sekundarstufe I (in Anlehnung an KMK, 2004b)
tungsuntersuchungen sind jedoch aus testökonomischen Gründen nicht alle Teilkom-
petenzen operationalisierbar. So sind Aufgaben zu Subkomponenten wie bspw. zu an-
deren sprechen, vor anderen sprechen oder szenisches Spielen nicht ohne Weiteres im
Klassenverband durchführbar. Bei der Messung der Bildungsstandards werden daher
lediglich Aufgaben zum verstehenden Zuhören – als eine der Subkomponenten des
Kompetenzbereichs Sprechen und Zuhören – entwickelt4. Beim dritten Kompetenzbe-
reich Schreiben steht die Orthografie, d. h. richtiges Schreiben, im Fokus der Aufga-
benentwicklung. Zur Erfassung der Rechtschreibkompetenz wurden unterschiedliche
Instrumente entwickelt, wobei insbesondere Lückentextdiktate einen zentralen Aufga-
bentyp darstellen. Für den Kompetenzbereich Lesenwird in den Bildungsstandards eine
große Bandbreite von Teilkompetenzen formuliert, die jedoch – ebenso wie bei den an-
deren Kompetenzbereichen – nicht alle im Rahmen von Schulleistungsuntersuchungen
operationalisierbar sind. Im Rahmen der Messung der Bildungsstandards werden zu
4Die fünf Kompetenzstufen bzw. Niveaus des Kompetenzstufenmodells der Zuhörkompetenz lauten:
(a) Wiedererkennen und Erinnern prominenter Einzelinformation (Niveau I), (b) benachbarte Infor-
mationen miteinander verknüpfen und den Text genrespezifisch zuordnen (Niveau II), (c) verstreute
Informationen miteinander verknüpfen, der Vorlage paraverbale Informationen abgewinnen und den
Text ansatzweise im Ganzen erfassen (Niveau III), (d) auf der Ebene des Textes wesentliche Zusam-
menhänge erkennen, die Gestaltung reflektieren und versteckte Einzelinformationen erinnern (Niveau
IV) und schließlich (e) Interpretieren, Begründen, Bewerten und anspruchsvolle Erinnerungsleistun-
gen (Niveau V).
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folgenden Subkomponenten des Leseverstehens Aufgaben entwickelt: (a) Lesestrategi-
en kennen und anwenden, (b) literarische Texte verstehen und nutzen sowie (c) Sach-
und Gebrauchstexte verstehen und nutzen. Dabei liegt bei der Aufgabenentwicklung
der Schwerpunkt auf den beiden zuletzt genannten Teilkompetenzen.
Der Kompetenztest im Schuljahr 2009/2010 zur Erhebung der Deutschleistung in
Klassenstufe 8 (DK8) umfasste Testaufgaben aus den Bereichen Zuhören und Lese-
verstehen. Die Testdurchführung erfolgte am 24. Februar 2010. Der Testwert eines
Schülers ist wiederum der Summenscore über alle Items, wobei hier maximal 69 Punk-
te (und minimal 0 Punkte) erreicht werden konnten (vgl. Tabelle 6.3). Im Anschluss
an die Korrektur gaben die Fachlehrer die Testergebnisse pro Schüler und Item über
das Schulportal auf der Webseite des Projektes Kompetenztest.de ein (vgl. Nachtigall,
2010).
6.2.2 Kovariaten
Neben den Leistungsdaten wurden weiterhin verschiedene Schülermerkmale erfasst,
die bei der Berechnung des korrigierten Landesmittelwertes berücksichtigt wurden (vgl.
Nachtigall, 2010, S. 34). Diese Variablen, die Kovariaten, sind gemeinsam mit der
Mathematik- und Deutschleistung in Klassenstufe 8 in Tabelle 6.3 aufgelistet. Dabei
lassen sich fachspezifische Kovariaten, deren Werte sich zwischen den Fächern unter-
scheiden können, von fachunspezifischen Kovariaten differenzieren. Letztere werden
unabhängig von dem Unterrichtsfach erhoben und sowohl im Rahmen der Adjustie-
rung im Fach Mathematik als auch im Fach Deutsch verwendet.
Fachspezifische Kovariaten
Die folgenden Variablen werden separat sowohl im Fach Mathematik als auch im Fach
Deutsch erhoben und zur Berechnung des jeweils fachspezifischen korrigierten Landes-
mittelwertes verwendet5: die Diagnose besonderer Lernschwierigkeiten bzw. sonder-
pädagogischer Förderbedarf (BLSF: 0 = kein Förderbedarf, 1 = Förderbedarf ) und die
Anzahl der Bücher im Elternhaus. Diese sog. Bücherfrage hat sich als geeigneter Indi-
5Die Variablen tragen jeweils den gleichen Namen, sind jedoch zusätzlich mit fachspezifischen Endun-
gen gekennzeichnet. Alle Variablen, die spezifisch für das Fach Mathematik sind, wurden mit der
EndungM versehen. Dementsprechend sind Variablen, die spezifisch für das Fach Deutsch sind, mit
der Endung D gekennzeichnet.
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Tabelle 6.3: Übersicht der Variablen
Variable Beschreibung Ausprägungen und Wertelabel
Variablen im Fach Mathematik
MK8 Mathematikleistung Klasse 8 0 – 35 (Summenscore)
MK6 Mathematikleistung Klasse 6 0 – 28 (Summenscore)
MK3 Mathematikleistung Klasse 6 0 – 24 (Summenscore)
BLSF.M Förderbedarf in Mathematik 0 = kein Förderbedarf,
1 = Förderbedarf
SES.M SESa der Mathematik-Klasse ordinalb; Kategorien 1 – 4
SART.M Schulart der Mathematik-Klasse 1 = Förderschule, 2 = Hauptschule,
3 = nicht-differenziert c,
4 = Realschule, 5 = Gymnasium
Variablen im Fach Deutsch
DK8 Deutschleistung Klasse 8 0 – 69 (Summenscore)
DK6 Deutschleistung Klasse 6 0 – 96 (Summenscore)
DK3L Deutschleistung Klasse 3 (Lesen) 0 – 15 (Summenscore)
DK3S Deutschleistung Klasse 3 (Schreiben) 0 – 54 (Summenscore)
BLSF.D Förderbedarf in Deutsch 0 = kein Förderbedarf,
1 = Förderbedarf
SES.D SESa der Deutsch-Klasse ordinalb; Kategorien 1 – 4
SART.D Schulart der Deutsch-Klasse 1 = Förderschule, 2 = Hauptschule,
3 = nicht-differenziert c,
4 = Realschule, 5 = Gymnasium
Fachunspezifische Variablen
SEX Geschlecht 0 = männlich, 1 = weiblich
MUSPR Muttersprache 0 = nicht-deutsch, 1 = deutsch
WDH Wiederholer 0 = nein, 1 = ja
Anmerkungen. Der erste und zweite Teil der Tabelle enthält alle für das Fach Mathematik
bzw. Deutsch spezifischen Variablen. Im dritten Teil der Tabelle sind die fachunspezifi-
schen Variablen aufgelistet, die sowohl im Rahmen der Adjustierung im Fach Mathematik
als auch im Fach Deutsch verwendet werden.
a SES = Sozioökonomischer Status (engl.: socio-economic status).
b Kategorisierung der Variable Bücherfrage in Quartile.
c Die Kategorie nicht-differenziert betrifft bspw. Klassen in Gemeinschaftsschulen, in
denen noch keine Differenzierung des Bildungsganges erfolgt ist.
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kator des sozioökonomischen Status (SES) bzw. der Bildungsnähe erwiesen (vgl. Bos et
al., 2003; M. D. Evans, Kelley, Sikora & Treiman, 2010) und wird daher seit dem Schul-
jahr 2003/2004 auch in dem Fragenkatalog des Kompetenztests verwendet (Nachtigall,
Hempel, Jantowski, Kröhne & Müller, 2004). Seit dem Schuljahr 2008/2009 wird die
Bücherfrage allerdings nur noch in anonymisierter Form auf Klassenebene erhoben.
Das bedeutet, dass für jede Klasse lediglich der Mittelwert des SES über die Schüler
dieser Klasse vorliegt. Daher haben alle Schüler einer konkreten Klasse die gleiche
Ausprägung auf der Variable SES. Die SES-Werte eines konkreten Schülers im Fach
Mathematik (SES.M) im Vergleich zu Deutsch (SES.D) können sich dahingegen jedoch
unterscheiden in Abhängigkeit von der jeweiligen Klassenzusammensetzung in beiden
Fächern. Schließlich wird auch die Art der Schule (SART), der ein Schüler angehört, er-
fasst und in der Datenauswertung berücksichtigt. Hierbei wird zwischen Förderschule,
Hauptschule, Realschule und Gymnasium differenziert. Des Weiteren werden auch sog.
nicht-differenzierte Bildungsgänge unterschieden, welche an Gesamtschulen vorkom-
men. Hier werden je nach angestrebtem Abschluss entsprechende Kurse gebildet, wo-
bei in nicht-differenzierten Kursen noch keine Trennung des Bildungsganges erfolgt
ist. Die Kategorien der Variable SART bezeichnen somit nicht nur separate Schularten,
sondern gleichfalls Bildungsgänge bzw. Kurse innerhalb einer Schule. So kann z. B.
ein Schüler einer Gesamtschule im Fach Mathematik einem Hauptschulkurs, im Fach
Deutsch hingegen einem Realschulkurs angehören.
Weiterhin wird bei der Berechnung des korrigierten Landesmittelwertes auch das
fachspezifische Vorwissen der Schüler berücksichtigt. Das fachspezifische Vorwissen
wird über die Testleistung der Schüler in vorangegangenen Kompetenztests operatio-
nalisiert. Hierzu werden die Daten aus dem Thüringer Schülerlängsschnitt verwen-
det, welche eine Zuordnung der Kompetenztestleistungen im Fach Mathematik sowie
Deutsch aus früheren Klassenstufen ermöglicht. Wie bereits in Abschnitt 6.1 erläutert
lagen im Schuljahr 2009/2010 erstmals Daten aus drei Erhebungswellen vor (vgl. Ta-
belle 6.1). Somit können im Fach Mathematik und Deutsch sowohl die Leistungsdaten
aus Klassenstufe 6 als auch Klassenstufe 3 als Indikator für das Vorwissen in den jewei-
ligen Fächern im Rahmen der Datenauswertung genutzt werden. Im Kompetenztest zur
Erhebung der Mathematikleistung in Klassenstufe 6 (MK6) im Schuljahr 2007/2008
konnten maximal 28 Punkte erreicht werden. Bei dem im gleichen Schuljahr durch-
geführten Kompetenztest zur Erfassung der Deutschleistung in Klassenstufe 6 (DK6)
konnten maximal 96 Punkte erzielt werden. Bei der Erhebung der Mathematikleistung
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mit dem Kompetenztest in Klassenstufe 3 (MK3) im Schuljahr 2007/2008 konnten ma-
ximal 24 Punkte erreicht werden. Die Deutschleistung in Klassenstufe 3 wurde in je-
nem Schuljahr mit dem Kompetenztest Deutsch-Lesen (DK3L) und dem Kompetenz-
test Deutsch-Schreiben (DK3S) erhoben, in welchen maximal 15 respektive 54 Punkte
erreicht werden konnten. Für die nachfolgenden Analysen werden jeweils die Sum-
menscores der Kompetenztests betrachtet. Diese Summenscores der fachspezifischen
Kompetenztests sind jedoch zwischen den Schuljahren nicht direkt miteinander ver-
gleichbar, da die Tests auf unterschiedlichen Skalen gemessen wurden. Ein Schüler,
der in den Mathematiktests der dritten und sechsten Klasse jeweils 24 Punkte erreichte,
weist also in Klassenstufe 6 eine geringere – und nicht etwa konstante – Mathematik-
leistung auf.
Fachunspezifische Kovariaten
Weitere Schülereigenschaften, die unabhängig vom jeweiligen Fachbereich erfasst wur-
den, sind das Geschlecht des Schülers (SEX: 0 = männlich, 1 = weiblich), die Mutter-
sprache (MUSPR: 0 = nicht-deutsch, 1 = deutsch) sowie die Wiederholung der achten
oder einer früheren Klassenstufe (WDH: 0 = nein, 1 = ja).
6.3 Statistische Methoden
Zur Prüfung der in Kapitel 5 postulierten Hypothesen wurde ein empirischer Modell-
vergleich verschiedener Adjustierungsmodelle durchgeführt. Im folgenden Abschnitt
werde ich das Design dieses Modellvergleichs sowie die zur Prüfung der Hypothe-
sen verwendeten Kriterien darstellen. Anschließend werden die Herausforderungen und
Möglichkeiten des Umgangs mit fehlenden Werten (Missing Data) diskutiert. Dies bil-
det die Grundlage bzw. den Ausgangspunkt für den Umgang mit fehlenden Werten im
Rahmen der vorliegenden Arbeit. Sämtliche Analysen wurden mit der freien Software
R (R Development Core Team, 2010) durchgeführt.
6.3.1 Design des Modellvergleichs
Nachfolgend werden die für den empirischen Modellvergleich verwendeten Modelle
dargestellt. Die einzelnen Modelle lassen sich hinsichtlich der gewählten Kovariaten
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(Kovariatenselektion) sowie der gewählten Parametrisierung (Modellselektion) unter-
scheiden. Wie bereits in Kapitel 5 dargestellt, ist die vorliegende empirische Reana-
lyse als eine Sensitivitätsanalyse aufzufassen. Daher werden im folgenden Abschnitt
gleichfalls die Kriterien des Modellvergleich vorgestellt, anhand derer die Sensitivität
der Effektschätzungen quantifiziert wird.
Sämtliche Modelle des Modellvergleichs zielen auf die Berechnung eines klassen-
spezifischen Effekts. Da sich die Reanalyse auf Daten aus dem Projekt Kompetenz-
test.de bezieht, wird die dort verwendete Adjustierungsstrategie (Strategie IV; vgl. Ka-
pitel 4) gleichermaßen Ausgangspunkt diesesModellvergleichs sein. Aus diesemGrund
wird im Anschluss zunächst das schrittweise Vorgehen gemäß Strategie IV zur Berech-
nung des adjustierten klassenspezifischen Effekts dargestellt.
Das Vorgehen bei der Datenanalyse im Projekt Kompetenztest.de
Im Projekt Kompetenztest.de wird ein Effektivitätsmaß für den Unterricht einzelner
Klassen, d. h. auf Klassenebene, berechnet. Dieser adjustierte klassenspezifische Ef-
fekt wird nachfolgend mit E(δadj | X=x) notiert (vgl. Kapitel 3). Zur Quantifizierung
von E(δadj | X=x) wird der beobachtete Mittelwert einer Klasse x einem für eine virtu-
elle Klasse mit gleicher Kovariatenkombination zu erwartenden Wert, dem sog. korri-
gierten Landesmittelwert, gegenübergestellt (Fiege, 2007; Nachtigall & Kröhne, 2003;
Nachtigall et al., 2008), d. h.:
E(δadj | X=x) ≡ E(Y | X=x) − E
[
E(Y | Z) | X=x ] . (6.1)
Diese Differenz wird im Rahmen der klassenspezifischen Ergebnisrückmeldungen u. a.
grafisch veranschaulicht bzw. in grafischer Form zurückgemeldet. Abbildung 6.3 zeigt
ein Beispiel einer solchen Darstellung, die einem Ergebnisbericht des Projektes Kom-
petenztest.de zu entnehmen ist (vgl. Nachtigall, Müller & Storbeck, 2010). Wie bereits
in Kapitel 3 und 4 dargestellt, bezieht sich die Adjustierung somit auf den zu berech-
nenden Vergleichswert E
[
E(Y | Z) | X=x ] für die jeweils betrachtete Klasse x.
Die Berechnung bzw. Schätzung der Effekte auf Ebene der einzelnen Klassen, d. h.
der Differenz zwischen Klassenmittelwert und adjustiertem Referenzwert einer Klasse,
erfolgt schrittweise. Diese drei Analyseschritte umfassen (1) die Berechnung des Klas-
senmittelwertes, (2) die Berechnung des adjustierten Referenzwertes einer Klasse und
schließlich (3) die Berechnung des adjustierten klassenspezifischen Effektmaßes:
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Ergebnisbericht Thu¨ringer Kompetenztests 2010
Klassenmittelwert und korrigierter Landesmittelwert
Klassendurchschnitt der erreichten Punkte (in Prozent bezogen auf die maximal erreichbare Gesamtpunktzahl).
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Abbildung 6.3: Rückmeldeformat im Projekt Kompetenztest.de (aus Nachtigall et al.,
2010). Links: Grafische Darstellung des Klassenmittelwertes und des
korrigierten Landesmittelwertes am Beispiel der Mathematikleistung in
Klassenstufe 6 (MK6). Rechts: Deskriptive Kennwerte.
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(1) Klassenmittelwert der Testwerte:
Zunächst werden die Klassenmittelwerte der Testwerte berechnet. Der Klassen-
mittelwert der Testwertvariablen Y einer Klasse xmit Nx Schülern berechnet sich
wie folgt:
Y¯x = Ê(Y | X=x) (6.2)
=
1
Nx
Nx∑
i=1
Yix.
Dabei bezeichnet Yix den i-ten zu beobachtenden Testwert in der Klasse x. Wei-
terhin gilt: Y¯x = Ê(Y | X=x), d. h. der Klassenmittelwert Y¯x ist ein Schätzer für
den Populationskennwert E(Y |X=x), der im Rahmen des Single-Unit-Trials (vgl.
Kapitel 3) definiert ist. Der bedingte Erwartungswert E(Y | X=x) der Outcome-
Variablen Y gegeben X=x ist die mit den bedingten Wahrscheinlichkeiten ge-
wichtete Summe ihrer Werte, d. h. E(Y |X=x) = ∑i yi ·P(Y=yi |X=x). Dabei ist Y
im Rahmen von Vergleichsarbeiten die Testwertvariable und X die Treatment-
Variable mit x = 1, . . . , J Treatment-Ausprägungen, welche im vorliegenden
Kontext die untersuchten Thüringer Klassen der Jahrgangsstufe 8 repräsentieren.
(2) Adjustierter Referenzwert einer Klasse:
Der adjustierte Klassenmittelwert bzw. Referenzwert einer Klasse x, der im Pro-
jekt Kompetenztest.de als korrigierter Landesmittelwert bezeichnet wird, berech-
net sich wie folgt: Zunächst wird für jeden Schüler der betrachteten Klasse x
der bedingte Erwartungswert E(Y | Z=z) bei gegebener Kovariatenausprägung
geschätzt. Dies erfolgt mittels der Regression E(Y | Z) der Testwertvariablen Y
auf den Kovariatenvektor Z, wobei Z den Vektor einer Q-dimensionalen Kova-
riaten Z = (Z1, . . . ,ZQ) darstellt. Im Rahmen des Modellvergleichs der vorlie-
genden Arbeit wurden unterschiedliche Parametrisierungen, d. h. unterschied-
liche Modellspezifikationen der Regression E(Y | Z) sowie verschiedene Sets
von Kovariaten gewählt, die im nächsten Abschnitt beschrieben werden. Die mit-
tels der Regression E(Y | Z) vorhergesagten Werte werden anschließend über die
Schüler einer Klasse aggregiert, d. h. es wird der X=x-bedingte Erwartungswert
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E
[
E(Y | Z) | X=x ] geschätzt:
Y¯adj;x = Ê
[
Ê(Y | Z) | X=x ] (6.3)
=
1
Nx
·
Nx∑
i=1
Ê(Y | Z=zi) ,
wobei Ê(Y | Z=zi) die Schätzer der adjustierten individuellen (schülerspezifi-
schen) Testwerte sind. Weiterhin gilt: Y¯adj;x = Ê
[
Ê(Y |Z)|X=x ], d. h., der Klassen-
mittelwert Y¯adj;x ist ein Schätzer für den Populationskennwert E
[
E(Y | Z) | X=x ],
der im Rahmen des Single-Unit-Trials (vgl. Kapitel 3) definiert ist.
(3) Adjustierte klassenspezifischer Effekt:
Schließlich wird das klassenspezifische Effektmaß E(δadj | X=x) geschätzt:
δ¯adj;x = Ê(Y | X=x) − Ê
[
Ê(Y | Z) | X=x ] (6.4)
= Y¯x − Y¯adj;x .
Es gilt: δ¯adj;x = Ê(δadj | X=x), d. h. das klassenspezifische Effektmaß δ¯adj;x ist ein
Schätzer für den Populationskennwert E(δadj | X=x), der wiederum im Rahmen
des zugrundeliegenden Single-Unit-Trials (vgl. Kapitel 3) definiert ist. Wie be-
reits ausführlich dargestellt, impliziert dies jedoch nicht ohne weitere Annahmen
die kausale Interpretierbarkeit von E(δadj | X=x) oder seines Schätzers δ¯adj;x (vgl.
Kapitel 3, Abschnitt 3.5).
Modelle im Vergleich
Im Folgenden werde ich die Modelle vorstellen, deren Ergebnisse im Kapitel 7 verglei-
chend betrachtet werden. Diese Modelle unterscheiden sich einerseits hinsichtlich der
Kovariatenselektion und andererseits bezüglich der Modellselektion, d. h. hinsichtlich
der gewählten Parametrisierung. Insgesamt 14 Modelle wurden analysiert – sowohl im
Fachbereich Mathematik als auch Deutsch. Tabelle 6.4 zeigt die Modelle schließlich im
Überblick.
Kovariatenselektion: Die Wahl der Kovariaten. Die zu vergleichenden Model-
le unterscheiden sich hinsichtlich der enthaltenen Kovariaten, wobei verschiedene Sets
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von Kovariaten berücksichtigt werden. Diese Kovariatensets lassen sich in drei Gruppen
einteilen: (a) Schülermerkmale (ohne Vorwissen), (b) Schülermerkmale und fachspezi-
fisches Vorwissen sowie (c) Schülermerkmale, fachspezifisches Vorwissen und Klas-
senkompositionsmerkmale. Je nach Kovariatenset können die Modelle demnach den
verschiedenen Klassen von Adjustierungsmodellen zugeordnet werden, die in Kapitel
4 eingeführt wurden: (a) Contexualized Attainment Modelle (CAM) ohne Vorwissen
(b) Value-Added Modelle (VAM), die neben Schülermerkmalen auch das Vorwissen
berücksichtigen und schließlich (c) Contextual Value-Added Modelle (CVA), die zu-
sätzlich zu Schülermerkmalen und Vorwissen auch Kompositionsmerkmale enthalten.
Bei gegebener Modellselektion (d. h. bei konstanter Parametrisierung der Modelle) han-
delt es sich dabei um genestete Modelle: Durch die Hinzunahme weiterer Kovariaten
werden die Modelle jeweils erweitert. So ist bspw. das CAM ein (restriktiverer) Spe-
zialfall vom VAM, in dem das fachspezifische Vorwissen als Kovariate nicht enthalten
ist. Im Falle bedingter regressiver Unabhängkeit der Testwertvariablen Y vom fachspe-
zifischen Vorwissen gegeben der weiteren, in beiden Modellen gewählten Kovariaten
werden beide Modelle identische Ergebnisse liefern.
In den verschiedenen Kovariatensets bzw. Modellklassen sind jeweils folgenden Ko-
variaten enthalten:
(1) CAM (Modell 1 und Modell 8):
Zunächst werden lediglich Schülermerkmale – und explizit nicht das Vorwis-
sen der Schüler – berücksichtigt. Im Einzelnen handelt es sich um die folgen-
den diskreten Kovariaten: Diagnose besonderer Lernschwierigkeiten bzw. son-
derpädagogischer Förderbedarf (BLSF), Anzahl der Bücher im Elternhaus (SES),
Schulart (SART), Geschlecht (SEX), Muttersprache (MUSPR) und Wiederholer
einer Klassenstufe (WDH).
(2) VAM (Modelle 2 bis 4 und Modelle 9 bis 11):
Zusätzlich zu den Schülermerkmalen wird nun das fachspezifische Vorwissen in
das Kovariatenset aufgenommen. Zunächst wird das fachspezifische Vorwissen
der 3. Jahrgangsstufe (Modelle 2 und 9), weiterhin das fachspezifische Vorwis-
sen der 6. Jahrgangsstufe (Modelle 3 und 10) und schließlich das fachspezifische
Vorwissen sowohl aus der 3. als auch 6. Jahrgangsstufe (Modelle 4 und 11) in das
Modell aufgenommen.
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(3) CVA (Modelle 5 bis 7 und Modelle 12 bis 15):
Im dritten Kovariatenset werden – neben Schülermerkmalen und fachspezifischen
Vorwissen – zusätzlich Klassenkompositionsmerkmale berücksichtigt. Die Klas-
senkomposition wird operationalisiert mittels des Mittelwertes und der Standard-
abweichung des fachspezifischen Vorwissens. Dabei wird zunächst das fachspe-
zifische Vorwissen aus Klasse 3 (Modelle 5 und 12), dann aus Klasse 6 (Modelle
6 und 13) und letztlich aus Klasse 3 und Klasse 6 (Modelle 7 und 14) für die
Berechnung der Klassenkomposition verwendet.
Modellselektion: Die Parametrisierungen der Regression E(Y | Z). Die für den
empirischen Modellvergleich gewählten Modellspezifikationen basieren einerseits auf
der vom Projekt Kompetenztest.de derzeit verwendeten saturierten Parametrisierung so-
wie deren Erweiterung als bedingt lineare Parametrisierung bei Hinzunahme eines me-
trischen Regressors (Modelle 1 bis 7). Andererseits wurde eine weniger komplexe Pa-
rametrisierung (lineare Parametrisierung ohne Interaktionen) für den Modellvergleich
gewählt (Modelle 8 bis 14). Diese Parametrisierungen werden nachfolgend im Detail
beschrieben.
(1) Saturierte Parametrisierung (Modell 1):
Bisher wird im Rahmen der Ergebnisauswertung durch das Projekt Kompetenz-
test.de ein saturiertes Modell verwendet, welches für metrische Variablen nicht
anwendbar ist. Ein saturiertes Modell erfordert diskrete oder diskretisierte (kate-
goriale oder künstlich kategorisierte) Variablen. Im Rahmen der Adjustierungs-
strategie IVa (vgl. Kapitel 4) des Projektes Kompetenztest.de, die in Modell 1
des vorliegenden Modellvergleichs realisiert ist, werden folgende diskrete Ko-
variaten berücksichtigt: Diagnose besonderer Lernschwierigkeiten bzw. sonder-
pädagogischer Förderbedarf (BLSF), Anzahl der Bücher im Elternhaus (SES),
Schulart (SART), Geschlecht (SEX), Muttersprache (MUSPR) und Wiederho-
ler einer Klassenstufe (WDH). Diese Kovariaten bilden gemeinsam den mehr-
dimensionalen Regressor Z, dessen Werte die Wertekombinationen der genann-
ten Kovariaten sind. Im Fall diskreter Kovariaten nimmt der mehrdimensionale
Regressor Z genau m verschiedene Werte an, wobei m die Anzahl aller mögli-
chen Wertekombinationen der mehrdimensionalen Kovariaten Z ist. In diesem
Fall kann die Regression E(Y | Z) als saturiertes Zellenmittelwertemodell para-
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metrisiert werden:
E(Y | Z) = µ1 · IZ=1 + . . . + µ z · IZ=z + . . . + µm · IZ=m , (6.5)
wobei
IZ=z =

1, falls Z=z,
0, andernfalls
für z = 1, . . . ,m
jeweils die Indikatorvariable ist, die mit ihrem Wert 1 anzeigt, ob Z den Wert z
annimmt. Die Anzahl der Parameter µ z entspricht hier der Anzahl der Wertekom-
binationen des mehrdimensionalen Regressors Z. DesWeiteren ist µ z der beding-
te Erwartungswert E(Y | Z=z) der Outcome-Variablen Y gegeben eine bestimmte
Kovariatenkombination z. Dieses saturierte Modell ist dadurch gekennzeichnet,
dass hier keinerlei Annahmen über die funktionale Form der Abhängigkeit der
Zufallsvariablen Y von dem Kovariatenvektor Z gemacht werden, die sich in der
empirischen Anwendung als falsch erweisen können.
(2) Bedingt lineare Parametrisierung (Modelle 2 bis 7):
Dem Vorteil der saturierten Parametrisierung steht der Nachteil gegenüber, dass
sich im Rahmen dieser Vorgehensweise keine kontinuierlichen Kovariaten be-
rücksichtigen lassen. Ein zusätzliches Problem hinsichtlich der Parameterschät-
zung besteht potenziell darin, dass man stets m Parameter – entsprechend der
Anzahl der Wertekombinationen der Kovariaten Z – schätzen muss. Je mehr Ko-
variaten nun in der empirischen Anwendung berücksichtigt werden, desto größer
wird das Problem der Parameterschätzung: Sind bestimmte Zellen in den Daten
nicht oder mit sehr wenigen Beobachtungen besetzt, können die entsprechenden
Erwartungswerte gar nicht oder nur mit großem Standardfehler geschätzt werden
(Sparseness of Data-Problem, vgl. Fiege, 2007; Morgan & Harding, 2006). Da
zudem die Kategorisierung des fachspezifischen Vorwissens mit einem Informati-
onsverlust verbunden ist, der sich in deutlichem Maße auf die Effektschätzungen
auswirken kann (z. B. Sengewald, 2011), wird in der vorliegende Reanalyse der
Kompetenztestdaten die metrische Variable Z Vorwissen einbezogen. In diesem Fall
bilden der mehrdimensionale Regressor Z, dessen Werte die Wertekombinatio-
nen der verwendeten diskreten Kovariaten sind, zusammen mit der kontinuierli-
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chen Kovariaten Z Vorwissen den mehrdimensionalen Regressor Z
∗ = (Z,Z Vorwissen).
Für die Modelle 2 bis 7, die das fachspezifische Vorwissen enthalten, verwende
ich daher eine bedingt lineare Parametrisierung, d. h.:
E(Y | Z∗) = β01 · IZ + β02 · IZ · Z Vorwissen , (6.6)
wobei
β01 = (β1, . . . ,βm) (6.7)
und
β02 = (βm+1, . . . ,β2·m) . (6.8)
Dabei ist β02 eine Funktion von Z und Z Vorwissen. Auf diese Weise werden poten-
zielle Interaktionen zwischen dem mehrdimensionalen, kategorialen Regressor Z
und dem metrischen Regressor Z Vorwissen modelliert. Setzt man Gleichung 6.7 und
6.8 in Gleichung 6.6 ein, so ergibt sich:
E(Y | Z∗) = (β1, . . . ,βm) ·

IZ=1
...
IZ=m
 + (βm+2, . . . ,β2·m+1) ·

IZ=1
...
IZ=m
 · Z Vorwissen . (6.9)
Bei der bedingt linearen Parametrisierung wird die Annahme gemacht, dass die
Regression E(Y | Z∗) bedingt linear in Z Vorwissen ist. Dabei sind die Parameter des
Vektors β02 in Gleichung 6.6 die bedingt linearen Regressionskoeffizienten (vgl.
Steyer, 2003). Empirische Befunde stützen die Plausibilität dieser Annahme. So
zeigte z. B. Sengewald (2011) im Kontext von Vergleichsarbeiten, dass es kei-
ne bedeutsamen Unterschiede bezüglich der klassenspezifischen Effektschätzun-
gen gibt, wenn anstelle von Z∗ = (Z,Z Vorwissen) der mehrdimensionale Regressor
Z∗∗ = (Z,Z Vorwissen,Z
2
Vorwissen) verwendet wird
6. Im letzteren Fall handelt es sich
ebenfalls um eine bedingt lineare Parametrisierung: Die Regression E(Y | Z∗∗) ist
6Neben der linearen und quadratischen Parametrisierung der kontinuierlichen Kovariaten Z Vorwissen wur-
den auch kubische, quartische und quintische Parametrisierungen in die vergleichende Analyse ein-
bezogen. Diese erbrachten ebenfalls keine bedeutsamen Unterschiede in den Effektschätzungen (vgl.
Sengewald, 2011).
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bedingt linear in Z Vorwissen und Z
2
Vorwissen.
(3) Lineare Parametrisierung (Modelle 8 bis 14):
Als alternative, sparsamere Modellspezifikation verwende ich eine lineare Pa-
rametrisierung (Modelle 8 bis 14). Eine solche lineare Parametrisierung wur-
de bspw. im Rahmen der Ergebnisauswertung der nationalen Erweiterung von
PISA-2000 in der Bundesrepublik Deutschland angewendet (Watermann, Stanat,
Kunter, Klieme & Baumert, 2003; Watermann & Stanat, 2004). Die Regression
E(Y | Z) wird mittels einer linearen Funktion des mehrdimensionalen Regressors
Z parametrisiert:
E(Y | Z) = α0 + α1 · Z1 + · · · + αQ · ZQ , (6.10)
wobei Z der Vektor einer Q-dimensionalen Kovariaten Z = (Z1, . . . ,ZQ) ist. Po-
tenzielle Interaktionen zwischen den Kovariaten werden hier nicht modelliert. Bei
der Berechnung des Z=z-bedingten Erwartungswertes E(Y | Z=z) können nicht
nur diskrete, sondern gleichfalls kontinuierliche Kovariaten einbezogen werden.
Jedoch fließen hier bestimmte Annahmen ein, die in empirischen Anwendungen
falsch sein können: Zum einen wird von einem linearen Zusammenhang zwi-
schen der Outcome-Variable Y und dem Kovariatenvektor Z ausgegangen und
zum anderen werden potenzielle Interaktionen zwischen den Kovariaten nicht
berücksichtigt.
Der empirische Modellvergleich umfasst somit insgesamt 14 Modelle, die sowohl für
den Fachbereich Mathematik (MK8) als auch Deutsch (DK8) berechnet werden. Tabel-
le 6.4 zeigt die zu vergleichenden Modelle in der Übersicht.
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Tabelle 6.4: Modellvergleich
Modell- Kovariatenselektion
selektion
CAM VAM CVA
Schüler- + fachspezif. + fachspezif. + fachspezif. + Klassen- + Klassen- + Klassen-
merkmale Vorwissen Vorwissen Vorwissen komposi- komposi- komposi-
(K3) (K6) (K3 & K6) tions- tions- tions-
merkmalea merkmalea merkmalea
(K3) (K6) (K3 & K6)
bedingt lineare
Parametrisierung Modell 1b Modell 2 Modell 3 Modell 4 Modell 5 Modell 6 Modell 7
(inkl.
Interaktionen)
lineare
Parametrisierung Modell 8 Modell 9 Modell 10 Modell 11 Modell 12 Modell 13 Modell 14
(ohne
Interaktionen)
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added Model, CVA = Contextual Value-Added Model,
K3 = Kompetenztest Klasse 3, K6 = Kompetenztest Klasse 6.
a Mittelwert und Standardabweichung des fachspezifischen Vorwissens aus Klasse 3, Klasse 6 bzw. Klasse 3 & 6.
b Saturiertes Zellenmittelwertemodell.
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Die einzelnen Spalten der Tabelle 6.4 kennzeichnen die jeweilige Selektion der Ko-
variaten. Modelle in der gleichen Spalte enthalten das gleiche Set von Kovariaten. Mo-
delle, die in der Tabelle weiter rechts angeordnet sind, enthalten jeweils zusätzliche Ko-
variaten. Somit lassen sich verschiedene Modelle ineinander überführen7: So ist bspw.
Modell 1 ein Spezialfall von Modell 2, in dem das fachspezifische Vorwissen aus Klas-
senstufe 3 als Kovariate nicht enthalten ist. Im Falle bedingter regressiver Unabhängkeit
der Testwertvariablen Y vom fachspezifischen Vorwissen aus Klassenstufe 3 gegeben
der weiteren, in beiden Modellen gewählten Kovariaten werden beide Modelle identi-
sche Ergebnisse liefern.
Die Modelle in den beiden Zeilen von Tabelle 6.4 unterscheiden sich hinsichtlich
der Parametrisierung des zur Berechnung der adjustierten klassenspezifischen Effekte
gewählten Modells. Die erste Zeile enthält die Modelle mit saturierter bzw. bedingt li-
nearer Parametrisierung (Modelle 1 bis 7). Die zweite Zeile enthält die Modelle mit
linearer Parametrisierung, bei denen keine Interaktionen zwischen den Variablen mo-
delliert werden (Modelle 8 bis 14).
Kriterien des Modellvergleichs
Für den Vergleich der aus den 14 Modellen resultierenden adjustierten Effektschätzun-
gen – sowohl für das Fach Mathematik als auch das Fach Deutsch – werden im Er-
gebnisteil der vorliegenden Arbeit (Kapitel 7) folgende Kriterien betrachtet: Zunächst
werden die Ergebnisse der einzelnen Modelle in sog. Caterpillar-Plots dargestellt. Die
Caterpillar-Plots enthalten neben den Punktschätzern der adjustierten klassenspezifi-
schen Effekte auch die zugehörigen Standardfehler. Zudem veranschaulichen Caterpillar-
Plots die Rangordnung der Klassen gemäß dem Ausmaß des adjustierten klassenspezi-
fischen Effekts. Weiterhin werden die modellspezifischen Determinationskoeffizienten
R2Y |Z – als Maß der Varianzaufklärung – vergleichend analysiert sowie die Korrelati-
on der aus den Modellen resultierenden adjustierten Effektschätzungen der einzelnen
Klassen (vgl. z. B. Braun & Wainer, 2007) ausgewertet. Schließlich werden die Ver-
änderungen der adjustierten klassenspezifischen Effektschätzungen beim Wechsel der
Adjustierungsstrategie (vgl. z. B. Briggs & Domingue, 2011) betrachtet. Die Verän-
7Die Modelle innerhalb einer Zeile sind genestet. Einzige Ausnahme sind die Modelle, die das fach-
spezifische Vorwissen aus jeweils unterschiedlichen Jahrgangstufen enthalten. So ist bspw. Modell 2
kein Spezialfall von Modell 3. Die gleiche Einschränkung trifft zu auf die Modelle 5 und 6, 9 und 10
sowie 12 und 13.
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derungen der Effektschätzungen beim paarweisen Modellvergleich werden einerseits
mittels modifizierter Caterpillar-Plots und andererseits anhand von Kreuztabellen des
Quintil-Rankings der Effektschätzungen veranschaulicht. Diese Kriterien dienen je-
weils als Maß für die Sensitivität der adjustierten Effektschätzungen gegenüber dem
Wechsel des Adjustierungsmodells.
6.3.2 Umgang mit fehlenden Werten
Fehlende Werte (Missing Data) stellen im Rahmen der Auswertung empirischer Daten-
sätze häufig ein ernstzunehmendes Problem dar. So können fehlende Werte zu ver-
fälschten Parameterschätzungen führen. Zudem benötigen viele Standardschätzverfah-
ren vollständige Daten, so dass Fälle mit fehlenden Werten aus der Analyse ausge-
schlossen werden. Der daraus resultierende Informationsverlust gefährdet die Reprä-
sentativität der Stichprobe sowie die Generalisierbarkeit der Ergebnisse (vgl. Allison,
2001; Graham, 2009; Little & Rubin, 2002; Lüdtke, Robitzsch, Trautwein & Köller,
2007; Peugh & Enders, 2004; Rubin, 1976; Schafer & Graham, 2002; West, 2001).
Dem Problem fehlender Werte wird in der empirischen Bildungsforschung oftmals
noch recht wenig Beachtung geschenkt. So beschreiben Peugh und Enders (2004) in
ihrem Review über den Umgang mit fehlenden Werten in wissenschaftlichen Publika-
tionen „ . . . missing data as a ‘dirty little secret’ of educational research“ (S. 540).
Klassifikation fehlender Werte
Für die Auswahl einer geeigneten Methode zum Umgang mit fehlenden Werten ist ent-
scheidend, wie das Fehlen von Werten mit den betrachteten Variablen zusammenhängt.
Rubin (1976) beschreibt drei Arten von Missing Data, die den Ausfallprozess (sog.
missing data mechanism) kennzeichnen. Zum Zweck der Definition dieser drei Arten
des Fehlens von Werten betrachte ich – in Anlehnung an Rose (2013) – im Folgenden
die Zufallsvariablen Y , Z und R8. Dabei sei Y eine Variable, bei der fehlende Werte
auftreten können und Z sei eine vollständig beobachtbare Kovariate. Die Variable R sei
eine Indikatorvariable für die Beobachtbarkeit der Variablen Y (sog. response indicator
8Alle drei betrachteten Zufallsvariablen Y , Z und R haben dabei eine gemeinsame Verteilung auf dem
zugrunde liegenden Wahrscheinlichkeitsraum (Ω,A, P).
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oder Antwort-Indikator), wobei:
R =

1, falls Y beobachtbar ist,
0, andernfalls.
(6.11)
Nimmt der Response-Indikator R den Wert 1 an, so ist Y beobachtbar. Nimmt der
Response-Indikator R hingegen den Wert 0 an, so ist Y nicht beobachtbar. Die drei
Arten von Missings nach Rubin (1976) charakterisieren, wie die betrachteten Variablen
Y , Z und R stochastisch zusammenhängen. Dabei werden vollständig zufällig, zufällig
und nicht zufällig fehlende Werte unterschieden:
(1) Ist die Wahrscheinlichkeit des Auftretens fehlender Werte bezüglich der Varia-
blen Y vollständig zufällig (MCAR, missing completely at random), so gilt:
P(R = 1 | Y,Z ) = P(R = 1). (6.12)
Es gibt also keinen stochastischen Zusammenhang zwischen der Wahrschein-
lichkeit fehlender Werte bezüglich Y und der Variablen Y selbst oder der Ko-
variaten Z. Gilt dies für alle betrachteten Variablen, dann können die Lücken im
Datensatz, d. h. die fehlenden Werte, als eine Zufallsstichprobe aus dem Daten-
satz angesehen werden (Lüdtke et al., 2007). Ein Beispiel soll dies verdeutlichen:
Personen, die an einer Fragebogenuntersuchung zur Lebenszufriedenheit (reprä-
sentiert durch die Variablen Y) teilnehmen, sollen außerdem ihre Motivation zur
Teilnahme an der Untersuchung (repräsentiert durch die Variablen Z) einschät-
zen. MCAR liegt dann vor, wenn die Wahrscheinlichkeit der Beantwortung bzw.
Nichtbeantwortung der Items zur Lebenszufriedenheit weder von der Höhe der
Lebenszufriedenheit noch der Motivation abhängt.
(2) Ist die Wahrscheinlichkeit fehlender Werte bezüglich Y zufällig (MAR, missing
at random), bedeutet dies, dass die Wahrscheinlichkeit des Auftretens fehlender
Werte zwar von der Kovariaten Z abhängt, nicht jedoch von der Variablen Y:
P(R = 1 | Y,Z ) = P(R = 1 | Z ) und P(R = 1 | Y ) , P(R = 1). (6.13)
MAR ist somit eine Form der bedingten stochastischen Unabhängigkeit, d. h. ge-
geben der Kovariaten Z ist die Wahrscheinlichkeit fehlender Werte unabhängig
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von der Variablen Y selbst. Bezogen auf unser Beispiel liegt MAR somit dann
vor, wenn vor allem Personen mit geringer Motivation Fragen zur Lebenszufrie-
denheit nicht beantworten. Anders formuliert gibt es hier also einen systema-
tischen Motivationsunterschied zwischen Personen mit Missings und Personen
ohne Missings auf der Variable Lebenszufriedenheit. Personen mit gleicher Mo-
tivation haben jedoch jeweils die gleiche Wahrscheinlichkeit fehlende Werte hin-
sichtlich der Lebenszufriedenheit zu zeigen, unabhängig davon, wie hoch bzw.
niedrig diese ist.
(3) Bei nicht zufällig fehlenden Werten (MNAR, missing not at random) hängt die
Auftretenswahrscheinlichkeit fehlender Werte bezüglich der Variablen Y von der
Variable selbst ab, und zwar auch nachdem für die Kovariate Z kontrolliert wurde:
P(R = 1 | Y,Z ) , P(R = 1 | Z ). (6.14)
In unserem Beispiel liegt MNAR dann vor, wenn – auch nach Berücksichtigung
der Teilnahmemotivation – die Wahrscheinlichkeit fehlender Werte von der Höhe
der Lebenszufriedenheit abhängen.
Diese drei Arten von Missings9 charakterisieren, wie die betrachteten Variablen und
die Auftretenswahrscheinlichkeit fehlender Werte stochastisch zusammenhängen. Wei-
sen die Variablen diese Zusammenhänge auf, dann resultieren bestimmte Muster feh-
lender Werte in den Daten. Die drei Kategorien –MCAR,MAR undMNAR – schließen
sich nicht gegenseitig aus, d. h. in einem konkreten Datensatz können alle drei Arten
fehlender Werte vorliegen (Yuan & Bentler, 2000). Sobald jedoch für eine der zu ana-
lysierenden Variablen bspw. MAR vorliegt, spricht man nicht mehr von MCAR für den
Datensatz.
Die drei Arten fehlender Werte bilden jedoch nicht nur eine Systematik des Missing-
Mechanismus, sondern repräsentieren gleichzeitig auch die Annahmen für die verschie-
denen Methoden zum Umgang mit fehlenden Werten. Sind diese Annahmen in einer
konkreten empirischen Anwendung erfüllt, so führen die entsprechenden Methoden zu
unverfälschten Parameterschätzungen.
Ob die Annahme MCAR verletzt ist, d. h., ob ein Zusammenhang zwischen der
Wahrscheinlichkeit von Missings und den übrigen Informationen im Datensatz besteht,
9Siehe auch Rose (2013) für eine allgemeinere Definition der drei Arten fehlender Werte.
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lässt sich bspw. mittels grafischer Darstellungen der Struktur fehlender Werte untersu-
chen. Diese werde ich in Kapitel 7 (vgl. Abschnitt 7.1.2) am Beispiel der vorliegenden
Daten näher erläutern. Darüber hinaus existiert ein multivariater Test (Little’s MCAR-
Test; Little, 1988), welcher prüft, ob die Annahme MCAR verletzt ist. Die Nullhypo-
these dieses Tests lautet, dass die Wahrscheinlichkeit des Auftretens von Missings bei
einer Variable nicht von anderen Variablen innerhalb des Datensatzes abhängt. Ein-
schränkend muss hier jedoch erwähnt werden, dass Little’s MCAR-Test lediglich ei-
ne Falsifikation der MCAR-Annahme ermöglicht. Mit anderen Worten: Wird der Test
nicht signifikant, kann nicht ausgeschlossen werden, dass die Wahrscheinlichkeit des
Fehlens bezüglich einer Variable mit der Variable selbst zusammenhängt und somit
MNAR vorliegt. Im Gegensatz zu MCAR sind die Annahmen MAR und MNAR einer
empirischen Prüfung – im Sinne einer möglichen Falsifikation – nicht zugänglich. Die
Ursache hierfür liegt darin, dass man die dazu erforderlichen Ausprägungen der feh-
lenden Werte des Datensatzes nicht kennt. Eine Entscheidung, ob die Annahme MAR
oder aber MNAR für einen konkreten Datensatz plausibel ist, basiert somit in erster
Linie auf inhaltlichem Wissen über den Forschungsgegenstand.
Verfahren zum Umgang mit fehlenden Werten
Eine gebräuchliche Ad-hoc-Lösungmit fehlenden Daten umzugehen, ist der Ausschluss
aller Fälle, für die auf mindestens einer der zu analysierenden Variablen ein fehlender
Wert vorliegt (fallweiser Ausschluss oder listwise deletion). Die Nachteile eines sol-
chen Vorgehens sind in der Literatur häufig diskutiert (vgl. Rubin, 1976; Lüdtke et al.,
2007). Der fallweise Ausschluss fehlender Werte führt u. U. nicht nur zu einer erhebli-
chen Reduktion der für die Analyse genutzten Daten und damit zu einem Effizienzver-
lust im Rahmen der Parameterschätzung. Außerdem kann der fallweise Ausschluss zu
stark verzerrten Parameterschätzungen führen, wenn der Ausfallprozess nicht vollstän-
dig zufällig, d. h. nicht MCAR, ist. Die Ursache für diesen Bias liegt in den systemati-
schen Unterschieden zwischen Fällen mit vollständigen Daten und Fällen mit fehlenden
Werten. Schließlich gibt es einen weiteren entscheidenden Nachteil von listwise dele-
tion, der insbesondere im Rahmen der vorliegenden Analysestrategie zutrifft: Hier sol-
len die Ergebnisse verschiedener Modelle miteinander verglichen werden (vgl. 6.3.1).
Dieser Modellvergleich soll einen Rückschluss auf die Auswirkung der verschiedenen
Modellspezifikationen, die auch die Auswahl verschiedener Kovariatensets einschließt,
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ermöglichen. Durch den fallweisen Ausschluss fehlender Werte besteht jedoch die Ge-
fahr, dass die verschiedenenModelle auf Basis unterschiedlicher Stichproben berechnet
werden. Dadurch können Unterschiede in den Ergebnissen nicht mehr eindeutig auf die
systematischen Variationen in den Modellspezifikationen attribuiert werden, sondern
resultieren möglicherweise aus den Unterschieden in der Datenbasis (oder auch der
Interaktion aus beidem).
Neben listwise deletion werden in der Literatur eine Vielzahl weiterer Verfahren zum
Umgang mit fehlenden Werten diskutiert, die sich in den vergangenen 30 Jahren be-
trächtlich weiterentwickelt haben (vgl. West, 2001). Gebräuchlich ist dabei eine Klas-
sifikation in traditionelle Methoden (wie bspw. fallweiser oder auch paarweise Aus-
schluss) und moderne Ansätze zum Umgang mit Missings. Letztere wiederum umfas-
sen neben den modellbasierten Verfahren – wie bspw. die Full Information Maximum
Likelihood (FIML)-Methode im Kontext von Strukturgleichungsmodellen – auch die
imputationsbasierten Verfahren, im Rahmen derer die fehlenden Werte im Datensatz
durch geeignete Schätzungen ersetzt werden. Hier ist auch die multiple Imputation
nach Rubin (1987) einzuordnen. Bei der multiplen Imputation werden die fehlenden
Werte nicht durch einen Wert, sondern durch mehrere plausible Werte (sog. plausible
values) ersetzt, die üblicherweise jeweils unterschiedliche Ausprägungen aufweisen.
Hierbei wird die Annahme gemacht, dass die fehlenden Werte MAR sind. Jedoch zei-
gen verschiedene Simulationsstudien, dass dieses Verfahren bspw. dem fallweisen Aus-
schluss auch unter MNAR überlegen ist (vgl. Lüdtke et al., 2007). Als Resultat einer
multiplen Imputation erhält man somit mehrere vollständige Datensätze, die unabhän-
gig voneinander analysiert werden. Die Ergebnisse dieser Analysen werden dann nach
den Formeln von Rubin (1987) kombiniert. Durch die multiple Imputation wird somit
gleichzeitig der Unsicherheit bei der Ersetzung der fehlenden Werte Rechnung getra-
gen, da auch die Variabilität der plausiblen Werte im Rahmen der Kombination der
Analyseergebnisse berücksichtigt wird.
Im Rahmen der Auswertung des verwendeten Datensatzes wurde zunächst eine Ana-
lyse der Struktur fehlender Werte vorgenommen. Basierend auf den Ergebnissen dieser
Analyse wurde schließlich eine geeignete Methode zum Umgang mit potenziell fehlen-
den Werten im Datensatz ausgewählt.
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6.4 Zusammenfassung
Zur Prüfung der in der vorliegenden Arbeit postulierten Hypothesen wurde ein empi-
rischer Modellvergleich durchgeführt. Die zu diesem Zweck verwendeten Daten ent-
stammen den Thüringer Kompetenztests des Schuljahres 2009/2010, in dem erstmals
eine längsschnittliche Verknüpfung der Schulleistungsdaten möglich war.
Im vorliegende Kapitel wurden die Erhebungsinstrumente sowie die im Rahmen der
statistischen Modelle verwendeten Variablen vorgestellt. Weiterhin wurden die Mo-
delle beschrieben, welche sowohl für den Fachbereich Mathematik als auch Deutsch
angewendet wurden. Die insgesamt 14 Modelle unterscheiden sich hinsichtlich der
Kovariaten- und Modellselektion. Diese lassen sich aus der Systematik von Adjustie-
rungsstrategien ableiten, welche im Kapitel 4 erarbeitet wurde. Schließlich wurde die
Problematik fehlender Werte thematisiert, die gleichfalls Ausgangspunkt der Analyse
der Missing-Struktur im verwendeten Datensatz bildete. Basierend auf den Ergebnissen
dieser Analyse wurde schließlich eine adäquate Methode zum Umgang mit potenziell
fehlenden Werten im Datensatz gewählt.
Die Ergebnisse einer deskriptiven Analyse der verwendeten Daten und der Analyse
der Struktur fehlender Werte sind Inhalt des nachfolgenden Kapitels. Im Zentrum des
folgenden Kapitels stehen die Ergebnisse des empirischen Modellvergleichs.
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❊ssentially, all models are wrong, but
some are useful.
Box & Draper (1986)
7 Ergebnisse: Empirische Befunde
aus dem Modellvergleich
Die im vorigen Kapitel erläuterten Modelle wurden auf Daten aus den Thüringer Kom-
petenztests im Fachbereich Mathematik und Deutsch angewendet. Im folgenden Kapi-
tel werden zunächst die Ergebnisse einer deskriptiven Analyse der verwendeten Daten
sowie einer Analyse der Struktur fehlender Werte dargelegt. Anschließend werden die
Ergebnisse des empirischen Modellvergleichs dargestellt.
7.1 Deskriptive Analysen
Der Datensatz wurde mir vom Projekt Kompetenztest.de zur Verfügung gestellt. Der
Datensatz genügt datenschutzrechtlichen Anforderungen, da er keinerlei Information
beinhaltet, mittels derer einzelne Thüringer Schulen, Klassen oder Schüler identifiziert
werden können. Zwar ist eine Unterscheidung der Schul- und Klassenzugehörigkeit ei-
nes Schülers möglich, jedoch erfolgt diese über anonymisierte Codes, welche die Schul-
bzw. Klassenzugehörigkeit indizieren1.
Der Datensatz umfasst die Leistungsdaten von N = 13 257 Thüringer Schülern. Dies
sind alle Schüler, die im Schuljahr 2009/2010 an den Kompetenztests im Fach Mathe-
matik und Deutsch der Klassenstufe 8 teilgenommen haben (vgl. Nachtigall, 2010). Des
Weiteren beinhaltet der Datensatz die zusammengeführten Leistungsdaten der Schüler
aus den verschiedenen Erhebungszeitpunkten (vgl. Tabelle 6.1). Im Rahmen der Da-
tenaufbereitung wurden alle Fälle gelöscht (fallweiser Ausschluss), bei denen entwe-
der keine eindeutige Zuordnung zu einer Schulart (68 Fälle bzw. 0.5%) oder zu einer
Klasse (365 Fälle bzw. 2.8%) möglich war. Da die zu berechnenden adjustierten Ef-
fektmaße auf Klassenebene ausgewertet werden und statistische Kennwerte – wie das
1Die Kodierung der Schulzugehörigkeit erfolgt über die Variable schule.id und die Kodierung der Klas-
senzugehörigkeit erfolgt über die Variable klasse.id.
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arithmetische Mittel – bei sehr kleinen Fallzahlen wenig aussagekräftig sind, wurden
in den Analysen nur solche Klassen berücksichtigt, die aus mindestens fünf Schülern
zusammengesetzt sind. Es wurden daher alle Fälle aus der Analyse ausgeschlossen,
die sich in einem Klassenverband mit vier oder weniger Schülern2 befanden (116 Fäl-
le bzw. 0.9%). Nach Ausschluss dieser Fälle reduzierte sich der Datensatz somit auf
N = 12 708 Fälle.
7.1.1 Deskriptive Statistiken
Die im Datensatz verbleibenden N = 12 708 Schüler lassen sich N = 365 verschiedenen
Thüringer Schulen zuordnen. Tabelle 7.1 enthält die deskriptiven Statistiken für die in
Abschnitt 6.2 sowie in Tabelle 6.3 beschriebenen Variablen. Diese charakterisieren die
Thüringer Schüler der Klassenstufe 8, die im Schuljahr 2009/2010 an den Kompetenz-
tests Mathematik und Deutsch teilgenommen haben.
Variablen im Fach Mathematik
Im Schuljahr 2009/2010 lag die durchschnittliche Testleistung Thüringer Schüler der
Klassenstufe 8 im Kompetenztest Mathematik (MK8) bei M = 17.21 Punkten (SD =
7.22), wobei mindestens eines und maximal sämtliche der 35 Items gelöst wurden.
Im Schuljahr 2007/2008 erreichten diese Schüler im Kompetenztest Mathematik der
Klassenstufe 6 (MK6) durchschnittlich M = 16.57 Punkte (SD = 5.32). Von den 28 zu
lösenden Teilaufgaben wurden minimal keine und maximal alle gelöst. Schließlich wur-
den im Kompetenztest Mathematik der Klassenstufe 3 (MK3) im Schuljahr 2004/2005
durchschnittlich M = 15.04 von 24 möglichen Punkten erreicht (SD = 4.57), wobei
auch hier minimal kein Item und maximal alle Items gelöst wurden.
Der sonderpädagogische Förderbedarf im Fach Mathematik wird durch die Indika-
torvariable BLSF.M abgebildet (0 = kein Förderbedarf, 1 = Förderbedarf ; vgl. Tabel-
le 6.3). Das arithmetische Mittel von Indikatorvariablen mit den Werten 0 und 1 ist
gleich der relativen Häufigkeit der Antwortkategorie 1. Demnach zeigten im Schuljahr
2009/2010 rund 5% der Schüler im Fach Mathematik Lernschwierigkeit bzw. sonder-
pädagogischen Förderbedarf (Tabelle 7.1).
2Die durchschnittliche Klassengröße betrug N = 17 Schüler. Alle Klassen, die nur ein Viertel (oder
weniger) der durchschnittlichen Klassengröße aufwiesen, wurden aus der Analyse ausgeschlossen.
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Tabelle 7.1: Deskriptive Statistiken
Variable M SD Min Max na
Variablen im Fach Mathematik
MK8 17.21 7.22 1 35 11 590
MK6 16.57 5.32 0 28 9 941
MK3 15.04 4.57 0 24 5 176
BLSF.M 0.05 0.22 0 1 12 629
SES.M 2.73 1.14 1 4 12 658
SART.Mb 5c — 1 5 12 708
Variablen im Fach Deutsch
DK8 42.25 11.31 2 68 11 600
DK6 63.76 15.44 0 95 9 951
DK3L 9.07 2.97 0 15 5 161
DK3S 39.77 9.89 0 54 5 198
BLSF.D 0.06 0.23 0 1 12 660
SES.D 2.72 1.12 1 4 12 668
SART.D 5c — 1 5 12 708
Fachunspezifische Variablen
SEX 0.49 0.50 0 1 12 708
MUSPR 0.97 0.16 0 1 12 626
WDH 0.07 0.25 0 1 12 629
Anmerkungen. Der erste und zweite Teil der Tabelle enthält alle für das Fach Ma-
thematik bzw. Deutsch spezifischen Variablen. Im dritten Teil der Tabelle sind die
fachunspezifischen Variablen aufgelistet, die sowohl im Rahmen der Adjustierung
im Fach Mathematik als auch im Fach Deutsch verwendet werden.
a Anzahl gültiger Werte nach fallweisen Ausschluss fehlender Werte pro Variable.
b Schulart ist ein fünfstufiges Merkmal mit folgenden Ausprägungen: 1 = Förder-
schule, 2 = Hauptschule, 3 = nicht-differenziert, 4 = Realschule, 5 = Gymnasium.
c Da es sich bei der Schulart um ein nominalskaliertes Merkmal handelt, wird hier
der Modus anstatt des arithmetischen Mittels als Maß der zentralen Tendenz ange-
geben.
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Der durchschnittliche sozioökonomische Status der Mathematik-Klassen (SES.M)
über alle Schüler des Schuljahres 2009/2010 betrug M = 2.73 (SD = 1.14). Wie in
Kapitel 6 dargestellt, kann der SES einer Klasse einen Wert zwischen 1 und 4 anneh-
men, wobei 1 die niedrigste Stufe und 4 die höchste Stufe des SES indiziert. Im Fach
Mathematik gehörten insgesamt 2 683 Schüler (21%) einer Klasse der Stufe 1 des SES
an, 2 320 Schüler (19%) einer Klasse der Stufe 2, 3 341 Schüler (26%) einer Klasse der
Stufe 3 und schließlich 4 314 Schüler (34%) einer Klasse der Stufe 4. Lediglich 278
Schüler (2%) in Klassenstufe 8 besuchten eine Förderschule (Kategorie 1 der Variable
SART.M) und 999 Schüler (8%) besuchten eine Hauptschule (Kategorie 2). Katego-
rie 3 (nicht-differenziert) beschreibt Klassen in Gemeinschaftsschulen, in denen noch
keine Differenzierung des Bildungsganges erfolgt ist, der auf einen bestimmten Schul-
abschluss (Hauptschulabschluss, Realschulabschluss oder allgemeine Hochschulreife)
hinausläuft. Dieser Kategorie lassen sich 1 495 Schüler (12%) zuordnen. 4 220 Schüler
(33%) besuchten eine Realschulklasse und der Großteil der Thüringer Schüler (5 716
Schüler bzw. 45%) besuchten ein Gymnasium.
Variablen im Fach Deutsch
Im Kompetenztest Deutsch des Schuljahres 2009/2010 lag die durchschnittliche Test-
leistung Thüringer Schüler der Klassenstufe 8 (DK8) bei M = 42.25 von insgesamt
69 erreichbaren Punkten (SD = 11.31). Hier wurden mindestens zwei und maximal 68
Punkte erreicht. Im Schuljahr 2007/2008 erreichten diese Schüler im Kompetenztest
Deutsch der Klassenstufe 6 (DK6) durchschnittlich M = 63.76 Punkte (SD = 15.44).
Von den zu lösenden Teilaufgaben wurden minimal keine und maximal alle gelöst.
Im Schuljahr 2004/2005 wurden im Kompetenztest Deutsch-Lesen der Klassenstufe 3
(DK3L) durchschnittlich M = 9.07 von 15 möglichen Punkten erreicht (SD = 2.97).
Schließlich wurden im Kompetenztest Deutsch-Schreiben der Klassenstufe 3 (DK3S)
durchschnittlich M = 39.77 von 54 möglichen Punkten erreicht (SD = 9.89). Sowohl
bei DK3L also auch bei DK3S wurde minimal kein Item und maximal alle Items gelöst.
Ähnlich zu den Ergebnissen der Mathematik-Klassen betrug der durchschnittliche
sozioökonomische Status der Deutsch-Klassen (SES.D) M = 2.72 (SD = 1.12). Auch
bezüglich der Häufigkeitsverteilung der Schüler auf die vier Kategorien des SES zeigt
sich ein vergleichbares Bild zu den Ergebnissen der Mathematik-Klassen: Im Fach
Deutsch gehörten insgesamt 2 514 Schüler (20%) einer Klasse der niedrigsten Stufe
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(Stufe 1) des SES an, 2 695 Schüler (21%) einer Klasse der Stufe 2, 3 218 Schüler
(26%) einer Klasse der Stufe 3 und 4 241 Schüler (33%) einer Klasse der Stufe 4. Kei-
ne Unterschiede zwischen den Fächern Mathematik und Deutsch existieren bezüglich
der Zuordnung der Thüringer Schüler in Klassenstufe 8 zu den beiden Schularten För-
derschule (278 Schüler bzw. 2%) und Gymnasium (5 716 Schüler bzw. 45%). Für die
restlichen Kategorien der Variable SART.D gibt es marginale Unterschiede bezüglich
der Häufigkeitsverteilung im Vergleich zu denen in Mathematik: 717 Schüler (6%) be-
suchten eine Hauptschule (Kategorie 2), 2 644 Schüler (21%) lassen sich Kategorie 3
(nicht-differenziert) zuordnen und 3 353 Schüler (26%) einer Realschulklasse (Kate-
gorie 4). Diese Unterschiede liegen darin begründet, dass die Kategorien Hauptschule,
nicht-differenziert und Realschule nicht nur separate Schularten angeben, sondern auch
Bildungsgänge bzw. Kurse innerhalb einer Schule bezeichnen. So kann z. B. ein Schü-
ler einer Gesamtschule im Fach Mathematik einem Hauptschulkurs angehören, im Fach
Deutsch hingegen einem Realschulkurs (vgl. Kapitel 6).
Fachunspezifische Variablen
Bei den fachunspezifischen Variablen Geschlecht (SEX), Muttersprache (MUSPR) und
Wiederholung einer Klassenstufe (WDH) handelt es sich – wie auch bei der Variable
sonderpädagogischer Förderbedarf (BLSF) – um Indikatorvariablen3 mit den Werten
0 und 1. Somit ist das arithmetische Mittel dieser Variablen jeweils identisch mit der
relativen Häufigkeit der Antwortkategorie 1. Demnach waren im Schuljahr 2009/2010
etwa die Hälfte (49%) der Thüringer Schüler in Klasse 8 weiblich und 97% Prozent der
Schüler sprachen deutsch als Muttersprache. Des Weiteren haben 7% der Schüler die
achte oder eine frühere Klassenstufe wiederholt.
In der Tabelle 7.1 sind neben den deskriptiven Statistiken der einzelnen Variablen in
der letzten Spalte auch die Anzahl n gültiger Werte nach fallweisen Ausschluss fehlen-
der Werte pro Variable angegeben. Dabei wird bereits hier deutlich, dass ein größerer
Datenausfall auf Variablen aus zurückliegenden Erhebungsjahren – wie bspw. MK6
oder MK3 – zu verzeichnen ist. Nachfolgend soll die Struktur fehlender Werte analy-
siert werden, welche die Grundlage für die Auswahl eines geeigneten Verfahrens zum
Umgang mit den Missings darstellt.
3Die entsprechenden Wertelabel der Variablen SEX, MUSPR und WDH finden sich in Tabelle 6.3.
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7.1.2 Struktur fehlender Werte
Zum Zweck der Analyse der Missing-Struktur, d. h. der Struktur fehlender Werte im
vorliegenden Datensatz, eignen sich insbesondere grafische Darstellungen (vgl. Templ
& Alfons, 2009, November). Zur Visualisierung der fehlenden Werte wurde das R-
Packet VIM (Templ, Alfons & Kowarik, 2011) verwendet.
Abbildung 7.1 gibt einen Überblick über die Anteile der Missings pro Variable und
die Verteilung fehlender Werte im Datensatz. Die linke Seite dieser Grafik zeigt ein
Balkendiagramm mit dem Anteil fehlender Werte pro Variable, wobei auf der Ordi-
nate die relativen Häufigkeiten der Missings abgetragen sind. Die Variablen auf der
Abszisse sind absteigend nach der Höhe des Missing-Anteils geordnet. Während für
die Variablen aus der ersten Erhebungswelle im Schuljahr 2004/2005 (DK3L, MK3
und DK3S) mit jeweils 59% der höchste Missing-Anteil zu verzeichnen ist, liegen hin-
gegen für die Variablen Schulart (SART.M und SART.D) und Geschlecht (SEX) keine
fehlendenWerte vor. Dieser hoheMissing-Anteil auf den fachspezifischen Leistungsva-
riablen DK3L, MK3 und DK3S ist vermutlich auf einen Fehler bei der Datenerfassung
der Schülerstammdaten im Rahmen des Thüringer Schülerlängsschnitts im Schuljahr
2004/2005 zurückzuführen (C. Nachtigall, persönl. Mitteilung, 19.10.2010). Dadurch
konnten seitens des Thüringer Landesrechenzentrums für lediglich ca. 41% der Schü-
ler in Klassenstufe 8 eine eindeutige Zuordnung ihrer Leistungsdaten aus den Kompe-
tenztests in Klassenstufe 3 vorgenommen werden. Auch für die Variablen MK6 und
DK6 aus der zweiten Erhebungswelle ist der Anteil fehlender Werte mit 22% relativ
zu den anderen Variablen hoch. Dieser Missing-Anteil lässt sich vermutlich ebenso in
erster Linie auf Probleme bei der Datenzuordnung seitens des Landesrechenzentrums
zurückführen.
Die rechte Seite von Abbildung 7.1 zeigt einen sog. Aggregation plot, welcher al-
le beobachteten Kombinationen bzw. Muster fehlender und beobachteter Werte sowie
deren Häufigkeit darstellt. Dabei sind die beobachteten Werte blau und die fehlenden
Werte rot markiert. Jede Zeile der Matrix stellt eine der insgesamt 135 beobachteten
Missing-Kombinationen dar, wobei die Zeilen nach der Häufigkeit geordnet sind, mit
der diese jeweils auftreten. Die oberste Zeile der Matrix zeigt ein Missing-Muster, bei
dem auf den Kompetenztestvariablen aller drei Erhebungswellen (MK3, DK3L, DK3S,
MK6, DK6, MK8, DK8) sowie auf den Variablen SES.M und SES.D fehlende Werte
vorliegen (rote Zellen). Auf den restlichen Variablen hingegen liegen Beobachtungen
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Abbildung 7.1: Missing-Struktur. Links: Balkendiagramm mit dem Anteil fehlender
Werte pro Variable. Rechts: Aggregation plot mit allen beobachteten
Kombinationen fehlender und beobachteter Werte. Beobachtete Werte
sind in Blau, fehlende Werte in Rot dargestellt.
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vor (blaue Zellen). Dieses ist ein seltenes Missing-Muster, welches lediglich bei ei-
nem der 12 708 Fälle auftritt. Dahingegen zeigt die letzte Zeile das häufigste Missing-
Muster: Im vorliegenden Datensatz liegen bei 4 240 der 12 708 Fälle (33%) Beobach-
tungen auf allen Variablen außer den Variablen aus Erhebungswelle 1 (MK3, DK3L
und DK3S) vor. Bei 3 687 aller Fälle (29%) liegen Beobachtungen auf allen Variablen
bzw. keine fehlenden Werte vor. Ein fallweiser Ausschluss aller Fälle mit Missings
auf mindestens einer der Variablen würde also zu einer Reduktion um 71% der Fälle
des Datensatzes führen. Wie bereits in Abschnitt 6.3.2 erläutert, führt dieses Vorgehen
– neben einem Power-Verlust – u. U. zu verzerrten Parameterschätzungen, wenn die
Annahme vollständig zufällig fehlender Werte (MCAR) verletzt ist.
Die Frage, die sich nun stellt, lautet somit: Gibt es Hinweise, dass die Wahrschein-
lichkeit des Auftretens fehlender Werte auf einer Variable von anderen Variablen ab-
hängt? Sobald dies für mindestens eine der erhobenen Variablen zutrifft, kann nicht
mehr von MCAR für den Datensatz ausgegangen werden. Um diese Annahme zu prü-
fen, betrachten wir nachfolgend zunächst die grafische Diagnose in Abbildung 7.2. Hier
werden parallele Boxplots für die Verteilung der beobachteten Mathematikleistungs-
scores in Klassenstufe 8 (MK8) jeweils in Abhängigkeit von der Missing-Struktur auf
allen anderen Variablen dargestellt. Auf der linken Seite von Abbildung 7.2 ist die Ver-
teilung der Variable MK8 als Boxplot (weiß) abgebildet. Diese Verteilung wird (rechts
daneben) insgesamt zehnMal in jeweils zwei Gruppen betrachtet. Die Gruppen entspre-
chen dabei den Fällen mit beobachteten (blau) bzw. mit fehlenden (rot) Werten auf allen
anderen Variablen des Datensatzes (DK8, MK6, DK6, MK3, DK3L, DK3S, BLSF.D,
SES.M, SES.D und MUSPR). Die Prüfung der MCAR-Annahme folgt dem Falsfikati-
onsprinzip: Aus der Annahme vollständig zufällig fehlender Werte (MCAR) folgt, dass
es keinerlei Unterschiede in der Verteilung der Variable MK8 zwischen Schülern mit
Missings und Schülern ohne Missings auf allen anderen Variablen gibt4. Finden sich
Verteilungsunterschiede zwischen den beiden Gruppen auf mindestens einer anderen
Variablen des Datensatzes, so ist diese MCAR-Annahme nicht mehr haltbar und muss
verworfen werden. Die Variablen Schulart (SART.M und SART.D) und Geschlecht
(SEX) sind nicht in der Grafik enthalten, da für diese keine fehlenden Werte vorlie-
4Dies muss nicht nur für die Variable MK8 gelten, sondern gleichfalls für alle anderen Variablen, wenn
die MCAR-Annahme erfüllt ist. Findet man jedoch Unterschiede bezüglich mindestens einer der Va-
riablen, so ist die Hypothese vollständig zufällig fehlender Werte falsifiziert. Zum Zwecke der Über-
sichtlichkeit beschränke ich mich nachfolgend auf die Darstellung des Vergleichs der Verteilungen
beider Gruppen bezüglich der Variable MK8.
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gen. Des Weiteren sind die Variablen BLSF.M und WDH nicht aufgeführt, da aufgrund
einer zu geringen Missing-Anzahl5 keine Boxplots für diese Gruppe dargestellt werden
können. Der erste blaue Boxplot stellt somit die Verteilung von MK8 für alle Fälle des
Datensatzes dar, für die gleichfalls eine Beobachtung auf der Variable der DK8 vorliegt.
Entsprechend zeigt der erste rote Boxplot die Verteilung von MK8 für die Fälle des Da-
tensatzes, für welche die Werte der Variable DK8 fehlen. Beide Boxplots deuten auf
symmetrische Verteilungen der Variable MK8 hin, jedoch werden Unterschiede bezüg-
lich des Medians zwischen den beiden Gruppen sichtbar. Dieser Unterschied bezüglich
des Medians von MK8 ist noch deutlicher zwischen den beiden Gruppen, die sich durch
das Vorhandensein bzw. das Fehlen der Werte auf der Variable MK6 auszeichnen. Der
Median der Gruppe, in der Beobachtungen für die Variable MK6 vorliegen, ist dabei
größer als der in der Gruppe mit Missings auf dieser Variable. Dieser Befund zeigt sich
gleichfalls für die restlichen Variablen, wobei lediglich bezüglich der Variablen Förder-
bedarf in Deutsch (BLSF.D) und Muttersprache (MUSPR) ein geringerer Medianwert
in der Gruppe ohneMissings (im Vergleich zur Gruppe mit Missings) auf der jeweiligen
Variable beobachtet wird. Im Mittel zeigen Schüler mit fehlenden Werten auf anderen
Variablen somit eine geringere Mathematikleistung. Ein ähnliches Muster zeigt sich für
die Leistungsscores im Fach Deutsch (vgl. Anhang D). Die Ergebnisse der grafischen
Analyse indizieren somit einen leistungsabhängigen, d. h. systematischen Dropout.
Neben der grafischen Diagnose schlagen Peugh und Enders (2004) vor, für jede Va-
riable Response-Indikatoren zu bilden (vgl. Gleichung 6.11) und die Mittelwertsunter-
schiede zwischen der Gruppe mit beobachteten und der Gruppe mit fehlenden Werten
mittels t-Tests zu betrachten. Finden sich Mittelwertsunterschiede für mindestens eine
der Variablen des Datensatzes, muss die Annahme vollständig zufällig fehlender Werte
(MCAR) verworfen werden. Neben den Signifikanztests sollten dabei stets auch Effekt-
stärkemaße angegeben werden, um die praktische Bedeutsamkeit dieser Unterschiede
beurteilen zu können (Thompson, 1999). Tabelle 7.2 enthält Mittelwerte, t-Werte und
Effektstärken der Mittelwertsvergleiche bezüglich der Mathematikleistung in Klassen-
stufe 8 (MK8). Hierbei wurden die Response-Indikatoren der zehn Variablen betrach-
tet, die auch der grafischen Diagnose zugrunde lagen (vgl. Abbildung 7.2). Sieben der
zehn Mittelwertsunterschiede werden auf einem Signifikanzniveau von .05 signifikant.
So ist bspw. der Mittelwert von MK8 der Schüler, die einen beobachteten Wert auf
5Hier ist nicht die Gesamtanzahl fehlender Werte auf diesen Variablen entscheidend, sondern die An-
zahl der Missings auf diesen Variablen für die Fälle mit vollständigen Werten auf MK8.
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Tabelle 7.2: Mittelwerte, t-Test und Effektstärken mit der Mathematikleistung in Klas-
senstufe 8 (MK8) als abhängige Variable und den Indikatorvariablen für
fehlende Werte (Response-Indikatoren) als unabhängige Variablen
Response-Indikatora MMK8 t-Wert (p-Wert) d
für R[.]=1 für R[.]=0
RDK8 17.23 16.88 1.22 (.222) 0.05
RMK6 17.76 15.10 16.25 (.000) 0.37
RDK6 17.72 15.24 15.02 (.000) 0.35
RMK3 17.84 16.77 7.89 (.000) 0.15
RDK3L 17.82 16.79 7.67 (.000) 0.14
RDK3S 17.82 16.78 7.75 (.000) 0.14
RBLSF.D 17.21 19.50 -1.78 (.087) -0.32
RSES.M 17.22 14.45 2.29 (.028) 0.38
RSES.D 17.21 16.00 0.85 (.402) 0.17
RMUSPR 17.19 21.73 -5.16 (.000) -0.63
Anmerkungen. a Indikatorvariable R[.], die mit dem Wert 1 anzeigt, dass für die ent-
sprechende Variable [.] Beobachtungen vorliegen. Der Wert 0 zeigt an, dass keine Be-
obachtungen (Missings) für diese Variable [.] vorliegen (vgl. Gleichung 6.11).
a Als Effektstärkemaß wird Cohen’s d (Cohen, 1988) verwendet.
MK6 haben, signifikant höher als der durchschnittliche MK8-Score aller Schüler, die
auf MK6 einen fehlenden Wert aufweisen (t = 16.25, p = .000). Die Effektstärke liegt
bei d = 0.37. Dies widerspricht der Annahme, dass die Wahrscheinlichkeit fehlender
Werte einer Variablen unabhängig ist von anderen Variablen im Datensatz. Die Beträge
der Effektstärken für sämtliche der zehn Vergleiche reichen von 0.05 bis 0.63 (mittlerer
Effekt nach Cohen, 1988). Die durchschnittliche Effektstärke beträgt d = 0.27. Die-
se Befunde entsprechen den Ergebnissen der grafischen Diagnose, die ebenfalls einen
leistungsabhängigen, d. h. systematischen Dropout indizieren.
Da zwischen den VariablenMK8 und DK8mit r = .68 eine starke Korrelation (Cohen,
1988) zu finden ist, zeigen sich ähnliche Ergebnisse auch für die zweite abhängige Va-
riable DK8. Die entsprechenden Analysen für die Variable DK8 finden sich in Anhang
D. Somit kann nicht von der stochastischen Unabhängkeit zwischen der Wahrschein-
lichkeit fehlender Werte einer Variablen und der anderen Variablen im Datensatz aus-
gegangen werden. Die Annahme, dass die fehlenden Werte MCAR (d. h. vollständig
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zufällig) sind, wird somit verworfen.
7.2 Multiple Imputation fehlender Werte
Da die fehlendenWerte nicht vollständig zufällig (MCAR) sind, führen Standardverfah-
ren zur Behandlung fehlender Werte wie listwise oder pairwise deletion zu potenziell
verzerrten Parameterschätzungen. Zum aktuellen Stand der Forschung wird die multi-
ple Imputation (MI) als das geeignetste Verfahren zum Umgang mit fehlenden Werten
erachtet (vgl. z. B. Graham, 2009; Lüdtke et al., 2007). Zur multiplen Imputation der
fehlenden Werte im vorliegenden Datensatz wurde das Verfahren Multiple Imputation
by Chained Equations (MICE; van Buuren, 2007; van Buuren & Oudshoorn, 1999; van
Buuren, Brand, Groothuis-Oudshoorn & Rubin, 2006) verwendet.
7.2.1 Multiple Imputation mit MICE
Dieses Verfahren weist mehrere Vorteile6, die es für die vorliegende Anwendung beson-
ders prädestinieren: (a) Erstens können Variablen mit unterschiedlichen Skalenniveaus
in das Imputationsmodell aufgenommen werden, da pro Variable ein anderes Impu-
tationsmodell spezifiziert werden kann (z. B. eine logistische Regression bei einem
dichotomen Regressand etc.). So können nicht nur metrische, sondern auch kategoria-
le (nominale) und geordnet kategoriale (ordinale) Variablen in das Imputationsmodell
aufgenommen werden. Im Gegensatz zu MICE gehen andere Verfahren der multiplen
Imputation zudem von einer multivariaten Normalverteilung der im Impuationsmodell
verwendeten Variablen aus. Dies wiederum erfordert metrische Variablen. MICE bie-
tet sich daher insbesondere an, wenn – wie im vorliegenden Datensatz – viele ordinale
oder nominale Variablen mit fehlenden Werten vorliegen. (b) Zweitens dürfen bei der
Verwendung von MICE auch bei den für die Imputation verwendeten Prädiktorvaria-
blen im Imputationsmodell fehlende Werte vorkommen. Und schließlich (c) drittens
können im Imputationsmodell zusätzlich zu den im Analysemodell verwendeten Vari-
6Während der erste Vorteil (a) ein Spezifikum des Verfahrens MICE ist, sind die Eigenschaften (b)
und (c) gleichfalls Charakteristika von multiplen Imputationsverfahren, die auf der Annahme ei-
ner multivariaten Normalverteilung der Variablen im Imputationsmodell basieren (z. B. die MI-
Implementation in der Software NORM von Schafer, 1999). Dennoch ist MICE im Rahmen der
vorliegenden Anwendung besonders geeignet, da es sämtliche der drei genannten Vorteile in sich
vereint.
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ablen auch Hilfsvariablen (sog. auxiliary variables) aufgenommen werden, die einen
potenziellen Bias bei der Imputation verringern können. Hilfsvariablen sind solche Va-
riablen, die mit den Variablen im Analysemodell korrelieren oder mit dem Ausfallpro-
zess (missing data mechanism) zusammenhängen (vgl. Lüdtke et al., 2007). In einer
Simulationsstudie konnten Collins, Schafer und Kam (2001) zeigen, dass die Aufnah-
me von Hilfsvariablen, die mit dem Ausfallprozess in Zusammenhang stehen, zu einer
verbesserten Parameterschätzung führt.
Hinsichtlich der Auswahl der Variablen für das Imputationsmodell geben van Buuren
und Groothuis-Oudshoorn (2011b) die folgende Empfehlung: „ . . . data sets often con-
tain several hundreds of variables, all of which can potentially be used to generate im-
putations. It is not feasible (because of multicollinearity and computational problems)
to include all these variables. . . . For imputation purposes, it is expedient to select a
suitable subset of data that contains no more than 15 to 25 variables“ (S. 23). Dabei
sollten zunächst sämtliche Variablen in das Imputationsmodell aufgenommen werden,
die auch in den späteren Analysemodellen verwendet werden. Weiterhin sollten sol-
che (Hilfs-)Variablen aufgenommen werden, „ . . . that explain a considerable amount
of variance“ (van Buuren & Groothuis-Oudshoorn, 2011b, S. 23). Die Hilfsvariablen
der vorliegenden Datenanalyse wurden mittels einer Random Forest Analyse (Breiman,
2001; Liaw & Wiener, 2002) ausgewählt. Dabei handelt es sich um ein nonparame-
trisches Verfahren, anhand dessen die Bedeutsamkeit verschiedener (zunächst poten-
zieller) Prädiktorvariablen für die Vorhersage einer abhängigen Variablen quantifiziert
wird. Als Maß für die Bedeutsamkeit einer Prädiktorvariable wird die Veränderung des
mittleren Fehlerquadrats (increase in mean square error; IncMSE) pro Variable be-
trachtet. Dieser Wert gibt für jede Variable an, um wie viel das mittlere Fehlerquadrat
prozentual ansteigt, wenn diese Variable nicht im Vorhersagemodell enthalten ist. Der
Vorteil dieses Verfahrens liegt darin, dass hierbei auch sämtliche Interaktion der Varia-
blen, die potenziell als Prädiktoren verwendet werden, berücksichtigt werden. Aus dem
vorliegenden Datensatz wurden mittels der Random Forest Analyse neun Variablen als
zusätzliche Hilfsvariablen7 für das Imputationsmodell identifiziert. Hier wurden die Va-
riablen ausgewählt, die im Rahmen der Random Forest Analyse die größte Veränderung
7Folgende Hilfsvariablen wurden in das Imputationsmodell aufgenommen: Die Halbjahresnoten in
Klassenstufe 3 der Fächer Mathematik und Deutsch (MK3.NOTE, DK3.NOTE), die Halbjahresnoten
der Fächer Mathematik, Deutsch und Englisch der Klassenstufen 6 und 8 (MK6.NOTE, DK6.NOTE,
EK6.NOTE, MK8.NOTE, DK8.NOTE, EK8.NOTE) sowie die Kompetenztest-Leistungsscores aus
Klassenstufe 8 im Fach Englisch (EK8).
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des mittleren Fehlerquadrats (IncMSE) aufwiesen.
Entsprechend der Empfehlung von van Buuren und Groothuis-Oudshoorn (2011b)
wurden insgesamt 25 Variablen in das Imputationsmodell aufgenommen. Von diesen
25 Variablen wurden 16 Variablen (vgl. Kapitel 6; Tabelle 6.3) in den verschiedenen
Analysemodellen verwendet. Imputiert wurden m = 5 vollständige Datensätze 8 mittels
des R-Packets MICE (van Buuren & Groothuis-Oudshoorn, 2011a). Auf jeden der fünf
Datensätze wurden sämtliche der in Kapitel 6 dargestellten Modelle (vgl. Tabelle 6.4)
angewendet. Die Ergebnisse aus den fünf imputierten Datensätzen wurden schließlich
nach dem von Rubin (1987) beschriebenen Verfahren zu einer Gesamtschätzung kom-
biniert (vgl. Anhang E).
7.2.2 Diagnostik der multiplen Imputation
Bevor wir uns den Ergebnissen des Modellvergleichs zuwenden, soll an dieser Stelle
noch ein Blick auf die Plausibilität der imputierten Datensätze bzw. des Imputations-
modells geworfen werden. Bei der multiplen Imputation wird die Annahme gemacht,
dass die fehlenden Werte MAR (missing at random) sind (vgl. Kapitel 6, Abschnitt
6.3.2). Diese Hypothese kann empirisch nicht getestet werden. Jedoch kann man prü-
fen, ob die auf Basis des Imputationsmodells imputierten Werte plausibel sind. Hierfür
eignen sich wiederum grafische Diagnostiken.
Eine übliche Methode, die Plausibilität der Imputationen zu prüfen, besteht darin,
die beobachteten Daten (mit fehlenden Werten) und die augmentierten Daten (nach
der Imputation) anhand verschiedener Statistiken wie bspw. nonparametrischer Dich-
teschätzungen zu vergleichen (vgl. Abayomi, Gelman & Levy, 2008; Raghunathan &
Bondarenko, 2007; van Buuren & Groothuis-Oudshoorn, 2011b). Abweichungen zwi-
schen den Dichteschätzungen sind unter der MAR-Annahme nicht unwahrscheinlich
und indizieren somit nicht zwingend eine Problem mit dem Imputationsmodell. Jedoch
zeigen Abayomi et al. (2008) an einem hypothetischen Beispiel, dass „ . . . dramatic dif-
ferences between the imputed and observed data can suggest a potential problem and,
8Hinsichtlich der Anzahl der Imputationen findet sich in der Literatur zur multiplen Imputation die
allgemeine Empfehlung, dass drei bis zehn imputierte Datensätze ausreichend sind (vgl. Peugh &
Enders, 2004; Rubin, 1987; Schafer, 1997). In empirischen Anwendungen findet man daher häufig
m = 5 imputierte Datensätze (z. B. Lehmann & Lenkeit, 2008; Maaz, Baumert, Gresch & McElvany,
2010). Weitere Forschungsergebnisse zeigen, dass durch eine größere Anzahl von Imputationen die
statistische Power erhöht werden kann (vgl. Baraldi & Enders, 2010; Graham, Olchowski & Gilreath,
2007), die jedoch im Rahmen der vorliegenden Arbeit nicht im Fokus der Betrachtung liegt.
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in a context with many imputed variables, it is helpful to have some screening device
to identify these potential problems“ (S. 280). Dieses screening device soll daher auch
auf den vorliegenden Datensatz angewendet werden: In den Abbildungen 7.3 und 7.4
sind die nonparametrischen Dichteschätzungen aufgrund der beobachteten und impu-
tiertenWerte für jede der fünf Imputationen sowohl für die Mathematik- als auch für die
Deutschleistungen dargestellt. Bei allen Verteilungen sind nur marginale Unterschiede
sichtbar. Die Unterschiede werden zudem umso geringer, je größer der Missinganteil
einer Variablen ist (z. B. bei MK3 im Vergleich zu MK6 und MK8). Dieses Ergebnis-
muster zeigt sich konsistent für alle im Imputationsmodell aufgenommenen Variablen.
Es finden sich somit keine Hinweise für Probleme bezüglich des verwendeten Imputa-
tionsmodells.
7.3 Modellvergleich
Nach der erfolgreichen Imputation der fehlenden Werte wurden für jeden der m = 5
imputierten Datensätze die in Kapitel 6 beschriebenen Modelle (vgl. Tabelle 6.4) be-
rechnet; sowohl mit der Mathematikleistung in Klassenstufe 8 (MK8) als auch mit der
Deutschleistung in Klassenstufe 8 (DK8) als abhängige Variable. Anschließend erfolg-
te die Aggregation der Ergebnisse aus den einander entsprechenden fünf imputierten
Datensätzen zu einer Gesamtschätzung nach dem von Rubin (1987) beschriebenen Ver-
fahren. Die Ergebnisse aus den 14 Modellen werden im vorliegenden Abschnitt anhand
folgender Kriterien bzw. grafischer Darstellungsformen im Hinblick auf die in Kapitel 5
postulierten Hypothesen vergleichend betrachtet:
(1) Caterpillar-Plots der adjustierten klassenspezifischen Effektschätzungen,
(2) Determinationskoeffizient R2Y |Z ,
(3) Korrelationen der adjustierten klassenspezifischen Effektschätzungen beim paar-
weisen Modellvergleich,
(4) Change-Plots der Veränderungen der Effektschätzungen beim paarweisenModell-
vergleich und
(5) Transitionsmatrizen, die die Veränderungen des Quintil-Rankings der Effektschät-
zungen beim paarweisen Modellvergleich abbilden.
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Zum Zwecke der Übersichtlichkeit werden entsprechend der Modellselektion (Parame-
trisierung) verschiedene Farben für die grafische Darstellung der Ergebnisse verwendet:
Die Ergebnisse der Modelle 1 bis 7 (saturierte bzw. bedingt lineare Parametrisierung)
werden in der Farbe Cyan dargestellt, während die Ergebnisse der Modelle 8 bis 14
(lineare Parametrisierung) in der Farbe Rot dargestellt werden.
7.3.1 Caterpillar-Plots
Nachfolgend werden die adjustierten klassenspezifischen Effektschätzungen aus den
in Kapitel 6 beschriebenen 14 Modellen (vgl. Tabelle 6.4) sowohl für das Fach Ma-
thematik als auch für das Fach Deutsch dargestellt. Zur grafischen Darstellung wer-
den zunächst sog. Caterpillar-Plots verwendet. Diese zeigen die Punktschätzungen der
adjustierten klassenspezifischen Effekte δ¯adj;x sowie die zugehörigen Standardfehler9
SE(δ¯adj;x). Zudem veranschaulichen Caterpillar-Plots die Rangordnung der Klassen ge-
mäß der Größe bzw. dem Ausmaß des klassenspezifischen Effekts. Auf der Ordinaten-
achse sind die adjustierten klassenspezifischen Effekte δ¯adj;x abgetragen. Die klassen-
spezifischen Effekte δ¯adj;x schwanken um den Wert null, da dies der Erwartungswert der
klassenspezifischen Effekte ist (vgl. Kapitel 3; Gleichung 3.32). Dieser Erwartungs-
wert ist in den Abbildungen 7.5 bis 7.10 jeweils mit einer gestrichelten grauen Linie
gekennzeichnet, die parallel zur Abszisse verläuft. Die Abszisse repräsentiert die ein-
zelnen Klassen, die hinsichtlich der Größe der adjustierten klassenspezifischen Effekte
in eine Rangreihe gebracht wurden. Auf diese Weise gibt die Position einer Klasse auf
der Abszisse gleichfalls deren Rang wieder. Zudem erhält der Caterpillar-Plot durch
das Ranking der Punktschätzer bei gleichzeitiger Angabe der Standardfehler sein rau-
penähnliches Aussehen, welchem er seinen Namen verdankt (Raupe; engl.: caterpillar).
In jeder der Abbildungen 7.5 bis 7.10 wird zusätzlich der jeweilige prozentuale Anteil
der Klassen angegeben, der bei einem Signifikanzniveau von α = .05 signifikant von
null abweicht. Zudem werden in den Tabellen 7.3 und 7.4 die Varianzen s2(δ¯adj;x) der
adjustierten Effektschätzungen im Fach Mathematik sowie Deutsch wiedergegeben.
9Die Berechnung der Standardfehler der adjustierten klassenspezifischen Effektschätzungen SE(δ¯adj;x)
ist im Anhang E formal dargestellt.
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Abbildung 7.5: Caterpillar-Plots der CAM im Fach Mathematik (MK8). Links: Satu-
rierte Parametrisierung (Modell 1). Rechts: Lineare Parametrisierung
ohne Interaktionen (Modell 8).
Caterpillar-Plots im Fach Mathematik
Die Caterpillar-Plots der adjustierten Effektschätzungen im Fach Mathematik sind in
den Abbildungen 7.5 bis 7.7 dargestellt. Tabelle 7.3 zeigt die Varianzen der adjustierten
Effektschätzungen pro Modell in der Übersicht.
CAM. Abbildung 7.5 zeigt die Caterpillar-Plots der Contextualized Attainment Mo-
delle (CAM) im Fach Mathematik (MK8) sowohl für die saturierte Parametrisierung
(Modell 1) als auch für die lineare Parametrisierung ohne Interaktionen (Modell 8). Die
Varianz der Effektschätzungen aus Modell 1 ist mit s2M1(δ¯adj;x) = 5.70 niedriger als die
Varianz der Effektschätzungen aus Modell 8 mit s2M8(δ¯adj;x) = 7.76. Des Weiteren ist
der Anteil der Klassen, deren Effektschätzung signifikant von null verschieden ist, bei
Modell 1 geringer als bei Modell 8 (29% vs. 38%).
VAM. In Abbildung 7.6 werden die Ergebnisse der Value-Added Modelle (VAM) für
beide Parametrisierungen dargestellt. Die Ergebnisse aus Modellen mit bedingt linea-
rer Parametrisierung (mit Interaktionen) sind auf der linken Seite abgebildet und rechts
sind die Ergebnisse der linear parametrisierten Modelle ohne Interaktionen dargestellt.
Auch hier zeigt sich, dass die Varianzen der Effektschätzungen aus den komplexeren
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Abbildung 7.6: Caterpillar-Plots der VAM im Fach Mathematik (MK8). Links: Bedingt
lineare Parametrisierung mit Interaktionen (Modelle 2, 3, 4). Rechts:
Lineare Parametrisierung ohne Interaktionen (Modelle 9, 10, 11).
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Abbildung 7.7: Caterpillar-Plots der CVA im Fach Mathematik (MK8). Links: Bedingt
lineare Parametrisierung mit Interaktionen (Modelle 5, 6, 7). Rechts:
Lineare Parametrisierung ohne Interaktionen (Modelle 12, 13, 14).
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Tabelle 7.3: Varianz der Effektschätzungen s2(δ¯adj;x) pro Modell im Fach Mathematik
(MK8)
Modellselektion Kovariatenselektion
CAM VAM CVA
bedingt lineare
Parametrisierung M1a M2 M3 M4 M5 M6 M7
(inkl. Interaktionen) 5.70 4.29 2.89 2.65 3.06 2.21 1.91
lineare
Parametrisierung M8 M9 M10 M11 M12 M13 M14
(ohne Interaktionen) 7.76 5.60 3.55 3.39 4.79 3.04 2.91
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added Model,
CVA = Contextual Value-Added Model, M =Modell.
a Saturiertes Zellenmittelwertemodell.
Modellen (bedingt lineare Parametrisierung; Modelle 2, 3 und 4) jeweils geringer sind,
als die Varianzen aus den hinsichtlich der Kovariatenselektion entsprechenden Model-
len 9, 10 und 11 mit linearer Parametrisierung: s2M2(δ¯adj;x) = 4.29, s
2
M3(δ¯adj;x) = 2.89,
s2M4(δ¯adj;x) = 2.65 vs. s
2
M9(δ¯adj;x) = 5.60, s
2
M10(δ¯adj;x) = 3.55, s
2
M11(δ¯adj;x) = 3.39. Gleich-
sam ist auch hier der Anteil der Klassen, deren Effektschätzung signifikant von null
verschieden ist, bei den Modellen 2, 3 bzw. 4 (21%, 17% und 14%) jeweils geringer als
bei den entsprechenden Modellen 9, 10 und 11 (28%, 21% und 20%).
CVA. Die in Abbildung 7.7 dargestellten Ergebnisse der Contextual Value-Added
Modelle (CVA) zeigen ein ganz ähnliches Ergebnismuster. Die Varianzen aus den Mo-
dellen 5, 6 und 7 (bedingt lineare Parametrisierungen mit Interaktionen) sind kleiner,
als die Varianzen aus den entsprechenden linear-parametrisierten Modellen 12, 13 und
14 ohne Interaktionen: s2M5(δ¯adj;x) = 3.06, s
2
M6(δ¯adj;x) = 2.21, s
2
M7(δ¯adj;x) = 1.91 vs.
s2M12(δ¯adj;x) = 4.79, s
2
M13(δ¯adj;x) = 3.04, s
2
M14(δ¯adj;x) = 2.91. Ebenso ist der Anteil der
Klassen mit signifikanten Effektschätzungen bei den Modellen mit bedingt linearer Pa-
rametrisierung (14%, 12% und 9%) geringer als bei den entsprechenden linearen Mo-
dellen (21%, 16% und 16%).
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Abbildung 7.8: Caterpillar-Plots der CAM im Fach Deutsch (DK8). Links: Saturier-
te Parametrisierung (Modell 1). Rechts: Lineare Parametrisierung ohne
Interaktionen (Modell 8).
Caterpillar-Plots im Fach Deutsch
Die Abbildungen 7.8 bis 7.10 zeigen die Caterpillar-Plots der adjustierten Effektschät-
zungen im Fachbereich Deutsch. Tabelle 7.4 zeigt die Varianzen der Effektschätzungen
s2(δ¯adj;x) im Fach Deutsch pro Modell in der Übersicht.
CAM. Abbildung 7.8 zeigt die Caterpillar-Plots der Contextualized Attainment Mo-
delle (CAM) im Fach Deutsch (DK8); wiederum sowohl für die saturierte Parametrisie-
rung (Modell 1) als auch für die lineare Parametrisierung ohne Interaktionen (Modell
8). Die Varianz der Effektschätzungen aus Modell 1 ist mit s2M1(δ¯adj;x) = 13.84 niedri-
ger als die Varianz der Effektschätzungen aus Modell 8 mit s2M8(δ¯adj;x) = 18.00. Auch
im Fach Deutsch ist der Anteil der Klassen, deren Effektschätzung signifikant von null
verschieden ist, bei Modell 1 geringer als bei Modell 8 (27% vs. 33%).
VAM. In Abbildung 7.9 sind die Ergebnisse der Value-Added Modelle (VAM) im
Fach Deutsch für beide Parametrisierungen dargestellt. Auch hier zeigt sich, dass die
Varianzen der Effektschätzungen aus den komplexeren Modellen (bedingt lineare Para-
metrisierung inkl. Interaktionen) Modelle 2, 3 und 4 mit s2M2(δ¯adj;x) = 9.72, s
2
M3(δ¯adj;x) =
9.30 und s2M4(δ¯adj;x) = 7.89 jeweils geringer sind, als die Varianzen aus den bezüglich
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Abbildung 7.9: Caterpillar-Plots der VAM im Fach Deutsch (DK8). Links: Bedingt li-
neare Parametrisierung mit Interaktionen (Modelle 2, 3, 4). Rechts: Li-
neare Parametrisierung ohne Interaktionen (Modelle 9, 10, 11).
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Abbildung 7.10: Caterpillar-Plots der CVA im Fach Deutsch (DK8). Links: Bedingt
lineare Parametrisierung mit Interaktionen (Modelle 5, 6, 7). Rechts:
Lineare Parametrisierung ohne Interaktionen (Modelle 12, 13, 14).
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Tabelle 7.4: Varianz der Effektschätzungen s2(δ¯adj;x) pro Modell im Fach Deutsch
(DK8)
Modellselektion Kovariatenselektion
CAM VAM CVA
bedingt lineare
Parametrisierung M1a M2 M3 M4 M5 M6 M7
(inkl. Interaktionen) 13.84 9.72 9.30 7.89 7.09 6.51 5.38
lineare
Parametrisierung M8 M9 M10 M11 M12 M13 M14
(ohne Interaktionen) 18.00 12.30 11.16 9.94 11.05 11.09 9.52
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added Model,
CVA = Contextual Value-Added Model, M =Modell.
a Saturiertes Zellenmittelwertemodell.
der Kovariatenselektion entsprechenden Modellen 9, 10 und 11 mit linearer Parametri-
sierung ohne Interaktionen. Die zuletzt genannten Varianzen sind s2M9(δ¯adj;x) = 12.30,
s2M10(δ¯adj;x) = 11.16 und s
2
M11(δ¯adj;x) = 9.94. Auch hier ist der Anteil der Klassen, de-
ren Effektschätzung signifikant von null verschieden ist, bei den Modellen 2, 3 bzw. 4
(18%, 18% und 15%) jeweils geringer als bei den entsprechenden Modellen 9, 10 und
11 (22%, 21% und 18%).
CVA. Auch die in Abbildung 7.10 dargestellten Ergebnisse der Contextual Value-
Added Modelle (CVA) zeigen ein vergleichbares Ergebnismuster. Die Varianzen aus
den Modellen 5, 6 und 7 (bedingt lineare Parametrisierungen mit Interaktionen) be-
tragen s2M5(δ¯adj;x) = 7.09, s
2
M6(δ¯adj;x) = 6.51 und s
2
M7(δ¯adj;x) = 5.38. Diese sind je-
weils kleiner als die Varianzen aus den entsprechenden linear-parametrisierten Model-
len 12, 13 und 14 ohne Interaktionen: s2M12(δ¯adj;x) = 11.05, s
2
M13(δ¯adj;x) = 11.09 und
s2M14(δ¯adj;x) = 9.52. Gleichsam ist der Anteil der Klassen mit signifikanten Effektschät-
zungen bei den Modellen mit bedingt linearer Parametrisierung (11%, 12% und 8%)
geringer als bei den entsprechenden linearen Modellen (18%, 21% und 16%).
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Zusammenfassung: Caterpillar-Plots
Sowohl im Fach Mathematik als auch im Fach Deutsch ist die Varianz der Effektschät-
zungen sowie der Anteil der Klassen mit signifikant von null abweichenden Effektschät-
zungen umso kleiner, je differenzierter das Modell hinsichtlich der Parametrisierung
und der Kovariatenselektion ist. Innerhalb einer Parametrisierungsform – d. h. für beide
Parametrisierungsformen – gilt jeweils: Je mehr Kovariaten in das Modell aufgenom-
men werden, desto geringer ist die Varianz der Effektschätzungen und desto geringer ist
der Anteil der Klassen mit signifikant vom Erwartungswert abweichenden Effektschät-
zungen. Weiterhin zeigt der Vergleich zwischen den beiden Parametrisierungsformen,
dass die Varianz der adjustierten Effektschätzungen in den bedingt linearen Modellen
(mit Interaktionen) stets geringer ist als in den hinsichtlich des Kovariatensets entspre-
chenden Modellen mit linearer Parametrisierung (ohne Interaktionen). Gleichzeitig ist
auch der Anteil signifikant von null abweichender Effekte jeweils geringer für die hin-
sichtlich der Parametrisierung komplexeren Modelle.
7.3.2 Determinationskoeffizient R2Y |Z
Sei E(Y | X) eine Regression des Regressanden Y auf den Regressor X, wobei X ein
zunächst beliebiger Regressor ist. Der Determinationskoeffizient10 R2Y |X der Regression
E(Y | X) ist dann wie folgt definiert (Steyer, 2003, S. 89):
R2Y |X ≡
Var[ E(Y | X) ]
Var(Y)
, fallsVar(Y) > 0 . (7.1)
DerWertebereich des Determinationskoeffizienten R2Y |X liegt zwischen 0 und 1. Er nimmt
den Wert 0 an, falls Y von X regressiv unabhängig ist, d. h. wenn gilt: E(Y | X) = E(Y).
In diesem Fall gilt: Var[ E(Y | X) ] = Var[ E(Y) ] = 0 und der Dividend in Gleichung
7.1 nimmt somit den Wert 0 an. Er nimmt den Wert 1 an, falls Y vollständig von X ab-
hängt, denn dann gilt: E(Y | X) = Y . In diesem Fall kann die Varianz des Regressanden
Y vollständig durch X erklärt werden und für die Residualvarianz gilt: Var(εY |Z) = 0.
Dividend und Divisor in Gleichung 7.1 nehmen folglich den gleichen Wert – nämlich
Var(Y) – an, so dass gilt: R2Y |X = 1. Somit ist der Determinationskoeffizient R
2
Y |X inter-
pretierbar als „ . . . der durch X determinierte Varianzanteil von Y“ (Steyer, 2003, S. 89).
10Der Determinationskoeffizient R2Y |X wird auch als Bestimmheitsmaß der Regression E(Y |X) bezeichnet
(z. B. Fahrmeier, Kneib & Lang, 2007). Beide Begriffe sind synonym.
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Multpliziert man den Determinationskoeffizient mit 100, so erhält man den Prozentsatz
erklärter Varianz an der Gesamtvarianz des Regressanden Y .
Im Rahmen der vorliegenden Arbeit betrachte ich jedoch keine beliebige Regression
E(Y | X), sondern die Regression E(Y | Z) der Testwertvariablen Y auf den mehrdimen-
sionalen Regressor Z, der die verschiedenen Kovariaten umfasst. Nachfolgend werden
die Determinationskoeffizienten R2Y |Z der 14 Modelle aufgelistet und miteinander vergli-
chen; zunächst für das Fach Mathematik und daran anschließend für das Fach Deutsch.
Ein Modellvergleich hinsichtlich des Determinationskoeffizienten R2Y |Z ist jedoch nur
für sog. genestete Modelle bedeutsam. Bollen (1989) definiert genestete Modelle wie
folgt: „In general, any model which requires that some function of its free parameters
equals another free paramater or equals a constant [z. B. dem Wert 0] is nested in the
identical model that has no such restriction“ (Bollen, 1989, S. 291). Lässt sich ein (all-
gemeineres) Modell durch die Restriktion von Parametern in ein anderes (restriktiveres)
Modell überführen, so sind diese Modelle ineinander genestet. So ist bspw. Modell 1
ein Spezialfall von Modell 2, in dem der Regressionskoeffizient der Vorwissensvariable
(MK3 im Fachbereich Mathematik bzw. DK3 im Fachbereich Deutsch) auf 0 fixiert ist.
Die inferenzstatistische Prüfung der in Kapitel 5 postulierten Hypothesen erfolgt mit-
tels eines R2-Differenzentests. Dazu werden die Determinationskoffizienten aus je zwei
genesteten Modellen A und B auf signifikante Unterschiede untersucht, um zu prüfen,
ob eine sparsamere Parametrisierung ausreichend ist. Die zugehörige statistische Null-
hypothese lautet:
H0 : R
2
A − R2B = 0 (7.2)
Dabei ist R2A der Determinationskoeffizient eines komplexeren Modells A und R
2
B der
Determinationskoeffizient eines jeweils restriktiveren Modells B mit weniger Parame-
tern. Der Signifikanztest erfolgt über die Teststatistik (z. B. Steyer, 2003, S. 160):
F =
(R2A − R2B) / (nA − nB)
(1 − R2A) / (N − nA)
, (7.3)
wobei nA die Anzahl der Parameter im komplexeren Modell A, nB die Anzahl der Para-
meter im eingeschränkteren Modell B und N die Stichprobengröße ist. Diese Teststa-
tistik ist F-verteilt mit df1 = nA − nB Zählerfreiheitsgraden und df2 = N − nA Nenner-
freiheitsgraden.
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Tabelle 7.5: Determinationskoeffizient R2Y |Z pro Modell im Fach Mathematik (MK8)
Modellselektion Kovariatenselektion
CAM VAM CVA
bedingt lineare
Parametrisierung M1a M2 M3 M4 M5 M6 M7
(inkl. Interaktionen) .499 .595 .702 .719 .623 .722 .748
lineare
Parametrisierung M8 M9 M10 M11 M12 M13 M14
(ohne Interaktionen) .458 .561 .680 .692 .571 .690 .701
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added Model,
CVA = Contextual Value-Added Model, M =Modell.
a Saturiertes Zellenmittelwertemodell.
Determinationskoeffizient R2Y |Z im Fach Mathematik
Tabelle 7.5 enthält die Determinationskoeffizienten R2Y |Z der 14 Modelle für die Test-
leistung im Fach Mathematik (MK8). Zusätzlich veranschaulicht Abbildung 7.11 die
Ergebnisse aus Tabelle 7.5 grafisch mittels eines Balkendiagramms. Die Balken reprä-
sentieren jeweils den Prozentsatz erklärter Varianz an der Gesamtvarianz der Testwert-
variable im Fach Mathematik.
Bedingt lineare Parametrisierung (mit Interaktionen). Betrachten wir zunächst
die linke Seite in Abbildung 7.11, die den Prozentsatz erklärter Varianz der Modelle 1
bis 7 (saturierte und bedingt lineare Parametrisierung) in der Farbe Cyan wiedergibt.
Die Tabelle 7.6 (obere Hälfte) zeigt die Ergebnisse der zugehörigen R2-Differenzen-
tests.
(1) CAM vs. VAM:
Der Anteil erklärter Varianz an der Gesamtvarianz der Mathematikleistung MK8
in Modell 1 beträgt 49.91%. Durch die Hinzunahme des fachspezifischen Vor-
wissens aus Klassenstufe 3 (MK3) in das Modell – zusätzlich zu den Kovaria-
ten in Modell 1 – steigt der Anteil erklärter Varianz um 10% (von 49.91% in
Modell 1 auf 59.47% in Modell 2). Wird anstatt des fachspezifischen Vorwissens
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Abbildung 7.11: Prozentsatz erklärter Varianz an der Gesamtvarianz der Mathematikleistung in Klassenstufe 8 (MK8)
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aus Klassenstufe 3 (MK3) das fachspezifische Vorwissen aus Klassenstufe 6
(MK6) in dasModell aufgenommen, beträgt der Zuwachs sogar 20% (von 49.91%
in Modell 1 auf 70.18% in Modell 3). Werden nun beide Vorwissensvariablen
– sowohl MK3 als MK6 – zusätzlich in das Modell aufgenommen, beträgt der
Zuwachs insgesamt 22% (von 49.91% in Modell 1 auf 71.91% in Modell 4).
Sämtliche der drei berichteten Unterschiede zwischen den Determinationskoeffi-
zienten sind statistisch signifikant (vgl. Tabelle 7.6). Somit zeigt sich insgesamt
beim Wechsel von CAM zu VAM ein signifikanter und zudem deutlicher Zu-
wachs im R2Y |Z durch die Hinzunahme des fachspezifischen Vorwissens. Dieser
Befund stützt die in der Hypothese 1.1 getroffene Annahme über den Einfluss der
Hinzunahme des fachspezifischen Vorwissens in das Adjustierungsmodell.
(2) VAM vs. CVA:
Welchen Einfluss hat die zusätzliche Berücksichtigung von Klassenkompositions-
merkmalen (d. h. Mittelwert und Standardabweichung des fachspezifischen Vor-
wissens aus Klasse 3, Klasse 6 bzw. Klasse 3 und 6) auf den Determinationskoef-
fizienten R2Y |Z? Um diese Frage zu adressieren, vergleichen wir die Determinations-
koeffizienten R2Y |Z folgender genesteter Modelle: Modell 2 vs. 5, Modell 3 vs. 6
und Modell 4 vs. 7.
Werden zusätzlich zu den ursprünglichen Kovariaten und zum fachspezifischen
Vorwissen aus Klassenstufe 3 (MK3) auch die entsprechenden Klassenkomposi-
tionsmerkmale hinsichtlich des Vorwissens aus Klassenstufe 3 in das Modell auf-
genommen, steigt der Anteil erklärter Varianz um ca. 3% von 59.47% (Modell 2)
auf 62.33% (Modell 5). Etwas geringer ist dieser Anstieg infolge der Hinzunah-
me des fachspezifischen Vorwissens in Klassenstufe 6 und der entsprechenden
Kompositionsmerkmale: Hier steigt der Prozentsatz erklärter Varianz um 2% von
70.18% (Modell 3) auf 72.17% (Modell 6). Stehen Informationen sowohl zum
fachspezifischen Vorwissen aus Klassenstufe 3 (MK3) als auch Klassenstufe 6
(MK6) zur Verfügung, so steigt der Prozentsatz erklärter Varianz um ca. 3% von
71.91% (Modell 4) auf 74.78% (Modell 7).
Alle drei berichteten Unterschiede zwischen den Determinationskoeffizienten sind
nicht signifikant (vgl. Tabelle 7.6). Somit spricht dieser Befund gegen die in
Hypothese 1.2 getroffene Annahme über den zusätzlichen Einfluss der leistungs-
mäßigen Klassenkomposition – zusätzlich zum Vorwissen und den restlichen Ko-
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Tabelle 7.6: R2-Differenzen genesteter Modelle: Modifikation der Kovariatenselektion
im Fach Mathematik (MK8)
Modellvergleich ∆R2 F-Wert df1 df2 p-Wert
bedingt lineare Parametrisierung
(inkl. Interaktionen):
CAM vs. VAM M1a → M2 .10 8.91 320 12 068 <.001
M1 → M3 .20 25.03 320 12 068 <.001
M1 → M4 .22 9.23 960 11 428 <.001
VAM vs. CVA M2 → M5 .03 0.42 1 920 10 148 .999
M3 → M6 .02 0.38 1 920 10 148 .999
M4 → M7 .03 0.24 3 840 7 588 .999
bedingte UAb M3 → M4 .02 1.20 640 11 428 .001
M6 → M7 .03 0.34 2 560 7 588 .999
lineare Parametrisierung
(ohne Interaktionen):
CAM vs. VAM M8 → M9 .10 2 957.21 1 12 700 <.001
M8 → M10 .22 8 691.89 1 12 700 <.001
M8 → M11 .23 3 368.03 2 12 699 <.001
VAM vs. CVA M9 → M12 .01 161.62 2 12 698 <.001
M10 → M13 .01 204.04 2 12 698 <.001
M11 → M14 .01 202.02 2 12 697 <.001
bedingte UAb M9 → M10 .01 533.55 1 12 699 <.001
M13 → M14 .01 529.42 1 12 697 <.001
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added Model,
CVA = Contextual Value-Added Model, M =Modell.
a Saturiertes Zellenmittelwertemodell.
b Bedingte Unabhängigkeit der Variable MK8 von MK3 gegeben MK6 und der weiteren
Kovariaten im Adjustierungsmodell.
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variaten. Da im Rahmen der vorliegenden Arbeit jedoch insbesondere die Sensiti-
vität der Effektschätzungen individueller Klassen fokussiert wird, werde ich dies
nachfolgend auch anhand weiterer Kriterien beurteilen (vgl. Abschnitt 7.3.3 bis
7.3.5).
(3) Bedingte Unabhängigkeit 11:
Durch die Hinzunahme von MK6 – zusätzlich zu MK3 und den restlichen Ko-
variaten im Adjustierungsmodell – ist der stärkste Zuwachs im Anteil erklärter
Varianz zu verzeichnen (Modell 1 vs. Modell 4). Jedoch zeigt sich ein ähnlich
hoher Anstieg im Anteil erklärter Varianz, wenn allein MK6 (ohne MK3, aber
gleichfalls zusätzlich zu den restlichen Kovariaten) in das Modell aufgenommen
wird (Modell 1 vs. Modell 3). Somit steigt der Anteil erklärter Varianz um weni-
ger als 2%, wenn man – anstatt MK6 allein – beide Vorwissensvariablen (MK3
und MK6) in das Modell aufnimmt (von 70.18% in Modell 3 auf 71.91% in
Modell 4). Hier stellt sich die Frage, ob man auf die Hinzunahme des fachspezi-
fischen Vorwissens aus Klassenstufe 3 (MK3) verzichten kann, wenn man bereits
das fachspezifische Vorwissen in Klassenstufe 6 (MK6) in das Modell aufge-
nommen hat? Aus theoretischer Sicht ist dies dann zutreffend, wenn die zusätz-
liche Berücksichtigung von MK3 über MK6 hinaus keine weitere Veränderung
im R2Y |Z verursacht. Dies ist bspw. dann der Fall, wenn die Testwertvariable MK8
bedingt regressiv unabhängig von MK3 gegeben MK6 und der weiteren Kova-
riaten im Modell ist (bedingte regressive Unabhängigkeit von MK3). Betrachtet
man lediglich die Effektstärke ∆R2, ist dies m. E. vertretbar – nicht zuletzt aus
testökonomischen Gründen –, denn der Anteil erklärter Varianz verändert sich
um weniger als 2%. Jedoch wird diese Differenz der Determinationskoeffizienten
statistisch signifikant, F(640, 11 428) = 1.20, p = .001 (vgl. Tabelle 7.6). Dieses
Ergebnis spricht gegen die Annahme bedingter Unabhängigkeit.
Im Gegensatz dazu ist der Unterschied der Determinationskoeffizienten zwischen
Modell 6 und Modell 7 nicht signifikant, F(2 560, 7 588) = 0.34, p = .999 (vgl.
11Bedingte Unabhängigkeit bezeichnet nachfolgend – je nach Modellvergleich – die bedingte Unabhän-
gigkeit der Testwertvariablen MK8 von MK3 gegeben MK6 und der weiteren Kovariaten (Modell
3 vs. 4, Modell 9 vs. 10) bzw. die bedingte Unabhängigkeit der Testwertvariablen MK8 von MK3
und der entsprechenden leistungsmäßigen Klassenkomposition gegeben MK6, der leistungsmäßigen
Klassenkomposition bezüglich MK6 und der weiteren Kovariaten (Modell 6 vs. 7, Modell 13 vs. 14).
Zum Zwecke der Übersichtlichkeit verwende ich für Aussagen über eben diese Modellvergleiche
nachfolgend stets die Kurzform bedingte Unabhängigkeit.
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Tabelle 7.6). Dieser Befund spricht somit für die entsprechende Annahme der
bedingten Unabhängigkeit von MK3 und der auf MK3 basierenden leistungsmä-
ßigen Klassenkomposition.
Lineare Parametrisierung (ohne Interaktionen). Betrachten wir nun die rechte
Seite in Abbildung 7.11. Hier ist der Prozentsatz erklärter Varianz der Modelle 8 bis 14
(lineare Parametrisierung ohne Interaktionen) in Rot dargestellt. Die untere Hälfte von
Tabelle 7.6 zeigt die zugehörigen Ergebnisse der R2-Differenzentests.
(1) CAM vs. VAM:
Insgesamt zeigt sich auch für die lineare Parametrisierung ein deutlicher Zuwachs
im R2Y |Z durch die Hinzunahme des fachspezifischen Vorwissens. Auch hier ist der
stärkste Zuwachs im Anteil erklärter Varianz durch die Hinzunahme des fach-
spezifischen Vorwissens aus Klassenstufe 6 (MK6) zu verzeichnen. Dieser steigt
hier sogar um ca. 22% von 45.77% (Modell 8) auf 68.04% (Modell 10) bzw.
um 23% von 45.77% (Modell 8) auf 69.23% (Modell 11). Zudem sind wieder-
um alle drei Unterschiede zwischen den Determinationskoeffizienten statistisch
signifikant (vgl. Tabelle 7.6). Somit ist auch dieser Befund hypothesenkonform.
(2) VAM vs. CVA:
Werden nun zusätzlich die entsprechenden Klassenkompositionsmerkmale in die
Modelle aufgenommen, steigt auch hier der Anteil erklärter Varianz an. Dieser
Anstieg schwankt zwischen 0.85% (Modell 11 vs. Modell 14) und 0.99% (Mo-
dell 9 vs. Modell 12). Der Zuwachs im R2Y |Z durch die zusätzliche Modellierung
der leistungsmäßigen Klassenkomposition ist somit insgesamt geringer als bei
der bedingt linearen Parametrisierung, bei der auch Interaktionen zwischen den
Kovariaten modelliert werden. Jedoch sind diese Unterschiede zwischen den De-
terminationskoeffizienten aus den linearen Modellen statistisch signifikant (vgl.
Tabelle 7.6).
(3) Bedingte Unabhängigkeit:
Auch die Unterschiede zwischen Modell 9 und 10 bzw. zwischen Modell 13 und
14 sind marginal geringer als bei den entsprechenden bedingt linearen Modellen.
Allerdings werden beide Differenzen der Determinationskoeffizienten statistisch
signifikant (vgl. Tabelle 7.6). Dies spricht gegen die Plausibilität der zugehörigen
bedingten Unabhängigkeitsannahmen.
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Tabelle 7.7: R2-Differenzen genesteter Modelle: Modifikation der Parametrisierung im
Fach Mathematik (MK8)
Modellvergleich ∆R2 F-Wert df1 df2 p-Wert
CAM M1a → M8 .04 3.34 313 12 388 <.001
VAM M2 → M9 .04 1.67 632 12 068 <.001
M3 → M10 .02 1.36 632 12 068 <.001
M4 → M11 .03 0.87 1 271 11 428 .999
CVA M5 → M12 .05 0.57 2 550 10 148 .999
M6 → M13 .03 0.45 2 550 10 148 .999
M7 → M14 .05 0.28 5 109 7 588 .999
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added
Model, CVA = Contextual Value-Added Model, M =Modell.
a Saturiertes Zellenmittelwertemodell.
Bedingt lineare vs. lineare Parametrisierung. Vergleicht man die Modelle inner-
halb einer Parametrisierungsform, so zeigt sich, dass das Muster der Veränderung im
R2Y |Z infolge der Modifikation der Kovariatenselektion ähnlich ist – unabhängig davon,
ob man die komplexere (bedingt lineare) Parametrisierung oder die lineare Parametri-
sierung ohne Interaktionen wählt: Je mehr Kovariaten im Adjustierungsmodell enthal-
ten sind, desto größer der Anteil erklärter Varianz und desto geringer die Zuwächse im
Anteil erklärter Varianz infolge Hinzunahme weiterer Kovariaten.
Vergleicht man nun zwischen den beiden Parametrisierungsformen – d. h. zwischen
einander hinsichtlich der Kovariatenselektion entsprechenden Modellen, die sich ledig-
lich in der Parametrisierung (Modellselektion) unterscheiden –, fällt der recht stabile
Unterschied im R2Y |Z auf: So beträgt der Anteil erklärter Varianz 45.77% in Modell 8,
während dieser in Modell 1 bei 49.91% liegt. Derartige Unterschiede, die allein auf
die Modellselektion und nicht auf die Wahl der Kovariaten zurückzuführen sind, las-
sen sich bei allen sieben paarweisen Vergleichen der Modelle mit jeweils identischer
Kovariatenselektion finden. Die Unterschiede im Anteil erklärter Varianz schwanken
zwischen minimal 2% (Modell 3 vs. Modell 10) und maximal 5% (Modell 5 vs. Modell
12). Dabei wird der Unterschied im Anteil erklärter Varianz zwar geringer, wenn das
fachspezifische Vorwissen in das Adjustierungsmodell aufgenommen wird (d. h. beim
Wechsel von CAM zum VAM). Jedoch nimmt dieser Unterschied wieder zu, wenn zu-
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sätzlich auch die leistungsmäßige Klassenkomposition (CVA) modelliert wird.
Bei den zugehörigen R2-Differenzentests (vgl. Tabelle 7.7) sind lediglich die ersten
drei Modellunterschiede statistisch signifikant (Modell 1 vs. 8, Modell 2 vs. 9 und Mo-
dell 3 vs. 10, vgl. Tabelle 7.7). Sind beide Vorwissensvariablen MK3 und MK6 zusätz-
lich im Adjustierungsmodell enthalten (Modell 4 vs. 11), sind die R2-Differenzen nicht
signifikant. Und auch die restlichen Unterschiede zwischen den drei Modellen des Typs
CVA sind nicht signifikant. Insgesamt stützt diese Befundlage einerseits Hypothese 2,
dass die komplexere (bedingt lineare) Parametrisierung der linearen Parametrisierung
(ohne Interaktionen) vorzuziehen ist. Andererseits stützen die Ergebnisse zusätzlich
auch die Annahme einer Interaktion zwischen Kovariaten- und Modellselektion (Hypo-
these 3). So sind die Unterschiede zwischen den Determinationskoeffizienten zwischen
einander hinsichtlich der Kovariaten entsprechenden Modellen nicht mehr signifikant,
sobald neben den weiteren Kovariaten auch beide Vorwissensvariablen enthalten sind.
Determinationskoeffizient R2Y |Z im Fach Deutsch
Tabelle 7.8 enthält die Determinationskoeffizienten R2Y |Z der 14 Modelle für die Testleis-
tung im Fach Deutsch (DK8). Abbildung 7.12 zeigt diese Ergebnisse grafisch mittels
eines Balkendiagramms. Die Balken repräsentieren jeweils den Prozentsatz erklärter
Varianz an der Gesamtvarianz der Testwertvariable im Fach Deutsch.
Bedingt lineare Parametrisierung (mit Interaktionen). Auch für die Testleistung
im Fach Deutsch betrachten wir zunächst die Ergebnisse der saturierten und bedingt
linearen Parametrisierung mit Interaktionen (Modell 1 bis 7), die auf der linken Seite
des Balkendiagramms in Abbildung 7.12 wiedergeben sind. Die obere Hälfte in Tabelle
7.9 zeigt die Ergebnisse der entsprechenden R2-Differenzentests.
(1) CAM vs. VAM:
Der Anteil erklärter Varianz an der Gesamtvarianz der Deutschleistung DK8 in
Modell 1 beträgt 41.68%. Durch die Hinzunahme des fachspezifischen Vorwis-
sens aus Klassenstufe 3 (DK3) in das Adjustierungsmodell – wiederum zusätzlich
zu den Kovariaten in Modell 1 – steigt der Anteil erklärter Varianz um 11% auf
52.86% in Modell 2. Wird anstatt das fachspezifische Vorwissen aus Klassenstufe
3 (DK3) das fachspezifische Vorwissen aus Klassenstufe 6 (DK6) in das Modell
aufgenommen, beträgt der Zuwachs hingegen knapp 15% (56.45% in Modell 3).
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Tabelle 7.8: Determinationskoeffizient R2Y |Z pro Modell im Fach Deutsch (DK8)
Modellselektion Kovariatenselektion
CAM VAM CVA
bedingt lineare
Parametrisierung M1a M2 M3 M4 M5 M6 M7
(inkl. Interaktionen) .417 .529 .565 .602 .565 .607 .654
lineare
Parametrisierung M8 M9 M10 M11 M12 M13 M14
(ohne Interaktionen) .379 .497 .540 .569 .505 .541 .572
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added Model,
CVA = Contextual Value-Added Model, M =Modell.
a Saturiertes Zellenmittelwertemodell.
Werden beide Vorwissensvariablen – sowohl das fachspezifische Vorwissen aus
Klassenstufe 3 (DK3) als auch aus Klassenstufe 6 (DK6) – zusätzlich in das Mo-
dell aufgenommen, beträgt der Zuwachs ca. 18% (von 41.68% in Modell 1 auf
60.20% in Modell 4).
Sämtliche der drei berichteten Unterschiede zwischen den Determinationskoeffi-
zienten sind statistisch signifikant (vgl. Tabelle 7.9). Somit zeigt sich beimWech-
sel von CAM zu VAM – wie bereits im Fachbereich Mathematik – ebenso für das
Fach Deutsch ein signifikanter Zuwachs im R2Y |Z durch die Hinzunahme des fach-
spezifischen Vorwissens. Dieser Befund stützt die in Hypothese 1.1 getroffene
Annahme über den Einfluss der Hinzunahme des fachspezifischen Vorwissens in
das Adjustierungsmodell.
(2) VAM vs. CVA:
Um den Einfluss der Klassenkompositionsmerkmale auf den Anteil erklärter Va-
rianz zu quantifizieren, vergleichen wir wiederum paarweise den Determinations-
koeffizienten R2Y |Z jeweils folgender genesteter Modelle: Modell 2 vs. 5, Modell 3
vs. 6 und Modell 4 vs. 7.
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Abbildung 7.12: Prozentsatz erklärter Varianz an der Gesamtvarianz der Deutschleistung in Klassenstufe 8 (DK8)
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Werden zusätzlich zu den ursprünglichen Kovariaten und zum fachspezifischen
Vorwissen aus Klassenstufe 3 (DK3) auch die entsprechenden Klassenkompo-
sitionsmerkmale hinsichtlich des Vorwissens aus Klassenstufe 3 in das Modell
aufgenommen, steigt der Anteil erklärter Varianz um ca. 4% von 52.86% (Modell
2) auf 56.53% (Modell 5). Dieser Zuwachs im R2Y |Z ist vergleichbar für das fach-
spezifische Vorwissen in Klassenstufe 6 und die entsprechenden Kompositions-
merkmale: Auch hier steigt der Prozentsatz erklärter Varianz um ca. 4% von
56.45% (Modell 3) auf 60.74% (Modell 6). Stehen Informationen sowohl zum
fachspezifischen Vorwissen aus Klassenstufe 3 (DK3) als auch Klassenstufe 6
(DK6) zur Verfügung, so steigt der Prozentsatz erklärter Varianz um 5% von
60.20% (Modell 4) auf 65.42% (Modell 7).
Wie bereits im Fach Mathematik sind sämtliche der drei berichteten Unterschie-
de zwischen den Determinationskoeffizienten nicht signifikant (vgl. Tabelle 7.9).
Somit spricht dieser Befund auch im Fachbereich Deutsch gegen die in Hypothe-
se 1.2 getroffene Annahme über den zusätzlichen Einfluss der leistungsmäßigen
Klassenkomposition – zusätzlich zum Vorwissen und den restlichen Kovariaten.
Da im Rahmen der vorliegenden Arbeit jedoch insbesondere die Sensitivität der
Effektschätzungen individueller Klassen fokussiert wird, werden nachfolgend zu-
sätzlich weitere Kriterien herangezogen (vgl. Abschnitt 7.3.3 bis 7.3.5).
(3) Bedingte Unabhängigkeit:
Auch im Fachbereich Deutsch ist durch die Hinzunahme von DK6 zusätzlich
zu DK3 und den restlichen Kovariaten im Adjustierungsmodell der stärkste Zu-
wachs im Anteil erklärter Varianz zu verzeichnen (Modell 1 vs. Modell 4). Im
Unterschied zum Fachbereich Mathematik zeigt sich hier ein deutlicherer Zu-
gewinn im Anteil erklärter Varianz, wenn man – anstelle des fachspezifischen
Vorwissens in Klassenstufe 6 allein – beide Vorwissensvariablen (DK3 und DK6)
berücksichtigt (von 56.45% inModell 3 auf 60.20% inModell 4). Diese Differenz
der Determinationskoeffizienten ist statistisch signifikant, F(640, 11 428) = 1.72,
p < .001 (vgl. Tabelle 7.9). Dieses Ergebnis spricht somit auch hier gegen die
Annahme bedingter Unabhängigkeit der Testwertvariable DK8 von DK3 gege-
ben DK6 und der weiteren Kovariaten im Modell.
Im Gegensatz dazu ist der Unterschied der Determinationskoeffizienten zwischen
Modell 6 und Modell 7 nicht signifikant, F(2 560, 7 588) = 0.41, p = .999 (vgl.
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Tabelle 7.9: R2-Differenzen genesteter Modelle: Modifikation der Kovariatenselektion
im Fach Deutsch (DK8)
Modellvergleich ∆R2 F-Wert df1 df2 p-Wert
bedingt lineare Parametrisierung
(inkl. Interaktionen):
CAM vs. VAM M1a → M2 .11 8.96 320 12 068 <.001
M1 → M3 .15 12.66 320 12 068 <.001
M1 → M4 .19 5.53 960 11 428 <.001
VAM vs. CVA M2 → M5 .04 0.46 1 920 10 148 .999
M3 → M6 .04 0.58 1 920 10 148 .999
M4 → M7 .05 0.30 3 840 7 588 .999
bedingte UAb M3 → M4 .04 1.72 640 11 428 <.001
M6 → M7 .05 0.41 2 560 7 588 .999
lineare Parametrisierung
(ohne Interaktionen):
CAM vs. VAM M8 → M9 .12 2 959.13 1 12 700 <.001
M8 → M10 .16 4 403.37 1 12 700 <.001
M8 → M11 .19 2 380.99 2 12 699 <.001
VAM vs. CVA M9 → M12 .01 103.25 2 12 698 <.001
M10 → M13 <.01 7.96 2 12 698 <.001
M11 → M14 <.01 40.39 2 12 697 <.001
bedingte UAb M9 → M10 .03 851.70 1 12 699 <.001
M13 → M14 .03 920.70 1 12 697 <.001
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added Model,
CVA = Contextual Value-Added Model, M =Modell.
a Saturiertes Zellenmittelwertemodell.
b Bedingte Unabhängigkeit der Variable DK8 von DK3 gegeben DK6 und der weiteren
Kovariaten im Adjustierungsmodell.
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Tabelle 7.9). Dieser Befund spricht somit für die entsprechende Annahme der
bedingten Unabhängigkeit von DK3 und der auf DK3 basierenden leistungsmä-
ßigen Klassenkomposition. Zudem ist das Ergebnis konkordant mit den Ergeb-
nissen im Fach Mathematik.
Lineare Parametrisierung (ohne Interaktionen). Kommen wir nun zur rechten
Seite in Abbildung 7.12. Hier ist – wiederum in der Farbe Rot – der Prozentsatz erklärter
Varianz der Modelle 8 bis 14 (lineare Parametrisierung ohne Interaktionen) dargestellt.
Die untere Hälfte von Tabelle 7.9 zeigt zudem die zugehörigen Ergebnisse der R2-Dif-
ferenzentests.
(1) CAM vs. VAM:
Insgesamt zeigt sich gleichsam für die lineare Parametrisierung ein deutlicher
Zuwachs in R2Y |Z durch die Hinzunahme des fachspezifischen Vorwissens. Auch
hier ist der stärkste Zuwachs im Anteil erklärter Varianz durch die Hinzunahme
des fachspezifischen Vorwissens aus Klassenstufe 6 (DK6) zu verzeichnen. Die-
ser steigt um ca. 16% von 37.93% (Modell 8) auf 54.01% (Modell 10) bzw. um
ca. 19% von 37.93% (Modell 8) auf 56.87% (Modell 11). Zudem sind wieder-
um sämtliche der drei Unterschiede zwischen den Determinationskoeffizienten
statistisch signifikant (vgl. Tabelle 7.9). Somit ist auch dieser Befund hypothe-
senkonform.
(2) VAM vs. CVA:
Werden nun zusätzlich Klassenkompositionsmerkmale in die Modelle aufgenom-
men, steigt auch im Rahmen der linearen Parametrisierung im Fach Deutsch der
Anteil erklärter Varianz an. Dieser Anstieg schwankt zwischen minimal 0.05%
(Modell 10 vs. Modell 13) und maximal 0.86% (Modell 9 vs. Modell 12). Der
Zuwachs im R2Y |Z durch die zusätzliche Modellierung der leistungsmäßigen Klas-
senkomposition ist somit insgesamt geringer – sowohl im Vergleich zu der Ver-
änderung bei bedingt linearer Parametrisierung im Fachbereich Deutsch als auch
im Vergleich zu den entsprechenden Veränderungen im Fachbereich Mathematik.
Jedoch sind auch diese Unterschiede zwischen den Determinationskoeffizienten
aus den linearen Modellen statistisch signifikant (vgl. Tabelle 7.9).
(3) Bedingte Unabhängigkeit:
Auch die Unterschiede hinsichtlich der Varianzaufklärung zwischen Modell 9
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Tabelle 7.10: R2-Differenzen genesteter Modelle: Modifikation der Parametrisierung im
Fach Deutsch (DK8)
Modellvergleich ∆R2 F-Wert df1 df2 p-Wert
CAM M1a → M8 .04 2.51 313 12 388 <.001
VAM M2 → M9 .03 1.28 632 12 068 <.001
M3 → M10 .02 1.04 632 12 068 .225
M4 → M11 .03 0.75 1 271 11 428 .999
CVA M5 → M12 .06 0.56 2 550 10 148 .999
M6 → M13 .07 0.67 2 550 10 148 .999
M7 → M14 .08 0.36 5 109 7 588 .999
Anmerkungen. CAM = Contextualized Attainment Model, VAM = Value-Added
Model, CVA = Contextual Value-Added Model, M =Modell.
a Saturiertes Zellenmittelwertemodell.
und 10 bzw. zwischen Modell 13 und 14 sind etwas kleiner als bei den ent-
sprechenden bedingt linearen Modellen. Allerdings werden beide Differenzen der
Determinationskoeffizienten signifikant (vgl. Tabelle 7.9). Dies spricht gegen die
Plausibilität der entsprechenden bedingten Unabhängigkeitsannahmen.
Bedingt lineare vs. lineare Parametrisierung. Vergleicht man die Modelle in-
nerhalb einer Parametrisierungsform, so zeigt sich, dass auch im Fachbereich Deutsch
das Muster der Veränderung im R2Y |Z infolge der Modifikation der Kovariatenselektion
ähnlich ist – unabhängig davon, ob man die komplexere (bedingt lineare) Parametrisie-
rung oder die lineare Parametrisierung ohne Interaktionen wählt: Je mehr Kovariaten
im Adjustierungsmodell enthalten sind, desto größer der Anteil erklärter Varianz und
desto geringer die Zuwächse im Anteil erklärter Varianz infolge Hinzunahme weiterer
Kovariaten.
Vergleicht man nun zwischen den beiden Parametrisierungsformen – d. h. zwischen
einander hinsichtlich der Kovariatenselektion entsprechenden Modellen, die sich le-
diglich in der Parametrisierung (Modellselektion) unterscheiden –, fällt auch hier der
recht stabile Unterschied im R2Y |Z auf: So beträgt der Anteil erklärter Varianz 37.93%
in Modell 8, während dieser in Modell 1 bei 41.68% liegt. Solche Unterschiede, die
allein auf die Modellselektion und nicht auf die Wahl der Kovariaten zurückzuführen
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sind, lassen sich auch im Fach Deutsch bei allen sieben paarweisen Vergleichen der
Modelle mit jeweils identischer Kovariatenselektion finden. Die Unterschiede im An-
teil erklärter Varianz schwanken zwischen minimal 2% (Modell 3 vs. Modell 10) und
maximal 8% (Modell 7 vs. Modell 14). Dabei wird der Unterschied im Anteil erklär-
ter Varianz beim paarweisen Vergleich einander hinsichtlich der Kovariatenselektion
entsprechenden Modellen zwar geringer, wenn das fachspezifische Vorwissen in das
Adjustierungsmodell aufgenommen wird. Jedoch nimmt dieser Unterschied wiederum
zu, wenn zusätzlich auch die leistungsmäßige Klassenkomposition modelliert wird.
Bei den zugehörigen R2-Differenzentests (vgl. Tabelle 7.10) sind lediglich die ersten
zwei Modellunterschiede statistisch signifikant (Modell 1 vs. 8 und Modell 2 vs. 9).
Ist das fachspezifische Vorwissen MK6 zusätzlich im Adjustierungsmodell enthalten
(Modell 3 vs. 10), so sind die R2-Differenzen nicht signifikant. Und auch die restlichen
Unterschiede zwischen den drei Modellen des Typs CVA sind wiederum nicht signi-
fikant. Insgesamt stützt diese Befundlage einerseits Hypothese 2, dass die komplexere
(bedingt lineare) Parametrisierung der linearen Parametrisierung (ohne Interaktionen)
vorzuziehen ist. Andererseits stützen die Ergebnisse zusätzlich auch die Annahme ei-
ner Interaktion zwischen Kovariaten- und Modellselektion (Hypothese 3). So sind die
Unterschiede zwischen den Determinationskoeffizienten zwischen einander hinsicht-
lich der Kovariaten entsprechenden Modellen nicht mehr signifikant, sobald neben den
weiteren Kovariaten auch das fachspezifische Vorwissen aus Klassenstufe 6 enthalten
sind.
Zusammenfassung: Determinationskoeffizient R2Y |Z
Zusammenfassend lässt sich für die Determinationskoeffizienten R2Y |Z – erneut für beide
Fachbereiche Mathematik und Deutsch – feststellen: Je komplexer das Modell, d. h. je
mehr relevante Kovariaten und Parameter im Modell enthalten sind, desto höher ist der
Anteil erklärter Varianz an der Gesamtvarianz der Mathematikleistung (MK8) respek-
tive der Deutschleistung (DK8).
Innerhalb einer Parametrisierungsform zeigt sich jeweils, dass der Anteil erklärter
Varianz umso höher ist, je mehr Kovariaten in das Modell aufgenommen werden. Be-
züglich der Kovariatenselektion ist insbesondere die Bedeutung des fachspezifischen
Vorwissens in Klassenstufe 6 zu nennen: Die zusätzliche Berücksichtigung der Vorwis-
sensvariable MK6 bzw. DK6 trägt zu einer signifikanten und substanziellen Erhöhung
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der Varianzaufklärung bei (Hypothese 1.1). Hingegen muss Hypothese 1.2 verworfen
werden: Zwar werden die R2-Differenzen beim Wechsel vom VAM zum CVA bei An-
wendung eines sparsameren linearen Adjustierungsmodells (ohne Interaktionen) statis-
tisch signifikant. Jedoch fällt der Zugewinn hinsichtlich des Kriteriums der Varianz-
aufklärung infolge der zusätzlichen Berücksichtigung der leistungsmäßigen Klassen-
komposition bei bedingt linearer Parametrisierung nicht signifikant aus, was gegen die
Plausibilität von Hypothese 1.2 spricht. Unabhängig von der Parametrisierung ist der
Zuwachs hinsichtlich des Anteils erklärter Varianz hier zudem deutlich kleiner als beim
Wechsel von CAM zum VAM.
Des Weiteren zeigen sich Unterschiede infolge des Wechsels der Parametrisierung
(Modellselektion): In beiden Fachbereichen sprechen die Ergebnisse dafür, dass die
bedingt lineare Parametrisierung mit Berücksichtigung potenzieller Interaktionen zwi-
schen den Kovariaten einer sparsameren linearen Parametrisierung vorzuziehen ist (Hy-
pothese 2). Ferner kann auch Hypothese 3 auf Basis des Kriteriums der Varianzaufklä-
rung nicht falsifiziert werden: Sobald das fachspezifische Vorwissen MK3 und MK6
(im Fachbereich Mathematik) bzw. DK6 (im Fachbereich Deutsch) zusätzlich im Ad-
justierungsmodell enthalten ist, sind die Unterschiede im Determinationskoeffizienten
zwischen Modellen mit linearer vs. mit bedingt linearer Parametrisierung nicht mehr
signifikant.
Schließlich stützt die Befundlage Hypothese 4 zur Generalisierung über die beiden
Fachbereiche: Hinsichtlich des Kriteriums der Varianzaufklärung besteht keine Fach-
spezifität, da sich die dargelegten Ergebnismuster gleichermaßen sowohl im Fach Ma-
thematik als auch im Fach Deutsch finden lassen.
7.3.3 Korrelationen
Nachfolgend werden die Korrelationen der adjustierten klassenspezifischen Effektschät-
zungen beim paarweisen Modellvergleich berichtet und einer vergleichenden Analyse
unterzogen. Als quantitatives Maß des Zusammenhangs wird der Korrelationskoeffizi-
ent nach Spearman verwendet. Die Korrelation ist ein Maß für den linearen Zusam-
menhang zweier Variablen. In der vorliegenden Anwendung handelt es sich bei diesen
Variablen jeweils um die aus den verschiedenen Modellen resultierenden adjustierten
Effektschätzungen. Hohe Korrelationen indizieren eine hohe Stabilität in der Rangrei-
hung aller Klassen basierend auf den Effektschätzungen aus zwei unterschiedlichen
198
7 Ergebnisse: Empirische Befunde aus dem Modellvergleich
Adjustierungsmodellen. Hingegen weisen niedrige Korrelationen auf eine geringe Sta-
bilität dieser Rangreihe hin und somit auf eine hohe Sensitivität der adjustierten klas-
senspezifischen Effektschätzungen gegenüber der Wahl des Adjustierungsmodells. In
diesem Fall würde die Modellwahl maßgeblich beeinflussen, ob der adjustierte Effekt
einer Klasse – relativ zu den anderen Klassen – hoch oder niedrig bzw. positiv oder
negativ ist.
Die Korrelationen sind sowohl für den Fachbereich Mathematik als auch Deutsch
in den Abbildungen 7.13 und 7.14 jeweils in der oberen Dreiecksmatrix dargestellt.
Die untere Dreiecksmatrix zeigt zudem die Streudiagramme, welche die adjustierten
klassenspezifischen Effektschätzungen aus jeweils zwei Modellen darstellen.
Jede der beiden Korrelationsmatrizen lässt sich in drei Bereiche aufteilen: (a) Die
Korrelationen zwischen den Modellen 1 bis 7 mit saturierter und bedingt linearer Para-
metrisierung (inkl. Interaktionen) finden sich im linken oberen Bereich der Matrix. (b)
Die Korrelationen zwischen den Modellen 8 bis 14 mit linearer Parametrisierung ohne
Interaktionen befinden sich im rechten unteren Bereich der Matrix. (c) Schließlich fin-
den sich sämtliche paarweise Korrelationen zwischen Modellen mit unterschiedlicher
Parametrisierung im rechten oberen (numerisch) sowie im linken unteren (grafisch) Be-
reich der Korrelationsmatrix. Entsprechend dieser drei Bereiche werden nachfolgend
die Ergebnisse berichtet – zunächst für das Fach Mathematik und anschließend für das
Fach Deutsch.
Korrelationen im Fach Mathematik
Wir betrachten zunächst die Korrelationen der klassenspezifischen Effektschätzungen
im Fach Mathematik, welche in Abbildung 7.13 dargestellt sind. Insgesamt sind die
Korrelationen überwiegend recht hoch, weisen jedoch auch deutliche Unterschiede auf.
Bedingt lineare Parametrisierung (mit Interaktionen). Hinsichtlich der Modelle
1 bis 7 mit saturierter und bedingt linearer Parametrisierung, in denen potenzielle Inter-
aktionen berücksichtigt werden, zeigen sich die folgenden Korrelationen zwischen den
resultierenden adjustierten Effektschätzungen:
(1) CAM vs. VAM:
Die korrelativen Zusammenhänge zwischen den Effektschätzungen aus demCAM
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Modell 4 0.89 0.94 0.93 0.76 0.82 0.91 0.92 0.82 0.88 0.89
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
● ●
●
●●
●
●●
●
●
●
●
● ●●
●
● ●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
● ●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●●
●
●●
●
●
●
●
●
● ●●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●● ●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
● ●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●●
●
●●
●
●
●
●
●
● ●●
●
●
●
●
● ●
●
● ●
●
●
● ●
●
●
●
●
●● ●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
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Modell 8 0.97 0.88 0.88 0.87 0.70 0.69
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Modell 14
Mathematik (MK8)
Abbildung 7.13: Korrelationen der adjustierten klassenspezifischen Effektschätzungen
zwischen den Modellen im Fachbereich Mathematik (MK8)
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7 Ergebnisse: Empirische Befunde aus dem Modellvergleich
(Modell 1) und den Effektschätzungen aus den VAM (Modelle 2 bis 4) unter-
scheiden sich12: Die stärkste Korrelation beträgt r1,2 = .97, die geringste Korre-
lation ist r1,4 = .87.
(2) VAM vs. CVA:
Die Korrelationen zwischen den Effektschätzungen der Modelle, die sich hin-
sichtlich der Berücksichtigung von Kontextvariablen unterscheiden, betragen
r2,5 = .95, r3,6 = .94 und r4,7 = .93. Alle drei Korrelationen sind sehr hoch und
unterscheiden sich nur gering. Tendenziell zeigt sich eine Abnahme der Korrela-
tion bei steigendem Komplexitätsgrad, d. h. zunehmender Anzahl von Kovariaten
in den Modellen.
(3) Bedingte Unabhängigkeit:
Auch zwischen den VAM finden sich deutliche Unterschiede hinsichtlich der
Korrelationen: Die Effektschätzungen aus Modell 2 und Modell 3 (bzw. Modell
4) korrelieren zu r2,3 = .90 (bzw. r2,4 = .91). Demgegenüber besteht zwischen
den Effektschätzungen aus den Modellen 3 und 4 mit r3,4 = .99 eine deutlich
stärkere – und zudem die insgesamt stärkste – Korrelation. Folglich zeigt sich ei-
ne hohe Stabilität der Effektschätzungen beim Wechsel von Modell 3 zu Modell
4. Mit anderen Worten: Hinsichtlich des Kriteriums Korrelation finden sich keine
Hinweise, die die zusätzliche Berücksichtigung des fachspezifischen Vorwissens
aus Klassenstufe 3 – zusätzlich zum fachspezifischen Vorwissens aus Klassen-
stufe 6 und aller anderen Kovariaten im Modell (bedingte Unabhängigkeit von
MK3) – indizieren. Dies wird weiterhin gestützt durch die lediglich marginalen
Unterschiede zwischen den Korrelationen der Modelle 1 und 3 (r1,3 = .88) sowie
der Modelle 1 und 4 (r1,4 = .87).
Lineare Parametrisierung (ohne Interaktionen). Die Korrelationen zwischen den
Effektschätzungen der Modelle mit linearer Parametrisierung (ohne Interaktionen) sind
nahezu identisch mit den Korrelationen der Effektschätzungen aus den entsprechen-
den Modellen mit saturierter und bedingt linearer Parametrisierung (mit Interaktionen).
Falls es Unterschiede gibt, so sind diese zumeist sehr gering (∆r ≈ .01).
12Die Korrelation zwischen den klassenspezifischen Effektschätzungen aus einem Modell a und den
klassenspezifischen Effektschätzungen aus einem Modell b werde ich nachfolgend mit ra,b abkürzen.
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(1) CAM vs. VAM:
Die Korrelationen der adjustierten klassenspezifischen Effektschätzungen aus dem
CAM und den drei VAM betragen r8,9 = .97 und r8,10 = r8,11 = .88.
(2) VAM vs. CVA:
Die korrelativen Zusammenhänge zwischen den VAM und den jeweils entspre-
chenden CAM sind auch bei der linearen Parametrisierung sehr hoch und un-
terscheiden sich nur geringfügig. Die Korrelationen betragen r9,12 = .97 und
r10,13 = r11,14 = .95.
(3) Bedingte Unabhängigkeit:
Auch bei der linearen Parametrisierung finden sich deutliche Unterschiede hin-
sichtlich der Korrelationen zwischen den VAM: Die Effektschätzungen aus den
Modellen 9 und 10 (bzw. 11) korrelieren zu r9,10 = .90 (bzw. r9,11 = .92). Dem-
gegenüber besteht zwischen den Effektschätzungen aus den Modellen 10 und 11,
die sich ausschließlich hinsichtlich der Hinzunahme des klassenspezifischen Vor-
wissens aus Klassenstufe 3 unterscheiden, mit r10,11 = .99 wiederum eine deutlich
stärkere Korrelation. Dies spricht erneut für die Annahme der bedingten Unab-
hängigkeit von MK3 gegeben MK6 und aller anderen Variablen im Modell.
Bedingt lineare vs. lineare Parametrisierung. Die korrelativen Zusammenhän-
ge der Effektschätzungen aus einander entsprechenden Modellen mit unterschiedlicher
Parametrisierung – d. h. Modelle mit dem gleichen Kovariatenset, die sich lediglich
hinsichtlich der Parametrisierung (bedingt linear vs. linear) unterscheiden – finden sich
in der Diagonale des dritten Bereichs der Korrelationsmatrix. Diese Korrelationen lie-
gen zwischen rmin = .88 und rmax = .92. Die Korrelationen steigen durch Hinzunahme
des fachspezifischen Vorwissens von r1,8 = .88 auf r3,10 = r4,11 = .92 an. Die Korrela-
tionen sinken wiederum leicht ab, wenn zusätzlich Kontextvariablen in den Modellen
berücksichtigt werden: Werden die Kontextvariablen basierend auf dem fachspezifi-
schen Vorwissen aus Klassenstufe 3 einbezogen, beträgt die Korrelation r5,12 = .88. Bei
Hinzunahme von Kontextvariablen basierend auf dem fachspezifischen Vorwissen aus
Klassenstufe 6 beträgt die Korrelation r6,13 = .90. Berücksichtigt man diese Information
aus den Klassenstufen 3 und 6, resultiert eine Korrelation von r7,14 = .89.
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Korrelationen im Fach Deutsch
Abbildung 7.14 zeigt die Korrelationen der Effektschätzungen einzelner Klassen im
Fach Deutsch. Wie bereits im Fachbereich Mathematik finden sich überwiegend hohe
Korrelationen, die jedoch auch hier deutliche Unterschiede aufweisen.
Bedingt lineare Parametrisierung (mit Interaktionen). Bei den Modellen mit sa-
turierter und bedingt linearer Parametrisierung (mit Interaktionen) zeigen sich folgende
Korrelationen zwischen den resultierenden adjustierten Effektschätzungen:
(1) CAM vs. VAM:
Die Korrelationen zwischen den Effektschätzungen des CAM mit denen der drei
VAM unterscheiden sich auch im Fach Deutsch. Diese betragen r1,2 = .95 sowie
r1,3 = r1,4 = .84.
(2) VAM vs. CVA:
Auch im Fach Deutsch sind die Korrelationen der Effektschätzungen der Model-
le, die sich hinsichtlich der Berücksichtigung von Kontextvariablen unterschei-
den, sehr hoch. Zwischen den drei Korrelationen r2,5 = .93 und r3,6 = r4,7 = .91
bestehen lediglich geringe Unterschiede. Dabei zeigt sich wiederum tendenzi-
ell eine Abnahme der Korrelation bei steigendem Komplexitätsgrad, d. h. zuneh-
mender Anzahl von Kovariaten in den Modellen.
(3) Bedingte Unabhängigkeit:
Des Weiteren finden sich auch hier deutliche Unterschiede zwischen den Kor-
relationen der Effektschätzungen der VAM: Während die Effektschätzungen aus
Modell 2 und 3 (bzw. 4) zu r2,3 = .88 bzw. r2,4 = .91 korrelieren, besteht zwi-
schen den Effektschätzungen aus den Modellen 3 und 4 mit r3,4 = .98 wiederum
eine deutlich stärkere Korrelation.
Lineare Parametrisierung (ohne Interaktionen). Auch hier ist das Korrelations-
muster ähnlich in beiden Fachbereichen. Anders als im Fach Mathematik zeigen sich
im Fach Deutsch hingegen deutlichere Unterschiede zwischen den Korrelationen unter
linearer Parametrisierung (ohne Interaktionen) der Modelle im Vergleich zu den Korre-
lationen unter bedingt linearer Parametrisierung (mit Interaktionen).
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Modell 8 0.95 0.84 0.83 0.86 0.80 0.78
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Modell 12 0.82 0.93
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Abbildung 7.14: Korrelationen der adjustierten klassenspezifischen Effektschätzungen
zwischen den Modellen im Fachbereich Deutsch (DK8)
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(1) CAM vs. VAM:
Die Korrelationen der klassenspezifischen Effektschätzungen aus dem CAM und
den drei VAM unterscheiden sich auch hier substanziell. Diese betragen jeweils
r8,9 = .95, r8,10 = .84 und r8,11 = .83.
(2) VAM vs. CVA:
Die Korrelationen zwischen den VAM und den jeweils entsprechenden CAM be-
tragen r9,12 = .97, r10,13 ≈ 1.0013 und r11,14 = .99. Diese korrelativen Zusam-
menhänge sind somit auch bei der linearen Parametrisierung sehr hoch und un-
terscheiden sich wiederum nur geringfügig.
(3) Bedingte Unabhängigkeit:
Beim Vergleich der Korrelationen zwischen den VAM finden sich auch bei der li-
nearen Parametrisierung deutliche Unterschiede: Die Effektschätzungen aus den
Modellen 9 und 10 (bzw. 11) korrelieren zu r9,10 = .87 (bzw. r9,11 = .91). Dem-
gegenüber besteht zwischen den Effektschätzungen aus den Modellen 10 und 11,
die sich ausschließlich hinsichtlich der Hinzunahme des klassenspezifischen Vor-
wissens aus Klassenstufe 3 unterscheiden, mit r10,11 = .98 wiederum eine deutlich
stärkere Korrelation.
Bedingt lineare vs. lineare Parametrisierung. Um die Korrelationen der Effekt-
schätzungen aus einander hinsichtlich der Kovariatenselektion entsprechenden Model-
len mit unterschiedlicher Parametrisierung beurteilen zu können, betrachten wir auch in
Abbildung 7.14 die Diagonale des dritten Bereichs der Korrelationsmatrix. Die Spann-
weite dieser Korrelation ist im Vergleich zum Fach Mathematik deutlich größer und
liegt zwischen rmin = .84 und rmax = .94. Die Korrelationen steigen durch die Hinzu-
nahme des fachspezifischen Vorwissens von r1,8 = .89 auf r4,11 = .93. Wie auch im Fach
Mathematik sinken die Korrelationen hingegen wieder ab, wenn zusätzlich Kontextva-
riablen in den Modellen berücksichtigt werden. Diese Korrelationen zwischen den CVA
betragen r5,12 = .87 und r6,13 = r7,14 = .84.
13Der Wert der Korrelation r10,13 = 1.00 in Abbildung 7.14 kommt durch Rundung der Korrelation
zustande. Die Korrelation ist nicht exakt eins, sondern beträgt r10,13 = 0.9980709.
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Zusammenfassung: Korrelationen
Insgesamt sind die Korrelationen zwischen den Effektschätzungen jeweils zweier Mo-
delle zwar hoch. Diese sind jedoch alle kleiner dem Wert 1 (r , 1) und unterscheiden
sich in Abhängigkeit der Kovariaten- undModellselektion, was beides auf die Sensitivi-
tät der Effetkschätzungen hinweist. Für beide Fachbereiche zeigt sich jeweils folgendes
Korrelationsmuster der adjustierten klassenspezifischen Effektschätzungen:
Innerhalb einer Parametrisierungsform zeigt sich auch hinsichtlich des Kriteriums
der Korrelationen die Sensitivität der adjustierten klassenspezifischen Effektschätzun-
gen gegenüber Modifikationen der Kovariatenselektion. Dabei sind die Korrelationen
zwischen CAM und VAM jeweils geringer als zwischen den entsprechenden VAM und
CVA. Somit sind die Effektschätzungen sensitiver gegenüber der zusätzlichen Berück-
sichtigung des fachspezifischen Vorwissens (Hypothese 1.1) als gegenüber der zusätz-
lichen Berücksichtigung der leistungsmäßigen Klassenkomposition (Hypothese 1.2).
Der Vergleich zwischen den beiden Parametrisierungsformen zeigt zudem: Die Kor-
relationen zwischen Modellen mit jeweils gleichem Kovariatenset, die sich lediglich
durch die Modellselektion unterschieden, weisen auf die Sensitivität der adjustierten
klassenspezifischen Effektschätzungen gegenüber Modifikationen der Modellselektion
hin (Hypothese 2). Des Weiteren zeigen sich auch hier Hinweise auf eine Interaktion
zwischen Kovariaten- und Modellselektion (Hypothese 3), allerdings nicht in der ange-
nommenen Richtung: Gemäß Hypothese 3 sollten die Korrelationen zwischen einander
hinsichtlich der Kovariatenselektion entsprechenden Modellen stärker werden, je mehr
Kovariaten in das Modell hinzugefügt werden. So nehmen die Korrelationen zwischen
den VAM im Vergleich zu denen zwischen den CAM zwar zu. Jedoch nehmen diese
zwischen den CVA wieder ab. Dieses Ergebnismuster zeigt sich – wie in Hypothese 4
angenommen – gleichermaßen im Fachbereich Mathematik und Deutsch.
7.3.4 Change-Plots
Bisher wurden der Determinationskoeffizient R2Y |Z und die Korrelation der adjustier-
ten Effektschätzungen als Kriterien verwendet, um die Ergebnisse der verschiedenen
Modelle zu vergleichen. Beide Maße sagen jedoch u. U. wenig darüber aus, welche
Konsequenzen die Wahl des Adjustierungsmodells für die individuelle Klasse hat. Die
Korrelation der klassenspezifischen Effektschätzungen aus zwei Modellen kann bspw.
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Abbildung 7.15: Zwei Beispiele für Change-Plots. Links: Vergleich von zwei Modellen
(A vs. B), deren Effektschätzungen identisch sind. Rechts: Vergleich
zweier Modelle (A vs. C) mit starken Unterschieden hinsichtlich der
resultierenden Effektschätzungen.
nahezu perfekt positiv sein (r = 0.99) und dennoch kann der Wechsel des Analysemo-
dells zu bedeutsamen Unterschieden in den Effektschätzungen einer einzelnen Klasse
führen: So kann der Modellwechsel auch bei einer derart hohen Korrelation der Effekt-
schätzungen dennoch für einzelne Klassen zu einer Umkehrung eines positiven in einen
negativen Effekt (oder vice versa) führen. Die Rückmeldungen der Ergebnisse an die
individuellen Klassen sind es jedoch, die im Fokus von landesweiten Vergleichsarbeiten
stehen – denn die Klasse ist die primäre Analyseebene im Kontext von Vergleichsar-
beiten (vgl. Kapitel 2). Dieser Tatsache soll nachfolgend Rechnung getragen werden,
indem die adjustierten Effektschätzungen einzelner Klassen aus verschiedenen Model-
len miteinander verglichen werden. Zu diesem Zweck verwende ich eine modifizierte
Form der Caterpillar-Plots (vgl. Abschnitt 7.3.1), die ich nachfolgend als Change-Plots
bezeichne. Diese bilden die adjustierten klassenspezifischen Effektschätzungen aus je-
weils zwei Modellen sowie (potenzielle) Unterschiede zwischen diesen in einer Grafik
ab. Auf dieseWeise veranschaulichen Change-Plots die Veränderungen der Effektschät-
zungen einzelner Klassen, die aus dem Wechsel des Analysemodells resultieren.
Change-Plots: Ein Beispiel. Abbildung 7.15 zeigt exemplarisch zwei Change-Plots,
die aus insgesamt drei Modellen – Modelle A, B und C – resultieren. In diesem Bei-
spiel werden die Effektschätzungen von N = 724 Klassen verglichen. Wie bei den
Caterpillar-Plots sind auch bei dieser Darstellungsform die klassenspezifischen Effekte
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δ¯adj;x auf der Ordinatenachse abgetragen. Die Abszisse repräsentiert wiederum die ein-
zelnen Klassen, die hinsichtlich der Größe der klassenspezifischen Effektschätzungen
aus einem Referenzmodell (schwarze Punkte) in eine Rangreihe14 gebracht wurden. In
unserem Beispiel in Abbildung 7.15 ist das Referenzmodell in beiden Fällen jeweils
Modell A. Die Standardfehler der klassenspezifischen Effektschätzungen werden nicht
abgetragen. Stattdessen werden die Effektschätzungen (graue Punkte) eingezeichnet,
die aus einem zweiten Modell (Modell B bzw. C) resultieren, wobei die Rangreihe der
Klassen unverändert bleibt. Schließlich werden potenzielle Unterschiede zwischen den
Effektschätzungen einer Klasse mit einer vertikalen, grauen Linie verbunden. Um das
Ausmaß dieser Unterschiede bzw. Veränderungen infolge des Modellwechsels zu quan-
tifizieren, wird außerdem in jedem Change-Plot der Mittelwert des Betrages der Diffe-
renzen zwischen den Effektschätzungen angegeben. Zusätzlich wird der Anteil der In-
versionen bezüglich der Effektschätzungen δ¯adj;x angegeben – als Maß für die Richtung
der Veränderung der adjustierten Effektschätzungen. Dies ist der prozentuale Anteil der
Klassen, bei denen aus dem Referenzmodell eine überdurchschnittliche (positive), je-
doch aus dem Vergleichsmodell eine unterdurchschnittliche (negative) Effektschätzung
– und vice versa – resultiert.
Auf der linken Seite von Abbildung 7.15 werden die Effektschätzungen aus Mo-
dell A und Modell B verglichen. Die schwarzen und grauen Punkte überlagern sich
perfekt, d. h. die klassenspezifischen Effektschätzungen aus beiden Modellen stimmen
exakt überein. Da sich die Effektschätzungen aus beiden Modellen nicht unterschei-
den, ist der Mittelwert des Betrages der Differenzen zwischen den Effektschätzungen
M|∆A.B| = 0. Der Change-Plot veranschaulicht weiterhin die Klassen, die unterdurch-
schnittlich abschneiden (δ¯adj;x < 0). Ein Beispiel dafür ist Klasse x, deren Effektschät-
zung (δ¯adj;x ≈ −2) durch einen grünen Punkt markiert ist. Ebenso werden die Klassen
repräsentiert, deren Effektschätzung über demDurchschnitt liegen (δ¯adj;x > 0). Beispiel-
haft sei hier die Klasse x∗ erwähnt, deren Effektschätzung (δ¯adj;x∗ ≈ 2) mit roter Farbe
gekennzeichnet ist. Jedoch gibt es in diesem Beispiel keine Klasse, die aus Modell A
eine überdurchschnittliche und aus Modell B eine unterdurchschnittliche Effektschät-
zung – bzw. umgekehrt – erhält. Demnach liegt der Anteil der Inversionen bezüglich
14Im Fokus der nachfolgenden Analyse stehen Veränderungen der adjustierten Effektschätzungen ein-
zelner Klassen infolge der Modifikation des Adjustierungsmodells. Dabei ist die Rangreihung der
Klassen per se vernachlässigbar. Die Klassen werden ausschließlich aus Gründen der besseren Dar-
stellung dieser Veränderungen in eine Rangreihe gebracht.
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der Effektschätzungen δ¯adj;x bei 0%.
Die rechte Seite in Abbildung 7.15 zeigt das Ergebnis des Modellvergleichs von Mo-
dell A vs. Modell C. Da wiederum Modell A das Referenzmodell ist, sind die schwar-
zen Punkte identisch mit denen der linken Grafik. Die grauen Punkte repräsentieren
nun jedoch die klassenspezifischen Effektschätzungen aus Modell C. Diese sind zusätz-
lich durch graue Linien mit den entsprechenden Effektschätzungen der jeweils gleichen
Klasse aus Modell A verbunden, falls diese voneinander abweichen. Je weiter die Ef-
fektschätzungen aus beiden Modellen pro Klasse voneinander abweichen, desto länger
sind die grauen Linien und desto „unruhiger“ wird die Grafik. Der Mittelwert des Betra-
ges dieser Abweichungen beträgt im vorliegenden Beispiel M|∆A.C | = 1.63. Auch kehren
sich die Effektschätzungen unserer zwei Beispielklassen x und x∗ bezüglich des Vorzei-
chens um: Klasse x, deren Effektschätzung aus Modell A unterdurchschnittlich ausfiel,
erhält nun eine positive Effektschätzung (δ¯adj;x ≈ 3). Bei Klasse x∗ hingegen findet
sich nun – anstatt des ursprünglichen positiven Effekts – eine negative Effektschätzung
(δ¯adj;x∗ ≈ −3). Insgesamt liegen bei 35% der betrachteten N = 724 Klassen Inversionen
bezüglich der Richtung der Effektschätzung beim Wechsel von Modell A zu Modell C
vor. Demnach liegt bei mehr als n = 250 Klassen eine Inversion der Effektschätzung
vor. Zusammenfassend zeigt sich in diesem Beispiel somit eine hohe Sensitivität der
adjustierten klassenspezifischen Effektschätzungen beim Wechsel des Analysemodells
von Modell A zu Modell C.
Change-Plots im Fach Mathematik
Die Abbildungen 7.16 bis 7.22 zeigen die adjustierten klassenspezifischen Effektschät-
zungen der unterschiedlichen Modelle für insgesamt N = 724 Thüringer Klassen der
Klassenstufe 8, bei denen die Mathematikleistung mittels des Kompetenztests Mathe-
matik (MK8) erhoben wurde. Unterschiede zwischen den Effektschätzungen, die aus
jeweils zwei Modellen resultieren, sind je nach Parametrisierung durch verschiedene
Farben gekennzeichnet: (a) Beim Vergleich zwischen Modellen mit bedingt linearer
Parametrisierung (mit Interaktionen) wird die Farbe Cyan, (b) beim Vergleich linearer
Modelle (ohne Interaktionen) hingegen die Farbe Rot verwendet. Schließlich sind (c)
Vergleiche zwischen Modellen unterschiedlicher Parametrisierung (bedingt linear vs.
linear) in grau dargestellt. Die Modellvergleiche werden nachfolgend in eben dieser
Reihenfolge – (a), (b) und schließlich (c) – dargestellt.
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Modell 1 vs. Modell 4
M |∆
 1.4| = 0.96
Anteil Inversionen (δadj;x) = 17%
Mathematik (MK8)
Abbildung 7.16: Change-Plots im Fach Mathematik (MK8): CAM versus VAM
(saturierte und bedingt lineare Parametrisierung mit Interaktionen)
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Abbildung 7.17: Change-Plots im FachMathematik (MK8): VAM versusCVA (bedingt
lineare Parametrisierung mit Interaktionen)
Bedingt lineare Parametrisierung (mit Interaktionen). Zunächst betrachten wir
die Modelle 1 bis 7 mit saturierter und bedingt linearer Parametrisierung (inklusive In-
teraktionen). Da nachfolgend Effektschätzungen aus Modellen mit jeweils identischer
Parametrisierung verglichen werden, sind potenzielle Unterschiede in den Effektschät-
zungen nicht auf die Modellselektion, sondern auf die Wahl des Kovariatensets attribu-
ierbar.
(1) CAM vs. VAM:
Abbildung 7.16 zeigt die drei Change-Plots für denWechsel vonModell 1 (CAM)
zu je einem Modell des Typs VAM, bei dem zusätzlich das fachspezifische Vor-
wissen berücksichtigt wird. Die Referenz ist somit bei jedem der drei Vergleiche
das erste Modell.
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Wird zusätzlich zu den Kovariaten im Modell 1 auch das fachspezifische Vorwis-
sen aus Klassenstufe 3 (MK3) in das Modell aufgenommen (Modell 2), so zeigen
sich augenfällig Veränderungen in den adjustierten klassenspezifischen Effekt-
schätzungen. Der Mittelwert des Betrages dieser Abweichungen ist M|∆1.2 | = 0.51.
Der Anteil der Inversionen hinsichtlich der Effektschätzungen δ¯adj;x beträgt 9%
(n = 62 Klassen). Wird hingegen MK6 anstatt MK3 zusätzlich in dem Adjustie-
rungsmodell berücksichtigt (Modell 1 vs. Modell 3), so beträgt die durchschnitt-
liche Abweichung M|∆1.3 | = 0.92 und der Anteil der Inversionen in δ¯adj;x verdop-
pelt sich auf 18% (bzw. n = 131 der insgesamt N = 724 betrachteten Klas-
sen). Ein dazu sehr ähnliches Bild ergibt sich, wenn beide Vorwissensvariablen
– sowohl MK3 als auch MK6 – zusätzlich in das Modell aufgenommen werden
(Modell 1 vs. Modell 4). Hier resultiert eine durchschnittliche Abweichung von
M|∆1.4 | = 0.96 und der Anteil der Inversionen beträgt 17% (n = 124 Klassen).
(2) VAM vs. CVA:
In Abbildung 7.17 sind die Change-Plots dargestellt, die beimWechsel vomVAM
zum CVA resultieren. Hier wird die Frage adressiert, welchen Einfluss die zusätz-
liche Berücksichtigung von Klassenkompositionsmerkmalen auf die Veränderun-
gen der adjustierten Effektschätzungen haben. Dabei handelt es sich wiederum
um einen paarweisen Vergleich jeweils genesteter Modelle (vgl. Abschnitt 7.3.2),
d. h. im Einzelnen: Modell 2 vs. 5, Modell 3 vs. 6 und Modell 4 vs. 7.
Werden zusätzlich zu den ursprünglichen Kovariaten und zum fachspezifischen
Vorwissen aus Klassenstufe 3 (MK3) auch die entsprechenden Klassenkompo-
sitionsmerkmale hinsichtlich des Vorwissens aus Klassenstufe 3 in das Modell
aufgenommen (Modell 2 vs. Modell 5), so liegt der Mittelwert des Betrages der
Differenzen zwischen den Effektschätzungen bei M|∆2.5 | = 0.47. Gleichzeitig wird
bei 10% aller Klassen (n = 76) ein positiver zu einem negativen Effekt und um-
gekehrt. Etwas geringer ist die Veränderung infolge der Hinzunahme des fachs-
pezifischen Vorwissens in Klassenstufe 6 und der entsprechenden Kompositions-
merkmale (Modell 3 vs. Modell 6): Hier beträgt die durchschnittliche Differenz
der Effektschätzungen M|∆3.6 | = 0.40. Zudem finden sich bei 9% (n = 68) der
Klassen Inversionen der Effekte beim Wechsel von Modell 3 zu Modell 6. Und
auch für den Fall, dass Informationen sowohl zum fachspezifischen Vorwissen
aus Klassenstufe 3 (MK3) als auch Klassenstufe 6 (MK6) sowie der entsprechen-
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Abbildung 7.18: Change-Plots im Fach Mathematik (MK8): Modelle mit versus ohne
MK3 (bedingt lineare Parametrisierung mit Interaktionen)
den Klassenkomposition zur Verfügung stehen (Modell 4 vs. Modell 7), liegt die
durchschnittliche Differenz der Effektschätzungen bei M|∆4.7 | = 0.41, wobei für
etwa n = 79 Klassen (11%) eine Inversion der Effekte beobachtbar ist.
Zusammenfassend zeigt sich somit zwischen diesen drei Modellvergleichen ein
insgesamt homogeneres Bild als in Abbildung 7.16. Mit anderen Worten: Un-
abhängig davon, ob die leistungsmäßige Klassenkomposition hinsichtlich MK3,
MK6 oder sowohl MK3 als auch MK6 zusätzlich im Adjustierungsmodell be-
rücksichtigt wird, zeigt sich eine vergleichbar starke Sensitivität der adjustierten
klassenspezifischen Effektschätzungen. Zudem sind die Veränderungen infolge
der zusätzlichen Berücksichtigung von Klassenkompositionsmerkmalen jeweils
ähnlich bzw. geringer als bei der Hinzunahme des fachspezifischen Vorwissens.
(3) Bedingte Unabhängigkeit:
Ist es hinreichend, anstatt beider Vorwissensvariablen (MK3 und MK6) nur das
fachspezifische Vorwissen aus Klassenstufe 6 (MK6) zusätzlich in das Modell
aufzunehmen? Bei dieser Frage geht es wiederum um die bedingte Unabhängig-
keit der Testwertvariablen MK8 von MK3 gegeben MK6 und der restlichen Ko-
variaten im Adjustierungsmodell. Wäre dies der Fall, so sollte der Wechsel von
Modell 3 zu Modell 4 zu keinen Veränderungen in den adjustierten Effektschät-
zungen führen. Der entsprechende Vergleich der adjustierten Effektschätzungen
aus beiden Modellen ist in Abbildung 7.18 (linke Grafik) wiedergegeben. Das Er-
gebnis spricht für die postulierte bedingte Unabhängigkeit, da der Modellwechsel
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mit lediglich kleineren Veränderungen einhergeht: Die durchschnittliche Abwei-
chung liegt hier bei M|∆3.4 | = 0.17 mit einem lediglich 4%-igem Anteil an Inver-
sionen (n = 27 Klassen). Hingegen zeigt sich ein anderes Bild, wenn man die
Sensitivität der Effektschätzungen bei Hinzunahme der entsprechenden Kompo-
sitionsmerkmale betrachtet: Auf der rechten Seite in Abbildung 7.18 werden die
Effektschätzungen aus den Modellen 6 und 7 miteinander verglichen. Die durch-
schnittliche Veränderung der Effektschätzungen beträgt hier M|∆6.7 | = 0.29, wobei
sich bei 10% der Klassen n = 70 die Richtung des Effekts (positiv vs. negativ)
umkehrt.
Lineare Parametrisierung (ohne Interaktionen). Nachfolgend werden die ent-
sprechenden Ergebnisse der Modelle mit linearer Parametrisierung einer vergleichen-
den Betrachtung unterzogen. Auch hier steht die Sensitivität der adjustierten Effekt-
schätzungen hinsichtlich der Kovariatenselektion im Fokus der Betrachtung.
(1) CAM vs. VAM:
In Abbildung 7.19 sind die drei Change-Plots wiedergegeben, die aus demWech-
sel des Adjustierungmodells von Modell 8 (CAM) zu je einem Modell des Typs
VAM (Modell 9, 10 bzw. 11) resultieren. Der linke Change-Plot zeigt die Ver-
änderungen der adjustierten klassenspezifischen Effektschätzungen infolge der
zusätzlichen Berücksichtigung von MK3 (Modell 8 vs. Modell 9). Der Mittel-
wert des Betrages dieser Veränderungen ist M|∆8.9 | = 0.61, wobei der Anteil der
Inversionen bei 9% (n = 63) liegt. Wird hingegen MK6 anstatt MK3 zusätz-
lich im Adjustierungsmodell berücksichtigt (Modell 8 vs. Modell 10), so beträgt
die durchschnittliche Abweichung M|∆8.10 | = 1.09. Zudem verdoppelt sich – wie
auch bei den bedingt linear parametrisierten Modellen (vgl. Abbildung 7.16) –
der Anteil der Inversionen in δ¯adj;x auf 17% und betrifft somit n = 126 der ins-
gesamt N = 724 betrachteten Klassen. Ein sehr ähnliches Bild zeigt sich, wenn
sowohl MK3 als auch MK6 zusätzlich in das Modell aufgenommen werden (Mo-
dell 8 vs. Modell 11). Dabei resultiert eine durchschnittliche Veränderung von
M|∆8.11 | = 1.14 und der Anteil der Inversionen beträgt gleichfalls 17% (n = 125
Klassen).
(2) VAM vs. CVA:
Welchen Einfluss hat nun die zusätzliche Berücksichtigung der leistungsmäßi-
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Modell 8 vs. Modell 10
M |∆
 8.10| = 1.09
Anteil Inversionen (δadj;x) = 17%
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Modell 8 vs. Modell 11
M |∆
 8.11| = 1.14
Anteil Inversionen (δadj;x) = 17%
Mathematik (MK8)
Abbildung 7.19: Change-Plots im FachMathematik (MK8): CAM versusVAM (lineare
Parametrisierung ohne Interaktionen)
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Modell 9 vs. Modell 12
M |∆
 9.12| = 0.50
Anteil Inversionen (δadj;x) = 6%
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Modell 10 vs. Modell 13
M |∆
 10.13| = 0.46
Anteil Inversionen (δadj;x) = 10%
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Modell 11 vs. Modell 14
M |∆
 11.14| = 0.45
Anteil Inversionen (δadj;x) = 12%
Mathematik (MK8)
Abbildung 7.20: Change-Plots im Fach Mathematik (MK8): VAM versus CVA (lineare
Parametrisierung ohne Interaktionen)
gen Klassenkomposition auf die Sensitivität der adjustierten Effektschätzungen
in den linearen Adjustierungsmodellen? Die Ergebnisse der diese Frage adres-
sierenden Modellvergleiche sind in Abbildung 7.20 dargestellt. Dabei handelt es
sich um den paarweisen Vergleich der folgenden genesteten Modelle: Modell 9
vs. 12, Modell 10 vs. 13 sowie Modell 11 vs. 14.
Werden zusätzlich zu den restlichen Kovariaten und zum fachspezifischen Vor-
wissen aus Klassenstufe 3 (MK3) auch die entsprechenden Klassenkompositi-
onsmerkmale hinsichtlich des Vorwissens aus Klassenstufe 3 in das Modell auf-
genommen (Modell 9 vs. Modell 12), so liegt der Mittelwert des Betrages der
Differenzen zwischen den Effektschätzungen bei M|∆9.12 | = 0.50. Gleichzeitig
wird bei 6% aller Klassen (n = 45) ein positiver zu einem negativen Effekt
und umgekehrt. Etwas geringer ist die Veränderung infolge der Hinzunahme des
214
7 Ergebnisse: Empirische Befunde aus dem Modellvergleich
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Modell 10 vs. Modell 11
M |∆
 10.11| = 0.17
Anteil Inversionen (δadj;x) = 4%
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Abbildung 7.21: Change-Plots im Fach Mathematik (MK8): Modelle mit versus ohne
MK3 (lineare Parametrisierung ohne Interaktionen)
fachspezifischen Vorwissens in Klassenstufe 6 und der entsprechenden Kompo-
sitionsmerkmale (Modell 10 vs. Modell 13): Hier beträgt die durchschnittliche
Differenz der Effektschätzungen M|∆10.13 | = 0.46. Zudem finden sich bei 10% der
Klassen (n = 76) Inversionen der Effekte beim Wechsel von Modell 3 zu Mo-
dell 6. Und auch für den Fall, dass Informationen sowohl zum fachspezifischen
Vorwissen aus Klassenstufe 3 (MK3) als auch Klassenstufe 6 (MK6) sowie der
entsprechenden Klassenkomposition zur Verfügung stehen (Modell 11 vs. 14),
liegt die durchschnittliche Differenz der Effektschätzungen bei M|∆11.14 | = 0.45,
wobei für n = 84 Klassen (12%) eine Inversion der Effekte beobachtbar ist.
Summa summarum zeigt sich – wie bereits beim entsprechenden Vergleich der
bedingt linearen Adjustierungsmodelle – ein homogeneres Bild als in Abbildung
7.19. Anders formuliert: Unabhängig davon, ob die leistungsmäßige Klassen-
komposition hinsichtlich MK3, MK6 oder sowohl MK3 als auch MK6 zusätz-
lich im linearen Adjustierungsmodell berücksichtigt wird, zeigt sich eine ver-
gleichbar starke Sensitivität der adjustierten klassenspezifischen Effektschätzun-
gen. Des Weiteren sind die Veränderungen infolge der zusätzlichen Berücksich-
tigung von Klassenkompositionsmerkmalen jeweils geringer als bei der Hinzu-
nahme des fachspezifischen Vorwissens.
(3) Bedingte Unabhängigkeit:
Hinsichtlich der bedingten Unabhängigkeit der Testwertvariablen MK8 vonMK3
gegeben MK6 und der restlichen Kovariaten im linearen Adjustierungsmodell
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(ohne Interaktionen) zeigt sich ein ähnliches Ergebnis wie bereits bei der bedingt
linearen Parametrisierung (vgl. Abbildung 7.18): Der entsprechende Vergleich
der Effektschätzungen aus den Modellen 10 und 11 ist in Abbildung 7.21 (linke
Grafik) wiedergegeben. Das Ergebnis spricht für die postulierte bedingte Unab-
hängigkeit, da der Modellwechsel mit lediglich kleineren Veränderungen einher-
geht: Die durchschnittliche Abweichung liegt hier bei M|∆10.11 | = 0.17 mit einem
lediglich 4%-igem Anteil an Inversionen (n = 31 Klassen). Ein vergleichbares
Ergebnis zeigt sich, wenn man die Sensitivität der Effektschätzungen bei Hinzu-
nahme der entsprechenden Kompositionsmerkmale betrachtet: Auf der rechten
Seite in Abbildung 7.21 ist der Vergleich der Effektschätzungen aus den Mo-
dellen 13 und 14 mit linearer Parametrisierung dargestellt. Die durchschnittliche
Veränderung der Effektschätzungen bei M|∆13.14 | = 0.21, wobei sich bei 5% der
Klassen (n = 31) die Richtung des Effekts (positiv oder negativ) umkehrt.
In Relation zum zuvor dargestellten Vergleich der Modelle mit saturierter und bedingt
linearer Parametrisierung (mit Interaktionen) fällt auf, dass sich zwar die durchschnittli-
chen Beträge der Abweichungen der Effektschätzungen unterscheiden. Diese sind stets
größer beim Vergleich linear parametrisierter Modelle als beim Vergleich der entspre-
chenden Modellen mit dem jeweils gleichem Kovariatenset, aber mit saturierter und
bedingt linearer Parametrisierung. Jedoch ist der Anteil der Klassen, bei denen sich
die adjustierten Effektschätzungen infolge des Modellwechsels von einem positiven in
einen negativen Effekt (und vice versa) umkehrt, jeweils fast identisch. So ist bspw.
die durchschnittliche Abweichung der Effekte M|∆1.3 | = 0.92, wenn MK6 zusätzlich zu
den anderen Kovariaten in das Modell mit bedingt linearer Parametrisierung aufgenom-
men wird (vgl. Abbildung 7.16). Die Abweichung zwischen den beiden hinsichtlich der
Kovariatenselektion einander entsprechenden Modellen mit linearer Parametrisierung
beträgt hingegen M|∆8.10 | = 1.09 (vgl. Abbildung 7.19). Jedoch ist der Anteil der Inver-
sionen mit 18% bzw. 17% (n = 131 bzw. n = 126 der insgesamt N = 724 betrachteten
Klassen) nahezu gleich. Dieses Ergebnismuster ist konkordant mit dem Ergebnis, dass
die Varianzen bei einander hinsichtlich der Kovariatenselektion entsprechenden Model-
len jeweils größer in linear paramerisierten Modellen sind im Vergleich zu den bedingt
linearen Modellen (vgl. Abschnitt 7.3.1).
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Bedingt lineare vs. lineare Parametrisierung. Bisher wurden solcheModelle ver-
glichen, die sich ausschließlich hinsichtlich der berücksichtigten Kovariaten unterschei-
den. Die Parametrisierung der Modelle war jedoch jeweils konstant. Dabei stand die
Sensitivität der adjustierten Effektschätzungen infolge der Modifikation der Kovaria-
tenselektion im Fokus der Betrachtung. Nun sollen schließlich auch die verschiedenen
Parametrisierungen einer vergleichenden Betrachtung unterzogen werden, um die Sen-
sitivität der adjustierten Effektschätzungen infolge der Modifikation der Modellselekti-
on beurteilen zu können.
Abbildung 7.22 zeigt die Veränderungen der adjustierten klassenspezifischen Effekt-
schätzungen infolge des Wechsels der Parametrisierung. Welchen Einfluss hat die Mo-
dellselektion – saturierte vs. lineare Parametrisisierung – auf die adjustierten klassen-
spezifischen Effektschätzungen beim CAM (Modell 1 vs. Modell 8)? Die durchschnitt-
liche Veränderung der Effektschätzungen beträgt hier M|∆1.8 | = 1.05 und für 18% der
Klassen (n = 128) kehrt sich die Richtung des Effekts um. Beim Vergleich der zwei
VAM, die beide das fachspezifische Vorwissen der Jahrgangsstufen 3 und 6 zusätzlich
zu den Kovariaten aus dem CAM enthalten (Modell 4 vs. Modell 11), ist diese Verän-
derung hingegen geringer: Der Mittelwert des Betrages dieser Veränderungen liegt bei
M|∆4.11 | = 0.56. Auch der Anteil der Inversionen ist hier mit 13% bzw. n = 91 Klas-
sen geringer als beim vorangegangen Modellvergleich. Schließlich zeigt ein Vergleich
der zwei CVA, die sich hinsichtlich der Parametrisierung unterscheiden (Modell 7 vs.
Modell 14): Die durchschnittliche Veränderung ist M|∆7.14 | = 0.55. Der Anteil der Inver-
sionen beträgt 15%, d. h. n = 108 Klassen.
Insgesamt ist der Einfluss der Parametrisierung am stärksten für die CAM (d. h. Mo-
delle ohne das fachspezifische Vorwissen). Dieser Einfluss wird geringer, wenn das
fachspezifische Vorwissen im Modell enthalten ist (VAM) bzw. auch die leistungsmä-
ßige Klassenkomposition berücksichtigt wird (CVA). Vergleicht man hingegen VAM
und CVA, so ist – bis auf eine Ausnahme (VAM: Modell 2 vs. 9 und CVA: Modell 5
vs. 12) – eine höhere Stabilität der VAM beobachtbar: So führt der Parametrisierungs-
wechsel von Modell 4 zu Modell 11 (VAM) zwar zu ähnlich großen Unterschieden
der Effektschätzungen. Jedoch resultiert ein kleinerer Anteil an Inversionen als beim
entsprechenden Wechsel von Modell 7 zu Modell 14 (CVA). Diese tendenziell größe-
re Stabilität der VAM gegenüber des Wechsels der Parametrisierung hinsichtlich der
Veränderung der Effektschätzungen einzelner Klassen ist somit vergleichbar mit dem
Ergebnismuster hinsichtlich der Korrelationen (vgl. Abschnitt 7.3.3).
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Abbildung 7.22: Change-Plots im Fach Mathematik (MK8): Bedingt lineare versus
lineare Parametrisierung
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Modell 2 vs. Modell 9
M |∆
 2.9| = 0.80
Anteil Inversionen (δadj;x) = 14%
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Modell 3 vs. Modell 10
M |∆
 3.10| = 0.59
Anteil Inversionen (δadj;x) = 13%
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Modell 4 vs. Modell 11
M |∆
 4.11| = 0.56
Anteil Inversionen (δadj;x) = 13%
Mathematik (MK8)
Abbildung 7.23: Change-Plots im Fach Mathematik (MK8): VAM mit bedingt linearer
versus linearer Parametrisierung
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Modell 5 vs. Modell 12
M |∆
 5.12| = 0.74
Anteil Inversionen (δadj;x) = 13%
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Modell 6 vs. Modell 13
M |∆
 6.13| = 0.55
Anteil Inversionen (δadj;x) = 17%
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Mathematik (MK8)
Abbildung 7.24: Change-Plots im Fach Mathematik (MK8): CVA mit bedingt linearer
versus linearer Parametrisierung
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Zudem zeigt sich jedoch gleichfalls eine deutliche Variabilität – in Bezug auf die Sen-
sitivität der Effektschätzungen – zwischen den einzelnen VAM respektive CVA. Die zu-
gehörige grafische Darstellung dieser Modellvergleiche findet sich in den Abbildungen
7.23 und 7.24. Innerhalb der Modellklasse VAM schwanken die durchschnittlichen Ab-
weichungen zwischen maximal M|∆2.9 | = 0.80 und minimal M|∆4.11 | = 0.56. Der Anteil
der Inversionen beträgt zwischen 14% (n = 101) beim Wechsel von Modell 2 zu 9 und
13% (n = 91) beim Wechsel von Modell 4 zu 11 der Klassen. Innerhalb der Modell-
klasse CVA variieren die durchschnittlichen Abweichungen zwischen M|∆5.12 | = 0.74
und M|∆6.13 | = 0.55, wobei gleichzeitig zwischen 13% (n = 94) und 17% (n = 121) der
Klassen von einer Inversion der Effektschätzung betroffen sind.
Change-Plots im Fach Deutsch
Die Abbildungen 7.25 bis 7.31 zeigen die aus den verschiedenen Modellen resultieren-
den adjustierten Effektschätzungen für jeweils N = 702 Thüringer Klassen der Klas-
senstufe 8, bei denen die Deutschleistung mittels des Kompetenztests Deutsch (DK8)
erhoben wurde. Wie bereits für Mathematik verwende ich auch in der nachfolgenden
Ergebnisdarstellung für den Fachbereich Deutsch je nach Parametrisierung unterschied-
liche Farben: (a) Beim Vergleich zwischen Modellen mit bedingt linearer Parametri-
sierung (mit Interaktionen) wird die Farbe Cyan, (b) beim Vergleich linearer Modelle
(ohne Interaktionen) hingegen die Farbe Rot verwendet. Schließlich sind (c) Verglei-
che zwischen Modellen unterschiedlicher Parametrisierung (bedingt linear vs. linear)
in grau dargestellt. Die Modellvergleiche werden nachfolgend in eben dieser Reihen-
folge – (a), (b) und schließlich (c) – dargestellt.
Bedingt lineare Parametrisierung (mit Interaktionen). Nachfolgend werden die
Ergebnisse des Vergleichs der Modelle 1 bis 7 (saturierte und bedingt lineare Parame-
trisierung mit Interaktionen) dargelegt.
(1) CAM vs. VAM:
Abbildung 7.25 zeigt die Change-Plots für den Wechsel von Modell 1 (CAM) zu
je einem Modell des Typs VAM, bei dem zusätzlich das fachspezifische Vorwis-
sen berücksichtigt wird. Folglich bildet Modell 1 jeweils die Referenz im Rahmen
dieser drei Modellvergleiche.
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Wird zusätzlich zu den Kovariaten im CAM (Modell 1) auch das fachspezifi-
sche Vorwissen aus Klassenstufe 3 (DK3) in das Modell aufgenommen (Mo-
dell 2), so zeigen sich deutliche Veränderungen in den adjustierten klassenspezi-
fischen Effektschätzungen. Der Mittelwert des Betrages dieser Abweichungen ist
M|∆1.2 | = 0.91. Außerdem sind 9% bzw. n = 65 von insgesamt N = 702 Thürin-
ger Klassen von Inversionen der Effektschätzungen betroffen. Wird DK6 (anstatt
DK3) zusätzlich im Adjustierungsmodell berücksichtigt (Modell 1 vs. Modell 3),
so beträgt die durchschnittliche Abweichung sogar M|∆1.3 | = 1.43. Zudem nimmt
hier auch der Anteil der Klassen mit Inversionen deutlich zu (17% bzw. n = 117
Klassen). Ein sehr ähnliches Ergebnismuster ergibt sich, wenn beide Vorwissens-
variablen – sowohl DK3 als auch DK6 – zusätzlich in das Modell aufgenommen
werden (Modell 1 vs. Modell 4). Hier resultiert eine durchschnittliche Abwei-
chung von M|∆1.4 | = 1.54, wobei der Anteil der Inversionen 19% (n = 130 Klas-
sen) beträgt.
(2) VAM vs. CVA:
In Abbildung 7.26 sind die Change-Plots dargestellt, die beimWechsel vomVAM
zum CVA resultieren. Mittels dieses Vergleichs wird wiederum die Frage adres-
siert, welchen Einfluss die zusätzliche Berücksichtigung von Klassenkompositi-
onsmerkmalen auf die Veränderungen der adjustierten Effektschätzungen haben.
Auch hier handelt es sich um einen paarweisen Vergleich jeweils genesteter Mo-
delle (vgl. Abschnitt 7.3.2). Im Einzelnen handelt es sich um die folgenden Mo-
dellvergleiche: Modell 2 vs. 5, Modell 3 vs. 6 und Modell 4 vs. 7.
Hier zeigt sich – ähnlich zu dem Ergebnismuster im Fach Mathematik – zwischen
den drei Modellvergleichen ein insgesamt homogeneres Bild als beim Wechsel
vom CAM zum VAM (Abbildung 7.25). Zudem sind die Veränderungen infolge
der zusätzlichen Berücksichtigung von Klassenkompositionsmerkmalen jeweils
geringer als beim Wechsel vom CAM zum VAM: Werden zusätzlich zu den ur-
sprünglichen Kovariaten und zum fachspezifischen Vorwissen aus Klassenstu-
fe 3 (DK3) auch die entsprechenden Klassenkompositionsmerkmale hinsichtlich
des Vorwissens aus Klassenstufe 3 in das Modell aufgenommen (Modell 2 vs.
Modell 5), so liegt der Mittelwert des Betrages der Differenzen zwischen den
Effektschätzungen bei M|∆2.5 | = 0.77. Gleichzeitig wird bei 9% aller Klassen
(n = 62) ein positiver zu einem negativen Effekt und umgekehrt. Etwas stär-
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Deutsch (DK8)
Abbildung 7.25: Change-Plots im Fach Deutsch (DK8): CAM versus VAM (saturierte
und bedingt lineare Parametrisierung mit Interaktionen)
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Modell 3 vs. Modell 6
M |∆
 3.6| = 0.80
Anteil Inversionen (δadj;x) = 12%
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Modell 4 vs. Modell 7
M |∆
 4.7| = 0.77
Anteil Inversionen (δadj;x) = 12%
Deutsch (DK8)
Abbildung 7.26: Change-Plots im Fach Deutsch (DK8): VAM versus CVA (bedingt
lineare Parametrisierung mit Interaktionen)
ker ist die Veränderung infolge der Hinzunahme des fachspezifischen Vorwissens
in Klassenstufe 6 und der entsprechenden Kompositionsmerkmale (Modell 3 vs.
Modell 6): Hier beträgt die durchschnittliche Differenz der Effektschätzungen
M|∆3.6 | = 0.80. Zudem finden sich bei 12% der Klassen (n = 83) Inversionen der
Effekte beim Wechsel von Modell 3 zu Modell 6. Werden sowohl DK3 als auch
DK6 sowie die entsprechende leistungsmäßige Klassenkomposition in das Mo-
dell aufgenommen (Modell 4 vs. Modell 7), liegt die durchschnittliche Differenz
der Effektschätzungen bei M|∆4.7 | = 0.77. Jedoch ist auch hier für 12% der Klassen
(n = 85) eine Inversion der Effekte beobachtbar.
(3) Bedingte Unabhängigkeit:
Ist es im Fachbereich Deutsch hinreichend, statt beider Vorwissensvariablen (DK3
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Modell 6 vs. Modell 7
M |∆
 6.7| = 0.66
Anteil Inversionen (δadj;x) = 11%
Deutsch (DK8)
Abbildung 7.27: Change-Plots im Fach Deutsch (DK8): Modelle mit versus ohne DK3
(bedingt lineare Parametrisierung mit Interaktionen)
und DK6) lediglich das fachspezifische Vorwissen aus Klassenstufe 6 (DK6) zu-
sätzlich in das Modell aufzunehmen? Bei dieser Frage geht es erneut um die
bedingte Unabhängigkeit der Testwertvariablen DK8 von DK3 gegeben DK6
und der restlichen Kovariaten im Adjustierungsmodell. Wäre dies der Fall, so
sollte der Wechsel von Modell 3 zu Modell 4 zu keinen Veränderungen in den
adjustierten Effektschätzungen führen. Der entsprechende Vergleich der Effekt-
schätzungen aus beiden Modellen ist auf der linken Seite von Abbildung 7.27
wiedergegeben. Das Ergebnis spricht m. E. gegen die entsprechende bedingte
Unabhängigkeitsannahme, da der Modellwechsel mit deutlich stärkeren Verände-
rungen einhergeht als beim entsprechenden Vergleich im Fach Mathematik: Die
durchschnittliche Abweichung liegt hier bei M|∆3.4 | = 0.46 mit einem 8%-igem
Anteil an Inversionen (n = 57 Klassen). Ein diesbezüglich noch deutlicheres Er-
gebnismuster zeigt sich bei Betrachtung der Sensitivität der Effektschätzungen
bei Hinzunahme der entsprechenden Kompositionsmerkmale: Die rechten Grafik
in Abbildung 7.27 stellt den Vergleich der Effektschätzungen aus den Modellen
6 und 7 dar. Die durchschnittliche Veränderung der Effektschätzungen liegt bei
M|∆6.7 | = 0.66, wobei sich bei 11% (n = 77) der Klassen die Richtung des Effekts
(positiv vs. negativ) umkehrt.
Vergleicht man diese Ergebnisse zwischen den Fachbereichen, so zeigt sich, dass zwar
die mittleren Beträge der Veränderungen in den Effektschätzungen jeweils deutlich grö-
ßer im Fach Deutsch als im Fach Mathematik sind. Dies wird auch in den einzelnen
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Change-Plots ersichtlich, die im Fach Deutsch wesentlich „unruhiger“ sind als in Ma-
thematik. Hinsichtlich des Anteils an Inversionen der adjustierten Effektschätzungen
infolge des Wechsels des Analysemodells zeigt sich jedoch zwischen den Fächern ein
sehr ähnliches Bild – sowohl im Muster der Ergebnisse über die verschiedenen paar-
weisen Modellvergleiche hinweg als auch in der absoluten Höhe des entsprechenden
Prozentsatzes.
Lineare Parametrisierung (ohne Interaktionen). Kommen wir nun zu den Mo-
dellen mit linearer Parametrisierung ohne Interaktionen (Modelle 8 bis 14), deren Er-
gebnisse nachfolgend einer vergleichenden Betrachtung unterzogen werden.
(1) CAM vs. VAM:
Abbildung 7.28 zeigt die drei Change-Plots, die aus dem Wechsel des Adjustie-
rungmodells von Modell 8 (CAM) zu je einem Modell des Typs VAM (Modell 9,
10 bzw. 11) resultieren.
Der linke Change-Plot zeigt die Veränderungen der adjustierten klassenspezi-
fischen Effektschätzungen infolge der zusätzlichen Berücksichtigung von DK3
(Modell 8 vs. Modell 9). Der Mittelwert des Betrages dieser Veränderungen ist
M|∆8.9 | = 1.08, wobei der Anteil der Inversionen bei 10% (n = 69) liegt. Wird hin-
gegen DK6 anstatt DK3 zusätzlich in dem Adjustierungsmodell berücksichtigt
(Modell 8 vs. Modell 10), so beträgt die durchschnittliche Abweichung M|∆8.10 | =
1.69. Zudem steigt – wie auch bei den bedingt linear parametrisierten Modellen
(vgl. Abbildung 7.25) – der Anteil der Inversionen in δ¯adj;x auf 16% und betrifft
somit n = 115 der insgesamt N = 702 betrachteten Klassen. Ein ähnliches Bild
zeigt sich, wenn sowohl DK3 als auch DK6 zusätzlich in das Modell aufgenom-
men werden (Modell 8 vs. Modell 11). Dabei resultiert eine durchschnittliche
Veränderung von M|∆8.11 | = 1.79 und der Anteil der Inversionen beträgt sogar
18% (n = 125 Klassen).
(2) VAM vs. CVA:
Welchen Einfluss hat die zusätzliche Berücksichtigung der leistungsmäßigen Klas-
senkomposition auf die Veränderungen der adjustierten Effektschätzungen in den
linearen Adjustierungsmodellen im Fach Deutsch? Die Ergebnisse der diese Fra-
ge adressierenden Modellvergleiche (Modell 9 vs. 12, Modell 10 vs. 13 sowie
Modell 11 vs. 14) sind in Abbildung 7.29 dargestellt.
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Modell 8 vs. Modell 9
M |∆
 8.9| = 1.08
Anteil Inversionen (δadj;x) = 10%
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Modell 8 vs. Modell 10
M |∆
 8.10| = 1.69
Anteil Inversionen (δadj;x) = 16%
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Modell 8 vs. Modell 11
M |∆
 8.11| = 1.79
Anteil Inversionen (δadj;x) = 18%
Deutsch (DK8)
Abbildung 7.28: Change-Plots im Fach Deutsch (DK8): CAM versus VAM (lineare
Parametrisierung ohne Interaktionen)
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Modell 9 vs. Modell 12
M |∆
 9.12| = 0.66
Anteil Inversionen (δadj;x) = 7%
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Modell 10 vs. Modell 13
M |∆
 10.13| = 0.15
Anteil Inversionen (δadj;x) = 2%
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Modell 11 vs. Modell 14
M |∆
 11.14| = 0.39
Anteil Inversionen (δadj;x) = 6%
Deutsch (DK8)
Abbildung 7.29: Change-Plots im Fach Deutsch (DK8): VAM versus CVA (lineare
Parametrisierung ohne Interaktionen)
Werden zusätzlich zu den restlichen Kovariaten und zum fachspezifischen Vor-
wissen aus Klassenstufe 3 (DK3) auch die entsprechenden Klassenkompositions-
merkmale hinsichtlich des Vorwissens aus Klassenstufe 3 in das Modell aufge-
nommen (Modell 9 vs. Modell 12), so liegt der Mittelwert des Betrages der Dif-
ferenzen zwischen den Effektschätzungen bei M|∆9.12 | = 0.66. Gleichzeitig wird
bei 7% aller Klassen (n = 47) ein positiver zu einem negativen Effekt und um-
gekehrt. Deutlich geringer ist diese Veränderung infolge der Hinzunahme des
fachspezifischen Vorwissens in Klassenstufe 6 und der entsprechenden Kompo-
sitionsmerkmale (Modell 10 vs. Modell 13): Hier beträgt die durchschnittliche
Differenz der Effektschätzungen M|∆10.13 | = 0.15. Zudem finden sich bei lediglich
2% der Klassen (n = 16) Inversionen der Effekte beim Wechsel von Modell 3
zu Modell 6. Und auch für den Fall, dass Informationen sowohl zum fachspe-
224
7 Ergebnisse: Empirische Befunde aus dem Modellvergleich
zifischen Vorwissen aus Klassenstufe 3 (DK3) als auch Klassenstufe 6 (DK6)
sowie der entsprechenden Klassenkomposition zur Verfügung stehen (Modell 11
vs. 14), ist die durchschnittliche Differenz der Effektschätzungen recht gering
(M|∆11.14 | = 0.39), wobei hier hingegen für etwa n = 39 Klassen (6% ) eine Inver-
sion der Effekte beobachtbar ist.
Zusammenfassend zeigt sich auch bei der linearen Parametrisierung – wie bereits
beim entsprechenden Vergleich der bedingt linearen Adjustierungsmodelle – eine
geringere Sensitivität der Effektschätzungen als in Abbildung 7.28: Die Verän-
derungen infolge der zusätzlichen Berücksichtigung von Klassenkompositions-
merkmalen sind jeweils geringer als bei der Hinzunahme des fachspezifischen
Vorwissens. Anders als im Fachbereich Mathematik gibt es hier jedoch deutliche
Unterschiede hinsichtlich der Sensitivität in Abhängigkeit von der Kovariaten-
selektion: Je nachdem, ob die leistungsmäßige Klassenkomposition basierend auf
DK3, DK6 oder beiden (DK3 und DK6) zusätzlich im linearen Adjustierungs-
modell berücksichtigt wird, zeigt sich eine unterschiedlich starke Sensitivität der
adjustierten klassenspezifischen Effektschätzungen. Diese ist am geringsten beim
Wechsel von Modell 10 zu 11, d. h. bei Hinzunahme von DK6 und entsprechen-
der Klassenkompositionsmerkmale.
(3) Bedingte Unabhängigkeit:
Hinsichtlich der bedingten Unabhängigkeit der Testwertvariablen DK8 von DK3
gegeben DK6 und der restlichen Kovariaten im linearen Adjustierungsmodell
(ohne Interaktionen) zeigt sich ein ähnliches Ergebnis wie bereits bei der be-
dingt linearen Parametrisierung (vgl. Abbildung 7.27): Der entsprechende Ver-
gleich der Effektschätzungen aus den Modellen 10 und 11 ist auf der linken
Seite von Abbildung 7.30 wiedergegeben. Das Ergebnis spricht gleichfalls ge-
gen die bedingte Unabhängigkeitsannahme, da der Modellwechsel mit deutli-
chen Veränderungen einhergeht: Die durchschnittliche Abweichung liegt hier bei
M|∆10.11 | = 0.44 mit einem 6%-igem Anteil an Inversionen (n = 44 Klassen). Ein
diesbezüglich noch deutlicheres Ergebnismuster zeigt sich bei Betrachtung der
Sensitivität der Effektschätzungen bei Hinzunahme der entsprechenden Kompo-
sitionsmerkmale: Die rechte Grafik in Abbildung 7.30 stellt den Vergleich der
Effektschätzungen aus den Modellen 13 und 14 dar. Die durchschnittliche Verän-
derung der Effektschätzungen ist M|∆13.14 | = 0.79, wobei sich bei 10% der Klassen
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Modell 13 vs. Modell 14
M |∆
 13.14| = 0.79
Anteil Inversionen (δadj;x) = 10%
Deutsch (DK8)
Abbildung 7.30: Change-Plots im Fach Deutsch (DK8): Modelle mit versus ohne DK3
(lineare Parametrisierung ohne Interaktionen)
(n = 73) die Richtung des Effekts (positiv oder negativ) umkehrt.
In Relation zum zuvor dargestellten Vergleich der Modelle mit saturierter und bedingt
linearer Parametrisierung (mit Interaktionen) fällt auf, dass sich zwar die durchschnitt-
lichen Beträge der Abweichungen der Effektschätzungen beim Wechsel der Modelle
unterscheiden. Beim Wechsel vom CAM zum VAM sind diese stets größer beim Ver-
gleich linear parametrisierter Modelle. Jedoch ist der Anteil der Klassen, bei denen sich
die adjustierten Effektschätzungen infolge des Modellwechsels von einem positiven in
einen negativen Effekt (und vice versa) umkehrt, jeweils fast identisch. So ist bspw.
die durchschnittliche Abweichung der Effekte M|∆1.3 | = 1.43, wenn DK6 zusätzlich zu
den anderen Kovariaten in das Modell mit bedingt linearer Parametrisierung aufgenom-
men wird (vgl. Abbildung 7.25). Die Abweichung zwischen den beiden hinsichtlich der
Kovariatenselektion einander entsprechenden Modellen mit linearer Parametrisierung
beträgt hingegen M|∆8.10 | = 1.69 (vgl. Abbildung 7.28). Jedoch ist der Anteil der Inver-
sionen mit 17% bzw. 16% (n = 117 bzw. n = 115 der insgesamt N = 702 betrachteten
Klassen) nahezu gleich.
Anders als im Fach Mathematik zeigt sich das soeben dargestellte Ergebnismuster
hingegen nicht beim Wechsel vom VAM zum CVA. Hier sind sowohl die mittleren Be-
träge der Abweichungen als auch der Anteil an Inversionen in denModellen mit linearer
Parametrisierung deutlich geringer: Während bspw. die durchschnittliche Differenz der
Effekte beim Vergleich der Modelle 3 und 6 bei M|∆3.6 | = 0.80 liegt (vgl. Abbildung
7.26), beträgt diese bei hinsichtlich des Kovariatensets äquivalenten Modellen mit li-
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M |∆
 1.8| = 1.47
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M |∆
 4.11| = 0.81
Anteil Inversionen (δadj;x) = 12%
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Modell 7 vs. Modell 14
M |∆
 7.14| = 1.09
Anteil Inversionen (δadj;x) = 13%
Deutsch (DK8)
Abbildung 7.31: Change-Plots im Fach Deutsch (DK8): Bedingt lineare versus lineare
Parametrisierung
nearer Parametrisierung lediglich M|∆10.13 | = 0.15 (vgl. Abbildung 7.29). Gleichzeitig
sinkt der Anteil der Inversionen von 12% auf 2% der Klassen.
Bedingt lineare vs. lineare Parametrisierung. Schließlich werden – analog zu
den Analysen im Fach Mathematik – auch die verschiedenen Parametrisierungen einer
vergleichenden Betrachtung unterzogen, um die Sensitivität der adjustierten Effekt-
schätzungen infolge der Modifikation der Modellselektion beurteilen zu können.
Abbildung 7.31 zeigt die Veränderungen der adjustierten klassenspezifischen Effekt-
schätzungen infolge des Wechsels der Modellspezifikation von einer saturierten bzw.
bedingt linearen zu einer linearen Parametrisierung. Welchen Einfluss hat die Modell-
selektion auf die adjustierten klassenspezifischen Effektschätzungen bei dem CAM
(Modell 1 vs. Modell 8)? Die durchschnittliche Veränderung der Effektschätzungen
beträgt hier M|∆1.8 | = 1.47 und für 15% der Klassen (n = 105) kehrt sich die Richtung
des Effekts um. Beim Vergleich der zwei VAM, die beide das fachspezifische Vorwissen
der Jahrgangsstufen 3 und 6 zusätzlich zu den Kovariaten im CAM enthalten (Modell
4 vs. Modell 11), ist diese Veränderung hingegen geringer: Der Mittelwert des Betra-
ges dieser Veränderungen liegt bei M|∆4.11 | = 0.81. Auch der Anteil der Inversionen ist
hier mit 12% bzw. n = 84 Klassen geringer als beim vorangegangen Modellvergleich.
Schließlich ergibt ein Vergleich der zwei CVA, die sich hinsichtlich der Parametrisie-
rung unterscheiden (Modell 7 vs. Modell 14) eine durchschnittliche Veränderung der
Effektschätzungen von M|∆7.14 | = 1.09. Der Anteil der Inversionen beträgt 13%, d. h.
n = 94 der insgesamt N = 702 Klassen.
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M |∆
 3.10| = 0.87
Anteil Inversionen (δadj;x) = 12%
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M |∆
 4.11| = 0.81
Anteil Inversionen (δadj;x) = 12%
Deutsch (DK8)
Abbildung 7.32: Change-Plots im Fach Deutsch (DK8): VAM mit bedingt linearer
versus linearer Parametrisierung
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M |∆
 5.12| = 1.05
Anteil Inversionen (δadj;x) = 10%
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Modell 6 vs. Modell 13
M |∆
 6.13| = 1.18
Anteil Inversionen (δadj;x) = 15%
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Modell 7 vs. Modell 14
M |∆
 7.14| = 1.09
Anteil Inversionen (δadj;x) = 13%
Deutsch (DK8)
Abbildung 7.33: Change-Plots im Fach Deutsch (DK8): CVA mit bedingt linearer
versus linearer Parametrisierung
Wie bereits in Mathematik ist auch für Deutsch der Einfluss der Parametrisierung ins-
gesamt am stärksten für die CAM (d. h. Modelle ohne das fachspezifische Vorwissen).
Dieser Einfluss nimmt ab, wenn das fachspezifische Vorwissen im Modell enthalten ist
(VAM) bzw. auch die leistungsmäßige Klassenkomposition berücksichtigt wird (CVA).
Jedoch sind die Unterschiede zwischen den drei Modellvergleichen in Abbildung 7.31
im Fach Deutsch geringer als im Fach Mathematik. Vergleicht man VAM und CVA,
so ist erneut eine höhere Stabilität der VAM beobachtbar: So führt der Parametrisie-
rungswechsel von Modell 4 zu Modell 11 (VAM) zu durchschnittlich geringeren Un-
terschieden der Effektschätzungen und zu einem kleineren Anteil an Inversionen als der
entsprechenden Wechsel von Modell 7 zu Modell 14 (CVA). Diese größere Stabilität
der VAM gegenüber des Wechsels der Parametrisierung hinsichtlich der Veränderung
der Effektschätzungen einzelner Klassen ist somit auch im Fach Deutsch konkordant
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mit dem Ergebnismuster hinsichtlich der Korrelationen (vgl. Abschnitt 7.3.3).
Zudem zeigt sich jedoch gleichfalls eine deutliche Variabilität – in Bezug auf die
Sensitivität der Effektschätzungen – zwischen den einzelnen VAM respektive CVA. Die
zugehörige grafische Darstellung dieser Modellvergleiche findet sich in den Abbildun-
gen 7.32 und 7.33. Innerhalb der Modellklasse VAM schwanken die durchschnittlichen
Abweichungen lediglich zwischen minimal M|∆4.11 | = 0.81 und maximal M|∆2.9 | = 1.05.
Der Anteil der Inversionen beträgt zwischen 12% (n = 84) und 11% (n = 81) der
Klassen. Innerhalb der Modellklasse CVA hingegen variieren die durchschnittlichen
Abweichungen zwischen maximal M|∆6.13 | = 1.18 und minimal M|∆5.12 | = 1.05, wobei
gleichzeitig zwischen 15% (n = 106) und 10% (n = 74) der Klassen von einer Inversi-
on der Effektschätzung betroffen sind.
Zusammenfassung: Change-Plots
Da die Ergebnisse aus Vergleichsarbeiten auf Klassenebene ausgewertet und zurück-
gemeldet werden, ist insbesondere die Veränderung der Effektschätzungen einzelner
Klassen relevant. Um diesbezüglich die Sensitivität der Effektschätzungen für einzelne
Klassen quantifizieren und beurteilen zu können, eignen sich im Besonderen Change-
Plots. Für diese Darstellungsform zeigt sich durchgängig eine recht hohe Sensitivität
der adjustierten klassenspezifischen Effektschätzungen gegenüber Modifikationen der
Kovariaten- und Modellselektion. Wird das fachspezifische Vorwissen bzw. die leis-
tungsmäßige Klassenkomposition zusätzlich in das Adjustierungsmodell aufgenom-
men oder aber die Parametrisierung geändert, finden sich insgesamt recht „unruhige“
Change-Plots. So liegt u. a. der Anteil der Klassen, deren Effekte sich von einem po-
sitiven in einen negativen Effekt ändert (und umgekehrt), stets über 5%. Das Ausmaß
und die Richtung des adjustierten Effekts einer Klasse ist somit in deutlichem Maße
abhängig von der Wahl der Kovariaten und der gewählten Parametrisierung.
Im Hinblick auf die Kovariatenselektion zeigt sich – für jeweils beide der Parame-
trisierungsformen – beim Wechsel von CAM zum VAM eine deutliche Sensitivität der
Effektschätzungen. Dies spricht für Hypothese 1.1 über den Einfluss des fachspezifi-
schen Vorwissens. Zwar sind diese Veränderungen – sowohl hinsichtlich des Ausmaßes
(Mittelwert der Beträge der Differenzen der adjustierten Effekte) als auch hinsichtlich
der Richtung (Anteil der Inversionen) – Wechsel vom VAM zum CVA geringer, jedoch
beträgt der Anteil der Inversionen stets ca. 10%. Dieser Befund stützt gleichsam Hy-
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pothese 1.2. Zwischen den drei verschiedenen VAM-CVA-Vergleichen sind diese Ver-
änderungen zudem homogener (d. h. ähnlich groß und häufig) als zwischen den CAM-
VAM-Vergleichen. Insbesondere zeigt sich beim Wechsel vom CAM zum VAM eine
deutliche höhere Sensitivität der Effektschätzungen, wenn das fachspezifische Vorwis-
sen aus Klassenstufe 6 (anstatt aus Klassenstufe 3) in das Modell aufgenommen wird.
DesWeiteren ergibt der Vergleich zwischen den beiden Parametrisierungsformen: (a)
Ersetzt man – gegeben einem konkreten Kovariatenset – die bedingt lineare durch eine
lineare Parametrisierung, so finden sich deutliche Veränderungen der klassenspezifi-
schen Effektschätzungen. Dies spricht für Hypothese 2. (b) Gemäß Hypothese 3 sollten
die Veränderungen der klassenspezifischen Effektschätzungen infolge des Wechsels der
Parametrisierung des Adjustierungsmodells über die drei Modelltypen CAM, VAM und
CVA abnehmen. Zwar zeigen sich die stärksten Veränderungen zwischen den CAM, die
beim Wechsel zum VAM (also infolge der Hinzunahme des fachspezifischen Vorwis-
sens) abnehmen. Jedoch ergibt sich sowohl für den durchschnittlichen Betrag dieser
Veränderungen als auch im Anteil an Inversionen tendenziell eine stärkere Sensitivität
beim Wechsel zum CVA, was wiederum gegen Hypothese 3 spricht.
Schließlich findet sich auch bei den Change-Plots das in Hypothese 4 postulierte
konkordante Ergebnismuster in beiden Fachbereichen.
7.3.5 Transitionsmatrizen
Um die Sensitivität der adjustierten klassenspezifischen Effektschätzungen gegenüber
der Kovariaten- und Modellselektion zu verdeutlichen, verwende ich nachfolgend ein
weiteres Kriterium: die Veränderungen des Quintil-Rankings der klassenspezifischen
Effektschätzungen infolge des Wechsels von einem zu einem anderen Modell (z. B.
Benton et al., 2003; Goldhaber, Goldschmidt & Tseng, 2013). Dazu werden die adjus-
tierten klassenspezifischen Effektschätzungen pro Modell zunächst in Quintile aufge-
teilt: Quintil 1 enthält 20% der Klassen mit dem größten positiven adjustierten Effekt,
wohingegen Quintil 5 jeweils 20% aller Klassen mit dem größten negativen adjustier-
ten Effekt enthält. Die nachfolgenden Tabellen stellen schließlich die Veränderungen
dieses Quintil-Rankings der adjustierten Effektschätzungen beim Wechsel von einem
zu einem anderen Adjustierungsmodell dar. Diese Veränderungen werden in einer sog.
Transitionsmatrix (engl.: transition matrix; vgl. Goldhaber et al., 2013, S. 10) wieder-
um für einen paarweisen Modellvergleich abgebildet: Die Zellen der Transitionsmatrix
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enthalten den prozentualen Anteil (zeilenweise) an Klassen, die in ein konkretes Quintil
basierend auf einem ersten Modell fallen und in das gleiche oder ein anderes Quintil,
wenn ein zweites Modell als Grundlage der Berechnung dient.
Ein Beispiel soll dies verdeutlichen: In Tabelle 7.11 (obere Transitionsmatrix) wird
der Modellvergleich von Modell 1 mit Modell 4 dargestellt. Die Zeilen repräsentie-
ren die Quintile der Effektschätzungen aus Modell 1 und die Spalten repräsentieren
die Quintile der Effektschätzungen aus Modell 4. Bei 73.10% der Thüringer Klassen
im Fach Mathematik, die gemäß Modell 1 in das erste Quintil eingeordnet werden,
sind die adjustierten Effektschätzungen auch aus Modell 4 (VAM) dem ersten Quintil
zuzuordnen. Für die restlichen 26.90% der Klassen, die basierend auf Modell 1 dem
ersten Quintil zugeordnet werden, findet eine Rangverschlechterung statt, falls stattdes-
sen Modell 4 angewendet wird: 22.07% der Klassen fallen dann in das zweite Quintil,
4.14% in das dritte und lediglich 0.69% in das vierte Quintil. Keine Klasse, die gemäß
Modell 1 dem ersten Quintil zuzuordnen ist, fällt beim Wechsel zu Modell 4 in das
fünfte Quintil.
Je größer die Prozentsätze in den Zellen der Diagonale (d. h. je näher an 100%) und
entsprechend je kleiner diese in den Zellen außerhalb der Diagonale sind, desto stabiler
sind die Effektschätzungen beim Wechsel des Adjustierungsmodells. Dies wäre ein In-
dikator einer geringen Sensitivität der adjustierten klassenspezifischen Effektschätzun-
gen. Falls die Wahl des Adjustierungsmodells irrelevant für die Zuordnung der Klassen
– basierend auf den resultierenden Effektschätzungen – zu einem der Quintile ist, wer-
den beide Modelle zu identischen Zuordnungen für alle Klassen führen. Dann wäre
einzig die Diagonale besetzt (mit je 100% pro Zeile) und die Elemente der oberen und
unteren Dreiecksmatrix (oberhalb bzw. unterhalb der Diagonale) würden ausschließlich
den Wert null annehmen.
Der Vorteil dieses Kriteriums besteht darin, dass Veränderungen der adjustierten Ef-
fektschätzungen auf diese Weise sehr übersichtlich dargestellt werden können. Zudem
erlauben diese eine zusätzliche Einschätzung der Bedeutsamkeit bzw. Stärke der Ver-
änderungen. Der bei den Change-Plots (Abschnitt 7.3.4) angegebene Anteil der Inver-
sionen bezüglich der klassenspezifischen Effektschätzungen wird auf diese Weise um
die Information ergänzt, wie stark diese Inversion ist: Wird bspw. eine Klasse auf Basis
eines Modells dem zweiten Quintil, basierend auf einem anderen Modell jedoch dem
vierten Quintil zugeordnet, so liegt eine Inversion des Effekts vor. Diese ist jedoch umso
stärker, je mehr Quintile „übersprungen“ werden. Demnach ist die maximale Transiti-
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Tabelle 7.11: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen
im Fach Mathematik (MK8) infolge der zusätzlichen Berücksichtigung
des fachspezifischen Vorwissens: CAM versus VAM
Bedingt lineare Parametrisierung (inkl. Interaktionen):
Modell 4
1 2 3 4 5
Modell 1 1 73.10 22.07 4.14 0.69 0
2 21.38 39.31 31.03 7.59 0.69
3 4.17 27.78 33.33 29.86 4.86
4 1.38 10.34 26.90 40.69 20.69
5 0 0.69 4.14 21.38 73.79
Lineare Parametrisierung (ohne Interaktionen):
Modell 11
Modell 8 1 71.72 25.52 2.76 0 0
2 25.52 40.69 23.45 8.28 2.07
3 2.08 25.69 40.28 26.39 5.56
4 0.69 6.90 25.52 44.14 22.76
5 0 1.38 7.59 21.38 69.66
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile,
deren Effektschätzung im entsprechenden Quintilsabschnitt liegt. Die zeilenweise Sum-
me beträgt somit jeweils 100%. Anzahl der Klassen: N = 724. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 145, n2 = 145, n3 = 144, n4 = 145, n5 = 145.
on eine Veränderung um vier Quintile, d. h., wenn eine Klasse auf Basis eines Modells
dem ersten Quintil, basierend auf einem anderen Modell jedoch dem fünften Quintil
zugeordnet wird (bzw. vice versa).
Im Folgenden werde ich zunächst die Ergebnisse für das Fach Mathematik und an-
schließend für das Fach Deutsch darstellen.
Transitionsmatrizen im Fach Mathematik
Kovariatenselektion. Entsprechend der bisherigen Ergebnisdarstellung werde ich
zunächst Modelle mit jeweils identischer Parametrisierung vergleichen, die sich aus-
schließlich in der Wahl der Kovariaten unterscheiden.
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(1) CAM vs. VAM:
Welchen Einfluss auf das Quintil-Ranking der Klassen hat die zusätzliche Be-
rücksichtigung des fachspezifischen Vorwissens (MK3 und MK6)? Tabelle 7.11
zeigt die Transitionsmatrizen, die beim Wechsel vom CAM zum VAM resultie-
ren15. Die obere Matrix in Tabelle zeigt die Transitionen für Modelle mit bedingt
linearer Parametrisierung inklusive Interaktionen (Modell 1 vs. Modell 4). Bei
Betrachtung der Diagonale fällt auf, dass der Modellwechsel mit erheblichen Ver-
änderungen des Quintil-Rankings einhergehen – insbesondere bei den mittleren
Quintilen 2, 3 und 4, bei denen jeweils nur 39.31%, 33.33% und 40.69% der Klas-
sen infolge des Modellwechsels in das gleiche Quintil fallen. Am stabilsten sind
die beiden extremen Quintile 1 und 5 mit 73.10% bzw. 73.79%. Die untere Matrix
hingegen zeigt die Transitionen für die hinsichtlich der Kovariaten entsprechen-
denModelle mit linearer Parametrisierung, in denen potenzielle Interaktionen der
Kovariaten nicht modelliert sind (Modell 8 vs. Modell 11). Insgesamt zeigt sich
hier ein zu dem in der oberen Matrix sehr ähnliches Ergebnismuster. Die Stabili-
tät in den drei mittleren Quintilen 2, 3 und 4 beträgt jeweils 40.69%, 40.28% bzw.
44.14%. Hingegen sind die Extrempole der Diagonale – Quintil 1 bzw. Quintil 5
mit 71.72% respektive 69.66% – wiederum am stärksten besetzt.
(2) VAM vs. CVA:
Tabelle 7.12 zeigt die resultierenden Transitionsmatrizen, die beim Wechsel vom
VAM zum CVA resultieren. Dieser Vergleich adressiert die Sensitivität der Ef-
fektschätzungen hinsichtlich der Quintil-Verteilung infolge der zusätzlichen Be-
rücksichtigung der leistungsmäßigen Klassenkomposition. Wiederum in der obe-
ren Matrix von Tabelle 7.12 sind die Transitionen bei bedingt linearer Parametri-
sierung (mit Interaktionen) dargestellt, wobei hier Modell 4 und Modell 7 vergli-
chen werden. Zwar zeigen sich auch hier deutliche Veränderungen des Quintil-
Rankings der Klassen basierend auf den jeweils resultierenden Effektschätzun-
gen. Jedoch sind diese Veränderungen im Vergleich zum Wechsel vom CAM
zumVAMgeringer. Mit anderenWorten: Die Effektschätzungen sind beimWech-
15Das im Rahmen dieser Arbeit verwendete Design des Modellvergleichs erlaubt – bei konstanter Para-
metrisierung der Modelle – insgesamt jeweils drei Vergleiche beim Wechsel vom CAM zum VAM
und ebenso beimWechsel vom VAM zum CVA. Aus Gründen der Übersichtlichkeit der Ergebnisdar-
stellung wird nachfolgend immer der Vergleich mit dem hinsichtlich der Kovariaten jeweils komple-
xesten Modell dargestellt. Die hier nicht abgebildeten Vergleiche zeigen ein konkordantes Ergebnis-
muster (vgl. Anhang F).
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Tabelle 7.12: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen
im Fach Mathematik (MK8) infolge der zusätzlichen Berücksichtigung
von Kompositionsmerkmalen: VAM versus CVA
Bedingt lineare Parametrisierung (inkl. Interaktionen):
Modell 7
1 2 3 4 5
Modell 4 1 75.86 19.31 4.14 0.69 0
2 22.07 56.55 17.93 3.45 0
3 2.08 21.53 55.56 20.14 0.69
4 0 2.07 19.31 63.45 15.17
5 0 0.69 2.76 12.41 84.14
Lineare Parametrisierung (ohne Interaktionen):
Modell 14
Modell 11 1 82.76 16.55 0.69 0 0
2 16.55 54.48 24.83 4.14 0
3 0.69 27.78 54.17 16.67 0.69
4 0 1.38 20.00 62.07 16.55
5 0 0 0 17.24 82.76
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile,
deren Effektschätzung im entsprechenden Quintilsabschnitt liegt. Die zeilenweise Sum-
me beträgt somit jeweils 100%. Anzahl der Klassen: N = 724. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 145, n2 = 145, n3 = 144, n4 = 145, n5 = 145.
sel vom VAM zum CVA stabiler. So betragen die Werte der Diagonale, welche
den Prozentsatz der nach beiden Modellen identisch kategorisierten Klassen in-
dizieren, zwischen minimal 55.56% (Quintil 3) und maximal 84.14% (Quintil 5).
Wie auch beim vorangegangenen Vergleich (CAM vs. VAM) sind hier die bei-
den Quintil-Pole am stabilsten (75.86% in Quintil 1 und 84.14% in Quintil 5).
Die untere Matrix in Tabelle 7.12 zeigt die Transitionen für die hinsichtlich der
Kovariaten entsprechenden Modelle mit linearer Parametrisierung, in denen po-
tenzielle Interaktionen der Kovariaten nicht modelliert sind (Modell 11 vs. Mo-
dell 14). Hier zeigt sich ein insgesamt vergleichbares Ergebnismuster wie in der
oberen Matrix. So sind bspw. auch hier die beiden Quintil-Pole am stabilsten mit
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Tabelle 7.13: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen
im Fach Mathematik (MK8) bei bedingt linearer Parametrisierung: Be-
dingte Unabhängigkeit
Bedingt lineare Parametrisierung (inkl. Interaktionen):
Modell 4
1 2 3 4 5
Modell 3 1 93.79 6.21 0 0 0
2 6.21 83.45 10.34 0 0
3 0 10.42 79.17 10.42 0
4 0 0 10.34 84.14 5.52
5 0 0 0 5.52 94.48
Lineare Parametrisierung (ohne Interaktionen):
Modell 7
Modell 6 1 82.76 15.86 1.38 0 0
2 17.24 66.21 15.17 1.38 0
3 0 17.36 63.19 19.44 0
4 0 0.69 20.00 66.21 13.10
5 0 0 0 13.10 86.90
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile,
deren Effektschätzung im entsprechenden Quintilsabschnitt liegt. Die zeilenweise Sum-
me beträgt somit jeweils 100%. Anzahl der Klassen: N = 724. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 145, n2 = 145, n3 = 144, n4 = 145, n5 = 145.
82.76% in Quintil 1 und 82.76% in Quintil 5.
(3) Bedingte Unabhängigkeit:
Führt die zusätzliche Berücksichtigung beider Vorwissensvariablen (MK3 und
MK6) – im Vergleich zur Hinzunahme von MK6 allein – zu substanziellen Ver-
änderungen im Quintil-Ranking der Klassen? Zu diesem Zweck vergleichen wir
die Ergebnisse aus den Modellen 3 vs. 4 (bedingt lineare Parametrisierung mit
Interaktionen), die in der oberen Matrix von Tabelle 7.13 wiedergegeben sind.
Hier zeigt sich – in Relation zu den bisherigen Vergleichen – die stärkste Stabili-
tät der Effektschätzungen: Die Werte der Diagonale, die den Prozentsatz der nach
beiden Modellen identisch kategorisierten Klassen indizieren, betragen 93.79%
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in Quintil 1, 83.45% in Quintil 2, 79.17% in Quintil 3, 84.14% in Quintil 4 und
94.48% in Quintil 5. Des Weiteren sind 12 der 25 Zellen in der Transitionsma-
trix unbesetzt (je 0% der Klassen) und Veränderungen des Quintil-Rankings zu
lediglich benachbarten Quintilen (z. B. von Quintil 3 zu 2 bzw. von 3 zu 4) be-
obachtbar. Eine demgegenüber geringere Stabilität zeigt sich, wenn Klassenkom-
positionsmerkmale aus den jeweiligen Klassenstufen – zusätzlich zu den restli-
chen Kovariaten und den Vorwissensvariablen – berücksichtigt werden. Die ent-
sprechenden Ergebnisse finden sich in der unteren Transitionsmatrix von Tabelle
7.13. Hier betragen die Werte der Diagonale zwischen minimal 63.19% (Quintil
3) und maximal 86.90% (Quintil 5). Zudem sind hier lediglich 9 der 25 Zellen in
der Transitionsmatrix unbesetzt.
Modellselektion. In den Tabellen 7.11 bis 7.13 wurden Modelle paarweise vergli-
chen, die sich ausschließlich hinsichtlich der berücksichtigten Kovariaten unterschei-
den. Die Parametrisierung der Modelle war jeweils konstant. Der Fokus der Analyse
lag somit auf der Sensitivität der adjustierten Effektschätzungen infolge der Modifika-
tion der Kovariatenselektion. Nachfolgend sollen schließlich auch die verschiedenen
Parametrisierungen einer vergleichenden Betrachtung unterzogen werden, um die Sen-
sitivität des Quintil-Rankings der adjustierten Effektschätzungen infolge der Modifika-
tion der Modellselektion beurteilen zu können.
Tabelle 7.14 zeigt die Transitionen infolge des Wechsels der Parametrisierung für
sämtliche der drei betrachteten Modellklassen CAM, VAM und CVA. Die obere Ma-
trix der Tabelle zeigt die Transitionen beim Wechsel der Parametrisierung innerhalb
der Modellklasse CAM (Modell 1 vs. Modell 8). Betrachtet man die Diagonale, so ist
augenfällig, dass der Modellwechsel mit starken Veränderungen des Quintil-Rankings
einhergeht – in erster Linie bei den mittleren Quintilen 2, 3 und 4, in denen jeweils
41.38%, 36.81% und 40.00% der Klassen jeweils identisch kategorisiert sind. Am sta-
bilsten sind wiederum die beiden extremen Quintile 1 und 5 mit 77.93% bzw. 71.72%.
Die mittlere Matrix zeigt die Transitionen für die VAM (Modell 4 vs. Modell 11). Hier
zeigt sich ein insgesamt ähnliches Ergebnismuster wie in der oberenMatrix, jedoch sind
die Effektschätzungen tendenziell stabiler. Die Werte der Diagonale, die den Prozent-
satz der nach beiden Modellen identisch kategorisierten Klassen indizieren, betragen
78.62% in Quintil 1, 51.03% in Quintil 2, 44.44% in Quintil 3, 47.59% in Quintil 4 und
74.48% in Quintil 5. Schließlich zeigt die untere Matrix die Transitionen für die CVA
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Tabelle 7.14: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen
im Fach Mathematik (MK8): Bedingt lineare vs. lineare Parametrisierung
Contextualized Attainment Model (CAM):
Modell 8
1 2 3 4 5
Modell 1 1 77.93 20.69 0.69 0.69 0
2 17.93 41.38 29.66 7.59 3.45
3 4.17 23.61 36.81 31.94 3.47
4 0 13.79 24.83 40.00 21.38
5 0 0.69 7.59 20.00 71.72
Value-Added Model (VAM):
Modell 11
Modell 4 1 78.62 17.24 4.14 0 0
2 17.93 51.03 26.21 4.14 0.69
3 3.47 26.39 44.44 22.92 2.78
4 0 5.52 24.83 47.59 22.07
5 0 0 0 25.52 74.48
Contextual Value-Added Model (CVA):
Modell 14
Modell 7 1 77.24 19.31 3.45 0 0
2 20.69 48.97 24.83 5.52 0
3 2.08 23.61 41.67 24.31 8.33
4 0 8.28 28.28 44.83 18.62
5 0 0 1.38 25.52 73.10
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile,
deren Effektschätzung im entsprechenden Quintilsabschnitt liegt. Die zeilenweise Sum-
me beträgt somit jeweils 100%. Anzahl der Klassen: N = 724. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 145, n2 = 145, n3 = 144, n4 = 145, n5 = 145.
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(Modell 7 vs. Modell 14), wobei hier ein zu den VAM vergleichbares Muster resultiert:
Am stabilsten sind wiederum die beiden extremen Quintile 1 und 5 mit 77.24% bzw.
73.10%. Die mittleren Quintile 2, 3 und 4 weisen erneut eine geringere Übereinstim-
mung auf (48.97%, 41.67% und 44.83%). Die etwas stärkere Stabilität der VAM und
der CVA gegenüber der Modifikation der Parametrisierung zeigt sich insbesondere bei
Betrachtung der Häufigkeit sehr großer Transitionen (d. h. Wechsel aus Quintil 4 bzw.
5 in Quintil 1 bzw. 2): Dabei nimmt die Häufigkeit der Effektschätzungen, die mehr als
2 Quintile überspringen beim VAM und beim CVA – jeweils im Vergleich zum CAM –
ab. Beim Vergleich zwischen VAM und CVA ist die Sensitivität gegenüber dem Wech-
sel der Parametrisierung wiederum tendenziell höher bei den CVA (vgl. Tabelle F.3 in
Anhang F).
Transitionsmatrizen im Fach Deutsch
Kovariatenselektion. Schließlich werde ich auch für den Fachbereich Deutsch Mo-
delle mit jeweils identischer Parametrisierung vergleichen, die sich ausschließlich in
der Wahl der Kovariaten unterscheiden.
(1) CAM vs. VAM:
Welchen Einfluss auf das Quintil-Ranking der Klassen hat die zusätzliche Berück-
sichtigung des fachspezifischen Vorwissens (DK3 und DK6) im Fach Deutsch?
Tabelle 7.15 zeigt die Transitionsmatrizen, die beim Wechsel vom CAM zum
VAM resultieren. Die obere Matrix in Tabelle zeigt die Transitionen für Model-
le mit bedingt linearer Parametrisierung mit Interaktionen (Modell 1 vs. Modell
4). Bei Betrachtung der Diagonale fällt auf, dass der Modellwechsel auch im
Fach Deutsch mit starken Veränderungen des Quintil-Rankings einhergeht. Er-
neut zeigt sich diese Sensitivität insbesondere bei den mittleren Quintilen 2, 3
und 4, bei denen jeweils 48.57%, 40.71% und 45.71% der Klassen infolge des
Modellwechsels in das gleiche Quintil fallen. Am stabilsten sind die beiden ex-
tremen Quintile 1 und 5 mit 77.30% bzw. 70.92%. Die untere Matrix hingegen
zeigt die Transitionen für die hinsichtlich der Kovariaten entsprechenden Mo-
delle mit linearer Parametrisierung, in denen potenzielle Interaktionen der Kova-
riaten nicht modelliert sind (Modell 8 vs. Modell 11). Insgesamt zeigt sich hier
ein zu dem in der oberen Matrix sehr ähnliches Ergebnismuster. Die Stabilität
in den drei mittleren Quintilen 2, 3 und 4 beträgt jeweils 45.71%, 35.71% bzw.
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Tabelle 7.15: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen
im Fach Deutsch (DK8) infolge der zusätzlichen Berücksichtigung des
fachspezifischen Vorwissens: CAM versus VAM
Bedingt lineare Parametrisierung (inkl. Interaktionen):
Modell 4
1 2 3 4 5
Modell 1 1 77.30 12.77 6.38 2.13 1.42
2 18.57 48.57 21.43 6.43 5.00
3 3.57 27.14 40.71 22.14 6.43
4 0.71 10.71 26.43 45.71 16.43
5 0 0.71 4.96 23.40 70.92
Lineare Parametrisierung (ohne Interaktionen):
Modell 11
Modell 8 1 71.63 18.44 6.38 2.84 0.71
2 22.14 45.71 20.71 9.29 2.14
3 5.71 27.86 35.71 23.57 7.14
4 0.71 7.86 32.14 44.29 15.00
5 0 0 4.96 19.86 75.18
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile,
deren Effektschätzung im entsprechenden Quintilsabschnitt liegt. Die zeilenweise Sum-
me beträgt somit jeweils 100%. Anzahl der Klassen: N = 702. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 141, n2 = 140, n3 = 140, n4 = 140, n5 = 141.
44.29%. Hingegen sind die Extrempole der Diagonale – Quintil 1 bzw. Quintil 5
mit 71.63% respektive 75.18% – wiederum am stärksten besetzt.
(2) VAM vs. CVA:
Tabelle 7.16 zeigt die resultierenden Transitionsmatrizen, die beim Wechsel vom
VAM zum CVA resultieren. Dieser Vergleich adressiert die Sensitivität der Ef-
fektschätzungen hinsichtlich der Quintil-Verteilung infolge der zusätzlichen Be-
rücksichtigung der leistungsmäßigen Klassenkomposition. In der oberen Transi-
tionsmatrix in Tabelle 7.16 sind die Transitionen bei bedingt linearer Parametri-
sierung (mit Interaktionen) dargestellt, wobei hier Modell 4 und Modell 7 vergli-
chen werden. Zwar zeigen sich auch hier deutliche Veränderungen des Quintil-
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Tabelle 7.16: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen
im Fach Deutsch (DK8) infolge der zusätzlichen Berücksichtigung von
Kompositionsmerkmalen: VAM versus CVA
Bedingt lineare Parametrisierung (inkl. Interaktionen):
Modell 7
1 2 3 4 5
Modell 4 1 81.56 14.18 3.55 0.71 0
2 16.43 61.43 20.71 1.43 0
3 2.14 20.71 53.57 22.86 0.71
4 0 2.14 16.43 60.71 20.71
5 0 1.42 5.67 14.18 78.72
Lineare Parametrisierung (ohne Interaktionen):
Modell 14
Modell 11 1 90.07 9.93 0 0 0
2 10.00 81.43 8.57 0 0
3 0 8.57 80.00 11.43 0
4 0 0 11.43 80.00 8.57
5 0 0 0 8.51 91.49
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile,
deren Effektschätzung im entsprechenden Quintilsabschnitt liegt. Die zeilenweise Sum-
me beträgt somit jeweils 100%. Anzahl der Klassen: N = 702. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 141, n2 = 140, n3 = 140, n4 = 140, n5 = 141.
Rankings der Klassen basierend auf den jeweils resultierenden Effektschätzun-
gen. Jedoch sind diese Veränderungen im Vergleich zum Wechsel vom CAM
zum VAM wiederum geringer. Mit anderen Worten: Die Effektschätzungen sind
beim Wechsel vom VAM zum CVA stabiler. So betragen die Werte der Diago-
nale, welche den Prozentsatz der nach beiden Modellen identisch kategorisierten
Klassen indizieren, zwischen minimal 53.57% (Quintil 3) und maximal 81.56%
(Quintil 1). Wie auch beim vorangegangenen Vergleich (CAM vs. VAM) sind
hier die beiden Quintil-Pole am stabilsten (81.56% in Quintil 1 und 78.72% in
Quintil 5). Die untere Matrix in Tabelle 7.16 zeigt die Transitionen für die hin-
sichtlich der Kovariaten entsprechenden Modelle mit linearer Parametrisierung,
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Tabelle 7.17: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen
im Fach Deutsch (DK8) bei bedingt linearer Parametrisierung: Bedingte
Unabhängigkeit
Bedingt lineare Parametrisierung (inkl. Interaktionen):
Modell 4
1 2 3 4 5
Modell 3 1 91.49 8.51 0 0 0
2 8.57 74.29 15.71 1.43 0
3 0 15.71 71.43 12.86 0
4 0 1.43 12.86 76.43 9.29
5 0 0 0 9.22 90.78
Lineare Parametrisierung (ohne Interaktionen):
Modell 7
Modell 6 1 85.11 12.77 1.42 0.71 0
2 14.29 61.43 20.00 3.57 0.71
3 0.71 19.29 57.14 21.43 1.43
4 0 6.43 20.00 59.29 14.29
5 0 0 1.42 14.89 83.69
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile,
deren Effektschätzung im entsprechenden Quintilsabschnitt liegt. Die zeilenweise Sum-
me beträgt somit jeweils 100%. Anzahl der Klassen: N = 702. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 141, n2 = 140, n3 = 140, n4 = 140, n5 = 141.
in denen potenzielle Interaktionen der Kovariaten nicht modelliert sind (Modell
11 vs. Modell 14). Hier zeigt sich ein insgesamt vergleichbares Ergebnismuster
wie in der oberen Matrix. So sind bspw. auch hier die beiden Quintil-Pole am
stabilsten mit 90.07% in Quintil 1 und 91.49% in Quintil 5.
(3) Bedingte Unabhängigkeit:
Führt die zusätzliche Berücksichtigung beider Vorwissensvariablen (DK3 und
DK6) – im Vergleich zur Hinzunahme von DK6 allein – zu substanziellen Ver-
änderungen im Quintil-Ranking der Klassen? Zu diesem Zweck vergleichen wir
erneut die Ergebnisse aus den Modellen 3 vs. 4 (bedingt lineare Parametrisie-
rung mit Interaktionen), die in der oberen Matrix von Tabelle 7.17 wiedergege-
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ben sind. Die Werte der Diagonale, die den Prozentsatz der nach beiden Model-
len identisch kategorisierten Klassen indizieren, betragen 91.49% in Quintil 1,
74.29% in Quintil 2, 71.43% in Quintil 3, 76.43% in Quintil 4 und 90.78% in
Quintil 5. Des Weiteren sind 10 der 25 Zellen in der Transitionsmatrix unbesetzt
(je 0% der Klassen). Eine demgegenüber geringere Stabilität zeigt sich, wenn
Klassenkompositionsmerkmale aus den jeweiligen Klassenstufen – zusätzlich zu
den restlichen Kovariaten und den Vorwissensvariablen – berücksichtigt werden.
Die entsprechenden Ergebnisse finden sich in der unteren Transitionsmatrix von
Tabelle 7.17. Hier betragen die Werte der Diagonale zwischen minimal 57.14%
(Quintil 3) und maximal 85.11% (Quintil 1). Zudem sind hier lediglich 4 der 25
Zellen in der Transitionsmatrix unbesetzt.
Modellselektion. Nachfolgend werden schließlich auch im Fachbereich Deutsch die
verschiedenen Parametrisierungen einer vergleichenden Betrachtung unterzogen, um
die Sensitivität des Quintil-Rankings der adjustierten Effektschätzungen infolge der
Modifikation der Modellselektion beurteilen zu können.
Tabelle 7.18 zeigt die Transitionen infolge des Wechsels der Parametrisierung für sämt-
liche der drei betrachteten Modellklassen CAM, VAM und CVA. Die obere Matrix in
Tabelle zeigt die Transitionen beim Wechsel der Parametrisierung innerhalb der Mo-
dellklasse CAM (Modell 1 vs. Modell 8). Betrachtet man die Diagonale, so ist augen-
fällig, dass der Modellwechsel mit starken Veränderungen des Quintil-Rankings einher-
geht – in erster Linie bei den mittleren Quintilen 2, 3 und 4, in denen jeweils 45.00%,
42.86% und 51.43% der Klassen kategorisiert sind. Am stabilsten sind wiederum die
beiden extremen Quintile 1 und 5 mit 71.63% bzw. 80.85%. Die mittlere Matrix zeigt
die Transitionen für die VAM (Modell 4 vs. Modell 11). Hier zeigt sich ein insgesamt
recht ähnliches, jedoch tendenziell stabileres Ergebnismuster im Vergleich zur oberen
Matrix. Die Werte der Diagonale, die den Prozentsatz der nach beiden Modellen iden-
tisch kategorisierten Klassen indizieren, betragen 78.01% in Quintil 1, 57.14% in Quin-
til 2, 51.43% in Quintil 3, 57.86% in Quintil 4 und 82.27% in Quintil 5. Schließlich zeigt
die untere Matrix die Transitionen für die CVA (Modell 7 vs. Modell 14), wobei ein zu
den VAM vergleichbares Muster resultiert: Am stabilsten sind wiederum die beiden
extremen Quintile 1 und 5 mit 73.05% bzw. 68.79%. Die mittleren Quintile 2, 3 und
4 weisen erneut eine geringere Übereinstimmung auf (51.43%, 42.14% und 50.71%).
Auch im Fach Deutsch zeigt sich eine tendenziell stärkere Stabilität der VAM und der
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CVA gegenüber der Modifikation der Parametrisierung – insbesondere bei Betrachtung
der Häufigkeit sehr großer Transitionen (d. h. Wechsel aus Quintil 4 bzw. 5 in Quintil 1
bzw. 2): Dabei nimmt die Häufigkeit der Klassen, die auf Basis der Effektschätzungen
mehr als 2 Quintile überspringen beim VAM und beim CVA – jeweils im Vergleich zum
CAM – ab. Beim Vergleich zwischen VAM und CVA ist die Sensitivität gegenüber dem
Wechsel der Parametrisierung wiederum tendenziell höher bei den CVA (vgl. Tabelle
F.6 in Anhang F).
Zusammenfassung: Veränderungen des Quintil-Rankings
Die Häufigkeiten von Veränderungen des Quintil-Rankings der Effektschätzungen beim
paarweisen Modellvergleich bestätigen das bisherige Ergebnismuster.
Innerhalb jeder der beiden Parametrisierungsformen zeigt sich dabei folgender Be-
fund: Durch die Hinzunahme des fachspezifischen Vorwissens in das Adjustierungs-
modell ergeben sich deutliche Veränderungen des Quintil-Rankings der klassenspezifi-
schen Effektschätzungen (Hypothese 1.1). Diese zeigen sich gleichfalls beim Wechsel
von VAM zu CVA (Hypothese 1.2), jedoch sind die Effektschätzungen dabei tendenzi-
ell stabiler. Ist also das fachspezifische Vorwissen bereits gemeinsam mit den weiteren
Kovariaten im Modell (VAM) enthalten, reagieren die adjustierten klassenspezifischen
Effektschätzungen weniger sensitiv gegenüber der zusätzlichen Aufnahme von Klas-
senkompositionsmerkmalen (d. h. beim Wechsel vom VAM zum CVA). Des Weiteren
ergibt der Vergleich zwischen den beiden Parametrisierungsformen: (a) Ersetzt man –
gegeben einem konkreten Kovariatenset – die bedingt lineare durch eine sparsamere
lineare Parametrisierung, so ist der Einfluss dieses Modellwechsels am deutlichsten für
die CAM. Hier finden sich die stärksten Veränderungen des Quintil-Rankings der Ef-
fektschätzungen. Dieser Befund stützt Hypothese 2. (b) Zudem zeigt sich hinsichtlich
dieses Kriteriums eine geringere Sensitivität (bzw. höhere Stabilität) der Effektschät-
zungen für die VAM und auch die CVA infolge des Wechsels der Parametrisierung.
Beim Vergleich zwischen VAM und CVA ist die Sensitivität gegenüber dem Wech-
sel der Parametrisierung wiederum tendenziell höher bei den CVA. Demnach sprechen
die Befunde auch hier gegen Hypothese 3. Schließlich stützen auch diese Befunde die
Plausibilität von Hypothese 4, da sich das Ergebnismuster nicht in Abhängigkeit vom
betrachteten Fachbereich – Mathematik und Deutsch – unterscheidet.
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Tabelle 7.18: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen
im Fach Deutsch (DK8): Bedingt lineare vs. lineare Parametrisierung
Contextualized Attainment Model (CAM):
Modell 8
1 2 3 4 5
Modell 1 1 71.63 24.82 1.42 2.13 0
2 25.00 45.00 25.71 2.86 1.43
3 3.57 21.43 42.86 30.00 2.14
4 0 8.57 24.29 51.43 15.71
5 0 0 5.67 13.48 80.85
Value-Added Model (VAM):
Modell 11
Modell 4 1 78.01 20.57 1.42 0 0
2 20.00 57.14 20.71 1.43 0.71
3 2.14 20.71 51.43 23.57 2.14
4 0 1.43 25.71 57.86 15.00
5 0 0 0.71 17.02 82.27
Contextual Value-Added Model (CVA):
Modell 14
Modell 7 1 73.05 24.82 0.71 1.42 0
2 18.57 51.43 25.00 2.86 2.14
3 7.86 20.71 42.14 16.43 12.86
4 0.71 2.86 29.29 50.71 16.43
5 0 0 2.84 28.37 68.79
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile,
deren Effektschätzung im entsprechenden Quintilsabschnitt liegt. Die zeilenweise Sum-
me beträgt somit jeweils 100%. Anzahl der Klassen: N = 702. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 141, n2 = 140, n3 = 140, n4 = 140, n5 = 141.
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7.4 Zusammenfassung
Die Ergebnisse der deskriptiven Analyse der Daten und der Analyse der Struktur feh-
lender Werte wurden dargestellt. Der Fokus des vorliegenden Kapitels lag auf den Er-
gebnissen des empirischenModellvergleichs. Die dafür verwendeten Adjustierungsmo-
delle unterschieden sich hinsichtlich der Kovariatenselektion sowie der Parametrisie-
rung (Modellselektion). Ausgangspunkt bildete das Adjustierungsmodell des Projektes
Kompetenztest.de, welches im Rahmen der Auswertung und Rückmeldung der Tester-
gebnisse aus den Thüringer Vergleichsarbeiten angewendet wird.
Zur Beurteilung der Sensitivität der adjustierten klassenspezifischen Effektschätzun-
gen gegenüber den Modifikationen der Kovariaten- und Modellselektion wurden fünf
Kriterien herangezogen: (a) Caterpillar-Plots, (b) Determinationskoeffizienten R2Y |Z,
(c) Korrelationen, (d) Change-Plots und schließlich (e) Transitionsmatrizen. Da Test-
ergebnisse aus Vergleichsarbeiten auf Klassenebene ausgewertet und zurückgemeldet
werden, war im Rahmen der vorliegenden Analyse insbesondere der Vergleich der Ef-
fektschätzungen einzelner Klassen aus verschiedenen Adjustierungsmodellen relevant.
Hierzu eigneten sich insbesondere Change-Plots und Transitionsmatrizen, welche die
klassenspezifischen Veränderungen der adjustierten Effektschätzungen abbildeten.
Die Ergebnisse des empirischen Modellvergleichs deuteten insgesamt auf eine hohe
Sensitivität der adjustierten klassenspezifischen Effekte hin: Hinsichtlich jedes der ge-
wählten Kriterien zeigten sich Unterschiede in Abhängigkeit von der Wahl der Kovaria-
ten und der Wahl der Parametrisierung. Das Ausmaß und die Richtung des adjustierten
Effekts einer Klasse war somit in deutlichem Maße abhängig von der Wahl der Kova-
riaten bzw. der gewählten Parametrisierung. Dieses Ergebnismuster fand sich zudem
in beiden Fachbereichen Mathematik und Deutsch. Die deutlichsten Veränderungen
zeigten sich infolge der zusätzlichen Berücksichtigung des fachspezifischen Vorwis-
sens – insbesondere aus Klassenstufe 6 –, also beim Wechsel vom CAM zum VAM.
Wurde darüber hinaus auch die leistungsmäßige Klassenkomposition in das Adjustie-
rungsmodell aufgenommen, gab es gleichfalls Veränderungen, die jedoch weniger stark
waren. Auch eine sparsamere Parametrisierung führte zu deutlichen Veränderungen in
den adjustierten Effektschätzungen. Diese Unterschiede waren geringer zwischen den
VAM, d. h., falls das fachspezifische Vorwissen im Adjustierungsmodell enthalten war.
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❆lles Wissen und alles Vermehren
unseres Wissens endet nicht mit einem
Schlußpunkt, sondern mit einem Fragezeichen.
Hermann Hesse (1877 – 1962)
8 Diskussion
Zum Abschluss werde ich die Ergebnisse dieser Arbeit zusammenfassend diskutieren.
Es folgt zunächst eine Zusammenfassung des theoretischen Teils sowie der daraus ab-
geleiteten Implikationen (Abschnitt 8.1). Anschließend werden in Abschnitt 8.2 die Er-
gebnisse des empirischen Teils dieser Arbeit zusammengefasst. Die zentralen Befunde
des empirischen Modellvergleichs werden zudem einer kritischen Diskussion unterzo-
gen. Es folgt eine Reflexion der Grenzen und Generalisierbarkeit der Befunde sowie
des sich daraus ergebenden weiteren Forschungsbedarfs in Abschnitt 8.3. Die allge-
meine Diskussion wird durch einen Ausblick sowie eine Conclusio in Abschnitt 8.4
abgeschlossen.
8.1 Faire Vergleiche und kausale Effekte
Vergleichsarbeiten sind zu einem etablierten Werkzeug der empirischen Qualitätsent-
wicklung und -sicherung im Bildungswesen avanciert. In Kapitel 2 habe ich die bil-
dungspolitischen Hintergründe dieser Entwicklung skizziert. Dabei wurde aufgezeigt,
dass Vergleichsarbeiten verschiedene, teils nicht-komplementäre Ziele verfolgen. Nicht
zuletzt deshalb hat die KMK im Jahr 2012 eine Vereinbarung getroffen, dass die zen-
trale Funktion in der Unterrichts- und Schulentwicklung der einzelnen Schulen liegen
soll. Damit die Ergebnisse dieser standardisierten Testverfahren Ausgangspunkt von
Unterrichtsentwicklung sein können, enthalten die Ergebnisrückmeldungen häufig sog.
faire Vergleiche. Diese fairen Vergleiche standen im Zentrum der vorliegenden Arbeit.
Es besteht ein allgemeiner Konsens, dass bei der Berechnung fairer Vergleiche statis-
tische Adjustierungsverfahren angewendet werden müssen: Für faire Vergleiche müs-
sen Kovariaten – außerschulische Einflussfaktoren auf das Lernen – in der statistischen
Auswertung der Testergebnisse berücksichtigt werden. Im Ergebnis sollen diese Ver-
gleiche Aussagen über die Wirksamkeit schulischer Arbeit zulassen. Somit zielen faire
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Vergleiche implizit auf die Quantifizierung kausaler Effekte des Unterrichts.
Um die Bedingungen und die Grenzen von kausalen Inferenzen explizit zu machen,
ist ein theoretisches Fundament unverzichtbar. Aus diesem Grund wurde in Kapitel 3
die Problematik fairer Vergleiche vor dem Hintergrund einer allgemeinen Theorie kau-
saler Effekte (Steyer et al., 2011) betrachtet, um zu prüfen, ob derartige Vergleiche
tatsächlich als kausale Unterrichtseffekte interpretierbar sind. In der allgemeinen sto-
chastischen Theorie kausaler Effekte werden die zentralen Begriffe, die in empirischen
Anwendungen und Fragestellungen von Interesse sein können, definiert. Ausgehend
von der Definition der theoretischen Größen wurde untersucht, ob die in Vergleichs-
arbeiten berechneten fairen Vergleiche mit den theoretischen Größen übereinstimmen.
Im Ergebnis dieser zunächst analytischen Vorgehensweise zeigten sich drei zentrale
Befunde:
(1) Erstens wurde die theoretische Zielgröße definiert: Der Lehrer einer Klasse zielt
in aller Regel auf die Optimierung der Unterrichtseffekte bezüglich der jeweils
eigenen Schülerschaft und nicht etwa bezüglich Schüler im Allgemeinen, die zu
großen Teilen gar nicht als Schüler seiner Klasse in Frage kommen. Im Rah-
men von Vergleichsarbeiten ist folglich nicht der durchschnittliche kausale Ef-
fekt ACExx ′ in der Gesamtpopulation von inhaltlichem Interesse, sondern viel-
mehr der ACE on the treated. Ziel ist somit die Schätzung des bedingten kausalen
Effekts CCEx; X=x des Unterrichts einer Klasse x bezogen auf die Schülerschaft
dieser Klasse x.
(2) Zweitens konnten anhand der Eigenschaften des auf diese Weise definierten Ef-
fekts die Möglichkeiten und Grenzen der inhaltlichen Interpretierbarkeit aufge-
zeigt werden. Diese inhaltlichen Restriktionen hinsichtlich der Interpretierbarkeit
sind unabhängig von der Fairness-Problematik. Das bedeutet, dass – selbst wenn
wir in der Lage wären, kausale Effekte des Unterrichts auf die Testleistung der
Schüler abzubilden – die folgenden zwei Implikationen für die Effektschätzungen
Gültigkeit besitzen: (a) Wir betrachten niemals absolute Unterrichtseffekte, son-
dern stets relative bzw. normative Vergleiche. Insbesondere handelt es sich bei der
im Kontext von Vergleichsarbeiten verwendeten Referenz um die soziale Bezugs-
norm. Eine darauf basierende Beurteilung der Effektivität des Unterrichts wird
spätestens dann problematisch, wenn es keinerlei Varianz in den Lehrerleistungen
gibt: Wäre bspw. der Unterricht in allen Klassen gleichermaßen (positiv) wirk-
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sam, so wären dennoch sämtliche Effekte (fairen Vergleiche) null. (b) Ein Ran-
king hinsichtlich des Ausmaßes dieses kausalen Effekts – des ACE on the treated
– ist nicht ohne weitere Annahmen möglich: Die auf die dargestellte Weise defi-
nierten klassenspezifischen kausalen Effekte, d. h. die (X=x)-bedingten kausalen
Effekte CCEx; X=x des Unterrichts einer Klasse x, sind zwischen den Treatment-
Bedingungen X=x und X=x ′ nicht ohne Weiteres miteinander vergleichbar. Ein
Ranking dieser Effekte ist daher zunächst nicht bedeutsam.
(3) Und schließlich drittens wurde gezeigt, dass die in Vergleichsarbeiten verwen-
deten Effektschätzungen nur unter äußerst starken Annahmen den intendierten
kausaltheoretischen Größen entsprechen. Diese Annahmen sind im vorliegenden
Anwendungsbereich wenig plausibel. Im Kontext von Vergleichsarbeiten kann
somit allenfalls von faireren Vergleichen ausgegangen werden.
Die bei Vergleichsarbeiten – bzw. bei Schulleistungsuntersuchungen im Kontext von
Educational-Accountability-Systemen imAllgemeinen – berechneten adjustiertenMaße
können folglich nicht als ursächliche Effekte des Unterrichts verstanden werden. Briggs
(2008) und Rubin et al. (2004) geben die Empfehlung, diese lediglich als deskriptive
Maße zu interpretieren. In diesem Sinne können die berechneten adjustierten Effekt-
maße maximal eine Annäherung an Unterrichtseffekte – und somit lediglich fairere
Vergleiche – darstellen. Trotz der dargelegten Einschränkungen bergen solche adjus-
tierten Vergleichswerte ein großes Potenzial, um als Informationsbasis für die betei-
ligten Lehrkräfte zu dienen und Impulse für Unterrichtsentwicklungsmaßnahmen zu
geben. So können die Rückmeldungen der Testergebnisse aus Vergleichsarbeiten – und
im Besonderen auch die faireren Vergleiche – von den Lehrkräften bspw. dahingehend
genutzt werden, das eigene pädagogische Handeln zu reflektieren oder in kollegialen
Diskurs über mögliche Ursachen zu treten. Dabei müssen den Adressaten jedoch auch
die Grenzen der Interpretation solcher Testergebnisse transparent sein.
8.2 Faire(re) Vergleiche und statistische
Adjustierungsmodelle
Die Analyse der Testergebnisse ist eine zentrale Schnittstelle zwischen der Messung
– d. h. der Erfassung von Schülerleistungen sowie von außerschulischen Einflussgrößen
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des Lernens – und der Ergebnisrezeption seitens der Akteure im Bildungssystem. Alle
drei (Messung, Datenanalyse, Rezeption) sind gleichermaßen wichtig (vgl. Abschnitt
2.5.2). Im Zentrum der vorliegenden Arbeit stand jedoch die statistische Auswertung
der Testergebnisse aus Vergleichsarbeiten. Diesbezüglich sind faire, kausal interpretier-
bare Vergleiche zwar theoretisch möglich, im Kontext von Vergleichsarbeiten praktisch
jedoch nicht realisierbar. Realistisch hingegen sind fairere Vergleiche, die als deskrip-
tive Maße – im Kontext von Low-Stakes Assessment Systemen – informativen Nutzen
haben.
8.2.1 Systematik statistischer Adjustierungsverfahren
Wie kommt man nun zu faireren Vergleichen? Welche Adjustierungsverfahren werden
im Kontext von Vergleichsarbeiten de facto angewendet, um fairere Vergleiche zu ge-
nerieren und in den klassenspezifischen Ergebnisberichten zurückzumelden?
Diesen Fragen widmete sich Kapitel 4. Darin erfolgte zunächst eine Systematisierung
der verschiedenen Adjustierungsverfahren bzw. -modelle, die im Rahmen der Ergeb-
nisrückmeldung von Vergleichsarbeiten Anwendung finden. Das Ergebnis dieser Sys-
tematisierung wurde in Abschnitt 4.1 dargestellt. Hierbei zeigte sich ein uneinheitliches
Bild: In den einzelnen Bundesländern werden unterschiedliche Adjustierungsverfahren
angewendet, wobei sich im Wesentlichen vier verschiedene Vorgehensweisen (Strate-
gie I bis IV) differenzieren lassen. Unterschiede bestehen einerseits hinsichtlich der Art
und Anzahl der in der Auswertung berücksichtigten Kovariaten (Kovariatenselektion)
und andererseits in der Wahl der methodischen Herangehensweise (Modellselektion).
So werden bspw. teilweise noch unadjustierte Vergleichswerte zurückgemeldet. Werden
Adjustierungen durchgeführt, dann beziehen sich diese auf die Berechnung des (poten-
ziell faireren) Vergleichswertes. Die Differenz eines beobachteten Klassenmittelwertes
vom jeweils berechneten adjustierten Vergleichswert soll dann als Maß der Effektivität
des Unterrichts interpretiert werden können.
Die verschiedenen Adjustierungsstrategien wurden zudem im Hinblick auf drei Kri-
terien charakterisiert (Abschnitt 4.1.3), die in engem Zusammenhang stehen und somit
eine Triade zur Beurteilung von Adjustierungsverfahren bilden. Die drei Kriterien sind
(a) die Fairness, (b) die Testökonomie sowie (c) die Komplexität des im Rahmen der
Datenanalyse verwendeten statistischen Modells. Die beiden zuletzt genannten – Test-
ökonomie und Modellkomplexität – adressieren insbesondere die Praktikabilität des
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eingesetzten statistischen Verfahrens. Aus methodischer Sicht ist dabei zunächst der
Fairness-Aspekt zentral: Nur wenn alle relevanten Kovariaten in der Analyse adäquat,
d. h. mittels des richtigen statistischen Modells, berücksichtigt werden, können die be-
rechneten Differenzwerte als ursächliche Effekte des Unterrichts interpretiert werden.
In der Praxis der Anwendung von Vergleichsarbeiten – und dies trifft nicht zuletzt auch
auf die Praxis der empirischen Bildungsforschung im Allgemeinen zu – spielen je-
doch stets auch Praktikabilitätsaspekte wie Testökonomie oder Modellkomplexität eine
nicht zu vernachlässigende Rolle. So können bspw. allein aus testökonomischen sowie
datenschutzrechtlichen Gründen nicht sämtliche relevante Kovariaten erfasst werden.
Und auch das verwendete statistische Modell muss einem Sparsamkeitskriterium genü-
gen. Bei letzterem Argument wird häufig die Verständlichkeit bzw. Kommunizierbar-
keit gegenüber den Akteuren im Bildungssystem angeführt. Zusätzlich gibt es jedoch
auch statistische und computertechnische Argumente – wie bspw. die Begrenzung der
Arbeitsspeicherkapazität eines Rechners – die gleichfalls die Notwendigkeit einer spar-
sameren Modellierung im Sinne des Parsimonitätsprinzips unterstreichen.
In diesem Sinne lässt sich die Fairness von Leistungsvergleichen aus Vergleichsar-
beiten als dimensionale Eigenschaft – und nicht etwa als dichotomes Merkmal – kon-
zeptionalisieren:
(1) Unfaire Vergleiche: Werden die außerschulischen Einflussfaktoren und Bedin-
gungen des Lernens, auf die der Lehrer einer Klasse keinen Einfluss hat, in der
Auswertung gänzlich außer Betracht gelassen, so sind Leistungsvergleiche als
unfair zu erachten. Zudem sind derartige Ergebnisse wenig informativ, da beste-
hende Unterschiede auf eine Vielzahl potenzieller Ursachen attribuierbar sind.
(2) Faire Vergleiche: Erst durch die Berücksichtigung von Kovariaten – also außer-
schulischer Einflussgrößen des Lernens – sind potenziell faire Vergleiche mög-
lich. Eine notwendige, wenngleich auch nicht hinreichende Bedingung fairer Ver-
gleiche im Sinne der kausalen Definition ist, dass alle relevanten Kovariaten in
die Analyse einbezogen werden müssen. Dies ist im schulischen Kontext in der
Regel nicht realisierbar. Ein fairer, kausal interpretierbarer Vergleich ist folglich
aus praktischen Gründen im vorliegenden Anwendungskontext unrealistisch.
(3) Fairere Vergleiche: Ein realistisches Ziel hingegen ist die Identifikation und Be-
rücksichtigung der für schulische Leistungen zentralen Kovariaten. Fairere Ver-
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gleiche zeichnen sich dadurch aus, dass die in diesem Sinne relevanten Kovaria-
ten in der Auswertung der Testergebnisse mittels eines adäquaten statistischen
Modells berücksichtigt werden. Resultierende Unterschiede zwischen beobach-
teten Werten und adjustierten Referenzwerten lassen sich dann nicht mehr auf
Einflüsse dieser Variablen attribuieren.
Des Weiteren wurden die im Rahmen deutscher Vergleichsarbeiten verwendeten Ad-
justierungsstrategien in den internationalen Kontext eingeordnet. Zu diesem Zweck
wurden die Educational-Accountability-Systeme in den Ländern USA und England
zum Vergleich herangezogen. In Abschnitt 4.2 wurde herausgearbeitet, dass sich die
Adjustierungsstrategien bei Vergleichsarbeiten den Vorgehensweisen in den beiden Län-
dern USA und England zuordnen lassen. Strategie IVa lässt sich somit den Contextuali-
zed Attainment Modellen (CAM) zuordnen, in denen zwar Schüler- und Kompositions-
merkmale als Kovariaten berücksichtigt werden, jedoch explizit nicht das Vorwissen. In
Value-AddedModellen (VAM) hingegen ist die Berücksichtigung des Vorwissens (bzw.
des Prätests) definitorischer Bestandteil. Auch das Vorgehen des Projektes Kompetenz-
test.de gemäß Strategie IVb lässt sich im Rahmen der Modellierung von VAM verorten.
Contextual Value-Added Modelle (CVA) unterscheiden sich davon, indem diese – zu-
sätzlich zu den Schülermerkmalen und deren Vorwissen – auch die leistungsmäßige
Klassenkomposition berücksichtigen. Diese Modellklasse findet sich bisher nicht im
Rahmen der Ergebnisauswertung von Testergebnissen aus Vergleichsarbeiten.
Diese Einordnung machte zudem auf potenzielle Erweiterungsmöglichkeiten hin-
sichtlich der Adjustierung von Testergebnissen aufmerksam. So lassen sich bspw. CAM
durch die Hinzunahme des fachspezifischen Vorwissens in VAM überführen. Werden
weiterhin Kontextmerkmale aufgenommen, die die leistungsmäßige Klassenkomposi-
tion betreffen, so erhält man ein CVA. Diese drei Modellklassen – CAM, VAM und
CVA – bildeten gleichsam einen Ansatzpunkt für das Design des empirischen Modell-
vergleichs anhand von Daten aus den Thüringer Kompetenztests, welcher im Zentrum
des empirischen Teils dieser Arbeit stand.
8.2.2 Facetten fairer(er) Vergleiche
In Kapitel 5 wurden zunächst die Ergebnisse des theoretischen Teils aggregiert. Ausge-
hend von einer allgemeinen Theorie kausaler Effekte kann die Missspezifikation eines
Adjustierungsmodells im Wesentlichen zwei Ursachen haben: (a) Relevante Variablen
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wurden nicht in das Modell aufgenommen (omitted variables) oder (b) die modellier-
te entspricht nicht der wahren funktionalen Form der Abhängigkeit zwischen den im
Modell enthaltenen Zufallsvariablen. Somit kann die Problematik fairer(er) Vergleiche
im Kontext von Vergleichsarbeiten anhand zweier zentraler Facetten präzisiert werden.
Diese betreffen einerseits (a) die Kovariatenselektion, also die Frage, welche Kova-
riaten im Adjustierungsmodell berücksichtigt werden sollten. Andererseits umfassen
diese (b) das Problem der Modellselektion, d. h. die Frage, welches das adäquate sta-
tistische Modell zur Schätzung fairerer Vergleiche ist. In der Forschungsliteratur lassen
sich drei methodische Zugänge differenzieren, mittels derer diese Teilfragen fairerer
Vergleiche analysiert werden können (Abschnitt 5.3). Bisherige Forschungsergebnisse
weisen dabei insbesondere auf die Bedeutung des fachspezifischen Vorwissens hin. Die
Berücksichtigung des Vorwissens als Kovariate im Adjustierunsgmodell setzt jedoch
das Vorliegen längsschnittlicher Daten voraus.
Ausgehend von der Differenzierung der Problematik fairerer Vergleiche in die zwei
Facetten Kovariaten- und Modellselektion sowie bisherigen Forschungsbefunden, wur-
den für die vorliegende Arbeit insbesondere drei zentrale Fragestellungen herausge-
arbeitet: In Bezug auf die Kovariatenselektion stellt sich erstens die Frage, welchen
Einfluss die zusätzliche Berücksichtigung des fachspezifischen Vorwissens sowie der
leistungsmäßigen Klassenkomposition auf die klassenspezifischen Effektschätzungen
hat. Zweitens wurde der Frage nachgegangen, welchen Einfluss Variationen der Para-
metrisierung des Adjustierungsmodells (also der Modellspezifikation) auf die klassen-
spezifischen Effektschätzungen hat. Und schließlich drittens wurde die Frage adressiert,
ob es Unterschiede hinsichtlich des Einflusses der Kovariaten- und Modellselektion auf
die klassenspezifischen Effektschätzungen zwischen den Unterrichtsfächern Mathema-
tik und Deutsch gibt, in denen Vergleichsarbeiten durchgeführt werden.
Zur Bearbeitung dieser Fragestellungen habe ich im Rahmen der vorliegenden Ar-
beit den empirischen Zugang gewählt – nicht zuletzt, um die konkreten Gegebenheiten
(d. h. die Verteilung und Zusammenhänge der Variablen) bei Daten aus Vergleichsar-
beiten bestmöglich abzubilden. Im Rahmen einer empirischen Reanalyse von Daten
aus dem Projekt Kompetenztest.de wurden unterschiedliche Adjustierungsmodelle auf
dieselbe Datenbasis angewendet. Das Ziel dieser Herangehensweise lag darin, durch
einen Vergleich der jeweils resultierenden Ergebnisse – d. h. der adjustierten klassen-
spezifischen Effektschätzungen – Aussagen über die Bedeutung der Variablenselektion
sowie der Wahl des statistischen Modells zu ermöglichen. Diese empirische Reanalyse
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stellt somit eine Sensitivitätsanalyse dar: Die Sensitivität der Effektschätzungen gegen-
über der Modellspezifikation und der Auswahl der Kovariaten wurde analysiert, wobei
insbesondere die Bedeutung der Kovariaten Vorwissen (Individualmerkmal) und Leis-
tungsniveau der Schüler einer Klasse (Klassenkompositionsmerkmal) betrachtet wurde.
Das methodische Vorgehen im Rahmen der Sensitivitätsanalyse einschließlich der
dafür verwendeten Kriterien sowie das konkrete Design des Modellvergleichs wurde
schließlich in Kapitel 6 vorgestellt. Insgesamt 14 verschiedene Modelle wurden an-
gewendet – sowohl für den Fachbereich Mathematik als auch Deutsch. Die einzelnen
Modelle lassen sich hinsichtlich der gewählten Kovariaten (Kovariatenselektion) sowie
der gewählten Parametrisierung (Modellselektion) unterscheiden.
Da sich die Reanalyse auf Thüringer Kompetenztestdaten bezog, war das Adjustie-
rungsverfahren des Projektes Kompetenztest.de (konkret: Strategie IVa) Ausgangspunkt
beim Design des Modellvergleichs und diente gleichsam als Referenz des Modellver-
gleichs. Dieses Modell (Modell 1) kann der Modellklasse der CAM zugeordnet wer-
den. Durch die Hinzunahme des fachspezifischen Vorwissens – dem Kompetenztest-
ergebnis einer früheren Klassenstufe – erhält man ein VAM. Wird zusätzlich auch die
leistungsmäßige Klassenkomposition, d. h. der klassenspezifische Mittelwert und die
Standardabweichung der Kompetenztestergebnisse früherer Klassenstufen, in das Ad-
justierungsmodell aufgenommen, so erhält man ein CVA. Die VAM bzw. CVA wurden
zudem weiter differenziert in Abhängigkeit davon, ob das klassenspezifische Vorwissen
aus Klassenstufe 3 oder aus Klassenstufe 6 oder sowohl aus Klasse 3 als auch aus Klas-
se 6 in das Modell aufgenommen wurde. Hinsichtlich der Modellselektion wurde – wie-
derum ausgehend von der im Projekt Kompetenztest.de praktizierten Vorgehensweise –
zunächst eine saturierte (CAM) und bedingt lineare (VAM und CVA) Parametrisierung
der Adjustierungsmodelle verwendet (Modelle 1 bis 7). Hierbei wurden gleichfalls po-
tenzielle Interaktionen der Kovariaten modelliert. Ferner wurde eine weniger komplexe
Parametrisierung für den Modellvergleich gewählt (Modelle 8 bis 14): Sämtliche der in
Bezug auf die Kovariatenselektion beschriebenen Modelle – CAM, VAM und CVA –
wurden außerdem mit einem linearen Modell ohne Interaktionen modelliert.
8.2.3 Ergebnisse des Modellvergleichs
Der folgende Abschnitt fasst die zentralen Ergebnisse des empirischenModellvergleichs
aus Kapitel 7 in Bezug auf die in dieser Arbeit bearbeiteten Fragestellungen zusammen.
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Zudem werden die Befunde einer kritischen Diskussion unterzogen.
Die Ergebnisse des Modellvergleichs weisen insgesamt auf eine deutliche Sensitivi-
tät der adjustierten klassenspezifischen Effektschätzungen hin: Hinsichtlich jedes der
im Rahmen dieser Arbeit gewählten Sensitivitätskriterien zeigten sich Unterschiede in
Abhängigkeit von der Wahl der Kovariaten und der Wahl der Parametrisierung. Im Hin-
blick auf die in Kapitel 5 postulierten Hypothesen ergibt sich Folgendes:
Hypothese 1: Kovariatenselektion
Die Annahmen bezüglich der Kovariatenselektion wurden in zwei Teilhypothesen for-
muliert. Dabei bezieht sich Hypothese 1.1 auf das fachspezifische Vorwissen und Hy-
pothese 1.2 auf die leistungsmäßige Klassenkomposition.
Kovariatenselektion: Fachspezifisches Vorwissen. Die zusätzliche Berücksich-
tigung des fachspezifischen Vorwissens ergänzend zu den weiteren Kovariaten im Ad-
justierungsmodell führte zu deutlichen Veränderungen der klassenspezifischen Effekt-
schätzungen. Im Vergleich zu den weiteren Modifikationen des Adjustierungsmodells
– der Hinzunahme der leistungsmäßigen Klassenkomposition sowie der Vereinfachung
der Parametrisierung – war der Einfluss infolge der Hinzunahme des Vorwissens insge-
samt am stärksten. So wiesen bspw. die Veränderungen im Determinationskoeffizienten
die höchsten Effektstärken auf. Dieses Ergebnismuster zeigte sich in gleicher Weise für
jedes der vier anderen Kriterien. Zudem war dieses Ergebnis unabhängig von der Wahl
der Parametrisierung des Adjustierungsmodells zu finden, d. h. sowohl innerhalb der
bedingt linearen Modelle mit Interaktionen als auch innerhalb der linearen Modelle oh-
ne Interaktionen. Hypothese 1.1 kann somit beibehalten werden. Dies spricht dafür, das
fachspezifische Vorwissen in das Adjustierungsmodell einzubeziehen.
Ein detaillierter Blick auf die Ergebnisse weist zudem daraufhin, dass die zusätzli-
che Berücksichtigung des fachspezifischen Vorwissens aus Klassenstufe 3 – ergänzend
zum Vorwissen aus Klassenstufe 6 – zwar einen signifikanten Zuwachs hinsichtlich des
Determinationskoeffizienten zur Folge hat, jedoch waren die resultierenden Effektstär-
ken gering. Darüber hinaus zeigte sich auch hinsichtlich der weiteren Kriterien eine
vergleichsweise geringe Sensitivität der Effektschätzungen. Mit anderen Worten: Für
den faireren Vergleich einer individuellen Klasse macht es einen lediglich marginalen
oder keinen Unterschied, ob das Vorwissen aus Klasse 6 und Klasse 3 oder nur das
254
8 Diskussion
Vorwissen aus Klasse 6 zusätzlich in die Berechnung einfließt1. Im Sinne des Parsimo-
nitätsprinzips kann somit tendenziell das sparsamere Modell verwendet werden.
An dieser Stelle muss auf eine Besonderheit im vorliegenden Datensatz hinsichtlich
der Struktur fehlender Werte verwiesen werden, die die Belastbarkeit insbesondere der
zuletzt genannten Implikation einschränkt. So ist für die fachspezifischen Leistungsva-
riablen aus Klassenstufe 3 mit jeweils 59% ein sehr hoher Missing-Anteil zu verzeich-
nen, der vermutlich auf einen Fehler bei der Datenerfassung der Schülerstammdaten im
Rahmen des Thüringer Schülerlängsschnitts zurückzuführen ist (vgl. Abschnitt 7.1.2).
Dies trifft sowohl auf die Variablen im Fach Mathematik als auch Deutsch zu. Zwar
wurden die fehlenden Werte mittels des Verfahrens einer multiplen Imputation ersetzt,
Hilfsvariablen im Imputationsmodell verwendet sowie die Plausibilität des Imputa-
tionsmodells geprüft (vgl. Abschnitt 7.2). Jedoch setzt dieses Verfahren zum Umgang
mit Missings voraus, dass die fehlenden Werte MAR (missing at random) sind. Diese
Annahme ist – im Gegensatz zur Annahme MCAR (missing completely at random) –
einer empirischen Prüfung im Sinne einer möglichen Falsifikation nicht zugänglich
(vgl. Abschnitt 6.3.2).
Bisher wurde die Frage betrachtet, ob das fachspezifische Vorwissen aus Klassenstu-
fe 3 zusätzlich zum Vorwissen aus Klasse 6 (und den weiteren Kovariaten) berücksich-
tigt werden sollte. Zwar stellt sich diese Frage nach der Auswahl der Vorwissensva-
riable in der Regel erst gar nicht, da Vergleichsarbeiten in den meisten Bundesländern
ausschließlich in den Klassenstufen 3 und 8 erhoben werden. Demnach liegen zumeist
keine Informationen aus standardisierten Leistungstests aus Klasse 6 vor. Jedoch gibt
es in diesem Zusammenhang neben den hier dargestellten statistischen Kriterien auch
inhaltliche bzw. konzeptionelle Kriterien, die diesbezügliche Aussagen über die Selek-
tion der Kovariaten erlauben. Hierbei spielt die zeitliche Ordnung der Kovariaten eine
zentrale Rolle: Wie in Kapitel 3 dargestellt, zeichnen sich Kovariaten insbesondere da-
durch aus, dass sie dem Treatment zeitlich vor- oder gleichgeordnet sind. Folglich hat
das Treatment per definitionem keinen Einfluss auf die Kovariaten. Wird nun das Test-
ergebnis aus Klassenstufe 6 als Kovariate in das Adjustierungsmodell aufgenommen,
so werden gleichfalls potenzielle Effekte der Beschulung bis zur sechsten Klassenstufe
adjustiert. Dies ist bspw. im Rahmen der empirischen Untersuchung von Effekten von
Übergangsentscheidungen – beimWechsel von der Primar- zur Sekundarstufe – auf die
1Dieser Aspekt wurde in Kapitel 7 zum Zwecke der Übersichtlichkeit abgekürzt mit bedingter Unab-
hängigkeit bezeichnet.
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Testleistung von Schülern relevant. Will man also explizit den Effekt der Beschulung
nach Übergang von der Primar- in die Sekundarstufe untersuchen, so sollten die Tester-
gebnisse aus Klasse 3 – und nicht aus Klassenstufe 6 – als Kovariate verwendet werden.
Mit anderen Worten: Will man Unterrichtseffekte innerhalb einer Schulart betrachten
– d. h. den Effekt des Unterrichts, der sich auf die Schulzeit nach dem Übergang in die
Sekundarstufe attribuieren lässt –, so sollte ausschließlich das Vorwissen aus Klasse 3
berücksichtigt werden. Genau genommen müsste dafür ein Maß des Vorwissens vom
Ende der Klassenstufe 4 oder Anfang der Klassenstufe 5 vorliegen. Nimmt man hinge-
gen zusätzlich das fachspezifische Vorwissen aus Klasse 6 hinzu, betrachtet man „nur“
den Effekt, den der Unterricht ab Klassenstufe 6 auf die Schülerleistung hat.
Kovariatenselektion: Leistungsmäßige Klassenkomposition. In Kapitel 4 (vgl.
Abschnitt 4.2.3) wurde herausgearbeitet, dass für die Evaluation der Wirksamkeit schu-
lischer Arbeit bzw. des Ertrags von Unterricht die Type-B-Effekte – und nicht etwa
Type-A-Effekte – von Interesse sind (Raudenbush, 2004; Raudenbush &Willms, 1995;
Willms & Raudenbush, 1989). Diese unterscheiden sich von den Type-A-Effekten, in-
dem diese weitere Kovariaten berücksichtigen, die den Schulkontext abbilden. Zu die-
sem Zweck werden – bspw. im Rahmen von CVA – zusätzlich Kompositionsmerkmale
wie bspw. die leistungsmäßige Klassenkomposition berücksichtigt, auf die der Lehrer
einer Klasse keinen Einfluss hat. Hypothese 1.2 adressiert diesbezüglich die Bedeutung
der leistungsmäßigen Klassenkomposition. Auch die zusätzliche Berücksichtigung der
leistungsmäßigen Klassenkomposition – ergänzend zum Vorwissen und den weiteren
Kovariaten im Adjustierungsmodell – führte zu Veränderungen der klassenspezifischen
Effektschätzungen. Insgesamt ist das Ergebnismuster bezüglich Hypothese 1.2 aller-
dings weniger deutlich als hinsichtlich Hypothese 1.1 und zudem inkonsistent.
Einerseits hält Hypothese 1.2 über die Bedeutung der leistungsmäßigen Klassenkom-
position einer inferenzstatistischen Prüfung nicht stand: Zwar werden die R2-Differenzen
beim Wechsel vom VAM zum CVA bei Anwendung eines sparsameren linearen Ad-
justierungsmodells statistisch signifikant. Jedoch fällt der Zugewinn hinsichtlich des
Kriteriums der Varianzaufklärung infolge der zusätzlichen Berücksichtigung der leis-
tungsmäßigen Klassenkomposition bei bedingt linearer Parametrisierung (inkl. Interak-
tionen) nicht signifikant aus. Dies spricht gegen die Plausibilität von Hypothese 1.2.
Andererseits zeigte sich insbesondere bei Betrachtung der Ergebnisse auf Ebene ein-
zelner Klassen eine sichtbare Sensitivität der Effektschätzungen. Dies wurde bspw. in
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der Darstellung der Veränderung der Effektschätzungen mittels der Change-Plots er-
sichtlich. Zwar waren hier die Change-Plots im Vergleich zur Hinzunahme des Vor-
wissens weniger „unruhig“. Und auch die Transitionsmatrizen, die die Veränderungen
des Quintil-Rankings der Klassen abbilden, waren vergleichsweise stabiler. Dennoch
betrug der Anteil an Inversionen – also der Umkehrung der Richtung des Effekts von
positiv zu negativ (bzw. vice versa) – stets ca. 10% aller Klassen.
Die Ergebnisse des inferenzstatistischen R2-Differenzentests sprechen somit gegen
die zusätzliche Berücksichtigung der leistungsmäßigen Klassenkomposition. Jedoch
verweist die Sensitivität der klassenspezifischen Effektschätzungen bezüglich der wei-
teren deskriptiven Kriterien auf Ebene einzelner Klassen darauf, dass auch diese Varia-
blen in das Adjustierungsmodell aufgenommen werden sollten.
Einschränkend sei an dieser Stelle angemerkt, dass die Berücksichtigung dieser Kom-
positionsmerkmale eine Unterschätzung der Unterrichtseffekte zur Folge haben kön-
nen: Type-B-Effekte quantifizieren den Ertrag schulischer Praxis, indem für die Ein-
gangsselektivität der Schüler sowie Schulkontextmerkmale (bspw. die leistungsmäßige
Komposition der Schülerschaft) kontrolliert wird. Raudenbush und Willms (1995) ver-
stehen die Schulleistung eines Schülers (Outcome) dabei als additive Funktion von vier
Faktoren (individuelle Schülermerkmale, Messfehler, Schulkontext und Schulpraxis)
und ignorieren somit die potenziell multiplikative Verknüpfung dieser Facetten schuli-
scher Arbeit. Jedoch zeigen empirische Befunde, dass es durchaus Interaktionseffekte
zwischen der Schulkomposition und der Schulpraxis geben kann (vgl. Iturre, 2005;
Opdenakker & Van Damme, 2007). In diesem Fall führt die Berücksichtigung von
Kompositionsmerkmalen der Schule zu einer Unterschätzung der Schuleffekte. Ande-
rerseits führt die Vernachlässigung solcher Kompositionsmerkmale potenziell zu einer
Überschätzung von Schuleffekten, da die Effekte, die einzig auf die Komposition zu-
rückzuführen sind, nicht von den tatsächlichen Schuleffekten separiert werden (vgl.
Timmermans et al., 2011).
Hypothese 2: Modellselektion
Eine sparsamere lineare Parametrisierung führte zu Veränderungen der adjustierten
klassenspezifischen Effektschätzungen. Diese Veränderungen zeigten sich hinsichtlich
jedes einzelnen der im Rahmen dieser Arbeit gewählten Kriterien, die zur Beurteilung
der Sensitivität der Effektschätzungen herangezogen wurden. So zeigten sich bspw.
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signifikante Unterschiede zwischen den Determinationskoeffizienten der beiden CAM,
die sich ausschließlich hinsichtlich der gewählten Parametrisierung unterschieden. Und
auch auf Ebene einzelner Klassen zeigten sich hier deutliche Veränderungen: Der Anteil
an Inversionen infolge des Wechsels der Parametrisierung lag bei 18% im Fach Mathe-
matik und 15% im Fach Deutsch. Folglich wird Hypothese 2 bezüglich des Hauptef-
fektes der Parametrisierung (Modellselektion) auf die klassenspezifischen Effektschät-
zungen zunächst beibehalten. Die Annahme eines bedingt linearen Zusammenhangs,
inklusive der Modellierung von Interaktionen, ist demnach einer sparsameren linearen
Parametrisierung (ohne Interaktionsterme) vorzuziehen. Ob es hinsichtlich des Einflus-
ses der Parametrisierung Unterschiede in Abhängigkeit von der Kovariatenselektion
gibt, wird in der folgenden Hypothese thematisiert.
Hypothese 3: Kovariatenselektion vs. Modellselektion
Die dritte Hypothese betrifft die Interaktion zwischen Kovariaten- und Modellselek-
tion. Diese adressiert somit die Frage, ob es differentielle Effekte der Parametrisie-
rung auf die adjustierten klassenspezifischen Effektschätzungen in Abhängigkeit von
der Kovariatenselektion gibt. Hier habe ich basierend auf bisherigen Forschungsbefun-
den (vgl. Abschnitt 5.3) angenommen, dass die Selektion relevanter Kovariaten einen
größeren Einfluss auf die Effektschätzungen hat als die Parametrisierung (Modellse-
lektion). Demnach sollte der Einfluss der Parametrisierung auf die Effektschätzungen
geringer sein, je mehr relevante Variablen im Adjustierungsmodell des Projektes Kom-
petenztest.de enthalten sind. Auch bezüglich dieser Hypothese ist das Ergebnismuster
weniger deutlich als hinsichtlich Hypothese 1.1 über die Bedeutung des fachspezifi-
schen Vorwissens und zudem inkonsistent.
Zwar hält diese dritte Hypothese einer inferenzstatistischen Prüfung hinsichtlich der
R2-Differenzen stand: So wurden die Veränderungen im Determinationskoeffizienten
zwischen Modellen mit komplexerer Parametrisierung im Vergleich zur linearen Para-
metrisierung für die CAM zunächst signifikant. War hingegen das fachspezifische Vor-
wissen MK3 und MK6 im Fachbereich Mathematik bzw. DK6 im Fachbereich Deutsch
zusätzlich im Adjustierungsmodell enthalten, waren die Unterschiede im Determinati-
onskoeffizienten zwischen Modellen mit linearer vs. mit bedingt linearer Parametrisie-
rung nicht mehr signifikant. Und auch zwischen den CVA wurden die R2-Differenzen
nicht signifikant. Die Ergebnisse des inferenzstatistischen R2-Differenzentests sprechen
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somit für ein sparsameres lineares Modell, wenn das fachspezifische Vorwissen zusätz-
lich im Modell enthalten ist.
Jedoch sei hier einschränkend angemerkt, dass der R2-Differenzentest wesentlich von
der Modellkomplexität der zu vergleichenden Modelle sowie der damit verbundenen
Differenz in der Anzahl zu schätzender Parameter einhergeht. Bei den 14 betrachteten
Modellen umfassen insbesondere die Modelle mit bedingt linearer Parametrisierung
(inkl. Interaktionen) eine sehr große Parameterzahl. Und auch die Differenz der Para-
meteranzahl ist teilweise sehr groß: Die Modelle mit identischem Kovariatenset aber
ungleicher Parametrisierung unterscheiden sich um einige hundert oder sogar einige
tausend Parameter. Dies wird in den Tabellen 7.7 und 7.10 ersichtlich, denn die Zähler-
freiheitsgrade df1 geben hier jeweils die Differenz der Parameteranzahl jeweils geneste-
ter Modelle wieder. Die minimale Differenz liegt zwischen den CAMmit df1 = 313 Pa-
rametern vor. Die maximale Differenz zwischen den CVA beträgt df1 = 5 109. Je größer
die Differenz der Parameteranzahl – und folglich je größer die Zählerfreiheitsgrade –,
desto kleiner ist die Teststatistik (der F-Wert). Daraus resultiert ein teilweise wider-
sprüchliches Ergebnismuster zwischen den inferenzstatistischen Kriterien und den wei-
teren, mehr deskriptiven Kriterien. So zeigte sich bereits hinsichtlich der Effektstär-
ken ein der Hypothese 3 tendenziell widersprechendes Ergebnismuster: Zwar sank
die R2-Differenz zwischen Modellen unterschiedlicher Parametrisierung beim Wech-
sel vom CAM zum VAM zunächst ab, jedoch stieg diese beim Wechsel vom VAM zum
CVA wieder an. Auch bei den anderen Kriterien – Korrelationen, Change-Plots und
Transitionsmatrizen – zeigte sich dieses Ergebnismuster. Diese deskriptive Befundlage
spricht somit gegen die sparsamere lineare Parametrisierung, bei der potenzielle Inter-
aktionen zwischen den Kovariaten nicht modelliert werden.
Diese widersprüchliche Befundlage ist für sich genommen nicht problematisch –
können doch höhere Determinationskoeffizienten Ausdruck einer Überanpassung (engl.:
overfitting) des Regressionsmodells sein. Die Korrelationen der Effektschätzungen auf
Klassenebene, die Change-Plots und die Transitionsmatrizen adressieren zudem insbe-
sondere die Frage nach der Stabilität der klassenspezifischen Effektschätzungen. Diese
beiden Kriterien – das Stabilitätskriterium und das Kriterium der Varianzaufklärung –
sind zwar nicht unabhängig voneinander, sie können jedoch nicht per se gleichgesetzt
werden. So können die adjustierten klassenspezifischen Effektschätzungen einzelner
Klassen deutlich von der Parametrisierung (Modellselektion) abhängen, selbst wenn
die Linearitätshypothese basierend auf den Ergebnissen des R2-Differenzentests bei-
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behalten wird. Sollen die adjustierten Effektschätzungen tatsächlich für diagnostische
Zwecke auf Klassenebene verwendet werden, sind gegebenenfalls komplexere Modelle
vorzuziehen – auch wenn Signifikanztests hinsichtlich der Varianzaufklärung ein spar-
sameres Modell bevorzugen.
In diesem Zusammenhang wird eine weitere potenzielle Einschränkung relevant, die
das in Abschnitt 4.1.3 erläuterte Praktikabilitätskriterium der Komplexität des statisti-
schen Modells betrifft: Mit einem hinsichtlich der Parameteranzahl komplexeren Mo-
dell – wie dem im Rahmen der vorliegenden Anwendung verwendeten bedingt linearen
Adjustierungsmodell – steigen die Anforderungen (1) einerseits an die computertech-
nischen Ressourcen und (2) andererseits an die zur Verfügung stehenden Daten. Beide
Probleme traten im Rahmen der Reanalyse des vorliegenden Datensatzes – speziell bei
den Modellen mit bedingt linearer Parametrisierung – auf:
(1) Das Problem begrenzter computertechnischer Ressourcen trat bereits im Rahmen
der Berechnung der VAMmit bedingt linearer Parametrisierung auf. Erst die Ver-
wendung leistungsstarker Rechner ermöglichte die Parameterschätzung der VAM
und CVA.
(2) Die zweite Herausforderung bestand hinsichtlich der zur Verfügung stehenden
Daten: So musste das komplexesteModell (Modell 7) um zwei Prädiktorvariablen
reduziert werden, da das Modell nicht identifiziert war. Das vollständige Modell
umfasste 20 480 Parameter. Jedoch umfasste der vorliegende Datensatz lediglich
N = 12 708 Beobachtungen. Es resultierte eine 12 708 × 20 480-Designmatrix.
Folglich waren die Parameter nicht schätzbar. In dem reduzierten Modell wur-
den die Standardabweichungen der beiden Vortestvariablen als Prädiktoren aus-
geschlossen2. In dem auf diese Weise vereinfachten Modell konnte die Anzahl
der Parameter auf 5 120 reduziert werden. Dieses Modell konnte schließlich mit-
tels der freien Software R berechnet werden.
Aufgrund der Ergebnisse dieser Arbeit wird geschlussfolgert, dass die Wahl der rich-
tigen Kovariaten von vorrangiger Bedeutung ist. Die korrekte Modellwahl (Parametri-
sierung) in empirischen Anwendungen unterliegt – gegeben dem limitierten Umfang an
2Derartige Probleme traten folglich nicht im Rahmen der Berechnung der sparsameren, linearen Adjus-
tierungsmodelle auf. Um potenzielle Unterschiede in den adjustierten Effektschätzungen zwischen
den Modellen 7 und 14 auf die Modifikation der Parametrisierung attribuieren zu können, wurden
auch in Modell 14 die Standardabweichungen der beiden Vortestvariablen als Prädiktoren ausge-
schlossen.
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Daten – stets natürlichen Beschränkungen. Die empirischen Befunde sprechen insge-
samt für die Anwendung komplexerer Modelle, auch wenn inferenzstatistische Kriteri-
en wie der R2-Differenzentest ab einem bestimmten Kovariatenset sparsamere Modelle
präferieren.
Hypothese 4: Generalisierung über Fächer
Die in den ersten drei Hypothesen postulierten Zusammenhänge – d. h. die Sensitivität
der adjustierten klassenspezifischen Effektschätzungen gegenüber der Kovariaten- und
Modellselektion – lassen sich sowohl im Fach Mathematik als auch im Fach Deutsch
finden. Dabei ist das Ergebnismuster in beiden Fächern konkordant und tendenziell
etwas deutlicher für den Fachbereich Deutsch. Somit wird auch Hypothese 4 nicht fal-
sifiziert, da sich die Ergebnismuster infolge der Modifikation der Adjustierungsmodelle
nicht fachspezifisch zeigten. Die dargestellten Implikationen hinsichtlich der Modifika-
tion des Adjustierungsmodells lassen sich somit sowohl für Kompetenztestergebnisse
im Fachbereich Mathematik als auch Deutsch ziehen.
8.3 Grenzen und kritische Reflexion
Die empirische Reanalyse der Thüringer Kompetenztestdaten lieferte empirische Evi-
denz über die Bedeutung der Kovariatenselektion und der Parametrisierung des Adjus-
tierungsmodells im Kontext fairerer Vergleiche in Schulleistungsuntersuchungen
– speziell in den landesweiten Vergleichsarbeiten. Dabei bestätigte sich insbesonde-
re die Bedeutung der Kovariatenselektion – konkret des fachspezifischen Vorwissens
sowie der leistungsmäßigen Klassenkomposition. Dies zeigte sich unabhängig vom be-
trachteten Fachbereich. Zudem stellt die verwendete Vorgehensweise ein evidenzbasier-
tes Verfahren dar, welches zur Entwicklung neuer oder Weiterentwicklung bestehender
Adjustierungsverfahren bei der Ergebnisauswertung und -rückmeldung von Testleistun-
gen aus Vergleichsarbeiten – also zur Erstellung fairerer Vergleiche – beitragen kann.
Jedoch lassen sich die Ergebnisse der vorliegenden Untersuchung nicht ohne Weiteres
verallgemeinern. Die Grenzen der vorliegenden Untersuchung – u. a. in Bezug auf die
Generalisierbarkeit der Ergebnisse – sowie die sich daraus ergebenden Anforderungen
an zukünftige Untersuchungen stehen im Fokus des folgenden Abschnitts.
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8.3.1 Weiterer Forschungsbedarf
Im Rahmen der jährlichen Erhebung der Thüringer Kompetenztests werden neben den
Leistungsdaten verschiedene Schülermerkmale erfasst, die bei der Berechnung fairerer
Vergleiche als Kovariaten dienen. Dabei wird u. a. Anzahl der Bücher im Elternhaus
erfasst, die sich auch in anderen Untersuchungen als geeigneter Indikator des sozio-
ökonomischen Status (SES) bzw. der Bildungsnähe erwiesen hat (vgl. Bos et al., 2003;
M. D. Evans et al., 2010). Damit sind jedoch zwei Einschränkungen verbunden:
(1) Erstens bildet die Bücherfrage nur eine Facette des sozialen Hintergrundes der
Schüler ab. In der soziologischen Forschung werden verschiedene Facetten der
sozialen Herkunft unterschieden, die sich auf den sozialen und ökonomischen
Status sowie die kulturelle Praxis einer Familie beziehen und als Ressourcen so-
zialer Entwicklungsmilieus fungieren können. So unterscheidet Bourdieu (1983)
zwischen sozialem, kulturellem und ökonomischemKapital, das in der Forschungs-
praxis mit jeweils unterschiedlichen Indikatoren operationalisiert wird. Die An-
zahl der Bücher ist ein Indikator des kulturellen Kapitals einer Familie. Hohe
kulturelle Ressourcen gehen zwar häufig mit hohen ökonomischen Ressourcen
einher, müssen es jedoch nicht (vgl. Ehmke & Siegle, 2005). Zukünftige Unter-
suchungen könnten somit die Frage adressieren, ob für das Adjustierungsvorge-
hen des Projektes Kompetenztest.de weitere bzw. andere Indikatoren der sozialen
Herkunft geeigneter sind.
(2) Zweitens wird die Bücherfrage aus datenschutzrechtlichen Gründen seit dem
Schuljahr 2008/2009 nur noch in anonymisierter Form auf Klassenebene erho-
ben. Das bedeutet, dass im vorliegenden Datensatz für jede Klasse lediglich der
Mittelwert des SES über die Schüler dieser Klasse vorliegt. Daher haben alle
Schüler einer konkreten Klasse die gleiche Ausprägung auf der Variable SES
(vgl. Abschnitt 6.2.2). Folglich wird bei der Berechnung fairerer Vergleiche der
SES lediglich als Kompositionsmerkmal – und nicht als individuelles Merkmal
eines Schülers – berücksichtigt. Dabei besteht in der vorliegenden Untersuchung
ein deutlicher Zusammenhang zwischen diesem klassenspezifischen SES und der
individuellen Testleistung der Schüler (rMathematik = .55 und rDeutsch = .52). Die
entsprechenden Korrelation auf Klassenebene ist noch deutlicher (rMathematik = .71
und rDeutsch = .73). Dennoch besteht die Gefahr eines ökologischen Fehlschlus-
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ses (engl.: ecological fallacy; vgl. Robinson, 1950) über die Bedeutsamkeit dieser
Variable: Diese Korrelationen lassen keinen Schluss zu, wie stark der individuelle
SES der Schüler mit der individuellen Testleistungsvariable korreliert. Inwiefern
diese Tatsache die faireren Vergleiche, d. h. die adjustierten klassenspezifischen
Effektschätzungen, beeinflusst, kann im Rahmen der vorliegenden Untersuchung
nicht geklärt werden. Dazu bedarf es weiterer Untersuchungen, in denen die ent-
sprechenden Informationen für jeden einzelnen Schüler vorliegen.
Eine weitere Einschränkung hinsichtlich der Belastbarkeit der vorliegenden Befunde
wurde bereits in Abschnitt 8.2.3 diskutiert und betrifft die Struktur fehlender Werte. Der
empirische Modellvergleich basiert auf einem Datensatz, bei dem auf einzelnen Vari-
ablen bis zu 59% fehlende Werte vorlagen. Zwar wurden die fehlenden Werte mittels
des Verfahrens einer multiplen Imputation ersetzt. Dennoch basiert die multiple Im-
putation auf Annahmen, die einer empirischen Prüfung nicht zugänglich sind. Da der
hohe Missing-Anteil vermutlich aufgrund eines Fehlers bei der Datenerfassung in dem
vorliegenden Erhebungsjahrgang verursacht wurde, sollten zukünftige Untersuchungen
nicht mit derart hohenMissing-Raten konfrontiert sein. Für zukünftige Untersuchungen
stellt sich somit die Frage der Replizierbarkeit vorliegender Befunde.
8.3.2 Generalisierbarkeit der Ergebnisse
Die vorliegenden Befunde sind zwar im spezifischen Kontext des Adjustierungsver-
fahrens des Projektes Kompetenztest.de gewonnen. Diese sind jedoch auch für andere
Bundesländer und damit auch für die weiteren Adjustierungsstrategien relevant. Dabei
lassen sich die vorliegenden Befunde nicht ohne Weiteres auf andere Bundesländer und
die restlichen Adjustierungsstrategien generalisieren – wenngleich auch keine gänzlich
widersprechendes Befundmuster zu erwarten sind.
Generalisierbarkeit auf andere Bundesländer
Bereits in Abschnitt 4.1.3 wurde herausgearbeitet, dass die Wahl eines geeigneten Ad-
justierungsverfahrens – insbesondere hinsichtlich der Kovariatenselektion – auch von
der Verteilung der relevanten Kovariaten in der jeweils betrachteten Population abhängt.
So müssen stets auch die spezifischen Gegebenheiten eines Bundeslandes – bezogen auf
die Zusammensetzung der Schülerschaft hinsichtlich relevanter Kovariaten – bei der
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Wahl der Adjustierungsstrategie besondere Berücksichtigung finden. Ein – gewiss sehr
extremes und gleichsam wenig realistisches – Beispiel soll dies verdeutlichen. Dabei
gehen wir davon aus, dass sich sowohl theoretisch als auch empirisch herausgestellt hat:
Brillenträger profitieren hinsichtlich ihrer Leistung deutlich mehr von einem pädago-
gischen Treatment als Nicht-Brillenträger. Das Merkmal Brille-Tragen hat sich somit
als eine zentrale Kovariate der Schulleistung erwiesen. Falls es in Thüringen jedoch
ausschließlich Brillenträger gibt, ist die Variable eine Konstante und gleichfalls nicht
als Kovariate im Rahmen der bundeslandspezifischen Adjustierung nutzbar. Zudem ist
in diesem Fall lediglich die Schätzung des bedingten Effekts für Brillenträger möglich.
Dies stellt gleichsam eine zusätzliche Herausforderung im Rahmen der Formulierung
allgemein verbindlicher Standards bzw. Richtlinien bei der Erstellung fairerer Verglei-
che dar. Man muss also in jedem Bundesland prüfen, welche Kovariaten relevant sind.
Zukünftige Untersuchungen sollten dies berücksichtigen.
Generalisierbarkeit auf andere Adjustierungsverfahren
Zudem beziehen sich die vorliegenden Ergebnisse insbesondere auf die in Kapitel 4
vorgestellten Adjustierungsstrategien IVa und IVb, die beide im Rahmen des Projek-
tes Kompetenztest.de angewendet werden. Eine Generalisierung der Ergebnisse auf die
restlichen Adjustierungsstrategien, die zu faireren Vergleichen führen sollen (Strate-
gie II und III), ist jedoch nicht ohne Weiteres möglich: Die verschiedenen Strategien
zeichnen sich nicht nur durch ein jeweils spezifisches Kovariatenset, sondern gleichfalls
ein spezifisches statistisches Verfahren aus. Demnach sind die Adjustierungsstrategien
nicht unmittelbar miteinander vergleichbar.
So ist bspw. ein direkter Vergleich von Strategie IIIa – der in Nordrhein-Westfalen
angewendeten Standorttypisierung – und Strategie IVb des Projektes Kompetenztest.de
anhand des vorliegenden Datensatzes nicht möglich, da die dafür notwendigen Infor-
mationen über die Standorttypen der Thüringer Schulen nicht vorliegen. Jedoch ist ein
derartiger Vergleich ebenso wenig anhand von Daten aus Vergleichsarbeiten möglich,
die in Nordrhein-Westfalen erhoben wurden. Der Grund hierfür liegt in der querschnitt-
lichen Datenstruktur: Informationen über das fachspezifische Vorwissen, die mittels
Testleistungen aus Vergleichsarbeiten vorangegangener Erhebungszeitpunkte erhoben
wurden, liegen nicht vor. Zudem lassen sich die Ergebnisse – selbst beim Vorliegen der
gleichen Kovariatensets – nicht direkt vergleichen, da die beiden zugrunde liegenden
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Modelle keine genestete Struktur aufweisen.
Gleichwohl können komparative Untersuchungen dieser Art zur Weiterentwicklung
fairerer Vergleiche beitragen. Ein derartiger Vergleich erlaubt ebenso wenig Aussagen
über das richtige Verfahren zur Erstellung fairer Vergleiche wie die hier vorgestellte
Sensitivitätsanalyse. Der Grund dafür liegt im Fehlen einer kausalen Benchmark (vgl.
Abschnitt 5.3.1). Welchen Nutzen hat dann ein solcher Vergleich? Diese komparative
Vorgehensweise ermöglicht Aussagen über die Sensitivität bzw. Stabilität der resultie-
renden Ergebnisse für einzelne Klassen. Dabei sollten die Ergebnisse der verschiedenen
Verfahrensweisen möglichst stabil sein. Unterschiede in den klassenspezifischen Ergeb-
nissen hingegen indizieren potenzielle Weiterentwicklungsmöglichkeiten des jeweils
sparsameren Verfahrens. Auf diese Weise kann eine solche Vorgehensweise trotz der
erwähnten Einschränkungen im Rahmen von Best-Practice-Entscheidungen zur Ent-
wicklung neuer oder Weiterentwicklung bestehender Adjustierungsverfahren bei der
Ergebnisauswertung und -rückmeldung von Testleistungen aus Vergleichsarbeiten – zur
Erstellung fairerer Vergleiche – genutzt werden.
8.4 Conclusio und Ausblick
Faire, kausal interpretierbare Vergleiche sind zwar theoretisch möglich, jedoch im Kon-
text von Schulleistungsuntersuchungen wie bspw. Vergleichsarbeiten m. E. praktisch
nicht realisierbar. Auf öffentliche Rankings im Rahmen der Rechenschaftslegung der
Schulen oder anderen Konsequenzen im Rahmen von High-Stakes Assessment Syste-
men sollte weiterhin verzichtet werden, denn die im Rahmen dieser Modelle geschätz-
ten Effekte „. . . that can be presently derived from the information in educational ac-
countability systems are unlikely to be robust enough to support high-stakes causal in-
ferences about school quality in educational settings“ (Briggs & Wiley, 2008, S. 188).
Realistisch hingegen sind fairere Vergleiche, die als deskriptive Maße im Kontext von
Low-Stakes Assessment Systemen informativen Nutzen haben. Bei der Erstellung sol-
cher faireren Vergleiche sollte – wenn immer möglich – das fachspezifische Vorwissen
der Schüler einbezogen werden.
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8.4.1 Ausblick
Wie können fairere Vergleich dennoch zur Beantwortung kausaler Fragestellungen die-
nen? Auch als deskriptive Maße können fairere Vergleiche im Rahmen kausaler Fra-
gestellungen zur Unterrichtsqualität und Unterrichtsentwicklung nutzbar gemacht wer-
den. Zwei mögliche Forschungsansätze dieser Art seien nachfolgend als kurzer Aus-
blick skizziert.
Evaluation von Educational-Accountability-Systemen. Dies betrifft einerseits
die Evaluation der Wirksamkeit von Vergleichsarbeiten und den damit verbundenen
klassenspezifischen Rückmeldungen fairerer Vergleiche. Hierbei geht es um die Frage
nach den kausalen Effekten von testbasierten Evaluationssystemen im Bildungssystem
(vgl. Rubin et al., 2004). Im Rahmen solcher Untersuchungen geht es folglich nicht um
die Schätzung des kausalen Effekts von Unterricht und Schule auf die Testleistung der
Schüler. Stattdessen wird bspw. der kausale Effekt der Durchführung von Vergleichsar-
beiten und der damit verbundenen Rückmeldung fairerer Vergleiche fokussiert.
Ein Beispiel für eine solche Herangehensweise soll dies verdeutlichen: In einer Stu-
die von McCaffrey, Stuart, Rubin und Zanutto (2006) wurde der Effekt des Einsat-
zes eines Value-Added Assessment Systems untersucht, welches in das Educational-
Accountability-Systems des Staates Pennsylvania eingeführt wurde. Zu diesem Zweck
wurde die Testleistung von Schülern aus Schulbezirken betrachtet, in denen die klas-
senspezifischen Rückmeldungen Effektschätzungen aus Value-AddedModellen (VAM)
enthielten. Diese Testergebnisse wurden der Testleistung von Schülern in Schulbezirken
gegenübergestellt, die eine hinsichtlich leistungsrelevanter Merkmale ähnliche Schü-
lerschaft aufwiesen, in denen jedoch (noch) keine VAM-Schätzungen zurückgemeldet
wurden. Zusätzlich wurden qualitative Informationen darüber erhoben, wie die Schulen
bzw. Klassen die Ergebnisse aus den VAM-Analysen nutzten.
Im Zuge solcher empirischer Untersuchungen – bspw. im Rahmen systematischer
Rezeptionsforschung – können somit kausale Effekt der Implementation von Low-
Stakes Assessment Systemen wie den Vergleichsarbeiten inklusive der damit verbun-
denen Rückmeldesysteme evaluiert werden.
Unterrichtsqualitätsforschung. Die Erhebung und systematische Evaluation von
Prozessmerkmalen des Unterrichtsgeschehens, die zu einem gelingenden Unterricht
266
8 Diskussion
führen, ist Gegenstand der Unterrichtsqualitätsforschung (z. B. Gräsel & Göbel, 2011).
Auch hier können fairere Vergleiche als Ansatzpunkt eines kausalen Forschungspro-
zesses zur Untersuchung solcher Faktoren gelingenden Unterrichts genutzt werden. So
können fairere Vergleiche zur Identifikation von Klassen genutzt werden, die sich durch
besonders positive klassenspezifische Effektschätzungen auszeichnen, denn diese las-
sen sich nicht den außerschulischen Einflussgrößen des Lernens zuschreiben. Sind die-
se Klassen identifiziert, so könnte ein weiteres Forschungsprogramm oder -projekt die
Bedingungen gelingenden Unterrichts untersuchen.
Ein Beispiel hierfür ist die California Best Practices Study (CBPS) – einem dreijäh-
rigen Forschungsprojekt in Californischen Schulen (Arbeit, Canter, Dabrowski, Dai-
ley & Oberman, 2007; Oberman, 2005). Im Rahmen der CBPS wurden high perfor-
ming schools basierend auf Ergebnissen aus den jährlich durchgeführten standardisier-
ten Schulleistungstests identifiziert. Diese Schulen wurden mit einer (Kontroll-)Gruppe
von Schulen verglichen, die hinsichtlich der demographischen Zusammensetzung der
Schülerschaft komparabel war, jedoch vergleichsweise schlechte Testergebnisse auf-
wies. Diese beiden Gruppen wurden mittels qualitativer und quantitativer Methoden
hinsichtlich verschiedener Faktoren (z. B. didaktische und curriculare Ziele, Perso-
nalauswahl, Führungsverhalten, Nutzung von Daten zur Selbstevaluation, Anpassung
des Unterrichts etc.) untersucht, um die Bedingungen gelingenden Unterrichts aufzu-
decken. Die Identifikation solcher Bedingungen erlaubt darüber hinaus bspw. die Ent-
wicklung spezifischer didaktischer oder pädagogisch-psychologischer Maßnahmen.
Mittels eines solchen Untersuchungsansatzes wird der Fokus weg von der Schätzung
kausaler Unterrichts- oder Lehrereffekte und hin zur Schätzung kausaler Effekte einer
oder mehrerer spezifischer didaktischer Maßnahmen gelenkt. Bei der Evaluation sol-
cher Maßnahmen sind schließlich auch experimentelle Forschungsdesigns – dem Gold-
standard kausaler Inferenz – denkbar, in denen mittels (bedingter) Randomisierung die
(bedingte) Unverfälschtheit hergestellt werden kann (vgl. Abschnitt 3.4). In diesem Sin-
ne können fairere Vergleiche in Vergleichsarbeiten als Fundament bzw. Startpunkt ei-
nes iterativen Forschungsprozesses mit dem Ziel kausaler Inferenz fungieren. „It is in
this sense that an emphasis on causal estimation can go long way in moving the basis
of causal inferences from speculation to science“ (Briggs & Wiley, 2008, S. 188). Dar-
aus resultierende empirische Befunde unterstreichen den Nutzen einer evidenzbasierten
Bildungsforschung bspw. hinsichtlich der Unterrichtsentwicklung.
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8.4.2 Mindestanforderungen für Low-Stakes Assessment
Standardisierte und standardbezogene Schulleistungstests – wie die landesweiten Ver-
gleichsarbeiten in Deutschland oder die Key Stage Tests in England – sind wesentliche
Komponenten einer evidenzbasierten Steuerung des Bildungssystems, in dessen Rah-
men die erreichten Schülerleistungen bzw. -kompetenzen als ein zentrales Kriterium zur
Evaluation der Leistungsfähigkeit eines Bildungssystems genutzt werden. So äußerte
sich Prof. Dr. Hans Anand Pant, Direktor des IQB, in einem Interview mit der Wo-
chenzeitung DIE ZEIT zur Bedeutung von Vergleichsarbeiten: „Externe Leistungstests
sind alternativlos. Der Bewertungshorizont eines Lehrers ist immer die eigene Klasse,
vielleicht noch die eigene Schule. Deshalb benötigen wir in Abständen Vergleiche, die
sich an anerkannten Kompetenzstandards orientieren“ (Spiewak, 2011).
Vergleichsarbeiten sind somit nicht mehr wegzudenken aus einem modernen Edu-
cational-Accountability-System, in dem schulische und klassenspezifische Qualitätssi-
cherungsmaßnahmen auf testbasierten, empirischen Evaluationssystemen beruhen.
Evaluation ist dabei immer ein komparativer Prozess, denn Evaluation geht stets mit
Vergleichen einher. Hier können fairere Vergleiche einen wichtigen und konstruktiven
Beitrag für die Unterrichts- und Schulentwicklung individueller Klassen und Schulen
leisten.
Damit dies funktionieren kann, müssen solche Low-Stakes Assessment Systeme einen
gemeinsamen Qualitätsstandard als Grundlage haben – nicht nur hinsichtlich der Mes-
sung von Schülerkompetenzen sondern auch hinsichtlich des methodischen Vorgehens
bei der Auswertung und Rückmeldung von Testergebnissen. Ein verantwortungsvoller
Umgang mit den Testergebnissen setzt voraus, dass die Analyse der Testdaten metho-
dischen Mindestanforderungen genügt und transparent dargestellt wird. Die Heteroge-
nität des Vorgehens bei der Datenanalyse in Vergleichsarbeiten zwischen den Bundes-
ländern (vgl. Kapitel 4) spiegelt diesbezüglich einen Missstand wider.
Die vorliegende Arbeit zeigte auf, dass es nicht eine Standardprozedur bzw. das rich-
tige Verfahren gibt, um fairere Vergleiche zu erstellen. Jedoch lassen sich inhaltliche
und statistische Kriterien zur Beurteilung und Entwicklung fairerer Vergleiche ableiten,
die als methodische Standards im Kontext von Adjustierungsverfahren in Vergleichs-
arbeiten dienen können. Die in dieser Arbeit betrachteten Kriterien der Fairness und
Praktikabilität von Adjustierungsverfahren (vgl. Kapitel 4) können dabei als ein Ele-
ment hinsichtlich der Ausdifferenzierung eines solchen gemeinsamen Standards fun-
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gieren. Erste Schritte in diese Richtung liegen bspw. in Form der Untersuchung von
Kuhl et al. (2011) sowie der vorliegenden Arbeit vor. Die Etablierung eines solchen ge-
meinsamen Standards wiederum kann die Umsetzung der KMK-Gesamtstrategie zum
Bildungsmonitoring des deutschen Bildungssystems – insbesondere mit Blick auf die
landesweiten Vergleichsarbeiten – zukünftig weiter unterstützen.
Das Potenzial fairerer Vergleiche besteht insbesondere darin, als externe Informations-
basis für die Lehrkräfte einer Klasse zu fungieren, die für die Unterrichtsentwicklung
nutzbar gemacht werden kann. Dabei sollten die in Vergleichsarbeiten berechneten ad-
justierten Maße nicht als kausale Effekte des Unterrichts interpretiert werden. Dies trifft
auf standardisierte Schulleistungstests, die im Kontext von Educational-Accountability-
Systemen eingesetzt werden, im Allgemeinen zu. Gleichwohl können die faireren Ver-
gleichswerte als deskriptive Maße Ausgangspunkt kollegialer Diskussionen sein sowie
Impulse für Unterrichtsentwicklungsmaßnahmen geben. Zu diesem Zweck müssen den
Rezipienten die Möglichkeiten und die Grenzen der Interpretation transparent sein.
„Causal inference may well be the holy grail of quantitative research in the
social sciences, but it should not be proclaimed lightly. When the causal
language of teacher ‘effects’ or ‘effectiveness’ is casually applied to the
estimates from a value-added model simply because it conditions on a prior
year test score, it trivializes the entire enterprise. And instead of promoting
discussion among parents, teachers and school administrators about what
students are and are not learning in their classrooms, it seems much more
likely to shut them down.“
– Briggs & Domingue (2011, S. 21) –
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A Abkürzungsverzeichnis
Akronyme
ACE durchschnittlicher kausaler Effekt (engl.: average causal effect)
AYP adequate yearly progress
BFLPE Big-Fish-Little-Pond Effect
CAM Contextualized Attainment Model
CCE bedingter kausaler Effekt (engl.: conditional causal effect)
CBPS California Best Practices Study
CM Contextual Model
CVA Contextual Value-Added Model
EMSE Netzwerk Empiriegestützte Schulentwicklung
EVAS Eigenverantwortliche Schule
E.U.LE. Entwicklungsprogramm für Unterricht und Lernqualität
FIML Full Information Maximum Likelihood
GCSE General Certificate of Secondary Education
IEA International Association for the Evaluation of Educational Achievement
IGLU Internationale Grundschul-Lese-Untersuchung
(Nationale Bezeichnung von PIRLS in Deutschland)
IGLU-E Nationale Erweiterung von IGLU in der Bundesrepublik Deutschland
i.i.d. unabhängig und identisch verteilt
(engl.: independent and identically distributed)
IncMSE Veränderung des mittleren Fehlerquadrats
(engl.: increase in mean square error)
IQB Institut zur Qualitätsentwicklung im Bildungswesen
ISB Staatsinstitut für Schulqualität und Bildungsforschung (Bayern)
ISQ Institut für Schulqualität der Länder Berlin und Brandenburg e.V.
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A Abkürzungsverzeichnis
KERMIT Kompetenzen ermitteln
KFT Kognitiver Fähigkeitstest (Heller & Perleth, 2000)
KMK Ständige Konferenz der Kultusminister der Länder in der
Bundesrepublik Deutschland (Kurzform: Kultusministerkonferenz)
LAL 7 Ermittlung der Lernausgangslagen in Klassenstufe 7
LAUSD Los Angeles Unified School District
LAVAM Los Angeles Value-Added Model
MAR Missing at random
MCAR Missing completely at random
MI Multiple Imputation
MICE Multiple Imputation by Chained Equations
MNAR Missing not at random
MSA Mittlerer Schulabschluss
NCLB No Child Left Behind
NEAP National Assessment of Educational Progress
NPD National Pupil Database
OECD Organisation for Economic Cooperation and Development
(Organisation für wirtschaftliche Zusammenarbeit und Entwicklung)
PFE Prima-Facie-Effekt
PIRLS Progress in International Reading Literacy Study
PISA Programme for International Student Assessment
PISA-E Nationale Erweiterung von PISA in der Bundesrepublik Deutschland
PLASC Pupil Level Annual School Census
RR Rechenregel
SES Sozioökonomischer Status (engl.: socio-economic status)
TIMSS Third International Mathematics and Science Study (ursprünglich);
Trends in International Mathematics and Science Study (seit 2003)
TMBWK Thüringer Ministerium für Bildung, Wissenschaft und Kultur
TOSCA Transformation des Sekundarschulsystems und akademische Karrieren
TVAAS Tennessee Value-Added Assessment System
UK United Kingdom
VAM Value-Added Model
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A Abkürzungsverzeichnis
Variablen
Y Outcome-Variable
X Treatment-Variable
Z Kovariate (eindimensional)
Z Kovariatenvektor
U Personen-Variable
R Response-Indikator
τx True-Outcome-Variable
δxx ′ True-Effect-Variable
CX Umfassende Kovariate
δadj Adjustierte Effektvariable
Indizes
J + 1 Anzahl der Treatment-Bedingungen; x = 0, 1, . . . , J
Q Anzahl der Kovariaten; q = 1, . . . ,Q
M Anzahl der Wertekombinationen des Kovariatenvektors Z; m = 1, . . . ,M
T Indexmenge; T = {1, 2, . . . , n } mit n ∈N, wobei n die Anzahl der σ-Algebren
in der Filtration (Ft)t∈T darstellt
Abkürzungen
τx ⊢ X | Z, ∀x Kurzform von: ∀x ∈ ΩX : τx ⊢ X | Z ,
Z-bedingte regressive Unabhängigkeit der True-Outcome-Variable τx
von der Treatment-Variable X
X⊥τx | Z, ∀x Kurzform von: ∀x ∈ ΩX : X⊥τx | Z ,
Z-bedingte stochastische Unabhängigkeit der Treatment-Variable X
und der True-Outcome-Variable τx
X⊥CX | Z Z-bedingte stochastische Unabhängigkeit der Treatment-Variable X
und der umfassenden Kovariate CX
Y ⊢ CX | X, Z Z-bedingte regressive Unabhängigkeit der Outcome-Variable Y
von der umfassenden Kovariate CX gegeben X
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B Vergleichsarbeiten und weitere
Formen der Evaluation
Vergleichsarbeiten sind mittlerweile zu einem etablierten Werkzeug der Qualitäts-
sicherung im deutschen Bildungswesen avanciert. Schon frühere Recherchen (z. B.
Hovestadt & Kessler, 2005; van Ackeren & Bellenberg, 2004) ergaben, dass die Bun-
desländer Vergleichsarbeiten durchführen. Um diesbezüglich die aktuellen Entwick-
lungen abbilden zu können, wurde im Rahmen des BMBF-Projektes Faire Vergleiche
erhoben, was und wie die einzelnen Bundesländer zur evidenzbasierten Qualitätssiche-
rung im Bildungswesen beitragen.
Mit Hilfe einer Literaturrecherche sowohl auf den Webseiten der Bundesländer als
auch in Datenbanken (z. B. PsycINFO) wurden relevante Informationen gesammelt.
Der Schwerpunkt der Recherchearbeit lag auf den Vergleichsarbeiten; insbesondere auf
der Art und Weise der Berechnung fairer Vergleiche. Zudem wurden Informationen
zu weiteren Evaluationsformen gesammelt. Waren die Informationen nicht in wissen-
schaftlichen Veröffentlichungen zu finden, wurde mit den entsprechenden Institutionen
(Landesinstitute bzw. zuständige Ministerien der Länder) per Mail und/oder telefonisch
Kontakt aufgenommen, um die fehlenden Informationen in Erfahrung zu bringen.
Auf Basis der Rechercheergebnisse wurde eine Klassifikation1 der verschiedenen
Evaluationsformen erarbeitet (vgl. Tabelle B.1 und B.2). Diese Kategorisierung erlaubt
– neben einer Übersicht der Qualitätssicherungs- und Qualitätsentwicklungsmaßnah-
men im Bildungskontext – die Abgrenzung von Vergleichsarbeiten. Abgrenzungsmerk-
male sind u. a. die Ziele einer Schulleistungsuntersuchung (z. B. individuelle Lernför-
derung) und der Fokus der Evaluationsintention, d. h. ob es sich um eine formative oder
summative Evaluation handelt.
1Diese Klassifikation erhebt keinen Anspruch auf Vollständigkeit.
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Tabelle B.1: Klassifikation von Schulleistungsuntersuchungen und anderen Evaluationsformen im Bildungskontext
Bezeichnung Kurzbeschreibung (Haupt-) Ziele Evaluations-
form (Fokus)
Beispiele
(1) Vergleichsarbeiten – standardisierte Schulleistungstests in
Anlehnung an die Bildungsstandards
– Testentwicklung zentral (IQB) auf Basis
psychometrischer Testgütekriterien;
Auswertung länderintern (z. B. Landesinstitute)
– Rückmeldung an Schulen, Klassen & Schüler
– Evaluation im Verlauf der Schullaufbahn
Unterrichts- &
Schulentwicklung
formativ &
summativ
Kompetenztests
in Thüringen
(2) Parallelarbeiten – Parallelklassen (i. d. R. innerhalb einer Schule)
erhalten identische Testaufgaben
– Testentwicklung, -auswertung & -benotung
durch Lehrkräfte
Unterrichts- &
Schulentwicklung
formativ &
summativ
Parallelarbeiten
in Bremen
(3) Zentrale
Abschluss-
prüfungen
– länderinterne, zentrale Erfassung der
Abschlussleistungen (am Ende der Pflicht-
schulzeit bzw. der Sekundarstufe II);
schulform- & fächerspezifisch
– Durchführung zum gleichen Zeitpunkt mit
standardisierten Testaufgaben
– Evaluation am Ende der Schullaufbahn
Zertifizierung summativ MSAa
in Berlin
(4) Diagnose- &
Förderinstrumente
– Förderdiagnosen (Feststellung von Förder-
bedarf) & ggf. individualisiertes Fördermaterial
– i. d. R. keine sozialen, sondern kriteriale
Vergleiche mit Cutoff-Kriterium
Individuelle
Lernförderung
formativ LAL 7b
in Berlin
Anmerkungen. a MSA =Mittlerer Schulabschluss, b LAL 7 = Ermittlung der Lernausgangslagen in Klassenstufe 7
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Tabelle B.2: Klassifikation von Schulleistungsuntersuchungen und anderen Evaluationsformen im Bildungskontext
(Fortsetzung)
Bezeichnung Kurzbeschreibung (Haupt-) Ziele Evaluations-
form (Fokus)
Beispiele
(5) Schulinspektionen – Externe Schulevaluation und Evaluations-
systeme mit einer Kopplung von interner
& externer Schulevaluation
– Fokus liegt auf Schule als System
(Organisationsentwicklung)
Schulentwicklung formativ EVASa
in Thüringen
(6) Entwicklungs-
programme
– (Weiter-) Entwicklung didaktischer Konzepte,
die formativ evaluiert werden
– umfasst u. a. Lehrertrainings & lehrbezogene
Feedbacksysteme
Unterrichts-
entwicklung
formativ E.U.LE.b
in Thüringen
(7) Nationale
Schulleistungs-
untersuchungen
– wissenschaftliche Untersuchung von
Lernständen und den Bedingungen von
Lehre & Lernen
– aggregierte Rückmeldung i. d. R. auf
Systemebene (z. B. auf Ebene einzelner
Bundesländer)
Unterrichts- &
Schulentwicklung
summativ TOSCAc,
KMK-
Länder-
vergleiche
(8) Internationale
Schulleistungs-
untersuchungen
– wissenschaftliche Untersuchung von
Lernständen und den Bedingungen von
Lehre & Lernen
– aggregierte Rückmeldung i. d. R. auf
Systemebene (z. B. auf Ebene einzelner
Nationen)
Unterrichts- &
Schulentwicklung
summativ TIMSS,
PIRLS/IGLU,
PISA
Anmerkungen. a EVAS = Eigenverantwortliche Schule, b E.U.LE. = Entwicklungsprogramm für Unterricht und Lernqualität,
c TOSCA = Transformation des Sekundarschulsystems und akademische Karrieren
298
C Contextual Models
In Kapitel 4 in Abschnitt 4.2.2 wurde ein Contextual Model (CM) dargestellt, bei
dem die Zentrierung der Ebene-1-Prädiktorvariable am Gesamtmittelwert vorgenom-
men wurde (grand-mean centering). Alternativ kann die Zentrierung auch am Grup-
penmittelwert erfolgen (group-mean centering). Dies hat zur Folge, dass sich die Be-
deutung und Interpretation der Regressionskoeffizienten sowie die Schätzung des Kon-
texteffekts verändern. Die Definition und Berechnung von Kontexteffekten in der Li-
teratur basiert nicht selten auch auf dieser Zentrierung (vgl. z. B. Enders & Tofighi,
2007; Lüdtke et al., 2008). Um Konfusionen mit entsprechender Literatur und der in
Abschnitt 4.2.2 gewählten Darstellung zu vermeiden, wird zum Zwecke der Vollstän-
digkeit nachfolgend auch dieses alternative CM dargestellt.
Wir betrachten erneut folgende exemplarische Analyse hierarchisch-strukturierter
Daten mit zwei Ebenen: Schüler (Ebene 1), die verschiedenen Schulen (Ebene 2) ange-
hören. Eine abhängige Variable Y , deren Werte die Mathematikleistungen der Schüler
sind, soll mittels einer Ebene-1-Variable Z∗E1, dem SES auf Schülerebene, sowie de-
ren Aggregat auf Schulebene ZE2 vorhergesagt werden. Dabei sei ZE2 = Z¯• j, d. h. die
Ebene-2-Variable ist der durchschnittlicher SES einer Schule j. Dann lautet die Mo-
dellgleichung auf Schülerebene (Ebene-1-Modell) – entsprechend der Notation nach
Raudenbush und Bryk (2002) – wie folgt:
Yi j = β
∗
0 j + β
∗
1 j · (Zi j − Z¯• j) + r∗i j , (C.1)
wobei Yi j die Mathematikleistung eines Schülers i in Schule j ist, die durch die zentrier-
te SES-Variable vorhergesagt wird. Im Gegensatz zu dem CM in Kapitel 4 (Abschnitt
4.2.2) ist die SES-Variable nun um den Gruppenmittelwert zentriert, d. h. Z∗E1 = Zi j−Z¯• j
(group-mean centering; Zentrierung um den Gruppenmittelwert). Weiterhin sind β∗0 j
das Interzept, β∗1 j der Anstieg und r
∗
i j das Ebene-1-Residuum. Die Modellgleichungen
auf Ebene 2 eines Random-Intercept-Modells im Rahmen einer Kontextanalyse lauten
C Contextual Models
dann folgendermaßen:
β0 j = γ
∗
00 + γ
∗
01 · Z¯• j + u∗0 j , (C.2)
β1 j = γ
∗
10 , (C.3)
wobei γ∗ die festen Effekte und u∗0 j die zufälligen Effekte sind. Durch Einsetzen der
Ebene-2-Modellgleichungen in das Ebene-1-Modell erhält man schließlich das gemisch-
te Modell (linear mixed effect notation; vgl. McCulloch & Searle, 2001):
Yi j = γ
∗
00 + γ
∗
10 · (Zi j − Z¯• j) + γ∗01 · Z¯• j + u∗0 j + r∗i j . (C.4)
Da Ebene-1-Prädiktoren, die um den Gruppenmittelwert zentriert sind, mit Ebene-2-
Prädiktoren unkorreliert sind, enthält Gleichung C.4 zwei orthogonale Prädiktoren: γ∗10
bzw. γ∗01 quantifizieren jeweils den separaten (und nicht den partiellen) Zusammenhang
zwischen der Mathematikleistung und dem SES auf Ebene 1 respektive auf Ebene 2. γ∗10
wird auch als within-group regression coefficient und γ∗01 als between-group regression
coefficient bezeichnet (Cronbach, 1976). Ein Kontexteffekt liegt dann vor, wenn sich
beide Koeffizienten statistisch unterscheiden (vgl. z. B. Enders & Tofighi, 2007), d. h.
wenn gilt:
γ∗01 − γ∗10 , 0 . (C.5)
Der Kontexteffekt γ∗context berechnet sich dann aus der Differenz zwischen dem between-
group- und dem within-group- Regressionskoeffizienten:
γ∗context = γ
∗
01 − γ∗10 . (C.6)
Der Parameter γ∗context aus dem CMmit Zentrierung um den Gruppenmittelwert ist äqui-
valent mit dem Parameter γ01 des CM mit Zentrierung um den Gesamtmittelwert (vgl.
Gleichung 4.4 in Kapitel 4), d. h. es gilt γ∗context = γ01.
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D Struktur fehlender Werte
Aus der Annahme vollständig zufällig fehlender Werte (MCAR) folgt, dass es keiner-
lei Unterschiede in der Verteilung einer Variablen zwischen Schülern mit Missings und
Schülern ohne Missings auf allen anderen Variablen gibt. Sobald dies für mindestens
eine der Variablen nicht zutrifft, kann nicht mehr von MCAR für den Datensatz aus-
gegangen werden. Für die Mathematikleistung in Klassenstufe 8 wurde dies bereits
in Kapitel 7 (vgl. Abschnitt 7.1.2) falsifiziert. Zum Zwecke der Vollständigkeit wer-
den nachfolgend die entsprechenden Analysen für die zweite abhängige Variable – die
Deutschleistung in Klassenstufe 8 (DK8) – dargestellt.
In Abbildung D.1 werden parallele Boxplots für die Verteilung der beobachteten
Deutschleistungsscores in Klassenstufe 8 (DK8) jeweils in Abhängigkeit von der
Missing-Struktur auf allen anderen Variablen dargestellt. Auf der linken Seite von Ab-
bildung D.1 ist die Verteilung der Variable DK8 als Boxplot (weiß) abgebildet. Diese
Verteilung wird (rechts daneben) insgesamt elf Mal in jeweils zwei Gruppen betrachtet.
Die Gruppen entsprechen dabei den Fällen mit beobachteten (blau) bzw. mit fehlenden
(rot) Werten auf allen anderen Variablen des Datensatzes (MK8, DK6, MK6, DK3L,
DK3S, MK3, BLSF.M, WDH, SES.M, SES.D und MUSPR). Die Variablen Schulart
(SART.M und SART.D) und Geschlecht (SEX) sind nicht in der Grafik enthalten, da für
diese keine fehlenden Werte vorliegen. Des Weiteren ist die Variable BLSF.D nicht auf-
geführt, da aufgrund einer zu geringen Missing-Anzahl1 kein Boxplot für diese Gruppe
dargestellt werden kann. Der erste blaue Boxplot stellt die Verteilung von DK8 für al-
le Fälle des Datensatzes dar, für die gleichfalls eine Beobachtung auf der Variable der
MK8 vorliegt. Entsprechend zeigt der erste rote Boxplot die Verteilung von DK8 für
die Fälle des Datensatzes, für welche die Werte der Variable MK8 fehlen. Hier wird
ein geringer Unterschied bezüglich des Medians zwischen den beiden Gruppen sicht-
bar. Dieser Unterschied bezüglich des Medians von DK8 ist noch deutlicher zwischen
1Hier ist nicht die Gesamtanzahl fehlender Werte auf dieser Variable entscheidend, sondern die Anzahl
der Missings auf dieser Variable für die Fälle mit vollständigen Werten auf DK8.
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Tabelle D.1: Mittelwerte, t-Test und Effektstärken mit der Deutschleistung in Klassen-
stufe 8 (DK8) als abhängige Variable und den Indikatorvariablen für feh-
lende Werte (Response-Indikatoren) als unabhängige Variablen
Response-Indikatora MDK8 t-Wert (p-Wert) d
für R[.]=1 für R[.]=0
RMK8 42.33 41.08 2.78 (.006) 0.11
RDK6 42.98 39.49 13.06 (.000) 0.31
RMK6 43.02 39.35 13.84 (.000) 0.33
RDK3L 43.29 41.53 8.34 (.000) 0.15
RDK3S 43.23 41.57 7.91 (.000) 0.15
RMK3 43.29 41.53 8.38 (.000) 0.16
RBLSF.M 42.28 36.91 3.39 (.001) 0.47
RWDH 42.28 36.91 3.39 (.001) 0.47
RSES.M 42.27 38.26 2.40 (.021) 0.35
RSES.D 42.26 40.16 1.11 (.276) 0.19
RMUSPR 42.24 44.20 -1.24 (.218) -0.17
Anmerkungen. a Indikatorvariable R[.], die mit dem Wert 1 anzeigt, dass für die ent-
sprechende Variable [.] Beobachtungen vorliegen. Der Wert 0 zeigt an, dass keine Be-
obachtungen (Missings) für diese Variable [.] vorliegen (vgl. Gleichung 6.11).
a Als Effektstärkemaß wird Cohen’s d (Cohen, 1988) verwendet.
den beiden Gruppen, die sich durch das Vorhandensein bzw. das Fehlen der Werte auf
der Variable DK6 auszeichnen. Der Median der Gruppe, in der Beobachtungen für die
Variable DK6 vorliegen, ist dabei größer als der in der Gruppe mit Missings auf dieser
Variable. Dieser Befund zeigt sich gleichfalls für die restlichen Variablen, wobei le-
diglich bezüglich der Variablen Muttersprache (MUSPR) ein geringerer Medianwert in
der Gruppe ohne Missings (im Vergleich zur Gruppe mit Missings) auf der jeweiligen
Variable beobachtet wird.
Wie bereits in Kapitel 7 (vgl. Abschnitt 7.1.2) für die Variable MK8 wird die grafi-
sche Diagnose der Struktur fehlenderWerte auch für die Variable DK8 gemäß den Emp-
fehlungen von Peugh und Endes (2004) ergänzt. Dazu werden wiederum die Response-
Indikatoren für jede der Variablen verwendet, um die Mittelwertsunterschiede zwischen
der Gruppe mit beobachteten und der Gruppe mit fehlenden Werten mittels t-Tests zu
betrachten. Tabelle D.1 enthält Mittelwerte, t-Werte und Effektstärken der Mittelwerts-
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vergleiche bezüglich der Deutschleistung in Klassenstufe 8 (DK8). Hierbei wurden die
Response-Indikatoren der elf Variablen betrachtet, die auch der grafischen Diagnose
zugrunde lagen (vgl. Abbildung D.1). Neun der elf Mittelwertsunterschiede werden auf
einem Signifikanzniveau von .05 signifikant. So ist bspw. der Mittelwert von DK8 der
Schüler, die einen beobachteten Wert auf DK6 haben, signifikant höher als der durch-
schnittliche DK8-Score aller Schüler, die auf DK6 einen fehlenden Wert aufweisen
(t = 13.06, p = .000). Die Effektstärke liegt bei d = 0.31. Dies widerspricht der Annah-
me, dass die Wahrscheinlichkeit fehlender Werte einer Variablen unabhängig ist von an-
deren Variablen im Datensatz. Die Beträge der Effektstärken für sämtliche der elf Ver-
gleiche reichen von 0.11 bis 0.47. Die durchschnittliche Effektstärke beträgt d = 0.26.
Diese Befunde entsprechen den Ergebnissen der grafischen Diagnose. Zudem ergän-
zen diese Ergebnisse die Befunde aus der Missinganalyse bezüglich der Mathematik-
leistung MK8 (vgl. Kapitel 7). Die Wahrscheinlichkeit fehlender Werte einer Variablen
ist nicht unabhängig anderen Variablen im Datensatz. Die Annahme, dass die fehlenden
Werte MCAR (d. h. vollständig zufällig) sind, wird somit verworfen.
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Effektschätzungen
In Kapitel 6 wurde dargestellt, dass die Berechnung des adjustierten klassenspezifi-
schen Effekts E(δadj | X=x) schrittweise erfolgt. Daher wurden auch die zugehörigen
Standardfehler in einem iterativen Verfahren ermittelt. Dies wird im nachfolgenden Ab-
schnitt gezeigt.
Vorgehen bei der Datenanalyse im Projekt Kompetenztest.de. Die Analyse-
schritte zur Berechnung des adjustierten klassenspezifischen Effekts E(δadj | X=x) bzw.
seines Schätzers δ¯adj;x umfassen (1) die Berechnung des Klassenmittelwertes der Test-
werte, (2) die Berechnung des adjustierten Referenzwertes einer Klasse und schließ-
lich (3) die Berechnung des adjustierten klassenspezifischen Effektmaßes. Zum Zwecke
der Verständlichkeit seien hier zunächst diese drei Analyseschritte zusammenfassend in
Form mathematischer Gleichungen dargestellt (vgl. Kapitel 6; Abschnitt 6.3.1):
(1) Klassenmittelwert der Testwerte:
Y¯x = Ê(Y | X=x) (E.1)
(2) Adjustierter Referenzwert einer Klasse:
Y¯adj;x = Ê[ Ê(Y | Z) | X=x ] (E.2)
= N−1x ·
Nx∑
i=1
Ê(Y | Z=zi)
= N−1x ·
Nx∑
i=1
θˆzi ,
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wobei Ê(Y | Z=zi) = θˆzi die adjustierten individuellen (d. h. schülerspezifischen)
Testwerte sind.
(3) Adjustierter klassenspezifischer Effekt:
δ¯adj;x = Ê(Y | X=x) − Ê
[
Ê(Y | Z) | X=x ] (E.3)
= Y¯x − Y¯adj;x
= Ê(δadj | X=x)
Standardfehler der adjustierten klassenspezifischen Effekte. Der Standard-
fehler des klassenspezifischen Effektschätzers SE(δ¯adj;x) ist dann:
SE(δ¯adj;x) =
√
Var(Y¯x − Y¯adj;x) (E.4)
=
√
Var(Y¯x) + Var(Y¯adj;x) − 2 · Cov (Y¯x, Y¯adj;x)
=
√
Var(Y¯x) + Var(Y¯adj;x) [Cov (Y¯x, Y¯adj;x) = 0]
=
√
SE(Y¯x)2 + SE(Y¯adj;x)2
Der Standardfehler des Effektschätzers SE(δ¯adj;x) ist somit die Wurzel aus der Summe
der quadrierten Standardfehler des Klassenmittelwertes und des adjustierten Klassen-
mittelwertes. Hier wird die Annahme gemacht, dass die Schätzer Y¯x und Y¯adj;x korrelativ
unabhängig sind1, d. h., dass gilt: Cov (Y¯x, Y¯adj;x) = 0 (vgl. dritte Zeile von Gleichung
E.4). Da die Schätzung sowohl von Y¯x als auch von Y¯adj;x separat erfolgt, werden die
Summanden der vierten Zeile in Gleichung E.4 separat geschätzt.
In einem ersten Schritt wird der Standardfehler der Klassenmittelwerte SE(Y¯x) wie
folgt berechnet:
SE(Y¯x) =
√
Var(Y¯x) (E.5)
=
√
N−1x · SD(Y | X=x)
1Die Plausibilität der Annahme korrelativer Unabhängigkeit der Schätzer Y¯x und Y¯adj;x im vorliegenden
Anwendungskontext ist fraglich. Inhaltlich plausibel ist auch eine positive Korrelation, was zu ei-
ner Überschätzung der Standardfehler in Gleichung E.4 führen würde. Aus pragmatischen Gründen
(sowie aus Mangel an Alternativen) wähle ich jedoch dennoch dieses Vorgehen zur Berechnung der
Standardfehler.
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In einem zweiten Schritt erfolgt die Berechnung des Standardfehlers der adjustierten
Referenzwerte SE(Y¯adj;x):
SE(Y¯adj;x) =
√
Var(Y¯adj;x) (E.6)
=
√
Var(N−1x ·
Nx∑
i=1
θˆzi)
=
√
N−2x ·
Nx∑
i=1
Var(θˆzi) [Cov (θˆzi , θˆz j) = 0, i , j]
= N−1x ·
√
Nx∑
i=1
Var(θˆzi)
= N−1x ·
√
Nx∑
i=1
SE(θˆzi)
2 ,
wobei
SE(θˆzi) =
√
zTi VCOV(β)zi . (E.7)
Die in Gleichung E.5 und Gleichung E.6 berechneten Maße werden schließlich gemäß
Gleichung E.4 zum Standardfehler des adjustierten klassenspezifischen Effektschätzers
SE(δ¯adj;x) kombiniert. In konkreten empirischen Anwendungen erhält man nicht den
(theoretischen) Standardfehler des Effektschätzers SE(δ¯adj;x), sondern wiederum eine
Schätzung dieses Parameters, da auch die in Gleichung E.4 bis E.6 angegebenen Vari-
anzen der Parameterschätzer geschätzt werden müssen. In einer konkreten empirischen
Anwendung erhält man daher den geschätzten Standardfehler ŜE(δ¯adj;x).
Kombination der Standardfehler über die Imputationen. Auf die soeben dar-
gestellte Weise wurden die Standardfehler für jeden der m=5 imputierten Datensätze
berechnet und anschließend nach dem von Rubin (1987) beschriebenen Verfahren zu
einer Gesamtschätzung kombiniert (vgl. Peugh & Enders, 2004; Rubin, 1987). Bei der
Berechnung eines kombinierten Standardfehlers SE pooled – dem sog. pooled standard
error – müssen zwei Variationsquellen der Schätzung berücksichtigt werden: (a) die je-
weilige Varianz innerhalb eines imputierten Datensatzes (within-imputation variance)
und (b) die Varianz der Parameterschätzungen zwischen den m=5 imputierten Daten-
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sätzen (between-imputation variance). Dementsprechend erfolgt auch die Kombination
der Standardfehler über die imputierten Datensätze hinweg in mehreren Analyseschrit-
ten, die nachfolgend dargestellt werden (Peugh & Enders, 2004).
(1) Berechnung der within-imputation variance U¯:
Die within-imputation variance ist das arithmetische Mittel der quadrierten Stan-
dardfehlerschätzungen der m=5 Analysen, die für jeden der imputierten Daten-
satz durchgeführt wurden:
U¯ =
1
m
m∑
k=1
Uˆk . (E.8)
Im vorliegenden Anwendungsfall gilt: Uˆk = ŜE(δ¯adj;x)2k , d. h. Uˆk ist das Quadrat
des geschätzten Standardfehlers aus dem k−ten imputierten Datensatz.
(2) Berechnung der between-imputation variance B:
Die between-imputation variance quantifiziert die Variabilität der m Parameter-
schätzungen:
B =
1
m
m∑
k=1
(Qˆk − Q¯)2 , (E.9)
wobei
Q¯ =
1
m
m∑
k=1
Qˆk . (E.10)
Hier ist Qˆk die Schätzung des klassenspezifischen Effekts des k−ten imputierten
Datensatzes.
(3) Berechnung des kombinierten Standardfehlers SE pooled:
Die kombinierte bzw. gepoolte Varianz lässt sich schließlich aus beiden Varian-
zen U¯ und B berechnen:
T = U¯ + (1 +
1
m
) · B . (E.11)
Die positive Quadratwurzel aus T ist schließlich der über die m Imputationen
kombinierte Standardfehler, d. h.
√
T = SE pooled.
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F Sensitivität der adjustierten
Effektschätzungen: Supplement
Um die Sensitivität der adjustierten klassenspezifischen Effektschätzungen gegenüber
der Kovariaten- und Modellselektion, wurden in Kapitel 7 u. a. die Veränderungen des
Quintil-Rankings der klassenspezifischen Effektschätzungen infolge des Wechsels von
einem zu einem anderen Modell betrachtet. Dafür wurden Transitionsmatrizen verwen-
det. Aus Gründen der Übersichtlichkeit wurden in Kapitel 7 nur die zur Beurteilung der
Plausibilität der postulierten Hypothesen notwendigen Transitionsmatrizen dargestellt.
Nachfolgend sollen zum Zwecke der Vollständigkeit auch die weiteren Transitionsma-
trizen abgebildet werden – zunächst für den Fachbereich Mathematik und anschließend
für Deutsch. Die Ergebnisse sind konkordant zu dem in Kapitel 7 berichteten Ergebnis-
muster.
Das im Rahmen dieser Arbeit verwendete Design des Modellvergleichs erlaubt – bei
jeweils konstanter Parametrisierung der Modelle – insgesamt jeweils drei Vergleiche
beim Wechsel vom CAM zum VAM. Diese sind in Tabelle F.1 für Mathematik und
in Tabelle F.4 für Deutsch dargestellt. Dies trifft gleichermaßen für den Modellwechsel
vom VAM zum CVA zu. Die entsprechenden Transitionsmatrizen finden sich in Tabelle
F.2 (Mathematik) und Tabelle F.5 (Deutsch). In allen vier Tabellen sind auf der jeweils
linken Seite die Transitionsmatrizen von Modellen mit bedingt linearer Parametrisie-
rung (inkl. Interaktionen) und auf der jeweils rechten Seite von Modellen mit linearer
Parametrisierung dargestellt. Schließlich zeigen die Tabellen F.3 und F.6 die Transiti-
onsmatrizen infolge des Wechsels der Parametrisierung – jeweils links für die VAM
bzw. rechts für die CVA.
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Tabelle F.1: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen im Fach Mathematik (MK8) infolge der
zusätzlichen Berücksichtigung des fachspezifischen Vorwissens: CAM versus VAM
Bedingt lineare Parametrisierung Lineare Parametrisierung
Modell 2 Modell 9
Quintil 1 2 3 4 5 Quintil 1 2 3 4 5
Modell 1 1 86.90 13.10 0 0 0 Modell 8 1 86.21 13.79 0 0 0
2 11.72 66.90 20.69 0.69 0 2 13.79 66.90 19.31 0 0
3 1.39 19.44 61.11 18.06 0 3 0 19.44 60.42 19.44 0.69
4 0 0.69 17.24 68.97 13.10 4 0 0 20.00 66.90 13.10
5 0 0 0.69 12.41 86.90 5 0 0 0 13.79 86.21
Modell 3 Modell 10
Modell 1 1 75.17 22.07 1.38 1.38 0 Modell 8 1 73.79 24.14 2.07 0 0
2 19.31 42.76 32.41 4.83 0.69 2 24.14 43.45 23.45 7.59 1.38
3 4.17 26.39 36.81 27.08 5.56 3 1.39 25.69 42.36 27.08 3.47
4 1.38 8.28 24.83 44.83 20.69 4 0.69 5.52 25.52 44.14 24.14
5 0 0.69 4.14 22.07 73.10 5 0 1.38 6.21 21.38 71.03
Modell 4 Modell 11
Modell 1 1 73.10 22.07 4.14 0.69 0 Modell 8 1 71.72 25.52 2.76 0 0
2 21.38 39.31 31.03 7.59 0.69 2 25.52 40.69 23.45 8.28 2.07
3 4.17 27.78 33.33 29.86 4.86 3 2.08 25.69 40.28 26.39 5.56
4 1.38 10.34 26.90 40.69 20.69 4 0.69 6.90 25.52 44.14 22.76
5 0 0.69 4.14 21.38 73.79 5 0 1.38 7.59 21.38 69.66
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile, deren Effektschätzung im entsprechenden
Quintilsabschnitt liegt. Die zeilenweise Summe beträgt somit jeweils 100%. Anzahl der Klassen: N = 724. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 145, n2 = 145, n3 = 144, n4 = 145, n5 = 145.
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Tabelle F.2: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen im Fach Mathematik (MK8) infolge der
zusätzlichen Berücksichtigung der leistungsmäßigen Klassenkomposition: VAM versus CVA
Bedingt lineare Parametrisierung Lineare Parametrisierung
Modell 5 Modell 12
Quintil 1 2 3 4 5 Quintil 1 2 3 4 5
Modell 2 1 84.14 12.41 3.45 0 0 Modell 9 1 85.52 14.48 0 0 0
2 15.86 62.76 20.00 1.38 0 2 14.48 63.45 22.07 0 0
3 0 22.22 60.42 17.36 0 3 0 22.22 54.86 22.22 0.69
4 0 2.76 13.79 70.34 13.10 4 0 0 22.07 64.83 13.10
5 0 0 2.07 11.03 86.90 5 0 0 0.69 13.10 86.21
Modell 6 Modell 13
Modell 3 1 79.31 15.86 4.83 0 0 Modell 10 1 82.07 17.24 0.69 0 0
2 20.00 57.93 19.31 2.76 0 2 15.86 53.79 28.28 2.07 0
3 0.69 22.22 51.39 25.00 0.69 3 2.08 27.78 47.92 21.53 0.69
4 0 2.76 21.38 59.31 16.55 4 0 1.38 21.38 55.86 21.38
5 0 1.38 2.76 13.10 82.76 5 0 0 1.38 20.69 77.93
Modell 7 Modell 14
Modell 4 1 75.86 19.31 4.14 0.69 0 Modell 11 1 82.76 16.55 0.69 0 0
2 22.07 56.55 17.93 3.45 0 2 16.55 54.48 24.83 4.14 0
3 2.08 21.53 55.56 20.14 0.69 3 0.69 27.78 54.17 16.67 0.69
4 0 2.07 19.31 63.45 15.17 4 0 1.38 20.00 62.07 16.55
5 0 0.69 2.76 12.41 84.14 5 0 0 0 17.24 82.76
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile, deren Effektschätzung im entsprechenden
Quintilsabschnitt liegt. Die zeilenweise Summe beträgt somit jeweils 100%. Anzahl der Klassen: N = 724. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 145, n2 = 145, n3 = 144, n4 = 145, n5 = 145.
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Tabelle F.3: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen im Fach Mathematik (MK8): Bedingt
lineare versus lineare Parametrisierung
Value-Added Model (VAM) Contextual Value-Added Model (CVA)
Modell 9 Modell 12
Quintil 1 2 3 4 5 Quintil 1 2 3 4 5
Modell 2 1 77.93 20.00 1.38 0.69 0 Modell 5 1 74.48 22.76 2.76 0 0
2 19.31 48.97 24.14 5.52 2.07 2 20.00 48.28 24.83 6.21 0.69
3 2.78 24.31 43.75 26.39 2.78 3 4.86 27.08 38.19 21.53 8.33
4 0 6.90 26.90 44.14 22.07 4 0.69 1.38 30.34 48.28 19.31
5 0 0 3.45 23.45 73.10 5 0 0.69 3.45 24.14 71.72
Modell 10 Modell 13
Modell 3 1 80.00 17.24 2.76 0 0 Modell 6 1 79.31 16.55 4.14 0 0
2 17.93 55.17 20.00 6.90 0 2 17.93 53.79 23.45 4.83 0
3 2.08 22.22 47.92 24.31 3.47 3 2.78 25.00 40.28 25.69 6.25
4 0 5.52 28.28 43.45 22.76 4 0 4.83 30.34 44.14 20.69
5 0 0 0.69 25.52 73.79 5 0 0 1.38 25.52 73.10
Modell 11 Modell 14
Modell 4 1 78.62 17.24 4.14 0 0 Modell 7 1 77.24 19.31 3.45 0 0
2 17.93 51.03 26.21 4.14 0.69 2 20.69 48.97 24.83 5.52 0
3 3.47 26.39 44.44 22.92 2.78 3 2.08 23.61 41.67 24.31 8.33
4 0 5.52 24.83 47.59 22.07 4 0 8.28 28.28 44.83 18.62
5 0 0 0 25.52 74.48 5 0 0 1.38 25.52 73.10
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile, deren Effektschätzung im entsprechenden
Quintilsabschnitt liegt. Die zeilenweise Summe beträgt somit jeweils 100%. Anzahl der Klassen: N = 724. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 145, n2 = 145, n3 = 144, n4 = 145, n5 = 145.
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Tabelle F.4: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen im Fach Deutsch (DK8) infolge der zu-
sätzlichen Berücksichtigung des fachspezifischen Vorwissens: CAM versus VAM
Bedingt lineare Parametrisierung Lineare Parametrisierung
Modell 2 Modell 9
Quintil 1 2 3 4 5 Quintil 1 2 3 4 5
Modell 1 1 83.69 14.18 2.13 0 0 Modell 8 1 81.56 17.73 0.71 0 0
2 16.43 58.57 22.14 2.86 0 2 16.43 58.57 21.43 3.57 0
3 0 25.00 53.57 17.86 3.57 3 2.14 22.14 51.43 22.86 1.43
4 0 2.14 21.43 64.29 12.14 4 0 1.43 25.71 60.00 12.86
5 0 0 0.71 14.89 84.40 5 0 0 0.71 13.48 85.82
Modell 3 Modell 10
Modell 1 1 78.72 13.48 4.26 1.42 2.13 Modell 8 1 75.18 16.31 4.96 1.42 2.13
2 17.86 50.00 22.14 6.43 3.57 2 22.86 47.14 22.86 5.71 1.43
3 2.86 30.00 41.43 22.14 3.57 3 1.43 30.00 40.71 20.00 7.86
4 0.71 6.43 28.57 45.71 18.57 4 0.71 6.43 27.14 53.57 12.14
5 0 0 3.55 24.11 72.34 5 0 0 4.26 19.15 76.60
Modell 4 Modell 11
Modell 1 1 77.30 12.77 6.38 2.13 1.42 Modell 8 1 71.63 18.44 6.38 2.84 0.71
2 18.57 48.57 21.43 6.43 5.00 2 22.14 45.71 20.71 9.29 2.14
3 3.57 27.14 40.71 22.14 6.43 3 5.71 27.86 35.71 23.57 7.14
4 0.71 10.71 26.43 45.71 16.43 4 0.71 7.86 32.14 44.29 15.00
5 0 0.71 4.96 23.40 70.92 5 0 0 4.96 19.86 75.18
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile, deren Effektschätzung im entsprechenden
Quintilsabschnitt liegt. Die zeilenweise Summe beträgt somit jeweils 100%. Anzahl der Klassen: N = 702. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 141, n2 = 140, n3 = 140, n4 = 140, n5 = 141.
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Tabelle F.5: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen im Fach Deutsch (DK8) infolge der zu-
sätzlichen Berücksichtigung der leistungsmäßigen Klassenkomposition: VAM versus CVA
Bedingt lineare Parametrisierung Lineare Parametrisierung
Modell 5 Modell 12
Quintil 1 2 3 4 5 Quintil 1 2 3 4 5
Modell 2 1 85.82 11.35 2.84 0 0 Modell 9 1 89.36 10.64 0 0 0
2 13.57 66.43 15.71 4.29 0 2 10.71 77.14 12.14 0 0
3 0.71 21.43 58.57 17.86 1.43 3 0 12.14 66.43 20.71 0.71
4 0 0.71 19.29 67.14 12.86 4 0 0 21.43 66.43 12.14
5 0 0 3.55 10.64 85.82 5 0 0 0 12.77 87.23
Modell 6 Modell 13
Modell 3 1 78.72 18.44 2.84 0 0 Modell 10 1 97.16 2.84 0 0 0
2 17.86 57.14 20.71 4.29 0 2 2.86 92.86 4.29 0 0
3 2.14 19.29 60.00 18.57 0 3 0 4.29 88.57 7.14 0
4 0.71 2.86 12.86 62.86 20.71 4 0 0 7.14 87.86 5.00
5 0.71 2.13 3.55 14.18 79.43 5 0 0 0 4.96 95.04
Modell 7 Modell 14
Modell 4 1 81.56 14.18 3.55 0.71 0 Modell 11 1 90.07 9.93 0 0 0
2 16.43 61.43 20.71 1.43 0 2 10.00 81.43 8.57 0 0
3 2.14 20.71 53.57 22.86 0.71 3 0 8.57 80.00 11.43 0
4 0 2.14 16.43 60.71 20.71 4 0 0 11.43 80.00 8.57
5 0 1.42 5.67 14.18 78.72 5 0 0 0 8.51 91.49
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile, deren Effektschätzung im entsprechenden
Quintilsabschnitt liegt. Die zeilenweise Summe beträgt somit jeweils 100%. Anzahl der Klassen: N = 702. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 141, n2 = 140, n3 = 140, n4 = 140, n5 = 141.
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Tabelle F.6: Veränderungen des Quintil-Rankings der adjustierten Effektschätzungen im Fach Deutsch (DK8): Bedingt lineare
versus lineare Parametrisierung
Value-Added Model (VAM) Contextual Value-Added Model (CVA)
Modell 9 Modell 12
Quintil 1 2 3 4 5 Quintil 1 2 3 4 5
Modell 2 1 73.05 24.82 1.42 0.71 0 Modell 5 1 78.01 20.57 0.71 0.71 0
2 25.00 49.29 18.57 5.00 2.14 2 17.14 52.86 25.00 2.86 2.14
3 2.14 23.57 53.57 17.14 3.57 3 4.29 21.43 50.00 14.29 10.00
4 0 2.14 23.57 59.29 15.00 4 0.71 2.86 21.43 60.71 14.29
5 0 0 2.84 17.73 79.43 5 0 2.13 2.84 21.28 73.76
Modell 10 Modell 13
Modell 3 1 77.30 18.44 4.26 0 0 Modell 6 1 75.89 19.15 3.55 0 1.42
2 20.71 54.29 20.71 4.29 0 2 20.00 49.29 25.71 5.00 0
3 2.14 23.57 50.71 22.14 1.43 3 3.57 25.00 42.14 21.43 7.86
4 0 3.57 23.57 55.71 17.14 4 0.71 6.43 25.00 47.86 20.00
5 0 0 0.71 17.73 81.56 5 0 0 3.55 25.53 70.92
Modell 11 Modell 14
Modell 4 1 78.01 20.57 1.42 0 0 Modell 7 1 73.05 24.82 0.71 1.42 0
2 20.00 57.14 20.71 1.43 0.71 2 18.57 51.43 25.00 2.86 2.14
3 2.14 20.71 51.43 23.57 2.14 3 7.86 20.71 42.14 16.43 12.86
4 0 1.43 25.71 57.86 15.00 4 0.71 2.86 29.29 50.71 16.43
5 0 0 0.71 17.02 82.27 5 0 0 2.84 28.37 68.79
Anmerkungen. Die Werte in den Zellen der Tabelle sind Prozent der Klassen pro Zeile, deren Effektschätzung im entsprechenden
Quintilsabschnitt liegt. Die zeilenweise Summe beträgt somit jeweils 100%. Anzahl der Klassen: N = 702. Anzahl der Klassen pro
Zeile bzw. pro Spalte: n1 = 141, n2 = 140, n3 = 140, n4 = 140, n5 = 141.
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