We prove an analogue of the classical ballot theorem that holds for any random walk in the range of attraction of the normal distribution. Our result is best possible: we exhibit examples demonstrating that if any of our hypotheses are removed, our conclusions may no longer hold.
Introduction
The classical ballot theorem, proved by Bertrand (1887) , states that in an election where one candidate receives p votes and the other receives q < p votes, the probability that the winning candidate is in the lead throughout the counting of the ballots is precisely p − q p + q , assuming no one order for counting the ballots is more likely than another. Viewed as a statement about random walks, Bertrand's ballot theorem states that given a symmetric simple random walk S and integers n, k with 0 < k ≤ n and with n and k of the same parity,
The standard approach to extending Bertrand's ballot theorem is most easily explained by first transforming the statement, letting S ′ i = i − S i for i = 1, 2, . . . , n. S ′ is an increasing random walk, and the classical ballot theorem states that
One may then ask: for what other increasing stochastic processes does the same result hold? This question has been well-studied; much of the seminal work on the subject was done by Takács (1962a Takács ( ,b,c, 1963 Takács ( , 1964a Takács ( ,b, 1967 . The most general result to date is due to Kallenberg (1999) (see also (Kallenberg, 2003, Chapter 11) ).
If, rather than transforming S into an increasing stochastic process, on takes the fact that S n / √ n converges in distribution to a normal random variable as a starting point, a different generalization of Bertrand's ballot theorem emerges. In this paper, we prove a ballot-style theorem that applies to any random walk whose step size has mean zero and positive but finite variance (in fact, our most general theorem has slightly weaker conditions than this).
Some boundedness condition is necessary for a statement as precise as that in the classical ballot theorem to hold. Given a random walk S with step size X, if X takes every value in N with positive probability, then P {S i > 0 ∀ 1 ≤ i ≤ n|S n = n} < 1, not 1 as the ballot theorem would suggest. For a more explicit example, let X be any random variable taking values ±1, ±4 and define the corresponding random walk S. For S 3 = 2 to occur, we must have {X 1 , X 2 , X 3 } = {4, −1, −1}. In this case, for S i > 0, i = 1, 2, 3 to occur, X 1 must equal 4; this occurs with probability 1/3 (as X 1 must equal 4), and not 2/3 as the ballot theorem would suggest.
However, it turns out that as long as there is a sequence {a n } n>0 for which S n /a n converges in probability to a non-degenerate normal random variable -in this case, we say the meanzero step size X is in the domain of attraction of the normal distribution, and write X ∈ D for short -then it turns out that
and if there exists ǫ > 0 such that E {|X| 2+ǫ } < ∞, it is possible to show that
(This is a slight misrepresentation; when we consider random variables that are not necessarily integer-valued, the right conditioning will in fact be on an event such as {k ≤ S n < k + 1} or something similar. For the moment, we ignore this technicality, presuming for the remainder of the introduction that X is integer-valued and P {X = 1} > 0, say.) Furthermore, these results are essentially best possible; we provide examples which demonstrate that if either X / ∈ D or k = O( √ n), no such equation can be expected to hold.
Even more generally, one may ask: what are sufficient conditions on the structure of a multiset S of n numbers summing to some value k to ensure that, in a uniformly random permutation of the set, all partial sums are positive with probability of order k/n? This latter perspective is philosophically closely tied to work of Andersen (1953 Andersen ( , 1954 , Spitzer (1956) and others on the amount of time spent above zero by a conditioned random walk and on related questions. We focus our attention on sets whose elements are sampled independently from a mean-zero probability distribution, i.e., they are the steps of a mean-zero random walk. We believe that that it is possible to apply parts of our analysis to sets that do not obey this restriction, but we will not pursue such an investigation here.
It is an easy consequence of the local central limit theorem that for k = O( √ n), P {S n = k} = Θ(1/ √ n); our work is in showing that P {S n = k, S i > 0 ∀ 0 < i < n} = Θ(k/n 3/2 ). To begin providing an intuition of our approach, we first consider a random walk S with step size X ∈ D, EX = 0, fix some r > 0 and let T be the first time t ≥ 1 that S t > r or S t < 0. If S i > 0 ∀ 0 < i < n is to occur then we must have either S T > 0 or T > n -i.e. S must exit the interval [0, r] in the positive direction. Of course, if S is a symmetric simple random walk, then by Wald's Identity, 0 = ES T = E {S T | S T > 0} P {S T > 0} + E {S T | S T ≤ 0} P {S T ≤ 0} = r · P {S T > 0} − 1 · P {S T ≤ 0} = (r + 1)P {S T > 0} − 1, so P {S T > 0} = 1/(r + 1). We will use Wald's identity in much this fashion, together with results of Griffin and McConnell (1992) on the "overshoot" of random walks and a "doubling argument" we will outline shortly, to show that P {S T > 0} = 1/r 1−o(1) . In proving our general ballot theorems, we will apply such a bound with r = O( √ n).
We may impose a similar constraint on the "other end" of the random walk S, by letting S r be the negative reversed random walk given by S r 0 = 0, and for i > 0, S r i+1 = S r i − X n−i (it will be useful to think of S r i as being defined even for i > n, which we may do by letting X 0 , X −1 , . . . be independent copies of X). If S i > 0 ∀0 < i < n and S n = k are to occur, then letting T ′ be the first time t that S r t ≤ −k or S r t > r − k, it must be the case that either S r T ′ > 0 or T ′ > n. Using the same approach outlined above, we will see that for "suitable" k, P {S r T ′ > 0} = k/r 1−o(1) , and apply such a bound with r = O( √ n).
Finally, in order for S n = k to occur, the two ends of the random walk must "match up". We may make this mathematically precise by noting that as long as T < n − T ′ , we may write S n as S T + (S n−T ′ − S T ) − S ′ T ′ , and may thus write the condition S n = k as (S n−T ′ − S T ) = k + S ′ T ′ − S T .
If T + T
′ is at most n/2, say, then S n−T ′ − S T is the sum of at least n/2 random variables. In this case, the classical central limit theorem suggests that S n−T ′ − S T should "spread itself out" over a range of order √ n, and essentially this fact will allow us to show that the two ends "meet up" with probability O(1/ √ n). We will prove our general ballot theorems by controlling the "ends" and the "middle" of the random walk along the lines we have just sketched.
A key ingredient in establishing control over the behavior of the two ends of the random walk is captured by the following method of bounding the first exit time of a symmetric simple random walk S from a strip of width n. Let T i be the first time that |S T i | = 2
i . In particular, we have T 0 = ET 0 = 1 = (2 0 ) 2 . For i > 0, we have the simple recurrence
given by considering whether the walk returns to 0 after the first time it reaches absolute value 2 i−1 and before it reaches absolute value 2 i . Solving the recurrence yields ET i = 4ET i−1 , so by induction ET i = (2 i ) 2 . For general n, if U n is the first time that |S Un | = n then letting i be the smallest integer for which 2 i > n, we have
The important idea is that of considering whether the random walk first doubles in value or returns to zero; we hereafter refer to this as a doubling argument. It turns out that a doubling argument can be used not only to bound exit times, but as a bootstrapping technique when proving bounds on exit probabilities.
In Section 2 we extend (2), providing bounds on the time taken by a random walk to exit an interval. We do not claim such bounds are new; it is simply useful for us to spend a moment formulating them in the language of this paper. In Section 3 we prove lower and upper bounds on the probability that a random walk exits a strip in the positive direction, and in Section 4 we state and prove our general ballot theorems. In Section 5 we provide examples which show that (1) may fail to hold if either X is not in the domain of attraction of the normal distribution or if k = O( √ n). Finally, in Section 6 we briefly discuss directions in which the current work might be extended and related avenues of research.
2 The time to exit an interval.
From this point on, unless otherwise stated, we preseme that S is a mean zero random walk with step size X ∈ D (X is no longer necessarily integer-valued) and for which EX 2 > 0 (i.e., X is not constant); X 1 , X 2 , . . . are independent copies of X, and S i = i j=1 X j , for i = 1, 2, . . .. For r > 0, we consider the first time t for which |S t | ≥ r, denoting this time T r . We prove Lemma 1. There is A such that for all r ≥ 1, ET r ≤ Ar 2 and for all integers k ≥ 1,
This is an easy consequence of a classical result on how "spread out" sums of independent identically distributed random variables become. The version we present is a simplification of Theorem 1 in Kesten (1972) :
Theorem 2. For any family of independent identically distributed real random variables X 1 , X 2 , . . . with positive, possibly infinite variance and associated partial sums S 1 , S 2 , . . . , there is c > 0 depending only on the distribution of X 1 such that for all n,
Proof of Lemma 1. Observe that the expectation bound follows directly from the probability bound, since if the probability bound holds then we have
which establishes the expectation bound with a slightly changed value of A. It thus remains to prove the probability bound. By Theorem 2, there is c > 0 (and we can and will assume c > 1) such that
the last inequality holding as c > 1 and r > 1. Let t * = ⌈128c 2 r 2 ⌉ -then P {T r > t * } ≤ 1/2. We use this fact to show that for any positive integer k, P {T r > kt * } ≤ 1/2 k , which will establish the claim with A = 128c 2 + 1, for example. We proceed by induction on k, having just proved the claim for k = 1. We have
by induction. It remains to show that P {T r > (k + 1)t * |T r > kt * } ≤ 1/2. If T r > kt * then by the strong Markov property we may think of restarting the random walk at time kt * . Whatever the value of S kt * , if the restarted random walk exits [−2r, 2r] then the original random walk exits [−r, r] , so this inequality holds by (3), proving the lemma.
Bounding the exit probabilities
The doubling argument discussed in Section 1 will be key in our proof of the more general ballot theorem, For a general sequence of random variables X 1 , X 2 , . . . and associated random walk S, we could still define the times T 1 , T 2 , . . . much as above, letting T i be the first time t > 0 that S t > 2 i r or S t ≤ 0. Before, however, we were able to exploit the symmetry of the SSRW so that at each step, the probability the random walk returned to zero before doubling in value was exactly 1/2. For the general random variables we are considering, this is not necessarily true. However, it does still hold by Wald's identity that ES T 1 = 0, so
If we know that E {S T 1 |S T 1 ≥ r} and −E {S T 1 |S T 1 ≤ −r} are close to r, then it follows that |P {S T 1 ≥ r} − P {S T 1 ≤ −r} | is small, so both are close to 1/2.
The quantity E {|S T 1 | − r} is called the overshoot at r. Griffin and McConnell (1992) have considered the size of the overshoot in a very general setting; we proceed to explain those of their results which concern us. We say X is a weak L p random variable (X ∈ WL p for short)
Theorem 3 (Griffin and McConnell (1992) ). If X ∈ D and
Griffin and McConnell also show that all the hypotheses above are necessary for the respective conclusions to hold. This paper also contains a proof of the fact that if X / ∈ D then E {|S Tr | − r} = O(r), so, surprisingly, no matter what the distribution of X, either
For 0 ≤ |s| < r let T r,s be the first time that |S t + s| > r; T r,s is the first time the random walk S, "started from height s", exits [−r, r] . The proofs from Griffin and McConnell (1992) yield without modification the conclusions of Theorem 3 with E |S Tr,s + s| − r in place of E {|S Tr | − r}, and uniformly in s, a fact which will be very useful to us in what follows.
To avoid reference to the three separate conditions appearing in Theorem 3 in what follows, we introduce the following notation O X (r):
and EX = 0, and
Combining Theorem 3 with (4), we can now easily prove bounds on the probability that S + s exits [−r, r] in the negative direction.
Theorem 4. For 0 ≤ |s| < r,
Proof. We have
by Theorem 3. Similarly, 
The claim follows.
When r − |s| is much larger than O X (r), the value (r − s + O X (r))/2r of Theorem 4 is Θ((r − s)/2r), which agrees with the intuition given by the symmetric simple random walk.
The doubling argument will allow us to strengthen Theorem 4 when |s| is closer to r -if EX = 0 and X ∈ WL 2+α for some α > 0, we can prove bounds of order (r − s)/2r as long as r − |s| = Ω(1). When EX = 0 and X ∈ D, we will achieve such bounds as long as s/r = o(1).
Lemma 5. Suppose X ∈ WL 2+α for some 0 < α ≤ 1. Then there are c > 1, r 0 > 0 such that for all r ≥ r 0 , for all 0 ≤ s ≤ r − r 0 ,
and for all r − r 0 < s < r P S Tr,s < 0 ≥ 1 cr .
We prove this lemma via a straightforward application of the doubling argument, using Theorem 4 to bound the probability we go positive at each step. We will eventually show that upper bounds of the same order hold; the upper bounds also follow from a doubling argument, but are a little more work to prove.
Proof of Lemma 5. We first consider the case that 0 ≤ s ≤ r − r 0 (we will choose the value r 0 in the course of the proof). We recall that T r,s is the first time t that |S t + s| ≥ r, i.e. it is the first time that either S t ≥ r − s or that S t ≤ −(r + s). We let u = r − s and d = r + s; note that u ≥ r 0 by assumption and d ≥ u since s ≥ 0.
P {E i }, the latter equality holding by the strong Markov property. For a given i ≥ 1, E i is the event that the walk S restarted at time T i−1 dips below −2 i−1 u before exceeding 2 i−1 u. By Theorem 4, it follows that
for some constant c 1 > 0. We thus have
(7) following from (6) as long as we choose r 0 large enough. This proves the first claim of the theorem. Observe that in particular, this implies that for all s with −r < s ≤ r − r 0 ,
If r − r 0 < s < r, let T be the first time t that S t + s ≥ r or S t + s ≤ r − r 0 . By restarting the random walk at time T and applying (8), we have
Finally, since EX = 0 and Var {X} > 0, there are v > 0, ǫ > 0 such that
The second claim of the theorem follows from (9) and (10) by taking c = r 0 ǫ ⌈r 0 /v⌉ /16.
In the above proof, the only place where we use the fact that X ∈ WL 2+α is in our bound for P {E i }. If we replace the assumption that X ∈ WL 2+α by the assumption that X ∈ D, then O X (r) = o(r), so in (5) we can only conclude that P {E i } ≥ 1/2 − ǫ, where we can make ǫ arbitrarily small by choosing r 0 large. Following this chain of reasoning we can prove the following lemma for the case X ∈ D; the details are omitted.
Lemma 6. Suppose X ∈ D for some 0 < α ≤ 1. Then for all ǫ > 0 there is r 0 > 0 such that for all r ≥ r 0 , for all 0 ≤ s ≤ r − r 0 ,
and for all r − r 0 ≤ s < r,
In proving corresponding upper bounds for Lemmas 5 and 6, we must consider the overshoot much more carefully because it has a potentially significant effect on the doubling argument.
Suppose we have defined T 1 to be the first time t that |S t | ≥ k (for some k) and T 2 to be the first time t > T 1 that that |S t − S T 1 | > 2k. If it happens that S T 1 ≤ −2k -i.e., S exits [−k, k] in the negative direction and has overshoot at least k -then the fact that S T 2 − S T 1 is positive does not imply that S T 2 is positive. Similarly, if the cumulative overshoot after many steps eventually exceeds k, then we can no longer conclude that a positive step of the doubling process implies that S exceeds zero.
To deal with this difficulty, we need to modify our stopping times. There are two natural candidates for the definition of T 2 , for example, which ensure that if S T 2 − S T 1 > 0 then S T 2 ≥ k: we could let T 2 be the first time t > T 1 that |S t − S T 1 | ≥ |S T 1 | + k; or, we could let T 2 be the first time t ≥ T 1 that |S T 2 − k| ≥ 2k. Either approach introduces technicalities to our proof. In the first case, the strip boundaries become random and we do not know precisely how many doublings there will be before the upper boundary of the strip has height r. In the second case, when we begin a restarted random walk we do not necessarily start from the center of the strip, and it is possible that there are "degenerate" doublings, in the sense that T i+1 = T i .
Which approach we adopt changes the precise technicalities but not the essence of the proof -we choose the latter since, as noted, Theorem 3 can be applied to "non-centered" random walks without additional work. We prove:
and for all r − r 0 < s < r, P S Tr,s < 0 ≤ c r .
In proving this lemma, we will use the following fact, which is an easy consequence of Theorem 3; we omit the proof.
Fact 8. Suppose E {X} = 0 and X ∈ WL 2+α for some 0 < α < 1. Then for all ǫ, δ > 0 and β with 0 < β < α there is r 0 > 0 such that for all r ≥ r 0 and for all 0 ≤ |s| < r,
and for all i ≥ 0,
Proof of Lemma 7. As in the proof of Lemma 5, the second claim of Lemma 7 follows easily from the first; we therefore restrict our attention to proving the first claim.
We will use the doubling argument inductively; we begin with a sketch of our approach. We let u = r − s and d = r + s; note that d ≥ u since s ≥ 0. For i ≥ 1, let m i = 2 i−1 u and let
We define a sequence of stopping times by setting T 0 = 0 and, for i ≥ 1, letting T i be the first time t > T i−1 that
It is also possible that T i+1 = T i if, for example, the first time that S t > v i is also the first time S t > v i+1 .) Let F 0 be the event that S 0 = 0, and for i > 0 let F i be the event that S T i < −v i . (The event F i is a rough analogue of the event ∩ i j=1 E j from the proof of Lemma 5). Since if ever S T i ≥ u then S T j ≥ u for all j > i, the F i form a decreasing sequence of events.
We find an increasing sequence ∆ i for which ∆ i ≤ 4 for all i, and prove inductively that
Of course, we would like to simply take ∆ j = 4 for all j, but we will have to choose a little more carefully to make the induction work. The difficulty is that if F 1 occurs, say, and |S T 1 | − v 1 is extremely large then the probability of F 2 is much larger than 1/2. In order to better control this event, we have to use the bounds provided by Fact 8 on the probability of a large overshoot.
For the reason discussed above, we will in fact apply induction not only to bound the probability F i occurs, but to the bound the probability that F i occurs and in addition the overshoot is large. To make this statement more precise, we fix 0 < β < α, then fix some 0 < δ < 1 and define the following events:
(We mention that the restriction 0 < δ < 1 is the only restriction on δ.) We observe that if F i occurs then either A i or B i or one of the D i,j must occur. We let γ = 1/10; continuing to postpone the definition of the sequence ∆ i , we will in fact prove inductively that for all i ≥ 1,
Of course, the first of these inequalities establishes our claim. We state at the outset that ∆ 1 = 2. As a consequence, the bound on P {F 1 } holds trivially.
We make four requirements on the size of r 0 . First, we let ǫ = γ/4 = 1/40 and insist that r 0 is large enough that for all r ≥ r 0 and all 0 ≤ s ≤ r, P |S Tr,s + s| − r ∈ (δr 1−β , r 1−β ] ≤ ǫ, and for all j ≥ 0, P |S Tr,s + s| − r ∈ (2 j r 1−β , 2 j+1r 1−β ] ≤ ǫ/2 j ; such an r 0 exists by Fact 8. In particular, since u ≥ r 0 this establishes the bound on P {B 1 } and the bounds on the P {D 1,j }, so the base case of our induction holds.
Second, we insist that r 0 is large enough that for all r ≥ r 0 and all s ≤ r − r 0 ,
such a choice exists by Theorem 4. Third, we insist that r 0 > 2 3/β , i.e., that β log r 0 > 3. Fourth, we insist that 3γ(i + log r) + 12 ≤ i + log r for all integers i ≥ 0 and for all r ≥ r 0 . (With our choice γ = 1/10, this inequality is easily seen to hold as long as we choose r 0 ≥ 2 18 . This requirement may seem to arise out of thin air -it will be used in bounding a sum at the end of the proof -but we state it here in order that all our bounds on r 0 appear in the same place.)
We first argue inductively for the bound on P {B i }. Let x = S T i + v i -if F i occurs then x is the overshoot at the i'th doubling. The essence of our argument is that if x is small then for B i+1 to occur, the random walk restarted at time T i must again have a large overshoot, which we know is unlikely. Furthermore, since x is the overshoot of a previous step, we can bound the probability that x is large by induction.
By restarting the random walk at time T i , and applying the bounds from Fact 8, we thus have
(This fact is a straightforward consequence of the definitions of the D i,j .) It follows that
By our choice of r 0 , we have β log m i ≥ β log u ≥ β log r 0 ≥ 3, so in particular j * ≥ 3. Finally, if F i occurred and x < −(m i+1 + m 1−β i+1 ) then B i+1 can not occur -the overshoot at the i'th step was so large we "jumped over" the interval (v i+1 + δm
Combining these bounds using Bayes' formula and applying (13) inductively, we have
by our assumption that the sequence ∆ i is increasing. This establishes the inductive step of the bound for P {B i+1 } -the inductive argument for bounding the probabilities P {D i+1,j } is essentially the same, and we omit it. We now turn to the inductive step of the bound for P {F i+1 }.
As above, let x = S T i + v i . Suppose that F i occurs, and −m i+1 < x < 0. In this case F i+1 is the event that the first time j after
By the strong Markov property and by (14), we thus have
Letting a i = 1 + (2 + δ)(2 i u) −β , we thus have
Letting b i = 1 + 3/(2 i u) β and mimicking the above calculation leading to (16) and to (17) yields that
Similarly, letting
We remark that
. This is as we expect: if the i'th step is negative, then the larger the overshoot in step i, the more likely we go negative in step i + 1. Equation (19) may seem a little strange, as once j is large conditioning on D i,j may tell us that the overshoot x is greater than m i+1 , in which case F i+1 occurs with probability 1. However, in this case d i,j ≥ 2, so (19) We can now bound P {F i+1 } using Bayes' formula and (17)- (19):
Since (20) is equivalent to the statement that
We bound (21) by inductively applying (13) to bound P {F i } , P {B i }, and the P {D i,j }. As (21) is weakest if the bounds of (13) are tight. We thus have
Finally, we use (22) to define ∆ i+1 , by setting
and letting ∆ i+1 = ∆ i · max{C i , 1}. This definition completes the inductive bound for P {F i+1 }. The sequence ∆ i is certainly increasing -to complete the proof it remains to show that this sequence is bounded above by 4. Since ∆ 1 = 2, this holds if
We recall the definitions of a i , b i , and the d * i,j :
Collecting terms in (23), we have
Letting j ′ = ⌈β(i + 1 + log u)⌉, it is immediate that min
, which is at most i + log u by our fourth requirement on r 0 and since u ≥ r 0 . Letting c i = 2 i u, we thus have
and since we can make c 1 = 2u ≥ 2r 0 as large as we like by our choice of r 0 , it follows that we can ensure that
≤ 2 by choosing r 0 large enough (this can be easily seen by considering the logarithm of the second product in (25)). This completes the proof.
In the above proof, we chose β < α, then chose the sequence
If we wish to prove a similar result when X ∈ D but X is not necessarily in WL 2+α , we may choose the sequence ∆ i so that ∆ i+1 /∆ i = 1 + a for some fixed a > 0 as small as we wish, and define the events B i and D i,j in order to split the overshoot into pieces of size 2 j m i instead of 2 j m 1−β i
. Having done this, the bounds on the overshoot provided by Theorems 3 and 4 yield that essentially the same proof applies when we only impose that X ∈ D. In this case, however, we can not bound ∆ j by a constant when j grows, but have to settle for the bound ∆ j = O((1 + a) j ). If j is at most log r, then by making a small enough we can ensure that ∆ j = O(r b ) for b as small as we wish. Following this chain of reasoning, we can prove:
We omit a formal proof of this lemma as it consists only in mimicking the proof of Lemma 7 along the lines sketched above.
Combining Lemmas 5 and 7, we have proved
and for all r − r 0 < s < r 1 cr
Similarly, combining Lemmas 6 and 9, we have
Theorem 10 is at the heart of our argument. Indeed, there is a very simple intuitive argument that something like Theorem 10 should yield a ballot theorem as a corollary. Suppose S n is a random walk, and we have conditioned on the event S n = r. Then in the conditioned random walk X c 1 , X c 2 , . . . , X c n , each step has mean r/n, so at time t, the expected value is rt/n. If rt/n = O( √ t), i.e., √ t = O(n/r), then up until time t, the "drift" of the random walk is still within its standard deviation; in some sense, the walk still "essentially" has mean zero up to this time. Lemma 1 tells us that by time t ∼ n 2 /r 2 , we should have left the interval [− √ t, √ t]; Theorem 10 then suggests the probability we reach time t without ever leaving
(We note that the behavior of the initial steps of a conditioned random walk has been investigated by Zabell (1980) , who considered for what functions h and sequences c n , it is the case that E {h(X 1 ) | S n = c n } → Eh(X 1 ) as n → ∞.)
As Theorem 10 does not apply to conditional sums, however, we can not directly formalize this intuitive argument, and end up having to apply Theorem 10 to the random walk "at both ends", as suggested by the sketch of Section 1.
We now prove that bounds such as those in Lemma 5 hold even if we additionally impose that T r,s is not too large and none of the step sizes are too big -we will need such a result when proving our generalized ballot theorems. This extra requirement introduces minor technicalities, but the substance of the proof is the same as that of Lemma 5. We define T r,s as above and let M r,s = max{|X i | : 1 ≤ i ≤ T r,s }.
Lemma 12. Suppose EX = 0, Var {X} > 0 and X ∈ WL 2+α for some 0 < α ≤ 1. Then there are c > 0, C > 0 such that for all δ > 0, there is r 0 > 0 such that for all r ≥ r 0 , for all 0 ≤ s ≤ r − r 0 ,
and for all r − r 0 < s < r,
Proof. Just as in Lemma 5, it is straightforward to show that the first claim of the lemma implies the second; we therefore focus our attention on proving the first claim.
In a nutshell, our argument proceeds as follows. We apply the doubling argument just as in the proof of Lemma 5 to bound P S Tr,s < 0 . We then use the independence of disjoint sections of the random walk to individually bound the probability that any given doubling "takes too long". Finally, since for a given doubling it is fairly likely that the walk goes negative and that the doubling does not take "too long", we are able to use the fact that X ∈ WL 2+α to bound the probability that in a given doubling, any of the X i are large, and conclude with a union bound over all the doublings to prove the overall bound. We now turn to the details.
We let u = r − s and d = r + s; recall that u ≥ r 0 by assumption, that d ≥ u as s ≥ 0, and that we are interested in the first time the walk exceeds u or dips below −d.
, which we will use to control the behavior of the i'th doubling. To be more precise, E i will control the direction of the i'th doubling, L i its duration (the time it takes to double), and M i the maximum step size during the i'th doubling.
We first let E 0 = L 0 = M 0 be the event that S 0 = 0 (so P {E 0 ∩ L 0 ∩ M 0 } = 1). Next, just as in the proof of Lemma 5, we let E i be the event that
Before defining L i , we first observe that by Lemma 1 and the strong Markov property, there is A > 0 such that for all i ≥ 1 and k ≥ 1,
Based on this observation, we let L i be the event that
Finally, we let M i be the event that max{|X k | :
The event M i controls the maximum step size during the i'th doubling -if
follows from these definitions and comments that
the last equality holding by the independence of disjoint sections of the random walk. We prove the theorem by bounding the component probabilities of the last product in (26); to do so, it is useful to first replace the event M i by an event that depends on a deterministic number of X j . To this end, we first observe that M i is contained in the event
Combining these facts, we thus have
We now turn to the bounds on these probabilities. We bound P {E i } just as in the course of Lemma 5, where we established (5); an identical derivation shows that there is a constant c 0 such that
Next, as we noted when defining L i , by Lemma 1 and the strong Markov property we have
Finally, we bound P M * * i by a union bound:
Since X ∈ WL 2+α , P {|X| ≥ t} = O(1/t 2+α ), so for any δ 1 > 0, by choosing r 0 large enough we may in particular ensure that for r ≥ r 0 , P {|X| ≥ δr} ≤ δ 1 /Ar 2 (we will choose δ 1 shortly). Since 2 j * u ≤ 4r, it follows from (30) that for r ≥ r 0 ,
Plugging (28), (29), and (31) into (27) yields
We now choose δ 1 small enough that 16δ 1 (4 + j
and combining (33) and (26) yields
The second sum in (34) is strictly less than 1/2, and since u ≥ r 0 , we can make the first sum in (34) as small as we like by choosing r 0 large enough. It follows that as long as r 0 is large enough, (34) is at least 1/2 j * +2 , say. In other words,
and we complete the proof by taking c = 32.
We note that by using the bound P {|X| ≥ t} = O(1/t 2+α ) more carefully, we could have replaced the event M r,s ≤ δr 2 by the event M r,s ≤ Cr 2−α , perhaps with a changed value of C, and derived the same probability bound; we did not bother to do so as the weaker statement is sufficient in our applications of Lemma 12. The following corollary is immediate:
Corollary 13. Under the conditions of Lemma 12, there are c > 0, C > 0 such that for all δ > 0, there is r 0 > 0 such that for all r ≥ r 0 , for all 0 ≤ s ≤ r − r 0 ,
Corollary 13 follows by applying Lemma 12 to the random walk S ′ given by S ′ i = −S i . We state it because in later arguments, it will be convenient to directly apply Corollary 13 rather than first taking the negative of the walk under consideration, then applying Lemma 12. The following analogue of Lemma 12 holds when X ∈ D, and has a practically identical proof, using the fact that if S t /a t tends to the normal distribution then for any ǫ > 0, P {X 1 ≥ ǫa t } = o(1/t) (see, e.g., Petrov, 1975, p. 98 for a proof of this fact) in place of the bound P {X ≥ t} = O(1/t 2+α ) we used above. We omit the proof.
Lemma 14. Suppose the sequence {a n } n≥0 is such that S n /a n tends to a nondegenerate normal distribution. Then there is C > 0 such that for all ǫ > 0, there exists r 0 > 0 such that for all r ≥ r 0 and 0 ≤ s ≤ r − r 0 ,
Furthermore, for all r ≥ 0 if r − r 0 < s < r then
The generalized ballot theorems
We now have all the tools we need to prove our generalized ballot theorems; before stating them we need a few final definitions. We say X is a lattice random variable with period d > 0 if there is a constant z such that dX − z is an integer random variable and d is the smallest positive real number for which this holds; in this case, we say that the set {(n+z)/d : n ∈ Z} is the lattice of X. A real number A is acceptable for X if A ≥ 1/d (if X is a lattice random variable), or A > 0 (otherwise). We remind the reader that it is assumed throughout that EX = 1, E {X 2 } > 0, and unless stated otherwise, S is a random walk with step size X. We prove the following two theorems:
We remark that requiring E {|X| 2+α } to be finite for some α > 0 is equivalent to requiring that X ∈ WL 2+α for some α > 0 (though for any given α these two conditions are not equivalent).
Theorem 16. If X ∈ D then for any A which is acceptable for X and any sequence {a n } ∞ n=0
for which S n /a n converges to a N (0, 1) random variable, for all k with 0 ≤ k = O(a n ),
From these two theorems, we may derive "true" (conditional) ballot theorems as corollaries, at least in the case that S n /a n tends to a normal distribution and k = O(a n ). The following result was proved by Stone (1965) , and is the tip of an iceberg of related results. Let φ be the density function of a standard normal (N (0, 1) ) random variable.
Theorem 17. Suppose X ∈ D and choose any sequence {a n } ∞ n=0 such that S n /a n converges to a N (0, 1) random variable. If X is non-lattice let B be any bounded set; then for any h ∈ B and x ∈ R
Furthermore, if X is a lattice random variable then for any x in the lattice of X,
In both cases, a n o(a −1 n ) → 0 as n → ∞ uniformly over all x ∈ R and h ∈ B.
Of course, if E {X 2 } < ∞ then we may take a n = O( √ n). Together with Theorems 15 and 16, this immediately yields:
Corollary 18. Under the conditions of Theorem 15,
Corollary 19. Under the conditions of Theorem 16,
We remark that when X is a lattice random variable with period
contains precisely one element from the lattice of X, so in this case the conditioning has the same form as in Bertrand's ballot theorem. We now return to the proofs of Theorems 15 and 16. In fact, we will prove the following, more general results. The first two theorems are upper bounds for the cases X 1 ∈ WL 2+α and X 1 ∈ D, respectively. We note that the upper bounds do not require k = O( √ n) or k = O(a n ). The second two theorems are the corresponding lower bounds, for which we require k = O( √ n) and k = O(a n ), respectively.
Theorem 20. If E {|X| 2+α } < ∞ for some α > 0 then for any A > 0, for all m ≥ 0 and for all k ≥ −m,
Theorem 21. If X ∈ D then for any A > 0 and any sequence {a n } ∞ n=0 for which S n /a n converges to a N (0, 1) random variable, for all 0 < ǫ < 1/2, for all m ≥ 0 and for all k ≥ −m,
The lower bounds are:
Theorem 23. If X ∈ D then for any A which is acceptable for X and any sequence {a n } ∞ n=0
for which S n /a n converges to a N (0, 1) random variable, for all 0 < ǫ < 1/2, for n large enough, for all 0 ≤ m = O(a n ) and for all k for which −m ≤ k = O(a n ),
We note that we may combine the upper and lower bounds of these stronger theorems using Theorem 17 to obtain conditional corollaries that are exact analogs of Corollaries 18 and 19. We refrain from stating these corollaries explicitly; they contain no surprises.
Both the lower bounds and the upper bounds are proved by splitting the random walk S 1 , . . . , S n into three parts: a beginning, a middle, and an end. In each part we consider what behavior must occur (when proving upper bounds), or what behavior suffices (when proving lower bounds) in order that k ≤ S n < k + A and S i > −m for all 0 < i < n. In the first and last parts it is necessary and sufficient that the random walk "go positive" in the roughly the sense given in the sketch in Section 1 In the middle, it is necessary that the random walk sum to the right value, and sufficient that additionally, the random walk does not "go too negative" during this time. We first prove the upper bounds.
Proof of Theorem 20. Fix any A > 0. We proceed by induction on n. Essentially, we use the argument sketched in Section 1. However, we can not simply proceed by analyzing the first time T that S T ≤ −m or S T > √ n. If m is Ω( √ n), for example, then P {T > n} = Ω(1), and if this (bad) event occurs then we are unable to argue about the "middle" and "end" of the walk -the "beginning" of the walk simply takes too long. Instead, we stop the walk deterministically at time t 1 = ⌊n/4⌋ and consider its behavior up to that point. If there is i ≤ t 1 for which S i ≥ δ √ n (for some carefully chosen δ), and S has stayed above −m until this time, then we bound the associated probabilities using the tools we have developed, at whose heart is Wald's identity. Otherwise, we inductively apply the ballot theorem.
In the course of the proof, we will apply induction to S as well as to the negative reversed walk S r defined by S r 0 = 0, and for 0 ≤ i < n, S r i+1 = S r i − X n−i . We note that if S has step size X then S r has step size −X, and vice-versa. For the purposes of our induction, it is useful to replace the order notation in the desired upper bound by an explicit constant: we will show that there is C > 0 such that for all n, we have
whether S has step size X or −X. The key point here is that the constant C is the same in both cases, which we will need in the course of the induction. We note that by Theorem 2, there is a constant a (and we can and will assume a > 1) such that P {k ≤ S n ≤ k + A} ≤ aA/ √ n, whether S has step size X or −X. Therefore, for n ≤ C/aA, (35) follows immediately from Theorem 2.
We now make our choice of C more explicit, stating several of the bounds that we will use in the proof. We have gathered these together so that it is easier to see that our assumptions on the size of C are well-defined and are not contradictory or circular. We first require that 1/(8C 2/5 ) > 1/C 4/7 , and, letting a be the constant from Theorem 2, that
Letting δ = 1/C 2/5 and ǫ = δ/8 = 1/8C 2/5 , we will use the following inequalities, which are immediate from our bounds on C: C ≥ 16aA; ǫ > 1/C 4/7 ; C ≥ 2a(A+1)/ǫ 2 ; (ǫ/2) C/aA ≥ A; and 2ǫ C/aA < δ C/4aA − 3.
We additionally fix a constant r 0 -eventually, we will apply Theorem 10 to bound events of the form {S Tr,s < 0}, for r ≥ r 0 , and we choose r 0 large enough that Theorem 10 indeed applies for such r, whether S has step size X or −X. We presume C has been chosen large enough that C 1/10 /16 √ aA ≥ r 0 . Most of our restrictions on the size of C appear in this and the previous paragraph, but a few more (which are lengthier to state out of context) will arise as we go along.
As noted, (35) holds for all n ≤ C/aA by Theorem 2. Fix some n > C/aA and suppose that (35) holds for all n 0 ≤ n, for all m ≥ 0 and all k ≥ −m, whether S has step size X or −X. We will prove that for all k ≥ −A,
whether S has step size X or −X. Suppose for a moment that (36) holds for all k ≥ −A, and choose some k < −A. If k ≤ S n < k + A and S i > −m for all 0 < i < n are to occur, then it must be the case that −(k + A) < S r n ≤ −k, and S r i ≥ −(k + m + A) for all 0 < i < n.
thus yields that
the last inequality holding since min{k + m + 1, √ n} ≥ 1, which establishes (35) for such a choice of k and of m. Therefore, to prove that (35) holds for this value of n it suffices to show that (36) holds for all k ≥ −A; this is the subject of the remainder of the proof.
We first prove (36) in the case that S has step size X, and begin by fixing k ≥ −A. We note that by our assumptions on n and on C,
Therefore, min{k + m + 1, √ n} min{m + 1, √ n}/n 3/2 is at least ǫ 2 /2 √ n, in which case (36) follows immediately from Theorem 2 and our assumption that C ≥ 2a(A + 1)/ǫ 2 . We thus need only consider the case that m ≤ ǫ √ n, and hereafter presume that this is indeed the case.
Let E be the event that k ≤ S n < k + A and S i ≥ −m for all 0 < i < n -so we seek a bound on P {E}. Recall that t 1 = ⌊n/4⌋. We consider the value of the walk at time S t 1 . If E is to occur then one of the following events must occur:
• either S exceeds ⌊δ √ t 1 ⌋ before the first time S drops below −m, and additionally before time t 1 (we denote this event E 1 );
• or −m + Aj ≤ S t 1 < −m + A(j + 1) (for some j = 0, 1, . . . , ⌊(m + δ √ t 1 )/A⌋) and S i ≥ −m for all 1 ≤ i ≤ t 1 (we denote these events E 2,j for j as above).
Let r = (⌊δ √ t 1 ⌋ + m)/2, let s = (⌊δ √ t 1 ⌋ − m)/2, for i ≥ 0 let S − i = −S i , and let T r,s be the first time t that |S − i + s| ≥ r. Then in the terminology of Theorem 10, E 1 is contained in the event {S − Tr,s < 0}. We now claim that r > r 0 . Since n > C/Aa ≥ 16, δ = 1/C 2/5 , we have
It is easily seen from the bounds n > C/Aa and C 1/5 ≥ 144Aa that √ n/(8C 2/5 ) ≥ 1, so (37) implies that r > √ n16C 2/5 > C 1/10 /16 √ aA ≥ r 0 by our choice of C, as claimed. By Theorem 10, therefore, there is a constant c = c(X) > 1 such that
Since c is constant, we may certainly choose C large enough that c ≤ (1 − ǫ) C/aA; since n ≥ C/aA and we have assumed that m ≤ ǫn, it follows that m + c ≤ √ n, so 24(m + c) = 24 min{m + c, √ n}. From (38), we thus have
We bound the probability of the events E 2,j by induction; for such events applying (35) to the random walk S 1 , . . . , S t 1 yields
Thus, letting
Since 2ǫ C/aA ≤ δ C/4aA−3 by assumption, and n ≥ C/aA, we have 2ǫ √ n ≤ δ n/4−3.
Together with the facts that t 1 = ⌊n/4⌋ and that δ < 1, this immediately yields the bound
It follows that (⌊δ √ t 1 ⌋ + m + 1) 2 ≤ (3δt 1 /2) 2 < δ 2 n, and we thus have from (40) that
Combining this with (39) yields the bound
Since δ = 1/C 2/5 , we thus have
We assume C is chosen large enough that 24cC 2/5 + 16C 1/5 max{1/A, 1} < C 3/7 /2a(A + 1). Since c > 1, this implies that also 24C 2/5 + 16C 1/5 max{1/A, 1} < C 3/7 /2a(A + 1), so which combined with (41) yields
If k + m + 1 ≥ ǫ √ n, we apply Theorem 2 and the strong Markov property to the random walk S t 1 , . . . , S n to conclude that
Therefore, in this case,
Since min{k + m + 1, √ n} ≥ ǫ √ n, and ǫ > 1/C 4/7 by assumption, (43) implies that
This establishes (36) in the case that S has step size X and k + m + 1 ≥ ǫ √ n. If S has step size X but k + m + 1 < ǫ √ n, then we must additionally use our inductive bounds on S r . If we are to have k ≤ S n ≤ k + 1 and S i > −m ∀0 < i < n, then in particular, it must be the case that S r i ≥ − max(k + m + 1, √ n) for all 1 ≤ i ≤ t 1 . We define events E r 1 and E r 2,j (for j = 0, 1, . . . , ⌊m + k + δ √ t 1 ⌋), E instead of to S 1 , . . . , S t 1 ) then yields the bound
Finally, since S r t 1 = −(X n−t 1 +1 + . . . + X n ), in order that k − 1 ≤ S n ≤ k hold we must also have that k − S t 1 + S r t 1 ≤ S n−t 1 − S t 1 ≤ k + 1 − S t 1 + S r t 1 ; we denote this event E 3 . By the strong Markov property, S n−t 1 − S t 1 is independent of E 1 ∪ E 2 and of E r 1 ∪ E r 2 , so by Theorem 2,
where a > 1 is the same constant as above. By the independence of disjoint sections of the random walk, E 1 ∪ E 2 and E r 1 ∪ E r 2 are independent. As we have seen, all of
, and E 3 must occur in order for E to occur; we therefore have
as C > C 6/7 and (A + 1) 2 > A + 1. We have therefore shown that (36) holds when S has step size X; an identical argument shows that (36) holds when S has step size −X. This completes the proof. When X ∈ D, an identical argument using Theorem 11 in place of Theorem 10 proves Theorem 21; the proof is omitted. We now turn our attention to the lower bounds. Theorem 22 is a fairly straightforward consequence of Corollary 13 and of the following lemma.
Lemma 24. Suppose X satisfies EX = 0, Var {X} > 0 and X ∈ WL 2+α for some α > 0. Then there exists A > 0 such that given independent random variables X 1 , . . . , X n distributed as X with associated partial sums S i = i j=1 X i , for any K > 0 and ǫ > 0, there is c * > 0 such that for n large enough, for all 0 < a ≤ K, 0 < a ′ ≤ K, and all r for which −a ′ √ n < r < a √ n,
Furthermore, if X is a lattice random variable with period d, then we may take A = 1/d, and if X is non-lattice then we may take A to be any positive real number.
We prove Theorem 22 presuming this lemma holds, then return to its proof.
Proof of Theorem 22. Fix any A that is acceptable for X, and fix a constant a 1 > 1 such that |k| ≤ a 1 √ n, |m| ≤ a 1 √ n (such a constant exists by our assumption that both k and m are O( √ n)). We first demonstrate that for any fixed constant c 0 , it suffices to prove the theorem for pairs k, m for which |k| ≤ a 0 √ n, |m| ≤ a 0 √ n (for some constant a 0 > a 1 which may depend on c 0 ) and for which additionally m ≥ c 0 and k + m ≥ c 0 .
To see this, assume for a moment that the theorem holds for all such pairs k, m. As EX = 0 and Var {X} > 0, and by our choice of A, it is easy to see that there exist constants c 1 ≥ c 0 and t 1 > 0 such that with probability Ω(1), X 1 , . . . , X t 1 are all positive and c 1 ≤ S t 1 ≤ c 1 +A. Similarly, there are c 2 ≥ c 0 + A and t 2 > 0 such that with probability Ω(1), X n−t 2 +1 , . . . , X n are all negative and, letting S
≤ c 2 + A. Furthermore, for all n > t 1 + t 2 , for {k ≤ S n < k + A} and {S i ≥ −m for all 0 < i < n} to occur it suffices that (I) X 1 , . . . , X t 1 are all positive and c 1 ≤ S t 1 ≤ c 1 + A, (II) X n−t 2 +1 , . . . , X n are all negative and c 2 ≤ S r t 2 ≤ c 2 + A, and (III) considering the walk restarted at time t 1 given by
The events (I) and (II) both occur with probability Ω(1). Furthermore, m ′ ≥ c 1 ≥ c 0 , and since k ≥ −m, we also have
Finally, n ′ ≥ n/t 1 t 2 , so letting a 0 = a 1 t 1 t 2 , we have |m
Therefore, the probability of (III) is Ω(min{k
, and n ′ = n + O(1), combining our bounds on (I), (II), and (III) then yields the bound we desire for P {k ≤ S n < k + A, S i ≥ −m ∀ 0 < i < n}.
We will shortly apply Corollary 13 with the choice δ = 1/8; for the remainder of the proof we let r 0 = r 0 (δ) = r 0 (1/8) be as in the statement of Corollary 13. Based on the comments at the start of the proof, from this point on we may presume that m ≥ r 0 and that m + k ≥ r 0 . Since r 0 is constant, by the above comments we may also presume that |m| ≤ a 0 √ n and |k| ≤ a 0 √ n, where a 0 is a constant possibly depending on r 0 but not on n. Finally, fix γ = 1/8C, where C is the constant from Corollary 13, and let m * = min{m + 1, (γ/2) √ n}, k * = min{k + m + 1, (γ/2) √ n}. We presume n is large enough that (γ/2) √ n ≥ r 0 , so m * ≥ r 0 and k * ≥ r 0 .
We consider the first time t > 0 that S t ≥ γ √ n or S t ≤ −m * , denoting this time T . We likewise consider the negative reversed walk S r with S r 0 = 0, for i ≥ 0 S r i+1 = S r i − X n−i , and let T * be the first time t that S r t ≥ γ √ n or S t ≤ −k * . In order that k ≤ S n < k + A, and S i ≥ −m for all 0 < i < n, it suffices that the following three events occur (these events control the behavior of the beginning, end, and middle of the random walk, respectively):
In order for E 1 to occur, it suffices that
(2) T < n/4, and (3) letting M = max 1≤i≤T X i , we have M < (γ/4) √ n (i.e., no single step up to time T has size (γ/4) √ n or greater).
We use Corollary 13 to bound the probability of E 1 . In the notation of that corollary, T is a stopping time T r,−s with r = (γ √ n + m * )/2 and s = (γ √ n − m * )/2, and M is at most M r,−s = max 1≤i≤T |X i |. Corollary 13, applied with δ = 1/8 and r 0 = r 0 (δ) chosen as above, then states that there are c > 0, C > 0 such that as long as r −s = m * ≥ r 0 , with probability at least (r − s)/cr, it is the case that S T ≥ γ √ n, T ≤ Cr 2 , and M ≤ δr = r/8. We have
and note that since γ = 1/8C, we additionally have
Finally, applying Corollary 13, it follows that
Similarly, applying Corollary 13 to the random walk S r to bound P {E 2 } yields that
Lastly, we wish to apply Lemma 24 to bound P {E 3 |E 1 , E 2 }. In order to apply Lemma 24, we show that if E 1 and E 2 occur then for E 3 to occur, it suffices that an event of the form
for a suitable walk S ′ and a suitable choice of n ′ , of K > 0 and ǫ > 0, of 0 < a < K, 0 < a ′ < K, and of r ′ for which −a ′ √ n ′ < r ′ < a √ n ′ (we emphasize that though a, a ′ and r ′ may depend on n ′ , K and ǫ will not depend on n ′ ).
We let S ′ be the random walk S restarted at time T , i.e., S ′ i = S T +i −S T , and set n ′ = n−T − T * . We let r ′ = (k + ∆) -given that E 1 and E 2 occur, for {k + ∆ ≤ S n−T * − S T ≤ k + ∆ + A} to occur it suffices that r
|∆| < (γ/2) √ n, and n ′ ≥ n/2, so we have
(46) We may thus let K = √ 2(a 0 + γ/2), and let a = K and a
It follows from (47) and by applying Lemma 24 to S ′ with these choices of n ′ , a, a ′ , r ′ and ǫ that there is c * such that
Combining this bound with our bounds on P {E 1 } and P {E 2 }, and using the independence of S on disjoint sections of the random walk, we thus have
proving the theorem.
Proof of Lemma 24. Fix any A > 0 satisfying the conditions of Lemma 24. Fix K > 0, ǫ > 0, and choose a, a ′ , and r as in the statement of the lemma. In brief, our argument is the following. We split the random walk up into a large but constant number of deterministic "slices" (subsections of the walk), so that the walk takes much fewer than ǫn steps in each slice. In each slice we bound the probability that the random walk "behaves", which, roughly speaking, means that it does not dip below −(a ′ + ǫ) √ n and, at the end of the slice, the value of the walk is not far from where it "should be" if we are to have r ≤ S n ≤ r + A (so if some slice ends at time k, for example, then S k is not far from rk/n). We show that in each slice except the last, the random walk has at least some fixed positive probability of "behaving" given that it behaved in all the previous slices. In the last step, we use the fact that the slices are extremely narrow to show that given that we have behaved in all previous slices, the probability we hit our desired target and in addition dip below −(a ′ + ǫ) √ n is much smaller than the probability we hit our target. This is the picture the reader should keep in mind when working through the details below.
We let σ = Var {X}, choose some large integer t and let δ = 1/t. We require that δ is much smaller than ǫ and in particular that σ √ δ < (ǫ/2). We additionally require that √ δ|r| is much smaller than σ √ n; we will make our upper bounds on δ (which are equivalently lower bounds on t) more precise in the course of the proof, but emphasize that δ depends only on X, K, and ǫ, and not on n.
Let D 0 be the event that S 0 = 0 (so P {D 0 } = 1), let n 0 = 0, and let m = δn. For 1 ≤ i ≤ t, let n i = ⌊im⌋ -the n i are the boundaries of the "slices". Note that n t = n and for all 1 ≤ i ≤ t, m − 1 < n i − n i−1 < m + 1. For 1 ≤ i < t define the following events:
• C i is the event that S j ≥ −(a ′ + ǫ) √ n for all n i−1 < j ≤ n i , and
(D i is the event that the i'th slice "behaves".)
Note that for all 1 ≤ i < t, iδr > −a
√ n, the last inequality holding by our choice of δ. It follows that
there is c 0 > 0 such that for n large enough,
and that there is δ 0 > 0 such that
Combining (48) and (49) using Bayes' formula gives that
which establishes (45) by letting c * = c 0 δ 0 . It remains to prove (48) and (49).
To prove (49), we write
and bound the probabilities P {D i |D i−1 } = P {B i , C i |D i−1 } for 1 ≤ i ≤ t − 1. We do so by bounding P {B i |D i−1 } from below and bounding P B i ,C i |D i−1 from above; we now turn to the first of these bounds.
We split the event D i−1 into two events, depending on whether S n i−1 is in the "upper half" or the "lower half" of the interval
By the strong Markov property it follows that
We mentioned when defining δ that we required √ δ|r| to be much smaller than σ √ n; since |r| ≤ max{a, a ′ } √ n ≤ K √ n, for any α > 0, by choosing δ small enough we may in particular ensure that | √ δr/σ √ n| < α. For such a choice of δ it follows from (52) that
Since |n i − n i−1 − m| ≤ 1, S n i −n i−1 /σ √ m tends to a N (0, 1) random variable as n tends to ∞, and the latter probability in (53) tends to Φ(1 − α) − Φ(α), where Φ is the distribution function of a N (0, 1) random variable; we may ensure Φ(1 − α) − Φ(α) > 1/3 by choosing α small enough. For such an α, (53) yields that for n large enough, P {B i |D i , L} > 1/3. An identical argument yields the same bound for P {B i |D i−1 , H}; it follows that for n large enough, for all 1 ≤ i < t,
We next bound P B i ,C i |D i−1 ; to this end, suppose that D i−1 = B i−1 ∩ C i−1 occurs, and B i occurs but C i does not occur. Since B i−1 occurs and σ √ m = σ √ δn < (ǫ/2) √ n and
√ n, we have
Since C i does not occur, it follows that there must be some n i−1 < j < n i such that
Since B i does occur, a derivation just as that of (55) shows that
-then from the above comments and the strong Markov property it follows that
Since X 1 ∈ D, there is β > 0 such that P {S j ≥ 0} > β for all j > 0. (This follows easily from convergence to the normal distribution, and is proved in (Griffin and McConnell, 1992) , for example.) It follows by the strong Markov property that for all 1 ≤ k ≤ n i − n i−1 ,
which combined with (56) gives
As S n i −n i−1 /σ √ m converges to a N (0, 1) random variable, for n large we may make the last probability in (57) as small as we like by choosing δ small enough; in particular we may therefore ensure that for n large, P B i ,C i |D i−1 ≤ 1/6. It follows by this bound and by (54) that for n large,
Finally, combining this bound with (51), we have
which establishes (48) with c * = 6 −(t−1) > 0.
To prove (49), first let n ′ = n − n t−1 , and note that m ≤ n ′ < m + 1. Let B be the event that r ≤ S n < r + A and let C be the event that
By the definitions of B and C, establishing this bound will prove (49) and complete the proof of Lemma 24. We note that by the strong Markov property, P B, C| ∩ t−1 i=0 D i = P {B, C|D t−1 }. Much as in proving (48), we will establish our lower bound for P {B, C|D t−1 } by bounding P {B|D t−1 } from below and bounding P B,C|D t−1 from above.
We wish to apply Theorem 17 to bound P x ≤ S n − S n t−1 < x + A ; since σ 2 = E {X 2 } < ∞, and n − n t−1 = n ′ , by the central limit theorem we may take a n = σ √ n ′ when applying Theorem 17. Since n ′ ≥ m, by Theorem 17 there is a * > 0 such that for n large enough, for all 0 ≤ |x| ≤ 2σ
We recall that we chose δ small enough that √ δ|r| < σ √ n, and note that if D t−1 holds then since also (t − 1)δr = r − δr,
By Theorem 17 and the strong Markov property, we therefore have
We bound P B,C|D t−1 from above in much the same fashion as we did P B i ,C i |D i−1 . The intuition of the bound is that if D t−1 occurs then for B andC to occur the walk must first dip far below its mean and then end up in a specific interval of length A at time n. The fact that the walk must end up in a specific small interval allows us to use Theorem 2 to obtain upper bounds on P B,C|D t−1 that are a factor of √ n stronger than our bounds on P B i ,C i |D i−1 . To apply Theorem 2, however, we end up having to split our bound into two parts, separately bounding the events that the walk S n t−1 +1 , . . . , S n dips below −(a ′ + ǫ) √ n in the first half or in the second half of its steps. We now formalize this sketch.
Let S ′ be the random walk given by S ′ i = S n t−1 +i − S n t−1 , for 0 ≤ i ≤ n ′ , and let S r be the reversed walk given by S r 0 = 0 and for i ≥ 0, S r i+1 = S r i − X n−i , also for 0 ≤ i ≤ n ′ . Given that D t−1 and B both occur,
B, for C to occur one of the following two events must therefore occur:
• or there is 1 ≤ j ≤ ⌈n ′ /2⌉ such that S r j ≤ −ǫ √ n, and
We denote these two events A ′ and A r , respectively. We remark that the rather complicated two-sided inequalities in the definitions of A ′ and A r are both equivalent, after rearrangement, to the condition that r ≤ S n < r + A. We have written them as we did in order to highlight that we use this as a condition on the difference S ′ n ′ − S ′ ⌊n ′ /2⌋ (when defining A ′ ) and on the difference S r n ′ − S r ⌊n ′ /2⌋ (when defining A r ). With these definitions, we thus have P B,C|D t−1 ≤ 2 max{P {A ′ |D t−1 } , P {A r |D t−1 }} = 2 max{P {A ′ } , P {A r }}, the preceding equality holding by the strong Markov property. We next prove that max{P {A ′ } , P {A r }} is at most a * /4 √ n ′ , from which it follows that P B,C|D t−1 ≤ a * /2 √ n ′ . Combining this bound with (58) yields that P {B, C|D t−1 } ≥ a * /2 √ n ′ > a * /2 √ n, which proves (49) with δ 0 = a * /2 and thus completes the proof. It remains to prove our bounds on P {A ′ } and on P {A r }.
For 1 ≤ j ≤ n ′ /2, let A j be the event that j is the smallest integer for which S
The A j are disjoint events so
, we thus have
the second inequality holding by the strong Markov property and as
j=1 P {A j } ≤ 1. Using the fact that there is β > 0 such that P {S ′ i ≥ 0} ≥ β for all i and a simple conditioning argument, just as we did in proving (57), then yields that
Since n * = ⌊n ′ /2⌋, S ′ n * /σ n ′ /2 converges to a N (0, 1), by choosing δ small we may make the last probability in (59) as small as we wish, for all n. In particular, fixing any δ 1 > 0 we may presume we have chosen δ small enough that (59) yields
By Theorem 2 there is a constant a * * depending only on X and A such that for all x and all k, P {x ≤ S k < x + A} ≤ a * * / √ k. In particular, we thus have
for n large enough. The events in whose probabilities are bounded in (60) and (61) are determined on disjoint sections of the random walk S ′ . Since both must occur in order that A ′ occur, we thus have
Choosing δ 1 = a * /8a * * , we thus have that P {A ′ } ≤ a * /4 √ n ′ for n large enough. An identical argument to bound P {A r } yields that P {A r } ≤ a * /4 √ n ′ for n ′ large enough, so max{P {A ′ } , P {A r }} ≤ a 1 /4 √ n ′ , as claimed. This completes the proof.
We note that Lemma 24 has an exact analogue in the case that X 1 ∈ D and S n /a n tends to a normal distribution; in this case, by an identical proof, we end up with a lower bound of c * /a n instead of c * / √ n in (45). We can then establish Theorem 23 in exactly the same fashion as we did Theorem 22; once again, we omit the details.
Counterexamples
Is the condition that X ∈ D in the above ballot theorems really necessary? What about the condition that k = O( √ n)? The answer, it turns out, is that neither condition can in general be removed if we want to guarantee that a ballot-style theorem holds.
In Section 5.2 we exhibit a random walk S with mean zero step size X ∈ D and show that with k = n, P {S n > 0 ∀ 0 < i < n|S n = k} is not Θ(k/n) = Θ(1) as the ballot theorem would suggest. This example may be easily modified to show that we can not in general expect a result of the form P {S n > 0 ∀ 0 < i < n|S n = k} = Θ(k/n) for any k = Ω( √ n log n), and we believe that with a little effort it should be possible to make this approach work for any k = ω( √ n).
In Section 5.3 we exhibit a random walk S with step size X for which X is an integer random variable with period 1, EX = 0, E X 3/2−ǫ < ∞ for all ǫ > 0, and
is not Θ(n −1/2 ); the same idea can be easily modified to yield a random variable X with EX α < ∞ for any fixed α < 2 and for which the ballot theorem can be seen to fail even in the range S n = O( √ n).
Though the details of our examples are slightly technical, the ideas behind them are fairly straightforward, and are most easily explained from the "multiset perspective" mentioned briefly on Page 2. Given a multiset S consisting of (n − 1)/2 elements of value 1, the same number of elements of value −1's, and a single element of value n, the elements of S sum to n. In order for all partial sums to stay positive, it is necessary and sufficient that the partial sums not containing the element n stay positive (as all partial sums containing n are certainly positive). Denoting the elements of S by x 1 , . . . , x n and letting σ be a uniformly random permutation of {1, . . . , n}, the index i for which x σ(i) = n is uniform among {1, . . . , n}.
Letting S σ(i) = i j=1 x σ(j) for 0 < i ≤ n, we may thus write
For a symmetric simple random walk S ′ , it is well-known (see, e.g., Feller (1968a) , Lemma III.3.1) that for integers j > 0, P {S
Making the hopefully plausible leap of faith that the same bound holds for P S σ(i) > 0 ∀ 0 < i < j|x σ(j)=n , (62) then yields that
not Θ(1) as the ballot theorem would suggest. Turning this intuition into the example of Section 5.2 is a matter of finding a random walk S with mean zero step size X ∈ D for which, given that S n = n, the set {X 1 , . . . , X n } very likely looks like the set S above, i.e., there is a single index i for which X i = n, and for all other j, X j is "small".
The example we shall describe in detail in Section 5.3 may also be explained by thinking of a uniformly random permutation of a multiset. In this case, the "underlying multiset" we are thinking of in our example consists of roughly (n − n 1/4 )/2 elements of value 1, the same number of elements of value +1, (n 1/4 + 1)/2 elements of value √ n, and (n 1/4 − 1)/2 elements of value − √ n. These elements sum to √ n.
For all partial sums in a uniformly random permutation of this multiset to stay positive, it is necessary that the partial sums stay positive until an element of value √ n is sampledthis should occur after about n 3/4 elements have been sampled, so the intuition given by a symmetric simple random walk suggests that the partial sums stay positive until this time with probability of order O(n −(3/4)·(1/2) ) = O(n −3/8 ).
In order that the partial sums stay positive, it is also essentially necessary that the "subrandom walk" consisting of the partial sums of only elements of absolute value √ n stays positive -for if this "sub-random walk" becomes extremely negative then it is very unlikely that the original partial sums stay positive. Dividing through by n 1/2 we can view this "sub-random walk" as a symmetric simple random walk S ′ of length n 1/4 , conditioned on having S ′ n 1/4 = 1. By the ballot theorem, the probability such a random walk stays positive is O(1/n 1/4 ). Combining the bounds of the this paragraph and the previous paragraph as though the two events were independent (which, though clearly false, gives the correct intuition) suggests that the original partial sums should stay positive with probability O(1/n 3/8+1/4 ) = O(1/n 5/8 ), not Θ(n −1/2 ) as the ballot theorem would suggest.
Before we turn to the details of these examples, we first spend a moment gathering two easy lemmas that we will use in the course of their explanation.
Two Easy Lemmas
The first lemma bounds the probability that a random walk stays above zero until some time m, and is a simplification of Feller (1968b) , Theorem XII.7.12a.
Lemma 25. Given a random walk S with step size X, if X is symmetric then for integers m > 0,
The second lemma is an easy extension of classical Chernoff (1952) bounds to a setting in which the number of terms in the binomial is random. The classical Chernoff bounds (see, e.g., (2.5) and (2.6) in Janson et al. (2000) for a modern reference), state: given a binomial random variable Bin(n, p) with mean µ = np, for all c > 0,
The following lemma follows from the Chernoff bounds by straightforward applications of Bayes' formula:
Lemma 26. Let m be a positive integer, let 0 < q < 1, and let U be distributed as Bin(m, q). + exp − mq 3 , and
Proof. As EU = mq, by (63) we have
Given that U = u, (Y + uv)/2v, which we denote Y ′ , is distributed as Bin(u, 1/2). Furthermore, in this case Y > t if and only if
It follows by (63) that
, where in the last inequality we use that u ≤ 2mq and v ≥ 1. As u was arbitrary, combining this inequality with (65) yields the desired bound on P {Y > t}. The bound on P {Y < −t} is proved identically.
Optimality for normal random walks
Let f be the tower function: f (0) = 1 and f (k + 1) = 2 f (k) for integers k ≥ 0. We define a random variable X as follows:
±1, each with probability
±f (k), each with probability 1 2f (k) 4 , for k = 1, 2, . . . and let S be a random walk with steps distributed as X. Clearly EX = 0, and it is easily checked that E {X 2 } < 2. We will show that when n = f (k) for positive integers k, P {S i > 0 ∀0 < i < n|S n = n} is O(1/ √ n), so in particular, for such values of n this probability is not Θ(1) as the ballot theorem would suggest.
For i ≥ 0 we let N i be the number of times t with 1 ≤ t ≤ n that |X t | = f (i); clearly ∞ i=0 N i = n. For S n = n to occur, it suffices that for some t with 1 ≤ t ≤ n, X t = n and S n − X t = 0; therefore
As EX 2 < ∞ and, for all 1 ≤ t ≤ n, S n − X t is simply a sum of n − t independent copies of X, by Theorem 17 we know that P {S n − X t = 0} = Θ(n −1/2 ) uniformly over 1 ≤ i ≤ n. It follows that
We next bound the probability that S n = n and S t > 0 for all 0 < t < n; we denote this conjunction of events E. Our aim is to show that P {E} = O(n −4 ), which together with (66) will establish our claim that P {S i > 0 ∀ 0 < i < n|S n = n} is O(1/ √ n). Recalling that f (k) = n, we write
It is easy to show using Chernoff bounds that P {E, N k = 0} = O(n −6 ) (we postpone this step for the moment). From this fact and from (67), we therefore have
from which it will follow that P {E} = O(n −4 ) if we can show that P {E, N k ≥ 1} = O(n −4 ). We first do so, then justify our assertion that P {E, N k = 0} = O(n −6 ).
For E and {N k ≥ 1} to occur, one of the following events must occur.
• For some t with 1 ≤ t ≤ ⌊n/2⌋, X t = ±n, S i > 0 for all 0 < i < t, and S n = n. We denote these events B t , for 1 ≤ t ≤ ⌊n/2⌋, and remark that they are not disjoint.
• S i > 0 for all 0 < i < ⌊n/2⌋, and for some t with ⌊n/2⌋ < t ≤ n, X t = ±n and S n = n. We denote these events D t for ⌊n/2⌋ ≤ t ≤ n; again, they are not disjoint.
We first bound the probabilities of the events B t , 1 ≤ t ≤ ⌊n/2⌋. Fix some t in this range -by Lemma 25, the probability that S i > 0 for all 0 < i < t is O(t −1/2 ) uniformly in t. By definition, P {X t = ±n} = n −4 , so by the strong Markov property,
still uniformly in t. Furthermore, by Theorem 2 we have that
As S n − S t and n − S t are independent, it follows from (68) that P {S n − S t = n − S t } = O(n −1/2 ), and by another application of the strong Markov property we have that
Thus,
We next bound the probabilities of the events D t , ⌊n/2⌋ < t ≤ n. By an argument just as above, we have that
Also just as above, since S n − S ⌊n 2 ⌋ − X t and n − S ⌊n 2 ⌋ − X t are independent,
By the independence of disjoint sections of the random walk we therefore have that P {D t } = O(n −5 ), and so
As E ∩ {N k ≥ 1} is contained in (69) and (70) 
We now turn our attention to proving that P {E, N k = 0} = O(n −6 ). We will in fact show that
which implies the desired bound. We recall that N i is the number of times t with 1 ≤ t ≤ n that
For any 1 ≤ i < k, S n,i is the sum of N i i.i.d. random variables taking values ±g(i), each with probability 1/2, and N i is distributed as Bin(n, g(i) −4 ). By Lemma 26, therefore,
Since g(i) ≤ log n, presuming n is large enough that 32 √ n log ng(i) < n we thus have
Furthermore, it follows directly from the definition of X that P
Applying this fact, (73), and (72), it follows immediately that
as claimed.
Optimality for other random walks
Let g : N → N be an rapidly increasing integer-valued function with g(0) = 1; in particular, we choose g such that g ≥ f where f is the tower function seen in the previous section.
, each with probability
±g(k), each with probability 1 2g(k) 3/2 , for k = 1, 2, . . . and let S be a random walk with steps distributed as X. Clearly EX = 0. For integers i > 0, let Pos i be the event that S j > 0 for all 0 < j ≤ i; we also let Pos 0 be some event of probability 1 as it will simplify later equations. We will show that when n = g(k)
2 for positive integers k,
and that
from which it follows by Bayes' formula that for such values of n P {Pos n |S n = √ n} is O(log 7 n/n 5/8 ), not Θ(1/ √ n) as the ballot theorem would suggest. We now prove (74) and (75). In what follows we presume, to avoid cumbersome floors and ceilings, that g(k) = √ n has been chosen so that √ log n and n 1/8 are both integers.
For j = 1, 2, . . . and i = 0, 1, . . ., we let X j,i be the random set
X m . For all j = 1, 2, . . ., the sets X j,0 , X j,1 , . . . partition {X 1 , . . . , X j }. For an integer k ≥ 0, the k-truncated random walk S (k) is given by
for j = 1, 2, . . .. We remark that for any n and any set X ⊆ {X 1 , . . . , X n }, conditional upon the event that
n is simply a sum of |X | i.i.d. bounded random variables with variance at most g(k)
2 . In particular, this implies that after such conditioning, S (k) n obeys a local central limit theorem around 0. The key consequence of this fact (for our purposes), is that we may choose g to grow fast enough that there exists a small constant ǫ > 0 such that:
such a constant is guaranteed to exist by Theorem 17 and our above observation about the conditional distribution of S
n .
Fix some integer k ≥ 1 and let n = g(k) 2 . We remark that EN n,k = nP {X = g(k)} = n 1/4 /2. For S n = √ n to occur, it suffices that S n,k = g(k) = √ n and that S n − S n,k = 0. For any subset K of S = {X 1 , . . . , X n }, S n,k and S n − S n,k are conditionally independent given that X k = K. Letting Z be the set of subsets of S of odd parity and of size at most 2n 1/4 , we then have
by the aforementioned independence and a Chernoff bound.
To bound this last formula from below, fix an arbitrary element K of Z. Note that S n −S n,k = S
Thus, by Bayes' formula,
Letting X = {X 1 , . . . , X n } − K, the previous equation implies that
, so applying (76) in (79) yields that
Next, for any set K ∈ Z, given that X k = K, it follows directly from a binomial approximation that P {S n,k = g(k)||X k | = K} = Ω(|K| −1/2 ) = Ω(n −1/8 ). Plugging this bound and (80) into (77) yields that
establishing (74).
We next turn to our upper bound on P {S n = √ n, Pos n }. We shall define several ways in which the walk S can "behave unexpectedly". We first show that the walk is unlikely to behave unexpectedly; it will be fairly easy to show that given that none of the unexpected events occur, the probability that {S n = √ n} and Pos n both occur is O(log 6 n/n 5/4 ). Combining this bound with our bounds on the probability of unexpected events will yield (75).
We first describe and bound the probabilities of the so-called "unexpected events". Let B be the event that there is i with 1 ≤ i ≤ n for which |X i | > g(k). By a union bound,
Next, let T be the first time for which X T = g(k) = √ n. Letting t * = 5n 3/4 log n, we have
Now, by another union bound, P S T −1 > 8k t * log n, T ≤ t * , B ≤ t * sup 1≤t≤t * P |S t−1 | > 8k t * log n, T = t, B
If {T = t} and B occur, then S t−1 = k−1 i=1 S t−1,i . Thus, by an argument just as we used to prove (71), we can see that
which, combined with (84), yields that P |S T −1 | > 8k t * log n, T ≤ t * , B = O t * n 6 = O 1 n 5 .
Finally, for 0 ≤ t < n, let Z t be the set of subsets of {t + 1, . . . , n} of size between n 1/4 /3 and 3n 1/4 /2. Let Z = Z 0 , and let {T 1 , . . . , T R }, which we denote T , be the set of indices i with T < i ≤ n for which |X i | = √ n, ordered so that T < T 1 < . . . < T R ≤ n. R is distributed as Bin(n − T, n −3/4 ), so by Bayes' formula, (63), and (64),
P {T / ∈ Z|T = t} P {T = t} ≤ sup t≤t * P {T / ∈ Z|T = t} = sup 
This completes our bounds on the "unexpected events". We next use these inequalities to bound P {S n = √ n, Pos n }. Roughly speaking, in order that {S n = √ n} and Pos n occur, it is necessary that Though the event in (c) is precisely the event that S n = √ n, we write it in this form in order to point out that once we have conditioned on fixed values for T and T , S n − S T − √ nS ′ R is independent of √ n − S T − √ nS ′ R . We now turn to the details of defining and bounding the events in (a)-(c).
First, recall that t * = 5n 3/4 log n. For any t ≤ t * , by Lemma 25, P {Pos T , T = t} ≤ P {Pos t−1 , T = t} ≤ P Pos t−1 , |X t | = √ n = P {Pos t−1 } P |X t | = √ n
For any events E, F , and G, P {E} ≤ P {E, F } + P F , and P {E, F } ≤ P {E, F, G} + P F,Ḡ . We now apply these bounds together with the bounds (82), (83), and (86), to see that for any event E, P {E, Pos T } ≤ P {E, Pos T , B} + o(2 −n/2 ) ≤ P {E, Pos T , B, T ≤ t * } + O(n −5 )
≤ P E, Pos T , B, T ≤ t * , |S T −1 | ≤ 8k t * log n +P B, T ≤ t * , |S T −1 | > 8k t * log n + O(n −5 )
= P E, Pos T , B, T ≤ t * , |S T −1 | ≤ 8k t * log n + O(n −5 )
Continuing in this fashion using (87), (89), and the fact that 8k √ t * log n ≤ 20n 3/8 log 3/2 n, and letting j * = 20n 3/8 log 3/2 n, we have P {E, Pos T } ≤ P {E, Pos T , B, T ≤ t * , |S T −1 | ≤ j * , T ∈ Z} +P {T / ∈ Z, T ≤ t * } + O(n −5 ) = P {E, Pos T , B, T ≤ t * , |S T −1 | ≤ j * , T ∈ Z} + O(n −5 ). = t * t=1 P {E, Pos T , B, T = t * , |S T −1 | ≤ j * , T ∈ Z} + O(n −5 ).
By applying Bayes' formula and (88), this yields P {E, Pos T } ≤ t * t=1 P {Pos t , T = t} P {E|Pos t , T = t, B, |S t−1 | ≤ j * , T ∈ Z} + O(n −5 ) = t * t=1 O 1 √ tn 3/4 P {E|Pos t , T = t, B, |S t−1 | ≤ j * , T ∈ Z t } + O(n −5 ) (91) Next, for any 1 ≤ t ≤ t * we have P {E|Pos t , T = t, B, |S t−1 | ≤ j * , T ∈ Z t } ≤ sup 
We will apply equation (92) with E the event {S n = n} ∩ Pos n . We first note that for a given t with 1 ≤ t ≤ t * , if |X t | = √ n and |S t−1 | = s ≤ j * < √ n, then for Pos t to occur necessarily X t = √ n, so S t = √ n + s.
Fix any integer t with 1 ≤ t ≤ t * , any integer s for which |s| ≤ j * , and any I ∈ Z t . We hereafter denote by Good the intersection of events Pos t ∩ {T = t} ∩ B ∩ {S t−1 = s} ∩ {T = I}, and by P c {·} the conditional probability measure P {·|Good} .
Given that {T 1 , . . . , T R } = I, R is deterministic -say R = r -and n 1/4 /3 ≤ r ≤ 3n 1/4 /2. We recall that S ′ was the random walk with S ′ i = i j=1 X T j / √ n. As previously discussed,
given that Good occurs, S t = √ n + s. In order that {S n = √ n} and Pos n occur, then, it is necessary that either 1. for some integer m with |m| ≤ 10 log 2 n, S ′ r = m, S ′ j ≥ −10 log 2 n for all 1 ≤ j ≤ r, and S n − S t − √ nS ′ r = −s − m √ n (we denote these events B m for |m| ≤ 10 log 2 n), or ′ r is a sum of n−t−r = Ω(n) i.i.d. integer-valued random variables that are never zero; Thus, by Theorem 2,
and combining (94), (95), and (96) yields that P c {B m } = O log 4 n n 7/8 .
For any j with t ≤ j ≤ n, an argument just as that leading to (71) shows that
and (93), (97), and (98) together yield P c S n = √ n, Pos n = O 1 n 5 + 10 log 2 n m=−10 log 2 n O log 4 n n 7/8 = O log 6 n n 7/8 .
Since t, s, and I ∈ Z t were arbitrary, (92) and (99) combine to give P S n = √ n, Pos n , Pos T = O √ log n n 3/8 · O log 6 n n 7/8 = O log 13/2 n n 5/4 .
Finally, since if Pos n occurs then either Pos T occurs or T > n, by (83) we have P S n = √ n, Pos n ≥ P S n = √ n, Pos n , Pos T − P {T > n} = O log 13/2 n n 5/4 − O 1 n 5 = O log 13/2 n n 5/4 , as asserted in (75).
Conclusion
The results of this paper raise several questions. Most notably, it seems likely we should not need the assumption that X has a finite (2 + α)'th moment for some α > 0, but only the assumption that X ∈ D, in order for the conclusions of Theorems 15 and 20 to hold.
More boldly, it also may be the case that a ballot theorem-style result holds for real-valued Markov chains with finite variance.
One observation about the counterexample of Section 5.3 is that in that example, the step size X is not in the domain of attraction of any distribution. This leaves open the possibility that a ballot-style theorem may hold if the X has mean zero and is in the domain of attraction of some stable law; is this indeed the case?
Finally, as mentioned in the introduction, it would be very interesting to derive conditions on more general multisets S of n numbers summing to some value k which guarantee that, in a uniformly random permutation of S, all partial sums are positive with probability of order k/n. Indeed, perhaps such work could end up not only generalizing the work of this paper, but perhaps unifying it with the existing discrete-time ballot theorems based on the "increasing stochastic process" perspective.
