Abstract-In this work, we will introduce linear autoassociative neural (AN) network filters for the removal of additive noise from one-dimensional (1-D) time series. The AN network will have a (2 + 1) (2 + 1) architecture, and for fixed, we will show how to choose the optimal value and output coordinate from square error estimates between the AN filter outputs and the clean series. The frequency response of AN filters will also be studied, and they will be shown to act as matched band filters. A noise variance estimate will also be derived from this analysis. We will numerically illustrate their behavior on two examples and will also compare their theoretical performance with that of optimal Wiener filters.
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I. INTRODUCTION
A BASIC problem in time series analysis is the removal of additive noise from a given univariate series. More precisely, if is an integer-indexed stationary stochastic process, the addition of white noise to gives a new stationary series . We will assume that and, hence, are 0. A sample will then be a concrete realization of , that is, a sequence of values of the underlying processes. The filtering problem is to obtain from a new series as close as possible in some sense to . There is a large literature in white noise removal that goes from the classical Wiener linear optimal filters to their many linear and nonlinear adaptive variants [10] and to the recent methods that use time-frequency signal representations given by filter banks or wavelet decompositions [14] , [7] . Let us briefly recall Wiener's approach. It seeks a filter ( denotes the transpose of ) whose output minimizes the square error . The optimal is given by (see Section IV) with diag . The need to compute the is a numerical drawback that could be alleviated adaptively. However, the adaptive construction of such a filter is of limited practical interest, as it would require the unknown and unavailable as a "teacher" supervising signal. An alternative, unsupervised adaptive way to obtain these eigenvectors is through autoassociative (AA) linear neural networks [2] . In an AA network, inputs and targets coincide, and after minimum square error training, the network transfer function gives an approximation to the identity map. The simplest AA network is a linear one, where is the input dimension having a single hidden layer with units . This hidden "bottleneck" forces the network to extract part of the information contained in the input vectors. To use a univariate time series as an AA network input, we can simply take delay vectors . For simplicity, we will consider here lags of the form , and use the notational convention , i.e., , . It is very well known [2] , [3] that after MSE adaptive or batch training, the transfer function of a network is given by (2) where the matrix is made up of the eigenvectors associated with the largest eigenvalues of the sample autocovariance matrix , . We arrive thus to a kind of Karhunen-Loeve (KL) or principal components (PC) transform of the vector . The KL-PC transform is widely used in signal and image processing for tasks such as data compression or feature extraction [6] , [8] , [11] or transform coding [9] .
In this paper, we will consider the outputs of such a network as a filtered version of the and study the properties of these autoassociative neural (AN) filters and the selection of their defining parameters. For instance, the PC transform is usually applied to multidimensional data, and then, would just be the data dimension. Here, however, the base data is a one-dimensional (1-D) series, and is thus not fixed in advance. Although techniques such as Akaike's criteria [1] could conceivably be used to decide on , we will, however, assume fixed beforehand, partly to simplify our treatment of AN filters but also because, as we will see, their application may result in a delay of at most steps. Thus, there may be reasons to predetermine this value. Another standard assumption in PC-based multidimensional signal processing is that the data vector comes from a channel noisy signal, whose clean part has dimension . The estimation of the right number of principal components takes advantage of this fact, either by ordering the eigenvalues and assuming that the smallest are similar, or by following more principled approaches such as information theoretic criteria [15] . Here, again, the clean and noisy signals are 1-D, and we will proceed otherwise, determining the optimal value using the error estimates between the AN filter outputs and the clean signal given in Propositions 1 and 2 of the following section. Moreover, AN filters do not give a single filtered series to approximate the noise free series but, in fact, a -dimensional vector. We thus have to choose an optimal output coordinate for which we will also use Propositions 1 and 2. The practical application of the resulting procedures will require a noise variance estimate. We will give one in Section III after analyzing the frequency response of AN filters and show how it relates to the true noise variance. We will illustrate numerically the resulting AN filters in the fourth section, applying them to a synthetic example, which is a series derived from an AR1 process, and to the noise removal on a short radio jingle. Although no numerical comparisons with other methods will be given, the theoretical performance of AN filters will be compared with that of Wiener filters in a discussion section. Finally, an Appendix will contain some proofs.
II. OPTIMAL ARCHITECTURE AND OUTPUT SELECTION PARAMETERS
For simplicity, we will not work here with the sample series but with the underlying processes and instead. Thus, we will use their theoretical autocovariance matrices , , and , where, for instance, ,
. Notice that from our assumptions, , with being the identity matrix. Therefore, we have , and and have the same eigenvectors . We will number the eigenvalues in decreasing order. With the notation , it now follows from (2) that the th coordinate output , is then a realization of an stochastic process derived from through a sum of time-invariant filters:
The upper index identifies the eigenvalue or eigenvector used and the lower the coordinate considered. Let , denote the quadratic errors between and or . The following proposition is proved in the Appendix.
Proposition 1: For any choice of the above , , and
Clearly, is the most interesting value to select and , but is better suited for practical estimation. In any case, they are related.
Proposition 2:
The quadratic errors and are related as (6) In fact, from (5), the relation , and (4), we have that which is (6) . Now, assuming fixed and the noise variance known, the above formulae can be used to select the optimal and values by the following two-step procedure.
1) We choose as the largest value such that for all , (or, equivalently, ). From (5), this ensures the minimization of for all . 2) Once is fixed, we just take as
Observe that since the coefficients are either even or odd [12] , . Thus, we only have to consider the for positive . The delay derived from the choice of the optimal is then of steps. To apply this two-step procedure, we need an estimate of the noise variance. Any such estimate could be used; as we will see in the next section, we can derive one using the above eigeninformation.
III. EIGENFILTER STRUCTURE AND NOISE VARIANCE ESTIMATION
Let be the time-invariant linear filters that produce the process, that is, , with . The frequency response of is and that of the entire AN filter is . Therefore, the power spectrum of is where is the power spectrum of . A natural noise variance estimate is the average of outside the filtering region.
We will argue later that each term is essentially 0-1 valued and acts as a band filter matched to a concrete frequency. Thus, the length of its filtering band can be approximated by , for which we will prove in the Appendix (7) and a similar reasoning will yield for that . Therefore can be taken as the measure of the support of , which suggests the following noise variance estimates: (8) These values actually overshoot the true noise variance since we have the following.
Proposition 3: The noise variance estimates can be written as (9) Before proving (9), notice that for fixed , these estimates depend again on and . Because of the overshooting observed, a simple way to avoid this circularity is to select an -only dependent estimate as which will be the value actually closer to . Going back to the proof of (9), we write it as (10) The first integral is just , whereas the second integral, as shown in (12) in the Appendix, equals Therefore, recalling that , the integrals in (10) are equal to
We thus have which is just (9) .
We end this section analyzing the band filter behavior of the . If its eigenvalues are all distinct, has skew-symmetric and symmetric eigenvectors [5] , [12] , [13] . Furthermore, it can be shown [4] (8) . Moreover, we can interpret the overshooting term to the right of (9) as the average of the spectrum left outside the filtering region. In fact, since we can take for near , we have Therefore, when there is little signal power outside the filtering bands (that is, when ), we have .
IV. FILTERING EXAMPLES
As just pointed out, AN filters should work better for signals with relatively sharp bandlimited spectral peaks. Clear illustrations of such series are those derived from autoregressive (AR) processes of order 1. Their general form is , where is independent white noise of a certain variance . The variance of is then , with a power spectrum [4] . This spectrum has a unique maximum at , with a value of , that gets sharper as nears 1. It also has a minimum value of at . This implies that additive noise with a variance below this value cannot be removed by AN filters. In fact, for such a noise, we should expect for all . Accordingly, all the eigenvalues of should be taken, and the AN transfer function would then be the identity map, leaving the noisy signal unchanged. Thus, the maximum signal-to-noise 
TABLE I M VALUES USED FOR AN FILTERING OF AN AR 1 PROCESS AT DIFFERENT NOISE LEVELS (COL. 2), ITS ASSOCIATED OPTIMAL AND ESTIMATED L VALUES (COLS. 3 AND 4), AND OPTIMAL AND ESTIMATED k OUTPUT INDICES (COLS. 5, 6). COLUMN 7 SHOWS IN DECIBELS THE NOISE REDUCTION OBTAINED
(SNR) variance ratio for which actual noise reduction can be achieved is SNR . In our illustration, we will use a 8192-point sample series derived from an AR1 process with and to which Gaussian white noise has been added. We then have SNR or about 13 dB. In other words, the smallest removable noise variance is about 5.3% of the clear signal variance. We will use in both examples the and values obtained directly from the sample autocovariance matrix as well as the corresponding sample error estimates. Fig. 1 has been derived adding to the sample Gaussian white noise with variance 20% of . This gives a SNR value of 5 or about 6.95 dB. Fig. 1 shows for values between 1 and 20 the evolution (lower dotted line) of the corresponding estimates for the optimal computed using the true noise variance and its estimation using instead (lower continuous line). It also shows (as the top line) the successive noise estimates . Since any of them overshoots the true noise variance, a new value of has been retained for a given only if it is smaller than the previous one; hence, the decreasing values observed in Fig. 1 . The middle straight line shows actual noise variance of about 1.10. Table I gives noise reduction values in decibels for several noise levels going from 10 to 100%. As may be expected, the larger the noise variance, the larger the noise reduction that can be achieved. is chosen at each noise level as the value giving a first sharp minimum of . Table I also shows the optimal and estimated numbers of eigenvalues and the corresponding optimal and estimated filtering positions derived using either actual noise variance or its estimate . For instance, at the 20% noise level, the optimal filtered signal corresponds to a value of 2, that is, with a one-step delay. Only two eigenvalues were then used, instead of the theoretically optimal number of 3. In Fig. 2 , the periodogram of the series (normalized to a maximum of 1) is depicted, together with the filter's power response (dotted line) and its fairly good approximation by Dirichlet sine and cosine filters (continuous line).
The second example deals with a 2048 point signal coming from a radio jingle. The original signal is depicted in Fig. 3 , which also shows the same signal after the addition of Gaussian white noise with variance 10% of the original signal's one. Table II gives , , and estimates for several noise levels between 5 and 70%, together with noise reduction values in decibels.
has been selected again as the value giving a first sharp minimum for . For a 10% noise variance, Fig. 4 gives the evolution of these error estimates for between 1 and 40 (lower continuous lines). Again, it shows noise estimates on its top and the true optimal error between the clean and filtered signal is given in a dotted line. Fig. 4 suggests an value of 10, which in turn provides values of 8-10. As we will discuss later, these values are also suggested by the number of peaks of the signal's periodogram. Its normalized values and the optimal filter power response are shown in Fig. 5 . The normalized periodogram also shows that the signal has little power outside a central band, which suggests that the noise variance estimate should give a good approximation to , particularly for higher noise variances and, therefore, smaller SNRs. The last column of Table II shows 
V. DISCUSSION AND CONCLUSIONS
We first observe that AN filters can be implemented after computing the covariance matrix of a given series and its eigenvectors. Alternatively, once the optimal and values have been obtained, for instance, from a preliminary training sample series , they can be used as design parameters for an AN filter that adaptively (i.e., by online backpropagation) updates the eigenvectors and adjusts its output accordingly. Next, we have mentioned that would be usually chosen beforehand since, among other things, it sets the maximum delay introduced by an AN filter. However, can also be a relevant design value, and in some cases, it will be more important to set it first. If is the number of peaks of the sample periodogram, a simple way to do this is to take as either or , depending on whether or not has power around the 0 frequency. Remember that , which is the number of chosen eigenvectors, is also the number of the "largest" eigenfrequencies , that is, those associated with the peaks of the power spectrum. For instance, in our radio jingle example, Fig. 5 shows, for a 10% noise, four to five peaks in its periodogram, all away from , which would suggest giving a value of 8-10. Once is set, can be then chosen as the first value for which . In the example, and according to Table II Summing things up, in this paper, we have introduced AN filters and analyzed their performance for white noise removal. They can be obtained by online or batch training of a autoassociative linear network and act as a sum of matched band filters defined in terms of the eigenvectors of the sample autocovariance matrix. We have shown for fixed how to chose the optimal number of hidden units and the optimal output coordinate in terms of the square error estimates (4) and (5) . The roles of and can also be reversed. Our discussion of AN filters' matched behavior also suggests a noise variance estimate, and we have given its error with respect to the true variance. We have illustrated their behavior on two numerical examples and have shown that AN filter performance is close to that of optimal Wiener filters for signals with power concentrated in a frequency range.
APPENDIX
We will prove first the error estimates (4) and (5) between and and . To begin, we observe that (11) which is a consequence of being the eigenvector associated to the eigenvalue of the matrix , and where we have used the equality . Notice also that the same formulae hold replacing for and for . Now
Clearly, , and by (3) and (11), we have Moreover, again using (11) and the orthogonality of (12) Putting everything together, (4) follows. The reasoning leading to (5) is similar since we have where , and the third term has just been estimated. For the middle term, we have arguing as before and observing that . Putting everything together which is (5). We turn now our attention to (7) . Using the orthonormality of the eigenvectors, we have which is just (7). A similar reasoning yields for that .
