Abstract Weather-state models have been shown to be effective in downscaling the synoptic atmospheric information to local daily precipitation patterns. We explore the ability of non-homogeneous hidden Markov models (NHMM) to downscale regional seasonal climate data to daily rainfall at a collection of gauging sites. The predictors used are: ensemble means of seasonal rainfall as forecast by the DEMETER and ECHAM models, and the preceding seasonal outgoing long-wave radiation (OLR). As the downscaling of seasonal GCM-based predictions lacks the ability to capture the intra-seasonal variability, we augment the seasonal GCM-driven inputs with statisticallydriven predictions of the monthly rainfall amounts. The pooling effect of combining seasonal and monthly estimates of the regional rainfall enhances the capacity of the NHMM to simulate the stochastic characteristics of rainfall fields. The monthly rainfall prediction is derived from a wide range of climate precursors such as the El Niño-Southern Oscillation, local sea-level pressure, and sea-surface temperature. Application of the methodology to data from the Everglades National Park region in South Florida, USA is presented for the seasons May-July and AugustSeptember using a 22-year sequence of seasonal data from eight rainfall stations. The model skill in capturing the seasonal and intra-seasonal rainfall attributes at each station is demonstrated graphically and using simple statistical measures of efficiency. The hidden states derived from NHMM are qualitatively analysed and shown to correspond to the dominant synoptic-scale features of rainfall generating mechanisms, which reinforces the argument that physical processes are appropriately captured.
INTRODUCTION
Daily rainfall probabilities, the persistence of wet and dry regimes, and other rainfall statistics can vary substantially over time and space in a systematic way. Climatic fluctuations are the major driver of such persistent year-to-year changes in rainfall probabilities, and are believed to affect rainfall statistics both spatially and temporally. General circulation models (GCMs) perform reasonably well with respect to annual and seasonal weather states on a large spatial scale, and they stand as one of the primary sources for obtaining projections of future climate. Outputs from GCMs underpin most climate impact assessments; yet, it is widely acknowledged that regional climate indices as represented by GCMs contain significant sources of uncertainty. Reliance on a single GCM could lead to inappropriate planning or simulation of the intra-seasonal rainfall. In addition, precipitation forecasts demonstrate limited skill at sub-seasonal time scales, and they have limited capabilities in reproducing daily precipitation statistics at local and regional scales (Robock et al., 1993; Bates et al., 1998) . The skill level obtained is found to be inadequate for aiding water managers' decision making processes. The generation of stochastic realizations of daily rainfall at a set of stations in a manner that preserves spatiotemporal variability is very important for assessing the impact of potential climate change on agricultural activities, flood-risk management, rainfall-runoff processes, and the management of both surface water and groundwater. For example, agro-economic models are grossly unfit when purely built and calibrated using the observed daily sequence of rainfall at a given station. A stochastic realization of daily rainfall that assimilates and merges both local and regional rainfall will enable the estimation of a meaningful crop risk profile.
In this paper, we seek to build a stochastic framework to generate daily statistics of precipitation at multiple sites simultaneously. These realizations are conditioned on seasonal climate projections. Furthermore, in order to capture the intra-seasonal rainfall variability, learning machine-based monthly predictions of the regional rainfall are utilized.
Data-based statistical approaches have achieved considerable success, and they usually seek to extract information from the existing data and provide robust inferences. Here, monthly prediction of the regional rainfall serves to complement the seasonal GCM forecasts in reproducing the intra-seasonal variation in the generated rainfall sequences. The GCM-based analysis is constrained by the understanding of atmospheric dynamics at scales greater than two degrees of longitude and latitude, and, thus, using stochastic models to reproduce the underlying physics could elicit better analyses at finer spatial and temporal scales. Specifically, the daily precipitation data have significant variability, distinctively non-Gaussian, do exhibit relatively complicated spatio-temporal dependence (Mendes et al., 2006) , and cannot be easily derived from atmospheric dynamic equations. This inherent complexity has led to the development of statistical weather-state downscaling models to relate daily precipitation to synoptic atmospheric patterns (see e.g. Robertson et al., 2004; Mendes et al., 2006) . An example of weather-state models is the non-homogeneous hidden Markov model (NHMM), which is among the stochastic downscaling methods which capture the most distinct pattern that influences multi-site precipitation occurrences and amounts. The NHMM has been used for downscaling of multisite precipitation occurrences and amounts and verified to provide plausible results (Charles et al., 1996; Bellone et al., 2000; Mehrotra et al., 2004; Robertson et al., 2004) . Also, the NHMM is claimed to have the capability to provide some useful insights into the circulation modes and the associated precipitation mechanisms (Hughes & Guttorp, 1994a ,b, 1999 Mehrotra & Sharma, 2005) .
Here, the NHMM is designed to be based on seasonal inputs as predicted from GCMs, and monthly inputs as predicted by data-driven learning machines. So, the NHMM is designed to perform simulations conditional on preserving the seasonal and monthly attributes or precipitation as governed by the exogenous forcing factors. In this context, the NHMM is said to perform downscaling, which is defined as the process of reconstructing the daily variability of the precipitation patterns (i.e. amounts, wet-to-wet probabilities, etc.) at spatially-distant stations based on information available at coarser scales in both time and space (i.e. synoptic patterns) (Kidson & Watterson, 1995) .
The inclusion of GCM seasonal indices is found to be insufficient to capture intra-seasonal variability. In order to guarantee the success of the rainfall simulation in the predictive context, there is a necessity to incorporate representations of sub-seasonal atmospheric processes that are responsible for precipitation generation. The shortcomings of stochastic downscaling algorithms for preserving variance motivated Wilks (1989) to condition the downscaling on monthly amounts to produce better agreement between the variance of the simulated and observed daily rainfall.
Specifically, the purpose of this paper is to develop and demonstrate the capability to provide reliable subseasonal predictions of precipitation. The goal is to build models that capture the temporal and spatial properties of the precipitation data. These models are designed with the purpose to simulate realistic rainfall patterns over monthly periods (i.e. 30-day sequences), as a basis for monthly and seasonal forecasts.
We applied the devised methodology on Everglades National Park (ENP) located in South Florida, USA. Precipitation in the ENP is generated by varying nonlinear processes that interact with each other over a wide range of scales. A useable method to disaggregate seasonal and monthly predictions to simulate daily values at many locations is important for the delicate ecosystem management at the ENP. In this context, the utility of the designed framework is of significant importance to resource managers in that it enables interpretation and transfer of the results of improved climate predictions for optimal management of water resources. In particular, simulation of the spatial distribution of precipitation amounts is of great importance for water resources management operations, as well as the management of flood control storage and release.
STUDY AREA AND DATA
The Everglades National Park (ENP) presents one of the most widely recognized wetland ecosystems in the world. The seasonal to intra-seasonal patterns of rainfall exert a prevailing abiotic influence in the ENP. The ecological restoration of the ENP has brought to the fore the challenge of how to deliver controlled quantities of water at the right times to the right locations. Optimal operation strategies in the ENP are rainfall-driven; thus rainfall prediction at the intra-seasonal scale is of paramount importance to strategic management scenarios.
For this study, a 35-year record of daily rainfall amounts at eight stations was used; their locations are shown in Fig. 1(a) . The ENP experiences a sub-Tropical climate with a distinct wet season in the summer and dry season in the winter. Almost 75% of the annual precipitation falls during May-October ( Fig. 1(b) ), and the monthly precipitation amount varies between 0 and 508 mm (20.0 inches), realized at different times of the year.
The ENP rainfall is characterized by a lowfrequency behaviour with apparent non-stationarity in the long term (Kwon et al., 2006) . This feature in the rainfall time series suggests that the regional climate is likely to be marked by recurring, persistent multi-year droughts. Methods that can generate such scenarios are needed for effective planning. Therefore, a useful framework to disaggregate seasonal simulations or predictions to daily values at many locations is of interest, and could be used effectively to prioritize best management practices.
Everglades National Park rainfall
Rainfall data at eight local raingauges located in and around the southern Everglades region were used. The Everglades extends from the south of Lake Okeechobee to Florida Bay. However, we selected raingauges located only in the southern part of the Everglades area, because our study focuses on water delivery to the Everglades National Park. There are over 60 raingauges in the region. Eight stations out of the 60, for which long-term reliable data are readily available, were selected. Each site has a different period of record. There were a few missing values that were filled in using nearby station values. The period of record of rainfall data extends from 1965 to 2000. However, this study used data only from 1979 to 2000, because some of the relevant climate time series data are only available from the 1970s.
The processes responsible for rainfall over the ENP vary over the rainy season. We developed two distinct seasonal daily rainfall series: May-June-July (MJJ); and August-September-October (ASO), corresponding to time periods where distinctly different rainfall mechanisms are thought to operate. We selected the 92-day period beginning 1 May (MJJ) and the 92-day period beginning 1 August (ASO), corresponding to the first and second modes of the peak rainy season over the Everglades, respectively, for the period 1979-2000, yielding 22 complete 92-day years (2024 days).
Historical climate data and global circulation model outputs
The NHMM uses predictor variables that are relevant to the state of the atmosphere in predicting the daily rainfall sequence. Two seasonal types of predictor for generating such forecasts are considered: (a) leading climate indicators, such as prior season sea-surface temperature (SST) and outgoing long-wave radiation (OLR), and (b) ensemble seasonal rainfall forecasts from multiple GCMs, to generate spatially-distributed daily time-step rainfall fields. All climate data fields used in this study are summarized in Table 1 . Both the potential predictors and the predictors that were finally selected are listed. Climate data were accessed from the International Research Institute for Climate and Society (IRI) Data Library (http://iridl.ldeo.columbia.edu/). Data sets for SST and OLR were obtained from the anomaly grid product of Kaplan et al. (1998) and NOAA-CIRES CDC interpolated OLR, respectively. The data for SST and OLR are available from 1856 and 1979, respectively. The three-month averages of these variables for February-March-April (FMA) were used for the NHMM applied to May-June-July.
General circulation models have been used to reproduce historical climate, understand climate mechanisms, and generate forecasts and projections of teleconnections and the inter-annual variability of sea-surface temperature, among other things. The ECHAM 4.5 model (European Centre HAMburg, developed at the MaxPlanck Institute for Meteorology -Roeckner et al., 1996) and DEMETER model (Development of a European Multi-model Ensemble System for seasonal to inter-annual prediction -Palmer et al., 2004) rainfall forecasts, issued in May and August, were used in this study for the MJJ and ASO seasons, respectively. The selection of ECHAM predictions in the downscaling of MJJ, and DEMETER predictions in the ASO downscaling, is based solely on the skill of the individual models in reproducing the regional seasonal rainfall over the ENP. These models run from sets of initial conditions, each of them slightly different from the other, but consistent with the available observations to produce different ensembles. Both GCMs were averaged over multiple ensembles.
The seasonal OLR for the FMA season exhibits good correlation with MJJ rainfall. This seasonal lag correlation is not as strong in the case of ASO rainfall. Correlation maps between the regional MJJ seasonal rainfall (i.e. as aggregated over the selected eight stations) and ECHAM predicted precipitation versus previous season OLR are shown in Fig. 2 Table 1 between GCM-based precipitation and antecedent OLR are utilized in the downscaling.
Generation of monthly inputs
In order to reinforce the ability of NHMM to capture the intra-seasonal variability of rainfall mechanisms we propose to use the regional estimate of monthly rainfall. So in the case of season MJJ we utilize the monthly prediction per each month. There are many candidate inputs that could directly or indirectly influence monthly rainfall over ENP.
The candidate raw climatic precursors are the NINO3.4 index for the El Niño-Southern Oscillation, North Atlantic Oscillation (NAO) and Sea Surface Temperature Anomalies (SSTA) in different zones. For the monthly prediction in the MJJ season, the North Pacific Ocean (i.e. 5-20 N and 150-180 W) and for ASO Atlantic SST off the southeast coast of the N and 60-80 W) were strongly correlated to the regional rainfall time series at 3 months lag time. The first two principal components for the selected zone are estimated and found to explain more than 85% of the SSTA variance at each zone. These inputs are used to provide predictions for each month within MJJ and for each month within ASO. The schematic shown in Fig. 3 summarizes the inputs used for both MJJ and ASO.
METHOD
The primary application we considered in this paper is the simulation of the MJJ and ASO daily rainfall of the Everglades area at key points in time from 1979 to 2000 using GCMs, climate variables, and statistically-driven predictions. Here we utilized the NHMM as a simulation engine for the ENP rainfall field. In order to provide reliability in NHMM simulations at the intra-seasonal scale, we incorporated as exogenous input the monthly predicted rainfall. The monthly prediction model is based on the Bayesian inference technique referred to as Relevance Vector Machine (RVM). The applicability of RVM in the context of this paper is similar to a study by Tripathi et al. (2006) , in which Support Vector Machine (SVM) is used to perform statistical downscaling of precipitation at a monthly time scale. In the next sections the techniques used are briefly described. 
Bayesian inference and the relevance vector machine (RVM) to derive predictors
The RVM method was introduced by Tipping (2000) . It adopts a Bayesian approach to find the most probable estimate of the parameters, given the available data. Let X ¼ (x 1 , . . ., x n ) where x i 2 R d denotes the list of all input sequences -exogenous in the global model parlance and y ¼ (y 1 , . . ., y n ) the corresponding output.
In the application of this study, the multivariate input set X may contain preceding NINO3.4, NAO, SSTA, and the average monthly rainfall in the Everglades for the available history of records, while the output vector y represents the monthly rainfall predictions.
The RVM, as an example of kernel regression, assumes the existence of a kernel function K(Á, x) (e.g. Gaussian radial basis function kernel) such that each response random variable y i can be expressed as a weighted sum of the form:
For notational convenience, equation (1) is often rewritten as y ¼ Fw + e, where the vector of weights w ¼ ðw o ; e wÞ TR with e w ¼ (w 1 , w 2 , . . ., w n ,), the associated noise e ¼ (e 1 , e 2 , . . ., e n ) TR and F correspond to fixed nonlinear basis functions (Tipping, 2001) 
Here, the superscript TR indicates the transpose. The nonlinear basis functions are constructed using kernel functions as follows:
where, in this paper, the kernel function is the radial basis function (RBF) with scale parameter s k , that is Figure 4 shows the complete linkage and structure between inputs (X), outputs (y), parameters (w) and hyper-parameters (a, s) where a i is the standard deviation associated with w i .
To find the parameter vector w we shall maximize P(w|X, y) which can be rewritten using the Bayes formula as P(w|X, y) / P(w|X, y) P(w). The prior distribution P(w) is specified to have normal distribution for each weight w i with mean 0 and variance a À1 i . That is:
To complete the hierarchical specification of the model, we specify priors for the hyper-parameter a i so that we can estimate P(w) ¼ Ð P(w|a) P(a)da, and this is referred to as the hyper-prior. The choice of the hyper-prior is usually made wide and uninformative, and a broad variance is often used (Tipping, 2000 (Tipping, , 2001 . By combination, one could estimate the weights by maximizing P(w|X, y). The interested reader is referred to Tipping (2001) and references therein for in-depth discussion about the estimation processes. The important implicit property of RVM is that, during the expectation maximization process, many of the parameters a m peak to infinity and the corresponding weight, w m , concentrates at zero. Therefore, one could consider the corresponding inputs irrelevant (Tipping, 2001 ). Thus, the working set of the relevant basis functions, F, decreases until a sparse solution is found. The outcome of this optimization is that many elements of a go to infinity, such that w will have only a few non-zero weights that will be considered as relevant vectors (see Khalil et al., 2005a,b; , for details on RVM).
Multivariate non-homogeneous hidden Markov models
Non-homogeneous Markov models relate broad-scale atmospheric circulation patterns to local rainfall by postulating weather states to act as a link between the two disparate scales (Hughes & Guttorp, 1999) . For instance, let R ¼ {R t 1 , . . ., R t n } be a multivariate random vector giving precipitation amounts at a network of n sites. Let S t be the weather state at time t and Xt ¼ (X 1 , . . ., X t ) is a sequence of exogenous input vectors (atmospheric measures) at time t such as GCMs and OLR, one for each data vector. The optimal number of states (M) is not known a priori. For the application of this study, we conclude that, given the Fig. 4 The RVM structure and the associated parameters and hyper-parameters. A high proportion of hyperparameters are driven to large values in the posterior distribution, and corresponding weights are driven to zero, giving a sparse model. Assuming that the precision a 2 over the w 2 peaks to infinity, the corresponding parameter and vector that are encircled by the dotted line will be pruned.
Bayesian Information Criterion (BIC) (Robertson et al., 2003) , it ranges from 4 to 5. Following Hughes & Guttorp (1999) , the two main assumptions on the NHMM are:
cates the sequence of atmospheric data from time 1 to T (i.e. the length of sequence) and similarly for S 1 T and R 1 t-1 ; and
The inputs X t allow this Markov process to vary over time; hence the name non-homogeneous. The assumptions of conditional independence are easily visualized as edges in a directed graph of the NHMM, as shown in Fig. 5 . These hidden state transitions are modelled by multinomial logistic regression depending on X t :
and
where s jm or s m is a real-valued parameter vector for states j and m, and r t i is a D-dimensional real-valued parameter vector for state i and time t. The log-likelihood of the data can be written as:
PðR t jS t Þ
The maximum likelihood estimate of the set of parameters for the NHMM-based application can be calculated utilizing the expectation maximization (EM) algorithm (Baum et al., 1970) . Full details of the specific EM procedure used in this NHMM parameter estimation can be found in Robertson et al. (2003) .
MODEL APPLICATION AND DISCUSSION OF RESULTS
This section explores the application of the proposed framework. The aim here is to devise a technique to provide realistic daily rainfall patterns over monthly sequences. Monthly precipitation forecasting seeks to derive regional-scale information at a subseasonal scale using large-scale atmospheric variables. The RVM is used to model the connection between these teleconnections and the monthly rainfall. Consequently, the NHMM is used to simulate daily precipitation based on monthly prediction from the RVM model, seasonal predictions from the GCMs, and preceding OLR observations as a prior season precursor.
Monthly prediction model
The coupling of RVM predictions can provide a basis for increasing simulation robustness, and the pooling effect of merging seasonal and monthly precursors will enable us to capture the sub-seasonal attributes of the rainfall. There are many physically-plausible variables available to a data-driven model. Specifically, in climate-based prediction models there is a high potential for building models that utilize a large number of inputs, only some of which are relevant. In such cases, poorly built regression models tend to assign some coefficients for such inputs that may show some random correlation. The danger of using too many predictors will aggravate the susceptibility to overfitting, particularly in the case of high dimensions with few data (Carr, 1988; Neal, 1994; Mackay, 2003) . Fig. 5 The MVNHMM model structure.
Prediction performance
Rainfall generating mechanisms vary across the season, thus separate RVM models have been developed for each month in the seasons of MJJ and ASO. In other words, we desire a regression model to be built for each individual month, where each is intended to condition the rainfall model on the atmospheric information relevant to that month. We used the same set of predictors to build separate models for the three months in MJJ. Similarly, the months of ASO have the same predictors. The predictors NAO and El-Niño3.4 index for the months of February-March-April (FMA) were used in predicting the months of the MJJ season, and the average over MJJ was used to predict the months of ASO. The first principal component was evaluated for the zone of influence and used in the prediction at one month lag. Both MJJ and ASO seasons have a record of 35 years of data. The first 17 years were selected for training the model and the rest of the data for testing.
We have too few data samples to build a robust regression model. However, the resulting RVM model is sparse in its parameters and only uses five relevant vectors. A radial basis function was used to introduce nonlinearity. The selection of the basic function parameter was derived based on trial and error. The seasonal performance of the built model, for both training and testing phases, is shown in Fig. 6 . Table 2 presents average statistics of efficiency for MJJ and ASO models for both training and testing. The resulting predictions were used as exogenous inputs in the NHMM.
SELECTION OF THE NHMM MODEL AND HIDDEN STATES
The number of hidden states in the NHMM has a considerable influence on the performance of the model. A typical approach to the identification of the appropriate number of states is to minimize the Bayesian Information Criterion (BIC). The BIC is used here to select both the number of hidden states and the associated climate predictors. Corresponding to the predictors identified earlier, five and four hidden states were selected for the MJJ and ASO seasons, respectively, in the NHMM. For the observed sequence of daily precipitation, we wish to find the most likely sequence and the underlying hidden states that might have generated it. We can find the most probable sequence of hidden states by using the Viterbi algorithm. This is a dynamic programming algorithm that provides a tractable way of analysing observations of NHMM to recapture the most likely (Viterbi, 1967; Rabiner, 1989) . The spatial, temporal and synoptic patterns associated with each state in both MJJ and ASO are presented in the following sections.
Simulation performance
The NHMM-RVM model described earlier was applied to the daily data separately for MJJ and ASO periods. Here we present the results of 100 simulations of the NHMM for each season. In the EM phase, the algorithm was restarted 20 times from different random starting positions in the parameter space. After convergence, and based on each restart, we selected the parameter set that produces maximum likelihood over the 20 restarts to safeguard EM from converging to poor local maxima. The performance measures that were selected are as follows: (1) monthly amounts; (2) wet-to-wet probability; (3) dry-to-dry probability; (4) number of wet days; (5) number of dry days; (6) 7-day dry spell; and (7) maximum wet-day precipitation. These features of the rainfall process could be evaluated per month or per season. The NHMM challenge is to be able to capture the behaviour of these statistics across the continuum of the intra-seasonal scale (i.e. 15, 30, 45 and 90 days).
These statistics were evaluated for the 100 simulations at each station and then aggregated to reflect the overall behaviour of precipitation over the ENP. The rainfall features that generated the rainfall sequences were then compared with those of the historical record. Figures 7 and 8 show the NHMM performance for MJJ and ASO, as evaluated by the aforementioned features aggregated for all the stations over 30-day sequences. The range of variation from 100 simulations in each feature (i.e. rainfall statistic) is shown by the shaded area, which represents the interquartile range.
Model predictive ability was assessed quantitatively to judge the degree to which the model simulation matches the actual observations. Frequently, one could utilize different statistics of efficiency to measure the goodness of fit. Table 3 shows the correlation coefficient (r), index of agreement (IoA), the normalized root mean square error (nRMSE), and bias (nBias) for different selected statistics. Readers are referred to Legates & McCabe (1999) for further details on efficiency measures.
In the case of MJJ simulation, even though we reproduced the amounts fairly well, the other statistics show decreased performance. The statistics of wet days, wet-to-wet probability, and dry-to-dry probability have correlation of 0.5 with the observed monthly sequences. Statistics of dry spell length of 7 days are reproduced with decreased variance for both MJJ and ASO for monthly and seasonal sequences, as judged from the plots and nRMSE. Consequently, maximum wet-day precipitation is not reproduced very well.
It is shown that the NHMM is capable of generating station-averaged observed rainfall amounts. The performance of reproducing the amounts as 30-day sequences for MJJ and ASO is plotted for each station individually in Figs 9 and 10. In the case of ASO, Miami FS, PRL and IFS show correlation with the observed data that equals or exceeds 0.6, while G54 and S13 show correlation close to 0.2. In the case of MJJ, most of the stations show correlation with the observed values in the range 0.4-0.5.
Viterbi analysis
This section deals with the determination of the most probable sequence of underlying hidden weather states that has generated the observed sequence of daily precipitation. Linking these states to atmospheric patterns provides more intuitive reasoning as to what they signify. The most likely weather-state sequences for MJJ and ASO, determined using the Viterbi algorithm, are shown in Fig. 11 . For a certain day of the month, one can see the inter-annual sequence of states (horizontally) that has most probably generated the observed precipitation. In general, these graphs suggest that the rainfall sequences exhibit considerable variability on intra-seasonal, as well as inter-annual time scales.
According to the BIC test, the optimal number of states for MJJ precipitation is five. Figure 12 presents the amount of precipitation associated with each state and the frequency at which it has occurred; precipitation amount is expressed as a percentage of the total precipitation occurring during the time of analysis. Thus, State 1 corresponds to a very high probability of precipitation at all the stations; State 2, in the case of MJJ, seems to be connected to local convection -it is responsible for almost 25% of the precipitation amount, even though it occurs less than 5% of the time; and State 5 corresponds to a very low probability of rain at all stations, occurring 35% of the time. States 3 and 5 together constitute the most common MJJ pattern, occurring 65% of the time.
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Observed
There are different spatial precipitation patterns associated with each state. Figure 13 depicts the percentage of precipitation amount corresponding to each station. There is a different local excitation per state, except in the case of MJJ -State 2, where it seems that the level of excitation triggered by local convection is uniformly distributed.
In both MJJ and ASO, states 1 and 5 seem to have the same spatial distribution. Whenever there is low pressure at stations IFS and MIAMFS (Fig. 1) , the probability of precipitation is high at these stations, as well as all over the ENP, and vice versa. These plots suggest that the precipitation spatial structure is highly dependent on the prevalent state. The weather-state classification scheme produced by the NHMM and the Viterbi algorithm is successful in identifying the linkages between large-scale variables and precipitation distribution patterns on the ground.
The mean seasonality of weather-state occurrence is shown in Fig. 14 . In MJJ, State 5, which represents the dry state, is witnessed with increased frequency at the beginning of the season. The associated OLR pattern indicates the absence of cloudiness over the Florida-Caribbean region, and an associated wind anomaly pattern that suggests atmospheric transport out of the region, consistent with the lack of rainfall. This state is most prominent in early May, with incidence decreasing in June and July as the rainy season picks up. The spatial pattern of this dry state occurrence is regional.
State 2 is attributed to local convection that peaks around the end of May and the beginning of June. For ASO, the temporal variation of the states' frequency is not that distinctive, except that by the end of the season the dry state (i.e. S4) is prevalent.
Atmospheric patterns associated with weather states
Our ability to predict regional-scale seasonal climate anomalies depends strongly on our understanding of the dynamics of large-scale circulation anomalies. The NHMM is characterized by its ability to explain and demonstrate the linkage between the major circulation modes and the precipitation patterns. The state variables of the NHMM define the weather on each particular day. Each day can be classified into one of the weather states. Also, an average of atmospheric circulation variables over common-state days provides a means of assessing the physical linkage of the weather state with atmospheric forcing factors. The predominant pattern associated with each state is evaluated by averaging the wind vectors and OLR fields over all the days classified into a particular state. The OLR and wind fields are extracted at the geo-potential height of 850 hPa. Principal moisture paths can be drawn roughly from the atmospheric pattern corresponding to each state for both MJJ and ASO. The principal moisture path was found to be largely consistent with the observed precipitation pattern. Figure 15 presents the contour plot of the OLR and the spatial variability of the wind components associated with each weather state. There are unique baroclinic instability patterns associated with each state, and this could be further investigated to derive insights into moisture transfer mechanisms affecting Time (month) 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 Precip. amount 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 the ENP. The second state in MJJ seems to be associated with local convection that delivers large bursts of precipitation over the ENP, but with less frequency and low coherence (see Fig. 12 for the precipitation amount associated with State 2 and the number of days that experience this state).
Many interesting aspects of the mechanisms that derive rainfall could be deduced from these composite Time (month) 1980 (month) 1982 (month) 1984 (month) 1986 (month) 1988 (month) 1990 (month) 1992 (month) 1994 (month) 1996 (month) 1998 (month) 2000 (month) Time (month) 1980 (month) 1982 (month) 1984 (month) 1986 (month) 1988 (month) 1990 (month) 1992 (month) 1994 (month) 1996 (month) 1998 plots. Also, the weather states derived from the NHMM reveal the distribution of intrinsic local convections versus the large-scale stimulating processes that affect precipitation over the ENP.
SUMMARY AND CONCLUSIONS
The objectives of this study were to develop and apply a multivariate rainfall simulation and forecasting tool that can generate daily rainfall sequences for each season, conditional on low-frequency climate forecasting and information for the Everglades National Park restoration, for the two major rainy seasons: May-July (MJJ) and August-October (ASO). This simulation is intended to capture sub-seasonal variability. Therefore, we used the monthly regional rainfall as predicted by RVM in the simulation. The nonhomogeneous hidden Markov model (NHHM) was used to connect seasonal and monthly forecasts from GCMs and observed prior-season climate conditions to daily rainfall at several sites. The NHMM, coupled with prediction models, shows promise as a technique for generating downscaled daily rainfall-sequence scenarios for input into hydrological operation models that require such inputs, and may be competitive with sophisticated weather-generator models designed for this purpose (Robertson et al., 2004) .
We used the NHMMs to analyse precipitation amounts in the Everglades National Park (ENP) south Florida at eight gauging stations during the two major rainy seasons of MJJ and ASO for 1979-2000. A five-state model for MJJ and a four-state model for ASO were chosen from the inspection of Bayesian information criteria (BIC) and log-likelihood (LL) of the rainfall data given in the model. The Viterbi algorithm was used to select the hidden states sequence underlying the observed data. 135°W  110°W  85°W  60°W   160°W  135°W  110°W  85°W  60°W   160°W  135°W  110°W  85°W  60°W   160°W  135°W  110°W  85°W  60°W   40°N   30°N   20°N   10°N   0°5   0°N   40°N   30°N   20°N   10°N   0°1  60°W  135°W  110°W  85°W  60°W   160°W  135°W  110°W  85°W  60°W   160°W  135°W  110°W  85°W  60°W   160°W  135°W  110°W  85°W 
