The distribution of magnetic moments in finite ferromagnetic bodies was first investigated by Landau an Lifshitz in a famous paper, where they obtained the domain structure of a ferromagnetic crystal at low temperatures, in the regime of saturated magnetization. We propose a generalization of the above approach, using from the start the Landau theory of phase transitions, where the free energy of the system is written as a functional with the magnetic permeability as the order-parameter density. We obtain more general field solutions, allowing nonhomogeneous regimes, which are used to describe the ferromagnetic phase transition at T c . We find that domain sizes and walls are enlarged when the temperature is increased in direction of T c . Very close to T c however, the walls tend to suppress the layers, leading to a continuous vanishing of the domain structure. We discuss the validity of the model in the critical region.
Introduction
The distribution of the magnetization inside a general ferromagnetic body follows a closed flux configuration which leads to the appearance of magnetic domains. For the stripe domain structure, which is common in whiskers, magnetizations of neighboring domains are oppositely oriented, separated by 180
• Bloch walls. In a pioneering work, Landau and Lifshitz proposed for the first time a theory that quantitatively predicted the above configuration, relating domain sizes and wall width with the dimensions of the body and some phenomenological parameters associated with the crystal structure [1] . In their analysis, the magnetic energy of the crystal is built as consisting of two terms: one is the exchange interaction of the spins, proportional to
where m = (m x , m y, m z ) is the magnetic moment, whose absolute value is considered constant and equal to the saturation value; the other gives the contribution of the magnetic anisotropy of the crystal, that competes with the exchange interaction. Assuming an easy direction of magnetization along the z-axis, the latter was written as
with β > 0. To find the distribution of the magnetization inside the material, one solves a variational equation that minimizes the sum of these two contributions for the particular geometry and size of the sample, with proper boundary conditions. For the stripe geometry and the closed flux configuration, boundary conditions induce the formation of stripe domains. The solution of the problem leads to a soliton-like pattern for the magnetization near domain walls [1] , forming a non-homogeneous phase where the order parameter (magnetization) changes sign alternately from one domain to the next. Due to the ferromagnetic interactions, the spins locally tend to be aligned, and one sees that the exchange energy is small everywhere, except in the intermediate region between domains, where the magnetic moment smoothly changes its orientation to satisfy the anisotropic energy and the boundary conditions. The overall energy is minimized, since there are no field lines outside the sample. The main assumption of this treatment is that the system is ferromagnetically ordered and close to saturation, in the low temperature phase. In this paper we propose an extension of the Landau-Lifshitz approach in order to study the criticality of the non-homogeneous phase (magnetic domains) within the Landau theory of phase transitions. The Landau free energy of a ferromagnetic system is written as a series of the magnetic moment density m = (m x , m y , m z ), which is considered as the order parameter. In the neighborhood of the critical temperature T c , |m| is assumed to be small. This power series introduces phenomenological coefficients for the exchange and anisotropy contributions, and is written following the general Landau prescription . If one writes the Landau free energy density as a function of the magnetization density m and the magnetic field H, i.e. f = f (m, H), the thermodynamics is obtained through the partition function
which is written above in terms of the Gibbs free energy G(H, T ), and is proportional to
where the symbol Dm means integration over all possible configurations of m, with E(m, H) being the effective Hamiltonian
The latter integration is carried for a d-dimensional system. The expression (2) yields the partition function as a functional integral of the field.
Assuming that the dimensions of the stripe domains are large in comparison with the lattice constant (continuous approximation), variations of the magnetization lines inside the material are considered smooth and the term that measures the inhomogeneity contribution can be treated in first order as a gradient. In other words, we are assuming that the field m = (m x , m y , m z ) and its derivatives are continuous.
The Model
The exchange term (1) considered by Landau and Lifshitz can be obtained from the classical Heisenberg model in the continuous approximation, replacing discrete spin variables by a spin density order parameter (magnetization density) m(r) [4] 
Such an expression is valid for an isotropic medium or for a crystal with a cubic point group. Anisotropies in the exchange are usually small, and (1) is a good approximation, even for axial symmetry. The dominant anisotropy effects in the spin Hamiltonian come from the admixture of the spin-orbit coupling into the crystal field. For a crystal with one easy magnetization direction, we will take this contribution to be
with α and γ positive constants. In the bulk, far from the domain wall, we have
To study the interface criticality, we write the excess free energy relative to a bulk system in the following form:
As usual, the phenomenological coefficient a(T ) for the quadratic term changes sign at the critical temperature and is taken as a linear function of T , in the form
with a 0 > 0 and t = T −Tc Tc , so a(T ) is negative in the low temperature phase. We then assume α < γ, since the z-axis is taken as the easy axis of magnetization. Additionally, we will assume H ≡ 0, which implies that coefficients of odd order in the series vanish identically, since f (m, H = 0) must be symmetric under inversion of the spins.
The above Landau free energy (4) is a simple generalization of the commonly used expression to study phase transitions (see for instance Ref. [2] , p. 417), with quadratic and quartic terms in the order parameter. Due to the magnetic anisotropy, the elementary invariants of the axial symmetry group are now (m 2 x + m 2 y ) and m 2 z , and the free energy is built from them [3] . The fourth order term in the free energy can be interpreted as the contribution of the spin quadrupole interaction. To minimize the number of parameters, the quartic term is written as the square of the quadratic one. So we are left with the set (a(T ), b, c, α, γ) of free parameters, where α and γ are determined by the crystal field of the ferromagnet. The others are usual Landau parameters, with b and c slowly varying with temperature, even at the critical point. We are assuming that they are constant. The behavior at large |m| is dominated by the quartic term in (4). This requires the constant b to be positive, in order to have minima of the free energy at m =0, for the low temperature phase (where a < 0). The constant c is also positive, since it costs some energy to create an interface.
The original treatment of Landau and Lifshitz argues that the minimization of the energy has to be done in two different regions of the crystal: i) in the intermediate region between domains (interface), where the contribution of the inhomogeneity cannot be neglected; and ii) in the region close to the surfaces, where the closed flux configuration of the field requires appropriate boundary conditions. We will use here the same argument, but for the more general free energy given by (4) .
We shall concentrate first on the interface region. Without loss of generality, we assume that the crystal is infinite and the interface between domains is in the Y Z-plane. In the absence of a magnetic field, due to symmetry, the spins are all in the Y Z-plane. Far from the wall, they are aligned with the z-axis (parallel or antiparallel). Close to the walls, we assume that they are deflected by an angle θ from the z-axis, with components:
where θ ≡ θ(x) is a function of x only. Note that m 0 = |m| is temperature dependent, but considered uniform in space [5] . The substitution of (6) into (4) leads to
In order to apply the Euler variational principle to the action (3a), one notes that the
; T ] does not explicitly depend on the variable x. In this case, the Euler-Lagrange equation can be written as
which reduces to
where K is a constant to be evaluated using the boundary conditions (BC). Far from the interface between domains, we set the spins asymptotically aligned with the z-axis, remembering that z is our easy magnetization direction. To satisfy the closure configuration, we impose
and
which result in K = 0. The equation to be solved now is
which means that the free energy is minimized when the exchange energy density is equal to the anisotropy one. Equation (11) can be written in the form
whose solution can be given as
where A and B are
The above equations give the distribution of the magnetic moment density in a general crystal between two neighboring layers. There are two equivalent solutions with opposite helicities. The width of the interface (Bloch wall) is given by
To check the consistency of (13), we remind the reader that a(T ) is a negative scalar function for T < T c . Noting that α < γ (easy z−direction), the condition (A + B) > 0, will impose limitations for the lower bound of α. In our discussion, we are considering the limit of small anisotropy, for which α γ. As we will show below, mean field implies that bm 2 0 /a(T ) is finite at the critical point, which determines the critical exponent of the magnetization. We will discuss those points later on.
Assuming small anisotropy,
is also small provided that (A + B) > 0,
, and the solution can be expended in terms of everywhere. At first sight, this solution may seem inconsistent with the boundary condition imposed. However, we observe that the magnetization intensity goes to zero at T c . In any case, this behavior is signaling that something odd is happening at the critical point and questions the validity of mean field solutions there. The limit λ → ∞ means that magnetic fluctuations are paramount at T c .
Next we consider a finite crystal, where the domain structure is organized in layers, as shown in Fig.2 . We already know the spin distribution through the Bloch wall, and want to calculate the width of magnetic domains in a finite volume. This is done in a variational way, as in the original contribution by Landau and Lifshitz [1] . We note that the flux closure condition induces the formation of small domains near the surfaces, where the magnetization points perpendicular to the easy direction.
We proceed to the calculation of the wall energy. If l, l x and l y are the dimensions of the crystal in the z, x and y directions respectively, the energy associated with one interface (wall) between two domains is
where the limits of integration have been extended to ]−∞, ∞[ , considering that the layer width is much larger that the wall region. The dominant contribution to this integral is concentrated inside domain walls, where θ is close to π/2. This way, we may neglect the cubic term in cos(θ) in equation (16). Substituting expressions (11) into (17a) yields an expression only in terms of the anisotropy
where we have used the form given by (12). To lowest order in the anisotropy ε we get the result
It then follows that the total energy of (l x /d) walls is
where d is the layer width. Now, we turn to the surfaces for the flux closure configuration. In that case, we note that the magnetization distribution satisfies the boundary condition m · n = 0, with n normal to the surface. This way, surface poles are avoided and the global spin field inside the crystal has no singular points as shown in Fig.2[7] . For surface domains, the main contribution to the energy density comes from the anisotropy. At the surface, we get
and going back to (4) we get the energy density
which is again proportional to the anisotropy ε. For a finite sample, we have two opposite surfaces at z = 0 and z = −l. Associating the volume (l y d 2 /4) to a single surface domain, and summing over (2l x /d) of such domains, the total surface energy is given by
We then minimize the total energy E = E 1 + E 2 simultaneously in relation to d and
yielding the results
The quantity A, defined in (14), vanishes at the critical point, thus causing the divergence of the domain width at T c . The associated critical exponent is different from the one that gives the divergence of the wall width λ in (15)
In the expression above we encounter the quantity
that has to be positive in order to get real solutions. From (20), we see that this is the case for γ/7 < α < γ. So, we are on safe grounds for small anisotropy, α γ. We note that the critical exponent for the magnetization is the same as in the homogeneous case (β = 1/2), but the full expression is different from the one obtained in conventional mean field theory. It is worth to note that the isotropic, homogeneous case, satisfies D = 0, i.e. no domains are present. From (20), we get the result
The two scales, d and λ, diverge at the critical point, but the divergence of the wall width is faster (exponent −1/2) than the one for the domain width (exponent −1/4), thus showing that the critical point marks the onset of strong magnetic fluctuations.
Quasi 2-dimensional ferromagnet
The fact that the magnetization is distributed in layers and not in threadlike regions [1] restricts the dependence of the field lines to one single degree of freedom inside the crystal, along a well defined direction. In our approach, the field solutions depend just on position x and are parameterized in terms of an azimuthal angle θ in the Y Z-plane. No more parameters are needed, since the magnetization intensity m 0 is assumed to be only a function of temperature and does not depend on position. It is very interesting to note that if we shrink one of the dimensions of the body, making it a quasi-two dimensional object similar to an anisotropic finite plane of magnetization, we shall not change appreciably the field solutions already obtained, requiring only a new geometrical interpretation of the angle θ.
Let us consider the ferromagnetic regime of an anisotropic thin film, for example, where the magnetization is contained in the XY -plane and makes an angle δ with the easiest magnetization direction (say the y-axis). In this case, the layers must be necessarily disposed along the x-direction. As a consequence, the field in the intermediate region of the two layers is a function of x only and we obtain an equation identical to (8) , replacing θ by a polar angle δ. Since the boundary conditions are not different, we (surprisingly!) get exactly the same solutions for δ along the x-direction, except that the deflection of the field now is confined to be in the plane of the layer. By construction, we reobtain the same values found for the layers and wall width, using the variational method to minimize the global energy in the magnetization plane. The spin distribution is schematically shown in Fig. 3 .
Conclusions
When temperature approaches T c from below, a(T ) as defined in (5), goes to zero linearly, and the entire system is affected by long range fluctuations. At T c , the correlation length diverges and the system is scale invariant [2] . In our model, this is signaled by the divergence of the wall width λ, which plays the role of the length scale and goes to infinity under the power law λ ∝ |t| , we find that the wall region enlarges and 'compresses' the domains as temperature raises in direction to T c , meaning that domains firstly lose their identity and finally disappear at the critical point. We observe that all the critical exponents in our treatment refer to behaviors below T c (in critical phenomena, one distinguishes the behaviors above and below T c ).
A comment is in order here concerning our mean field critical solution. It is well known that Landau theory badly fails at the critical point for systems whose specific heat diverges at the phase transition [6] . However, the theory is also known for making remarkable qualitative predictions, with deep insights on the physics of critical phenomena, even in situations that extrapolate its region of validity [8] . In particular, the theory provides its own criterion of failure and suggests new procedures to correctly describe the physics at the critical point [9] .
In what follows, we advance conclusions derived from our calculation. To calculate the heat capacity, we compute the total internal energy of the system as
once the minimization process (20) is done. Note that this is the excess energy relative to the bulk system, associated with surfaces and interfaces. From this, we calculate the
∂T 2 , and find that C ∝ |t| −α diverges at t = 0, with the critical exponent α = 1/4, which is different from the standard mean field approximation α = 0 for homogeneous systems and also different from standard mean field results for interfaces (α = 1/2) [10] . The different critical behavior comes here from the criticality of the domain width d.
We also know from experiments that the static magnetic susceptibility diverges at the critical point. In our calculation we get
and therefore γ = 3 4 , which also disagrees with the standard mean field value γ = 1. The finite size of the system and the boundary conditions imposed, which lead to the formation of Bloch walls between magnetic domains, are responsible for the different exponents and the singularities in the heat capacity and susceptibility. To test this statement, we remove the closed flux boundary conditions and take the thermodynamic limit. In this case, we obtain a single domain with the dimension of the whole crystal, that is d ∼ l x , independently of temperature. In such a limit, we regain all the standard mean field exponents.
This work is an illustrative application of the Landau mean field theory for phase transitions. The advantage of this procedure resides in the phenomenological nature of the free energy parameters, allowing us to calculate equations of state without stating a specific microscopic model. The classical Landau approach can then be extended to describe non-homogeneous solutions (formation of domains), with the corresponding change of the critical behavior, still within the mean field approximation. what means that the spin distribution satisfies the boundary condition m · n = 0, with n normal to the surface. Fig. 1 Magnetization profile in the vicinity of a domain wall. The dashed curve represents the Landau solution in the saturated regime at low temperature (asymptotic case for B → 0 and A = 8, now normalized to adimensional parameters). The solid and dot-dashed curves were obtained solving (16), keeping the anisotropy fixed and varying the temperature in direction to T c , where both, A and B vanish (solid for B = 0.1, A = 1and dot-dashed for B = 0.05, A = 0.5, respectively). The wall width λ, which diverges at the critical point, plays the role of the correlation length. Fig. 2 Magnetic permeability distribution in the crystal for flux closure. We have assumed, in the case of small anisotropy, that the magnetization intensity is the same in stripe and surface domains (the figure displays a more general example). Fig. 3 Orientation of the magnetization in the wall region for a 2-dim ferromagnetic system with anisotropy. 
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