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AN INVERSE PROBLEM OF FINDING TWO TIME-DEPENDENT COEFFICIENTS IN
SECOND ORDER HYPERBOLIC EQUATIONS FROM DIRICHLET TO NEUMANN MAP
MOURAD BELLASSOUED AND IBTISSEM BEN AÏCHA
ABSTRACT. In the present paper, we consider a non self adjoint hyperbolic operator with a vector field and
an electric potential that depend not only on the space variable but also on the time variable. More precisely,
we attempt to stably and simultaneously retrieve the real valued velocity field and the real valued potential
from the knowledge of Neumann measurements performed on the whole boundary of the domain. We estab-
lish in dimension n greater than two, stability estimates for the problem under consideration. Thereafter, by
enlarging the set of data we show that the unknown terms can be stably retrieved in larger regions including the
whole domain. The proof of the main results are mainly based on the reduction of the inverse problem under
investigation to an equivalent and classic inverse problem for an electro-magnetic wave equation.
1. INTRODUCTION AND MAIN RESULTS
Let T ą 0 and Ω Ă Rn with n ě 2, be a bounded domain with a sufficiently smooth boundary Γ “ BΩ.
A lot of physical phenomena can be described by partial differential equations and in this paper we are
interested in the wave propagation phenomenon which is described by the following hyperbolic equation
LV,p “ B2t ´∆` V px, tq ¨∇` ppx, tq
with a real valued time-space dependent velocity field V “ pV 1, ..., V nq PC3pQ,Rnq. This equation is also
disturbed by an electric potential p P C1pQ,Rq which is a function of both variables: x which is the spatial
variable that is assumed to live in the bounded domain Ω and and the time variable t P p0, T q. We denote
by Q “ Ω ˆ p0, T q the cylindrical domain of propagation and by Σ “ Γ ˆ p0, T q its lateral boundary. To
state things clearly, the main purpose of this paper is the study of the inverse problem of determining the two
time-space dependent terms V and p from measurements made on the solution u of the following system
(1.1)
$’’’’&’’’’%
LV,pu “ 0 inQ,
up¨, 0q “ u0, Btup¨, 0q “ u1 inΩ,
u “ f onΣ,
where u0 PH1pΩq and u1 PL2pΩq are the initial conditions and f PH 10 pΣq :“tf PH1pΣq, fp¨, 0q “ u0|Γu
is a non homogeneous Dirichlet data that is used to probe the system. More precisely, we will focus on
the stability issue. Namely, we hope to know weather the unknown terms depend or not, on the observed
measurements. Before dealing with the problem under consideration, let us state in brief some of the results
that are relevant to this problem.
The study of inverse coefficients problems for partial differential equations is one of the most rapidly
growing mathematical research area in the recent years. There is a wide mathematical literature on this
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issue, but it is mainly concerned with unknown coefficients of order zero on space. In [21] Rakesh and Symes
proved the uniqueness for the problem of determining the time independent potential in the wave equation
from the global Dirichlet to Neumann (DN) map based on the construction of geometric optics solutions. In
[17], Eskin [15] and Isakov showed a unique determination of the potentiel from the knowledge of the local
DN map. Bellassoued, Choulli and Yamamoto in [5] treated the stability where the Neumann observations
are on any arbitrary sub-boundary. Otherwise, in [18] the authors showed a Hölder type stability estimate
for the determination of a coefficient in a subdomain from the local DN map. As regards stability from
measurements made on the whole boundary, one can see [27] and [14].
There are also many publications related to this kind of inverse problems in Riemannian case. We state
for example the paper of Bellassoued and Dos Santos Ferreira [6], Stefanov and Uhlmann [26]. Other than
the mentioned papers, the recovery of time-dependent coefficients in hyperbolic equations has also been
developped recently, we refer e.g to [1, 2, 9, 19] and the references therein for reader’s curiosity.
If the coefficient to be determined is of order 1 on space, we quote for example the paper of Pohjola [22]
who studied the determination of a velocity field in a steady state convection diffusion equation from the DN
map and proved a uniqueness result for that problem. The same problem was considered in [13] where the
uniqueness for coefficients of less regularity was proved . The case of Lipschitz continuous coefficients was
seen by Salo [25]. The stability issue was considered the first time by Bellassoued and Ben Aïcha [3]. They
established the stable recovery a space-dependent velocity field in a non self adjoint hyperbolic equation.
In this paper, we would like to know whether it is possible to recover the velocity field V and the electric
potential p in the cylindrical domain Q by controlling the response of the medium on the whole boundary
Σ, after being probed with non homogeneous Dirichlet disturbances.
We will head toward three different situations. We will change each time the considered set of measure-
ments, and in each case stability estimates will be established for the recovery of the unknown terms in
different areas. In the first and second cases, the initial data will be fixed to zero. To state things clearly,
in the first case, the lateral observations are mathematically modeled by the so-called Dirichlet-to-Neumann
map ΛV,p : H 10 pΣq ÝÑ L2pΣq associated with LV,p with pu0, u1q “ p0, 0q defined by ΛV,ppfq “ Bνu. The
vector ν is the unit outward normal to the the boundary Γ at the point x and Bνu denotes the quantity∇u ¨ν.
More precisely, we would like to know if a small perturbation on the boundary measurement ΛV,p can cause
an error in the determination of V and p. It seems that this paper is the first dealing with the simultaneous
recovery of time and space dependent terms of order one and zero on space appearing in a non self adjoint
hyperbolic operator.
Inspired by the work of [3], we firstly adress the stability issue for the inverse problem under investigation
and we show that the velocity field V and the electric potential p stably depend on the DN map ΛV,p and
we establish a stability estimate of log type for the recovery of V and a stability of log-log type for the
recovery of p via the DN map ΛV,p in a precise region of the cylindrical domain Q provided that they are
known outside of this region. Note that in the case where the initial conditions are fixed to zero and in light
of domain of dependence arguments, it is hopeless to recover time-dependent coefficients in hyperbolic
operators everywhere, even from the knowledge of global Neumann observations because the value of the
solution depend on the value of the initial data. For more details about this issue, one can see [16].
In order to state our main results, we need first to set up some notations and terminologies that will be
used in the rest of the paper. Let r ą 0 be such that T ą 2r. We assume that the spatial domain Ω satisfies
Ω Ď B
´
0,
r
2
¯
“
!
x P Rn, |x| ă r
2
)
.
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We denote by Qr “ Bp0, r{2q ˆ p0, T q the domain of propagation and by Cr the follwonig subdomain
Cr “
!
x P Rn, r
2
ă |x| ă T ´ r
2
)
.
On the other hand, we denote by Fr the following forward light cone defined as follows
Fr “
!
px, tq P Qr, |x| ă t´ r
2
, t ą r
2
)
,
and by Br the backward light cone given by the following set
Br “
!
px, tq P Qr, |x| ă T ´ r
2
´ t, T ´ r
2
ą t
)
.
Let us define Ir “ Fr XBr and I˚r “ QX Ir.We notice here that when Ω “ Bp0, r{2q, one gets I˚r “ Ir.
ForMą0, let us denote
S pMq “
!
pV, pq P C3pQ,Rnq ˆ C1pQ,Rq, }V }W 3,8pQq ` }p}W 1,8pQq ďM
)
.
Theorem 1.1. For Tą2Diam pΩq, there exist C,µ ą 0 such that if }ΛV1,p1 ´ ΛV2,p2} ď m P p0, 1q, then
}V1 ´ V2}L8pI˚r q ď C | log }ΛV2,p2 ´ ΛV1,p1}|´µ,
for all pVj , pjq P SpMq satisfying }Vj}HαpQq ` }pj}HαpQq ď M, j “ 1, 2, for some αąn{2 ` 1 while
assuming that pV1, p1q“pV2, p2q in QrzI˚r and divxpV1q “ divxpV2q. Moreover, there exist C 1, µ1 ą 0 such
that
}p2 ´ p1}L8pI˚r q ď C 1
´
log | log }ΛV2,p2 ´ ΛV1,p1}|
¯´µ1
,
holds true. Here C and C 1 depend only on Ω andM .
The above theorem states the simultaneous determination of the velocity field V and the electric potential
p from the knowledge of the DN map ΛV,p in I˚r Ă Q, provided they are known outside of this subset. To
improve the previous statement, we need to know more about u, solution to (1.1). In the second part of the
paper, pu0, u1q are as usual frozen to zero and our observations are made by the linear response operator
RV,p : H
1
0 pΣq ÝÑ K :“ L2pΣq ˆH1pΩq ˆ L2pΩq given by RV,ppfq “ pBνu, up¨, T q, Btup¨, T qq.
Note that even by adding the final data of the solution u of the wave equation (1.1), it is impossible to
determine the unknown terms everywhere in Q because we still have pu0, u1q “ p0, 0q. In the sequel, we
denote I7r “ QX Fr.
Theorem 1.2. For Tą2Diam pΩq, There exist C,µ ą 0 such that if }RV1,p1 ´RV2,p2} ďm P p0, 1q, then
}V1 ´ V2}L8pI7rq ď C | log }RV2,p2 ´RV1,p1}|
´µ,
for all pVj , pjq P SpMq satisfying }Vj}HαpQq ` }pj}HαpQq ď M, j “ 1, 2. for some αąn{2 ` 1 while
assuming that pV1, p1q“pV2, p2q in QrzI7r and divxpV1q “ divxpV2q. Moreover, there exist C 1, µ1 ą 0 such
that
}p2 ´ p1}L8pI7rq ď C
1
´
log | log }RV2,p2 ´RV1,p1}|
¯´µ1
,
holds true. Here C and C 1 depend only on Ω andM .
In the two previous cases, we notice that it is impossible to identify the unknown terms over the entire
cylinder Q and to do this we need to consider the data of the second case and vary the initial conditions.
We introduce this space E “ H 10 pΣqˆH1pΩqˆL2pΩq. In this last case the measures are modeled by
ΓV,p : E ÝÑ K which is defined by ΓV,pppf, u0, u1qq “ pBνu, up¨, T q, Btup¨, T qq.
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Thus, by these extra information about u of the hyperbolic equation (1.1), we can see that is possible to
identify V and p everywhere in the cylinder Q.
Theorem 1.3. There exist C,µ ą 0 such that if }ΓV1,p1 ´ ΓV2,p2} ďm P p0, 1q, then we have
}V1 ´ V2}L8pQq ď C | log }ΓV2,p2 ´ ΓV1,p1}|´µ,
for all pVj , pjq P C3pQq ˆ C1pQq satisfying }Vj}HαpQq`}pj}HαpQq ď M, j “ 1, 2. for some αąn{2 ` 1
while assuming that divxpV1q “ divxpV2q. Moreover, there exist C 1, µ1 ą 0 such that
}p2 ´ p1}L8pQq ď C 1
´
log | log }ΓV2,p2 ´ ΓV1,p1}|µ
1
¯´1
,
holds true. Here C and C 1 depend only on Ω andM .
Note that the considered response operators are linear and continuous. We point out that to be able to
prove these results, we shall first reduce the problem under consideration to an equivalent one that we are
familiar with and that is easier to deal with. Namely, we need first to deal with a preliminary problem for
another hyperbolic operator. More details about this issue will be given in the next section.
The rest of this text is organized as follows. In Section 2, we reduce the problem under investigation to
an equivalent problem for a wave equation with both magnetic and electric potentials. In Section 3, we deal
with the auxiliary inverse problem and we give the proof of Theorem 1.1. In section 4, we show that V
and p can be stably recovered in a bigger subdomain by improving the data set. In Section 5 we establish
Theorem 1.3.
2. REDUCTION OF THE PROBLEM
This section is dedicated to reduce the problem under investigation. The idea behind proving the stability
in the identification of V and p in (1.1) is essentially based on treating a classic inverse problem associated
with this equation
HA,q “ B2t ´∆A ` qpx, tq,
whereA “ pa1, ..., anq PW 3,8pQ,Cnq is an imaginary complex magnetic potential (pure), q P W 1,8pQ,Rq
is the electric potential that is assumed to be a real bounded function and∆A here is the magnetic Laplacien
that one defines it as:
∆A “
nÿ
j“1
pBj ` iAjq2 “ ∆` 2iA ¨∇` i divxA´A ¨ A.
We consider the following equation
(2.2)
$’’’’&’’’’%
HA,qu “ 0 inQ,
up¨, 0q “ u0, Btup¨, 0q “ u1 inΩ,
u “ f onΣ,
where pu0, u1q are the initial conditions and f P H 10 pΣq is the non homogeneous Dirichlet data that is used
as a stimulation term.
The inverse problem associated with the equation (1.1) and consisting on recovering V and p from the
knowledge of the different data sets prescribed before, may equivalently be reformulated to the inverse
problem of recovering the magnetic potential A and the electric potential q appearing in (2.2) from equivalent
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measurements. This is actually feasible if one writes A and q in precise forms in such a way HA,q “ LV,p
and the corresponding response operators coincide.
The forward problem related to (2.2) is well posed (see [20]), therefore we may introduce the DN maprΛA,q : H 10 pΣq ÝÑ L2pΣq associated to (2.2) with pu0, u1q “ p0, 0q defined by f ÞÝÑ pBν ` iA ¨ νqu.
At an initial stage, our goal is to establish Theorem 1.1 that claims the stable recovery of V and p from ΛV,p
which equivalently amounts to showing that A and q in (2.2) can be determined from rΛA,q. Next, to be able
to prove Theorem 1.2, we just need to stably determine A and q in a bigger subset from measures enclosed
in the equivalent operator rRA,q : H 10 pΣq ÝÑ K associated to (2.2) with pu0, u1q “ p0, 0q that is defined
by f ÞÝÑ ppBν ` iA ¨ νqu, up¨, T q, Btup¨, T qq. In the final case our objective is to prove Theorem 1.3. To do
this, we first show that A and q can be identified over the entire Q if we just vary the initial data. To this
end, we introduce the operator rΓA,q : E ÝÑ K that is given byrΓA,qppf, u0, u1qq “ pBνu` iA ¨ νu, up¨, T q, Btup¨, T qq.
In the sequel of the text, we use these notationsrΓ1A,qpf, u0, u1q :“ pBν ` iA ¨ νqu, rΓ2A,qpf, u0, u1q :“ up¨, T q, rΓ3A,qpf, u0, u1q :“ Btup¨, T q.
Lemma 2.1. Let Vj P W 3,8pQ,Rnq and pj P L8pQ,Rq, j “ 1, 2 be given such that V1 ¨ ν “ V2 ¨ ν on Γ .
We set
(2.3) Aj “ i
2
Vj , and qj “ pj ` 1
4
V 2j ´
1
2
divx pVjq.
Then, we have HAj ,qj “ LVj and H˚Aj ,qj “ L˚Vj for j “ 1, 2. Moreover, the following identities hold
(2.4) }rΓA1,q1 ´ rΓA2,q2} “ }ΓV1,p1 ´ ΓV2,p2}.
Respectively, we have
(2.5) } rRA1,q1 ´ rRA2,q2} “ }RV1,p1 ´RV2,p2} and }rΛA1,q1 ´ rΛA2,q2} “ }ΛV1,p1 ´ ΛV2,p2}.
Here } ¨ } stands for the norm in L pE,Kq, (resp., L pH 10 pΣq,Kq and L pH 10 pΣq, L2pΣqq).
Proof. From (2.3), one can check thatHAj ,qj “ LVj andH˚Aj ,qj “ L˚Vj for j “ 1, 2. In order to show (2.4),
let us denote by wj the solution of this equation
(2.6)
$’’’’&’’’’%
LVj ,pjwj “ 0 in Q,
wjp¨, 0q “ u0, Btwjp¨, 0q “ u1 in Ω,
wj “ f on Σ,
and let vj be the solution of this equation
(2.7)
$’’’’&’’’’%
L˚Vj ,pjvj “ 0 in Q,
vjp¨, T q “ u2, Btvjp¨, T q “ u3 in Ω,
vj “ g on Σ.
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Here f, g P H1pΣq. On the other hand, for j “ 1, 2, we denote by
Γ1Vj ,pjpf, u0, u1q :“ Bνwj, Γ2Vj ,pjpf, u0, u1q :“ wjp¨, T q, Γ3Aj ,qjpf, u0, u1q :“ Btwjp¨, T q.
We multiply (2.6) with vj , then an integration by parts yields
(2.8)
ż
Σ
Γ1Vj ,pjpf, u0, u1q g dσx dt`
ż
Ω
Γ2Vj ,pjpf, u0, u1qu3 dx´
ż
Ω
Γ3Vj ,pjpf, u0, u1qu2 dx
“
ż
Q
´
B2t vj wj `∇wj ¨∇vj ` Vj ¨∇wj vj ` pjwjvj
¯
dx dt
`
ż
Ω
´
u0 Btvjp¨, 0q ´ u1 vjp¨, 0q
¯
dx.
It is clear that wj and vj with j “ 1, 2, are also solutions to
(2.9)
$’’’’&’’’’%
HAj ,qjwj “ 0 in Q,
wjp¨, 0q “ u0, Btwjp¨, 0q “ u1 in Ω,
wj “ f on Σ,
;
$’’’’&’’’’%
H˚Aj ,qjvj “ 0 in Q,
vjp¨, T q “ u2, Btvjp¨, T q “ u3 in Ω,
vj “ g on Σ.
Then, after multiplying the first equation in (2.9) with vj and by integrating, we obtain
(2.10)
ż
Σ
rΓ1Aj ,qjpf, u0, u1q g dσx dt` ż
Ω
rΓ2Aj ,qjpf, u0, u1qu3 dx´ ż
Ω
rΓ3Aj ,qjpf, u0, u1qu2 dx
“
ż
Q
´
B2t vj wj ` ∇wj ¨∇vj ` Vj ¨∇wj vj ` pj wj vj
¯
dx dt
`
ż
Ω
u´0 Btvjp¨, 0q ´ u1 vjp¨, 0q
¯
dx´ 1
2
ż
Σ
Vj ¨ ν wj vjdσxdt.
Here dσx is the Euclidean surface measure on Γ. Therefore, in light of (2.8) and (2.10) one getsż
Σ
rΓ1Aj ,qjpf, u0, u1q g dσx dt` ż
Ω
rΓ2Aj ,qjpf, u0, u1qu3 dx´ ż
Ω
rΓ3Aj ,qjpf, u0, u1qu2 dx
“
ż
Σ
Γ1Vj ,pjpf, u0, u1q g dσx dt`
ż
Ω
Γ2Vj ,pjpf, u0, u1qu3 dx
´
ż
Ω
Γ3Vj ,pjpf, u0, u1qu2 dx´
1
2
ż
Σ
Vj ¨ ν wj vjdσxdt.
Since V1 ¨ ν “ V2 ¨ ν on Γ, one getsż
Σ
prΓ1A1,q1 ´ rΓ1A2,q2qpf, u0, u1q g dσx dt` ż
Ω
prΓ2A2,q2 ´ rΓ2A1,q1qpf, u0, u1qu3 dx
´
ż
Ω
prΓ3A1,q2 ´ rΓ3A1,q1pf, u0, u1qu2 dx “ ż
Σ
pΓ1V2,p2 ´ Γ1V1,p1qpf, u0, u1q g dσx dt
`
ż
Ω
pΓ2V1,p1 ´ Γ2V2,p2qpf, u0, u1qqu3 dx´
ż
Ω
pΓ3V1,p1 ´ Γ3V2,p2qpf, u0, u1qu2 dx.
Using the fact that rΓjAj ,qjpf, u0, u1q “ ΓjVj ,pjpf, u0, u1q for j “ 2, 3, one can thus easily see that
}rΓA1,q1 ´ rΓA2,q2} “ }ΓA1,q1 ´ ΓA2,q2}.
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As a consequence , in the particular case where the initial conditions u0 and u1 are zero we have for j “ 1, 2.
RVj ,pjpfq “ ΓVj ,pjpf, 0, 0q and rRAj ,qjpfq “ rΓAj ,qjpf, 0, 0q.
Thus, from what precedes, we conclude that
} rRA1,q1 ´ rRA2,q2} “ }RV1,p1 ´RV2,p2}.
By a similar way, one can prove the last identity (for the convenience of the reader, the proof of this identity
is given in [3]). 
It is well known that in the case where pu0, u1q “ p0, 0q the Dirichlet to Neumann map is invariant
under a gauge transformation of the magnetic potential (see [23]). Therefore, the magnetic potential A can
not be uniquely determined from the knowledge of Neumann measurements. However, we could hope to
reconstruct the divergence known magnetic potential.
We move to state our preliminary result. But before this, let us introduce the set rSpMq,for anyM ą 0.rSpMq :“ tpA, qq P C3pQ,Cnq ˆ C1pQ,Rq, }A}W 3,8pQq ` }q}W 1,8pQq ďMu.
Then, this claim is true:
Theorem 2.2. We assume that Tą2Diam pΩq. There exist C,µ ą 0 such that if }rΛA1,q1 ´ rΛA2,q2} ď m P
p0, 1q, then
}A1 ´A2}L8pI˚r q ď C | log }rΛA2,q2 ´ rΛA1,q1}|´µ,
for any pAj , qjq P rSpMq satisfying }Aj}HαpQq ` }qj}HαpQq ď M, j “ 1, 2, for some αąn{2 ` 1 while
assuming that pA1, q1q“pA2, q2q inQrzI˚r and divxpA1q “ divxpA2q. Moreover, there exist C 1, µ1 ą 0 such
that
}q2 ´ q1}L8pI˚r q ď C 1
´
log | log }rΛA2,q2 ´ rΛA1,q1}|¯´µ1 ,
holds true. Here C and C 1 depend only on Ω andM .
Similarly, we can reduce Theorem 1.2 to:
Theorem 2.3. We assume that Tą2Diam pΩq. There exist C,µ ą 0 such that if } rRA1,q1 ´ rRA2,q2} ďm P
p0, 1q, then
}A1 ´A2}L8pI7rq ď C | log } rRA2,q2 ´ rRA1,q1}|´µ,
for any pAj , qjq P rSpMq satisfying }Aj}HαpQq ` }qj}HαpQq ď M, j “ 1, 2, for some αąn{2 ` 1 while
assuming that pA1, q1q“pA2, q2q in QrzI7r and divxpA1q “ divxpA2q. Moreover, there exist C 1, µ1 ą 0 s. t
}q2 ´ q1}L8pI7rq ď C
1
´
log | log } rRA2,q2 ´ rRA1,q1}|¯´µ1 ,
holds true. Here C and C 1 depend only on Ω andM .
And if we further vary u0 and u1, we will then be able to show the full recovery of V and p. This amounts
to proving the full recovery of the known divergence potential A and q.
Theorem 2.4. There exist C,µ ą 0 such that if }rΓA1,q1 ´ rΓA2,q2} ďm P p0, 1q, then we have
}A1 ´A2}L8pQq ď C | log }rΓA2,q2 ´ rΓA1,q1}|´µ,
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for all pAj , qjq P C3pQqˆ C1pQq satisfying }Aj}HαpQq`}qj}HαpQq ď M, j “ 1, 2, with αąn{2 ` 1 while
assuming that divxpA1q “ divxpA2q. Moreover, there exist C 1, µ1 ą 0 such that
}q2 ´ q1}L8pQq ď C 1
´
log | log }rΓA2,q2 ´ rΓA1,q1}|¯´µ1 ,
holds true. Here C and C 1 depend only on Ω andM .
The previous theorems describe the stable recovery of the magnetic potential of known divergence A and
the electric potential q in different areas from the knowledge of different types of measurements. In the next
sections we prove these preliminary results.
3. DETERMINATION OF THE UNKNOWN TERMS FROM BOUNDARY OBSERVATIONS
In this section we focus on proving our first main result. Namely we aim to stably recover V and p
appearing in (1.1) from ΛV,p which amounts to stably recover A and q appearing in (2.2) from rΛA,q. The
latter inverse problem is related to the one seen by R. Salazar and A. Waters [24] who tried to recover time-
space dependent, vector and scalar potentials in the relativistic Schrödinger equation in an infinite cylindrical
domain Ωˆ R. We shall first construct special solutions to the equation (2.2).
3.1. Construction of geometrical optics solutions. Now we are going to construct particular solutions
which plays an important role in proving the results. Let ϕ P C80 pRnq. For any ω P Sn´1, we denote by
(3.11) φpx, tq “ ϕpx` tωq.
We can check that φ is a solution to pBt ´ ω ¨∇qφpx, tq “ 0.We next establish the following lemma.
Lemma 3.1. Let ω P Sn´1 and ϕ P C80 pRnq. Let φ be given by (3.11). Then, for any σ ą 0 the equation
HA,qu “ 0 in Q admits a solution of the form
upx, tq “ φpx, tq bpx, tq eiσpx¨ω`tq ` rpx, tq.
Here b is given by
bpx, tq “ exp
´
i
ż t
0
ω ¨Apx` pt´ sqω, sq ds
¯
,
and the correction term r satisfies rt“0 “ Btr|t“0 “ 0 in Ω, and r|Σ “ 0. In addition, we have
(3.12) σ}r}L2pQq ` }∇r}L2pQq ď C}ϕ}H3pRnq,
where C is a positive constant.
Proof. Setting
gpx, tq “ ´HA,qpφpx, tqbpx, tqeiσpx¨ω`tqq.
To establish our lemma we just need to show that there exists r that satisfies
(3.13) HA,qr “ g, in Q, r|t“0 “ Btr|t“0 “ 0, in Ω, and r|Σ “ 0,
in light of (3.11) and since b solves pBt ´ ω ¨∇´ iω ¨Aqb “ 0, one gets
gpx, tq “ ´eiσpx¨ω`tqHA,qpφpx, tqbpx, tqq “ ´eiσpx¨ω`tqg0px, tq.
Here g0 P L1p0, T, L2pΩqq. We denote by w this fucntion
(3.14) w˜px, tq “
ż t
0
rpx, sq ds.
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Thus, from (3.14) and after integrating (3.13) over r0, ts for any t P p0, T q, we obtainHA,qw˜ “ F1`F2 inQ,
with w˜|t“0 “ Btw˜|t“0 “ 0 and w˜|Σ “ 0. Here F1 and F2 is defined as follows
F1px, tq “
ż t
0
gpx, sq ds,
F2px, tq “
ż t
0
´
A2px, tq ´A2px, sq
¯
rpx, sq ds `
ż t
0
´
qpx, tq ´ qpx, sq
¯
rpx, sq ds
´ i
ż t
0
´
divxApx, tq ´ divxApx, sq
˘
rpx, sq ds ´ 2i
ż t
0
´
Apx, tq ´Apx, sq
¯
¨∇rpx, sq ds.
Next, we apply the well known energy estimate designed for hyperbolic equations on the interval r0, τ s for
τ P r0, T s, then we obtain
}Btw˜p¨, τq}2L2pΩq ` }∇w˜p¨, τq}2L2pΩq ď C
´
}F1}2L2pQq ` T
ż τ
0
}Btw˜p¨, sq}2L2pΩqds`
ż τ
0
}∇w˜p¨, tq}2L2pΩq dt
¯
.
Using Grönwall’s Lemma, we obtain }Btw˜p¨, τq}2L2pΩq ď C}F1}2L2pQq.Which yields in view of (3.14),
}rp¨, tq}L2pΩq ď C}F1}L2pQq.
Besides, F1 can be seen as
F1px, tq “
ż t
0
gpx, sq ds “ 1
iσ
ż t
0
g0px, sqBspeiσpx¨ω`sqq ds.
An integration by parts with respect to the parameter s, yields the existence of a constant C ą 0 such that
}rp¨, tq}L2pΩq ď
C
σ
}ϕ}H3pRnq.
Bearing in mind that }g}L2p0,T ;L2pΩqq ď C}ϕ}H3pRnq and applying the energy estimate to (3.13) we get
}Btrp¨, tq}L2pΩq ` }∇rp¨, tq}L2pΩq ď C}ϕ}H3pRnq.
The proof of the lemma is completed. 
Similarly, we show the following statement
Lemma 3.2. Let ω P Sn´1 and ϕ P C80 pRnq. Let φ be given by (3.11). Thus, for all σ ą 0, we can construct
a solution to H ˚A,qv “ 0 in Q given by this expression
vpx, tq “ φpx, tq bpx, tq eiσpx¨ω`tq ` rpx, tq.
Here b is defined as follows
bpx, tq “ exp
´
i
ż t
0
ω ¨Apx` pt´ sqω, sq ds
¯
,
and r is the error term that satisfies r|t“T “ Btr|t“T “ 0 in Ω and r|Σ “ 0. In addition, there exists C ą 0
such that we have
(3.15) σ}r}L2pQq ` }∇r}L2pQq ď C}ϕ}H3pRnq.
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3.2. Stability for the magnetic potential. This section is dedicated to proving the stable determination of
the known-divergence magnetic potential A from the DN map Λ˜A,q. We consider two mangnetic potentials
A1, A2 P ApM,A0q and two electric potentials q1, q2 P QpM, q0q. We denote byApx, tq “ pA1´A2qpx, tq
and qpx, tq “ pq1 ´ q2qpx, tq. Besides, we suppose that supp ϕ Ă Cr, then it is clear that
SuppϕX Ω “ H and pSuppϕ˘ Tωq X Ω “ H, @ω P Sn´1.
Let us consider a pure imaginary complex vector in A PW 3,8pΩ,Cnq. Then, Green’s formula yields
(3.16)
ż
Q
∆Au v dx dt “
ż
Q
∆Av u dx`
ż
Σ
´
pBν ` iν ¨Aqu v ´ pBν ` iν ¨ Aqv u
¯
dσx dt,
for any u, v P H1pQq satisfying ∆u, ∆ v P L2pQq. Since A1 “ A2 on Σ, we can extend A to aH1pRn`1q
vector field by defining it by zero outside of Qr and we can extend q to an L8pRn`1q function by zero
outside Q. In the sequel of the text, we denote by A and q these extensions.
Lemma 3.3. Let ω P Sn´1. There exists C ą 0 depending on Ω, T andM such that we haveˇˇˇ ż
Rn
ϕ2pyq
”
exp
´
´ i
ż T
0
ω ¨ Apy ´ sω, sq ds
¯
´ 1
ı
dy
ˇˇˇ
ď C
´
σ2}rΛA2,q2 ´ rΛA1,q1} ` 1σ¯}ϕ}2H3pRnq.
for any σ ą 0 sufficiently large.
Proof. Since suppϕX Ω “ H, then Lemma 3.1 yields the existence of a geometrical solution u2 to
HA2,q2u “ 0, inQ, u|t“0 “ Btu|t“0 “ 0, inΩ,
having this form u2px, tq “ ϕpx` tωqb2px, tqeiσpx¨ω`tq ` r2px, tq, where b2 is given by this expression
b2px, tq “ exp
´
i
ż t
0
ω ¨A2px` pt´ sqω, sq ds
¯
,
and the error term r2 obeys (3.12). On the other hand, we set f “ u2|Σ and we denote by u1 the solution of
HA1,q1u1 “ 0, inQ,
with initial data u1|t“0 “ Btu1|t“0 “ 0 inΩ, and the following boundary condition u1 “ u2 :“ f onΣ.
Putting u “ u1 ´ u2. Then, u is a solution to
(3.17)
$’’’’&’’’’%
HA1,q1u “ 2iA ¨∇u2 ` VAu2 ´ qu2, inQ,
up¨, 0q “ Btup¨, 0q “ 0, inΩ,
u “ 0, onΣ,
withA “ A1´A2, q “ q1´q2 and VA “ A22´A21. Next, from Lemma 3.2 and since psuppϕ˘TωqXΩ “ H,
one can see that there exists a geometrical optic solution v to
H˚A1,q1v “ 0, inQ, v|t“T “ Btvt“T “ 0, inΩ,
having this form vpx, tq “ ϕpx` tωqb1px, tqeiσpx¨ω`tq ` r1px, tq. HereH˚A1,q1v “ pB2t ´∆A1 ` q1px, tqqv,
b1 is given by
b1px, tq “ exp
`
i
ż t
0
ω ¨A1px` pt´ sqω, sq ds
¯
,
AN INVERSE PROBLEM OF FINDING TWO TIME-DEPENDENT COEFFICIENTS 11
and the error term r1 obeys (3.15). We multiply (3.17) by v and integrate by parts, then from (3.16), one
gets ż
Q
2iApx, tq ¨∇u2px, tqvpx, tq dx dt “ ´
ż
Σ
prΛA1,q1 ´ rΛA2,q2qpfqvpx, tq dσx dt
´
ż
Q
pVApx, tq ´ qpx, tqqu2px, tqvpx, tq dx dt.(3.18)
We replace the solutions u2 and v by their forms, we obtainż
Q
2iApx, tq ¨∇u2px, tqvpx, tq dx dt “
ż
Q
2iApx, tq ¨∇pφb2qpx, tqpφb1qpx, tq dx dt
`
ż
Q
2iApx, tq ¨∇pφb2qpx, tqr1px, tqeiσpx¨ω`tq dx dt
´2σ
ż
Q
ω ¨ Apx, tqpφb2qpx, tqpφb1qpx, tq dx dt
´2σ
ż
Q
ω ¨ Apx, tqpφb2qpx, tqr1px, tqeiσpx¨ω`tq dx dt
`2i
ż
Q
Apx, tq ¨∇r2px, tqpφb1qpx, tqe´iσpx¨ω`tq dx dt
`2i
ż
Q
Apx, tq ¨∇r2px, tqr1px, tq dx dt
“ ´2σ
ż
Q
ω ¨ Apx, tqφ2px, tqbApx, tq dx dt ` Iσ,(3.19)
where bApx, tq “ pb2b1qpx, tq “ exp
`´ i ż t
0
ω ¨Apy ´ sω, sq ds˘. Taking σ large enough, we get
(3.20) }u2v}L1pQq ď C}ϕ}2H3pRnq, and |Iσ| ď C}ϕ}2H3pRnq.
Applying the trace theorem, one getsˇˇˇ ż
Σ
prΛA2,q2 ´ rΛA1,q1qpfq vpx, tq dσx dtˇˇˇ ď }rΛA2,q2 ´ rΛA1,q1} }f}H1pΣq}v}L2pΣq
ď }rΛA2,q2 ´ rΛA1,q1} }u2 ´ r2}H2pQq }v ´ r1}H1pQq
ď Cσ3}rΛA2,q2 ´ rΛA1,q1} }ϕ}2H3pRnq,
This combined with(3.19) and (3.20) giveˇˇˇ ż
Q
ω ¨Apx, tqφ2px, tqbApx, tqdx dt
ˇˇˇ
ď C
´
σ2}rΛA2,q2 ´ rΛA1,q1} ` 1σ¯ }ϕ}2H3pRnq.
Bearing in mind that A “ 0 outside Q, and setting y “ x` tω, s “ t´ s, we obtain for any ϕ P C80 pCrq,ˇˇˇ ż T
0
ż
Rn
ω ¨Apy ´ tω, tqϕ2pyqbApy, tq dy dt
ˇˇˇ
ď C
´
σ2}rΛA2,q2 ´ rΛA1,q1} ` 1σ¯}ϕ}2H3pRnq.
Using the fact thatż T
0
ż
Rn
ω ¨Apy ´ tω, tqϕ2pyqbApy, tq dy dt “ i
ż T
0
ż
Rn
ϕ2pyq d
dt
bApy, tq dy dt
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“ i
ż
Rn
ϕ2pyq
´
bApy, T q ´ 1
¯
dy,
we obtain this estimationˇˇˇ ż
Rn
ϕ2pyq
´
bApy, T q ´ 1
¯
dy
ˇˇˇ
ď C
´
σ2}rΛA2,q2 ´ rΛA1,q1} ` 1σ¯}ϕ}2H3pRnq.
The proof of the lemma is completed. 
3.2.1. Estimate for the light-ray transform. For any ω P Sn´1 and f P L1pRn`1q, we define the light-ray
transform of f that we denote Rpfq as follows
Rpfqpx, ωq :“
ż
R
fpx´ tω, tq dt.
Our next objective is to find an estimate that relats the light-ray transform of pω ¨Aq to the DN map rΛA,q
on a precise subdomain. Using the previous result, one can estimate the light-ray transform of pω ¨ Aq as
given in this lemma:
Lemma 3.4. There exist positive constants C, δ, β and σ0 such that for any ω P Sn´1, we have
|Rpω ¨ Aqpy, ωq| ď C
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ¯, a.e. y P Rn,
for all σ ě σ0, where C is depending depends only on T ,M and Ω.
Proof. We denote by ψ P C80 pRnq a non-negative function that staisfies supp ψ Ă Bp0, 1q and }ψ}L2pRnq “
1. We denote by ϕh the mollifier function given by
(3.21) ϕhpxq “ h´n{2ψ
´x´ y
h
¯
,
for any y P Ar. Therefore, for h ą 0 small small enough, these identities hold
Suppϕh X Ω “ H, and Suppϕh ˘ Tω X Ω “ H.
On the other hand, we have
(3.22)
ˇˇˇ
bApy, T q ´ 1
ˇˇˇ
“
ˇˇˇ ż
Rn
ϕ2hpxq
´
bApy, T q ´ 1
¯
dx
ˇˇˇ
ď
ˇˇˇ ż
Rn
ϕ2hpxq
´
bApy, T q ´ bApx, T q
¯
dx
ˇˇˇ
`
ˇˇˇ ż
Rn
ϕ2hpxq
´
bApx, T q ´ 1
¯
dx
ˇˇˇ
.
Thus, using the fact thatˇˇˇ
bApy, T q ´ bApx, T q
ˇˇˇ
ď C
ˇˇˇ ż T
0
iω ¨ Apy ´ sω, sq ´ iω ¨ Apx´ sω, sqds
ˇˇˇ
,
and since ˇˇˇ ż T
0
´
i ω ¨ Apy ´ sω, sq ´ i ω ¨Apx´ sω, sq
¯
ds
ˇˇˇ
ď C |y ´ x|,
one gets from Lemma 3.3 with ϕ “ ϕhˇˇˇ
bApy, T q ´ 1
ˇˇˇ
ď C
ż
Rn
ϕ2hpxq |y ´ x| dx` C
´
σ2}rΛA2,q2 ´ rΛA1,q1} ` 1σ¯}ϕh}2H3pRnq.
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Next, as the following estimates hold
}ϕh}H3pRnq ď Ch´3 and
ż
Rn
ϕ2hpxq|y ´ x| dx ď Ch,
then, we obtain ˇˇˇ
bApy, T q ´ 1
ˇˇˇ
ď C h` C
´
σ2}rΛA2,q2 ´ rΛA1,q1} ` 1σ¯h´6.
Now we select h small so that h “ 1{σ h6, we find two positive constants δ and β such thatˇˇˇ
bApy, T q ´ 1
ˇˇˇ
ď C
”
σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ı.
Bearing in mind that A is a pure imaginary complex vector and that |X| ď eM |eX ´ 1| for any real vector
X P Rn satisfying |X| ďM , one getsˇˇˇ
´ i
ż T
0
ω ¨Apy ´ sω, sq ds
ˇˇˇ
ď eMT
ˇˇˇ
bApy, T q ´ 1
ˇˇˇ
.
Thus, we have for any y P Cr and ω P Sn´1ˇˇˇ ż T
0
i ω ¨Apy ´ sω, sq ds
ˇˇˇ
ď C
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ¯.
Now using the fact that A “ A2 ´A1 “ 0 outside I˚r , then for any y P Ar, and ω P Sn´1, one gets
(3.23)
ˇˇˇˇż
R
i ω ¨ Apy ´ tω, tq dt
ˇˇˇˇ
ď C
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ¯.
Besides, even if y P Bp0, r{2q then, |y´ tω| ě |t| ´ |y| ě |t| ´ r
2
. This yields py´ tω, tq R Fr for t ą r{2.
Moreover, as py´ tω, tq R Fr if t ď r
2
. Then, we have py´ tω, tq R Fr Ą I˚r for t P R. This combined this
with A “ A2 ´A1 “ 0 outside I˚r yields that for any y P Bp0, r{2q, one gets
Apy ´ tω, tq “ 0, @t P R, @ω P Sn´1.
Similarly, we show that for |y| ě T ´ r{2, we have py ´ tω, tq R Br Ą I˚r for t P R. Therefore,
Apy ´ tω, tq “ 0. And we obatin this estimate
(3.24)
ż
R
ω ¨Apy ´ tω, tq dt “ 0, a.e. y R Cr, ω P Sn´1.
From (3.23) and (3.24) we complete the proof and we find out
|Rpω ¨Aqpy, ωq| “
ˇˇˇˇż
R
ω ¨Apy ´ tω, tq dt
ˇˇˇˇ
ď C
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ¯, a.e. y P Rn, ω P Sn´1.
This finishes the proof of the lemma. 
3.2.2. The stability estimate. Let us define the Fourier transform pG of a function G P L1pRn`1q as follows
pGpξ, τq “ ż
R
ż
Rn
Gpx, tqe´ix¨ξe´itτ dx dt.
Lemma 3.5. There exist positive constants C, δ, β, and σ0 such that we have
(3.25) |ω ¨ pApξ, τq| ď C ´σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ¯,
for all σ ą σ0 and ω P Sn´1 satisfying ω ¨ ξ “ τ .
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Proof. Putting x “ y ´ tω, we obtain for any ξ P Rn and ω P Sn´1ż
Rn
Rpω ¨ Aqpy, ωq e´iy¨ξ dy “
ż
Rn
´ ż
R
ω ¨ Apy ´ tω, tq dt
¯
e´iy¨ξ dy
“
ż
R
ż
Rn
ω ¨Apx, tq e´ix¨ξe´itω¨ξ dx dt
“ ω ¨ pApξ, ω ¨ ξq “ ω ¨ pApξ, τq.
Here pξ, τq “ pξ, ω ¨ ξq. Since for all t P R, Supp Ap¨, tq Ă Ω Ă Bp0, r{2q, then we haveż
RnXBp0, r
2
`T q
Rpω ¨Aqpω, yq e´iy¨ξ dy “ ω ¨ pApξ, τq, τ “ ω ¨ ξ.
Thus, from Lemma 3.4, one gets
|ω ¨ pApξ, τq| ď C ´σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ¯,
for any ξ P Rn, ω P Sn´1 such that ω ¨ ξ “ τ , and the proof is complete. 
Let us define the following set
E “
!
pξ, τq P Rnzt0Rnu ˆR, |τ | ď 1
2
|ξ|
)
.
We denote pβj,kpξ, τq “ ξjpakpξ, τq ´ ξkpajpξ, τq, j, k “ 1, ..., n.
Lemma 3.6. There exist positive constants C, δ, β and σ0 such that we have
|pβj,kpξ, τq| ď C ´σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ¯,
for any σ ą σ0 and pξ, τq P E XBp0, 1q.
Proof. Let pξ, τq P E XBp0, 1q and pekqk be the canonical basis of Rn. For j, k “ 1, ..., n, j ‰ k, we set
ζj,k “ ξk ej ´ ξj ek|ξk ej ´ ξj ek| .
Let us consider a unit vector ω P Sn´1 in this form
ω “ τ|ξ|2 ξ `
d
1´ τ
2
|ξ|2 ζk,j,
with j, k “ 1, ..., n, j ‰ k. One can easily see that ω ¨ ξ “ τ . Since divx pA1 ´A2q “ 0 then we have
ω ¨ pApξ, τq “d1´ τ2|ξ|2 pβj,kpξ, τq|ξk ej ´ ξj ek| .
Thus, in light of Lemma 3.5, one gets
|pβj,kpξ, τq| ď 2|ξ|b
1´ τ2
|ξ|2
|ω ¨ pApξ, τq| ď 4?
3
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ ¯.
This completes the proof of the lemma. 
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In what follows for ρ ą 0 and κ P pNY t0uqn`1, we put the following notations
|κ| “ κ1 ` ...` κn`1, Bp0, ρq “ tx P Rn`1, |x| ă ρu.
Let us recall the following analytic result, which follows from [1].
Lemma 3.7. Let O Ă Bp0, 1q Ă Rd be a non empty open set, for n ě 2. We consider an analytic function
G in Bp0, 2q, that satisfies
}BκG}L8pBp0,2qq ď
M |κ|!
p2ρq|κ| , @κ P pNY t0uq
n,
for someM ą 0, ρ ą 0 and N “ Npρq. Then, we have
}G}L8pBp0,1qq ď NM1´γ}G}γL8pOq,
where γ P p0, 1q depends on d, ρ and |O|.
Let α ą 0 be fixed. Setting Gαpξ, τq “ pβj,kpαpξ, τqq, for any pξ, τq P Rn`1. It is clear that Gα is analytic
and we have
|BκGαpξ, τq| “
ˇˇˇ
Bκ pβj,kpαpξ, τqqˇˇˇ “ ˇˇˇˇBκ ż
Rn`1
βj,kpx, tq e´iαpt,xq¨pξ,τq dx dt
ˇˇˇˇ
“
ˇˇˇˇż
Rn`1
βj,kpx, tqp´iq|κ|α|κ|px, tqκe´iαpx,tq¨pξ,τq dx dt
ˇˇˇˇ
.
This yields that
|BκGαpξ, τq| ď
ż
Rn`1
|βj,kpx, tq|α|κ|p|x|2 ` t2q
|κ|
2 dx dt
ď }βj,k}L1pI˚r q α|κ| p2T 2q
|κ|
2 ď C |κ|!pT´1q|κ| e
α.
Thus, from Lemma 3.7 withM “ Ceα, 2ρ “ T´1, and O “ E˚ XBp0, 1q, there exists µ P p0, 1q such that
for any pξ, τq P Bp0, 1q, we have
|Gαpξ, τq| “ |pβj,kpαpξ, τqq| ď Ceαp1´γq}Gα}γL8pOq.
Bearing in min that α E˚ “ tαpξ, τq, pξ, τq P E˚u “ E˚, we get for any pξ, τq P Bp0, αq
|pβj,kpξ, τq| “ |Gαpα´1pξ, τqq| ď Ceαp1´γq }Gα}γL8pOq
ď Ceαp1´γq} pβj,k }µ
L8pBp0,αqXE˚q
ď Ceαp1´γq} pβj,k }γ
L8pE˚q
.
The objective now is to find out a link between βj,k and the DN map. Then we will decompose the H´1
norm of βj,k as follows
}βj,k}2{γH´1pRn`1q “
´ż
|pτ,ξq|ăα
p1` |pτ, ξq|2q´1|pβj,k|2 dξdτ ` ż
|pξ,τq|ěα
p1` |pτ, ξq|2q´1|pβj,k|2 dξdτ ¯1{γ
ď C
´
αn`1}pβj,k}2L8pBp0,αqq ` α´2}βj,k}2L2pRn`1q¯1{γ .
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Hence, from the previous lemma one gets
}βj,k}2{γH´1pRn`1q ď C
´
αn`1 e2αp1´γq pσδ}rΛA2,q2 ´ rΛA1,q1} ` 1σβ q2γ ` α´2¯1{γ
ď C
´
α
n`1
γ e
2αp1´γq
γ σ2β}rΛA2,q2 ´ rΛA1,q1}2 ` αn`1γ e 2αp1´γqγ σ´2β ` α´2{γ¯.
Let us consider α0 ą 0 be large enough. Suppose that α ą α0. Putting
σ “ αn`32µγ e
αp1´µq
µγ .
Since α ą α0, we have σ ą σ0 and α
n`1
γ e
2αp1´γq
γ σ´2β “ α´2{γ .Which yields
}βj,k}2{γH´1pRn`1q ď C
´
α
βpn`1q`δpn`3q
βγ e
2αpβ`δqp1´γq
βγ }rΛA2,q2 ´ rΛA1,q1}2 ` α´2{γ¯
ď C
´
eNα}rΛA2,q2 ´ rΛA1,q1}2 ` α´2{γ¯,
whereN depends on δ, β, n, and γ. By minimizing the right hand-side of the above estimation with respect
to α we get for 0 ă }rΛA2,q2 ´ rΛA1,q1} ă m, the following estimate
α “ 1
N
| log }rΛA2,q2 ´ rΛA1,q1} |.
This entails that
}βj,k}H´1pRn`1q ď C
´
}rΛA2,q2 ´ rΛA1,q1} ` | log }rΛA2,q2 ´ rΛA1,q1} |´2{γ¯γ{2
ď C
´
}rΛA2,q2 ´ rΛA1,q1}γ{2 ` | log }rΛA2,q2 ´ rΛA1,q1}|´1¯.(3.26)
Thus, one gets
}curlxpA1q ´ curlxpA2q}H´1pRn`1q ď C
´
}rΛA2,q2 ´ rΛA1,q1}γ{2 ` | log }rΛA2,q2 ´ rΛA1,q1}|´1¯.
Let us consider δ ą 1 and k P N such that k “ n{2` 2δ. By interpolation, it follows that
}curlxpA1q ´ curlxpA2q}L8pRn`1q ď C}curlxpA1q ´ curlxpA2q}H n2`δpRn`1q
ď C }curlxpA1q ´ curlxpA2q}1´ηH´1pRn`1q }curlxpA1q ´ curlxpA2q}
η
HkpRn`1q
ď C }curlxpA1q ´ curlxpA2q}1´ηH´1pRn`1q.
Therefore, one can find µ P p0, 1q such that
}curlxpA1q ´ curlxpA2q}L8pRn`1q ď C
´
}rΛA2,q2 ´ rΛA1,q1} ` | log }rΛA2,q2 ´ rΛA1,q1}|´1¯µ.
Then for all p ą n, one have
}curlxpA1q ´ curlxpA2q}L8pp0,T q,LppΩqq ď C
´
}rΛA2,q2 ´ rΛA1,q1} ` | log }rΛA2,q2 ´ rΛA1,q1}|´1¯µ.
From Lemma B.5 in [10] and using the fact that divx (A)= divx pA1 ´A2q “ 0 we obtain
}A}L8pp0,T q,W 1,ppΩqq ď C
´
}rΛA2,q2 ´ rΛA1,q1} ` | log }rΛA2,q2 ´ rΛA1,q1}|´1¯µ.
As a consequence, we have
}A}L8pI˚r q ď C
´
}rΛA2,q2 ´ rΛA1,q1} ` | log }rΛA2,q2 ´ rΛA1,q1}|´1¯µ.
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3.3. Stability for the electric potential. In this section, we aim to show that the time-dependent electric
potential can be stably recovered from the Dirichlet to Neumann map rΛA,q. Let us show the following
preliminary statement.
Lemma 3.8. There exist postive constants C , δ, and σ0 such that we haveˇˇˇ
Rpqqpy, ωq
ˇˇˇ
ď C
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` σδ}A}L8pRn`1q ` 1σβ ¯.
for all σ ą σ0, where C is depending only on T , Ω andM .
Proof. From (3.18) one can see thatż
Q
qpx, tq u2px, tqvpx, tq dx dt “
ż
Σ
prΛA1,q1 ´ rΛA2,q2qpfqvpx, tq dσx dt
`
ż
Q
2iA ¨∇u2px, tqvpx, tq dx dt `
ż
Q
VApx, tqu2px, tqvpx, tq dx dt,
with VA “ pA22 ´A21q. We replace u2 and v by their expressions, we find out thatż
Q
qpx, tqu2px, tqvpx, tq dx dt “
ż
Q
qpx, tqφ2px, tqbApx, tq dx dt
`
ż
Q
qpx, tqφpx, tqb2px, tqeiσpx¨ω`tqr1px, tq dx dt
`
ż
Q
qpx, tqφpx, tqb1px, tqe´iσpx¨ω`tqr2px, tq dx dt
`
ż
Q
qpx, tqr2px, tq r1px, tq dx dt.
Thus , we get
(3.27)
ż
Q
qpx, tqφ2px, tqbApx, tq dx dt “
ż
Σ
prΛA1,q1 ´ rΛA2,q2qpfqvpx, tq dσx dt` Iσ,
where Iσ denotes the following quantity
Iσ “
ż
Q
2iA ¨∇u2px, tqvpx, tq dx dt ´
ż
Q
VApx, tqu2px, tqvpx, tq dx dt
´
ż
Q
qpx, tqφpx, tqb2px, tqeiσpx¨ω`tqr1px, tq dx dt ´
ż
Q
qpx, tqr2px, tqr1px, tq dx dt
´
ż
Q
qpx, tqφpx, tqb1px, tqe´iσpx¨ω`tqr2px, tq dx dt.
For σ large enough, we obtain
(3.28) |Iσ| ď C
´ 1
σ
` σ}A}L8pI˚r q
¯
}ϕ}2H3pRnq.
From the trace theorem, we get
(3.29)
ˇˇˇ ż
Σ
prΛA1,q1 ´ rΛA2,q2qpfqvpx, tq dσx dtˇˇˇ ď Cσ3}rΛA1,q1 ´ rΛA2,q2}}ϕ}2H3pRnq.
Therefore, using (3.27), (3.28) and (3.29) one getsˇˇˇ ż
Q
qpx, tqφ2px, tqbApx, tq dx dt
ˇˇˇ
ď C
´
σ3}rΛA1,q1 ´ rΛA2,q2} ` σ}A}L8pRn`1q ` 1σ¯}ϕ}2H3pRnq.
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Bearing in mind that q “ 0 outside Q, then by setting y “ x` tω, s “ t´ s we obtain
(3.30)
ˇˇˇ ż T
0
ż
Rn
qpy ´ tω, tqϕ2pyqbApy, tq dy dt
ˇˇˇ
ď C
´
σ3}rΛA1,q1 ´ rΛA2,q2} ` σ}A}L8pRn`1q ` 1σ¯}ϕ}2H3pRnq.
This combined withˇˇˇ ż T
0
ż
Rn
qpy ´ tω, tqϕ2pyq
´
1´ bApy, tq
¯
dy dt
ˇˇˇ
ď C}A}L8pRn`1q}ϕ}2H3pRnq,
yields the following estimationˇˇˇ ż T
0
ż
Rn
qpy ´ tω, tqϕ2pyq dy dt
ˇˇˇ
ď
´
σ3}rΛA1,q1 ´ rΛA2,q2} ` σ}A}L8pRn`1q ` 1σ¯}ϕ}2H3pRnq.
Next, we consider the sequence pϕhqh defined in the previous section with y P Cr. We getˇˇˇ ż T
0
qpy ´ tω, tqdt
ˇˇˇ
“
ˇˇˇ ż T
0
ż
Rn
qpy ´ tω, tqϕ2hpxq dx dt
ˇˇˇ
ď
ˇˇˇ ż T
0
ż
Rn
qpx´ tω, tqϕ2hpxqdx dt
ˇˇˇ
`
ˇˇˇ ż T
0
ż
Rn
´
qpy ´ tω, tq ´ qpx´ tω, tq
¯
ϕ2hpxqdx dt
ˇˇˇ
.
Thus, bearing in mind that |qpy ´ tω, tq ´ qpx´ tω, tq| ď C|y ´ x|, one getsˇˇˇ ż T
0
qpy ´ tω, tqdt
ˇˇˇ
ď C
´
σ3}rΛA1,q1 ´ rΛA2,q2} ` σ}A}L8pRn`1q ` 1σ¯}ϕh}2H3pRnq
` C
ż
Rn
|x´ y|ϕ2hpxqdx.
Now using the fact that }ϕh}H3pRnq ď Ch´3 and
ż
Rn
|x´ y|ϕ2hpxq dx ď C h, we thus deduce thatˇˇˇ ż T
0
qpy ´ tω, tq dt
ˇˇˇ
ď C
´
σ3}rΛA2,q2 ´ rΛA1,q1} ` σ}A}L8pRn`1q ` 1σ¯h´6 ` C h.
Choosing h small enough so that h “ h´6{σ, we we find out δ ą 0 and β ą 0 such thatˇˇˇ ż T
0
qpy ´ tω, tq
ˇˇˇ
ď C
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` σδ}A}L8pRn`1q ` 1σβ ¯.
Since q “ q2 ´ q1 “ 0 outside of I˚r , we then deduce that for any y P Ar and ω P Sn´1,ˇˇˇ ż
R
qpy ´ tω, tq dt
ˇˇˇ
ď C
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` σδ}A}L8pRn`1q ` 1σβ ¯.
Next, by arguing as before and using the fact that q “ 0 outside I˚r , we conclude that for all y P Rn,ˇˇˇ
Rpqqpy, ωq
ˇˇˇ
ď C
´
σδ}rΛA2,q2 ´ rΛA1,q1} ` σδ}A}L8pRn`1q ` 1σβ ¯.
This completes the proof of the lemma. 
Our objective is to find an estimat for the Fourier transform of q. Thus, proceeding as before, we find out:
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Lemma 3.9. There exist positive constants C , δ, β and σ0, such that we have
|pqpξ, τq| ď C´σδ}rΛA2,q2 ´ rΛA1,q1} ` σδ}A}L8pRn`1q ` 1σβ ¯, a. e, pξ, τq P E,
for all σ ą σ0, where C is depending only on T , Ω andM .
Next, from the above estimation as well as the analytic continuation argument, we upper bound the Fourier
transform of q in a suitable ball Bp0, αq as follows
(3.31) |pqpξ, τq| ď Ceαp1´γq´σδ}rΛA2,q2 ´ rΛA1,q1} ` σδ}A}L8pRn`1q ` 1σβ ¯γ ,
for some γ P p0, 1q and where α ą 0 is assumed to be sufficiently large. In order to get an estimate linking
q to the DN measurement rΛA2,q2 ´ rΛA1,q1 , we need to upper bound the H´1pRn`1q norm of q as follows
}q}
2
γ
H´1pRn`1q
ď C
”
αn`1}pq}2
L8pBp0,αqq ` α´2}q}2L2pRn`1q
ı 1
γ
.
Thus, from (3.31), one gets
(3.32) }q}
2
γ
H´1pRn`1q
ď C
”
α
n`1
γ e
2αp1´γq
γ
´
σ2δǫ2 ` σ2δ}A}2L8pRn`1q ` σ´2β
¯
` α´2γ
ı
,
where we have set ǫ “ }rΛA2,q2 ´ rΛA1,q1}. From Theorem 1.1, we obtain
}q}
2
γ
H´1pRn`1q
ď C
”
α
n`1
γ e
2αp1´γq
γ
´
σ2δǫ2 ` σ2δǫ2µ1µ2 ` σ2δ| log ǫ|´2µ2 ` σ´2β
¯
` α´ 2γ
ı
,
for some γ, µ1, µ2 P p0, 1q and δ, β ą 0. Let us consider α0 ą 0 large enough. Taking α ą α0 and putting
σ “ αn`32γβ e
αp1´γq
γβ .
By taking α ą α0, one can assume that σ ą σ0. Thus, from (3.32) we have
}q}
2
γ
H´1pRn`1q
ď C
”
eNα
`
ǫ2 ` ǫ2s ` | log ǫ|´2µ2˘` α´ 2γ ı,
for some s, µ1, µ2 P p0, 1q. Here N depends on n, γ, δ and β. Then, for ǫ small enough, one gets
(3.33) }q}
2
γ
H´1pRn`1q
ď C
´
eNα| log ǫ|´2µ2 ` α´ 2γ
¯
.
Choosing α as follows
α “ 1
N
log | log ǫ|µ2 ,
where ǫ ă c ď 1. Then, the quantity (3.33) yields
}q}H´1pI˚r q ď }q}H´1pRn`1q ď C
´
log | log }rΛA2,q2 ´ rΛA1,q1}|µ2¯´1.
Now, we consider δ ą 1 and k P N so that it satisfies k “ n
2
` 2δ. By interpolation, we obtain
}q}L8pRn`1q ď C}q}H n2`δpRn`1q
ď C }q}1´η
H´1pRn`1q
}q}η
HkpRn`1q
ď C }q}1´η
H´1pRn`1q
.
Therefore, there exists µ1 P p0, 1q such that
}q}L8pI˚r q ď C
´
log | log }rΛA2,q2 ´ rΛA1,q1}|µ2¯´µ1 ,
which finishes the proof of Theorem 2.2.
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3.4. Proof of Theorem1.1. At this stage we are well prepared to deal with the problem under consideration,
that is the identification of V and p appearing in (1.1) from the knowledge of ΛV,p. Based on Lemma 2.1
and Theorem 2.2 one can easily see the desired result.
4. DETERMINATION OF THE UNKNOWN TERMS FROM BOUNDARY OBSERVATION AND FINAL
CONDITIONS
In this section, we are going to show that the velocity field V and the electric potential p can be stably
recovered in a larger region I7r Ą I˚r by enlarging the set of data. To state things clearly, in the present
section, our observations are given by the following operator
RV,p : H
1
0 pΣq ÝÑ K
f ÞÝÑ pBνu, up¨, T q, Btup¨, T qq,
associated with the equation (1.1) with pu0, u1q “ p0, 0q. In view of Lemma 2.1, this equivalently amounts
to showing Theorem 2.2. That is to show that A and q can be determined in I7r Ą I˚r from the knowledge
of the equivalent operator rRA,q given byrRA,q : H 10 pΣq ÝÑ K
f ÞÝÑ ppBν ` iA ¨ νqu, up¨, T q, Btup¨, T qq,
associated with the equation (2.2) with pu0, u1q “ p0, 0q. In order to establish Theorem 1.2, we shall
consider the geometric optics solutions constructed before with a function ϕ satisfying supp ϕ X Ω “ H.
Note that this time, we have more flexibility on the support of ϕ so we don’t need to assume that supp
ϕ˘ Tω and Ω are disjoint anymore. Let us denote byrR1A,qpfq “ pBν ` iA ¨ νqu, rR2A,qpfq “ up¨, T q, rR3A,qpfq “ Btup¨, T q.
Our first aim to stably retrieve the magnetic potential with the known divergence in a larger region of the
domain by adding the final data of the solution u of the wave operator.
Lemma 4.1. We consider a function ϕ P C80 pRnq satisfying ϕ X Ω “ H. There exists a positive constant
C , such that we haveˇˇˇ ż
Rn
ϕ2pyq
´
bApy, T q ´ 1
¯
dy
ˇˇˇ
ď C
´
σ2} rRA2,q2 ´ rRA1,q1} ` 1σ¯}ϕ}2H3pRnq,
for any ω P Sn´1. Here C depends only on T , Ω andM .
Proof. From Lemma 3.1, one can find a geometrical optic solution u2 to
HA2,q2u2 “ 0 in Q, u2|t“0 “ Btu2|t“0 “ 0 in Ω,
having this form
(4.34) u2px, tq “ ϕpx` tωqb2px, tqeiσpx¨ω`tq ` r2px, tq,
Here the error term r2 obeys(3.12) and b2 is defined by b2px, tq “ exp
´
i
ż t
0
ω ¨ A2px` pt´ sqω, sq
¯
. Let
u1 be the solution to HA1,q1u1 “ 0, in Q, with initial data u1|t“0 “ Btu1|t“0 “ 0 in Ω and the boundary
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condition u1 “ f :“ u2|Σ on Σ. We put u “ u1 ´ u2. Thus, u solves the following system
(4.35)
$’’’’&’’’’%
HA1,q1u “ 2iA ¨∇u2 ` VAu2 ´ qu2 in Q,
up¨, 0q “ Btup¨, 0q “ 0 in Ω,
u “ 0 on Σ,
with A “ A1 ´ A2 and q “ q1 ´ q2. From Lemma 3.2, there exists a geometrical optic solution v to the
adjoint problem H˚A1,q1v “ 0 in Q, in the form
(4.36) vpx, tq “ ϕpx` tωqb1px, tqeiσpx¨ω`tq ` r1px, tq,
where r1 satisfies (3.15). We multiply (4.35) with v and integrate by parts, we find out in light of (3.16)ż
Q
2iApx, tq ¨∇u2 v dxdt “
ż
Σ
p rR1A2,q2´ rR1A1,q1qpfqvpx, tqdσxdt´ż
Ω
p rR3A2,q2´ rR3A1,q1qpfqvpx, T q dx
´
ż
Ω
p rR2A2,q2 ´ rR2A1,q1qpfqBtvpx, T q ´ ż
Q
pVApx, tq ´ qpx, tqqu2px, tqvpx, tq dx dt.
We replace u2 and v by their expressions, and we proceed as in the proof of Lemma 3.3, we use (3.15) and
the Cauchy-Schwartz inequality, we obtainˇˇˇ ż
Rn
ϕ2pyq
´
bApy, T q ´ 1
¯
dy
ˇˇˇ
ď C
σ
´
} rRA2,q2 ´ rRA1,q1}}u2|Σ}H1pΣq}ψσ}K ` }ϕ}2H3pRnq¯,
where ψσ “
´
u´|Σ, u
´p¨, T q, Btu´p¨, T q
¯
. From the trace theorem and since
}u2|Σ}H2pQq ď Cσ2}ϕ}H3pRnq, and }ψσ}H1pQqˆL2pΩqˆL2pΩq ď Cσ}ϕ}H3pRnq,
one gets ˇˇˇ ż
Rn
ϕ2pyq
´
bApy, T q ´ 1
¯
dy
ˇˇˇ
ď C
´
σ2} rRA2,q2 ´ rRA1,q1} ` 1σ¯}ϕ}2H3pRnq,
which completes the proof of the Lemma. 
Next, we just need to apply Lemma 4.1 to the function ϕh given by (3.21) with y R Ω, use the fact that
A “ A1 ´ A2 “ 0 outside I7r and proceed as in the previous section to end up proving that the magnetic
potential A stably depends on the Neumann measurement rRA,q and we have
}A1 ´A2}L8pI7rq ď C| log } rRA2,q2 ´ rRA1,q1}|´µ1 .
Our next focus is to show that the electric potential q can also be stably recovered in the region I7r, from
the knowledge of the response given by the operator rRA,q and of course by the use of the log type stability
estimate we have already obtained for the magnetic potential.
Lemma 4.2. Let ω P Sn´1 and ϕ P C80 pRnq satisfying suppϕ X Ω “ H. There exists a positive constant
C such that we haveˇˇˇ ż T
0
ż
Rn
qpy ´ tω, tqϕ2pyq dy dt
ˇˇˇ
ď C
´
σ3} rRA2,q2 ´ rRA1,q1} ` σ}A}L8pI7rq ` 1σ¯}ϕ}2H3pRnq.
Here C depends only on Ω,M and T .
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Proof. From the orthogonality identity one can see thatż
Q
qpx, tqu2v dxdt “
ż
Σ
p rR1A2,q2 ´ rR1A1,q1qpfqvpx, tqdσxdt` ż
Ω
p rR3A2,q2 ´ rR3A1,q1qpfqvpx, T q dx
`
ż
Ω
p rR2A2,q2 ´ rR2A1,q1qpfqBtvpx, T q ` ż
Q
pVA ` 2iA ¨∇qu2px, tqvpx, tqdx dt.
Thus, if we replace replacing u2 and v by their expressions, use (3.23) and since q “ q2 ´ q1 “ 0 outside
I
7
r, we obtain after making the change of variables y “ x` tω and by proceeding as in the proof of Lemma
3.8 the following estimationˇˇˇ ż T
0
ż
Rn
qpy ´ tω, tqϕ2pyq dy dt
ˇˇˇ
ď C
´
σ3} rRA2,q2 ´ rRA1,q1} ` σ}A}L8pI7rq ` 1σ¯}ϕ}2H3pRnq,
which completes the proof of the lemma. 
The next step is to apply Lemma 4.2 to the function ϕh given by (3.21), except this time y R Ω. Again,
using the fact that q “ q2 ´ q1 “ 0 outside I7r and repeating the same arguments of the Subsection 3.3, we
complete the proof of Theorem 2.3.
Finally, in view of Lemma 2.1, one can easily establish the result given in Theorem 1.2.
5. DETERMINATION OF THE UNKNOWN TERMS FROM BOUNDARY MEASUREMENTS AND FINAL DATA
BY VARYING THE INITIAL CONDITIONS
In this section, we focus on the same inverse problem treated before. More precisely, our aim here is to
extend the identification regions of the unknown coefficients by enlarging the set of data. Indeed, Our data
are now the responses of the medium measured for all possible initial data.
For pVi, piq P C3pQqˆC1pQq, i “ 1, 2, we define pV, pq “ pV2´V1, p2´p1q inQ and pV, pq “ p0Rn , 0q
outside Q. We proceed as in the proof of Theorem 1.1 and Theorem 1.2, we show a log-type stability
estimate for the recovery of the velocity field V everywhere in Q from the measurement ΓV,p. We proceed
by a similar way for the recovery of p to end up obtaining an estimate of log-log-type over the whole Q.
Note that in order to prove such estimates, we proceed as in the previous sections. We first need to prove
Theorem 2.4, but in this case the support of the function ϕh defined by (3.21) is more flexible. We do not
need to take any condition on its support.
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