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changed to Engineering Experiment Station), Auburn Alabama. This
contract was originally awarded January 19, 1965, and was extended to
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December 18, 1966, and thereafter to February 18, 1968.
SUMMARY
A number of methods which are suitable for digitally simulating
physical systems are presented in detail. Several of the methods are
well-known, while two are presented for the first time. A brief dis-
cussion of the error involved in each method is presented along with the
method derivation. Each class of methods is illustrated with one or more
solved examples, and the computer results are given in tabular and graphic
forms. The approximations, restrictions, and limitations for each class
-	 of methods are presented along with that class.
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INTRODUCTION
In the course of analyzing a physical system, the engineer is often
confronted with the problem of determining the system's behavior in
response to a class of specified inputs. In many such cases a digital
computer can be used if the system can be translated into a form that
the computer can utilize. The object of this treatise will be to
present several methods for arranging the system equations into iterative
forms that can be computer adapted.
Chapter I is a discussion of the most popular classical numerical
integration technique, Runge-Kutta numerical integration. Of the infinite
variety of orders and modifications of Runge-Kutta, only a few of the more
useful ones are given.
Chapter II presents a class of methods that uses a series of known
solution points to predict future points of the solution of the set of
differential equations describing the system. The formulas in this class
are iterative ones in that they can be repeatedly applied to a block of
points until the solution at each point is obtained.
In Chapter III an attempt is made to solve the same problem without
attempting to directly solve the system of simultaneous differential
equations. Instead, approximations are made concerning the Laplace trans-
form transfer function relating the input and output of the system. The
resulting expression, a function of the time delay operator z -1 , is a
discrete filter that weights past inputs and outputs and the present in-
put to form the present output.
t
r
zIn Chapter IV the system of equations is solved directly using
state variable theory. The convolution integral that results in the
exact solution can be simplified by approximating the input curve with
a first-order curve connecting input points. The result is a repetitive
method that can be used to simulate the system.
The method discussed in Chapter V approaches the problem from the
viewpoint that if the system's response to a certain input is known then
the system's response to a combination of this type input can also be found.
Two different input approximations are used and summations are developed
that describe the desired output in terms of the response due to the
known input and a new input. Conditions are developed under which the
summations can be truncated to yield considerable simplicity.
The class of methods appearing in each of Chapters I through V is
applied to a third-order linear system to demonstrate application. The
results appear at the end of each chapter.
I. RUNGE-KUTTA INTEGRATION FORMULAS[1 , 2,394]
The problem of simulating a physical system described by a differen-
tial equation, or set of differential equations, can usually be reduced
to one of solving a set of first -order differential equations. If the
set contains only one or two equations and if the forcing functions are
analytic functions, then the system can be solved analytically with little
trouble. However, the solution may oe desired for both analytic forcing
functions and forcing functions for which only discrete values are known.
This leads to the need for a numerical iteration technique that will be
suitable for solving the first -order differential equation
x = f(x,t) ,	 (1)
where x denotes the time derivative of x.
Such a technique, commonly referred to as the Runge-Kutta integra-
tion technique, can be derived by approximating the Taylor series expan-
sion of the exact solution of x with a truncated series. The truncated
series solution will be an approximation of the exact solution.
If x is expanded into a Taylor series about the point to , the
resulting expansion, with x(t o) denoted by xo , is
(xo+^xo) = xo + ico(t o+h-to) + -k (t+h-to ) 2	 (2)
(4 )	 (K)
+ .x° (t +h-t )3 xo+	 (t +h- t )4 + ... + X° (t +h-t ) K + ... .3!	 °	 °	 4;	 °	 °	 K;	 0	 0
In this form, (x0 + Loco ) represents the solution at (to ). Written in
compact form, (2) becomes
3
it
I
4W
(xo + moo) = xo +	
^hK 
xo (K)	 (3)
KL=1
Of course, if the function f could be differentiated a great number
of times and evaluated at xo, then a sufficiently accurate solution could
be obtained using (3). however, the use of a small number of terms makes
the expansion seem much less formidable. Using a subscript to denote
partial differentiation (i.e., f x = of ) the first few total derivatives
ax
of x can be written as
x = f(x,t)
x = dx = d r fxt =of+afdx=ft	 x+ff
dt	 dt	 at ax dt	 (4)
x = ftt + 2fxtf + f f2 + fxft + ff2
X(4 ) — (fttt + 2f t fxt + 2ffxtt	 xxt+ f f2 + 2f xx tff + f fxt t
• f f + 2ff f + f
xt x
	 t f2x	 ttx
) + (f f + 2fxXrf2
x tt	
+ 2fxtfxf
• f f3 + 2f f2 f + f f f + f f f + f 
3 f + 2f2 f f )
xxx	 xx x	 xx t	 x xt	 x	 xx x
These will be used in subsequent operations as substitutions in the series
expansion of (xo + Loco ) in (3).
Instead of computing the derivatives to obtain the solution of the
differential equation, it is desirable to express the expansion in terms
of the value of f at a number of points in the vicinity of (xo,to),
expressed in equation form as
m
(xo + mco ) = xo +	 wiki J. where	 (S)
i=1
i-1
	
5
ki = hf (to + aih, xo +	 Pijkj)	 (6)
j=1
The constants ai , ^ ij , and wi are to be determined so that (5) agrees
with the actual expansion given by (3) through the first m terms. A
Runge-Kutta method of order m is then the result given in (5) and (6).
The process for developing the method with m=4 (i.e., fourth-order Runge-
Kutta) is outlined in the following section.
To reduce (6) to a usable form,it is expanded into a Taylor series
in two variables having the general form
f (x + A, yo + B) = f + Af + Bfy + A2 f + ABf + 1
2 
f0	 0	 x	 2; xx	 xy 2; yy
3
+
 3
3 
f	 + A
22B fxx + 2^
2 
fx + B3 f	 + ...
xxx
	 y	 '	 YY 3! YYY
The expansion of (6) for i=1,2,3, and 4 are
kl = hf + h 2a
1
ft
 + 2 
3 
aiftt + 6
4	
a3fttt + " '	 (7)
2
k2 = hf + (a2h2ft + ^2lhklfx) + C22 h 3tt + a2h2fxt^21k1 	(8)
+ 2 ^21k1 fxx) + (62 h4fttt + 2 h3P2lklfxftt
+ 2 h2821k 1 t fxx + h 
621 k1 f^) 	+ ...
k3 = hf + (a3h2 ft + hP3lk l fx + hP32k2 fx) +(
a`2 3 
ftt	 (9)
• a3h2631k1 fxt + a3h2s32k2 fxt + 2 
0
31k1 fxx + 2 ^32k2fxx
3 4	 3 2
• hs31032klk2fxx) + C
a2h f
ttt + 
h2 3 (P31k1
 + 032k2)fttx
a3 2
+ 2h (031kl + 2031032k1k2 + P32 2) ftxx
6+ 6 (^31k1 + 3^31k 1532k2 + 3^31k1^32k2 + ^3 2k2) fxXX) + ...
2
k4 = hf + (a4hz ft + h(P41k 1
 + ^42k2 + P43k3 )fx) + ( 4 h3ftt
	
(10)
• a4h2 (04 1k 1 + P k2
 + 043k3)fxt + 2(P41k1 + P42k2 + D43k3 ) 2f )
(
2Qf4
	
02+f +x (3k +^ k + P k )f
 
ttt	 2 4	 41 1	 42 2	 43 3 ttx
	
2	 \	 ..
+ a2h (^41k1 + 042k2 + P43k3 )2 ftxx 6(O41k1+$42k2^43k3)3fxxx
Since tl:_ equations for k 2 , k3 , and k4
 contain expressions involving
previous values of ,-, they must be solved to yield k  in terms of known
quantities. This procedure will be demonstrated for k 2 , but not for k3
and k4
 due to the astronomical number of terms involved. Substituting
the equation for k  into the one for k 2
 and regrouping terms in ascending
powers of h gives
2
k2 = hf + h2(a2ft + P 21ffx) + h3(a1821 ft fx + 22f tt
2	 /
+ a2621f
xt f + P21 f2fxx) + h4(a2fxt^2lalft + alfftR2lfxx
	
+ a2 f
	
+ aZ 13 f f f + a2 P2 f f f2 + ^l f3f ) + .. .6 ttt 2 21 x tt	 2 21 t xx	 6	 y^
The expressions for k 1 and k2 , with corresponding ones for k3 and
k4 , can now be substituted into (S) to yield an approximation of (xo+nxo)
for m=4. To be an approximation of the solution of the differential
equation this result must also coincide as closely as possible with the
actual Taylor series expansion of the solution given by (3) and (4). In
order to solve for the ai 's, tai 's, and S i 's the coefficients of like
power of h of the two series are equated so that the series are forced to
1
I F
7coincide through m terms. From (6) a solution for a l is alp . Equating
coefficients of h, h 2 , h3 , and h4 yields
h: wl f + w2 f + w3 f + w4f = f	 (11)
h2: w2 ((X2 ft + P21ffx) + w3 (a3 ft + p31ffx + p32 ffx)	 (12)
Lt
 ff
+ w4 (a4ft + P41 ffx
 + P42ffx + P43ffx) 2 t + 2
	
Cj 
	
/a2
h3: w2 ftt + a2^21fxtf + -21 f2 fxx^ + w3(2 f t t	 (13)
f f2
+ P 32 fx 2 f t + p32fxB21f + a3ffxt(P31+ p32) + 
'°` (P31'^$32)/
2
• w41 f2x f2(
	
)2 + a4ffxt(p4l 42+043 ) + 2 xtt
	
\	 2
• P43 fx (a3 ft + '331ffx + p32 ffx) + B42fx(a2ft + 1321ffx)/
= 1 (f +2f f + f f2 +f f +ff2)
6 tt	 xt	 xx	 x t	 x
	
3	 a2
	
N
221
	
^3
ho t w2[6 fttt + 2 0 2l fxfftt + 2ftf2fxx + 6	 xxx]	 (14)
+ CO3[6fxxx
	
(031 -'032 )3 + 2 a3ftxxf2('31+'32 )2 + 2a3fttxf(p31+^32)
3
	
:3 f 	 +0 (a f +p ff )(a f +0 f f +0 f f)
	
ttt	 32 2 t	 21 x ^^3 xt	 32 xx	 31 xx
1 2
	
+ P32 f- -` 1(	 P32 ftt + a21321ffxt + 2 f fX^ 1l
+ w41 xxx f3 (p41i$42+43 ) 3 + a42txx f2 41-42v43 ) 2
	
2	 3
+ 24 f ttxf (p41+042t543) + 6 fttt + fxxf (P42+041p42^42^43)
(a2ft+ P ff21x) + f f(xx 43	 543 4143 4243 ) (a 3ft 31fxf+^32fxf)
r
IA-
r
8+ 
a4fxt
13
42 (a2ft + P21
ffx) 
+ a4fxtP43 (a3ft + P31
fxf 
+ P32fxf)
a2
+ 
P
43 fxC^32fx 2 ft + ^32 fx^21 f
 + 2 ftt + a3fxtf(^31i$32)
f a2 f + a
	
f f + P31 f2f J I2 xx	 31 32	 42 x: 2 tt	 2P21 xt	 2	 xx _J
24-1fttt + 3ft fxt + 3ffxtt + 3f t f2 + 3f ft	 xf + fftt
+ 5ffxfxt + ft f2 + f 3 f	 + 4f2 fxf + ff3
] .
For these expressions to be valid for any arbitrary function f, the
coefficients of f and its partials must be zero. This will be true for
equations (11) through (14) if
Cl') 	
- P21
(15)
C1 3 = X31 + X32
(16)
a4 = P41 + P42 + P43
(17)
WI +W2 +W3 +W4 = 1 (18)
a2cW2 + a3a)3 + a4cu4 = 2 (19)
a2u^2 + a30" 3 + a4w4 = 3 (20)
a2cu2
 + a3W3 + a4w4 = 4 (21)
a2w3E'32 + c04 (0'P42 + a3043)	 6 (22)
a2W31332 + w4(a21342 + a3643 ) = 12 (23)
W3a2a3^32 + o'4 (a2P42 + a3^43)a4 	 8 (24)
W a	 a	 = 14 2 32 43	 24
(25)
The eleven equations given in (15) through (25) contain thirteen
unknowns, so that two degrees of freedom exist in their solution. These
9same equations are valid for m < 4 if the appropriate terms are set
equal to zero, thus they can be used to obtain the lower-order Runge-
Kutta methods, as will be demonstrated.
Second Order
With m equal to two and all terms with subscripts greater than two
being zero, the equations in (15) through (25) become
cul + tut = 1
tu2a2 = 2 and
a2 = ^21 -
Runge selected a2 =	 giving cut = 1, w = 0, and P21 = 2
	
The resulting
iteration is
kl = hf(to , xo)
k2 =hf(to +2 xo +2 1)
	
(26)
(xo + nxo ) = xo + k2 .
Heun selected 2 = 1, giving m2 = 2, tul = 2a	 , and B 21 = 1. The resulting
iteration is
kl = hf(to , xo)
k2 = hf(t o + h, xo + k 1 )	 (27)
(xo + 'xo ) = xo + 2(k1 + k2)
Equation (27) is the familiar Trapezoidal Rule. A wide variety of second-
order methods can thus be obtained, all of which agree with the actual
Taylor series expansion for (x o + 11_^xo ) through the factor of h2 f (1) . The
error of a second -order Runge-Kutta is of order h3f(2).
10
Third Order
For the third-order methods, (15) through (25) become
W  + w2 + (j)3 = 1
U 	 +Ce
	
= 2
a2w + U2W	 3
_ 1
a2^32''3	 6
a2 = X21
C6 3 = P31 + P32
A widely used method results if a2 =-I
 a
n d a3 = 1, such that P21 = 2
1
	 1
u'	
2
2 = 3
	 w3	 6	 w l	 6	 X32 = 2, and X
31 = -1 . Then
k  = hf(t o , xo)
k2 = hf(t o + 2h, xo
 + 2k1)
(28)
k3 = hf(t o + h, x  - k  + 2k2)
(x + ^x) = x + 6 l	 2(k +4k + ko	 o	 o	 3)
Fourth Order
Perhaps the most commonly used Runge-Kutta is a fourth-order one.
Again referring to (15) through (25), select a 2 = 2 and a3 = 2' giving
1	 1	 1	 1
a4
 = 1' 021 = 2 ' w1 = 6' w2 = 3 ' w3 = 3' w4 = 6' 031 = 0' 032	 2'
041 = 0 ' 042 
= 0, and P43 = 1. The classical method is then
k
1 
= hf(to , xo)
k2 = hf (t 0 + 2h, xo + 2 1)
(29)
k3 = hf(t o + fh, xo + 2k2)
k4 = hf(to + h, x  + k3 ) , and
11
(x + 'IX = x + 6 l	 2	 3(k	+ 2k + 2k + ko	 o	 4) .
This may be used to approximate the series expansion for (x o
 + Ix o)
through a term of order h4f(3).
As has been previously mentioned, the inherent error in any order
Runge-Kutta is due to truncation of the series expansion of the solution.
For instance, if a fourth - order method is used, the first term in which
the two series are in disagreement is of order h5f(4).
As may be observed, the error is intimately associated with the
step-length h. For too large h, the series may not converge, while for
too small h, round-off error in the calculations may cause the results
to be meaningless. Thus some nominal value must be selected to give
adequate results. One method of selecting h is to arbitrarily select a
^T
trial value and compute several points. Then halve h and repeat the
calculations. If the solution curves are not in agreement within the
tolerable degree of accuracy, again halve h. Repeat this procedure until
the desired accuracy is achieved. If this recourse fails, double the
original h and repeat the same procedure. With some a priori knowledge
of the system's behavior and a little luck, a suitable h can usually be
found in this manner.
Higher order Runge-Kutta methods are available if the series given
in (3) and (5) are matched through higher powers of h. However, the
complexity of such a procedure increases rapidly, as does the difficulty
in using the results to solve a differential equation. If a higher degree
of accuracy is required than is obtained with a fourth
-order method, de-
creasing h is preferred to using a higher order method.
r
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Although the preceding formulas were obtained for a single first-
order differential eq*_&tion, a higher order equation can be treated in
the same manner by first reducing it to a set of first-order equations,
and then applying the formulas to each first-order equation in sequence.
In this manner the solution to the entire set of first-order equations
is found.
Although the set of Runge-Kutta formulas has been available for
many years, they have not been used extensively to solve differential
equations. This is due to the large number of function evaluations re-
quired per step, which hand calculation cannot efficiently perform but
which a digital computer can. Prior to the computer age the Runge-Kutra
formulas were used primarily to obtain a few starting values for methods
which required several initial points along the solution curve.
The main objection to solving large systems of equations using
Runge-Kutta is the many function evaluations required at each step. A
fourth-order method, for instance, applied to n simult,rneous equations
requires 4n evaluations per step, which becomes extremely time consuming
for large n.
Example
A second-order Runge-Kutta is used to solve the third-order differen-
tial equation given below from t = 0 to t = 5 with update increment h=0.1.
x+5x+ 12X+8x =tE -3t/2
eo =8x+x
x =x =x =0 at t =0.
`a.
i
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These equations may be reduced to the following set of first-order
_	 equations
x 1 = x
X2 = X 1 = X
X3 = X2 = X
The set of equations to be solved is then
x1 = x2 = f1
x2 = x3 = f2
X3
= tE-3t/2 _ 5x3 - 12x2 - 8x1 = f3
eo = 8x1 + x2 f
with x10 = X20 - X30 = 0 at t = 0.
From equation (27), a suitable second-order method is
dxi1
 = (X20)('1)
dx21
 = (X30)('1)
dx31
 = (-5x30 12x20 - 8x10 + 0)(.1)
dx12 = (X20 + dx21)(.l)
dx22	(X30 + dx31)(.1)
-.15
dx32 = (-5(x30 + dx31 ) - 12(x20 + dx21 ) - 8(x 10 + dXll ) + (.1)E
	 )(•1)
x11 = x10 + I(dx11 + dxl2)
x21 = x20 + 1(dx21 + dx22)
x31 = x30 + 2(dx31 + dx32)
14
The entire procedure is then repeated using 
x11' x21, and x
31 as the new
initial values to obtain the solution at t 	 .2, etc. The solution for
e is simply e(t) = 8xli + xo	 o 21
The previous example was programmed on an IBM 7040 digital computer
to give an indication of the accuracy involved. The results are listed
in Table 1 along with the results of the third-order method (equation
(28)) and the fourth-order method (equation (29)) applied to the same
set of equations.
To demonstrate the effect of the time increment upon accuracy,
results of a second-, third-, and fourth-order method for h = 0.05,
0.1, 0.2, 0.4, 0.8, and 1.6 are shown in Figures 1, 2, and 3. Also in-
cluded for comparison is the exact solution.
f	 As can be seen from Table 1 the second-order method yields about
3-digit accuracy, the third-order about 4-digit accuracy, and the fourth-
order about 5-digit accuracy.
{
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TABIF.
 1..,Ihird-order System by Runge-Kutta
with h- 0.1 Seconds.
Time Analytic
Solution
Second-Order
Runge-Kutta
Third-Order
Runge-Kutta
Fourth-Crder
Runge-Kutta
O.0 .0 .0 .0 .0
c.1 .0001 6449 .0 .0001 5462 .000l 6622
0.2 .6012 6963 .0009 2526 .0012 6846 .0012 7164
C.3 .oe4c 6174 .0036 0154
i
.(040 7659 .0040
+
6492
0.4 10090 0563 ,0085 1081
	 ' .Or)90 3083
1	
.0090
f
0584
0.5 .0162 51FC:	 ' .0158 0036	 ; .0162 8396  .0162 5103
0.6 .0256 9028 .025 3 3428 02 57 2 313 .0256 8872
0.7 .0370 cc47 .0367 6412	 j
-c370 2853 I	 .0369 9845
0.8 .6497 2 117
	 I^ .0496 0358	 '^ ,oi, :^ 7 1.^c .1 t.cuS7 19c3	 i
0.9 .0633 16 1h),	
(I
-0632 9738 .c1)33 2460 .0633 1416
1.0
	 1 .0772 3077 .0772 7913
	 i .0772 2790	 , .0772 2917
1.1
I
.0909 3712 .0910 1593
	 ! .0909 2378 .0909 3599
1.2 .1039 6613
	 j .1040
i
3949	 1 .1039 4420 .1039 6553
1.3 .1159 2817 .1159 6501 .1159 0011 .1159 2812
l.h .1265 2313 .1264 9970 .1264 9154	 I .1265
i
2357
[1., .1355 42c5 i .1,^54 0643	 ^ .1355 0946 .1355 4289
1.6 .1428 6261 .1426 8117 .1428 3121 .1428 6373
1.7 .1484 4012 .1481 7692 .1484 1169 .1484 4142
1.8 .1522 9605 .1519 5798 .1522 7185 .1522 9741
1.9 .1545 0519 .1541 0377
.1544 8603 .1545 0654
2.0 .1551 8295 .1547 3259 .1551 6915 .1551 8421
15
0.	 1.0
	
2.0
	 3.0
Time (seconds)
Figure 1 ... Solution of Third-order System Lsing a Second-
order Runge-Kutta with Various Update Increments.
0.	 1.0	 2.0	 3.0
Time (seconds)
Figure 2...Solution of Third-order System Using a Third-
order Runge-Kutta with Various Update Increments.
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Time (seconds)
Figure 3...Solution of Third-order System Using a Fourth-
;	 order Runge-Kutta with Various Update Increments.
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II. MULTI-POINT ITERATION FORMULAS [1,4,5]
There are several well-known formulas which use known values of the
solution of x = f(t,x) at several points to approximate the solution at
future points. Although these methods appear under a variety of names,
they all used a polynomial approximation of a function. Perhaps one of
the most useful methods is one commonly referred to as the "Milne IV
Method," which will be examined in detail in this chapter.
The solution of the first-order differential equation
x = f (t, x)	 (1)
can be approximated at a series of (n+l) points by an n-th order poly-
nomial in time .
 Such a polynomial can be written as
x - P(t) = ao + a lt + a 2 t 2 + ... + antn
which is an approximation of the solution of (1). The differential
equation becomes x = dq	 t(P(t)). The difference in the solution at two
points in time, t
i
 and tk, can be found by integrating the differential
equation. Then
x - x. =
 fttkk	
dt(P(t))dt	 (2)
J	
.
J
The polynomial at (P(t)) can be written, using Lagrange's Interpolation
Formula, as
P(t) _ (t-tl)( t-t2) ... (t-t n-1)
 x + 
(t-to ) (t-t2) ... (t-tn-1) x
( to - t l)(to - t 2 ) ... (to -tn-1) o	 (t l - to )(t 1-t 2 ) ... (t l-tn-1 ) 1
19
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20
(t-t,) ... ( t - t^-1) (t- ti+l) ... ( t-tn-1)
+ ... +	 x. + ...
(t j
-to) ... (tj-tj_d
 
(tJ-tj+l) ... (t j- tn- 1 ) 
	J
	
n-1	
n-1
=	 r 7 (t-t i) 1
LJ Xi^ (t - t i )	 J
	
=0	 i #j
If the series of points are chosen so that the time ordinates are equally
spaced h units apart with t 1 - to = h, t2 - t 1 = h,	 tJ - t J _ 1 = h,
then (3) reduces to
n-1	 n-1 n-1 n-1
P(t)	 _ r 	 1
L
x
J
\
= 1 I Y r 7 :,t^,t.^) 1 X	 (4)
J.(j-i)h J _, L (J-1)	 J
J=0	 i=0 j=0 i=0
i #j i #j
Integrating from to to tk , the approximate solution is
t
x  = X  +	 k P(t)dt .
Itt
0
The integration is simple to perform; however, due to the number of terms
involved, substitution of the limits and simplification are tedious tasks.
The integration with n=5 shall be performed to give the set of Five-Point
formulas, while other orders will be listed in Appendix B. With n=5
equation (4) becomes
P(t) _ (_h12 )^('(t-t1)(t-t2)(t-t3)(t-t4) X +(t-to)(t-t2)(t-t3)(t-t4).
 L	 (-1) (-2) (-3) (-4)	 o	 (1) (_ 1) ( _ 2) (_ 3)	 1
+ (t-to)(t-tl)(t-t3)(t-t4) X + (t-t^)(t-tl)(t-t2)(t-t4) X
( 2 ) (1) (-l) (-2)	 2	 (3) (2) ( 1 ) (-1)	 3
(3)
(5)
21
'	 + (t-to)(t-tl)(t-t2)(t-t3)
x4(4) (3) (2) (1)
(t +kh)	
1	
-	 r	 1
xk - xo =^r o $(t)dt 
= ( ) 24 6l 
X
+ 42 
k
63 x
+ 24 } j(to+kh)5-toy
3.	
+ (4^) JW	 (t1 + t2 + t3 + t4 )xo + (6) ( to + t2 + t3 + t4)xl
- 
C4 
( to + t l + t3 + t4 )x2 + ^6 0 + t  + t2 + t4 )x3-(24)(to+t l+t2+t3)x4T
l(t +kh) 4 - t + 	 1 (t t+ t t 3 	 t t+ t t + t t + t t )x4 o	 o	 ^ ► +	 '^T	 1 2	 1 	 1 4	 2 3	 2 4	 3 4 0
- 
!^6) 
( t o t l + t o t 3 + t o t 4 + t 2 t 3 + t 2 t4 + t 3t4 )x l + (4) ( t o t l + tot3+tot4
+t t +-t t +t t 4)2 	 (t t +t t +t t +t t +t t +t t )x13	 14	 3   - (6) 01	 02	 04	 12	 14	 24 3
(27
1+ 	 ) ( t o t I + to t 2 + t ot3 + t 1 t 2 + t l t3 + t 2 t 3 )x4 ^{ (t o + kh) 3 - to	 +
1
(2X(2-4 1 2t3 + t l t 2 t4 + t l t 3 t4 + t 2 t 3 t4 )xo + 6) (tot 2t3
f"	 + t o t 2 t4 + to t 3 t4 + t 2 t 3 t4 )'l - (1 (to t lt3 + to t l t4 + tot3t4
I	 1
+ t 1 t 3 t4 ) x2 + 1
6
 ( to t l t 2 + t o t 1 t 4 + t o t 2 t 4 + tIt2t4)x3
-
/ 1 (t t t + t t t + t t t+ t t t )x j	 (t + kh) 2 - t2X24) o 12	 o 13	 o23	 123 4 f j o
+ 1	 ( 1I(tt t t) x - 1 (t t t t ) x + 1 (t t t t ) x(T+){(24) 1234 o C6) o234 1 G\	o 134 2
22
Replacing t  by (t0 + h), ..., and t  by (t 0 + kh) in (6), and simpli-
fying yields the desired result
xk - x0 = (720) [ (6k5 - 75k4 + 350k3 - 750k2 + 720k)ico
+ (- 24k5 + 2700 - 10400 + 1440k2)it
+ (36k5 - 3600 + 11400 - 1080k 2 )k2 	(7)
+ (- 24k5 + 2100 - 5600 + 480k2)x3
+ (60 - 450 + 1100 - 90k2)x4 
J .
Equation (7) is a good approximation of x over the interval
^-
	
	 xo C x < x4 (since n = 5). Evaluation of (7) for k = 1,2,3, and 4 gives
the set of five-point iteration formulas
xl - xo = 720 (251 k + 646 ix l - 264 x2 + 106 x3 - 19 x4)
x2 - xo = 90 (29ixo +124x 1 +24x2 +4x3 - x4)	 (8 )
x3 - xo = A- (27 io + 102 x1 + 72 x2 + 42 x3 - 3 x4)
x4 - xo =90 (7xo+32x1+12x2+32x3+7x4)
The set of formulas in (8) can be used to compute the solution, x,
at a series of points x l , x2 , x3 , and x4 . Unfortunately, the values of
x
i 
are not known exactly, but must in turn be approximated from the
23
differential equation. This suggests the following iterative procedure;
	 -
a) obtain a set of n-starting value for xi
 by Runge-Kutta integration
or other self-starting methods (including guessing), b) substitute these
values of x i
 into the differential equation in (1) to obtain starting
values of ki , c) use a set of multi-point formulas of appropriate order
similar to (8) to obtain a better approximation of x i , and d) if the
change in each xi
 is not within the allowable degree of error, repeat
steps b) and c) until the values of x i do converge.
Initial values for the next block of points can be obtained by as-
suming that the interpolation polynomial through the n-points in the
first block is a good approximation of the solution in the second block.
A set of so-called predictor formulas results if (7) is evaluated at k=5,
6, 7 and 8. The five-point predictor formulas are
x5 - xo 144 (19 xo - 10 xl + 120 x2 - 70 x3 + 85 x4)
3h
x6 xo 10 (11 xo - 44 xl + 96 x2 - 84 x3 + 41 x4) (9)
x7 - xo = 720 (1301 xo - 5894 xl + 11256 x2 - 9674 x3 + 3731 x4)
X8 - xo = 45 (206 	 xo - 944 x1 + 1716 x2 - 1424 x3 + 491 x4)
The set of starting values, computed using predictor formulas of
appropriate order similar to (9), for the second block can be iterated
upon using the step by step procedure listed above. Once this set of
points converges to the solution in the second block a set of predictor
formulas projects the polynomial into the third block, and so forth. In
i-t
f
I^
24
this manner thf: solution of the differential equation can be obtained
for the entire desired time interval.
A distinct advantage in this method of iteration is its flexibility
in allowing for changing time increments between blocks. If, for instance,
a particular block is requiring too many iterations to attain the desired
degree of convergence, that block may be repeated using a shorter in-
crement. On the other hand, if a sequence converges in one or two iter-
ations and a high degree of accuracy is not particularly desired, the
time increment may be increased. Such a flexible nature makes control of
error per block a relatively easy task.
The multi-point formulas can be used to solve a set of simultaneous
first-order differential equations in precisely the same manner as can
Runge-Kutta. In `act, since the error in Runge-Kutta is of order
hn+l
f (n) , the multi-point formulas of order n yield the same degree of
accuracy as a Runge-Kutta method. However, if the system is well-behaved
over each block, then the multi-point method can yield the same accuracy
as a Runge-Kutta method with a considerable reduction in the number of
function evaluations required.
Convergence can be accelerated by using each value of x i immediately
after it is computed to get a better estimate of x i . This process makes
use of the latest information available and, if the iteration converges,
should accelerate convergence.
Example
The third-order differential equation in Chapter I is solved by a
three-point iteration method using initial guesses of ::i m^'2 m_^ 1 3 m-C
25
for m=0,1,2 and h=0.1. All subscripted state variables follow the form
that the first subscript specifies the state variable and the second
subscript denotes the corresponding time ordinate t o , t 1, or t 2 . The
differential equations are
xl'm = x2,m
x2,m = x3,m
it3,m = -5x3 m -12x2 m -8x1 m 
+ tmF-1.5tm
and the update relations are
xn, l = xn ^ 0 + 12 (5icn ^ 0 + 8ic
n, 
l - 
n.2 )
xn 2 = xn 0 + 3 (xn 0 t 4icn 1 + xn 2 )
m - 0, 1, 2
eout,m = 8x1'm + x2,m
The above steps are then repeated using the new values of x n ,m until
x	 and x	 cease to change or until the change becomes small. Initial
n,l	 n,2
values for the next block are
•	 = x + V (x + 3x )
n,3	 n,0	 n,0	 n,2	 n	 L, 2, 3
xn,4 = xn,0 + 7(2xn'0 - 4xn,l + 5xn12 ) .
The results of the above operation are listed in Table 2 along with
the results using the two-point, four-point, and five-point methods.
Figure 4 shows these results in graphical form.
I26
	 3
TABLE 2...Third-order Systemtry Multi-Voint Iteration riethods
with h e
 0.1 Seconds.
Time Analytic
Solution
No-Point
Iteration
Three-Point
Iteration
Four-Point
Iteration
Five-Point
Iteration
G.0 .G 10 .0 10 .0
0.1
.0001 6449
.0 -.0005 1,781 .0001 63;1 .0001 6336
0.2 .0012 6963
.0010 9571 -.0016 9735 .0012 7098 .0012 6966
0.3 .0040 6374 .0038 8040 .0013 6717 .0040 6464 .0040 6326
o.4 .0090 0563
.0087 6209 .OG67 4065 .G090 0885 .0090 0571
0.5 .o162 5180 .0159 1147 .0145 2436 .0162 5331 .0162 5178
o.6 .C256 9028 . 0252 3771 .0214 7152 90256 8551 .0256 9013
0.7 .0370 0047
.0364 3930 .0363 0335 .0369 9943 .0376 0017
0.8
.0497 2117
.0490 6972 .0494 5227 .0497 2036 .0497 2016
0.9 .0633 161h .0626 0208 .0634 2909 .0633 1676 .0633 1553
1.0
.0772 3077 .0764 6610 .0776 4121 .0772 3164 .0772
I
3023
1.1
.0909 3712 .0901 9384 .0915 6503 .0909 3708 .0909 3670
1.2 .1039 6613
.1032 5313 .1047 4895 .1039 6693 .1039 6516
103 .1159 2817 .1152 6911 .1!67 9306 .1159 2721 .1159 2775
1.4 .1265 2 313 .1259 3534 .1274 3000 .1265 2085 .1265 2361
1.5 .1355 42o5
.1350 3638 .1364 4039 .1355 3834 .1355 4227
1.6 .1428 6261
.1424 4378 .1437 3210 .1428 5752 .1426 6323
1.7
.1484 4012 .1481 0762 .1492 5218 .1484 3452 .1484
I
4685
1 . 8 .1522 9605 .1520 4515
.1530 4443 .1522 8885 .1522 9679
1.9
.1545 o519 .3.543 2815
.1551 7846 .1544 9814 .1545 0569
2.0 .1551 8295
.1550 7005 .1557 8297
i
.1551 7701 I .1551 6267
27
Figure 4...Solution of Third-order System Using Several Orders
of Multi-Point Iteration Formulas with h- 0.1 Seconds.
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III. DISCRETE FORMS [6,7,81
In the previous two chapters methods were presented that approached
the problem of solving a differential equation by iterating an approxi-
mation of the solution. In this chapter a class of methods is developed
which uses an approximation of the transfer function between
the input (forcing function) and output (solution) of a system of first-
order differential equations. Such an approximation results in a formula
that relates past inputs and outputs to the present output.
In order to derive the class of discrete methods, first examine a
few elementary transformation operations. The Laplace transform of a
function of time, f(t), is denoted by Z(f(t)) = F(s). If f(t) is dis-
placed along the time axis an amount of nT seconds, then
Z(f(t-nT) u(t-nT)) = e-nTsF(s).
To avoid the repeated use of exponential functions, the standard z-trans-
form definition
Z = e
Ts
	 (1)
is used. Thus, z-1 rep.-e ents a time delay of T seconds and z -n repre-
sents a delay of nT seconds.
The solution of an n-th order linear differential equation with
constant coefficients can be related to the forcing function by a transfer
function in the s-domain as
X(s)  = G(s)
V(s)
(2)
28
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Here, X(s) denotes the Laplace transform of the output, v(s) the Laplace
transform of the input, and G(s) the transfer function. G(s) can also
be expressed as the ratio of two polynomials in s as
c +cs+...+c sm
	
__ j	 2	 m
G(s)	 (3)d l + d 2 s + 
	
+ dns' 
Multiplying (3) by s -n /s-n gives
c i s-n + c2 s -n+1 + ... + c -u-rm
G(s) =
	
	
m	 (4)
dls-n + d2s-n+1 + ... + do
If equation (1) is solved for s- K, the result is s 
=T lnz, or
	
2	 K
s-1	 lnz ' s-2 Clnz) 	 s-K = (lnz)	 (5)
To transform (4) into a form that can be digitally simulated, an
approximation for s -K must be made such that it is both accurate and
simple to substitute into (4). Clearly the problem is to approximate
lnz with some kind of a truncated series. A well known expansion for
lnz is
	
3	 5
z-1	 1 /z-1l	 1 
(-zi 1z ) +
which converges for all positive z.
A classic substitution, known as the Tustin substitution, results if
only the first term of the series is used. The Tustin substitutions are
s-1 = T =
	
T	 = T_ z+1
	
lnz
	
Nl2 [z-1
21,
(6)
(7)
30
s-2 = (T
	
2
z+1
2
•	 K
s-K = 
C
T Cz+1^)
2 z=r l
The series in (6) is most accurately approximated with one term if z is
in the neighborhood of unity. Likewise, lower powers of lnz are more
accurately approximated with one term than are higher powers of lnz.
Thus, a requirement for accuracy is that z be very nearly unity.
Another substitution method, called the z-form substitution results
if 
lnz
is expanded by synthetic division and only the principal part and
constant term are retained. For convenience define
u	
z+1	 '	 (8)
then
	/ 	 u3 u5lnz = 2 Cu + 3 + 5 + ...^ .
1 	 11	 1
	 A5 
3 44 5_
lnz 2 Cu 3 4 u	 945u	 •
lnz 2 (u) 2 (-1 l l ) 2 (z+z-1)
z+l
(-11 /2~1 2) 1 1 2 2 / 1 \z2^ /lnz	 4 u2 3	 4 z	 3	 12 (z-1)
1 3	 111 3_ 1 )_1(zz+1
nz 
	8
	
(—u3
 
u) 8 z=_1	 z_1l
	
2 \ (z-i)
•	 ,+1	 (z+l/
Using these approximations in (5), the z-form substitutions are
if
s-1 _ _T Cz+1)
- 2 zT
-2 T2 Cz2+10Z+11S	 =4	 (
s -3 = T_ z z+l \I
2 \(z-1)
Since the z-form substitutions given by (9) involve more terms of
the series expansion of (-17nl—z) than do the Tustin substitutions, the z-
forms can be expected to be more accurate. Clearly, the error in either
method is introduced by truncating the infinite series expansion of lnz
after a very few terms.
Returning to the question of simplifying (4), there are now available
two substitutions for s- K, the Tustin and z-forms given in (7) and (9).
Upon inserting one or the other into (4) the transfer function becomes
G(z) -
aozn + alzn-1 + ... + 
a
n-lz1 + an
,
zn + b 1zn-1 + ... + b
n-lz1 + bn
w'iere the coefficients have been normalized such that b  = 1.
a+ a z- 1 + ... + a	 z l-n + a z-n
X z
-1	
= G(z-1) = 0	 1	 n-1	 n	 (10)
V(z-1 )	 1 + b iz-1 + ... + bn-lzl-n + bnz-n
X(z
-1) [1 + b lz-1 + b 2z-2 + ... + bnz-n]
= V(z-1) [a
0 
+ a lz-1 + a 2z-2 + ... + anz-n ]	 (11)
Since multiplication by z -1 in the z-domain corresponds to a time delay
of T seconds in the time domain, (11) can be written in the time domain
31
(9)
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as
x(kT) + b 1x(kT-T) + b 2x(kT-2T) + ... + bnx(kT-nT)
= a 
0	 1
v(kT) + a v(kT-T) + a2
	
...v(kT-2T) +	  a 
n 
v(kT-nT)	 (12)
Solving (12) for x(kT) yields the recursive relationship
x(kT) = a0v(kT) + a lv(kT-T) + a 2v(kT-2T) + ... + anv(kT-nT)
'	 - b 1x(kT-T) - b 2x(kT-2T) - ... - bnx(kT-nT) .	 (13)
Equation (13) expresses the output at a time kT in terms of a linear
combination of the past n outputs and the present and past n values of
the input (where n is the order of the system). Once the "a" and "b"
coefficients have been computed, the task of repeatedly applying (13)
=
	
	
is an easy matter for the computer. Presuming that the substitution used
is accurate, then the output x(kT) represents the desired solution of
the set of differential equations.
The error involved in the discrete substitution is contributed, in
large, by truncation of the infinite series of lnz. However, the trun-
cation erroi is closely related to the magnitude of z, which in turn is
dependent upon the sampling period T and the complex variable s. The
first-order approximation is exact if z equals unity. Since z=e sT , then
{	
IZI 
= IE ST I = IE (a+jw)T I = IEQTI IEjwTI 
= E,UT,
where s has been written in complex form. A time constant is related to
the real part of s, a, as T = 1 . Then the magnitude of z is given as
I Q
I
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izi 
=EQT
 
-
 
E _ T/T
which must be near unity for the Tustin and z-form substitutions to be
accurate.
A requirement for selecting an update interval is
T «T .	 (14)
Since higher-order systems contain several natural time constants,
the update interval must be chosen so that (14) is true for all of the
time constants. Equation (14) provides a logical means of selecting an
initial estimate of a workable sampling period. If the error is too
great, then this value can be decreased until the desired accuracy is
achieved.
Other transform or "pseudo-transform" methods can be obtained which
are suitable for use in the recursive formula given by (13). For in-
stance, the standard z-transform of G(s) can be calculated, this being
a difficult task for higher-order systems.
Example
The example used is one described by the differential equation
*x + 5x + 12x + 8x = v(t)
and
Co (t) = 8x + x,
where x =x = x = 0 at t =0.
In Laplace transform notation, this is
(s 3 + 5s 2 + 12s + 8) X(s) = V(s)
34
E (s) = (8 + s) X(s) , thus
0
E s =
	
s+8
	
_ s-2+8s-g
V(s)	 s3+5s2+12s+8	 1+5s- 1+12S- 2+8s-
Using the Tustin substitution, the result is
rT
2 	 ("+,\ 3
En (z) _ L 2
(z!l
zT)] 
+ 8 '' 2 —? ^^
V z)	
1+ 5 _T C Z^+1)] + 12 T z+11 2+ 
8[ 
T (z+l 3
^2 	 ^2 Cz-1 /]	 2 ,`z-1)]
T2
4 
(z+l)2(z-1) + T3(z+1)3
(z-1) 3 + 2T (z+1)(z-1 ) 2 + 3T2 (z+1) 2 (z-1) + T3(z+1)3
_
(T +T3 J + (42+ 3T3 )z' 1 + (
-
4  + 3 T3)z-2 + (.1
2
 + m3 jz'3
- 
/	 3 -C1+5T-21.3T2+T3 J + (-3--5T2+3T 2 +3T3 )z 1+1 3- 5T2 3T2 +3T ^z 2 +^ -1+ 5T-2 3T2 +T3 Iz -3
With appropriate z-form substitutions, the result i
z2+loz+1
E (z)
	
T2 	
+ 8 T3T31(z^ z+1j
o 	12 ^(/ 	\2 /z-1)
V(z) 1+T 
z+1	 y,1z 2+1Gz+ +, 8( q3 -LIz-+l
^2Xz-1^ + 12rT212/`. (z 1) (z 1)
T2 1 + 3T2 + 4T3 z-1 + 3T2 + 4T3)z-2 + -T21z-3
_\ 
12i
/	4
	
4	 12;
(1152+T 2 ) + ( -3- 5^ t9T2+4T3 ,z -1 + (3-21-9T2+4T3 )z-2 + (.1.152-T2 )z-3
Consider the criterion presented earlier for selecting T. The roots
of the characteristic equation (i.e. denominator of G(s)) are -1 and
-2 + j2. The two natural time constants are 1 and .5, so the update
t
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interval must be chosen to be much less than 0.5 seconds to yield reason-
ably accurate results. Thus T is selected to be 0.1 and Pubstituted into
the recursive formulas. The Tustin equation becomes
E z =
	
.0035 + .0055z -1 ± .0005z -2 - .0015z-3
V(z)
	 1.2810 - 3.2170z -1 + 2.7230z-2 - .7790z-3
_ .00273 + .00429z-1 + .00039z -2 - .00117z-3
1 - 2.51132z -1 + 2.12568z -2 - .60812z-3
while the z-form substitution becomes
f.Q.Czj _ .0008 + .0115z -1 - .0035z -2 - .0008z-3
V(z)	 1.2600 - 3.1560z -1 + 2.6640z-2 - .7600z-3
_ .00063 + .00913z-1 - .00278z -2 - .00063z-3
1 - 2.50476z-1 + 2.11429z-2 - .60317z-3
The results of the two methods for an input of to -1.5t are given in
Table 3 and plotted in Figure 5. Although for a sampling period of 0.1
seconds both the Tustin and z-form methods give about three-decimal ac-
curacy, the z-form solution is slightly more accurate.
A complete list of both the Tustin and z-form substitutions up
through s-7 is given in Appendix C for reference.
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TAHIE 3...Third-order System by Liscrete Metn0.3
With Tn
 0.1 Seconds,
Time Analytic
Solution
Tustin
Substitution
z-form
Substitution
0.0 10 .0 .0
011 .0001 6449 .00O2 3517 .0000 5693
0.2 .0012 b963 .0013 6494 .0010 2614
0.3
.0040 6374 .0041 2030 .0036 6960
o.4 .0090 0563 .0089 6711 .0085 2894
0.5 .ol62 5180 .C160 7988 .0157 1148
0.6 .0256 9028 .0253 6837 .0251 2705
0 .7 .0370 0047 .0365 3219 .0364 5037
0.8
.0497 2117 .0491 2609 .01192 1175
0.9 .0633 1614 .0626 2440 .0628 6496
1.0 .0772 3077 .0764 7788 .0768 4569
1.1 .0909 3712
.0901 5938 .0906 1773
1.2 .1039 6613 .1031 9719 .1037 0581
1.3 .1159 2817 .1151 9663 .1157 1631
1.4 .1265 2313 .1258 5118 .1263 4717
1 .5 .1355 4205 .1349 4507 .1353 8927
1.6 .1428 6261
.1423 4937 .1427 2142
1.7 .1484 4012 .1480 1356 .1483 0099
1.8 .3522 9605
.1519 5422 .1521 5193
1.9
.1545 0519 .1542 4249 .1543 5169
2.0
.1551 8295 .1549 9115 .155o 1811
.16
.15
.14
.13
.12
.11
.10
k
y 09
0
.06
rA0
U' .07
.06
.05
.o4
.03
.o2
.01
C.	 1.0	 2.0
	
3.0
Time (seconds)
Figure 5 ... Solution of Third-order System Using Discrete
Methods with Ta 0.1 Seconds.
IV. STATE VARIABLE SOLUTION[", 12]
Several methods have been presented in the preceding chapters that
utilize either series expansions of the solution, iterative methods of
approximating the solution, or approximations of the transfer function.
Instead of using any such approximation, this chapter will deal with the
actual solution of a set of simultaneous first-order differential equa-
tions. To reduce the results to a usable form, approximations will be
made concerning the inputs (forcing functions). Although systems with
multiple-order roots can be covered by an extension of this method, the
following work will be based on systems with simple roots.
The behavior of a linear system can be described by a set of first-
order differential equations of the form
Y(,tj= A X Ut + BVUt	 (1)
where X t is an mth order vector, V t is an nth order vector, A is
an m by m matrix, B is an m by n matrix, and X r t is the time derivative
of X t . The vector X t is called the state vector, and its components
x l9 x2, ..., xm are the state variables of the system. The vector VW
is the input vector, and its components v l , v2 , ..., v  are the physical
inputs to the system and are real functions of time. The output of
the system can be written as a linear combination of the state variables
38
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and the inputs as
eo (t) = C X t + D V t 	 (2)
where C is a 1 by m matrix and D is a 1 by n matrix. If the elements
of A, B, C, and D are constant, the equation:, of the system are linear
ordinary differential equations with non-time varying coefficients. The
equations in (1) and (2) are commonly referred to as the "standard form"
of the state equations.
If the coefficients of the A matrix are such that all of the eigen-
values of A are distinct, there exist an m by m transformation matrix
M such that
M 1 AM = A	 (3)
where M-1 is the inverse of M and A is a diagonal matrix whose elements
are the eigenvalues of A, X l , X21	 K.. The matrix M can be used
to transform the state vector X t into a new 1tate vector jKLI such
that
X t =Ml t, and X t =MY t. 	 (4)
Equations (1) and (2) can be written in terms of the state vector Y(t)
as
MY T =AMY t +B V Ut
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Y(t) =K-1 AMYt +M-1 BVt = AYt +I- 1 BV(t) 	 (5)
eo (t) = CM Y(t) + D V(t).	 (6)
and
or
Equation (5) is the matrix representation of m linear differential
equations, any one of which can be written in the form
n
yi (t) = X iyi(t) +	 kid vi (t)	 1 < i < m ,	 (7)
j=1
where the kij's are the elements of W 1B. Note that the equation in
(7) is a functi.;r, of yi (t) and the inputs, and is trot a `unction of the
remaining y(t) state variables. The equations in (5) are therefore m
uncoupled equations, and the elements of Y(t) are caller the canonical
state variables of the system.	 l
Equations (5) and (6) can be obtained from (1) and (2) through the
evaluation of the transformation matrix M arid a good deal of matrix mani-
pulation. However, this time consuming task can be by-passed by using
an s-domain anal.,rsis which is more familiar to the engineer. Equation
(5) can be obtained through an s-domain analysis by grouping the constants
in the partial fraction expansions of the transfer functions of the
system under investigation, to give the matrices M- 1B, CM, and D.
ri
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A is a diagonal matrix whose elements are the poles of the transfer functions.
To obtain (5) through an s-domain analysis, each transfer function
relating the output Eo(s) to the inputs V l(s), V2(s), ... and "n(s) is
partial fractioned. Since the system is linear, superposition holds,
and the output is the sum of the responses of the system to each input
separately and may be written as
n	 m	 n
Eo ( s ) _	 7^	
Kij ^ 
Vj ( s ) + f ' KjVj (s)	 ($)
s
i
j =1	 i=1	 j=1
where the Kij 's are the residues of the transfer function relating Eo(s)
to Vj (s) at the pole A i and Kj = lire Eo(s)/Vj(s). The order of the summa-
s^W
tion in the first part of (8) can be reversed giving
m n	 n
Eo ( s ) _	 K
—ij
	 Vj ( s ) +	 KjVj(s)	 (9)
i=1 j=1	 s - ai	 j=1
or
	
m	 n
Eo(s) _	 Yi(s) +	 KjVj(s)	 (10)
	
i=1	 j=1
where
n
\' — K1j— V^( s ) .Yi ( s ) _ 	 (11)
j=1
s
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The components of Y  (s) can be written as
K11 K12
	
Kln	 Vl(s)
K21 K22	 V2(s)
Kml	 Knn	 Vn(s)
(12)
1	 0	 . . .
s-A1
0	 1
s-)^2
Y s	 =
Equation ( 12) can be related to (5) by taking the Laplace transform of
(5). The Laplace transform of (5) is
sYsj -Y(0)	 Ys + M I- BVs	 (13)
or
Y(s)  = [ sI - A] -1 Y(0)  + [ sI - A] -1 M 1 B V(s).
Since [sI-A] is a diagonal matrix, its inverse is the diagonal matrix
whose elements are the rec4procals of the elements of [sI- A] and is
given by
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1	 0	 0
s-A 1
0	 1
s-X2
[sI-A] -1
 =
	 (14)
0	 1S-5;
The initial condition terms in the transfer function analysis of (12)
are zero due to the way that transfer functions are defined. Therefore,
in order to compare (12) and (13), = is (13) must be set equal to
i	
zero. Equation (12) and (13) are identical under the assumption of
t
zero initial condition if M-1B = K is the m by n constant matrix in (12).
it
A comparison of (10) with the Laplace transform of (6) shows that, for
this particular scaling of the canonical state variable, CM is a 1 by
n matrix with all elements one and that D = [K l , K2 , ..., Kn]. Therefore,
M-1B, C-M and D can be obtained from the transfer functions of the system.
The solution of (5) can be obtained by taking the inverse Laplace
transform of (13), with (14) substituted for [sI-A] -1 . The canonical
state variables are
Y t	 =	 -1 j(sI-A]-1 Y(0) J
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r t+J
0
E
	 . . .	 0	 Vl(t-T)
0	 EX2T	 V2(t- T)
1B	dT
0	 CXMT	 vn(t-T)	 (15)
Since in the computer each input v i(t) is represented by a set
of discrete points, the evaluation of the convolution integrals in (15)
are out of the question. However, if each element of the input vector
can be approximated with a first-order curve connecting two data points,
then (15) will reduce to a very useful form. Such an approximation can
be written for the first interval as v i (t) = vi (0) + t wi (0) where wi(0)
is the slope of the first-order approximation. The convolution integral
can then be written as
	
EX 
1T	 0	 vl(0) + (t-T) wl(0)
	
0	 EX2T	 V2(0) + (t- T) w2(0)
t	 .
M 1B
^0	 .
	
0	 EXMT	 V1(0) + ( t -T) wn(0)
dT
/1
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Alt-1
0	 . . .	 0
Xl
0	
^^A2t-1
A2
0	 EXnt-1
Xn
M- lBVO
(E X l
t 
- 1 ) 	 t
X1 2 	 Al
0
X2t
E	
-1 - t
^2	 X2
0
^ M1BW0
Ent-1 _ ^t
Xn	 n
(16)
To develop a repetitive method of evaluating Y t at a series of
points in time, spaced h seconds apart, (16) is substituted into (15)
and then (15) is evaluated at t = h to give
rl
Y h = diagl El C 2E^ 2h , ... , E h I Y(0)
111	 1
+ diag^ L (c
Xlh
-1) ,	
-2 (c ),2h-1) ... ,1
1	 f
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1) M
-M lB V 0	 (17)
m
+ diag	 1	 (E),lh_ 1) -	 1
	
C h^2 	 X '	
1
2
	
1	 1	 hl^ 2
,J 
(EX2h-1) -	 1 , ... ,	 1	 (E),mh-1 - 1 
1
^ M- 1B W(0).
X 2	 hm^	 ^m
1
Equation (17) can be used to find the value of the canonical state
variable at time h if they are known at time zero. In fact (17) can
be used to find Y(t o + h) if Y(to), V(to) and V(to + h) are known.
For this purpose Y(0),  V 0 , and WW(0) in (17) are replaced by Y(t^),
r	 V(to) and r V(to + h) - V(to)	 h respectively to yield
Y(to + h) = diag E^`lh , eX2h , ... ^ IE	 Y(to)
r	 ?.
f	 + diag) 1 (EXlh- 1) + EX 
1h
... ,
L	 1	 1
if:
{
2
 (E^`mh-1) + E^mh _
1 M
-1 B VV (
tg.
m	 m
	+ diagl h1
	
(e..lh-1) - 1 , ...,
	
1	 1
I
	
I(E?Imh-1) - Xm I M 1B V( t o + h) .	 (18)
I
	
Equation (18) is a matrix representation of m algebraic equations
that can be used to calculate the canonical state variables at time
I	 to + h from the values of the canonical state variables at time t and
I^
47
the values of the inputs at time t o and to
 + h. Equation (6) can
then be used to calculate the required output at time t o + h.
The preceding results can be combined to yield the following
repetitive method for simulation of a linear system. The step-by-
step procedure can be listed as:
1) Obtain a set of n transfer functions relating the r, inputs
and the desired output.
2) Determine the eigenvalues of the system, i.e., the poles
of the transfer functions.
3) Compute the residues of each transfer function in 1) at
each pole in 2) to determine the IC' B matrix.
4) Compute the limit as s approaches infinity of each transfer
function in 1) to determine the D matrix.
5) Compute, using a selected step - length h, matrices
E = diag 
-eXlh, e
X2h , ..., e h
	
i.	 J
r_X h
	
F = diag I h7,2(e^`lh-1) + e^1	 , ..., 1 (e^`mh-1)
1	 1	 W`m
+ _ j M l B , and G = diag L 1	 (E^`1h-l)
	
K J	 2m	 1
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1
1^ 	... , m2 
(EXmh-1) 
- 
Xm M- lghX
6) Using known values of the canonical state variables at to,
calculate the up-dated state vector
Y(to + h) = E Y(to) + F V(t o) + G V(to + h)
7) Compute the desired output
m
e o (t o + h) =	 yi(to + h) + D Y(t o + h)
i=1
8) Repeat steps 6) and 7) until the solution is found for the
complete desired time interval.
The only approximation used in the development of the preceding
procedure was the approximation of the input by a straight line over
each iteration interval. Therefore, the solution is the exact solution
for the approximated input except for possible computer round-off error.
The first - order input approximation can usually be made as accurate as
desired by decreasing the update interval until the input becomes nearly
linear over each interval. In most digital simulations the inpu`
is only represented at specified points, requiring; some sort of
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mation between points. The contention is that a first-order approximation
is as valid as any if the interval between points is made small enough.
A strong point in favor of the developed method is that any update
time increment can be used as long as the input approximation is valid.
The method is very good for simulating large scale systems, particularly
if speed is a factor.
Example
To illustrate how the step by step procedure is used, a system
with the transfer function
Eo (s)	 (s + 8)
V(s)	 (s+l) (s+2+j2) (s+2-j2)
1.4
	
-•7 - j.l	 -.7 + j .l
s+ l	 s+ 2+ j2
	 s+ 2- j2
is simulated. The eigenvalues of the system are X l - -1, X 2
 = -2-j2
and A3
 = -2 + j2. The residues at the poles gives
1B =	 [ 1.4, -.7 - j.1, -.7 + j. ].] TM	 .
The lim G(s) = 0, therefore D = 0.
S.WW
+ (.30311 - J.30545) v(to)
+ (-.03298 - j.00256) v(to
 +
E = diag le
-.1 , E - . 2-j.2 , E- .2+J2 I
= diag [.90484 1
 .80241 - j.16266, .80241 + j.162663
1.19905
	 2.73228
F =	 .30311 - j.30545 ,
	 G	 -.03298 - j.00256
.30311 + j.30545	 -.03298 + j.00256
Since the second and third terms of E, F and G are conjugate pairs,
and since the output is a real quantity, Y2 (t) and y3 (t) are also
conjugate pairs. Therefore, it is only necessary to calculate y2(t).
The iteration equations are
yl (to
 + .1) = 0.90484 yl (to ) + 1.19905 v(to)
+ 2.73228 v(to + ..1)
y2 (t0 + . 1) = (.80241 - j.16266) y2(to)
'tea,
51
and
e o (t o + .1) = y l (t o + .1) + 2R4 y 2 (t o + .1) ^
The system was programmed on the IBM 7040 digital computer at the
Auburn University Computer Center for the input t e- 1.5t . The results,
listed in Table 4 and plotted in Figure 6, show that for this particular
input and time increment, a linear input approximation is accurate
enough to yield three-digit accuracy.
Time Analytic
Solution
State Variable
Solution
0.0 .0 .0
0.1 .C-001 6449 .0001 5238
0.2 .0012 6963 .0012 2196
0.3 .0040 6374 .0039 6168
0.4 .0090 0563 .0088 3762
0.5 .0162 5180 .0160 1304
0.6 .0256 9028 .0253 8224
0.7 .0370 0047 .0366 2964
0.8
.0497 2111 .0492 9763
0.9 .0633 1614 .0628 5207
1.0 .0772 3077 .0767 3926
1.1 .0909 3712 .0904 3110
1.2 .1039 6613 .1034 5768
1.3 .1159 2817 .1154 2799
1.4 .1265 2313 .1260 4014
1.5
.1355 4205 .1350 8334
1.6 .1428 6261 .1424 3342
1.7 .1484 4012 .1480 4398
1.6
.1522 9605 .1519 3493
1.9
.1545 0519 .1541 7979
2.0 .1551 8295
.1548 9284
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Figure c...Solution of Third -order System Using the State
Variable ;Method with h- 0.1 Seconds.
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V. TRANSIENT RESPONSE METHODS112,13]
This chapter deals with a class of methods that is not conventionally
considered to be a means of solving a differential equation or set of
equations. The two primary methods that are investigated, a zero- and a
first-order method, both require a knowledge of the system's behavior in
response to certain specified inputs. The zero-order method requires that
the system's response to a unit step input (i.e., indicial function) be
known, and the first-order method requires the system's ramp response be
known. A distinct advantage of both of these methods is that a system
can be digitally simulated even though a transfer function or differen-
tial equation describing the system may not be known.
The transfer function of a linear system, G(s), is related to the
Laplace transform of the input, E i (s), and the Laplace transform of the
output, Eo (s), as
G(s) = Eo(s)	 (1)
Ei(s)
To derive the zero-order method let the input be a unit step function
E i(s ) = s
	
,	 (2)
so that
Eo (s) = Gss = A(s)	 (3)
The inverse Laplace transform of !i(s) in (3) is called the indicial
function.
I
A
11
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If the input to the system consists of a series of step-functions,
one beginning every T seconds, then the Laplace transform of the input
can be expressed as
e i(o)	 -sT	 -2sTE i (s) =
	
s	
+ [e i (T) - ei(o)] E s + [e i (2T) - ei(T)] E s
+	 + [e W)- e i (kT-T)] I kTs + ...
	 (4)
s
With (4) as the input the Laplace transform of the output can be ex-
pressed as
E0 (s ) = Ei ( s )G ( s ) = 
e i(o) 
G ( s ) + [e i (T) - ei(o)] s 
sT G(s)
-kTs
+ ... + [e i (kT) - ei(kT-T)] f.	 G(s)
s
= e i(o)A(s) + [ei(T) - ei(o)]A(s)E-'9T
+ ... + [ ei (kT) - ei(kT-T)]A(s)e-kTs + ...
	 (5)
In the time domain the output between KT and KT + T becomes
eo (t) = ei (o) A(t) + [ e i (T) - ei(o)]A(t-T) + ...
+ [e i W) - ei(kT-T)]A(t-kT)
k
Y, [e
i (nT) - e i (nT-T)] - A(t-nT) ,	 (6)
n=o
iiii
iiiii
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A
where e i (-T) = o. Equation (6) is true for kT < t < kT + T, and in
particular if t = KT
k
eo (kT) =	 [ei(nT) - e 
L 
(nT-T)]A(kT-nT)
	 (7)
n=o
Equation (7) provides a logical means for simulating a system,
except for the fact that large values of k often require many arithmeti-
cal operations. However, (7) can be rewritten as
k
eo (kT)_	 [A(nT) - A(nT-T)]	 ei(kT-nT)
	 (8)
n^
where A(-T) = o, which often can be simplified to give a more convenient
form than (7).
The sequence of coefficients in (8) can be truncated if the coef-
ficients approach zero with increasing values of n. If the sequence
approaches a constant then
lim	 [A(nT) - A(nT-T)] = C
	 (9)
nT-. oo
Applying the Final Value Theorem to (9) yields
lim [A(t) - A(t-T)] = lim [sA( s) - sA(s) E sT]
t . 00	 sy o
= lim [G(s) - G(s)E-,T] = lim G(s) [1-e
-sT] = C	 (10)s--os io
Equation (10) is true if all poles of sG(s) have negative real parts;
r
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then either G(s) has only poles with negative real parts and
lim G(s) - K1 	(11)
s ♦ o
or G(s) has a single pole at the origin and
lim sG(s) - K1	 (12)
s-.o
Using (11) and (10)
lim [A(t) - A(t-T)] - lim G (s)[1-E-sT] = o,	 (13)
t;W	 8+0
and using ( 12) and (10)
-aT
lim [A (t) - A(t-T)] - lim G(s) [1-c -
 
ST] - K lim I^
t+CO	 s—o	 1 s^o	 a
= K1 lim T E -sT = 
K, .
	 (l4)
s-0.o
Equation (13) and (14) are significant in that they give the con-
stant value to which the coefficient sequence in (8) converges. 	 If G(s)
has no poles at the origin then the sequence approaches	 zero and (8) can
be used directly. If G(s) has a single pole at the origin then
[A(nT) - A(nT-T) - K1T] approaches zero.	 An alternate form of (8) is
then
k	 k
eo (kT) =	 [A(nT) - A(nT-T) - KIT] • e i (kT-nT) + K1T ei (kT-nT) .
111	 /J
n=o	 n=o	 (15)
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Equations (8) and (15) give a zero-order method for digitally
simulating a system if the input is assumed to be constant over each up-
date time interval T. Under the circumstances that the input is varying
rapidly over the chosen interval and increased accuracy is desired over
the zero-order method, a higher order method can be developed using the
previous reasoning.
Assume that the input to the system consists of a series of first-
order curves, or straight lines connecting equally spaced input points.
Also assume that the input at t-o is zero. If e i (o) is not zero, then
the input discontinuity at the origin can be accounted for by including
a summation of the form of (8). A first-order curve connecting input
data points can be written as
k
ei(t) -
	
Lei(nT+TT
 - ei(nT) (t-nT) u(t-nT)
n=
	
ej (nT+T) - ei(nT) (t-nT.-T) 
u(r-nT-T) I	 (16)	 -
T	 ,J
Note that the first term of (16) is
e i (t) = ei(T) 
T 
el(o) 
tu
(
t) - e i (T) - ei(o) (t-T)u(t-T)	 (17)
T
which is a ramp from t-o to t-T and is equal to e i (T) for t > T.
Equation (17) is plotted in Figure 7.
ei
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e i (u)	 Time
Figure 7..Typical First-order Input Curve
The mth term in (16) is of the same form as (17) and expresses the input
from t=mT to t-mT+T along a straight line having slope ej(mT+T) - e (mT).
The Laplace transform of the input is
E	
ei(T) - e i (o) - e i (T) - ei (o) E_ sT + e i(2T) - e i (T) E-sT
	
i(s) _ 
	
2T	 s2T2s T
- ei(2T) - ei(T) 
E-2sT + ... + 
ei(kT+T) - ei(kT) 
-kTs
	
s 2T	 s2T	
E
e i (T) - e i (o) + e i (2T) - 2e i (T) + ei(o) E_sT
	
s`T	 s2T
+ ,,, + ei(kT+T) - 2e I (kT) + ei(kT-T) _kTsE	 (18)
s2T
The Laplace transform of the output can be written as
E0(s) _ Ei(s)C(s) . e
i (T)T-e i (o) R(s) + e i (2T)-2T
 (T)+e 
(o) R(s)E -"T
	+ ,,, + e
i (kT+T) - 2e i (kT) + e i (kT-T) R(s)E_kTs .	
(19)
T
where R(s) is the Laplace transform of the response of the system to a
ramp input of unit slope and is given by
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R(s) - G s	 (20)
s
In the time domain, the output becomes
k
eo(t)	 r	
T
ei(nT+T) - 2 i (nT) + ei(nT-T)^ R(t-nT)
	 (21)
IL 
r.-o
where e i (o) ei(-T) 
d 
o. Equation (21) is valid for kT < t < kT+T, thus
k
eo (kT) _	 ^ei(nT+'T) - 2e i (nT) + ei (nT-T); q (kT-nT).	 (22)
	
T	 Ji
n-o
Equation (21) is also valid for t < kT since R(t-nT) - o for t < nT.
Equation (22) can be rearranged as
k r
eo(kT)	
1~ 
I R(nT)-2R(nT-T)+R(nT-2T) 1 e i (kT+T-nT)	 (23)
nmo l
	 J
where R(-T) - R(-2T) = o. Equation (23) expresses the output as a linear
combination of the inputs. In some cases the series of coefficients in
(23) can be truncated as the coefficients approach a constant value with
increasing n.
The coefficient sequence approaches a constant if
lim [R (t)-2R(t-T)+R(t-2T)] - C. By the Final Value Theorem
tam
lim [R (t)-2R(t-T)+R(t-2T)] - lic a[R (s)-2R(s )e-sT+R(s)E-2sT]
tam	 s+o
- lim [A (s)-2A(s ) e-sT+A (s)E-2sT]
s+o
- lim G (s) F l-2e
-&T + 
a
-2sT - C.
	
(24)
2-0-0so	 8
ii
i
i
i
i
i
i
i
i
i
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As in the zero -order method, if G(s) has only roots with negative real
parts, then
lim G(s) = Kl	 (25)
s-► o
and (24) becomes
K1 iim C1-2E
-sT
 + E -2sTl _ K1 lim [2TE-sT_2TE-2sT^ = o = C. (26)
s—o L	 s	 J	 s-Wo
If G(s) has a single pole at the origin of the s-plane then
lim sG(s) = K l ,	 (27)
S-0
and (24) becomes
Kl lim rl-2E -2sT^ = Kl
 lim r2Te-sT_2TE-2sT^
S -0- 0 s-Wo L
= K lim Ir-2T2E-sT+4T2e-2sT = K T2 = C
	 (28)
1 s^o 1	 2	 1
Conditions for the coefficient sequence in (23) to converge to a
constant are that G(s) contain at most one pole at the origin and tine
remaining poles have negative real parts. If G(s) has one pole 3t the
origin, then a recursive formula analogous to (23) is
k r
eo (kT) _ ^IR(nT)-2R(nTTT)+R(nT-2T) _KITJ ei(kT+T-nT)
n= 
k
+ K1T	 ei(kT+T-nT) .	 (29)
n=o
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The coefficient sequence in the first term of (29) does converge to zero
for large n, thus can be truncated after an appropriate number of terms.
The methods given in (8) or (15), and (23) or (29) present an
accurate and easy approach to simulating a linear system if the system's
response to either a step or a ramp input is known. From these responses
a series of coefficients can be computed to be used in either (8), (15),
(23), or (29).
There are several sources of error present in this ciass of methods.
One is produced by approximating the input with either a series of step-
functions or a series of first-order curves connecting the input points.
Another source of error is introduced by truncating the series of coef-
ficients. If a large number of these coefficients are needed before they
converge to zero, then computer round-off error becomes significant.
This can be reduced by increasing the update time, thus decreasing the
number of additions and multiplications required per update.
Example
The zero- and first-order transient response methods are applied to
the third-order system
G(s) =	 s+8
s3+5s2+12s+8
A(t) _ -1 fA (S )j _ 1 ^Gp^,j= 1 -(s3+Ss2+12s+8)f
= 1 - 1.4e-t + e-2t (A cos 2t - .3 sin 2t)
R (t) = Z 1 C t = ^ 1j	 s2	 r
 J	 is 2 (s 3+5s 2+12s+8) .1
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= t-1.375 + 1.4e-t + e-2t(-.025 cos 25 + .175 sin 2t) .
The coefficients for the recursions in (8) and (23) become
[A(nT) - A(nT-T)] = 1.4e nT (eT-1) + e-2nT (.4 cos 2nT - .3 sin 2nT)
-2(nT-T)
- E	 (.4 cos 2(nT-T) - .3 sin 2(nT-T)) , and
[R(nT) - 2R(nT-T) + R(nT-2T)] / T = 1.4a-nT^ 1-2eT+e2
T \
T	 /l
-2nT	 -2(nT-T)
T(-.025cos2nT+.175sin2nT)- 2e 
T	
(-.025cos2(nT-T)
-2 (nT-2T)
+.175sin2(nT-T))+E
	(-.025cos2(nT-2T)+.175sin2(nT-2T))
T
which can be evaluated for any desired T. With T = .1, the above sets
of coefficients are calculated from the step and ramp responses and are
plotted in Figure 8. Had the transfer function not been known, the step
and ramp responses could have been obtained from shake tests or other
means.
Using the calculated zero- and first-order coefficients, the system's
output for an input to-1.5t was computed using either (8) or (23) as
appropriate. The results are listed in Table 5 and plotted in Figure 9.
Although the zero-order method was introduced prior to the writing of
this treatise, the first=order method is presented for the first time.
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TABLE 5.-..Third-order System by Transient Response
Methods with T- 0.1 Seconds.
:r
it
i
rime Analytic
Solution
Zero-order
Transient Response
First-order
Transient Response
0.0
.0 .0 .0
0.1 .0001 6449 .0004 6434 .0001 5239
0.2 .0012 6963 .0022 6544 .0012 2195
0.3 .0040 63714 .006C 2106 .0039 6167
0.4 .o090 o563 .0120 143142 .0088 3762
0.5 .0162 5180 .0203 5288 .0160 1303
6.6
.0256 9028
.0307 2776 .0253 8223
o .7 .0370 oo47 .01427 7007 .0366 2964
0.8
.0497 2117
.0559 7357 .0492 9762
0.9 .o633 1614
.0697 8577 .0628 5206
1 .0 .0772 3077 .0836 5928
.0767 3925
1.1 .0909 3712 .0970 9071 .0904 3109
1.2 .1039 6613 .1096 4706 .1034 5768
1.3 .1159 '817 .1209 8093
.1154 2798
1.h .1265 2313 .13C8 3628 .1260 4014
1.5 .1355 4205 .1390 4678
.1350 6334
1.6 .1428 6261 .1455 2889
.1424 33h2
1.7 .1484 4012 .1502 7143 .1480 4398
1.8 .1522 9605
.1533 2326	 I .1519 3494
1.9 .1545 0519 .3547 8040
.1541 7980
2.0 .1551 6295
.1547 7339 .1548 9285
.06
.05
x4
to4
.03
U
W
4-i
NO
.02
.(;1
i
t
r
r
f^-
t
I
s
r
0.	 1.0	 2.0
	
3.0
Time (seconds)
Figure 8 ... Transient Response Coefficients for Third-order
System with T= 0.1 Seconds.
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r
Figure 9...Solution of Third-order System Using the Transient
Response Methods with T= 0.1 Seconds.
r
VI. CONCLUSIONS
Several methods suitable for simulating a physical system with a
digital computer have been examined in detail. Each class of methods
was first derived and then illustrated with one or more examples.
The two main examples considered were a third-order linear system,
chosen to demonstrate technique application, and a ninth-order quasi-
linear system, chosen to demonstrate accuracy and speed of computation.
Results of all examples are plotted in graphic form, and results of the
third-order example are also listed in tabular form. Some of the more
significant results of this survey are:
(1) a fourth-order Runge-Kuttq method can be expected to yield
the greatest degree of accuracy;
(2) a transient response recursion can be executed very rapidly,
particularly if the update time is not small with respect to
natural time constants of the system;
'i	(3) the discrete form, state variable, and transient response
methods are applicable only for systems of linear differential
equations with constant coefficients;
(4) error can best be controlled if a multi-point iteration formula
'	 is used, which can allow for a variable update time;
(5) the Runge-Kutta and state-variable methods are the easiest to
program, since no prior computations are required;
(6) the discrete and transient response methods are the easiest to
program once the initial calculations have been performed; and
(7) the transient response methods require less amount of information
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about the system, prior to simulation, than any of the other
methods.
The various methods are given in Appendices A through E for
reference.
r,_
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APPENDIX A RUNCE-KUTTA FORMULAS
1. Second-Order Methods
a2 - 1/2
k l = hf(to,xo)
k2 = hf (to 2 , o+ 2k 1)
x l = xo+k2
a2=1
kl _ hf (t o , xo)
k 2 = hf(to ,xo+kl)
xl = o+ 2(kl+k2)
a2 = 2/3
k  = hf (to , xo)
k2 = hf(to ^h , o+ 3k1)
x l = o+ 4(k1+3k2)
2. Third-Order Methods
a2 = 1/2, a3 = 3/4
k l = hf (t o , xo)
k2 = hf(to+ -, o+ 2 l)
k3 = hf(t o+ 4h, o+ 4k2)
xl = xo +-1(2k12+3k3+4k3)
a2 = 1/2, a3	 1
k  = hf(to,xo)
k2 = hf(to4jh, xo+ 2j)
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k3 = hf.(to , xo-kl , +2k2)
xl = xo + 6(kl+4k2+k3)
3. Fourth-Order Methods
^a2= 1/2,a3=1/2,a4=1
k1 = hf(to,x0)
k2 = hf(to+ 2 , xo+ .1k1)
k3 = hf(to 2 o+ 2k2)
k4 = hf(to , xo+k3)
^,x 1 = o+ l(k1+2k2+2k3+k4)
a2 = 1/3, a3 - 2/3, a4 = 1
> >.
s	 k
1
k2
k3
k4
xl
I
r
t
t
t
= hf(to,x0)
= hf(to 3h . o+ 3kl)
= hf(to 3h,xo-ikl+k2)
- hf(to , xo+kl-k2+k3)
= x+ 81	 2(k+3k+3ko	 3+k4)
APPENDIX B MULTI-POINT FORMULAS
1. One-point formula
xi - xo + hxo	}	 Iterative Formula
2. Two-point formulas
Xi xo + 2(io + x l )	 Iterative Formula
x2 = xo + 2hic l 	 I	 Predictor Formula
3. Three-point formulas
Xi = xo + 12(5* + 8x 1 - x2)
Iterative Formulas
x 2
 = xo + 3 (ico + 4x 1 + x2)
x3 	o= x + 4h (io + 3x2)
Predictor Formulas
x4 = xo + 3h (2:i - 4x 1 + 5x2)
4. Four-point formulas
x l xo + 24 (9ito + 19x 1 - 5x2
 + x3)
x2 = xo + hT(io + 4i i + x2 )	 Iterative Formulas
x3 = xo + $h (k + 3x 1 + 3x2 + ic3 )
x4 = xo + 32 (2x 1 - x2 + 2i3)
x5 = xo + 2h(-1 1-k + 55x 1 - 65x2 + 45x3 )	 Predictor Formulas
x6 = xo + 3h(-3ico - 12x 1 - 15x2 + 8i3)
5. Five-point formulas
Ili s xo + 720 (251xo + 646x 1 - 264x2 + 106*3 - 19x4)
x2	 o- x + 90 (29xo + 124x 1 + 24x2 + 4x3 -x4)
Iterative
x3 - 11. + 80(9xo + 34x 1 + 24x2 + 14x3 - x4)	 Formmulas
72
73
X4 = x0 + 45(7x0 + 32x1 + 12x2 + 32x3 + 7ic4) 	 Iterative Formula
x5 = x0 + 144 (19x0 - 10x1 + 120x2 - 70x3 + 85x4)
x6 = x0 + ih(llk - 44x1 + 96x2 - 84x3 + 41x4)
Predictor
x7 = x0 + 720 (1301x0 - 5894x + 11256x2 - 9oI -s + 3731x4 Formulas
1
x8 = xo + 45(206x0 - 944x1 + 1716x2 - 1424x3 + 49124)
t
APPENDIX C DISCRETE SUBSTITUTIONS
n s-n
Tustin z-form
1 T
^ 
z+l T (z+l
z-1)
2 T
12
z+1
(z-1)j
2 T2 (z2+lOz+1
12 (z-1)
3 T z+l -3 T3 z z+l12 Cz-1)J 2 (z-1)
4 T
[2
(z 4
(
-11)1
T4 z (z 2+42+1)	 (
6 (z-1)4	 I
5 rT 1/z±lv15 T5 z(z3+llz2+llz+1)
2 z-1 24 (z-1)5
6 rT ^z±l)^6 T6 z(z4+2623+6622+26z+1)
1 2 z-1 120 (z-1)6
7 ^T C
Z+N7 T7 z(z5+5724+30223+30222+57z+1)
2 z-1 720 (z-1)7
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APPENDIX D STATE VARIABLE METHOD
Ki3 = Residue of Ci (s) at X i= Elements of K matrix
Alh	 0E
0	 XlhE=	 e
X h0.	 E n
^
-1 (e  lh - 1) + h^ . . . . . . . . . . . . . 0hAl	
%1
112hC =	 0	 h1 (c%2h - 1) + E^	 . . . . .	 K
2	 2
.	 .	 .	 .	 .	 .	 .	 .	 .	 .	 .	 .	 .	 .	 .	 .	 .	 .	 . 1 . 	 .
0	 . . . . . . . . . . . . .	 ^ (E' - 1) + 1ET
n	 n
h- 1	 (eXlh 	 I	 . . . . . . . . . . . . . .	 01	 1
D = ^	 0	 1 (E%2h - 1) - 1	 . . . . . .	 K2	 2
0 . . . . . . . . . . . . . . .	 (,nh -  1)-I
n	
n J
Y(t0 + h) = EY(t0) + CV(t0) + DV(t0 + h)
n
e0 (t0 + h) _	 Y(t0 + h)
i=1
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r APPENDIX E TRANSIENT RESPONSE. METHODS
c
if
Zero-Order Method
Zero poles at the origin
C(nT) = A(nT) - A(nT-T)
k
eo (kT) _	 C(nT) - ei(kT-nT)
n 0
iis
One pole at the origin
C(nT) = A(nT) - A(nT-T) - KiT
k
eo(kT) _ ^J\, C(nT) - ei(kT-nT) + K 1
	 ei(kT-nT)
L-^	 U
n=0	 n=O
First-Order Method
Zero poles at the origin
C(nT) _ [R(nT) - 2R(nT-T) + R(nT-2T)]/T
k
e  (kT) _	 C (nT) - e i (kT + T - nT)
l_
n=0
One pole at the
C(nT) _ [R(nT) - 2R
k
eo (kT) _ ) C(nT)
n 0
origin
(nT-T) + R(nT-2T)]/T - K1T
k
e i (kT + T - nT) + K iT )_ e i (kT + T - nT)
n=0
1i
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