Consider an analytic function/(z), schlicht in the unit circle, and normalized so that it has a Taylor series of the form f(z) = z + a2z2 + • • • + a"zn + • • ■ .
So far, Bieberbach's conjecture has been verified only for a% (Loewner [5] ) and o4 (Garabedian and Schiffer [4] ). Recent numerical experiments by George Ross [6] on a6 indicate that the conjecture is also true in that case, but so far a full proof has not been obtained. That result and this report are both part of a program at the Courant Institute of Mathematical Sciences for studying the Bieberbach conjecture with the aid of a large computer.
A general approach to this problem has been taken by Duren and Schiffer. In a recent paper [2] they use the calculus of variations to develop a formula for the second variation of an for a restricted class of functions/(z) near the Koebe function. This second variation is written as an infinite-dimensional quadratic form. It is necessary, but not sufficient, that the quadratic form be positive-definite for the Bieberbach conjecture to be true. Duren and Schiffer [2] give a direct proof of the positive-definiteness of the quadratic form for Os through C9. However, they found no obvious way for continuing their result to higher values of n.
Our aim is to examine the matrix associated with the Duren and Schiffer quadratic form and to check numerically that it is positivedefinite in the range 2^w^300.
For odd n = 2m + l the quadratic form is
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Center of New York University. One program diagonalized the matrix associated with S" by means of a nonorthogonal transformation.
This program was run for n = 3, ■ ■ ■ , 300 and verified that these matrices S"' are indeed positive-definite.
The second program found the minimum eigenvalue of the matrix associated with 5"'. The minimum eigenvalue of 5"' was computed for « = 3, ■ • • , 150. For S^m+i it was found experimentally that the minimum eigenvalue, Xmin, lies in the range m < Xmin < m + 2.
However, for S'2m the more striking numerical result was discovered that Xmin = 2m -1.
Therefore, we conjecture that this result is exact for all S^m-We have been able to prove that 2m -1 is an exact eigenvalue corresponding to the eigenvector ( -2w + 3, 2, • • • , 2), but we have not yet been able to show that it is actually the minimum eigenvalue.
