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ABSTRACT 
Wireless sensor networks (WSNs) are mainly characterized 
by their limited and non-replenishable energy supply. Hence, 
the need for energy efficient infrastructure is becoming 
increasingly more important since it impacts upon the 
network operational lifetime. Sensor node clustering is one of 
the techniques that can expand the lifespan of the whole 
network through data aggregation at the cluster head. In this 
paper, we present an energy-aware clustering for wireless 
sensor networks using Particle Swarm Optimization (PSO) 
algorithm which is implemented at the base station. We 
define a new cost function, with the objective of 
simultaneously minimizing the intra-cluster distance and 
optimizing the energy consumption of the network. The 
performance of our protocol is compared with the well known 
cluster-based protocol developed for WSNs, LEACH (Low-
Energy Adaptive Clustering Hierarchy) and LEACH-C, the 
later being an improved version of LEACH. Simulation 
results demonstrate that our proposed protocol can achieve 
better network lifetime and data delivery at the base station 
over its comparatives. 
I. INTRODUCTION 
Wireless sensor network is a class of wireless ad hoc 
networks in which sensor nodes collect, process and 
communicate data acquired from the physical environment to 
an external base station (BS), thus allowing for monitoring 
and control of various physical parameters [1]. Recent 
advances in microsensor technologies have made these 
sensors available in large numbers, at low-cost, small in size 
and able to be employed in a wide range of applications such 
as in the military and environmental monitoring fields, as well 
as many others. When studying the overall network design 
problem in wireless sensor networks there are many important 
aspects that need to be taken into consideration, such as the 
small size of the sensor node, its hardware complexity and 
ultra-low energy consumption. Among them, energy 
efficiency should be considered as the key design objective, 
since a sensor node can only be equipped with a limited 
energy supply. In some application scenarios, replenishment 
of energy resources might be impossible, and therefore sensor 
node lifetime shows a very strong dependency on battery 
lifetime. 
Clustering is one of the design methods used to manage the 
network energy consumption efficiently, by minimizing the 
number of nodes that take part in long-distance 
communication with the base station and distributing the 
energy consumption evenly among the nodes in the network. 
In this approach, each group of sensors has a cluster head 
node that aggregates data from its respective cluster and sends 
it towards the base station as a representative sample of its 
cluster. Therefore, the application of the clustering-based 
approach has the advantage of reducing the amount of 
information that needs to be transmitted, as well as enhancing 
resource allocation and bandwidth reusability. Several 
protocols have been proposed in literature, with the objective 
of maximizing the sensor network lifetime by adopting 
cluster-based network architectures. One of the well known 
clustering protocols called LEACH has been introduced in 
[2]. LEACH is a cluster-based protocol that includes 
distributed cluster formation in which the nodes elect 
themselves as cluster heads with some probability. The 
algorithm is run periodically and the probability of becoming 
a cluster head for each period is chosen to ensure that every 
node becomes a cluster head at least once within 1/P rounds, 
where P is the predetermined percentage of cluster heads. 
LEACH organizes its operation into rounds, where each 
round consists of a setup phase where clusters are formed and 
a steady state phase that consists of data communication 
process. LEACH provides significant energy savings and 
prolonged network lifetime over conventional multihop 
routing schemes, such as the minimum transmission energy 
(MTE) routing protocol [2]. However, LEACH does not 
guarantee that the desired number of cluster heads is selected 
and cluster heads are not evenly positioned across the 
network. A further improvement of this protocol known as 
LEACH-C is proposed in [3]. In LEACH-C, the cluster 
formation is done at the beginning of each round using a 
centralized algorithm by the base station. The base station 
uses the information received from each node during the 
setup phase to find a predetermined number of cluster heads 
and configures the network into clusters. The cluster 
groupings are then chosen to minimize the energy required 
for non-cluster head nodes to transmit their data to their 
respective cluster heads. Results in [3] have shown that the 
overall performance of LEACH-C is better than LEACH due 
to improved cluster formation by the base station. Moreover, 
the number of cluster heads in each round of LEACH-C is 
equal to the desired optimal value, whereas for LEACH the 
number of cluster heads varies from round to round due to the 
lack of global coordination among nodes. 
Another clustering protocol which aims to enhance the 
network lifetime is presented in [4]. Power-Efficient 
Gathering in Sensor Information Systems (PEGASIS) uses a 
greedy algorithm to organize nodes into a chain, so that each 
node transmits and receives from only one of its neighbours. 
In each round, a randomly chosen node from the chain will 
transmit the aggregated data to the base station and reduce the 
number of nodes that communicate directly with the base 
station. In [5], an approach called Base station Controlled 
Dynamic Protocol (BCDCP) is proposed which produces 
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clusters of equal size to avoid cluster head overload and to 
ensure similar power dissipation of nodes. The application of 
PSO algorithm to solve the problem of sensor network 
clustering has been proposed before in [6].  The authors 
attempted to equalize the number of nodes and candidate 
cluster heads in each cluster in order to minimize the energy 
expended by the nodes while maximizing the data 
transmission. However, no comparison with other benchmark 
clustering protocols in terms of energy efficiency has been 
addressed in [6]. The key difference between the proposed 
work and [6] is in the application of PSO to choose the 
optimal nodes as cluster heads to extend the network lifetime.  
In this paper, we develop a centralized, energy aware 
cluster-based protocol to extend the sensor network lifetime 
by using PSO algorithm. Our proposed protocol makes use of 
a high-energy node as a cluster head and produces clusters 
that are evenly positioned throughout the whole sensor field. 
The main idea in the proposed protocol is the selection of a 
cluster head that can minimize the intra cluster distance 
between itself and the cluster member, and the optimization 
of energy management of the network. The remainder of this 
paper is organized as follows: In section II we describe the 
network and radio models used in our protocol. In section III 
we give a detailed description of the proposed cluster 
formation protocol using PSO algorithm. We present the 
simulation study of the proposed protocol in section IV, 
before concluding the paper in section V. 
II. THE SYSTEM MODEL 
A. Network Model 
We assume a sensor network model similar to those used in 
[2] and [3], with the following properties: 
• Each node performs sensing tasks periodically and always 
has data to send to the base station. 
• A fixed base station can be located inside or outside the 
network sensor fields. 
• All nodes are stationary and energy constrained. 
• The nodes have power control capabilities to vary their 
transmitted power. 
• All nodes are capable of operating in cluster head mode 
and sensing mode. 
• Data fusion is used to reduce the total data message sent. 
B. Radio Energy Model 
Our energy model for the sensors is based on the first order 
radio model as used in [2]. In this model, the transmitter 
dissipates energy to run the radio electronics and the power 
amplifier, and the receiver dissipates energy to run the radio 
electronics. The radios can perform power control and hence 
use the minimum energy required to reach the intended 
recipients. Due to attenuation with distance, an energy loss 
model with d2ij is used for relatively short distances and d4ij is 
used for longer distances, where dij is the distance between 
sensor nodes i and j. Thus, in order to achieve an acceptable 
Signal-to-Noise-Ratio (SNR) in transmitting an l-bit message 
over a distance d, the energy expended by the radio is given 
by: 
 ( )d,lETX 2dlEl FSelec ε⋅+⋅= ,   if 0dd <           (1) 
            ,dlEl TRelec
4ε⋅+⋅=   if  0dd ≥   
 
where Eelec is the energy dissipated per bit to run the 
transmitter or the receiver circuit, FSε and TRε depends on the 
transmitter amplifier model we use, and d0 is the threshold 
transmission distance. To receive an l-bit message, the radio 
expends: 
( ) elecRX EllE ⋅=            (2) 
 
For the simulations described in this paper, the 
communication energy parameters are set as: 
50nJ/bit=elecE , FSε =10pJ/bit/m
2 and TRε = 0.0013pJ/bit/m
4. 
The data fusion model used in our simulations assumes that 
the overall information collected by a cluster of n nodes, 
where each node collects k bits of data, can be compressed to 
k bits regardless of the number of nodes in that cluster. In our 
simulations, the energy cost for data aggregation is set as EDA 
= 5nJ/bit. 
III. PROTOCOLS DESCRIPTION 
A. Particle Swarm Optimization 
The PSO algorithm is an evolutionary computing 
technique, modelled after the social behaviour of a flock of 
birds [7]. In the context of PSO, a swarm refers to a number 
of potential solutions to the optimization problem, where each 
potential solution is referred to as a particle. The aim of the 
PSO is to find the particle position that results in the best 
evaluation of a given fitness function. In the initialization 
process of PSO, each particle is given initial parameters 
randomly and is ‘flown’ through the multi-dimensional search 
space. During each generation, each particle uses the 
information about its previous best individual position and 
global best position to maximize the probability of moving 
towards a better solution space that will result in a better 
fitness. When a fitness better than the individual best fitness 
is found, it will be used to replace the individual best fitness 
and update its candidate solution according to the following 
equations: 
 
( ) ( ) ( )( ) ( )( )
( ) ( ) ( )tvtxtx
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+−=
−−+−−+−×=
1
111 2211 ϕϕ
   (3) 
 
Table 1 summarizes the variables in (3). 
 
Table 1: List of variables used in PSO equations. 
v The particle velocity 
x The particle position 
t Time 
c1,c2 Learning factors 
21 ϕϕ ,  Random numbers between 0 and 1 
pid Particle’s best position 
pgd Global best position 
w Inertia weight 
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B. Cluster setup using PSO algorithm 
The operation of our protocol is based on a centralized control 
algorithm that is implemented at the base station, which is a 
node with a large amount of energy supply. The proposed 
protocol operates in rounds, where each round begins with a 
setup phase at which clusters are formed. This is followed by 
a steady state phase in which we used a similar approach as in 
[2]. At the starting of each setup phase, all nodes send 
information about their current energy status and locations to 
the base station. Based on this information, the base station 
computes the average energy level of all nodes. To ensure 
that only nodes with a sufficient energy are selected as cluster 
heads, the nodes with an energy level above the average are 
eligible to be a cluster head candidate for this round. Next, the 
base station runs the PSO algorithm to determine the best K 
cluster heads that can minimize the cost function, as defined 
by: 
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where f1 is the maximum average Euclidean distance of nodes 
to their associated cluster heads and k,pC  is the number of 
nodes that belong to cluster Ck of particle p. Function f2 is the 
ratio of total initial energy of all nodes ni, i=1,2,…,N in the 
network with the total current energy of the cluster heads 
candidates in the current round. The constant β  is a user-
defined constant used to weigh the contribution of each of the 
sub-objectives. The fitness function defined above has the 
objective of simultaneously minimizing the intra-cluster 
distance between nodes and their cluster heads, as quantified 
by f1; and also of optimizing the energy efficiency of the 
network as quantified by f2. According to the cost function 
defined above, a small value of f1and f2 suggests compact 
clusters with the optimum set of nodes that have sufficient 
energy to perform the cluster head tasks.   
Fig. 1 shows the flowchart of PSO algorithm applied 
during the cluster setup phase. For a sensor network with N 
nodes and K predetermined number of clusters, the network 
can be clustered as follows: 
1. Initialize S particles to contain K randomly selected cluster 
heads among the eligible cluster head candidates. 
2. Evaluate the cost function of each particle: 
i. For each node ni, i = 1,2,…,N 
• Calculate distance d(ni,CHp,k) between node ni and 
all cluster heads CHp,k. 
• Assign node ni to cluster head CHp,k where; ( )
K,...,,k
k,pi minCH,nd
21=∀
=   ( )k,pi CH,nd        (7) 
     ii. Calculate the cost function using equation (4) to (6). 
3. Find the personal and global best for each particle. 
4. Update the particle’s velocity and position using (3). 
5. Limit the change in the particle’s position value. 
6. Map the new updated position with the closest (x,y) 
coordinates. 
7. Repeat steps 2 to 6 until the maximum number of iterations 
is reached. 
After the base station has identified the optimal set of 
cluster heads and their associated cluster members, the base 
station transmits the information that contains the cluster head 
ID for each node back to all nodes in the network. The node 
that becomes a cluster head acts as a local control centre to 
coordinate the data transmission in its cluster. The cluster 
head sets up a TDMA schedule for its members to avoid 
collisions among data messages, allowing the radio devices of 
each member to be turned off at all times, except during their 
transmission time, to further reduce the energy consumption 
of the nodes. Once the cluster head finishes receiving data 
from its entire members at the end of each frame, the cluster 
head performs data fusion and sends the fused data to the base 
station. We used a similar approach as that used in [2], where 
data from the cluster head is sent to the base station using a 
fixed spreading code and CSMA (Carrier Sense Multiple 
Access) approach. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Flowchart of the PSO algorithm for cluster setup. 
Iterations, t  = 1 
Particle, p = 1 
Start loop 
Update particle velocity  
Update particle position 
Interval confinement : 
If particle < xmin 
       particle = xmin 
If particle > xmax 
Map the new position with the 
closest (x,y) coordinates 
Evaluate the fitness of each 
particle 
If particle fitness < pbest 
Update pbest 
If pbest < gbest 
Update gbest 
Calculate the fitness of each particle
pbest = particle best, gbest = pbest 
Iterations = Max   
? 
n
INITIALIZATION 
- Initialize position and velocity of each 
particle  
p >  S ?
Set p = 1
Increment t 
Increment p 
Output result 
y 
DONE
n
y
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IV. SIMULATIONS AND ANALYSIS 
The performance of the proposed protocol is evaluated 
using Network Simulator NS-2.27 [8]. We ran the simulations 
for 100 nodes in a 500m x 500m network area with unequal 
initial energy of nodes to show the effect of the different 
nodes’ energy in the network. We set 20 percent of the total 
nodes to have 5 J of initial energy, while another 80 percent 
of nodes had 2 J of initial energy. The number of clusters is 
set to be 5 percent of the total nodes with K = 5. The 
performance of our protocol was compared with the 
benchmark clustering protocols for wireless sensor networks, 
LEACH and LEACH-C. Throughout the simulations, we 
considered several random network topologies to get the 
average results. The base station locations were varied at 
(250,250), which is the centre of the network area, and at 
(250,575), which is 75m outside the monitored area. The 
simulations continued until all the nodes in the network had 
consumed all their energy. Furthermore, the data message size 
was fixed at 500 bytes; with 25 bytes representing the length 
of the packet header. For PSO algorithm parameters, we used 
S = 30 particles, c1 = c2 = 2, xmax = vmax = 1000 and time 
varying inertia weight from w = 0.9 to w = 0.4.  We set β  = 
0.5 to give equal contribution of each sub-objective. 
Fig. 2 (a) to (c) show the results of clustering for a 100-
node random test network during the second round of 
communication. As can be seen from the figures, the 
proposed protocol can result in good network partitioning, 
where cluster heads are evenly positioned across the network 
and located at the centre of each cluster. LEACH and 
LEACH-C on the other hand, produce an uneven distribution 
of cluster heads throughout the sensor field. This is because a 
stochastic cluster head selection in LEACH will not 
automatically lead to a good network partitioning in which a 
cluster head may still be located near the edges of the cluster 
in a network. Although LEACH-C attempted to minimize the 
total sum of squared distances between all the non-cluster 
head nodes and the closest cluster head, the algorithm does 
not guarantee that the maximum distance between the cluster 
head and its member nodes is minimized. Meanwhile, the 
proposed protocol which uses PSO algorithm prevents poor 
clustering due to the cooperation inherent in particle swarm 
that can achieve global minimum of intra-cluster distance. 
Fig. 3 illustrates the system lifetime, defined by the number 
of nodes alive over time for the simulation with the base 
station located at the middle of the network area. Clearly our 
proposed protocol can prolong the network lifetime 
significantly compared to LEACH and LEACH-C. This is 
because our protocol produces better network partitioning 
with minimum intra-cluster distance and also cluster heads 
that are optimally distributed across the network. Thus, the 
energy consumed by all nodes for communication can be 
reduced since the distances between non-cluster head nodes 
and their cluster heads are shorter. On the contrary, in 
LEACH and LEACH-C some nodes have to bridge long 
distances in order to reach a cluster head due to poor network 
clustering. As a result, some nodes dissipate a large amount of 
energy while transmitting their data to a faraway cluster head. 
.  
 
 
 
Figure 2: Results of network partitioning by: (a) LEACH, 
 (b) LEACH-C, (c) PSO-Clustering. 
 
 
 
Figure 3: Number of nodes alive over time with 
 BS location at (250,250). 
 
The total data messages received at the base station, when 
the base station is located inside the sensor field, is shown in 
Fig. 4. The plot clearly indicates the effectiveness of the 
proposed protocol in delivering more data messages than 
LEACH and LEACH-C. Our protocol offers improvement in 
data delivery by factors of 101 percent over LEACH and 25 
percent over LEACH-C. The reason for this is because the 
proposed protocol can take advantage of higher energy nodes 
as a cluster head, by considering the remaining energy of the 
cluster head candidates. Hence, more data messages are sent 
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to the base station, since it is unlikely that the cluster head 
will run out of energy before the steady state phase ends. In 
contrast, both LEACH and LEACH-C do not take into 
account the energy of a node when selecting the cluster head 
and may select the cluster head with insufficient energy to 
remain alive during the data transfer phase. 
Fig. 5 and 6 give the simulation results when the base 
station is 75m away from the network area. As shown in Fig. 
5, the proposed protocol exceeds the system lifetime of 
LEACH and LEACH-C by 60 percent and 50 percent 
respectively. However, the plot for all protocols in Figure 5 
declines a little faster because more energy is consumed by 
cluster head nodes in order to communicate with the base 
station that is located far away from the sensor field.  
Finally, the plot in Fig. 6 further illustrates the 
effectiveness of the proposed protocol, where the number of 
data items received at the base station is significantly higher 
than its counterparts. Another reason for this improvement is 
because the global searching and local refining stage in PSO 
algorithm can maximize the probability in searching for the 
best potential solution that can result in the optimal clusters 
for the network. Conversely, the total data messages delivered 
to the base station that is far away from the monitored area is 
decreased for all protocols, since the death of the cluster head 
node before the steady state phase ends prevents the data from 
non-cluster head nodes from being transmitted to the base 
station. 
 
 
 
Figure 4: Total data messages received at the BS over time 
with BS location at (250,250). 
 
 
 
Figure 5: Number of nodes alive over time with 
 BS location at (250,575). 
 
 
Figure 6: Total data messages received at the BS over time 
with BS location at (250,575). 
V. CONCLUSIONS AND FUTURE WORK 
In this paper we have presented an energy-aware cluster-
based protocol for wireless sensor networks using particle 
swarm optimization (PSO) algorithm. We have defined a new 
cost function that takes into account the maximum distance 
between the non-cluster head node and its cluster head, and 
the remaining energy of cluster head candidates in the cluster 
head selection algorithm. Results from the simulations 
indicate that the proposed protocol using PSO algorithm gives 
a higher network lifetime and delivers more data to the base 
station compared to LEACH and LEACH-C. Furthermore, 
the proposed protocol produces better clustering by evenly 
allocating the cluster heads throughout the sensor network 
area. Our future work includes the implementation of multi-
hop routing among the cluster head nodes to further improve 
energy efficiency. Comparison with other evolutionary 
optimization algorithm, such as Genetic Algorithm will also 
be made.   
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