There is a great deal of variation in the levels of entrepreneurship, or rates of self-employment, across the regions of Britain. Over the period 1983-95, average self-employment in the North, Scotland, and the West Midlands was respectively 25%, 15%, and 15% lower than the national average, whereas in the South West, East Anglia, and Wales it was respectively 28%, 23%, and 21% higher. We develop a theoretical model of regional self-employment, and estimate the roles of labour market conditions, labour force characteristics, industry composition, and regionspecific factors such as entrepreneurial human capital. Our results suggest that all of these factors are important, and that regional heterogeneity and regionally correlated disturbances must be accounted for when estimating regional self-employment relationships. (JEL J23, R12) 
I. Introduction
Entrepreneurship, as measured by self-employment, has become an increasingly prominent characteristic of industrialised economies. Since 1980 all but two EU countries have seen an increase in their rates of non-agricultural self-employment, as have Canada, the US, Japan, and Australia.
1 None, however, has seen as dramatic a change as has occurred in the UK.
Following a long period during which the share of British employees who were self-employed hovered around 7%, it rose rapidly throughout the 1980s, reaching over 13% by the end of the decade. 2 Because of these trends, a good deal of research has been done to estimate the determinants of entrepreneurship at the national and individual levels in Britain and elsewhere. 3 However, there has been virtually no research looking at entrepreneurship at the regional level, despite the fact that the spatial variation in self-employment rates is at least as dramatic as the recent temporal variation.
As at the national level, self-employment rates rose in all British regions during the 1980s. In addition, regional rates of self-employment relative to the national average differed widely across regions, and fluctuated significantly over the period. As illustrated by Figure 1 , self-employment rates have tended to be relatively higher in Wales and the south of England, and lower in Scotland and the north of England. Over the period 1983-95, average self-employment in the North, Scotland, and the West Midlands was respectively 25%, 15%, and 15% lower than the national average, whereas in the South West, East Anglia, and Wales it was respectively 28%, 23%, and 21% higher. Although there has been a general North-South divide throughout the period, Figure 1 shows that relative self-employment rates nevertheless fluctuated, indicating that significant differences and changes at the regional level were masked by the continual increase at the aggregate level.
Regional variation in entrepreneurship has been at least as prominent in other countries as it has been in Britain. In the US in 1990, there were ten states with self-employment rates that were more than 15% below the national rate, and sixteen states that were more than 15% above it. The range of state self-employment rates is illustrated by Table 1 , which provides selfemployment rates for eleven selected states for 1980 and 1990. Further, as Table 1 also shows, there were significant shifts in the states' relative self-employment between 1980 and 1990, particularly in the northern plains. 4 As with Britain, we know of no work that has been done to examine US regional entrepreneurship.
5
Clearly, because farmers are commonly self-employed, the presence of large agricultural sectors would account for some of the regional variation described above. However, this is only a 3 Recent studies of British self-employment include Taylor (1996) , Parker (1996) , Cowling and Mitchell (1997) , and Robson, (1998a and b) . Earlier studies of the UK include Rees and Shah (1986) and Robson (1991) . Acs, Audretsch, and Evans (1994), De Wit (1993) , and Blanchflower and Oswald (1998) study elsewhere. 4 See also Georgellis and Wall (1999) , who report how entrepreneurship varies greatly across Germany. 5 See Blanchflower and Oswald (1998) for a recent individual-level study that uses US panel data.
small part of the story for Britain. For a simple illustration, consider the two regions at the extremes in terms of the prevalence of entrepreneurs, the North and the South West. Over the period covered in this study, agriculture's employment shares averaged 0.9% in the North, and 2% in the South West. Over the same period, the self-employment rates were 7.7% and 13.9%, respectively. So, even if we make the extreme assumption that all of those employed in the agricultural sector are self-employed, the regional variation would still be large.
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Given the extent of the regional variation in entrepreneurship described above, it is surprising that so little attention has been paid to its determinants. The purpose of the present paper is to develop a simple theoretical model of regional entrepreneurship, and to estimate the resulting self-employment function for British regions. In particular, we examine the roles of regional differences in (i) labour market conditions, (ii) labour force characteristics, (iii) industry composition, and (iv) unobserved region-specific factors. In doing so, we pay particular attention to the spatial econometric issues of regional heterogeneity and regionally correlated disturbances.
A previous paper that also examines spatial variations in self-employment rates is Acs, et al (1994) , who attribute much of the international variation to differing stages of economic development. Also, Robson (1998b) uses regional-level data to focus on the time-series properties of the relationship between self-employment and unemployment rates in Britain. Our approach is substantially different from his in that our interest is solely on the regional differences, to the exclusion of any time-series effects.
Before proceeding, we should note that previous research on entrepreneurship has used two different notions of an entrepreneur, both of which have been measured by self-employment.
The first notion simply uses the definition of an entrepreneur as a person who undertakes a 6 See Tables 2 and 3 In what follows, we restrict ourselves to the definitional notion of entrepreneurship, and try to explain regional variations in self-employment. However, if one agrees with Schiller and Crewson's argument that self-employment is a useful proxy for business innovation, our results are also directly applicable to explaining regional variations in Schumpeterian entrepreneurship.
II. Theoretical Framework for Regional Entrepreneurship
Following Knight (1921) , the decision to become an entrepreneur has usually been modelled as an expected-utility-maximising choice between entrepreneurship and the pursuit of paid-employment. Taking account of the financial and non-financial returns on offer, an individual chooses to be an entrepreneur when the expected utility of doing so dominates that of paid employment. Modern extensions of the model include Blau (1987) , who considered the general equilibrium aspects; Evans and Jovanovic (1989) , who introduced credit constraints; and Parker (1996) , who developed an intertemporal model with uncertainty. The model below is not an addition to the theory of entrepreneurship, but presents a simple framework for the extension of a simple individual-level random-utility model to regional analysis.
Assume that each member of the labour force has a choice of pursuing paid-employment, or of becoming and entrepreneur. The outcome of each of these options is uncertain and depends on the individual's abilities and preferences in each of the activities, and on the prevailing regional market conditions. Define the mean person as that member of a labour force who possesses the mix of characteristics and skills expected of a randomly selected person. Denote the utility that the country's mean person would attain if he pursued self-employment in region i
as U i se , and that from paid-employment in region i as U i pe .
The utility levels U i se and U i pe differ across regions because the regions differ in their suitability (including profitability) for entrepreneurship relative to paid-employment. These differences arise because of regional differences in industrial composition, wages for paidemployment, and risk associated with paid-employment (possible unemployment). Define a random variable s ij such that s ij =1 if individual j in region i is self-employed, and s ij =0 otherwise. If individual j was randomly selected from region i, the probability that he will be self-employed is the probability that the difference in utility from the two activities is positive for region i's mean person:
where F' > 0. Assuming a large L i , the left-hand-side of (2) is the rate of self-employment in
Equation (2) Variables that capture the first of these reasons are a region's wage for paid-employment, its unemployment rate, and the composition of its industries. Variables that capture the second of these reasons are a regional labour force's educational and age composition. There may also be cultural, historical, geographic, and sociological factors that are difficult to observe or even to measure, but which account for some of the regional variation in self-employment not accounted for by the above variables. If such unobserved regional heterogeneity is important, then even if all other variables listed above are the same across regions, we would still observe regional differences in rates of self-employment. These factors can affect a region's relative-suitability for self-employment, U U i se i pe − , and/or the regional labour force's suitability for self-employment,
As is standard in panel data analyses such as this, to account for the possibility of such unobservable, immeasurable, or intangible heterogeneity, we allow the intercepts of the selfemployment function (2) to be region-specific.
Assume that (2) takes the functional form
where α i is the region-specific intercept; w i is the average real wage for paid-employment in i; u i is the unemployment rate in i; X i is a vector of variables controlling for the industrial composition of i; and Z i is a vector controlling for the characteristics of the labour force in i.
We have used a quadratic to specify each of the two labour market variables because each has two opposing effects on the self-employment rate. On one hand, a high unemployment rate may 'push' people into self-employment because of a lack of opportunities in paid-employment.
On the other hand, they may be 'pulled' into self-employment by a buoyant regional economy, as indicated by a low unemployment rate, because the probability of having a successful entrepreneurial venture is high. By assuming a quadratic form we allow for the possibility that the recession-push effect dominates for some range of unemployment rates, whereas the prosperity-pull effect dominates for another range.
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The wage may also have two opposing effects in that it measures the pecuniary benefits of paid-employment (the opportunity cost of being an entrepreneur), but may also act as a measure of the level of income of the customers of the self-employed, and therefore act as a proxy for the level of regional aggregate demand. So, as with the unemployment rate, the quadratic form we assume is flexible enough to handle both of these effects.
Because there is a gap between the time that an individual makes his self-employment decision and the time that he becomes self-employed, assume that current the current selfemployment rate depends on the values of the right-hand-side variables for the previous period.
Also assume that region-specific effects are fixed over the period we examine below. Adding time subscripts and an error term, the regression equation becomes
Because we wish to control for the contemporaneous trends in the RHS variables, we measure the value of each of the variables relative to the average of the regions within a given year. Using relative measures for all the variables means that all level effects are removed from the data, allowing us to focus purely on regional differences. It also eliminates the need have year dummies, which would use up already-scarce degrees of freedom.
III. Data and Variables
The self-employment data are for 1983-1993, and those for the independent variables are for 1982-1992. Our data set is restricted to this period because the industrial classifications were altered in 1981 and 1993. With eleven years of data for the ten standard regions of Britain, we have 110 observations. All data are from relevant issues of Regional Trends, and we use the regional consumer price index from Reward Group (1995) to deflate nominal wages to real regional wages. For reference, the regional self-employment rates, real wages, and unemployment rates, all averaged over the sample period, are presented in the first three columns 7 Recent studies of British self-employment have focused on determining whether it has been the 'recession-push' or the 'prosperity-pull' effect that has been dominant in determining aggregate the self-employment rate. Parker (1996) found a positive relationship between the rates of unemployment and self-employment, although Robson (1998a and b) found the opposite. Cowling and Mitchell (1997) find a negative relationship for short-term unemployment, and a positive one for long-term unemployment.
of Table 2 .
The vector of variables representing the characteristics of the regional labour forces, Z it , controls for regional differences in preferences and abilities. The six variables in Z it are the share of a region's population aged 16-44, the share aged 44 to retirement age (60 for women, 65 for men), the share older than the retirement age, the share with an A-level or higher qualification, the share with no qualification, and the female share of the labour force. 8 Unfortunately, the age groupings provided by Regional Trends are not ideal for our purposes as the 16-44 group includes the young, who are the least likely to be self-employed, and those aged 25-44, who are the most likely to be self-employed. 9 Taken together though, the three age groupings should control for the overall age compositions of the regions. For reference, regional averages of the variables included in Z it , measured in absolute terms, are provided by the last six columns of 
IV. Empirical Results
So as to handle the possibility of non-spherical error terms, we used Generalized Least Squares to estimate equation (4), thus allowing us to correct for within-region heteroskedasticity and cross-region correlation. The latter of these arises when there is cross correlation of regional disturbance terms, due either to spatial autocorrelation or because regions have similar responses to shocks, even if they are not otherwise spatially related. 10 Model I is the 'complete' model, which allows for heteroskedasticity, cross-region correlation, and heterogeneous selfemployment functions (region-specific intercepts). Model II differs from Model I only in that it assumes that self-employment functions are homogenous (a common intercept). Model III differs from Model I only in that it assumes that there is no cross-region correlation. Table 4 presents three sets of results, and Table 5 presents the covariance matrix for Model I. Our discussion of our results will focus almost exclusively on Model I, using the results for the other two models for comparison only.
Labour market variables
Our results indicate that the relationship between relative self-employment and relative unemployment is hill-shaped, with a peak at a relative unemployment rate of 1.06. So, for a region with low unemployment, relative self-employment should rise along with relative unemployment, indicating that push effects are dominant. But for a region with already high unemployment, relative self-employment should fall if relative unemployment rises, indicating the dominance of prosperity-pull effects.
We find a convex, although always negative, relationship between self-employment and the real wage variable. This is consistent with the notion that the wage in paid-employment represents the opportunity cost of self-employment.
Labour force characteristics
As mentioned earlier, our age variables are not ideally suited for our purposes as the age groupings do not match well with the propensity for people of different ages to be self-employed.
Nonetheless, they appear to explain some of the regional variation in self-employment rates, although only the coefficient on the age group 44-retirement is statistically significant. The education variables also appear to be capturing some of the variation in regional self-employment rates, although their signs are not as one might expect, as both groups would be expected to be more likely than the rest of the population to be entrepreneurs. The negative sign on the female share of the labour force is as expected because women are less likely to be entrepreneurs than are men. However, one should be cautious when interpreting the coefficients of these variables because they may also represent availability of customers for entrepreneurs, as well as the availability of people likely to be entrepreneurs.
Industry composition
The coefficients of the industry composition variables are estimated relative to that of the excluded industry; agriculture, fisheries, and forestry, whose coefficient is set to zero. For four industrial groupings: energy and water supply, construction, transport, and financial services; the effect of a higher employment share is statistically no different from a higher employment share 10 See Greene (1997, ch. 15 ) for a detailed description of the estimation procedure, and Anselin (1988) for the econometric consequences of spatially correlated disturbances.
for agriculture, etc. In contrast, for those industries with positive and statistically significant coefficients: metals, etc., distribution, etc., and public administration; a higher employment share would have a larger effect than would a higher share for agriculture, etc. For the remaining industries, a higher employment share will have a smaller effect than would a higher share for agriculture, etc.
One should be cautious in interpreting the signs on the coefficients because, as with the labour force characteristics, they are likely to be capturing supply-side and demand-side effects of entrepreneurship. In other words, a region's suitability for entrepreneurs is not indicated solely by the levels of activity in industries in which entrepreneurs are common, but also for the activities of other industries that may be the customers or suppliers of entrepreneurs. For example, although the proportion of employees in public administration who are self-employed is low, shifts of a region's economy towards this sector may increase entrepreneurial opportunities for firms in industries where self-employment rates are relatively high (such as construction, financial services, hotels and distribution). The empirical question is therefore whether inclusion of these variables is statistically important in estimating the self-employment relationship.
By necessity the nine included industry variables are measured relative to the one that is excluded, which unfortunately precludes us from saying much about their importance for explaining variations in regional self-employment. To remedy this we re-estimated Model I under the assumption that, as with the coefficient on the agriculture, etc. employment share, those for the other nine industry employment shares are zero. We do not report these results here, but a likelihood ratio test rejects the null hypothesis that the exclusion of these nine industry variables has no statistical effect on the results. This is with χ 2 (9) = 19.19 and a critical value of 16.92 at 95% confidence level. We therefore conclude that industrial composition is statistically important in explain regional differences in self-employment rates.
Region-specific effects
Recall that we have allowed for regional differences in cultural, historical, geographic, and sociological factors that are difficult to measure or observe. Such factors can affect a region's relative-suitability for entrepreneurial activity and/or the regional labour force's suitability for being entrepreneurs. If these factors are correlated with the other independent variables included in the regression, then the estimated coefficients on these other variables will be biased when they are not accounted for. Because they cannot be controlled for by measuring them with actual variables, we have instead done so by allowing for region-specific intercepts.
In Model I, the region-specific effects are all statistically significant at the 5% level, and they differ substantially across the regions. A more important question though is the effect on the results of relaxing the restriction that the regions have a common intercept. We test this by estimating Model II, which applies this restriction to the complete model. As is clear from a comparison of the results for Models I and II, this restriction on the regional intercepts biases the estimation, as the coefficients on the other variables differ greatly between the two models.
Further, a likelihood-ratio test with χ 2 (10) = 53.61 and a critical value of 18.31 at the 95% confidence level rejects the null that Models I and II are statistically the same. This implies that the region-specific effects are correlated to a statistically important extent with one or more of the right-hand-side variables, as well as with the self-employment rate.
Refer to Table 6 , which describes the extent to which the region-specific effects from
Model I differ from each other, and quantifies their importance in explaining regional variations in self-employment rates. The first column gives the differences in relative self-employment rates from unity (the mean relative self-employment rate), averaged over the period 1983-93, in order of lowest to highest. The second column provides differences in the estimated region-specific effects from their average, 3.476. The third column presents the portion of the regional selfemployment rate differentials not accounted for by differences in region-specific effects. Note that there is a wide divergence in self-employment rates, region-specific effects, and the effects of other factors.
The last column of Table 6 provides the ratio of the region-specific effect to the effect of other factors, and is a measure of the relative importance of region-specific effects in explaining regional variations in self-employment. The region-specific effects explain relatively large portions of the regional variation in entrepreneurship, although only that of the North is greater than the sum of the effects of the other factors. The North is an outlier in that the region-specific effect alone can account for nearly all of the difference in its self-employment rate.
Our purpose in including region-specific fixed effects is to control for regional differences in cultural, historical, geographic, and sociological factors that are difficult to measure or observe. If we have controlled for all market factors that determine a region's selfemployment rate, such as the value of paid-employment, the age and educational profile of the labour force, and the structure of the regional economy, then what remains may be called the 'entrepreneurial human capital' of a region's average person. One potential source of this is suggested by individual-level studies which find that a person's probability of being selfemployed is higher if his/her parent was self-employed. 11 At the regional level then, the selfemployment rate can be higher than that suggested by current market factors because past market factors were favourable to self-employment. The region-specific fixed effects would then be determined in part by entrepreneurial inertia due to intergenerational transfers of entrepreneurial human capital. Of course, this would be changing throughout our sample period as levels of entrepreneurship changes, but eleven years is likely insufficient for significant changes to have occurred.
We control for missing variables that are unobservable or unmeasurable by assuming that they are fixed throughout the sample period, and can therefore be captured by the time-invariant regional intercepts. By definition, the regional intercepts would also pick up any variable that is measurable and observable, but which happens to be fixed, such as geographic variables.
However, they would also pick up any variables that may have been excluded from the analysis either inadvertently or by necessity. Variables that we were unable to include because of the unavailability of a sufficiently long series of region-level observations, are measures of the ethnic composition of regional populations.
As Campbell and Daly (1992) report, Britons of West Indian, Guyanese, and African descent are less likely than whites to be self-employed, whereas South Asians are more likely.
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As these variables were not available for years prior to 1991, we were unable to include them in our estimation of the complete model. Although these groups make up just over 5% of the British population, as summarised by Table 7 , there is considerable variation across regions. This may account for some of the variation in self-employment rates, and if so, would be captured by the variation in the regional intercepts. To test this, we regressed our ten estimated fixed effects on the regional population shares of these ethnic groups for 1991, presented for reference by Table   7 . Although the ethnic composition of Britain changed over the period of our study, the relative where t-statistics are in parentheses, and R 2 =0.05. As the coefficients are statistically no different from zero, we find no evidence that the differences in the regional intercepts are due to the omission of these variables from Model I.
It is not wholly satisfying to attribute large portions of the variation in regional entrepreneurship to region-specific fixed effects without identifying their sources. The standard method for disentangling fixed effects is to estimate simple cross-sectional regressions of the estimated intercepts against any number of fixed sociological, geographic, economic, and/or cultural variables. However, because of the small number of cross-sectional units in our present study, we are very limited in this regard, although this is more or less what we have done in testing whether racial composition plays a part.
Cross-region correlation
Recall that Model I allows for the disturbance terms to be correlated across regions, which can be due to, among other factors, spatial autocorrelation and a shared response to shocks. So as to test the statistical importance of this, we estimated Model III, which restricts the cross-regional correlation to zero, as in classical regressions. A visual inspection of the results of Models I and III in Table 4 reveals substantial differences in their estimates. Further, a likelihood ratio test with χ 2 (45) = 182.28 and a critical value of 61.37 at the 95% confidence level rejects the null that the models are statistically the same. We therefore conclude that cross-region correlation should be accounted for in estimating regional self-employment relationships. where t-statistics are in parentheses, and R 2 = 0.016. Because the coefficient on the contiguity dummy is statistically no different from zero, we conclude that the cross-region correlation coefficients are not primarily due to spatial autocorrelation. Of course, this is not to say that spatial autocorrelation is not present or important, only that there are other sources of crossregion correlation that are statistically more important.
V. Conclusions
Indian/Guyanese, 20.2% for Indians, and 21.9% for Pakistani/Bangladeshi, averaged over 1989-91. 13 Of the 45 regional pairings, there are 17 instances for which regions are contiguous. 14 The results are unchanged when the contiguity vector is replaced with a vector of the lengths of regional borders.
We developed a theoretical model of regional entrepreneurship, as measured by regional self-employment rates, and estimated the roles of labour-market conditions, labour-force characteristics, industry composition, and fixed region-specific factors. Our results suggest that all of these factors are important in explaining differences in regional entrepreneurship, and that regional heterogeneity and regional cross-correlation must be accounted for when estimating regional self-employment relationships. In particular, we find that regional factors such as regional entrepreneurial human capital play a significant role in determining why some British regions are more entrepreneurial than others. For most regions their effect is between 20% and 80% the size of the influence of all other factors combined, but for the North it is 14 times as important. 
