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Introduction 
For a random process a certain property of conditional independence can be found 
in the literature under various names: reciprocal [9], Markov-like [18], two-sided 
Markov [ 10, p. 426; 11, p. 3571, quasi-Markov [l, 61, locally strict Markov [7], and 
first-order Markov [ 161; see also [8]. Following Bernstein [3], we will refer to these 
processes as being reciprocal. Viewed as a random field, a reciprocal process satisfies 
L&y’s sharp Markov property [19, p. 2771. 
In this paper we show that the covariance matrix function of a multivariate 
reciprocal stationary Gaussian process with continuous parameter satisfies two 
related matrix differential equations with constant coefficients. Next we consider 
and solve the inverse problem: given two appropriately related matrix differential 
equations with constant coefficients and initial values, find necessary and sufficient 
conditions ensuring that they have a common solution that is the covariance matrix 
function of a reciprocal stationary Gaussian process. These conditions involve the 
coefficients of the equations and the initial values. Several examples are examined; 
for instance m-order reciprocal processes (for a detailed discussion of the second- 
order processes, see [5]) and reciprocal polynomial covariance matrix functions. 
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1. Auxiliary results 
Let (a, 6) an interval of R and the integer m 2 1 be given. In what follows we shall 
always consider real matrices, I being a unit matrix and 0 a matrix or a vector with 
zero entries. All random processes we are dealing with are R”-valued; without any 
loss of generality we shall assume that they are centered. E denotes expectation 
with respect to a fixed probability measure. 
Let X = {X(t): t E (a, b)} be a random process. 
Definition 1. Let a s c < d < b. X is called a (c, d)-reciprocal process iff, for each 
c < s < t < d, FT( s, t) and 9( s, t) are conditionally independent given X(s) and X(t), 
where E(s, t) is the u-field generated by X(r), I E (c, d)\(s, t), and 9(s, t) the a-field 
generated by X(r), r E (s, t). 
It is easily seen that Markov processes are (c, d)-reciprocal for any (c, d) (see 
[9, Lemma 2, p. 16261). Let us also remark that stationarity implies that a (c, d)- 
reciprocal process is also (c’, d’)-reciprocal for any interval (c’, d’) c (a, b) such 
that d’- c’= d -c = T. For the sake of simplicity we shall assume that (c, d) = (0, T) 
and we shall always refer to (0, T)-reciprocal processes. 
Let now S > 0 be given and let 3?(S) be the class of all functions G defined on 
(-S, S) with values in the set of all m x m matrices such that G is continuous 
on (-S, S), G(0) is nonsingular and symmetric, G(-t) = GT( t), and G(0) - 
GT( t)G-‘(O)G( t) is positive definite (‘T’ denotes transposition), t E (0, S). This 
class of matrix functions was considered in [9,15] to obtain a necessary and sufficient 
functional equation satisfied by the covariance matrix function. 
Remark 2. r is the covariance matrix function of a (0, T)-reciprocal Gaussian 
process iff TT is the covariance matrix function of such a process, namely of X*, 
where X* is the process reversed in time associated with X. Moreover r E %( T) iff 
TT E Ce( T). In the sequel all starred quantities will refer to X*. 
The following result plays an important part in the sequel: 
Theorem 3 [5, p. 501. r E %( T) is the covariance matrixfunction of a (0, T) -reciprocal 
Gaussian process iff there are two couples of matrix functions, @, ly and @*, !P*, 
defined on (0, T), such that: (a) @, ?P and @*, P* are continuous and nonsingular 
on (0, T); (b) the functional equations 
r(t-s)-rT(s)r-‘(o)r(t)=~(s)~T(t) (1) 
and 
P(t-.+rr(s)r-l(o)rT(t)= @*(s)**T(t) 
holdfor O<ss t< T. 0 
(2) 
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Note that @, F, @*, and ly* are uniquely defined up to a constant matrix factor. 
Moreover, r-‘(O) appears in (1) and (2) because here it is not assumed, as was 
done in [5], that r(O) = I. 
Remark 4. Suppose that X is a (0, T)-reciprocal Gaussian process and let r be 
continuous at 0. Then (cf. [5, Proposition 2.1, p. 521 and [12, Proposition 4.21) r 
is indefinitely differentiable on (0, T) and r’l’(O+) exists, r 2 1. 
Remark 5. For is1 and kz0 set 
rik)(t) = (_I)ir(i+k) (t) - (r”‘(o+))‘r-‘(o)r’“‘( t), t E (0, T), 
y$k’ = #‘(o+), 
then r$“‘( t) = QCi’(O+)( PCk’( t))T, t E (0, T). If we set ri = rank @“‘(O+) then, for 
r E 9(T), ri = rank n(t), t E (0, T); moreover rank ri”‘= m is equivalent to ri = 
rank( Vck’(O+))T = rn. 
Remark 6. Denote by S, the linear subspace spanned by the rows of @“‘(O+), 
1 ~‘-j s i, and let d, be its dimension. If r E 9?(T), then S1 # (0). Indeed, if d, = 0, 
then we have r,(t) = 0, t E T, which implies Y(O+) + (r’(O+))‘= 0. According to 
[2], for any T > 0, r E ‘3(T) iff -r’(O+) - (r’(O+))T ’ IS nonnegative definite and the 
real part of the spectrum of r’(O+) is negative; if d, = 0 this condition is obviously 
violated. 
2. Two differential equations 
Suppose that X is a (0, T)-reciprocal Gaussian process. As a straightforward 
extension of a result of [5, p. 521 we obtain: 
Theorem 7. Suppose that r E Y(T). Then there exist an integer n, 1 c n 6 m (the 
smallest), and n f 1 constant matrices M+, 0 s i s n, such that rsatis$es the diferential 
equation 
(ff,r)(t) - r(n+l) (t + i M,,iT’i’(t)=O, t~(0, T), 
i=O 
(3) 
and TT satisfies the diflerential equation 
(H;r)(t)=r@+‘)(t)+ i (-,).+i+‘M,,ir(‘)(t)=O, ~E(o, T). 
i=O 
(4) 
Here n = min W, where W = {i: di = d,+, , 1 =Z i < m}. 
Proof. (a) In view of Remark 6, we can assume that d, > 0. This implies that W f 0; 
indeed, the sequence {di, 1 s i c m} is positive nondecreasing and bounded by m. 
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Thus there exist n G m not necessarily unique constant matrices D+, 1 s i s n, such 
that 
@“+“(O+) + i Dn,i@‘i’(o+) = 0. (5) 
i=l 
Multiplying at right (5) by P”(e), we are led to 
Yr~+l(~)+ i Dn,iyi(r)=Ov tE(09 T). 
i=l 
(6) 
Now (6) implies (3) with 
Mn,O = (-1)” 1 D,,i(r’i’(O+))‘r~‘(0), Dn,n+r = 1, 
i=l 
(b) We remark that, by virtue of (5) and the fact that @(O+) = 0, we obtain 
(H:@)(O+) = 0. (7) 
Further set F,(S) = r( t - s) - r’(s)r-‘(O)r(t), 0 < s S t < T. In view of (1) and (3) 
we obtain 
(HZF,)(s) = -(H:TT)(s)P(0)T(t) = (H:@)(s)!PT(t), (8) 
O<s<t<T. 
Letting s & 0 in (8) and taking into account (7), we obtain 
(H:TT)(O+) = 0. (9) 
Next set F:(s) = TT(f - S) - T(s)T-‘(0)TT(t), 0 <S c t < T. In view of (2) and (3) 
we obtain 
(H,F~)(s)=(-l)“+‘(H~TT)(t-s)=(H,~*)(s)W*T(t), (10) 
O<s<t<T. 
Letting r 4 s in (10) and taking into account (9) we obtain 
(H,@*)(S) = 0, s E (0, 7). 
By virtue of (10) and (11) we finally obtain (4). 0 
(11) 
Remark 8. Note that @* and P* satisfy (3) and @ and ?P satisfy (4). 
Remark 9. We know that a differential equation of the form r’(t) + M,,,T( t) = 0, 
t E (0, T), with M,,, = r’(O+)r-‘(0), yields a Markovian covariance matrix function 
provided that - M;fo - M,,. is nonnegative definite. However this equation as well 
as the equation P(t) -r(t) M& = 0, t E T, can be obtained by the method used in 
the above proof only if d, = 0 which is not acceptable according to Remark 6. Thus 
Markovian covariance matrix functions r E g(T) will be obtained, according to 
Theorem 7, from differential equations of order at least equal to 2. 
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Remark 10. Suppose there exists I such that rl = M. Let 
A, = @‘+“(O+)( @“‘(O+))-’ = y,+,( t)y;‘( t), t E (0, T), 
and 
BI = (-l)‘+‘[Al(~“‘(O+))T-(T”+“(O+))T]T’(0), 
then r satisfies the differential equation 
P”+“(t)+A,P”‘(t)+B,P(t)=O, t~(0, T), (12) 
Moreover, proceeding just as in the proof of Theorem 7, we conclude that TT 
satisfies the differential equation 
PC’+‘)(t)-A,&‘(‘+)+(-l)‘+‘B,P(t)=O, t~(0, T). (13) 
Although (12) and (13) have a simpler form than (3) and (4), they may be 
of higher order. For instance, take T > 0 small enough and a three-dimensional 
process {(X,(t), X2(f), Xx(t)): CE (0, T)}, where the first coordinate process X, = 
{X,(t): t E (0, T)} is independent of the two others, X1 is a (0, T)-reciprocal process 
with covariance function r,(t) = cos at+ b sin at, a > 0, t E (0, T), -a cot(aT/2) < 
bs 0, {(X2(t), X3(t))T: t E (0, T)}, with X3(t) = X;(t) (X;(t) is the derivative in 
quadratic mean of X,( .)), is a (0, T)-reciprocal process with covariance matrix 
function 
r-2(*1 = ( P(.) P'( . ) _p’(.) ) _p”(.) ’ 
p(t) = 1 + A2 - w,A2t - A2 cash At + w,Ae3 sinh At, t E (0, T), 
A > 0, w3 > 0 (see [5, p. 621). In this case we can obtain an equation of the form (3) 
of order 3 with all terms, or an equation of the form (12) of order 4. 
3. Characterization of reciprocity 
Let us examine the following problem. Let S > 0; given that r satisfies the differential 
equation (3) on (0, S) with the initial conditions 
P(0+) = ci, 0 < i s n, (14) 
find criteria for which this solution is the covariance matrix function of a (0, T)- 
reciprocal Gaussian process with r E 9?(T), T G S. In the following we shall also 
consider the differential equation (4) for TT on (0, S), with the initial conditions 
(14) transposed. 
We begin by remarking that due to the form of the differential equation (3), it 
is, at least theoretically, always possible to find its general solution. The transpose 
of this solution is not necessarily a solution of the differential equation (4). 
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For the proof of the next result, note that r admits an analytic extension on R, 
which in general is different from its covariance-like extension (i.e. r(-t) = TT( t), 
t,Erw). 
Lemma 11. Let n 2 1 and suppose that r is the solution of the dz#ierential equation 
(3) with the initial conditions (14). Then TT is the solution of the dzyerential equation 
(4) iff the following conditions are fuljlled: 
n-l 
c (C-1) nti+’ Mn,“Ci+j M;Cj + Mn,, Ci+j MT,n 
,=o 
+(_l)n+j+l Ci+j+l M;Ej - Mn,j Ci+j+l} = 0, 0 =S i < n, (15) 
i {M,,jCj-(-i)“+J+lCj~:,j)=O. 
j=O 
(16) 
Proof. For the sake of simplicity and since n is fixed, we drop it from the notation 
of the matrices M,,j, 0 cj G n. Let T(t) = ~~=, C<ti/ i!, t E (0, S), be the expansion 
of the solution r of (3) and (14). In this case 
ci+n+l + i M,C,,=O, i 3 0. 
j=O 
TT is also solution of (4) iff 
Ci+n+l 
+ i (_l)n+j+l Ci,MT=O, i>O. 
j=O 
We shall prove that (18) holds iff (15), (16) and (17) hold. 
Suppose first that (15), (16) and (17) hold. From (17) we obtain 
C;+n+, =- i MjCi+j, i 2 0. 
j=O 
If (18) were true, then 
C r+n+l = pjio (-l)“+‘+‘Ci+jM:, i 3 0. 
Consequently it suffices to show that 
jio (--I) n+j+lCi+jM;= i MjCi+j, i 3 0, 
j=O 
(17) 
(18) 
(19) 
for (18) to hold. We proceed by induction on i, the reasoning being done in two 
steps: (a) is n; (b) i> n. 
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(a) For i = 0, (19) reduces to (16). Suppose first that (19) holds for i, 0~ i < n, 
and let us prove (19) for i + 1. In view of (17) for i, we obtain 
i (_l)n+j+l 
n-1 
Ci+j+lMf= C (-l)“+‘+‘C,+j+iM:+ i MjCi+j MT (20) 
j=O j=O J=o 
and in view of (18) for i, we obtain 
f MjCi+j+l=*~‘MjCi+j+~- i (-l)“+‘+‘MnCi+jM:. 
j=O j=O j=O 
(21) 
The quantities (20) and (21) are equal if we take into,account (15). 
(b) Suppose now that (19) holds for i, i 2 n. To prove (19) for i + 1, it is sufficient, 
by virtue of (20) and (21), to check that 
n-l 
C {M~[C~+~+~-C,+jM~]-(-l)“+‘+‘[C~+j+,+M~Ci+jIM~}=O. (22) 
j=O 
Since (3) and (4) imply that 
Ci+j+l - Ci+jMz= - C (-I)n+k+lCk+i+j-_n M: 
k=O 
and 
n-l 
ci+J+l +MeCi+J = - C MkCk+i+j-n 3 
k=O 
(22) is satisfied. 
The converse is proved in a similar way. 0 
Remark 12. If Remark 10 applies, then (15) and (16) become, respectively, 
(-l)‘A,CiBf-BICiA:+(-l)‘Ci+lBf+B,Ci+,=O, 0~ i<Z, (23) 
A,C,+C,Af+B,C,+(-l)‘C,BT=O. (24) 
The next step is to make sure that the common solution of the differential equation 
(3) and the differential equation (4) transposed, with the initial conditions (14), 
satisfies the criterion provided by Theorem 3. 
In what follows we need an auxiliary result which is adapted to our needs from 
[ 141: 
Lemma 13. Let A( .) be an m x m matrixfunction on (0, S), let Si( .), 1s is m, be 
the columns of A( * ), and let us suppose that A( *) satisjes the differential equation 
A(q+‘)(t)+ ; L,A”‘(t)=O, tE(0, S), 
i=O 
(25) 
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where Liy 1 s is q, are m x m constant matrices. Then &( .), 1 G is m, are linearly 
independent over (0, S) @ 
fi Ker A”‘(O+) = (0). 0 (26) 
i=O 
Proposition 14. Let r E 9(T) be the covariance matrixfunction of a (0, T)-reciprocal 
Gaussian process. Then there exist 2n constant matrices Ei, 1s is n, Er, 1s is n, 
such that 
and 
qr(t)= YI? Eiyi(t), tE (0, T), (27) 
i=l 
P*‘(t) = i ETy:(t), tE (0, T). 
i=l 
(28) 
Proof. CD is nonsingular on (0, T) and satisfies (4); hence, in view of Lemma 13, 
6 Ker @“‘(O+) = (0). (29) 
i=O 
From (29) we deduce that d,, = m; indeed, if d,, < m there is A E Si, A # 0 (Si stands 
for the space orthogonal to S,) and A E ny=, Ker @“‘(O+). Consequently there are 
n matrices Ei, 1 s is n, such that Cy=, Ei@“‘(O+) = I. Next, we observe that -y:(. ), 
k 2 1, satisfies (4). Consequently 0(. ) = I:=, y’(. )ET is also a solution of (4). On 
the other hand 0( *) = W( .)(Cy=, (cD”‘(O+))~ET) = W( .). The same argument holds 
for (28). 0 
Remark 15. Let us show how to exhibit, in terms of r, a set of Ei’S which appear 
in (27). Since W’( .) has to be nonsingular on (0, T), it follows from Lemma 13 
and Remark 8 that necessarily 
h Ker 5 (-yji’)‘Ef = (0). 
i=O [ j=l 1 
This means that m is the dimension of the column space of the (n + 1)m x m matrix 
Denote now by w~,~ the kth column of vj, 1 < k < m, 1 s j s n. Suppose now that v, 
has c, > 0 linearly independent columns w~,~, , . . . , w~,~, . Choose ET such that 
v,Ef= (Wl,i, 9 . . . , w,,~,~, 0, . . . , 0); if c1 = 0, ET= 0. Next $uppose that v2 has c,> 0 
= ; v,Ef, lGj<n. 
j=l 
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linearly independent columns Wz,j,, . . . , 
v,. Choose ET such that 
w2,jc2 not included in the column space of 
v,E:= (O,, . ._. 9 0; w2,jl 7 w2,j2y . . . 1 ~2,,~~, 0, . . . 2 01, 
q-times 
if c2 = 0 take E: = 0. And so on. 
Theorem 16. Assume that the diferential equation (3) and the diflerential equation 
(4) transposed, with the initial conditions (14), have a common solution r E ‘S(T). 
Then r is the covariance matrix function of a (0, T)-reciprocal Gaussian process if: 
(F) There exist 4n constant matrices E,, K,, ET, KF, 1 c rs n, such that: 
(i) ,fi KerK,=h KerKf={O}; 
j=1 
(ii) V( .) = f Ejyj( .), V*( . ) = i ET $+ (. ) 
]=I j=1 
are nonsingular on (0, T); 
(iii) K,V( .) = yr( .), 1 s rS n, 
KTV*(.)=yT(*), 1SrSn. 
(30) 
(31) 
Proof. (a) Assume (F) and set F,(s)=T(t-s)-TT(s)TP’(0)T(t), O<s<t<T. 
Then, by virtue of (3) and (4), F,, as a function of s, satisfies the differential equation 
(4) with the initial conditions F,(O) = 0, FI”(O+) = yr( t), t E (0, T), 1~ r s n. Further 
set G,(s) = U(s) V(t), 0 < s s t < T, where U( . ) is the nonsingular solution of (4) 
with the initial conditions U(0) = 0, U”‘(O+) = K,, 1~ rs n. Then G,(O) = F,(O), 
t E (0, T), and GI”(O+) = FI”(O+), t E (0, T), 1 s r c n, by virtue of (30); thus (1) 
follows with @( * ) = U( *) and q”(. ) = V( . ). Next, we proceed in the same way 
with F:(s) = TT( t - s) - r(s)r-‘(O)r’( t), 0 < s C t < T, using now (31) instead of 
(30). 
(b) Conversely, take K, = @“(O+), KF = @*‘r’(O+), 16 r < n, V( .) = ?PT(. ), and 
V*( .) = ly*T( *), in conformity with Proposition 14. Now, from Lemma 13 and 
r E YI( T), we obtain (F). 0 
Finally, we have to make sure that r E ‘9(T) with a suitable T, 0 < T c S. We can, 
for instance, make use of the following criterion. Let G( *) be an analytical function 
on (-S, S), symmetric, G(0) = 0; then G( *) is positive definite on a subinterval 
(0, T) c (0, S) iff for all i, 1 s i c m, there exists p, > 0 such that h$“(O) = 0, Osj <pi, 
h~P~‘(0)>O, where hi( .), 1 G is m, are the leading principal minors of G( *). Of 
course a simple condition ensuring that this criterion holds is that G’(0) be positive 
definite. 
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4. Examples 
4.1. m-order reciprocal processes 
We begin with the following definition: 
Definition 17. Let Z = {Z(t): t E (a, b)} be a real-valued (m - I)-differentiable in 
quadratic mean process and let Z (J) , 1 s j s m - 1, denote its jth derivative. Z is 
called an m-order (c, d)-reciprocal process iff X = {X(t): t E (a, b)}, X(t) = 
(Z(t), Z”‘(t), . . . , Z’“-“(t))‘, t E (a, b), is a (c, d)-reciprocal process. 
In what follows we shall consider only m-order (0, T)-reciprocal processes Z 
such that the covariance matrix function of its associated X is in the class Y(T). 
Set p(t) = E(Z( T)Z( 7 + t)), 0 < 7 s t + 7 < T. Then the covariance matrix function 
r of X is given by 
r(. ) = ((_l)‘+lp(i+j-2)(. 1). 
Putw,=p’k’(O+),~~O;then(-l)‘w,j~0,O~j~m-1,andw2j~,=0,1~j~~-l. 
We also have 
C,=((-l)‘+‘w,+i+j_,), lsi, jGm, r*O. 
It is easily seen that (1) and (2) are equivalent; indeed rT= LTL with L = 
((-1)‘+‘6,), 1 s i, jG m (6, stands for the Kronecker symbol), so that it suffices to 
take @* = L@L and W* = LVL. 
Further, if r E ??( T) necessarily d, = r,,, = m. Indeed, a generalization of [ 5, p. 581 
yields that @(. ) has the form 
@(.)=(fjiP”(.)), lsi, jsm. 
It is easy to verify that dk 5 k, 1 s k s m. If d, = d ,,+, for an n < m we obtain (5) 
with ny=, Ker @“‘(O-t) # (0) and, by virtue of Lemma 13, @( .) is singular; thus 
d,,, = m. Since for this example Si is the linear sub-space spanned by the rows of 
@‘(o+), is m, we conclude that r,,, = m. It follows that we obtain for r the 
differential equation (12) with I= m and 
, 
where here I is the (m - 1) x (m - 1) unit matrix, E’, = (a r,,, , . . . , cx ,m) has 0 in even 
(odd) positions if m is even (odd) and 
0 
B,= . . . . 
0 
, 
Pt 
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where j?L = (Pi,,, , . . . , pmm) has 0 in even positions. Then (12) is equivalent to the 
scalar differential equation 
P’2m’tt)+ii, 'Y2i,mP (2m-2i)( t  = 0, t E (0, T), 
the real constants x~,,, , 1 s i s m, being completely determined by the elements of 
(Y, and Pm. 
Let us now turn to the problem of finding covariance matrix functions r which 
are solutions of (12). In view of Remark 12, TT also satisfies (13) since (23) and 
(24) hold. By virtue of rm = m, we can take in (30) and (31) V( .) = Y,,,( +), V*( .) = 
r*,(. ) and condition (F) of Theorem 16 is verified with 
wherehere~istherxrunitmatrixandKT=LK,L,l~r~m-l.IfTE~(T),we 
conclude that the unique solution of (12) with the initial conditions (14) is the 
covariance matrix function of a (0, T)-reciprocal Gaussian process (for a complete 
description of the case m = 2 and the determination of T, 0 < T< S, such that 
r E 9?(T), see [5, Section 41). 
4.2. Reciprocal polynomial covariance matrix functions 
Let us consider the following problem. Given 
r(t)= F C,t’/i!, tG(O,S), 
,=o 
with C, # 0, is there T, 0 < T G S, such that r is the covariance matrix function of 
a (0, T)-reciprocal process with r E 9(T)? 
For N = 1 we can determine C,, C, , and T such that the answer to our question 
is positive: the covariance matrix function of the Slepian process (see [4] for m = 1 
and [5, p. 551 for m > 1). In the following we shall assume m > 1 since in [4] it was 
also shown that no other polynomial covariance function exists. 
For N = 2, we have the following negative result: 
Theorem 18. For any T, 0 < T G S, there is no (0, T)-reciprocal process whose covari- 
ante matrix function r is a quadratic matrix polynomial in 3(T). 
Proof. Suppose there exist T, 0~ T< S, and a (0, T)-reciprocal process whose 
covariance matrix function r E YI( T) is a polynomial of degree 2, 
T(t)=C,,+C,t+$C,t’, tE(O, T). 
Then, by Remark 5, ri = 0, or equivalently, @“‘(O+) = 0, i 2 3. Two cases are possible. 
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Case 1. d, < m. Since rl = d, , we conclude that r,(t), t E (0, T), is singular. As 
r~(t)=-(C,+C:)-(C,+c~c~‘c,)t-~c~c~’C2t2, fE(0, T), 
we have 
Ker rI( t) = Ker( C, + CT) n Ker( C2+ CTC;‘C,) 
n Ker( C:CG’C,) # {0}, t E (0, T). 
Further let M,-(t) = C,, - TT( t)C,‘r( t); then 
M,(t)=-(C,+C:)t-~(C*+C:+2C:C,‘C,)t~ 
- ;( cfc,‘c,+ C;C;‘C,)t3- $C:C,‘C2t4, t E (0, T). 
Take a E Ker r,(t), t E (0, T). Then 
aTMr(t)a = -+aTC:C;‘C2at4G 0, t E (0, T), 
and we are led to a contradiction since Mr( t), t E (0, T), has to be positive definite, 
as r~ ?I( T). 
Case 2. d, = m. We obtain, in view of Remark 10, the differential equations 
r”(t)+A,T’(t)+B,T(t)=O, tE(0, T), (32) 
and 
l-T”(t)-A,~T’(t)+B,~T(t)=O, tc(0, T). (33) 
Since @( .) also satisfies (33) (cf. Remark 8), we conclude that A,B, = B,A, = 0 and 
B, =A:. Thus A;=O. 
Now, from (23) and (24), we obtain 
A:( C, + C;)(A;)T = 0 
and 
(34) 
(A,C,+AfC,,)(A;)T= C2(Af)T=0. (35) 
Assume that A: # 0. Since -C, - CT20 (cf. Remark 6) and in view of (34) and 
(35), we conclude that every column of (A:)T is in 
K =Ker(C,+C:)nKerC,. 
Let now a be a nonnull column of (A:)T. Then 
aTMr( t)a = -aTCfCi’C,at2 s 0, t E (0, n, 
and we are led to a contradiction. Hence A: = 0. 
Next, assume that A, # 0. From (24) we obtain A, C, + CIA: = 0 so that 
A,(C,+C:)A;=O. 
Then every column of AT is in Ker( C, + Cf). Choose now a nonnull column b of 
AT. Since A, C,AT= 0, 
bTM,.(t)b= -bTCfC,‘C,bt2s0, t E (0, 0, 
and we are led again to a contradiction. Hence A, =O. We infer from (32) that 
P’(t) = 0, t E (0, T), which concludes the proof since C, # 0. 0 
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We conjecture that there is no reciprocal polynomial covariance matrix function 
of even degree in %e( T). 
For N odd the answer to our problem is positive. Indeed, covariance functions 
of m-order reciprocal processes can be used to generate examples. For instance, 
for N = 3 and m = 2, the second-order reciprocal process with p(t) = 1 - $t2+ aw,f3, 
t E (0, T), with w,> 0 (see [5, p. 611) yields 
co=4 c,=(; :-j, c2=(----, ;), c3=(“d 00). 
By making use of blockwise independent reciprocal components, as suggested in 
[5, p. 551, we can now extend our result to m > 2. 
4.3. Equation (3) for n = 1 
If n = 1 and if r E Ce( T) it is easily seen that d, = r, = m. Consequently we consider 
equation (12). Conditions (23) and (24) become 
B,C,-C,BT=A,C,,B:+B,C,A:, (36) 
A,C,+ C,A;= CoB:- B,C,. (37) 
Condition (F) of Theorem 16 is automatically satisfied. 
If m = 1 then A, = 0; hence we are led to the scalar equation 
P(t) + B,T( t) = 0, t E (0, T), 
already obtained in [9]; for a complete description, see [4] or [17]. 
If m > 1 then r E g(T) is the covariance matrix function of a (0, T)-reciprocal 
Gaussian process iff (36) and (37) hold. Let us consider two special cases. 
(a) Let m = 2 and let us set 
c, = 
+x u ( >. V ;z 
We assume that C,, = I and -C, - Cf is positive definite, hence we obtain that 
r E S(T) with a suitable T, 0 < T s S. Further set r = (u + v)/x and t = z/x. From 
(36) and (37) we conclude that 
A,=b 1; 
( 
If we take now into 
B, = (.; ,f): 
1. br>O: 
1 
) r ’ 
bER, B;= B,. 
account (37), we obtain the following forms for C, , A,, and 
(u-v+2b 1 \ 
A,=(:: f), B,=f[ ‘f’ u_v;2bj. 
2br 
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2. br=O: 
2.1. b=O (A,=O): 
21.1. u f v: 
B, =eI. 
2.1.2. u = v: 
2.1.2.1. t z 1: 
c, = ,( $X u U > $2 ’ 
e 
B, = 
2u(e-h) 
x(1 -t) 
2u(e - h) 
x(1-t) 
h 
2.1.2.2. t = 1: 
2.1.2.2.1. u # 0: 
c,=(f ,:), BI=(; f). 
2.1.2.2.2. u = 0: 
c, = $xz, 
2.2. r=O: 
2.2.1. b # --u: 
2.2.2. b = -u: 
2.2.2.1. t # 1: 
A,=-+; ;), &=(; ;). 
As special case, suppose that A, = 0 (i.e. b = 0) and let us choose appropriate C, 
and B, . Then we obtain the matrix equation 
P(t)+B,f(t)=O, tE(0, T), 
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whose solution is 
r(t) = (cos B:“t)C,+(E,“‘sin B:“t)Cr, t E (0, T), 
where 
Bkt2k 
cos B;‘2t= f (-l)k+- 
k=O 
and 
BT312 sin B:i2t = f (-l)k 
*kt2k+l 
’ 
k=O (2k+ l)!’ 
For A, = 0, any m 3 2, and Co# I, (36) and (37) hold iff B,C,= COB: and 
B,C, = C,B:. Of course, the solution r has the same form as for m = 2. 
(b) Take CT= C,, C, negative definite. Then (36) and (37) are equivalent to 
B,Co = COB: and B,C, = C,BT. For C, = -I, we have BT= B, and B,C, = COB, (for 
details on such types of matrix equations, see [13, Chapter 121); hence for this case, 
it suffices to solve in B, the matrix equation B,C,= COB, and take any skew- 
symmetric A,. Since y, is positive definite, r E Y?(T) with a suitable T, 0 < T G S. 
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