I. INTRODUCTION

B
Y 2025, up to 75 billion devices would be connected in Internet-of-Things (IoT), with potential economic impact of around $11.1 trillion a year [1] , [2] . The key underpinning of IoT is the large number of interconnected devices that exchange information and enable services. Although IoT connectivity will be dominated by short-range technologies for many years, the work [3] predicts that by 2025, 25% of wireless industrial IoT connections will be provided with lowpower, wide area network (LP-WAN) technologies including LoRa, 1 Sigfox, LTE-M, as well as narrowband IoT (NB-IoT). This signifies the continued importance of LP-WAN as the IoT landscape evolves.
Machine-to-machine communication in IoT represents a very large market, growing rapidly at compound annual growth rate of over 20% [5] . Nevertheless, the market is fragmented and awash with many access technologies and vertical solutions that sometimes do not interoperate. The result is that despite the potentials of IoT, organizations, and end users are faced with overwhelming choices of access technologies. Therefore, it becomes challenging to decide, where or how to begin their IoT road map as part of their wider digital transformation journey. Insufficient comparative studies of LPWAN technologies has been identified as one of the major barriers to potential IoT users [6] . This paper does not involve detailed physical or media access control (MAC) layer specifications, the results nevertheless provide indicative performance of the LP-WAN technologies set-up under the same operating conditions.
Until now, most of the studies independently evaluated LP-WAN technologies in different operating environments. The main reason is that many of the leading technologies are based on proprietary protocols whose detailed specifications are not freely available in the public domain. For example, LoRaWAN and Sigfox are the top two LP-WAN technologies in terms of installed base. The underlying chirp spread spectrum (CSS) modulation technique in the physical layer of LoRa is proprietary and owned by Semtech Corporation. On the other hand, Sigfox deploys and operates the network but freely provides the protocol specification to 1 In this paper, LoRa denotes the physical layer modulation only, while LoRaWAN refers to the wide area network protocol suite that adopts LoRa at physical layer and LoRa MAC at media access control sublayer [4] .
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. However, given the scope of IoT, it is important for solution providers, system designers and users to have a wide perspective of LP-WAN options without being locked-in. Motivated by that gap, the objective of this paper is to assess the performance of the widely available LP-WAN technology specifications. The system parameters used are mostly drawn from the datasheets of the respective device manufacturers.
The contribution of this paper is twofold. First, we identify an approach to optimize the LP-WAN by exploiting the link budget and design parameters without increasing the energy requirements of the system. The second contribution resides in identifying the multivariate dependence of energy consumption on field, application and technology-specific characteristics, each of which can be exploited to different extents. These results provide useful insights which are extremely valuable when deciding the tradeoff between network performance, design complexity and cost.
II. RELATED WORK LP-WAN technologies are increasingly being deployed as last mile connectivity to compliment traditional technologies and replace them in many use-cases. However, majority of existing studies that compare the LP-WAN technologies are either literature reviews [7] - [11] or brief experiments with two or three technologies and are often focused on a single aspect of the systems. The studies neither include rigorous analysis of multiple performance metrics nor investigate how the technologies perform relative to each other in different environments, using identical system parameters. In some evaluation cases, the technologies were tested in one environment and are therefore limited in scope.
In many of the studies, where practical systems were designed, comparisons were not made with competing LP-WAN solutions. In fact, in some of the experiments, single technology was deployed for particular use-case which also limits the assessment outcomes to type-specific scenarios [12] , [13] . In some other works, the comparisons were restricted to physical and associated MAC layers only while some evaluation studies focused on either cellular-only or noncellular LP-WAN technologies [5] , [14] , [15] . However, as some of the LP-WAN technologies are still at their infancy, many practical issues are being resolved. Thus, a cross-cutting comparison will not only identify suitability for specific applications but also ascertain among the LP-WAN specifications, the extent of design diversity in relation to the network performance.
LoRaWAN is currently one of the most deployed LP-WAN access networks for IoT [16] and also one of the widely reported LP-WAN technologies in literature. Signal propagation is crucial in IoT [17] as it affects network performance in terms of coverage, reliability, and data rate. Path loss and coverage have been reported in many LP-WAN studies including LoRa [18] and NB-IoT [19] while [20] proposed an indoor channel attenuation model for LoRa, following a series of measurement campaigns. A few other empirical studies, such as [21] compared the performance of LoRa's CSS modulation scheme with frequency-shift keying. This paper found that coverage and network reliability are both affected by the payload size. However, the experiments were limited to the university environment and the results did not provide insights into potential behaviors in other environments. More challenging terrains, such as dense urban areas and other metropolitan environments with higher levels of interference may exhibit different performance due to difference in the interference sources and patterns. This will not only provide additional insights but also help to analyze the results in the context of individual field environment.
For cellular LP-WANs, [22] investigated the capacity and coverage of LTE-M and NB-IoT in a rural area in Denmark. This paper reported that cellular technologies, such as LTE-M support maximum coupling loss of about 156 dB, however, in deep indoor applications can experience up to additional 30 dB penetration loss. An interesting aspect would be a comparison with noncellular technologies.
Apart from the various analytical models that have been reported [23] - [25] , other experimental studies have been conducted to individually evaluate different aspects of LP-WAN including coverage [26] , [27] , energy consumption [28] , capacity [22] , [29] , [30] , and scalability [23] , [24] , [30] . The main commonality in these and many other existing studies is that they mostly focused on one or two technologies. Comparing results from different studies may not provide a balanced view as each experiment or simulation model is conducted with a set of assumptions or conditions which varies across studies and authors.
According to [31] , until recently, there were very few studies involving more than three technologies. Although, [31] compared the performance of GPRS and NB-IoT with Sigfox and LoRa, the dearth of publications in this area suggests that a considerable amount of follow-on work still needs to be carried out. The objective of this paper is therefore to contribute in that regard.
Recent reviews of LP-WANS are summarized in Table I according to their areas of focus. Many of them describe single technologies while energy consumption was not considered in most. However, given its importance in IoT generally and LP-WANs in particular, it is necessary to consider the energy performance of existing LP-WAN technologies as part of a complete system review.
III. LINK BUDGET AND IMPLICATIONS IN LP-WANS
LP-WANs in IoT access networks share similar implementation methodologies with traditional wireless networks but with some differences in system design. According to ShannonHartley theorem, the signal-to-noise ratio (SNR) of each bit can be written as [38] E where C is the capacity (in bits/s), ε is the bandwidth, and η is the spectral efficiency (in bits/s/Hz). For a bit duration of (1/C) s, if S denotes the average signal power of each bit and N the noise power in Watts, the average energy per bit is E b = (S/C) (in J) and the total noise power is N · ε Watts. The implication of (1) is that, (E b /N) varies with η and the modulation scheme in LP-WAN technologies must ensure that η is maximized. For a wireless signal to be correctly decoded [4] , [31] , [47] - [52] at the receiver, it must meet energy detection threshold. The receiver sensitivity (σ ) can be expressed as [39] 
The noise figure (φ) is typically around 2 to 6 dB for LP-WAN radio front-end [39] , [40] . In many access networks, such as Sigfox and LoRaWAN, each message sent by the end node can be received by multiple gateways. According to [41] - [43] , the potential throughput available per coverage unit can be expressed as
where λ is the gateway density, Pr(.) is the probability operator, θ is the threshold SNR and R is the potential throughput in bps/Hz/km 2 . However, (3) assumes fixed data rate and does not provide rate adaptation such that the bit rate of a gateway is adjusted upward or downward according to the SNR instead of outage when the receiver SNR < θ . On the other hand, the average area spectral efficiency (ASE) also in bps/Hz/km 2 considers SNR of individual gateway and avoids outage at low SNR by reducing the data rate instead, this is more amenable to IoT scenarios. The ASE can be expressed as [44] 
Equation (4) supports bit rate adaptation according to the SNR instead of outage. According to [41] - [44] , ASE depends on the number of gateway per km 2 and path loss. The value of σ can also be reduced to extend the transmission range, however, the performance penalty is reduced bit rate which is acceptable in many IoT deployment scenarios. This systematic tradeoff underpins the long range operation of LP-WAN technologies. The value of σ in LP-WANs is typically lower than −128 dBm (−129 dBm to −155 dBm) and ranges from −90 dBm to −110 dBm [45] in traditional wireless systems, such as Wi-Fi [46] . The implication is that in terms of absolute signal power in Watts, LP-WAN receivers can detect wireless signals that are 1000 times weaker than Wi-Fi and other technologies with −100 dBm sensitivity. LP-WAN technologies exploits this capability in the various specifications.
Table II presents the technical specifications of widely available LP-WAN technologies from datasheets [4] , [47] , [48] , measured obstacle losses in European urban environments [48] as well as other parameters reported in [31] and [49] - [52] . It is generally desirable that the main lobe of the transmitted radiation pattern reaches the receiver to ensure that maximum signal strength and coverage are delivered. The field condition can be worsened by obstruction losses which will further reduce the link budget. The fixed obstacle losses in Table II are the reported average values obtained from measurements in urban areas in Europe through 20 cm concrete walls [48] .
The parameters in Tables II and III are used to simulate the transmission from gateway to end device based on the scenario described in the next section. Sigfox and LoRa are two leading LP-WAN technologies. However, Sigfox supports a maximum payload of 12 bytes while LoRa can support up to 242 bytes [36] , [53] , [54] . In order to compare the technologies, we adopt Sigfox payload as the baseline in Table III . Energy consumed by the radio electronic circuit in low-power devices, such as wireless sensors has been reported to be about 50 nJ/bit [55] , [56] . The choice of Alkaline battery is informed by the fact that they are low-cost, widely available, and are commonly used in low-power applications, such as wireless sensor networks. In Europe, at 100 kb/s, it takes about 2.08 s [57] to send a 12-byte Sigfox frame and since the endpoints do not synchronize with Sigfox base station, each message is sent three times to improve chances of detection [5] , [58] .
IV. NETWORK MODEL AND METHODOLOGY
This paper considers an access network in which the gateway antenna is at 25 m height on a tower and the IoT end point comprises an antenna located at 8 m (based on the average height of 2-story building in U.K. [21] , [59] ). This set-up applies to many IoT and smart city scenarios including monitoring of multistory building packing space availability in smart cities, monitoring of structural health of buildings and bridges, detection of noise map in urban areas, smart grid, industrial IoT, etc. The downlink is considered and we discuss the network performance in different terrains including open/rural areas, suburban, small and large cities. In each case, the indicative performance of the network is analyzed following simulation of each access technology in different environments. In this paper, EU-868 LoRaWAN/Sigfox, WavIoT, 2.4 GHz RPMA-Ingenu, 2.6 GHz LTE-M, NB-IoT (882 MHz/1840 MHz) specifications and other parameters outlined in Table II are employed in the simulation using MATLAB. The 3GPP recommends in-band deployment for LTE-M using existing LTE installed base. In this paper, we adopt the 2.6 GHz for LTE-M as it is widely used in Europe and beyond in existing LTE systems.
Although NB-IoT supports three modes of deployment, namely; standalone, in-band LTE, and guard band in LTE, it can also coexists with GSM, LTE, and UMTS [60] . We adopt 882 and 1840 MHz for NB-IoT which are equivalent to bands 5 and 3 downlink frequencies, respectively, in 3GPP NB-IoT (release 13) [49] . These choices are informed by the fact that many mobile operators already own blocks of frequency in 1800 MHz band and 800-900 MHz used for various services, such as GSM and LTE. This clearly provides an upgrade path to NB-IoT for such operators through frequency refarming.
In IoT access network design and implementation, the three most critical questions are as follows.
1) What is the maximum distance the link can cover without compromising quality-of-service or SNR. 2) What field parameters can be explored to reduce cost of implementation. 3) What endogenous variables can be tweaked to conserve energy [61] and optimize network performance. To address these questions, the methodology adopted is summarized as follows.
1) Use of system-specific attributes of WavIoT, Sigfox, LoRaWAN, random phase multiple access (RPMA), and LTE-M to generate propagation characteristics including Fresnel clearance and path loss. 2) Application of equal transmit power across the technologies, followed by estimation of the corresponding coverage at each power level in rural and urban environments. 3) For each technology, the path loss information previously calculated is extracted and used to generate the received signal strength indicator (RSSI) as well as SNR at different distances in the field. SNR is benchmarked against 20 dB widely used in conventional wireless systems. 4) As coverage is more challenging in urban areas, a sensitivity analysis is conducted for urban deployment scenario with a view to exploiting system parameters for network performance optimization. 5) Investigation of the key factors affecting energy consumption in end devices. 6) For specific LP-WAN system configurations, estimate the battery life of the radio transceiver based on 1% maximum duty cycle allowed in Europe.
While there are no simple or direct answers to the questions posed, the following sections illustrate these issues and provides insights to different aspects of the questions with some rationales.
V. SIGNAL PROPAGATION
A. Fresnel Clearance
Ideally, radio waves should travel in a straight line from the source to destination. An obstruction that is close to or infringing the LoS causes attenuation. For the given scenario, the Fresnel clearance is illustrated in Fig. 1 .
The Fresnel zone radius at a point P along the LoS is generally defined as [62] 
where n = 1 denotes the first Fresnel zone, c is the speed of light, f is the frequency in GHz, and
In reality, at least 60% Fresnel clearance is required. By applying (5), Fig. 2 presents the minimum clearance requirements for 868 MHz, 2.4 GHz, and 2.6 GHz LP-WAN technologies as the obstacle is moved to different points along the transmission path in a 50 km network. It can be seen that the required Fresnel clearance increases as the obstacle moves toward the midpoint such that the largest clearance is required if the obstacle is positioned at the middle. Fig. 2 further shows that when the obstacle is moved from 1 to 5 km then 25 km, with LTE-M, the minimum clearance increases from 6.38 to 13.67 m then 22.79 m, respectively. In the Sigfox/LoRaWAN networks with the obstacles at the same positions, the minimum Fresnel clearance are, respectively, 11.04, 23.66, and 39.44 m. The key observation here is that the closer the obstruction to the gateway transmitter, the more impact it has on the access network.
B. Path Loss
Path loss estimation is a crucial part of planning and design of the access networks. In wireless communication, every time the distance is doubled, only one-fourth of the signal power is received and this has some far-reaching implications for connectivity in IoT as it degrades the SNR at the end receiver. The path loss discussed in this paper relates only to outdoor applications. The free space path loss (FSPL) model is based on clear LoS and does not take into account terrestrial objects, such as hills, trees, buildings, etc. In ideal case, the path loss experienced by signals can be expressed as FSPL(dB) = 20 · log 10 l + 20 · log 10 f − 32.44 (6) where l is the distance (in km) and f is the frequency (in Hz). However, the assumption of free space between the transmitter and receiver in FSPL is invalid in many real life deployments, as radio frequency (RF) paths are typically laden with additional factors which further degrade the path loss. Such factors include [63] cable losses, antenna gain, LoS condition, receiver [64] sensitivity, etc. Particularly in IoT, a wireless signal will typically encounter different obstacles on its path and each has an additive effect on the total path loss. Common examples of obstacles and their attenuation factors are summarized in Table IV.  According to Table IV , if Sigfox or LoRaWAN signal with transmit power of 14 dBm encounters a nonsolid metal door on its path, the signal power is reduced to 8 dBm (approximately 25% of its original value) when it exits the door. In urban areas with high vehicular density and high-rise buildings, signal can suffer from reflection from metallic surfaces, diffraction or even scattering off the lampposts and moving vehicles which contribute to the overall losses. If multiple copies of the signal arrive the receiver, they can destructively interfere and severely degrade reception. The path loss can be expressed as
where σ is the receiver sensitivity, PL is total the path loss in dB and Gain net is the net gain. The G net includes all gains resulting from transmit and receive antenna as well as all losses related to the radio and antenna hardware including filters, cables, attenuators, antennas, and obstacle losses, etc. The σ in (7) is equivalent to the minimum signal power that will be detected by the receiver. The IoT implementation engineer must therefore ensure that the received power is often greater than σ .
1) LP-WAN and Signal Propagation in Different Terrains:
From (7), it is clear that adequate knowledge of the terrain is required in the network design. Some models derived from empirical studies have been reported to provide more realistic path loss. In particular, the Hata-Okumura model, which is based on various Okumura correction functions is widely used for predicting path loss in RF planning in the wireless communication industry. The key strength of this model is that it caters for different field scenarios, such as large cities, small suburban and rural environments [65] - [68] which has influenced its wide acceptance. In its general form, the model can be expressed as PL Hata for suburban, open and rural areas, a(h t ) is defined as
where h t is the height of the remote terminal (IoT endpoint) antenna above the ground. Also, the parameter c t is the correction factor defined as 
For the various access technologies, the path loss in different environments is presented in Figs. 3 and 4 . By applying (8)-(11) using the parameters in Tables II and III,  Figs. 3 and 4 , respectively, illustrates the path loss in urban and rural environments for the scenario presented in Fig. 1 . These results generally agree with the literature, for instance Fig. 3(a) closely aligns with the coupling loss of 156 dB reported in [22] for LTE-M. It can be seen in Fig. 3 that at a distance of 3 km between the transmitter and receiver, RPMA and LTE-M each incurs additional path loss of about 9 and 11 dB in rural and large cities, respectively, relative to Sigfox/LoRaWAN. At 10 km, the additional path loss experienced by RPMA and LTE-M are 8.2 and 9.2 dB in rural areas as well as 12 and 13 dB, respectively, in large cities (compared with Sigfox/LoRaWAN). These results are within the range of those in [6] and [27] which reported that LP-WAN could achieve up to 20 dB improvement over cellular systems. It is also noted that RPMA and LTE-M are more susceptible to path loss than LoRaWAN and Sigfox. The amount of loss also depends on the nature of the obstacle (Table III) , the results in this section, however, show that as the frequency increases, the ability to overcome obstacles drastically reduces. The 868 MHz technologies require significantly taller masts or towers. If that is considered against the fact that attenuation is more pronounced in the >2 GHz region and many ISM radio equipment (e.g., Wi-Fi and ZigBee) also share the 2.4 GHz band, then the system designers and implementation engineers need to consider the delicate balance between network reliability, cost, and efficiency in the choice of radio technology. Although more bandwidth is available in 2.4 and 2.6 GHz compared to 868 MHz, however, Figs. 3 and 4 show that at every distance, the 2.x GHz technologies (RPMA, LTE-M) incur at least 9 dB additional path loss which suggests that they are less able to overcome the effects of obstacles.
2) Non LoS Propagation: For IoT applications in urban environments lined with high rise buildings and tall street furniture, non LoS (NLOS) links arise when the gateways and IoT end points are located on two parallel or intersecting streets. With a rectangular street grid, signals experience reflection off the walls as well as diffraction at the building corners [69] and other vertical structures, such as lamp posts and bus stop signage, located near the street junction or parallel street. In such cases, the arriving signals undergo multiple reflections from the walls on the main and side streets as well as scattering around the vertical objects. The 1-turn path loss, relative to free space can be expressed as [70] PL 1−Turn = PL LOS . cos 2 ϕ S 2 .
where x 1 , x 2 are the distances from the intersection to gateway and end device, respectively, S is the scattering parameter and ϕ is the viewing angle from the gateway to end device which depends on the heights of the antennas. The PL LOS term in (12) is the ITU-LOS path loss model defined as (13) where δ is the environmental parameter, d is the total distance x 1 + x 2 , and d c is the cross-over distance. In general, PL LOS will vary across different environments, depending on building heights, antenna height, and the amount of waveguide provided by the street canyon. By employing a virtual source at the center of the intersection and capturing local street variables, such as main street width, side street width, as well as distance from gateway antenna to the main street wall, it has been reported that the NLOS path loss can be written as [71] , [72] 
where w t , x t are the main street width and distance from gateway to the wall, respectively. While (13) includes the waveguide and 1-turn corner-turning effects of the path, (14) captures local street characteristics in addition. We have chosen w t to cater for shared surface street (used by pedestrians and vehicles in U.K., minimum 4.8 m [73] ) and assume a regular shaped junction such that main and side streets are of equal widths. Fig. 5 illustrates the effects of d c and street characteristics on NLOS path loss in urban street canyons for low and medium altitude IoT applications. The path loss significantly increases when d > d c . In other words, reflection dominates the path loss when the receiving end device is close to the street junction, up to the cross over distance d c . This is because the rays from the main street bend and arrive on the side street at an incidence angle close to 90 • which results in very little or no refraction. Thereafter, the signals are reflected multiple times as they propagate further down the side street. Hence, for end devices located far from the junction, (beyond d c ), the path loss is dominated by diffraction. By increasing the height of the end device from 0. 
VI. NETWORK PERFORMANCE ANALYSIS
In this section, we compare performance of the various LP-WAN technologies using the system parameters in each specification according to its data sheet and the scenario in the previous section. A sensitivity analysis is also conducted for each specification in urban area. The outcomes provide useful insights for attaining the tradeoff between network optimization and design complexity on one hand and cost on the other. We also examine the energy consumption and its dependencies in different use-cases. The battery life and energy consumption discussed in this section are with respect to the radio transceiver and includes transmit and receive consumption only. Other device components, such as micro-controller unit, wait windows, sleep currents, and other latent consumption in the system are not included.
A. Coverage
One of the key performance metrics in wireless systems is the communication range. Given the scale of IoT in terms of applications, one of the challenges is how to ensure that the selected access technology is capable of providing adequate coverage for the area of interest. While coverage is relatively less constrained in rural and open areas, it is more challenging in large urban environments, such as metropolitan areas with heavy presence of high-rise modern buildings, road side furniture, such as street lights (lamp posts) and other man-made obstacles that reduce signal strength. By substituting (8)- (11) into (7), the maximum range can be expressed as (15) where y 1 = 69.55 + 26.16 · log 10 f , y 2 = 13.82 · log 10 h g , k t= a(h t ) + c t and b h = 44.9 − 6.55 · log 10 h g . Fig. 6 illustrates the maximum range achievable in rural and suburban areas using the main access technology specifications outlined in Table II. In particular, this figure shows that the coverage of each technology is dependent on the transmit power. In practice, coverage will vary among sites depending on the field characteristics. For example, the presence of multiple obstacles, such as trees or walls along the propagation path will also add to the attenuation of signal power. It is seen in Fig. 6 that in rural areas, using equal transmit power in the specifications considered, NB-IoT offers a significantly wider coverage (57.79 km at 40 dBm) than LTE-M (8.57 km at 40 dBm) in the cellular Table II indicates that LTE-M and RPMA provide higher link budget than LoRaWAN, the low obstacle loss in LoRaWAN means that given the same transmit power and operating condition, it is more resilient to obstructions which improves the signal power reaching the end device from the gateway. On the other hand, even with lower transmit power of NB-IoT than LTE-M, the former relies on its better sensitivity and higher antenna gain to significantly extend the network coverage.
Similarly, the range in urban environment is illustrated in Fig. 7 . The figure shows coverage of 2.89 km (NB-IoT), 2.68 km (LoRa), and 1.74 km(WavIoT) in large urban areas, meaning that NB-IoT end device can receive signal farther away from the gateway than LTE-M while LoRa receives the farthest signal among the noncellular technologies. Thus, the sub-GHz technologies are particularly beneficial in rural areas, where masts are less likely to be spread out. They also have some advantages in cities, because the sub-GHz technologies have lower penetration losses across brick walls, vegetation, concrete, metals, etc, which is suitable for underground applications, such as standpipe monitoring. As we move from small to large cities, the performance of RPMA further diverges from Sigfox. This is mainly due to their lower resilience to obstacle losses in large urban areas. Fig. 7 shows that RPMA and LTE-M are poor at traveling over long distances, which requires the towers to be closer together to deliver reliable coverage. Hence, 2.x GHz technologies may be less attractive in some rural deployments and deep indoor applications. Given the wide range of frequency and different modes of deployment supported by NB-IoT, it can be used in >GHz band or sub-GHz to cater for IoT connectivity in different terrains. In [32] , the field experiments using LoRa deployment to cover the city of Padova in Italy reported a network coverage of about 1.2 km. This closely aligns with our result for small cities in Fig. 7 (a) (1.4 km) based on LoRaWAN system specification with gateway transmit power of 21 dBm employed in this paper.
Figs. 6 and 7 show that the 868 MHz technologies for instance do not exhibit the same coverage performance even when operated at the same frequency and equal transmit power. This is mainly due to the differences in the systems design and configurations. For each technology type, the equivalent isotropically radiated power (EIRP) and SNR are also calculated. The EIRP is the output power radiated from the tip of the gateway antenna. Using the PL results in Fig. 3 , the EIRP and nominal SNR for suburban environment at different link distances are summarized in Table V (for the downlink only).
In many wireless systems, such as Wi-Fi, the target SNR is usually 20 dB or higher to ensure reliable communication [63] . However, as seen in Table V , at link distance of 20 km, Sigfox and LoRaWAN yield SNR of 9.7 dB while RPMA offered 9.4 dB. These low SNR values are indications that the connectivity between IoT end point and gateway may be impaired with high frame error rate which will ultimately result in suboptimal link performance. In order to provide remedies for this condition, the following options can be explored. 1) Improve receiver sensitivity.
2) Increase the transmit power.
3) Use higher gain antenna. 4) Where possible, remove obstacles or other sources of losses. 5) Increase the antenna height. 6) Increase gateway density by deploying more base stations which will reduce the distance from gateway to IoT end point. Some of these factors are investigated as part of the sensitivity analysis in the next section.
B. Sensitivity Analysis and Network Optimization
We observed from Fig. 7 that coverage limitation is more imminent in urban areas, therefore the objective of this section is to investigate ways to optimize network performance by conducting a sensitivity analysis. Equations (11) and (15) as well as their dependence on field parameters suggest that some variables can be tuned to optimize performance of the communication network. As the current LP-WAN specifications employ different values of system parameters, percentage changes are employed instead of absolute values. In each case, a variable is changed by a fixed percentage and the resultant improvement or degradation in the network coverage is estimated. Thus, the transmit power, antenna gain, receiver sensitivity, and the height of gateway antenna are varied within ±10% in succession.
Figs. 8 and 9, respectively, illustrates the coverage gain in large cities and metropolitan areas. In each case, the outcome is compared among four access technologies and it can be seen that the network responds to the changes in different degrees. In Fig. 8, LoRaWAN and Sigfox exhibit similar performance and trend until 3% change in system parameter. Beyond that point, LoRaWAN outperforms Sigfox and this is more pronounced from 8%-10%, where LoRaWAN provides more coverage gain. LP-WAN transceivers are engineered to be very sensitive. As a result, the end points can detect signals that are smaller than transmit power by many order of magnitude. Fig. 8 , however, shows that by increasing the receiver sensitivity by 10%, LoRaWAN and Sigfox can extend coverage by 141.7% and 129.57%, respectively, meaning a comparative gain of 12.13% in favor of LoRaWAN. Furthermore, Fig. 9 illustrates the additional coverage gain when similar parameters are varied in RPMA and LTE-M. It is observed that a 10% improvement in receiver sensitivity can increase coverage by 135.56% in RPMA and 19% in LTE-M. It is further noted that increase in transmit power alone yields about 17% coverage improvement in the best case [ Fig. 9(a) ]. Similarly in Fig. 10 , it is observed that with a 10% improvement in NB-IoT 882 MHz receiver sensitivity, coverage can increase by about 398% while a similar change in transmit power and antenna gain yields 130% and 122%, respectively. In the case of NB-IoT 1840 MHz, a 10% improvement in sensitivity yields about 191% coverage gain while a similar change in transmit power and antenna gain enhance coverage by about 34% and 30%, respectively. Based on the specifications and parameters employed in this paper, we can see in Figs. 8-10 that among the system parameters employed, receiver sensitivity and transmit power are two of the key parameters for optimizing LP-WAN coverage. This approach affords the opportunity to identify the most sensitive parameters. With such knowledge, system designers and engineers can explore further ways of tweaking the identified parameters in a manner that is cost-effective without compromising network reliability, power requirement or other key performance indicators of the access networks.
While increase in antenna gain, transmit power and antenna height can improve the received signal level, they also increase the chances of higher interference. Therefore, the pros and cons of each optimization approach needs to be carefully considered.
C. Transmission Delay
The transmission delay of a message of length | | bits can be determined from Shanon-Hartley theorem as
where σ (dBm) = P t − α is the receiver sensitivity (P t is the transmit power and α is the coupling loss), β is a correction factor to account for difference between Shanon limit and realistic systems and N 0 is the thermal noise power spectral density which is about −174 dBm/Hz. The minimum time required to transmit message A is achieved when ε −→ ∞. This is supported by the fact that larger bandwidth causes messages to be transmitted faster such that [74] 
Equations (16) and (17) further imply that given a fixed receiver sensitivity in each LP-WAN specification, the transmission delay depends on the data rate and message length. Sending 50 byte payload in LoRaWAN in Europe in some cases can take approximately 2.8 s using the minimum data rate (SF12) and 0.154 s using the maximum data rate (SF7). This means that the end devices have to wait 4 min 37 s after each transmission in the former and 15.25 s in the latter. However, Fig. 11 indicates that if the payload size is reduced by 20%, the time-on-air (ToA) can decrease by 328 and 61.44 ms for SF12 and SF7, respectively. ToA for LoRaWAN is significantly affected by both payload size and SF. However, as seen in Fig. 11 , the impact of SF is higher than that of the payload, which implies that for a given payload, the ToA increases more rapidly with the SF value. The reason is that SF 7 and SF 12 offer the highest and lowest data rates, respectively. Therefore, increasing the SF is equivalent to reducing the network throughput and if all other parameters remain unchanged, the penalty for that is higher ToA which will also impact the end-to-end latency experienced by the software (application).
D. Energy Consumption
To investigate the energy consumption of the IoT end devices, this paper adopts the first order radio energy dissipation model introduced in [55] and subsequently applied in other studies, such as [56] and [75] . In estimating the battery life of the transceivers, we adopt the E91-AA alkaline battery model and apply its operational characteristics [76] . According to [55] , the transmitter consumes energy to operate the radio electronics and the power amplifier while the receiver consumes energy to run the radio electronics as shown in Fig. 12 . The energy required to transmit a k-bit message from the IoT end device to the gateway over a distance d can be defined as
where E Tx elec is the electrical energy consumed by the electronic circuit of the transmitter radio and depends on signal processing techniques, such as modulation, spreading, and coding, while E Tx amp is the communication-related energy consumed by the amplifier which depends on the environmental factors including the distance from transmitter to receiver. At the receiver, since Fig. 11(a) showing WavIoT, LoRa, Sigfox, RPMA, and NB-IoT. the radio only needs energy to operate the electronics to detect the signal, the energy consumed is Both the free space and multipath-fading channels are considered in the energy model, depending on the distance between the gateway and end device. If the transmission distance is less than a certain threshold d c , the free space model (d 2 power loss) is used, otherwise the multipath model (d 4 power loss) applies [55] . Therefore, power control can be employed to invert this loss by setting the power amplifier value of E Tx amp at the transmitter in a way that ensures that adequate signal power arrive at the receiver. Thus, the transmitter energy consumption can be written as
where the threshold distance is define as d c = 4π √ L(h g h t /γ ), L ≥ 1 is the system loss factor and γ is the wavelength of the signal. Applying the parameters in Table II , if the gateway is 12 m high and the end device is 0.5 m (low altitude applications, such as smart agriculture and smart cities) with L = 1 (assume no system loss), the d c for WavIoT/Sigfox/LoRa, RPMA and LTE-M are 218.18 m, 603.26 m and 653.54 m, respectively. Fig. 13 compares the transmit energy consumed per message for the LP-WAN technologies considered in this paper. It can be seen that overall, LTE-M consumes the highest amount of energy for every message sent by the IoT end device, followed by RPMA. For distances below 2 km, the technologies consume approximately equal amount of energy. However, beyond 2 km, the performance gap increases rapidly with distance.
Here, we apply a duty cycle of 1% (corresponding to 140 messages per day) to the devices to conform with the regulatory requirements in Europe and analyze the energy consumption of the devices. Fig. 14 presents the estimated battery life in the devices when deployed with the LP-WAN technologies and operated at different temperatures. This figure shows clearly that the operating temperature is a key determinant of battery life. In particular, extremely cold temperature can significantly shorten the active lifespan of the end device due to rapid degradation of its battery's capacity. Nevertheless, based on the configurations employed in this section, LoRa appears to be the most promising to support long battery life while LTE-M provides the shortest battery life across the temperatures investigated. For example, with a coverage requirement of 25 km, Fig. 14 respectively. However, when the temperature drops to −20 • C, the figure indicates that the battery life reduces to about 7.32 years for LoRaWAN, Sigfox, and WavIoT as well as 7 and 4.2 years for RPMA and LTE-M, respectively. These results generally suggest that even with the same system configurations and battery capacity when IoT devices are deployed, their active lifetimes will vary across regions according to the local temperature and seasonal variations. These results can potentially offer useful insights into the planning, designing, and management of the IoT access networks, especially in use-cases, such as haulage/logistics, smart agriculture, and many smart city scenarios in which the sensors may be unavoidably exposed to extreme weather conditions.
In Fig. 15 , we present the variation of daily transmit energy consumption with payload size for different coverage requirements using LoRaWAN. Although the effect of distance is generally more pronounced, the figure indicates that energy required is significantly affected by message size as well. For example, for a coverage distance of 50 km, reducing the message size by 20% can result in transmit energy savings of about 47 μJ per message and this can extend the device life. The availability of SF in LoRaWAN provides a way to further tradeoff between system variables and energy consumption, thereby offering additional degree of flexibility in IoT access network design.
VII. CONCLUSION
Current IoT access technologies are optimized for different end-use applications. This paper showed that each of RPMA and LTE-M incur at least 9 dB additional path loss compared with Sigfox and LoRAWAN. That means they are more suitable for short range applications. In real deployments, the alternatives include the use of higher gain antennas or reduction of coverage per gateway both of which impact the deployment cost.
To illustrate the consequences of link budget on system performance, parameters were adopted from the LP-WAN datasheets. The results consistently indicated that receiver sensitivity is the most significant variable in LP-WAN optimization, followed by transmit power. For example, it was shown that with a 10% improvement in receiver sensitivity, LoRaWAN can increase network coverage by about 142% and Sigfox by 130%, whereas with similar receiver sensitivity in NB-IoT 882 MHz and LTE-M, the coverage gains were about 398% and 136%, respectively.
Across the technologies, the active device life is affected by payload size, distance, and environmental conditions, such as temperature. In addition to the applied load, it was observed that extreme weather conditions can significantly reduce active device life of IoT objects in the LP-WAN. Compared with environmental temperature of 40 • C, the results indicate operating the IoT devices at a temperature of −20 • C, can reduce the device life by about half; 53% (WavIoT, LoRaWAN, Sigfox, RPMA) and 48% in LTE-M. Indoor signal propagation is remarkably different from outdoor due to the plethora of objects contributing to the interference level as well as attenuation from different objects some of which are outlined in Table IV . Thus, our future work in this area includes the investigation of the effects of indoor losses on IoT network performance using the LP-WAN technologies discussed in this paper and any future ones available. Distance: gateway antenna to wall on main street.
