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Abstract 
Face recognition, although being a popular area of research for over a decade has 
still many open research challenges. Some of these challenges include the 
recognition of poorly illuminated faces, recognition under pose variations and also 
the challenge of capturing sufficient training data to enable recognition under 
pose/viewpoint changes.  With the appearance of cheap and effective multimodal 
image capture hardware, such as the Microsoft Kinect device, new possibilities of 
research have been uncovered. One opportunity is to explore the potential use of 
the depth maps generated by the Kinect as an additional data source to recognize 
human faces under low levels of scene illumination, and to generate new images 
through creating a 3D model using the depth maps and visible-spectrum / RGB 
images that can then be used to enhance face recognition accuracy by improving 
the training phase of a classification task..  
With the goal of enhancing face recognition, this research first investigated 
how depth maps, since not affected by illumination, can improve face recognition, if 
algorithms traditionally used in face recognition were used. To this effect a number 
of popular benchmark face recognition algorithms are tested. It is proved that 
algorithms based on LBP and Eigenfaces are able to provide high level of accuracy 
in face recognition due to the significantly high resolution of the depth map images 
generated by the latest version of the Kinect device. To complement this work a 
novel algorithm named the Dense Feature Detector is presented and is proven to 
be effective in face recognition using depth map images, in particular under well-
illuminated conditions. 
Another technique that was presented for the goal of enhancing face 
recognition is to be able to reconstruct face images in different angles, through the 
use of the data of one frontal RGB image and the corresponding depth map 
captured by the Kinect, using faster and effective 3D object reconstruction 
technique.  Using the Overfeat network based on Convolutional Neural Networks 
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for feature extraction and a SVM for classification it is shown that a technically 
unlimited number of multiple views can be created from the proposed 3D model 
that consists features of the face if captured real at similar angles. Thus these 
images can be used as real training images, thus removing the need to capture 
many examples of a facial image from different viewpoints for the training of the 
image classifier. Thus the proposed 3D model will save significant amount of time 
and effort in capturing sufficient training data that is essential in recognition of 
the human face under variations of pose/viewpoint. The thesis argues that the 
same approach can also be used as a novel approach to face recognition, which 
promises significantly high levels of face recognition accuracy base on depth 
images.   
Finally following the recent trends in replacing traditional face recognition 
algorithms with the effective use of deep learning networks, the thesis investigates 
the use of four popular networks, VGG-16, VGG-19, VGG-S and GoogLeNet in 
depth maps based face recognition and proposes the effective use of Transfer 
Learning to enhance the performance of such Deep Learning networks.  
Yaser Saleh, July 2017 
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Chapter 1  
Introduction 
Face recognition can be described as a procedure for recognizing a person’s face 
from an image, where an algorithm would be prepared to understand the main 
features, textures, or any other major characteristic of the face, in order to match 
new face images with existing ones. Over the years, face recognition has remained 
a popular area of research in computer vision and machine learning [35].  Despite 
the significant amount of research conducted in face recognition, addressing this 
problem under significant variations of scene illumination changes and face 
pose/viewpoint variations have remained both a theoretical and practical challenge 
to date.  
In the recent years, a new device was introduced by Microsoft with the name 
of The Microsoft Kinect. The device was first introduced to be a gaming add-on, but 
later on, research in the area of face recognition found applications for it due to the 
fact that it has both a visual spectrum / RGB sensor and also an Infrared spectrum, 
depth sensor that are able to simultaneously capturing the RGB and Depth map 
images of a face. The depth sensor that provided what are called “Depth Maps”, 
provide a detailed pixel by pixel depth of the area in front of the device/camera. The 
Kinect sensors attracted the attention of much research around different aspects of 
computer vision; one of the most interesting is the use of the depth sensor data for 
face recognition and for 3D model creation. This research resulted in many papers 
being published in literature explaining how the sensor can be used to create new 
face recognition algorithms and techniques and how multiple depth images can be 
combined to construct a 3D model of a face for both computer vision and computer 
graphics related applications. The fact that Depth map images at present can 
provide reasonable resolutions, 640×480 pixels, gave an advantage of using depth 
CHAPTER 1: INTRODUCTION   2 
  
 
maps for 3D features extraction but with a disadvantage of having a lower quality 
of image as compared to high resolution 2D cameras [3].  
Another area which has taken the computer vision community by storm in 
recent years is Deep learning and Convolutional Neural Networks (CNNs), which 
have significantly improved the state of the art in machine learning in many 
computer vision applications. One of the biggest reasons leading to the success of 
such methods is the availability of compute power in present day computers backed 
by GPU processing capabilities and the availability of large datasets of data that 
can be used for their training. The ImageNet Large Scale Visual Recognition 
Challenge (ILSVRC) [47] was a major contributor in providing this large amount of 
data for general image classification tasks. Lately, researchers have made datasets 
available for segmentation, detection, and scene and object classification [36, 76]. 
This allowed the publication of multiple deep learning networks which presented 
new and highly efficient ways to extract features and classify objects.  
Unfortunately, in the area of deep learning and face recognition, there was a 
clear lack of large scale public datasets, mostly because most of the recent advances 
in the face recognition community remain limited to Internet giants such as 
Facebook and Google. For example, one the most recent face recognition method 
published by Google [48] was trained using 200 million images with eight million 
distinctive identities, which showed how large the size of this dataset is, which is 
almost three times larger than any publicly available face dataset, as shown in 
Table 1.1. It goes without saying that building a dataset this large is beyond the 
capabilities of most international research groups in the world [44]. 
Table 1.1: Major Datasets comparison 
Dataset Identities Number of images 
WDRef [9] 2,995 99,773 
CelebFaces [60] 10,177 202,599 
Facebook [63] 4,030 4.4 Million 
Google [48] 8 Million 200 Million 
 
Given the above observations, recent trends and significant advances in both 
multimodal image capture and machine learning there is potential to try and 
attempt to resolve two main outstanding research challenges of face recognition, 
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i.e. face recognition under extreme variation of illumination, approaches levels of 
pure darkness and face recognition under variations of pose and viewpoint. 
1.1 Research Motivation 
It is known that a depth map can define the unique 3D shape variations of a 
human face. Often such 3D shape details may be more effective in uniquely 
recognising a human face, beyond the capabilities of using texture, appearance, 
and colour/contrast variations in two dimensions, of a human face. Shape provides 
a more robust feature that is unlikely to change with daily appearance changes of a 
human or changes that may occur due to aging etc. Therefore if multimodal image 
capture technology has advanced to a stage where depth map images of 
significantly high resolution can be captured, it should be possible to use these 
depth map images to even replace RGB images to perform face recognition. This is 
a fundamental motivation factor of the proposed research. 
In addition to the above, it is well known that traditional machine learning 
algorithms that are used for face recognition based on RGB images requires 
sufficient training data to enable high levels of face recognition accuracy. To 
support the development of such algorithms a large number of human face 
databases have been made available in the public domain. Such databases have 
thousands of images that can be used for training learning algorithms and 
subsequent testing. With the very recent advances of deep learning technologies, 
that are driving the paradigm shift of learning technology from the traditional to 
the deep learning systems, one needs very large databases to train the systems to 
obtain the full potential improvements that deep learning algorithms can provide. 
To this effect companies such as Google and Facebook have embarked on 
commercial projects that have proven the capabilities of deep learning systems in 
face recognition. A number of databases have also been made available in the 
public domain that one could utilise for face recognition. However if one is to 
develop deep learning systems for face recognition based on depth images, this will 
only be possible if very large depth image databases of human faces are available. 
Unfortunately at present as this research lies in its infancy, such databases are not 
available. However recent research in Transfer Learning [see section 2.4.2] 
supports the possibility to transfer the learning that a deep learning system can 
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undergo based on visible spectrum facial images to the accurately learn based on 
smaller depth image database. This possibility is a second significant motivating 
factor of the research presented in this thesis.  
The above two key factors of motivation leads to the aim and objectives of the 
research conducted within this thesis. 
1.2 Aim and Objectives 
The aim of this research work is to investigate the use of depth maps in face 
recognition making effective use of recent advances in depth sensor technology and 
in deep learning networks. 
The specific research objectives are listed below: 
 To carry out a detailed literature review and a background study in the 
areas of face recognition using depth images, machine learning algorithms 
used in face recognition using visible spectrum images and the use of deep 
learning in face recognition and related areas of research.  
 To build an appropriately sized depth and RGB image dataset for use in the 
experiments to be conducted within the scope of the proposed research that 
has ground truth that can be used for validation purposes. 
 To investigate the use of traditional face recognition algorithms such as 
Eigenfaces, Local Binary Patterns, in the recognition of faces using depth 
map images and to propose a novel approach to depth map based face 
recognition using Dense Feature Recognition.  
 To investigate the concept that depth maps work better than normal images 
when used under poor illumination conditions, comparing/contrasting the 
accuracies obtained by both data modalities under extreme variation of 
illumination and using above algorithms. 
 To develop a fast and efficient way to create a dataset of visible-spectrum 
face images by building a 3D model for a face using a single view captured 
by a Kinect 2 device that includes a single RGB image and the 
corresponding depth image. 
 To investigate the potential of developing a novel face recognition algorithm 
based on the newly created face dataset from 3D face reconstruction above, 
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where the Overfeat network is employed as a feature extractor and a 
Support Vector Machine (SVM) is used as a classifier. 
 To rigorously investigate the capabilities of the Overfeat network to perform 
face recognition based on depth map images, and to compare the accuracy 
thus obtained with standard benchmark algorithms such as the Eigenface 
and Local Binary Patterns. 
 To investigate the use of four popular deep learning networks for face 
recognition based on depth map images, based on using transfer learning 
approaches to take best advantage of these networks that are already well 
trained for face recognition of visible spectrum facial images.  
 To identify the limitations of the proposed techniques and outline the future 
directions of research. 
1.3 Contribution of Research 
The research work carried out in meeting the above aims and objectives has 
resulted in a number of original contributions to the face recognition and deep 
learning domain. The key contributions of this research are outlined in each 
subsection below. 
1.3.1 Captured a New Multi-Modal Face Dataset 
Since there was a lack of datasets in the public domain that contained both RGB 
and depth map images of facial images, this research captured and presented a 
new multi modal face image dataset for the purpose of face recognition using the 
new Microsoft Kinect V2. This image dataset will be made publicly available. 
1.3.2 Investigated the use of Traditional Face 
Recognition Algorithms in Depth Map based Face 
Recognition 
In literature there has not been any previous attempt to critically ascertain the 
suitability of traditional face recognition algorithms such as the Eigenface and LBP 
based approaches in depth map based face recognition. The research conducted 
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within the context of this thesis has rigorously investigated this concluding the 
capability of using depth maps only to obtain face recognition accuracy rates of up 
to 91.33% under extremely low level of illumination.   
1.3.3 Proved the capability of depth maps being used for 
face recognition under poor levels of illumination 
The experiments conducted within the context of this thesis has proved that the 
depth map images of reasonable resolution can be effectively used for face 
recognition under extremely poor lighting conditions, superseding by up to 45% the 
face recognition accuracy results that can be obtained by visible range (i.e. RGB) 
images under the same level of illumination.  
1.3.4 Presented a Novel Technique for 3D Face Model 
Creation and Usage 
This thesis presents a new methodology for building a data set of facial images 
with viewpoint variations, starting from a RGB image captured in one direction 
and its corresponding depth map. It show how the 3D model that is created can be 
used to solve the problem of having to capture facial images from many pose 
variations to enhance the training process of a traditional face recognition system.  
1.3.5 Presented a Methodology that Employs Overfeat 
and a SVM for Face Recognition  
This research provides proof that it is possible to use a pre-trained deep learning 
network, such as the Overfeat, for effective facial feature extraction, which can 
subsequently be used in training a SVM based classifier to improve face recognition 
accuracy reaching 100% for the tested image dataset. The focus here was face 
recognition using visible spectrum / RGB images. 
1.3.6 Showed the Capabilities of the Overfeat Network in 
Depth Map based Face Recognition  
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This research provided proof that it is possible to use a pre-trained deep learning 
network, such as the Overfeat, to extract features from depth maps, and use them 
in effective depth image base face recognition.  Further the experiments showed 
how the network would adapt to the different types of multimodal data to provide 
the best accuracy results possible. 
1.3.7 Presented a Novel Technique for Face Recognition 
with Deep Learning 
This thesis presents a new approach to utilizing deep learning networks in depth 
image based face recognition, where a pre-trained neural network on RGB images 
was fine-tuned via concepts of transfer learning to work with depth maps to 
provide the highest accuracy currently possible with a small batch of depth maps 
provided from the previously captured dataset.  
1.4 Organization of the Thesis 
For clarity of presentation, the thesis is organised into eight chapters, including 
the Introduction chapter, and can be seen as follows: 
 Chapter 2 explains in detail all fundamental concepts required for 
understanding the ideas and approaches proposed in the following 
chapters of this thesis. At the start of this chapter, the new Microsoft 
Kinect is presented, where its features and components are explained 
thoroughly. After that, the basic face recognition process is described, 
including how the face recognition techniques used in this research 
actually function, explaining the Eigenface, the Local Binary Patterns 
techniques, and finally explaining the work done in relation to what is 
referred to as Dense Features Detection\Extraction. Furthermore, the 
Overfeat network structure was described and how it works was explained, 
and finally the Support Vector Machine technique is shown and explained. 
 Chapter 3 introduces the reader to the different aspects that relate to this 
thesis through a collection of the recent literature. Firstly explaining the 
work done with depth map databases created, and showing how different 
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algorithms and techniques were created and\or applied aiming to either 
recognize or detect human faces. Furthermore, it explores the research 
done on face recognition using multiple 3D techniques, how it worked at 
what might be different from this work. Finally, deep learning research 
that was produced to enhance and challenge standard face recognition 
algorithms is presented and summarized. 
 Chapter 4 introduces the procedure of creating the database that will be 
used in the following experiments, explaining the process of building a test 
database containing face images in RGB and in depth mode, then, the 
chapter goes into the evolution of the database needed for the following 
experiments, also, details concerning the setup created for the recording of 
the data is detailed, while at the end the database structure is clarified 
and the preparations applied on the images are clarified. 
 Chapter 5 initially presents a Dense Face Recognizer (DFR), where the 
way it works and how it was created is thoroughly explained to later on be 
used in the experiments, afterwards, several different experiments are 
discussed; testing two benchmark face recognition algorithms and the new 
DFR algorithm, where all results are explained and compared in regards 
to the ability of enhancing face recognition using any, some, or all the 
proposed algorithms. 
 Chapter 6 primarily presents how the Overfeat network will be used and 
how the data will be passed through to the classifier to be later used in the 
experiments, afterwards, several different experiments are discussed, 
where all results are explained and compared in regards to the ability of 
enhancing face recognition using the proposed feature extractor and 
classifier. 
 Chapter 7 provides a new application and experimentation of the Overfeat 
network, where the steps of application are explained, and carried out 
experiments are shown where results provided new discoveries about the 
Overfeat network and the way it works with different data such as depth 
map images. 
 Chapter 8 introduces how face depth map images can be utilized with deep 
learning techniques, and presents how fine-tuning, can help train a 
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network with a small batch of depth images. Furthermore, the chapter 
explains the importance of depth maps and how transfer learning was 
used instead of normal training techniques through the use of popular 
network architectures. 
 Chapter 9 summarises the research presented within the thesis drawing 
overall conclusions. It also suggests possible future improvements and 
enhancements.  
 10 
 
Chapter 2 
Theoretical Background 
2.1 Introduction 
This chapter introduces the reader to the fundamentals of the technology, systems, 
algorithms and mathematics used in subsequent chapters that make positive 
contributions to the state-of-art in face recognition research and development.  
First it presents the new Microsoft Kinect (v2). Its features and components 
are explained thoroughly since it provides the main data for the proposed research. 
Subsequently the basics of a face recognition process is described, showing the 
basic architecture of any face recognition algorithm, including how the face 
recognition techniques used in this research function. Further an explanation of 
the concept of an Eigenface, the Local Binary Patterns feature extraction 
techniques, and the work done in relation to what is referred to as the Dense 
Features Detection\Extraction, showing how Dense and Interest points in an 
image can be used to extract features from images are also presented. Moreover, 
how Convolutional Neural Networks function and how transfer learning can be 
used to enhance learning and increase accuracy is described. Additionally, a deep 
learning-based Convolutional Neural Network called Overfeat is presented and 
explained, showing how it was built and how it will be used to extract features for 
face recognition purposes. Finally, the Support Vector Machine model that will be 
used in a part of this research is explained. 
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2.2 The Microsoft Kinect v2 
Microsoft Kinect is a device first released by Microsoft as an add-on to the gaming 
console Xbox360. However, after the remarkable capabilities that was seen in the 
device, the development community started working and developing applications 
depending on the sensors embedded in the Kinect. In October 2014, the Software 
Development Kit for the second version of the Kinect was released by Microsoft, 
giving the ability for everyone to develop applications and experiment the new and 
improved Kinect [40]. As a device it provides synchronized colour and depth 
images, that can be processed as needed. Further, the device has an algorithm that 
captures the human in 3-D, and therefore enables the human to use his/her body as 
the controller of the game or application. With the visual (RGB) and depth 
information provided by the Kinect, the possibility of finding new solutions for 
some classic problems in the computer vision field is higher than before. As soon as 
the Kinect was released, a large number of scientific papers started to appear, 
which proves the capabilities that can be found in the device [19]. 
The Kinect consists of two synchronized components, the hardware, and the 
software set up on top of the hardware. A comparison between the first version and 
the second version can be seen in Table 2.1. Looking at both versions, the hardware 
contains three main components, the RGB camera, the 3D depth sensors, which 
provides depth values instead of pixel values for the area in front of the Kinect, and 
an array of microphones installed along the Kinect (Figure 2.1). These components 
will be able to provide RGB images, depth maps, and audio signals simultaneously. 
With these hardware components comes the software, giving the developers the 
ability to create applications for different uses. These software tools provide the 
ability to handle the RGB images, capture the motion of the human, do some face 
recognition, and even recognize voice commands [19]. 
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Figure 2.1: Kinect 2 components 
Table 2.1: Kinect 1 and 2 comparison [12] 
Feature Kinect 1 Kinect 2 
Colour Camera 640 x 480 @30 fps 1920 x 1080 @30 fps 
Depth Camera 320 x 240 @30 fps 512 x 424 @30 fps 
Field of view 43° vertical by 57° 
horizontal 
60° vertical by 70° 
horizontal 
Max Depth Distance 4.5 Meters 4.5 Meters 
Min Depth Distance 0.4 Meters (Near Mode) 0.5 Meters (One Mode) 
Max Skeletons Tracked 2 6 
Skeleton Joints Detected 20 25 
 
The Microsoft Kinect doesn’t only offer coloured images and depth maps; one 
of the biggest innovations behind the Kinect is the skeletal tracking algorithm. The 
skeleton tracker can track up to six people with all their body joints. To be detected 
by the Kinect the user should be standing or sitting while facing the Kinect, as 
standing while your back is to the Kinect, or standing sideways, will give the 
Kinect a challenge to detect the person. 
Furthermore, some other new features were added to the Microsoft Kinect 2, 
such as, the ability to detect not only new joints, but also recognize the orientation 
of these joints. Furthermore, a new Infrared (IR) capability was added, so it can be 
possible to use the IR and colour streams at the same time, producing a resolution 
of 512 x 424 @30 fps, all visual streams provided by the Kinect can be seen in 
Figure 2.2. 
Colour Camera 
Depth Sensor 
(IR Projector, IR Camera) 
 
Microphone Array 
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Figure 2.2: The three views of the Kinect 2 [40] 
2.3 Face Recognition 
Face recognition can be explained as the process of recognizing an image of a 
person’s face, after training an algorithm to understand the features, textures, or 
any other major characteristic of the face. Many algorithms were proposed 
throughout the years in the field of face recognition, such as the use of Eigenfaces, 
Local Binary Patterns, and Fisherfaces, all of which had one goal, i.e. to be able to 
mechanically recognize human faces through a computer program. Any face 
recognition procedure starts with a video stream or image passed into a face 
detection algorithm, which initially detects and crops the face area from the 
original image, Afterwards, the features of the face are extracted to be used in a 
feature matching phase, where the test image features are compared with stored 
features of trained images. Then a score for the matching procedure is sent off to a 
decision maker to disclose if the face has been recognized or not (Figure 2.3). 
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Figure 2.3: The process of a face recognition system [46] 
2.3.1 Eigenface 
Eigenface was first introduced as a face recognition technique in 1991. The goal 
was to try and extract as much relevant information from a face image and then to 
encode these information as efficient as possible to be able to compare this 
encoding with other models encoded and collected in a dataset. Therefore at the 
beginning, the idea was to generate eigenvectors out of the covariance matrix of the 
stored set of images. Eigenvectors are “a set of features which together characterize 
the variation between face images” [69]. The eigenvectors can be then displayed as 
images which are called Eigenfaces (Figure 2.4) [69]. 
 
Figure 2.4: Constructing an Eigenface [14] 
This approach discusses face recognition from a two dimensional recognition 
point of view, trying to build a description of the face images from a set of 2D 
characteristics. As described by Turk and Pentland [70], the Eigenface approach 
steps can be summarized as follows: 
1. The training set, containing face images, is first obtained. 
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2. An Eigenfaces calculation process is applied on every face image, keeping 
only a number of images (M) with the highest eigenvalues to span an M-
dimensional subspace called the face space. 
3. Check if the image is close enough to the face space, therefore, concluding if 
it is an image of a face (known or unknown). 
4. If the image was recognized as a face, the weight pattern is classified as a 
known or an unknown person. 
Since the OpenCV Eigenface algorithm implementation was used in this research 
[14], the steps of the OpenCV implementation can be explained as: 
Let 𝑿 = {𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏} be a random vector with observations 𝒙𝒊  ∈ 𝑹
𝒅 
1. Compute the mean 𝝁 
 𝝁 =  
𝟏
𝒏
∑ 𝒙𝒊
𝒏
𝒊=𝟏
 (2.1) 
 
2. Compute the Covariance Matrix 𝑺 
 𝑺 =  
𝟏
𝒏
∑(𝒙𝒊 −  𝝁)(𝒙𝒊 −  𝝁)
𝑻′
𝒏
𝒊=𝟏
 (2.2) 
 
3. Compute the eigenvalues 𝝀𝒊 and eigenvectors 𝒗𝒊 of 𝑺 
 𝑺𝒗𝒊 =  𝝀𝒊𝒗𝒊, 𝒊 = 𝟏, 𝟐, … , 𝒏 (2.3) 
 
4. Order the eigenvectors descending by their eigenvalue. The 𝒌 principal 
components are the eigenvectors corresponding to the 𝒌 largest eigenvalues. 
The 𝒌 principal components of the observed vector 𝒙 are then given by: 
 𝒚 = 𝑾𝑻(𝒙 −  𝝁) (2.4) 
 
Where 𝑾 = (𝒗𝟏, 𝒗𝟐, … , 𝒗𝒌) 
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The reconstruction from the PCA basis is given by: 
 𝒙 = 𝑾𝒚 + 𝝁 (2.5) 
 
The Eigenface method then performs face recognition by: 
 Projecting all training samples into the PCA subspace. 
 Projecting the query image into the PCA subspace. 
 Finding the nearest neighbour between the projected training images and 
the projected query image. 
2.3.2 Local Binary Patterns 
Local Binary Patterns were first proposed for the purpose of texture classification 
[39]. However subsequently many areas adopted the idea, such as in face detection, 
recognition, and facial expression recognition. In general, the LBP technique works 
by dividing an image into multiple regions and by separately extracting features of 
each region. Originally, the LBP marks the pixels of an image with 1 or 0 using a 
threshold on the 3x3 neighbourhood of each pixel [18, 25]. Thus mathematically if 
𝑃𝑐 is the grey level of the centre pixel with 8 neighbouring pixels 𝑃𝑖(𝑖 = 0,1, … ,7), if 
𝑃𝑖 <  𝑃𝑐 then𝑃𝑖 = 0, if else, then 𝑃𝑖 = 1, then, the values are combined in a clockwise 
direction to result in an 8 bit value, then the decimal representation of those 8 bits 
is used for the central point 𝑃𝑐 (Figure 2.5). 
Figure 2.5: LBP operator example 
 
Figure 2.6: LBP circular neighbourhoods [14] 
6 6 2 
1 4 6 
2 4 1 
 
1 1 0 
0  1 
0 1 0 
 
8 bit: 11010100 
Decimal value: 212 
Threshold 
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Later on, the LBP operator was extended to accept different neighbourhood 
sizes to cope with texture at different scales [42]. The local neighbourhood was then 
defined around a centre point as a circle, working as an Extended LBP (also called 
a Circular LBP), aligning an arbitrary amount of neighbours on a circle was 
thought as an improvement enabling LBP to capture Spot, Spot\Flat, Line, Edge, 
and Corner neighbourhoods (Figure 2.6). The general and most common technique 
of LBP is explained and used in the OpenCV library as follows [14]: 
1. Let (𝒙𝒄, 𝒚𝒄) be the central pixel with intensity 𝒊𝒄 and 𝒊𝒏 being the 
neighbouring pixels’ intensity, with 𝑠 as the sign function, the LBP operator 
can be described as: 
 𝑳𝑩𝑷(𝒙𝒄, 𝒚𝒄) = ∑ 𝟐
𝒑𝒔(𝒊𝒑 − 𝒊𝒄)
𝒑−𝟏
𝒑=𝟎
 (2.6) 
 
 
2. 𝒔 can be defined as: 
 𝒔(𝒙) = {
𝟏, 𝒙 ≥ 𝟎
𝟎, 𝒆𝒍𝒔𝒆
 (2.7) 
 
 
3. For the point (𝒙𝒄, 𝒚𝒄) the position of a neighbour (𝒙𝒑, 𝒚𝒑), 𝒑 ∈ 𝑷, where 𝑹 is 
the radius of the circle and 𝑷 is the number of sample points, is calculated 
by: 
 𝒙𝒑 = 𝒙𝒄 + 𝑹 𝐜𝐨𝐬(
𝟐𝝅𝒑
𝑷
) (2.8) 
 𝒚𝒑 = 𝒚𝒄 + 𝑹 𝐬𝐢𝐧(
𝟐𝝅𝒑
𝑷
) (2.9) 
 
4. In OpenCV, “if a point on the defined circle doesn’t correspond to image 
coordinates, the point gets interpolated”, that is done using a bilinear 
interpolation such as: 
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 𝒇(𝒙, 𝒚) ≈ [𝟏 − 𝒙  𝒙] [
𝒇(𝟎, 𝟎) 𝒇(𝟎, 𝟏)
𝒇(𝟏, 𝟎) 𝒇(𝟏, 𝟏)
] [
𝟏 − 𝒚
𝒚
] (2.10) 
 
5. At the end, the LBP image (Figure 2.7) is divided into local regions were a 
histogram for each region is extracted [18, 25], then, a feature vector is 
obtained by concatenating the resulted local histograms, which are named 
Local Binary Patterns Histograms (Figure 2.8). 
 
Figure 2.7: Original image (Left) and LBP image (right) [14] 
 
Figure 2.8: LBP Histogram extraction [50] 
2.3.3 Dense Features and Interest Points 
Dense features in an image is a new subject to be discussed in the area of feature 
detection and extraction, as mentioned in [71]. The paper discussed the capabilities 
of what is called Dense Interest Points, combining the ideas of Interest Points, and 
Dense Sampling. At the beginning, the researchers started by having a densely 
sampled image patches on a regular grid over multiple scales. Secondly, the 
acquired patches were refined with respect to their location and scale; this 
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refinement consisted of “searching for a local maximum within a bounded search 
area”. The authors explained how they used Laplacian as an optimization criterion, 
expressing how any interest point detection technique that can find a “local 
maximum of a measure for interestingness” should be easy to extend to detect dense 
interest points (Figure 2.9). The paper, although showing great potential of a 
Dense Feature Detector, didn’t deal with the possibility of matching such features 
for any type of recognition including face recognition. 
 
Figure 2.9: Dense Sampling (Left), Dense Interest Points (Middle), Interest Points 
(Right) [71] 
In other research, the Dense Interest Points (DIP) approach was also used for 
scenes retrieval [72], where a new method was created by first detecting and 
describing the DIP, then, those features are packed into groups. This idea was 
applied since scene images have areas with low contrast regions covering large 
parts of the image. After detecting and packing the DIP, a “piece-to-image” 
matching technique is applied based on the packing of the DIP that performs 
matching with respect to geometrical constraints (Figure 2.10). 
Looking at the Emgu implementation for the Dense Feature Detector [15], it 
works as a generator which produces multiple levels of features that are 
distributed densely in an image. This implementation, if utilized with a feature 
descriptor, shall be able to match multiple images and work as a recognition 
technique. Considering one of the newest descriptors, the “Binary Robust 
Independent Elementary Features” (BRIEF) was not only presented as fastest, but 
providing one of the highest recognition rates compared to state-of-the-art [7]. 
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Figure 2.10: Packed DIP for scene image retrieval [72] 
2.4 Convolutional Neural Networks and Transfer 
Learning 
2.4.1 Convolutional Neural Networks 
Convolutional Neural Networks are very similar to ordinary Neural Networks. 
They are made up of neurons that have learnable weights and biases, where each 
neuron receives inputs, performs a dot product and optionally follows it with a non-
linearity. The whole network still expresses a single differentiable score function 
which can be described as: from the raw image pixels on one end to class scores at 
the other. And CNNs still have a loss function, such as SVM\Softmax on the last 
fully-connected layer. In a high level view, convolutional neural network can be 
explained as a combination of layers, where each layer is responsible for different 
tasks, such as convolution or pooling. Such networks work by allowing an image to 
pass through as input, then go through a set of layers containing convolutions, 
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pooling and other fully connected layers, to finally provide an output of a single 
class of a set of possible classes for the image (Figure 2.11). 
When CNNs were introduced, there were similarities to normal neural 
networks [56], where CNNs would mainly contain neurons that hold learnable 
weights and biases. Each neuron normally receives inputs then performs a dot 
product, and finally has the option to follow it with a non-linearity. CNNS also 
have a loss function, such as Soft-max, on the last layer; moreover, methods that 
were used for learning regular neural networks still apply in CNNs. 
 
Figure 2.11: A convolutional network example 
The recent developments in CNNs improve the overall capabilities with the 
passing of every year, with more complex and computationally demanding network 
models being proposed. Recently, the top leading model for the ImageNet challenge 
was the Inception-v4 model architecture, which was able to achieve 3.08% top error 
on the ImageNet challenge through using 75 trainable layers [61], overcoming the 
ResNet and GoogLeNet that were the previous champions in image classification 
[53]. However, one of the main downsides of latest state of the art is the increasing 
training run time. 
Input layer Output layer Hidden layer 1 Hidden layer 2 
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Convolutional Neural Networks makes the most of the fact that the input 
would contain images and they force the architecture to be more sensible, in 
details. A layer in a CNN would have neurons arranged in 3 dimensions: width, 
height, and depth. A CNN normally contains different layer types stacked in 
different orders and quantities to produce the best architecture. These layers 
include: a convolutional layer that would contain a number of filters to extract 
features from the image data, a pooling layer that would perform down-sampling 
on the data in order to focus on the most relevant patterns, a fully-connected layer 
that would be attached to the end of the network in order to give the network the 
ability to classify data samples, and at the end of most network structures, it can 
be found that a Softmax classifier is added in order to provide the output class. 
2.4.2 Transfer Learning 
Traditional machine learning algorithms usually make predictions on the future 
data using statistical templates that were trained on previously collected training 
data [75, 29, 4]. Research on transfer learning has been attracting more and more 
interest and consideration since 1995, where many names were used such as 
learning to learn, knowledge transfer, inductive transfer, multitask learning, 
context-sensitive learning, knowledge-based inductive bias, and 
incremental/cumulative learning [66]. At present, transfer learning methods 
appear in several top sites, most notably in data mining, machine learning and 
applications of machine learning and data mining [43]. 
As already known in the deep learning area, the reason for the use of transfer 
learning is to “improve learning in the target task by leveraging knowledge from 
the source task” [67]. Normally, very few people tend to build and train an entire 
convolutional neural network from scratch, mainly because it is not common or 
easy to find a dataset for the required data type with a sufficient size, while it is 
more common to train a CNN on a very large dataset, such as the Image-net, and 
then use the CNN either as an initialization or a fixed feature extractor for the 
task of interest [68]. There are two major transfer learning strategies and they are 
either using a ready CNN as a feature extractor, or, to fine-tune a pre-trained CNN 
as presented in this thesis. 
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One of the already built and trained models that have been widely utilized in 
the past couple of years, and will be later on used in this research, has been the 
VGGNet model architecture, which was the winner of the ImageNet Challenge in 
2014. It was very beneficial to have fewer layers than the current state-of-the-art 
while still providing significantly good results with an error of 7.3% on the overall 
accuracy [52]. The VGGNet models are also published and widely distributed on 
the Internet for various deep learning frameworks, making it the perfect model to 
start working with.  
Noting that convolutional layer parameters are denoted as “conv(filter size)-
(number of filters)”, and the pooling as maxpool, the structure of the 16-layers 
model can be described as follows:  
 input (224 × 224 RGB image) 
 conv3-64; conv3-64 
 maxpool 
 conv3-128; conv3-128 
 maxpool 
 conv3-256; conv3-256; conv3-256 
 maxpool 
 conv3-512; conv3-512; conv3-512 
 maxpool 
 conv3-512; conv3-512; conv3-512 
 maxpool 
 Fully Connected (FC)-4096 
 FC-4096 
 FC-1000 
 soft-max 
2.5 Overfeat 
Overfeat was produced as a convolutional (conv) network-based feature extractor 
and classifier built to support computer vision research. To make a CNN learn how 
to look for features it needs to be trained. In the case of the Overfeat network, it 
was trained using the ImageNet dataset, containing 1.2 million images with 1000 
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classes, and presented as a result of a research with the goals of classification, 
localization, and detection of objects [49].  
Training the Overfeat network on such large number of images and classes 
helped produce a very efficient feature extractor, where two models were created 
and released, a fast model with eight stages, and an accurate model with nine 
stages. In this research the accurate model was used, of which the architecture is 
defined in Table 2.2. It reportedly has a lower error rate of 14.18% compared to the 
16.39% error rate of the fast model. 
Table 2.2: Overfeat accurate network structure [49] 
Layer 1 2 3 4 5 6 7 8 
Output 
9 
Stage conv+max conv+max conv conv conv conv+max Full Full full 
# channels 96 256 512 512 1024 1024 4096 4096 1000 
Filter size 7x7 7x7 3x3 3x3 3x3 3x3 - - - 
Conv. Stride 2x2 1x1 1x1 1x1 1x1 1x1 - - - 
Pooling size 3x3 2x2 - - - 3x3 - - - 
Pooling stride 3x3 2x2 - - - 3x3 - - - 
Zero-Padding 
size 
- - 1x1x1x1 1x1x1x1 1x1x1x1 1x1x1x1 - - - 
Spatial input 
size 
221x221 36x36 15x15 15x15 15x15 15x15 5x5 1x1 1x1 
 
The released accurate model had nine stages containing 25 layers, but also 
allowed the extraction of features through the 22nd layer outputted in stage 
number 8, therefore, shown in Table 2.3, the eight stages needed from the model to 
extract features from images. 
Although Overfeat and deep learning overall are thought of as a new strong 
technique, that would be used in the computer vision and face recognition research 
[30], it was found that the area of face recognition in general, and 3D face 
recognition in particular lacks a proper research that uses a deep learning network 
with computer generated images of a 3D model. 
Table 2.3: Architecture of the first eight stages of the Overfeat accurate model 
Layer 1 2 3 4 5 6 7 8 
Stage conv+max conv+max conv conv conv conv+max Full Full 
# channels 96 256 512 512 1024 1024 4096 4096 
Filter size 7x7 7x7 3x3 3x3 3x3 3x3 - - 
Conv. Stride 2x2 1x1 1x1 1x1 1x1 1x1 - - 
Pooling size 3x3 2x2 - - - 3x3 - - 
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Pooling stride 3x3 2x2 - - - 3x3 - - 
Zero-Padding size - - 1x1x1x1 1x1x1x1 1x1x1x1 1x1x1x1 - - 
Spatial input size 221x221 36x36 15x15 15x15 15x15 15x15 5x5 1x1 
 
2.6 Support Vector Machine 
A Support Vector Machine is a model that analyses data used for classification and 
regression analysis, this is achieved by giving the SVM a set of training examples, 
where each one is marked with a label; afterwards, the SVM assigns new input 
into the appropriate category\hyperplane. As an example, if the SVM was trained 
on two classes in a 2 dimensional space, the SVM would try and find the largest 
separation margin between the two classes, seen in Figure 2.12. 
 
Figure 2.12: Finding the maximum margin between classes and the optimal 
hyperplane [13] 
The general and most common technique for computing the hyperplane in 
SVM is explained and used in the OpenCV library as follows [13, 20]: 
1. Let 𝜷 be the weight vector, 𝜷𝟎 the bias, and 𝒙 be the training examples 
closest to the hyperplane (called support vectors).  a hyperplane notation 
would be:  
 𝒇(𝒙) = 𝜷𝟎 + 𝜷
𝑻𝒙 (2.11) 
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2. Then, the result of geometry that gives the distance between a point 𝒙 and a 
hyperplane (𝜷, 𝜷𝟎) is applied: 
 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆 =
|𝜷𝟎 + 𝜷
𝑻𝒙|
||𝜷||
 (2.12) 
 
3. For the canonical hyperplane, 𝜷𝟎 + 𝜷
𝑻𝒙 equal to one, therefor the distance 
to the support vectors is: 
 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆𝒔𝒖𝒑𝒑𝒐𝒓𝒕 𝒗𝒆𝒄𝒕𝒐𝒓𝒔 =
𝟏
||𝜷||
 (2.13) 
 
4. Here, the margin introduced earlier is denoted as 𝑴, and is twice the 
distance to the closest vectors: 
 𝑴 =
𝟐
||𝜷||
 (2.14) 
 
5. Finally, the problem of maximizing 𝑴 is equivalent to the problem of 
minimizing a function 𝑳(𝜷) subject to some constraints. The constraints 
model the requirement for the hyperplane to classify correctly all the 
training examples𝒙𝒊. Formally: 
 𝑳(𝜷)𝜷,𝜷𝟎
𝒎𝒊𝒏 =
𝟏
𝟐
||𝜷||𝟐 𝒔𝒖𝒃𝒋𝒆𝒄𝒕 𝒕𝒐 𝒚𝒊(𝜷
𝑻𝒙𝒊 + 𝜷𝟎) ≥ 𝟏∀𝒊 (2.15) 
 
Where 𝒚𝒊 represents each of the labels of the training examples. 
2.7 Summary and Discussion 
This chapter introduced the reader to the fundamentals of the technology, systems, 
algorithms and mathematics used in subsequent chapters that make positive 
contributions to the state-of-art in face recognition research and development. 
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Starting with the Microsoft Kinect v2, being the main capturing device, using its 
colour and depth sensors to provide different data modes to this research 
experiments. Two benchmark face recognition algorithms (Local Binary Patterns 
based and the Eigenface based) used in the experiments were discussed and 
explained to provide a better understanding of the experiments to be conducted in 
chapter 5.  Further, the Dense Features research was explained, showing how it 
works, and at the same time showing why such a technique was not used for face 
recognition before. The relevant papers and research can be found in the references 
[11, 26, 28]. Furthermore, the Overfeat CNN was presented and explained, since it 
will work as a feature extractor later on in chapter 6. Finally, the SVM algorithm, 
provided through the OpenCV library, was explained as it will later work as a 
classifier. 
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Chapter 3 
Literature Review 
3.1 Introduction 
The literature review focuses on existing work closely related to the key focus areas 
of research, presented in this thesis, i.e. the use of depth map images to 
complement face recognition. The first part of this chapter focuses on research 
where depth map images of an object were used in a direct manner to either 
replace or complement RGB images in face recognition. The second part of this 
chapter focuses on using depth images to reconstruct 3D face images and then 
using these 3D reconstructions to recognise faces within significantly large pose 
variations. The final part of this chapter focuses on existing research on using Deep 
Learning approaches to face recognition, where to-date no attempt has been made 
use of to use depth images to enhance recognition rates.  
3.2 Face Recognition with Depth Maps 
A number of face recognition algorithms exists in literature that are complemented 
by the additional use of depth images, usually captured via a MS Kinect v1 device. 
Following is a review of such systems/algorithms.  
The authors in [34] proposed a system that used the Microsoft Kinect v1 for 
depth image capture and face recognition with the data being captured under some 
challenging circumstances. The authors presented a pre-processing algorithm that 
exploited the facial symmetry at the 3D point cloud level in order to acquire a 
canonical frontal view, shape and texture, of the faces regardless of the initial 
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posture of the face. It was also mentioned how the authors aimed to solve a 
problem, which was the fact that facial images that are captured in an uncontrolled 
environment will provide different poses, facial expressions, lighting and disguise. 
The algorithm that was proposed was affected by the fact that the Microsoft Kinect 
that was used provided noisy depth data, therefore the first detection point of the 
face was chosen to be the nose, since considered to be the most reliable landmark, 
and a Sparse Representation Classifier was used for classification. As reported in 
the paper, the accuracy of using the depth maps was not as good as using the 2D 
images with 88.7%, but the accuracy using both was shown to be outstanding. The 
authors presented how the data that the Microsoft Kinect v1 provided was very 
noisy, with low resolution of depth data. The research conducted did not use any 
benchmark algorithm in order to check if the data provided from the depth sensor 
can be used without creating a custom algorithm.  
In [38] the use of the new Microsoft Kinect v2 with a new descriptor for face 
recognition was presented. The descriptor was proposed as a modification of the 
Local Binary Patter (LBP) [Section 2.3.2] algorithm, and named as the Depth Local 
Quantized Pattern (DLQP) descriptor. The authors also discussed the use of 
Microsoft Kinect v1 for depth image capture, an approach adopted by most of the 
previous papers, which had serious problems with the fact that it was impossible to 
extract features from facial components/features such as the eyes, nose, mouth and 
ears, etc., mainly because of the high noise and low resolution of the depth map it 
produces. A dataset was also created, where the depth data only was recorded for 
18 participants. It was also mentioned that a Support Vector Machine [Section 2.6] 
classifier was used for classification.  An experiment was conducted, where the 
results were compared with results of using Local Binary Patterns and Scale-
Invariant Feature Transform (SIFT) algorithms’ results, showing that the 
presented DLQP-SVM technique gave much better results than the normal LBP 
method, and somewhat better results than the SIFT method. In [38] although the 
new Microsoft Kinect v2 was used to capture depth maps, only the depth maps 
themselves were used for face recognition, therefore leaving out the exploitation of 
additional information that may be given from the corresponding RGB images, in 
face recognition.  
In [21] the authors presented a RGB-Depth face database that contained 
1,581 images (normal images and their equivalent depth data), all taken from 31 
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individuals in 17 different postures and facial expressions, using the Microsoft 
Kinect v1. Subsequently a face detection algorithm that is based only on the depth 
data was applied and tested. The proposed algorithm looked for candidate regions 
in the face which represented a triangle of three points, which are the two eyes and 
the nose, and employed a Principal Component Analysis method for validation. The 
results of the experiments were encouraging, with detection rates of 93.6%, but 
with some challenges. For example the effect of the exact position of the infrared 
transmitter inside the Kinect, made detecting faces looking to the left more 
efficient than faces looking to the right. Further the depth images contained some 
points of undefined depth, which had to be repaired/replaced using a mean filter. 
The research was finally concluded to have generated positive results when users 
were facing the Kinect, but, not with any different poses.  
Another paper that presented a new dataset but focused on feature extraction 
is [33]. It proposed an algorithm that extracts different features from RGB and 
depth images taken from the Microsoft Kinect v1 and fuses them using a Finer 
Feature Fusion method that was developed by the authors, mainly to eliminate 
redundant information, and to preserve important features extracted. A dataset of 
5,000 facial images taken as RGB and depth maps from the Microsoft Kinect v1 
was also presented, providing face images with different poses, expressions, 
illumination, and occlusions. It was then discussed how based on the face 
recognition techniques on RGB images and depth data how the proposed system 
outperforms traditional 2D techniques. Therefore existing methods and techniques 
accomplish high accuracy with regards to using RGB and depth data jointly, but 
still, such methods required high resolution 3D scanners to obtain the RGB-Depth 
data, which are expensive and have a slow acquisition time. Therefore, with the 
low cost, low acquisition time, and no recharge time features of Microsoft Kinect, it 
is an option to be considered. The authors proved that the Microsoft Kinect can be 
used for face recognition with success rate of 72.5% even with the noise of the 
depth data still present and not removed. Then, the Finer Feature fusion algorithm 
was proposed, where it extracted different shape cues and colour texture features. 
Some benchmark face recognition algorithms such as the Eigenface and Fisherface 
were also experimented with, but not specifically on depth map images, showing 
that these standard algorithms are not effective enough. The authors concluded 
that the newly developed algorithm that fused RGB and depth map data and 
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recognized faces based on the fused data, performed in a much superior manner as 
compared to the standard approaches.  
In [41], using the a Kinect, a multimodal face database was captured that 
included a 2-D RGB image, a 2.5-D depth map, a 3-D point cloud for each captured 
image and finally a RGB-Depth video series. The captured images were taken with 
different facial variations, such as smiling, mouth open, occlusion by paper and by 
hand. At the end, the authors presented the results of an experiment testing some 
known face recognition algorithms on the database created, at first, the 2-D images 
were tested using different techniques such as LBP and SIFT showing how 
occlusions and different illumination affects the tested algorithms’ output. 
Afterwards, the same algorithms used on 2-D images were used on 2.5-D depth 
map images, which illustrated that LBP gives the best results. The results of the 3-
D face recognition were also presented, where surface registration algorithms were 
used to show that although algorithms tested were more robust to some variations 
such as neutral faces and time-elapsing, the algorithms generated inferior results 
with regards to facial expression and occlusion variations compared to 2.5-D 
techniques. Finally, a fusion technique was proposed showing how the use of RGB 
and depth data significantly increases the success rate of the face recognition 
algorithms. In this research, although benchmark face recognition algorithms were 
used, such algorithms that works with RGB images were not tested on depth maps, 
therefore, leaving a question in the possibility of some benchmark algorithms 
running on depth maps.  
Looking at a newer approach where a new algorithm would be used for face 
recognition using RGB-Depth images, the research paper [17] presented an 
algorithm for face recognition using RGB-Depth images. At first the algorithm 
computes four entropy maps corresponding to RGB and depth data, and, a visual 
saliency map of the RGB image, then, a Histogram of Oriented Gradients 
descriptor is used for extracting features out of the mentioned maps. An 
experiment was conducted where the performance of the suggested algorithm was 
tested on two RGB-Depth datasets, at first, since the dataset of images had 
separate RGB images and depth maps, it was possible to run face detection and 
recognition on the RGB-Depth images. Therefore, a detection phase was performed 
using the Viola-Jones detector where the corresponding are in the depth map was 
segmented. Finally an ensemble of classifiers (Random Decision Forest) was chosen 
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for probe identification. The results showed that using the proposed algorithm was 
more effective and that it outperformed ordinary 2D and 3D face recognition 
techniques.  
3.3 3D Face Recognition 
In this section, the thesis presents related work on the idea of developing and using 
techniques for 3D face reconstruction and\or recognition, where multiple 
approaches are discussed and explained. 
2D and 3D face recognition methodologies and algorithms were compared in 
[1], where tables containing multiple collections of parameters, such as recognition 
rate and number of problems addressed, were provided. According to this article, 
the considerable majority of face recognition techniques that are based on 2D 
image processing, was able to reach an accuracy of above 90%, nonetheless, such 
techniques performed poorly with the cases of pose, illumination and expression 
variations [45]. At the end, the article proposed possible future directions, such as 
the idea of combining 2D and 3D algorithms which would provide better results 
than using an approach by itself, and also, gave remarks on the fact that there is a 
lack of good multimodal databases that would provide a complete and satisfactory 
testing framework for new algorithms.  
In [65], the use of a Local Binary Patterns algorithm was proposed on a 3D 
dataset of faces, researching on facial geometry related features and the possibility 
of using LBP with such features. At first, the 3D faces were divided into regions, 
using a feature-based division technique; following that, an LBP operator was 
applied in order to extract local features. Finally, all the features were combined 
into a feature vector to represent the 3D face. The results presented through the 
experiments showed that the accuracy rates, when using a normal division scheme, 
are lower than the rates when a special feature-based division scheme was used. 
Looking at the overall work done in the research, it can be seen how, since no depth 
data were provided, there was a need to extract the depth from the 3D face region 
to be later encoded by the LBP operator. Further it was clear that the research 
focused on the overall theory of applying the algorithm of LBP on features of a 3D 
face model, where no rotation or movement of the 3D face were presented.  
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In [27, 5] a custom-made 3D face recognition approaches were proposed. The 
approach in [27] was purely geometric. At first, the 3D raw data were captured and 
converted to a polygonal representation using sensor-dependant pre-processing; 
secondly, the data were registered into an Annotated Face Model; the third step 
was fitting the model to the data using a subdivision- based framework; finally, 
from the resulting fitted model, geometry and normal images were obtained. The 
accuracy rate was very high as the system showed very good possibilities. 
Nonetheless, the research (although presented the idea of rotating the 3D model), 
was still lacking the concept of generating newer images from the models. Further, 
the research attempted face recognition after rotating the models but did not 
provide acceptable accuracy rates. Finally, looking at the presented system, it is 
noticeable that to achieve and acquire the 3D models, a high cost devices were 
used. 
In [5] a novel 3D face recognition approach was proposed. The research 
investigated multiple, 3D data capturing techniques, such as laser scanners, which 
were considered to be expensive and low in speed. A further approach considered 
was triangulation for depth estimation, where the capturing process included the 
need for a pattern-illuminated scene, which would allow the capturing of 3D and 
texture of faces. This approach, although was cost effective and fast, provided 3D 
models for the face, but with noticeable distortions. The proposed methodology of 
face recognition was geometrical, based on a planar profile comparison. The results 
presented in the paper didn’t achieve high accuracy, but showed good potential if  
more accurate data were provided with less noise, where a better representation of 
people in the dataset would increase the methodology’s accuracy rates.  
In [3], the Kinect v1 was used to capture the depth maps and the colour 
images of different faces, starting with capturing and cropping face areas, followed 
by the removal of background. Subsequently the noisy depth data captured was 
enhanced using a median filter. Then, an automatic nose-tip detector was used 
with a hole-filling technique. A new dataset was created using the front image of 
each person, using the nose-tip detection to help detect the centre point for rotation 
to help rotate the face to different degrees and to create multiple images. Finally, a 
Speeded Up Robust Features detector and matcher was used on the created 
images. No 3D model was created for the purpose of generating a new dataset, and 
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many enhancement levels were required for the reason that the Kinect v1 was 
used. 
3.4 Face Recognition with Deep Learning 
The introduction of CNNs has gained substantial attention in the field of face 
recognition in recent years [33].  
In [63], a 8-layered CNN deep learning network with the purpose of achieving 
optimal face recognition was proposed. At first, a pre-processing alignment phase 
was provided to be able to acquire the front view of face images, where a 2D and a 
3D alignment process was created. Then, a novel deep neural network was 
proposed, where each layer goes through features extraction to finally reach the 
final layer that provides the classification of the input image. It was also shown 
that using large amount of training data obtained through online face databases, 
the accuracy of the network could be significantly improved to reach 97.5%. This 
showed the capabilities of using a deep learning network that is specifically built 
for face recognition.  
In [60], a CNN-based face representation, called Deep hidden Identity feature 
(DeepID), was proposed. Unlike in the case of the previous Deepface approach, 
which had features learned by on single CNN, DeepID learns by training an 
ensemble of multiple small CNNs, where the input would be the patches or crops of 
facial images. Then, a concatenation of the outputted features would produce a 
powerful feature. DeepID CNNs 4 convolutional layers, 3 max pooling layers and 2 
fully connected layers, presenting a large feature set of 19, 200 compared to the 
4096 of the Deepface.  
Later on, an extension of DeepID called DeepID2 [57] was presented, where 
to train a CNN, both identification and verification information were used, 
compared to the DeepID where only the identification information was used. The 
goal in the approach presented by DeepID2 was to “maximize the inter-class 
difference but minimize the intra-class variations” [24]. In [59] further 
improvements on the performance of DeepID and DeepID2 were presented under 
the name DeepID2+, where the supervision information was added to all 
convolution layers instead of the top layers as done in DeepID and DeepID2. 
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Further, DeepID2+ enhanced the number of filters for every layer, and using a 
much larger training set. The most important properties of DeepID2+ were 
presented as being sparse, selective, and robust.  
The last update on the DeepID series was DeepID3 [58], were two deep 
neural network architectures were presented, which were built considerably deeper 
than the previous DeepID2+ architecture. DeepID3 networks were built from basic 
elements of the VGGNet and GoogLeNet. Described in the training process how 
“joint face identification-verification supervisory signals” were added to the last 
feature extraction layer, as well as some intermediate layers of each network. 
Furthermore, weights in top layers of some of the networks were unshared in order 
to learn a richer pool of facial features. Since DeepID3 was trained on the same 
dataset as DeepID2+, it showed improvement on the face verification accuracy 
from 99.47% to 99.53%.  
In [74], the authors presented CASIA-WebFace, a large scale dataset 
containing around 500,000 images for 10,000 subjects. Furthermore, an 11-layer 
CNN was used on the database to learn discriminative representation and obtain 
state-of-the-art accuracy on LFW and YTF. Looking at the process used in [44], at 
first, a comparison between normal techniques such as SIFT, LBP, and HOG [10, 
37, 55, 54, 73] and their deep learning technique was presented, where two main 
contributions were shown. A convolutional neural network was designed, since 
such networks were achieving good results in some tasks of the ImageNet 
challenge [47] and other tasks as well [16, 52, 62]. The results of the experiments, 
as expected, showed very high accuracy rates reaching up to 98.95%, where again, 
comparison with other networks and techniques showed how a larger dataset 
would provide even better results.  
Looking at one of the first work done on face recognition and CNNs, [31] was 
one of the first research that included the idea of using Convolutional Neural 
Networks for the purpose of face recognition, the system proposed using local 
image sampling for partial lighting invariance, then, a self-organizing map was 
used to project the image sample representation into a quantized lower 
dimensional space. Then it was the role of the convolutional network, where it was 
used for partial translation and deformation invariance. The use of CNN in this 
research was not fully established, as mentioned before, the CNN was not the main 
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part of the system, the results, although showed a very good accuracy, still can’t be 
compared to the use of a full CNN built for classification.  
In [32], using both normal colour images and depth maps for face recognition 
through reconstructing a 3D face model was presented. Further the use of deep 
learning as a learning technique instead of a normal image processing approach 
was proposed. The proposed system contained three main parts, at first, the 
acquisition of depth maps, then, feature extraction through deep learning, and 
finally, joint classification. The deep learning network built was a 12-layer 
network, where transfer learning was applied using the CASIA-WebFace dataset 
as the main training stage. The experiments results were presented where a clear 
boost for face recognition was shown when deep learning is applied; nonetheless, 
the use of depth maps was for the creation of a 3D model for faces using also the 
colour images, which did not show major improvements when using depth maps. 
3.5 Summary and Discussion 
This chapter presented existing research in which depth images captured mostly 
by MS Kinect v1 or v2 have been used to achieve better face recognition rates. 
Further it reviewed research work, as a result of which large facial image 
databases have been created and made publically available. After reviewing the 
current research on face recognition that use depth maps, what was clear is the 
lack of a proper review of the use of standard/traditional algorithms used for face 
recognition, being applied on depth map images, especially with the purpose of 
enhancing face recognition procedures when the capturing scenes have poor 
illumination. 
The chapter continued to describe the related work done on 3D face 
recognition, where different techniques were studied, and it was found that there is 
no clear approach to generate a new dataset of faces from one front image for 
extended recognition. 
The final part of this chapter presented the research done on face recognition 
using deep learning approaches, where it was found that most work had  similar 
methodologies, which were building new networks for the purpose of face 
recognition, or, enhancing some layers of a network for better accuracy [6, 30, 58, 
CHAPTER 3: LITERATURE REVIEW  37 
 
59,48], nonetheless, there was still a lack of the use of depth map images with deep 
learning, mostly for the reason that to train a network a large dataset is required 
which is very hard to acquire, which lead to more literature on the use of transfer 
learning techniques that would help solve the lack of large data size problem.  
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Chapter 4 
Face Database Construction 
4.1 Introduction 
The previously mentioned lack of public datasets of depth and RGB images, 
captured for face recognition using the new Kinect led to the production of our own 
dataset. In this chapter, the process of building the test database that contains face 
images in RGB and in depth mode is explained. Furthermore, the chapter includes 
all details concerning the setup created for the recording. Additionally, the process 
of creating a new face dataset using one image per person through building a 3D 
model is explained. At the end, the database structure is clarified and the 
preparations applied on the images are explained. 
4.2 Database Construction 
This section is divided into three sub sections. At first, in section 4.2.1 the 
methodology used to construct the database is explained. Afterward, in section 
4.2.2 the process of building a 3D model to create new images for each person is 
clarified. Finally, in section 4.2.3, the details of how the data was stored are 
clarified, showing how different sets were created for different purposes. 
4.2.1 Methodology 
Since the Microsoft Kinect v2 is still considered a new device, it is possible to find 
some face databases online. The issue with the public datasets is that most, if not 
all, of them were recorded using the Kinect v1 which will not help in our research. 
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Another main reason for building our own database is the fact that we need the 
images to be captured in both good and poor (approaching total darkness) 
illumination conditions. The data captured was used in chapters: 5, 7 and 8, and 
the requirements for the construction of the database can be described as follows: 
1. Images should be recorded by the Microsoft Kinect v2. 
2. The database shall include images for 10 people with different genders and 
skin colour. 
3. For each individual the face image should be captured in multiple directions 
and with two expressions (No expression, and happy). 
4. For each individual two illumination situations should be applied for each 
face direction and expression. 
To capture the required data from the Kinect, a scene was created to extract 
the images in good and poor illumination. Furthermore, the scene was able to 
capture the faces in different poses but at the same time have approximate 
directions for each pose. The approach used in [21] was applied as a technique to 
minimize errors in the process of capturing the data.  
The scene was created where 9 points were marked on the wall around the 
Kinect which was placed in the middle (point number 5) at the same level of the 
individuals’ chest. The points were created to have a fairly similar poses from each 
person where he\she would be asked to look at each point to force the head 
direction to be similar to other participants. The points 1, 2, 3, 4 would make the 
participants look up, where 1 and 2 would make the participant look up with a 
large angle to the left and to the right respectively. Points 3 and 4 would provide a 
smaller angle to the up and left, then up and right. Considering points 6, 7, 8, 9, 
they would make the participants look down and to the right and left in a similar 
way as explained for points 1, 2, 3, and 4 (see Figure 4.1).  
The chair settings were set individually for each person to make the Kinect in 
a similar level to the participants’ chest. The distance between the Kinect and the 
chair was the same for all participants (approximately 1 meter). 
The experiment required from each participant to look at point number 1 to 
take a normal picture, and then the participant was asked to smile while looking at 
the same point to take the second picture. Afterwards, the participant was asked to 
look at point number 2 and repeat the two sequences done for point number 1, then 
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moving to point 3, 4, 5, …etc. After all nine views were recorded; the lights of the 
room were turned off providing only the lights coming out from the computer 
screen. This provided the low illumination condition, then, the experiment was 
repeated for all nine points and the two expressions (Figure 4.2). 
Following the dataset construction, there was a need by the experiments in 
chapter 6 to provide perfectly matching colour and depth images. Therefore, the 
dataset construction was re-created with a very similar environment as previously 
described. The new dataset used in chapter 6, and in section 4.2.2 included the 
data for 15 people with a total of 300 images and 300 corresponding depth maps. 
 
Figure 4.1: The scene used to capture the data for the face database 
 
Figure 4.2: RGB images captured with lights on (Left), and images captured with 
the lights off (Right) 
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4.2.2 Face Reconstruction 
After the process of capturing the data using the Kinect, the faces were cropped 
and ready to be used, as seen in Figure 4.3. However, another goal was to create 
new images from one, in this case, the chosen base image was the one where the 
person was looking straight forward. Consequently, the image was taken with its’ 
corresponding depth data, where the depth data was used to build a 3D model 
through Matlab for the face from the front. Moreover, the colour image was placed 
on top of the model to work as a colour map. Finally, the model would be rotated to 
9 different angles along the y-axis (30, 45, 60, 75, 90, 105, 120, 135, and 150 
degrees angles), and images for the face looking at these angles would be saved. 
The process is illustrated in Figure 4.4, which resulted in a new dataset for each 
person as seen in Figure 4.5. 
 
Figure 4.3: The frontal image (centre), and the 4 angle images captured 
 
Figure 4.4: New dataset creation process 
Crop the face area from 
the depth and colour 
images 
Save the created model 
image with the required 
angle 
Capture face data from 
the front using the 
Kinect 2 
 
Create a 3D model 
using depth data and 
the colour image 
CHAPTER 4: FACE DATABASE CONSTRUCTION 42 
 
 
Figure 4.5: New images built using the 3D model 
4.2.3 Database Structure  
Following the recording of the first dataset including 10 participants, the data can 
be explained such as for each person a good and poor illumination conditions where 
applied. Furthermore, nine different face direction and two different expressions 
for each of the nine poses are presented. This resulted in 360 RGB images (10 × 2 ×
9 × 2 = 360). Simultaneously 360 depth maps were recorded under the same 
conditions and with the same poses. The process of creating new face images 
through building a 3D model required another dataset to be created. The data in 
the second dataset can be explained such as for each person good and poor 
illuminations were applied. Moreover, each participant was requested to look at 
the 4 corners around the Kinect and directly at it with two different facial 
expressions. This resulted in 300 colour, and 300 depth maps (15 × 2 × 5 × 2 = 300. 
Considering the face reconstruction explained in section 4.2.2, the 3D model 
approach was able to provide a new dataset of 135 images, where for each person 
the 3D model provided 9 new images resulting in a 3D generated 135 images. 
In more detail, each image taken for a participant contained four files, a 
colour image in RGB mode with the resolution of 1920 × 1080 pixels, a depth image 
in greyscale with the resolution of 512 × 424 pixels, a text file holding the depth 
value for each pixel in the depth map measured in millimetres, and finally a fourth 
image in the form of an infrared image with the same resolution as the depth 
image. After capturing all the data required, a cropping and enhancement 
operation was carried out on the colour and depth maps. The faces of the 
participants were cropped and resized in colour and depth modes, to obtain a 
standard 120 × 165 pixel resolution images. It can be seen in Figure 4.3 that since 
the depth resolution is lower than the colour it was important to do a resizing 
operation but without stretching, and therefore ruin the images. Then, the depth 
images where enhanced using a standard histogram equalization algorithm in 
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order to make facial features more detectable. The depth sensor was found to 
provide a mirrored image of the coloured images. Therefore a simple mirroring 
process was applied to the depth images in order to make each pair of RGB and 
depth images match (Figure 4.6 & Figure 4.7) and correspond. 
 
Figure 4.6: Face cropping process for colour and depth images 
Following the recording of all the data and the cropping of the facial areas for 
all participants, the cropped face areas were passed through an algorithm to 
convert each depth point to a value from 0 to 255. This process allows the creation 
of a grayscale image. The steps of converting the depth map to a depth grayscale 
image are as follows: 
1. The algorithm searches the face depth map for the closest (small) value, and 
the farthest (large) value. 
2. From the “small” and “large” values acquired in the previous step, the range 
of values is calculated by: 
 𝑟𝑎𝑛𝑔𝑒 = 𝑙𝑎𝑟𝑔𝑒 − 𝑠𝑚𝑎𝑙𝑙 (4.1) 
 
3. Each depth point is converted to a value between 0 and 255, which allows 
the creation of a grayscale image using the following: 
 𝑝𝑖𝑥𝑒𝑙 = ((𝑑𝑒𝑝𝑡ℎ − 𝑠𝑚𝑎𝑙𝑙) ÷ 𝑟𝑎𝑛𝑔𝑒) × 255 (4.2) 
 
CHAPTER 4: FACE DATABASE CONSTRUCTION 44 
 
 
Figure 4.7: Face depth image before (left) and after (right) histogram equalization 
It is noted that the reason for the conversion of the depth map into a depth 
image and the subsequent histogram equalisation is that this process enables the 
possibility of applying standard face recognition algorithms such images for 
experiments conducted in chapters 5-8.  
4.3 Summary and Discussion 
This chapter presented the creation and the pre-processing of the database 
required for this research, starting with the process of capturing the images and 
depth maps using the Kinect v2 and eventually presenting how an image database 
that contained face images in RGB and in depth modes was obtained. The details 
concerning the setup created for the recording was explained. Finally, the database 
structure was clarified and the preparations applied on the images were explained. 
It is concluded that two full image databases consisting of both RGB and depth 
images were presented. Where in the first dataset 10 different people’s faces were 
captured providing a total of 360 images. And the second dataset, 15 participants 
provided 300 images.  
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Chapter 5 
The Impact of Depth Maps on 
Face Recognition Under Extreme 
Variations of Illumination 
5.1 Introduction 
The depth map of a facial image, when sensed by an infrared depth sensor such as 
that incorporated within the MS Kinect v2 (see Chapter 2, 4) provides additional 
information that can effectively compliment information within a RGB image of the 
face. This is particularly the case if the face is not sufficiently illuminated as under 
such a situation, the infrared sensor will work far more effectively than the RGB 
(visible spectrum) sensor. Using depth maps to complement the RGB image of a 
face can therefore potentially improve face recognition accuracy. However the 
impact of using depth maps to enhance face recognition accuracy will also depend 
on the face recognition algorithm used. Appearance based face recognition 
algorithms such as Eigenface based approach will be more robust against poor 
illumination conditions as compared to feature based approaches such as LBP, LoG 
and SIFT. 
In this chapter a number of experiments are conducted to rigorously study 
the potential of depth images to enhance the accuracy of face recognition, when 
using both appearance based and feature based approaches to face recognition. The 
widely used Eigenface approach (see chapter-3) to face recognition is used as the 
example of the appearance based approach investigated. Two feature based 
approaches are investigated, namely, the widely used LBP based approach to face 
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recognition and a novel approach to feature based face recognition that is being 
proposed within the context of research of this thesis named Dense Face 
Recogniser (DFR). The proposed DFR uses the Dense Feature Detector [see Section 
2.3.3] to detect dense feature points on the facial images and subsequently use the 
Binary Robust Independent Elementary Features (BRIEF) descriptor to describe 
the appearance of the locality of the dense feature point. The BRIEF descriptor is 
then used to match with descriptors of similar points in images that are compared 
within the process of face recognition. For the experiments conducted the OpenCV 
library [14] was used for the implementation of the LBP and Eigenface face 
recognition algorithms and the Emgu library was used for the implementation of 
the Dense Feature Detector.  
In the experimental study conducted each subject in the database has 18 
images each (i.e. 9 different postures and 2 different facial expression), in RGB-
lights-on, REG-lights-off, Depth-lights-on, Depth-lights-off. Out of each set of 18 
images described above, 15 (80%) were selected randomly for training and the 
remaining three were used for testing. 
5.2 Methodology 
This section provides a summary of the three face recognition algorithms that are 
evaluated and an overview of the five experiments that have been designed to 
rigorously investigate the impact of using depth maps in face recognition.   
5.2.1 The Dense Face Recognizer 
As mentioned in chapter 2, section 2.3.3, a review of research in the subject area of 
Dense Features and Dense Interest Points revealed that the use of Dense Feature 
Detectors to extract dense feature points and subsequently using them in face 
recognition has previously not been investigated.  Therefore in this section a novel 
approach to face recognition is proposed that makes effective use of a Dense 
Feature Detector.  
In the research conducted a Dense Feature Detector implemented with the 
Emgu library [15] was used to generate dense feature points that are distributed 
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densely and regularly over an image [15]. The above dense feature detector was 
used to fine dense feature points on all images, including those that are in the 
training and\or testing sets. Subsequently a Binary Robust Independent 
Elementary Features (BRIEF) descriptor [7] was utilized used for matching 
corresponding feature points, since it is known to be faster in building descriptors 
and matching features.   
Figure 5.1 illustrates the principle of matching dense key points of 
corresponding images. It shows a number of real examples of mismatches, i.e. 
points that have been matched but do not correspond. 
 
Figure 5.1: The result of matching the dense points of two images with different 
face expression 
The proposed algorithm has two main procedures. The first was the training 
step, where the images chosen for training are passed one by one so that the 
information about the dense feature points of each image is generated and stored. 
Then a dictionary was used to hold each ID with its corresponding feature points, 
where another dictionary is created to hold the same ID but with the descriptors 
created from the BRIEF function for each dense key point. 
The second procedure is the testing operation, where the features of the test 
image are generated and matched with all previously trained data using a brute-
force descriptor matcher. Where for each descriptor in the first set, the matcher 
finds the closest descriptor in the second set by trying each one. The condition to 
choose a best match was if the number of matching points between the test image 
and a specific feature set in the trained vector was the highest, then the ID of the 
test image was set to the ID of the matching feature set in the vector. A diagram 
explaining the training procedure can be seen in Figure 5.2, while Figure 5.3 shows 
the testing procedure diagram. 
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Figure 5.2: The training of the Dense Face Recognizer process 
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Figure 5.3: The process of testing an image on a trained vector in the Dense Face 
recognizer system 
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The final system was built in the Microsoft Visual Studio 2010, using the C# 
programming language, and importing the Emgu library to be able to utilize the 
Dense Feature Extractor and the BRIEF descriptor. 
5.2.2 The Application of Eigenface and LBP 
As described before in sections 2.3.1 and 2.3.2, the testing system will apply both 
Eigenface and LBP’s standard algorithms without any modification to carryout face 
recognition. The steps of training and testing images are explained as follows: 
1. Having the data distributed into multiple files where each file named with 
the ID for each person, the system requires a text file that would combine 
each image location with the corresponding ID for the training set, 
therefore, text files for each test in each experiment was created containing 
lines as seen in Figure 5.4. 
2. The system then creates the required model (Eigenface\ LBP), and passes 
the already read training set to the model. 
3. The testing set is inputted into a stack to loop through it as each test image 
is run through the model separately. 
The prediction is finally outputted for each test image with an average 
accuracy value at the end, seen in Figure 5.5. The image with the highest accuracy 
of match is considered the recognised image.  
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Figure 5.4: A part of the text file containing the location followed by the ID for each 
person’s image  
 
Figure 5.5: A sample for the output of the system. 
 
C:\OpenCV\testing\data\s1\Bright\3.png;1 
C:\OpenCV\testing\data\s1\Bright\4.png;1 
C:\OpenCV\testing\data\s1\Bright\5.png;1 
C:\OpenCV\testing\data\s2\Bright\3.png;2 
C:\OpenCV\testing\data\s2\Bright\4.png;2 
C:\OpenCV\testing\data\s2\Bright\5.png;2 
Location of image ID of person 
Image tested 
Result for each person 
Test Accuracy 
Total average 
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Table 5.1 tabulates and summarises the types of captured images used for the five 
different experiments. A detailed description of each of the algorithms is presented 
below. 
 RGB  
Well-
illuminated 
RGB 
Poorly-
illuminated 
Depth 
Well-
illuminated 
Depth 
Poorly-
illuminated 
Experiment (A)     
Experiment (B)     
Experiment (C)     
Experiment (D)     
Experiment (E)     
 
5.3 Experiment (A): Using Only Well Illuminated 
RGB Images for Training 
In this experiment, only well illuminated colour images were used in training in 
order to test face recognition accuracy in well illuminated and poor illuminated 
conditions. The applied algorithms were LBP, Eigenface, and DFR algorithms. The 
depth images were not taken into consideration. 
5.3.1 Experimental procedure 
One of the common challenges of face recognition is the process of face recognition 
during night time or under poor illumination [2]. Although a number of image 
enhancement systems have been proposed in literature, under poor illumination it 
is often impossible to notice any features of a face in order to enable face 
recognition.   Therefore, this experiment is aimed at comparing the performance of 
the LBP, Eigenface, and DFR based approaches to face recognition under changes 
to illumination. 
Looking at the data captured for each person, there are two RGB images in 
each pose and expression, with one well illuminated and the other poorly 
illuminated.  In the well-illuminated mode, each person has 18 images describing 
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nine poses with two expressions on each pose. Providing 80% of the well-
illuminated images for training requires 18 × 80% ≈ 15 images, therefore, 15 
random well-illuminated images were chosen for training. The remaining three 
well-illuminated images not chosen and the three equivalent poorly-illuminated 
images were left for testing. In order to be fair and try almost all possible 
train\test sets, the same process was repeated 10 times with different random 
images chosen for training and testing (Figure 5.6) at each time and finally taking 
the average of the results. 
 
Figure 5.6: Experiment (A) training and testing example 
5.3.2 Experimental results 
Table 5.2: Experiment (A) accuracy results 
 LBP Eigenface DFR 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 73.33% 33.33% 93.33% 10% 96.67% 13.33% 
Test(3, 11, 15) 66.67% 36.67% 100% 10% 96.67% 10% 
Test(1,13,17)  80% 36.67% 100% 10% 100% 16.67% 
Test(6, 9, 11) 73.33% 36.67% 100% 10% 96.67% 30% 
Test(2, 3, 5) 76.67% 33.33% 100% 10% 100% 0% 
Test(7, 8, 14) 70% 30% 90% 10% 96.67% 13.33% 
Test(1, 2, 7) 80% 33.33% 93.33% 10% 96.67% 6.67% 
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Test(1, 11, 14) 76.67% 36.67% 100% 10% 96.67% 16.67% 
Test(2, 4, 8) 73.33% 40% 96.67% 10% 100% 10% 
Test(5, 12, 18) 76.67% 36.67% 100% 10% 93.33% 10% 
Average 74.67% 35.33% 97.33% 10% 97.33% 12.66% 
 
The results of Experiment (A) are tabulated in Table 5.2, where each test 
process is explained on each row. For example, the first test process had the images 
numbered (6, 15, and 16) as test subjects. Therefore the remaining images from the 
18 well-illuminated images for each person have been used in training. The 6th, 
15th, and 16th images from the well-illuminated mode images and the 6th, 15th, and 
16th images from the poorly-illuminated-mode images are used for testing of the 
LBP, Eigenface, and DFR algorithms. At the end of the table an average of 
accuracy is calculated for each case, showing the overall strength of each algorithm 
and the effect of using images with poor illumination as test subjects. 
Summarising the results of the above experiment it is seen that the average 
for well-illuminated images using the LBP algorithm showed a 74.67% success 
rate. This accuracy figure obtained is a justifiable result since the images of the 
database contained two dark skinned participants’ data, and it was noticed that 
the LBP algorithm could not recognize most of their images. This can be explained 
since the LBP is a texture-based technique [2], and facial features of the two 
participants were not clear enough for LBP to recognize under even under well-
illuminated conditions. It is also noticed that when images captured under poor-
illumination were tested the results’ average shows a low 35.33% accuracy in 
recognition. This is justifiable as the training set did not include poorly-illuminated 
images and thus the poorly-illuminated test images will not be able to find 
appropriate matches.  
The Eigenface based face recognition algorithm showed an average accuracy 
rate of 97.33% when testing the well-illuminated images. This is a significantly 
higher accuracy than that obtained with the LBP based approach as Eigenface 
based approach is a appearance based approach rather than a feature based 
approach and hence will be able to cater for the cases of the dark-skinned 
individuals, better. Any low accuracy results when testing well-illuminated images 
using the Eigenface approach can be explained since, for example, in the first test, 
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using images 6, 15, and 16 meant that those images were not used in the training 
set. Since images 15 and 16 had the face in the same pose and with both images 
with the facial expressions being included is testing and thus not in the training 
set, it was harder for the algorithm to find a close match. Similar to that in the 
case of the LBP, the recognition rate for poorly-illuminated test images was only 
10% showing how a large change in the light can affect the Eigenface algorithm 
drastically. It is noted that the impact on the appearance based Eigenface based 
approach has been more severe than in the case of the feature based LBP approach 
as change in illumination impacts the overall appearance of a face more than the 
individual features. In the case of the Eigenface based approach the 10% accuracy 
obtained when tested on poorly-illuminated faces was produced as in every case all 
faces were recognized as one particular face; therefore, in each case one person was 
given the right recognition. 
The Dense Face Recognizer showed a success rate of 97.33% while testing the 
well-illuminated images. This showed that the DFR can be reliable just like the 
Eigenface algorithm. On the other hand, the DFR showed that it faced the same 
challenges faced by the LBP and Eigenface approaches, which is significant 
reduction of the recognition accuracy (12.66%) when testing for poorly-illuminated 
images. This can be easily explained in view of the fact that it would be hard to 
detect dense features in a dark image and therefore matching few dense features 
between images would be difficult to achieve. 
5.3.3 Conclusions 
Overall, the experiment showed that the Eigenface and DFR are the better 
algorithms to recognize faces using well-illuminated test images, although all 
algorithms produced poor results in face recognition using test images taken in 
poor light conditions, for which LBP had the best accuracy rate of 35.33%.  
In summary the Experiment (A) concludes that in the case of face recognition, 
if poorly-illuminated facial images of individuals have not been used in training, 
then the possibility of identifying those individuals under test conditions of poor-
illumination is low.  
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5.4 Experiment (B): Using both Well & Poorly 
Illuminated Images for Training 
In this experiment, the goal is to see if the three face recognition algorithms can 
recognize faces if samples of poorly-illumination images are added to the training 
set. Therefore, RGB facial images were used in order to test face recognition 
accuracy in both well- illuminated and poorly- illuminated conditions, while using 
both types of image samples for training. 
5.4.1 Experimental procedure 
The difference between this experiment and Experiment (A), is adding poorly-
illuminated images to the training set. In this case, the training set will contain 15 
well-illuminated images and 15 poorly-illuminated images, making a total of 30 
training images. The test set stays the same with three well-illuminated images, 
and three poorly-illuminated images (Figure 5.7). 
 
Figure 5.7: Experiment (B) training and testing example 
5.4.2 Experimental results 
Looking at the results of the experiment in table 5.3, the average for well-
illuminated images, when using the Local Binary Patterns algorithm, showed a 
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reduction in accuracy when using both well-illuminated and poorly-illuminated test 
subjects. When well-illuminated test subjects were tested the average accuracy 
reported was 71.67%, indicating a reduction in accuracy compared to the 74.67% 
recorded in the Experiment (A). When poorly-illuminated test subjects were tested 
the average accuracy reported was 22.67%, showing a lower accuracy compared to 
the 35.33% obtained in Experiment (A). After detailed investigations, it became 
clear that adding images with poor illumination to the training set will not help the 
LBP as the resulting histograms were not as valuable (i.e. sufficiently 
discriminative) to help the classification process (Figure5.6). The histogram shapes 
were similar although magnitudes were different. 
Table 5.3: Experiment (B) accuracy results 
 LBP Eigenface DFR 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 70% 30% 93.33% 83.33% 96.67% 86.67% 
Test(3, 11, 15) 66.67% 10% 100% 83.33% 96.67% 90% 
Test(1,13,17)  76.67% 26.67% 100% 83.33% 100% 93.33% 
Test(6, 9, 11) 73.33% 26.67% 100% 86.67% 96.67% 93.33% 
Test(2, 3, 5) 73.33% 30% 100% 86.67% 100% 90% 
Test(7, 8, 14) 66.67% 13.33% 90% 83.33% 96.67% 93.33% 
Test(1, 2, 7) 73.33% 26.67% 93.33% 83.33% 96.67% 93.33% 
Test(1, 11, 14) 70% 13.33% 100% 80% 96.67% 96.67% 
Test(2, 4, 8) 70% 23.33% 96.67% 83.33% 100% 100% 
Test(5, 12, 18) 76.67% 26.67% 100% 86.67% 93.33% 100% 
Average 71.67% 22.67% 97.33% 84% 97.33% 93.66% 
 
 
Figure 5.8: LBP Histograms using images with normal illumination (Top), and 
with poor illumination (Bottom)  
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In the case of using the Eigenface based approach, the results showed an 
average accuracy rate of 97.33% when testing the well-illuminated images. When 
compared to accuracy obtained in experiment (A), it revealed no change in 
accuracy. On the other hand, adding the poorly-illuminated images to the training 
set showed a substantial rise in accuracy when testing poorly-illuminated faces, 
with an increase from 10% in experiment (A), to 84% in experiment (B). An 
explanation would be that since Eigenface is an appearance based approach, 
adding the dark mode images to the training set gave the Eigenface approach a 
group of new appearance features of poorly-illuminated faces to look for, when 
testing for poorly-illuminated images, as a result, reducing the ill-effect of the poor-
illumination on the algorithm. A closer investigation also revealed that why the 
accuracy level for poorly-illuminated images when tested did not reach the 
accuracy level of well-illuminated faces is due to the presence of two dark-skinned 
individuals well known to inherently present challenges to Eigenface based face 
recognition.  
In the case of using the DFR based approach the results showed a success 
rate of 97.33% when testing on well-illuminated faces, which in a manner similar 
to the case of the Eigenface based approach, showed neither an improvement nor a 
reduction. Looking at the results when testing with poorly-illuminated images, a 
major jump was seen in the accuracy. Experiment (A) having provided 12.66% 
accuracy, whereas Experiment (B) reached up to 93.66% accuracy, thus showing an 
improvement of 81%. This can be explained as the dense features detected from the 
poorly-illuminated faces would not match with any features from the well-
illuminated images, but will still be able to match with features from poorly-
illuminated images. This is illustrated in Figure 5.9. 
Summarizing the experimental results, it can be concluded that the LBP 
based approach did not benefit from adding the poorly-illuminated images to the 
training set, but in contrast had a drop in the accuracy since the difference between 
the poorly-illuminated images was hard to classify. The experimental results 
however showed that the Eigenface and DFR are the better algorithms to recognize 
faces when using well-illuminated test images, indicating an average accuracy of 
97.33%, and an improvement in the accuracy when using poorly-illuminated 
images, where Eigenface based approach showed a significant jump to 84% 
recognition accuracy, and DFR approach showed an even larger jump to 93.66%. 
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Figure 5.9: DFR matching the dense points for two images with poor illumination 
5.4.3 Conclusions 
The results conclude that even with a balance of using both well-illuminated and 
poorly-illuminated training images, the accuracy of recognising poorly-illuminated 
facial images as compared to the accuracy of recognising well-illuminated facial 
images is substantially low when considering images captured by RBG visible 
spectrum imaging sensors.  
5.5 Experiment (C): Using Only Well-Illuminated 
Depth Map Images for Training 
The previous two experiments proved that using RBG images alone provides 
unstable results in face recognition under illumination changes.  The drastic effect 
of severe illumination changes that facial images could undergo under most 
practical situations, it is therefore crucial to try and include depth images in the 
recognition process to find if depth maps can replace or at least aid the RGB 
images in face recognition. Therefore, in this experiment, the depth map images 
are being used for the first time in the training set and in the testing set. 
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5.5.1 Experimental procedure 
Through this experiment, depth map images taken in well-illuminated scenes are 
used. Basically, this experiment repeats Experiment (A) but with depth map 
images replacing RGB images (Figure 5.10).  
 
Figure 5.10: Experiment (C) training and testing example 
As before, three images were picked randomly for testing, while the other 15 
were left to form a training set for the face recognition algorithms. The 
training\testing process was again repeated 10 times and averaged as in the 
previous experiments, in order to have fair sets of results. 
Since the resolution of the original depth map images is much lower than the 
colour images, the process of detecting faces and features from depth maps might 
be of a challenge compared to using RGB images. But on the other hand, the depth 
map images should be able to provide better results in regards to face recognition 
in poor illumination scenes, this is mainly because of the fact that depth maps are 
built using infrared signals and therefore shouldn’t be affected by illumination 
changes. 
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5.5.2 Experimental results 
Table 5.4: Experiment (C) accuracy results 
 LBP Eigenface DFR 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 93.33% 76.67% 86.67% 73.33% 76.67% 66.67% 
Test(3, 11, 15) 90% 80% 93.33% 80% 90% 73.33% 
Test(1,13,17)  93.33% 86.67% 96.67% 93.33% 76.67% 73.33% 
Test(6, 9, 11) 96.67% 86.67% 96.67% 86.67% 83.33% 73.33% 
Test(2, 3, 5) 86.67% 86.67% 96.67% 96.67% 86.67% 66.67% 
Test(7, 8, 14) 80% 80% 56.67% 70% 70% 73.33% 
Test(1, 2, 7) 93.33% 73.33% 73.33% 70% 60% 60% 
Test(1, 11, 14) 90% 90% 93.33% 86.67% 86.67% 80% 
Test(2, 4, 8) 90% 76.67% 86.67% 83.33% 76.67% 60% 
Test(5, 12, 18) 86.67% 76.67% 96.67% 83.33% 76.67% 63.33% 
Average 90% 81.30% 87.67% 82.33% 78.33% 68.99% 
 
Examining the results in table 5.4, one noticeable improvement is the LBP 
accuracy when testing it with well-illuminated depth maps. The average of results’ 
examined reached 90%, which when compared to the results of the LBP in 
Experiment (A), shows a much better rate. Looking at this early improvement, 
gives the depth maps a good chance to challenge the RGB images if other results 
complemented this one. Looking at the average for the LBP results when using 
poorly-illuminated depth images as test subjects, it can be found that the accuracy 
obtained for depth images in both well-illuminated and poorly-illuminated modes 
are very similar, which can be inferred since the average accuracy reached 81.30% 
when testing poorly-illuminated depth images. This meant that a big portion of the 
training set were helpful even when testing with depth images taken under 
different illumination conditions (Figure 5.11). 
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Figure 5.11: LBP Histograms using colour images with poor illumination (Top), 
and using depth maps with poor illumination (Bottom)  
Looking at the results produced by the Eigenface algorithm, it is clear that 
when testing with well-illuminated depth images, the average accuracy rate is 
87.67%, which when compared to Experiment (A) presents a 10% decrease in 
accuracy. On the other hand, when examining the Eigenface when tested with 
depth images taken in poorly- illuminated conditions, it’s clear that there is a huge 
increase compared to Experiment (A), the accuracy figure increasing substantially 
from 10% to 82.33%. This indicates that even with a lower accuracy when used 
with well-illumination depth images, the results of the poorly-illumination test 
subjects are very encouraging, proving that depth map images can be at least of a 
help in face recognition in poorly-illuminated scenes. 
The DFR was also tested with depth map images for the first time in this 
experiment. Unfortunately, the results were not all encouraging. The accuracy 
average for testing depth map images in well and poorly illuminated cases were 
78.33% and 68.99% respectively, which in some practical cases might not be robust 
enough. But again looking at the accuracy average with poorly- illuminated test 
subjects, it can be seen that there was a significant improvement as compared to 
the 12.66% accuracy acquired in Experiment (A). After extended research it was 
found that using DFR with depth maps can be challenging in some cases like “Test 
(1, 2, 7)”, where testing using image 1 presented many errors since image 2 is also 
removed from the training set (see Figure 5.12). Further for DFR to work it is 
important that the images contain texture/features. However with depth map 
images, this is not the case. 
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Figure 5.12: DFR matching the dense points for two depth images in Test (1, 2, 7) 
where a wrong match was found between subject 9 (Left) and 10 (Right) 
This experiment provided enough information supporting the contribution of 
depth map images to the area of face recognition in poorly-illuminated scenes. 
Depth map images could provide acceptable average accuracy levels, when using 
poorly-illuminated test images, when a training set involving only depth map 
images taken in well- illuminated scenes were used. This of course didn’t take 
away the fact that RGB images in normal illumination can provide very accurate 
results up to 97.33% which is a result the that depth map images couldn’t reach in 
this experiment. 
5.5.3 Conclusions 
The above experimental results conclude that under poorly-illuminated conditions 
depth map images are capable of enhancing the accuracy of face recognition 
systems. However they cannot supersede the accuracy levels obtainable by RGB 
images when used for face recognition in well-illuminated scenes. These 
contrasting conclusions reveal that it will be a combination of using both RGB and 
Depth map images that will provide the best accuracy rates under conditions of 
varying illumination. 
5.6 Experiment (D): Using Poorly Illuminated 
Depth Map Training Images 
After testing the capabilities of the depth map images in Experiment (C), it was 
clear that only using well-illuminated depth map images for training gave the well 
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–illuminated images significantly high accuracy in testing. While testing the poorly 
illuminated depth images gave good results, the level of accuracy obtained was 5-
10% lower as compared to testing well-illuminated images. This can be easily 
explained since there might be some change in the depth data recorded under good 
and poor illumination. That being said, the aim of this experiment is finding if the 
level of illumination affects the depth maps in our experiments. 
5.6.1 Experimental procedure 
This experiment was created with the opposite training set used in the previous 
experiment, in other words, the training set contained the depth map images taken 
in the poorly illuminated scenes, while the testing sets remained the same. This 
experiment should provide a mirrored result to the previous one since the training 
set is the opposite (Figure 5.13). 
 
Figure 5.13: Experiment (D) training and testing example 
5.6.2 Experimental results 
The results are tabulated in table 5.5 and provides predicted results overall. As 
looking at the LBP accuracy results, testing with poorly-illuminated depth images 
provided higher results than testing the normally illuminated images with 
accuracy averages of 85.33% and 81.33% respectively. 
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The Eigenface results supported the idea shown by the LBP results, which is, 
when the training contains poorly-illuminated images and the test images had the 
same level of illumination, the recognition accuracy is higher (91.33%) than that 
with testing well-illuminated images (75.67%). 
Similar to the case of experiment (c), the DFR didn’t achieve an accuracy 
above 80% which still indicates that DFR has an additional challenge when the 
both type of training-images are not included in the training set. Some of these 
cases can be found in “Test (7, 8, 14)” and “Test (1, 2, 7)”. The DFR accuracy results 
in this experiment can be seen to be 66% using well-illuminated depth images as 
test subjects, and 76.67% when using the poorly-illuminated depth images. 
5.6.3 Conclusions 
The above experimental results conclude that under well-illuminated conditions 
depth map images are capable of enhancing the accuracy of face recognition 
systems. However they cannot supersede the accuracy levels obtainable by RGB 
images when used for face recognition in well-illuminated scenes. The conclusions 
reveal that it will be a combination of using both RGB and Depth map images that 
will provide the best accuracy rates under conditions of varying illumination. 
Overall, the results of this experiment together with that of experiment (c), 
provide proof that the level of illumination does not affect depth maps and hence 
the recognition accuracy that can be obtained.  
Table 5.5: Experiment (D) accuracy results 
 LBP Eigenface DFR 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 86.67% 70% 73.33% 80% 76.67% 76.67% 
Test(3, 11, 15) 83.33% 96.67% 80% 96.67% 70% 80% 
Test(1,13,17)  90% 96.67% 80% 100% 53.33% 80% 
Test(6, 9, 11) 86.67% 93.33% 83.33% 100% 70% 80% 
Test(2, 3, 5) 80% 90% 76.67% 93.33% 66.67% 93.33% 
Test(7, 8, 14) 70% 70% 63.33% 76.67% 56.67% 56.67% 
Test(1, 2, 7) 73.33% 66.67% 70% 73.33% 63.33% 53.33% 
Test(1, 11, 14) 86.67% 93.33% 80% 100% 73.33% 90% 
Test(2, 4, 8) 73.33% 86.67% 70% 93.33% 60% 80% 
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Test(5, 12, 18) 83.33% 90% 80% 100% 70% 76.67% 
Average 81.33% 85.33% 75.67% 91.33% 66% 76.67% 
 
5.7 Experiment (E): Using Mixed Depth Map 
Training Images 
Once the depth maps have shown their capabilities in Experiment (C) and (D) with 
different training sets being used, and showing how illumination didn’t affect the 
use of depth map images in our experiment, it was important to proceed with the 
final stage of depth map images testing, where depth map images in both 
illumination cases will be used for training. 
5.7.1 Experimental procedure 
The aim of this experiment is to see if mixing the two differently illuminated depth 
maps in a training set can improve the accuracy of the three algorithms used. 
Similar to that of Experiment (B), the training set contained not 15, but 30 depth 
images for each participant, 15 depth images taken under well-illuminated 
conditions, and 15 depth images taken in poorly-illuminated conditions. It is noted 
that the testing sets were put together in the same way as in the previous 
experiments, picking three images for testing and leaving the rest for training 
(Figure 5.14). 
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Figure 5.14: Experiment (E) training and testing example 
5.7.2 Experimental results 
As expected, training depth images in both levels of illumination experimented 
with, considerably influences the recognition performance as shown in Table 5.6. 
Starting with the case of the LBP algorithm, the average accuracy in both 
illumination conditions was around 90%, which shows how poorly illuminated 
images can function just like the ones with good level of illumination. A similar 
close result can be seen with the Eigenface based approach, where the average 
accuracy obtained with well-illuminated images is 89% and with poorly-
illuminated images 93.67%.  
Looking at the Dense Face Recognizer results, it can be clearly seen that 
closer results occurred, with 81% and 79.67%accuracy for well and poorly 
illuminated scenes, respectively. The recognition accuracy achievable in this 
experiment was much better than in the case of the previous two, in which only one 
of the two image sets was trained. Therefore, it can be concluded that using this 
technique, testing with both illumination conditions present almost identical 
accuracy results.  
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5.7.3 Conclusions 
The results of this experiment further confirms the conclusions reached by 
experiments C and D, i.e. the level of illumination does not affect the recognition 
accuracy of depth images, especially if images in both illumination scenes were 
used in the training set. 
Table 5.6: Experiment (E) accuracy results 
 LBP Eigenface DFR 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 86.67% 73.33% 90% 80% 86.67% 70% 
Test(3, 11, 15) 93.33% 96.67% 96.67% 100% 90% 80% 
Test(1,13,17) 96.67% 96.67% 93.33% 100% 70% 86.67% 
Test(6, 9, 11) 93.33% 96.67% 96.67% 100% 83.33% 80% 
Test(2, 3, 5) 86.67% 93.33% 93.33% 96.67% 83.33% 83.33% 
Test(7, 8, 14) 76.67% 90% 73.33% 86.67% 73.33% 76.67% 
Test(1, 2, 7) 83.33% 76.67% 76.67% 83.33% 70% 66.67% 
Test(1, 11, 14) 90% 93.33% 90% 100% 90% 86.67% 
Test(2, 4, 8) 96.67% 93.33% 83.33% 93.33% 83.33% 83.33% 
Test(5, 12, 18) 93.33% 93.33% 96.67% 96.67% 80% 83.33% 
Average 89.67% 90.33% 89% 93.67% 81% 79.67% 
 
5.8 Summary and Discussion  
In this chapter a novel feature based approach to face recognition was proposed 
where a Dense Feature Detector and a BRIEF descriptor were utilized to create a 
Dense Face Recognizer. The recognizers’ functional processes were detailed in the 
previous sections, starting with a feature detection algorithm that generates and 
stores dense features points of face images. Subsequently, a BRIEF feature 
descriptor was used to compute the descriptors from the generated dense features. 
The second functional process presented was a testing mechanism, were an image 
was inputted to generate its own dense features and descriptors to then go through 
a matching phase, where the best matching feature set will be chosen to determine 
the identity of the face. 
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The second part of this chapter detailed five different experiments, designed 
to rigorously analyse the relative performance capabilities of the proposed novel 
Dense Face recogniser against two well-established face recognition algorithms, 
namely, the Eigenface and LBP based face recognisers, under different lighting 
conditions and when using both RGB and Depth data separately.  
The overall conclusion of the above five experiments was that to obtain best 
levels of face recognition accuracy under varying levels of illumination (for all three 
algorithms tested) an approach that effectively makes use of both well and poorly 
illuminated RGB images and Depth images, (regardless of the level of illumination 
at which they were captured) in training, is required. It also concluded that under 
poor illumination conditions appearance based face recognition algorithms such as 
the Eigenface approach is more effective than the feature based approaches such as 
the LBP and the proposed DFR. The latter two are more accurate under well-
illuminated conditions.   
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Chapter 6 
3D Face Recognition with 
Overfeat Network 
6.1 Introduction 
In this chapter, a novel approach to face recognition using the Overfeat Network 
[see Chapter 2, section 2.5] for effective feature extraction and a traditional SVM 
classifier for subsequent classification of images is presented. The chapter explains 
in detail the feature extraction through Overfeat, and data preparation before 
classification. Afterwards, several different experiments are presented and 
discussed; testing multiple combinations of datasets with different sizes. The 
database captured and presented in chapter 4 using ten participants is further 
enhanced with data captured from 5 additional participants was used as a data 
source for the experiments. Extracting the features through Overfeat was done 
through the Linux operating system, while the SVM classifier was implemented 
through the Microsoft Visual Studio 2010 integrated development environment.  
Three main experiments were designed and are presented, where the new 
reconstructed images will be used as a testing set and the already captured images 
would form the training set. The reason for choosing the new images for testing 
only is for the goal of identifying which of the new images will match and which 
will not match, and therefore have a clear understanding of the strength of the new 
images. The experiment’s testing sets started with seven images taken from the 
previously built nine angles dataset, then five and finally three [see Chapter 4, 
section 4.2.2]. The chosen images are the ones where the face image capture angle 
is not too far to the left or the right, mainly the angles 45, 60, 75, 90, 105, 120, 135 
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were considered as suitable. It is noted that the 90 degrees image is the frontal 
image, 45 looking to the right, and 135 looking to the left. The training set would 
contain the images normally captured by the Kinect while the generated images 
are used as a testing set. 
6.2 Methodology 
As mentioned before the Overfeat Network [Chapter 2, Section 2.5] was used as the 
feature extractor, while a standard SVM classifier built within OpenCV was used 
as the classifier. 
6.2.1 Feature Extraction Process 
In this research, the Overfeat was used as a feature extractor, where each image 
used for training or testing was initially entered into the network. The Overfeat 
network provides a features vector through the 22nd layer. For each image that 
passes through the Overfeat network, a vector with the size of 4096 × 3 × 1 is 
created and is subsequently saved as a text file. This resulted in having a text file 
for each image that went through the Overfeat network, where each file contained 
the features extracted from each image, process seen in Figure 6.1. After extracting 
the features out of the images as described above, the feature files were organized 
and labelled to be processed by the SVM classification application. 
 
Figure 6.1: Features extraction process 
Input Image Overfeat Features File 
Overfeat 
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6.2.2 Classification Process 
As mentioned previously, a Support Vector Machine was used as a classifier. The 
classifier was built to receive a number of vectors with their matching labels to act 
as a training set, afterwards it was prepared to receive a new feature vector to try 
and find the best classification for it. For simplicity, the files were named with the 
person ID followed by the image ID, so for the second person, the 4th image features 
would have the file called “2_4.txt”, where the image ID’s from 1 to 5 where 
allocated for the training set and what is after such as 6, 7, 8…etc. would be 
allocated for the testing set. 
6.3 Experiment (A): Classification with Seven 
Angles Testing Set 
6.3.1 Experiment Procedure 
In this experiment, seven images with angles 45, 60, 75, 90, 105, 120, 135 degrees 
created by following the 3D face reconstruction approach presented in Section 
4.2.2, were chosen as a testing set, as seen in Figure 6.2, while the training set 
contained the basic 150 images taken for 15 persons. 
 
Figure 6.2: Example of the seven images used as a testing set in Experiment (A) 
The classifier was trained with features [see section 6.2.1] of the basic 
training set of images, and tested with the test set at the end of which a label that 
corresponds to the class the image (i.e. naming the person) is generated. 
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6.3.2 Experiment Results 
The results of this experiment are presented in Table 6.1, where each row 
represents the test of an individual person (Test (1) means the person with ID = 1), 
and columns numbered from 1 (450) to 7 (1350) represent for each individual the 
images that were used in the testing set. The test images marked with a ‘x’ 
indicated wrong matches/results. 
Analysing the results obtained, an accuracy rate of 78.09% was obtained, 
which is not promising. Nonetheless, this result can be explained as the testing set 
had images where the person would look far to the left and to the right. A closer 
look at the result tabulated in table 6.1 reveals that most errors occur on the first 
and last images. Therefore, if the test would be recreated without the extra images 
the accuracy should be higher compared to this test. 
Table 6.1: Experiment (A) accuracy results 
 1 2 3 4 5 6 7 
Test(1)        
Test(2)        
Test(3)        
Test(4)        
Test(5)        
Test(6)        
Test(7)        
Test(8)        
Test(9)        
Test(10)        
Test(11)        
Test(12)        
Test(13)        
Test(14)        
Test(15)        
Average 78.09 % 
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Overall, the experiment showed that the graphically constructed images can 
be used for face recognition, using a CNN such as Overfeat as a feature extractor 
and a SVM for classification. However there is room for further improvement, 
which is the aim of experiment (B). 
6.4 Experiment (B): Classification with Five 
Angles Testing Set 
6.4.1 Experiment Procedure 
The previous experiment showed an average accuracy rate of 78.09%, which was 
not satisfactory, this can be caused by the extreme face angles found in the testing 
set but not found in the training set. In this experiment however, the aim was to 
try and achieve higher accuracy by removing the two angles, 45, and 135 degree 
images from the testing set, which provides a testing set of five images, seen in 
Figure 6.3. The training set was left with no alteration for consistency. 
 
Figure 6.3: Example of the five images used as a testing set in Experiment (B) 
6.4.2 Experiment Results 
Table 6.2 details the results of this experiment. As before, each test process’s 
correct and wrong predictions marked on each row. For example, in the fourth test 
process/image the image number 5 gave a wrong prediction for the person with the 
ID of 4. Despite such wrong matches, the overall accuracy, compared to the first 
experiment, improved to an accuracy of 92%. This result can be seen as the best 
accuracy level possible using Overfeat, but then again, deep learning algorithms 
typically show near perfect results. Moreover, when all the experiment results were 
analysed, it was found that the wrong predictions were coming from the 60 and 120 
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degree images (numbered 1 and 5); therefor another experiment was needed in 
order to prove if there is a possibility to obtain even better results. 
 
 
Table 6.2: Experiment (B) accuracy results 
 1 2 3 4 5 
Test(1)      
Test(2)      
Test(3)      
Test(4)      
Test(5)      
Test(6)      
Test(7)      
Test(8)      
Test(9)      
Test(10)      
Test(11)      
Test(12)      
Test(13)      
Test(14)      
Test(15)      
Average 92% 
 
6.5 Experiment (C): Classification with Three 
Angles Testing Set 
6.5.1 Experiment Procedure 
Through this experiment, the process of training and testing the SVM model using 
the feature files generated by the Overfeat Network is repeated as in the case of 
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Experiment (A) and (B) but, only three images are used for the testing set (Figure 
6.4). 
Looking at the two previous experiments, it was clear that with the current 
training set that was being used, it was not sensible to use a nine angle images 
data set for testing. It was proven in the second experiment when the accuracy 
value increased considerably after taking out the two images with angles of 45 and 
135 degrees. In this experiment the main three images with angles of 75, 90, and 
105 will be tested alone, removing images with angles 60 and 120 degrees, to try 
and achieve the highest possible accuracy.  
 
Figure 6.4: Example of the three images used as a testing set in Experiment (C) 
6.5.2 Experiment results 
Table 6.3: Experiment (C) accuracy results 
 1 2 3 
Test(1)    
Test(2)    
Test(3)    
Test(4)    
Test(5)    
Test(6)    
Test(7)    
Test(8)    
Test(9)    
Test(10)    
Test(11)    
Test(12)    
Test(13)    
Test(14)    
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Test(15)    
Average 100% 
 
Examining the results presented in table 6.3, this final experiment showed perfect 
accuracy, as predicted, with the accuracy increasing to 100%. This showed the full 
potential and capabilities of using the new generated image dataset, which was 
built from creating a 3D model of one frontal image, with Overfeat, a convolutional 
neural network, as a feature extractor, and a simple Support Vector Machine as a 
classifier. 
6.6 Summary and Discussion  
In this chapter a novel approach to face recognition has been proposed based on the 
use of a Convolutional Neural Network (The Overfeat Network) for facial feature 
extraction and a standard Support Vector Machine for classification.  
         The use of the Overfeat Network as a feature extractor was presented, were 
the overall process of taking the input images and producing feature files were 
explained. Further, a classification technique was presented, where a Support 
Vector Machine was created using OpenCV and used to classify the feature vectors 
stored in the feature files after the training phase. 
 The second part of this chapter detailed three different experiments, where 
the multi-angular views generated using the RGB and Depth images of the 
centre/middle (person looking straight into the camera) image were used as a 
testing set. Results obtained from Experiments A, B and C revealed that the 
proposed novel approach to face recognition can very accurately) accuracy reaching 
100%) recognise a human viewed from any different angles, as long as the training 
has been done on different angular view of a human face, as long as the training 
image set’s angular range encompasses the test set’s angular range. Where ever 
the face recognition fails, it is nearer to the boundary of the training set’s angular 
spread.  
The experiments provided proof that it is possible to use a pre-trained CNN, 
such as the Overfeat, for effective facial feature extraction. Mainly by providing a 
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collection of feature files that were later used by a standard SVM, built to be 
trained and tested with feature vectors found in the feature files. What was also 
presented is the idea of generating new images for the face, pointing into different 
directions, and then being able to use these new images for face recognition. This 
would minimize the need for capturing multiple images for each person in order to 
increase the ability of face recognition systems to recognize faces, and will hence 
solve one of the major practical problems in having sufficient data face recognition 
under varying pose.  
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Chapter 7 
Face Recognition based on Depth 
Map Images using the Overfeat 
Network 
7.1 Introduction 
In this chapter a novel approach to Depth Map based face recognition, using the 
Overfeat network for feature extraction and a SVM for classification is proposed in 
this chapter. This chapter therefore extends the work presented in chapter 6 
proving that the Overfeat Network and the SVM classifier are not only capable of 
face recognition using RGB images, but are equally effective in face recognition, 
entirely based on depth images.    
        Additionally, several different experiments are presented and discussed; 
testing different types of Depth image data used for training. The database 
explained in chapter 4 was used as a data source for the experiments. It should be 
noted that extracting the features through Overfeat was done through the Linux 
operating system, while the SVM classifier was implemented through the Microsoft 
Visual Studio 2010 integrated development environment, using the pre-built SVM 
algorithm in the OpenCV library.  
Three experiments are conducted and results are analysed, starting with an 
experiment that uses only the depth maps captured under well-illuminated 
conditions for training. Further two other experiments, using only depth maps 
captured under poorly-illuminated conditions for training and finally depth maps 
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captured under both well and poorly illuminated conditions for training, are 
conducted and results are discussed. The dataset used is the same dataset used in 
chapter 5. The key focus of this chapter is showing that the Overfeat approach is 
capable of extracting features via the use of deep learning networks and 
subsequently being used by a standard classifier to supersede the performance 
efficient of the well-known traditional approaches to face recognition, in the context 
of analysing depth map images.   
7.2 Methodology 
As mentioned previously in chapter 2 and 6, the Overfeat network was provided as 
a feature extractor, while for classification a normal SVM classifier was chosen and 
built through the OpenCV library. 
7.2.1 Feature Extraction Process 
In this study, the Overfeat was applied as a feature extractor, where each depth 
image used for training or testing had to be passed through the network. The 
Overfeat network provides a vector of features outputted from the 22nd layer. For 
each image that is passed through the Overfeat network, a vector with a size 
dependant on the input image dimensions was created and later on saved as a text 
file. This resulted in having a text file for each image that went through the 
Overfeat network, where each file contained the features extracted from each 
image, process seen in Figure 7.1. After extracting the features out of the images, 
the new feature files were organized and labelled to be processed by the SVM 
classification application. 
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Figure 7.1: Features extraction process 
7.2.2 Classification Process 
As mentioned previously, a Support Vector Machine was used as a classifier. The 
classifier was built to receive a number of vectors with their matching labels to act 
as training and testing sets, specifying which files are for training and which are 
for testing. For simplicity the files were named with an ID defining if it’s a depth 
map features or a normal colour image features, and if it was taken with the lights 
on or off (bd, dd, bc), then, the person ID is added followed by the image ID. So for 
the second person, the 4th depth map taken with lights off image, features would 
have the file called “dd_2_4.txt”, therefore it was easier for the classifier to acquire 
the required file for any person. 
7.3 Experiment (A): Using Well-Illuminated 
Depth Maps for Training 
The first experiment is aimed at providing a starting point for the subsequent 
experiments, and to give an idea of if (and how) the Overfeat network would work 
with depth map images. I.e. to see whether the Overfeat network is able to capture 
discriminative features from the facial mages.   
Input Image Overfeat Features File 
Overfeat 
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7.3.1 Experiment Procedure 
It was discussed previously in chapter 5, that one of the common challenges of face 
recognition is the process of face recognition during night time or under poorly- 
illuminated conditions. A number of solutions for this problem have been presented 
in literature, where multiple enhancement procedures were adopted to try and find 
a solution. However under poor-illumination some parts of the human face can be 
non-recognisable due to its features being completely be hidden from the RGB 
image. The experiments in the chapter-5 demonstrated the capabilities of standard 
face recognition algorithms to recognize faces from depth maps. 
In this experiment, the aim is to see if Overfeat can provide different results 
than the standard algorithms, and to observe how the new data type would affect 
the feature extraction. 
A training data set selection process similar to that of Chapter-5 was used, 
where each person had two depth images in each pose and facial-expression, one in 
a well-illuminated (Bright) setting and a second in a poorly illuminated (Dark) 
setting. In the well-illuminated mode, each person has 18 images describing nine 
poses with two expressions of each pose.  
Providing 80% of the bright depth images for training requires 18 × 80% ≈ 15 
images. Therefore, 15 random well-illuminated images were chosen for training, 
while the three bright-mode images not chosen and the three equivalent dark-mode 
images were left for testing. In order to be fair and try almost all possible 
train\test sets, the same process was repeated with different random images 
chosen for training and testing (Figure 7.2). 
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Figure 7.2: Experiment (A) training and testing example 
7.3.2 Experimental Results 
Table 7.1: Experiment (A) recognition accuracy results 
 LBP Eigenface Overfeat 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 93.33% 76.67% 86.67% 73.33% 83.33% 76.67% 
Test(3, 11, 15) 90% 80% 93.33% 80% 90% 73.33% 
Test(1,13,17)  93.33% 86.67% 96.67% 93.33% 96.67% 83.33% 
Test(6, 9, 11) 96.67% 86.67% 96.67% 86.67% 96.67% 80% 
Test(2, 3, 5) 86.67% 86.67% 96.67% 96.67% 93.33% 90% 
Test(7, 8, 14) 80% 80% 56.67% 70% 86.67% 86.67% 
Test(1, 2, 7) 93.33% 73.33% 73.33% 70% 80% 83.33% 
Test(1, 11, 14) 90% 90% 93.33% 86.67% 93.33% 76.67% 
Test(2, 4, 8) 90% 76.67% 86.67% 83.33% 83.33% 80% 
Test(5, 12, 18) 86.67% 76.67% 96.67% 83.33% 96.67% 86.67% 
Average 90% 81.30% 87.67% 82.33% 90% 81.67% 
 
Examining the results presented in table 7.1, the proposed Overfeat approach 
showed marginally better accuracy compared to the LBP and Eigenface 
approaches. A close comparing of the results shows that the LBP and the Overfeat 
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would provide the highest percentage accuracy of 90% for well-illuminated facial 
depth maps. While looking at the tested poorly-illuminated depth maps, the 
Overfeat showed the highest accuracy of 81.67% compared to the second highest 
the LBP with 81.30%.  
In the case of using all three algorithms it is seen that when the training is 
performed on well-illuminated depth maps, on average the well-illuminated depth 
maps tested provides a higher accuracy than the poorly-illuminated depth maps. 
As depth maps cannot be affected by the level of illumination a closer investigation 
was carried out to ascertain the reasons for this observation. It was revealed that 
this is due to a practical reason in performing the depth map capture. In our 
experiments the capture of a depth map of a facial image of each candidate under 
well-illuminated and poorly-illuminated conditions, do not correspond to each other 
perfectly. This is due to the fact that the capture of depth map images for all the 
poses under the well-illuminated condition was done separately to the capture of 
depth map images of all corresponding poses under the poorly-illuminated 
condition. When a subject is requested to look at a certain point marked on the wall 
around the capture devise to attempt to make all corresponding poses the same, 
there is a slight mismatch of the angle by which the same individuals face has 
changed. Therefore this result in the difference of accuracies identified above. It is 
noted that this problem will exist under true practical situations and hence the 
reason no attempt was taken to resolve the matter.  
Overall, this experiment provides evidence of the capabilities of the Overfeat 
network to extract features efficiently from depth map images. Furthermore, the 
accuracy levels reached showed that the Overfeat approach had very close accuracy 
to the LBP approach, which can mean that the Overfeat network is extracting 
features similar to the LBP, which will have to be examined in further 
experiments. This experiment also provided more evidence supporting the 
contribution of depth map images to the area of face recognition in poor 
illumination scenes. The depth map images showed acceptable accuracy levels 
using poor illumination test images on a training set involving only depth map 
images taken in a well- illuminated scene. 
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7.4 Experiment (B): Using Poorly Illuminated 
Depth Maps for Training 
In this experiment, the goal was to switch the training and testing sets in a way 
that the dark poorly-illuminated depth maps are being used as the training set 
instead of the well-illuminated depth maps. 
7.4.1 Experiment Procedure 
The aim of this experiment is mainly to provide more evidence on the capabilities 
of depth maps and the Overfeat network, and to check the relationship between the 
way the Overfeat network functions in comparison to LBP and Eigenface based 
approaches.  
A similar training and data set selection to the one in Experiment (A) was applied, 
however, using poorly-illuminated depth maps for training instead of the well-
illuminated depth maps. The data was organized where each person had two depth 
images in each pose and expression, one in a well-illuminated condition and one in 
a poorly-illuminated condition. In the well-illuminated mode, each person has 18 
images describing nine poses with two expressions on each pose. Providing 80% of 
the poorly-illuminated depth images for training requires 18 × 80% ≈ 15 images. 
Therefore, 15 random poorly-illuminated depth images were chosen for training, 
while the three images not chosen and the three equivalent well-illuminated depth 
images were left for testing. In order to be fair and attempt to experiment with 
almost all possible train\test set combinations, just as performed in the first 
experiment, the same process was repeated 10 times with different random depth 
images chosen for training and testing and the results were averaged (Figure 7.3). 
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Figure 7.3: Experiment (B) training and testing example 
7.4.2 Experimental Results 
Examining the results in table 7.2, the Overfeat approach continued to show higher 
accuracy of recognition on average as compared to the LBP and Eigenface 
approaches when tested on the same dataset. Comparing the results of testing the 
poorly-illuminated maps, it can be found that the LBP and the Overfeat provide 
very close accuracy percentages of 85.33%, and 86% respectively. However the 
Eigenface approach had higher accuracy at 91.33%. This is due to the inherent fact 
that the Eigenface approach is an appearance based recognition algorithm as 
compared to the LBP and the Overfeat approaches being feature based approaches 
that are subjected to more errors due to poor illumination that results in a less 
accurate capture of features. While looking at the well-illuminated depth maps, the 
Overfeat showed the highest accuracy of 84.67% compared to the second highest 
the LBP with 81.33%. 
Generally, the results of this experiment gave more evidence of the 
capabilities of the Overfeat network to extract features efficiently from depth map 
images. Further the results obtained increased the suspicion of the way the 
Overfeat network extracts features, mostly through producing, yet again, close 
accuracy levels as compared to the LBP approach. The well-illuminated tests 
provided accuracy levels of 81.33% and 84.67% respectively for LBP and the 
Overfeat network based approaches, and the poorly-illuminated tests with 85.33% 
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and 86% accuracy levels, respectively. This experiment also provided even more 
evidence supporting the contribution of depth map images to the area of face 
recognition in poorly-illuminated scenes, where depth map images showed 
acceptable accuracy levels as compare to using well-illuminated test images on a 
training set involving only depth map images taken in a poorly illuminated scene.  
Once again we note the change between the general accuracy levels of the 
recognition of the well-illuminated vs the poorly-illuminated depth maps. As the 
training is based on the poorly-illuminated depth maps, when tested poorly-
illuminated depth maps indicate higher accuracy. This is due to the slight 
mismatch of pose between corresponding measurements taken under well and 
poorly-illuminated conditions. 
Table 7.2: Experiment (B) recognition accuracy results 
 LBP Eigenface Overfeat 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 86.67% 70% 73.33% 80% 76.67% 66.67% 
Test(3, 11, 15) 83.33% 96.67% 80% 96.67% 83.33% 86.67% 
Test(1,13,17)  90% 96.67% 80% 100% 86.67% 90% 
Test(6, 9, 11) 86.67% 93.33% 83.33% 100% 86.67% 93.33% 
Test(2, 3, 5) 80% 90% 76.67% 93.33% 90% 93.33% 
Test(7, 8, 14) 70% 70% 63.33% 76.67% 86.67% 90% 
Test(1, 2, 7) 73.33% 66.67% 70% 73.33% 73.33% 90% 
Test(1, 11, 14) 86.67% 93.33% 80% 100% 93.33% 90% 
Test(2, 4, 8) 73.33% 86.67% 70% 93.33% 83.33% 90% 
Test(5, 12, 18) 83.33% 90% 80% 100% 93.33% 93.33% 
Average 81.33% 85.33% 75.67% 91.33% 84.67% 86% 
 
7.5 Experiment (C): Using Mixed Depth Images 
for Training 
After examining the previous results when using depth maps in Experiment (A) 
and (B) with different training sets, and showing how illumination didn’t affect the 
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use of depth map images in the experiment, it was important to proceed with the 
final stage of depth map images testing, where depth map images in both 
illumination cases will be used for training. 
7.5.1 Experiment Procedure 
 
Figure 7.4: Experiment (C) training and testing example 
The aim of this experiment is to see if mixing the two differently illuminated depth 
maps in the training set can improve the accuracy in any way. To achieve the 
combination of both illumination cases, the training set contained not 15 but 30 
depth images for each participant, 15 depth images taken under well- illuminated 
conditions, and 15 depth images taken under poorly- illuminated conditions. The 
testing sets were put together in the same way as the previous experiments, 
picking three images for testing and leaving the rest for training also from both 
differently illumination cases (Figure 7.4). 
7.5.2 Experimental Results 
As expected, training depth images in both illumination scenes considerably 
influences the recognition performance. As shown in Table 7.3, 93.67% accuracy 
was reached with good illumination images, and 91.33% with poorly illuminated 
images. Comparing the Overfeat accuracy with the Eigenface and LBP, it can be 
CHAPTER 7: DEPTH FACE RECOGNITION USING OVERFEAT NETWORK 89 
 
noted with both algorithms the accuracy was very close between the different 
illuminations, where both achieving a slightly higher accuracy with poorly 
illuminated images with 93.67% for Eigenface and 90.33% for LBP. 
Table 7.3: Experiment (C) recognition accuracy results 
 LBP Eigenface Overfeat 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 86.67% 73.33% 90% 80% 86.67% 76.67% 
Test(3, 11, 15) 93.33% 96.67% 96.67% 100% 96.67% 90 % 
Test(1,13,17) 96.67% 96.67% 93.33% 100% 96.67% 93.33% 
Test(6, 9, 11) 93.33% 96.67% 96.67% 100% 96.67% 93.33% 
Test(2, 3, 5) 86.67% 93.33% 93.33% 96.67% 93.33% 93.33% 
Test(7, 8, 14) 76.67% 90% 73.33% 86.67% 90 % 93.33% 
Test(1, 2, 7) 83.33% 76.67% 76.67% 83.33% 90 % 86.67% 
Test(1, 11, 14) 90% 93.33% 90% 100% 100 % 96.67% 
Test(2, 4, 8) 96.67% 93.33% 83.33% 93.33% 86.67% 93.33% 
Test(5, 12, 18) 93.33% 93.33% 96.67% 96.67% 100 % 96.67% 
Average 89.67% 90.33% 89% 93.67% 93.67% 91.33% 
 
Overall, the results of this experiment gave more evidence of the capabilities 
of the Overfeat network to extract features efficiently from depth map images and 
subsequently use them in face recognition. The Overfeat network indicates the 
highest average accuracy level when testing on depth map images taken under 
both well and poorly illuminated conditions.  
In addition, the improved accuracy results obtained for all three algorithms 
indicates how with a larger data set of depth map images used in training (30 for 
training instead of 15 used in experiments A and B) a higher accuracy can be 
reached. 
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7.6 Experiment (D): Testing the Normal Colour 
Images 
The final experimental objective was to determine the face recognition capabilities 
of the Overfeat network when applied on RGB face images, running a similar test 
as done in the first two experiments, but, using RGB face images instead of using 
depth maps.  
7.6.1 Experiment Procedure 
In this experiment, the aim was to provide more evidence on the capabilities of the 
Overfeat network using RGB face images, and to check if the Overfeat will 
continue to provide similar results to the LBP as indicated by the outcomes of the 
previous two experiments. 
 
Figure 7.5: Experiment (D) training and testing example 
As performed in the first two experiments, the datasets were chosen 
randomly for 10 tests. Taking 15 images per person for training from the well 
illuminated images, and leaving three for the testing set, where the repetition was 
performed for a fairer set of results (Figure 7.5). 
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7.6.2 Experimental Results 
Looking at the results presented in table 7.4, the Overfeat approach continued 
again to demonstrate higher accuracy compared to the LBP and Eigenface 
approaches. Evaluating the results of testing the well-illuminated RGB images, it 
can be seen that the Overfeat network provided the highest accuracy with 99.67%, 
higher than both the Eigenface (97.33%), and the LBP (74.67%). 
The most important discovery shown in the results of this experiment, and 
the previous experiments, is the way the Overfeat had worked with depth and 
normal images. Looking at when depth images where used, Overfeat showed 
similar results as the LBP. Nonetheless, when normal coloured images were used, 
the Overfeat showed similar results to the Eigenface algorithm. This showed how 
the network was able to focus on the more important features in any image to 
provide the highest accuracy regardless of the type of input. 
Table 7.4: Experiment (D) recognition accuracy results 
 LBP Eigenface Overfeat 
 Bright Dark Bright Dark Bright Dark 
Test(6, 15, 16) 73.33% 33.33% 93.33% 10% 100% 10% 
Test(3, 11, 15) 66.67% 36.67% 100% 10% 100% 10% 
Test(1,13,17)  80% 36.67% 100% 10% 100% 10% 
Test(6, 9, 11) 73.33% 36.67% 100% 10% 100% 10% 
Test(2, 3, 5) 76.67% 33.33% 100% 10% 100% 10% 
Test(7, 8, 14) 70% 30% 90% 10% 100% 10% 
Test(1, 2, 7) 80% 33.33% 93.33% 10% 96.67% 10% 
Test(1, 11, 14) 76.67% 36.67% 100% 10% 100% 10% 
Test(2, 4, 8) 73.33% 40% 96.67% 10% 100% 10% 
Test(5, 12, 18) 76.67% 36.67% 100% 10% 100% 10% 
Average 74.67% 35.33% 97.33% 10% 99.67% 10% 
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7.7 Summary and Discussion 
In this chapter, the original ideas presented in chapter 5, and chapter 6, were 
combined and extended to evaluate the capability of using Deep Learning 
approaches in face recognition, using both Depth-images and RGB-images. More 
specifically the use of the Deep learning network named the Overfeat Network as a 
feature extractor, and the subsequent use of the SVM classifier, was investigated.  
Utilizing the previously discussed techniques, multiple experiments were 
conducted where the Overfeat network was used with the SVM classifier to 
recognize faces from depth map images. An extensive analysis of the results 
indicated that not only the Overfeat network can carry out face recognition 
accurately when using both depth maps and RGB images, but can also provide 
higher accuracy as compared to traditional approaches. The results of Experiments 
(A) and (B) proved that the Overfeat network focused on using features in a similar 
way to the LBP. Based on the results of the experiment (C), it was found that the 
Overfeat network based approach was able to change what features to look for 
according to the type of image that is inputted (i.e. RGB or Depth images). When 
trained on poorly-illuminated images and tested also on poorly-illuminated images, 
the prediction accuracy obtained revealed that the Overfeat network was similar to 
the Eigenface approach, but very different the LBP approach. This provided more 
evidence that the Overfeat Network based approach can adapt to the data to 
provide the highest accuracy and best feature set possible. 
The experiments conducted in this chapter proves the capability of the 
proposed, Overfeat network based face recognition algorithm to conduct face 
recognition equally well in both RGB and Depth map images.   
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Chapter 8 
Face Recognition using Depth 
Map Images and Convolutional 
Neural Network’s Transfer 
Learning 
8.1 Introduction 
The goal of this chapter is to utilize face depth map images captured using the 
Kinect 2, in end-to-end face recognition, based on Deep Learning networks. It is 
noted that in Chapter 7 the use of the Overfeat network, which is based on CNN 
was demonstrated to be capable of identifying facial features via Deep Learning, 
but once the features were identified, a SVM was used for the classification task. In 
this chapter the focus is to investigate the use of a number of popular deep learning 
networks, via transfer learning, in face recognition using depth map images. In 
particular this chapter demonstrates the use of “fine-tuning” [section 2.4.2], which 
is one of the most common transfer learning techniques, to train a network with a 
small batch of depth images. Furthermore, the chapter shall explain the 
importance of depth maps and how transfer learning was used instead of 
traditional training techniques, such as SVM, through the use of four popular 
network architectures. 
Several experiments are conducted and results are presented and analysed. 
First, an experiment that fine-tuned and tested the VGG-16 architecture (see 
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Chapter-3), with depth map images, is presented. Then a further experiment 
testing the popularly used VGG-19 architecture’s [see section 8.2.2] accuracy is 
presented discussing its difference with the VGG-16 architecture. Furthermore, a 
slow VGG model named as, VGG-S is also investigated. Finally the popular 
GoogLeNet model was also fine-tuned, providing a comparison between four 
different CNN architectures. The dataset used was the same dataset used in 
chapters 5 and 7, enabling the easy comparison of the face detection accuracy 
figures between the methods proposed, implemented and tested. The experiments 
help show if the fine-tuning approach can provide better results than normal face 
recognition algorithms, or when using the Overfeat network for feature extraction 
and the standard SVM algorithm for classification. Finally the results of the 
mentioned networks are provided and analysed, where also, a comparison with 
some stat-of-the-art is provided and discussed. 
8.2 Methodology 
The focus of the research presented in this thesis is to effectively make use of Deep 
Learning networks and the capabilities of Transfer Learning in face recognition 
using depth maps. 
8.2.1 Data Preparation 
The data previously described in chapter 4 was used for conducting the 
experiments presented below. Following the recording of all the data and the 
cropping of facial areas for all participants, the data can be grouped such as for 
each person there exists images captured under well-illuminated and a poorly- 
illuminated conditions, captured in nine different face directions for both 
illuminations, and finally two different expressions for each of the nine poses. This 
resulted in 360 depth map images. Finally, the cropped face areas were passed 
through an algorithm to convert each depth point to a value from 0 to 255, which 
allows the creation of a grayscale depth image. The steps of converting the depth 
map to a depth grayscale image are as follows: 
1. The algorithm searches the face depth map for the closest (small) value, and 
the farthest (large) value. 
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2. From the “small” and “large” values acquired in the previous step, the range 
of values is calculated by: 
 𝑟𝑎𝑛𝑔𝑒 = 𝑙𝑎𝑟𝑔𝑒 − 𝑠𝑚𝑎𝑙𝑙 (8.1) 
 
3. Each depth point is converted to a value between 0 and 255, which allows 
the creation of a grayscale image using the following: 
 𝑝𝑖𝑥𝑒𝑙 = ((𝑑𝑒𝑝𝑡ℎ − 𝑠𝑚𝑎𝑙𝑙) ÷ 𝑟𝑎𝑛𝑔𝑒) × 255 (8.2) 
 
It should be noted that in this chapter, the data was not separated into 
“bright” and “dark” images. The images were separated by person ID, therefore 
having all depth map images for each person as the dataset. 
8.2.2 Fine-Tuning 
As described previously, the VGG-16 layer model, explained in chapter 2, was 
initially chosen for the fine-tuning process. Where a matching model was created, 
then, the pre-trained model weights were loaded into the layers of the network. 
Finally, our own soft-max classification layer was added as the final layer after the 
last fully connected layer. This process prepares the network for fine-tuning, which 
is implemented by running further training iterations. The process is illustrated in 
Figure 8.1. For further investigation, the VGG-19 model was also created and used 
in the same approach in order to have a comparison between the 16 and 19 layers 
models when used with face depth map images.  
The architecture of the VGG-19 model, that includes the dropout layer, which 
sets unit values with probability of 0.5 or less to zero, can be presented as follows: 
 input (224 × 224 RGB image) 
 conv3-64; conv3-64 
 maxpool 
 conv3-128; conv3-128 
 maxpool 
 conv3-256; conv3-256; conv3-256;conv3-256 
 maxpool 
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 conv3-512; conv3-512; conv3-512;conv3-512 
 maxpool 
 conv3-512; conv3-512; conv3-512;conv3-512 
 maxpool 
 Fully Connected (FC)-4096 
 Dropout Layer 
 FC-4096 
 Dropout Layer 
 FC-1000 
 soft-max 
 
Figure 8.1: The preparation for fine-tuning process 
Another VGG model was relatively recently released with the name VGG-S 
[8], where S stands for short for slow. This model was suitably adopted, tested and 
compared with the depth map based face recognition algorithms 
evaluated/proposed in Chapters 4, 5 and 6 and other popular CNN models. The 
model is fine-tuned as in the case of the VGG-16 and 19 models. The major 
difference between the VGG-S and VGG-16/19 models is the filter size in the 
convolutional layers and the number of convolutions.  
The VGG-S architecture can be presented as follows: 
 input (224 × 224 RGB image) 
 conv7-96 
 maxpool 
 conv5-256 
 maxpool 
 conv3-512; conv3-512; conv3-512 
 maxpool 
 Fully Connected (FC)-4096 
 Dropout Layer 
 FC-4096 
Build the 
CNN model 
Load pre-trained 
weights 
Add soft-max 
layer 
Ready for 
training 
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 Dropout Layer 
 FC-1000 
 soft-max 
The last model that was employed in the experiments was the GoogLeNet 
model [62]. It provides a novel way to build a CNN, presenting an inception model, 
where a set of three main convolutional layers are grouped into a block with 1x1, 
3x3, and 5x5 size filters. Each block would be connected to a previous or following 
layers or blocks. The following shows the architecture of the network as described 
in [62], where the filter sizes for each inception would be included within brackets: 
 conv7-64 
 maxpool 
 conv3-192 
 maxpool 
 inception (64, 128, 32) 
 inception (128, 192, 96) 
 maxpool 
 inception (192, 208, 48) 
 inception (160, 224, 64) 
 inception (128, 256, 64) 
 inception (112, 288, 64) 
 inception (256, 320, 128) 
 maxpool 
 inception (256, 320, 128) 
 inception (384, 384, 128) 
 Global pool layer 
 Dropout Layer 
 FC-1000 
 soft-max 
Following the construction of the networks, the face depth map images 
dataset was used to further train the network. 80% of the images were used for 
training and the remaining 20% for testing. The training process included running 
4 epochs, representing a complete pass through the network using the whole 
dataset. In each epoch, multiple batches of the image datasets were passed through 
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the network, while also computing the categorical cross-entropy between 
predictions and targets, and running Stochastic Gradient Descent updates with 
Nesterov momentum [23]. A learning rate of 0.0001 was used which controlled the 
size of the update steps and momentum of 0.9 was set in the parameters. 
Subsequently the training process was repeated with 20 epochs in order to see if 
the validation accuracy would increase if more training was done with the same 
data. 
Described in [23], the “nesterov_momentum” function, where it would 
generate update expressions with the following forms: 
𝒗𝒆𝒍𝒐𝒄𝒊𝒕𝒚 ≔ 𝒎𝒐𝒎𝒆𝒏𝒕𝒖𝒎 × 𝒗𝒆𝒍𝒐𝒄𝒊𝒕𝒚 − 𝒍𝒆𝒂𝒓𝒏𝒊𝒏𝒈_𝒓𝒂𝒕𝒆 × 𝒈𝒓𝒂𝒅𝒊𝒆𝒏𝒕 
𝒑𝒂𝒓𝒂𝒎 ≔ 𝒑𝒂𝒓𝒂𝒎 + 𝒎𝒐𝒎𝒆𝒏𝒕𝒖𝒎 × 𝒗𝒆𝒍𝒐𝒄𝒊𝒕𝒚 − 𝒍𝒆𝒂𝒓𝒏𝒊𝒏𝒈_𝒓𝒂𝒕𝒆 × 𝒈𝒓𝒂𝒅𝒊𝒆𝒏𝒕 
As explained in [22], considering p=targets tensor and q=predictions tensor, 
the cross-entropy function is described as: 
 𝐻(𝑝, 𝑞) = − ∑ 𝑝(𝑥) 𝑙𝑜𝑔(𝑞(𝑥))
𝑥
 (8.3) 
 
8.3 Experiments and Results 
Experiments were conducted using the four fined tuned algorithms, namely, VGG-
16, VGG-19, VGG-S and GoogLeNet Deep Learning Networks. The experimental 
results obtained are presented and discussed below. 
8.3.1 Fine-Tuning the VGG-16 Network 
As described in the previous section, the process of training the network was 
through running the 4 epochs on the VGG-16 model, where the highest validation 
accuracy reached was 98.61% with a loss total of 0.08. It was reached after the 
fourth epoch as detailed in Figure 8.2. For further investigation, the training 
process was re-run with 20 epochs and the 98.61% accuracy was still the highest 
reached. Furthermore, after running 60 tests on the network, correct results 
validated the accuracy produced by the network with 98% accuracy. 
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Figure 8.2: Results after running 4 training epochs on the VGG-16 network 
 
Figure 8.3: Results after running 20 training epochs on the VGG-19 network 
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8.3.2 Fine-Tuning the VGG-19 Network 
Looking at the VGG-19 model, after running 4 epochs on the VGG-19 network, the 
highest validation accuracy reached was 97.22%, and it was reached after the 
fourth epoch. Further as with the VGG-16 experiment, the training process was re-
run with 20 epochs where a better accuracy of 98.61% was reached at the 11th 
epoch with loss total of 0.09. These details are illustrated in Fig. 8.3. Furthermore, 
after running 60 tests on the network, correct results validated the accuracy 
produced by the network with 98% accuracy. 
 
Figure 8.4: Results after running 20 training epochs on the VGG-S network 
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8.3.3 Fine-Tuning the VGG-S Network 
Considering the VGG-S model, after running 4 epochs on the VGG-S network, the 
highest validation accuracy reached was 84.72%, and it was reached after the third 
epoch. As in the previous VGG-16 and VGG-19 experiments, the training process 
was re-run with 20 epochs where 100% accuracy was reached at the 19th epoch with 
a loss total of 0.05. These details are presented in Fig. 8.4. Furthermore, after 
running 60 tests on the network, correct results validated the accuracy produced by 
the network. 
 
Figure 8.5: Results after running 20 training epochs on the GoogLeNet network 
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8.3.4 Fine-Tuning the GoogLeNet Network 
Taking into account the GoogLeNet model, after running 4 epochs on the network, 
the highest validation accuracy reached was 79.16%, and it was reached after the 
fourth epoch. As in the case of previous experiments, and since the accuracy 
showed improvements, the training process was re-run with 20 epochs where a 
94.44% accuracy was reached with a loss total of 0.17, details seen in Fig. 8.5. 
Additionally, after running 60 tests on the network, correct results validated the 
accuracy produced by the network. 
8.3.5 Results Analysis 
Examining the results of the training and testing procedures, it can be seen that 
depth map images are suitable to be used for fine-tuning the networks, 
furthermore, very good accuracy was produced when trying to recognize faces from 
depth maps of 10 subjects. Although more examination with larger datasets could 
produce a slight different accuracy, the fact that there is a lack of large face depth 
datasets recorded with the Kinect 2, shows great potential to the presented results. 
Moreover, looking at previous research done on face recognition with deep learning, 
it can be seen that multiple networks produce very high accuracy when using only 
colour images. Nevertheless, depth maps ability to work in poorly illuminated 
scenes can give a major improvement to the face recognition field if applied 
properly. 
In Table 8.1, a comparison between the highest accuracies achieved in this 
chapter (marked with *), and the highest accuracy reached by some of the stat-of-
the-art is shown. It should be noted that all the results were when applying deep 
learning techniques on normal face images, the only comparable result would be 
[32] where the authors tested their algorithm on depth maps captured by the 
Kinect 1. 
Table 8.1: Comparison with stat-of-the-art 
Method Dataset used Accuracy 
Eigenface Depth map images 93.67% 
LBP Depth map images 90.33% 
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Overfeat Depth map images 93.67% 
VGG-16 Depth map images 98.61% 
VGG-19 Depth map images 98.61% 
VGG-S Depth map images 100% 
GoogLeNet Depth map images 94.44% 
Fisher Vector Faces [51] Normal face images 93.10% 
DeepFace Normal face images 97.35% 
Fusion [64] Normal face images 98.37% 
DeepID-2\3 Normal face images 99.47% 
FaceNet Normal face images 98.87% 
RGB-D face recognition [32] Normal face images 99.10% 
RGB-D face recognition [32] Depth map fusion 96.9% 
 
8.4 Summary and Discussion 
This chapter proposed a novel technique that will help in evolving the state-of-the-
art research in face recognition, i.e. the use of facial depth maps with deep learning 
methodologies to enable face recognition. The first objective was to show the 
capabilities of deep learning techniques to work with depth map images that were 
captured with Kinect 2. A dataset that was previously created in order to have 
some depth data for experimentation was employed for training. Since training a 
CNN requires a large amount of data, utilizing transfer learning, more specifically 
fine-tuning, was adopted as a viable solution. Four popular architectures were 
evaluated, including VGG-16 and VGG-19 networks, were they were constructed 
and fine-tuned with the dataset already created. These systems provided very high 
accuracy in recognition. 
The next objective was to show the capabilities of the Kinect 2 depth maps 
regardless of the scenes illumination, where the data was mixed before the training 
and testing processes to see if the poorly illuminated images would affect the 
accuracy. The results obtained showed the great potential in the use of depth maps 
for face recognition.  
CHAPTER 8: DEPTH MAP IMAGES AND CNN’S TRANSFER LEARNING  104 
 
With previously mentioned objectives the chapter provided four main 
experiments where the VGG-16, VGG-19, VGG-S, and GoogLeNet models were 
built and fine-tuned by training them with the depth map images dataset. The 
results of the experiments provided an accuracy of 98.61% for the VGG-16 and the 
VGG-19. Furthermore, the GoogLeNet model showed an accuracy of 94.44%, and 
finally the highest accuracy was reached with the VGG-S with 100% accuracy. 
To summarise, a comparison with some of the stat-of-the-art was provided 
and showed that depth map images can provide very high accuracy. This not only 
had shown the great potential of using depth map images for face recognition, but 
also introduced this new data to the deep learning world. However, it is important 
for depth maps to gain more attention, as with more interest, more public dataset 
can be published and could provide enough information for further investigation on 
the depth maps and their uses with deep learning techniques. 
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Chapter 9 
Conclusion and Future Work 
9.1 Introduction 
This research focuses on multiple goals, first, to find if benchmark face recognition 
algorithms can be applied on a different data type other than a normal image, 
which, in this case, was explained to be the depth maps provided from the 
Microsoft Kinect. This was done for multiple enhancements options to the face 
recognition field, to solve the problem of illumination in scenes, and to prove if 
standard face recognition algorithms can be used on depth map images and be able 
to provide satisfactory results. The second goal was to find if it is possible to 
generate new face images in different angles, and then, be able to use these images 
for face recognition. The data produced were tested with a feature extractor called 
Overfeat, which is a deep learning network built for different purposes, one of 
which is working as a feature extractor, afterwards, a SVM was used for 
classification, and the results were presented to prove the capability of these new 
images to work with such technique. Also, an examination on the abilities of the 
Overfeat network was carried out through testing its accuracy when applied on 
depth map images and later on normal colour images where the Overfeat showed 
how it can focus on the most important features in an image regardless if it is a 
normal colour image or a depth map image. Finally, multiple deep learning models 
were utilized using transfer learning with depth map images to provide a 
comparison between previously tested approaches and deep learning techniques. 
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9.2 Conclusion 
The thesis presents a number of contributions to the field of face recognition. Since 
there was a lack of public datasets that contains both RGB and depth map images 
for faces, this research captured and presented a new multi modal face image 
dataset for the purpose of face recognition using the new Microsoft Kinect V2. 
The experiments shown in chapter 5 presented multiple discoveries, where 
the chapter investigated the use of depth map images with traditional techniques 
such as LBP and Eigenface. Furthermore, the chapter proved the potential of the 
depth map images to be used in poor illumination, showing how it is an advantage 
to use depth map images in poorly illuminated scenes. From the results of the 
experiments, it was found that for the LBP algorithm, recognition rates using 
depth images are always better than colour images, proving that depth images 
captured by Kinect version 2 shows great efficiency in face recognition. However, 
using the Eigenface algorithm with normal illumination colour images shows 
better performance than with depth images; this indicates that colour images 
cannot be totally replaced by depth images in case of the use of normal face 
recognition techniques. Looking at the new DFRs’ performance in the experiments, 
it can be found that as a face recognition technique, results were promising with 
normal images rather than depth images, which shows great potential to be a novel 
algorithm for face recognition just like the Eigenface. 
Three tests were carried out in chapter 6 to test the capability of the new 3D 
generated images to have features extracted and classified against normal images, 
where a Support Vector Machine was used to run as a classifier. The results were 
valuable, proving the ability to use the generated face images for face recognition, 
when using the Overfeat network as a feature extractor and a simple SVM 
classifier for classification, where very high accuracy rates were presented, 
especially when having a low range of face angles in the test set. 
The experiments ran in chapter 7 tested the capabilities of the Overfeat 
network when using depth map images as input, where the network functioned 
with high accuracy, but it was also noted that its results were very similar to the 
LBP approach which after an extra experiment was done using normal images, the 
Overfeat showed similar results to the Eigenface approach which showed how the 
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network adapts to the data type regardless a normal image or a depth map image, 
and provides the best accuracy possible. 
Chapter 8 offered a novel technique that will help in evolving the research on 
the use of depth maps with deep learning methodologies. Having two objectives in 
mind, which were to show the capabilities of deep learning techniques to work with 
depth map images, and to show the capabilities of the Kinect 2 depth maps 
regardless of the scenes’ illumination, with the fact that training a CNN requires a 
large amount of data, utilizing transfer learning, more specifically fine-tuning, as a 
solution. The chapter continued by providing four main experiments where the 
VGG-16, VGG-19, VGG-S, and GoogLeNet models were built and fine-tuned by 
training them with the depth map images dataset. The results of the experiments 
provided an accuracy of 98.61% for the VGG-16 and the VGG-19, also, the 
GoogLeNet model showed an accuracy of 94.44%, and finally the highest accuracy 
was reached using the VGG-S with 100% accuracy 
9.3 Limitations 
The proposed algorithms are constrained by several limitations if specific scenarios 
are to be served. This section critically reviews the underlying reasons for the 
limitations and the potential impact they may have in practical applications. 
To begin with, this research relied on the depth maps and depth map images 
provided using the Kinect 2, which if used indoors can prove very useful, 
nonetheless, the Kinect suffers with loss of depth data accuracy when used outside, 
especially in the event of sunlight intercepting the IR of the Kinect. Moreover, the 
Kinect, even with the recent updated version, still cannot provide high accuracy 
depth maps when the person is standing far away from the Kinect, therefore, this 
limits the research to utilizing close captures of faces to provide enough details in 
the depth map captured for further investigating. 
It is important for deep learning and even normal face recognition algorithms 
to have a very reliable testing dataset, and looking at depth maps datasets that 
provide data captured affordably, there is a lack of large and updated sets for facial 
images. Where having a larger dataset can provide some different conclusions to 
the ones provided in this research.  
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9.4 Future Enhancements 
To overcome the previously mentioned limitations it is possible to suggest direction 
for future research. 
This thesis, although presented some major discoveries, still have some 
aspects that can be improved. At first, the face database constructed in this 
research only covers 4 angles around the Kinect, were no images were taken for the 
faces looking at different horizontal angles like the ones generated by the 3D 
model; therefore, more possible extension to the face database contents is possible 
and preferable in order to receive more accurate results in any future experiments, 
which was indicated by the removal of some images from the experiments in 
chapter 6 since the angles were too far to the right or left. 
It is also important for depth maps to gain more attention, as with more 
interest more public dataset can be published and could provide enough 
information for further investigation on the depth maps and their uses with deep 
learning techniques. This can also be overcome if previously captured datasets 
were utilized, but since these sets where captured with older devices this would not 
be recommended. 
Looking at different types of information that can be used for face recognition, 
it can be found that there are multiple devices that can provide different types of 
data other than normal RGB images and depth maps, such as laser scanners. 
Moreover, new techniques are being developed where depth is produced from a 
number of normal images, which can provide the opportunity to run 3D 
reconstruction techniques without the need for a special depth sensor. 
Furthermore, more experimentation can be applied on deep learning 
techniques, where more models can be utilized to produce more proof on the ability 
of depth maps, and even more training on the networks can provide higher 
accuracy with lower loss total. Taking Deep learning and Convolutional Neural 
Networks in consideration, it is clear that there are more possibilities for more 
experiments to be built around different combinations of data, one of which can be 
the use of normal RGB images with added depth map images for recognition. This 
could provide very good results and can help reduce the effect of illumination 
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through the depth map images, but still contain normal images which is considered 
very accurate with well illuminated scenes. 
Looking at the presented 3D reconstruction technique and new images in this 
thesis, it can clearly be seen that more experiments can be applied. Focusing on the 
idea of involving the new reconstructed images, with the already captured dataset 
of images, this theoretically shall improve the training of any algorithm and 
provide a more practical approach to the new data.  
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