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Abstract
With the prevalence of databases on the Web, large scale
integration has become a pressing problem. As an essential
task, holistic schema matching (i.e., discovering attribute
correspondences among many schemas) has been actively
studied recently. As a “data mining” approach in nature,
holistic schema matching, on one hand, benefits from the
large scale of input schema data, while on the other hand,
also suffers the problem of noises. Such noises often in-
evitably arise in the automatic extraction of schema data,
which is mandatory in large scale integration. For holis-
tic matching to be viable, it is thus essential to make it ro-
bust against noisy schemas. Toward this goal, we propose a
novel “ensemble” framework, which aggregates a multitude
of base holistic matchers to achieve robustness, by exploit-
ing statistical sampling and majority voting: To begin with,
we observe that Web query interfaces possess two inter-
esting characteristics: 1) “redundancy of attributes”– that
schemas tend to share attributes, and 2) “non-dominance
of noises”– that noisy schemas are relatively few. These ob-
servations inspire us to develop a generic ensemble frame-
work, which consists of multiple sampling, ranking aggre-
gation and matching selection. In essence, our approach
creates an ensemble of base holistic matchers, by randomiz-
ing the schema data into many trials and aggregating their
ranked results by taking majority voting. We provide ana-
lytic justification of the robustness of the ensemble. Empir-
ically, our experiments show that the “ensemblization” in-
deed significantly boosts the matching accuracy, over auto-
matically extracted schema data.
1. Introduction
With the prevalence of online Web databases, large scale
integration has recently attracted extensive attention. In par-
ticular, we have witnessed the rapid growth of databases
on the Web, or the so-called “deep Web.” A July 2000 sur-
vey [3] estimated that 96,000 “search cites” and 550 billion
content pages in this deep Web. With the virtually unlim-
ited amount of information sources, the deep Web is clearly
an important frontier for data integration.
Schema matching is fundamental for supporting query
mediation across deep Web sources. On the deep Web, nu-
merous online databases provide dynamic query-based data
access through their query interfaces, instead of static URL
links. Each query interface accepts queries over its query
schemas (e.g., author, title, subject, ... for amazon.com).
Schema matching (i.e., discovering semantic correspon-
dences of attributes) across Web interfaces is essential for
mediating queries across deep Web sources. For instance,
in Books domain, author is a synonym of the grouping
of last name and first name, i.e., author = ffirst name,
last nameg. Also, subject = category; in Airfares domain,
passengers = fadults, seniors, children, infantsg, de-
parture city = from, arrival city = to = destination.
The large scale integration brings a new challenge to
schema matching. Traditional schema matching works
(e.g., [15, 2, 14, 16, 13]) mostly focus on small scale in-
tegration by finding pairwise-attribute correspondence be-
tween two sources and thus cannot scale well. To tackle the
challenge of large scale matching, as well as to take advan-
tage of its new opportunity, recent works [9, 10, 11, 18]
propose a new type of matching, holistic schema match-
ing, to match many schemas at the same time by taking
all the schemas as input and finding all the match-
ings among the input schemas, as Figure 1(a) illustrates.
Such a holistic view enables us to explore the context in-
formation beyond two schemas. With the exploration
of context information, holistic matching matching em-
ploys data mining techniques in nature (Section 2.1).
Although holistic schema matching can benefit from the
input of a large number of schemas, it also suffers the prob-
lem of outliers (i.e., noisy data). In particular, the errors
in the query interface extraction and cleaning are the main
causes for noises (Section 2.2). As we will show in the ex-
periments (Section 4), the existence of noises may affect the
matching accuracy up to 30%.
To achieve better matching quality, it is thus essential
to develop a matching strategy that is robust to noise. Al-
though many schema matching approaches have been de-
veloped, their sensitivity to the noise seems to be an in-
evitable problem. In particular, for holistic schema match-
ing, the difficulty is that there is no easy way to differenti-
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ate problematic schemas with correct ones. It seems to be
unlikely to identify and remove those problematic schemas
before proceeding the schema matching work. As no per-
fect extraction and cleaning technique exists and there is no
way to remove the noises, making the matching algorithm
robust against noises becomes a problem we must face.
As the first attempt to make holistic schema matching ro-
bust, we propose a novel matching framework, motivated by
our observations on query interfaces (Section 2.2). In partic-
ular, we observe that query interfaces, as the input schemas,
have two characteristics: First, redundant attribute informa-
tion– Attribute information are repeatedly used across query
interfaces. Second, non-dominant noises– Although prob-
lematic schemas may significantly affect the matching ac-
curacy, they are relatively few.
These observations inspire us to develop an ensemble
framework for holistic schema matching, which consists of
multiple sampling, ranking aggregation and matching selec-
tion, as Figure 1(b) illustrates. Specifically, we propose to
randomly sample a subset of schemas (as a trial) to match,
instead of matching all the schemas. It is likely that such a
trial still contains sufficient attribute information to match
but less problematic schemas. Further, we propose to con-
duct multiple independent trials. By leveraging the inde-
pendence of errors in different trials, we are able to take
a majority voting among the discovered matching of all tri-
als. Last, matching selection chooses the most confident and
consistent matchings from the voting result. Section 2 will
motivate the this ensemble framework and Section 3 will
discuss each step in details.
We believe such a framework is a generic approach for
making the holistic schema matching robust. First, it is ro-
bust, because matchings are decided by a majority voting
among all the trials, instead of a single matching process.
The multiple sampling and rank aggregation can effectively
reduce the effect of noise. Second, it is generic, since it can
accommodate any specific holistic matching approach. As
Figure 1(b) shows, essentially any holistic approach can be
applied, as a “black box,” to match the sampled schemas
and output a list of matchings. Hence, this framework can
be viewed as a “meta-holistic” framework that can “ensem-
blize” any holistic matcher or even the combination of mul-
tiple matchers.
To evaluate the matching performance, we specialize the
ensemble framework with the DCM holistic matching ap-
proach [10] as the “black box” matcher and extensively
test the framework on automatically extracted query inter-
faces in two datasets: Books and Airfares. First, we directly
run the DCM approach without our framework (i.e., Fig-
ure 1(a)) as the baseline result that we will compare to. Sec-
ond, we measure the frequency distribution of the accuracy
by executing the ensemble framework multiple times, and
then compare the average and best accuracy to the baseline
result. The experiments show that our framework can sig-
nificantly improve the matching accuracy of DCM. Third,
we execute our framework under various parameter settings
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Figure 1. Holistic schema matching and its
“ensemblization.”
and compare the empirical values with our theoretical anal-
ysis. Section 4 will report our experimental results.
In our development, we observe some open issues that
warrant further research. Can this framework be applied to
combine multiple matching approaches? Can we develop a
more systematic strategy for matching selection other than
the current greedy method? Is it possible to stabilize the
matching result? We discuss these open issues in Section 5.
In summary, the contributions of this paper are:
 We identify the need for robust schema matching in the
scenario of integrating large scale sources such as the
deep Web. To our knowledge, this is the first work that
aims at making existing holistic matching approaches
robust against noises.
 We develop a generic ensemble framework with sam-
pling and voting techniques to realize such robust holis-
tic schema matching, motivated by our observations
on query interfaces. The experimental results show the
promise of our framework.
The rest of the paper is organized as follows: Section 2
gives an overview of holistic schema matching and then mo-
tivates the ensemble framework. Section 3 further elabo-
rates each step in the framework. Section 4 reports our ex-
periments. Section 5 discusses several further opportunities
and open issues, and then concludes this paper.
2. Motivation
As a new paradigm for schema matching, holis-
tic schema matching essentially applies data mining tech-
niques to discover matchings (Section 2.1). It thus, on one
hand, benefits from the large scale, while on the other hand,
also suffers the problem of noises. In particular, we observe
two characteristics of Web query interfaces: redundant at-
tribute information and non-dominant noises. Although
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non-dominant, the existence of noises may significantly af-
fect the matching quality (Section 2.2). Our observations
inspire us an ensemble framework to make the match-
ing approach robust. Our analytical analysis shows the
promise for this ensemble idea (Section 2.3).
2.1. Preliminary
Schema matching is important for schema integra-
tion [2, 17] and thus has received great attention. Tra-
ditional schema matching works mostly focus on small
scale integration by finding pairwise-attribute corre-
spondences between two schemas [16, 6, 14, 13]. Mo-
tivated by the need for integrating large scale data
sources, such as the deep Web, recent schema match-
ing works [9, 10, 11, 18] propose a new type of schema
matching, holistic schema matching, to discover match-
ings among a large set of schemas.
In particular, the MGS approach [9] abstracts schema
matching problem as hidden model discovery by hypoth-
esizing the existence of a hidden schema model, which gen-
erates schema instances with probabilistic behavior. The
DCM approach [10] tackles the problem of finding complex
matchings with a correlation mining approach, based on the
observation that co-occurrences patterns across schemas of-
ten reveal complex semantic relationships. Reference [18]
pursues a clustering-based matching approach by exploring
the “bridging” effect among schemas. WISE [11] is a com-
prehensive query interface integrator, which combines mul-
tiple matching techniques such as clustering.
Abstracting the essence from all these works, we de-
fine holistic schema matching as matching many schemas
at the same time and finding all the matchings at once,
as Figure 1(a) shows. In particular, holistic schema match-
ing takes a set of schemas as input and outputs a seman-
tic model, which contains all the matchings among the in-
put schemas (e.g., a model of book schemas may con-
tain author = writer = name, subject = category, ...).
A matching is the synonym relationship among groups of
attribute. The matchings can be ranked according to their
evaluation scores of semantic closeness. Such a holistic
view enables us to explore the context information be-
yond two schemas (e.g., similar attributes across multiple
schemas; co-occurrence patterns among attributes), which
is not available when schemas are matched only in pairs.
With the exploration of context information, holistic
matching approaches exploit data mining techniques in na-
ture. Under the schema matching scenario, the “data” to be
mined is the schema data and the “knowledge” to be mined
is semantically corresponding attributes. Such matching
knowledge can be expressed with different formats and thus
mined with different techniques. In particular, given a set of
schemas, MGS views matchings as hidden schema model,
DCM as co-occurrence patterns, and reference [18] and
WISE as clusters.
Compared with traditional approaches, the holistic ap-
proach has several advantages: First, scalability: By uni-
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Figure 2. Schema vocabularies over 8 do-
mains.
fying a large number of input schemas holistically rather
than matching attributes pairwise, it addresses the scale
of matching required in the new frontier of networked
databases, such as our motivating goal of the deep Web.
Second, solvability: In fact, the large scale can itself be a
crucial leverage to make schema matching more solvable–
in particular, it enables effective exploration of the context
information. Such context information will be more suffi-
cient as more sources are exploited.
2.2. Observations
Although holistic schema matching can benefit from the
large scale, it also suffers the problem of noises (i.e., prob-
lematic schemas). As Section 2.1 discussed, existing holis-
tic matching works focus on developing various approaches
to evaluating semantic closeness of attributes. However,
such closeness evaluation is inevitably sensitive to the input
schema data– As a consequence, some problematic schemas
in the data may significantly affect the matching result.
In particular, the errors in the extraction and cleaning
of query interfaces are the main causes for noises. Exist-
ing holistic matching works all adopt manually extracted
schema data for experiments to isolate the matching prob-
lem to study. Although the results of such experiments show
the promise of these approaches, directly applying them on
automatically extracted and cleaned query interfaces may
cause serious problem. For instance, recent work [20] tack-
les the problem of query interface extraction with a pars-
ing paradigm. The experiment of [20] shows that it achieves
above 85% accuracy for extracting randomly selected query
interfaces from the deep Web. For book and airfare sources,
which are our experimental domains (Section 4), the accu-
racy is above 90%. While the result is quite promising, the
10% errors may still affect the matching quality. The er-
rors include incorrectly identified attributes names, incor-
rect association of attribute name and values, and missing
attributes. As Section 4 will show, these 10% errors may
decrease the matching accuracy up to 30%.
To develop a matching strategy that is robust to noise,
we propose a novel matching framework, as Section 2.3
will present, motivated by our observations on the query
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interfaces. First, we observe redundant attribute informa-
tion: Although Web sources are proliferating, the vocabu-
lary of attributes tends to converge at relatively small size.
This is because attribute information are repeatedly used
across query interfaces. Figure 2 shows, for each domain,
the growth of vocabularies as sources increase in numbers.
The curves clearly indicate the convergence of vocabularies.
Since the vocabulary growth rates (i.e., the slopes of these
curves) decrease rapidly, as sources proliferate, their vocab-
ularies will tend to stabilize. This observation indicates that
query interfaces tend to share attributes.
Second, we observe non-dominant noises: With current
development of data extraction and cleaning techniques,
most schemas can be correctly extracted and cleaned. On
the other hand, the problematic schemas, although may af-
fect the matching result, are in fact relatively few. For in-
stance, as we discussed above, only less than 15% query in-
terfaces are incorrectly extracted in [20].
Base on our observations, it seems that running a match-
ing algorithm on a subset of schemas has several good prop-
erties: First, since query interfaces tend to share attributes,
it is possible to sample a subset of input schemas that still
contain sufficient attribute information to mine. Second,
as noises are non-dominant, such a downsampling is very
probably to contain very few or even no noises. As a con-
sequence, matching those sampled schemas should be more
likely to discover correct matchings. Now the problem we
are facing is to develop a systematic and principled ap-
proach to fully realize this idea.
2.3. Toward Robust Holistic Schema Matching
As the realization of the above intuition, we develop an
ensemble framework with sampling and voting techniques.
Specifically, consider executing a matching algorithm (i.e.,
a matcher) on a downsampling of the input schemas as one
trial, we create an ensemble of that matcher by conduct-
ing multiple trials with each trial containing an independent
downsampling and then aggregating the discovered match-
ings from all the trials, as Figure 1(b) illustrates.
Such an ensemble framework can achieve better match-
ing accuracy because the randomized downsampling satis-
fies two conditions: First, sufficient: An appropriate down-
sampling can preserve sufficient attribute information in
each trial. Second, diverse: Each downsampling samples
different noises and thus the errors of different trials are un-
correlated. The non-dominance of noises and the indepen-
dence of errors imply that a specific error only affects a mi-
nority of trials. On the other hand, the majority of trials do
not have this error and should be able to discover the cor-
responding correct matching because of the sufficient con-
dition. Therefore, a majority vote among all trials is very
likely to find correct matchings.
Our ensemble framework is close to, but with different
paradigms from, the idea of ensemble machine learning [5].
In particular, ensemble machine learning is to “construct a
set of classifier and then classify new data points by taking a
vote of their predications.” Since each classifier makes inde-
pendent errors, the aggregation of multiple classifier can en-
hance the classification accuracy. This aggregation of multi-
ple independent results is in the same spirit as our ensemble
framework. However, our framework is different in that: In-
stead of applying multiple approaches (e.g., classifiers) onto
the same set of data, we execute the same approach onto
multiple randomly sampled data.
We build an analytical model to formally analyze this en-
semble framework. Since the behavior of noises and their
precise impact on matching are very complicated, we make
some assumptions in our modeling to simplify the prob-
lem. Specifically, given the input as N schemas, assume
there are W problematic schemas (in the N schemas) that
affect the discovery of a matching M . Suppose a holistic
matching approach can find M if one trial contains no less
than L correct schemas and no more than K problematic
schemas (L  N −W , K < W ). Also, suppose we down-
sample the schema data with sampling size S in one trial
(L+K  S  N ) and conduct multiple independent T tri-
als. Based on this modeling, we can derive the probability
to discover M in one trial, denoted by Pr(M), and the dis-
tribution of number of occurrences of M in the T trials, de-
noted by O(M).
In particular, the probability that one trial contains ex-
act i problematic schema is the multiplication of the num-
ber of strategies to select i problematic schemas among the
W ones and the number of strategies to select S − i correct
schemas among the N −W ones over the number of strate-
gies to select S schemas among the total N ones, as Equa-
tion 1 shows.
Pr(M;k = i) =
(
W
i
)(
N −W
S − i )
(
N
S
)
(1)
Then, the probability to discover M in one trial is simply
the sum of all the probabilities Pr(M; k = i), where 0 
i  K , as Equation 2 shows.
Pr(M) =
K
X
i=0
Pr(M;k = i) (2)
Since we have Pr(M) probability to find the matching
M in one trial and there are totally T trials, we should be
able to observe M in about TPr(M) trials. In fact, O(M)
has a binomial distribution [1] with the probability of suc-
cess on each trial as Pr(M). We use Pr(O(M) = t) to
denote the probability that M occurs in exactly t trials. Ac-
cording to the binomial distribution, we have
Pr(O(M) = t) =
T !
t!(T − t)!Pr(M)
t(1− Pr(M))T−t (3)
To enable the majority voting of matchings, we expect
M has a high probability to occur in the majority of trials.
In particular, the probability that M occurs in the majority
of trials, denoted by Prmaj(O(M)), can be computed as
Prmaj(O(M)) =
T
X
t=Tp
Pr(O(M) = t); (4)
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Figure 3. The binomial distribution of O(M),
with T = 100 and Pr(M) = 0:69.
where p is the majority rate, which means the ratio of tri-
als containing the matching M . The majority rate is a pre-
defined parameter that we need to set and should be larger
than 0.5 because of the majority requirement. Based on our
empirical experiments (see Section 4), we set p as 0.6.
We use the following example to illustrate how the above
modeling can capture the effectiveness of the ensemble
framework.
Example 1: Assume there are 50 input schemas (i.e., N =
50). Suppose a matching M cannot be discovered because
there are five problematic schemas that can affect M (i.e.,
W = 5). On the other hand, assume M can be discovered
if there are no less than 18 correct schemas (i.e., L = 18)
and no more than two problematic schemas (i.e., K = 2).
Also, suppose we want to sample 20 schemas in one trial
and conduct 100 trials (i.e., S = 20 and T = 100).
According to Equation 1, we have 0.07 probability to get
a trial with no problematic schema, 0.26 probability with
exactly one problematic schema and 0.36 probability with
two. Together, we have 0.07 + 0.26 + 0.36 = 0.69 probabil-
ity to observe M in one trial (i.e., Pr(M) = 0:69).
By conducting 100 trials, we should be able to observe
M in about 69 trials among the 100 ones. Further, Figure 3
shows the binomial distribution of O(M). Assume we set
the majority rate p as 0.6, according to Equation 4, we have
0.98 probability to observe M in no less than 60 trials (i.e.,
Prmaj(O(M)) = 0.98). Therefore, it is very likely that M
can be discovered in the majority of trials.
Further, we can see that if we decrease the sampling size
S, Pr(M) will increase. Also, if we increase the number of
trials T , Prmaj(O(M)) will increase. These facts will be
used to determine S and T , as Section 3.1 will discuss.
It seems that this ensemble framework is intriguing, but,
to make it work in practice, we still need to solve some con-
crete technical problems. In particular, as the values of L,
W and K may be difficult to estimate, it is thus non-trivial
to determine S and T . Also, we need to develop an ensem-
ble strategy to aggregate the results from all the trials. Sec-
tion 3 will discuss all these technical issues.
Without loss of generality, the above modeling can be
applied to any correct matching M . To simplify our sub-
sequent analysis, we assume that all the correct match-
ings have the same W and K values. Under this assump-
tion, in the rest of this paper, we use Pr(M) to denote the
probability to find any correct matching in one trial and
Prmaj(O(M)) the probability to find any correct match-
ing in the majority of trials.
3. The Ensemble Framework
As Figure 1(b) illustrates, the ensemble framework con-
sists of three steps: multiple sampling, rank aggregation and
matching selection. The multiple sampling step samples the
input schemas with multiple trials and executes a specific
holistic matching algorithm on each trial. The process of
this step is straightforward, but we need to determine two
parameters: the sampling size and number of trials (Sec-
tion 3.1). Then, the rank aggregation step aggregates the
discover matchings from all the trials into a list of ranked
matching candidates with a voting algorithm (Section 3.2).
Last, the matching selection step selects the most confident
and consistent matchings from the candidates (Section 3.3).
3.1. Multiple Sampling
As Section 2 modeled, we need to set up two parame-
ters in the multiple sampling step: the sampling size S and
the number of trials T . Intuitively, the criterion of choos-
ing S and T is to maximize Pr(M) and Prmaj(O(M))
respectively, since with higher probabilities, the discovered
correct matchings are more likely to be present in more tri-
als. However, as we will see later, the problem is not that
simple– We often need to leverage other factors.
Sampling Size S: The sampling size is an important param-
eter to set in the whole framework, because it directly af-
fects Pr(M). On one hand, a small S value may not be able
to collect enough well-formed schemas and thus cannot ex-
plore sufficient context information to discover matchings.
On the other hand, a large S may result in higher chance to
get more noises in a trial.
We apply Equation 2 to determine an appropriate sam-
pling size. In particular, we first determine the parameters
W and K in Equation 2. We let W = N  . where  is
called the error rate. In our development, we empirically
set  to 0.1 according to the accuracy of the current inter-
face extraction technique [20]. Further, as K is very specific
to the matching approach and the behavior that determines
K is often very complicated, our observation shows that K
is often not proportional to N . Therefore, we take a conser-
vative assumption that the matching algorithm can discover
correct matchings when there are no more than 2 problem-
atic schema (and thus K = 2).
Now N , W and K are all known, and the only variable
in Equation 2 is S. It seems that S can be simply deter-
mined as the value that maximizes Pr(M). That is,
S = arg max
L+KsN
Pr(M) (5)
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It can be shown that Equation 5 has a closed-form solu-
tion S = L + K . However, since in practice the value of
L can be very diverse and depend on specific matching ap-
proaches, it is thus difficult to decide S using Equation 5.
In our development, we determine S by exploiting the
majority rate p introduced in Section 2.3. In particular, to
have a high probability that there are at least T  p trials
containing M , the probability to find M in one trial should
be not less than p (i.e., Pr(M)  p). We thus determine S
as the largest value that satisfies the inequality Pr(M)  p,
as Equation 6 shows1. This formula is essentially a trade-off
between the two requirements: High probability to observe
M in one trial and large sampling size to contain sufficient
attribute information.
S = max
1sN^Pr(M)p
s (6)
Number of Trials T: The number of trials T affects the
probability to observe the matching M in the majority of
trials (i.e., Prmaj(O(M))). Although the more trials, the
higher probability of Prmaj(O(M)), we do not want to
be “over-tried,” considering the time complexity. Remem-
ber in Section 2.3, when a T value is given, we can com-
pute the confidence Prmaj(O(M)) with statistical analy-
sis. Now we are facing the reverse problem: Giving our de-
sired confidence Prmaj(O(M)), what is the appropriate T
we should take? The formal statement of this problem is,
given Pr(M), what is the number of trials we should take to
ensure the real occurrences of M (i.e., O(M)) has a prob-
ability of Prmaj(O(M)) in the range [p, 1]?
The accurate answer to this problem may not give
closed-form solution. To simplify the computation,
we reposition the problem as: given Pr(M), what is
the number of trials we should take to ensure O(M)
has a probability of 1 −  probability in the range
[Pr(M) − E; Pr(M) + E]? This is a well studied statis-
tical problem [1] and the answer is
T =
(z=2)
2Pr(M)(1− Pr(M))
E2
; (7)
where z=2 is the value for the standard normal random
variable corresponding to an area of =2 in the upper tail
of the distribution and can be known by looking up the ta-
ble of standard normal distribution. For instance, if we re-
quest a confidence of 0.95, we have  = 0:05 and z=2 =
z0:025 = 1:96. Assume Pr(M) = 0.7 and E = 0:1, then we
get T = 81.
Now we need to connect this rewritten problem back to
our original problem. In particular, it can be proven that
when Pr(M)−E = p, the answer to this problem is equal
to the answer to the original problem under the request of
Prmaj(O(M)) = 1− 2 . Also, when Pr(M)−E > p, the
answer to this problem is larger than the answer to the orig-
inal problem under the request of Prmaj(O(M)) = 1− 2 .
1 Since there is no closed-form solution to Equation 6, in our develop-
ment, we take an exhaustive enumeration approach to compute S.
Therefore, when Pr(M) − E  p, we have [Pr(M) −
E; Pr(M) + E]  [p; 1] and it can be proven that Equa-
tion 7 gives the upper bound of the number of trials we
should take. The condition Pr(M)−E  p can be satisfied
by choosing an appropriate E value. For instance, continue
the above example, since Pr(M) − E = 0.6 = p, we know
that if we request Prmaj(O(M)) = 1 − 0:05=2 = 0:975,
we should take 81 trials.
In the experiments (Section 4), we will show that the em-
pirical analysis of S and T is consistent with our theoretical
computation by Equation 6 and Equation 7.
3.2. Rank Aggregation
After executing the base matcher on each trial, we need
to aggregate discovered matchings of all trials. In particu-
lar, since each trial outputs a list of ranked matchings (with
respect to the semantic closeness evaluation), we are essen-
tially aggregating a set of rank lists into a final rank list. In-
tuitively, if the base matcher can correctly rank matchings
in most trials, the aggregation of all the trials should even-
tually prefer the correct matchings.
We notice that the rank aggregation in our situation is
slightly different from the traditional rank aggregation prob-
lem. In particular, traditional rank aggregation assumes the
candidates to be ranked are already given and each voter
ranks a complete (or partial) set of the candidates. In con-
trast, in our scenario, no candidate is given before execut-
ing the matching algorithm and each trial outputs its own
matching result. Therefore, before rank aggregation, we
need to first select matching candidates. In this section, we
discuss the steps of candidate qualification and rank aggre-
gation respectively.
Candidate Qualification
We select the matching candidates by again exploit-
ing the majority rate p. The intuition is that if the ma-
jority of trials do not discover a matching, this match-
ing should not be considered as a candidate. Specifically,
the fact that “a correct matching M has a high proba-
bility Prmaj(O(M)) to be found in the majority of tri-
als” can be rephrased as: for that correct matching M , we
have probability Prmaj(O(M)) to have O(M)T  p. As
Prmaj(O(M)) is very high, we can prune all the match-
ings that do not satisfy O(M)T  p, since they are unlikely
to be correct matchings.
Example 2: Assume we execute the matching algorithm
on three trials t1; t2 and t3. Suppose t1 outputs matchings
M1, M2, M3 and M4 in descending order, t2 outputs M2,
M1, M3 and M5, and t3 outputs M3, M1 and M4.
Suppose we set the majority rate p as 0.6, then any
matching that occurs only once should be pruned, since
1
3 = 0:33 < 0:6. In particular, M5 is pruned; other match-
ings, M1, M2, M3 and M4, all at least occur twice and thus
are selected as matching candidates.
Rank Aggregation
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After selecting candidates, we need to aggregate their
ranks in all the trials. Our problem can be abstracted as
a rank aggregation problem, which has been extensively
studied as a particular voting system in both social sci-
ence [12, 19] and computer science [7, 8]. We find that, to
make the aggregation robust to errors (i.e., a small set of tri-
als with errors cannot disturb the final result), our aggre-
gation strategy should satisfy the Condorcet criterion prop-
erty. In our development, we take a hybrid strategy by com-
bining the footrule optimal aggregation and the Kemeny op-
timal aggregation, leveraging the Condorcet criterion prop-
erty and the computation time.
Specifically, the rank aggregation problem can be stated
as: Suppose there are T trials and the ith trial outputs an or-
dered list of matching candidates i. Let C denote the union
of all the candidates in i (1  i  T ). Our goal is to con-
struct an ordered list  for the candidates in C, based on
the individual ranks i (1  i  T ). In the literature, many
rank aggregation strategies have been proposed, such as the
Kemeny optimal aggregation [12], Borda’s aggregation [4]
and footrule optimal aggregation [7]. There does not exist
an aggregation strategy that can beat other strategies in all
aspects– Different strategies have different pros and cons.
Before discussing concrete aggregation strategies, we
first need to solve the partial list problem. Specifically, since
the output of one trial may not contain all the candidates in
C, i may be only a partially ordered list. To be able to ap-
ply the aggregation strategy (as we will discuss below), it
is necessary to also assign ranks to the candidates not in
the list. In our development, given a trial with a partial list,
we assign all the uncovered candidates with the same low-
est rank. Therefore, in one trial, a covered candidate is al-
ways ranked higher than an uncovered one, and two uncov-
ered candidates are equally ranked.
Since we take a majority voting among all the trials, the
aggregation strategy should be robust to the minority of tri-
als with errors. That is, the preference of the majority should
be reflected in the final aggregation result. We notice that
this observation is consistent with the Condorcet criterion
property [19]. Specifically, Condorcet criterion means that
given any two candidates Mi and Mj , if a majority of tri-
als ranks Mi higher than Mj , then Mi should be ranked
higher than Mj in the aggregate list . The fact that ag-
gregation mechanisms that satisfy the Condorcet criterion
can yield robust results has also be noticed and exploited
by [7]. In particular, Kemeny optimal aggregation satis-
fies the Condorcet criterion, while Borda’s aggregation does
not. Footrule optimal aggregation does not directly satisfy
the Condorcet criterion, but it yields a factor-2 approxima-
tion to the Kemeny optimal aggregation [8].
Although the Kemeny optimal aggregation is good in
property, it is computationally very expensive. Specifically,
Kemeny optimal aggregation is to find the ordered list 
that minimizes
PT
i=1 K(i; ), where K(i; ) denotes the
Kendall tau distance. That is, it is the number of pairs of
candidates (Mi, Mj) on which the ordered lists i and  dis-
agree (i.e., one ranks Mi higher than Mj , while another one
ranks Mj higher than Mi). It has been proven that comput-
ing the Kemeny optimal aggregation is NP-Hard [7]. Hence,
we cannot only apply the Kemeny optimal aggregation.
As the approximation to the Kemeny optimal aggrega-
tion, footrule optimal aggregation has good computational
complexity. In footrule optimal aggregation, the aggregate
list  contains the median ranks of all the matchings. Specif-
ically, given a candidate Mj , let rji be the rank of Mj in
i, the median rank of Mi is defined as medain(Mj) =
median(rj1; :::; rjT ). The aggregation result  is thus the
ordered list of median ranks of all the candidates. Footrule
optimal aggregation can be computed in polynomial time.
Although it may not satisfy the Condorcet criterion, it has
been shown that it can closely approximate the Kemeny op-
timal aggregation [8]. However, footrule optimal aggrega-
tion suffers the tie problem. That is, some matchings may
have the same median rank and thus it is unclear how to
rank them with the footrule optimal aggregation.
Combining the pros of these two aggregation ap-
proaches, in our development, we develop a hybrid aggre-
gation strategy. In particular, we first apply the footrule
optimal aggregation. To break a tie, we apply the Ke-
meny optimal aggregation only locally for ranking the
candidates that cause the tie. Empirically, since the num-
ber of candidates result in a tie is often very few (e.g., less
than 4), the computation is very efficient.
Example 3: Continue on Example 2, after candidate qual-
ification, we first complete the partial lists. In particular,
since t2 and t3 only partially rank the four candidates, we
assign the lowest rank to the uncovered candidates. For in-
stance, for trial t2, we rank M4 as 4. Similarly, for trial t3,
we rank M2 as 4.
We then compute the median rank for each candidate
and apply the footrule optimal aggregation. In particular,
the median rank for M1 is median(1, 2, 2) = 2. Similarly,
the median ranks for M2 to M4 are 2, 3, 4 respectively.
Since M1 and M2 get a tie in the footrule optimal aggre-
gation, we break the tie by applying the Kemeny optimal
aggregation only on M1 and M2. As we can see, two out of
the three trials prefer M1 than M2, we thus rank M1 higher
than M2. The final rank is M1, M2, M3 and M4 in descend-
ing order, which is consistent with the result of only apply-
ing the Kemeny optimal aggregation, but more efficient.
3.3. Matching Selection
Not all the matchings that occur in the majority of trials
(i.e., satisfy O(M)T  p) are correct matchings. Therefore,
some false matchings may participate into the rank aggre-
gation and appear in the aggregation result. We leverage the
existence of conflicts to further remove false matchings.
Specifically, we observe that the matchings in the aggre-
gation result may cause conflict. For instance, suppose we
have found two matchings in the rank aggregation: author
= ffirst name, last nameg, denoted by M1 and subject =
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ffirst name, last nameg, denoted by M2. M1 and M2 con-
flict in that if one of them is correct, the other one will not.
Otherwise, we get a wrong matching authorg = fsubject
by the transitivity of synonym relationship. Since our algo-
rithm does not discover author = subject, M1 and M2 can-
not be both correct.
Leveraging the conflicts, we select the most confident
and consistent matchings to further remove the false ones.
Intuitively, between conflicting matchings, we want to se-
lect the matching ranked higher because in most trials, that
matching is considered as more confident to be the correct
one. Based on this intuition, we develop a greedy match-
ing selection strategy as follows:
1. Among the remaining matchings in , choose the highest
ranked matching Mt.
2. Remove matchings conflicting with Mt in .
3. If  is empty, stop; otherwise, go to step 1.
Specifically, we select matchings with multiple itera-
tions. In each iteration, we greedily choose the matching
with the highest rank and remove its conflicting match-
ings. The process stops until no matching candidate is left
in . Example 4 illustrates this greedy selection algorithm
with a concrete example. Section 5 will discuss more on the
matching selection strategy.
Example 4: Assume the rank aggregation step outputs an
ordered list of matching candidates C, ranked in descending
order, as follows:
M1: fauthorg = flast name, first nameg
M2: fauthorg = flast nameg
M3: fsubjectg = fcategoryg
M4: fauthorg = ffirst nameg
M5: fsubjectg = flast name, first nameg
M6: fsubjectg = flast nameg, and
M7: fsubjectg = ffirst nameg.
In the first iteration, M1 is ranked the highest and thus se-
lected. Then we need to remove matchings that conflict with
M1. For instance, M2 conflicts with M1 on author and thus
should be removed from . Similarly, M4 and M5 are also
removed. The remaining matchings are M3, M6 and M7. In
the second iteration, M3 is ranked the highest and thus se-
lected. M6 and M7 are removed because they conflict with
M3. Now  is empty and the algorithm stops. The final out-
put is therefore M1 and M3.
4. Experiments
Before conducting any experiment, we need to first spe-
cialize the ensemble framework by choosing a con-
crete holistic schema matching approach as the “black
box” matcher. Also, we need to choose some datae-
sets to test our framework and a suite of metrics to quan-
tify the matching accuracy. We discuss these experiment
setup issues in Section 4.1.
To evaluate the performance of the ensemble framework,
we extensively test it on our datasets. First, we directly ex-
ecute the chosen matching approach on the input data to
Dataset Number of Attributes with
sources frequencies  3
Books 56 16
Airfares 41 20
Figure 4. Statistics of datasets studied.
get a baseline result. Second, we test our framework mul-
tiple times, analyze the distribution of the matching accu-
racy and compare with the baseline result. Third, we exper-
iment the matching accuracy under various parameter set-
tings, such as sampling size S, number of trials T and ma-
jority rate p. Section 4.2 reports our experimental results.
4.1. Experiment Setup
We choose the DCM approach [10] we developed re-
cently as the “black box” matcher in Figure 1(b). DCM is
an advanced matching approach to coping with more com-
plicated semantic relationship: complex matching. In con-
trast to simple 1:1 matching, complex matching matches a
set of m attributes to another set of n attributes, which is
thus also called m:n matching. For instance, the matching
fauthorg = flast name, first nameg is a 1:2 matching.
As the pioneering work to deal with general m:n match-
ing, DCM discovers complex matchings with a dual cor-
relation mining algorithm by exploring the co-occurrence
patterns among attribute, which is motivated by two obser-
vations: First, grouping attributes (e.g., ffirst name, last
nameg) tend to be co-present in query interfaces and thus
positively correlated. Second, synonym attributes are nega-
tively correlated because they rarely co-occur.
We test our framework over automatically ex-
tracted query interfaces. We first manually collect two
datasets, Books and Airfares, from search engines (e.g.,
Google.com) and Web directories (e.g., Yahoo.com).
The Books dataset contains 56 HTML pages contain-
ing query interfaces from 56 online book sources re-
spectively and the Airfares dataset 41 query interfaces
from airline sources. We then apply the parsing ap-
proach in [20] to automatically extract query interfaces
from HTML pages and the cleaning techniques devel-
oped in [10] to merge syntactically similar attributes
(e.g., title of book is merged to title by name similar-
ity). Finally, as a statistical based approach, DCM is
more favorable for frequent attributes than rare ones.
(The matchings among frequent attributes is more valu-
able for large scale integration since they are applicable for
more sources.) Therefore, in our experiments, we prune at-
tributes whose occurrence frequencies are less than 3.
Figure 4 summarizes the statistics of these two datasets.
We adopt the target accuracy, a metric developed in [10],
to compare experimentally discovered matchings, denoted
by Mh, with correct matchings written by human experts,
denoted by Mc. In particular, reference [10] introduces a
new term, closenym: Two attributes are closenym if they
have one of the synonym, hyponym and hypernym relation-
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Dataset Baseline approach The ensemble framework
target precision PT target recall RT average PT average RT best PT best RT
Books 0.54 0.83 0.84 0.83 0.91 0.94
Airfares 0.41 0.62 0.79 0.78 0.94 0.85
Figure 5. The comparison of target accuracy on two datasets.
ships. In the measure of target accuracy, a “random querier”
is assumed to ask for closenym set of each attribute ac-
cording to the its frequency. The answer to each question
is thus the closenym set of the queried attribute in discov-
ered matchings. The closenym set of attribute Aj is denoted
as Cls(Aj jM). The target precision and target recall of
Mh with respect to Mc are defined as:
PT (Mh;Mc) =
P
Aj
Oj
P
Ok
jCls(Aj jMc)\Cls(Aj jMh)j
jCls(Aj jMh)j
RT (Mh;Mc) =
P
Aj
Oj
P
Ok
jCls(Aj jMc)\Cls(AjjMh)j
jCls(Aj jMc)j .
In the above definitions, the precision and recall of each
individual attribute is weighted by OjPOk , where Oj is the
frequency of attribute Aj in the dataset (i.e., its number of
occurrences in different schemas).
4.2. Experimental Results
Note that, since the output of the DCM algorithm con-
tains the “semantically difficult” matchings discovered by
correlation mining, not the ones by the syntactic merging in
data cleaning, our framework will also focus on aggregat-
ing those “semantically difficult” matchings.
The baseline matching result: To construct a baseline re-
sult we will compare to, we execute the DCM algorithm di-
rectly on the two datasets without applying our framework.
The second and third columns in Figure 5 show the result.
In particular, the second column is the target precision and
the third column the target recall.
We can see that the accuracy of the baseline approach is
not very good, especially the precision. This is mainly be-
cause the matching algorithm is affected by the existence of
noise. First, some matchings are partially discovered. For
instance, in Books, the complex matching author = flast
name, first nameg is only partially recognized as author
= last name due to some incorrectly extracted query inter-
faces. Similarly, in Airfares, passenger = fadult, child,
infant, seniorg is partially recognized only as passenger
= infant. Second, some coincidental correlations may re-
sult in discovering false matchings. For example, in Books,
isbn = flast name, first nameg is identified as a complex
matching, since it happens that isbn rarely co-occurs with
last name and first name in the dataset.
The performance of our framework: We test our frame-
work on the two datasets with optimal parameter settings.
(The selection of optimal parameters will be discussed
later.) In particular, for Books, we set the sampling size S
as 22, the number of trials T as 81 and the majority rate p
as 0.6; for Airfares, we set these three parameters as 19, 81
and 0.6 respectively.
Since exploiting sampling techniques, our framework
may have uncertain matching result. That is, even with the
same parameter setting, the execution result can be different
every time. To understand the distribution of the target ac-
curacy, we test our framework with multiple executions and
measure the accuracy of each execution. In particular, we
execute the framework 100 times on Books with the same
setting S = 22, T = 81 and p = 0.6. Figure 6 shows the fre-
quency distribution of the target accuracy of these 100 exe-
cutions. Similarly, we execute the framework 100 times on
Airfares and the result is shown in Figure 7.
Figures 6 and 7 show that, although the matching results
may have variations, most of them achieve much better ac-
curacy than the baseline result. In particular, the accuracy
is mainly distributed within the range from 0.7 to 0.9 on
both precision and recall, which indicates a better match-
ing quality. To quantify this comparison, we measure two
suites of target accuracy: the average target accuracy (i.e.,
the average precision and recall of the 100 executions) and
the best target accuracy (i.e., the best precision and recall of
the 100 executions). The results of both measures are listed
in Figure 5 (columns 4-7). We can see that, compared to the
baseline result, the accuracy is significantly improved, es-
pecially the target precision.
To give more concrete illustration, we list in Figure 8
the most frequently acquired result among the 100 execu-
tions. Note that, the most frequently acquired result may
not be the best one, but they have the highest possibility
to get when executing the framework. In Figure 8, the sec-
ond column shows the discovered matchings. Since [10] in-
corporates a type recognition step in the data cleaning, the
attributes are followed by their recognized data types. The
third column denotes the correctness of the matching. In
particular, Y means a fully correct matching, P a partially
correct one and N an incorrect one.
The result in Figure 8 shows that our framework is able
to find correct matchings with the presence of noises. For
instance, in Books, we discover subject (string) = cate-
gory (string) and the complete complex matching author
(any) = flast name (any), first name (any)g. The match-
ing format (string) = media type (string) is partially correct
since the fully correct one should be format (string) = me-
dia type (string) = binding (string). The reason to discover
the incorrect matching price (string) = publisher (string)
is due to the coincidental correlations in the data. In Air-
fares, more matchings are discovered and most of them are
correct or partially correct ones. We will discuss the match-
ing results more extensively in Section 5.
The execution time of this framework is also accept-
able. We implement the algorithm in Python 2.3 and take
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Figure 6. The frequency distribution of target accuracy with 100 executions on Books.
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Figure 7. The frequency distribution of target accuracy with 100 executions on Airfares.
all the experiments on a Windows XP machine with Pen-
tium 4 1.8GHz CPU and 256M memory. The 100 execu-
tions on Books takes 502 seconds and Airfares 1031 sec-
onds. Therefore, the average time for one execution is about
5 or 10 seconds respectively.
The matching result under various parameter settings:
This set of experiments serve for two purposes: On one
hand, for sampling size S and number of trials T , we ver-
ify whether the experiment is consistent with our theoretical
analysis. On the other hand, for majority rate p, we empiri-
cally determine the optimal value.
First, we measure the accuracy of the framework under
different sampling sizes on both datasets. Since we have de-
rived the formula to determine S (Equation 6), we want to
verify its correctness with this experiment. In particular, we
fix T at 81, p at 0.6, and let S change from 10 to 55 with
step 5 for Books and from 10 to 40 with step 3 for Air-
fares. For each sampling size, we execute the framework
10 times and compute the average precision and recall. Fig-
ure 9 shows the experimental result.
From Figure 9, we can observe the same trend on both
datasets. Specifically, when the sampling size increases, the
target precision keeps on decreasing, while the target recall
goes up first and then goes down at some point. The expla-
nation is that: A small sampling size may discover almost
no matching and thus the result has very high precision but
low recall. With larger sampling size, we are able to dis-
cover more correct matchings, as well as few false match-
ings. As a consequence, the precision decreases and recall
increases. When the sampling size is too large to bypass the
noise, the recall starts to decrease again since the match-
ing result is affected by the noises. Therefore, the intersec-
tion of the precision curve and the recall curve is the best
sampling size we should take. For Books, this value is 22
and for Airfares, it is 19. Our theoretical analysis suggests
20 for Books and 18 for Airfares, which is very close to
the empirical result. This means our approach to determin-
ing the sampling size is acceptable.
Second, to verify that Equation 7 is a good formula to
determine the number of trials, we test the accuracy of the
framework with different values of T . We fix p at 0.6 and
S at 22 for Books and 19 for Airfares. We change T from
50 to 300 with step 25 for both datasets. For each T , we
again execute the framework 10 times and compute the av-
erage precision and recall. Figure 10 shows the experimen-
tal result. From the result, we can see it seems that the num-
ber of trials does not significantly affect the accuracy, since,
in both datasets, the precision and recall curves are almost
flat with respect to the increase of trials. Therefore, the the-
oretical analysis of Equation 7 is sufficient for achieving a
good matching quality.
Third, the majority rate p is a parameter that needs to em-
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Dataset Discovered Matchings Correct?
Books subject (string) = category (string) Y
author (any) = flast name (any), first name (any)g Y
price (string) = publisher (string) N
format (string) = media type (string) P
Airfares return (datetime) = return date (datetime) Y
depart (datetime) = departure date (datetime) Y
destination (string) = to (string) P
passenger (integer) = fadult (integer), child (integer)g P
ffrom (string), to (string)g = departure city (string) P
cabin (string) = class (string) Y
from (string) = preferred airline (string) N
Figure 8. The most frequently acquired result by the ensemble framework.
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(a) Books (T =81, p=0.6). (b) Airfares (T =81, p=0.6).
Figure 9. The target accuracy under various sampling sizes.
pirically decided by this experiment. Similarly, we fix T at
81 and S at 22 for Books and 19 for Airfares. We change p
from 0.5 to 0.8 with step 0.05 for both datasets. For each p,
we execute the framework 10 times and compute the aver-
age precision and recall. Figure 11 shows the result. On both
datasets, we can observe that when p increases, the preci-
sion keeps on increasing, while the recall keeps on decreas-
ing. Since the matchings with fewer occurrences are more
likely to be false matchings, a small p value may include
more false matchings into the result, although on the other
hand, it can also cover more correct matchings. Therefore,
we observe low precision and high recall for small p. In con-
trast, when p is large, more false matchings are pruned and
thus the precision increases. However, some correct match-
ings may also be pruned out and, as a consequence, the re-
call decreases. The best p value is the intersection of the
precision and recall curves, which is about 0.6.
5. Concluding Discussion
In our study for the ensemble framework, we also ob-
served some open issues that warrant further research. First,
this framework may not be able to identify some false
matchings. For instance, in Books, we consider the false
matching price (string) = publisher (string) as a correct
one, because price and publisher are coincidentally nega-
tively correlated in the Books dataset. This false matching is
not caused by few noisy schemas– It is in fact caused by the
entire biased dataset. For such a false matching, our frame-
work is not able to filter it out, since in most trials, the DCM
approach will output this matching. To solve this problem,
other matching approaches need to be incorporated to com-
plement DCM. In particular, the ensemble framework itself
seems to be the right platform to combine the results of
different matching approaches, which is an interesting re-
search issue.
Second, the greedy selection may not select the best
matchings. For instance, in Books, although the rank ag-
gregation step does not output the fully correct matching
format (string) = media type (string) = binding (string),
it finds two partially correct ones format (string) = me-
dia type (string) and format (string) = binding (string).
In the matching selection, we view these two as conflict-
ing matchings and thus select one of them in the final out-
put and remove another one. As a result, both precision and
recall are affected. In the future work, we plan to develop a
more systematic selection strategy: Instead of choosing in-
dividual matchings according to their ranks, we can evalu-
ate a set of matchings as a whole and select the set of match-
ings with the optimal evaluation as the final output.
Third, since exploiting sampling techniques, the match-
ing result of our framework may be various in each time; it
is thus valuable to develop some strategy to address this un-
certainty problem. In particular, we can again exploit the
statistical voting strategy: Instead of running the framework
only once, we execute the framework multiple times and
choose the most frequently discovered result as the final
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Figure 11. The target accuracy under various majority rates.
output. As shown in the experiments (Figure 8), such a strat-
egy should be able to give a good matching quality, although
may not be the best one.
In summary, this paper explores sampling and voting
techniques to tackle the problem of making holistic schema
matching robust. This exploration is well suited for the in-
tegration of large-scale heterogenous data sources, such as
the deep Web. To realize such robust holistic schema match-
ing, we develop an ensemble framework, which is generic
to incorporate any specific holistic matching algorithm. Our
experiments validate the effectiveness of this framework.
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