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Molecular dynamics simulations of a three dimensional relativistic gas with a soft potential are
conducted with different interactions and particle masses. For all cases the velocity distribution
agrees numerically with the Ju¨ttner distribution. We show how the relativistic gas can be coupled
to a thermostat to simulate the canonical ensemble at a given temperature T . The behaviour of
the thermostat is investigated as a function of the thermal inertia and its appropriate range is
determined by evaluating the kinetic energy fluctuations.
I. INTRODUCTION
The velocity distribution of a gas is classically de-
scribed by the Maxwell-Boltzmann distribution. How-
ever, this distribution does not hold in special relativity
as can be seen from the fact that there would be a finite
probability for particles to exceed the speed of light. This
problem becomes more severe for higher temperatures.
Ju¨ttner generalised the Maxwell-Boltzmann distribu-
tion in 1911 to relativistic gases [1]. Maximizing the en-
tropy, he derived the following velocity distribution:
f(vx, vy, vz) =
1
Z(m, kBT,N)
m3γ(v)5 exp
(
−mc
2γ(v)
kBT
)
(1)
where T is the temperature, kB the Boltzmann constant,
m the mass of the particles, N the number of particles,
γ(v) = 1/
√
1− v2/c2 the Lorentz factor and c the speed
of light. Z is a normalising factor. The distribution is
isotropic since it only depends on the absolute value of
the velocity v. It is straightforward to obtain the dis-
tribution function of the absolute velocity |v| through
integration over the solid angle. One obtains:
f(|v|) = 4pi
Z(m, kBT,N)
m3γ(v)5v2 exp
(
−mc
2γ(v)
kBT
)
(2)
For low temperatures the Ju¨ttner distribution in terms
of |v| resembles the Maxwell-Boltzmann distribution but
for high temperatures a sharp peak right below the light
speed arises reflecting the fact that no particle can exceed
the speed of light (see Fig. 1).
In 2007 Cubero et al. conducted simulations in one di-
mension using collisional dynamics [2]. Their simulation
results agree very well with the Ju¨ttner distribution and
they could rule out another proposed covariant distribu-
tion introduced in Ref. [3]. The same result was found
using two dimensional collisional dynamics in a paper by
Ghodrat and Montakhab [4]. There a stochastic thermo-
stat was used to simulate the canonical ensemble.
A problem concerning the Ju¨ttner distribution is its
non-Lorentz invariance: It depends on the energy of the
particle mc2γ and on γ5 whereas a Lorentz invariant dis-
tribution would have to be dependent on γ4 [5]. To over-
come this problem, in Ref. [5] another covariant distribu-
tion was proposed that depends on the rapidity instead
of the velocities. The rapidity depends on the square of
the velocities of the particles relative to each other which
is a Lorentz invariant quantity.
Applications of the Ju¨ttner distribution can be found
in astrophyics and cosmology, for example in reconstruct-
ing the thermal history of the universe [6]. A recent pa-
per investigated a special property of the Ju¨ttner distri-
bution in solid state physics [7]: At high temperatures
the Ju¨ttner distribution in terms of a single coordinate
vx exhibits two peaks, one close to c and one close to
−c (see fig. 1). This differs from the low temperature
regime (and from the Maxwell-Boltzmann distribution)
which only broadens when the temperature is increased.
In Ref. [7] a critical temperature kBTc = (d+ 2)
−1 (with
c = m = 1 and d the dimension) is found at which the
distribution changes from a single peaked function to a
double-peaked one. Since at the Dirac point of graphene
electrons behave like a relativistic gas, effects of this tran-
sition could be measured in graphene when changing the
Fermi energy [7].
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FIG. 1: Ju¨ttner distribution in terms of one velocity
coordinate vx (x-axis) in the ultrarelativistic regime
(kBT = 0.5 and m = 1). Two peaks arise as opposed to
the one-peaked Maxwell-Boltzmann distribution which
only becomes broader at high temperatures.
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2Here, we will introduce a deterministic relativistic ther-
mostat to simulate the canonical ensemble and verify its
properties with three-dimensional simulations using the
relativistic equations of motion.
Temperature of a relativistic gas
For a classical ideal gas, the following well-known re-
lation between temperature and kinetic energy holds:
kBT =
2
3N
Ekin (3)
with N the particle number. If we include interactions
between the particles (i.e. a potential energy V ) Ekin
must be substituted by its time-average 〈Ekin〉 for the
formula to hold. To see what happens in the case of spe-
cial relativity, the equipartition theorem can be applied:
kBT = 〈pi,α ∂H
∂pi,α
〉
where H is the Hamiltonian and ~pi = (pi,α)α∈{x,y,z} the
momentum of particle i.
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FIG. 2: Temperature as a function of average particle
velocities. The green solid line is the true temperature
calculated according to Eq. (4). The blue dot-dashed
line is the classical non-relativistic temperature of
Eq. (3) and the yellow dashed line is the temperature
using the ultrarelativistic limit of Eq. (5).
UsingH = ∑Ni=1√p2i c2 +m2i c4+V this leads for every
particle i to
3kBT = 〈 p
2
i
m
√
1 +
p2i
m2i c
2
〉 = mic2〈γi − 1
γi
〉 (4)
with p2i = p
2
i,x + p
2
i,y + p
2
i,z meaning the square of the
norm of the 3-dimensional momentum vector of particle
i. In the ultrarelativistic limit where p mc this yields
the relation
kBT =
1
3N
〈E(rel)kin 〉 (5)
where E
(rel)
kin ≈ mc2γ.
As can be seen in fig. (2) the temperature in special
relativity deviates significantly from the classical ideal
gas law if the particles approach the speed of light.
II. MOLECULAR DYNAMICS SIMULATION
We simulate a system of N particles interacting with
a short-ranged soft potential in three dimensions. The
trajectories of the particles evolve according to the rela-
tivistic equations of motion:
~˙qi =
~pi
m
√
1 +
p2i
c2m2i
~˙pi = ~Fi (6)
where ~qi is the 3-dimensional position of particle i and ~pi
the momentum respectively.
The force is then calculated from ~Fi = −~∇iV . For V ,
the well-known Lennard-Jones potential is used, centered
at each particle. It reads in terms of the particle distance
V (r) = 4
((σ
r
)12
−
(σ
r
)6)
(7)
where r is the distance between particles and σ and  are
parameters.
The accuracy of the method is checked by evaluating
the energy
H =
∑
i
√
p2i c
2 +m2i c
4 + V (q1, . . . , qn) (8)
which needs to be conserved. The potential is truncated
at rcut = 2.5σ. To avoid discontinuities in the potential
and its derivative (i.e. the force) at rcut, the potential is
further modified by two terms:
V˜ (r) = V (r)− V (rcut)− ∂V
∂r
∣∣∣∣
rcut
· (r − rcut) (9)
Since V and its derivative are small quantities at rcut this
does not change much the overall shape of the potential.
By employing the linked-cell method the complexity can
be reduced to O(N) [8].
First, only the repelling part of the Lennard-Jones po-
tential (7) proportional to r−12 is considered. A his-
togram is constructed by dividing the range of absolute
particle velocities into intervals of equal length. The tem-
perature is calculated using Eq. (4). As can be seen in
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FIG. 3: Simulation results for the velocity distribution
of N = 8000 particles. The horizontal axis is the
velocity measured in units of the speed of light c. The
blue points are a histogram obtained from the
simulation data and the orange curve is the theoretical
Ju¨ttner distribution with temperature T = 605/kB and
m = 103/c2.  is the parameter from the potential (7).
fig. 3 the obtained data fits the Ju¨ttner distribution very
well.
A system of two different sorts of particles with differ-
ent masses was simulated. In this case both sorts of par-
ticles should equilibrate to the same temperature. The
theoretical distribution is the sum of two Ju¨ttner distri-
butions for different masses but at the same temperature
and normalised with the corresponding particle numbers
N1 and N2:
f(v) = N1fm1(v) +N2fm2(v) (10)
As can be seen in fig. 4 the particles are indeed fitted
well with the sum of two Ju¨ttner distributions at the
same temperature according to Eq. (10).
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FIG. 4: Simulation with two sorts of particles differing
in their masses. The parameters are: N1 = N2 = 4000
particles with m1 = 10
4/c2 and m2 = 10
3/c2 at
temperature T = 668/kB. The blue points are the
histogram obtained from the simulation data and the
orange line is the Ju¨ttner distribution for two different
masses (Eq. (10)). The heavy particles are responsible
for the bulge at lower velocities.
Also a system was considered where the masses of the
particles are randomly sampled from a Gaussian distri-
bution ρ. In this case the theoretical Ju¨ttner distribution
is a convolution
f(v) =
∫
ρ(m)fm(v)dm (11)
with fm being the Ju¨ttner distribution of particles with
mass m. And also in this case the velocity distribution
is well-fitted by the Ju¨ttner distribution of Eq. (11).
III. RELATIVISTIC THERMOSTAT
Because the Hamiltonian equations of motion conserve
the energy, the molecular dynamics simulations of the
previous chapter simulate the microcanonical statistical
ensemble which is defined through constant total energy.
Such a system is closed in the sense that there is no
energy exchange with an environment. This situation
is described by the microcanonical partition function
Z =
∫
δ (H(~p1, . . . , ~q1, . . . )− E) d3~p1 · · · d3~q1 · · · (12)
It is however more natural to allow the system to inter-
act with its environment since experiments are normally
conducted at constant temperature and not at constant
energy [9]. This situation is statistically described by
the canonical ensemble. Here, the system is coupled to
an infinite heat bath at a constant temperature T which
allows the system the exchange of energy. The canonical
partition function is:
Z =
∫
exp
(
−H(~p1, . . . , ~q1, . . . )
kBT
)
d3~p1 · · · d3~q1 · · · (13)
The temperature of the system can be controlled using
a thermostat.
Relativistic simulations with a stochastic thermostat
have been conducted in Ref. [4]. A thermostat that is
both deterministic and samples from the canonical en-
semble is the Nose´-Hoover method [9]. Here a new de-
gree of freedom s is introduced that represents the heat
bath by adding a term proportional to kBT log(s) to the
Hamiltonian. After applying Hamilton’s equations of
motion, a time transformation needs to be done in or-
der to arrive at the equations in real time which makes
the system non-Hamiltonian. This gives rise to a friction
parameter ξ in the equations of motion for the momenta.
p˙ = −∇V − ξp (14)
Here we use the Nose´-Poincare´ formalism proposed in
Ref. [10] in which the Hamiltonian does not require a
time transformation and the usual equations of motion
~˙qi = ~∇~piH˜ and ~˙pi = −~∇~qiH˜ are directly valid. According
to this formalism a new Hamiltonian is introduced:
H˜ = s
(
H
(
~p1
s
, . . . , ~q1, . . .
)
+
p2s
2Q
+ 3NkBT log(s)−H0
)
(15)
4H is the original relativistic Hamiltonian (Eq. 8) but as
in the original Nose´-Hoover method the momenta are
rescaled by a factor of s. The next two terms are re-
sponsible for the dynamics of the variable s such that
the canonical distribution is correctly sampled. ps is the
conjugate momentum of the heat bath. The constant H0
is chosen such that H˜ is zero at zero temperature. Fi-
nally, the Hamiltonian is multiplied by s such that the
equations of motion are obtained in real-time.
The Nose´-Poincare´ thermostat applied to the relativistic Hamiltonian of Eq. 8 yields:
H˜ = s
(∑
i
√
p2i
s2
c2 +m2i c
4 + V (~q1, . . . ) +
p2s
2Q
+ 3NkBT log(s)−H0
)
(16)
We will now show that the microcanonical partition function of this extended Hamiltonian is equivalent to the
canonical partition function for the relativistic Hamiltonian:
Z = 1
N !
∫
d3~p1 · · · d3~pn
∫
d3~r1 · · · d3~rn
∫
ds
∫
dpsδ(H˜(~p1, . . . , ~r1, . . . )− E)
Introducing the substitution ~˜pi := ~pi/s and using the properties of the δ-function yields:
Z = 1
N !
∫
d3~˜p1 · · · d3~˜pn
∫
d3~r1 · · ·
∫
ds
∫
dpss
3Nδ(H˜(~˜p1 · s, . . . , ~r1, . . . )− E)
=
1
N !
∫
d3~˜p1 · · ·
∫
d3~r1 · · ·
∫
ds
∫
dpss
3Nδ
s− exp
−∑Nn=1√p˜2i c2 +m2i c4 + V (r1, . . . , rn) + p2s2Q
kBT (3N)

=
1
N !
∫
d3~˜p1 · · ·
∫
d3~r1 · · · exp
(
−
∑N
n=1
√
p˜2i c
2 +m2i c
4 + V (~r1, . . . , ~rn)
kBT
)∫
dps exp
− p2s2Q − E
kBT

Up to the constant factor from the last integral the
canonical distribution function is obtained as we wanted
to show. The equations of motion are derived in the usual
way through Hamilton’s equations:
~˙ri =
~pi
sm
√
1 + p
2
s2c2m2i
~˙pi = −s~∇iV
s˙ =
ps
Q
p˙s =
N∑
i=1
p2i
ms2
√
1 +
p2i
m2c2s2
− 3NkBT (1 + log s)
− V −
N∑
i=1
√
c4m2 +
c2p2
s2
− p
2
s
2Q
+H0
After reapplying the transformation ~˜pi = ~pi/s they
take the following form:
~˙q =
~˜pi
m
√
1 + p˜
2
c2m2
(17)
˙˜
~pi = ~F − ~˜pi
s
s˙ (18)
s˙ =
pss
Q
(19)
p˙s =
N∑
i=1
p˜2i
m
√
1 +
p˜2i
m2c2
− 3NkBT (1 + log s)
− V −
N∑
i=1
√
c4m2 + c2p˜2 − p
2
s
2Q
+H0
(20)
Equation (17) is just the usual relativistic momentum-
velocity relation. Eq. (18) is of the form of Eq. (14).
In Fig. 5a the behaviour of the instantaneous tem-
perature (measured by evaluating Eq. (4)) of a system
coupled to such a thermostat is shown. The simulation
was conducted with N = 125 particles. Here we did not
simulate larger systems, because we want to study in the
following statistical fluctuations. The system first had
temperature T = 0.89/kB and at time 10 a different
5temperature T = 0.6/kB was applied to the thermostat.
In Fig. 5b we see that the correct Ju¨ttner distribution of
the particle velocities is obtained.
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FIG. 5: (a): Instantaneous temperature (measured in
units /kB) over simulation time (for N = 125
particles). A thermostat with temperature T = 0.6/kB
and Q = 10 is applied at t = 10 (measured in units
σ/c). (b): Ju¨ttner distribution at the same temperature
fitted to the simulation data obtained after the
thermostat has relaxed (t & 20).
The behaviour of the thermostat depends on the choice
of the thermal inertia Q. As can be seen from Eqs.
(18), (19) and (20), the thermostat provides a feedback
mechanism to control the temperature: If the temper-
ature, represented by the first term of the right hand
side in Eq. (20) deviates from the chosen temperature,
ps changes its value and thus following Eq. (18) slows
down or speeds up the particles. If Q is small the ”fric-
tion” term in Eq. (18) proportional to s˙/s = ps changes
fast and thus the feedback mechanism is very sensitive.
On the other hand, if Q is very large, the effect of the
thermostat disappears.
A good choice of Q is characterised by the fact that
canonical energy fluctuations are obtained [11]. The the-
oretical fluctuations in the canonical ensemble are esti-
mated by calculating ∆Ekin ≈
√
V ar(Ekin). The rela-
tive fluctuations ∆Ekin/Ekin should be proportional to
1/
√
N whereN is the number of particles. The behaviour
of the kinetic energy fluctuations for a simulation with
N = 125 and T = 1/kB is shown in fig. 6. The error
bars represent the standard deviation.
In Ref. [12] the effects of different Q for a classical
Nose´-Hoover thermostat were analyzed: If Q is set cor-
rectly, the thermostat couples to the particle motion and
the system samples the canonical distribution. However,
if the value of Q is too small or too large the variable
ps oscillates periodically (with quick oscillations if Q is
too small and slow oscillations if Q is too large). For
very high Q one actually simulates the microcanonical
ensemble [12].
For the thermostatted relativistic system a very similar
result as in Ref. [12] is obtained. In a medium range of
Q, the canonical fluctuations are reproduced (represented
by the orange line in fig. 6); if Q exceeds this range,
the variance of the fluctuations increases and for very
large Q the fluctuations become smaller. If Q is chosen
very small, the kinetic energy fluctuations also become
smaller, however the kinetic energy oscillates with a high
frequency. In fig. 6 canonical energy fluctuations are
observed for 1 < Q < 100.
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FIG. 6: Kinetic energy fluctuations for different
thermal inertias Q. N = 125 particles, T = 1/kB, the
orange line represents the theoretically predicted
canonical energy fluctuations. The results are similar to
those of Ref. [12] where the fluctuations for the classical
case were investigated.
For small values of Q Nose´ approximated the oscilla-
tions of the thermostat with a harmonic oscillator [11].
With a similar procedure this can also be done for the rel-
ativistic thermostat: Starting from Eqs. (18) and (19), it
is assumed that the motion of the particles is dominated
by the thermostat. So we can neglect the dependence of
the force F ≈ 0, so that all pi now have the same equa-
tion of motion and thus we omit the index i and α and
write p. This yields:
p˙ ≈ −pps
Q
(21)
6Eq. (20) becomes:
p˙s =
N∑
i=1
p2
m
√
1 + p
2
m2c2
− 3NkBT (22)
p and ps are then linearly approximated around an equi-
librium (time-independent) solution p = 〈p〉 + δp and
ps = 〈ps〉+ δps. The zero order solution is
3N
〈p〉2
m
√
1 + 〈p〉
2
m2c2
= 3NkBT (23)
〈p〉 · 〈ps〉 = 0 =⇒ 〈ps〉 = 0 (24)
The first order solution yields:
δp˙s = 3N
 2〈p〉√
1 + 〈p〉
2
m2c2
− 〈p〉
3
m3c2(1 + 〈p〉
2
m2c2 )
3/2
 δp (25)
δp˙ = −〈p〉δps
Q
(26)
Taking the derivative of Eq. (26) and inserting it in Eq.
(25) yields (using Eq. (23)):
δp¨ = − 3N
Q
2T − T 2
mc2
√
1 + 〈p〉
2
m2c2

︸ ︷︷ ︸
(2pif)2
δp (27)
which is the equation for a harmonic oscillator from
which the frequency f can be inferred:
f =
1
2pi
√√√√√3N
Q
2T − T 2
mc2
√
1 + 〈p〉
2
m2c2
 (28)
Because of Eq. (26) δps oscillates with the same fre-
quency.
The thermostat should be in resonance with the sys-
tem’s fluctuations [9]. In Fig. (7) a spectral analy-
sis is shown of the time series of ps for Q = 0.06 and
Q = 40 with a relativistic temperature T = 1/kB and
m = 1/c2. The red line is the thermostat mode calcu-
lated from Eq. (28). There, the spectrum has a clear
peak. The other frequencies come from the particle sys-
tem. For small values of Q the peak is sharper and the
thermostat is separated from the system. The thermostat
mode should mix with the system’s modes and therefore
a situation at the left of fig. 7 is desirable. In that case
(Q = 40), canonical energy fluctuations are observed as
can be seen in fig. 6.
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FIG. 7: Spectral analysis of the fluctuations of the variable ps. The red line marks the oscillator frequency
calculated from Eq. (28). Close below the red line, a pronounced peak can be found. The other frequencies arise
from interactions with the particle system. The simulation parameters are: T = 1/kB, N = 125 and m = 1/c
2.
The values for Q are: 0.06 (left) and 40 (right). Canonical fluctuations are obtained if the oscillator frequency is in
resonance with the particle system as on the left (Q = 40).
7IV. CONCLUSION
Summarizing, the numerical experiments in three di-
mensions confirmed that the Ju¨ttner distribution is a
very good generalisation of the Maxwell-Boltzmann dis-
tribution to special relativity. The results are indepen-
dent of the particle masses.
The temperature was determined from the momenta
of the particles using the equipartition theorem. From
the fact that we employed periodic boundary conditions
arises the uniqueness of this definition: We have a spe-
cial frame of reference (the boundaries) and the temper-
ature is determined from the momenta as measured in
this frame.
Despite of the Ju¨ttner function not being Lorentz in-
variant, it gives the correct distribution in this frame of
reference. To investigate this further, one could gener-
ate histograms with constant rapidity bins as proposed
in Ref. [5] and compare them to a three dimensional gen-
eralisation of the Lorentz invariant distribution function
that was derived in their paper.
The interaction between particles was assumed to hap-
pen instantaneously which is theoretically not consistent
with special relativity. In order to overcome this problem
one could introduce fields and calculate the force from a
retarded potential. However, since the potential is short-
ranged it can be assumed that this effect will not result
in a different velocity distribution. Whether this has an
effect on other quantities beside the velocity distribution,
e.g. the heat capacity, could be investigated in further
simulations.
A Nose´-Poincare´ thermostat was coupled to a relativis-
tic particle system. This allowed to control the temper-
ature simulating the canonical ensemble. The appropri-
ate range for the thermal inertia Q could be determined
by monitoring the kinetic energy fluctuations. The be-
haviour of those fluctuations is similar to that of a ther-
mostatted classical system [12] and in that regime they
should fulfill the fluctuation - dissipation theorem. The
thermostat itself exhibits a frequency that is visible in the
spectrum of ps (which represents the friction parameter
in the equations of motion). If Q is in the appropriate
range, the thermostat mode mixes with the frequencies
of the particle system and thus the thermostat couples
to the particles and canonical energy fluctuations are ob-
tained.
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