Abstract: Prior research comes to different conclusions as to what country characteristics drive diffusion patterns. One prime difficulty that may partially explain this divergence between studies is the sparseness of the data, in terms of the periodicity as well as the number of products and countries, in combination with the large number of potentially influential country characteristics. In face of such sparse data, scholars have used nested models, bivariate models and factor models to explore the role of country covariates. This paper uses Bayesian Lasso and Bayesian Elastic Net variable selection procedures as powerful approaches to identify the most important drivers of differences in Bass diffusion parameters across countries. We find that socio-economic and demographic country covariates (most pronouncedly so, economic wealth and education) have the strongest effect on all diffusion metrics we study. Our findings are a call for marketing scientists to devote greater attention to country covariate selection in international diffusion models, as well as to variable selection in marketing models at large. In face of such sparse data, scholars have used nested models, bivariate models and factor models to explore the role of country covariates. This paper uses Bayesian Lasso and Bayesian Elastic Net variable selection procedures as powerful approaches to identify the most important drivers of differences in Bass diffusion parameters across countries. We find that socio-economic and demographic country covariates (most pronouncedly so, economic wealth and education) have the strongest effect on all diffusion metrics we study. Our findings are a call for marketing scientists to devote greater attention to country covariate selection in international diffusion models, as well as to variable selection in marketing models at large.
Introduction
Since the 80s (Heeler & Hustad, 1980) , international diffusion of new products has strongly established itself as a research stream within the international marketing literature.
International diffusion 1 studies predominantly seek to explain variation in new product growth patterns across countries using country characteristics, such as economics, culture or demographics (for recent contributions, see Chandrasekaran & Tellis, 2008; Talukdar et al., 2002; Stremersch & Lemmens, 2009; Stremersch & Tellis, 2004; Tellis et al., 2003; Van den Bulte & Stremersch, 2004; van Everdingen et al., 2009 ).
Interestingly, studies in this area disagree on the specific country characteristics that predominantly drive new product growth patterns. While Gatignon et al. (1989) find that the activity rate of women affects the internal influence parameter in the Bass model, Talukdar An important difference among these studies -beyond the difference in the products or countries included -is the set of country-level covariates included in the model. Model specification in terms of covariates in international diffusion models is particularly challenging. There is no consensus in the literature about which country characteristics should or should not be included in an international diffusion model. Marketing scholars justify their choice for a certain set of explanatory variables by theoretical reasoning.
Especially in international diffusion, the theory is very rich and thus the number of variables 1 We use the term international diffusion as a synonym to international new product growth. that one could consider including is very large. At the same time, the data is often sparse, in terms of periodicity, and number of countries and products. Standard statistical estimation techniques often have difficulties to fit such large models on such sparse data. Therefore, scholars may drop one or more of the available variables through subjective choice and iterative testing of smaller models, at the risk of omission.
Scholars who do not restrict their model ex ante, often face ill-conditioning of the design matrix -or harmful multicollinearity -as a significant problem (see Chandrasekaran & Tellis, 2008; Tellis et al., 2003 ). An ill-conditioned design matrix may pre-empt inference from the full model, by which people resort again to dimensionality reduction techniques, such as estimating nested models (Stremersch & Tellis, 2004) , bivariate models (Chandrasekaran & Tellis, 2008) , composite models (Gatignon et al., 1989) or factor models (Helsen et al., 1993; Tellis et al., 2003) . Nested models and bivariate models, however, also face the risk of omitted variable bias. Composite and factor models are difficult to interpret and are unable to disentangle the effects of distinct country covariates.
This paper uses Bayesian Lasso (Park & Casella, 2008; Hans, 2009) 
and Bayesian
Elastic Net (Li & Lin, 2010; Hans, 2011) to explore which country characteristics matter most in international diffusion. These procedures can cope with sparse data (i.e., many variables and few data points) by specifying an appropriate informative prior, which leads to a specific form of Bayesian regularization (Fahrmeir et al., 2010) . By construction of the Lasso and Elastic Net priors, some of the estimated regression coefficients will be exactly zero, identifying a subset of most important variables. The procedure simultaneously executes shrinkage and variable selection, while alternative shrinkage methods (e.g. Ridge regression) do not include variable selection and alternative variable selection methods (e.g.
Bayesian model averaging) do not include shrinkage. The advantage of the Lasso and Elastic
Net procedures over shrinkage methods without variable selection is that it leads to more stable estimation results and to the identification of a relatively small subset of variables that exhibit the strongest effects (Tibshirani, 1996) . The advantage over variable selection methods without shrinkage is that the latter methods still lack power in a sparse data setting because the shrinkage is crucial for dealing with correlated covariates, as we show in a simulation study.
We estimate a Bayesian version of the Bass diffusion model (Bass, 1969) which was introduced by Lenk & Rao (1990) and subsequently extended by Talukdar et al. (2002) .
Bayesian analysis is particularly well suited for international diffusion models because of the multilevel structure of the data. The model decomposes the product-and country-variance, which is important, given that the sample of countries is typically not the same for all products and the product variance is typically larger than the country variance. Also, regularization to deal with sparse data comes natural in a Bayesian setting via the use of an informative prior. Scholars in both marketing (Lenk & Orme, 2009 ) and statistics (Fahrmeir et al., 2010) show an increasing attention for the usefulness of Bayesian regularization by informative priors.
We have data on the penetration levels of 6 high technology products (CD players, internet, ISDN, mobile phones, personal computers, and video cameras) in a total of 55 countries around the world. These data are also used in van Everdingen et al. (2009) and were graciously made available to us by Yvonne van Everdingen. We complement these data with an extensive set of country characteristics that encompasses the country characteristics used in previous studies on new product adoption, ranging from socio-economic over cultural to demographic and geographic characteristics.
The results indicate that even though many country characteristics have been related to new product growth in the past, in our particular set of countries and products, the following small set of variables explains most of the between-country variation. A first predominant variable is economic wealth. It has a strong positive effect on all three parameters of the Bass diffusion model. A second important variable is education which Table 1 inventories the international diffusion literature using variations of the Bass diffusion model. For every study, we list which country characteristics are studied, whether a dimensionality reduction method is used, and which country characteristics the authors found to influence diffusion. A more general overview of diffusion and new product growth models can be found in Peres et al. (2010) . Gatignon et al. (1989) construct three country-level constructs (cosmopolitanism, mobility and sex roles), using 9 variables and find that the three constructs significantly relate to the parameters of the Bass diffusion model. This finding was confirmed in Kumar et al. (1998) . Takada & Jain (1991) use two dummies to account for cultural and communication differences in four Pacific Rim countries and find them to affect the adoption rate. Helsen et al. (1993) cluster countries based on six factors extracted from a total of 23 country characteristics and conclude that life style and health status are related to the parameters of the Bass diffusion model. Dekimpe et al. (1998) Lemmens, Croux, & Stremersch (2012) propose a method to dynamically segment countries based on the observed penetration pattern of new products. They exploit such dynamic segments to predict the national penetration patterns of new products prior to launch. Putsis et al. (1997) fit a flexible mixing model with cross-country influence and find significant effects of GDP per capita and number of televisions in use on differences in international diffusion patterns. A second dimensionality reduction method is factor analyzing the explanatory variables and only retaining a set of factors that explain a large part of the variance (for instance Helsen et al., 1993; Tellis et al., 2003; Chandrasekaran & Tellis, 2008) . The most important factors capture most of the variation in the complete set of variables and represent underlying unobserved constructs. In practice, however, it may be hard to give a meaningful interpretation to these unobserved constructs and this interpretation may not be universally accepted among scholars. Another drawback of factor analysis is that the commonly used estimation procedures (i.e. principal components or maximum likelihood) do not take into account the response variable in the model. This is a limitation, because in a regression context one wants to use different information in the explanatory variables depending on the response. Partial least squares or sliced inverse regression (Li, 1991; Naik et al., 2000) do take into account the response variable in the construction of the factors, but the interpretation of the resulting factor model becomes even more difficult. It is hard to argue that the factors represent an underlying construct if they by definition are different depending on the response variable in the model. 
Prior Literature on International Diffusion

Method
In this section, we first review three penalized likelihood methods, Ridge regression, the Lasso and the Elastic Net. The latter two have a variable selection property which allows exploring which variables matter most. Next, we draw the analogy with Bayesian regularization through the choice of appropriate priors on the regression coefficients. We then describe the Bass diffusion model and illustrate the properties of the three regularization methods, as compared to the standard regression using diffuse normal priors, in the Bass diffusion model using a simulation study.
Penalized Likelihood and Bayesian Regularization
Consider the multiple linear regression model (1) where is the response vector and is the matrix containing regressors.
Assume the response to be mean-centered and the regressors to be standardized such that no intercept is included. Furthermore, let denote the vector of regression coefficients. Assuming that the error term follows a distribution, the penalized likelihood estimator maximizes the likelihood under a constraint on the coefficients. The constraints we consider here are designed to shrink the estimated parameters towards zero. In particular, the three penalized estimators we consider are all of the form (2) for some positive value of . For , the estimator defined by (2) is the Ridge estimator, which puts a constraint on the sum of the squared coefficients. For , the constraint is on the sum of the absolute values of the coefficients, which yields the Lasso estimator. Any value of such that , results in the Elastic Net problem with Ridge regression is the sensitivity of the outcome to changes in the constraint region, especially when the regressors are correlated (Figure 1b) . If the amount of shrinkage is strong enough, the Ridge coefficients can change signs as compared to the least squares solution, as is the case in Figure 1b .
The variable selection property of the Lasso is illustrated in Figure 2 . Because of the squared shape of the grey constraint region, the Lasso solution can result in zero coefficients, ensuring variable selection. The tangency point between the grey constraint region and the ellipsoid is on the axis, resulting in a parameter estimate for which is exactly equal to zero, both in the uncorrelated case ( Figure 2a ) and in the correlated case ( Figure 2b ). The Lasso solution is in general more stable than the Ridge solution.
The Elastic Net constraint region presented in Figure 3 for =0.5 is an intermediate to the Ridge circular constraint region and the Lasso squared constraint region. The main difference with Ridge is that, similar to the Lasso, the corners of the Elastic Net constraint region facilitate variable selection. The difference with the Lasso is that due to the rounding of the constraint region in between the axes, the Elastic Net tends to select strongly correlated variables jointly in or out the model, which is often referred to as the grouping effect (Zou & Hastie, 2005) . For instance, in Figure 3b the correlated variables are selected together by the Elastic Net, while only one variable is selected by the Lasso in Figure 2b .
The solution to equation (2) has a Bayesian interpretation as well. The link between regularization methods and hierarchical Bayes is well documented (e.g. Evgeniou et al. 2007; Fahrmeir et al. 2010) . In particular, the solution is equivalent to the posterior mode of the regression coefficients under a specific prior. Bayesian Ridge specifies a normal prior given by 
Posterior evaluation is obtained via the Gibbs sampler.
The disadvantage of Ridge regression is that it does not achieve variable selection. Moreover, the amount of effective shrinkage is hard to control. It not only depends on the shrinkage parameter but also on the amount of correlation in the data.
The more correlation, the less stable Ridge regression becomes, which makes it a poor method for data with harmful multicollinearity like ours. This instability is shown by Tibshirani (1996) in a penalized likelihood setting, but also holds in the Bayesian setting as we illustrate in Appendix A.
Following the work of Hans (2009) and Park & Casella (2008) , the Lasso point estimator for regression model (1), is defined as the mode of the posterior density of the regression parameters when imposing an independent Laplace prior with mean zero on the regression coefficients equation (2), the term in the prior in (6) facilitates variable selection. The key to variable selection using this procedure is that, depending on the value of the shrinkage parameter, the posterior mode of some regression coefficients can become exactly zero.
Even though there is posterior mass located away from zero, whether the posterior mode of a regression coefficient is zero or not has important consequences for model interpretation. By construction, the mode will always be included in the highest posterior density region. Therefore, a regression parameter with zero posterior mode will never be "significant". Posterior evaluation is achieved via the Gibbs sampler described in Hans (2009) . The latter requires a rejection sampling step to draw from the conditional distribution of the scale parameter, which we implemented using the R package ars by Perez Rodriguez (2009).
The Laplace prior puts more prior mass close to zero and in the tails as compared to a normal prior, as illustrated in Figure 4 , reflecting the idea that there are many small effects and a number of important effects. Other variable selection procedures build on the belief that some of the true regression coefficients are exactly zero, which is hard to defend (O'Hara & Sillanpaa, 2009) . Especially in the international diffusion model, it is likely that all country characteristics influence the diffusion process, but some variables to a much lesser extent than others. In this context, variable selection should be considered as a tool to help the researcher distinguish between the small and the large important effects rather than identifying zero-effects.
The Elastic Net prior on the regression coefficients is a compromise between the Gaussian prior of Ridge regression and the Laplace prior of the Lasso (Li & Lin, 2010) 
A comparison between the priors is given in Figure 4 
Bayesian Representation of the International Bass Diffusion
Model
We use the Bayesian regularization methods as described in the previous section to identify which country characteristics best explain differences in diffusion patterns.
To specify a Bayesian version of the Bass diffusion, denote by the penetration level of product in country at period after commercialization. The diffusion process of product in country is given by coefficient of imitation for product in country . We include an additive error term in (8) following Albuquerque et al. (2007) to ensure that penetration levels are allowed to show small decreases over time, as is observed in our data.
To know which country characteristics influence the diffusion process, the diffusion parameters , and are first decomposed into a country-and productspecific component after controlling for the product-country specific introduction lag denoted by . Denote the vector of Bass model parameters for product in country by , then the variance decomposition is given by (9) where we allow a full covariance matrix . Since the values of are between zero and one, we use a logit transformation to obtain values on the whole real line, which is similar to the approach in Lenk & Rao (1990) . The first component of the vector is fixed at zero because the introduction lag only affects the growth rate towards the market potential (determined by and ), and not the market potential itself.
Since our interest is in the country-specific parameters in vector , it is further regressed on the country characteristics. These are represented in the matrix of dimension , with the number of countries and the number of country characteristics. The third level of the Bass diffusion model then is of the form (10) where is the row vector of length with country characteristics for country . The regression parameter matrix is of dimension and captures the effect of the country characteristics on the diffusion process. The matrix is our primary object of interest -it captures the influence of the country characteristics on the diffusion pattern -and is estimated using Bayesian regularization as described in Section 3.1. The product-specific effects are captured in the parameter vector which is modeled as a random effect with mean zero (for identification)
We assume and to be diagonal. All prior specifications are given in Appendix B1. The posterior and estimation details of the first level are given in Appendix B2.
Posterior evaluation of the parameters is achieved through MCMC draws. In the Lasso and Elastic Net case, apart from the posterior MCMC draws we are interested in the posterior mode of the regression coefficients in because the mode marks selection.
The mode is obtained by maximum a posteriori (MAP) estimation. MAP estimation in the Bayesian Lasso setting is common, see e.g. Figueiredo (2003) and Genkin et al. (2007) . The MAP estimator is obtained using Rao-Blackwellization as in Hans (2009) and Hans (2011) . For each draw in the MCMC chain, we store the conditional distribution of on a fine grid. This conditional distribution is orthant normal for both Lasso and Elastic Net and sometimes has a zero-mode due to the shape of the prior. We then average the stored conditionals over the MCMC draws for each grid point to obtain an estimate of the marginal posterior from which we can easily obtain the mode as the Lasso or Elastic Net point estimate.
Simulation Study
We run a simulation study to assess the performance of the Bayesian regularization methods described in Section 3.1 for estimating the country-level regression model parameters in the Bass diffusion model of Section 3.2. To assess in which conditions the Bayesian Lasso and Elastic Net perform better than Ridge or regression using diffuse normal priors, we run a 2x2 simulation design. As country covariates are typically highly correlated, the first dimension we vary is the amount of The specifics of the simulation setting are as follows. We simulate data according to the multi-product multi-country Bass diffusion model specified by equations (8) to (11). The dimensions of the model are the same as in our data, i.e. we simulate 6 products, 55 countries and 17 country covariates ( ). We generate the country covariates from a normal distribution with mean zero. In the correlated settings, the correlation between and equals with , following the simulation setup of Tibshirani (1996) . In the uncorrelated settings, we set . In the sparse settings, we again follow Tibshirani (1996) and set for corresponding to the diffusion metrics m, p and q respectively. In the non-sparse settings, we set such that each covariate influences the diffusion process but the last covariates are gradually less important than the first. To make the simulation specification complete, we set , for all i and j, , and we generate data sets in each simulation setting.
As our main interest is in the performance to retrieve the parameters of the country-level regression models in , we compare the mean squared error 
where is the vector of point estimates of the country-covariate effects. For the Lasso and Elastic Net, we use the posterior mode as described above. For Ridge regression and regression using diffuse normal priors, we use the posterior median as a point estimator. All MSE values are computed based on strandardized variables.
For the sparse simulation settings, we also assess how well the Lasso and Elastic
Net perform in terms of identifying those variables that have a non-zero coefficient. We compute the true positive rate (TPR) as the proportion of non-zero coefficients that are estimated to be non-zero, i.e. are correctly selected into the model. We also compare the true negative rate (TNR) as the proportion of zero coefficients that are estimated to be zero, i.e. correctly estimated as having a zero-effect:
The mean squared error values are presented in Table 2 2 0 1 4 ) like the Lasso and Elastic Net should be considered as methods that lead to superior outcomes when multicollinearity is present in the data.
The variable selection accuracy of the Lasso and the Elastic Net are reported in Table 3 . Elastic Net has a better true positive rate than the Lasso, at the cost of a lower true negative rate. This holds true in a setting where the covariates are uncorrelated as well as when they are correlated. The correlated setting (Setting 4) is especially of interest because the Elastic Net was introduced as a method that performs better when the covariates are correlated. The grouping effect states that the Elastic Net tends to select groups of correlated variables jointly. In our sparse settings, the first two variables both have an effect and are correlated. The fifth variable also has an effect and is correlated with variables that have a zero-effect. In this setting, the Lasso has a true positive rate of 90% while the Elastic Net achieves 98%. However, the Elastic Net tends to select too many variables into the model that are correlated with those variables that have an effect. As a result, the true negative rate of the Elastic Net is only 23%, while that of the Lasso is 60%, which illustrates the difference between both methods in terms of variable selection when the covariates are correlated. 
Data
We use penetration data of six consumer durables in 55 countries listed in and Hofstede (2001) . Country characteristics with multiple data points over the observation period were averaged.
We rely on the new product adoption and diffusion literature to specify our model in terms of country covariate inclusion. Table 5 gives an overview of the covariates we include, where the inclusion criterion is whether the variable has been used in previous diffusion literature. The country characteristics cover socio-economic, cultural, communication and demographic dimensions. The last column of Table 5 indicates to which growth metric (market potential, coefficient of innovation or coefficient of imitation) prior studies related each country covariate. To showcase the ability of variable selection methods to deal with long models, we link all available country characteristics to each diffusion metric ( , and ) . This procedure will allow us to explore whether or not there are important relationships that have not been identified or theorized on before.
To assess the degree of multicollinearity in our dataset, we compute the condition index of as in Belsley et al. (1980) . To obtain the condition index, we scale the variables in the -matrix to have unit variance. According to Belsley et al. (1980) , condition indices above 30 indicate moderate to strong multicollinearity. In our case, we obtain a condition index of 79.63, which is well beyond the threshold. Table 6 presents the selected variables obtained by the Lasso and the Elastic Net and the posterior mode for a sequence of 10,000 draws after 2,000 burn-in draws. The
Results
Variable Selection: Bayesian Lasso and Elastic Net
prop-values are the proportion of draws on the other side of zero than the mode.
Because a variable is unselected from the model when the posterior mode is equal to zero, a prop-value cannot be calculated in such cases.
For all diffusion metrics, the predominant variable is economic wealth. Both the Lasso and the Elastic Net find that economic wealth has a positive effect on all three diffusion metrics. Talukdar et al. (2002) also found a strong effect of economic wealth on market potential but did not allow for an effect on the innovation and imitation coefficients, while according to our results this effect is strong. A second important variable is education, which influences both the market potential (m) and the innovation coefficient (p).
Apart from economic wealth and education, we find a distinct set of additional country covariates that affect the three diffusion metrics. We find a negative effect of income inequality on market potential. That is, all other things being equal, product adoption reaches a lower ceiling in such countries. We also find a positive effect of tourism on the market potential. Cosmopolitanism, which includes tourism, was one of the core constructs in the early studies of Gatignon et al. (1989) and Helsen et al. (1993) . For the innovation coefficient, we find a positive effect of education and economic openness. We find a positive effect of mobility on the imitation coefficient, supporting the hypothesis that if people are more mobile they get in contact with more people and thus have a higher probability of influencing each other. All the remaining variables were not selected. Thus, after controlling for the included variables, they do not provide any additional information about the diffusion process, in our sample of products and countries. The latter subsentence is important and applies to all our findings reported in the present paper; to our experience, findings on international diffusion of new products are sensitive not only to the variable selection technique employed, but also to the sample composition in terms of which products and countries are covered as well as the extent to which such sample is balanced (i.e., the same products are covered across the same set of countries). Table 5 summarizes which variables have been used as a driver of which metric in the previous literature. Including all variables as determinants of all diffusion metrics allowed us to extract three new findings on international diffusion. The first is the effect of education on market potential. All else equal, in a more educated population a higher proportion of the population will adopt new technologies. The second is the effect of tourism on market potential. The more touristic a country is, the more the population will get into contact with new technologies and thus the more people will eventually adopt. The third new effect is that of economic openness on the innovation coefficient. Lasso and Elastic Net posteriors are reported in Hans (2011) who finds small differences in the Lasso and Elastic Net posteriors using prostate cancer data (Stamey et al., 1989) .
Diffuse Normal Priors and Ridge
In Table 7 , we report the results after estimating the Bass diffusion model using diffuse normal priors on all regression coefficients in equation (10) and Ridge regression. Diffuse normal priors are the most standard choice in Bayesian regression and are used in the Bass diffusion model by Talukdar et al. (2002) , while Ridge regression is an alternative shrinkage method without the variable selection property as described above in Section 3. In the case of diffuse normal priors, none of the estimated effects is significant and so no conclusions can be drawn with respect to which variables influence which metric. When we do Bayesian regularization using Ridge, we only identify a positive effect of economic wealth on market potential. These poor conclusions with respect to which country characteristic influences which diffusion metric are the result of the sparseness of the data. As we illustrated in the simulation section above, diffuse normal priors and ridge regression are poorly suited for a multicollinear setting like ours. 
Discussion
Using the Bayesian Lasso and Elastic Net estimation procedures, we have shown that international variation in new product growth in our sample of products and countries is predominantly driven by economic wealth and education. In addition, economic inequality limits a new product's market potential. The innovation coefficient is also higher the higher the level of economic openness in a country. The imitation coefficient is higher, the higher the mobility of a country's citizens.
The application of Bayesian Lasso and Elastic Net on a larger sample of new products beyond high technology products (our present sample), such as laundry and appliances (e.g. Kumar & Krishnan, 2002) , fast moving consumer goods, services, pharmaceuticals and entertainment products, may bring strong generalizable insights (on main effects or contingencies) to the international diffusion literature. The set of countries and products used in international diffusion studies will always have large effects on the findings given large product-country interactions (Talukdar et al., 2002 ). An update to the meta-analytic approach, such as in Van den Bulte & Stremersch (2004) could therefore prove to be a valuable contribution to the international diffusion literature.
Such applications could also easily further enlarge the set of country covariates to variables that so far received little attention, such as distribution infrastructure, competition, or regulation (see Stremersch & Lemmens, 2009 , for an exception), to yield newly discovered strong determinants of international diffusion patterns. The methodology we propose is ideally suited to handle even larger covariate sets. One particular fruitful challenge lies in the study of interaction effects among country covariates. While, the Bayesian Lasso and Elastic Net cannot guarantee the inclusion of a main effect conditional on the inclusion of an interaction, Bien et al. (2013) propose a non-Bayesian variant of the Lasso which does In addition to the above applications, the present paper shows several additional limitations the reader should be aware of. It is well known that model averaging approaches substantially improve the prediction accuracy as opposed to fitting one single model (Wright, 2008; Eklund & Karlsson, 2007; Raftery et al., 1997) . A model averaging approach to the Bayesian Lasso and Elastic Net as in Hans (2010) and Hans (2011) respectively could be used for predicting the diffusion metrics of a product in a certain country before launch (van Everdingen et al., 2005) .
Second, the Bayesian version of the international Bass diffusion model could be formulated more flexibly. Previous research suggested making the error term of the Bass diffusion model autocorrelated and heteroskedastic (Fok & Franses, 2007) . The Bayesian Lasso and Elastic Net procedures we use in this paper can be easily implemented in such alternative diffusion models.
Third, the variable selection techniques introduced in this paper can be extended to other models that capture international new product growth patterns, such as duration models for time-to-adoption, time-to-takeoff (e.g. Tellis, et al., 2003; Van Everdingen et al., 2009) or duration of the growth stage (Stremersch & Tellis, 2004) , as well as to semiparametric sales models (e.g. splines), etc.
Despite these limitations, this paper contributes to marketing scholars' knowledge on dealing with sparse data, and offers a solution that is relatively easy to implement. It is clear that the on-going modeling practice, as documented here for international diffusion, can be improved substantially by implementing regularization methods, such as the Lasso and Elastic Net used in this paper. Such improvement would not only benefit the reliability of scholarly evidence, but would also allow to simultaneously explore a larger set of covariates and derive new empirical evidence on factors that remained uninvestigated so far. Within the research area of international diffusion, duration models (Dekimpe et al., 2000a; Dekimpe et al., 2000b) such as the time-to-takeoff model (Tellis et al., 2003; Stremersch & Tellis 2004; Chandrasekaran & Tellis 2008; van Everdingen et al., 2009 ) could lead to additional insights into which variables explain international differences in the timing pattern of diffusion. Areas that come to mind outside the research area of new product diffusion (Naik et al., 2008) include churn modeling, in which datasets with more than 100 explanatory variables are not an exception (Lemmens & Croux, 2006; Naik et al., 2010) , or the vector autoregressive (VAR) modeling tradition of marketing effectiveness (Dekimpe & Hanssens, 1999; Srinivasan et al., 2010) , in which the number of regression parameters dramatically explodes as the number of variables increases. We hope that the benefit of the procedure proposed in the present paper does not remain contained to international diffusion models, but rather diffuses to other research areas in marketing science as well. Appendix A: The Lasso Versus the Ridge Prior Tibshirani (1996) shows that Ridge regression is sensitive to the amount of correlation between regressors, while the Lasso is not. We show that the same conclusions hold in a Bayesian setting. We generate 1,000 data points according to the following model (A.1) without error term. The regression parameters are fixed at and . The regressors and are obtained from a standard normal distribution with correlation . Since no error term is included in the data generating process, we use the original Lasso prior introduced in Tibshirani (1996) , which is unconditional on the scale parameter (Hans, 2009 ). The prior follows a logistic normal distribution given by (B.3) More details on the logistic-normal distribution can be found in Aitchison and Shen (1980) .
The parameter vector and matrix are obtained from the second-level estimation. To obtain a candidate draw from , we use a normal random-walk candidate generating function with variance such that the acceptance level is approximately 0.3. Denote the current value of by , then the candidate is accepted with probability .
Next, we draw from its conditional posterior distribution (B.4) where is the total number of observations for product and is given by 
